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Introduction
Contexte
La reproductibilité est la capacité d’une expérience à être répétée à l’identique par
son auteur ou par un tiers. Elle assure que les résultats seront équivalents à des mo-
ments différents et dans des conditions différentes. C’est un des principes fondamentaux
qui conditionnent le caractère scientifique d’une étude et la capacité à généraliser ses
conclusions.
L’accroissement de la reproductibilité scientifique est un enjeu essentiel pour accélérer
la productivité scientifique. Pour la favoriser, les analyses de données, qui représentent
la partie in silico des protocoles expérimentaux, doivent être formalisées. Ces processus
peuvent être implémentés sous forme de chaînes de traitements. En pratique, celles-ci
sont souvent de nature hétérogène et peu structurées, limitant la capacité d’échanges et
la maintenabilité. Les systèmes de gestion de workflows (Workflow Management Systems
ou WfMS) scientifiques ont émergé depuis une dizaine d’années et proposent de mieux
formaliser les chaînes de traitements en mettant en avant des propriétés de répétabilité,
de maintenabilité et de capacité à l’échange. Certains de ces environnements bénéficient
d’une très large base d’utilisateurs. Ainsi, en bioinformatique, un WfMS comme Galaxy
tire parti d’une communauté très active et rend accessible des traitements d’analyse de
données reproductibles couvrant une large partie du domaine d’application.
Cependant, en dépit d’un indéniable succès, le public concerné reste essentiellement
celui des scientifiques consommateurs de données. Faire cohabiter concepteurs de mé-
thodes et utilisateurs autour d’une même plate-forme d’analyse de données reste un défi.
En effet, les WfMS sont aujourd’hui essentiellement des moyens de mise à disposition
d’outils et d’orchestration, employés par les scientifiques du domaine d’application. Il
s’agit, par exemple, des bio-analystes et des biologistes dans le cas d’analyses bioin-
formatiques. Ces environnements ne sont pas orientés vers la conception de composants
dont l’intégration reste coûteuse, technique et non automatisée. Cela a pour conséquence
de limiter leur adoption par les concepteurs d’outils, les développeurs et spécialistes de
l’algorithmique. Cependant, ces concepteurs pourraient avoir un rôle essentiel à jouer
dans l’intégration des méthodes d’analyses dans les WfMS. Leur implication accélérerait
la diffusion de nouvelles méthodes et de prototypes d’intérêt. Par ailleurs, les dynamiques
d’échanges et d’interactions entre consommateurs de données et producteurs de proces-
sus serait amplifiées. Des initiatives récentes montrent que l’idée d’un tel environnement
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pivot est une préoccupation partagée [1, 2].
Par ailleurs, nous constatons qu’aujourd’hui, les scientifiques qui réalisent des ana-
lyses de données exploitant le calcul intensif disposent de nombreuses options quant au
choix de l’infrastructure de calcul. L’éventail des possibilités est large et inclut l’usage
de ressources internes en passant par des plates-formes académiques mutualisées ou les
prestataires de Cloud Computing. Ces choix sont influencés par des facteurs comme les
caractéristiques des projets, les partenariats, la disponibilité des machines, la puissance
nécessaire ou la taille des données. En fonction de ces multiples paramètres, il peut être
opportun de pouvoir déplacer les chaînes de traitements d’une plate-forme d’exécution à
une autre, ou de les déployer temporairement, le temps d’une analyse. Aujourd’hui, ces
possibilités sont limitées par les méthodes proposées pour déployer les chaînes de trai-
tements. L’autonomie de l’utilisateur dans le choix de l’infrastructure mais aussi dans
la personnalisation des environnements d’analyse est, de ce fait, restreinte. Même si des
projets innovent pour trouver des solutions opérationnelles [3, 4], les WfMS ne prennent
pas encore suffisamment en compte la nécessité de favoriser le nomadisme des chaînes
de traitements .
En outre, il est évident que dans de multiples domaines scientifiques, les besoins en
calcul augmentent, poussés par un accroissement massif de la production de données.
Ainsi, l’arrivée des nouvelles méthodes de séquençage en génomique, mais aussi, plus
généralement, de différentes technologies à haut-débit en biologie, provoque un goulot
d’étranglement dans l’analyse de données en bioinformatique. Dans ce contexte, la dif-
fusion de l’usage d’environnements de traitements de données comme les WfMS est une
solution intéressante et déjà éprouvée pour simplifier l’exploitation des infrastructures de
calcul. Cependant, ces logiciels ne proposent pas de mécanismes génériques et accessibles,
permettant de tirer parti efficacement des caractéristiques spécifiques des infrastructures
de calcul. Ainsi l’accès au parallélisme reste très limité, alors que dans de nombreux cas,
la mise en œuvre de techniques simples pourrait garantir l’accélération des traitements.
Il ne s’agit pas seulement d’obtenir des résultats plus rapidement mais également de faire
diminuer les coûts des traitements, en exploitant mieux les capacités des machines dis-
ponibles. De plus, en délivrant plus rapidement des résultats exploitables, les méthodes
d’analyse des données massives pourraient être raffinées, débouchant sur des résultats
d’analyse plus pertinents.
Ces éléments montrent que de multiples efforts méthodologiques restent encore à
entreprendre pour améliorer et généraliser la capture, l’exécution et la diffusion des
workflows d’analyse de données.
Motivations
Une de nos principales motivations est de contribuer à l’élaboration de systèmes de
gestion de workflows scientifiques adaptés à la conception et à la diffusion d’analyses de
données et tout particulièrement dans le domaine de la bioinformatique.
Les facilités d’échanges permises par internet et les pratiques de développement open-
source démultiplient l’accès aux outils d’analyse de données. Mais leurs usages restent
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encore souvent restreints à des spécialistes de par la complexité de mise en œuvre et
l’hétérogénéité des implémentations. Dans des domaines scientifiques où les analyses de
données in silico sont prépondérantes, il est essentiel de favoriser le partage de ces pro-
cessus. Il s’agit d’une démarche d’Open Science capable d’accélérer la recherche là où
la culture de l’ouverture et de l’échange est déjà forte. Pour cela, nous pensons que les
WfMS peuvent être un point d’entrée facilitant la capture des méthodes d’analyse de
données. En effet, ils constituent le socle d’environnements émergents, candidats de choix
pour la conception et la diffusion normalisée des processus d’analyse de données. Nous
constatons que, depuis une dizaine d’années, la publication des chaînes de traitements
sucite un vif intérêt. Un des moyens proposé est la création de répertoires web visant à
agréger et mettre à disposition les workflows scientifiques à l’échelle d’une communauté
[5]. Néanmoins, cet objectif ambitieux fait face à de multiples difficultés: pour que les
workflows diffusés couvrent réellement le domaine applicatif, il faut répertorier et classi-
fier les chaînes de traitements, déterminer des patrons de conception invariants, puis être
capable d’intégrer ces caractéristiques dans une spécification suffisamment expressive et
intelligible pour être manipulable et largement exploitable. Cette démarche laborieuse
n’a jamais été complètement réalisée en bioinformatique.
En outre, l’activité scientifique est caractérisée par la mise au point de nouvelles
techniques et méthodologies. De ce fait, les méthodes d’analyse de données in silico font
appel à un assemblage d’outils non seulement préexistants mais aussi en cours d’élabora-
tion. Il s’agit donc fréquemment de prototypes expérimentaux qui passent par différentes
phases de mise au point. Bien que de nombreux environnements de gestion de workflows
soient disponibles, ceux-ci sont orientés vers la mise à disposition de composants pré-
existants et à leur orchestration. Ils négligent la conception de nouveaux composants. Le
cycle de vie des méthodes d’analyse est peu pris en compte et, de ce fait, le passage des
phases de conception aux phases de mise en production reste coûteux. Les WfMS pour-
raient prendre en compte cette dimension et non pas se limiter à la mise à disposition
de composants. A défaut, les outils les plus innovantes ne seront pas référencées dans
les répertoires et la dynamique communautaire sera limitée par une faible implication
des scientifiques concepteurs. Par ailleurs, aujourd’hui, la propriété de reproductibilité,
souvent mise en avant dans le cadre d’une approche workflow, n’est pas complètement
effective. Pour garantir la reproductibilité, la diffusion des protocoles doit être associée
à une réelle capacité à rejouer l’exécution de l’analyse telle qu’elle a été initialement ex-
ploitée. Pour cela, une des approches possibles consiste à formaliser une spécification de
workflows échangeables et déployables efficacement. Nous pensons que la mise en place
des conditions techniques nécessaires au nomadisme des chaînes de traitements est un
préalable à une diffusion efficace des workflows. Ainsi, l’utilisateur d’un WfMS pourra
exécuter un workflow, extrait d’un répertoire communautaire, sur une infrastructure de
cloud computing de son choix, sans se soucier des aspects techniques du déploiement, qui
aujourd’hui nécessitent un support technique important.
Une deuxième motivation est la recherche de méthodes capables de lever les verrous
de la capture des chaînes de traitements d’analyse de données à haut-débit. Pour cela,
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la phase de création des processus d’analyse de données exploitant le calcul intensif
doit d’abord être formalisée. Nous serons alors en mesure de proposer une démarche
de conception plus efficace. Ensuite, nous devons définir une spécification de workflows
adaptée, dans laquelle l’orchestration des tâches prend en compte le recours au calcul
intensif. Cet aspect est crucial pour des domaines comme la bioinformatique. En effet,
depuis 2005 et l’apparition des nouvelles technologies de séquençage (NGS pour Next-
Generation Sequencing), les besoins en calcul et de stockage des traitements ont connu
une augmentation considérable. Dans le même temps, les bioinformaticiens concevant
des chaînes de traitements continuent à utiliser des méthodes basées sur le scripting et
la ligne de commande. Les processus d’analyse sont donc de plus en plus complexes à
écrire et à maintenir manuellement. En effet, l’évolution rapide des composants logiciels
métiers mais également les contraintes causées par l’exploitation des environnements de
calcul intensif provoquent des difficultés nouvelles. Ainsi, l’usage de couches logicielles
supplémentaires et de patrons de conception additionnels particuliers sont actuellement
nécessaires. C’est pourquoi, aujourd’hui, le développement de chaînes de traitements de
données et l’optimisation de leurs performances s’avèrent des tâches techniques particu-
lièrement laborieuses. Dans cette situation, le recours à des environnements intégratifs
de conception comme les WfMS peut être une solution pour simplifier la conception et
l’exécution des chaînes de traitements d’analyse intensive de données. Cela paraît d’au-
tant plus adapté, qu’avec la nécessité d’analyser des masses de données toujours plus
importantes, sont apparus des WfMS capables d’exécuter les processus sur des infrastruc-
tures distribuées dédiées au calcul intensif. Cependant, ces environnements n’intégrent
pas de mécanismes génériques capables d’accélérer efficacement l’exécution des chaînes
de traitements.
Objectifs
Les objectifs généraux de ce travail concernent l’intégration dans les WfMS de pro-
cessus de conception des workflows efficaces, adaptés aux analyses de données haut-débit
telles qu’on les conçoit en bioinformatique. Il s’agit également de faciliter leur diffusion
et leur usage.
En premier lieu, nous nous intéresserons à la conception d’environnements de ges-
tion de workflows scientifiques, basés sur des Architectures Orientées Service (SOA).
Nous chercherons à définir un formalisme facilitant la capture des chaînes de traitements
d’analyse de données scientifiques et plus particulièrement celles qui sont basées sur des
composants hétérogènes. Les formalismes employés devront garantir le découplage entre
spécification et implémentation et favoriser l’indépendance des modèles capturés vis-à-vis
des environnements d’exécution logiciels et matériels. Nous voulons définir une spécifi-
cation de workflow à la fois adaptée à la conception, à l’exécution et au déploiement des
chaînes de traitements.
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Nous désirons également favoriser l’intégration du calcul intensif dans les workflows.
Pour cela, des mécanismes particuliers comme la reprise sur erreur, l’accès au paral-
lélisme, et le déplacement des données doivent être intégrés aux WfMS. Même si des
progrès importants ont été réalisés, il reste de nombreuses pistes à explorer pour amélio-
rer la capture des spécifications et permettre la génération d’implémentations capables
de tirer parti des caractéristiques des infrastructures de calcul.
Par ailleurs, il faut adapter les WfMS aux changements et à l’évolution des environne-
ments d’exécution logiciels et matériels. Aujourd’hui, c’est le choix du WfMS qui définit
le type d’infrastructure de calcul accessible. Il s’agit d’un frein à l’adoption de l’approche
workflow, dans un contexte où de nouveaux types d’infrastructures mais aussi de modes
d’accès au calcul apparaissent, portés par l’engouement pour le Big Data. La capacité à
exécuter la même spécification sur différents types d’environnements d’exécution favori-
serait l’indépendance du concepteur de workflows vis-à-vis des plates-formes techniques.
La pérennisation des spécifications serait également renforcée. Enfin, l’élaboration de
répertoires de workflows ouverts, et réellement reproductibles serait rendue possible.
De ce fait, il est essentiel de définir une spécification de workflows indépendante des
environnements d’exécution logiciels et matériels.
Enfin, le WfMS doit devenir un outil de conception d’application. Les WfMS scien-
tifiques possèdent de bonnes capacités de mise à disposition et d’orchestration de com-
posants préexistants. Ils ciblent donc des scientifiques consommateurs de données pour
qui le WfMS remplit la fonction d’automatisation des analyses. La prise en compte du
cycle de développement des applications scientifiques, et notamment du processus de
prototypage et de raffinement d’une spécification, étendrait l’audience des WfMS aux
producteurs de composants: les scientifiques spécialistes de l’algorithmique et les déve-
loppeurs. Ces concepteurs maîtrisent la programmation et les infrastructures de calcul et
se passent des WfMS. Pour qu’ils perçoivent mieux l’intérêt de modifier leurs pratiques
de travail, ces environnements pourraient prendre en charge les tâches techniques de
conception les plus laborieuses.
Afin de réaliser ces objectifs, nous définirons l’approche méthodologique suivante:
Tout d’abord, nous formaliserons un modèle DataFlow adapté à la conception gra-
phique et au calcul intensif. Nous exploiterons la capacité de représentation des modèles
DataFlow dans le cadre de l’élaboration d’un langage graphique permettant la spécifica-
tion simplifiée et une exécution efficace des workflows. Pour cela, nous nous inspirerons
des propriétés et patrons de conception des langages fonctionnels. Les modèles de calcul
DataFlow permettent l’expression de multiples niveaux de parallélisme. Nous cherche-
rons donc à exploiter cette caractéristique pour définir un moteur d’exécution parallé-
lisé intégrant les spécificités du calcul intensif et des architectures orientées service des
WfMS.
Ensuite, nous voulons rendre possible la simplification de la phase de design des
workflows par l’introduction dans l’environnement logiciel de fonctionnalités prenant en
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charge les aspects purement techniques de la conception. L’intégration de ces fonctionna-
lités doit permettre à l’utilisateur de mieux se focaliser sur la conception et l’orchestration
de composants d’analyse des données. Pour cela, nous suivrons une approche orientée
modèle, démarche inspirée de l’ingénierie dirigée par les modèles (MDE pour Model Dri-
ven Engineering). Elle sera basée sur l’analyse du domaine de la bioinformatique en tant
que méta-modèle.
Nous proposerons une structuration des phases de conception facilitant l’isolation
des composants associés au métier. Les chaînes de traitements seraient initialement sim-
plifiées lors de la capture. L’environnement d’exécution pourrait ensuite se charger d’in-
jecter des composants techniques et de définir leurs paramétrages suivant des règles
liées au contexte d’exécution. Ainsi, le découplage entre spécifications de workflows et
environnements logiciels et matériels sera formalisé.
Dans un deuxième temps, nous appliquerons une démarche similaire pour modéliser
les dépendances logicielles des workflows et produire une spécification autonome, indé-
pendante d’environnements logiciels prédéfinis. Ici, la modélisation ne sera pas basée sur
le domaine d’application mais sur des représentations génériques et opérationnelles des
dépendances et des contextes d’exécution attendus.
Contributions
Les contributions essentielles de cette thèse concernent la définition d’une métho-
dologie de conception orientée modèle rendant possible la création rapide de workflows
scientifiques Ad hoc et leur diffusion.
Tout d’abord, nous proposons une méthode de capture de prototypes de workflows
et de transformation en implémentations permettant l’analyse haut-débit.
Par ailleurs, nous présentons également un mode de représentation des dépendances
logicielles dans la spécification des workflows qui est particulièrement adapté a l’échange
et la reproductibilité. Nous listons ci-dessous plus précisément nos contributions.
Une méthode orientée modèle dans la conception des workflows scien-
tifiques
La contribution essentielle de cette thèse est de proposer une méthode orientée modèle
dans la conception des workflows scientifiques. Nous mettons notamment en évidence son
intérêt pour:
— l’extraction simplifiée du parallélisme;
— la génération de différentes implémentations et vues à partir d’un même modèle;
— la représentation des dépendances logicielles des workflows.
Nous intégrons la connaissance du domaine métier, ici la bioinformatique, par la
création d’un méta-modèle partiel.
Ce méta-modèle partiel est constitué à partir d’ontologies. Nous nous focalisons sur
l’exploitation d’une ontologie décrivant les types de données et les processus en bioin-
formatique, EDAM (EMBRACE Data and Methods). Le méta-modèle produit dote les
Introduction 9
fonctions définies par l’utilisateur (UDF) de propriétés exploitables concrètement au sein
d’un modèle de calcul DataFlow.
C’est la connaissance du méta-modèle intégré à l’environnement qui fait émerger des
fonctionnalités avancées, facilitant la conception de workflows.
Ce travail met particulièrement en évidence l’intérêt d’une typologie des classes de
composants dans un WfMS. Nous cherchons à capturer dans l’environnement de concep-
tion des éléments du méta-modèle du domaine scientifique d’applications. Il s’agit ici
de méthodes liées aux types des données métiers nommées DFF (Data Format Func-
tion). En les exploitant, nous guidons la conception et permettons l’automatisation de
la génération du parallélisme de données gros grain.
Définition d’un langage DataFlow adapté à la conception rapide de
workflows intensifs
Un des apports majeurs de ce travail est la définition des bases formelles d’un lan-
gage graphique DataFlow générique, particulièrement adapté aux analyses de données
intensives.
Ce langage permet de spécifier de façon simplifiée un workflow basé sur la composition
d’acteurs hétérogènes sans état. La spécification produite est interprétable par un moteur
de workflows. Pour cela nous avons exploité des principes et patrons de conception
issus des langages fonctionnels. Ceux-ci facilitent la hiérarchisation des fonctionnalités
et permettent ainsi une prise en main intuitive des outils de conception, sans limiter
l’expressivité du langage.
L’apport des langages fonctionnels est ici notamment caractérisé par l’utilisation de la
gestion implicite des itérations et l’emploi d’un système de jetons de données abstraits
référençant des collections (monades collection) et associé à des fonctions de filtrage
(listes en compréhension).
Modèle de calcul générique exploitant les niveaux extractibles de paral-
lélisme dans les workflows
Une autre contribution de cette étude est la création d’un modèle de calcul original.
Ce modèle de calcul s’inspire des modèles DataFlow historiques en les adaptant aux
architectures orientées service dédiées au calcul intensif. Ce modèle de calcul est asso-
cié à un algorithme d’ordonnancement et permet l’exploitation de plusieurs niveaux de
parallélisme extractible à partir d’une spécification DataFlow: le parallélisme de tâches
(itération, dépendances de données) et le parallélisme de données gros grain.
La particularité de notre modèle de calcul est qu’il exploite les niveaux de parallélisme
les plus communs dans les workflows bioinformatiques. D’autre part, il est adapté aux
infrastructures distribuées comme les clusters de calcul. C’est une approche générique et
automatisable permettant l’introduction du parallélisme dans l’exécution des workflows
et donc la diminution des temps d’analyses. Le moteur de workflows basé sur ce modèle
est performant pour l’analyse des grands jeux de données. Par ailleurs, la capture d’une
spécification de workflow adaptée à ce moteur est particulièrement rapide.
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Génération d’implémentations multiples à partir de la capture d’une
unique spécification de workflows
Nous avons montré le potentiel d’une approche orientée modèle pour adapter les
workflows à différents environnements d’exécution. Pour cela, nous abordons l’exploita-
tion de la transformation de modèles. Par cette méthode, il est possible, à partir d’un
même modèle de worfklow, de générer différentes implémentations, chacune adaptée à
un contexte d’exécution particulier. Il peut s’agir d’une spécification exécutable par un
moteur de workflows ou de code interprétable dans un langage general purpose. Cette
capacité à s’adapter à différents contextes d’exécution favorise l’indépendance entre spé-
cification et implémentation et la pérennisation des processus capturés.
Application à la conception d’un WfMS
Nous montrons l’intérêt des formalismes élaborés en les implémentant au sein d’un
nouveau WfMS intégratif orienté service qui associe un environnement de conception, un
répertoire de workflows et un moteur d’exécution. Nous mettons notamment en évidence
l’intérêt de cet environnement pour la conception rapide de workflows intensifs scienti-
fiques. Ce WfMS rend possible la capture rapide de composants hétérogènes et leur
orchestration. Nous étudions des exemples d’intégration de méthodes d’analyse de don-
nées bioinformatiques, en cours d’élaboration. Ces méthodes sont capturées sous forme
de workflows puis converties semi-automatiquement en implémentations adaptées à un
contexte d’exécution intensif.
Cet environnement logiciel est capable, à partir d’une même spécification, de pro-
duire différents types d’implémentations et modes de mise à disposition. Il peut ainsi
concilier différents usages pour plusieurs publics tout en garantissant la normalisation et
la pérennisation des processus d’analyse. Grâce à ce type de plates-formes, le workflow
devient lui même un service exploitable dans différents contextes applicatifs et contextes
d’exécution. Nous pensons donc que ce nouveau type de WfMS favorise l’usage et la
dissémination des workflows.
Formalisation d’une spécification autonome de workflows
Une autre contribution de cette thèse est la définition d’une spécification DataFlow
autonome, suffisante pour permettre le déploiement des workflows indépendamment de
l’infrastructure de calcul. Le couplage entre spécifications de workflows et dépendances
des composants permet, dans le cas du modèle de cloud computing CaaS (Container as
a Service), la diffusion et l’échange de chaînes de traitements de données directement
interprétables et réutilisables. La spécification proposée, A-SCDFM (Autonomous Semi-
Concrete DataFlow Model), rend possible la création de répertoires communautaires
de workflows intrinsèquement diffusables et ré-exécutables. Pour cela nous suggérons
l’élaboration conjointe de répertoires de workflows basées sur A-SCDFM et de répertoires
de containers incluant les dépendances logicielles. Cette architecture pourrait déboucher
sur une accélération de la diffusion et de la mise à disposition des chaînes de traitements
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de données, notamment intensives dans des contextes de développement communautaire,
comme on le trouve en bioinformatique.
Vue d’ensemble de la dissertation
Dans la première partie, nous présenterons un état de l’art formel concernant les
modèles de calculs exploitables dans les moteurs de workflows. Nous décrirons plus par-
ticulièrement les modèles utilisés dans certains WfMS scientifiques. Nous aborderons la
notion de langages graphiques, et précisons certaines caractéristiques des langages fonc-
tionnels et leurs liens avec les langages graphiques et les modèles de calcul DataFlow.
Nous détaillerons l’approche orientée modèle et en particulier les architectures orien-
tées modèle (MDA pour Model Driven Architecture), et l’intérêt qu’elles présentent
pour la conception de chaînes de traitements. Nous aborderons notamment la notion de
méta-modèle et montrons comment des ontologies liées au domaine d’application sont
exploitées aujourd’hui dans l’ingénierie dirigée par les modèles.
Dans la deuxième partie, nous présenterons un état de l’art technique des WfMS
scientifiques et des plates-formes d’exécution adaptés au calcul intensif. Nous nous inté-
resserons particulièrement aux clusters de calcul et à l’utilisation de différents modèles
de cloud computing. Nous décrirons l’audience actuelle des WfMS scientifiques en bio-
informatique et les freins à l’adoption de ces outils par les concepteurs d’applications.
Nous détaillerons les architectures logicielles et les mécanismes actuellement utilisés dans
ces environnements pour gérer ou produire des workflows impliquant du calcul intensif.
Nous caractériserons également ces systèmes par rapport à leurs capacités à permettre
la création de répertoires de workflows communautaires.
La troisième partie décrira nos propositions méthodologiques. Nous présenterons un
nouveau modèle de calcul DataFlow, UDFAS (URI based DataFlow for Asynchronous
Services), adapté à l’éxécution des workflows intensifs au sein d’un système de gestion
de workflows. Nous exposerons en détail ses patrons de conception inspirés des langages
fonctionnels, notamment le recours à un système de jetons de données abstraits. Ce mo-
dèle permet l’expression de différents niveaux de parallélisme implicites. Nous présen-
terons également l’algorithme d’ordonnancement associé. Nous proposerons ensuite une
démarche de capture de workflows basée sur une typologie des acteurs permettant d’iso-
ler les éléments que l’on peut intégrer automatiquement pour simplifier la conception.
Cette méthode permet la génération semi-automatique du parallélisme de données gros
grain et rend possible la création rapide de workflows intensifs. Nous présentons les mé-
thodes de transformation de modèles qui permet de générer différentes implémentations
fonctionnelles, adaptés à de multiples environnements d’exécution. Nous décrivons la no-
tion de spécification de modèle de workflow semi-concret (SCDFM pour Semi-Concrete
DataFlow Model), qui facilite l’indépendance vis-à-vis des environnements d’exécution.
Par l’association entre modèle de workflow SCDFM et représentation des dépendances
des composants, nous pouvons proposer un mécanisme d’injection des configurations
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facilitant le déploiement sur les clusters et les plates-formes PaaS. Par ailleurs, nous
proposons de définir les dépendances logicielles des composants à partir de containers et
de les représenter directement dans un modèle de workflow. La spécification DataFlow
générique et autonome obtenue, nommée A-SCDFM (Autonomous Semi-Concrete Da-
taFlow Model), permet un déploiement extrêmement simplifié sur toute plate-forme de
cloud computing CaaS (Container as a Service).
Dans la quatrième partie, nous aborderons la description de l’implémentation des
artefacts logiciels conçus pour valider l’intérêt de nos propositions méthodologiques.
Cette description concerne (i) l’implémentation d’un WfMS incluant un mécanisme de
parallélisme semi-automatique dirigé par l’utilisateur et permettant la capture simplifiée
de composants hétérogènes, (ii) l’implémentation du Modèle de calcul UDFAS en tant
que cœur du moteur de workflows de notre WfMS, (iii) l’implémentation du couplage
entre spécification de workflows SCDFM et dépendances des composants pour simplifier
le changement d’environnement d’exécution et automatiser le déploiement sur les plates-
formes CaaS.
Dans la cinquième partie, nous exposerons nos résultats. Nous évaluerons les perfor-
mances de notre modèle de calcul UDFAS et son adaptation au calcul intensif. Nous
illustrerons l’usage des fonctionnalités de conception et d’exécution de workflows issues
de nos propositions méthodologiques et implementées dans notre WfMS. Ces illustra-
tions, PrimerFinder et Orthocis, sont des cas d’utilisation concrets du domaine de la
bioinformatique, issus de collaborations scientifiques. PrimerFinder illustre notre mé-
thode de capture et de conception ainsi que la génération rapide du parallélisme dans un
contexte de prototypage d’application scientifique. Orthocis met en lumière l’indépen-
dance des spécifications workflows produites vis-à-vis des infrastructures d’exécution et
les capacités de déploiement automatique associées. D’autre part, le rôle d’un répertoire
de workflows dans le cadre du développement rapide d’applications sera évalué.
Enfin, la dernière partie inclut la discussion et la conclusion de cette étude. Nous
reviendrons sur les travaux effectués et synthétiserons les apports de cette thèse. L’ex-
tension du modèle de calcul UDFAS sera abordée et nous discuterons de la création
de répertoires de workflows communautaires basés sur des spécifications autonomes A-
SCDFM. Pour terminer, nous présenterons les perspectives d’applications de nos travaux
dans le contexte de la conception de WfMS pour l’Open Science et proposerons des pistes
pour de futures recherches.
Chapitre 1
Etat de l’art formel
Dans ce premier chapitre, nous nous concentrerons sur l’analyse des méthodes d’exé-
cution et de conception des workflows. Nous étudierons ici les principes qui sont mis en
œuvre aujourd’hui dans les applications gérant des chaînes de traitements. Ainsi, nous
pourrons avoir une vision, la plus complète possible, des formalismes dont tirent parti,
même implicitement, les WfMS. D’autre part, nous élargirons notre état des lieux à
des méthodologies issues du génie logiciel et dont pourraient bénéficier ces environne-
ments. De cette façon, nous pourrons définir le cadre formel qui nous permettra de faire
des propositions basées sur des assises théoriques solides. Tout d’abord, nous mettrons
à jour les fondements algorithmiques qui sous-tendent l’élaboration de moteurs d’exé-
cution de workflows. Nous examinerons les méthodes d’orchestration qui déterminent
les performances de l’exécution. Nous nous pencherons sur la notion de modèle de cal-
cul et considérerons les différents choix possibles pour l’implémentation d’un moteur
de workflows efficace. Nous détaillerons les modèles les mieux adaptés à l’exécution des
workflows d’analyse de données à haut-débit. Ensuite, nous aborderons les caractéris-
tiques des langages graphiques qui peuvent être employés dans les outils de conception
des WfMS. Nous déterminerons quels sont les critères essentiels à considérer lorsqu’on
élabore un tel langage. Nous étudierons en particulier comment concilier la facilité de
conception et l’expressivité. De plus, nous décrirons les approches méthodologiques éta-
blies qui peuvent faciliter la mise en œuvre de la capture des spécifications et, plus lar-
gement, peuvent mieux structurer la démarche de conception de workflows. Ainsi nous
présenterons les méthodes de conception orientées modèle et leur couplage à l’usage des
ontologies dans le cadre général de la conception d’applications. L’ensemble de ces élé-
ments nous servira à mieux cerner comment les WfMS rendent possible la conception et
l’exécution des workflows d’analyse de données intensive et comment ils peuvent y être
mieux adaptés.
1.1 Modèles de calcul
Les WfMS sont bâtis autour d’un artefact logiciel qui permet d’orchestrer l’exé-
cution des différents composants qui forment un workflow que l’on nomme moteur de
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workﬂows. Nous allons tout d’abord nous attacher à décrire les bases formelles qui sous-
tendent l’élaboration de ces moteurs. Les moteurs de workflows utilisent des modèles de
représentation des processus. Ces modèles de calcul (MoC pour Model of Computation)
constituent le cœur algorithmique d’un moteur de workflows. Nous décrirons dans cette
section les principaux MoC utilisés dans les WfMS.
1.1.1 Définition
Modèle de calcul
D’après Edwards et al [6], un modèle formel de conception doit posséder une sé-
mantique précise et non ambiguë concernant (i) des relations implicites ou explicites
entre entrées et sorties et éventuellement des variables d’état, (ii) des propriétés, (iii) des
fonctions de "coût", (iv) des contraintes.
La définition formelle suivante d’un MoC communément admise est:
Déﬁnition 1.1 Un MoC est une description mathématique qui possède une syntaxe et
des règles permettant le calcul du comportement d'un système à un haut niveau d'abs-
traction. Il est utilisé pour spéciﬁer la sémantique du calcul et de la concurrence.
On peut citer différents exemples de MoC comme les machines à états finis, les systèmes
d’équations différentielles, les DataFlows ou les réseaux de Pétri.
Un MoC a différents usages. Il rend possible la capture sans ambiguïté d’une fonc-
tionnalité nécessaire ou l’utilisation d’outils associés à ce modèle. Un MoC facilite la
vérification de la validité d’une spécification fonctionnelle par rapport à des propriétés.
Enfin, une partie des spécifications peut être générée à partir de celui-ci.
Ainsi, pour concevoir une application qui réalise une certaine fonction, un concepteur
peut vouloir explorer différentes implémentations possibles dans le but de maximiser une
fonction de coût. Dans ce cas, des modèles de calcul peuvent être utilisés. Un MoC doit
à la fois avoir les algorithmes de génération et de validation adaptés et être assez efficace
pour le domaine d’application.
Lorsque l’on utilise un langage pour décrire un comportement, "le MoC détermine
l’expressivité du langage tandis que la syntaxe affecte la compacité, la modularité et la
réutilisabilité " [6].
Par ailleurs, on peut se poser la question de la relation entre MoC et représentation
graphique d’un algorithme.
Ainsi, les modèles graphiques de calcul sont des représentations graphiques abstraites
du mode d’exécution d’un système. Dans la littérature on peut voir les MoC parfois
assimilés à leur représentation graphique. Nous préférerons différencier les MoC et leurs
représentations. Nous désignerons donc ici par modèle graphique de calcul la représen-
tation graphique d’un MoC.
1.1.2 La représentation des Workflows
Nous passons ici en revue certaines classes de MoC utilisées pour formaliser les work-
flows, que ce soit dans les domaines scientifiques ou dans le monde de l’entreprise. Nous
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présenterons tout d’abord les méthodes algèbriques, basées sur des langages textuels et
caractérisées par une grande expressivité. Nous aborderons ensuite les méthodes basées
sur les graphes et généralement associées à des langages graphiques.
1.1.2.1 Méthodes algèbriques de manipulation de processus
pi calcul
Le pi calcul est une algèbre de processus qui décrit des systèmes configurables. Le pi
calcul est basé sur le concept de mobilité, qui inclut la communication et le changement.
La relation entre différents processus est la communication. Elle peut induire au cours
du temps un changement dynamique de la structure qui associe des processus.
Ainsi un processus peut inclure dynamiquement d’autres processus qu’il reçoit par
communication. La communication est basée sur la notion de nom. Un nom est un
terme qui désigne indifféremment des liens, des références, ou des identifiants associés à
un espace de nommage particulier.
Le pi calcul possède un grand pouvoir d’expressivité. C’est un langage théorique per-
mettant d’isoler des propriétés essentielles et d’étudier la programmation parallèle et
distribuée. Il peut être vu comme une algèbre utile pour décrire des processus et com-
ment ils communiquent de façon formelle et pour raisonner sur le comportement d’un
système. Le pi calcul trouve aujourd’hui des applications dans la gestion des proces-
sus métiers (BPM pour Business Process Management). Il permet ainsi d’exprimer les
patrons classiques présents dans les workflows [7]. La nécessité d’utiliser la notion de mo-
bilité dans un système de gestion de workflows pourrait justifier l’usage du pi calcul, par
exemple dans la représentation de traitements inter-organisations. Nous ne considérerons
pas ce formalisme, puisque nous ne nous plaçons pas dans ce cas de figure.
Méthodes algèbriques relationnelles
Différents modèles de calcul basés sur des méthodes algèbriques relationnelles ont été
conçus pour l’analyse de données:
— L’algèbre d’Ogasawara est une méthode algèbrique dédiée aux workflows et centrée
sur les données implémentant des patrons de conception adaptés à la gestion du
parallélisme [8], implémenté dans l’outil CHIRON [9].
— Pig Latin [10] est un langage orienté relationnel permettant de représenter des
opérations de type map, sort et reduce sur des fonctions définies par l’utilisateur
(UDF pour User Defined Functions). L’exécution s’effectue sur le framework Ma-
pReduce [11] Hadoop. Le modèle de données est un modèle relationnel imbriqué.
Chaque opération est compilée en MapReduce et les opérations sont chaînées sim-
plement. En bioinformatique, Pig Latin est exploité pour l’analyse de séquences
haut-débit, notamment via la librairie SeqPig [12] qui intègre des fonctions dédiées
à l’analyse de séquences. SeqPig définit des fonctions d’importation et d’exporta-
tion associées à des formats utilisés en bioinformatique mais également des UDF
pour le traitement et l’alignement de séquences.
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— Plusieurs langages reprenant la syntaxe de SQL sont intégrés à des frameworks
d’analyse intensive de données sur clusters base sur le parallélisme de données gros
grain. Tenzin [13], Shark [14] et HiveQL [15] sont des langages étendant la syntaxe
déclarative de SQL et qui permettent l’exécution sur un environnement de type
MapReduce. Hive supporte les UDF. Spark SQL [16] reprend la syntaxe SQL et
permet l’exécution sur le framework Spark [17]. A la différence de MapReduce dans
lequel les données sont systématiquement écrites sur le système de fichiers, Spark
permet de garder les données en mémoire. Spark permet directement l’intégration
de fonctions codées par l’utilisateur sans faire appel à un mécanisme d’extension
de type UDF. L’outil SparkSeq [18] est un exemple d’exploitation de Spark pour
le traitement des données NGS en bioinformatique.
Les méthodes algèbriques relationnelles présentent un intérêt certain pour élaborer
des moteurs de workflows d’analyse de données dotés d’une grande expressivité.
1.1.2.2 Méthodes basées sur les graphes
Nous abordons ici les modèles de calcul basées sur les graphes qui constituent un
formalisme précis pour modéliser des entités associées par des relations (cf. annexe B).
Ils présentent naturellement des aptitudes à la représentation graphique. Cela en fait
des modèles de choix pour l’élaboration d’interfaces visuelles de conception de workflows
comme on en trouve dans les WfMS.
Modèles de files d’attente
Les modèles de files d’attente (queuing systems) sont utilisés par exemple pour cal-
culer des délais d’attente dans un système et optimiser cette attente et les ressources
afférentes. Un système de queue est déterminé par les propriétés de la population d’arri-
vée comme sa taille qui peut être finie ou infinie et son taux d’émission, qui peut suivre
une distribution (poisson, exponentielle...). Les propriétés de la file d’attente à considérer
sont sa taille maximum et la stratégie rattachée à la fourniture du service, par exemple
FIFO (First In First Out). Dans un modèle de queue, les nœuds représentent des opé-
rateurs complexes associés à des taux d’arrivée par unité de temps ou des décisions. Les
arêtes représentent des événements, des jetons ou des requêtes.
Les automates finis
Les automates finis ou machines à états finis (FSM pour Finite State Machines)
permettent de définir des séquences de contrôle dans des tâches contrôle-intensives. Une
FSM est conçue comme une machine abstraite qui peut se trouver dans un seul état à
la fois, parmi une liste d’états prédéfinis. La FSM passe d’un état à un autre suivant
une transition déclenchée par un événement ou condition. Une FSM possède un état
initial et chaque état est attaché à des entrées/sorties. Dans certaines classes de FSM,
on associe des actions aux états qui sont déclenchées lorsqu’on entre dans un état ou
lorsque on le quitte. Le modèle FSM n’est pas Turing complet. Une implémentation
de FSM a une mémoire limitée à son nombre d’états. Un diagramme états-transitions
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(State Transition Diagram ou STD) peut être utilisé pour représenter un FSM. Le STD
est un modèle graphique faisant partie d’UML et utilisé pour décrire le comportement
de systèmes. Dans le STD, on définit un graphe orienté dont les nœuds représentent
des états. Un état peut être rattaché à une action d’entrée et une action de sortie.
Il existe au moins un état de départ et un nombre quelconque d’états d’arrivée. Les
arêtes représentent des transitions entre les états. Une transition peut être associée à
un événement déclencheur, une condition à remplir, une liste d’actions à réaliser. Les
événements et conditions peuvent être combinés par des opérateurs AND et OR. Lors
d’un changement d’état, les actions suivantes sont exécutées:
— l’action de sortie de l’état de départ;
— la séquence d’actions de la transition;
— l’action de l’état d’arrivée.
Les réseaux de Pétri
Un réseau de Pétri est un MoC qui décrit un système pouvant avoir des proces-
sus concurrents, asynchrones, distribués, ou non déterministes. C’est un graphe biparti
orienté constitué de deux types de nœuds: les places et les transitions. Des règles d’exé-
cutions définissent la transmission de jetons par les arêtes d’une place à l’autre (franchis-
sement). Ces règles ne sont appliquées que lorsqu’une place d’entrée contient un jeton.
Les propriétés des réseaux de Pétri ont été très étudiées, permettant l’exploitation de
méthodes d’analyse puissantes notamment pour la validation des modèles représentés
[19]. De ce fait, on peut les classer dans les méthodes formelles. Les réseaux de Pétri
sont utilisés depuis longtemps dans les systèmes de gestion de workflows [19], notamment
pour le BPM (Business Process Management). Le langage de workflows YAWL [20] est
basé sur les réseaux de Pétri, mais les étend pour faciliter la modélisation de workflows
complexes. YAWL est un langage basé sur les réseaux de Pétri comme représentation
intermédiaire et vise à simplifier leur usage. Il s’agit d’un formalisme utilisable dans le
BPM mais qui semble avoir peu d’usage dans les WfMS scientifiques orientés analyse
intensive de données.
Les réseaux de processus de Khan
Les réseaux de processus de Khan (ou KPN pour Kahn Process Networks) sont des
modèles permettant de représenter la concurrence des traitements [21]. Un KPN est
un graphe orienté où (i) les nœuds représentent des processus de calcul indépendants
et concurrents, (ii) les arêtes représentent des queues FIFO de communication entre
processus. Les processus lisent et écrivent des éléments atomiques de données ou jetons
(tokens) depuis un canal d’entrée vers un canal de sortie. L’écriture vers un canal de
sortie est non bloquante pour le processus, qu’elle réussisse ou non. Par contre, la lecture
depuis un canal est bloquante. De ce fait, l’exécution d’un processus ne se poursuit que
si le canal entrant contient suffisamment de jetons de données. Dans un KPN, il n’y a
pas d’ordonnancement global, le contrôle de l’exécution est complètement distribué entre
les processus individuels. Comme l’échange de données a été distribué entre les queues
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FIFO des canaux, il n’y a pas de nécessité d’un espace mémoire commun accessible par
de multiples processus.
D’autre part, l’exécution d’un KPN est déterministe. En effet, pour une séquence
de jetons définis, rattachée à un canal, les exécutions associées à un nœud produiront
toujours la même séquence de jetons de sortie quels que soient l’ordre et les durées
d’exécution des processus.
Les processus d’un modèle KPN sont monotoniques, ils ne nécessitent qu’une partie
d’un flux de données pour produire une partie d’un flux de sortie. La Monotonicité
est une propriété intéressante car elle permet le parallélisme. Dans un KPN, chaque
processus peut être représenté comme un FSM ayant l’un des deux états, "actif" ou "en
attente" de jetons d’entrée.
Les nœuds qui n’ont pas d’arêtes entrantes se comportent comme des sources de don-
nées et ceux qui n’ont pas d’arêtes sortantes se comportent comme des puits de données.
On peut utiliser ces nœuds particuliers pour représenter respectivement les données d’en-
trée et les données de sortie du modèle. Les modèles KPN sont particulièrement adaptés
à la représentation du traitement de flux de données. L’exécution se termine lorsque tous
les processus sont bloqués, en attente de lecture de jetons d’entrée. Cela peut se produire
même s’il subsiste des jetons dans certains canaux.
Les modèles DataFlow
Un graphe DataFlow est un graphe orienté dont les arêtes représentent les dépen-
dances de données entre des opérations représentées par les nœuds. L’application est
représentée comme un graphe orienté où:
— les nœuds ou acteurs représentent les traitements ou fonctions;
— les arêtes représentent les canaux de communication entre fonctions qui corres-
pondent à des tampons FIFO (first-in, first-out).
Les jetons de données sont produits et consommés sur les arêtes. L’exécution est guidée
par les données. En effet, un acteur ne peut être exécuté que s’il reçoit suffisamment de
jetons de données sur ses arêtes entrantes. Cette condition est définie par des règles de
déclenchement.
Les modèles DataFlow sont en grande partie assimilables à un cas particulier de KPN
où les nœuds sont des acteurs ayant des règles de déclenchement (firing) liées à la présence
de jetons de données. Néanmoins, les DataFlows possèdent un ordonnanceur global alors
que les KPN n’en ont pas. Différentes classes de modèles DataFlow correspondent à des
règles spécifiques de production et de consommation de jetons de données.
Par ailleurs, l’ordre d’exécution des acteurs ne fait pas partie de la spécification
mais est généralement déterminé par un compilateur ou par la plate-forme d’exécution.
L’exécution est itérative et le cœur d’une boucle peut être itéré un grand nombre de fois.
Les modèles DataFlow sont apparus pour les architectures hardwares parallèles mais
sont aujourd’hui à la base des moteurs de workflows des WfMS scientifiques.
Nous reviendrons donc en détail sur cette famille de modèles sur laquelle nous cen-
trerons notre étude.
L’expressivité dans les langages graphiques 19
1.1.3 Validation et exécution d’un MoC
Après la phase de conception, l’instance d’un MoC doit être validée suivant des règles
cherchant notamment à garantir la terminaison de l’exécution du modèle en détectant par
exemple les risques de deadlocks. La validation du MoC peut éventuellement exploiter
la simulation ou prendre en compte la compatibilité des données si le modèle exploite
un typage des données.
Puis vient l’étape d’exécution du MoC. Dans le moteur de workflows, elle inclut l’or-
donnancement des fonctions rattachées aux acteurs. Pour exécuter l’ensemble de proces-
sus définis dans le workflow, nous devons déterminer quand et où exécuter les processus,
ce qui correspond à l’ordonnancement réalisé par un programme dédié (ordonnanceur
ou scheduler).
Dans le cas d’un modèle DataFlow, les processus sont interdépendants et corres-
pondent aux fonctions des acteurs associés aux valeurs des entrées courantes. Pour un
modèle DataFlow générique, l’ordonnancement ne peut être décidé que durant l’exécu-
tion du DataFlow. On parle alors d’ordonnancement dynamique [22].
Lors de l’exécution, un ordonnanceur dynamique évalue les entrées des arêtes de
chaque nœud pour vérifier s’il est exécutable suivant les conditions du modèle. Il choisit
un élément de la plate-forme d’exécution puis ordonne l’exécution sur cette cible de la
fonction associée au nœud du graphe, peuplée avec les valeurs courantes des entrées.
1.2 L’expressivité dans les langages graphiques
Nous abordons ici la notion formelle d’expressivité d’un langage, appliquée tout par-
ticulièrement aux langages graphiques qui trouvent un usage dans la conception de work-
flows. Un langage de programmation est Turing-complet s’il hérite des caractéristiques
d’une machine de Turing. La complétude de Turing décrit la propriété d’un langage
à exprimer n’importe quel algorithme. En matière d’implémentation, le langage doit
permettre de définir la lecture et l’écriture de variables, la définition de conditions et
d’itérations.
L’expressivité dans un langage de workflows, en dehors de la notion de complétude
de Turing, peut être évaluée par la notion de couverture des besoins. Ainsi nous pouvons
considérer la capacité du langage à représenter des motifs de structure ou de contrôle,
simples ou complexes. Il s’agit ici d’une démarche basée sur l’observation des besoins et
des usages.
Dans le domaine du BPM, ces motifs font l’objet d’un inventaire et d’une catégori-
sation sous le terme de "workflow patterns" [23]. Ils référencent des motifs de contrôle
simples permettant de modéliser le routage séquentiel, parallèle et conditionnel, des
motifs de synchronisation (ET, OU, XOR...). On peut lister des "workflow patterns"
généraux et spécialisés, puis déterminer si l’on peut les implémenter avec un MoC ou
une algèbre. Mais l’on doit garder à l’esprit que le choix du formalisme de représenta-
tion doit être guidé par la facilité des utilisateurs ciblés à implémenter les patrons de
conception. En effet, la seule notion d’expressivité des langages ne permet pas de com-
20 Etat de l’art formel
parer des langages dédiés aux workflows sans prendre en compte l’effort fourni par le
concepteur. Kiepusewski appelle cela la pertinence (suitability) [24]. Que l’on parle des
langages textuels ou des langages visuels de programmation à base de diagrammes, des
choix sont opérés qui peuvent privilégier la conception intuitive ou bien l’expressivité.
Par ailleurs, l’expressivité dans les langages graphiques doit être appréhendée de
façon particulière.
Les langages aux grammaires textuelles ont un mode de lecture préétabli, suivant
linéairement une séquence d’éléments syntaxiques. Par contre, les langages aux gram-
maires graphiques n’ont pas d’ordre de lecture préétabli et décrivent visuellement leurs
éléments sous la forme de propriétés et de relations.
D’après Bertin [25], un élément d’une représentation graphique peut avoir deux rôles.
Tout d’abord, elle peut servir de mémoire artificielle ou de dispositif mnémonique. En-
suite, elle peut être un outil de découverte. Dans ce cas, les similarités et différences
entre représentations peuvent suggérer des relations et hypothèses non évidentes dans
les données. Bertin a défini la notion de variables visuelles et les a classées en groupes
(forme, taille, valeur, grain, couleur, orientation, coordonnées). Chaque type de variable
permet d’exprimer les caractéristiques particulières d’une information, valeur continue,
discrète, évolutive dans le temps, combinaisons. Par la suite, Card et Mackinlay ont
complèté cette liste de variables visuelles [26] en ajoutant deux types de variables. Une
connexion est un lien visuel permettant de représenter des relations entre entités. Une
inclusion est un élément graphique dans un autre permettant de rendre compte de la
hiérarchie, du groupement ou de l’héritage.
Dans le domaine de la représentation des concepts, Mackinlay propose un critère qui
détermine l’efficacité d’un langage visuel. Il met en avant qu’une représentation visuelle
est plus efficace qu’une autre si l’information qu’elle véhicule est plus directement perçue.
Il formalise la notion d’efficacité (effectiveness) d’un langage ou éﬃcacité opérationnelle.
Celle-ci décrit la facilité qu’a une audience cible à décrire une information. L’éﬃcacité
opérationnelle s’applique aux langages de programmation, qu’ils soient graphiques ou
non.
En programmation, les langages à usage général sont des langages permettant d’écrire
des applications dans une large variété de domaines d’application à la différence des
langages dédiés qui incluent des éléments destinés à offrir des fonctionnalités spécifiques
à un domaine d’application particulier. Pour un langage dédié, on peut préciser la notion
d’éﬃcacité opérationnelle:
Déﬁnition 1.2 L'éﬃcacité opérationnelle d'un langage dédié représente la facilité qu'a
une audience cible à décrire les entités et les relations d'un domaine applicatif particulier.
Mais comment le concepteur d’un langage visuel peut-il accroître son éﬃcacité opéra-
tionnelle? Mackinlay propose plusieurs principes pour augmenter l’éﬃcacité opération-
nelle d’un langage. Tout d’abord, les propriétés de la représentation graphique ou va-
riables visuelles doivent correspondre strictement à des propriétés des données. Ensuite,
la partie la plus importante de l’information doit être représentée de la façon la plus
évidente ou la plus majoritaire. Les informations doivent être hiérarchisées par ordre
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d’importance. Cela justifie de proposer des représentations différentes d’une même infor-
mation. Chaque représentation, qualifiée de vue ou de perspective, ciblera une audience
particulière ou cherchera à mettre en avant certains groupes de propriétés ou mécanismes.
Il est particulièrement important de comprendre comment l’on peut intégrer effica-
cement dans les WfMS des fonctionnalités de design visuel des workflows et de leurs
composants. La personnalisation dans les systèmes de conception basés sur des dia-
grammes a été étudiée par MacLean et al. [27]. Ces auteurs mettent en avant le concept
de "montagne de la personnalisation". La figure 1.1 montre le niveau de savoir faire né-






























Figure 1.1: La montagne de la personnalisation (tailorability mountain) d’après MacLean
D’autre part, Lieberman propose de séparer les activités de conception des utilisa-
teurs finaux en deux classes distinctes suivant un degré de savoir-faire croissant [28]. La
première classe représente la paramétrisation ou l’adaptation qui sont des activités don-
nant le choix à l’utilisateur entre des comportements alternatifs déjà disponibles dans
le système. La deuxième classe est constituée de la création et la modification de pro-
grammes. Elle concerne les activités qui nécessitent de créer un artefact logiciel ou de
modifier un artefact préexistant, incluant les macros, le scripting, et la programmation
visuelle. Dertouzos propose, quant à lui, le concept de "système à pente douce" [29].
Dans de tels systèmes, le gain de personnalisation doit s’obtenir de façon proportion-
nel au savoir-faire nécessaire. Pour réaliser une adaptation, l’utilisateur ne doit pas être
confronté à un saut de complexité pour obtenir un gain de puissance de personnalisation.
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1.3 Les langages DataFlow
Nous allons centrer notre étude sur les modèles DataFlow. En effet la plupart des
moteurs de workflows adaptés à l’analyse de données sont basés sur ces modèles. Nous
commencerons par décrire leurs différents variants puis nous nous intéresserons à leurs
capacités à faciliter la conception graphique. Enfin nous mettrons en lumière les liens
entre langages DataFlow et langages fonctionnels.
1.3.1 Une famille de modèles
Nous décrirons ici en détail les principaux modèles de calcul qui dérivent des prin-
cipes généraux du DataFlow. En effet, aujourd’hui, les moteurs de workflows des WfMS
scientifiques son basés sur des modèles de ce type. Il est donc essentiel de mieux com-
prendre comment ils sont conçus.
Dans un Synchronous Data Flow (SDF) [30], le nombre des jetons de données consommés
et produits par un acteur est connu au moment de l’exécution. On peut ainsi déterminer
de façon statique la séquence d’exécutions des nœuds (acteurs). Dans un SDF, l’ordre
d’exécution des nœuds n’est pas préétabli. De ce fait le SDF ne permet pas l’utilisation
de variables globales. Un autre modèle, nommé DataFlow cyclo-statique (CSDF pour
Cyclo-Static DataFlow) permet à l’application de changer de comportement suivant un
cycle pré-établi [31].
Quant au modèle DataFlow booléen (BDF pour Boolean DataFlow) [32], c’est une
généralisation du SDF. Dans le BDF, les jetons sont typés en deux classes: les jetons
représentant les données elles-mêmes et des jetons booléens de contrôle, associés à la
gestion des conditions. Pour cela, le modèle BDF introduit l’ajout d’acteurs "switch" et
"select" (de-multiplexeur et multiplexeur). On peut alors implémenter des structures de
contrôle de type if-then-else et do-while. Le BDF, plus général que le SDF, permet la
représentation de conditions, d’itérations et de la récursivité.
Ainsi, l’acteur "switch" consomme un jeton de contrôle et copie un jeton de données
d’une arête entrée vers l’arête de sortie adéquate, choisi en fonction de la valeur booléenne
du jeton de contrôle.
L’acteur "select" consomme un jeton de contrôle et copie un jeton de données à partir
d’une arête d’entrée, choisi en fonction de la valeur booléenne du jeton de contrôle, vers
l’arête de sortie.
Les acteurs "switch" et "select" ne sont pas compatibles avec le modèle SDF puisque
le nombre de jetons produits ou consommés n’est pas fixé à l’avance.
En outre, plusieurs modèles dérivés du SDF intègrent la notion de hiérarchie, comme
l’Interface-Based Synchronous DataFlow [33]. Un acteur peut ici être composite et re-
présenter un sous-graphe. Les jetons de données entrant d’un acteur composite C au
niveau hiérarchique n deviennent les jetons d’entrée d’un des acteurs du sous-graphe
représentant C au niveau n−1. Les jetons de sortie suivent le chemin inverse, du niveau
n− 1 au niveau n.
L’intérêt est multiple. Tout d’abord, à chaque niveau hiérarchique, les propriétés du
modèle peuvent être évaluées et contrôlées sans prendre en compte l’implémentation
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des acteurs composites. Ensuite, d’un point de vue du concepteur, ces niveaux forment
des frontières qui peuvent correspondre à des vues différentes du modèle, facilitant sa








niveau n niveau n-1
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A : vue détaillée n et n-1 
Figure 1.2: Acteur composite dans un modèle DataFlow hiérarchique. La hiérarchie structure les
représentations graphiques du modèle en vues complémentaires et facilite l’évaluation des propriétés du
MoC. L’acteur composite C peut être représenté en tant que sous graphe (A) ou simple acteur (B)
D’autres modèles DataFlow peuvent être employés. Il s’agit, par exemple, des mo-
dèles DataFlow dynamiques (Dynamic DataFlow Graphs). Dans ceux-ci, les taux de
production et de consommation des jetons de données peuvent varier de façon non pré-
visible au moment de la phase de compilation [34]. Les modèles DataFlows dynamiques
sont caractérisés par une grande expressivité mais l’on ne peut pas toujours se prému-
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nir efficacement des risques d’erreurs à la compilation ou l’exécution (buffer underflow,
deadlock). On peut obtenir un modèle DataFlow dynamique au comportement déter-
ministe si l’on n’autorise que certaines structures de graphes et types d’acteurs comme
dans le cas des graphes à flot régulier (ou RSFG pour Regular Stream Flow Graph) [35].
Il est possible de représenter des modèles DataFlow dynamiques de différentes façons
[36] et notamment en combinant explicitement des graphes DataFlows et des automates
finis [37, 38, 39].
1.3.2 La nature graphique des langages DataFlow
Nous avons porté notre attention sur une famille de MoC particuliers, les modèles
DataFlow, qui constituent la base de nombreux moteurs de workflows des WfMS scienti-
fiques. Une des caractéristiques essentielles des programmes DataFlow est qu’ils peuvent
être exprimés graphiquement [40].
Les langages visuels DataFlows (DFVPL pour DataFlow Visual Programming Lan-
guages) se sont développés depuis les années 90 avec comme objectif initial l’expression
du parallèlisme [41]. Par la suite, une autre utilité des DFVPL a émergée: le génie lo-
giciel. L’adaptation au génie logiciel et au suivi du cycle de vie des applications, de la
conception à la mise en production, constitue un des avantages des DFVPL. On peut ci-
ter notamment LabView [42], un langage commercial DataFlow toujours utilisé à l’heure
actuelle.
Une des raisons de la popularité des langages graphiques DataFlow est qu’ils peuvent
être compris par des non programmeurs comme par exemple les clients ou les utilisa-
teurs finaux qui peuvent ainsi mieux dialoguer avec les programmeurs. [43]. Les langages
graphiques DataFlow associent généralement étroitement langage et environnement de
conception et d’exécution. Il s’agit donc de véritables frameworks. De ce fait, les DFVPL
sont particulièrement adaptés au prototypage rapide [40]. On retrouve aujourd’hui une
partie de ces caractéristiques dans les WfMS scientifiques orientés DataFlow.
1.3.3 Langages fonctionnels et DataFlow
Nous décrivons ici les relations qui existent entre les modèles DataFlow et une famille
de langages proches, les langages fonctionnels. Dans cette section, nous mettons l’accent
sur leurs points communs et les caractéristiques qui les prédisposent à l’élaboration de
langages graphiques. Notre objectif est ici de mettre en lumière que leurs similitudes
rendent possible l’adaptation des patrons de conception fonctionnels, particulièrement
riches et expressifs, au contexte de la conception graphique de modèle DataFlow.
1.3.3.1 Les langages Fonctionnels
Les langages Fonctionnels possèdent certaines propriétés caractéristiques comme:
— la concision;
— la Composabilité;
— l’aptitude au parallélisme;
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— la transparence référentielle;
— l’évaluation par nécessité.
La concision correspond à une grande expressivité associée à une syntaxe compacte.
Les langages fonctionnels ont une grande aptitude à la concision et permettent de très
hauts niveaux d’abstraction. Une seule variable graphique au sens de Bertin [25], peut
représenter une fonction dont l’implémentation complexe est masquée.
La Composabilité concerne les relations entre les composants. Un langage est com-
posable s’il fournit des composants qui peuvent être sélectionnés et assemblés selon
différentes combinaisons pour satisfaire à des exigences spécifiques. La Composabilité
d’un langage est liée aux propriétés d’autonomie et d’absence d’état des composants ou
fonctions. Chaque composant ou fonction peut être représenté visuellement comme une
boîte avec ses paramètres d’entrée et ses sorties (ports I/O).
L'aptitude au parallélisme est permise par l’absence d’effet de bord et de structure
de contrôle impérative. Le parallélisme peut être implicite et pris en charge par un
compilateur.
La transparence référentielle est une propriété d’une expression d’un programme
qui représente le fait qu’une expression peut être substituée par sa valeur sans altérer le
programme. Ainsi on peut mettre en œuvre des méthodes de tolérance aux pannes en
exécutant les fonctions avec les mêmes entrées.
L’évaluation par nécessité ou lazy evaluation est une stratégie qui retarde l’évalua-
tion d’une expression. La technique d’implantation permet que l’exécution d’une portion
de code ne soit réalisée que lorsqu’elle est réellement nécessaire.
Nous décrivons ici certaines des propriétés syntaxiques des langages d’orientation fonc-
tionnelle. Une description plus complète est disponible en annexe (C).
— Une fonction d'ordre supérieur est une fonction qui prend une ou plusieurs
fonctions comme entrée et/ou renvoie une fonction.
— Une liste en compréhension est une construction syntaxique qui définit une
nouvelle liste à partir d’un liste existante filtrée. Les listes de compréhension sont
utilisées pour définir par une syntaxe très compacte des sous-ensembles d’éléments.
— Une variable immuable est une variable dont l’état ne peut pas être modifié
après sa création. Dans de nombreux langages fonctionnels, les variables sont im-
muables par défaut. Cela permet notamment l’exécution des fonctions sans effet
de bord. Cela rend possible la parallélisation de données sans verrou. Dans certain
cas, le compilateur peut analyser le code, déterminer les fonctions a priori les plus
lentes, puis définir automatiquement une exécution parallèle. Cela est beaucoup
plus complexe dans un langage impératif où chaque fonction peut modifier l’état
associé à sa portée extérieure, ce qui peut alors influencer le comportement d’autres
fonctions.
— Les monades sont des patrons de conception de haut niveau qui permettent
d’encapsuler des traits impératifs pour respecter la contrainte d’absence d’état des
langages purement fonctionnels. Ces traits peuvent être, par exemple, les effets de
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bord ou les exceptions. On peut utiliser une monade pour encapsuler un objet de
type prédéfini dans un objet conteneur ayant d’autres attributs afin de gérer des
opérations initialement non permises dans le langage de l’implémentation. L’usage
des monades présente plusieurs intérêts dont l’analyse simplifiée du comportement
d’un programme mais aussi la possibilité d’optimisations dont la parallélisation.
1.3.3.2 La nature fonctionnelle des langages DataFlow
On peut retrouver aujourd’hui certaines des caractéristiques fonctionnelles étudiées
précédemment dans des environnements de traitement massivement parallèle des don-
nées de type DISCS (Data-Intensive Scalable Computing Systems) comme MapReduce
[11] dont les opérations map et reduce sont directement inspirées des fonctions map et
reduce présentes dans les langages fonctionnels. Des principes d’orientation fonctionnels
sont également exploités dans les langages DataFlow, qui nous intéressent ici tout parti-
culièrement de par leur usage dans les WfMS scientifiques. L’intérêt de la programmation
fonctionnelle dans l’élaboration d’outils de conception DataFlow est mis à jour depuis
longtemps [44]. Il est établi que les langages DataFlow ont de nombreuses propriétés
similaires avec les langages fonctionnels [45, 46].
Néanmoins, on a constaté que des programmes complexes qui peuvent être implé-
mentés dans un langage fonctionnel ne peuvent l’être dans un langage DataFlow [40].
La récursivité est par exemple absente de la plupart des langages DataFlows [47]. On
pourrait donc considérer ces langages comme des langages fonctionnels, limités à des
patrons de conception particuliers. C’est généralement vrai, même si plusieurs langages
DataFlow permettent l’emploi d’une syntaxe impérative, notamment pour exprimer les
boucles.
Les études sur les modèles DataFlow ont tout d’abord concerné la mise au point
d’architectures matérielles hautement parallèles [45]. Ces premiers travaux qui ont mis en
lumière un ensemble de propriétés que ces MoC partagent avec les langages fonctionnels
comme:
— la composabilité;
— la transparence référentielle;
— des variables immuables;
— l’évaluation par nécessité;
— l’expression simplement du parallélisme potentiel.
Les langages DataFlow permettent l’expression simple du parallélisme potentiel. Ces
modèles rendent possible l’ordonnancement implicite des calculs, soulageant le program-
meur de la gestion explicite du parallélisme en exploitant l’analyse des dépendances de
données. Ce sont les recherches sur l’exploitation du parallélisme qui sont à l’origine
des premiers modèles DataFlows [40]. Elles concernaient initialement la programmation
des processeurs parallèles puis l’architecture matérielle d’un "ordinateur DataFlow". Les
architectures matérielles DataFlow sont des architectures qui diffèrent des architectures
classiques de von Neumann. L’architecture de von Neumann distingue différentes parties
d’un ordinateur entre:
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— l’unité de traitement qui effectue les opérations de base;
— l’unité de contrôle qui gère l’ordonnancement des opérations;
— la mémoire qui contient les données et le programme qui informe l’unité de contrôle
des calculs des données à traiter et des calculs à effectuer;
— les entrées et les sorties, qui gèrent la communication avec l’extérieur;
— un registre qui contient l’adresse mémoire de l’instruction qui s’exécute ou va
exécuter, appelé le compteur ordinal.
Les architectures matérielles DataFlow n’ont pas de compteur ordinal. L’ordre d’exé-
cution de l’instruction ne peut donc pas être préétabli du fait que l’exécution des ins-
tructions est déterminée uniquement lorsque les données d’entrée des instructions sont
disponibles. Aujourd’hui, les architectures DataFlow matérielles sont toujours mises en
œuvre dans le traitement du signal ou la gestion des réseaux. Les architectures Data-
Flow sont également purement logicielles et peuvent être, par exemple, exploitées dans
la conception de moteurs de bases de données, de calculs parallèles ou de workflows.
On a constaté que le parallélisme utilisé dans les premières architectures matérielles
DataFlow qui opéraient à un grain très fin, au niveau de chaque instruction pouvait
avoir des performances décevantes, notamment pour les algorithmes qui n’expriment
qu’un faible degré de parallélisme. De meilleures performances pouvaient être obtenues
à travers la conception d’architectures exploitant les avantages d’un parallélisme plus
gros grain [48] et la conception d’architectures matérielles hybrides DataFlow / Von
Neuman. Ces architectures matérielles hybrides sont encore étudiées aujourd’hui [49].
Dans les langages DataFlows, on ne trouve généralement pas de construction de concur-
rence explicite comme des assignements parallèles ou des boucles. L’introduction de ce
type de construction serait en contradiction avec les capacités d’expression implicite
du parallélisme qui constitue une des caractéristiques les plus séduisantes des modèles
DataFlows [40].
Par ailleurs, l’étude de la génération du parallélisme pour les architectures hardwares
DataFlow a donné lieu à des méthodes d’optimisation. Ainsi, Johnston [40] expose une
méthode de fusion des nœuds produisant des fragments séquentiels dans le graphe Data-
Flow. L’auteur se réfère notamment aux travaux précurseurs de Bic [48] qui expérimen-
tait une approche dite "Threaded DataFlow". Celle-ci exploite le fait qu’un programme
décrit par un graphe DataFlow comporte souvent des sous-graphes composés de sé-
quences d’exécutions temporelles. Les tâches assignées aux nœuds de ces séquences ne
pourront jamais s’exécuter en parallèle à cause des dépendances de données. Par consé-
quent, il ne sert à rien de les assigner à des processeurs différents. Il est nettement plus
efficace de placer l’ensemble de la séquence d’instructions dans un seul processus d’exécu-
tion, de sorte que la sortie d’un nœud acteur initial peut être utilisée immédiatement par
le suivant dans la séquence. L’adaptation de cette approche aux infrastructures actuelles
de calcul mériterait d’être etudiée.
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Dans cette partie, nous avons détaillé les similitudes entre DataFlow et langages fonc-
tionnels et mieux appréhendé leurs caractéristiques. Nous disposons ainsi d’un cadre
théorique pour évaluer les moteurs de workflows et mieux comprendre comment conce-
voir un MoC performant, adapté aux WfMS.
1.4 Approche de conception orientée modèle
Après avoir détaillé les modèles de calculs qui constituent la base algorithmique des
moteurs de workflows et en particulier les DataFlows, nous abordons ici les phases en
amont de l’exécution qui concernent la capture des spécifications. Il s’agit de l’étape de
la conception du workflow dans les WfMS. Nous allons présenter dans cette section les
approches de conception orientées modèle qui sont utilisées en génie logiciel. Même si elles
sont encore peu utilisées pour la conception de workflows, leur emploi mérite d’être étudié
car elles peuvent structurer et faciliter le design des chaînes de traitements, notamment
si l’on vise l’indépendance des workflows vis-à-vis des plates-formes d’exécution. Il s’agit
d’approches de conception qualifiées de descendantes. Par une succession d’étapes où
des niveaux de détails supplémentaires sont ajoutés, on peut ainsi atteindre un niveau
de description suffisant d’un système ou d’un processus. Des modèles abstraits puis de
plus en plus concrets sont construits, jusqu’à la production d’un artefact ou l’exécution
d’un processus.
L’ingénierie orientée modèle (MDE pour Model Driven Engineering) met la notion
de modèle au centre des méthodes de conception. Le MDE est un type de méthode
descendante où les différents modèles sont systématiquement interconnectés et qui définit
des règles de transformation automatisable entre modèles. Dans le cadre du MDE, la
transformation de modèles constitue l’opération essentielle qui permet de spécifier et de
mettre en œuvre la production de modèles cibles à partir de modèles sources.
1.4.1 Architectures Orientées Modèle
L’architecture orientée modèle (MDA pour Model-Driven Architecture) est une mé-
thode d’ingénierie orientée modèle qui définit précisément des modèles par rapport aux
informations qu’ils apportent sur la description d’une plate-forme (application, environ-
nement ou système). Le MDA peut être considéré comme un sous-ensemble du MDE
restreint à la gestion des dépendances d’un logiciel vis-à-vis d’une plate-forme d’exécu-
tion. Le MDA cherche à séparer par des modèles successifs les aspects concernant la
conception fonctionnelle liée au métier des considérations techniques associées à l’implé-
mentation ou l’architecture. Partant des spécifications métiers, par la définition d’une
succession de modèles de plus en plus concrets, on va modéliser le système ou l’applica-
tion jusqu’à obtenir une implémentation exécutable. Le MDA définit les modèles suivants
(cf. figure 1.3):
— Le CIM (Computation Independent Model). Le CIM est le modèle du domaine
d’application qui donne une vue du système du point de vue du métier. Le CIM
ne contient pas de spécification technique et constitue un référentiel.
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— Le PIM (Platform Independent Model). Le PIM est indépendant de toute techno-
logie ou langage lié au déploiement. Il correspond au modèle de conception métier
spécifique au système. Le PIM ne contient pas de détail sur son utilisation sur la
plate-forme.
— Le PSM (Platform Specific Model). Le PSM est le modèle qui décrit les éléments
spécifiques à la plate-forme de déploiement et doit permettre de produire l’implé-
mentation de l’artefact désiré (système, programme).
Figure 1.3: Les modèles du MDA.
Des transformations qui instancient les différents modèles définissent une traçabilité
stricte entre les différents modèles du processus MDA. Cette traçabilité doit notamment
permettre des transformations inverses (cf. figure 1.4).
Figure 1.4: les transformations du MDA.
Les méta-modèles en MDA
Un méta-modèle est un modèle qui définit les entités, leurs propriétés, leurs relations,
et la sémantique associée au modèle. Il décrit la structure à laquelle les modèles doivent
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se conformer. De plus, le méta-modèle précise des règles de cohérence et rend ainsi
possible la validation des modèles par les outils dédiés. MOF (Meta-Object Facility)
est un standard développé par l’OMG (Object Management Group) [50] permettant de
représenter des méta-modèles. MOF utilise une architecture de référence à 4 niveaux de
modélisation orientée objet.
Ces niveaux sont:
— M3, le méta méta-modèle, niveau le plus abstrait spécifié par le MOF. M3 décrit
le méta-modèle M2;
— M2, les méta-modèles d’une discipline ou domaine particulier;
— M1, les modèles manipulés, instances de M2;
— M0, le niveau le plus concret, correspondant aux artefacts produits ou à l’exécution.
Le niveau n est instancié à partir du modèle fourni par un niveau n+ 1 et le niveau
supérieur M3 s’autodéfinit. UML peut servir à représenter les modèles notamment les
niveaux M1 et M2. Si on applique cette représentation à la conception d’un programme
on peut définir:
— la description de la grammaire du langage au niveau M2;
— la description du programme dans un langage au niveau M1;
— l’exécution du programme au niveau M0.
Dans le cas des chaînes de traitements, on peut, par exemple, définir les niveaux de
modélisation suivants:
— M2 concerne les méta-modèles qui incluent la description des données et des mé-
thodes exploitées dans les chaînes de traitements;
— M1 correspond aux modèles graphiques ou textuels de représentation des processus
incluant le modèle de calcul;
— M0 est le niveau de l’implémentation et de l’exécution des workflows.
Finalement, si nous considérons le workflow comme une simple application, nous
pouvons conclure que le MDA et la notion de méta-modèle présentent un intérêt pour
mieux formaliser la démarche de conception. L’usage du MDA pour produire des spécifi-
cations génériques (PIM), indépendantes des implémentations dédiées aux plates-formes
d’exécution (PSM), nous paraît particulièrement intéressant si nous pouvons l’adapter
à la création de workflows dans les WfMS scientifiques d’analyse de données.
1.5 Ontologies et MDA
Nous nous penchons maintenant sur les travaux qui associent l’usage du MDA et des
ontologies. Les ontologies sont de longue date employées en bioinformatique et il nous
paraît naturel d’établir un parallèle entre l’usage des méta-modèles et des ontologies.
Nous abordons ici l’idée de l’élaboration d’un méta-modèle servant à guider la conception,
dans lequel on intègre des données provenant des ontologies décrivant les données et
processus du domaine métier.
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1.5.1 L’apport des ontologies dans la conception logicielle
Le Web Sémantique a mis en avant la notion d’ontologie. Une définition d’ontologie
[51] communément admise est la suivante:
Déﬁnition 1.3 Une ontologie est une spéciﬁcation explicite et formelle de conceptuali-
sations partagées
Il s’agit d’une forme modèle qui possède des propriétés particulières. Elle représente
une information partagée au sein d’un groupe qu’il soit étendu ou non. C’est une spécifi-
cation qui peut être partielle et qui se caractérise par la description et la conceptualisation
de choses du monde réel. C’est un modèle descriptif et partagé représentant la réalité
par un ensemble de concepts, leurs relations et leurs contraintes.
Des communautés d’intérêt, comme des groupes de chercheurs partageant un même
object d’étude, sont souvent à l’origine de l’élaboration d’une ontologie. C’est une en-
semble d’individus partageant une expertise dans un espace sémantique et concerné
par l’élaboration d’un vocabulaire commun, qu’il maintient et fait évoluer suivant l’état
de l’art. Une ontologie est une connaissance collective dont la qualité est garantie par
une communauté d’experts qui est préexistante à l’élaboration d’une application. Cette
connaissance peut être théoriquement réutilisée dans le processus de conception de l’en-
semble des artefacts qui manipulent les mêmes entités du monde réel.
On s’intéresse depuis peu à l’intégration des ontologies dans la conception logicielle
notamment dans le MDA. Cette intégration est basée sur une perception complémentaire
de ces deux types de modèles, precisée par Aßman. L’auteur oppose le rôle descriptif
des ontologies au rôle prescriptif des modèles manipulés dans l’approche MDA [52]. Le
MDA fournit une méthodologie qui prescrit des types de modèles adaptés aux différentes
phases de conception d’un système et à leurs relations. Il se focalise sur la maximisation
de la réusabilité, de la portabilité et de l’interopérabilité. Le MDA cherche a séparer les
aspects métiers des aspects techniques, notamment par la recherche de l’indépendance
par rapport aux plates-formes. Cependant, il n’aborde que très peu l’intégration de la
sémantique du domaine métier associée à l’artefact à produire. Cette sémantique peut
être informellement représentée dans le processus de conception par de la documentation
ou sous-jacente dans le choix des entités et relations contenues dans les modèles.
Une intégration de la sémantique plus structurée peut être bénéfique au MDA notam-
ment en limitant les ambiguïtés. Lors de l’élaboration d’applications complexes, différents
intervenants sont généralement impliqués, chacun spécialiste d’aspects métiers ou tech-
niques. Dans ce cas, une intégration formelle de la sémantique peut limiter les mauvaises
interprétations des modèles. Il est admis que les ontologies peuvent améliorer l’approche
MDA en permettant une représentation explicite et non ambiguë du vocabulaire et des
objets du domaine métier, de la discipline. L’usage des ontologies associées à des espaces
de nommage particuliers pourrait faciliter la communication entre multiples intervenants
lors des différentes phases du cycle de vie des applications comme lors de la collecte des
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besoins, de l’analyse et de la conception. Elles pourraient être utilisées dans la valida-
tion de modèles, permettre une meilleure expressivité ou faciliter l’automatisation de
certaines transformations.
Pour promouvoir cette intégration, L’OMG a proposé l’ODM (Ontology Definition
Metamodel) [53], une spécification qui met en correspondance les éléments de syntaxe
des langages associés au Web Sémantique, OWL (Web Ontology Language) et RDF (Re-
source Description Framework), avec des représentations UML, un langage graphique de
conception communément employé, notamment en MDA. Si l’on s’intéresse au cas par-
ticulier des systèmes distribués, on peut considérer que l’usage d’ontologies présente un
intérêt pour faciliter l’interopérabilité. Ainsi les Architectures Orientées Service (SOA)
dans lesquelles les notions de réutilisation et de découverte sont primordiales peuvent
bénéficier de façon évidente de l’apport des ontologies. Dans ce type d’applications, la
définition de vocabulaire peut faciliter la composition et la recherche de compatibilité
entre composants. Ces principes ont, d’ailleurs, déjà été appliqués en bioinformatique,
par exemple dans le framework de composition de service Bio-jETI [54] et le WfMS
Wings [55].
1.5.2 Formalisation de l’intégration des ontologies en MDA
L’intégration des ontologies en MDA a été étudiée sous l’angle de:
— l’aide à la conception;
— la vérification de modèles;
— la synthèse d’implémentations.
Ainsi, Zivkovic [56] met en avant l’intérêt des ontologies de domaine pour guider la
conception d’un modèle. Celles-ci permettraient d’orienter l’utilisateur en proposant des
informations sur les éléments à considérer lors de chaque étape de conception.
En outre, l’auteur évoque l’emploi des ontologies pour la vérification de cohérence
entre un modèle conçu par l’utilisateur et des modèles de référence. Il suggère notamment
l’application à la composition de workflows en BPM.
D’autre part, certains travaux sur le MDA traitent de l’intégration d’ontologies for-
malisant les dépendances des plates-formes pour la gestion des configurations. Ainsi
Wagelaar[57] met en avant une ontologie de plate-forme qui expliciterait suffisamment
finement les spécificités du contexte de déploiement pour rendre possible la génération
de PSM compatibles avec non seulement la plate-forme ciblée et ses variants mais aussi
avec d’autres plates-formes non envisagées initialement.
Une formalisation générale de l’intégration des ontologies dans un processus de concep-
tion MDA a été proposée par Aßman [52]. Elle structure les niveaux d’intégration des
ontologies dans un processus de conception logicielle et définit une terminologie (cf.
figure 1.5).
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Figure 1.5: la méta-pyramide représentant l’intégration des ontologies au MDA d’après Aßman
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Le modèle CIM (Computation Independent Model) du MDA (cf. figure 1.3) est gé-
néralement le modèle référentiel donnant le point de vue du métier (niveau M1) . Il est
subdivisé ici en 3 sous-modèles ou compartiments:
Deux dans l’espace descriptif et un dans l’espace prescriptif:
— le CIM-BO (Business Ontology) contient les ontologies représentant une descrip-
tion des règles métiers;
— le CIM-DO (Domain Ontology) contient les ontologies représentant une description
du domaine d’activité;
— le CIM-RM (requirements) décrit la spécification des exigences.
Cette représentation dite "ontology-aware meta-pyramid" permet de formaliser con-
crètement l’intégration des ontologies dans le processus de conception MDA. Le concep-
teur peut commencer l’analyse en collectant des ontologies du domaine et des modèles
d’analyses standardisées préexistantes. Ces éléments sont ensuite raffinés en des modèles
de conception puis on intègre les exigences (RM) pour produire un modèle CIM complet.
Le CIM est alors raffiné en PIM puis par une succession de PSM, une implémentation
est générée.
Le formalisme développé par Aßman est proposé de façon générale pour la concep-
tion d’applications. Mais nous pensons qu’il pourrait être adapté pour structurer une
approche MDA utilisant les ontologies pour guider la conception de workflows.
1.6 Résumé
Dans ce chapitre, nous avons exposé un état de l’art des méthodes de conception et
d’exécution des workflows.
— Nous avons tout d’abord présenté les grandes familles de modèles de calcul (MoC)
et tout particulièrement les modèles DataFlow, qui sont prépondérants dans les mo-
teurs de workflows des WfMS scientifiques destinés à l’analyse de données. Nous
avons constaté que les travaux précurseurs sur les architectures matérielles Data-
Flow trouvent de nouvelles applications avec la nécessité de traiter des données
massives dans les worfklows.
Par ailleurs, nous avons mis l’accent sur les relations entre DataFlows et langages
d’orientation fonctionnels. Nous considérons que les similarités entre ces deux types
de langages nous permettent de disposer d’un cadre théorique élargi. Celui-ci rend
possible l’élaboration de modèles de calcul mieux adaptés aux chaînes de traite-
ments d’analyse de données. Il ne faut pas oublier que les modèles DataFlow n’ont
pas été pensés initialement pour les moteurs de workflows. Ils convient donc de
les revisiter en prenant en compte les contraintes d’un nouveau contexte: celui des
systèmes de gestion de workflows.
— Nous avons aussi détaillé la notion de langage graphique et d’expressivité d’un
langage. Les principes de conception qui en découlent sont employables dans les
WfMS pour faciliter la capture des spécifications des workflows. Nous retirendrons
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que l’expressivité d’un langage de capture de worfklow n’est pas incompatible avec
sa facilité d’utilisation, même si pour garantir son éﬃcacité opérationnelle, il est
nécessaire d’appliquer des principes de hiérachisation.
— De plus, nous avons présenté les méthodologies orientées modèle et l’usage qu’elles
font des ontologies. L’approche MDA permet de formaliser une démarche de concep-
tion exploitant successivement différents modèles et méta-modèles strictement dé-
finis. Il existe peu d’exemples d’usage du MDA associés aux ontologies pour la
conception de workflows mais nous pensons que cette approche présente un fort
potentiel et qu’il est possible de s’inspirer des travaux concernant la conception lo-
gicielle en général.Nous pensons en particulier à l’usage des ontologies de domaine
pour guider la conception [56].
Dans le prochain chapitre, nous étudierons les systèmes de gestion de workflows
scientifiques. Nous verrons comment les WfMS qui exploitent des moteurs basés sur des
modèles DataFlow facilitent la capture et l’exécution des chaînes de traitements. Nous
comparerons les caractéristiques de ces environnements logiciels et leur adaptation à la
conception et à l’analyse intensive de données.
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Chapitre 2
Etat de l’art des techniques et
usages
Dans ce deuxième chapitre, nous présentons les qualités et limites des WfMS scienti-
fiques utilisés pour l’analyse de données massives. Nous détaillons les aspects techniques
relatifs à la conception de ces environnements et étudions leurs usages actuels.
Nous comparerons les caractéristiques de certains d’entre eux, utilisés à l’heure ac-
tuelle en science, en particulier en bioinformatique, sans chercher l’exhaustivité mais en
mettant l’accent sur les plus représentatifs. Nous détaillerons en particulier les WfMS
basés ou inspirés des patrons de conception des Architectures Orientées Service (SOA
pour Service Oriented Architecture). Leur adaptation à la conception de workflows et
notamment au prototypage sera étudiée en détail. Nous évaluerons le degré d’autono-
mie laissé au concepteur en ce qui concerne non seulement l’orchestration mais aussi la
création et de nouveaux composants.
Nous tenterons de mieux appréhender comment ces éléments impactent l’audience
potentielle de ces environnements. Nous présenterons ensuite les infrastructures de calcul
intensif qui sont aujourd’hui mises à disposition via les environnements de gestion de
workflows. Nous détaillerons en particulier les modes de cloud computing qui semblent
aujourd’hui les mieux adaptés aux besoins des scientifiques et comment les WfMS ré-
pondent aux besoins de simplification du déploiement.
Ensuite, afin de mieux cerner si une exécution efficace des chaînes de traitements
conçue dans un WfMS est possible, nous rappellerons succinctement les différents types
de parallélisme exploitables, en mettant l’accent sur les plus accessibles. Ainsi, nous
pourrons mieux appréhender comment les WfMS facilitent la création d’implémentations
performantes et s’ils tirent parti efficacement du parallélisme extractible des workflows.
Finalement, Nous identifierons les caractéristiques qui déterminent l’adaptation des
WfMS à la conception, l’exécution et à la diffusion des chaînes de traitements d’analyse
intensive de données. Ainsi, nous serons à même de déterminer les principaux manques
de ces environnements sur lesquels nous considérons qu’il est important de se pencher.
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Terminologie
Nous précisons ci-dessous les définitions de termes que nous utilisons de façon récur-
rente et qui concernent l’objet de cette étude.
— Composant: on dénomera composant des unités élémentaires d’un logiciel, assem-
blées de façon faiblement couplée, dans le cadre ou non des architectures orientées
service (SOA) et des WfMS.
— Chaîne de traitements: nous qualifierons de chaîne de traitements le produit
résultant de l’assemblage de composants. Une chaîne de traitements peut être
implémentée dans un langage quelconque et peut ou non nécessiter l’usage d’un
moteur de workflows.
— Acteur: nous désignerons par acteur un composant unitaire utilisé dans une dé-
marche SOA ou dans un système de gestion de workflows.
— Workﬂow: le terme de workflow sera employé pour parler du produit résultant de
l’assemblage d’acteurs, dans le contexte des architectures orientées service et des
systèmes de gestion de workflows. La spécification d’un workflow suit un formalisme
particulier. Son exécution nécessite un moteur de workflows.
— Moteur de workﬂows: un moteur de workflows est un artefact logiciel qui permet
l’exécution (ou orchestration) d’une spécification de workflows suivant un modèle
de calcul particulier.
— Haut-débit: l’expression de "haut-débit" qualifie des processus exploitant effica-
cement de grandes quantités de données.
— Wrapper: un wrapper est un composant adaptateur qui permet de faire fonction-
ner des composants ayant des interfaces incompatibles. Le wrapper encapsule le
composant dont il normalise l’interface.
— Descripteur de déploiement: nous emploierons le terme de descripteur de dé-
ploiement pour définir un fichier de configuration permettant le déploiement d’un
artefact ou composant dans un environnement logiciel.
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2.1 Les systèmes de gestion des workflows scientifiques
d’analyse de données
2.1.1 Définitions
La gestion des processus métiers (BPM pour Business Process Management) est une
discipline qui vise à modéliser les flux d’activités métiers dans l’entreprise. La Workflow
Management Coalition (WfMC) est une organisation qui fédère notamment des éditeurs
et utilisateurs de solutions BPM. Elle a pour mission de promouvoir l’usage des workflows
et d’établir une terminologie commune et des standards. Elle propose des définitions de
workflow et de wfms (WfMS pour Workflow Management System) [58]:
Déﬁnition 2.1 "Un workﬂow correspond à l'automatisation d'un processus métier dans
sa globalité ou en partie, durant lequel des documents, informations et tâches sont passés
d'un participant à un autre suivant des règles procédurales".
Déﬁnition 2.2 "Un WfMS est un système qui déﬁnit complètement, gère et exécute
des workﬂows à travers l'invocation de logiciels dont l'ordre d'exécution est lié à une
représentation informatique de la logique du workﬂow."
Plus précisément, le wfms est considéré comme un système qui définit, crée et gère
l’exécution de workflows à travers l’usage d’une application. Cette application utilise un
ou plusieurs moteurs de workflows, qui sont capables d’interpréter la définition du proces-
sus, d’interagir avec les participants du workflow et invoquer les applicatifs appropriés.
Même si nous ne traitons pas ici en détail les aspects d’interactions entre intervenant
et processus et que nous nous concentrons sur les processus d’analyse de données, ces
définitions très larges issues du domaine du BPM sont applicables aux domaines scienti-
fiques. Nous considérons que la généricité des principes développés dans le BPM justifie
de chercher à transposer certains de ses formalismes.
2.1.2 Typologie des WfMS
Afin d’identifier les WfMS les plus à même de faciliter la conception et l’exécution des
workflows d’analyse intensive de données, nous allons commencer par établir un rapide
panorama des très nombreux types de WfMS qui existent.
Certains des WfMS sont adaptés à l’intégration des processus métiers dans une orga-
nisation et possèdent, par exemple des capacités à formaliser les interactions entre parti-
cipants ou entre entités. D’autres sont dédiés à des traitements de données de type ETL
(Extract, Transform, Load) ou à la fouille de données. De multiples travaux cherchent à
comparer les caractéristiques des WfMS scientifiques [59, 60]. Nous pouvons nous référer
à la classification de Yu et Buyya [60]. Même si elle s’applique initialement au contexte
des grilles, elle permet de caractériser les WfMS scientifiques en ce qui concerne le mode
de conception, d’ordonnancement, de gestion des erreurs et de déplacement des données
(cf. figure D.1 en annexe).
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Nous cherchons ici à identifier les types de WfMS capables de gérer au mieux des
workflows scientifiques d’analyse intensive de données et notamment ceux que l’on trouve
en bioinformatique. Pour cela nous pouvons prendre en compte des critères particuliers
que nous avons identifiés comme l’expressivité du langage de capture des spécifications,
la prise en compte du prototypage, l’autonomie du concepteur ou la capacité à produire
des implémentations performantes.
Nous n’évoquerons ici que certains WfMS. En effet, l’étude exhaustive des très nom-
breux environnements disponibles aujourd’hui dépasse le cadre de cette étude. Nous pré-
senterons des applications, soit caractéristiques d’une architecture logicielle spécifique,
soit particulièrement adaptées à la conception et à l’exécution des chaînes de traitements
d’analyse de données.












WINGS wings-workflows.org [69, 70]
MOTEUR2 modalis.polytech.unice.fr/moteur2 [71]
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outil orienté domaine
SHIWA délégué non Oui (Méta-worfklow ) générique
CHIRON oui non générique
MOBYLE Oui, restreint. non non Bioinformatique 
GALAXY non bioinformatique
TAVERNA pas de parallélisation non
KEPLER oui non non générique
PEGASUS Oui avec DAGman non générique
SWIFT oui non non générique
KNIME oui non
WINGS oui non générique







oui, approche des 
bases de données
Oui , restreint à une 
seule liste d'entrées
Oui mais restreint à 
certains formats et non 
paramétrable
pas de parallélisation. A 





Oui mais orienté 




oui mais par intégration
manuelle
non
Figure 2.1: Comparatif des fonctionnalités des WfMS scientifiques et frameworks adaptés à l’analyse
de données (1)
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outil interface
SHIWA concepteur déléguée non déléguée déléguée
CHIRON concepteur non non Cluster non
MOBYLE Utilisateur,web non non Cluster oui, monosite
GALAXY non Cluster, cloud oui, monosite
TAVERNA concepteur oui non non
KEPLER concepteur non non
PEGASUS non non oui
SWIFT non non non cluster, grille oui
KNIME concepteur oui non non
WINGS concepteur oui oui non
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Figure 2.2: Comparatif des fonctionnalités des WfMS scientifiques et frameworks adaptés à l’analyse
de données (2).
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Néanmoins, nous avons réalisé une étude comparative synthétique des fonctionnalités
des principaux WfMS scientifiques et frameworks utilisés pour l’analyse de données (cf.
tables 2.1, 2.1, 2.2). Pour un comparatif plus détaillé, on peut se référer à des revues
reprenant notamment d’autres critères [72], [73].
2.1.3 Clients lourds
Tout d’abord, nous allons décrire un premier type d’environnements logiciels. Ce
sont les WfMS basés sur des clients lourds qui sont utilisés pour orchestrer des services
adaptés au calcul intensif. Ce type d’environnements donne généralement accès à des Web
Services basés sur les spécifications SOAP/WSDL [74] mais également à des services ne
suivant pas de norme de spécification (Rest, services locaux encapsulant des lignes de
commande...).
Taverna est un exemple de ce type de WfMS [64]. C’est un outil graphique de concep-
tion et d’exécution de workflows, orienté service, qui facilite l’orchestration des services
distants ou locaux. Les architectures des WfMS basées sur des Web Services de type
SOAP/WSDL distribués, illustrées en bioinformatique par le couple BioMoby/Taverna
[75], n’ont eu qu’un succès limité pour plusieurs raisons. Tout d’abord l’absence de sé-
mantique associée aux services [76] limite la capacité de découverte des services. On peut
néanmoins pallier ce manque par l’ajout de descriptions sémantiques au Web services
via des technologies comme OWL-S. Celles-ci permettraient de faciliter la découverte
automatique de services et leur composition dans le cadre d’un modèle d’exécution dis-
tribuée entre domaines [77]. Par ailleurs, c’est seulement lorsque l’organisation qui donne
l’accès aux services garantit la disponibilité et la maintenance des outils [78] que l’on
peut envisager l’usage de Web Services externes et distribués au sein d’un processus de
production d’analyse de données. Celui-ci nécessite en effet un niveau élevé de qualité
de service (Quality of Service ou QoS).
L’adaptation au calcul intensif implique en outre l’intégration dans ces environne-
ments de middlewares spécialisés dans le déplacement des données et la soumission des
jobs. Ainsi, des couches applicatives dédiées comme OPAL2 [79] permettent la mise à dis-
position de groupes d’opérations de Web Services permettant d’exécuter une commande
via l’ordonnanceur d’un cluster (cf. figure 2.3).
Ces middlewares sont adaptés aux services ayant des durées importantes d’exécu-
tion et sont basés sur un patron de conception asynchrone associant une opération de
soumission, une autre donnant l’état d’avancement et une troisième permettant d’avoir
accès aux résultats.
Ainsi, lorsqu’ils sont associés aux interfaces de programmation (API pour Application
Programming Interface) d’OPAL2 ou de PBS, encapsulées dans les acteurs, les WfMS
Taverna et Kepler [65], peuvent exécuter des processus sur des clusters. Triana [80], quant
à lui, est un WfMS qui inclut directement des fonctionnalités similaires et peut exploiter
notamment des services exposés par des middlewares dédiés aux grilles (GridFTP, GAT)
et à des systèmes de soumission Peer-to-Peer. Wings [81, 69] se différencie des précédents
WfMS en intégrant notamment des fonctionnalités de gestion de la provenance et un
intéressant générateur de code.







couche interface du 
client
WS getJobState WS getResultsWS submitJob
Figure 2.3: Diagramme de séquences UML représentant les différents appels d’opérations de Web
Services permettant l’invocation asynchrone de méthodes à longue durée d’exécution. Le middleware
OPAl2 implémente ce patron de conception.
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Cette classe de logiciels de gestion de workflows comprend des outils souvent à voca-
tion générique. Si l’on observe les workflows définis dans ces environnements, on constate
que de nombreux acteurs doivent être définis laborieusement par le concepteur pour une
seule exécution intensive.
On peut ainsi être contraint de définir successivement un acteur d’upload, de soumis-
sion, d’attente, puis de download. Le graphe DataFlow résultant contient de nombreux
nœuds qui correspondent à des acteurs techniques et de ce fait, ne représente pas clai-
rement les étapes majeures de l’analyse. Kepler permet cependant le masquage de cette
complexité du DataFlow en encapsulant une partie du graphe dans des acteurs compo-
sites. Par ailleurs, dans ce type de WfMS, même si la création de composants est souvent
accessible aux concepteurs de workflows, elle reste néanmoins technique et complexe.
2.1.4 Environnements SaaS
Abordons maintenant le type de WfMS le plus populaire à l’heure actuelle en bioin-
formatique. Il s’agit des WfMS client/serveur basés sur les technologies du web. Ceux ci
intègrent des API de soumission sur des ordonnanceurs et sont particulièrement adaptés
aux traitements sur clusters. On peut citer les applications open-source Mobyle [62] et
Galaxy [63] dans cette catégorie. L’outil commercial IGOR [82] fait également partie
de cette classe de WfMS. En bioinformatique, Galaxy a été progressivement adopté par
de nombreuses organisations pour la mise à disposition de composants et de chaînes de
traitements en tant qu’environnement de production basé sur des infrastructures HPC.
Galaxy intègre une large collection de composants d’analyses bioinformatiques. Ceux-ci
sont prédéfinis sous la forme d’acteurs disponibles pour l’exécution directe ou l’orches-
tration par le biais d’un MoC d’inspiration DataFlow. L’intérêt de l’approche workflow
est ici amplifié par la disponibilité d’un grand nombre de composants intégrés par une
communauté active. Galaxy, comme de nombreux WfMS scientifiques, propose de sim-
plifier les spécifications en utilisant une interface d’édition d’un graphe et permet de
soumettre les traitements sur des clusters via l’accès à l’ordonnanceur. Ainsi, un work-
flow peut être conçu et exécuté par le biais d’une interface web mais c’est également
possible via des API. Galaxy, par exemple, propose une API rest, BioBlend, [83] pour
coder des tâches de soumission. Un workflow peut ainsi être soumis puis monitoré par
une série de services. Cependant, les potentialités des API des WfMS, notamment pour
la construction d’environnements d’analyse Ad hoc, n’ont pas encore été évaluées.
On peut considérer que l’association des technologies des Web Services et de midd-
lewares adaptés au calcul intensif peut être une solution intéressante pour implémenter
des WfMS dans le cadre d’une architecture SOA fortement ouverte et évolutive. Ce-
pendant, aujourd’hui, c’est une toute autre architecture qui a été choisie. En effet, les
environnements comme Galaxy privilégient l’internalisation des fonctions de découverte,
de composition et d’exécution. Ils s’affranchissent complètement des spécifications et
technologies des Web Services. On abandonne la distribution des services et les implé-
mentations de la plupart des acteurs doivent être déployés indépendamment sur l’in-
frastructure (script, binaires et dépendances). L’abandon de la distribution des services
a plusieurs avantages. Tout d’abord, les déplacements de données d’entrée et de sortie
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entre composants sont limités, ce qui constitue une solution aux problèmes des flux mas-
sifs de données engorgeant les réseaux durant les traitements. En outre, ces architectures
centralisent la gestion de la qualité de service, ce qui facilite l’obtention d’un haut niveau
de QoS.
Néanmoins, on peut considérer que l’abandon des Web Services est une régression
en ce qui concerne l’interopérabilité. La compatibilité directe des composants entre dif-
férents WfMS est perdue ainsi que le principe de la découverte de services. Cette dispa-
rition est néanmoins compensée à un autre niveau. En effet les composants sont souvent
largement diffusés au sein d’un répertoire web partagé, parfois disponible sous forme de
machines virtuelles pré-configurées (Virtual Appliances), et utilisables par l’instance du
WfMS que l’on exploite.
2.1.5 WfMS et environnements intégratifs
Dans les plates-formes logicielles comme Galaxy ou Mobyle, la gestion des workflows
est associée à d’autres fonctionnalités, permettant le travail collaboratif, la gestion des
données et la visualisation des données. La conception et l’exécution des workflows sont
des fonctionnalités au cœur d’un riche environnement intégratif d’analyse, dédié à une
communauté ou à un domaine scientifique.
Une des conséquences de ce choix d’architecture est que le WfMS peut potentielle-
ment exploiter des informations issues d’autres fonctionnalités de l’environnement. Ainsi,
une partie de la connaissance du domaine scientifique autour des données et des trai-
tements y est capturée, formellement ou non. Celle-ci peut être considérée comme une
source de méta-données exploitables.
Ainsi, on peut noter que ces plates-formes disposent de leur propre système interne
de classification des composants mais également de typage des données permettant des
conversions et facilitant la compatibilité entre composants. Ces éléments, souvent enfouis
et non exposés aux utilisateurs, peuvent être ré-interprétés, dans le cadre d’une approche
orientée modèle (cf. section 1.4), comme des fragments d’un méta-modèle associé au
domaine scientifique. Ces constatations nous amènent à qualifier ces logiciels de systèmes
de gestion de workﬂows intégratifs:
Déﬁnition 2.3 Un WfMS intégratif est un environnement logiciel d'analyse de données
qui intègre un WfMS et capture une partie de la connaissance d'un domaine ou d'une
discipline.
Nous avons vu que la formalisation de la connaissance du domaine d’application offre
des opportunités d’exploitation (cf. section 1.5) pour l’aide à la conception et l’adaptation
des applications à différentes plates-formes d’exécution. Cela nous amène à considérer les
WfMS que nous qualifions d’intégratifs comme étant la classe de WfMS la plus propice
à l’élaboration d’une démarche efficace de conception de workflows.
Pour cela, mais aussi parce que ces environnements ont trouvé une large audience en
bioinformatique, nous les considérons comme les plus prometteurs. Nous poursuivrons
donc cette étude en nous consacrant uniquement aux WfMS intégratifs.
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Catégorisation des fonctions techniques
Nous continuons l’étude des WfMS intégratifs en évaluant comment ceux-ci simpli-
fient le processus de conception des workflows.
Nous savons que le déplacement de données, le parallélisme, l’ordonnancement des
tâches et, d’une façon plus générale, le "plumbing" représente la part majoritaire du code
produit par les concepteurs de chaînes de traitements [84]. La capture d’un workflow
directement à partir d’un enchaînement de commandes se traduit par un graphe conte-
nant une majorité d’acteurs aux fonctions techniques. Le concepteur se consacre donc
essentiellement à l’intégration laborieuse du "plumbing". Dans le contexte des WfMS, la
sur-représentation des acteurs techniques dans les workflows est un écueil récurrent et
bien connu, parfois appelé problème des shims ou adaptateurs, particulièrement pré-
valent dans les outils d’orchestration de services [85, 86]. Les WfMS intégratifs sont des
environnements qui prennent particulièrement bien en charge les fonctionnalités tech-
niques des chaînes de traitements (cf. figure 2.2) de telle sorte que le concepteur puisse




ordonnancement des tâches concepteur système système
gestion des dépendances des tâches concepteur système système
déplacements des données concepteur concepteur système
normalisation des interfaces des commandes concepteur concepteur système
Table 2.2: Comparaison de la prise en charge des fonctions techniques des chaînes de traitements
suivant les types d’environnements
Nous mettons ici en évidence une caractéristique de cette classe d’environnements
logiciels. Les WfMS intégratifs prennent en charge de nombreux aspects techniques de
la conception comme:
— l’ordonnancement des tâches;
— la gestion des dépendances de tâches;
— le déplacement des données;
— la normalisation des interfaces des composants.
C'est la prise en charge par l'environnement logiciel d'aspects techniques de l'implé-
mentation qui simpliﬁe la conception. Ce principe, mis en ÷uvre dans les WfMS intégra-
tifs doit pouvoir s'appliquer à d'autres aspects techniques de la conception des chaînes de
traitements.
On peut penser, par exemple, à l’exploitation du parallélisme ou à l’adaptation au chan-
gement de plates-formes d’exécution.
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2.2 L’usage des WfMS scientifiques dans les organisations
Nous décrivons dans cette partie le contexte de l’usage des WfMS en bioinformatique
en nous basant à la fois sur la littérature et sur des observations directes du fonctionne-
ment de plusieurs laboratoires et plates-formes de services. Nous nous demandons quels
types de processus sont formalisables aujourd’hui dans les WfMS et qui sont les usagers
de ces environnements.
2.2.1 Émergence et gradient de formalisation des chaînes de traite-
ments scientifiques
Tout d’abord, nous nous posons la question de savoir si les WfMS sont aujourd’hui
capables de capturer une part importante des processus d’analyse de données relatifs à
















Figure 2.4: Classification des workflows en BPM d’après Mentzas et Halaris [87].
et Halaris [87] qui concerne le domaine du BPM. Elle s’applique aux workflows produits
au sein d’une organisation quelconque. De par son caractère général, il est possible
de s’en inspirer pour étudier les workflows scientifiques exploités par un laboratoire
ou un institut. Les auteurs y distinguent des workflows de production, des workflows
administratifs, collaboratifs ou Ad hoc (cf. figure 2.4).
Les workflows de production représentent les processus les plus stables et les plus
structurés dans une organisation. Ils sont corrélés à une part importante de la valeur
produite par l’organisation. On les oppose aux workflows Ad hoc qui représentent des
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processus rares et/ou moins formalisés et dynamiques. Dans l’approche BPM, on consi-
dère que lorsque des processus ne sont pas du tout formalisés, l’organisation perd sa
capacité à les rationaliser, les améliorer et les généraliser. Pour faire émerger ces proces-
sus, des outils et méthodes dédiés peuvent être mis en œuvre. Ainsi Aalts a récemment
proposé une approche dénommée Process Mining permettant de faire émerger de nou-
veaux workflows a priori Ad hoc à partir de l’analyse des traces des activités comme les
logs [88]. Il s’agit ici d’identifier des variants à partir d’un workflow stable et structuré.
En science, il existe une classe de processus qui partage certaines propriétés des work-
flows Ad hoc du BPM. En effet, la recherche scientifique est par nature exploratoire et les
méthodes d’analyse de données évoluent constamment. Donc toute méthode innovante
commence par être d’usage minoritaire, non formalisée et changeante au cours du temps.
Certaines de ces méthodes vont disparaître et d’autres deviendront des méthodes de ré-
férence au sein d’une communauté disciplinaire. Ainsi en bioinformatique et notamment
dans le domaine du séquençage haut-débit, les outils changent très régulièrement et les
chaînes de traitements doivent suivre cette évolution.
Par ailleurs, l’aspect exploratoire de l’analyse de données nécessite une personnali-
sation fine des composants. Ces méthodes rares pourront ne pas figurer dans un WfMS
et donc ne pas être accessibles à une audience élargie, d’autant plus que le coût d’inté-
gration dans le WfMS est important (cf. figure 2.5). Par ailleurs, nous constatons que
les implémentations exploitant du parallélisme à grain fin n’apparaissent généralement
que dans un second temps et souvent uniquement pour les méthodes reconnues (de type
production).
Ces observations nous amènent à formuler les hypothèses suivantes:
Le caractère dynamique, émergent, personnalisé et éphémère des applications scienti-







Figure 2.5: Classification intuitive des chaînes de traitements scientifiques suivant leur degré de for-
malisation ou modes d’implémentation.
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Nous montrerons ultérieurement comment les WfMS répondent aujourd’hui à ces
besoins.
2.2.2 Les intervenants des WfMS
Toujours afin de mieux cerner comment sont utilisés les WfMS, nous abordons main-
tenant la question de leur audience dans le contexte de la bioinformatique. Nous allons
décrire les utilisateurs actuels de ces systèmes. Nous cherchons à établir si l’ensemble
des scientifiques impliqués dans la production et l’usage des applications d’analyse de
données exploitent ces environnements ou s’ils sont réservés à un groupe particulier
d’usagers. Pour répondre à ces questionnements, nous nous basons sur la spécification
de référence des architectures orientées service [89]qui propose des rôles génériques sui-
vants:
— le médiateur facilite l’interaction et la connectivité dans l’offre et l’usage des ser-
vices;
— le consommateur interagit avec un service pour satisfaire un besoin;
— le fournisseur offre un service.
Un participant peut jouer plusieurs rôles en fonction du contexte. Considérons ici plus
précisément l’audience des scientifiques et développeurs travaillant en rapport avec les
chaînes de traitements haut-débit en bioinformatique. En se basant sur l’observation des
pratiques de terrain dans différents laboratoires et plates-formes de services consacrées
à l’analyse de données (cf. tableau D.1 en annexe), on peut segmenter les utilisateurs
en plusieurs groupes distincts par leurs pratiques. On peut ensuite définir différents cas
d’utilisation (cf. figure 2.6) dans lesquels les rôles des intervenants peuvent être identifiés.
Les médiateurs sont les ingénieurs dédiés à l’infrastructure et à la gestion du WfMS.
Ils assurent la maintenance de l’environnement.
Les consommateurs de services sont les biologistes et les bio-analystes. En l’absence
de WfMS, ils participent aux spécifications lors d’une phase de collecte de besoins et
réceptionnent les résultats. En utilisant des WfMS, leur rôle peut s’étendre à la compo-
sition de services. Ils perçoivent directement un bénéfice personnel à l’usage du WfMS.
Celui-ci leur permet d’être plus autonomes et leur donne accès à des outils qu’ils ne
peuvent manipuler sans intermédiaire.
Les fournisseurs de services sont les informaticiens, chercheurs et ingénieurs, qui sont
responsables de l’implémentation des composants accessibles, par exemple, sous forme
de ligne de commande. Le bénéfice direct résultant de l’intégration de leur composant
peut être une meilleure visibilité de leur travail. Cependant, le WfMS s’intègre mal à
leurs méthodes de développement. En effet, les WfMS basés sur des modèles DataFlow
ne gèrent pas toujours les cas complexes nécessitant de l’expressivité (condition, boucles,
fonctions...). Par ailleurs, l’intégration de nouveaux composants suit une procédure de
déploiement faisant intervenir un médiateur, limitant l’usage pour le prototypage (cf.
section 2.3.1). Même si le WfMS simplifie la soumission sur l’infrastructure d’exécution,
la contrepartie est souvent une personnalisation limitée du contexte d’exécution et les
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Figure 2.6: Cas d’utilisation des chaînes de traitements bioinformatiques (avec ou sans WfMS).
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tâches laborieuses d’implémentation du parallélisme restent à la charge du fournisseur
de service (cf. section 2.7.2). Nous remarquons donc que les scientifiques producteurs
de composants, qui maîtrisent des langages de programmation n’utilisent que rarement
les WfMS de leur propre chef, préférant des méthodes d’implémentation basées sur le
codage de script et l’utilisation de lignes de commande. Le coût important d’intégration
et le manque de personnalisation des composants ainsi que l’expressivité limitée dans
l’orchestration reste un facteur limitant.
Nous pensons que l’adoption des WfMS par cette audience nécessite la prise en
compte de caractéristiques spécifiques dans les modèles, notations et langages utilisés
dans les WfMS.
Cette audience doit pouvoir retirer de l’intégration de leurs chaînes de traitements
dans un WfMS un bénéfice directement perceptible. Celui-ci peut correspondre, par
exemple, à la prise en charge par l’environnement de certains aspects techniques la-
borieux de la conception comme la parallélisation et la soumission des tâches, tout en
gardant un degré de personnalisation suffisant.
Nous constatons que les fournisseurs de services sont très minoritairement des usa-
gers des WfMS intégratifs. Ce groupe se compose des développeurs, algorithmiciens, et
ingénieurs proposant de nouveaux composants et workﬂows Ad hoc.
Nous faisons l’hypothèse que des WfMS mieux conçus pour cette audience devraient
tout à la fois diminuer le coût d’intégration des workflows, augmenter la couverture
fonctionnelle des WfMS et favoriser la diffusion de l’innovation auprès des scientifiques
consommateurs de services.
2.3 WfMS et prototypage
2.3.1 Prototypage de workflows et conception de composants dans les
WfMS
Les WfMS intégratifs comme Galaxy et Mobyle rendent possible l’orchestration de
composants. Néanmoins ils restent aujourd’hui principalement utilisés comme des réper-
toires d’outils intégrés sous forme de services où chaque tâche est manuellement exécutée.
Leurs capacités d’orchestration restent secondaires même si elles séduisent les utilisateurs
avancés. Concernant Galaxy, l’expressivité du langage DataFlow est, à l’heure actuelle,
encore malheureusement réduite notamment par l’absence de gestion des conditions et
d’acteurs composites. Cependant, malgré la faible expressivité de son moteur de work-
flows, Galaxy possède certaines caractéristiques intéressantes pour la conception et le
prototypage de workflows. Un utilisateur peut par exemple convertir un historique de
ses activités en un workflow linéaire éditable et re-exécutable. Il est libre de déter-
miner l’enchaînement des tâches et leurs relations. Néanmoins, il ne peut faire appel
qu’à des composants préexistants dans l’environnement. Les WfMS intégratifs existants
proposent des capacités de personnalisation des composants encore très limitées. Défi-
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nir de nouveaux composants est laborieux et reste une tâche technique nécessitant des
compétences particulières et relèvent d’un médiateur, comme un administrateur de la
plate-forme logicielle. Lors du prototypage d’une chaîne de traitements, les suites d’es-
sais, de tâtonnements ou de raffinements nécessaires à la mise au point de l’application
se traduisent par des changements d’implémentation. Avec ce type d’environnement, il
reste bien plus facile de s’affranchir du WfMS et de réaliser l’intégration a posteriori à
partir d’une version stable de l’implémentation.
Dans les WfMS intégratifs, la création de composants n'est pas directement accessible
au concepteur de workﬂows. Cela limite l'intérêt du WfMS pour le prototypage des chaînes
de traitements.
Une des raisons de cette limitation est la complexité et l’absence de généricité des
méthodes de déploiement des composants applicables aux plates-formes d’exécution.
Un composant défini par l’utilisateur a potentiellement de nombreuses dépendances,
parfois mal formalisées et incompatibles. Cette complexité est accrue lorsque le nombre
d’utilisateurs et de composants est élevé et se pose alors des problèmes de respect de
l’intégrité du système.
La possibilité de créer des composants et de pouvoir directement les exploiter est
déterminante pour faciliter le prototypage. Par conséquent, il est important de disposer
d’une méthodologie générique de déploiement des composants et de leurs dépendances
au sein du WfMS.
2.3.2 Intégration de composants hétérogènes
Dans Les WfMS intégratifs, la conception de composants est une tâche technique qui
nécessite la définition d’une couche d’intégration spécifique. Ainsi Galaxy et Mobyle uti-
lisent des techniques d’intégration de composants adaptées aux applications hétérogènes
préexistantes dites legacy [90] pour lesquelles il est difficile de modifier le code.
Chaque composant est décrit dans un descripteur de déploiement XML ou JSON
qui spécifie comment invoquer l’outil, comment représenter ses paramètres et quelles
sont les sorties attendues. Ce système permet la mise à disposition d’outils sous forme
de service, accessible par une interface web ou via une API. La création d’un nouveau
composant nécessite l’écriture du descripteur, voir éventuellement d’un wrapper, dans le
cas d’un outil en ligne de commande. Dans cette approche d’intégration, le composant
est initialement considéré a minima comme une boîte noire, qualifiée uniquement par ces
entrées et sorties. Cependant, le descripteur peut préciser des propriétés du composant
et des méta-données permettant la gestion du typage et la classification du composant,
mais aussi la personnalisation du contexte d’exécution.
Finalement, la technicité nécessaire à l’intégration d’outils métiers nous montre que
ces environnements ne peuvent pas être qualifiés de systèmes de conception à pente
douce (cf. section 1.2). L’utilisateur est ici confronté à une augmentation brutale de la
complexité pour avoir à disposition de nouveaux composants.
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Néanmoins, on peut noter que de récentes initiatives de contributeurs tentent d’orien-
ter Galaxy vers la conception et le prototypage en proposant des fonctionnalités d’aide à
la création de composants via des interfaces web ou l’intégration d’outils interactifs [91]
comme IPython [92].
2.4 Catégorisation des composants logiciels
Nous avons vu que la capacité d’un intervenant à formaliser une chaîne de traitements
dans unWfMS peut être impactée par différents facteurs comme l’expressivité du langage
utilisé et la possibilité de créer simplement de nouveaux composants. Un autre facteur
important est le type de composants que sont capables de gérer ces environnements.
Il n’est pas exclu que l’adaptation des WfMS intégratifs à des spécifications largement
admises comme les Web Services puisse faciliter l’ouverture de ces environnements et
leur interopérabilité. Il existe de nombreux travaux sur le sujet.
Ainsi, par exemple, la spécification BIOXSD a été proposée pour définir des formats
de données normalisés associés aux entrées et sorties des opérations des web-services [84]
et faciliter l’interopérabilité et la composition de services. Cependant, nous avons vu que
nos environnements cibles, les WfMS intégratifs, ne sont pas basés sur les Web Services,
n’ayant pas la contrainte de la distribution des exécutions entre domaines. Cela nous
amène à ne pas approfondir ici l’étude de l’orchestration de composants Web Services.
Nous considérerons directement les niveaux des composants hétérogènes sous-jacents.
Nous nous concentrerons sur l’intégration et l’orchestration de composants préexistants
ou en cours de création, comme des binaires ou des scripts, au niveau interne d’une
organisation scientifique. Ces composants cibles incluent des outils critiques nécessitant
un environnement d’exécution intensif personnalisé. Le dénominateur commun de ces
composants hétérogènes est qu’ils sont invocables en ligne de commande.
Dans le contexte de l'analyse de données à haut-débit, une des fonctions primor-
diales des WfMS est de faciliter la capture des chaînes de traitements intensifs à base
de composants instanciables par des lignes de commande. Ces composants sont de nature
hétérogène, et leur implémentation est, soit préexistante, soit simultanée à la conception
du workﬂow.
Les composants à états sont des composants dont les résultats d’exécution dépendent
du contexte dans lequel ils sont invoqués. Considérons un répertoire de services basés
sur des composants hétérogènes exécutables en ligne de commande. Lorsque le compor-
tement de certains composants est déterminé par des données non explicitement décrites
par la syntaxe de la commande, nous pouvons considérer ces composants comme des
composants à états. Il peut s’agir par exemple de l’usage d’une source de données, fi-
chiers ou bases de données, exploités en interne par le composant et pouvant évoluer
sans que l’on puisse contrôler cette évolution au niveau du moteur de workflows.
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Dans le cadre de plates-formes logicielles basées sur des architectures orientées ser-
vice, ce type de services pose des problèmes important d’intégration. Ainsi, le SOA met
en avant la nécessité de définir des services autonomes et sans état [93]. Cela se justi-
fie par le fait que les possibilités de changement de comportement d’un service suivant
ses états sont masquées et ne peuvent donc pas être gérées, limitant la réutilisation du
service. Dans le cas de la composition de services, la complexité d’un workflow découle
de la complexité des acteurs. Même si l’on pouvait déléguer la gestion des états des
acteurs à la couche d’orchestration (moteur de workflows), il est difficile de prévoir le
comportement d’un tel workflow ayant une forte complexité cyclomatique 1. De façon gé-
nérale, il est admis que, dans le cadre d’une architecture orientée service, une complexité
cyclomatique importante réduit la maintenabilité et la testabilité du système [94].
Ainsi dans unWfMS, la capacité à réutiliser un workflow et les capacités de reprise sur
erreur sont liées à l’absence d’état des acteurs. De ce fait, les MoC des WfMS scientifiques
sont généralement conçus pour des acteurs sans état.
Nous constatons, d’une part, qu’il est possible de modifier certains composants à
états pour en faire des composants sans état moyennant un effort d’implémentation.
D’autre part, nous remarquons que les composants à états ne constituent pas une part
importante des acteurs exploités dans les chaînes de traitements en bioinformatique.
Les WfMS basés sur des MoC DataFlow sont théoriquement limités à l’usage de
composants sans état mais c’est le concepteur de composants qui doit prendre en compte
cette contrainte.
Ces conclusions nous amènent à ne considérer dans la suite de cette étude que des
composants sans état. Il s'agit d'un limitation intrinsèque à la plupart des WfMS scien-
tiﬁques et en particulier à ceux qui sont basés sur un modèle DataFlow.
Nous abordons maintenant la personnalisation des composants dans les environne-
ments de gestion de workflows. L’intégration de fonctions déﬁnies par l'utilisateur (UDF
pour User Defined Function) est une fonctionnalité issue du domaine des bases de données
relationnelles (DBMS pour Database Management System) et permet la personnalisation
des environnements par l’utilisateur.
De façon plus générale, dans un contexte où les fonctions et opérateurs sont géné-
ralement fournies par le système, une fonction définie par l’utilisateur et intégrable à
l’environnement est qualifiée d’UDF.
Dans les DBMS, la conception des UDF s’effectue au sein d’un cadre contraint im-
posant un langage prédéfini et des patrons de conceptions spécifiques. C’est grâce à ces
contraintes que l’invocation de l’UDF pourra bénéficier d’optimisations (parallélisation,
réorganisation des opérateurs).
1. La complexité cyclomatique ou complexité de McCabe est une métrique indépendante du langage
qui permet de mesurer la complexité d’un composant d’un programme. Elle mesure le nombre de chemins
indépendants dans le composant modélisé sous la forme d’un graphe.
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Les environnements DISCS (DISCS pour Data-Intensive Scalable Computing Sys-
tems) comme MapReduce, quant à eux, rendent possible l’intégration d’UDF suivant
des patrons de conception bien plus libre. Dans ce cas, en l’absence d’une description
des propriétés des UDF, si ces fonctions sont de nature hétérogène, elles seront générale-
ment vues comme des boîtes noires dans l’environnement sans possibilité d’optimisation
interne à l’UDF. [95]. Dans un WfMS, un acteur d’un workflow peut encapsuler un ser-
vice qui gère l’exécution d’une méthode d’analyse de données. Cette méthode etant de
nature hétérogène et librement personnalisable, nous considérons que l’on peut égale-
ment la qualifier d’UDF. Le tableau 2.3 récapitule les propriétés des UDF entre DBMS,
DISCS et WfMS.
DBMS DISCS WfMS
codage des UDF controlé libre libre
propriétés des UDF connues inconnues inconnues
couplage des UDF fort faible faible
Table 2.3: Comparaison des propriétés des UDF entre DBMS, DISCS et WfMS
Nous considérons dans notre étude la définition suivante d’un acteur UDF:
Un acteur UDF est un acteur d'un workﬂow qui encapsule un service gérant l'exécu-
tion d'une méthode de nature hétérogène et librement personnalisable par le concepteur.
Aujourd’hui, la création et l’intégration d’acteurs d’UDF dans les WfMS restent com-
plexe. Cela limite l’adaptation de ces environnements à la conception et au prototypage
de workflows.
2.5 Les types de sources de données
Nous venons de décrire les types de composants exploitables dans les WfMS inté-
gratifs. Ces composants d’analyse consomment et produisent des données. Nous nous
penchons maintenant sur les caractéristiques de ces données que doivent manipuler ef-
ficacement les moteurs de workflows. Nous allons décrire succinctement les propriétés
des données manipulées par les chaînes de traitements d’analyse intensive de données en
bioinformatique. Il s’agit ici d’établir les contraintes que les données font peser sur les
WfMS. Nous ne traiterons ici que des données stockées dans des fichiers et dont l’ana-
lyse pose des problèmes de passage à l’échelle. L’usage de données distribuées stockées
dans des bases de données posent d’autres problèmes comme l’interopérabilité que nous
n’aborderons pas ici.
Aujourd’hui, les entités biologiques et leurs relations sont décrites dans des ontologies,
associées par exemple aux séquences [96] ou aux annotations de gènes [97]. Ces ontologies
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sont regroupées dans OBO (Open Biological and Biomedical Ontologies) Foundry. Il
existe un lien souvent strict entre types de données et formats de fichiers. La communauté
bioinformatique ne s’est intéressée que très récemment à la description systématique
et uniforme des formats de fichier. L’ontologie EDAM [98] référence aujourd’hui les
formats majoritaires exploités en bioinformatique. On peut donc espérer disposer d’une
liste de formats de fichiers relativement complète et dont la maintenance et l’évolution
serait garanties par certains acteurs de la communauté disciplinaire. Du point de vue
du modèle d’exécution, ces formats représentent les types structurés qui constituent les
entrées et sorties des nombreux outils d’analyse de données du domaine. On peut citer
des formats texte largement diffusés comme le format de séquence FASTA qui représente
une collection de séquences d’ADN, d’ARN ou de protéines ou les formats matriciels
d’annotation GFF et BED.
L’arrivée de données massives de séquençage a donné lieu à la création de formats de
séquences de lectures (reads) comme FASTQ. Puis face à la taille des données, des for-
mats binaires d’encapsulation ou d’archivage ont été mis au point, permettant de stocker
les lectures ou les alignements (BAM, SRA, containeurs HDF5). Ils sont alors associés à
des lignes de commande permettant l’extraction ou le requêtage. Un jeu de données de
séquences brutes NGS au format FASTQ peut prendre plusieurs centaines de Gigas oc-
tets et un alignement BAM plusieurs Gigas octets, mais la taille est variable en fonction
du type de plate-forme technologique de production. Chaque étape de traitement peut
à son tour produire des quantités de données de cet ordre. Dans ces conditions, malgré
les recherches actuelles sur la compression [99], le rapatriement de ces données et leur
localisation pour l’exécution d’une chaîne de traitements constituent une tâche délicate.
Ces phases peuvent représenter une part importante du code des chaînes de traitements,
lorsqu’elles y sont intégrées. Elles nécessitent alors des contrôles d’intégrité, de la reprise
sur erreur et l’usage de protocoles de transfert multiples.
Nous retiendrons donc que dans le cas des chaînes de traitements haut-débit en
bioinformatique, les données sont généralement:
— de taille importantes;
— potentiellement distribuées;
— structurées ou partiellement structurées;
— dans des fichiers;
— dans un format décrit par une ontologie.
Un WfMS dédié au calcul intensif doit être capable de gérer de façon efficace des
données ayant ces caractéristiques.
Nous constatons que les environnements actuels de conception de workflows gèrent
les types de données de deux manières distinctes. Ils peuvent considérer les composants
manipulant un type de données particulier (conversion, filtre validation, découpage, fu-
sion...) comme des UDF quelconques. Les WfMS intégratifs peuvent également masquer
ces composants à l’utilisateur et rendre leur usage implicite. Celui-ci n’a parfois qu’à
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définir par annotation le type d’une donnée pour se voir proposer des services com-
patibles impliquant une conversion de format. Ainsi, Galaxy offre un mélange des deux
approches. Cependant, seulement certains types de données sont gérés et les mécanismes
actuels d’extension du modèle de données sont rudimentaires. Il est nécessaire de modifier
Galaxy et de coder de nouvelles classes pour intégrer de nouveaux types de données.
Un autre point important est l’utilisation de références de données par le moteur de
workflows. Ainsi, le choix fait dans le moteur initial de Taverna, FreeFluo, de manipuler
directement les données qui sont alors copiées de façon multiples lors de l’orchestration
le rend inadapté à la manipulation des masses de données. Les WfMS intégratifs, quant
à eux, peuvent utiliser des mécanismes de référence, bien plus efficaces.
2.6 Exploitation des infrastructures d’exécution par les WfMS
Après avoir étudié en détail les architectures des WfMS et leurs usages, nous dé-
crivons dans cette section comment les WfMS tirent aujourd’hui parti des différentes
infrastructures d’exécution.
2.6.1 Les infrastructures de calcul et leurs modes de mise à disposition
Nous décrivons tout d’abord les différents types d’environnements d’exécution et
modes de mise à disposition qui peuvent être exploités par le biais d’un WfMS. Il est
possible d’installer un WfMS sur un simple ordinateur personnel suffisamment puissant
ou une unique machine de calcul. Néanmoins, lorsque l’on manipule des données volumi-
neuses ou que l’on doit exécuter des analyses nécessitant une grande puissance de calcul,
on trouve dans les laboratoires et les plates-formes de service des infrastructures basées
sur des architectures de calcul distribuées associées à des WfMS.
Les clusters de calcul sont les plus répandus. Un cluster est un groupe de machines
homogènes co-localisées et interconnectées. Des outils logiciels permettent une gestion
centralisée des machines ou nœuds du cluster afin d’assurer efficacement la répartition
de la charge, l’attribution des ressources et de garantir la disponibilité.
La grille de calcul (grid computing) est, quant à elle, une infrastructure qui agrège
des ordinateurs ou des clusters. Ces ressources peuvent être hétérogènes, distribuées,
partagées et localisées sur des sites différents. Les recherches sur les grilles de calcul ont
été menées pour régler des problèmes de passage à l’échelle d’applications scientifiques.
Par la suite, le concept de cloud computing a émergé. Il provient de l’association du
modèle de la grille avec les technologies de virtualisation dans le contexte de l’internet
haut-débit. La simplicité d’utilisation qui découle de l’usage des architectures orientées
services constitue une des clefs du succès du cloud computing. En bioinformatique, son
association aux WfMS, constitue une des solutions proposées pour remédier au problème
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de la reproductibilité des analyses de données [100]. Le cloud computing, en tant que
service, possède plusieurs modes de mise à disposition. Les plus connus sont l’IaaS, le
PaaS et le SaaS mais il en existe bien d’autres. Nous décrivons dans les paragraphes
suivants les différents modèles de cloud computing qui sont associés à l’exploitation de
services d’analyse de données par le biais d’un WfMS.
Infrastructure as a Service
Le modèle Infrastructure as a Service (IaaS) offre un accès à la demande à des
machines généralement virtuelles, associées à un hyperviseur. Il s’agit d’un outil de vir-
tualisation qui permet à plusieurs systèmes d’exploitation de travailler sur une même
machine physique. Un système de gestion intégrant plusieurs hyperviseurs permet de
redimensionner l’infrastructure virtuelle en fonction de l’évolution des besoins. Les uti-
lisateurs déploient alors sur ces machines des images de systèmes d’exploitation dans
lesquelles sont installées leurs propres applications. L’IaaS offre par exemple la possi-
bilité de déployer un cluster de machines virtuelles, d’y installer un ordonnanceur de
tâches avec ou sans l’aide d’une application qui automatise ces tâches.
Ainsi des outils comme Starcluster [101] ou Cloudman [102] simplifient le déploiement
d’un cluster virtuel sur l’infrastructure commerciale Amazon’s Elastic Compute Cloud
(EC2) [103].
D’autres outils comme OpenNebula [104] ou OpenStack [105] sont des solutions open-
source qui offrent la possibilité à un laboratoire ou une plate-forme de service de gérer
leur propre infrastructure virtuelle ou cloud, accessible en mode IaaS. Le scientifique
peut alors y déployer des machines et éventuellement les regrouper en clusters virtuels,
pour exploiter efficacement l’ensemble des cœurs de calcul disponibles.
Du point de vue des chercheurs en bioinformatique, l’IaaS est un modèle qui offre un
intérêt immédiat [106]. Il est adapté au développement, au test et à des pratiques encore
souvent majoritaires de conception des chaînes de traitements implémentées sous forme
de scripts et de lignes de commande. L’autonomie du concepteur est dans ce cas très
élevée. Dans le cas de l’IaaS, l’ensemble des dépendances des composants d’une analyse
in silico devra être installé manuellement. Cela requiert donc un niveau important de
technicité ou l’aide d’un médiateur.
Platform as a Service
Dans le modèle Platform as a Service (PaaS), c’est toute une plate-forme qui est
mise à disposition, comprenant, système d’exploitation, langage de programmation et
environnement d’exécution. Des bases de données et serveur web peuvent aussi y figu-
rer. Dans le cas du PaaS, les utilisateurs ne fournissent que leurs propres applications
qui seront hébergées sur la plate-forme. Du point de vue du concepteur de workflows
ou d’outils d’analyse intégrables au WfMS en tant que service atomique, le WfMS est
un élément d’une plate-forme d’exécution environné en mode PaaS. Dans ce modèle, le
déploiement des dépendances des composants d’une chaîne de traitements seront mis
en œuvre non pas par l’utilisateur mais par un médiateur, généralement un administra-
teur système. Des images pré-peuplées de collections d’outils métiers appelées Virtual
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Appliances peuvent également être utilisées. Elles sont mises à disposition dans un ré-
pertoire web nommé Virtual Appliance Marketplace. Les utilisateurs ont alors à leur
disposition des images de systèmes d’exploitation sur lesquelles est déjà déployés l’en-
semble des logiciels en rapport avec une thématique donnée, ce qui limite la phase de
personnalisation au minimum. Le modèle PaaS, couplé à une Virtual Appliance Market-
place, est aujourd’hui exploité pour la mise en œuvre d’environnements d’exécution pour
des WfMS. Il est par exemple proposé par l’Institut Français de Bioinformatique (IFB’s
Bioinformatics Appliances) [107] dans le cadre de sa plate-forme de cloud computing.
Software as a Service
Dans le modèle Software as a Service (SaaS), le service fourni correspond à l’accès à
une application, généralement mise à disposition par le web.
D’un point de vue de l’utilisateur qui exécute un workflow, les WfMS donnent accès
à une application métier en mode SaaS. Pour cela, les WfMS disposent de fonctionnalités
de génération d’interfaces web à partir des descripteurs de déploiement.
Containers as a Service
Une forme récente de cloud computing, dérivée du PaaS est particulièrement adaptée
aux Architectures Orientées Services. Il s’agit du modèle émergeant du Containers as
a Service ou CaaS [108]. Le CaaS exploite des environnements de gestion de containers
Linux comme Docker [109]. La technologie des containers n’est pas une technologie de
virtualisation, puisqu’il n’y a pas d’hyperviseur. Elle apporte une capacité de personna-
lisation et d’isolation "grain fin" au niveau des processus, en exploitant des technologies
récentes incluses dans le noyau linux (Cgroups, Unionfs).
Une fois les applicatifs installés dans un container avec leurs dépendances, ils peuvent
être déployés de façon extrêmement simplifiée sur toute infrastructure CaaS. Docker est
une solution technique qui rend particulièrement facile l’usage de la puissante technologie
de gestion des containers Linux. Docker permet un déploiement à la demande, adapté à
un contexte où le développement et le mise en production sont integrés et réalisés par
les mêmes intervenants. Cette approche est communement qualifiée de Dev-Ops.
L’usage du modèle CaaS est illustré par la plate-forme de cloud computing Google
Container Engine [110]. Ce service commercial propose à l’utilisateur de déployer des
containers Docker sur une infrastructure PaaS particulière qui facilite la gestion fine
du cycle de vie de multiples occurrences de containers. Ici les containers encapsulent
les applicatifs et l’ensemble de leurs dépendances logicielles et peuvent être directement
définis par l’utilisateur. Dans la mesure ou les nœuds de calcul partagent des caracté-
ristiques minimales (gestionnaire Docker et noyaux linux compatibles), le passage d’une
infrastructure CaaS à une autre est transparent. Le container est plate-forme agnostique.
Le modèle CaaS est mis en avant pour ses capacités de performances, d’isolation et
de dimensionnement dynamique [111], mais également parce qu’il facilite la réutilisation
des composants dans le cadre du SOA [108]. Il donne la possibilité de personnaliser un
environnement d’exécution à partir d’images préexistantes, provenant par exemple d’un
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répertoire d’images de containers, ou d’exploiter des images créées par le concepteur, dans
un contexte d’autonomie totale de celui-ci vis-à-vis des autres intervenants. Grâce au
SOA et aux containers, il devient aisé d’intégrer des composants hétérogènes construits,
par exemple, par des développeurs indépendants les uns des autres, dans des langages
de leur choix.
Ce modèle de cloud computing émergeant est actuellement très populaire et com-
mence à être exploité pour faciliter le déploiement des composants des WfMS [112] mais,
pour l’instant, son usage n’est ni formalisé ni généralisé. Ces éléments nous montrent
que les caractéristiques du CaaS en font un modèle de grand intérêt qui semble parti-
culièrement adapté à la conception communautaire de répertoires d’applications. De ce
fait, il nous semble essentiel d’étudier l’exploitation des architectures CaaS dans le cadre
de la conception de workflows. L’intérêt du CaaS est d’autant plus fort lorsque les utili-
sateurs peuvent contribuer à l’édification d’un répertoire communautaire d’applications.
En effet, chaque nouveau composant élaboré peut être facilement diffusé sous forme
d’image de container qui constitue un équivalent d’un format générique de déploiement
et d’échange de composants dans le monde Linux.
Le cloud hybride
Nous avons passé en revue le IaaS, le PaaS, le SaaS et le CaaS. Nous terminerons par
la présentation du cloud hybride qui est un mode de mise à disposition mixant ressources
internes et externes et qui peut s’adapter à l’ensemble des modèles précédents. Dans ce
modèle, l’organisation fournit un environnement qui permet de gérer des ressources pou-
vant être internes ou bien externes. On peut ainsi élaborer une infrastructure centrée sur
des ressources initialement internes (cluster hébergeant des machines virtuelles) mais
qui pourra permettre la montée en charge par un déploiement dans un cloud externe
par le mécanisme du cloud bursting [113]. Hormis la grille, le cloud hybride est le type
d’infrastructure qui offre le plus de contraintes (multiples sites, distribution des proces-
sus et des données, nécessité du déploiement des composants et dépendances associées,
authentification multiple) De ce fait, une application comme un WfMS conçu pour le
cloud hybride, en relâchant certaines contraintes, peut convenir à des infrastructures
plus simples comme un cluster de calcul unique, voire une seule machine multi-cœurs
suffisamment puissante.
Il s’agit donc d’un modèle complexe à mettre en œuvre mais qui débouche sur une
grande flexibilité d’usage. Il n’existe pas actuellement à notre connaissance de WfMS
directement adapté à ce modèle.
Infrastructures cibles
Cette rapide typologie des usages du cloud computing pour l’analyse de données met
en lumière deux contextes d’exécution convenant particulièrement aux WfMS. Ce sont
les suivants:
— Les clusters de calculs en mode PaaS. Les clusters sont les infrastructures les plus
classiques pour le traitement intensif des données bioinformatiques et leur exploi-
tation en mode PaaS est commune. Lorsque l’on cherche à mettre à disposition des
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composants orchestrables pré-établis via un WfMS, le choix d’une infrastructure
PaaS pré-peuplée est une solution appropriée.
— Le modèle CaaS. Le modèle émergeant CaaS présente des caractéristiques qui le
prédispose au prototypage de logiciels et à l’élaboration de répertoires commu-
nautaires d’applications hétérogènes. Nous avons vu que l’usage du CaaS n’est
pas encore formalisé dans les WfMS. Nous avons donc l’opportunité de réfléchir à
l’articulation entre les WfMS et ce nouveau modèle.
2.6.2 Adaptation des WfMS aux changements d’infrastructures de cal-
cul
Après avoir décrit les infrastructures de calcul, nous allons maintenant étudier com-
ment les WfMS actuels exploitent les infrastructures de calcul et notamment comment
ils tirent profit des modèles PaaS et CaaS.
Si l’on considère le développement des architectures SOA et la diffusion des technolo-
gies du cloud computing, nous constatons qu’il est de plus en plus aisé et peu coûteux de
modifier la localisation d’exécution des processus d’analyse de données. Cette décision
peut être motivée par de nombreux paramètres comme le coût, la sécurité, la rapidité
d’exécution ou la disponibilité. Cependant, des obstacles s’opposent encore à l’exploi-
tation via les WfMS d’infrastructures d’exécution personnalisées, mises en place à la
demande.
Dans le cadre de l’usage d’un cluster classique, les composants exploitables au sein
des acteurs du workflow sont déployés manuellement ou via des outils d’automatisation
d’installation, via un gestionnaire de packages et des outils de gestion de configuration
de machines.
Dans le cas d’un cluster utilisé en mode PaaS, il est également possible de mettre
à disposition des images virtuelles pré-peuplées de composants métiers, les Virtual Ap-
pliances, [3] qui pourront être directement sélectionnées par l’utilisateur du WfMS.
Ces deux méthodes sont disponibles si l’on veut utiliser les composants ou workflows
du WfMS Galaxy mis à disposition dans un répertoire dédié, nommé Galaxy ToolShed
[114]. Celui-ci contient notamment des descripteurs de déploiement associés à des pro-
cédures d’installation.
L’intérêt du PaaS est donc essentiellement sa capacité à rendre exploitable des com-
posants pré-existants par le WfMS. Dès lors que l’on considère non plus la seule mise
à disposition de composants pré-existants, mais également la conception d’acteurs, les
tâches de déploiement deviennent laborieuses et le recours à un médiateur (administra-
teur système) est souvent nécessaire.
Concernant le modèle CaaS, Galaxy permet depuis 2014 l’intégration de contextes
d’exécution à base de containers [112] mais l’écriture des descripteurs de composants
reste une tâche technique. Cela a pour conséquence de limiter l’intérêt du WfMS pour le
prototypage de workflows. Par ailleurs, le fait qu’il n’existe pas de répertoire de containers
à destination de la communauté disciplinaire ni de protocole de création d’acteurs à base
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de containers formalisé ne facilite pas la généralisation de cette nouvelle méthode de
gestion des dépendances des composants.
Ainsi, même s’il existe des travaux précurseurs concernant la gestion des dépendances
des workflows, et en premier lieu l’exploitation du modèle émergeant CaaS, on constate
aujourd’hui le manque d’un formalisme, capable de favoriser le nomadisme des chaînes de
traitements d’analyse de données en associant modèle de workflow générique et gestion
des dépendances des composants.
La capacité limitée des WfMS à simplifier le déploiement des dépendances des compo-
sants sur une infrastructure de calcul cible affecte directement la capacité de réutilisation
des workflows diffusés. Pour les WfMS intégratifs, c’est aujourd’hui un facteur limitant
la diffusion de l’usage des workflows [115] et donc un obstacle à la reproductibilité et
aux potentialités d’échanges mises en avant par l’approche workflow.
2.7 Performances des moteurs de workflows
Après avoir décrit les architectures de calcul et les modes de cloud computing qui
présentent le plus d’intérêt pour l’exploitation d’un WfMS et dans quelle mesure ces
environnements sont adaptés au besoin de changement d’infrastructures de calcul, nous
allons étudier comment ces environnements sont capables de tirer profit efficacement
de la puissance de calcul mise à leur disposition. Pour cela, nous abordons l’évaluation
des performances de leurs moteurs de workflows. Celles-ci dépendent fortement de leurs
capacités à exploiter le parallélisme disponible.
2.7.1 Les types de parallélismes accessibles dans les WfMS
Afin d’être capable de mieux évaluer les performances des moteurs de workflows, nous
faisons ici un bref rappel concernant le parallélisme, dont il existe de multiples niveaux.
La taxonomie de Flynn [116] décrit les modèles de parallélisme dans les architectures
matérielles de bas niveau (cf. tableau E.1 en annexe). Plus récemment, Sima et al [117]
proposent une autre classification qui est applicable au niveau algorithmique du calcul.
Celle-ci est basée sur le mode d’obtention du parallélisme et met en évidence deux
catégories majeures de parallélisme, le parallélisme de tâches et le parallélisme de données
(cf. figure E.1 en annexe).
La performance de l’implémentation d’un workflow complexe composé de nombreuses
tâches est directement liée à la capacité du moteur de workflows à extraire le parallélisme
à partir de la spécification. Nous nous intéresserons donc au parallélisme exploitable au
niveau applicatif. Nous allons donc détailler les différentes catégories de parallélisme
exploitées dans les applications.
Tout d’abord, le parallélisme au niveau des instructions rend compte de l’exécution
concurrente de plusieurs instructions d’un même flot. Celles-ci doivent être indépen-
dantes de telle sorte que le résultat du calcul de chacune d’elles ne dépende pas de
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l’exécution d’une autre. Le parallélisme d’instruction est produit et géré par le hardware
ou le compilateur. Les dépendances de contrôles et de données restreignent son usage.
Ensuite, il existe le parallélisme de tâches ou de threads qui concerne plusieurs threads
ou séquences d’instructions d’une même application qui peuvent être exécutées de façon
concurrente. Il est généré par le compilateur ou l’utilisateur et géré par le compilateur
ou le hardware. Le parallélisme de tâches permet de bénéficier des caractéristiques des
processeurs multi-threads et multi-cœurs. Ce type de parallélisme est néanmoins limité
par le coût de communication et de synchronisation et par les patrons de conception des
algorithmes. L’usage de patrons de conception issus des langages fonctionnels facilite
l’extraction de cette catégorie de parallélisme (cf. section 1.3.3.1).
Au niveau d’un processeur, le parallélisme de données est caractérisé par l’exécu-
tion d’un même jeu d’instructions sur plusieurs données de façon concurrente. Dans ce
contexte, il est alors limité par la taille mémoire et par l’irrégularité des données traitées.
Au niveau d’une infrastructure de calcul distribuée comme un cluster, le parallélisme de
données dépendra de la bande passante du réseau et pourra nécessiter la persistance des
paquets de données. Le contexte de l’intégration de composants legacy dans un WfMS,
limite l’exploitation du parallélisme de flot d’instructions.
Le parallélisme de données et le parallélisme de tâches constituent les formes de paral-
lélisme les plus accessibles par les WfMS.
2.7.2 Exploitation du parallélisme dans les WfMS actuels
Tous les WfMS étudiés ici autorisent la création de tâches atomiques qui peuvent
elles-mêmes intégrer du parallélisme. Ainsi, quand il est disponible, le parallélisme de
données gros grain repose sur l’implémentation de chaque composant et n’est pas acces-
sible de façon générique au concepteur de workflows.
Ces WfMS n’offrent pas de mécanisme général d’extraction du parallélisme de don-
nées gros grain. Celui-ci nécessite le codage de composants dédiés. La conception de
composants exploitant du parallèlisme est effectuée de façon totalement découplée des
systèmes de gestion de workflows. On retrouve ici une caractéristique des moteurs de
workflows orientés DataFlow des WfMS conçus pour l’intégration de composants pré-
existants et hétérogènes: l’implémentation du MoC DataFlow est dissociée de l’implé-
mentation des acteurs. Cette contrainte du couplage faible limite l’accès aux niveaux les
plus fins du parallélisme, mais il est établi conceptuellement que les modèles DataFlow
permettent d’exprimer les niveaux de parallélisme à plus gros grains [40].
Concernant l’intégration du parallélisme, une des pistes étudiée aujourd’hui concerne
l’exploitation au sein des WfMS de langage textuel dédié permettant d’exprimer le pa-
rallélisme dans les DataFlows. Ainsi des expérimentations d’intégration avec Galaxy
du framework SWIFT [67] qui dispose d’un langage de script parallèle ont été menées
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[118] mais cela ne concerne pas l’intégration des composants legacy, qui correspondent
à une part importante des composants utilisés en bioinformatique. On peut également
citer l’usage d’un framework similaire, PEGASUS [66], pour mapper des tâches sur les
ressources d’une grille ou d’un cluster à partir d’un outil de composition graphique [70].
Un des WfMS les plus avancés concernant l’intégration de la parallélisation est Knime
[68]. Knime est un client lourd qui permet de représenter graphiquement les traitements
sous la forme de modèles DataFlows. Knime permet la soumission sur des clusters HPC
et est capable d’exploiter les caractéristiques de ce type d’infrastructure ainsi que le
parallélisme des processeurs multi-cœurs.
Knime propose un mécanisme d’extraction du parallélisme de données gros grain, ac-












Figure 2.7: Parallélisation de données gros grain basée sur des tableaux. Le WfMS Knime intégre cette
méthode qui permet de bénéficier du parallélisme des processeurs multi-cœurs et de nœuds des clusters
HPC
de données qui doivent être explicitement découpées en sous-groupes pour permettre
leur traitement en parallèle. Après configuration manuelle, Knime automatise la géné-
ration des exécutions parallèles issues d’un acteur ou d’un sous-workflow. Les résultats
sont fusionnés automatiquement(cf. figure 2.7). Ce WfMS est conçu pour traiter des ta-
bleaux de données, stockés localement sur disque. Il ne dispose pas d’une fonctionnalité
intégrée de référencement des données distribuées. On peut tenter de remédier à cela en
introduisant l’usage de chemins de fichiers dans les tableaux de données mais pour être
généralisée, cette approche nécessiterait probablement la modification coûteuse de tous
les acteurs qui consomment et produisent ce type de données. D’autre part, pour gérer
les grandes quantités de données produites par des exécutions distribuées, l’introduction
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supplémentaire d’acteurs de déplacement de données reste nécessaire.
Les WfMS scientifiques étudiés, représentatifs des usages actuels en bioinformatique,
même s’ils présentent des caractéristiques intéressantes de mise à disposition de chaînes
de traitements, restent imparfaitement adaptés à la conception de workflows intensifs.
Cette adaptation nécessite notamment une meilleure intégration de fonctionnalités dé-
diées comme l’extraction du parallélisme.
2.8 Résumé
Nous avons établi dans ce chapitre un état de l’art technique décrivant les WfMS et
leurs contextes actuels d’utilisation. Nous avons mis en évidence un type d’environne-
ments de gestion de workflows (WfMS) scientifique particulier basé sur des architectures
orientées service que nous proposons de nommer WfMS intégratifs. Ils constituent une
classe de WfMS émergentes, des plates-formes logicielles qui associent la gestion de work-
flows à un environnement d’analyse de données qui capture une partie de la connaissance
d’un domaine disciplinaire. Nous considérons que nos travaux doivent s’appliquer à ce
type de WfMS, particulièrement prometteur. Nous avons évalué les caractéristiques de
ces environnements selon leurs capacités à (i) intégrer un langage graphique de compo-
sition ayant un niveau d’expressivité suffisant, (ii) simplifier la création des composants
et de leurs relations, (iii) prendre en compte le caractère dynamique de la conception,
(iv) s’adapter à de multiples environnements d’exécution, (v) faciliter la production d’im-
plémentations performantes. Nous avons ainsi pu mettre en lumière certains manques
ou défauts de formalisme sur lesquels nous comptons focaliser nos travaux.
— En premier lieu, les WfMS intégratifs présentent aujourd’hui des limitations pour
l’adaptation au protypage des chaînes de traitements d’analyse intensive de don-
nées.
D’une part, en bioinformatique, l’usage des WfMS intégratifs se développe aujour-
d’hui mais leur audience est principalement constituée des utilisateurs finaux (bio-
logistes, bio-analystes) et non des concepteurs des composants et des workflows,
c’est-à-dire des scientifiques fournisseurs de services. En effet, ces environnements
ne prennent pas suffisamment en compte les phases de prototypage des composants
et des chaînes de traitements pour intéresser cette audience. Les composants sont
considérés comme déjà disponibles dans le système et la conception de nouveaux
acteurs nécessite l’intervention d’un médiateur.
D’autre part, les WfMS actuels permettent une simplication de la conception de
workflows en gérant une partie de leurs aspects techniques comme le déplacement et
le routage des données et la soummision des jobs. Lorsque les workflows sont basés
sur des modèles DataFlow, certains niveaux de parallélisme peuvent être exploités,
par exemple, à partir de l’analyse des dépendances de données. Cependant, aucun
mécanisme simple permettant la mise en œuvre rapide du parallélisme de données
gros grain n’est disponible.
— En deuxième lieu, la conception actuelle des WfMS intégratifs limite la diffusion
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des chaînes de traitements.
La capacité de déploiement simplifié sur une infrastructure de calcul cible constitue
un des éléments essentiels permettant l’indépendance des spécifications de work-
flows vis-à-vis des infrastructures d’exécution (cf. section 2.6.2). Elle faciliterait
l’édification de répertoires de workflows communautaires en favorisant le noma-
disme des chaînes de traitements. Les mécanismes de déploiement existant font
appel à des médiateurs (administrateurs systèmes) ou dans le cas du Pass à des
Virtual Appliances. Ces mécanismes doivent être mieux formalisés pour permettre
le déploiement rapide sur des infrastructures de type cluster de calcul et plus lar-
gement du PaaS et du CaaS. Le modèle CaaS émergent est celui qui semble le
plus adapté à la mise en œuvre d’un couplage entre spécifications de workflows
et dépendances des composants. Aujourd’hui, son usage commence à être envisagé
dans les WfMS. Il nous semble qu’il pourrait faciliter une large diffusion de l’usage
des WfMS et favoriser l’élaboration de répertoires communautaires de workflows.
Nous décrirons dans le chapitre suivant nos propositions méthodologiques visant à
adapter les wfms intégratifs à la conception, à l’exécution et au déploiement des chaînes
de traitements d’analyse intensive de données.
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Chapitre 3
Méthodologies
3.1 Synthèse des objectifs
Nous avons mis en évidence différents types de WfMS scientifiques. Les environne-
ments que nous avons nommés WfMS intégratifs constituent la cible de nos travaux. Ils
sont dédiés à l’analyse de données et associent la gestion de workflows avec une partie
de la connaissance du domaine.
Partant du constat que les moteurs DataFlow de ces WfMS n’exploitent pas encore
efficacement les infrastructures de calcul, nous jugeons important de proposer un modèle
de calcul formalisé et performant, adapté à leurs architectures orientées service.
D’autre part, en analysant les usages actuels des WfMS en bioinformatique, nous
avons constaté que les scientifiques, développeurs et concepteurs de méthodes d’analyse
qui représentent les producteurs de services, utilisent peu ces environnements. Ceux-ci
s’adressent plutôt aux utilisateurs ﬁnaux consommateurs de services, les biologistes ou
les bio-analystes. La prise en charge par l’environnement logiciel d’aspects techniques
supplémentaires comme la génération du parallélisme, mais également l’adaptation à
différentes infrastructures de calcul seraient des fonctionnalités d’intérêt pour atteindre
cette audience tout comme l’intégration dynamique de composants. En effet, la création
d’acteurs reste plus laborieuse dans un WfMS que dans un environnement classique.
Ainsi, des efforts de simplification de la capture des spécifications doivent être accomplis
et passer de la mise à disposition à la conception de services.
Par ailleurs, aujourd’hui, la part de la connaissance du domaine disciplinaire intégrée
dans ces WfMS n’est pas explicitée formellement et cela limite son usage par l’environne-
ment. Néanmoins, elle peut être mise en lumière sous forme d’un méta-modèle. En effet,
nous pensons qu’une meilleure exploitation de cette connaissance est possible grâce à
une approche orientée modèle et peut déboucher sur une méthode de conception plus
efficace des workflows guidée par l’utilisateur.
Nous décrivons dans les paragraphes suivants des propositions méthodologiques afin
de pallier les limitations des WfMS précédemment identifiées concernant (i) l’efficacité
des moteurs de workflows, (ii) le prototypage et la conception de chaînes de traitements
intensives, (iii) le déploiement et la diffusion des chaînes de traitements.
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Nous décrivons tout d’abord un nouveau modèle de calcul, adapté au calcul intensif
dans le contexte des moteurs de workflows des WfMS intégratifs, appelé UDFAS (URI
based DataFlow for Asynchronous Services). Ce modèle de calcul permet l’exploitation
de multiples niveaux de parallélisme présents dans un DataFlow. Il peut interpréter un
langage DataFlow minimal et expressif, capable de représenter les analyses de données
à haut-débit.
Dans un deuxième temps, nous présentons une méthodologie de conception de chaînes
de traitements, basée sur une approche orientée modèle, qui rend possible le prototypage
des workflows et leur transformation semi-automatique en implémentation adaptée au
calcul intensif.
Nous abordons ensuite la diffusion des chaînes de traitements et proposons l’intégra-
tion au WfMS d’une représentation des dépendances des composants et des plates-formes
nommée Components and Platforms Meta-Model (CPMM). Elle rend possible la simpli-
fication de la configuration ou du déploiement des workflows sur les infrastructures de
calcul cibles (cluster, PaaS et CaaS) et favorise l’indépendance des spécifications de
workflows vis-à-vis des environnements d’exécution. Nous mettons finalement en avant
en quoi certains formalismes que nous avons produits sont particulièrement adaptés à la
mise en œuvre de répertoires de workflows communautaires.
3.2 Proposition d’un nouveau modèle de calcul
3.2.1 Spécification du modèle de calcul UDFAS
Nous allons décrire dans cette partie la spécification d’un nouveau modèle de cal-
cul, nommé URI 1 based DataFlow for Asynchronous Services ou UDFAS, conçu pour
l’analyse de données à haut-débit. A la différence des moteurs de workflows actuels des
WfMS intégratifs, UDFAS est capable de tirer parti à la fois des parallélismes de tâches
et de données pour accélérer l’exécution d’une chaîne de traitements.
Un modèle DataFlow
L’implémentation d’un moteur de workflows est déterminée par la représentation des
processus et de leurs interactions, définis dans le modèle de calcul (MoC) sous-jacent.
Nous faisons le choix de la conception d’un moteur de workflows basé sur un MoC Da-
taFlow, famille de modèles de calcul que nous avons présentée. Le modèle DataFlow est
communément employé dans les WfMS scientifiques et doit permettre l’élaboration d’un
langage graphique intuitif, à la fois adapté au calcul intensif et suffisamment expressif
pour implémenter la plupart des chaînes de traitements d’analyse de données.
Les langages DataFlow, conçus à l’origine pour le hardware, permettaient de produire
massivement du parallélisme. Nous voulons transposer cette aptitude dans le contexte
du SOA et l’étendre à l’ensemble des niveaux de parallélisme accessibles dans une spé-
cification de workflows.
1. Une URI ou Uniform Resource Identifier est une chaîne de caractères courte identifiant une res-
source sur un réseau. Une URL est une URI.
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Nous nous limiterons à l’utilisation exclusive d’acteurs sans état (cf. section 6.1.1).
Ainsi, la spécification de notre langage pourra intégrer des caractéristiques inspirées
du cadre formel des langages fonctionnels et tirer parti de certains de ses patrons de
conception.
Une chaîne de traitements peut être représentée sous la forme d’un DataFlow, un
graphe orienté acyclique dont les nœuds représentent les acteurs réalisant les traitements
sur les données et dont les arêtes correspondent à des dépendances de données.
Dans le modèle DataFlow, les jetons de données sont produits et consommés sur les
arêtes. Les arêtes sont associées à des canaux de communication permettant le trans-
fert des jetons de données de sortie, produit par un acteur, vers l’entrée d’un acteur
successeur, consommant ces jetons.
Dans un acteur, chaque arête entrante est associée à un port d’entrée et chaque
arête sortante à un port de sortie. Ces ports sont associés à des noms uniques. Ainsi
l’expression Actor[′get_sequence′].port[′fasta′]− > Actor[′blast′].port[′sequence′]
désigne la dépendance de données entre le port de sortie fasta de l’acteur get_sequence
et le port d’entrée sequence de l’acteur blast.
Nous considérons un modèle de calcul DataFlow capable d’interpréter une spéci-
fication de modèle de workflow semi-concret que nous qualifierons de Semi-Concrete
DataFlow Model (SCDFM).
Déﬁnition 3.1 Un workﬂow représenté sous forme de Semi-Concrete DataFlow Model
(SCDFM) est une représentation DataFlow qui présente l'information nécessaire à l'exé-
cution du workﬂow, en incluant l'information permettant de générer les exécutions des
tâches dépendantes de ses acteurs mais en omettant les informations spéciﬁques à la
plate-forme d'exécution.
Les " informations spécifiques" sont des éléments de configuration particuliers, qui peuvent
correspondre à des localisations de librairies ou de données et sont souvent représentables
par des variables d’environnement. Ainsi, par exemple, l’expression de la dépendance de
données
Actor[′get_sequence′].port[′fasta′]− > Actor[′blast′].port[′sequence′]
associée au patron blastall -i $sequence -d protdb -p blastp -o out.txt de l’acteur blast
est une information suffisante pour produire une exécution de ligne de commande fonc-
tionnelle lors de l’exécution du DataFlow, moyennant configuration de l’environnement.
Elle constitue les éléments types d’un modèle SCDFM. La configuration de la variable
PATH permettant au système de retrouver le binaire blastall est exclue du SCDFM
puisqu’elle est spécifique de la plate-forme d’exécution.
Dans le cadre de l’architecture dirigée par les modèles (MDA), le SCDFM peut être
considéré comme une forme de PIM (Platform Independent Model), modèle indépendant
des technologies liées au déploiement.
Un MoC inspiré du SDF
L’exécution d’un acteur est déterminée par la disponibilité des données et nous défi-
nissons la règle de déclenchement particulière suivante: un acteur peut déclencher l’exé-
cution de la méthode métier qu’il encapsule dans la mesure où un jeton est disponible sur
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l’ensemble de ses ports d’entrée. La méthode métier est alors exécutable avec chacun de
ses paramètres instancié avec un jeton d’entrée. Notre modèle possède un ordonnanceur
global qui analyse alternativement les acteurs. Celui-ci détermine si les conditions sont
remplies pour que les acteurs deviennent éligibles à l’exécution. Cependant l’ordre d’exé-
cution au sein des acteurs éligibles est délégué à la plate-forme d’exécution. Il est donc
non prévisible au niveau du MoC. L’intérêt de cette délégation d’une partie de l’ordon-
nancement des tâches à la plate-forme d’exécution est de permettre d’utiliser notre MoC
comme la couche supérieure d’un ordonnanceur hiérarchique gérant l’éligibilité à l’exé-
cution suivant l’analyse des dépendances de données, tout en restant compatible avec les
couches d’ordonnancement déjà en place sur les diverses plates-formes d’exécution. Ces
outils externes sont dédiés à la gestion de l’ordonnancement des tâches atomiques du
workflow et prennent en compte la gestion d’un environnement potentiellement partagé
entre utilisateurs.
Pour chaque exécution de la méthode associée à un acteur, nous fixons qu’un seul
jeton de données est produit. Cette règle permet d’exploiter une caractéristique du mo-
dèle Synchronous Data Flow (SDF) [30] dans lequel les nombres de jetons de données


























Figure 3.1: Modèle de calcul Synchronous Data Flow (SDF): diagramme de classe (UML). Le taux de
consommation et de production des jetons est prévisible. Les canaux associés aux arêtes peuvent être
implémentés suivant une queue FIFO (first-in, first-out)
Dans le SDF (cf. figure 3.1), la règle du taux constant d’émission et de consommation
de jetons permet de rendre possible le pré-calcul statique de la séquence de déclenchement
des acteurs.
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Cependant, nous ne désirons pas comme dans un modèle SDF simple que l’ordre
d’exécution des méthodes encapsulées dans les acteurs soit déterminé de façon statique
puisque nous désirons: (i) déléguer à la plate-forme d’exécution sous-jacente une partie
de l’ordonnancement, (ii) lancer les traitements associés à l’instance d’un acteur dès que
ces paramètres sont disponibles afin d’optimiser le temps d’exécution global du workflow.
Nous exploitons néanmoins la capacité de pré-calcul statique de la séquence de dé-
clenchement des acteurs permise par notre règle du jeton unique de sortie.
En effet, avant orchestration, nous pré-définissons statiquement toutes les exécutions
des acteurs sans qu’aucune valeur ne soit attribuée à leurs paramètres. Ainsi chaque
instance d’acteur est initialisée et chacun de ces paramètres est déclaré et indexé dans
les tableaux des canaux des arêtes entrantes.
Par ailleurs, nous calculons à cette étape le graphe des dépendances d'exécution des
instances des acteurs du DataFlow. C’est-à-dire que l’on détermine par l’analyse des dé-
pendances de données l’ensemble des exécutions permettant de rendre éligible à l’exécu-
tion chaque instance d’acteur. Néanmoins, l’ordonnancement n’est pas statique. Comme
nous allons le voir, c’est un ordonnancement dynamique qui exploite le graphe des dé-
pendances d'exécution.
Flot de données et flot de contrôle
Nous n’exploitons pas de jeton de contrôle comme dans le Boolean DataFlow (BDF)
[32]. Le principe de deux classes de jetons, l’une dédiée aux données et l’autre au contrôle
nous semble intéressant pour la phase d’exécution du MoC mais reste complexe à maîtri-
ser par des utilisateurs non experts dans le contexte de la conception graphique rapide de
workflows. Au contraire, nous préférons l’utilisation d’une seule classe de jetons. Il s’agit
de jetons associés à des jeux de données nommés DSURI (DataSet Uniform Resource
Identifiers).
Comme nous le verrons ultérieurement, ces jetons ont plusieurs fonctions. Ils réfé-
rencent les données et rendent également possible la réalisation d’itérations et de condi-
tions. Le flot de contrôle est donc intégré au flux de données grâce à l’expressivité permise
par ces jetons.
La gestion des valeurs NULL est un mécanisme général du modèle UDFAS exploité
dans le contrôle du flot d’exécution. En premier lieu, la valeur NULL est associée à un
jeton, par exemple, dans le cas où une exécution ne produit pas de sortie sur un port
donné. Ce patron de conception correspond en programmation fonctionnelle à la monade
maybe notée
data Maybe a = Process a | Null
Lors du traitement, si une exception est générée, le reste du traitement n’est pas réalisé
et son résultat est la valeur Null. Si le traitement réussit sans exception, le résultat sera
Process x pour une entrée x.
Ainsi, lorsque l’un des ports d’entrée d’un acteur reçoit une valeur NULL, l’acteur
n’est plus éligible et sa méthode de soumission n’est donc pas déclenchée. Un jeton
NULL est produit puis assigné aux ports de sortie (cf. tableau 3.1). La valeur NULL
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jeton d’entrée A jeton d’entrée B jeton de sortie C
NULL NULL NULL
NULL string/URI B NULL
string/URI A string/URI B string/URI C
Table 3.1: Propagation des valeurs NULL dans un acteur comportant deux ports d’entrée A et
B et un port de sortie C
correspond donc à un jeu NULL ou à un jeu de données vide. Si une ligne de commande
déclenchée par un acteur ne produit pas de fichier de sortie, le jeton DSURI produit
correspondra bien à un jeu de données mais celui-ci sera vide. Dans ce cas l’acteur
suivant qui reçoit ce jeton n’exécutera pas sa méthode de soumission mais transmettra
directement un jeton NULL, propageant ainsi la valeur NULL dans le DataFlow. Chaque
valeur NULL arrivant sur un port d’entrée d’un acteur rend donc inéligible une série
d’instances d’acteurs définies à partir du graphe des dépendances d'exécution.
En deuxième lieu, la monade maybe permet la création de structures de contrôle
de conditionnement if then else: pour un acteur ayant deux ports de sorties s1 et s2,
la méthode métier peut être implémentée de telle sorte qu’un jeton Null soit produit
et transmis au port s1 lorsque la condition c est vraie et sur le port s2 si elle est
fausse. Ainsi, par propagation des valeurs Null, le sous graphe DataFlow dépendant
de s1 sera exécuté si c est vraie. Dans le cas contraire, c’est le sous-graphe DataFlow
dépendant de s2 qui sera exécuté. La monade maybe nous permet donc d’implémenter
un mécanisme de conditionnement if then else dans un modèle DataFlow sans altérer
son orientation fonctionnelle. Ainsi, par l’intégration de ce patron de conception, nous
étendons l’expressivité du MoC tout en maintenant son aptitude au parallélisme.
La figure 3.2 montre un diagramme qui illustre le mécanisme d’exécution condition-
nelle. Si l’acteur n1 produit en sortie un jeu de données (id = 456) qui contient un
pointeur vers un fichier A.fastq, l’acteur n2 qui reçoit un jeton contenant une DSURI
référençant A.fastq (id = 456&filter = A.fastq) est exécuté. Par contre l’acteur n3 qui
reçoit un jeton contenant une URI référençant B.fastq(id = 456&filter = B.fastq) ne
sera pas exécuté mais propagera la valeur NULL. L’attribut filtre disponible dans la
spécification des DSURI permet une mise en place simple de ce routage qui correspond
au if des langages impératifs.
Une classe unique de jetons abstraits
L’émission d’un nombre prédéterminé de jetons de données, ici fixé à un, nécessite
l’introduction de la notion de jeton de données particulier. Le type de jeton employé cor-
respond à une classe que nous nommons classe de jetons abstraits, pour signifier qu’elle
n’est par directement interprétable en données concrètes. Cette unique classe de jetons
associe plusieurs notions. Tout d’abord, elle intègre un mécanisme de référence poin-
tant vers un jeu de données structuré en une collection regroupant différentes données
atomiques, suivant le patron de la monade collection. Ensuite, cette référence peut être
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Figure 3.2: Mécanisme d’exécution conditionnelle géré par propagation de valeurs NULL.
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complétée par une ou des fonctions de filtre qui, à la manière des listes en compréhen-
sion des langages fonctionnels, définissent une nouvelle liste en filtrant les éléments de
la collection.
Les jetons abstraits que le MoC manipule correspondent de fait à des conteneurs en-
capsulant des références vers les données et à des opérations associées. Dans le contexte
d’un langage fonctionnel (cf. section 1.3.3.1), il s’agit d’un patron de conception de type
monade. Celui-ci permet ici de garantir les propriétés suivantes de la couche d’orches-
tration du modèle de calcul:
— une syntaxe à la fois concise et expressive;
— un taux d'émission de jetons prévisible tout en maintenant un ordonnancement
dynamique;
— l’immutabilité des jetons.
Cette propriété d’immutabilité des jetons est particulièrement importante pour l’adap-
tation du MoC au calcul intensif. En effet, en programmation parallèle on peut faire appel
à de nombreux threads qui manipulent simultanément les mêmes jetons. Du point de
vue de l’implémentation, nous évitons ainsi la lourdeur de la synchronisation lors de
l’orchestration.
Dans le cadre du paradigme fonctionnel, les acteurs du modèle UDFAS peuvent être
considérés comme des fonctions d'ordre supérieur qui prennent comme paramètres des
fonctions conteneurs de type monade (cf. section 1.3.3.1), représentées ici par les DSURI.
Celles-ci sont assimilables à des conteneurs encapsulant des fonctions opérant sur des
données. La sélection de sous-ensembles de données mais aussi le mode d’itération et le
conditionnement peuvent être gérés par cette formalisation.
Des jetons référençant des jeux de données
La classe unique de jetons abstraits (DSURI) que le MoC UDFAS manipule exploite
les patrons de conception fonctionnels de la monade collection et de la liste de compré-
hension (cf. section 1.3.3.1). Chaque jeton référence une collection de données et peut
être représenté de façon compacte suivant une syntaxe d’URI (Uniform Resource Iden-
tifier)(cf. figure 3.3). Chaque fonction process() associée à un acteur ne sera déclenchée
que pour les références de données uri du jeton dsuri telle que:
[process(uri) for uri in dsuri if filter(uri)]
Le mécanisme de référence est adapté à la manipulation à la fois de données distri-
buées et de grande taille. Il exploite une cache de références 1.
Une URI de jeu de données est un conteneur qui peut être représenté par un iden-
tifiant et abstrait une donnée comme un fichier ou un groupe de données associées. Il
s’agit, par exemple, de l’ensemble des fichiers générés par une unique exécution ou d’un
ensemble des données d’entrée qui doivent être indépendamment traitées. Le MoC UD-
FAS exploite ce type de jeton de façon exclusive (cf. figure 3.4). Lors de l’orchestration,
1. La spécification complète DSURI est décrite dans le chapitre 4
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cache de références de données
DSURI concrètes DSURI abstraites
Figure 3.3: Le MoC UDFAS consomme et produit des jetons DSURI (DataSet Uniform Resource
Identifier). Chaque jeton peut être interprété, lors d’un processus de résolution, en une structure de
données référençant une collection de ressources distribuée, généralement des fichiers. L’ensemble de ces
structures de données correspondant à la cache de références de données.
un acteur n’émettra qu’un seul jeton de sortie DSURI par invocation de job, afin de se
conformer à notre règle du jeton unique de sortie. En d’autres termes, chaque exécution
d’un acteur retourne un jeton d’URI de jeu de données référençant les résultats par com-
mande exécutée. Ce jeton est produit avant la soumission du traitement, permettant,
au niveau du MoC, d’obtenir un nombre de jetons prédictible afin de rendre possible le
pré-calcul statique de la séquence de déclenchement des acteurs.
Les méthodes de type listes de compréhension (cf. section 1.3.3.1) qui opèrent un
filtre sur les éléments du jeu de données sont intégrées à la syntaxe de l’URI. Chaque
acteur gère de façon interne ces opérations sur les jetons DSURI d’entrée et de sortie.
Celles-ci étant déclarées directement dans les DSURI, il n’est plus nécessaire d’insérer
des acteurs liés aux opérations sur les jeux de données. Finalement, en hiérarchisant
ainsi l’information, on facilite la production de vues intelligibles du DataFlow.
Itérations
Dans notre implémentation, le comportement par défaut d’un acteur est l’itération
sur tous les éléments référencés par une DSURI d’entrée. Lorsque l’acteur possède plu-
sieurs ports d’entrée, un produit cartésien est calculé puis chaque groupe de paramètres
est itéré pour produire un job par groupe. L’utilisation de l’attribut LoopMode, associé
à chaque port d’entrée, compléte ce mécanisme. Il permet d’altérer ce comportement et
d’obtenir un job unique pour l’ensemble des élements d’une DSURI (cf. section 3.2.2).
Par ailleurs, les itérations sont associées à des propriétés des jetons qui sont redéfinis-
sables. Ainsi, en modifiant la syntaxe des DSURI, le mode d’exploitation des données
peu être altéré. Ce changement ne sera visible que par les acteurs qui consommeront
cette référence. On peut ainsi sélectionner des données particulières dans la collection
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Figure 3.4: Modèle de calcul UDFAS (URI based DataFlow for Asynchronous Services): diagramme de
classe (UML). Les canaux associés aux arêtes peuvent être implémentés sous la forme de tableaux clé /
valeur. La valeur correspond au jeton de données et la clé à un indice d’itération. Les indices permettent
l’association des jetons provenant de différents acteurs sources dans un contexte où l’ordre d’exécution
des méthodes couplées aux éléments du tableau n’est pas prévisible.
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référencée par la DSURI par filtrage sur des valeurs d’attributs 1.
Modèle hiérarchique
Notre Moc est un modèle DataFlow hiérarchique qui permet la réalisation d’acteurs
composites, représentant des sous-graphes. La hiérarchisation est essentielle car elle sim-
plifie la visualisation d’un workflow complexe en répartissant ces différents acteurs dans
différentes vues (cf. section 1.2). On peut obtenir de cette façon une vision globale des
fonctionnalités d’un workflow ou, au contraire, se concentrer sur le détail d’une étape
particulière. Le mécanisme d’acteur composite permet de convertir un workflow en un
acteur et favorise donc la création de composants complexes réutilisables au sein d’un
workflow ou entre workflows. Ce mécanisme est donc important à la réalisation d’un de
nos objectifs: la mise en place d’un répertoire de chaînes de traitements échangeables
et réutilisables. Un acteur composite C, correspondant à un sous-workflow imbriqué, ne
déclenche pas l’exécution directe d’une méthode UDF mais de l’ensemble d’un "workflow
fils" F . Les acteurs d’entrée et de sortie du workflow F sont mappés sur les ports d’en-
trée et de sortie de l’acteur C. Les acteurs composites sont le pendant des fonctions d’un
langage textuel dans le contexte d’un langage graphique DataFlow. Il s’agit d’un patron
correspondant à l’implémentation de la notion de composabilité que l’on retrouve au
cœur des langages fonctionnels. Un workflow maître M peut appeler le workflow F , vu
comme l’acteur composite C, tout comme une fonction peut appeler une autre fonction
(cf. section 1.3.3.2).
Les acteurs composites permettent une grande flexibilité dans la conception. Un
workflow F qui correspond à une fonctionnalité d’usage multiple pourra être utilisé dans
de nombreux workflows maîtresM tout en étant mis à jour de façon centralisée. En effet,
nous avons implémenté l’intégration des acteurs composites au workflowM non par copie
mais par référence. La mise à jour et la ré-utilisabilité des processus capturés sont ainsi
facilitées. Néanmoins, il faut noter que ces avantages sont contrebalancés par un risque
d’incohérence lors de la mise à jour du sous-workflow F , notamment si un changement
dans les acteurs d’entrée et de sortie de F a lieu. Si ces changements concernent le
nombre ou la sémantique de ces acteurs, une procédure de validation de la compatibilité
doit être systématiquement lancée. Si le répertoire de workflows possède une structure
de donnée (graphe) permettant de retrouver les relations de type F is_used_by−−−−−−−→M , cette
validation pourra être effectuée.
Les deux couches du modèle UDFAS
Le Moc délègue aux acteurs des tâches comme la soumission des jobs mais aussi
le déplacement des données ou la génération de sous-ensembles de jeux de données.
Ainsi, lors de la phase d’orchestration, le MoC déclenche toujours les mêmes méthodes
génériques associées aux acteurs (initialize() submit(), finalize()...).Ces méthodes en-
capsulent la soumission des jobs mais également toute la logique de pré-traitement et
1. La fonction filter associée à une DSURI provoque le filtrage des éléments de la collection de données.
Son fonctionnement est décrit ultérieurement, dans le chapitre 4.
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post-traitement des jetons DSURI par le biais de services du WfMS. Il y a donc deux
couches dans le MoC UDFAS:
— la couche DataFlow qui gére l’orchestration à partir du flot de jetons DSURI;
— la couche Acteur de préparation des données et de soumission des jobs, interne à
chaque acteur.
Ces deux couches interagissent par le biais de messages contenant à la fois les états de
chaque soumission et les jetons d’entrée et sortie DSURI associés.
La couche DataFlow
Si l’on se place au niveau de la couche DataFlow, le MoC fonctionne comme un
modèle d’exécution DataFlow générique d’orientation fonctionnelle. Il est par conséquent
particulièrement favorable à:
— la validation et l’analyse des spécifications;
— la mise au point de méthodes d’ordonnancement efficaces;
— l’extraction de multiples niveaux de parallélisme.
Chaque arête représente une dépendance de données. Une arête relie un port de
sortie d’un acteur source vers un port d’entrée d’un acteur cible et représente un canal
de jetons de données.
Trois classes principales d’acteurs sont disponibles, les acteurs d’entrée, de sortie et
d’exécution (simples ou composites) (cf. figure 3.5A), Un acteur peut avoir de multiples
ports d’entrée et sortie. Chaque entrée du workflow est associée à une liste de jetons.
La couche Acteur
La couche Acteur concerne l’intégration de la gestion de la soumission des tâches par
le biais d’appels aux services du WfMS. Elle consomme et produit des jetons DSURI
à taux fixe, Quel que soit le nombre de données référencées et, de ce fait, masque une
partie de la complexité de la soumission. Chaque acteur peut avoir six différents états
(undeﬁned, initialized, submitted, done, error, ﬁnalized) (cf. figure 3.5B). Les états sont
définis pour supporter des appels distants asynchrones, un patron de conception néces-
saire pour les soumissions de tâches longues dans le cadre du calcul intensif. A chaque
changement d’état, une méthode spécifique est appelée. La transition entre l’état initia-
lized et l’état submitted correspond à l’appel de la méthode UDF. La transition entre
l’état submitted et l’état done correspond à son exécution jusqu’à son terme.
3.2.2 Extraction du parallélisme dans le Moc UDFAS
Nous nous concentrons sur le parallélisme de données gros grain. Traiter du parallé-
lisme spécifique à l’implémentation d’un outil encapsulé dans un acteur est en dehors de
notre sujet (cf. section 2.7.2). Si ces niveaux de parallélisme existent dans l’implémenta-
tion de l’outil, ils subsisteront au sein de l’acteur UDF. Par exemple, des implémentations
MPI ou GPU peuvent être appelées en utilisant une queue de soumission particulière
définie par une propriété de l’acteur.
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execution 1 execution 2
execution 3 execution 4






Figure 3.5: Le modèle d’exécution correspond à un DAG DataFlow (A) où les acteurs d’exécution
encapsulent des fonctions définies par l’utilisateur (UDF pour user-defined functions). Chaque acteur
est assigné à différents états (B) pour permettre le contrôle d’appels distants asynchrones, directement
durant l’orchestration.
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Nous allons maintenant expliquer comment le modèle d’exécution peut cibler spé-
cifiquement différents niveaux de parallélisme complémentaires en utilisant: (i) les ité-
rations, (ii) les dépendances de données, (iii) les fonctions split et merge.
Iterations
Tous les éléments d’une liste de jetons d’entrée peuvent être soumis en parallèle.
Quand un acteur dépend de multiples paramètres, correspondant à des ports, chacun
lié à une liste de jetons d’entrée, nous pouvons calculer tous les jeux de paramètres
























Figure 3.6: Calcul statique des jeux de paramètres associés aux tâches assignées aux acteurs UDF.
A titre d’exemple, cela est similaire à l’invocation en parallèle de multiples instances
d’un acteur avec différents jeux de paramètres. La séquence de tous les jeux de données
U d’un acteur est obtenue par un produit cartésien de toutes les listes de jetons d’entrée
associées à ses ports d’entrée (cf. figure 3.6). Dans le cas d’un acteur UDF F1 avec
deux ports d’entrée, respectivement peuplés avec les listes de jetons d’entrée R et S , cela
correspond à la génération de toutes les paires possibles formées à partir des éléments
des deux listes , U = R× S. Les jobs qui en résultent sont F1 (U ). Chaque élément de
U est un jeu de paramètres qui peut être appliqué en parallèle à la fonction F1 .
Dépendances de données
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L’analyse dynamique des dépendances de données permet d’extraire du parallélisme
de tâches, adapté au contexte de l’exécution sur une infrastructure de calcul distribuée
comme un cluster.
Algorithm 1 Extraction du parallélisme obtenue à partir d’un ordonnancement dyna-
mique en utilisant les dépendances de données définies par la topologie du DAG
D ← setWorkflowGraph() //workflow DAG
T ← getAllJobSubmissionStatus(D)//tous les états des soumissions de job
for each n in D do
if (n is UDFActor) then
P ← getPredecessors(n) //tous les prédécesseurs de n
J ← getJobSubmissions(n) //tableau des
// soumissions de job réservées
for each s in J do
if (s is not submitted) then
a← TRUE
for each m in P do
l← getLinkedJobSubmission(m, s)
//chaque soumission de n est associée à une autre
//soumission de job de l’acteur prédécesseur de m
if (l is not finished) then
a← FALSE //Le job est défini comme non disponible
T (s)←a //La disponibilité du job est définie
// pour une exécution future
S ← getAllJobSubmissions(D)//toutes les sousmissions de job
for each s in S do
if (T (s) is TRUE) then
if (externalSchedulingCondition(s) is TRUE) then
p← new thread()
e← fire(p, s) //exécuter la soumission de job dans un
//nouveau thread. Cela résulte en de multiples exécutions
//de jobs parallèles sur le cluster cible
L’exécution en parallèle parmi les acteurs d’un workflow est obtenue en exploitant
la topologie du graphe DataFlow. En suivant les arêtes représentant les dépendances de
données, chaque acteur peut être déclenché quand tous ses prédécesseurs ont été déclen-
chés. Chaque acteur n associé à un jeu de paramètres, représente une soumission de tâche
s. Les états courants de toutes les soumissions de tâches sont stockés dans une structure
de données qui les centralise, appelée table d’états. La table d’états est synchronisée de
telle sorte qu’elle accepte des requêtes de lecture ou d’écriture en mode multi-threads.
La lecture des états de chaque soumission de tâche de ses prédécesseurs, définie par le
graphe de dépendances, permet à l’ordonnanceur d’identifier dynamiquement toutes les
tâches qui peuvent être éligibles à la soumission (cf. algorithme 1). C’est à cette étape
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qu’intervient le conditionnement par valeur NULL (cf. figure 3.2). Chaque jeton NULL
atteignant un port d’entrée implique l’inéligibilité des tâches planifiées, appartenant à
un sous-graphe du graphe des dépendances d'exécution, produit à partir des dépendances
de données. Les tâches éligibles peuvent alors être soumises en parallèle, notamment par
l’ordonnanceur d’un cluster de calcul, qui suivra d’autres contraintes, définies par sa
stratégie d’ordonnancement.
Parallélisme de données gros grain et Patron de conception Split-Map-Merge
Le parallélisme de données gros grain est une méthode de parallélisation qui peut
déboucher dans de nombreux cas sur un parallélisme massif sans modifier l’application
métier (cf. section 2.7.1). Ce type de parallélisme peut être implémenté suivant un patron
conception Split-Map-Merge ou Split-Map-Reduce. Le Moc UDFAS permet de réaliser ces
patrons de conception grâce à un mécanisme de gestion diﬀérentielle des itérations sur
les éléments des collections associées aux jetons DSURI.
Figure 3.7:MoC UDFAS: diagramme d’objets UML d’une implémentation du Patron Split-Map-Merge.
C’est l’attribut LoopMode des ports d’entrée (cf. figure 3.7) des acteurs impliqués
dans le patron Split-Map-Merge qui permet la gestion différentielle des itérations sur les
éléments des jetons DSURI.
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Figure 3.8: Gestion differentielle des itérations sur les élements des DSURI dans le MoC UDFAS par
l’attribut loopMode dans un patron de conception Split-Map-Merge. Les acteurs Split et Map (A, B)
sont en mode itération (LoopMode = iteration): chaque donnée d’une DSURI d’entrée produit donc une
tâche unitaire. L’acteur Merge C est en mode fusion (LoopMode = fusion): l’ensemble des données
d’une DSURI d’entrée produit alors une seule tâche unitaire.
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En fonction de la valeur de LoopMode , le jeton DSURI présent sur une arête entrante
d’un acteur provoquera l’exécution d’une tâche pour chaque source de données qu’il réfé-
rence ou au contraire la création d’une seule tâche qui devra traiter en une fois l’ensemble
des sources de données référencées. Ainsi comme le montre la figure 3.8, chaque don-
née d’une DSURI produit une tâche en mode itération (LoopMode =′ iteration′) et
l’ensemble des données d’une DSURI produit une tâche en mode fusion (LoopMode =′
fusion′). Par ce mécanisme, une méthode Split et une méthode Merge peuvent bor-
ner un seul acteur UDF mais également différents acteurs UDF. Dans ce dernier cas,
tous les fragments de données sont simplement groupés en utilisant une unique DSURI.
Ainsi, grâce à la fonction de conteneur et de collection du type monadique DSURI (cf.
section 3.2.1) et à la gestion diﬀérentielle des itérations , les références des données as-
sociées aux jetons seront transmises de façon transparente dans le flot de données de la
couche DataFlow du Moc UDFAS (cf. section 3.2.1), simplifiant la validation, l’analyse
du modèle et l’ordonnancement des tâches. En d’autres termes, la complexité du patron
Split-Map-Merge est prise en charge par la couche Acteur et non accessible à la couche
DataFlow.
Nous verrons dans la partie suivante comment une méthodologie de conception de
workflows basée sur le MDA et les ontologies permet d’automatiser l’intégration de ces
patrons Split-Map-Merge et ainsi de faciliter l’extraction du parallélisme de données gros
grain.
3.3 Une démarche de conception inspirée de l’architecture
dirigée par les modèles
Après avoir décrit un nouveau modèle de calcul conçu pour être efficace dans le
contexte des WfMS intégratifs, nous abordons la capture des chaînes de traitements
d’analyse intensive de données. Afin de la simplifier, nous proposons une méthodologie
de conception de workflows guidée par l’utilisateur que nous avons élaborée en nous
inspirant du MDA (cf. section 1.4). Il s’agit d’une démarche itérative, permettant le
raffinage du modèle par étapes successives, du prototype jusqu’à l’implémentation. Nous
la décrivons ci-dessous. Pour cela, nous utilisons une typologie des acteurs permettant
de mettre en avant les composants d’analyse associés au métier. De cette façon, les
chaînes de traitements sont épurées de leurs aspects techniques préalablement isolés.
L’environnement logiciel se charge ultérieurement de les injecter suivant des règles liées
au contexte d’exécution. Dans un premier temps, nous décrivons la phase d’intégration
au WfMS de la connaissance du domaine métier, ici une discipline scientifique illustrée
par l’exemple de la bioinformatique. Celle-ci s’effectue par le biais de la création d’un
méta-modèle partiel constitué par le biais d’ontologies (cf. section 1.5) et accessible dans
l’environnement de conception. Nous nous focalisons sur l’exploitation d’une ontologie
particulière, EDAM, décrivant notamment les types de données et facilitant la mise en
place d’un mécanisme de typage fort dans les spécifications DataFlow. L’exploitation du
typage des entrées et des sorties des acteurs rendra possible l’introduction de la gestion
automatique du parallélisme de données gros grain dans le système. Ainsi, nous mettons
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en lumière que c’est la connaissance du méta-modèle intégré à l’environnement qui fait
émerger les fonctionnalités avancées d’aide à la conception de workflows. Nous abordons
ensuite l’exploitation de la réécriture de workflows, vu comme une transformation de
modèles, capable de produire des implémentations adaptées au haut-débit.
Dans un deuxième temps, nous décrivons l’emploi d’une approche orientée modèle
pour faciliter la diffusion et la ré-utilisation simplifiée des WfMS scientifiques. Pour cela,
nous proposons l’intégration au WfMS d’un méta-modèle des composants et des plates-
formes. Son utilisation simplifie la configuration et le déploiement des workflows sur des
infrastructures PaaS et CaaS et présente un intérêt pour la mise en place d’architectures
robustes de répertoires de workflows communautaires.
3.3.1 Méta-Modèle des données, conception rapide et parallélisation
semi-automatique
MDA et conception rapide
Nous détaillons ici notre méthodologie de capture d’un chaîne de traitements inspi-
rée du MDA. L’utilisateur commence par spécifier un workflow en utilisant une interface
graphique. Il connecte les nœuds représentant les outils d’analyse dans un graphe Da-
taFlow. La Figure 3.9 illustre l’approche. Il doit intégrer ensuite des annotations pour
spécifier les types de données circulant entre les nœuds du graphe (tâches d’analyses
bioinformatiques). A partir de ce graphe, un "graphe d’exécution" correspondant à une
spécification DataFlow interprétable par un moteur de workflows, est généré en utilisant
la transformation de modèles. C’est à partir de ce nouveau graphe que du parallélisme
peut être automatiquement extrait.
Pour débuter le processus de design, nous définissons un "modèle de conception" Da-
taFlow simplifié adapté à la capture graphique d’un workflow. Ce modèle est un graphe
DataFlow où les processus sont des nœuds et les dépendances de données les arêtes d’un
graphe direct acyclique (DAG pour direct acyclic graph). Chaque nœud du DAG est
un acteur dont les trois classes majeures sont les entrées, les sorties et les exécutions.
Un acteur d’exécution encapsule un script ou un outil en ligne de commande, qui, sans
sémantique additionnelle, sera vu par le système comme une boîte noire correspondant
à une fonction déﬁnie par l'utilisateur ou (cf. section 2.4). Chaque arête représente une
dépendance de données. Une arête relie un port de sortie d’un acteur source vers le
port d’entrée d’un acteur cible et représente un canal de jetons de données. Les acteurs
peuvent avoir de multiples ports d’entrée et de sortie. L’ordonnancement des tâches est
implicite. La conception de la chaîne de traitements s’effectue via une interface graphique
incluant un éditeur de graphes mais la spécification DataFlow peut également être écrite
dans un fichier en suivant une syntaxe dédiée. Pendant la capture du prototype, seules
les étapes majeures du traitement doivent être représentées en tant qu’acteurs UDF. Les
outils utilitaires qui réalisent des opérations en rapport avec la validation, la transforma-
tion et la conversion des données et qui n’agrégent ou ne génèrent pas de connaissances
additionnelles dans les données sont appelées ici Fonction de Format de Données (DFF
pour data Format Function). Les acteurs DFF doivent être omis durant la capture du
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Figure 3.9: Vue d’ensemble de la conception et de l’exécution d’un workflow.
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prototype. Les outils préexistants et les scripts qui respectent ces conditions sont encap-
sulés au sein des acteurs UDF.
Exploitation du Méta-Modèle des données pour la parallélisation semi-auto-
matique
Après cette première étape de capture d’un prototype, nous allons présenter comment
nous intégrons au système un méta-modèle permettant à l’utilisateur de bénéficier d’un
mécanisme de typage fort pouvant déboucher sur de la parallélisation massive par les
données.
Pour commencer, les ports d’entrée et de sortie des acteurs UDF doivent être par-
tiellement ou complètement annotés par le concepteur en utilisant une hiérarchie des
formats de données fournis par le système (cf. figure 3.10). Cette partie du Méta-Modèle
des données représente les formats et leurs méthodes associées. L’annotation des para-
mètres des UDF constitue une sémantique additionnelle interprétable comme un typage
fort des données.
Figure 3.10: Nous utilisons une hiérarchie des formats de données dérivée de l’ontologie EDAM. Les
méthodes Split et Merge sont implémentées pour chaque format de données d’intérêt.
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En fonction du typage choisi, les acteurs DFF pré-définis sont ensuite proposés au
concepteur en tant que méthodes de pré-traitement et de post-traitement applicables
aux ports d’un nœud acteur.
Cette intégration correspond à une séquence de méthodes appliquées sur les arêtes
du DAG DataFlow. La séparation résultante des tâches du workflow entre UDF et DFF
permet d’afficher une vue claire du workflow (cf. figure 3.12). Cette "vue de l’analyse"
ou "vue de conception" ne représente que les entrées, les sorties et les acteurs UDF, en
rapport avec les tâches du domaine (ici mapping, assembly, snp calling...). Les acteurs
DFF (validation, conversion et autres utilitaires) restent masqués. Cela produit une vue
d’ensemble plus intelligible facilitant une compréhension plus directe du workflow. C’est
également un moyen de limiter la prolifération d’acteurs techniques visibles ou d’adap-
tateurs de données, parfois appelée "shim problem" [86]. Nous obtenons un modèle de
workflow complet semi-concret qui sera ultérieurement transformé en un modèle direc-
tement interprétable par un moteur de workflows.
Pour produire et organiser nos DFF, nous avons généré une hiérarchie de formats
de données, centrée sur le domaine d’application de la bioinformatique et dérivée de
l’ontologie EDAM [98]. EDAM (EMBRACE Data And Methods) est une ontologie des
opérations, des types de données et des formats en bioinformatique (cf. figure 3.11). Le
vocabulaire des termes et relations fourni a déjà été utilisé pour classifier des outils et
pour la composition de workflows [120].
L’intérêt d’intégrer à l’avance des DFF au système est d’autant plus fort que les
formats de données sont exploités par de nombreux composants.
Transformation de modèles
Après avoir décrit le méta-modèle partiel qui permet le typage des acteurs, nous
présentons maintenant comment l’exploitation du typage rend possible l’expression d’un
parallélisme de données massif.
La transformation de modèles est utilisée dans les architectures dirigées par les mo-
dèles (Model-Driven Architecture) pour la génération de code en incluant la paralléli-
sation automatique [121]. Elle est employée couramment dans la capture graphique des
processus et a déjà été appliquée à la conversion de formats dans des chaînes de trai-
tements [122]. A notre connaissance, elle n’a pas encore été appliquée pour générer du
parallélisme de données dans des workflows.
Notre approche dépend de la définition initiale d’une librairie de méthodes efficaces de
découpage et de fusion (Split, Merge) des données en rapport avec les formats utilisés les
plus communément dans notre domaine d’application. Pour organiser de façon efficace
ces jeux d’utilitaires, la hiérarchie des formats introduite préalablement est employée
(cf. figure 3.10). Ces utilitaires sont manuellement créés et associés à leur format de
référence au sein d’une hiérarchie de formats. Pour chaque format et ses variants, un jeu
personnalisé de fonctions est défini, incluant les implémentations des méthodes "Split"
et "Merge", ainsi que les options de paramétrage appropriées. Ce sont des DFF (Data
Format Function).
Pour un port d’acteur marqué avec un format de données, toutes les méthodes asso-
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Figure 3.11: Exemple de la hiérarchie associée au format de données FASTQ-sanger dans EDAM
(EMBRACE Data And Methods), une ontologie des opérations, type et formats en bioinformatique.
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ciées avec ce format et ses prédécesseurs dans la hiérarchie peuvent alors être employées
pour annoter sémantiquement les arêtes passant par ce port dans le graphe du "modèle



























Figure 3.12: La définition des acteurs UDF et DFF permet la création de deux vues différentes mon-
trant des modèles DataFlow dédiés à la conception (A) ou à l’exécution et au contrôle de celle-ci (B).
Un mécanisme de transformation basé sur des patrons de graphes, convertit le "mo-
dèle de conception" annoté en un "modèle d’exécution", après validation des contraintes.
Nous précisons que dans le cadre de l’implémentation de ce mécanisme, le modèle d’exé-
cution correspond à une spécification de workflows compatible avec le Moc UDFAS (cf.
section 3.2.1).
A chaque modèle correspond une vue, la "vue de conception" (cf. figure 3.12A) et la
"vue d’exécution" (cf. figure 3.12B). La "vue d’exécution" est une vue technique où tous
les acteurs sont représentés. Les acteurs UDF et DFF sont tous représentés comme des
nœuds. Cette vue est plus proche de l’implémentation et est utile pour le monitoring
des exécutions. Parce que tous les DFF sont générés comme de nouveaux acteurs dans
le modèle exécution, les méthodes Split et Merge deviennent représentées sous forme
d’acteurs. Cela signifie que lorsque des formats de données ont été spécifiés sur les ports
d’entrée et de sortie via les annotations de l’utilisateur, un patron Split-Map-Merge est
généré, en utilisant les méthodes associées à chaque format. Dans de nombreux cas
d’utilisation, un simple patron Split-Map-Merge conduit à l’extraction d’un parallélisme
massif de données gros grain, comme nous le décrirons en détail dans le chapitre 5 ().
Comme nous l’avons vu, les méthodes Split et Merge sont des Fonctions de Format
de Données ou DFF. Au sein du modèle de calcul exploité par le moteur de workflows,
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les acteurs DFF ne différent pas des acteurs UDF. Ainsi, après la transformation de
modèles qui exploite les annotations définies par l’utilisateur, un patron de conception
Split-Map-Merge est automatiquement inséré dans le modèle DataFlow. Par exemple, le
nœud correspondant à l’acteur UDF (F1) est remplacé par un sous-graphe:
split→ UDF (F1)→ merge
Dans le cas de l’utilisation du MoC UDFAS, chaque port d’acteur sera généré avec
un attribut LoopMode initialisé de telle sorte que le moteur de workflows puisse gérer
différentiellement les itérations sur les éléments des jetons DSURI (cf. section 3.2.2).
Finalement, l’interprétation du modèle résultant par un moteur dédié correspond à
l’exécution d’une implémentation parallèle du workflow capturé.
3.3.2 Méta-Modèle des composants et des plates-formes et adaptation







































Figure 3.13: Méta-modèle des composants et des plates-formes (UML). La partie grise inclut les entités
du cœur du modèle. Les entités en blanc (A, B, C) correspondent à des raffinages du Méta-Modèle que
nous exploitons pour favoriser l’indépendance des spécifications de workflows vis-à-vis des infrastructures
d’exécution.
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Dans la partie précédente nous avons présenté un modèle de calcul DataFlow adapté
aux analyses de données intensives puis une méthode de conception rapide orientée
modèle. Une fois capturé, le passage de la spécification à l’exécution intensive a été
envisagé par la transformation de modèles qui automatise l’extraction du parallélisme
de données grain. Après avoir traité de la phase de capture des spécifications, nous
poursuivons ici nos propositions méthodologiques d’aide à la conception en abordant la
phase de déploiement.
D’une part, il s’agit d’une étape critique qui limite actuellement la ré-utilisation des
workflows sur une infrastructure non prédéfinie. De ce fait, la capacité des scientifiques
à tirer parti des répertoires de workflows communautaires est réduite. D’autre part, à
l’heure actuelle, dans les WfMS intégratifs, le degré de personnalisation des acteurs UDF
est directement déterminé par la capacité à simplifier le déploiement des dépendances
des acteurs sur une infrastructure cible (cf. section 2.3.1). L’intégration de mécanismes
de simplification du déploiement de nouveaux composants au WfMS peut donc béné-
ficier à la fois aux scientifiques consommateurs de services et concepteurs services (cf.
section 2.2.2). Nous allons donc proposer d’étendre les WfMS de telle sorte qu’ils per-
mettent un processus de conception et d’exécution de workflows totalement dirigé par
l’utilisateur par la mise en place de méthodes de mise à disposition rapide des chaînes
de traitements. Afin de simplifier la configuration et/ou le déploiement de l’ensemble des
dépendances nécessaires à l’exécution d’un workflow nous allons décrire une approche
orientée modèle qui consiste à associer à un modèle générique de workflow, un ensemble
de spécifications décrivant les composants de façon indépendante des plates-formes. Ces
spécifications doivent pouvoir être capturées par le concepteur de workflows et permettre
d’automatiser le déploiement.
Nous ciblons ici différents types d’infrastructures de calcul: des clusters de calcul déjà
peuplés d’outils, et plus généralement les environnements PaaS et CaaS (cf. section 2.6.1).
Nous travaillons dans un contexte de conception dirigée par l’utilisateur et cherchons à
minimiser le rôle d’autres intervenants médiateurs (administrateurs système...). Pour
cela, nous proposons d’intégrer au WfMS un méta-modèle des composants et des plates-
formes, permettant de définir un processus générique de déploiement des dépendances
des workflows.
Spécification d’un méta-modèle des composants et des plates-formes
Notre objectif est d’étendre le méta-modèle exploité dans un système de gestion de
workflows intégratif afin de favoriser l’indépendance des chaînes de traitements aux envi-
ronnements d’exécution. Pour cela nous proposons l’ajout au méta-modèle d’une partie
décrivant les composants et les plates-formes en mettant l’accent sur les dépendances
des acteurs que nous nommons le méta-modèle des composants et des plates-formes (cf.
figure 3.13), abrégé CPMM (Components and Platforms Meta-Model).
Déﬁnition 3.2 Le méta-modèle des composants et des plates-formes (CPMM pour Com-
ponents and Platforms Meta-Model) est le méta-modèle qui décrit les plates-formes d'éxé-
cution et les composants logiciels associés à leurs dépendances, indépendamment des
workﬂows.
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La mise en relation des modèles de workflow SCDFM et du CPMM a pour but la
génération d’implémentations fonctionnelles sur chaque plate-forme d’exécution. Dans
le cadre d’une démarche orientée modèle, ces implémentations sont des PSM (Platform
Specific Model) et la spécification SCDFM est assimilable à une forme de PIM (Platform
Independent Model) (cf. section 1.4.1).
Au sein duméta-modèle des composants et des plates-formes nous cherchons à for-
maliser les dépendances des acteurs UDF et des plates-formes afin de permettre un
processus automatique et générique de déploiement des chaînes de traitements. L’ajout
du méta-modèle des composants et des plates-formes au WfMS se traduit par la mise en
relation des entités des modèles de workflow ( Workﬂow, ExecutionActor) avec de nou-
velles entités représentant les dépendances des acteurs (SoftwareEnvironment, Software)
en rapport avec les plates-formes(ExecutionPlateform, JobScheduler, Queue). Le CPMM
comporte donc:
— la classe Software désigne un outil ou composant logiciel utilisable par un Execu-
tionActor d’un Workﬂow ;
— SoftwareEnvironment représente une configuration de la plate-forme permettant
l’exécution d’une liste de composants logiciels;
— ExecutionPlateform correspond à une plate-forme d’exécution comme un cluster
de calcul sur laquelle des workflows peuvent être déployés;
— la classe JobSchedulter désigne l’ordonnanceur qui répartit les tâches sur les nœuds
de calcul de la plate-forme (ExecutionPlateform);
— Queue est la classe d’entités relative aux files de soumission d’une plate-forme et
qui rend possible l’exécution sur un sous-ensemble de nœuds de calcul homogènes.
Après cette présentation, nous introduisons trois raffinements du méta-modèle CPMM
(cf. figure 3.13) qui accroissent l’adaptation d’un WfMS au prototypage et facilite le no-
madisme des châines de traitements. Les mécanismes de gestion des dépendances d’ac-
teurs qui les exploitent et que nous allons décrire ici rendent possible soit l’automatisation
de la configuration des dépendances d’acteurs soit leur déploiement, dans un processus
guidé par l’utilisateur.
Adaptation au changement d’environnement d’exécution par le mécanisme
commun des variables d’environnement
La capture de l’ensemble des dépendances nécessaires à l’exécution d’une méthode
UDF, ici une ligne de commande, encapsulée dans un acteur, doit rendre possible son
exécution mais également faciliter le changement de plate-forme. Les dépendances lo-
gicielles nécessaires à l’exécution d’un programme en ligne de commande peuvent être
configurées par le mécanisme commun des variables d’environnement. Ainsi le simple fait
d’ajouter l’appel à un script, qui configure des variables d’environnement avant l’appel à
une méthode UDF, est suffisant pour permettre la configuration d’un outil d’analyse sur
un nœud de calcul, dans la mesure où les dépendances logicielles sont déjà présentes sur
le système. Chaque infrastructure, représentée par une instance de la classe Execution-
Plateform, peut donc être caractérisée dans le CPMM par un ensemble de configurations
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logicielles associées à des scripts de configuration (SoftwareEnvironment). Le concepteur
de composants n’aura plus qu’à établir l’ensemble des liens entre Acteur UDF et configu-
ration pour permettre l’exécution sur l’infrastructure de son choix. La séparation dans le
modèle entre patron de commande d’un acteur (attribut commandPattern) et commande
de configuration rend possible l’adaptation rapide d’un workflow à un contexte d’exé-
cution en redéfinissant simplement les configurations logicielles associées aux acteurs du
workflow. Ce mode d’exploitation du méta-modèle des composants et des plates-formes
est adapté à des environnements d’exécution déjà peuplés ou bénéficiant d’un média-
teur (administrateur système). Nous les assimilerons à des cas du modèle PaaS (cf.
section 2.6.1). Lorsque le médiateur installe un outil, il crée un fichier de configuration
des variables d’environnement permettant de l’exécuter. La tâche supplémentaire pour
le médiateur est alors de référencer cette nouvelle configuration pour une plate-forme
donnée dans l’instance du CPMM intégrée au WfMS. Lorsqu’un concepteur créera un
composant dans le WfMS, il devra aussi procéder à une tâche additionnelle. Il associera
le composant à une configuration pour chaque plate-forme où il veut rendre possible
l’exécution.
Le catalogue de configurations d’applications résultant gère des scripts de configu-
ration spécifique de chaque composant métier et pour chaque plate-forme d’exécution
référencée (cf. figure 3.14). Cette exploitation du méta-modèle des composants et des
plates-formes favorise le prototypage de façon marginale. Elle permet de simplifier le
basculement entre un environnement de test et un environnement de production par
exemple. Cependant, elle accroît l’indépendance des spécifications des workflows vis-à-
vis des environnements d’exécutions et favorise donc le nomadisme, même si elle est
limitée à des environnements comme des clusters déjà peuplés ou au PaaS. Par ailleurs
son utilisation reste coûteuse du fait de la nécessité de médiateurs.
Dépendances de composant générique et plates-formes agnostiques
Nous cherchons à faciliter le déploiement des workflows sur les infrastructures de
calcul. Nous avons vu qu’un système de configuration dynamique basé sur le méta-modèle
CPMM permettait la configuration sur des plates-formes existantes déjà peuplées d’outils
métiers, clusters ou PaaS. Néanmoins, la configuration des différents environnements
visés reste laborieuse et l’utilisateur reste peu autonome dans le cas du déploiement de
nouveaux composants. Afin de mieux adapter les systèmes de gestion de workflows au
prototypage d’applications scientifiques d’analyse de données, nous allons maintenant
décrire des usages du CPMM rendant possible le déploiement de composants, soit en
cours d’élaboration et de ce fait, non connus du système, soit préexistants mais non
encore déployés sur le système. Il s’agit de deux méthodes de capture des dépendances
des acteurs exploitant des raffinements du CPMM, les acteurs UDF à code déployable
(cf. figure 3.13B) et la gestion des environnements logiciels à base de containers (cf.
figure 3.13C).
Acteur UDF à code déployable Afin de donner la possibilité au concepteur de
chaînes de traitements d’éditer directement le code de ses composants à partir du GUI
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Figure 3.14: Spécification concrète partielle ou SCDFM (Semi-Concrete DataFlow Model) associée
à des catalogues de configurations d’applications. L’adaptation à différents contextes d’exécution est
permise par l’association du modèle de workflow, sous la forme d’une spécification concrète partielle,
associée à des catalogues de configurations d’applications basés sur un méta-modèle des composants et
des plates-formes.
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du WfMS, nous définissons un type d’acteur UDF particulier, associé à du code éditable
ou acteurs UDF à code déployable (DeployableActor). Dans le cadre du prototypage, les
acteurs UDF à code déployable sont conçus pour permettre l’édition en ligne de code
interprétable par un langage de script. Chaque exécution d’un workflow incluant ce type
d’acteur doit inclure une phase d’analyse de dépendance des acteurs en rapport avec
l’état de la plate-forme d’exécution cible. En, effet, chaque modification du script doit
impliquer un redéploiement du script.
Environnements logiciels à base de containers Classiquement les dépendances
d’une application en ligne de commande sont caractérisées par un ensemble de fichiers
(librairies, packages, binaires...). Les méthodes communes de déploiement exploitent la
notion de package et de script de déploiement. Elles impliquent encore des opérations
nécessitant des médiateurs et une formalisation minimum pour la production de pa-
ckages. Ce travail de packaging est assez laborieux et éloigné des préoccupations d’un
scientifique, concepteur de composants. Afin de simplifier la définition rapide des dépen-
dances d’acteur UDF, nous proposons une approche de gestion des dépendances basée
sur des containers. La technologie des containers Linux apporte des propriétés d’isola-
tion des processus et d’encapsulation des dépendances logicielles adaptées à la fois au
prototypage et aux environnements multi-utilisateurs. Elle facilite le déploiement des
dépendances logicielles nécessaires à l’exécution des UDF en fonction des besoins, lors
d’une phase d’analyse des dépendances du workflow ou même au moment de l’exécution.
Dans ce dernier cas, l’exécution de l’UDF est précédée d’une vérification de la dispo-
nibilité du container sur le nœud de calcul. Celui-ci sera téléchargé intégralement ou
mis à jour si nécessaire puis la commande sera exécutée dans l’environnement logiciel
du container. Ce mode opératoire est permis par la technologie de gestion de container
Docker qui gère le téléchargement d’images de containers à partir de son identifiant, qui
intégre le nom de la machine hôte. Les identifiants de containers sont donc assimilables
à des URI. Nous formalisons ce mécanisme de gestion des dépendances en introduisant
dans le CPMM la classe ContainerEnvironment qui possède un attribut image_uri (cf.
figure 3.13C) destiné à contenir les valeurs des différentes URI des images des containers.
Pour rendre possible le déploiement d’un nouvel acteur UDF, le concepteur du com-
posant doit l’asscocier à un environnement (ContainerEnvironment) possédant un attri-
but image_uri référençant un container conçu par lui-même ou par un tiers.
L’intégration de ce type de méthode de déploiement de workflows (cf. figure 3.15)
au WfMS nécessite de coupler le répertoire de modèles de conception de workflows à
un répertoire de containers, référençant les dépendances et outils d’analyse du domaine.
Nous pensons que la gestion communautaire de cette collection de containers permettrait
une couverture fonctionnelle large du domaine d’application et amplifierait notablement
les capacités de nomadisme des chaînes de traitements.
Le modèle de déploiement basé sur les containers présente des avantages par rapport
aux modèles communément exploités aujourd’hui puisqu’il rend possible l’automatisa-
tion de l’ensemble des processus de déploiement, directement avant exécution du work-
flow, quelque soit l’infrastructure dans la mesure où celle-ci présente un gestionnaire
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de containers (Docker) et de leur cycle de vie (modèle CaaS). Les containers peuvent
être créés directement par le concepteur de composants et déposés dans un répertoire

























catalogue des environnements 




















for all ExecutionPlateform: 
























générique adaptée aux environnements d'exécution
Containers as a Service 
Figure 3.15: Spécification concrète partielle de workflows associée à des environnements logiciels à
base de containers (A) et un catalogue de codes (B).
Spécification DataFlow autonome pour l’échange et la reproductibilité (A-
SCDFM) Pour développer la capacité au nomadisme des chaînes de traitements et
la généraliser mais aussi faciliter le prototypage de composants dans les WfMS, nous
avons proposé un méta-modèle des composants et des plates-formes (CPMM). Celui-
ci peut structurer les informations nécessaires au déploiement d’un workflow sur une
infrastructure d’exécution agnostique de type CaaS. Il permet au concepteur de cap-
turer les dépendances essentielles à l’exécution des composants, indépendamment des
spécifications des chaînes de traitements. Pour cela, nous avons étendu le CPMM (cf.
section 3.2) pour qu’il facilite la création d’acteurs à code déployable et d’acteurs à base
de containers.
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Nous allons maintenant formaliser la définition d’une spécification de workflows issue
du modèle SCDFM et tirant parti du CPMM pour faciliter l’échange et la ré-utilisation.
Déﬁnition 3.3 C'est la mise en relation des dépendances d'acteurs formalisées par le
CPMM avec une spéciﬁcation de workﬂows SCDFM (voir déﬁnition 3.1) qui rend envisa-
geable la déﬁnition d'une spéciﬁcation de workﬂows autonome (cf. ﬁgure 3.16), nommée
A-SCDFM (Autonomous Semi-Concrete DataFlow Model). Nous considérons la spéciﬁca-
tion de workﬂows comme autonome lorsqu'elle contient l'information minimale suﬃsante
pour permettre l'exécution, indépendamment de l'infrastructure de calcul.
La notion de spécification de modèle de workflow semi-concret autonome A-SCDFM
permet le référencement des dépendances des composants dans le modèle. Il s’agit d’une
spécification DataFlow générique permettant le déploiement sur toute plate-forme de
cloud computing CaaS (Container As A Service).
Avec cette approche, un répertoire de workflows peut être basé sur des modèles de
conception générique puis raffiné en des spéciﬁcations autonomes, grâce aux liens entre
acteurs, code et containers. Il s’agit d’une solution concrète apportée au problème de
réutilisation des workflows diffusés [115]. Nous proposons l’élaboration de répertoires de
workflows à partir de spécifications A-SCDFM associées à un répertoire de dépendances
de composants à base de containers et de scripts (CPMM). Ces spécifications sont desti-
nées à être exploitées par des moteurs de workflows exploitant des infrastructures CaaS
(Containers as a Service).
3.4 Résumé
Nous avons décrit dans ce chapitre un ensemble de propositions méthodologiques
permettant l’adaptation des WfMS scientifiques intégratifs à la conception de chaînes de
traitements d’analyse intensive de données et à leur diffusion. Nous suggérons d’intro-
duire dans les WfMS de formalismes concernant le prototypage, l’adaptation au calcul
intensif, et le déploiement sur les infrastructures de calcul. Nous résumons nos proposi-
tions ci-dessous.
— Tout d’abord, nous avons défini un nouveau modèle de calcul DataFlow, nommé
UDFAS, dédié à l’exploitation du parallélisme par les moteurs de workflows. UD-
FAS est conçu pour être performant et adapté aux architectures SOA des WfMS
intégratifs. Il est compatible avec un modèle de workflow semi-concret (SCDFM).
Cette spécification de workflows rend possible une représentation expressive de
l’analyse et prend en compte les multiples niveaux de parallélisme extractibles
d’une représentation DataFlow d’une analyse de données.
— En outre, nous avons élaboré une méthodologie de conception orientée modèle
particulièrement adaptée à la capture et au prototypage des chaînes de traitements
et à leur transformation en implémentation capable de traiter les données à haut-
débit; Cette approche exploite un typage fort des données provenant d’un méta-
modèle partiel relatif au domaine disciplinaire et construit à partir d’une ontologie
des types de données et de formats de la bioinformatique (EDAM).
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<?xml version="1.0" encoding="UTF-8" ?>
<dataflow>
<actor name="input" nodeId="1" actor_type="input"  >
  <outPort name="dfin" >
   <data ds_uri="scp://data.genouest.org/1245" >
  </outPort>
</actor>
<channel sourceId="1" targetId="2" sourcePort="fdin" targetPort="rawseq" />
 
<actor  name="extract_region" nodeId="2"  actor_type="exec">
  <commandPattern 
      image_uri="http://docker-registry.genouest.org/bioperl/latest"
      script_uri="http://data.genouest.org/7895?filter=extractRegion" >
    perl extractRegion.pl -i $rawseq -o seqout.fasta -l extReg.log 
  </commandPattern>
  <inPorts name="rawseq" />
  <outPort name="fasta" filter="*fasta" />
  <outPort name="log" filter="*log"  />
</actor>
<channel sourceId="2" targetId="3" sourcePort="fasta" targetPort="seq" />
<actor name="mrna_predictor" nodeId="3" actor_type="exec" >
  <commandPattern 
           image_uri="http://docker-registry.genouest.org/RNApred/V1.2" >
    RNApredictor -s 120 -t m -i $seq -o ${seq.basename()}.pred.txt
  </commandPattern>
  <inPort  name="seq" loopmode="iteration" />
  <outPort name="pred" filter="*_pred.txt" loopmode="iteration" />
  <outPort name="log" filter="*.log" loopmode="iteration" />
</actor>
<channel sourceId="3" targetId="4" sourcePort="pred" targetPort="dfout" /> 
<actor nodeId="4" name="output" actor_type="output">












































Figure 3.16: Spécification DataFlow Autonome: Représentation XML d’un workflow A-SCDFM (Auto-
nomous Semi-Concrete DataFlow Model) correspondant à une spécification autonome. L’ajout d’URI de
jeux de données permet de relier la spécification du workflow aux codes des scripts (attribut script_uri)
déployables et à des jeux de données d’entrée (attribut ds_uri). Les URI d’image de containers (attribut
image_uri) permettent de rapatrier les dépendances des acteurs d’exécution sur les nœuds de calcul.
L’ensemble des informations contenues dans cette spécification est suffisant pour permettre l’exécution
du workflow sur une infrastructure de type CaaS quelconque.
102 Méthodologies
— Nous avons également formalisé l’association de la spécification de workflows SCDFM
avec un méta-modèle des composants et des plates-formes (CPMM). Celui-ci faci-
lite la génération, à partir d’un seul modèle, de multiples implémentations, chacune
compatible avec une plate-forme PaaS particulière, dans la mesure où ces infra-
structures sont pré-peuplées avec les composants nécessaires.
— L’usage du CPMM a ensuite été étendu à la création d’une spécification de work-
flows autonome (A-SCDFM). Celle-ci est suffisante pour automatiser le déploie-
ment de l’ensemble des dépendances des acteurs d’un workflow sur une infrastruc-
ture de calcul CaaS. Ainsi, une unique capture d’une chaîne de traitements en
A-SCDFM rend possible son exécution sur toute plate-forme agnostique CaaS, in-
dépendamment de l’hétérogénéité et de l’évolution des environnements logiciels. A
partir de ce constat, nous proposons de baser l’architecture des répertoires de work-
flows communautaires sur le formalisme A-SCDFM. Les spécifiations de workflows
doivent dans ce cas être associées avec un répertoire dédié d’images de containers
encapsulant les composants de façon normalisée. La mise en œuvre de cette archi-
tecture pourrait fortement simplifier la diffusion et la ré-utilisation des chaînes de
traitements d’analyse de données.
Chapitre 4
Implémentations
Nous abordons dans ce chapitre la description des artefacts logiciels que nous avons
implémentés pour démontrer l’intérêt de nos propositions méthodologiques. Nous allons
tout d’abord présenter l’architecture générale d’un nouveau WfMS intégratif orienté ser-
vice élaboré pour la conception rapide et l’exécution des chaînes de traitements d’analyse
intensive de données. Celui-ci agrège l’ensemble des fonctionnalités que nous avons im-
plémentées. Nous exposerons les principales. Nous détaillerons la réalisation d’un moteur
de workflows capable d’orchestrer les acteurs puis nous décrirons la couche de services
utilisée au sein des composants. Nous présenterons alors les fonctionnalités rendant pos-
sible l’édition d’un DataFlow et l’encapsulation des lignes de commande. Les étapes de
typage des données permettant d’exploiter le parallélisme de données seront également
décrites ainsi que la génération des implémentations ciblant divers contextes d’exécution.
Enfin, nous aborderons la mise en œuvre de l’association des spécifications de workflows
au méta-modèle des composants et des plates-formes (CPMM) afin de faciliter la réuti-
lisation et l’indépendance vis-à-vis des infrastructures de calcul.
4.1 Un nouveau WfMS intégratif
Dans cette première partie, nous allons présenter la nouvelle plate-forme logicielle
dans laquelle nous avons intégré l’ensemble de nos développements. Ce WfMS intégratif
constitue le cadre de la mise en œuvre de nos propositions méthodologiques.
4.1.1 Prototypage à partir de Kepler/Ptolemy
Dans un premier temps, nous avons intégré nos développements dans le WfMS Kepler
[65]. Celui-ci exploite le moteur de workflows Ptolemy [123] qui permet le choix entre de
multiples modèles de calcul (SDF, PN, BDF...). Nous avons opté pour le modèle SDF(cf.
section 1.3.1) qui nous a permis de réaliser nos premiers tests d’orchestration. L’inté-
gration d’acteurs dédiés rend possible l’exécution de workflows sur un cluster de calcul
(cf. figure 4.1). Cependant le modèle SDF présente certaines limitations importantes.
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Figure 4.1: Architecture de la première version prototype de notre WfMS basée sur le client Kepler et
le moteur Ptolemy et intégrant notre couche de services dédiée aux acteurs dénommée SLICEE.
tous les niveaux de parallélisme exprimables dans un DataFlow ne sont pas exploités.
Par ailleurs, la modification de l’interface de conception de Kepler nécessite des modi-
fications du code importantes qui sont particulièrement laborieuses. Finalement, nous
constatons que, pour poursuivre l’implémentation telle que nous l’avons prévue, il est
plus efficace pour nous, de coder à la fois un moteur de workflows dédié et un client de
conception plutôt que de modifier en profondeur la plate-forme Kepler/Ptolemy.
4.1.2 Une architecture orientée service
Nous avons choisi de développer un nouveau WfMS intégratif. Son évolutivité doit
être facilitée par le respect de certains principes de conception issus des Architectures
Orientées Service. Nous avons tout d’abord divisé notre plate-forme logicielle en com-
posants assurant chacun une fonctionnalité (cf. figure 4.2). Leur faible couplage est mis
en œuvre par une communication inter-processus basée sur des services REST (cf. sec-
tion 4.2.3) Pour cela, des connexions par HTTP sont gérées par une couche applicative
qui fait intervenir des pools de connexions configurables et de la reprise d’interruptions
afin de limiter les risques de perte de connexions et de faciliter la montée en charge. En
effet, une des faiblesses potentielles de ce type d’architecture est son emploi massif de
connexions réseau. Les messages échangés par HTTP sont des représentations d’instances
de classes Java, sérialisées sous forme JSON ou XML. Cette sérialisation est effectuée
de façon automatique par adjonction aux classes d’annotations java. De cette façon, le
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service d'authentiﬁcation
service de soumission des jobs
service de de suivi des états des jobs
service de déplacement des données
service manipulant les références de données
service manipulant les méta-données
service gérant la persistance des états des workﬂows
service d'indexation des données
service de visualisation des données
interface graphique 









Figure 4.2: Architecture de notre plate-forme logicielle. Celle-ci est segmentée en grandes unités décou-
plées, afin de garantir la modularité et l’évolutivité de notre WfMS suivant les principes des architectures
orientées service.
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coût de développement de nouvelles méthodes est largement allégé. L’API exposé par la
partie serveur est exploitée par le biais d’un client, ici interne au WfMS mais qui peut
potentiellement faire partie d’outils externes.
La modularité touche de multiples aspects de l’architecture du WfMS.
En premier lieu, l’orchestration est totalement découplée de l’implémentation des
acteurs. De cette façon, le moteur peut s’adapter à tout acteur respectant une spécifi-
cation générique. Réciproquement, il est possible de changer la logique d’orchestration
en gardant les mêmes acteurs. Nous avons ainsi pu alternativement intégrer le moteur
SDF de Ptolemy puis notre propre moteur basé sur le modèle UDFAS, comme nous le
verrons ultérieurement.
En deuxième lieu, il y a également découplage entre les interfaces graphiques assurant
le monitoring et la soumission des exécutions et le moteur de workflows. De cette façon,
différents clients utilisant le même moteur peuvent être plus facilement développés. Ce
choix d’architecture a facilité la migration du client lourd Kepler vers notre propre client
web.
4.1.3 WfMS intégratif en mode SaaS
Nous développons un nouveau WfMS incluant l’interface, le moteur de workflows et
des fonctionnalités annexes.
Tout d’abord, nous avons implémenté un outil en ligne de commande gérant l’orches-
tration des workflows par notre nouveau moteur. A ce stade du développement, il est
alors envisageable de concevoir une nouvelle interface graphique offrant plus de liberté
d’expérimentation. Il s’agit d’un client web 1 capable de contrôler l’exécution du mo-
teur, et de rendre compte du suivi des exécutions. Nous intégrons également un éditeur
graphique avancé permettant la conception d’un workflow et l’édition des propriétés des
acteurs. Ainsi, un ensemble d’outils permet de faciliter la capture des lignes de com-
mande des UDF ou la définition des ports et l’ajout de DFF. La création de formulaires
de soumission de workflows ainsi que la plupart des opérations liées à la conception et à
l’exécution sont configurables en ligne. L’usage d’un terminal n’est nécessaire que ponc-
tuellement lors du débogage durant la création d’un composant. Des interfaces web sont
également développées pour la visualisation des résultats et la recherche des données
ainsi que l’édition de la configuration et des méta-données.
L’ensemble de la persistance dont la cache de références(cf. figure 3.3) et des états
d’exécution est géré par une base de données 2. Le mécanisme de persistance garantit
nativement la provenance et facilite la reproductibilité. On peut ainsi ré-exécuter un
1. L’interface de ce client graphique léger est codée en HTML 5 et Javascript. La partie serveur est
développée en Java en utilisant le framework MVC STRUTS sur un serveur Tomcat.
2. Un ORM (Object Relational Mapper) est utilisé. Il automatise le mapping entre les instances des
classes JAVA manipulées et leur représentation en base de données. L’ORM est ici Hibernate, une librairie
JAVA qui est capable de générer le SQL pour manipuler les jeux de données, les jobs, ou l’exécution des
workflows. Différents Systèmes de Gestion de bases de données peuvent être utilisés.
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workflow ou exploiter la base de données pour en extraire des statistiques d’utilisation.
La gestion des méta-données est assurée par un outil d’indexation et de recherche(cf.
section 4.2.2) afin de faciliter l’organisation et la sélection des données et des workflows.
Nous obtenons à ce stade un environnement de conception et d’exécution fortement
configurable associant gestion des workflows et accès aux données des utilisateurs.
Figure 4.3: Interface Web de conception de workflows. Le DAG correspond à un workflow bioinfor-
matique intensif capturé en utilisant l’éditeur graphique embarqué. Les nœuds supérieurs représentent
les acteurs d’entrée, les nœuds inférieurs, les sorties. Les nœuds circulaires correspondent à l’exécution
d’acteurs UDF qui encapsulent des lignes de commande. Chaque flèche relie un port de sortie vers un
port d’entrée.
Une spécification DataFlow peut ainsi être entièrement construite à partir d’une in-
terface web de conception (cf. figure 4.3). Une implémentation interprétable par le mo-
teur de workflows peut ensuite être générée puis exécutée et monitorée (cf. figure 4.4).
Finalement, toutes les fonctionnalités d’édition, de configuration, et d’exécution implé-
mentées sont associées pour constituer un nouveau WfMS intégratif dédié à l’analyse de
données intensive [124]. Nous le configurons en y intégrant des composants, des formats
de données et des DFF associés au domaine de la bioinformatique.
4.2 Un moteur de workflows basé sur le Modèle de calcul
UDFAS
Nous allons présenter dans cette partie le nouveau moteur de workflows adapté aux
architectures orientées service qui est intégré à notre WfMS. Nous détaillons ici certaines
caractéristiques de son implémentation, conforme à notre modèle de calcul UDFAS (URI
based DataFlow for Asynchronous Services) décrit précédemment (cf. section 3.2.1).
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Figure 4.4: Interface web d’exécution de workflows. Le graphe correspond à l’exécution d’une instance
d’un workflow bioinformatique intensif généré à partir d’un modèle de conception utilisant la transfor-
mation de graphe. Dans cet exemple, un patron Split-Map-Merge a été généré en utilisant les annotations
fournies par l’utilisateur. L’état d’avancement des jobs est directement visualisable par la coloration du
contour des nœuds. En cliquant sur un nœud, on accède au détail des exécutions associées.
4.2.1 La spécification DSURI
id://mydomain.org/2687?ﬁlter=[^\s].fasta{schéma hôte chemin requête
Figure 4.5: Jeton DSURI (DataSet Uniform Resource Identifier). Le MoC UDFAS consomme et produit
des jetons DSURI qui référencent des groupes de fichiers ou de ressources à travers une URI. La syntaxe
URI utilisée supporte différents schémas, qui spécifient le protocole d’accès aux données et l’hôte. La
partie chemin de l’URI représente l’identifiant du jeu de données. La partie requête de l’URI permet
l’extraction de sous-ensembles du jeu.
Nous avons défini les spécifications de la classe de jetons DSURI (DataSet Uniform
Resource Identifier). Il s’agit de l’unique type de jetons consommés par notre modèle de
calcul (cf. section 3.2.1). La forme abstraite du jeton DSURI est une référence vers une
collection de données (cf. figure 4.5). Elle est relative à un espace de nommage défini par
le domaine déclaré dans la partie hôte de l’URI. L’élément schéma détermine le mode
d’interprétation de l’URI (abstrait, concret) et les propriétés associées à ses éléments
syntaxiques chemin et requête(cf. figure 4.6).
— Le schéma id désigne des URIs exploitant le mécanisme générique des références.
Un service dédié du WfMS permet la conversion des DSURI références ayant le
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(ﬁle, http, https, s3, ftp ,sftp, scp, str)
1 DSURI abstraiteid://data.bioinfo.org/2687?ﬁlter=[^\s].fa
{schéma hôte chemin requête








 2 ﬁchiers 
indépendants (id:5412,311)
tous les éléments  du jeu de données 2687 qui sont sélectionnés par le ﬁltreET
disponibilité locale des données



















2 URI de données
concrètes
Figure 4.6: Détail de la syntaxe du jeton DSURI (DataSet Uniform Resource Identifier). Les différentes
représentations (A, B, C) URI d’un même jeu de données sont utilisées lors des diverses étapes du cycle
de vie du jeton. Elles sont ainsi exploitées par le GUI du WfMS manipulé par l’utilisateur (A, B), par le
moteur d’exécution de workflows basé sur le MoC UDFAS (A) et par la plate-forme d’exécution (C).
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schéma id en liste de DSURI concrètes qui exploitent une cache de références
persistée. Ce mécanisme est destiné à faciliter la manipulation des jeux de données
volumineux.
— Les schémas http, https, s3, ftp, sftp, scp désignent des URI concrètes qui décrivent
explicitement le mode ou protocole d’accès aux données.
— Le schéma ﬁle désigne un mode d’accès local, utile notamment pour la gestion
interne des traitements sur la plate-forme d’exécution.
— L’introduction du schéma str dans la spécification DSURI donne la possibilité de
passage par valeur pour permettre le routage efficace des valeurs non volumineuses
représentables sous la forme d’une courte chaîne de caractères, que l’on trouve
communément associée à certains paramètres d’exécution de méthodes métiers.
Une DSURI NULL est représenté par la chaîne null ou par une DSURI d’un schéma
quelconque n’ayant pas de données associées.
Par ailleurs, l’ajout du paramètre ﬁlter dans la partie requête de d’une DSURI (cf.
figure 4.6) provoque le filtrage des éléments de la collection de données associées (cf.
section 3.2.1). Ce principe est notamment utilisé lors de la conception des acteurs pour
rediriger un seul fichier dans un port de sortie particulier. Pour cela, une expression
régulière permettant de sélectionner les noms de fichiers est associée au paramètre ﬁlter
de la DSURI qui transitera par ce port. Ceux sont les acteurs consommant ce jeton qui
auront la charge de résoudre la nouvelle DSURI pour sélectionner le fichier.
4.2.2 La gestion distribuée des données et des exécutions
Nous présentons ici l’implémentation de la gestion distribuée des données et des exé-
cutions dans le moteur. Dans le WfMS, les DSURI sont utilisées tout au long du cycle
de vie de la donnée. Ainsi, la localisation des données est basée sur l’exploitation de
cette spécification (cf. figure 4.5). L’accès aux fichiers de données est déterminé par des
identités liées à l’utilisateur courant. Elles doivent être renseignées préalablement pour
chaque hôte et protocole. Pour cela, l’utilisateur doit configurer son pool d’identités (cf.
figure F.6 en annexe). Une fois cette opération effectuée, le système peut prendre en
charge le rapatriement des données, juste avant l’exécution d’une commande rattachée
à un acteur. Le fonctionnement du système de localisation des données suit plusieurs
étapes. Tout d’abord, le serveur détermine la localisation de l’exécution à partir de la
configuration choisie qui est définissable par l’utilisateur. Elle inclut l’adresse du frontal
d’une plate-forme d’exécution. Des paramètres plus fins peuvent également être précisés
comme le nom d’une queue de soumission, en fonction de l’outil d’ordonnancement as-
socié à la plate-forme. Nous remarquerons que la configuration des acteurs exploite ici
le méta-modèle CPMM (cf. section 3.3.2). Ensuite, lorsque c’est nécessaire, le serveur
résoud les DSURI abstraites et les convertit en DSURI concrètes. L’usage des DSURI
facilite la gestion des données distribuées. En effet, chacune des DSURI abstraites cor-
respond à une liste de DSURI concrètes(cf. figure 4.6) précisant chacune la machine qui
héberge les données, le protocole d’accès, le chemin et le nom du fichier (cf. figure 4.7).








évaluation de la nécessité du 
localisation par copie
cache des références
exécution [file://..., file://, file://..., ...]
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Figure 4.7: Diagramme présentant les étapes de gestion des DSURI permettant de préparer l’exécution
d’une commande. Ce mécanisme inclut la résolution des DSURI aboutissant à leur conversion en listes
de chemins fichiers. Lorsque les fichiers ne sont pas initialement disponibles sur la machine d’exécution,
le système gère leur localisation. Dans ce cas, des paramètres d’authentification adaptés doivent être
préalablement configurés dans le pool d’identités de l’utilisateur.
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Le système vérifie alors que l’utilisateur courant possède une identité valide pour
la machine qui héberge les données et pour le protocole d’accès précisé dans l’URI 1.
La même opération est effectuée pour déterminer l’existence d’une identité valide per-
mettant d’accéder à la plate-forme d’exécution. L’accès depuis le serveur web vers les
machines d’exécution est uniquement en scp et ssh.
Si l’ensemble de ces conditions n’est pas rempli, une exception est levée. Dans le
cas où les données d’entrée sont distantes, le serveur les rapatrie sur la machine de
calcul, dans un répertoire d’exécution dédié. Ce transfert peut faire intervenir la copie
des données sur un hôte intermédiaire en fonction des contraintes d’authentification. Les
copies inutiles sont évitées en exploitant un système de table d’équivalence de noms de
machines. Le serveur génère ensuite la ligne de commande à partir des données d’entrée et
d’un patron, puis soumet les jobs, suivant la configuration de l’acteur, directement ou via
un outil d’ordonnancement. Le moteur de workflows permet donc la distribution des jobs
entre différentes infrastructures distantes, chaque acteur ayant sa propre configuration.
Cette flexibilité ouvre la voie à la gestion de nombreux cas particuliers.
Après le signal de fin d’exécution d’un workflow, le système réalise une série de post-
traitements. Il met à jour les résultats dans la cache de références (cf. figure F.2 en
annexe). Celle-ci est constituée de tables d’une base de données. Elle est utilisée pour
retrouver les fichiers associés aux jeux de données lors de la résolution des DSURI abs-
traites. Ensuite, les jeux de données produits ou utilisés durant l’exécution sont classifiés
en différents groupes (entrées, données provisoires, sorties d’acteurs, résultats des work-
flows). Ainsi les données considérées comme temporaires peuvent être supprimées afin
de limiter les besoins en stockage et les résultats du workflow identifiés.
Finalement, les résultats du workflow sont associés automatiquement à certaines
méta-données afin d’assurer leur traçabilité puis indexés dans un moteur de recherche
interne 2. Ainsi l’utilisateur pourra par la suite sélectionner des données suivant de mul-
tiples critères (format, extension, nom de fichier, workflow d’origine...). A la suite de ces
étapes, les données produites deviennent disponibles. L’utilisateur peut alors les mani-
puler par le biais des interfaces du WfMS 3.
Nous avons donc vu que le système implémente de façon transparente un mécanisme de
localisation de données hétérogènes et qui rend également possible l’usage de multiples
localisations d’exécution, simultanément au sein d’un même workflow. On peut donc
exécuter des traitements distribués sur différentes plates-formes. Ce mécanisme reste
néanmoins minimal et ne permet pas la répartition automatique de la distribution, pour
gérer dynamiquement la montée en charge ou la reprise sur erreur. Cependant, il peut
1. En l’état de l’implémentation actuelle, les données peuvent être lues ou écrites suivant plusieurs
protocoles (copie local, scp, sftp, ftp, http)
2. Nous utilisons pour indexer les données et effectuer des requêtes de recherche l’application web
SOLR qui expose des services REST dédié à a recherche full text exploitant le moteur de recherche
Lucene.
3. Le WfMS possède des interfaces web dédiées permettant notamment la visualisation, le téléchar-
gement ou l’annotation par ajout de méta-données.
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être mis en pratique pour adapter une spécification de workflows à un environnement
d’exécution particulier.
4.2.3 L’architecture des acteurs
Les services internes aux acteurs
Dans notre moteur de workflows, les acteurs jouent un rôle prépondérant. En effet,
nous avons conçu des composants génériques qui assurent un ensemble de fonctionnalités
essentielles:
— l’authentification;
— le routage des données;
— la soumission des jobs;
— la persistance;
— l’interception des erreurs.
Chaque instance d’acteur possède un état pouvant prendre des valeurs prédéfinies.
Chaque transition entre deux états est associée à l’appel d’une méthode de signature
générique (initialize() submit(), finalize()...). Ainsi dans le cas d’un acteur d’exécution,
la transition entre l’état submitted et done déclenche la méthode submit() qui correspond
à la soumission d’un job.
Par ailleurs, les acteurs utilisent un client interne communiquant avec un serveur en
utilisant une API REST Ad hoc 1. Le serveur dispose d’une base de données assurant
notamment la persistance de l’ensemble des informations relatives aux exécutions, états
des traitements 2 et relations entre données et jobs (cf. figure F.2 en annexe).
En fonction des tâches qu’ils ont accomplies, les acteurs mettent à jour leur état
personnel. Cette mise à jour correspond au seul type d’événement qui est détectable par
le moteur de workflows. Il y a donc une stricte séparation entre la couche acteur et la
couche DataFlow. Le moteur peut alors réagir de façon adéquate et ordonner l’exécution
de la méthode associée à la transition suivante ou lever une exception.
Nous avons défini quatre classes principales d’acteurs: entrée, sortie, exécution et
composite.
— Tout d’abord, l’acteur d’entrée gère la réception des jetons de données et assure
leur normalisation et leur conversion en références abstraites de type DSURI (cf.
section 3.2.1). Grâce à cette étape, durant l’exécution du DataFlow, le cycle de
consommation et de production des jetons est simplifié.
— L’acteur de sortie, quant à lui, se charge d’identifier les résultats du workflow.
Lorsque tous les acteurs de sortie ont atteint l’état "finalized", le moteur informe
1. Pour définir notre API, nous utilisons Jersey, une implémentation de la spécification JAX-RS
dédiée à la création de Services Web REST (Representational State Transfer). La communication est
basée sur HTTP et HTTPS.
2. Les états d’exécution des commandes (run, done, error...) (cf. section 3.2.1) déterminent indirec-
tement les états des acteurs d’exécution
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A
<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<commandConfig>
<cmdPattern>



























Figure 4.8: API REST d’exécution de jobs
Représentation XML d’un message de demande d’exécution de jobs soumis au serveur par le client interne
à un acteur d’exécution (A) et d’un message d’état d’avancement retourné par le serveur périodiquement
durant l’attente de la fin des traitements (B).
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le serveur de la fin de l’exécution du workflow. Celui-ci peut alors effectuer la mise
à jour de la base de données et l’exécution de post-traitements 1.
— L’acteur d’exécution gère la génération des lignes de commande construites à partir
d’un patron et des données associées aux jetons d’entrée (cf. figure 4.8 - A). Il
transmet ensuite des ordres de soumission au serveur, qui communique directement
avec l’infrastructure de calcul suivant un patron asynchrone (cf. figure 2.3). La
gestion de l’avancement des traitements est également déléguée au serveur (cf.
figure 4.8 - B). En fonction de ces informations, l’acteur met à jour régulièrement
son propre état dans la table centrale des états du workflow pour permettre au
moteur de réagir à cet événement.
— Enfin, l’acteur composite gère la soumission d’un workflow imbriqué dans un autre
workflow. Il est implémenté de telle sorte à reproduire le comportement d’un ac-
teur d’exécution standard vis-à-vis du moteur de workflows. Nous le détaillerons
ultérieurement.
La couche de services dédiée aux acteurs est appelée SLICEE (Service Layer for Intensive
Computation Execution Environment) [125]. Elle forme un middleware indépendant,
compatible avec notre spécification DSURI (cf. figure 4.5). SLICEE gère le monito-
ring des jobs, l’authentification des utilisateurs, le déplacement des données et la sou-
mission des jobs en permettant d’exploiter différents types d’ordonnanceur (SGE[126],
TORQUE[127], SLURM, OAR ...). Les acteurs sont codés en Java tout comme la partie
serveur, gérée par TOMCAT.
4.3 Design rapide de workflows
4.3.1 De la ligne de commande à l’acteur
Dans cette partie, nous allons exposer en détail l’implémentation du processus de
capture d’une ligne de commande et de son encapsulation dans un acteur. La génération
de la ligne de commande a nécessité plusieurs versions.
La première implémentation utilise un système de parser/lexer. Elle s’est avérée com-
plexe à la mise en œuvre et difficile à faire évoluer lors de nos tests. Nous avons donc opté
pour une nouvelle version plus extensible qui utilise un langage de template, Velocity.
(cf. figure 4.9). Velocity permet d’expliciter une ligne de commande sous forme de patron
possédant des variables associées à un contexte d’évaluation. Celles-ci correspondent ici
en particulier aux DSURI des ports d’entrée de l’acteur. Nous avons implémenté ces
variables sous la forme d’instances de classe Java possédant des méthodes utilitaires
dédiées à l’intégration. Leur utilisation peut concerner, par exemple, la définition des
noms de fichiers de sortie, la localisation des données temporaires ou la manipulation
des méta-données. Le concepteur peut ainsi simplifier l’intégration en limitant le recours
à des wrappers(cf. figure F.7 en annexe).
1. Les post-traitements sont répartis entre post-traitements système (nettoyage des données, indexa-
tion par ajout de méta-données) et post-traitements définis par l’utilisateur (envoi d’email, déclenchement
d’un autre workflow, déplacement de données...).
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flexbar.sh --adapters $adapter --format $format \
--source $reads \
--target ${reads.basename()}_cleaned --cut-off $cutoff \





flexbar.sh --adapters /work/adapt.fa --format sanger \
--source /data/set1.fastq \
--target set1_cleaned --cut-off 20 \
--min-overlap 4 --trim-end any \
2> xtmpErr.txt ;cat xtmpErr.txt | \
egrep -i ’Inc’ >&2 ;rm xtmpErr.txt
Figure 4.9: Patron de lignes de commande
Patron de lignes de commande (A) et exemple de commandes générées (B). La syntaxe du patron est
basée sur le langage Velocity. Les variables sont des instances de classes possédant des méthodes utilitaires
conçues pour limiter l’usage des wrappers. Les lignes de commande générées sont interprétables par le
Bash.
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Ces objets sont ajoutés au contexte du template 1 puis, après évaluation du patron,
la chaîne de caractères correspondant aux commandes est générée. Ce mécanisme, as-
socié à la prise en charge native des conditions, des itérateurs et des collections par
Velocity, rend possible la gestion de nombreux cas particuliers complexes. L’ensemble de
la logique de génération des commandes à partir des jetons de données peut ainsi être
défini par l’écriture d’un patron dans une syntaxe unifiée et extensible. La procédure
d’intégration d’une ligne de commande simplifie donc la conception de nouveaux acteurs
UDF. Un mécanisme similaire est mis en œuvre dans plusieurs WfMS étudiés comme
Galaxy(cf. section 2.1.2) mais notre implémentation est enrichie par la mise à disposition
des méthodes utilitaires simplifiant l’intégration et la possibilité pour l’utilisateur final
d’accéder à ces mécanismes via l’interface.
4.3.2 Génération du parallélisme de données
Après avoir traité de la conception rapide d’acteurs d’exécution, nous abordons la
description des outils permettant la génération du parallélisme de données. Nous avons
dans un premier temps extrait une hiérarchie des formats de données à partir de l’ontolo-
gie EDAM puis ceux-ci ont été stockés en base de données 2. Pour chacun des principaux
formats, un jeu de méthodes DFF a été prédéfini dans le système (cf. figure F.4 en an-
nexe). Les différentes méthodes DFF sont classées suivant des rôles techniques comme
la validation, la conversion de format ou le découpage et la fusion des paquets de don-
nées. Chaque définition de DFF inclut un patron de commande référençant un outil en
ligne de commande qui doit être déployé préalablement sur les machines de calcul. En
exploitant la hiérarchie des formats mis à disposition dans l’environnement, l’utilisateur
peut effectuer un typage partiel ou total des ports des acteurs. Une fois les ports typés, il
peut leur associer des séquences de méthodes DFF. La liste des DFF disponibles pour un
format donné intègre les méthodes des formats hérités. Ainsi la liste disponible pour le
format Fasta comprend les méthodes de ce format mais aussi des fichiers texte générique.
L’ensemble de ce processus d’édition, appelé ici annotation, est réalisé dans l’interface
web par des formulaires contextuels spécifiques. L’architecture choisie simplifie la confi-
guration. Elle est extensible et rend possible l’adaptation du WfMS à tout format de
données, grâce à son méta-modèle.
Lors de la phase de génération des implémentations, les méthodes DFF sont injectées
dans le graphe du DataFlow d’après la logique suivante. Tout d’abord, les commandes
relatives aux DFF sont générées à partir du patron de commande stocké en base et de son
paramétrage. Puis, pour chaque DFF, une instance d’acteur d’exécution est peuplée avec
le patron de commande correspondant. Le modèle est alors validé et le système procède
alors à l’injection des nouveaux acteurs DFF lors d’un processus de transformation de
modèles débouchant sur la réécriture du graphe DataFlow. C’est lors de cette étape que
1. Un tableau clef/valeur.
2. Les données d’EDAM sont réparties dans une base de données relationnelle et dans une base
NOSQL dédiées aux graphes, NEO4J, afin de faciliter la navigation dans l’arborescence des termes.
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sont générés les patrons de conception Split-Map-Merge capables d’exprimer du paral-
lélisme de données massif (cf. section 3.2.2). Le nouveau graphe est ensuite stocké mais
n’est pas directement accessible à l’utilisateur: il constitue la spécification interprétable
par le moteur de workflows.
4.4 Transformation de modèles et adaptation aux contextes
d’exécution
Nous abordons maintenant la description d’artefacts visant l’adaptation d’une spéci-
fication de workflow à différents contextes d’exécution. Ces implémentations mettent en
évidence la capacité de notre approche orientée modèle à garantir l’indépendance entre
spécification et implémentation.
4.4.1 Une spécification, plusieurs implémentations
Tout d’abord, nous avons implémenté un processus de transformation de modèles
configurable permettant, à partir d’un unique modèle de workflow, la production automa-
tique de différents types d’implémentations. Ainsi, à partir d’une spécification SCDFM
nous sommes capables de générer des implémentations non seulement haut-débit ou bas-
débit environnées, mais aussi des scripts de chaînes de traitements, indépendants de
l’environnement de conception.
La spécification haut-débit correspond à l’implémentation intégrant les DFF et est
interprétable par notre moteur de workflows. Elle est adaptée à l’analyse des données
massives.
La spécification bas-débit est simplement obtenue en éliminant les DFF lors de la
transformation de modèles et en lui associant une plate-forme d’exécution minimale 1.
Elle est interprétable par le moteur de workflows et peut être utile au test ou au traite-
ment des petits jeux de données, voire à un usage pédagogique.
La spécification indépendante est obtenue par génération de code. Nous produisons
ainsi une implémentation dans un langage general purpose permettant de garantir la
portabilité et la capacité à raffiner la spécification en dehors du WfMS. Nous avons
choisi pour nos tests les langages PERL et JAVA. Le code généré comporte un "main"
utilisant des fonctions d’ordonnancement prédéfinies, et des scripts associés dans le cas
des acteurs déployables.
La figure 4.10 décrit les étapes des différents processus de transformation de modèles.
4.4.2 CPMM et personnalisation pour le PaaS
Implémentation du modèle des Composants et des Plates-formes
Nous voulons limiter la dépendance du concepteur vis-à-vis des médiateurs et finale-
ment lui permettre d’être le seul intervenant, du prototypage jusqu’à la mise en produc-
tion. Pour cela, nous avons intégré la gestion de la configuration et du déploiement des
1. L’hôte associé à chaque acteur est dans ce cas, une machine unique sans ordonnanceur
Transformation de modèles et adaptation aux contextes d’exécution 119
















Figure 4.10: Etapes de la génération d’implémentations multiples suivant les plates-formes cibles à
partir d’une seule spécification de modèle de workflow semi-concret capturées par le concepteur.
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composants d’exécution au système. Il s’agit d’éléments des spécifications techniques
des plates-formes d’exécution qui sont regroupés dans le CPMM (cf. section 3.3.2) et
stockés en base de données. Les spécifications de workflows SCDFM sont implémentées
indépendamment du CPMM. C’est lors du processus de transformation de modèles que
sont intégrées les caractéristiques de l’environnement d’exécution afin de produire une
implémentation dédiée à un contexte particulier.
Configuration des environnments à partir du SHELL
Nous commençons par présenter une exploitation simple du CPMM en employant
un mécanisme de gestion basé sur les variables d’environnement. Il s’agit d’une méthode
de gestion des configurations et non du déploiement. Chaque plate-forme est décrite par
un ensemble d’informations stockées en base de données, suivant un schéma générique
(cf. figure F.3 en annexe). Les propriétés de chaque cluster cible doit y figurer ainsi que













validatefastq.sh -f sanger /data/readset2.fastq
Figure 4.11: Usage du CPMM pour la configuration multi-plate-formes des lignes de commande
A l’aide d’une interface, le concepteur de composants associe tout d’abord le code de l’acteur UDF à
un environnement (A). Le système injecte avant l’exécution le code correspondant à la configuration du
composant, spécifiquement à chaque plate-forme d’exécution (B, C).
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Ensuite, le concepteur préfixe le patron de commande de l’acteur d’exécution par
une directive ENV (cf. figure 4.11, A) qui précise le nom d’un environnement. Celui-ci
référence un script, différent pour chaque plate-forme d’exécution, qui définit les variables
d’environnement nécessaires aux appels des commandes (cf. figure 4.11, B et C). Un
pré-traitement du patron de commande gère cette fonctionnalité. Nous obtenons ainsi le
découplage entre spécification de workflows SCDFM et plates-formes d’exécution décrites
dans le CPMM.
Intégration du déploiement de scripts au contexte d’exécution
Nous avons intégré dans l’éditeur de composants la capacité de définir directement le
code d’un script dans différents langages interprétables. Le code est directement associé
à un patron de commande auquel a été ajoutée une directive d’appel du script. Ces infor-
mations sont stockées en base de données en tant qu’élément du CPMM (cf. figure F.3
en annexe). Avant l’exécution d’un job, lorsque l’actualisation du code est nécessaire,
un pré-traitement prend en charge le déploiement du script sur le nœud de calcul. Ce
mécanisme d’acteurs déployables est conçu pour accélérer le prototypage des composants
UDF. L’autonomie du concepteur est ainsi accrue lorsqu’il exploite une infrastructure
contenant déjà des langages de script et librairies associées (cluster, PaaS). Néanmoins,
le déploiement des binaires et l’installation des librairies restent ici une tâche manuelle
nécessitant un médiateur.
4.4.3 Exploitation du modèle Containers as a Service
Intégration d’un gestionnaire de containers
Afin d’augmenter la capacité de personnalisation des traitements et l’autonomie du
concepteur, nous avons implémenté un autre mode d’exploitation du CPMM visant
l’automatisation complète du déploiement. Le concepteur de workflows acquièrt une
plus grande autonomie grâce l’intégration d’un gestionnaire de containers dans le WfMS.
Ainsi, les commandes des UDF peuvent être exécutées au sein d’un container Docker
choisi par le concepteur. De cette façon, chaque acteur UDF peut bénéficier d’un contexte
d’exécution logiciel personnalisé et isolé, contenant des librairies et binaires Ad hoc. Ici,
les containers remplacent des packages de déploiement linux avec un niveau de généricité
supérieur. Ils simplifient la personnalisation et la diffusion de nouvelles implémentations.
En effet l’absence d’un médiateur permet la création d’environnements logiciels à façon,
directement par l’utilisateur du WfMS et sans risque pour l’infrastructure grâce au
principe d’isolation.
BioShaDock
Dans un premier temps, nous avons initié la création d’un répertoire d’images Docker
ou registry dédié à la communauté disciplinaire (cf. figure F.8 en annexe) 1. Ce réper-
toire nommé BioShaDock est consultable par une interface web. Les utilisateurs peuvent
1. BioShaDock a été élaboré avec l’aide d’Olivier Sallou de Genouest et la contribution de Marie Gros
jean d’IFB Core
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rechercher et télécharger des images préexistantes puis les utiliser et les modifier. Ils
peuvent également déposer leurs propres images. Du point de vue de l’architecture, il
s’agit d’un répertoire de composants applicatifs non couplés exploitables en tant que
service dans de multiples contextes applicatifs. Il est possible d’utiliser les composants
encapsulés dans différents environnements comme des WfMS ou même par ligne de com-
mande. Nous utiliserons ce répertoire de containers pour expérimenter la mise en œuvre
du modèle de workflow A-SCDFM.
Spécification A-SCDFM
Dans un deuxième temps, nous avons intégré dans notre WfMS un mécanisme de
couplage entre la définition du workflow (SCDFM) et le contexte d’exécution (CPMM)
à base de containers. Celui-ci se traduit par l’ajout de la directive IMAGE_URI aux
acteurs. Cet attribut contient l’URI d’une image Docker contenant le contexte logiciel
complet et portable nécessaire à l’exécution du composant. L’URI est suffisante pour
identifier de façon unique l’image et permet son téléchargement. Juste avant l’exécution,
la directive IMAGE_URI est analysée et les scripts sont configurés pour initialiser le
container et exécuter la commande dans celui-ci. L’appel au gestionnaire de container
(Docker) est effectué de telle sorte que les données soient sur l’hôte. Ainsi les librairies et
exécutables nécessaires seront disponibles le temps de l’exécution et pour ce seul proces-
sus, garantissant une capacité de personnalisation totale sur toute infrastructure de type
CaaS (cf. section 2.6.1). Un modèle de workflow devient ainsi une spécification complète
autonome A-SCDFM 1(cf. figure 3.16). Elle associe définition du flot de données et des
acteurs comme dans SCDFMmais inclut aussi leurs dépendances logicielles portables. La
chaîne de traitements est ainsi complètement déployable quelle que soit l’infrastructure
d’exécution CaaS. D’une part, un concepteur capable de capturer un DataFlow et de
produire des containers devient donc autonome dans la phase de déploiement. D’autre
part, il peut directement contribuer à un répertoire de workflows partagés, si celui-ci
exploite une spécification comme A-SCFDM.
4.5 Résumé
Dans ce chapitre, nous avons exposé les implémentations que nous avons conçues
pour évaluer et mettre en œuvre nos propositions méthodologiques.
Tout d’abord, nous avons décrit comment a été élaboré un nouveau WfMS intégratif
dédié aux chaînes de traitements d’analyse intensive de données. C’est dans celui-ci
que sont intégrés tous les artefacts que nous avons produits. Cet environnement logiciel
est conçu suivant une architecture orientée service, particulièrement évolutive que nous
avons présentée.
Nous avons ensuite décrit la conception d’un moteur de workflows basé sur le modèle
de calcul UDFAS. Sa capacité au parallélisme et son architecture modulable en font
un outil d’orchestration DataFlow efficace, adapté aux chaînes de traitements d’analyse
1. Le modèle A-SCDFM peut être converti en représentation XML. Dans ce cas, IMAGE_URI devient
un attribut de commandPattern.
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intensive de données. Nous abordons alors en détail la description de la spécification
DSURI et son emploi par le moteur pour la gestion des données. Puis nous exposons
comment est conçue la couche de services interne aux acteurs, qui masque la complexité
de la soumission des jobs, de l’authentification distribuée et du routage des données au
niveau du DataFlow. En effet, ce développement à été nécessaire car les middlewares
actuels qui gèrent la soumission aux ordonnanceurs comme Opal2 [79] ne disposent pas
de fonctionnalités d’authentification et de localisation des données.
Les outils permettant la capture de scripts et de lignes de commande ont ensuite
été présentés. L’ensemble des fonctionnalités permettant la conversion d’un prototype
en workflow a été produit mais nous avons choisi de ne présenter l’implémentation que
des plus représentatifs de notre approche. Il s’agit des mécanismes (i) d’annotation
des acteurs UDF, (ii) d’injection des DFF débouchant sur l’expression du parallélisme
de données, (iii) de la génération d’implémentations compatibles avec notre moteur de
workflow. Nous avons également implémenté la génération de code et nous pensons que
cette fonctionnalité pourrait intéresser le public des utilisateurs techniques que nous
visons ou des usagers ne disposant pas d’un accès à un WfMS. Nous pourrions ainsi
élargir les usages potentiels des spécifications de workflows. La génération de code est
déjà intégré au WfMS Wings [81, 69], mais nous ajoutons ici la possibilité de produire
différents langages general purpose.
D’autre part, nous avons présenté l’intégration du couplage entre la spécification de
workflows SCDFM et le modèle CPMM. Elle permet de mettre en œuvre la simplification
du déploiement et la ré-utilisation des workflows pour différents types d’infrastructures:
clusters, PaaS et CaaS. Notre implémentation du recours aux environnements Shell est
une solution technique concrète pour la gestion de la configuration des workflows afin
de permettre une exécution multi-plates-formes pour les clusters et le PaaS. Cepen-
dant les mécanismes de déploiement adapté aux architectures CaaS que nous décrivons
sont bien plus prometteurs. Ils rendent opérationnelles la personnalisation et la gestion
communautaire de la connaissance des processus d’analyse de données du domaine ap-
plicatif, caractéristique d’une approche Open Science. Des exemples concrets de la mise





Dans ce chapitre nous allons montrer l’intérêt de la mise en œuvre de nos proposi-
tions méthodologiques. Cette évaluation est rendue possible par la réalisation du nouveau
WfMS présenté dans le chapitre précédent. Nous allons décrire en quoi l’usage de cet en-
vironnement logiciel simplifie la conception, le déploiement et l’exécution des workflows
d’analyse de données. Nous débuterons par l’évaluation des performances des implémen-
tations des chaînes de traitements produites. Nous exposerons ensuite l’exploitation de
notre WfMS dans des cas concrets d’utilisation issus du domaine de la bioinformatique.
Ces exemples illustreront les capacités de l’environnement que nous avons conçu dans
l’intégration, l’aide à la conception et le traitement des grandes masses de données. Le
gain d’autonomie pour le concepteur dans les phases de développement, de déploiement
et de mise à disposition sera également mis en évidence.
5.1 Evaluation des performances
Evalutation des performances du moteur de workflows du WfMS
Dans cette section, nous nous concentrons ici uniquement sur l’évaluation des perfor-
mances de notre moteur de workflows. Les WfMS permettent de bénéficier de processus
d’analyse de données ayant une maintenabilité et une ré-utilisabilité accrues mais qui
ont également des désavantages. En effet, notre moteur est conçu suivant une architec-
ture orientée service et utilise pour cela de multiples couches logicielles qui entraînent
potentiellement un surcoût. Nous allons évaluer l’impact de cette architecture sur les
performances. C’est un critère important dans le choix d’utiliser un WfMS mais nous
discuterons de la prise en compte d’autres paramètres comme le gain de vitesse de
conception et de facilité de déploiement.
Pour commencer, nous choisissons un workflow de test permettant de réaliser notre
benchmark. Celui-ci est dérivé d’un cas d’utilisation réel. Il correspond à une chaîne de
traitements de nettoyage des lectures de séquences NGS usuelle. Celle-ci est constituée
de 3 étapes. La qualité des séquences est tout d’abord déterminée en utilisant le logi-
ciel FASTQC [128] puis les séquences des adapteurs sont détectées et supprimées avec
l’outil Flexbar [129]. Enfin, la qualité des séquences résultant du traitement est évaluée
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(FASTQC). Chacune de ces étapes appelle des lignes de commande correspondant aux
outils métiers. Nous définissons 2 conditions de conception:
— dans la condition manuelle (M) la chaîne de traitements est codée manuellement
sous la forme de scripts;
— dans la condition d’utilisation du WfMS (W), une implémentation issue d’un mo-
dèle capturé et annoté au sein de notre environnement est exécutée.
Dans ces deux conditions, la même logique d’ordonnancement des tâches est implémen-
tée. Nous créons 4 workflows fonctionnels. Dans chaque condition M et W, nous conce-
vons 2 versions du workflow, avec (P) ou sans (N) patron de parallélisme de données.
Les deux implémentations de la même condition, respectivement [PM, PW] et [NM,
NW], produisent le même nombre de jobs. Les deux jeux de données d’entrée tests sont
constitués de fichiers volumineux issus de séquenceurs Roche 454 et Illumina Hi-Seq,
dans le format FASTQ (cf. figure I.2 en annexe). A partir du jeu de données original,
nous générons des sous-ensembles de différentes tailles que nous utilisons comme entrées
de notre workflow de test.








1 488 712 s 1 493 127 s
149 889 s 150 567 s
log(temps)(s)
Figure 5.1: Comparaison des temps d’exécution entre implémentations parallèles (PW, PM) et non
parallèles (NW, NM) d’un même modèle de workflow, avec un jeu de données d’entrée de 10 Go, réalisé
sur 10 cœurs répartis sur deux machines (CPU: 8 x 2.73 GHz, RAM:64 Go, OS: Linux - Centos 6), via
l’ordonnanceur Sun Grid Engine. Toutes les implémentations soumettent des jobs en utilisant le même
ordonnanceur sur la même queue du cluster, correspondant à des nœuds identiques. Sur les nœuds du
cluster est monté un répertoire de données partagées.
Nous comparons le temps d’exécution de l’ensemble du workflow. Les deux implémen-
tations parallèles (PM, PW) produisent des performances comparables. Comme attendu,
elles délivrent des résultats plus rapidement que les non parallèles (cf. figure 5.1). Ce
résultat démontre l’intérêt de notre mécanisme d’aide à l’intégration du parallélisme de
données dans les workflows.
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taille du fichier d’entrée PW(s) PM(s) PW/PM
250K 146 52 2,81
1000K 171 113 1,51
10M 300 234 1,28
3G 46714 43385 1,08
10G 150567 149889 1,005
Table 5.1: Performances des implémentations parallèles produites par le WfMS
Comparaison du temps d’exécution entre deux implémentations parallèles, l’une générée et
exécutée par le WfMS (PW) et l’autre codée manuellement (PM).
Par ailleurs, nous remarquons qu’avec un jeu de données correspondant à la plus
petite taille testée (250Ko), nous obtenons, en utilisant le moteur de workflow, un temps
d’exécution qui correspond à 281% du temps obtenu pour la version parallèle codée
manuellement (cf. tableau 5.1). Avec un jeu de données correspondant à la plus grande
taille testée (10 Go), nous obtenons un temps d’exécution presque équivalent (100.5%)
à celui de la version codée manuellement. La différence de performances entre le WfMS
(PW) et l’implémentation codée manuellement (PM) s’atténue quand la taille du jeu
d’entrée augmente. Ainsi, comme attendu, une instance d’un modèle de workflow in-
terprétée par notre moteur de workflows s’exécute plus lentement qu’une version codée
manuellement, probablement à cause du coût des multiples couches applicatives et fonc-
tionnalités additionnelles du WfMS 1. Nous remarquons que le surcoût lié à l’utilisation
du moteur de workflows est très limité dès lors que les jeux de données d’entrée sont
de taille importante. Ce résultat confirme que l’implémentation de notre moteur est
adaptée à un traitement efficace des grands jeux de données. De façon générale, nous
pensons que le coût d’exécution d’un processus au sein d’un environnement associant
conception et exécution doit être analysé au regard des gains globaux de productivité
obtenus. Par ailleurs, notre WfMS (cf. section 4.4.1) permet à l’utilisateur de choisir
entre l’exécution par le moteur de workflows ou la génération de code produisant des
scripts indépendants 2.
1. Nous rappelons qu’en dehors de la soumission des jobs proprement dite, le WfMS effectue de
nombreuses autres tâches techniques durant l’orchestration d’un DataFlow. Il s’agit, par exemple, des
pré-traitements et post-traitements des données, du monitoring, de la persistance.
2. La fonctionnalité de génération de code produit des implémentations se rapprochant du codage
manuel et donc de ses performances. Cependant, il faut noter que, même si la génération d’une chaîne
de traitements sous forme de scripts garantit une exécution plus rapide pour les petits jeux de données,
elle ne permet pas de bénéficier de l’ensemble des fonctionnalités implémentées dans le WfMS, comme
le nettoyage et l’indexation des données ou la reprise sur erreur.
128 Résultats
5.2 Illustrations
Nous décrivons ici deux cas d’utilisation de notre WfMS dans le cadre de projets
scientifiques nécessitant la mise en œuvre et l’exploitation de chaînes de traitements
d’analyse de données.
Ces illustrations, PrimerFinder et Orthocis, proviennent de projets du domaine de la
bioinformatique et ont en commun de mettre en œuvre des traitements exploitant de
grandes masses de données génomiques et nécessitant d’importantes ressources de cal-
cul. PrimerFinder nous donnera l’occasion de montrer l’intérêt de notre méthode de
conception de chaînes de traitements. Nous détaillerons notamment la méthode de cap-
ture à partir de composants hétérogènes et de transformation d’un modèle prototype
en une implémentation intensive opérationnelle basée sur le MoC UDFAS, en incluant
l’extraction semi-automatique du parallélisme de données gros grain. L’implémentation
d’Orthocis nous permettra de montrer comment notre méthodologie de capture rapide
des chaînes de traitements s’inscrit dans une démarche globale de simplification de la
conception des applications scientifiques, du prototypage à la mise à disposition. Nous
verrons également que les workflows gérés par un WfMS peuvent être utilisés de multiples
façons, incluant la conception d’une application SaaS Ad hoc d’analyse de données. Enfin,
nous mettrons en lumière les avantages tirés de l’association entre modèle de workflow et
modèle des composants et des plates-formes (CPMM). Ainsi, nous décrirons les capacités
de simplification et d’automatisation du déploiement, obtenues sur des infrastructures
de type cluster, PaaS et CaaS.
5.2.1 PrimerFinder
Contexte Scientifique
Le séquençage d’ADN est le processus consistant à déterminer l’ordre précis de nu-
cléotides dans une molécule d’ADN. Il inclut les procédés et techniques qui sont utilisés
pour déterminer l’ordre des quatre bases, adénine, guanine, cytosine, thymine dans un
brin d’ADN. La mise au point des méthodes de séquençage rapide de l’ADN a accéléré la
recherche en biologie. Les premières séquences d’ADN ont été obtenues dans les années
1970 en utilisant des méthodes longues et laborieuses basées sur la chromatographie à
deux dimensions. Des technologies performantes de séquençage (NGS pour Next Gene-
ration Sequencing) ont émergé à partir de 2005 pour ensuite se diffuser très largement
aujourd’hui grâce à la rapidité et au coût réduit du séquençage.
Le contexte de recherche 1 de PrimerFinder concerne l’utilisation de la génomique
dans l’étude de la diversité biologique des sols, appelée métagénomiques des sols. La
diversité génétique peut être estimée par des études métagénomiques exploitant le séqu-
ençage de l’ADN ribosomique. La proportion des espèces est estimée par les quantités
respectives de leurs amplicons. Ces amplicons sont des fragments de séquences d’ADN
1. L’outil PrimerFinder a été réalisé dans le cadre d’un travail mené en collaboration avec l’équipe
DYLISS de l’IRISA et Frédéric Mahé de l’équipe Diversité Microbienne de l’université de Kaiserslautern.
Cette équipe de recherche étudie la diversité microbienne eucaryote dans le sol des forêts tropicales
d’Amérique du Sud et d’Amérique centrale.
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ribosomaux 18S (cf. figure G.1 en annexe), spécifiques d’une espèce ou sous-espèce ré-
pertoriée et sont positionnés entre deux séquences de primers 1. Nous disposons de deux
jeux de données NGS composés de lectures d’ADN, l’un issu d’un séquenceur Roche 454
(10 échantillons de 40 000 lectures) et l’autre d’un séquenceur Illumina Hi-Seq (10 échan-
tillons de 450 000 lectures). C’est dans ces jeux de données que doivent être détectées
les amorces génériques des ARNr 18S (cf. figure G.1 en annexe). L’objectif de l’analyse
de données est de retrouver l’ensemble des primers pour ensuite être capable d’extraire
tous les amplicons associés. En effet pour les biologistes étudiant la biodiversité des sols,
chaque amplicon est important puisqu’il est potentiellement associé à une espèce.
Définition des besoins
Les bioinformaticiens veulent concevoir une chaîne de traitements, destinée aux biolo-
gistes, capable d’identifier toutes les séquences qui sont des amorces génériques contenues
dans des lectures d’ADN correspondant aux ARNr 18S extraits d’échantillons de sols.
La méthode classique par recherche d’expression régulière (egrep) utilisée à Kaiserslau-
tern ne donne pas de résultat suffisamment précis du fait de l’expressivité insuffisante
des expressions régulières. De ce fait, l’utilisation d’un logiciel exploitant une grammaire
riche et dédiée aux séquences est pertinente. Pour cela nous pouvons utiliser l’outil de
pattern matching Logol [130]. Ce logiciel peut rechercher de façon exhaustive des sé-
quences cibles, définies par une grammaire, dans une banque de séquences. Cependant
Logol n’a pas été conçu pour traiter des grands jeux de données. Chaque traitement Lo-
gol nécessiterait plusieurs journées de calcul sur un nœud puissant d’un cluster de calcul,
ce qui gênerait la mise au point de la chaîne de traitements et pourrait décourager les
utilisateurs finaux d’utiliser cette méthode d’analyse prometteuse.
Pour accélérer les traitements, une méthode simple de parallélisation est évoquée.
On découperait préalablement les séquences au format FASTA(cf. annexe I) par un pré-
traitement puis de multiples instances de Logol seraient lancées simultanément sur un
cluster de calcul et analyseraient les fragments de séquences, préalablement identifiés
par leur position dans les séquences d’origine (cf. figure 5.2). Cependant l’outil Logol n’a
pas été conçu pour le très haut-débit et nous ne pouvons pas modifier son code dans des
délais raisonnables pour y intégrer des méthodes de parallélisation de données adaptées
à nos besoins. De ce fait, la génération du parallélisme telle qu’elle est gérée par notre
WfMS apparaît particulièrement adaptée (cf. section 4.3.2). Ainsi, c’est l’intégration
rapide de l’outil Logol pour l’analyse de données à haut-débit qui motive tout d’abord
l’usage de notre WfMS.
Conception de la chaîne de traitements
La conception du workflow d’analyse, nommé PrimerFinder (cf. figure G.2 en an-
nexe), est réalisée par un collaborateur bioinformaticien 2. Celui-ci travaille de façon
1. Les séquences de primers sont retrouvées systématiquement pour toutes les espèces étudiées. On
peut donc les qualifier de séquences universelles.
2. Ce bioinformaticien, Aymeric Antoine Lorquin, travaille sur l’exploitation de Logol dans le cadre



















Figure 5.2: Extrait d’un DataFlow appelant l’outil Logol dans PrimerFinder. Le prototype (A) est
converti en implémentation intégrant un patron de conception de parallélisme de données gros grain (B).
Ce patron Split/Map/Merge peut être implémenté de différentes manières. Il est soit codé ou intégré
manuellement, soit généré par transformation de modèles tel que nous le décrivons dans le chapitre
méthodologie.
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autonome sur la conception du workflow et de ses composants. Cet intervenant, que
nous qualifierons d’expert fonctionnel, exploite l’environnement du WfMS de la façon
suivante: il conçoit des lignes de commande mais aussi des scripts (wrapper, parsers, ou-
tils d’analyse...) dont les premières versions sont testées dans la console d’un terminal.
Les lignes de commande sont ensuite directement converties en patron de commande
et encapsulées dans des acteurs d’exécution (cf. section 4.3.1). Par ailleurs, les codes
des scripts écrits par le bioinformaticien sont directement intégrés dans le WfMS en
tant que composants déployables (cf. figure 5.3) via un interface (cf. section 4.4.2) 1. Le
WfMS pourra ainsi déployer des versions à jour de ces scripts sur les nœuds de calculs
(cf. section 4.4.2). Une phase de test des nouveaux composants est ensuite réalisée où
il subsiste ponctuellement l’usage du terminal, afin de faciliter le débogage. Le reste du
travail consiste à qualifier les acteurs (ports, description...) puis à les connecter dans le
graphe DataFlow de l’éditeur de workflows (cf. figure 4.3).
Le préalable à cette étape de composition est une brève formation facilitant la com-
préhension de la sémantique de notre modèle DataFlow 2. La phase finale de conception
consiste à configurer l’interface de soumission par défaut en utilisant le GUI du généra-
teur d’interface du WfMS (cf. figures G.4 et G.3 de l’annexe G). La conception de Pri-
merFinder confirme que l’expressivité de notre langage graphique DataFlow est suffisante
pour permettre l’implémentation d’une chaîne de traitements de données à haut-débit
en bioinformatique. L’expert fonctionnel exploite pour cela un vaste ensemble de fonc-
tionnalités disponibles dans le WfMS. Comme nous l’avons détaillé dans les chapitres
3 et 4, les aspects techniques concernant en particulier la génération du parallélisme,
l’ordonnancement des tâches et le déplacement des données sont délégués à l’environne-
ment qui a pour vocation la simplification de la conception et de la mise en œuvre de
l’exécution des traitements.
Après finalisation du design, le bioinformaticien exécute des instances du workflow
pour traiter les jeux de données NGS. Le workflow élaboré est fonctionnel et donne des
résultats exploitables. Les méthodes "Logol" et "expression régulière" trouvent respecti-
vement 100 et 90% des primers connus pour le jeu de données Roche 454 et 90, et 80 %
pour le jeu de données Illumina Hi-Seq. Le bioanalyste a pu mettre en évidence l’intérêt
de la méthode Logol par rapport aux expressions régulières par la réalisation rapide d’un
workflow de benchmarking d’outils d’analyse de données à haut-débit. Durant le trai-
tement des jeux de données, une unique instance du workflow PrimerFinder a produit
jusqu’a 10000 jobs Logol en parallèle 3. Cette montée en charge a été supportée par le
moteur dont l’implémentation prend en compte ces contraintes, notamment au niveau
1. Le répertoire d’acteurs de l’intervenant est alors peuplé de ces nouveaux acteurs.
2. Cette formation d’une heure environ a concerné en particulier la gestion du flot de données (cf.
section 3.2.1) (l’enchaînement des tâches par les dépendances de données, les itérations implicites, les
conditions) et la manipulation des acteurs
3. Le temps d’exécution constaté est d’approximativement une semaine sur des nœuds de 32 et 64









Figure 5.3: L’acteur LOGOL dans PrimerFinder. L’éditeur de workflows du WfMS (A) donne accès
à l’interface de configuration de l’acteur LOGOL (B). Cette interface permet la définition de la ligne
de commande (C) et des ports de l’acteur (D). Ces ports peuvent ensuite être typés et associés à
des méthodes DFF. L’interface d’édition d’un port d’entrée (E) de l’acteur Logol permet le typage et
l’appel de la méthode DFF FASTA.SPLIT(m,n). L’interface d’édition d’un port de sortie (F) appelle
ici la méthode DFF TEXT.JOIN(). Dans ce cas précis, trois acteurs seront générés avant l’exécution
par le moteur du WfMS (FASTA.SPLIT, LOGOL, TEXT.JOIN). L’acteur métier LOGOL sera donc
exécuté suivant un patron Split-Map-Merge. Si l’on se réfère au paradigme MapReduce, l’appel à LOGOL
constitue la fonction Map . Dans la ligne de commande, l’expression $SCRIPT.path référence des scripts
déployables à l’exécution par le moteur du WfMS . Ils sont éditables via un gestionnaire de sources
intégré (G). Une vue d’ensemble du workflow est disponible en annexe.
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du mécanisme de persistance et de la gestion des connexions, éléments sensibles dans un
contexte de fortes sollicitations (cf. section 4.1.2).
Evaluation du WfMS par l’utilisateur
Nous réalisons alors un entretien avec l’expert fonctionnel. Celui-ci met en évidence
les éléments qui l’ont motivé à concevoir PrimerFinder dans notre WfMS plutôt qu’à
implémenter une chaîne de traitements à partir de scripts. Le bioinformaticien considère
que les éléments qui ont motivé son choix sont, par ordre d’importance:
1. l’automatisation de l’intégration du parallélisme de données pour l’analyse à haut-
débit;
2. la gestion par l’environnement de la soumission des jobs et de leur enchaînement;
3. la rapidité d’obtention d’un prototype fonctionnel;
4. les facilités dans la gestion des données et la traçabilité des résultats.
Dans le cas de PrimerFinder, la capacité à intégrer rapidement le parallélisme de données
est l’élément le plus déterminant. Le concepteur a fait le choix d’utiliser notre WfMS
afin de pouvoir évaluer les potentialités de l’outil Logol pour l’analyse d’un grand jeu de
données (1) dans un temps minimum (3). Par ailleurs, l’expert fonctionnel considère qu’il
n’aurait pas pu explorer la piste de Logol en l’absence d’un outil d’aide à la conception
de chaînes de traitements adapté au prototypage comme un WfMS intégratif orienté
conception.
Apports du cas d’utilisation
Même si nous ne disposons pas ici de mesures quantitatives permettant de généraliser,
nous constatons ici une prise en main rapide du WfMS et une productivité importante
dans la phase de conception. La parallélisation semi-automatique (cf. figure 5.3E, F)
constitue dans ce cas d’utilisation un avantage indéniable: le bioinformaticien a pu tes-
ter rapidement l’emploi de LOGOL sur un grand jeu de données et sa pertinence par
rapport aux expressions régulières. Une implémentation manuelle aurait nécessité un
temps de développement nettement plus important, ce qui, d’après le concepteur, aurait
pu l’inciter a ne pas réaliser ces expérimentations. La rapidité de conception prime ici
sur la performance brute.
Le cas d’utilisation PrimerFinder correspond plus généralement au prototypage d’une
application scientifique d’analyse de données à partir de composants hétérogènes. Dans
ce contexte, nous considérons que cet exemple met en évidence l’intérêt de la méthodo-
logie de conception rapide de workflows et de l’intégration des fonctionnalités d’aide à
la génération du parallélisme que nous avons mises en œuvre. Nous mettons également
en évidence l’autonomisation de l’expert fonctionnel, un concepteur d’analyse de don-
nées proche du domaine métier applicatif. Ce bioinformaticien ayant des compétences
de scripting aura travaillé de façon totalement autonome pour la conception de Primer-




Notre second cas d’utilisation correspond à l’implémentation d’Orthocis, un nouvel
outil d’annotation de listes de gènes qui associe recherche de motifs et exploitation de
l’orthologie entre espèces 1. En bioinformatique, un motif ou Pattern est défini par une
expression qui représente les caractéristiques communes d’un ensemble de séquences. Par
ailleurs, l’orthologie est un type de relation évolutive entre gènes d’espèces différentes.
Deux gènes sont des orthologues si leurs séquences proviennent de la même séquence
du plus récent ancêtre commun aux deux espèces 2. Le but de l’outil Orthocis est de
permettre l’exploration des séquences de régulation des zones en amont des gènes (CIS)
dans les génomes eucaryotes 3. Orthocis se focalise sur l’étude des cibles des facteurs de
transcription. Ce sont des protéines nécessaires à la régulation de la transcription des
gènes. Orthocis vise à trouver des gènes cibles putatifs, spécifiques d’un facteur de trans-
cription particulier, amplificateur, co-activateur ou inhibiteur de leur expression. Pour
chaque facteur étudié, un motif nucléique de signature d’appariement sur les génomes
doit être utilisé.
Elaboration de la source de données
Dans Orthocis, la chaîne de traitement de recherche de patterns prend en entrée
deux formats de motifs nucléiques. Il s’agit soit d’une matrice point position (PWM),
soit d’une grammaire spécifique qui reflète la séquence consensus du pattern d’intérêt et
qui sera recherchée dans les séquences, jusqu’à 10 kb en amont des gènes, pour l’ensemble
des génomes traités.
Les hits trouvés dans les génomes sont caractérisés par leur position et leur p-value.
Pour réduire le taux de faux positifs, Orthocis filtre les hits suivant la p-value et l’infor-
mation d’orthologie des gènes.
Les données des génomes de 65 espèces eucaryotes, composées des séquences des
chromosomes, des positions des gènes et de leurs relations d’orthologie, sont exploitées
dans Orthocis. L’ensemble de ces données provient de la banque de données de référence
Ensembl [131, 132].
A partir des orthologues, une source de données comportant des groupes d'orthologie
est construite en plusieurs étapes. Tout d’abord, un graphe est construit où les nœuds
sont les gènes et les arêtes les relations d’orthologie. Ensuite, les composantes connexes
du graphe sont calculées puis on procède au calcul des cliques qui représentent des
groupes d'orthologie 4. Nous obtenons une source de données composées de:
1. L’application Orthocis est développée dans le cadre du projet ANR FATINTEGER qui concerne
la recherche des régulateurs impliqués dans la plasticité lipidique chez les animaux d’élevage.
2. Les gènes orthologues peuvent être classés en 2 catégories principales nommées one2one et
one2many, exprimant des relations de cardinalité entre gènes.
3. C’est-à-dire chez les organismes dont les cellules présentent un noyau et des mitochondries.
4. Un groupe d’orthologie contient un gène par espèce, orthologue avec tous les autres membres du
groupe.
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— 65 espèces sous la forme de séquences au format FASTA (cf. figure I.1 en annexe)
et de coordonnées des gènes;
— 21 000 000 relations d’orthologie entre gènes;
— 98 000 cliques équivalents à des groupes d'orthologie.
L’information des groupes d'orthologie et des hits génomiques est exploitée par les work-
flows exécutables depuis l’interface d’Orthocis.
Prototypage sous forme d’une collection de workflows
Nous débutons le développement d’une application d’analyse de données Ad hoc en
créant une série de workflows intégrée au WfMS. Les biologistes et bioinformaticiens
participant au projet valident ensuite ce prototype.
fonctionnalité workflow GUI
WF1: Hits de motif filtrés oui dédié
WF2: Intégration d’un nouveau motif oui générique
WF3: Scan à partir d’un motif oui générique
WF4: Configuration du GUI WF1 oui générique
API1: Authentification non générique
Table 5.2: Fonctionnalités de l’outil Orthocis
Les fonctionnalités WF1, WF2, WF3 et WF4 sont des workflows gérés par le WfMS. Les interfaces
de WF2, WF3 et WF4 sont générés par l’environnement tandis que WF1 présente une interface
dédiée créée par un développeur.
Les fonctionnalités principales d’Orthocis sont listées dans le tableau 5.2. Les ré-
sultats préliminaires d’analyse exploitant les hits des motifs et les groupes d’orthologie
semblent bruités. La précision reste insuffisante. Le bioinformaticien 1 expérimente donc
l’ajout de filtres additionnels des hits génomiques de l’application élaborée exploitant
les différences de valeurs de p-value et l’homologie de séquences. Ces filtres sont créés
tout d’abord sous forme de scripts indépendants, qui sont testés puis intégrés, soit en
tant que nouveaux acteurs du workflow de filtrage des hits (WF1), soit en modifiant le
code d’acteurs déployables. L’exécution de WF1 après ajout de ces filtres apporte des
résultats in silico pertinents 2.
Conception rapide d’applications SaaS dédiées à partir d’un répertoire de
workflows
Dans un deuxième temps, les résultats obtenus motivent l’élaboration d’une applica-
tion web permettant de diffuser l’usage de l’outil auprès d’un large public. Nous spécifions
1. Aymeric Antoine Lorquin
2. Certains gènes qui présentent en amonts de leur séquence génomique des motifs de régulation
du facteur de transcription LXRα ont des gènes orthologues qui présentent également ce motif chez de
multiples espèces. Par ailleurs l’ensemble de ce jeu de hits comporte des séquences fortement homologues






Figure 5.4: Interface web principale de l’outil SAAS Orthocis qui concerne la fonctionnalité de re-
cherche de motifs avec filtrage par orthologie. Le workflow correspondantWF1 est éxécuté par le WfMS.
L’interface facilite la recherche d’un pattern dans toutes les séquences en amont des gènes de plusieurs
espèces et la sélection des gènes pour qui le pattern est également trouvé dans le voisinage de leurs or-
thologues. Pour explorer les résultats, l’utilisateur détermine dans un premier temps l’espèce principale
P dans laquelle il considère que le pattern étudié doit être présent. Dans un deuxième temps, différentes
autres espèces sont sélectionnées dans lesquelles les gènes orthologues des gènes de P doivent également
comporter le pattern.
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alors avec les biologistes une interface spécialisée, orientée vers l’exploration de données.
Pour l’élaborer, nous utilisons une architecture orientée service permettant d’exploi-
ter directement la collection de workflows élaborée précédemment (cf. figure 5.2). Pour
intégrer nos workflows à la nouvelle interface, nous pouvons exploiter les formulaires
configurables et les services Rest du WfMS. Nous utilisons ici la complémentarité de ces
deux modes de mise à disposition pour concilier rapidité de développement et besoin de
personnalisation. L’interface d’Orthocis est composée de formulaires permettant de pa-
ramétrer les outils et de les exécuter (cf. figure 5.4). Elle offre également l’accès aux états
des jobs et aux résultats (cf. figures H.1, H.2 et H.3 de l’annexe H). L’interface graphique
principale qui concerne la fonctionnalité de recherche de motifs (WF1) est développée
manuellement. Dans ce cas, les demandes de traitements paramétrés par l’utilisateur
sont envoyées aux services Rest qui constituent l’API du WfMS (cf. section 4.1.3). Dans
d’autres cas (WF2, WF3), les interfaces personnalisables générées par le WfMS se sont
avérées suffisantes et ont été directement intégrées à Orthocis.
La réalisation d’Orthocis a donc permis de mettre en évidence la complémentarité des
différentes formes de mise à disposition des services du WfMS, API Rest et interface
web. Finalement, nous remarquons que l’architecture employée dans Orthocis met en
œuvre un usage innovant des workflows (cf. section 2.1.2). Ceux-ci sont exploités en tant
que services et agrégés pour produire une application Ad hoc d’analyse de données.
Rôle des intervenants
fonctionnalité composants- orchestration- GUI GUI
acteurs workflow soumission acces
résultats
WF1:hits de motif filtrés EF EF DI DI
WF2: intégration d’un nouveau motif EF EF DI DI
WF3: scan à partir d’un motif EF EF DI DI
WF4:configuration du GUI WF1 DI DI DI DI
API1:authentification DI DI DI -
Table 5.3: Orthocis: rôle des intervenants dans un processus de conception classique
Dans un processus de conception classique supposé, les intervenants, expert fonctionnel (EF)
et développeur / intégrateur (DI) ont des rôles pré-déterminés. L’application client / serveur
est directement codée sous forme de scripts et de pages web. La soumission des jobs sur le
cluster de calcul est effectuée par des appels à des fonctions provenant d’API comme DRMAA.
L’intervention du développeur est importante.
Nous comparons les rôles d’un bioinformaticien expert fonctionnel et d’un dévelop-
peur dans deux cas de figure. Les tableaux 5.3 et 5.4 rendent compte respectivement
du rôle des intervenants dans le processus de conception de l’application suivant une
architecture classique client/serveur supposée ou suivant l’architecture implémentée, qui
exploite les API et interfaces du WfMS. Il apparaît que les items nécessitant le re-
cours aux compétences du développeur sont nettement plus nombreux dans l’approche
138 Résultats
fonctionnalité composants- orchestration- GUI GUI
acteurs workflow soumission accès aux
résultats
WF1: Hits de motif filtrés EF EF DI WfMS
WF2: Intégration d’un nouveau motif EF EF WfMS(EF) WfMS
WF3: Scan à partir d’un motif EF EF WfMS(EF) WfMS
WF4:Configuration GUI WF1 EF EF/DI WfMS WfMS
API1:Authentification - - WfMS -
Table 5.4: Orthocis: rôle des intervenants dans le processus de conception basé sur le nouveau
WfMS
Rôle des intervenants, respectivement expert fonctionnel (EF) et développeur / intégrateur (DI),
dans le processus de conception mis en œuvre pour l’application web Orthocis. Ces intervenants
exploitent l’environnement du WfMS (GUI et/ou API). C’est le WfMS qui gère la soumission
des jobs sur le cluster de calcul. L’intervention du développeur est ici limité. Dans l’ensemble
de ces fonctionnalités, seule la partie cliente exploitant les workflows WF1 et WF4 a été conçue
en dehors du WfMS et a nécessité l’implication d’un développeur. Les interfaces graphiques
liées à d’autres fonctionnalités (WF2, WF3...) sont directement générées par le WfMS, ainsi que
l’ensemble des tâches liées aux traitements d’analyse de données.
classique. Même si cet exemple est insuffisant pour en tirer des conclusions générales,
nous pouvons supposer qu’avec l’aide du WfMS, la phase de conception de l’application
est plus rapide et nécessite moins de main-d’œuvre et de compétences techniques. Par
ailleurs, le rôle des intervenants est clairement défini. Le développeur n’est sollicité que
pour les aspects d’interfaçage particuliers à l’application (fonctionnalités WF1 et WF4)
et qui ne sont pas gérés de façon automatique par le générateur d’interfaces du WfMS
(cf. section 4.1.3).
D’autre part, l’architecture logicielle orientée service permet une séparation claire entre
les couches applicatives. Le WfMS est le cœur applicatif qui gère la conception et l’exé-
cution des composants d’analyse de données. L’interface est complètement découplée de
la couche de traitements. Il en découle des rôles clairement définis pour les intervenants
(cf. section 2.2.2) dans l’organisation de la conception de l’application. L’expert fonc-
tionnel se concentre sur l’intégration et le développement des composants métiers. Le
développeur a un rôle restreint (cf. figure H.4 en annexe). Il se charge de la création des
interfaces dédiées dans les cas complexes où la personnalisation des vues générées par le
WfMS est insuffisante (cf. figure 5.4). Il en résulte une productivité accrue dans le déve-
loppement de l’outil, de la conception des composants métiers jusqu’à l’interfaçage, tout
en maintenant la capacité de personnalisation et d’intégration dans des environnements
tiers.
Par ailleurs, l’application basée sur une exploitation interne du WfMS bénéficie d’une
maintenabilité et d’une évolutivité importante. Après l’intervention du développeur, le
bioinformaticien a pu concevoir de nouvelles fonctionnalités d’Orthocis de façon au-
tonome, en intégrant à l’interface un nouveau workflow. Il modifie également seul les
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modèles des workflows déjà exploités dans Orthocis 1.
Changements d’infrastructure de calcul et Déploiement rapide
Nous avons testé la capacité des workflows conçus à partir de notre WfMS à être
déployés sur deux types d’infrastructure, cluster de calcul classique et cluster virtuel 2
mis à disposition suivant le modèle Containers as a Service (cf. section 2.6.1). Dans
ces deux cas, nous utilisons la collection de workflow constituant le cœur fonctionnel
d’Orthocis, gérée par une instance de notre WfMS.
Déploiement rapide sur un cluster Dans un premier temps, nous évoquons le cas
du cluster de calcul qui est, dans le cadre de cette étude, comparable au PaaS. L’en-
semble des dépendances des composants des workflows sont déployés, puis, pour simplifier
la configuration et le déploiement, nous exploitons la configuration des outils par les va-
riables d’environnement et les acteurs déployables (cf. section 3.3.2 et les figures 3.14 et
3.15-B). Nous allons décrire l’usage de ces mécanismes de couplage entre modèle de work-
flow et CPMM. Tout d’abord, le concepteur configure les acteurs par une interface du
WfMS. Il peut éditer le code des acteurs déployables (cf. figure 5.5-A) et/ou leur associer
un environnement générique qui sera adapté spécifiquement à la plate-forme d’exécution
ciblée (cf. figure 5.5-B). Ainsi, le moteur de workflows peut exploiter le CPMM. Durant
l’orchestration, lors de la génération des commandes, le déploiement des scripts aura lieu
(cf. figure 5.6-A, B) puis les configurations des commandes seront injectées (cf. figure 5.6-
C, D). Cette dernière étape du processus de réécriture des commandes est spécifique à
l’hôte 3.
Déploiement rapide pour le modèle CaaS Dans un deuxième temps, les workflows
d’Orthocis ont été déployés puis exécutés en mode CaaS. Dans ce cas, les dépendances
des acteurs formalisées dans le CPMM ont été encapsulées dans des containers Docker.
Ceux-ci ont été mis à disposition dans un répertoire communautaire dédié aux containers
d’outils bioinformatiques, BioShaDock, dont nous avons initié la création [133].
Nous utilisons d’abord un environnement cloud sur lequel est installé Docker (http://genocloud.genouest.org)
puis nous exploitons un cluster en mode CaaS sur lequel est installé un middleware sup-
plémentaire chargé de la gestion du cycle de vie des containers [134]. Sur les nœuds de
calculs, si c’est nécessaire, le système télécharge et met à jour les images des containers,
juste avant la soumission des jobs. Les commandes sont ensuite générées par le moteur
de workflows puis exécutées (cf. figure 5.7). Des résultats sont obtenus dans des temps
comparables à ceux d’un cluster classique.
Nous montrons donc l’intérêt de l’association entre spécification de modèle de work-
flow semi-concret (SCDFM) et CPMM pour simplifier le déploiement. Nous obtenons
1. La modification du DataFlow et/ou des acteurs est permise par l’interface du WfMS et impacte
directement l’application Orthocis cliente. L’aide d’un développeur devient nécessaire si les acteurs d’en-
trée/sortie sont modifiés.
2. Pour nos expérimentations de cloud computing, nous utilisons l’infrastructure Genocloud de Ge-
nouest qui exploite le gestionnaire de cloud OpenNebula [104]






Figure 5.5: Interface de configuration des acteurs du WfMS. Dans le cas du composant d’Ortho-
cis orthocisCreaCompaMatrix_Faster, les mécanismes d’acteur déployable (A) et de configuration des
commandes par variables d’environnement (B) sont utilisés. Ces méthodes constituent une forme d’implé-
mentation du couplage entre modèle de workflow semi-concret SCDFM et méta-modèle des composants
et des plates-formes (CPMM)
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source /local/env/envpython-2.7.5.sh;
python ~/.workflow/scripts/orthocisCreateCompaMatrix_Faster_362.py  -r $PARArefSpecies
 -m $PARAmatchSpecies -o $PARAorthoSpecies -d $PARADisplaySpecies [...]
$SCRIPT.path('orthocisCreateCompaMatrix_Faster_362') -r $refSpecies
 -m $matchSpecies -o $PARAorthoSpecies -d $PARADisplaySpecies [...]
$ENV{'python-2.7.5'}
python ~/.workflow/scripts/orthocisCreateCompaMatrix_Faster_362.py  -r $PARArefSpecies
 -m $PARAmatchSpecies -o $PARAorthoSpecies -d $PARADisplaySpecies [...]
source /local/env/envpython-2.7.5.sh;python ~/.workflow/scripts/
orthocisCreateCompaMatrix_Faster_362.py -r 90 -m 31 -o 123 -d 142  [...]
D: Commande après injection des paramétres d'instance
C: Patron de commande après configuration de l'environnement  spéciquement à l'hôte
B: Patron de commande après déploiement du script
A: Patron de commande avec une référence vers un script deployable, géré par le WfMS
Figure 5.6: Exemple d’un acteur d’exécution d’un workflow d’Orthocis pour lequel le passage du
PIM (Platform Independent Model) au PSM (Platform Specific Model) est géré par le mécanisme de
scripts déployables (A) et l’injection de configurations spécifiques à l’environnement d’exécution par le
mécanisme des variables d’environnement (B).
Référencement par URI d'un container embarquant toutes les dépendances nécessaires
$IMAGE_URI('docker-registry.genouest.org/python-2.7.5')
python ~/.workflow/scripts/orthocisCreateCompaMatrix_Faster_362.py -r $PARArefSpecies -m 
$PARAmatchSpecies -o $PARAorthoSpecies -d $PARADisplaySpecies [...]
......
Commande générée qui s'exécutera au sein du contexte du container Docker   rapatrié
(docker-registry.genouest.org/python-2.7.5)
python ~/.workflow/scripts/orthocisCreateCompaMatrix_Faster_362.py -r 90 -m 31 -o 123 -d 142  
[...] 
Figure 5.7: Exemple d’un acteur UDF d’un workflow d’Orthocis pour lequel le passage du PIM (Plat-
form Independent Model) au PSM (Platform Specific Model) est géré par l’exécution de la ligne de
commande dans un environnement logiciel isolé dans un container. Ce mécanisme est rendu possible par
l’intégration dans la spécification A-SCDFM de l’adresse du container (image_uri). Il s’applique à toute
plate-forme CaaS (Containers as a Service).
142 Résultats
notamment, par ce couplage, une spécification autonome (A-SCDFM) qui rend possible
le déploiement automatiquement quelle que soit l’infrastructure CaaS. Il s’agit d’un
moyen efficace pour favoriser le nomadisme des chaînes de traitements.
5.3 Résumé
Les deux cas d’utilisation exposés, PrimerFinder et Orthocis, nous ont permis de
confirmer un ensemble de suppositions à la base de nos propositions méthodologiques.
Dans un premier temps nous avons pu montrer qu’un moteur de workflows orienté
service basé sur le modèle de calcul UDFAS était adapté à l’analyse de données intensive
dans des contextes à la fois de conception et de mise en production. Ainsi nous avons pu
établir que notre moteur pouvait traiter de grands jeux de données de façon efficace. Par
ailleurs, l’expressivité du langage DataFlow s’est révélée suffisante pour la mise en œuvre
des outils PrimerFinder et Orthocis. Néanmoins d’autres cas plus complexes, faisant par
exemple un usage important des conditions et des acteurs composites seraient nécessaires
pour une meilleure évaluation. L’intérêt de notre démarche de conception a également
été illustrée dans un contexte de prototypage rapide d’applications bioinformatiques.
Ainsi, la capture des spécifications à partir de lignes de commande est simple et appro-
priée aux pratiques existantes. Nous avons aussi montré, que la prise en charge d’une
grande partie des aspects techniques de la conception par WfMS intégratif permet au
concepteur de chaînes de traitements de gagner en autonomie. En outre, PrimerFinder
a tout particulièrement mis en évidence que l’intégration semi-automatique du parallé-
lisme gros grain présente un intérêt direct pour le concepteur de workflows intensifs. En
effet la conversion d’un prototype en version intensive peut être extrêmement rapide et
simplifiée avec notre WfMS dans la mesure ou les types de données exploitées et leur
DFF sont présents dans l’environnement.
Dans un deuxième temps, Orthocis nous a permis d’expérimenter le couplage entre
modèle de workflow et méta-modèle des composants et des plates-formes afin de facili-
ter le déploiement sur différents types d’infrastructures de calcul (clusters, PaaS, CaaS).
Dans le cas du CaaS, ce lien entre modèles se traduit par l’association entre répertoire de
modèles de workflow et répertoire d’images de containers. La spécification de workflows
A-SCDFM est une extension de SCDFM qui capture ces relations. En se basant unique-
ment sur cette spécification, nous avons montré que l’on peut automatiser le déploiement
de l’ensemble des dépendances référencées par les acteurs d’un DataFlow. Nous pouvons
ainsi cibler indifféremment toutes infrastructures CaaS. D’une part, la mise en œuvre
réussie de cette spécification de workflows autonome constitue un résultat important
permettant d’augmenter l’autonomie du concepteur pour le déploiement. Finalement,
nous pouvons envisager l’usage de A-SCDFM pour faciliter l’élaboration de répertoires
communautaires de modèles de workflow intrinsèquement déployables, dans lesquels les




Dans cette étude, nous nous sommes intéressés à l’adaptation des WfMS scientifiques
à la conception, à l’exécution et à la diffusion des chaînes de traitements d’analyse
intensive de données. Nous passerons en revue et commenterons nos contributions dans
les paragraphes suivants.
6.1.1 Un moteur de workflows performant
En premier lieu, nous avons défini un langage graphique DataFlow, minimal et ex-
pressif, adapté à la conception rapide. Le workflow capturé de cette manière peut ensuite
être exécuté avec un moteur basé sur un nouveau modèle de calcul, nommé UDFAS (URI
based DataFlow for Asynchronous Services).
De par son formalisme associant modèle DataFlow et automates finis, UDFAS se
rapproche de certains modèles de calcul DataFlow dynamiques (cf. section 1.3.1) utilisés
dans le traitement du signal ou des données multimédias [39] mais il est adapté aux
architectures orientées service des WfMS.
A la différence des moteurs actuels (cf. section 2.7.2), notre moteur exploite efficace-
ment l’ensemble des niveaux de parallélisme que l’on peut extraire de façon générique des
chaînes de traitements en bioinformatique. Le formalisme DataFlow simplifie l’expres-
sion du parallélisme de tâches. L’exploitation du parallélisme de données gros grain est,
quant à elle, facilitée par l’usage de jetons de données abstraits (DataSet URI ou DSURI)
représentant des collections de données, suivant un patron fonctionnel. Le moteur de
workflows est ainsi doté de capacités habituellement trouvées dans les environnements
DISCS (Data-Intensive Scalable Computing Systems) .
Nos tests montrent de bonnes performances pour le traitement de grands jeux de
données et cela, pour un temps de conception de workflows attendu particulièrement
court. Notre moteur permet donc d’exécuter des chaînes de traitements d’analyse in-
tensive de données aussi rapidement qu’en implémentant manuellement les patrons de
parallélisme, ce qui nécessite bien plus d’expertise technique.
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6.1.2 Une méthode de conception rapide
En deuxième lieu, l’approche de la conception des workflows scientifiques orientée
modèle que nous avons élaborée constitue un apport important de cette étude.
Nous la mettons en œuvre pour extraire de façon simplifiée le parallélisme de données
gros grain. Pour cela, nous avons exploité l’ontologie EDAM (EMBRACE Data and
Methods) qui décrit les formats de données exploités en bioinformatique. Après avoir
typé les données, l’utilisateur est guidé et peut définir une séquence de méthodes DFF
associée à chaque entrée ou sortie d’un acteur. Ensuite, le graphe DataFlow est réécrit
et de nouveaux acteurs sont injectés. Ceux-ci encapsulent les implémentations des DFF,
mises à disposition par l’environnement logiciel. Cette méthode guidée d’extraction du
parallélisme de données rend ainsi possible la production de patrons de conception Split-
Map-Merge, similaires à ceux de MapReduce [11].
On peut, de ce fait, obtenir une spécification DataFlow capable d’exprimer, en plus
du parallélisme de tâches, le parallélisme de données. C’est cette combinaison qui, dans
de nombreux cas, rend possible la génération rapide d’un parallélisme massif approprié
aux clusters de calcul. En conséquence, l’usage de cette approche dans un WfMS induit
une diminution conjointe des temps de conception et des temps d’exécution. Il s’agit donc
d’une solution efficace pour la création simplifiée des chaînes de traitements d’analyse
intensive de données. A la différence des WfMS actuels orientés calcul intensif [63, 68], le
parallélisme de données est ici contrôlable finement et de façon générique par le concep-
teur de workflows (cf. section 4.3.2) et peut être étendu simplement à tout format de
données (cf. section 3.3.1).
Nous noterons que notre emploi d’EDAM s’inscrit dans une démarche générale d’in-
tégration des ontologies de domaine dans un processus de conception orienté modèle
(cf. section 1.5.2), comme celle qui est proposée par Aßman [52]. D’autre part, même si
l’usage de la transformation de modèles pour la génération automatique de code parallèle
est documenté [121], nous ne sommes pas au courant d’études préalables utilisant cette
méthode pour la génération du parallélisme de données appliquée aux workflows.
6.1.3 L’automatisation du déploiement
Nous utilisons également l’approche orientée modèle pour introduire la représentation
des plates-formes et des dépendances logicielles dans les workflows. Nous avons ainsi ex-
posé comment, à partir d’un unique modèle de workflow nommé SCDFM (Semi-Concrete
DataFlow Model), il est possible de générer différentes implémentations adaptées spéci-
fiquement à certains environnements.
Pour cela, les caractéristiques des plates-formes d’exécution, préalablement capturées
dans le méta-modèle des composants et des plates-formes (CPMM) sont injectées lors
de la réécriture du DataFlow pour produire un PSM (Platform Specific Model). La
modélisation fine des plates-formes d’exécution pour la génération d’implémentations
est déjà étudiée [57] (cf. section 1.5.2). Nous l’avons adaptée aux contextes d’exécution
des chaînes de traitements d’analyse intensive de données (clusters, PaaS).
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Par ailleurs, nous avons approfondi l’étude de l’exploitation du mode de cloud compu-
ting Containers as a Service (CaaS) pour le déploiement des workflows. Les composants
diffusés dans le répertoire de Galaxy utilisent ponctuellement des containers mais aucun
formalisme adapté n’est pour l’instant proposé (cf. section 2.6.2). Nous avons donc éla-
boré pour le CaaS une spécification de workflows originale, nommée A-SCDFM (Autono-
mous Semi-Concrete DataFlow Model), qui référence un environnement portable pour
chaque composant. De cette façon, on peut garantir un déploiement automatique sur
toute plate-forme compatible sans que les outils métiers y soient initialement déployés.
Il s’agit d’un des apports essentiels de cette étude puisque on peut ainsi notablement
simplifier le déploiement des workflows. On obtient de cette façon des spécifications di-
rectement interprétables et réutilisables. La diffusion et l’échange des workflows sont
ainsi grandement simplifiés. Les spécifications A-SCDFM peuvent être agrégées dans un
répertoire de workflows associé à un répertoire de containers comme BioShadock (cf.
section 4.4.3), qui inclut les dépendances logicielles.
Cette proposition contribue largement à lever le verrou technique de la réutilisation
des workflows. Son adoption accélérerait la diffusion et la mise à disposition des analyses
de données in silico. Elle est adaptée à des domaines comme la bioinformatique où l’on
pratique largement le développement communautaire.
6.1.4 Un nouveau WfMS intégratif
Enfin les artefacts issus de nos propositions ont été implémentés et regroupés pour
produire un nouveau WfMS orienté conception. Nous l’avons qualifié d’intégratif car il
exploite une partie de la connaissance du domaine d’application par l’usage de méta-
modèles. Par rapport aux outils existants [62, 63, 82], cet environnement logiciel simplifie
grandement la création rapide d’acteurs à partir de lignes de commande (cf. section 2.3.1)
et leur orchestration. Il est capable, à partir d’une même spécification, de produire diffé-
rents types d’implémentations et modes de mise à disposition. Ainsi de multiples usages
pour plusieurs publics sont conciliables. De ce fait, nous pensons que ce nouveau type de
WfMS, conçu à la fois pour les producteurs et les consommateurs de services, contribue
à favoriser une conception plus efficace des workflows d’analyse de données, notamment
intensive, tout en garantissant leur capacité à être diffusés et utilisés simplement. D’autre
part, il est le seul WfMS à notre connaissance à proposer l’intégration guidée de l’ex-
traction du parallélisme de données pour le traitement des grandes masses de données.
6.2 Perspectives
Nous proposons ici des pistes d’amélioration des résultats de nos travaux sur les
WfMS et évaluons leurs perspectives d’application.
Tout d’abord, la recherche de la production d’implémentations de workflows perfor-
mantes est une des préoccupations qui ont motivé ce travail. Pour cela, nous avons conçu
un modèle de calcul capable d’exploiter efficacement les niveaux de parallélisme les plus
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communément extractibles. Cependant, nous n’avons pas abordé le contrôle de l’usage
du parallélisme interne aux composants. En effet, en bioinformatique, la nature hétéro-
gène des composants, souvent conçus par de multiples intervenants est un obstacle à la
généralisation de cette approche. Celle-ci nécessiterait, soit la mobilisation des concep-
teurs, soit un laborieux travail de modifications des codes a posteriori. Néanmoins, dans
de futurs travaux, nous pourrions nous pencher sur ce problème et, par exemple, évaluer
comment normaliser l’usage par les composants de librairies de gestion du parallélisme
comme MPI [135] pour pouvoir contrôler leur paramétrage par un mécanisme générique
du moteur de workflows.
Par ailleurs, la rapidité de l’exécution de notre modèle UDFAS peut probablement
encore être améliorée. En effet, des pistes d’optimisation existent. Nous pensons en parti-
culier à l’intégration de la technique de fusion des nœuds de Bic [48] (cf. section 1.3.3.2).
L’intégration dans notre moteur de workflows d’une telle méthode de génération des
jobs basée sur la décomposition du DataFlow en sous-graphes permettrait probablement
d’obtenir un gain de performance. Celui-ci serait maximum pour des workflows essentiel-
lement composés de séquences linéaires d’exécutions, fortement représentés en bioinfor-
matique. Cette méthode, intégrée comme un raffinement d’UDFAS, pourrait contribuer
à limiter le coût de l’architecture SOA et de l’ordonnancement (cf. section 5.1).
De plus, l’apport de cette optimisation devrait également être étudié dans différents
contextes d’exécution:
— Dans le cas d’un cluster partagé entre de nombreux utilisateurs, les instances de
workflows qui produisent de nombreux jobs, parce qu’elles sont composées de nom-
breux acteurs, peuvent provoquer une perte de priorité de l’utilisateur. Dans ce cas,
la fusion de plusieurs étapes du DataFlow dans une même tâche est efficace.
— Dans le cas d’un déploiement sur une infrastructure de cloud computing com-
merciale, le modèle est différent. En effet, dans ce cas, la quantité de ressources
allouables n’est pas limitante. Cependant un équilibre doit être trouvé entre le
coût de l’infrastructure mise à disposition, la performance recherchée et la perfor-
mance potentielle dépendante du parallélisme intrinsèque à l’application [136]. Ces
deux contextes d’exécution différents illustrent l’intérêt d’étudier comment générer
différentiellement le parallélisme exprimable dans le DataFlow.
D’autre part, nous pouvons poursuivre l’élaboration du langage DataFlow sur lequel
nous avons travaillé. Son expressivité est suffisante pour de multiples cas d’utilisation.
Néanmoins des améliorations peuvent encore être apportées:
— Tout d’abord, nous gérons les conditions par une méthode de passage des va-
leurs null (cf. section 3.2.1) mais il existe depuis longtemps de nombreuses re-
présentations graphiques des conditions facilement intelligibles, comme celle des
diagrammes flowcharts [137]. Ainsi, l’introduction de représentations graphiques
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correspondant à des structures syntaxiques familières comme le if-then-else de na-
ture impérative, pourrait être étudiée. En effet, ces représentations ne sont pas
contradictoires avec le maintien du mécanisme actuel.
— En outre, nous n’utilisons actuellement que le passage par référence pour intégrer
dans un workflow maître des acteurs composites représentant des sous-workflows
(cf. section 3.2.1). Nous pourrions définir différents modes d’intégration de ces
composants dans le DataFlow. Ainsi, le choix entre intégration par copie ou par
référence serait laissé à l’utilisateur. L’usage de références a l’avantage de faciliter
la gestion des composants et notamment les mises à jour. L’intégration par copie
offre, quant à elle, la possibilité de personnaliser l’acteur composite dans chaque
workflow maître. Peut être qu’un mécanisme de spécialisation basé sur l’héritage et
associé à un système de versioning pourrait combiner l’intérêt des deux méthodes.
— Un autre point d’amélioration potentiel est la gestion des constantes. En effet, ac-
tuellement, lorsqu’il est nécessaire de paramétrer plusieurs acteurs d’un workflow
avec la même valeur constante, le mécanisme des ports que nous avons mis en
œuvre peut rendre inutilement complexe la vue du DataFlow. Cela limite la com-
préhension du traitement. Une solution envisageable est utilisée dans Taverna [64].
Il s’agit du simple masquage des ports indésirables. L’implémentation du modèle
de calcul ne change pas et seule la vue est altérée. Une autre solution possible pour
l’implémentation de constante pourrait consister en l’ajout d’un tableau associa-
tif clefs-valeurs correspondant à l’ensemble des constantes disponibles pour tous
les acteurs d’une instance d’un workflow. Nous notons que la notion de constante
est implémentée dans certains langages d’orientation fonctionnelle, les langages
fonctionnels imperatifs comme LISP, dans lesquels il est permis d’effectuer des af-
fectations et que la théorie du lambda calcul n’exclut pas l’utilisation de constante
[138]. Nous pourrions ainsi introduire cette notion sans altérer les propriétés for-
melles de notre langage afin de garantir la possibilité de valider, analyser, voire de
réécrire nos modèles (cf. section 6.1.1).
Nous avons également montré dans cette étude l’intérêt d’une approche orientée mo-
dèle dans la conception de workflows.
D’une part, c’est par la transformation de notre modèle de workflow UDFAS, consi-
déré comme un PIM (Platform Independant Model), que l’on peut produire des implé-
mentations de workflows PSM (Platform Specific Model), chacune dédiée à une plate-
forme d’exécution particulière. Pour l’instant, nous avons ciblé des machines isolées ou
des clusters de calcul avec différents ordonnanceurs. Cependant, nous aimerions investi-
guer comment formaliser le mécanisme de transformation du PIM pour qu’il puisse pro-
duire des PSM dédiés à des environnements d’analyse de type DISCS (Data-Intensive
Scalable Computing Systems) comme Hadoop [11] ou Spark [17]. En effet les DISC
présentent des caractéristiques interessantes pour le traitement des grandes masses de
données. Plus précisément, nous pensons à la production de PSM par injection de mé-
thodes inhérentes à ces environnements et assimilables à des DFF. Ainsi, pour certains
types de données NGS, des librairies incluant ces méthodes sont déjà disponibles pour
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Hadoop [139, 12, 140] et pour Spark [18]. Néanmoins, pour chaque type d’environnement
d’exécution visé, la structuration d’un corpus de méthode DFF plus large est souhai-
table. Des efforts doivent encore être réalisés pour que notre approche d’intégration du
parallélisme de données dans les workflows puisse être généralisable et couvrir l’ensemble
du domaine d’application.
D’autre part, l’usage de l’approche orientée modèle présente des potentialités non en-
core explorées pour la production d’implémentations performantes. Ainsi, l’automatisa-
tion totale de la génération du parallélisme en fonction du contexte d’exécution constitue
une perspective particulièrement intéressante. Pour cela, une solution consisterait à re-
présenter les propriétés liées aux capacités des plates-formes d’exécution (CPU, RAM,
nombre de cœurs...) et des besoins en ressources des outils constitutifs des acteurs. Pour
un outil donné, on pourrait par exemple prendre en compte la relation entre quantité de
données d’entrée, RAM, CPU et espace de stockage utilisé, même si nous remarquons
que cette relation n’est prévisible que dans certains cas. Le Méta-Modèle des Composants
et des Plates-formes (CPMM) (cf. figure 3.13) que nous avons proposé serait alors enrichi
avec ces informations. Le système mettrait ensuite à profit le CPMM pour paramétrer
automatiquement les méthodes Split DFF (nombre de chucks de données...) et le nombre
de nœuds ou cœurs maximums exploités pour le parallélisme de tâches par le moteur
de workflows. En conséquence, gràce à cette possibilité d’automatisation, il deviendrait
envisageable d’exploiter dans un DataFlow le parallélisme de données gros grain de façon
implicite, au même titre que le parallélisme de tâches. Il en découlerait un gain notable
dans la facilité de conception des analyses de données massives à haut-débit.
D’autres possibilités sont également offertes par cet enrichissement du modèle CPMM:
— Ce méta-modèle pourrait être utilisé pour définir finement les caractéristiques de
l’environnement d’exécution qui sont nécessaires et suffisantes pour le bon dérou-
lement d’un workflow particulier. On pourrait ainsi déterminer automatiquement
l’attribution des ressources sur un cluster particulier. Dans le cadre du cloud com-
puting, cette approche pourrait faciliter la génération d’environnements d’exécution
dimensionnés de façon optimale et donc avec un coût d’exploitation réduit.
— Comme nous l’avons vu, l’approche orientée modèle, nous a aussi permis d’expéri-
menter des fonctionnalités de génération de code (cf. section 5.1) à partir d’un
modèle SCDFM. On peut de cette manière produire des scripts portables, exé-
cutables indépendamment de l’environnement du WfMS. Ainsi, le concepteur de
workflows ne serait plus prisonnier d’une unique solution logicielle. Il pourrait s’af-
franchir de l’environnement du WfMS et garder la possibilité de manipuler une
implémentation sous forme de code. On peut supposer que l’intégration de la gé-
nération de code dans les WfMS favoriserait l’acceptation de l’approche workflow
auprès d’une audience technique. En effet, la possibilité de "roll-back" vers un en-
vironnement classique faciliterait l’adhésion des scientifiques et des développeurs
chargés de l’implémentation des méthodes d’analyse. Les concepteurs de compo-
sants pourraient ainsi passer de la ligne de commande aux modèles de workflow et
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réciproquement. Pour cela, il pourrait être nécessaire d’intégrer dans l’environne-
ment de conception des mécanismes de transformation bi-directionnelle [141].
Une des applications principales de nos travaux concernent la mise en place de réper-
toires communautaires de workflows facilement échangeables.
Il est probable que plus la couverture fonctionnelle d’un répertoire de workflows
partagés est importante plus le nombre de contributions potentielles est élevé. A partir
d’une certaine couverture, un mécanisme de cercle vertueux communément appelé eﬀet
réseau doit pouvoir s’enclencher. Ce mécanisme est évoqué par Goble concernant le
répertoire myExperiment [5] et a déjà été étudié dans le cas des plates-formes PaaS par
Scholten [142]. Cet auteur cite l’exemple de la plate-forme Salesforce [143] qui facilite le
passage des intervenants du rôle de client, consommateur de service, à celui de producteur
de service. De la même manière, si l’environnement du WfMS, offre à chaque intervenant
la possibilité de contribuer lui-même à la capture des workflows ou des composants,
celui-ci peut passer progressivement du rôle de consommateur à celui de producteur de
services. Il peut alors participer à l’extension de la couverture fonctionnelle du répertoire
qui bénéficie ainsi d’un effet réseau accru. De ce fait, un WfMS orienté à la fois conception
et exécution et qui cherche à fédérer l’audience technique et les utilisateurs finaux est
probablement un outil de choix pour faciliter l’édification d’un répertoire communautaire
de workflows.
En outre, nous avons introduit dans les représentations SCDFM et A-SCDFM des
caractéristiques de généricité, d’aptitude à la transformation, d’adaptation à de mul-
tiples plates-formes d’exécution et de simplification du déploiement pour cela. Gràce
à ces propriétés, ces spécifications sont particulièrement favorables à la capitalisation
communautaire de la connaissance des processus d’un domaine applicatif. L’élaboration
d’un répertoire de workflows réellement ré-exploitables est de ce fait facilitée. La spéci-
fication A-SCDFM favorise tout particulièrement l’ubiquité des chaînes de traitements.
Elle inclut la représentation des dépendances et garantit de cette façon la diffusion de
processus d’analyse in silico directement ré-instanciables.
Les perspectives de son exploitation sont multiples:
— Tout d’abord, un répertoire communautaire de workflows basé sur ce type de spé-
cification favoriserait la capacité à échanger et à reproduire les analyses de don-
nées d’autant plus que le modèle de workflow peut s’accompagner des données
(entrées types et résultats attendus). Cette association entre modèle de workflow
déployable et références de données pourrait déboucher sur la création de bench-
marks actualisés et automatisés. Le besoin existe en bioinformatique, comme le
montre l’existence d’initiatives d’évaluation de différents types de méthodes de
traitement de données NGS. Elles concernent aujourd’hui les logiciels d’assem-
blage [144] mais également l’analyse méta-génomique [145]. A chaque fois qu’un
nouvel outil est intégré au benchmark, toutes les applications à comparer, dispo-
nibles dans des containers, sont exécutées simplement, sur le même jeu de données
d’entrée. Les auteurs n’utilisent pas pour l’instant de WfMS et se contentent de
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définir un protocole uniforme d’encapsulation et d’appel des logiciels. Cette procé-
dure est appliquée par les équipes de développement des différents outils à évaluer.
L’intégration des outils dans un répertoire de containers comme BioShadock puis
une formalisation du benchmark suivant un modèle de type A-SCDFM simpli-
fierait probablement la mise en œuvre. Finalement le benchmark pourrait être
directement produit à partir d’un répertoire de workflows.
— Par ailleurs, nous pourrions proposer l’intégration de certaines caractéristiques
du modèle A-SCDFM (DSURI, typologie DFF/UDF, URI de container) dans des
spécifications génériques et à vocation de standard comme celles issues du récent
groupe de travail Common Workﬂow Language [146]. L’adoption de futures spécifi-
cations ouvertes inspirées de A-SCDFM par les contributeurs de répertoire comme
le Toolshed de Galaxy [114], pourrait constituer un pas décisif permettant l’in-
teropérabilité des WfMS et la généralisation de l’usage de l’approche workflow en
bioinformatique, mais aussi, à terme, dans d’autres disciplines scientifiques.
La diffusion de l’usage de ce type de formalisme dans la communauté disciplinaire
permettrait de capturer plus largement les processus métiers et de gérer plus efficace-
ment cette connaissance mise en commun. Par la suite, nous pourrions également mieux
tirer parti des outils d’analyse sémantique, orientés aide à la composition [147, 120] ou
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To be easily constructed, shared and maintained, complex
in silico bioinformatics analysis are structured as workflows.
Furthermore, the growth of computational power and stor-
age demand from this domain, requires workflows to be ef-
ficiently executed. However, workflow performances usually
rely on the ability of the designer to extract potential paral-
lelism. But atomic bioinformatics tasks do not often exhibit
direct parallelism which may appears later in the workflow
design process.
In this paper, we propose a Model-Driven Architecture ap-
proach for capturing the complete design process of bioinfor-
matics workflows. More precisely, two workflow models are
specified: the first one, called design model, graphically cap-
tures a low throughput prototype. The second one, called
execution model, specifies multiple levels of coarse grained
parallelism. The execution model is automatically gener-
ated from the design model using annotation derived from
the EDAM ontology. These annotations describe the data
types connecting differents elementary tasks. The execution
model can then be interpreted by a workflow engine and
executed on hardware having intensive computation facility.
Categories and Subject Descriptors
J.3 [LIFE AND MEDICAL SCIENCES]: Biology and
genetics; D.2.2 [Design Tools and Techniques]: Flow
charts; D.1.3 [Concurrent Programming]: Parallel pro-
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1. INTRODUCTION
Bioinformatics applications challenge today’s computation
resources by raising the amount of data to process and com-
putation requirement to a new level. As an illustration,
many algorithms used for Next Generation Sequencing (NGS)
data processing, like genome assembly or polymorphism dis-
covery, are computationally intensive and have to deal with
a huge amount of data.
The common answer to such challenge is to use large stor-
age facilities associated with classical computer clusters that
combine the processing power of multiples machines. A job
scheduler is then in charge of dispatching the processing de-
mand onto the available processing resources. Such architec-
ture takes advantage of coarse grain parallelism to speed-up
computation. This parallelism can either be used by run-
ning multiple applications in parallel or by designing the
application in such way that it can be divided into smaller
grain tasks. Even if more and more tools like mpiBlast [5]
use distributed computational resources like cluster-nodes
or CPU-cores, the data parallelism pattern often need to be
manually coded. For this purpose, APIs that eases the im-
plementation of coarse grain data parallelism patterns have
been developped [4].
Bioinformatics analysis usually consists in writing a script
calling heterogeneous specialized softwares provided by the
research community. Such “pipelines” are usually described
as a sequence of operations represented as a dataflow. In
that case, applications are modeled as a network of opera-
tions connected through their data dependencies. Such rep-
resentations exploit the available parallelism by analyzing
data dependencies between operations.
Workflow management systems (WMS) used in bioinfor-
matics were often limited to educational or low throughput
usage. With the development of middlewares designed to
integrate the power of intensive computation infrastructure
in client softwares, the orchestration of bioinformatics ser-
vices deployed on a computation intensive production en-
vironment became realistic [15]. Among these middlewares,
the DRMAA API [2] standardizes the access to job shedulers
and the Opal toolkit [11] wraps command lines and manages
job posting through web services. Thus, nowadays, WMS
that enable cluster or cloud job submissions have emerged
as an interesting solution to face the high throughput se-
quencing challenge.
Taverna [18] is a service oriented graphical workflow au-
thoring and execution tool, able to orchestrate remote web
services or local components. Associated with appropriate
OPAL or PBS middleware clients embedded in actors, Tav-
erna, but also Kepler [17], can be run on clusters. But many
actors must be laboriously defined by the designer for a sin-
gle intensive computation job execution (upload , submis-
sion, wait, get result, download). The resulting graph rep-
resentation contains many technical actor nodes that do not
clearly display the main analysis steps.
In contrast, Galaxy [8] has been successfully adopted by
the scientific community as a bioinformatics production en-
vironment. Galaxy can integrate intensive computation tools
and support a large collection of predefined bioinformatics
components. It is used more as a tools repository where each
task is independently manually launched than for its orches-
tration capabilities. Galaxy has proved to be a solution for
workflow prototyping using, for example, a conversion of the
user activities as a “pipeline”. Galaxy workflow module, like
many dataflow based scientific WMS, proposes to ease the
workflow specifications through a graph editing GUI and can
schedule and run workflows, addressing clusters through job
scheduler.
All these tools authorize the creation of atomic tasks, that
internally manage parallelism. Thus, when available, coarse
grain data parallelism is based on the implementation of
each components. But these environments do not propose a
way to integrate coarse grain data parallelism without hard
coding or complex manipulations. They do not offer a gen-
eral mechanism for data parallelism extraction.
In contrast, some generic grid computing oriented environ-
ments like P-GRADE [7] offer a unified access to multiple
complementary middlewares, each one dedicted to a level of
parallelism extraction. The configuration of these tools is
user-defined. Building highly intensive bioinformatics work-
flow still relies on the technical ability of the designer to take
advantage of the available data parallelism.
The purpose of this work is to greatly simplify the design
process of bioinformatics workflows. Integrating a general
mechanism of data parallelism extraction from a captured
workflow prototype remains challenging. The goal is to hide
to the designers (bioanalyst people) time consumming and
error prone tasks dedicated to technical aspect of parallel
implementation. This seamless parallelism integration could
not only speed up the treatments but also facilitate the de-
sign process and disseminate the usage of parallel workflows.
To achieve this objective, we propose an approach based
on a Model-Driven Architecture allowing the designer to eas-
ily capture bioinformatics workflows using a high level model


























Figure 1: Overview of the workflow design and par-
allel execution steps
Figure 1 illustrates the approach: the user first specifies a
workflow using a graphical interface. He connects bioinfor-
matics tools as a dataflow graph. The user is asked to inte-
grate annotations for specifying data types flowing between
nodes (bioinformatics tasks) of the graph. From this graph,
and using a model transformation, an execution graph is
generated from which parallelism can be automatically ex-
tracted.
The rest of the paper is organized as follows: section 2
and 3 respectively present the workflow design model and
the way the model is transformed. Section 4 describes the
execution model. Section 5 discusses the integration of this
Model-Driven approach in a new WMS dedicated to bioin-
formatics intensive data treatment and gives directions for
future works.
Figure 2: We use a data format hierarchy derived
from EDAM ontology. Split and merge methods are
implemented for each relevant data format.
2. THE DESIGN MODEL
To initiate the design process, we defined a“design model”
that eases the capture of a worfklow, omitting technical tasks
such as paralellization.
The workflow design model is a simple dataflow graph
where processes are the nodes and the data dependencies
the edges of a direct acyclic graph (DAG). Each node in the
DAG is named actor. We use 3 majors classes of actors:
input, execution, output. An execution actor wraps a script
or a command line tool, that, without any additional seman-
tic, will be seen as a black box, called here a user-defined
function (UDF). Each edge represents a data dependency.
An edge links a source actor output port to a target actor
input port and represents a channel of data tokens. Actors
can have multiple input and output ports. The scheduling
aspects are implicit.
2.1 Prototype capture
During the prototype capture, only major processing steps
are represented as UDF actors. Utilitary tools which per-
form operations related to data validation, transformation
and conversion methods and which do not aggregate or gen-
erate additional knowledge are called here Data Format Func-
tion (DFF). DFF actors must be omitted during the proto-
type capture. Pre-existing tools and scripts that fit theses
conditions are embedded within UDF actors following a tem-
plate syntax.
2.2 Annotations
The input and output ports of the UDF actors need to be
partially or fully annotated by the designer using a data for-
mat hierarchy provided by the framework (Figure 2). This
additional semantic defines a strong data typing that enables
the integration of DFF actors.
Predefined DFF actors are proposed to the designer as
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Figure 3: Example of the FASTQ-sanger data for-
mat hierarchy in EDAM (EMBRACE Data And
Methods), an ontology of bioinformatics operations,
types of data and formats.
ports of an actor node. It is similar to a sequence of meth-
ods applied on the edges of the dataflow DAG. The resulting
separation of workflow tasks between UDF and DFF permits
to display a clear workflow “design” view (Figure 4). This
“analysis” or “design”view represents only the input, output
and UDF actors, related to the domain tasks (here mapping,
assembly, snp calling...). DFF actors (validation, conversion
and other utilities) remains masked. This results in a bet-
ter overview and semantic analysis of the workflow. It is
also a way to limit the proliferation of visible technical ac-
tors or data adaptors, sometimes called the “shim problem”
[16]. We obtain a complete semi concrete workflow model
that will subsequently be transformed in a fully executable
model. We have generated the domain-specific data format
hierarchy, derived from the EDAM ontology [9]. EDAM
(EMBRACE Data And Methods) is an ontology of bioin-
formatics operations, types of data and formats (Figure 3).
The vocabulary of terms and relations provided have already
been used to classify tools and also for workflow composition
purpose [13].
3. MODEL TRANSFORMATION
Model transformation is used in Model-Driven Architec-
ture for code generation including automatic parallelisation
[12]. It is commonly used in graphical capture of processes
and has already been applied to workflow formats conversion
[6]. We are not aware of any previous use of this method for
a concrete coarse grain parallelisation of workflows.
Basically our approach depends on the prior definition of a
library of efficient split and merge methods, related to most
common data format types used in the application domain.
To efficiently organise this set of utilities, the format hier-
archy previously introduced is used (Figure 2). This set of
utilities is manually created and associated to related for-
mats within the format hierarchy.
For each format and its variants, a custom set of func-
tions is defined including the implementations of the split
and merge methods, with appropriated parameters. Split
and merge methods are DFF. For an actor port tagged with
a data format, all methods related to the data format and
their predecessors in the hierarchy can then be used to se-
mantically annotate the related edges of the design model



























Figure 4: The definition of UDF and DFF actors
enables the creation of two different dataflow views
dedicated to design (A) or execution and monitoring
(B).
A graph transformation mecanism, based on graph pat-
terns, converts the annotated design model to an execution
model, after checking the constraints. To each model cor-
responds a view, the “design view” (Figure 4-A) and the
“execution view” (Figure 4-B). The “execution view” is a
technical view where all actors are represented. UDF and
DFF actors are all represented as nodes. This view is closer
to the implementation and useful for monitoring execution.
Because all DFF are generated as new actors in the exe-
cution model, the split and merge actors methods become
represented as actors. This means that when input and out-
put port data formats have been specified by user-defined
annotations, a map reduce pattern is consequently applied
using split and merge methods related to each data format
(Figure 2).
Finally, the execution of the resulting model by a dedi-
cated engine corresponds to the execution of a parallelised
implementation of the captured workflow.
4. THE EXECUTION MODEL
The execution model enables the parallelism extraction
and a high level of task scheduling. The execution model
is also a dataflow with input, execution, and output ac-
tors (Figure 5-A), but each actor has 6 different states (un-
defined, initialized, submitted, done, error, finalized) (Fig-
ure 5-B). The states are defined to support asynchronous
remote calls, a required pattern for long running job submis-
sions. At the transition between states, a specific method is
launched. The transition between the state “submitted”and
the state“done”corresponds to the UDF, here a bioinformat-
ics tool. Each edge represents a data dependency. An edge
links an output port of a source actor to an input port of a
target actor and represents a channel of data tokens. Actors
can have multiple input and output ports. Each workflow
input is represented as a list of tokens. Conditional state-
ments like “if else” structures can be represented using the
propagation of a null token.
A dataflow model consumes and emits data tokens [14].
Two data token classes have been defined, a simple string
for short values and a dataset Uniform Resource Identifier
(URI). A dataset URI is an identifier that abstracts a file or a
group of related files, like all files generated by an execution.
This unified data container can seamlessly be used by the
orchestration layer that manipulates abstract data tokens or
by the services called internally by actors for data movement
and the generation of data subsets.
An actor can emit one job output URI per invocation. In
other words, each execution of an actor returns one URI for
one command execution result set. At the scheduler level,
this means that the number of tokens is predictable, allowing
static scheduling and compliance with the Synchronous Data
Flow model (SDF) [14].
input 1 input 2 input 3
execution 1 execution 2
execution 3 execution 4







Figure 5: The execution model corresponds to a
dataflow DAG (A) where execution actors wrap
user-defined functions (UDF). Each actor has differ-
ent states (B) to enable the control of asynchronous
remote calls, directly during the orchestration.
4.1 Parallelism extraction
We focused on coarse grained parallelism. Defining im-
plementation specific parallelism is out of the scope of this
work but existing ones can be wrapped as UDF actors. For
example, MPI or GPU implementation can be called using a
particular job scheduler queue defined by an actor property.
We now explains how the execution model specifically tar-
gets different complementary levels of parallelism using:
(i) iterations (ii) data dependencies (iii) map-reduce
4.1.1 Iterations
All elements of a list of input tokens can be submitted
in parallel. When an actor depends on multiple parameters
(ports), each one linked to a list of input tokens, we can com-
pute all parameter sets corresponding to all independent job
submissions. As an example, it is similar to multiple parallel
workflow instances execution with different parameter sets.
The sequence of all parameter sets U of an actor is ob-
tained by computing a cartesian product of all lists of input
tokens connected to its input ports (Figure 6). In the case
of an UDF actor F1 with two input ports, respectively pop-
ulated with the lists of input tokens R and S , it corresponds
to the generation of all possible pairs formed from the two
lists, U = R× S. The resulting jobs are F1 (U ). Each el-
ement of U is a set of parameters which can be applied to
























Figure 6: Static computation of UDF actors job pa-
rameter sets.
4.1.2 Data dependencies
Parallel executions among workflow actors is obtained by
exploiting the graph topology. Following the dependency
graph, any actor can be fired when all its predecessors have
been fired. Each actor n associated with a set of param-
eters represents a job submission s. The current states of
all job submissions are stored in a synchronized data struc-
ture. Reading the data structure holding the state of each
defined job submission and the states of the related prede-
cessors allows the scheduler to dynamically identify all job
submissions that can be illegible for execution (algorithm 1).
Then jobs can be submitted in parallel to a cluster job sched-
uler, following other implemented constraints, defined by the
sheduling strategy.
Algorithm 1 parallelism extraction obtains from dynamic
scheduling using the data dependencies defined by the DAG
topology.
D ← setWorklowGraph() //workflow DAG
A← getAllJobSubmissions(D)//all job submissions
for each n in D do
if (n is UDFActor ) then
P ← getPredecessors(n) //get all predecessors of n
J ← getJobSubmissions(n) //get reserved job
// submission array
for each s in J do
if (s is not submitted ) then
for each m in P do
t← getLinkedJobSubmission(m, s)
//each submission of n is related to another
//job submission of the predecessor actor m
if (t is finished ) then
A(s)← TRUE //Job is defined as available
// for future launch
for each s in A do
if (A(s) is TRUE ) then
if (externalSchedulingCondition(s) is TRUE ) then
p← new thread()
e← fire(p, s) //execute the job submission in a
//new thread. Its results in multiple parallel
//job executions on the target cluster
4.1.3 Map-Reduce patterns
In many application cases, a simple Map-Reduce pattern
leads to the extraction of a massive coarse grain data paral-
lelism from the workflow prototype. As previously defined,
split and merge methods are Data Format Function (DFF).
Within the execution model, DFF actors do not differ from
UDF actors. It means that after model transformation, ac-
cording to the user-defined annotations, a map reduce pat-
tern is automatically inserted in the dataflow. For example,
the actor node UDF (F1) is replaced by a sub graph :
split→ UDF (F1)→ merge
A split method and a merge method can be applied on the
same UDF actor on different UDF actors. In this last case,
all data chucks are simply grouped using a shared dataset
URI, and, thanks to this abstract data token, transparently
routed in the dataflow graph.
5. CONCLUSION
We have implemented a workflow engine based on our
models. This engine can be integrated in a graphical WMS
dedicated to intensive computation [1]. It generates an exe-
cution model from the design model, previously created with
a web workflow design GUI (Figure 7), and subsequently ex-
ecutes the workflow [3].
Figure 7: Web workflow design GUI. The DAG
corresponds to an intensive bioinformatics workflow
captured using a graphical editor. For execution,
the underlying workflow engine integrates a dedi-
cated middleware, SLICEE (Service Layer for In-
tensive Computation Execution Environment), em-
bedded in actors
In this paper, we have proposed a modeling process of
intensive bioinformatics workflows, closely related to the ac-
tual observed development process. The transformation of
an annotated design model to an execution model enables
the extraction of different levels of coarse grain parallelism
with minimum human intervention. By this way, the conver-
sion of a low throughput prototype to a workflow adapted to
intensive computation can be more easily achieved. It could
also result in a larger dissemation of coarse grain parallelism
usage in bioinformatics treatments, especially within popu-
lar graphical WMS dedicated to non-technical users. In ad-
dition, we have defined a minimal classification of the work-
flow actors in two classes (UDF, DFF) that clearly highlights
what can be automated or must stay user-defined.
However, the effectiveness of our approach depends on the
structuration of a large corpus of utilitary methods related
to bioinformatics types and formats. Major efforts still need
to be made in those directions, especially, to study if the an-
notation process of the design model, actually user-defined,
could be automated. It would also be worth to investigate
how model transformations could be used to seamlessly tar-
get a larger scope of execution environments [10].
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Annexe B
Éléments de théorie des graphes
Nous reprenons ici des notions élémentaires de théorie des graphes abordée tout au
long de notre travail.
Graphe
Un graphe est un ensemble de sommets ou nœuds qui peuvent être reliés par des
arêtes. Les graphes constituent un formalisme précis pour modéliser des entités reliées
par des relations.
Graphe orienté
Un graphe est orienté si les nœuds sont reliés par des liens orientés, nommés arcs.
Multigraphe
Un multigraphe ou pseudographe est un a graphe qui permet que deux sommets
puissent être connectés par plus d’un arc.
Graphe biparti
Un graphe biparti est un graphe dont les nœuds appartiennent à un ensemble U ou
un ensemble V tel que chaque arête ayant une extrémité associée à un nœud de U ait
une extrémité associée à un nœud de V .
Chemin
Dans un graphe, un chemin de longueur k ≥ 0 d’un sommet s à un sommet t est
une séquence (v0, v1, . . . , vk) de sommets telle que v0 = s, vk = t et pour chaque i dans
1 ≤ i ≤ k le graphe contienne un arc (vi−1, vi).
Cycle




Un graphe qui ne contient pas de cycles est appelé graphe acyclique; S’il est orienté,
il est appelé Graphe Orienté Acyclique (ou DAG pour Directed Acyclic Graph).
Complexité Cyclomatique
La complexité cyclomatique ou complexité de McCabe est une métrique indépendante
du langage qui permet de mesurer la complexité d’un composant d’un programme. Elle
mesure le nombre de chemins indépendants dans le composant modélisé sous la forme
d’un graphe.
Composante connexe
Une composante connexe d’un graphe non orienté est le sous-graphe maximal tel que
quels que soient les sommets s et t , il existe toujours un chemin entre s vers t.
Clique
Une clique d’un graphe non orienté est le sous-graphe maximal tel que quels que
soient les sommets s et t , il existe toujours un arc entre s vers t.
Homomorphisme de graphe
un homomorphisme f d’un graphe G = (V 1, E1) vers un graphe H=(V2,E2), noté
f : G→ H, est une fonction, des sommets de G vers les sommets f : V → V ′ de H telle
que l’image de toute arête de G est une arête de H:
{u, v} ∈ E1 implique que {f(u), f(v)} ∈ E2.
L’homomorphisme associe à chaque sommet de H un sommet de G tel que que si u
et v sont deux sommets voisins de H, alors leurs images sont voisines dans G. on peut
dire également que G se projette dans H.
Isomorphisme de graphe
Soit G = (E1, V1) et H = (E2, V2) deux graphes.
Un isomorphisme entre deux graphes G et H est une bijection Φ entre les sommets V1
et V2 qui préserve les arêtes E1:
telle que deux sommets u et v de G sont adjacents dans G seulement et seulement si
Φ(u) and Φ(v) sont adjacents dans H.
(u, v) ∈ V1 ⇐⇒ (Φ(u),Φ(v)) ∈ E2
Transformation de graphes
La transformation de graphes désigne l’application d’une séquence de règles de trans-
formation sur un graphe donné menant à la modification du graphe.
Une transformation de graphe depuis un état initial G à un état final H, noté par
G
p(o)=⇒ H , est donnée par un homomorphisme de graphe o: L ∪ R → G ∪ H, appelé
occurrence, tel que
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— o(L) ⊆ G et o(R) ⊆ H
, c’est-à-dire que le coté gauche de la règle est inclus dans l’état initial G et le coté
droit dans l’état final H, et
— o(L\R) = G\H et o(R\L) = H\G , c’est-à-dire, que la partie de G qui est suppri-
mée correspond aux éléments de L n’appartenant pas à R et, symétriquement, la




Nous décrivons ici des propriétés syntaxiques des langages orientés fonctionnels.
Fonction d’ordre supérieur Un fonction d’ordre supérieur est une fonction qui prend
une ou plusieurs fonctions comme entrée et/ou renvoie une fonction.
Fonctions anonymes Les fonctions anonymes qui sont la base du Lambda-calcul qui
constitue la base théorique de la programmation fonctionnelle. Une fonction anonyme
est constituée de code réutilisable comme une fonction mais sans nom. Les fonctions
anonymes sont passées en argument des fonction d’ordre supérieur pour réaliser un
traitement.
Fermeture les fermetures sont des fonctions qui sont définies au sein du corps d’une
autre fonction et qui partage des variables avec celle-ci. Elles sont utilisées comme pa-
ramètres pour adapter un traitement générique à un contexte particulier.
Listes en compréhension Les listes en compréhension sont des constructions syn-
taxiques qui définissent une nouvelle liste à partir d’un liste existante sur les éléments
de laquelle on applique un filtre.
Elles sont utilisées pour définir par une syntaxe très compacte des sous ensembles
d’éléments.
Pattern Matching Dans le contexte de la programmation fonctionnelle le Pattern
Matching est une technique syntaxique permettant de différencier les traitements en
fonction des propriétés des données ou de leur type.
Variable immuable Une variable est immuable si son état ne peut pas être modifié
après sa création Dans de nombreux langages fonctionnels, les variables sont immuables
161
162 Les langages Fonctionnels: constructions syntaxiques
par défaut. Cela permet notamment l’exécution des fonctions sans effet de bord. Cela
rend possible la parallélisation de données sans verrou. Dans certain cas, le compilateur
peut analyser le code , déterminer les fonctions a priori les plus lentes puis automa-
tiquement définir une exécution parallèle. Cela est beaucoup plus complexe dans un
langage impératif ou chaque fonction peut modifier l’état associé à sa portée extérieure
qui pourrait alors influencer le comportement d’autres fonctions.
Monades Les monades sont des patrons de conception de haut niveau qui permettent
d’encapsuler des traits impératifs pour respecter la contrainte d’absence d’état des lan-
gages purement fonctionnels. Ces traits peuvent être par exemple les effets de bord ou les
exceptions. On peut par exemple utiliser un patron de conception de type monade pour
encapsuler un objet de type prédéfini dans un objet conteneur ayant d’autres attributs
afin de gérer des opérations initialement non permises dans le langage de l’implémenta-
tion.
L’usage des monades présente plusieurs intérêts dont:
— L’analyse simplifiée du comportement d’un programme;
— La possibilité d’optimisations dont la parallélisation.
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Table D.1: Résumé des observations des méthodes de mise en œuvre des chaînes de traitements dans différents laboratoires et plates-formes de services dédiées à l’analyse de données
bioinformatiques
organisation & tutelle activité groupe représentatif discipline




en ligne de commande
LPGP, INRA recherche biologistes, bio-analystes biologie dont génomique U rare
IGEPP, INRA recherche biologistes, bio-analystes biologie dont génomique U rare
Dyliss, INRIA recherche chercheurs, algorithmiciens bioinformatique, réseaux et séquences - oui
Genscale, INRIA recherche chercheurs, algorithmiciens bioinformatique, NGS - oui
Genotoul, INRA service ingénieurs bioinformatique U-M oui
Genouest, INRIA service ingénieurs et développeurs bioinformatique M oui
Sigenae, INRA service ingénieurs et développeurs bioinformatique M oui
Migale, INRA service ingénieurs bioinformatique M oui
Bird, INSERM service ingénieurs bioinformatique M oui
Abyms, CNRS & UPMC service ingénieurs bioinformatique U-M
Annexe E
Notions de parallélisme
instruction unique instructions multiples programme unique programmes multiples
donnée unique SISD MISD
données multiples SIMD MIMD SPMD MPMD
Table E.1: Types de parallélisme matériel d’après la taxonomie de Flynn
architectures paralléles
parallélisme de données parallélisme de fonctions
niveau des instructions niveau des threads niveau des processus










Figure F.2: Schéma de base de données assurant la persistance des jobs (A) et des références de
données (B). Le stockage de ces informations permet notamment le suivi des états des traitements, la
résolution des DSURI et des analyses de provenance.
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Figure F.3: Schéma de base de données représentant le CPMM et ses différents raffinements. Les
entités de la classe Scriptable correspondent aux acteurs déployables.
Figure F.4: Schéma de base de données représentant le méta-modèle partiel du domaine métier, in-
cluant les types de données et les méthodes DFF associées.
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Figure F.7: Classe associée aux données d’entrée lors de la génération d’un ligne de commande par
Velocity. Ses méthodes sont des utilitaires simplifiant le génération de commandes complexes à partir
d’un patron encapsulé dans un acteur d’exécution. Elles intègrent, par exemple, la conversion des jetons
DSURI sous forme de chemins de fichiers, absolus ou relatifs, le formatage des noms de fichiers, l’ex-
traction de préfixes ou d’extensions à partir d’un nom de fichier, la conversion de types de variables,
l’exploitation des méta-données associées aux jetons, la détection des exceptions par filtrage de la sortie
d’erreur. L’utilisation additionnelle de la syntaxe SHELL est possible. En effet, le patron de commande
est interprété par Velocity puis par Bash.
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Figure F.8: Le répertoire BioShaDock
Le répertoire de containers Docker BioShaDock (Bioinformatics Shared Docker Registry). Les images
déposées sont directement accessibles par un mécanisme d’URI.
Annexe G
Le workflow PrimerFinder
V4F : CCAGCA[CG]C[CT]GCGGTAATTCC V4R : T[CT][AG]ATCAAGAACGAAAGT
séquence d'ADN ribosomal 18S
Primer : séquence sens
(séquence universelle)
Primer : séquence anti-sens
(séquence universelle)
Amplicon
Figure G.1: Amplicon d’ADN 18S. L’ADN ribosomique est l’ADN qui code pour l’ARN constituant
des ribosomes (ARNr). Les ribosomes ont pour fonction de traduire les ARN messagers en permettant
l’assemblage des acides aminés en protéines. Chez les eucaryotes, le ribosome est composé de différentes
sous-unités dont les 28S, 18S et 5S. Dans un jeu de séquences d’ADN, la diversité des séquences flan-
quantes de ces amorces permet d’estimer la diversité biologique.
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176 Le workflow PrimerFinder
Figure G.4: Formulaire de soumission de workflows produit par le générateur d’interfaces WYSIWYG
du WfMS.
Annexe H
L’outil SaaS d’analyse Orthocis
A
B
Figure H.1: Vue d’état d’avancement de l’exécution d’une instance d’un workflow WF1 dans l’envi-
ronnement normatif du WfMSA et configuré pour Orthocis B.
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Figure H.3: Les visualisateurs de données embarqués dans le WfMS et leur intégration directe dans
l’interface d’Orthocis par paramétrage d’URL.

































































Figure H.4: Orthocis: schéma de l’architecture basée sur le WfMS. Le WfMS est utilisé en back-end
pour la conception et l’exécution des chaînes de traitements. La soumission des jobs s’effectuent par
des formulaires génériques générés par défaut ou modifiés rapidement par un éditeur WYSIWYG. La
conception d’interfaces dédiées reste possible comme pour le workflow WF1 (cf. figure précédente). Pour
cela, un développeur doit intervenir et exploiter les API du WfMS (HTML/Javascript). Ces deux cas
sont présents dans l’application Orthocis, conçue à partir de l’aggrégation de différents workflows. L’accés
aux données est directement géré par le WfMS. Des composants de visualisation générique utilisés dans
Orthocis ont été directement intégré dans le WfMS (logo, motifs, séquences).
Annexe I





Figure I.1: Le format FASTA
Exemple de séquence d’ADN au format FASTA. La première ligne commence par le symbole > et décrit





Figure I.2: Le format FASTQ
Exemple de données de séquençage au format FASTQ. Ce format contient des chaînes de caractères
correspondants à des fragments courts de séquence d’ADN ou lectures (reads). Une lecture est représentée
par 4 lignes en ASCII, respectivement l’identifiant, la séquence, l’identifiant et la qualité par base. Dans
la séquence, chaque lettre, A, T, C et G pour Adénine, Thymine, Cytosine et Guanine, représente une
paire de bases. chaque paire de bases est associée à un score numérique permettant d’évaluer sa fiabilité
et, par analyse, de déduire la qualité globale ou locale du séquençage. Un fichier fastq peut contenir
plusieurs millions de lectures.
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Glossaire
A-SCDFM: Autonomous Semi-Concrete DataFlow Model
API: Interface de programmation (Application Programming Interface)
CPMM: Components and Platforms Meta-Model
DAG: Direct Acyclique Graph
DBMS: Database Management System , équivalent à SGBD
DISCS: Data-Intensive Scalable Computing Systems
DSURI: DataSet Uniform Resource Identifier
MoC: Model of Computation
PIM: Platform Independent Model
PSM: Platform Specific Model
SCDFM: Semi-Concrete DataFlow Model
SGBD: Système de gestion de base de données, équivalent à DBMS
SOA: Service Oriented Archirecture
UDFAS: URI based DataFlow for Asynchronous Services
URI: Uniform Resource Identifier
WfMS: Workflow Management System
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Concevoir et partager des workflows d’analyse de données. Application aux
traitements intensifs en bioinformatique
Dans le cadre d’une démarche d’Open science, nous nous intéressons aux systèmes de
gestion de workflows (WfMS) scientifiques et à leurs applications pour l’analyse de don-
nées intensive en bioinformatique. Nous partons de l’hypothèse que les WfMS peuvent
évoluer pour devenir des plates-formes pivots capables d’accélérer la mise au point et
la diffusion de méthodes d’analyses innovantes. Elles pourraient capter et fédérer au-
tour d’une thématique disciplinaire non seulement le public actuel des consommateurs
de services mais aussi celui des producteurs de services. Pour cela, nous considérons
que ces environnements doivent à la fois être adaptés aux pratiques des scientifiques
concepteurs de méthodes et fournir un gain de productivité durant la conception et le
traitement. Ces contraintes nous amènent à étudier la capture rapide des workflows, la
simplification de l’intégration des tâches techniques, comme le parallélisme nécessaire au
haut-débit, et la personnalisation du déploiement. Tout d’abord, nous avons défini un
langage graphique DataFlow expressif, adapté à la capture rapide des workflows. Celui-ci
est interprétable par un moteur de workflows basé sur un nouveau modèle de calcul doté
de performances élevées, obtenues par l’exploitation des multiples niveaux de parallé-
lisme. Nous présentons ensuite une approche de conception orientée modèle qui facilite
la génération du parallélisme de données et la production d’implémentations adaptées
à différents contextes d’exécution. Nous décrivons notamment l’intégration d’un méta-
modèle des composants et des plates-formes, employé pour automatiser la configuration
des dépendances des workflows. Enfin, dans le cas du modèle Container as a Service
(CaaS), nous avons élaboré une spécification de workflows intrinsèquement diffusable et
ré-exécutable. L’adoption de ce type de modèle pourrait déboucher sur une accélération
des échanges et de la mise à disposition des chaînes de traitements d’analyse de données.
Abstract
Design and share data analysis workflows. Application to bioinformatics in-
tensive treatments
As part of an Open Science initiative, we are particularly interested in the scientific
Workflow Management Systems (WfMS) and their applications for intensive data ana-
lysis in bioinformatics. We start from the assumption that WfMS can evolve to become
efficient hubs able to speed up the development and the dissemination of innovative
analysis methods. These software platforms could rally and unite not only the current
stakeholders, who are service consumers, but also the service producers, around a disci-
plinary theme. We therefore consider that these environments must be both adapted to
the practices of the scientists who are method designers and also enhanced with increased
productivity during design and treatment. These constraints lead us to study the rapid
capture of workflows, the simplification of technical tasks integration, like parallelisa-
tion and the deployment customization. First, we define an expressive graphic worfklow
language, adapted to the quick capture of workflows. This is interpreted by a workflow
engine based on a new model of computation with high performances obtained by the
use of multiple levels of parallelism. Then, we present a Model-Driven design approach
that facilitates the data parallelism generation and the production of suitable implemen-
tations for different execution contexts. We describe in particular the integration of a
components and platforms meta-model used to automate the configuration of workflows’
dependencies. Finally, in the case of the cloud model Container as a Service (CaaS), we
develop a workflow specification intrinsically re-executable and readily disseminatable.
The adoption of this kind of model could lead to an acceleration of exchanges and a
better availability of data analysis workflows.
