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1. Introduction
La présente contribution s'articule autour de la modélisation et l'analyse des défaillances d'entreprises dans le contexte
marocain, particulièrement au plan des PME de la région du Gharb Chrarda Beni Hssen (province de Kenitra). Le poids de cette
catégorie d'entreprises dans le tissu économique du royaume est considérable et leur contribution au développement économique
et social est non négligeable. Elles constituent une source importante en matière de création d'emploi et de valeur ajoutée dans
l'économie. En ce sens, la défaillance d'entreprises pourrait induire des pertes sérieuses aussi bien directes qu'indirectes.
En effet, ces dernières années ont témoigné d'une progression inquiétante du nombre de défaillances compte tenu de la
conjoncture difﬁcile que traversent les PME marocaines, du ralentissement de la croissance, du resserrement des marges dû à la
concurrence, du manque de ﬁnancement, etc., en plus des dysfonctionnements internes liés à la gestion dans son ensemble. En
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a b s t r a c t
Business failure is unquestionably one of the most important issues in the ﬁeld of business
management. In fact, Small and Medium Enterprises (SMEs) play an important economic
role in many countries, especially in developing countries. In Morocco for example, small
ﬁrms account for over 90% of all Moroccan companies, provide around 50% of employment
and a signiﬁcant share of value added and GDP comes from the SME sector. But despite their
signiﬁcance, most of them are faced with the threat of failure, and there is a limited number
of empirical studies about the business failure in the Moroccan context like many developing
countries. This is why we aim, in this paper, to contribute to a better understanding of the
determinants of corporate failure by using the binomial logistic regression model. Our
purpose is to explain and explicate a methodology that can be applied to explain business
failures by determining their -internal- causes. Our empirical results appear to support the
claim that it is mainly the lack of strategic vision and managerial knowledge and culture
among SME managers that causes such failures.
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2014, le pays a battu son record des défaillances et ﬁgure dans les ratings internationaux parmi les pays où les défaillances sont les
plus importantes (Eulers Hermes, 2014).
D'où l'importance de cette étude dont l'objectif est de déterminer les facteurs explicatifs de telles défaillances. En ce sens, elle
constitue un prolongement des travaux similaires appliqués à d'autres contextes, européen et anglo-saxon, notamment aux PME
belges (Diadjiry Coulibaly, 2004), françaises (Ben Jabeur, 2011 ; Bescos, 1989), britanniques (Keasy & McGuinness, 1990),
canadiennes (Amor, Khoury, et Savor, 2009), etc. Étant donné sa vocation empirique, notre travail se propose d'être, d'une part, une
vériﬁcation des facteurs de défaillances sufﬁsamment appréhendés dans la littérature existante, et, d'autre part, une validation
(empirique) des facteurs de défaillances avérés dans d'autres contextes. Car certains déterminants peuvent s'avérer dans
certaines régions pour certaines catégories d'entreprises, et non dans d'autres, selon des caractéristiques propres à chaque
contexte.
Le choix du contexte marocain s'impose de par le nombre très élevé de défaillances que connaît le pays, ce qui rend une telle
étude urgente. En outre, ce choix tient au caractère spéciﬁque des défaillances au Maroc. En effet, si en théorie, les défaillances
ordinaires sont déclenchées par une procédure de traitement judiciaire à la suite de l'échec des procédures de prévention interne
et/ou du règlement à l'amiable, dans la plupart des cas observés au Maroc, les défaillances ont un caractère « anticipé », c'est-à-
dire, décidées par les dirigeants d'entreprises eux-mêmes sans que leurs créanciers leur réclament leurs droits par voie judiciaire.
En ce sens, les défaillances par anticipation ne sont pas le résultat d'un désaccord avec les créanciers, mais plus simplement le
résultat d'un échec concernant la gestion et la politique de l'entreprise menées et conduites par les dirigeants.
Quant aux apports de ce travail, il permettrait, d'une part, d'enrichir la recherche scientiﬁque compte tenu de son originalité
dans le contexte d'application. À ce titre, il est à rappeler qu'aucune étude n'a été faite sur la modélisation des défaillances
d'entreprises dans le contexte arabo-africain en général, et marocain en particulier. Ainsi, les contributions et les travaux traitant
une problématique pareille, peu nombreux d'ailleurs, se limitent à l'aspect théorique de la question sans pour autant soumettre
celui-ci à une vériﬁcation empirique.
Par ailleurs, ce travail serait d'une grande utilité aux dirigeants d'entreprises souhaitant élaborer des tableaux de bord sur les
faillites d'entreprises à des ﬁns préventives, ou simplement s'informer sur la problématique pour veiller aux symptômes de la
défaillance, estimer le risque de défaillance des partenaires, etc. Donc, nous pouvons afﬁrmer que la modélisation des défaillances
au Maroc est d'un intérêt certain aussi bien sur le plan académique, que professionnel.
Dès lors se pose la problématique à laquelle nous essaierons au cours de cette recherche d'apporter des éléments de réponses :
« Comment pourrait-on expliquer la défaillance des PME dans le contexte marocain ? ». Ainsi, certaines questions secondaires et
constitutives de la problématique s'imposent : quelles sont les approches théoriques explicatives de la défaillance ? Quelles sont
les techniques permettant de modéliser ce phénomène ? Et quels sont les facteurs les plus explicatifs de la défaillance des PME au
Maroc ?
Pour ce faire, nous proposons d'étudier le cas des PME de la région du Gharb Chrarda Beni Hssen (province de Kenitra). Ainsi,
nous proposons de revenir dans un premier temps sur la littérature existante au sujet des défaillances d'entreprises. Dans un
deuxième temps, nous exposerons notre démarche méthodologique, les variables du modèle ainsi que les hypothèses de
recherche. En dernier lieu, nous présenterons les résultats et discuterons de leurs analyses et interprétations.
2. Revue de littérature
La défaillance d'entreprise a connu une multitude de déﬁnitions depuis que les auteurs et les chercheurs se sont intéressés à ce
phénomène, devenu un champ d'investigation à part entière après la crise des années 1930 (Fitzpatrick, 1932). Cette multitude de
déﬁnitions tient essentiellement à la diversité des travaux théoriques et empiriques ayant contribué à l'analyse de la
problématique de défaillance. En effet, on trouve dans ce champ la contribution de différentes disciplines relevant à la fois des
sciences juridiques, économiques et de gestion. En conséquence, la notion de défaillance ne fait pas toujours l'objet d'une
déﬁnition consensuelle entre les auteurs.
Au sens économique par exemple, la défaillance caractérise l'état d'une dégradation de la situation de l'entreprise en termes de
valeur ajoutée négative (Gresse, 1994), en matière de performance (Ooghe & Van Wymeersch, 1986) ou encore en matière de
positionnement face à l'environnement économique (Bescos, 1987). Au sens ﬁnancier, la notion de défaillance est souvent
assimilée à un état de détresse ﬁnancière, c'est-à-dire, l'incapacité d'une entreprise débitrice à honorer ses engagements (Casta &
Zerbib, 1979). De ce point de vue, une entreprise est en défaillance lorsqu'elle n'arrive pas, par le biais de son actif, à honorer son
passif. Toutefois, l'inconvénient majeur de ces deux acceptions réside dans leur caractère large qui ne permet d'établir des
frontières entre les entreprises en défaillance et celles en activité.
C'est la raison pour laquelle nous nous sommes tournés vers l'acception juridique qui déﬁnit soigneusement les termes et qui,
de fait, offre un cadre conceptuel plus adéquat à notre travail. En effet, la défaillance y est associée à la constatation d'une situation
de cessation des paiements. Autrement dit, une entreprise est défaillante du moment qu'elle se soumet à une procédure de
défaillance judiciaire. Cela revient donc à juger de la défaillance d'une entreprise suivant son état juridique et non seulement son
état économique et/ou ﬁnancier.
S'agissant des facteurs de défaillance avancés dans la littérature, nous soulignons qu'il existe, là encore, une multitude
d'approches contribuant chacune à la compréhension et à l'explication des causes de défaillances. On note principalement
l'approche ﬁnancière et comptable qui met davantage l'accent sur des indicateurs ﬁnanciers et comptables tels que la rentabilité
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(Mossman, Bell, Swartz, & Turtle, 1998 ; Tirapat & Nittayagasetwat, 1999), les cash-ﬂows et la solvabilité (Aziz, Emanuel, & Lawson,
1988 ; Gentry, Newblod, & Whiteford, 1985), la liquidité (Jones & Hensher, 2004 ; Lin, 2009 ; Refait, 2004), cités par Ben Jabour (2011),
etc. Leur détérioration au ﬁls du temps pourrait conduire l'entreprise à la faillite.
L'approche managériale et stratégique attribue la défaillance à l'environnement à la fois interne et externe de l'entreprise
(Keasey & Watso, 1987 ; M'Rabet & Tazi, 1991). Les auteurs s'inspirent souvent du modèle des 5 (+1) forces de Porter (1980) pour en
déduire les causes potentielles de défaillance (Guilhot, 2000 ; Ooghe & Waeyaert, 2004) cités par Crutzen et Van Caillie (2007). Ils
mettent aussi en évidence des facteurs tels que : la qualité de gestion, la concurrence, l'âge, l'expérience et l'apprentissage de
l'entreprise (Pompe & Bilderbeek, 2005 ; Thornhill & Amit, 2003), cités par Ben Jabeur (2011) et Crutzen et Van Caillie (2007).
Enﬁn, les causes de défaillance peuvent être d'ordre macroéconomique comme le taux d'intérêt et les conditions de crédit
(Khouﬁ & Feki, 2004), le cycle économique (Altman, 1984), l'inﬂation (Altman, 1984), cités par Ben Jabeur (2011). À cela s'ajoutent
également des facteurs d'ordre politique (instabilité), social (grève, tension), légal, naturel (catastrophes) (Crutzen et Van Caillie,
2007), etc.
Ainsi, et à la lumière de cette revue de la littérature sur la défaillance des entreprises, il importe de souligner que ces facteurs ne
sont pas exhaustifs et que certains peuvent s'avérer dans certaines régions pour certaines catégories d'entreprises, et non dans
d'autres, suivant des caractéristiques propres à chaque contexte.
3. Démarche méthodologique
Notre démarche méthodologique consiste à étudier un échantillon des PME de la région du Gharb Chrarda Beni Hssen (province
de Kenitra). Cet échantillon sera composé de PME en défaillance et d'autres en activité. Seront exclues les jeunes entreprises
puisqu'elles comportent un risque naturel de défaillance. Nous veillerons également à ce que l'échantillon soit le plus
représentatif possible du tissu économique de la région. Ensuite, nous recueillerons les données auprès des cabinets d'expertise
comptable, de commissariat aux comptes et de conseils juridiques. En effet, pour chacune des entreprises observées, nous allons
prendre certains de ses ratios ﬁnanciers, notamment ceux qui constituent les variables explicatives de notre modèle
économétrique. Là encore, seront exclus, à la suite d'un test de colinéarité, les ratios ayant tendance à traduire la même
information pour ne pas réduire la pertinence de nos résultats du fait de la redondance de l'information que ces colinéarités
peuvent présenter. Enﬁn, nous régresserons, dans un modèle de régression logistique binomiale en utilisant le logiciel SPSS 20, la
variable étudiée sur les variables susceptibles de l'expliquer signiﬁcativement. Les résultats obtenus seront analysés à la lumière
de la littérature économique existante.
3.1. Formalisation du modèle
Nous cherchons à expliquer la défaillance de l'entreprise par un ensemble de facteurs susceptibles d'avoir un pouvoir explicatif
statistiquement signiﬁcatif. Pour cela, le modèle pourra s'exprimer ainsi (régression multiple) :
Y ¼ b0 þ b1X1 þ b2X2 þ    þ bpXp þ ei (1)
Toutefois, un tel modèle ne peut pas être envisageable. Il suppose, en fait, l'existence d'une linéarité entre la variable Y (faillite)
et les variables explicatives. Or dans notre cas, la variable Y est dichotomique et, de ce fait, n'a pas un caractère linéaire (elle se
présente sous une courbe et non sous la forme d'une droite de régression).
Pour cette raison, la régression logistique se propose de remédier à cet inconvénient de la régression multiple linéaire. Elle
s'exprime sous la forme de probabilité suivante :
PðYÞ ¼ 1=1 þ exp½ðß0 þ ß1X1 þ ß2X2 þ . . . þ ßzXzÞ (2)
Dans ce cas, la courbe logistique prend la forme d'une courbe en S en fonction des valeurs des paramètres de l'équation.
Toutefois, son inconvénient réside dans son caractère inductif dans lequel la loi (le résultat du modèle) est déduite à partir des
données que l'on possède. Autrement dit, on part du résultat déjà connu pour trouver les coefﬁcients des paramètres b0,. . ., bp qui
colle le mieux aux observations.
Tel serait le cas si, par exemple, dans un modèle simple à un seul prédicteur, nous savions à l'avance que la probabilité de se
trouver en défaillance Y est de 0,6 lorsque le ratio d'endettement, variable X, dépasse 0,8. Dans le cas d'une démarche inductive
illustrée dans l'Eq. (4), il va falloir trouver les coefﬁcients des paramètres b0 et b1 qui font que Y = 0,6 quand X = 0,8. On procède
alors par tâtonnement jusqu'à trouver les valeurs b0 et b1 telles que le résultat Y = 0,6, X = 0,8 est vériﬁé. Or une telle démarche
n'est pas pertinente et ne correspond pas à notre travail a priori déductif.
Pour pallier cette limite, la régression logistique propose une première transformation Y' dite Logit qui consiste à diviser la
probabilité de survenance de Y par son inverse, c'est-à-dire, la probabilité de sa non-survenance. On l'appelle aussi la
transformation de la cote de probabilité ou encore les odds de probabilité que l'on exprime ainsi :
Y0 ¼ ½PðYÞ=1PðYÞ ¼ 1=exp½ðß0 þ ß1X1 þ ß2X2 þ . . . þ ßzXzÞ (3)
Là encore, se pose un autre problème. En effet, Y0 est une probabilité et est donc déﬁnie dans l'intervalle [0 ; 1]. Par contre, les
variables (X1,. . ., Xz) à droite de l'équation varient dans l'intervalle]–l'inﬁni ; +l'inﬁni[, ce qui est incompatible.
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Pour dépasser cette limite, le modèle Logit propose une deuxième transformation Y0 0 dite logarithmique permettant de redéﬁnir
la variable Y dans l'intervalle]–l'inﬁni ; +l'inﬁni[. Ainsi et avec cette transformation logarithmique, les intervalles de déﬁnitions des
deux côtés de l'équation sont désormais compatibles. On aboutit donc à l'équation suivante sous laquelle s'exprimeront les
résultats de cet essai de modélisation appliquée aux défaillances d'entreprises :
Y0 0 ¼ Log½PðYÞ=1PðYÞ ¼ b0 þ b1X1 þ b2X2 þ    þ bzXz (3)
Par rapport à la régression linéaire ordinaire, la régression Logit permet de dépasser l'inconvénient lié à la normalité dans la
régression linéaire. Autrement dit, l'hypothèse de normalité des données n'est pas nécessaire. Par rapport à l'analyse
discriminante utilisée trop souvent dans le cadre des études à des ﬁns de prévision et de prévention, la régression logistique se
propose d'être plus utile à notre recherche à vocation explicative. Mais, l'avantage incontestable de la régression logistique reste le
fait qu'elle est un modèle non-paramétrique qui n'exige pas les conditions de normalité, ou de multinormalité, difﬁcilement
vériﬁables.
3.2. Variables du modèle
Comme nous l'avons avancé plus haut, notre objectif est de déterminer un ou plusieurs facteurs explicatifs de la défaillance. En
s'inspirant des méthodes utilisant les variables ﬁnancières pour classer les entreprises en fonction de leur état de défaillance ou
d'activité aﬁn de prévoir leur état de détresse et de faillite (Altman, 1968 ; Tafﬂer, 1982 ; Boisselier & Dufour, 2003 ; Ben Jabeur, 2009 ;
Mestiri & Hamdi, 2015), nous avons déﬁni comme variable dépendante Y « Faillite ». Rappelons qu'une entreprise est jugée en faillite
(PME dans notre cas) à partir du moment où elle effectue soit un dépôt de son bilan auprès du greffe du Tribunal de commerce dans le
cadre d'une procédure de défaillance judiciaire (art560 CC), soit un dépôt du procès-verbal auprès de la Direction générale des impôts
en vue de sa radiation du Registre du commerce (art1051, Code DOC) pour inclure aussi les cas des défaillances anticipées.
Cette variable sera introduite sur le modèle suivant le codage suivant : elle prend la valeur 0 lorsque l'entreprise observée n'est
pas en faillite (absence de défaillance) et la valeur 1 dans le cas inverse (la défaillance étant présente).
Quant aux variables explicatives, nous avons pris des ratios ﬁnanciers les plus représentatifs de la politique de l'entreprise. Chacune
de ces variables fera l'objet d'une hypothèse à part postulant son pouvoir explicatif de la défaillance. Pour chacune des entreprises
observées, nous allons renseigner sur les valeurs respectives de leurs ratios suivant les formules indiquées dans le Tableau 1.
En effet, nous considérons que ces ratios reﬂètent bien, voire traduisent en grande partie la politique globale de l'entreprise. Ils
reﬂètent, par exemple, la politique de l'entreprise en matière ﬁnancière, de gestion de ses encaissements et décaissements,
d'obtention et d'attribution des délais de remboursement, etc. En outre, ils renseignent également sur la manière dont l'entreprise
ﬁnance ses emplois incluant l'investissement à travers l'acquisition de machines et d'autres actifs immobilisés. La structure
ﬁnancière, quant à elle, est reﬂétée par le levier ﬁnancier renseignant ainsi sur la nature du ﬁnancement et des ressources de
l'entreprise, propres ou externes. Elle se traduit aussi dans le RFR permettant de juger de l'équilibre ﬁnancier de l'entreprise. Les
ratios tels que le ROE et le ROA permettent d'estimer la capacité de création de la rentabilité qui constitue avant tout l'objectif de
tout investissement. Enﬁn, une bonne conduite en matière de politique commerciale peut être exprimée dans les ratios RoS et RC2
dans la mesure où ils traduisent la capacité de l'entreprise à tirer une rentabilité commerciale tout en accordant des délais de
paiement comparativement courts.
3.3. Hypothèses de recherche
Nous cherchons à savoir si les facteurs reﬂétés dans les ratios (R1.. R8) retenus comme variables indépendantes du modèle (X1..
X8) peuvent expliquer la variable (Y) « Faillite » prise comme variable dépendante du modèle. Donc, chaque facteur potentiel fera
l'objet d'une hypothèse à conﬁrmer ou inﬁrmer. D'où les hypothèses suivantes que nous essaierons en fonction des résultats
obtenus :
H1. « Plus le taux de couverture des emplois stable par les fonds permanents (X1) est élevé, moins la probabilité de défaillance est
importante (Y) ».
Tableau 1 – Liste des ratios retenus pour l'étude.
Ratio Déﬁnition Type Formule
R1 Le taux de couverture des actifs ﬁxes par
les fonds permanents
Ratio de ﬁnancement Capitaux permanents/actifs immobilisés
R2 Ratio de liquidité générale Ratio de liquidité Actif circulant/passif circulant
R3 Ratio du levier ﬁnancier Ratio de ﬁnancement Dettes LM Terme/Capitaux propres
R4 Ratio de rentabilité des capitaux investis Ratio de rentabilité Résultat net/capitaux propres
R5 Ratio de rentabilité économique (RoA) Ratio de rentabilité Résultat net/actif total
R6 Ratio de rentabilité commerciale (RoS) Ratio de rentabilité Résultat net/chiffre d'affaires
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R8 Ratio crédit clients en jours Ratio de gestion (Créances clients/CA TTC)  360
En effet, une des causes de défaillance les plus fréquemment citées dans la littérature est l'existence d'une structure ﬁnancière
déséquilibrée qui fait apparaître des besoins en ressources stables pour ﬁnancer les emplois stables de l'entreprise (Crutzen Van
Caillie, 2010 ; Jabeur, 2011). Dans notre cas, nous considérons que le taux de couverture des actifs immobilisés traduit la capacité ou
l'incapacité de l'entreprise à ﬁnancer ses emplois stables.
H2. « Le manque de liquidité sufﬁsante (X2) pour couvrir le cycle d'exploitation est un facteur explicatif de la défaillance de
l'entreprise (Y) ».
Une telle situation résulte souvent d'un déséquilibre persistant entre les ressources et les charges provenant du cycle
d'exploitation. Cette explication est avancée par plusieurs auteurs, nommément Back, Laitinen, Sere, et Wezel (1996),
Charalambous, Charitou, et Kaourou (2000), Gerard, Windey, et Gregoire (1998), Ben Jabeur (2011), Laitinen (1991, 1992), Martinet
(1988) et Newton (1985). Ainsi, nous pouvons apprécier le niveau général de liquidité à travers le ratio de liquidité générale qui
traduit un besoin (supérieur à 1) ou excédent en fonds de roulement (inférieur à 1) de l'entreprise (Cohen, 1997).
H3. « Plus la capacité d'endettement (X3) est faible, plus l'entreprise est susceptible de se trouver en faillite (Y) ».
L'impossibilité pour l'entreprise d'obtenir des fonds externes à cause de la méﬁance de ses prêteurs conduit celle-ci à la
défaillance. C'est ce qu'on trouve dans les travaux de Argenti (1976), Crutzen (2006), Marco (1989a,b), Ooghe et Van Wymeersch
(1986). Cette capacité est largement dépendante de l'autonomie ﬁnancière de l'entreprise, c'est-à-dire, le poids de l'endettement
dans sa structure ﬁnancière. Raison pour laquelle nous considérons que le ratio de levier ﬁnancier peut être d'une pertinence
importante dans la traduction d'une telle capacité (Cohen, 1997).
H4. « Une rentabilité ﬁnancière faible (X4) peut conduire l'entreprise à la défaillance (Y) ».
L'absence de rentabilité ﬁnancière est synonyme de l'absence de proﬁt pour les apporteurs de capitaux. Ces derniers ne
pouvant plus assurer par le succès de l'entreprise leur propre enrichissement peuvent décider de la dissolution de celle-ci. Ce
facteur paraît plus discriminant d'après le travail de Matoussi, Mouelhi, et Salah (2011). Pour apprécier donc le niveau de
rentabilité, nous nous en tiendrons au ratio de rentabilité ﬁnancière (Cohen, 1997).
H5. « Le manque de rentabilité économique (X5) explique la défaillance de l'entreprise (Y) ».
L'absence de rentabilité de l'actif économique est souvent évoquée comme facteur de défaillance. Ainsi, ce facteur paraît plus
signiﬁcatif dans les analyses discriminantes puisque les entreprises saines font état d'une bonne rentabilité (Ben Jabeur, 2011 ;
Matoussi et al., 2011) et ce, contrairement aux entreprises en état de défaillance. Nous considérons alors que le ratio de rentabilité
économique est le mieux placé pour traduire le niveau de cette rentabilité.
H6. « Moins la rentabilité commerciale (X6) est importante, plus la défaillance de l'entreprise (Y) est probable ».
En effet, il existe un ensemble de facteurs d'ordre commercial pouvant expliquer la défaillance de l'entreprise comme la
mauvaise compréhension des besoins et des attentes des clients, l'inadéquation de l'offre, le positionnement inadéquat sur le
marché, la force de vente, etc. ces facteurs donc sont à l'origine d'une mauvaise conduite en matière de politique commerciale et
peuvent expliquer l'absence de rentabilité commerciale et donc la défaillance de l'entreprise (Brilman, 1982 ; Jaminon, 1986 ;
Koenig, 1985 ; Ooghe & Van Wymeersch, 1986 ; Ooghe & Waeyaert, 2004).
H7. « Plus la structure ﬁnancière de l'entreprise est déséquilibrée (X7), plus l'entreprise est exposée au risque de défaillance (Y) ».
L'absence d'équilibre bilantaire ou la non-adéquation entre les ressources et les emplois est aussi évoqué comme facteur
susceptible d'expliquer la défaillance (Ben Jabeur, 2011 ; Crutzen & Van Caillie, 2010). Ainsi, nous considérons que le ratio
d'équilibre ﬁnancier traduit cette situation.
H8. « Plus les délais clients sont élevés, plus l'entreprise s'expose au risque de la défaillance (Y) ».
Il se trouve que certaines entreprises accordent trop de créances dans le souci de satisfaire leur clientèle. Cela se fait bien
évidemment au détriment de leur trésorerie et de leur équilibre ﬁnancier, ce qui fait apparaître des besoins de ﬁnancement d'une
part, et des risques de défaillance liés à la défaillance d'un client (effet domino) d'autre part (Ben Jabeur, 2011). Ainsi, accorder trop
de créances aux clients peut résulter en un faible pouvoir de négociation de l'entreprise qui la met dans une situation de faiblesse
vis-à-vis de ses partenaires (clients). Dans notre modèle, cette hypothèse sera testée à travers le ratio créances clients.
Dans le Tableau 2, nous résumons l'ensemble des hypothèses susmentionnées tout en citant leur fondement dans la littérature
économique.
Ces hypothèses ainsi que les variables présentées peuvent être résumées dans le modèle théorique (Fig. 1).
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4. Analyse et discussion des résultats
4.1. Analyse de l'échantillon d'étude
Notre échantillon d'étude est composé de 62 entreprises réparties comme suit : 31 entreprises en état défaillant et 31
entreprises en bon état et qui continuent leurs activités d'exploitation courantes. Les deux groupes représentent plusieurs
secteurs dont principalement : bâtiments et travaux publics (19 %), alimentation (20 %), services (16 %), pharmacie (9.6 %), export et
import (4.8 %), travaux divers (9.6 %), menuiserie et aluminium(6 %), autres (19 %).
Tableau 2 – Liste des hypothèses de recherche.
Hypothèse Variable représentative Fondement théorique
H1 Plus le taux de couverture des emplois stable par les fonds permanents
(X1) est élevé, moins la probabilité de défaillance est importante (Y)
R1 = TCF (taux de
couverture des actifs
stables par les fonds
permanents)
Crutzen et Van Caillie (2010)
H2 Le manque de liquidité sufﬁsante (X2) pour couvrir le cycle d'exploitation
est un facteur explicatif de la défaillance de l'entreprise (Y)
R2 = RLG (ratio de liquidité
générale)
Martinet (1988), Laitinen
(1991), Back et al. (1996),
Charalambous et al. (2000),
Ben Jabeur (2011)
H3 Plus la capacité d'endettement (X3) est faible, plus l'entreprise est
susceptible de se trouver en faillite (Y)
R3 = RLF (ratio de levier
ﬁnancier)
Argenti (1976), Ooghe et Van
Wymeersch (1986), Marco
(1989a,b), Crutzen (2006)
H4 Une rentabilité ﬁnancière faible (X4) peut conduire l'entreprise à la
défaillance (Y)
R4 = ROE (return on equity) Matoussi et al. (2011)
H5 Le manque de rentabilité économique (X5) explique la défaillance de
l'entreprise (Y)
R5 = ROA (return on assets) Ben Jabeur (2011), Matoussi
et al. (2011)
H6 Moins la rentabilité commerciale (X6) est importante, plus la défaillance
de l'entreprise (Y) est probable
R6 = ROS (return on sales) Brilman (1982), Ooghe & Van
Wymeersch (1986), Koenig
(1985), Jaminon (1986),
Ooghe et Waeyaert (2004)
H7 Plus la structure ﬁnancière de l'entreprise est déséquilibrée (X7), plus
l'entreprise est exposée au risque de défaillance (Y)
R7 = REF (ratio d'équilibre
ﬁnancier)
Beaver (1966), Crutzen et
Van Caillie (2010), Ben
Jabeur (2011)
H8 Plus les délais clients sont élevés, plus l'entreprise s'expose au risque de la
défaillance (Y)
R8 = CC2 (créances clients) Ben Jabeur (2011)
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Ainsi, les entreprises étudiées sont majoritairement installées dans la région du Gharb Chrarda Beni Hssen, en particulier dans
la province de Kenitra, avec la présence de très peu de cas issus d'autres régions. Elles sont aussi pour la plupart des sociétés
à responsabilité limitée (SARL).
4.2. Test de colinéarité (matrice des corrélations)
Comme nous cherchons à faire régresser la variable Y sur plusieurs variables indépendantes, il y a le risque que celles-ci
présentent des colinéarités entre elles et, donc, reﬂètent la même information (redondance de l'information), ce qui pourrait
constituer une limite au modèle de régression logistique. Cependant et pour pallier cette limite, la matrice des corrélations permet
d'évaluer le degré de dépendance bilatérale entre les variables. Cette matrice, symétrique, se présente sous forme d'une table
contenant les différents coefﬁcients de corrélation possibles entre lesdites variables. Plus les coefﬁcients sont proches des valeurs
extrêmes 1 et –1, plus le risque de multicolinéarité est élevé (redondance de l'information). En revanche, plus ces coefﬁcients se
rapprochent du centre 0, moins ils sont corrélés. Dans notre cas, les résultats du test se présentent dans le Tableau 3.
Il ressort de ces résultats que certaines variables présentent une forte liaison et que d'autres sont moyennement dépendantes.
En particulier, il s'agit d'une corrélation (dans le sens inverse ; anti-corrélation) forte entre REF et ROA (–80,5 %) et moyenne entre
CC2 et ROA (–49,1 %) et ROE et CC2 (–52,7 %). Il paraît également que les variables CC2 et REF sont faiblement mais signiﬁcativement
corrélées au seuil de 5 % auquel nous testerons nos hypothèses. Pour ces raisons, nous allons exclure du modèle les variables REF
et CC2 auxquelles on ajoute également RFL vu qu'elle est parfaitement dé-corrélée avec toutes les variables du modèle, ce qui
pourrait, bien entendu, jouer sur la qualité du modèle. Par conséquent, les hypothèses H3, H7 et H8 ne seront pas testées. Quant
aux autres variables, elles présentent des corrélations faibles et, de ce fait, seront gardées dans la mise œuvre du modèle.
4.3. Test de validité
En régression logistique et pour pouvoir expliquer efﬁcacement le phénomène étudié, il faut disposer d'un échantillon
de grande taille. Dans le cas inverse, les résultats seront d'une portée limitée, ce qui pourrait constituer une limite au
modèle utilisé. Concrètement, la règle vaut que pour chaque variable explicative, il faudra au minimum entre cinq à dix
observations.
Dans notre cas, nous avons retenu cinq variables, soit un minimum d'observations totales compris entre [25 ; 50[. Et comme
nous avons effectué 62 observations, le nombre minimal requis pour la modélisation par la régression logistique est atteint.
4.4. Résultats de la régression logistique
En effet, nous avons fait régresser la variable Y sur les autres variables suivant la méthode descendante. Celle-ci consiste
à introduire, dans un premier temps, toutes les variables dans le modèle. Ensuite, le logiciel SPSS retire en passant d'une étape
à une autre les variables qui ne contribuent pas à l'amélioration de la prédiction. Au ﬁnal, le logiciel génère un dernier modèle qui
contient les variables les plus signiﬁcatives et qui constituera la base de nos conclusions. Dans le cas de SPSS, l'élimination d'une
ou plusieurs variables se fait sur la base du rapport de vraisemblance, de la statistique conditionnelle et sur la base de la statistique
de Wald.
En se basant sur le rapport de vraisemblance comme critère d'élimination, les résultats obtenus se présentent ainsi :
4.4.1. Le récapitulatif du modèle
En effet, le récapitulatif du modèle (model summary) donne une estimation globale de la qualité de prédiction du modèle. Il
s'agit en particulier de R2 de Cox et Snell (1989) et le R2 Nagelkerke (1991). Ces derniers remplacent le R2 de la régression linéaire.
Plus la valeur se rapproche de 1, plus la qualité de prédiction est bonne. Cependant, le R2 de Cox et Snell et c'est pour cela le logiciel
fourni un second indicateur (R2 Nagelkerk) qui est un ajustement du premier puisque pour obtenir une valeur proche de 1
(Tableau 4).
Tableau 3 – Matrice des corrélations.
TCF RLG RLF ROE ROA ROS REF CC2
TCF 1,000
RLG –.430 1,000
RLF .000 –.001 1,000
ROE –.066 –.051 .000 1,000
ROA –.194 .322 .000 .366 1,000
ROS .000 –.001 .000 .002 .000 1,000
l a r e v u e g e s t i o n e t o r g a n i s a t i o n 8 ( 2 0 1 6 ) 5 3 – 6 4 59REF .010 –.364 .000 –.314 –.805 .001 1,000
CC2 .334 –.253 .000 –.527 –.491 –.001 .352 1,000
Comme la méthode descendante est censée conserver à la ﬁn le bon modèle, il paraît que le modèle (étape 3) parvient
à expliquer jusqu'à 86,4 % de la variance de la variable étudiée. Un tel niveau de prédiction est jugé satisfaisant.
4.4.2. Le tableau de contingence
Le Tableau 5 indique à travers le « pourcentage correct » à quel niveau le modèle parvient à bien classiﬁer les données.
Dans notre cas, le Tableau 5 indique un taux de bon classement de l'ordre de 96,8 % ([30 + 30]/62)). Cela correspond à une marge
d'erreur de 3,2 % ([1 + 1]/62). Cela dit, le modèle classe correctement les données et se révèle vrai dans 96,8 % des cas.
4.4.3. Les variables dans l'équation
Le Tableau 6 est le plus important dans l'analyse puisqu'il indique le pouvoir explicatif de chacune des variables
indépendantes. Comme il s'agit de la méthode descendante, le logiciel intègre toutes les variables et retire ensuite celles qui ne
sont pas signiﬁcatives jusqu'à aboutir à un modèle ﬁnal contribuant le mieux à expliquer la variable dépendante.
Tableau 6 – Les variables dans l'équation.
A E.S. Wald Ddl Sig. Exp (B) IC pour Exp(B) 95 %
Inférieur Supérieur
Étape 1a
TCF –.812 –.501 2,623 1 –.105 –.444 –.166 1,186
ROS –2,644 1,941 1,856 1 –.173 –.071 –.002 3,189
ROE –3,138 2,437 1,658 1 –.198 –.043 –.000 5,147
RLG –.228 1,149 –.039 1 –.843 –.796 –.084 7,576
ROA –2,148 2,934 –.536 1 –.464 –.117 –.000 36,656
Constante –1,620 1,176 1,897 1 –.168 –.198
Étape 2a
TCF –.791 –.538 2,166 1 –.141 –.453 –.158 1,300
ROS –3,354 1,847 3,298 1 –.069 –.035 –.001 1,304
ROE –2,545 2,151 1,401 1 –.237 –.078 –.001 5,312
RLG –.667 1,825 –.134 1 –.715 –.513 –.014 18,338
Constante –1,132 1,222 –.857 1 –.355 –.323
Étape 3a
TCF –1,010 –.450 5,040 1 –.025 –.364 –.151 –.880
ROS –3,749 1,694 4,896 1 –.027 –.024 –.001 –.652
ROE –2,328 2,036 1,308 1 –.253 –.097 –.002 5,268
Tableau 5 – Matrice des confusions.
Observations Prévisions
Faillite Pourcentage correct
Non Oui
Étape 1 Faillite 0 30 1 96,8
1 1 30 96,8
Pourcentage global 96,8
Étape 2 Faillite 0 30 1 96,8
1 1 30 96,8
Pourcentage global 96,8
Étape 3 Faillite 0 30 1 96,8
1 1 30 96,8
Pourcentage global 96,8
Tableau 4 – Le récapitulatif du modèle attaché.
Étape -2log-vraisemblance R2 de Cox & Snell R2 de Nagelkerke
1 18,635 .662 .883
2 19,250 .659 .879
3 21,205 .648 .864
l a r e v u e g e s t i o n e t o r g a n i s a t i o n 8 ( 2 0 1 6 ) 5 3 – 6 460Constante –1,816 –.783 5,374 1 –.020 –.163
a Variable(s) entrées à l'étape 1 : TCF, ROS, ROE, RLG, ROA.
Comme l'indique le test de Wald dans le Tableau 7, le modèle 3 retient deux variables pouvant signiﬁcativement expliquer la
défaillance de l'entreprise au seuil de 5 % (IC = 95 %). Ainsi, la variable ROE peut être également signiﬁcative mais pour un risque de
0,25 ou plus, ce qui n'est pas le cas ici. L'équation peut s'exprimer donc ainsi :
Y0 ¼ 0; 163 þ 0; 364 TCF þ 0; 024 ROS þ 0; 097 ROE (B.1)
L'exponentiel des coefﬁcients des paramètres du modèle indique que ces variables (ratios) ont un effet négatif puisque l'Exp(B)
prend des valeurs inférieures à 1. Cela dit, un accroissement du taux de couverture par les fonds permanents (R1) d'une unité
réduit la probabilité de défaillance de 0,364 fois. De même, l'accroissement de la rentabilité commerciale d'une unité entraîne une
diminution de 0,024 de la probabilité de défaillance.
Ce résultat conﬁrme les hypothèses H1 et H6. En revanche, les autres variables sont éliminées du modèle vu qu'elles n'ont pas
un pouvoir explicatif signiﬁcatif. Par conséquent, les hypothèses H2, H3, H4 et H5 sont rejetées.
4.4.4. Comparaison et récapitulatif des résultats
En se référant aux deux autres critères d'élimination de la méthode descendante, il paraît que les résultats s'accordent sur la
signiﬁcativité des variables TCF et ROS au seuil auquel nous les avons testées (Tableau 8).
Il ressort donc de nos résultats que le manque de rentabilité commerciale possède un pouvoir explicatif important dans
l'analyse des défaillances des PME de notre région. Cela pourrait être dû à la baisse du CA de ces entreprises qui, elle-même,
pourrait s'expliquer par l'intensité de la concurrence, le manque de justesse des prévisions (Argenti, 1976 ; Sheppard, 1994), la
démotivation de l'équipe de vente (Ooghe & Waeyaert, 2004), la politique de prix (Brilman, 1982), la mauvaise compréhension des
attentes, des besoins (Ooghe & Waeyaert, 2004), le déclin de la demande globale et la perte en pouvoir de négociation qui s'ensuit
(Malecot, 1991), l'absence de politique commerciale, etc. et d'autres facteurs que l'on peut résumer dans l'absence d'une bonne
conduite en matière de politique, ou de gestion, commerciale.
En plus de la rentabilité commerciale, l'insufﬁsance des fonds permanents (reﬂétée dans le TCF) pour couvrir le cycle
d'investissement de l'entreprise, et éventuellement son cycle d'exploitation en cas d'excédent de fonds de roulement, explique
signiﬁcativement la défaillance de l'entreprise vu que cela engendre bien évidemment un déséquilibre ﬁnancier persistant dans
ces entreprises. Une telle situation pourrait aussi s'expliquer par : les difﬁcultés liées au ﬁnancement externe (Ben Jabeur, 2011), le
resserrement des conditions de crédit (exigence de garanties par exemple) et la réticence des banques marocaines à ﬁnancer les
PME ; la réticence du dirigeant à recourir au ﬁnancement externe/bancaire pour des facteurs d'ordre religieux, culturel (aversion au
risque), le déséquilibre bilantaire (Crutzen & Van Caillie, 2010) ; l'absence de politique et de système d'information en matière
ﬁnancière et comptable (Crutzen & Van Caillie, 2010 ; Maniani, 2014).
Bien que ces explications ne soient pas exhaustives et s'inscrivent en partie en conformité avec les conclusions antérieures des
auteurs cités (Brilman, 1982 ; Crutzen & Van Caillie, 2010 ; Jaminon, 1986 ; Koenig, 1985 ; Ooghe & Van Wymeersch, 1986 ; Ooghe et
Waeyaert, 2004), il semble qu'une seule explication globale et fédératrice retienne toute notre attention. Il s'agit en réalité de
l'absence d'une politique d'entreprise qui elle même découle de l'absence de culture de gestion d'entreprise. En effet, la plupart des
Tableau 7 – Comparaison des résultats de la méthode descendante.
Critères de la
méthode descendante
R2 de
Nagelkerke (%)
Taux de bon
classement
Équations du modèle
Rapport de vraisemblance 86,4 96,8 Y' = 0,163 + 0,364 TCF + 0,024 ROS + 0,097 ROE
S de Wald 77,1 87,1 Y' = 0,267 + 0,396 TCF + 0,011 ROS
S conditionnelle 86,4 96,8 Y' = 0,163 + 0,364 TCF + 0,097 ROE + 0,024 ROS
Tableau 8 – Récapitulatif des résultats.
Hypothèses Variables S conditionnelle Modèle multivarié
(régression Logit)
S de Wald
R vraisemblance
H1 TCF Validée Validée Validée
H2 RLG Rejetée Rejetée Rejetée
H3 RLF Non testée Non testée Non testée
H4 ROE Rejetée Rejetée Rejetée
H5 ROA Rejetée Rejetée Rejetée
H6 ROS Validée Validée Validée
l a r e v u e g e s t i o n e t o r g a n i s a t i o n 8 ( 2 0 1 6 ) 5 3 – 6 4 61H7 REF Non testée Non testée Non testée
H8 CC2 Non testée Non testée Non testée
dirigeants de PME gèrent toujours à la manière traditionnelle et n'ont pas une culture organisationnelle ou une vision stratégique
de leurs affaires. D'où l'absence d'informations ﬁnancières et comptables, de politiques ﬁnancière et commerciale, de suivi de
l'état ﬁnancier et économique de l'entreprise, d'études sectorielles et de marché pour s'adapter à l'évolution de l'environnement,
etc.
5. Conclusion
Pour répondre à la problématique posée, nous avons abouti à la conclusion que le manque de rentabilité commerciale et
l'insufﬁsance des fonds permanents qui s'expliquent par l'absence d'une conduite en matière de politique d'entreprise expliquent
essentiellement la défaillance des PME de la région du Gharb Chrarda Beni Hssen. Cette conclusion rejoint et s'inscrit en
adéquation avec les fondements théoriques que nous avons cités (Brilman, 1982 ; Crutzen & Van Caillie, 2010 ; Jaminon, 1986 ;
Koenig, 1985 ; Ooghe & Van Wymeersch, 1986 ; Ooghe et Waeyaert, 2004). Ainsi, et d'après les experts-comptables et commissaires
aux comptes, directeurs des cabinets que nous avons contactés pour la collecte des données, les conﬂits entre les associés et le
décès du principal actionnaire sont deux facteurs couramment rencontrés dans les cas de défaillance des PME de la région.
Les principaux apports de notre travail se situent à deux niveaux : académique et professionnel. S'agissant du premier, notre
travail se propose de contribuer à la compréhension d'un phénomène très peu appréhendé dans les milieux universitaires et dont
les contributions existantes, peu nombreuses d'ailleurs, se limitent à l'aspect théorique de la question sans pour autant passer
à une vériﬁcation empirique appliquée au contexte marocain. S'agissant du second, ce travail serait d'une grande utilité aux
dirigeants d'entreprises, de cabinets d'études et de conseil souhaitant s'armer d'outils de prévision et/ou de prévention des faillites
d'entreprises. En ce sens, les facteurs que nous avons relevés serviraient à élaborer des indicateurs des tableaux de bord
permettant d'alerter les dirigeants sur les symptômes de la défaillance. En tout cas, le présent travail est d'un intérêt certain aussi
bien sur le plan académique, que professionnel.
Cependant, de tels apports ne doivent pas occulter les limites inhérentes, voire propres à toute contribution qui se veut
scientiﬁque. Au premier rang desquelles nous citons l'indisponibilité de certaines informations (absence de bases de données en
accès libre sur ce sujet) et la nature conﬁdentielle qui caractérise les données dont nous avions besoin (accès aux bilans
d'entreprises), ce qui explique le refus de certains établissements à nous donner accès à leur documentation. À cela s'ajoute la
taille limitée de notre échantillon, surtout par secteur, qui aurait visiblement joué sur les tests statistiques menés.
Raisons pour lesquelles nous considérons que ces limites sont remédiables en proposant notamment quelques voies de
recherche future sur ce sujet. À des ﬁns d'amélioration, il serait intéressant d'augmenter la taille de cet échantillon de façon
à inclure plusieurs secteurs et régions du royaume. À des ﬁns d'approfondissement, nous proposons, d'une part, d'élargir le choix
des variables indépendantes en intégrant, en plus de celles utilisées, d'autres variables quantitatives comme les ratios de
productivité, de marge et de valeur ajoutée, de rotation, etc. mais aussi qualitatives comme le décès du principal associé, les
conﬂits entre associés, etc. D'autre part, il importe d'approfondir la question des défaillances en se concentrant sur un secteur
particulier, là où les défaillances sont plus présentes par exemple.
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