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We present a study of quantum phase analysis of inhomogeneous and homogeneous arrays of
superconducting quantum dots (SQD). We observe the existance of Josephson decouple (JD)
phase only at the half filling for inhomogeneous array of SQD due to the fluctuation of Josephson
couplings over the sites at half filling. In JD phase superconductivity disappears even in the absence
of Coulomb blockade phase. We also observe that fluctuation of on-site Coulomb charging energy
produces the relevant coupling term that yields Coulomb blockade gapped phase. The presence
of nearest-neighbor and next-nearest-neighbor Coulomb interaction yields the same physics for
inhomogeneous and homogeneous SQD.
PACS numbers:
Introduction: It is well known that the quantal phase
(φ) of superconductor is coherent over the superconduct-
ing system; therefore, we expect the quantum proper-
ties of the electron to be visible at a macroscopic level
[1, 2, 3, 4, 5, 6]. The Josephson effect is nothing but
the manifestation of coherence of the superconducting
quantal phase in the system. In this effect, the system
is gaining energy to stabilize the superconducting phase.
A superconducting phase is stable when the Josephson
coupling (EJ ) between two superconductors separated
by a junction, is larger than the Cooper pair charging
energy (Ec). This is the conventional wisdom in the lit-
erature of superconductivity [1, 2, 3, 4, 5, 6]. In this
letter we raise the question for a nanostructure super-
conducting system whether this conventional wisdom is
still valid for an inhomogeneous SQD system with fluctu-
ating Josephson coupling. We will see that for inhomoge-
neous SQD array, our model system is in the insulating
phase even in the absence of Coulomb blockade phase.
Although the system has finite EJ , we characterize this
phase as a Josephson decouple phase (JD) because it is
not yielding any superconductivity in the system. In
the present stage our model is completely the theoret-
ical model of inhomogeneous SQD array which predicts
the JD phase. We hope that the state of engineering of
nanoscale superconducting system will find this type of
system. Our prime motivation is to predict the JD phase,
after the fourty seven years of the discovery Josephson
effect. We don’t think that our model system is a per-
fect model of granular superconducting system because
we have built the model to predict the JD phase only
[8, 9, 10, 11, 12, 13, 14, 15]. In this study we also raise
the question of the effect of on-site Coulomb charging
energy and also fluctuations of it over sites. We will see
that this effect is quite interesting. Apart from that we
also study the effect of nearest-neighbor (NN) and next-
nearest-neighbor (NNN) Coulomb interactions for inho-
mogeneous and homogeneous SQD.
General field-theoretical formalism for inhomoge-
neous SQD and homogeneous SQD arrays:
At first we write down the model Hamiltonian of inho-
mogeneous SQD system with fluctuating (with a period-
icity of two lattice sites, this model is sufficient to detect
the JD phase) Josephson couplings with on-site charg-
ing energies and intersite interactions in presence of gate
voltage. The Hamiltonian is written as
H = HJ1 + HEC0 + HEC1 + HEC2. (1)
We recast the different parts of the Hamiltonian in
quantum phase model as.
HJ1 = − EJ1
∑
i(1− (−1)iδ1)cos(φi+1 − φi),
where φi and φi+1 are quantal phase of the SQD at the
point i and i+1 respectively. Josephson couplings are
fluctuating over the sites, EJ1(1 + δ1) and EJ1(1 − δ1)
are the Josephson coupling strength for odd and even
site respectively. We also consider the fluctuations of
on-site Coulomb charging energy over the sites. This is
represented as
HEC0 =
EC0
2
∑
i(1 − (−1)iδ2)(−i ∂∂φi −
N
2 )
2,
where EC0 is the on-site charging energy. EC0(1 + δ2)
and EC0(1 − δ2) are the on site charging energies for
odd and even sites respectively. All δ’s are deviations of
exchange couplings from the homogeneous SQD. HEC1
and HEC2 are respectively the Hamiltonians for nearest
neighbor(NN) and next-nearest-neighbor(NNN) intera-
tions between SQD. Now
HEC1 = EZ1
∑
i
ni ni+1,
and
HEC2 = EZ2
∑
i
ni ni+2,
2where EZ1 and EZ2 are respectively the NN and NNN
charging energies between the dots. We see that this
model is sufficient to explain JD induced gapped phase
of the system. In the phase representation, (−i ∂
∂φi
) is
the operator representing the number of Cooper pairs
at the ith dot, and thus it takes only the integer values
(ni). Hamiltonian HEC0 accounts for the influence of
gate voltage (eN ∼ Vg). eN is the average dot charge
induced by the gate voltage. When the ratio EJ1
EC0
→ 0,
the SQD array is in the insulating state having a gap
of the width ∼ EC0, since it costs an energy ∼ EC0 to
change the number of pairs at any dot. The exceptions
are the discrete points at N = 2n+1, where a dot with
charge 2ne and 2(n + 1)e has the same energy because
the gate charge compensates the charges of extra Cooper
pair in the dot. On this degeneracy point, a small amount
of Josephson coupling leads the system to the supercon-
ducting state.
Here we would like to recast our basic Hamiltonians in
the spin language. During this process we follow Ref. [7]
and [16]. We map this model to the spin chain model
when on-site charging energy is larger Josephson cou-
pling. Now
HJ1 = − 2 EJ1
∑
i(1− (−1)iδ1)(Si†Si+1− + h.c),
and
HEC0 =
EC0
2
∑
i(1 − (−1)iδ2)(2SiZ − h)2.
HEC1 = 4EZ1
∑
i Si
Z Si+1
Z ,
HEC2 = 4EZ2
∑
i Si
Z Si+2
Z .
Here h = N−2n−12 allows the tuning of the system around
the degeneracy point by means of gate voltage. Now we
use Abelian bosonization method to solve this problem.
We recast the spinless fermion operators in terms of field
operators by this relation [17]:
ψ(x) = [eikF x ψR(x) + e
−ikF x ψL(x)] (2)
where ψR(x) and ψL(x) describe the second-quantized
fields of right- and left-moving fermions respectively and
kF is the Fermi wave vector. It is revealed from HEC0
that the applied external gate voltage on the dot sys-
tems appears as a magnetic field in the spin chain. In
our system kF will depend on the applied gate volt-
age. Therefore, one can study the effect of gate volt-
age through arbitrary kF . We would like to express the
fermionic fields in terms of bosonic field by the relation
ψr(x) =
Ur√
2piα
e−i (rφ(x) − θ(x)), r is denoting the chi-
rality of the fermionic fields, right (1) or left movers (-1).
The operator Ur commutes with the bosonic field. Ur
of different species commute and Ur of the same species
anti-commute. φ field corresponds to the quantum fluc-
tuations (bosonic) of spin and θ is the dual field of φ.
They are related by the relations φR = θ − φ and
φL = θ + φ. After continuum field theoretical studies
for arbitrary values of kF , the model Hamiltonian be-
comes
H1 = H0 + 2
EJ1
2piα
δ1
∫
dx : cos(2
√
Kφ(x) − (2kF − pi)x) :
+
hEC0
piα
∫
dx∂xφ(x)
+
2hEC0δ2
piα
∫
(−1)x : cos(2
√
Kφ(x) + 2kFx) : dx
+
4EZ1
(2piα)2
∫
: cos(4
√
Kφ(x) −
(G− 4kF )x− 2kFa) : dx
+
4EZ2
(2piα)
2
∫
: cos(4
√
Kφ(x) +
(G− 4kF )x− 4kFa) : dx.
(3)
The Bosonized Hamiltonians for homogeneous SQD can
be written as
H2 = H0 +
hEC0
piα
∫
dx∂xφ(x)
+
4EZ1
(2piα)2
∫
: cos(4
√
Kφ(x)
− (G− 4kF )x− 2kFa) : dx
+
4EZ2
(2piα)2∫
: cos(4
√
Kφ(x) + (G− 4kF )x − 4kFa) : dx,(4)
(5)
and
H0 = (
v
2pi
+
8EC0
pi2
− 2EJ1
2
EC0
)
∫
dx [: (∂xθ)
2
: + : (∂xφ)
2
: ]
+(16EC0 − 4
EJ1
2
EC0
)
∫
dx : (∂xθ − ∂xφ)(∂xθ + ∂xφ) : (6)
Here, H0 is the non-interacting part of the model
Hamiltonian, v is the velocity of low energy excitations,
one of the Luttinger liquid parameter and the other is
K. And G is the reciprocal lattice vector.
Results and physical interpretation: Here we study
the relevant physics for single Cooper pair in alternate
site for inhomogeneous and homogeneous SQD system
(here kF =
pi
2 because the system is at half-filling). The
effective Hamiltonian for the inhomogeneous SQD reduce
3to
H1 = H0 + 2
EJ1
2piα
δ1
∫
dx : cos(2
√
(K)φ(x)) :
+hEC0
∫
(∂xφ(x)) dx
+2
hEC0
piα
δ2
∫
dx : cos(2
√
(K)φ(x)) :
−4(EZ1 − EZ2)
(2piα)
2
∫
dx : cos(4
√
Kφ(x)) : .
(7)
Our model Hamiltonian consists of three sine-Gordon
couplings. The second term of the Hamiltonian arises
due to fluctuations of Josephson coupling. It yields the
gapped phase of the system. The anamolous scaling
dimension of this term is 2K. This phase is spontaneous,
i.e., infinitesimal variation of NN Josephson coupling
around sites is sufficient to produce this state. When
Ec is larger than EJ the system is in the gapped phase
due to the Coulomb blockade effect. If we consider the
case when EJ is much smaller than EC then one should
naively think that the system is in the superconducting
phase but the situation here is quite different due to
the fluctuations of Josephson coupling, its produces the
gap state in the system and blocks the superconducting
phase of the system. We term this phase as Josephson
decoupling phase because it is not yielding any super-
conducting phase due to the tunneling at different SQD;
this phase is present even in the absence of Coulomb
blockade. This gapped state prevails until the applied
gate voltage is sufficient to break this gapped phase [18].
This prediction is absent in all previous studies of super-
conductivity [1, 2, 3, 4, 5, 6, 7, 16, 19, 20, 21]. The third
term of the Hamiltonian arises due to constant Coulomb
charging energy; it promotes the system in different
charge quantized state due to the variation of applied
gate voltage. The fourth term of the Hamiltonian is due
to the fluctuations of on-site Coulomb charging energy.
It is like the staggered magnetization of the system. It’s
anamolous scaling dimension is also 2K. Therefore, the
system is in the mixed gapped state when both terms
are present. The fourth term arises due to the NN and
NNN interactions; the anamolous scaling dimension of
this term is 4K. Therefore the physics of gapped state
is mainly governed by the second and the fourth term of
the Hamiltonian.
Effective Hamiltonian for homogeneous SQD array is
H2 = H0 −
4(EZ1 − EZ2)
(2piα)
2
∫
cos(4
√
Kφ(x) ) dx
+
hEC0
piα
∫
∂xφ dx. (8)
When EZ2 exceed some critical value, the ground state
of the system is dimerized and doubly degenerates. The
dimerized ground state is the product of spin singlet of
adjacent sites [22]. When EZ2 is less than a critical value
the physics of the system is governed by the EZ1 and the
gapped phase of the system is alike to spin-fluid phase of
the system. In this model Hamiltonian, there is no rele-
vant sine-Gordon coupling term present due to the vari-
ation of Josephson coupling. Therefore there is no JD
phase for homogeneous SQD. We also study our model
Hamiltonian for different densities (by varying kF ) but
we are unable to find JB phase for any other fillings for
both inhomogeneous and homogeneous SQD array.
Conclusions: We have predicted the evidence for the
Josephson decouple phase for inhomogeneous SQD only
at half-fillings. This is the first prediction of Josephson
decoupled phase in the literature for these type of system.
There is no evidence of Josephson decouple phase for
homogeneous SQD. We have also predicted the interest-
ing behavior of the system due to the fluctuating on-site
Coulomb charging energy. Our prediction of Josephson
decoupling phase after the fourty seven years of Joseph-
son effect; we hope that evidence of this JD phase will be
verified experimentally as the Josephson effect has veri-
fied experimentally after the theoretical prediction.
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