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I. LETTER
The purpose of this Letter is to explain a method of sampling eciently from complicated a posteriori PDFs. This method has applications in solving inverse problems.
Let us consider the generic measurement
where f is the state of the system under observation, T i is a mapping (possibly non-linear and usually noisy) which produces the ith data measurement g i . We shall assume that our a priori knowledge of f is expressed as an a priori PDF P [f ] over system states f and that the properties of T i (i = 1, · · · , n) are expressed as a conditional transfer PDF P [g|f ] over data states g. Using Bayes' rule we may construct the a posteriori PDF P [f |g] as
where P [g] is the total probability of obtaining data g. Bayes' rule thus provides a rigorous connection between the probabilistic (i.e. information theoretic) formulations of the`direct' and`inverse' problems [1] . The principal drawback to this method is that explicit results may be obtained only for the simplest types of PDF (e.g. gaussian). However, we may lift this restriction by resorting to numerical methods and using the Metropolis algorithm [2] . A Markov chain of samples from a PDF P [x] is generated as follows:
is the kth sample and S is a transition matrix. The probability of each possible transition is given by the appropriate element of a suitable stochastic matrix, i.e. one which generates a Markov chain of x elds (MRFs), for which P [x] has the special form [3] P
where U c (x) is a potential which depends only on a subset of the components of x, and Z is the partition function.
If the current state is x = x 1 and the possible next state is x = x 2 , then the Metropolis algorithm will make a transition from x 1 to x 2 under the following conditions:
then update x −→ x 2 with probability
, otherwise leave x = x 1 . The convenience of a MRF in this respect derives from the fact that all potentials U c (x) which have the same value for x = x 1 and x = x 2 will cancel in the Metropolis update prescription.
The Metropolis algorithm has been used for solving inverse imaging problems using optimisation by simulated annealing (OSA) methods [4] . However, an issue which has not been examined in any detail is the performance of the Metropolis algorithm when x is continuous valued; here the task of generating a suitably distributed random number in order to update x can be computationally very expensive.
We can avoid such computational problems by updating not x itself, but rather the components of a binary representation of x. For this purpose we shall transform x as y j ≡ y j (x) 0 ≤ y j < 1 (1.5) in order to bring all the variables into the open interval [0, 1). This entails a corresponding change of probability measure to
(1.6) For our purposes the transformation in Equation 1.5 must be invertible in order that x may be recovered from y. Now dene a binary representation of y j as
where clearly there is a unique binary decomposition for each possible value which y j may take in the interval Note that we have assumed that the conventional scheme does not have its speed already enhanced by some alternative technique, such as direct table search for generating the x.
A caveat in all numerical work which involves sampling from a PDF by generating a Markov chain of samples is that we must beware of the fact that the samples are correlated. This does not aect our results provided that the Markov chain has a length which is many times its longest correlation time (measured in updates), and that we measure only quantities which are insensitive to the articial Markovian correlations (i.e. physical quantities).
We anticipate that other related update algorithms may be discovered in due course. This is because all we have achieved is a decomposition of a (complicated) multivalued eld into some elementary components -its constituent bits. There is every reason to suppose that other decompositions should be possible, and that some of these will follow naturally from fundamental analyses of what`drives' multivalued eld variables. An interesting example of a more general binary decomposition is the`Boltzmann Machine' [5] .
In summary, using the Metropolis algorithm to sample from P [x] where x is continuous is more ecient if a binary decomposition of x is used.
