Thomason and Chung, Graham, and Wilson were the first to systematically study quasi-random graphs and hypergraphs, and proved that several properties of random graphs imply each other in a deterministic sense. Their concepts of quasi-randomness match the notion of ε-regularity from the earlier Szemerédi regularity lemma. In contrast, there exists no "natural" hypergraph regularity lemma matching the notions of quasi-random hypergraphs considered by those authors.
Rödl [11, 12] . In this paper, we discuss the relation of these hypergraph concepts to those suggested earlier, and we establish an equivalence among these properties (see Corollary 2.1). As a consequence, we infer algorithmic versions of the regularity lemmas for 3-uniform hypergraphs of Frankl and Rödl and of Gowers (see Corollary 2.2) (using that the lemma of Haxell et al. is algorithmic). Perhaps the most important feature of these three regularity lemmas is that they all admit a corresponding counting lemma (which estimates the number of any fixed subhypergraph in an appropriately quasirandom environment). Strictly speaking, our algorithm (and equivalence) for Frankl and Rödl's lemma can only consider a special case (of their lemma) for which no corresponding counting lemma had been obtained before. A further corollary of our work shows that, nonetheless, this special case (which we can make algorithmic) does admit a counting lemma (see Corollary 2.3).
1.1 Quasi-random graphs. We begin our discussion with some results on quasi-random graphs from the papers of Thomason [18, 19] and Chung, Graham and Wilson in their influential paper [5] . We consider the graph properties of uniform edge distribution (disc), deviation (dev), and C 4 -minimality (cycle). We say a sequence of graphs (G n = (V n , E n )) n∈N with |V n | = n and density e(G n )/ 
cycle: if the number of ordered cycles of length four in G n is at most
where we denote by N 1 (u) the neighbourhood N (u) of u and by N 0 the set V n \ N (u) of non-adjacent vertices of u, and where an ordered cycle of length 4 is a sequence of distinct vertices (v 1 , v 2 , v 3 , v 4 ) of V n where {v i , v j } ∈ E n whenever |i − j| = 1, 3. The three properties above are all equivalent [5] . Note that when d = 1/2, it follows from the definition that dev holds if, and only if, G n contains (approximately) as many subgraphs of C 4 (the 4-cycle) having oddly many edges as it does subgraphs of C 4 having evenly many edges. For densities d = 1/2, one scales the weights of these subgraphs appropriately. More precisely, for a graph G n = (V n , E n ) of density d, we note that dev is equivalent to (1.1) u0,u1∈Vn v0,v1∈Vn i∈{0,1} j∈{0,1} g(u i , v j ) = o(n 4 ), where g(u, v) = 1 − d if {u, v} ∈ E n and g(u, v) = −d if {u, v} ∈ E n . The quasi-random concepts above are closely related to the earlier notion of ε-regularity, central to Szemerédi's regularity lemma [17] (see Theorem 3.2) . Roughly speaking, the regularity lemma asserts that the vertex set of any graph can be partitioned into a bounded number of classes in such a way that most of its resulting induced bipartite subgraphs satisfy a bipartite version of disc (see disc 2 in Definition 1.1) (and so, by the aforementioned equivalence, they also satisfiy bipartite versions of dev and cycle). The equivalence above was used in [1, 2] to derive the algorithmic version of Szemerédi's regularity lemma. Indeed, naively checking disc requires exponential time, while cycle (or dev) can be verified in polynomial time (and checking disc was the central difficulty in making Szemerédi's original proof constructive).
We now consider four approaches to possible generalizations of disc, dev, and cycle to (3-uniform) hypergraphs. The first three approaches will lack important properties which held in the case of graphs. In Section 1.5 we will finally state the appropriate generalization and then in Secion 2 we state our main results.
Straightforward generalization.
The concepts disc, dev, and cycle have natural counterparts for 3-uniform hypergraphs (as well as for k-uniform hypergraphs). It turned out that finding the appropriate generalization is not straightforward. For example, let's say that a 3-uniform, n-vertex, hypergraph H n with d
, and let's say that H n satisfies oct if its number of ordered octrahedra is asymptotically minimal d 8 n 6 + o(n 6 ). (Here, the octahedron is the complete 3-partite 3-uniform hypergraph K (3) 2,2,2 having two vertices per class, and an ordering of K (3) 2,2,2 corresponds to a labeling of its vertices.) Then weak-disc and oct are not equivalent. Indeed, let H n = K 3 (G(n, 1/2)) be the 3-uniform hypergraph whose triples correspond to triangles of the random graph G(n, 1/2) on n vertices, where the edges of G(n, 1/2) appear independently with probability 1/2. Then, w.h.p., H n satisfies weak-disc with density d = 
2,2,2 , and this lower bound is realized by the random 3-uniform hypergraph on n-vertices whose edges are independently included with probability 1/8. Similar counterexamples exist for the deviation property, which for a 3-uniform hypergraph H n = (V n , E n ) of density d is defined as
We mention that one can prove a hypergraph regularity lemma whose regularity concept corresponds to weak-disc. An unsatisfying feature of such a lemma is that it can't, in principle, admit a corresponding counting lemma. There are no known hypergraph regularity lemmas corresponding to oct or dev, as we've defined them above.
1.3 A refined approach to disc. Frankl and Rödl suggested the following concept of uniform edge distribution (see also [3, 4] ). Say that an n-vertex 3-uniform hypergraph
holds for all graphs G with vertex set V n , where K 3 (G) denotes the collection of triples of vertices of V n which span a triangle K 3 in G. For d = 1/2, it was shown in [4] that disc (just defined) and dev and oct (defined above) are all equivalent (see also [13] for d = 1/2).
In the definition above, we may view the hypergraph H n = (V n , E n ) as a subset of the triangles of the complete graph K n . Similarly to how Szemerédi's regularity lemma partitions the vertex set of a graph, the recent regularity lemmas for 3-uniform hypergraphs also partition the set of pairs of vertices. As a consequence, it is necessary to consider notions of quasi-randomness which involve not only the hypergraph H n = (V n , E n ), but also an underlying graph G for which E n ⊆ K 3 (G).
1.4 Absolute quasi-random properties. The discussion above leads to the following concepts, which were partly studied in [13] . To begin our presentation, we state the bipartite versions of disc, dev, and cycle for graphs. Definition 1.1. Let ε > 0 and let G = (U∪V, E) be a bipartite graph with |U | = |V | = n and density e(G)/n 2 = d 2 ± ε. We say G has the property
2 +εn 4 4-cycles.
We now define corresponding notions for 3-uniform hypergraphs H with underlying 3-partite graphs G.
be a 3-partite graph with 3-partition V (G) = U∪V∪W , |U | = |V | = |W | = n, and let H be a 3-uniform hypergraph where
, H has relative density d 3 w.r.t. G. We say (H, G) has the property . It was shown in [13] (see also [15, Theorem 2.2] ) that for every d 3 , d 2 , and ε > 0 there exists δ > 0 such that if a pair (H, G) satisfies disc 3 (δ), then it also satisfies oct 3 (ε). In other words, disc 3 implies oct 3 , and the arguments from [4] and [13] can be extended to show that indeed all three notions disc 3 , dev 3 , and oct 3 are equivalent in this sense.
Note that the properties in Definition 1.2 become meaningless if ε ≥ min{d 2 , d 3 }, since then the error term is larger than the main term. However, in all known regularity lemmas, the condition that ε < min{d 2 , d 3 } (in fact ε min{d 2 , d 3 }) cannot be guaranteed. More precisely, the measure of quasi-randomness ε of the 3-uniform hypergraph will typically be larger than the density d 2 of the auxillary underlying graphs in the regular partition of those lemmas. We therefore need a refinement of the properties from Definition 1.2, which leads to the following relative concepts of quasirandomness. (For a regular partition whose typical "blocks" display ε min{d 2 , d 3 }, one must perturb the edge set of the input hypergraph, which will be discussed in Theorem 3.3 below (cf. [7, 16] ).)
1.5 Relative quasi-random hypergraphs. The recent regularity lemmas for 3-uniform hypergraphs of Frankl-Rödl [8] , Gowers [9] , and Haxell et al. [11, 12] are based on the following notions of quasi-randomness, in which the quasi-randomness of H and G are measured by ε 3 and ε 2 , resp., and where it will typically be the case that
be a 3-partite graph with 3-partition V (G) = U∪V∪W , |U | = |V | = |W | = n, and let H be a 3-uniform hypergraph with
for 1 ≤ i < j ≤ 3 and for the function h H,G (u, v, w), defined as in Definition 1.2, we have
and H contains at most d
We refer to pairs (H, G) satisfying the properties in Definition 1.3 with ε 2 d 2 ε 3 d 3 as relative quasirandom since here the measure of quasi-randomness ε 3 of the hypergraph H is only smaller than the relative density d 3 of H w.r.t. G.
1.6 Hypergraph regularity lemmas. We state the regularity lemma for 3-uniform hypergraphs of Gowers [9] . The central concept of quasi-randomness in this lemma is dev 3 . Theorem 1.1. For every ε 3 > 0, every function ε 2 : N → (0, 1], and every t 0 ∈ N, there exist positive integers T 0 and n 0 so that for every 3-uniform hypergraph
and t 0 ≤ t ≤ T 0 , and a partition of pairs of the complete bipartite graphs
ij , where ≤ T 0 , so that the following holds.
All but ε 3 n 3 triples {x, y, z} ∈ V 3
satisfy that whenever {x, y, z} 
If we replace dev 3 in Theorem 1.1 by disc 3 or oct 3 , then we (resp.) obtain the hypergraph regularity lemmas of Frankl and Rödl [8] and of Haxell et al. [11, 12] . Remark 1.1. Theorem 1.1 differs slightly from the version proved by Gowers [9] in that the original does not require "most" bipartite graphs G ij a to have density close to 1/ . The additional assertion we have stated can be obtained along similar lines to [8] .
We point out that the regularity lemma of Frankl and Rödl is stronger than we have quoted above. It asserts the existence of a partition such that most (H ijk abc , G ijk abc ) satisfy the following stronger variant disc 3,r of disc 3 (where r can depend on and t). For H and G as in Definition 1.3 and an integer r ≥ 1, we say (H, G) satisfies disc 3,r (ε 3 , ε 2 ) if
for all families of subgraphs G1, . . . , Gr of G.
Clearly, disc 3,1 = disc 3 , but otherwise disc 3,r is stronger than disc 3 . Dementieva, Haxell, Nagle and Rödl [6, Theorem 3.5] proved that oct 3 ⇒ disc 3,r when r is large.
New results
The main new result is the equivalence of the notions of quasi-random hypergraphs from Definition 1.3.
Theorem 2.1. For all d 3 , ε 3 > 0, there exists δ 3 > 0 such that for all d 2 , ε 2 > 0, there exist δ 2 > 0 and n 0 such that the following holds.
G 23 be a 3-partite graph with 3-partition V (G) = U∪V∪W , |U | = |V | = |W | = n ≥ n 0 , and let H be a 3-uniform hypergraph where
We prove the assertions (i ) and (ii ) of Theorem 2.1 in Sections 3 and 4, resp. We continue with a few immediate corollaries of our main result. First, the assertion of (i ) above directly confirms Conjecture 3.8 of Dementieva et al. [6] . They proved [6, Theorem 3.6] oct 3 ⇒ disc 3 , in which case the assertion of (i ) above gives oct 3 ⇔ disc 3 . However, a direct consequence of the counting lemma of Gowers [9, Theorem 6.8] (more precisely, [10, Corollary 5.3]) gives dev 3 ⇒ oct 3 . As such, we have the following corollary.
Corollary 2.1. The properties disc 3 , dev 3 , and oct 3 are equivalent.
Recalling from Dementieva et al. [6] that oct 3 ⇒ disc 3,r (when r is large), Corollary 2.1 allows us to extend their work to say that dev 3 ⇒ disc 3,r .
From the algorithmic regularity lemma of Haxell et al. [11, 12] (based on oct 3 ), the equivalence above implies algorithmic versions of the 3-uniform hypergraph regularity lemmas of Gowers [9] and Frankl-Rödl [8] (when r = 1).
Corollary 2.2.
There exists an algorithm with running time O(n 6 ), which constructs the partitions of vertices and pairs from Theorem 1.1.
Strictly speaking, an algorithmic version for r = 1 of the Frankl-Rödl regularity lemma was already stated by Dementieva et al. in [6, Theorem 3.10] . However, at the time of that announcement, no corresponding counting lemma was known. By appealing to the counting lemma of Gowers [9] or Haxell et al. [11, 12] , the equivalence above implies a counting lemma applicable to the special case r = 1.
Let G =˙ 1≤i<j≤p G ij be a p-partite graph with vertex partition V 1∪ . . .∪V p where |V 1 | = · · · = |V p | = n ≥ n 0 and let H be a 3-uniform hypergraph with
Then the number |K p (H)| of complete, 3-uniform hypergraphs on p vertices in H satisfies
In this section, we prove part (i ) of Theorem 2.1. The proof is based on the same implication in the "absolute" setting, where roughly speaking we will transfer the known implication disc 3 ⇒ oct 3 from the absolute setting to the relative setting. (Similar ideas were used in [14] .) For that we will use Szemerédi's regularity lemma for graphs (see Theorem 
has oct 3 (ε), where K[U, V, W ] denotes the complete tripartite graph on U∪V∪W .
Note that Theorem 3.1 draws the same conclusion as (i ) of Theorem 2.1, but in the "absolute" setting. For the transfer of this result to the "relative" setting, we will employ the regular approximation lemma for 3-uniform hypergraphs from [16] , Theorem 3.3, and Szemerédi's regularity lemma for graphs [17] , Theorem 3.2, which we state below (but in opposite order). Theorem 3.2. For all µ > 0 and integers t and M , there exist S 0 and n 0 such that for every family of graphs F 1 , . . . , F M on the same vertex set V (with |V | = n ≥ n 0 and n being a multiple of S 0 !) and for any given
Next we state the regular approximation lemma for 3-uniform hypergraphs (see [16, Lemma 4.2] or [14, Theorem 54]). Roughly speaking, it asserts that for every 3-uniform hypergraph H, there exists a hypergraph H obtained from H by adding or deleting a few hyperedges from H, so that H admits a vertex partition and a partition of pairs, as in Theorem 1.1, with the stronger property that for all blocks of the partition, the hypergraph H satisfies the "absolute" disc 3 property from Definition 1.2. 
(b ) a partition of pairs of the induced bipartite graphs
(c ) a 3-partite, 3-uniform hypergraph H on the same vertex set U∪V∪W such that the following holds: 1.1 ). Theorem 3.3 guarantees that, at the cost of altering only a few triples (globally), the measure (t, ) of quasirandomness can be much smaller than 1/(t ), while Theorem 1.1 can only guarantee the measure ε 3 of quasirandomness as a fixed constant (where t and depend of ε 3 ). On the other hand, in Theorem 1.1, the quasirandom property holds directly for H, while in Theorem 3.3, it only applies to the changed hypergraph H.
3.2 Proof of (i ) of Theorem 2.1. We now prove assertion (i ) of Theorem 2.1.
Proof. (disc 3 ⇒ oct 3 ) Let d 3 , ε 3 > 0 be given and let δ be the constant ensured by Theorem 3.1 for d 3 and ε = ε 3 /4. Without loss of generality, we may assume that δ ≤ ε d 
i.e., (t, ) tends faster to 0 (when t and tend to infinity) than (δ 0 /S 0 ) 3 , where S 0 (t, ) is given by Szemerédi's regularity lemma, Theorem 3.2, applied with 0 < µ δ 0 / , M = 3t 2 , and t. Finally, let
where ε 0 and T 0 are given by the regular approximation lemma, Theorem 3.3, applied with ν and (·, ·). Moreover, we choose δ 2 small enough so that disc 2 (δ 2 ) ⇒ cycle 2 (ε 2 ) for bipartite graphs of density d 2 . For these constants and sufficiently large n let (H, G) be a pair satisfying disc 3 (δ 3 , δ 2 ) as given in Theorem 2.1. We have to show that (H, G) satisfies oct 3 (ε 3 , ε 2 ). We first apply Theorem 3.3, with ν and (t, ) above, to H and G and obtain integers t and ≤ T 0 , a vertex partition, a partition of pairs, and a hypergraph H as stated in (a )-(c ) in Theorem 3.3 with properties (I) and (II).
We want to apply Theorem 3.1. For this we construct a "dense" 3-partite, 3-uniform, hypergraph D on the same vertex set U∪V∪W , which we view as a subhypergraph of 2,2,2 ⊆ H} (see Claim 2) . From that we will infer that (H, G) satisfies oct 3 (ε 3 , ε 2 ), since |E(H) E( H)| ≤ νn 3 ≤ ε 3 d Proof. Consider an arbitrary subgraph F of K[U, V, W ], which we view as the union of 3t 2 graphs of the form
We apply Szemeredi's regularity lemma, Theorem 3.2, to all such 3t 2 graphs. This way we obtain a refinement of the vertex partition on U∪V∪W , and each F Ui,Vj a is split into s 2 (typically) quasi-random bipartite graphs. For each of these 3t 2 s 2 graphs, say
, where we include every edge of P 
be the union of all these random graphs. We will show that w.h.p.
From (3.3) and (3.4) we infer
For the proof of (3.3) we consider tripartite graphs
Suppose the bipartite subgraphs of F ijk,pqr abc satisfy disc 2 (µ( )) (all but µt 2 s 2 do) and have density δ 0 / . Then we can appeal to the counting lemma for graph triangles and infer that the number of triangles in F ijk,pqr abc
where ξ µ → 0 as µ → 0. On the other hand, since P Ui,Vj satisfies disc 2 ( (t, )), we have that P Ui,p,Vj,q satisfies disc 2 (s · (t, )) with density d 2 / ± (s · (t, ) + δ 2 ). Consequently, since Q Ui,p,Vj,q a is a random subgraph it satisfies disc 2 (s · (t, ) + o(1)) (as long as the density of F Ui,p,Vj,q a is 1/ log n). Moreover, if the density of F Ui,p,Vj,q a is at least δ 0 / , we have that
Consequently, if the bipartite subgraphs of F ijk,pqr abc have density δ 0 / , then we have, again due to the triangle counting lemma, 
and the second assertion of (3.3) follows from the discussion above.
Claim 2. With probability 1 − o(1) we have
Proof. Apply the counting lemma from [13, Theorem 6.5] to H to count the number of octahedra.
More precisely, apply the dense counting lemma to H induced on every selection of six vertex classes U i1 , U i2 , V j1 , V j2 , W k1 , W k2 and 12 graphs P
, . . . , P
. There are t 6 12 such choices, and for each such choice, we get an estimate on the number of octahedra of H induced on that choice. Moreover, for each such choice, we will consider the corresponding such selection with the bipartite graphs P X,Y a replaced by the corresponding graph B X,Y a . For such a selection of "B-graphs", we can estimate the number of octahedra in D induced on those B-graphs (due to the randomness in the construction of D). The number of octahedra in H and D for a corresponding choice of B-and P -graphs will be equal up to a factor of d 12 2 . Repeating this analysis for all appropriate t 6 12 choices then yields the claim.
Finally, we deduce oct 3 (ε 3 , ε 2 ) for (H, G) from the claims above. Because of Claim 1 and Theorem 3.1, we have that, w.h.p., (H, G) satisfies oct 3 (ε ), i.e., the number of of octahedra in D is at most
Hence, we infer from the choice of δ ≤ ε d octahedra. Note that G ij satisfies cycle 2 (ε 2 ) due to the choice of δ 2 . Now it follows that (H, G) satisfies oct 3 (ε 3 , ε 2 ), since ε ≤ ε 3 /4 and since |E(H) E( H)| ≤ νn 3 ≤ ε 3 d In this section, we prove assertion (ii ) of Theorem 2.1. The proof is based on the counting lemma from Haxell et al. [12] and on the equivalence of disc 3 and oct 3 (which was established in Section 3 using the result from Dementieva et al. [6, Theorem 3.6] ). More precisely, we first use these tools to derive the following induced counting lemma for subhypergraphs of the octahedron. For a suboctahedron O ⊆ K
2,2,2 with vertex classes {x 0 , x 1 }, {y 0 , y 1 }, and {z 0 , z 1 } and a hypergraph H and a graph G with E(H) ⊆ K 3 (G) we say a copy of O on vertex pairs {u 0 , u 1 }, {v 0 , v 1 }, and 
2,2,2 , the number of (partite) labeled, induced copies of O in H w.r.t. G satisfies
Before we prove Proposition 4.1, we derive part (ii ) of Theorem 2.1 from it.
Proof. (oct 3 ⇒ dev 3 ) Let d 3 , ε 3 > 0 be given. We choose δ 3 > 0 small enough so that Propositition 4.1
. Then for given d 2 and ε 2 > 0, we let δ 2 > 0 be small enough for Propositition 4.1 and so that every bipartite graph of density d 2 with cycle 2 (δ 2 ) also satisfies dev 2 (ε 2 ). Finally, let n 0 be large enough so that Propositition 4.1 and
For a given pair (H, G) satisfying oct 3 (δ 3 , δ 2 ), we apply Propositition 4.1 for every (spanning) suboctahe-
2,2,2 , and since u0,u1∈U v0,v1∈V w0,w1∈W i,j,k∈{0,1}
we obtain u0,u1∈U v0,v1∈V w0,w1∈W i,j,k∈{0,1} (−1) 8−e(O) = 0. Therefore, the pair (H, G) satisfies dev 3 (ε 3 , ε 2 ) if n is sufficiently large.
It is left to prove Proposition 4.1.
Proof. We use the equivalence of disc 3 and oct 3 in the following way. Suppose (H, G) satisfies disc 3 (ε 3 , ε 2 ) for some densities d 3 and d 2 . Then it follows directly from the definition of disc 3 that for the complement of H w.r.t. G, i.e., H = (V (H), K 3 (G) \ E(H)), (H, G) satisfies disc 3 (ε 3 , ε 2 ) for densitiesd 3 = 1 − d 3 and d 2 .
Hence, we infer from the equivalence of disc 3 and oct 3 that if (H, G) satisfies oct 3 (δ 3 , δ 2 ), then (H, G) satisfies oct 3 (δ 3 , δ 2 ) for some δ 3 (δ 3 ) → 0 as δ 3 → 0. For the proof of Proposition 4.1 we may choose the constants so that
By the discussion above, we may assume that for the given pair (H, G) with oct 3 (δ 3 , δ 2 ), we have that (H, G) satisfies oct 3 (δ 3 , δ 2 ). For a given suboctahedron O ⊆ K
2,2,2 , we "double" (H, G) according to O. More precisely, let the three vertex classes of O be {x 0 , x 1 }, {y 0 , y 1 }, and {z 0 , z 1 } and let U , V , W be the vertex classes of H and G. First we construct a new 6-partite graph G with vertex classes U i = U × {i}, V j = V × {j}, and W k = W × {k} with i, j, k = 0, 1, i.e., we take two copies of every original vertex class. Moreover, let {(u, i), (v, j)} be an edge in G if, and only if, {u, v} ∈ E(G) (similarly for {(u, i), (w, k)} and {(v, j), (w, k)}). In other words, we obtain G from G by cloning every vertex and replacing every edge by a C 4 on the corresponding cloned vertices. Note that the construction of G is independent of O. Next we define the edges of H as follows: for u ∈ U , v ∈ V , w ∈ W , and i, j, k = 0, 1, let {(u, i), (v, j), (w, k)} ∈ E(H ) ⇔ {u, v, w} ∈ ( E(H), {xi, yj, z k } ∈ E(O), K3(G) \ E(H), {xi, yj, z k } ∈ E(O).
In other words, (H , G ) was constructed so that (H [U
) is a copy of (H, G) if {x i , y j , z k } ∈ E(O) and a copy of (H, G) otherwise.
In any case, from the discussion above, we know that (H [U i , V j , W k ], G [U i , V j , W k ]) satisfies oct 3 (δ 3 , δ 2 ). Hence, the counting lemma from [12] implies that the number of crossing copies of K Noting, that, due to the construction of H , this equals the number of (partite) labeled, induced copies of O in H w.r.t. G minus an error of O(n 5 ) (for copies in H which use two copies of the same vertex, e.g., (u, 1) and (u, 2)), we conclude the proposition.
Concluding remarks
The main result asserts that for 3-uniform hypergraphs the properties disc 3 , dev 3 , and oct 3 are equivalent. We believe the same result holds for k-uniform hypergraphs. Such equivalences would be useful to obtain algorithmic regularity lemmas for k-uniform hypergraphs. We believe those results hold, which is work in progress.
