Abstract: The authors explore the possibilities of a dense model-free three-dimensional (3D) face reconstruction method, based on image sequences from a single camera, to improve the current state of forensic face comparison. They propose a new model-free 3D reconstruction method for faces, based on the Lambertian reflectance model to estimate the albedo and to refine the 3D shape of the face. This method avoids any form of bias towards face models and is therefore suitable in a forensic face comparison process. The proposed method can reconstruct frontal albedo images, from multiple nonfrontal images. Also a dense 3D shape model of the face is reconstructed, which can be used to generate faces under pose. In the authors' experiments, the proposed method is able to improve the face recognition scores in more than 90% of the cases. Using the likelihood ratio framework, they show for the same experiment that for data initially unsuitable for forensic use, the reconstructions become meaningful in a forensic context in more than 60% of the cases.
Introduction and background
Face comparison in a forensic context is a challenging task.
Reconstructing faces with a model driven approach [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] have been addressed by several researchers, but always suffers from a bias towards the underlying face model. For example, a face model trained on multiple look-a-like faces of a person is far more likely to match with that person than a general face model. In a forensic context avoiding any form of bias towards other faces is crucial to create better opportunities for evidence in court. In this paper, we explore the possibilities of a dense model-free three-dimensional (3D) face reconstruction method, based on an image sequence from a single camera. In the first stage, we use landmarks in multiple images to obtain a coarse estimation of the shape of a face and the rotation and translation parameters of the face in each frame. In the second stage we enhance the reconstruction by estimating the reflection coefficient and surface normals simultaneously for every point in the 3D shape. On the basis of the estimate of the normals, we enhance the 3D shape of the face. Applying these steps iteratively leads to a dense 3D reconstruction of a face including texture information based on the reflection coefficients of the face. The proposed method is model-free and has therefore no bias towards an underlying face model. We further refer to this as the model-free requirement. As a consequence of this requirement, the reconstruction process becomes more difficult, since no average model can be used as a starting point for the 3D reconstruction. Moreover, where, for example, the Morphable model method can provide reconstructions based on a single image [1] , we need multiple images. Our goal is to increase the performance of face recognition, while still maintaining the model-free requirement of the forensic context.
Although some parts of our work are related to stereo and multi-camera reconstruction approaches, see, for example [14] , our problem is more complex. First, in a stereo setup the exact positions and viewing directions of the cameras are known, while we need to estimate the position and direction of each view.
Estimations are less precise and depend on the quality of the data. Second, there is deformation of the faces due to expression and motion artefacts. In a multi-camera setup this could never happen, because in such a case all images are recorded at the same moment in time. Third, the constant brightness assumption [15] is not applicable in a single camera situation, because the object is moving, and so the illumination chances in each frame. Therefore, there is more uncertainty during the reconstruction process. Garg et al. [16] introduce a variational non-rigid structure from motion approach, but they use a massive number of tracking points, which is not realistic using forensic data. In their experiments they use synthetic face sequences, where the level of difficulty for reconstruction is far less than with real image sequences. Delaunoy and Pollefeys [17] present a photometric bundle adjustment method for multi-view 3D modelling which shows low reprojection errors, but all their experiments are performed on feature rich objects including unrealistic views in comparison to faces under pose.
In our reconstruction process, we handle a moving face in front of a static camera, so the constant brightness assumption is not valid in our case. We introduce a reconstruction process based on image sequences which avoids any bias towards face models. Our reconstruction method provides dense 3D reconstructions of the face sequences.
The remaining of this paper is structured as follows: First our proposed method is introduced in Section 2, including a dense reconstruction algorithm. In Section 3, we included face comparison experiments on frontal reconstructions, the forensic implications of the proposed reconstruction method and visual inspection of the dense 3D reconstructions. Section 4 concludes our paper.
Method
The proposed method is designed to work with real image data, comparable to image sequences obtained from an ATM camera. Multiple non-frontal images under varying pose are available, captured from a moving face with a single camera. Due to this setup the illumination is different in every image. Our goal is to obtain a dense 3D reconstruction of the face without introducing any bias towards face models. The reconstruction will be used for forensic facial comparison.
In previous work [18] , we presented a coarse 3D shape reconstruction method for faces. This coarse shape reconstruction method is model-free, which is important for usage in a forensic context. The reconstruction method is based on 20 manually
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Research Article IET Biom., pp. 1-7 1 labelled landmarks in multiple views to support forensic data with low quality images. First one pair of images is selected for the start of an iterative reconstruction process. A 3D shape estimate is obtained based on the initial pair of images. In each iteration, one new image is added and both the 3D shape and the view of the face in each frame are optimised simultaneously. The reconstruction method is a structure from motion approach that minimises the 2D reprojection error, the error between the reprojected landmarks and the landmarks in the input frames. Several steps were taken to provide a robust reconstruction method for a low number of landmarks. The output of the 3D shape reconstruction algorithm is an estimate of the 3D points and an estimate of the rotation and translation parameters of the face in each view. The method is tested on simulated data: a random point clouds and a set of views rendered from a styrofoam head. An analysis on the 2D reprojection error and the 3D error using a varying number of views is provided, for more details we refer to [18] . Finally, our previous work shows that the shape reconstruction algorithm is capable of handling real image data.
In this paper, we propose a 3D reconstruction method based on a coarse 3D shape and a powerful texture reconstruction method to obtain dense 3D reconstructions and frontal reconstructions of high quality. The coarse 3D shape reconstruction is obtained using the shape reconstruction algorithm in [18] , including the rotation and translation estimations of the views. The rotation and translation parameters for a view v define a rigid transformation T v , that we use for illumination estimation. Since the reconstructed coarse shape only consists of 3D points, we define 28 triangular patches on the reconstructed coarse shape, see Fig. 1 , to obtain a 3D surface. The patches are chosen in such a way that the surface has a seam running along the symmetry plane of the face. The patches are used for initialisation of the dense shape reconstruction.
The proposed dense reconstruction method is based on the Lambertian reflectance model, where we assume ambient light l α and a single directional light source l d . The light source l d is posed perpendicular to the frontal face. The illumination model we describe is object oriented and therefore we transform the constant directional light source l d to object coordinates and make the light direction dependent on view v. We use a rigid transformation T v , based on the estimates of the rotation and translation parameters, to calculate the light direction in each view, see as follows:
We define our illumination model in the following equation:
where α x is the ambient reflection coefficient, l α is the ambient light intensity, ρ x is the diffuse reflection coefficient (albedo) in point x, n x is the 3D normal in point x, l v is the directional light source, including the light intensity, dependent on view v, see (1), andĜ xv is the predicted intensity in point x using view v. The Lambertian reflectance model connects the 3D shape, via the normals of an object, to the observed intensities in images. We use this connection to optimise both the texture and the 3D shape. From the coarse reconstruction of the shape, estimates of the normals in each 3D point are available, but need to be optimised. Each 3D point x can be projected to multiple views, which we use to optimise the albedo and the normal of each point. We define the following optimisation, see as follows
where r * x is the optimised albedo, n * x is the optimised normal, V is the set of frames used for the reconstruction, G xv is the observed intensity of point x in view v andĜ xv is the predicted intensity given (2) , where the term α x l α is constant and has no influence on the optimisation. As there is an ambiguity between the intensity of l v and the albedo ρ x for optimisation purpose we assume the L2-norm of l v to be one. The direction of the light in l v , however, is still depending on view v. The albedo ρ x and the normals n x of the 3D reconstruction are both optimised by minimisation of the absolute difference with the observed intensities. For each point x that is visible in at least four views, we are able to optimise the albedo and the normal. The normals are calculated from the shape for every point x using its neighbours, see 
The normal in point x is then calculated based on the triangular patches A-D, see (5), where we define the depth of p x as:
On the basis of the optimised normals we adapt the depth of the 3D shape (and the associated normals) to fit the optimised normals, see (6) , where d * x is the optimised depth in point x
We perform the full process multiple times using different resolutions of the 3D shape to obtain our final reconstruction and albedo estimations. The proposed reconstruction method is described in Algorithm 1 (see Fig. 3 ).
The shape and the albedo of the face are both optimised and provide a more detailed and dense 3D shape description of the face. In each iteration of the algorithm, we obtain an estimate of the albedo of the face and a description of the 3D shape. Note that the proposed method does not optimise or improve the rotation and translation parameters and the internal camera calibration values of the input data, that are defined in V. These parameters are considered precise enough to perform the optimisation.
The coarse 3D shape is aligned in Step 2 using the eigenvectors of the symmetry plane of the reconstructed shape and by rotating the vector, defined by the tip of the nose and the centre of gravity of the symmetry plane, around the axis through the centre of gravity of the symmetry plane, to a frontal position. The face is now in an object oriented coordinate system based on the shape. In Step 3, a grid search is used to sample the nearest neighbours on the surface of the coarse 3D shape. A grid of 100 × 100 points is an appropriate starting point for the proposed method. The size of the grid is important, because the smaller the grid the more 3D information is described by each point in the grid. So, with a smaller size of the grid larger shape deformations occurs, for a large size of the grid only small details of the shape are changed. We stop at a size of 400 × 400 points, because the alterations are barely visible at this stage. The factor for upsampling in Step 10 in the algorithm is also of importance, because of the 3D information described by each point in the grid. The upsampled depth values of the grid are calculated by bilinear interpolation. We set the factor for upsampling to 2 √ , which is appropriate according to the details that need to be reconstructed. Throughout an iteration only the depths of the points on the grid are adapted. In the optimisation in Step 7, we use a selection of normals with an angle smaller than 60°compared to the direction of the light, since these normals are more accurate than normals with larger angles. Although this angle could be smaller, this would lead to points in the grid where we are unable to minimise (3) due to the low number of normals. The minimisation of (3) is attained by finding the optimum values using an exhaustive search within small variations of the angle, at most 5°in both directions in multiple steps, for the estimated normals and by calculating the albedo values in 256 steps within the range [0…1]. During the shape adaptation in Step 8, we test three options for each point in the grid: we increase the depth, we decrease the depth or we keep the current depth. For each of these options, we calculate the absolute difference between the optimised normals in Step 7 and the normals calculated from the current 3D shape, see (6) . We choose the depth with the smallest absolute difference. The altered depth is directly applied on each point. We continue altering the depth until there is no more change of depth. We used depth alterations of 0.5 mm at the time. The small steps lead to a slower convergence, but prevent extreme changes in the normals of the shape. Secondly, the small steps support a continuous 3D shape reconstruction.
In Fig. 6 on the right, an example of a frontal albedo reconstruction is shown. Fig. 11 shows multiple renderings of a reconstructed 3D shape with the reconstructed albedo as texture.
Experiments
To evaluate the performance of the proposed reconstruction method, we performed a 2D face comparison experiment on the albedo reconstructions. We compared the reconstructed albedo images with the ground truth images of the corresponding persons. Secondly, we evaluate the implications for forensic face recognition. In the last part of this section, we also visually inspect the reconstructed 3D models to indicate the quality of the 3D reconstruction.
Dataset
The dataset required for our experiments cannot be extracted from benchmark datasets such as CMU multi-PIE, because in those datasets the data is taken at the same moment in time with multiple cameras. For these recordings the illumination estimation and depth estimations become much easier, because of the constant brightness and lack of expression and deformation of the face. Therefore, we had no choice but to record our own dataset. Our dataset consists of recordings of 48 people. Each recording contains 101 frames with different views of the face of a person, recorded with a single camera. In the experiments we use subsets of this dataset, based on the availability of a set of frames suitable for reconstruction and a coarse shape estimate with a reasonable reprojection error. The selection criterion of the subsets is explained later in this section. Fig. 4 shows some samples of our dataset. The persons in the data set were asked to rotate their heads to the left and to the right, while looking up or down at the same time. As a result, a variety of frontal, near-frontal and frames under pose are captured in the dataset. The rotation and movement of the head simulate the actions performed at an ATM. All the frames were captured in about 45 s, similar to forensic time lapse recordings. Ground truth frontal views were taken afterwards with a different camera setup, during the same session.
2D face comparison
In the first experiment, we use the albedo reconstructions for comparison with ground truth images. The albedo reconstructions are stored in each iteration of the proposed method with increasing resolutions. Each albedo reconstruction is compared to the corresponding ground truth frontal view. We use the B7 algorithm of FaceVACS for face comparison, which is part of a commercial face comparison SDK [19] . FaceVACS is known in the face comparison community to be an excellent 2D face comparison algorithm. The comparison scores of FaceVACS are in the range [0…1]. Usually a threshold of 0.4 or above is taken for genuine scores. We use 0.5 in our experiment as genuine threshold. To show the ability of the proposed reconstruction method we select a subset of 2D frames from the dataset with FaceVACS scores below 0.5. These frames, which have non-frontal pose, expression or motion artefacts, are used in the reconstruction process, see Fig. 5 for some examples. We refer to this set as selection Σ. Improvement of the frames in selection Σ is important in forensic cases where no frontal images of the face are available. We used a subset of 30 frames from the selection Σ to ensure that every reconstruction is based on the same number of frames. This is also an appropriate number of frames for shape reconstruction according to earlier experiments, see [18] , and for a reliable estimation of the albedo of the face using the optimisation in (3). The subset of 30 frames from selection Σ is selected based on their variation in view and image sharpness. In Fig. 6 , an example of one of the reconstructions is shown together with its corresponding ground truth image. In most of the cases the reconstructions seems to be slightly squint-eyed, because of the different origin of the views in the eyes. We notice that, although, humans are sensitive to the squint reconstruction artefacts, the performance of the FaceVACS algorithm is not affected by these artefacts.
The total result of the experiment is shown in Fig. 7 . This graph shows the cumulative percentage of scores above a certain FaceVACS score for all reconstructions based on the selection Σ. For example, 20% of the reconstructions have a FaceVACS score above 0.8. The scores are the maximum scores taken over all albedo reconstructions of different resolutions of each person. The light grey area visualises the gain of the proposed reconstruction method. The grey area indicates the maximum scores of the input frames from selection Σ. The dark grey area indicates reconstruction scores below the threshold of 0.5. In that case taking the best input frame would probably give better results. The graph shows that in 91% of the reconstructions we surpassed the threshold score 0.5 of the input set of frames. In quite some cases, we have a considerable gain, in some cases even up to 0.99. Such scores are in the same range as high quality frontal face images. Only in 9% of the reconstructions the proposed method did not improve the recognition results. 
Implications for forensic face comparison
To give an indication of how FaceVACS scores should be interpreted in a forensic context, we provide likelihood ratios based on the statistics in the FaceVACS SDK [19] . Here, likelihood ratios describe the ratio between the probability of a comparison score, given that that faces compared originate from the same person and the probability of a comparison score, given that that faces compared originate from different persons, see [20] . This is the standard approach when evaluating the meaningfulness of forensic evidence. If we calculate the likelihood ratios for all FaceVACS scores, we can compare the result of the best 2D input frame with the reconstruction to see how the reconstruction increases the likelihood ratio. The FaceVACS scores can be converted into likelihood ratios based on the false acceptance rate (FAR) and false recognition rate (FRR), derived from a large test database [19] . In Fig. 8 , a recreated FRR and FAR graph is shown. The likelihood ratios can be calculated from this graph by applying (7) to each score s, see [21] LR(s) = 1 − (∂(FRR)/∂s) (∂(FAR)/∂s)
The statistics provide a good indication of the likelihood ratios of the FaceVACS scores. As can be seen in Table 1 the likelihood ratio can increase by a factor of up to 1.0 × 10 5 due to the reconstructed albedo images. In more than 75% of the reconstructions the likelihood ratio increases by a factor of 10 or higher, which is a considerable gain. Since the statistics in Fig. 8 are valid for both the genuine and non-genuine comparisons, there is no additional gain for the non-genuine reconstructions.
If we convert the FaceVACS scores of the results to likelihood ratios, the reconstructions can be reviewed in a forensic context, see Fig. 9 . The maximum-likelihood ratio for each set of input frames of selection Σ is 3.5, based on the score threshold of 0.5. If a forensic researcher takes, for example a likelihood ratio of 100 as a minimum, the proposed method is able to provide meaningful results in more than 60% of the cases.
In Fig. 10 , on the top we show the results for all 23 reconstructions individually. The same threshold of 0.5 was used for the selection of the input frames. For the other 25 persons in the dataset there was not enough low quality data available to obtain appropriate reconstructions. Increasing the quality threshold of 0.5 for the frame selection would enable the availability of more and higher quality frames in the selection, however, this would be a less challenging problem. Continuing the reconstruction procedure with less than 30 frames, sometimes even less than 10, would lead to less accurate frontal face reconstructions. The light grey bars in Fig. 10 indicate that we were able to exceed the threshold scores for that current person. The grey bars indicate the opposite. We are able to surpass the threshold score for 21 persons in the dataset.
In some occasions, the reconstruction scores can be further improved by changing the field of view of the frontal view. We included an experiment where we changed the field of view of the frontal view to 30°, which approximately fits the field of view of the camera of the input images. This was done by rendering the 3D shape including the albedo texturing of the 400 × 400 grid with a fixed field of view of 30°to a frontal view. In some cases, this gave an improvement of the results, see the bottom of Fig. 10 , but in other cases the performance was worse. We can take the maximum FaceVACS score over both experiments to get the optimal result. In some rare occasions, there are strong motion artefacts and the proposed method is not able to surpass the FaceVACS scores. The only way to improve the scores in such a case would be to manually select the set of input frames to minimise motion artefacts and other abnormalities. We decided to not further pre-process or post-process the results to give a clear demonstration of the performance of the proposed algorithm.
We expect the quality of the albedo images to increase along with the resolution. If we look into the scores for all resolutions we notice that the bigger the resolution of the grid the higher the percentage which surpasses the comparison threshold, see Table 2 . The gain here represents the average increase over all 23 reconstructions of the FaceVACS scores compared to the threshold score. The maximum gain possible is 0.5. We decided to stop at 400 × 400 points for the grid. Although higher resolution reconstructions still have a positive effect on the gain, the calculation time increases quadratically and the gain becomes smaller each time. The last row shows the average increase for the resolution with maximum score, because sometimes an increase of resolution does not result in an increase of the FaceVACS scores.
3D visual inspection
Apart from the albedo, also the 3D shape is reconstructed with the proposed algorithm. Some examples of these full 3D reconstructions can be seen in Fig. 11 . The 3D models look quite 9 Likelihood ratios of the reconstructions. Grey area corresponds to the maximum-likelihood ratio of the frames in selection Σ for each person. Light grey area shows the likelihood ratio of the reconstructions using selection Σ as input frames realistic, but in most cases the nose is a bit flattened by the smoothing in the algorithm. For frontal views this effect is minimal, but for views under pose the effect is stronger. Small details of the 3D shape, like the shape of the lips and the shape of the eyes are visible on the reconstructed 3D models. Although, the 3D shape seems quite accurate, experiments with shape only comparison showed that the shape is not near the quality of laser scans and structured light models. The reconstructed 3D models are of high enough quality to correct the pose of the face, but cannot be used for shape comparison. We explored the possibilities of a dense model-free 3D face reconstruction method, based on image sequences from a single camera, to improve the current state of forensic face comparison. The forensic context implies that models based on facial data cannot be used, because they cause a bias towards those faces. We proposed a dense 3D reconstruction method with two stages. In the first stage, we obtain a coarse 3D landmark shape and an estimate of the rotations and translation in each frame. In the second stage, we use the Lambertian reflectance model to estimate the albedo and to refine the 3D shape of the face. In our experiments, the proposed multi-resolution approach is able to deliver frontal face reconstructions that improve the face comparison scores in more than 90% of the cases. Therefore, we reached our goal of improving face recognition performance without introducing any bias towards a face model. Using the likelihood ratio framework, we show for the same experiment that for data initially unsuitable for forensic use, the reconstructions become meaningful in a forensic context in more than 60% of the cases. Visual inspection of the 3D shape shows that the reconstructed 3D shape with albedo texture can be used to generate faces under pose, but not for shape-based 3D face recognition.
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