In this paper, we present some new inequalities for the gamma function. The main tools are the multiple-correction method developed in [6, 7] and a generalized Mortici's lemma.
Introduction
Duo to its importance in mathematics, the problem of finding new and sharp inequalities for the gamma function and, in particular for large values of x Γ(x) := ∞ 0 t x−1 e −t dt, x > 0, (1.1) has attracted the attention of many researchers (see [2, 3, 8, 9, 12, 14, 15, 16, 17, 18] Ramanujian [22] proposed the claim (without proof) for the gamma function Γ(x + 1) = √ π x e x 8x 3 + 4x 2 + x + θ x 30 1 6 , (1. 5) where θ x → 1 as x → +∞ and 3 10 < θ x < 1. This open problem was solved by Karatsuba [13] . Thus (1.5) provides a more accurate estimate for the gamma function (see Sec. 2 below).
In this paper, we will continue the previous works [6, 7] , and introduce a class of new approximations to improve these inequalities.
Throughout the paper, the notation Ψ(k; x) denotes a polynomial of degree k in x with all coefficients non-negative, which may be different at each occurrence. Let (a n ) n≥1 and (b n ) n≥0 be two sequences of real numbers with a n = 0 for all n ∈ N . The generalized continued fraction
is defined as the limit of the nth approximant
as n tends to infinity. See [2, p.105].
A generalized Mortici's lemma
Mortici [14] established a very useful tool for measuring the rate of convergence, which says that a sequence (x n ) n≥1 converging to zero is the fastest possible when the difference (x n − x n+1 ) n≥1 is the fastest possible. Since then, Mortici's lemma has been effectively applied in many paper such as [6, 7, 17, 18] . The following lemma is a generalization of Mortici's lemma.
Lemma 1.
If lim x→+∞ f (x) = 0, and there exists the limit
with λ > 1, then there exists the limit
Proof. It is not very difficult to prove that for x > 2
For ε > 0, we assume that l − ε ≤ x λ (f (x) − f (x + 1)) ≤ l + ε for every real number x greater than or equal to the rank X 0 > 0. By adding the inequalities of the form
for every x ≥ X 0 and m ≥ 1. By taking the limit as m → ∞, then multiplying by x λ−1 , we obtain
Now by taking the limit as x → +∞, this completes the proof of the lemma at once. An example Let's consider the Ramanujan's asymptotic formula (1.5). Let the error term E(x) be defined by the following relation
(1 + E(x)) . .
By using the Mathematica software, we expand the right-hand function in the above formula as a power series in terms of 1/x:
Thus, by Lemma 1 we have
Noting that lim u→0
Remark 1. Just as Motici's lemma, Lemma 1 also provides a method for finding the limit of a function as x tends to infinity.
Gosper-type inequalities
In this section, we use an example to illustrate the idea of this paper. To this end, we introduce some class of correction function (MC k (x)) k≥0 such that the relative error function E k (x) has the fastest possible rate of convergence, which are defined by the relations
If lim x→+∞ x µ f (x) = l = 0 with constant µ > 0, we say that the function f (x) is order x −µ , and write the exponent of convergence µ = µ(f (x)). Clearly if µ(E k (x)) = µ k , we have the following asymptotic formula
Let us briefly review a so-called multiple-correction method presented in our previous paper [6, 7] . Actually, the multiple-correction method is a recursive algorithm, and one of its advantages is that by repeating correction process we always can accelerate the convergence, i.e. the sequence (µ(E k (x))) k≥0 is a strictly increasing. The key step is to find a suitable structure of MC k (x). In general, the correction function MC k (x) is a finite generalized continued fraction (see [7] or (3.8) below) or a hyper-power series (see [6] or (4.7) below) in x.
It is not difficult to see that (3.1) is equivalent to
By the recurrence formula Γ(x + 1) = xΓ(x), we have for x > 0
Now by taking the initial-correction function MC 0 (x) = κ 0 x+λ 0 and using Mathematica software, we expand E k (x) − E k (x + 1) into a power series in terms of 1/x:
The fastest possible function E 0 (x) − E 0 (x + 1) is obtained when the first two coefficients in the above formula vanish. In this case, we find κ 0 = We continue the above correction process to successively determine the correction function MC k (x) until some k * you want. On one hand, to find the related coefficients, we often use an appropriate symbolic computations software because it's huge of computations. On the other hand, the exact expressions at each occurrence also need lot of space. Hence in this paper we omit many related details. For interesting readers, see our previous paper [6, 7] . In fact, we can prove that for 0 ≤ k ≤ 3 By Lemma 1 again, we get for some constant
i.e. µ(E k (x)) = 2k + 4 for k = 0, 1, 2, 3. Thus we obtain more accurate approximation formulas:
It should be noted that if we rewrite MC k (x) in the form of Pr(m) Qs(m) , where P, Q are polynomials with r = k and s = k + 1, theoretically at least, for a large x the above formula may reduce or eliminate numerically computations compared with the previous results, see e.g. [9, 12] . This is the main advantage of the multiple-correction method.
The following theorem tells us how to obtain sharp inequalities. Theorem 1. Let MC k (x) be defined as (3.8). Let x ≥ 1, then we have for k = 0, 2, (3.11) and for k = 1, 3,
. This transformation plays an important role in this paper (essentially, it is a difference method). Hence, in order to prove inequality E k (x) > 0 (or E k (x) < 0), it suffices to show that the equality f k (x) > 0 (or f k (x) < 0) holds under the condition lim x→+∞ E k (x) = 0. By the Stirling's formula (1.2), we can show that the condition lim x→+∞ E k (x) = 0 always holds. In what follows, we will apply this condition many times.
By using Mathematica software, we may prove that for x ≥ 1
We only give the proof of inequalities in case k = 3, other may be proved similarly. In this case, we see that for x ≥ 1 the inequality (3.12) is equivalent to E 3 (x) < 0. As lim x→+∞ E 3 (x) = 0, it suffices to prove that
is strictly increasing with lim x→+∞ f 3 (x) = 0, so f 3 (x) < 0. This completes the proof of Theorem 1.
By the multiple-correction method, we also find another kind of inequalities.
Theorem 2. Let the k-th correction function MC k (x) be defined by
where
Then we have
) , x ≥ 6, (3.14)
and for k = 1, 3,
Proof. Since the proof of Theorem 2 is very similar to that of Theorem 1, here we only give the outline of the proof. First, let the relative error function E k (x) be defined by
By making use of Mathematica software and Lemma 1, we can prove
. By using Mathematica software, it isn't difficult to check that
Lastly, just as the proof of Theorem1, Theorem 2 follows from the above inequalities readily.
Ramanujan-type inequalities
Theorem 3. Let the k-th correction function MC k (x) be defined as 
Proof. We define the relative error function E k (x) by the relation
. By using Mathematica software and Lemma 1, we can check
. By making use of Mathematica software again, we can prove
Similar to the proof of Theorem 1, we can get the desired assertions from the above inequalities. By the same approach as the proof of Theorem 1, the inequality (4.8) follows from the (4.12).
Remark 2. It is an interesting question whether our method may be used to obtain some sharp bounds for the ratio of the gamma functions, see e.g. [11, 19, 20, 21] .
