Water alternating gas (WAG) injection process is a proven EOR technology that has been successfully deployed in many fields around the globe. The performance of WAG process is measured by its incremental recovery factor over secondary recovery. The application of this technology remains limited due to the complexity of the WAG injection process which requires time-consuming in-depth technical studies. This research was performed for a purpose of developing a predictive model for WAG incremental recovery factor based on integrated approach that involves reservoir simulation and data mining. A thousand reservoir simulation models were developed to evaluate WAG injection performance over waterflooding. Reservoir model parameters assessed in this research study were horizontal and vertical permeabilities, fluids properties, WAG injection scheme, fluids mobility, trapped gas saturation, reservoir pressure, residual oil saturation to gas, and injected gas volume. The outcome of the WAG simulation models was fed to the two selected data mining techniques, regression and group method of data handling (GMDH), to build WAG incremental recovery factor predictive model. Input data to the machine learning technique were split into two sets: 70% for training the model and 30% for model validation. Predictive models that calculate WAG incremental recovery factor as a function of the input parameters were developed. The predictive models correlation coefficient of 0.766 and 0.853 and root mean square error of 3.571 and 2.893 were achieved from regression and GMDH methods, respectively. GMDH technique demonstrated its strength and ability in selecting effective predictors, optimizing network structure, and achieving more accurate predictive model. The achieved WAG incremental recovery factor predictive models are expected to help reservoir engineers perform quick evaluation of WAG performance and assess a WAG project risk prior launching detailed time-consuming and costly technical studies. 
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Introduction
With the decline in the production rate of petroleum reservoirs and increase in energy demand, E&P operators have started evaluating and implementing enhanced oil recovery (EOR) technology to extract the remaining oil after primary and secondary recoveries (i.e., waterflooding, gas injection). EOR technology has demonstrated promising results in enhancing field recovery factor and maintaining field production plateau. Currently, the ultimate oil recovery factor is about 35% which means that two-thirds of the oil remain underground. Increasing the recovery factor from 35 to 45% would bring about 1 trillion bbl. of Oil (Labastie 2011) .
WAG injection process is one the proven EOR technologies (Christensen et al. 2001) . In recent years, water alternating gas (WAG) flooding process has gained an increasing interest in enhancing oil recovery worldwide. Additional economic profit from WAG process is the reduction of the required amount of gas to be injected into the reservoir (Jaber et al. 2017) .
The WAG injection process in oil fields has shown an increase in the recovery factor typically ranging from 5 to 10% over water or gas injection (Christensen et al. 2001) . However, the application of this technology remains limited due to the complexity of the WAG process and difficulty in quantifying the expected performance prior launching timeconsuming and costly technical studies. Technical study usually starts by coreflood experiment, followed by complex reservoir model construction, and then WAG pilot test to calibrate the expected WAG performance. Complexity of the WAG process is mainly related to the WAG physical process and WAG optimization. Afzali et al. (2018) demonstrated that the complexity of the WAG physical process is mainly related to three-phase flow, inter-phase mass transfer, swelling, oil trapping, and water blocking by the injected gas that are not well understood by scientist and researchers.
Field-scale WAG project optimization complexity usually related to the time and a cost each of the optimization tasks takes with lack of robust and powerful technique that makes the WAG project profitable (Panjalizadeh et al. 2015; Chen et al. 2010) . Figure 1 demonstrates the typical WAG project approval workflow.
For the seek of developing WAG incremental recovery factor predictive model that forecasts WAG incremental recovery factor prior launching detailed expensive technical study, this research work was performed. This research approach was based on an integrated study that involved reservoir modeling and data mining. The study started by literature review of WAG process and data mining techniques, followed by building a thousand reservoir simulation models for WAG and waterflooding based on selected sensitivity parameters, and then building a predictive model from the reservoir modeling study input using the two selected data mining techniques which are regression and GMDH. A thousand reservoir models for waterflooding and WAG injection were developed based on full factorial design of experiment (DOE), using ten (10) input sensitivity variables. Three additional input parameters which are hydrocarbon pore volume of injected gas, reservoir pressure, and pore volume of injected water prior WAG startup were output or calculated from the reservoir models.
The selected reservoir modeling study parameters and ranges are based on literature review of published WAG pilot projects and WAG studies, plus one factor at time (OFAT) sensitivity. The list of selected sensitivity parameters are horizontal permeability, vertical permeability, oil gravity, gas gravity, water viscosity, solution gas-oil ratio, WAG ratio, WAG cycle, land coefficient, and residual oil saturation to gas. 
Research methodology
This research work was done through multiple steps as listed below:
• WAG literature review, • List the parameters that demonstrated an impact on WAG recovery from the literature review and OFAT sensitivity study, • Construct and run a thousand reservoir models for both waterflooding and WAG based on full factorial design of experiment, • Prepare reservoir model data for data mining study. This includes the selected thirteen (13) parameters and calculated WAG incremental recovery factor. Total observations used in this research study were four thousand two hundred ninety (4290) observations, • Select regression and group method of data handling (GMDH) methods for predictive model construction based on literature review, • Run predictive model training using 70% of the total observations, followed by model validation using the remaining 30%. Figure 2 summarizes the selected variables (plus injected gas volume) for WAG incremental recovery factor prediction.
Water alternating gas recovery factor and mechanisms
The overall recovery factor (efficiency) RF of any secondary or tertiary oil recovery method is the product of a combination of three individual efficiency factors as given by the following generalized expression (Tarek 2010): where RF = the overall recovery factor (0-1). E D = the displacement efficiency (0-1). E A = the areal sweep efficiency (0-1). E V = the vertical sweep efficiency (0-1).
The overall recovery factor is a function of multiple factors including fluids mobilities, injection patterns, areal and vertical heterogeneities, degree of gravity segregation, and total pore volume injected (Tarek 2010) .
WAG incremental recovery factor is a result of the increase in both displacement and volumetric sweep efficiencies due to the reduction of the residual oil saturation and improvement of both areal and vertical sweep efficiencies.
Multiple research papers were published during the last decades on WAG recovery mechanisms. This includes threephase WAG hysteresis, residual oil to gas, mobility control, and oil vaporization and swelling. Lazreg et al. (2017) demonstrated the impact of two-phase and three-phase WAG hysteresis on WAG incremental recovery factor based on an integrated research study that incorporated findings from both lab experiments and reservoir simulation from multiple Malaysian oil fields. This technical paper illustrated that three-phase WAG hysteresis could increase WAG incremental recovery factor by 1-2% on top of secondary recovery. Skauge and Larsen (1994) demonstrated that the residual oil saturation by three-phase flow was significantly lower than the residual oil saturation from two-phase waterflooding and gas injection.
Mobility ratio is an important factor that controls volumetric sweep efficiency of gas injection process with a favorable mobility of less than one (< 1). Reduction of the mobility ratio can be obtained by increasing the gas viscosity or reducing the relative permeability of the fluids. Reduced mobility of the gas phase can be achieved by injecting water and gas alternately. It is essential to adjust the amount of water and gas to achieve the best possible displacement efficiency. Too much water will result in poor microscopic displacement, and too much gas will result in poor vertical, and possibly horizontal, sweep (Christensen et al. 2001) .
Oil swelling and vaporization in the presence of oil and gas phases is one the components of the incremental WAG recovery factor. The improvement of oil recovery during gas EOR include oil swelling, gas-oil interfacial tension (IFT) reduction, oil viscosity reduction, and extraction of light and intermediate hydrocarbons for immiscible flooding to completely miscible displacement (Tunio et al. 2011; Cao and Gu 2013; Blunt et al. 1993 ). Chordia and Trivedi (2010) showed that when CO 2 contacts the oil, swelling occurs, causing the oil to expand and move toward the producing well. Observations suggest that when the oil and gas mix, drainage rates become higher in the oil zone, driving the excess oil toward the fractures.
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Fig. 2 Selected variables for WAG incremental recovery factor prediction
Reservoir model input and selected parameters ranges for WAG recovery factor prediction Table 1 shows the main reservoir input data for reservoir model used during this WAG study.
Reservoir properties sensitivity
Multiple research work demonstrated that reservoir permeability is one of the main factors controlling WAG performance. Yu et al. (2017) showed CO 2 -water alternating flooding experiment results which indicates that it is permeability that mainly impacts the displacement efficiency of CO 2 -EOR in low-permeability reservoir.
The effect of vertical segregation was studied by Jackson et al. (1985) , which concluded that the relationship between permeability ratio and oil recovery rates is of inverse proportions. Laboratory investigation found that a lower kv/kh will generally result in a slightly higher recovery factor in heterogeneous reservoir due to a more dominant of vertical permeability (Tham et al. 2011) . Table 2 shows the range used for horizontal and vertical permeabilities. The ranges were selected covering wide range of oil field reservoirs.
Figures 3 and 4 demonstrate the dependency of the WAG recovery factor and performance on horizontal and vertical permeabilities.
The simulation results from horizontal permeability sensitivity demonstrated that the higher the horizontal permeability, the higher the initial oil production rate under WAG injection process; however, the ultimate WAG recovery factor might be lower with high permeability if WAG process was not properly optimized. Gas override was one of the issues that lead to oil production loose with high gas-oil ratio (GOR) in this case.
This issue has been reported in few WAG pilots as it was demonstrated by Pritchard et al. (1990) .
Sensitivity on vertical permeability in this research study demonstrated that generally the higher the vertical permeability, the higher the field recovery factor under WAG injection. This result demonstrated that gravity segregation can have positive effect on WAG performance under low to moderate reservoir permeability (i.e., average horizontal permeability of 45 md).
Fluid properties sensitivity
Based on a wide variety of reservoir conditions, a range was taken for the different input parameters of black oil PVT model. Table 3 summarizes PVT variables and ranges used in this study.
The importance of fluid properties in estimating fluid in place, understanding fluid flow in porous media, developing a reservoir, and optimizing the ultimate recovery was demonstrated by many authors and researchers (Tarek 2010; Ling and Shen 2011; Satter and Iqbal 2016; Denney 2012) . Tarek (2010) demonstrated how oil viscosity affects fractional flow curve for both water-wet and oil-wet rock systems. Figure 5 shows that regardless of system wettability, higher oil viscosity shifts the curve upward leading to lower recovery factor from waterflooding. However, higher water viscosity shifts the curve downward. Yavuz et al. (2019) demonstrated that the lower oil density will have higher mobility and flow with low resistance, Impact of reservoir vertical permeability on WAG recovery factor whereas higher oil density will have lower mobility and flows with a high resistance.
The correlations used in building the different PVT used in this study tables based on PVT sensitivity parameters are summarized in "Appendix A" section.
Relative permeability sensitivity
Two parameters are sensitized in this study, land coefficient and ratio between residual oil saturation to gas and residual oil saturation to water. Land coefficient is one of the input for calculating of the trapped gas saturation that control gas mobility during the imbibition period, while the residual oil saturation to gas indicates the additional movable oil under gas injection as compared to waterflooding.
Two-phase hysteresis model was considered in this study, and hence, both drainage and imbibition curves for water-oil and gas-oil were included. Table 4 summarizes the sensitivity taken on the relative permeability curves related to trapped gas saturation and residual oil saturation to gas.
Trapped gas saturation is one of the main parameters contributing to the incremental WAG recovery factor. Efficiency of trapped gas saturation is expressed in the form of additional oil recovery as a fraction or percentage of the gas quantity that remains in the pore space during the waterflooding process (Feigl 2011) . During WAG process, gas is always the non-wetting phase. Gas will then come through to the center of the reservoir pores, and water/oil will drain around the edges of the gas. In this case, low residual oil saturation is always expected. Moreno et al. (2011) reported that gas flooding promoted lower residual oil saturation than water flooding based on coreflood experiments. Lazreg et al. (2017) has demonstrated the benefits of two-phase and three-phase hysteresis in reducing the water and gas mobilities, increasing oil mobility, and reducing the residual oil saturation as compared to water or gas flood. This process of injecting alternatively cycles of imbibition and drainage causes residual oil saturation to be lower than those of waterflooding and gas flooding.
As per Eclipse simulator manual (Eclipse Simulator Reference Manual 2014), S gtrap is calculated as per Eq. 1 where S gtrap is the trapped gas saturation, S gm is the maximum gas saturation attained, and S gcr is the critical gas saturation.
In the other hand, theoretically speaking the lower the residual oil saturation, the higher the movable oil in the reservoir. However, Mahesh and Britt (2015) , demonstrated that lower oil residual reservoirs are not always producing higher oil volumes due to other reservoir heterogeneities.
WAG injection scheme
WAG injection scheme is one of the critical parameters that control WAG injection performance, as WAG ratio, WAG cycle, WAG slug size, injection rate, WAG duration, and start-up timing (Yang et al. 2008) .
WAG slug size is one of the important WAG design parameters. The ratio of water slug size to gas slug size, as one of the WAG injection scheme parameters, was found to strongly affect the trapping mechanism during the WAG flooding process (Rogers and Grigg 2000) .
Another parameter is cycle length (CL) of the WAG flooding process which is one of the important parameters affecting the whole process. It was found practically to be the critical factor controlling the WAG process design (Behrouz et al. 2007 ). Wu et al. (2004) concluded in their study that the cycle length during miscible WAG flooding was found to be a critical factor in the WAG process design in the heterogeneous reservoir (Jaber et al. 2017) .
The WAG ratio is very important parameter in WAG process design ( Chen et al. 2010 , Farshid et al. 2010 . A WAG ratio of 1:1 is the most common in field applications (Christensen et al. 2001 ). However, WAG ratio strongly
depends on availability of gas to be injected and injection wells capacity (John and Reid, 2000). The assumption of WAG startup after 10 years of waterflooding was taken in this study. Table 5 summarizes the sensitivity parameters ranges used in this study.
Figures 6 and 7 demonstrate the impact of WAG cycle length and WAG ratio on WAG performance and recovery factor.
The main conclusions from sensitivity analysis on WAG cycle length and WAG ratio are:
• Shorter WAG cycle length gave higher recovery factor which was mainly due to the improvement of injectant fluids mobilities that caused higher volumetric sweep efficiency.
• High WAG ratio accelerated the WAG recovery factor at the beginning of the WAG injection; however, continuing with high WAG ratio leads to early gas breakthrough and lose of well productivity for few reservoir models.
• Reservoir pressure and gas-oil ratio at production wells are factors that control periodic practical WAG ratio during WAG injection process.
However, low WAG cycle length can increase the logistics and operational cost significantly.
Gas utilization cost versus incremental WAG reserves from increasing gas injection ratio is a crucial factor in WAG project economics.
Reservoir simulation models construction and input
A reservoir simulation model with two producers and two injectors was selected for this WAG research study. Waterflooding was injected for the first ten (10) years followed by either water of WAG injection till end of field life. Table 1 summarizes basic reservoir model input.
A thousand reservoir simulation models were created, based on FFD design of experiment, and simulated under waterflooding and WAG injection processes till field life. The reservoir models selected parameters plus WAG incremental recovery factor were input to the two data mining techniques for prediction model training and validation. 
Data mining techniques
Data mining (DM) is the computational process of discovering patterns in large data sets ("big data") involving methods at the intersection of artificial intelligence, machine learning, statistics, and database systems (James et al. 2013) . Data mining is an important part of the processes of knowledge discovery in medicine, economics, finance, telecommunication, and various scientific fields. Data mining helps to uncover hidden information from an enormous amount of data that are valuable for the recognition of important facts, relationships, trends, and patterns (Medvedev et al. 2017) .
Nowadays, DM has attracted a lot of attention in data analysis area, and it became a recognizable new tool for data analysis that can be used to extract valuable and meaningful knowledge from data (Ahmed et al. 2016) .
As a highly application-driven domain, data mining has incorporated many techniques from other domains such as statistics, machine learning, pattern recognition, database and data warehouse systems, information retrieval, visualization, algorithms, high-performance computing, and many application domains (Fig. 8) (Han et al. 2012) .
Statistics studies the collection, analysis, interpretation/ explanation, and presentation of data. Data mining has an inherent connection with statistics. A statistical model is a set of mathematical functions that describe the behavior of the objects in a target class in terms of random variables and their associated probability distributions. Statistical models are widely used to model data and data classes (Han et al. 2012) .
Machine learning is a learning method that automates the acquisition of knowledge, and it plays an important role in artificial intelligence research. An intelligent system without learning ability cannot be regarded as a real intelligent system, but the intelligent system in the past was generally lack of learning ability (Teng and Gong 2018) .
Machine learning
Machine learning, by its definition, is a field of computer science that evolved from studying pattern recognition and computational learning theory in artificial intelligence. It is the learning and building of algorithms that can learn from and make predictions on data sets. These procedures operate by construction of a model from example inputs in order to make data-driven predictions or choices rather than following firm static program instructions (Simon et al. 2016) .
Machine learning involves two types of tasks:
• Supervised machine learning where the program is trained based on a pre-defined set of data, which then facilitate the program ability to get an accurate conclusion with new data.
• Unsupervised machine learning where the program is given set of data for list of vectors, and program must find relationships and patterns therein.
The most popular approaches to machine learning are artificial neural networks and genetic algorithms (Negnevitsky 2011). Artificial neural network (ANN) is computing system inspired by biological neural networks that constitute human brains. ANN is capable of approximating nonlinear functional relationships between input and output variables (Kim et al. 2018) . The basic processing elements of neural networks are neurons. Neurons in ANN are characterized by a single, static, continuous-valued activation. A collection of neurons is referred to as a layer, and the collection of interconnected layers forms the neural networks (Kim et al. 2018) . Figure 9 shows a typical structure for an artificial neural network.
The development of neural networks was introduced to partly improve the modeling procedure, but their high degree of subjectiveness in the definition of some of their parameters as well as the demand of long data samples remains significant obstacles (Anastasakis and Mort 2001) .
The group method of data handling (GMDH) is family of inductive self-organizing data-driven approach that requires small data samples, and it has the ability in optimizing neural network models structure objectively. GMDH technique has been used in data mining, knowledge discovery, prediction, complex system modeling, and pattern recognition (Lemke and Motzev 2016) .
In this research study, two data mining techniques were used to develop WAG incremental recovery factor which are regression technique, and group method of data handling (GMDH).
Regression
Regression is a statistical technique to determine the relationship between two or more variables. It is used for predicting an output as a function of given input vectors. There are multiple types of regression techniques starting by the simplest regression technique which is linear regression and then the other advanced regression techniques. (Han et al. 2012) Multiple regression is a technique for modeling the association among the scalar dependent variable V and one or more descriptive variables indicated by Y. It predicts the future value of the variable with respect to other variables.V = w 0 + w 1 y 1 + ⋯ + w n y n + where V implies the dependent variable, w 0 -w n implies the coefficients, y 1 -y n implies the independent variables, and є implies the random error (Bini et al. 2016 ).
Group method of data handling (GMDH)
GMDH was developed to produce a model by looking only at input data and the desired output (Semenov et al. 2010) . GMDH is a supervised feed-forward networking model in which the original input vectors are used to generate the initial layer of the network, with each subsequent layer feeding its outputs to the next layer. The model's underlying concept resembles animal evolution or plant breeding, as it adheres to the principle of natural selection. The multilayer criterion preserves superior networks for successive generations, eventually yielding an optimal network (Tsung-Min and Pei-Hwa 2016).
The topology of the GMDH network is determined using a layer-by-layer pruning process based on the pre-defined criterion of what are the best nodes at each layer. Farlow (1981) recognized that many types of mathematical models require the modeler to know the system variables that may generally be very difficult to find. The modeler will be forced to guess these variables; this guess not only is timeconsuming but also produces unreliable prediction models.
GMDH uses an iterative polynomial regression procedure to synthesize any model. The polynomial regression equations can produce a high-order polynomial model using effective predictors. Farlow (1981) started by computing the quadratic polynomial regression equation:
where y is the output sample, (x i , x j ) is a pair of input samples; and a, b, c, d, e, and f are the polynomial coefficients to be determined by the training data set.
The matrix of input variables x ij with m predictors, n observations, and the output variable y i is defined below.
During the training, GMDH will use the input matrix of n observations and m+1 input variables (m x ij independent variables and one dependent variable Y i ).
The training iterations will start by taking all the independent variables (two columns at a time) and then constructing the quadratic regression polynomial (equation) that best fits the dependent variables. Each pair of input
Neural network typical structure vectors will form a final quadratic regression polynomial equation. The first layer is constructed using m independent variables and the dependent variable for form k = m(m − 1)/2 regression polynomials. New variables (z 1n , z 2n , …, z kn ) that describe better the dependent variable will be input to the second layer, and so on. Less effective variables will be eliminated using either regulatory criterion or root mean squared error. Training iteration will continue to produce new variables that describe the solution better than the previous ones until the minimum error value of the current layer is greater than the previous one. Figures 10 and 11 show typical layout and vectors matrix of GMDH method.
GMDH technique has been used in data mining, knowledge discovery, prediction, complex system modeling, and pattern recognition (Lemke and Motzev 2016) .
The following criterion was used to measure the error between actual and predicted WAG incremental recovery factor.
Mean squared error 
GMDH external criterion
It is regularity criterion used to test the model adequacy.
It evaluates the output of each new neuron in the GMDH network using the pre-defined regulatory criterion (i.e., root mean square error (RMSE) between the predicted and actual outputs of a neuron). Neurons that fulfill the regulatory criterion will survive and are used as input to the next layer, and neurons that do not fulfill the criterion will be discarded.
Building GMDH model procedure
The steps in building a GMDH model are:
Step 1 Divide the input data into training and test sets The input data are divided into training and test sets. The training set data are used to train the model and estimate certain characteristics of the nonlinear system, and the test set is then used to validate the model and determine the complete set of characteristics.
Step 2 Step 3 Optimization principle for elements in each layer Regression analysis is applied to the training data to calculate the optimum partial descriptions of the nonlinear system.
Usually root mean square (RMS) is used as an external criterion (index) to screen out underperforming neurons in each layer. RMS is defined as:
where ŷ i is the actual output, y i is predicted output, and n is number of observations. RMSE balance is the criterion used in this study.
Step 4 Stopping rule for the multilayer structure generation By comparing the index value of the current layer with that of the next layer to be generated, further layers are prevented from being developed if the index value does not improve or falls below a certain objective default value; otherwise, steps 2-3 are repeated until the value matches the limited condition set above.
Difference between GMDH and neural networks
The major differences of the two techniques can be summarized in the ability of GMDH to objectively select the optimum model, avoid model overfitting problems, and select the most relevant input variables. Anastasakis and Mort (2001) summarized features of both NN and self-organizing modeling in a variety of categories as shown in Table 6 .
WAG prediction models construction
Reservoir simulation study outcomes which consist of WAG incremental recovery factor and the thirteen parameters were input to the regression and GMDH models. A total of four thousand two hundred ninety (4290) observations were used in this study: 70% of the data used for training the model and 30% used for model validation. The reservoir simulation model WAG incremental recovery factor distribution is illustrated in Fig. 12 . The study showed WAG incremental recovery factor on top of waterflooding is generally ranging from 5 to 15% with few reservoir models showing less than 5% or higher than 15% values.
Regression model training and validation
The reservoir simulation data were split into training and validation sets and input to the regression model, and a prediction model was achieved after multiple iterations with a correlation coefficient of 0.766 and 0.761 for training and validation. Figures 13 and 14 , and Table 7 summarize the results of WAG incremental recovery factor model from regression method.
The WAG incremental recovery factor prediction model details are shared under "Appendix B" section.
Group method of data handling results
The reservoir simulation data were split into training and validation sets and input to the GMDH model, and a prediction model was achieved after multiple iterations with a correlation coefficient of 0.853 and 0.848 for training and validation. Figures 15 and 16 , and Table 8 summarize the results of WAG incremental recovery factor model from GMDH method.
Results and discussion
The research study results can be summarized in three main results related to model sensitivity parameters selection, reservoir modeling of WAG and waterflooding, and data mining prediction models.
First of all, one factor at time (OFAT) study and WAG literature reviews demonstrated that few parameters have an impact on the recovery factor trend and ultimate value as it was case for horizontal permeability and injected gas volume. On the other hand, few parameters showed an impact on the shape of the WAG recovery factor but less effect on the ultimate recovery factor as it was case for WAG ratio. Few reservoir models with high WAG ratio showed high initial oil buildup but lower ultimate recovery factor compared to other cases with lower WAG ratio. High WAG ratio may lead to early gas breakthrough and production well shut-in; hence, WAG optimization is critical for the success of the WAG project.
Secondly, WAG simulation main results can be summarized in the following points:
• Typical WAG incremental recovery factor is mostly ranging from 5 to 15%. • WAG gave similar recovery factor as waterflooding under few reservoir conditions where the presence of gas did not improve the overall recovery factor (volumetric sweep efficiency, displacement efficiency). This is mainly due to low gas injection performance caused by combination of multiple factors (i.e., gas override, low trapped gas saturation, low amount of injected gas, long WAG cycle plus high WAG ratio).
• Desired WAG ratio should be updated periodically based on wells performance (i.e., GOR and pressure).
• Reservoir voidage ratio control required for optimum WAG project.
• Water injectivity was reduced under few reservoir conditions due to the increase of gas saturation in the vicinity of the injection well.
• Hysteresis is an important factor that control WAG performance.
Thirdly, data mining study based on regression and GMDH techniques utilizing the reservoir modeling outcomes can be summarized in the following points:
• WAG incremental recovery factor prediction models were developed based on both regression and GMDH with correlation coefficient of 0.766 and 0.853, respectively. • Predictive models validation correlation coefficients were 0.761 and 0.848, respectively. • GMDH has shown strength and ability in selecting the effective input parameter, optimizing the network structure, and achieving predictive model with high accuracy. Table 9 summarizes the prediction model parameters for both regression and GMDH. The two prediction models are applicable to hydrocarbon WAG process only with input parameters ranges defined earlier.
The developed WAG incremental recovery factor predictive models are expected to help reservoir engineers:
• Run quick evaluation of the WAG injection process based on a field data and WAG injection scheme, • Run preliminary economical study based on the incremental WAG production profiles, • Perform WAG optimization varying few of the input parameters (i.e., WAG ratio, WAG cycle, reservoir pressure, WAG startup timing, and so on), • Assess the risk of the WAG project by understating the low and high expected additional reserves from WAG injection. Based on the results from the WAG predictive model study, reservoir modeling team will be able to decide on launching detailed reservoir simulation study or running WAG pilot to support the findings prior going for full field WAG project. The developed WAG incremental recovery factor predictive models are mathematical equations which are easy for reservoir engineers to implement on full field scale using average properties (i.e., horizontal permeability) or apply on selective reservoir or region.
Conclusions
• One factor at time reservoir study demonstrated that few parameters have high impact on WAG incremental recovery factor as it is a case of reservoir permeability, and injected gas volume. Few other parameters showed an impact on WAG incremental recovery factor shape but low impact on the ultimate WAG recovery as it is case for WAG ratio and WAG startup timing.
• Vertical permeability sensitivity on WAG performance has shown that gravity segregation may have a positive effect on WAG performance at low reservoir permeability.
• WAG incremental recovery factor over waterflooding from reservoir simulation study generally ranging from 5 to 15%; however, there are few reservoir models that showed a WAG incremental recovery factor up to 30%. • Two incremental recovery factor predictive models were developed based on regression and GMDH method.
• WAG incremental recovery factor predictive model's correlation coefficients of 0.766 and 0.853 were achieved for regression and GMDH, respectively.
• GMDH results demonstrated its robustness and capabilities in building more accurate predictive models, optimizing network structure, and selecting effective input parameters • WAG incremental recovery factor is predicted as a function of reservoir horizontal and vertical permeabilities, oil and gas gravity, solution gas-oil ratio, water viscosity, reservoir pressure, residual oil saturation to gas, trapped gas saturation, WAG ratio, WAG cycle length, WF recovery factor prior WAG startup, and hydrocarbon pore volume of injected gas. This WAG incremental recovery factor prediction models are applicable to immiscible hydrocarbon WAG process only. Appendix A: PVT correlation used in this research study Tarek (2010) Bubble point pressure 
⋅
dR s dp 5.6145835 Beal's viscosity correlation (Tarek 2010) with where T is temperature, °R, and µ od is the viscosity of the dead oil as measured at 14.7 psia and reservoir temperature, cp. 
