The approximation of the function 1/x by exponential sums has several interesting applications. It is well known that best approximations with respect to the maximum norm exist. Moreover, the error estimates exhibit exponential decay as the number of terms increases. Here we focus on the computation of the best approximations. In principle, the problem can be solved by the Remez algorithm, however, because of the very sensitive behaviour of the problem the standard approach fails for a larger number of terms. The remedy described in the paper is the use of other independent variables of the exponential sum. We discuss the approximation error of the computed exponential sums up to 63 terms and hint to a webpage containing the corresponding coefficients.
Introduction
At the first sight, the problem considered in this paper has an obvious solution. The best approximation of functions as 1/x by exponential sums
with respect to the maximum norm is well studied (cf. Braess [3] ). Even rather precise error estimates are known (cf. Braess-Hackbusch [4] ). The approximation problem can be solved by the Remez algorithm which leads to a system of nonlinear equations. Since there is exactly one solution and the involved functions are analytic, the Newton method should be a perfect solver ensuring quadratic convergence. This may be true for small values of k, but for larger k the exponential decay of the approximation error e k has a negative effect. The Remez algorithm requires exponential sums E k which interpolate the function 1/x at 2k points (in this case we say that E k is feasible). Since e k is rather small, tiny perturbations of E k can lead to a difference 1/x − E k with less than 2k zeros. Hence, the subset of feasible exponential sums is a rather small set. Even if an initial value belongs to this set, small corrections may cause divergence. Another difficulty is the fact that the error e k may be much smaller that √ eps (eps: machine precision).
This fact prevents quadratic convergence. Because of these difficulties 1 the best L ∞ approximation is often replaced by least squares approximations (cf. Evans et al. [7] , Kammler [13] ). Concerning ill-posedness of this least squares problem we refer to [17] . Furthermore, §2.3 will show that there are applications requiring the maximum norm, while the L 2 norm is insufficient.
In §3 we recall the facts about the best approximation by exponential sums. To apply the Remez algorithm we introduce a crucial 'trick' in §4. 3 . We use other variables than the coefficients in (1.1). As a consequence, the represented exponential sums are always feasible. The drawback is an increased computational cost, since we apply an outer Newton method involving several inner Newton iterations per outer iteration step. The best approximation refers to an underlying interval [1, R] . In §4.6 we describe how to proceed from one R to another R so that always good initial values are available. Another 'continuation' is the step from k to k + 1.
The tables in this contribution show the approximation error in dependence of the parameters k and R. They are part of a large collection of best approximations as described in §2. 4 . The obtained approximation errors are compared with the theoretical bounds.
2 Definition, Properties, and Applications
Definition
Exponential sums are expressions of the form (1.1) with 2r parameters 2 a ν and b ν . Here we discuss the approximation of the function 1/x by exponential sums in a positive interval [a, b] ⊂ (0, ∞) with respect to the maximum norm · ∞, [a,b] . Let E * k be the best approximation. To be precise, its coefficients a ν , b ν in (1.1) depend on the underlying interval [a, b], i.e., a ν = a ν, [a,b] and b = b ν, [a,b] . The minimal error is denoted by
.
Properties
Using the map of 
where we introduce R := b/a. Hence, it is sufficient to study the approximation problem for different values of R and k. It turns out that also the choice R = ∞ makes sense. In this case, [1, R] should be read as [1, R).
The optimal exponential sums allow a stable evaluation since the coefficients a ν , b ν are positive.
Applications
The typical property exp(x + y) = exp(x) exp(y) of the exponential function shows that
is a sum of separable terms. A direct application is used in the second-order Møller-Plesset theory (MP2), where the energy is a sum of terms ... εa+ε b −εi−εj (cf. Ayala-Scuseria [1] and [16] ). The effect of using E * k is demonstrated by a simpler example. Consider S := N i,j=1 vivj εi+εj with large N , where
operations. Replacing
which can be evaluated by O(N k) operations.
The inverse matrix A −1 can be approximated by E *
, the estimate with respect to the spectral matrix is
The maximum norm
cannot be replaced by a weaker norm as the L 2 norm. The replacement the Kronecker matrix A := A 1 ⊗ I ⊗ I + I ⊗ A 2 ⊗ I + I ⊗ I ⊗ A 3 has the approximate inverse
(cf. [10, Prop. 9 .34]) with the spectral norm
, where [a, b] contains the spectrum of A.
Available Data
This paper contains tables of the approximation errors ε [1,R] (k) for 1 ≤ k ≤ 56 and various R. The data for 1 ≤ k ≤ 7 are shown in Table 2 .1. The parameter R takes all values R = n · 10 m (n ∈ N, m ∈ N 0 := N ∪ {0}), subject to the following bounds. The largest value is R = R * k , where R * k is explained in §3. 3 . Larger values of R are uninteresting since E * k, [1,R] 
. The file contains additional data which are important as input for the computer program. In particular, the points
Approximations of other functions are mentioned in [8] .
3 Existence and Error Estimates The approximation problem is closely related to the interpolation by exponential sums. Because of the nonlinear nature, an interpolating exponential may fail to exist (example: f (x) = x cannot by interpolated by some E 1 at x = ±1). For sufficient conditions we refer to Braess [3, §VI.3] . Since f (x) = 1/x is completely monotone for x > 0, i.e., (−1) n f (n) (x) > 0 for all n ∈ N 0 , the unique existence of the best approximation E * k is guaranteed (cf. [3, §VII] 
Each interval (µ i − 1, µ i ) contains exactly one zero of e k , i.e., there are ξ i ∈ (µ i − 1, µ i ) with e k (ξ i ) = 0. The latter equation states the interpolation property 
Error Estimate for Finite R
The precise error estimates involve elliptic integrals (cf. [4, §2] ). Estimating these special functions by exponentials yields 
The small ratios occur for small R. Consider the error e k, [1,R] 
For R = ∞ the error can be proved to be bounded by
shown in the tables behave better. The function log(2 + k) exp(−π √ 2k ) describing the asymptotic decay is proposed by D. Braess. The approximation errors for 1 ≤ k ≤ 63 satisfy the two-sided inequality
Computation

Machine Precision
The coefficients of E * k given in https://www.mis.mpg.de/scicomp/EXP SUM/1 x/ are computed with extended precision (eps = 1 10 -19). This fact allows us to reach approximations with ε [1,R] ≈ 10 −16 and better. Of course, using the corresponding coefficients in double precision, the floating-point errors of the function evaluation may be larger than ε [1,R] .
Remez Algorithm
The equioscillation property yields the necessary 2k equations for the 2k coefficients. Condition (3.1) implies that
This is the basis of the Remez algorithm 5 (cf. Remez [14] ). To apply the iterative algorithm, one has to start from a function E k as in (1.1) such that the difference e k = 1 · − E k has 2k simple zeros ξ i (1 ≤ i ≤ 2k). We call such an exponential sum a feasible E k .
Next one has to determine the extrema e k (µ i ). The arguments
The extremum e k (µ 0 ) is taken at the boundary: 
Choice of Variables
It seems to be obvious to use the parameters a ν , b ν in (1.1) for the computation, i.e., E k = E k (·; a), where
Inserting E k into (4.1) yields 2k nonlinear equations φ i (a) = 0 (1 ≤ i ≤ 2k). In theory, Newton's method should converge to the desired solution E * k . However, that does not work in practice. This is why the computation of best L ∞ exponential sums is regarded as hardly solvable. is infeasible, and the algorithm cannot be continued. Instead we introduce other variables describing E k . Since the interpolating exponential sum is unique, we describe a feasible exponential sum E k by the interpolation points ξ i . Using the vector ξ := (ξ 1 , . . . , ξ 2k ) with 1 < ξ 1 < ξ 2 < . . . < ξ 2k < R, we can express a feasible E k by
Given a feasible E k (·; a), we can determine the zeros ξ i of
On the other hand, given ξ, the interpolating E k (·; a) can be determined by Newton's method. This yields the inverse mapping a = a(ξ); i.e.,Ê k (·; ξ) = E k (·; a(ξ)).
Computation ofÊ k (·; ξ) -Inner Iteration
For the practical computation, one uses the pair (ξ, a(ξ)). If one wants to determineÊ k (·; ξ ) for ξ close to ξ, one has to solve E k (ξ i ; a ) = 1/ξ i with respect to a . Here we exploit the fact that the Newton method has a starting value a = a(ξ) very close to a = a(ξ ).
The interpolation is harder to compute if ξ i ≈ ξ i+1 are very close. However, the zeros ξ i of the best approximation E * k are well separated (cf. Remark 4.2). Note that the use of the parameters ξ ensures thatÊ k (·; ξ) is a feasible exponential sum. The drawback of this approach is a larger computational work. Instead of the evaluation of E k (·; a) the Newton method requires several evaluations of exponential sums and their derivatives (which are again exponential sums).
In the following, iterates ξ 0 , ξ 1 , . . . of an outer iteration will appear. Each ξ ν requires an inner iteration by the Newton method described above. A standard value of the number of inner iteration steps used in §2.4 is 4.
Computation of the Extrema
In principle, given ξ and a = a(ξ), the location µ i of the extrema can be determined by Newton's method.
For the results given in the tables the extrema are computed differently. In each interval [ξ i−1 , ξ i ] the values at x ν = ξ i−1 + ν (ξ i − ξ i−1 ) /N are evaluated for ν = 1, . . . , N − 1. Let ν * be the index with x ν * = argmax ν |e k (x ν )| and let P the cubic interpolation at x ν−1 , x ν , x ν+1 . The location of the maximum of P is taken as µ i . The Newton method for solving (4.1) is formulated with respect to the parameters ξ. Equation (4.1) becomes 0 = e k (µ i−1 ) + e k (µ i ) =
The continuation method explained in §4.6.3 ensures that the Newton method can be started with initial iterates close to the solution.
Start
The process is started by computations for k = 1. Consider, e.g., R = 2. 
Change of R
In the following, k is fixed. Assume that a best approximation E * k, [1,R] is already available for some R. The first task is to compute E * k, [1,R ] for a larger R > R. The approximation error of E * k, [1,R] is ε [1,R] (k). Take E k := E * k, [1,R] as initial value for the outer iteration of §4.6.1 on [1, R ]. If R ≤ R * k , the maximum in the last subinterval [ξ 2k , R ] is taken at x = R . If R is not close enough to R, the maximum e k (R ) may be much larger than ε [1,R] (k) and the Newton method may fail. In that case one has apply the continuation method: compute E * k, [1, Rm] for a sequence R = R 0 < R 1 < . . . < R M = R , where each R m+1 is sufficiently close to R m .
If it happens that the last extremum is at µ 2k < R , one has obtained the best approximation in [1, ∞) and µ 2k = R * k holds (cf. §3.3). In the case of a smaller R < R the same continuation method can be used. However, the new value R should be larger than ξ 2k . Otherwise, the interval [1, R ] contains less than 2k values ξ i of the vector ξ defining the initial value E * k, [1,R] = E k (·, ξ) and the Newton iteration may fail. For the intermediate computations with R = R 0 < R 1 < . . . < R M = R one may save computational work by Remark 4.1.
For k large and R small, the points ξ i are rather close. In this case, the restriction ξ 2k < R < R for the new value R is very restrictive. Here, another strategy can be applied. The affine 6 map x → 1+
6 An improvement could be a mapping making use of Remark 4.2.
maps [1, R] onto [1, R ]. Applying this map to ξ, one obtains a rough approximation of ξ corresponding
Note that ξ 2k < R holds. After defining ξ , the coefficients a = a(ξ ) have to be computed by the inner iteration of §4. 4 . If the factor R −1 R−1 is chosen too small, this iteration may fail to converge.
If one follows these hints, the outer Newton iteration even works without damping.
We illustrate these hints by two examples. First we start from the best approximation E * k, [1,R] for k = 7, R = 1000. This case is less sensitive, i.e., the Newton iteration behaves rather robust. For a larger R ∈ [R, 10 · R] the outer Newton iteration converges. The choice of a smaller R is restricted by R > ξ 14 = 838. Much smaller R can be obtained by the second strategy using new ξ . Convergence is observed for amplification factors
A more sensitive example is E * k, [1,R] for k = 50, R = 2 10 8 since ε [1, 2108] (50) = 4.43 10 -14. An increase of R leads to convergence as long as R ≤ 3.5 10 8 = 
Increasing k
The step k → k + 1 is more delicate since two additional parameters must be created. They must be such that the exponential sum is feasible and has two additional zeros. The difficulty increases with the size of k. As an example we consider the largest k appearing in Table 2 .8: k = 56. Since ε [1,R] (56) increases with increasing R, the largest possible R is the best candidate for starting values: R = R * 56 = 7.5 10 The ansatz for k = 57 is E 57 (x) := a 0 exp(−b 0 x) + E * 56, [1,R] , i.e., we do not change the above data. The additional term a 0 exp(−b 0 x) should be so small that the equioscillation structure is not perturbed. Since ε [1,R] (56) ≈ 1 10 -13, we need a 0 ≤ 1 10 -13. A look at a ν , b ν for ν = 1, 2 shows that they decay by a factor of about 10. This leads to the proposal a 0 = 1 10 -13, b 0 = 5 10 -14. 10 12 One observes that the ratios are increasing. Therefore we introduce the two additional zeros ξ 113 = 1 10 13, ξ 114 = 1 10 14.
Since the new value of R must be larger than ξ 114 , we choose R = 1 10 15.
The first step are many (damped) Newton iterations for computing the coefficients a(ξ) and E 57 for the new ξ. It turns out that the last maximum is taken at µ 115 = 1.9 10 14. Accordingly we choose R = 1.9 10 
14.
The first outer iteration requires a damping of the Newton correction by 1/8. The values ξ i as well as µ 115 have decreased and R = µ 115 = 5.1 10 13 can be chosen. About 4 damped outer Newton steps are needed, before the Newton method works without damping.
The choice of the initial values may be a matter of trial and error.
Modifications
Wavelet Applications
In [9] an application in quantum mechanics is mentioned which involves exponential sums for 1/ √ x. The technique explained in [9] works equally well for the function 1/x. Whenever scalar products 
Obviously, the best approximation error improves with increasing M. As an example we show the errors for k = 7, R = 10 (degree −1 means p = 0): polynomial degree −1 0 1 approximation error 2.344 10 -8 6.554 10 -9 1.934 10 -9
The best approximation F * k,M can be computed analogously to usual exponential sums. Note that the exponential part E k in F * k,M = E k + p is different from the best approximation E * k . After computing F * k,M = E k + p, the polynomial part p can be omitted, since it is not needed for
Therefore the computational work for E k , ϕ is independent of the degree of p.
Weighted Norm
There may be reasons to prefer approximations with respect to a weighted norm
with ω > 0. In principle, one can apply the Remez algorithm after replacing e k (µ i−1 ) + e k (µ i ) = 0 in (4.1) by e k (µ i−1 )ω(µ i−1 ) + e k (µ i )ω(µ i ) = 0. 
with the error
Quadrature
applied to the function f (·) = exp(−x ·) yields an exponential sum of the form (1.1).
A particular choice is the sinc quadrature. It requires an integral over R. For instance, the substitution t = exp(y) yields an integral of the desired form:
exp(−x exp(y)) exp(y)dy. The sinc quadrature is defined and analysed in [11, §D.4] . The drawback is that the quadrature is not adapted to the fact that the interesting parameters x belong to the interval [1, R] . The L ∞ error estimate is of the form ≤ c exp(−c √ k) (cf. [4, (3.6) Table 2 .9: e k,[1,∞) (k) for k = 57, . . . , 63.
