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CVAR SZ¶AM¶IT¶AS SRA ALGORITMUSSAL1
¶AGOSTON KOLOS CSABA
Budapesti Corvinus Egyetem
A CV aR kock¶azati m¶ert¶ek egyre nagyobb jelent}os¶egre tesz szert portf¶oli¶ok
kock¶azat¶anak meg¶³t¶el¶esekor. A portfoli¶o eg¶esz¶ere a CV aR kock¶azati m¶ert¶ek
minimaliz¶al¶as¶at meg lehet fogalmazni k¶etl¶epcs}os sztochasztikus feladatk¶ent.
Az SRA algoritmus egy mostan¶aban kifejlesztett megold¶o algoritmus szto-
chasztikus programoz¶asi feladatok optimaliz¶al¶as¶ara. Ebben a cikkben az SRA
algoritmussal oldottam meg CV aR kock¶azati m¶ert¶ek minimaliz¶al¶ast2.
1 Bevezet¶es
Egy ¶ert¶ekpap¶³r vagy portf¶oli¶o kock¶azat¶anak m¶er¶ese r¶eg¶ota foglalkoztatja az
elm¶eleti ¶es gyakorlati p¶enzÄugyi szakembereket. A kock¶azat m¶er¶es¶ere tÄobb
megold¶as is l¶etezett. Ezek kÄozÄul az ¶un. V aR (Value-at-Risk, magyarul
kock¶aztatott ¶ert¶ek) kock¶azatm¶ert¶ek terjedt el legink¶abb. A V aR¯ kock¶a-
zatm¶ert¶ek megadja azt az ¶ert¶eket, amelyn¶el a dÄont¶eshoz¶o ¯ val¶osz¶³n}us¶eggel
nem vesz¶³t tÄobbet. A V aR n¶epszer}us¶eg¶enek oka a kÄonny}u ¶ertelmezhet}os¶eg,
b¶ar sz¶amos elm¶eleti ¶es numerikus probl¶ema merÄult fel. Elm¶eleti oldalr¶ol
probl¶ema, hogy a V aR ugyan megadja azt az ¶ert¶eket, amelyn¶el a dÄont¶eshoz¶o
¯ val¶osz¶³n}us¶eggel nem vesz¶³t tÄobbet, de arr¶ol nem mond semmit, hogy a vesz-
tes¶eg mennyivel haladja meg ezt az ¶ert¶eket, ha a vesztes¶eg m¶egis nagyobb
enn¶el az ¶ert¶ekn¶el. Szint¶en elm¶eleti probl¶ema, hogy diverzi¯k¶aci¶oval ak¶ar
n}ohet is a V aR, teh¶at nem teljesÄul a kock¶azatm¶ert¶ekt}ol elv¶art szubadditivit¶as
kÄovetelm¶enye (l¶asd: [2]). Numerikus oldalr¶ol probl¶ema, hogy optimaliz¶al¶as
eset¶en a V aR modellek nemkonvex optimaliz¶al¶asi feladatokra vezethetnek,
amelyek kÄoztudottan nem j¶ol kezelhet}ok.
¶Erdemes megeml¶³teni, hogy egy V aR-korl¶at (PfY ¸ Kg ¸ p) tulaj-
donk¶eppen val¶osz¶³n}us¶egi korl¶at, ami gyakran haszn¶alt megold¶as a sztochasz-
tikus programoz¶asban. Ezekkel kapcsolatban Pr¶ekopa Andr¶as v¶egzett kiter-
jedt kutat¶asokat, nevezetesen megmutatta, hogy egy sor val¶osz¶³n}us¶egi eloszl¶as
eset¶en az eloszl¶as s}ur}us¶egfÄuggv¶enye logkonk¶av ¶es ez¶ert az eloszl¶asfÄuggv¶enye is
logkonk¶av. Ez¶ert a val¶osz¶³n}us¶egi korl¶at ¶altal megadott megengedett megol-
d¶asok halmaza (fxjPfY ¸ xg ¸ pg) konvex, ha a korl¶at megfogalmaz¶as¶aban
konvex fÄuggv¶enyek szerepelnek (l¶asd pl.: [11]). Logkonk¶av eloszl¶as p¶eld¶aul
a nem degener¶alt norm¶alis eloszl¶as, a Dirichlet eloszl¶as ¶es a Wishart eloszl¶as
is. Sajnos az ¶altalam vizsg¶alt portf¶oli¶o v¶alaszt¶asi feladatok nem tartoznak az
1Be¶erkezett: 2010. janu¶ar 18. E-mail: kolos.agoston@uni-corvinus.hu.
2Ez¶uton szeretn¶ek kÄoszÄonetet mondani De¶ak Istv¶annak seg¶³ts¶eg¶e¶ert. Szeretn¶em tov¶abb¶a
megkÄoszÄonni k¶et ismeretlen lektorom hasznos tan¶acsait is.
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eml¶³tett feladat-oszt¶alyba, mert a dÄont¶esi v¶altoz¶ok ¶es a v¶eletlen param¶eterek
szorzat¶at kell sz¶amolni.
A CV aR (Conditional VaR, magyarul felt¶eteles kock¶aztatott ¶ert¶ek) kezeli
ezeket a probl¶em¶akat. A CV aR matematikailag egy felt¶eteles v¶arhat¶o ¶ert¶ek,
teh¶at ¯gyelembe veszi a vesztes¶eg nagys¶ag¶at is, ¶es a CV aR koherens kock¶a-
zatm¶ert¶ek (l¶asd: [10,2]).
A CV aR modelleknek egyik fontos ir¶anya az ¶un. portf¶oli¶ooptimaliz¶al¶asi
modellek. Ezen modellek eset¶eben a dÄont¶eshoz¶o a portf¶oli¶o kock¶azat¶at (CV aR)
szeretn¶e minimaliz¶alni bizonyos felt¶etelek mellett. Rockafellar ¶es Uryasev
([12]) hozz¶aj¶arul¶asa jelent}os a terÄulethez, akik a CV aR kock¶azati m¶ert¶ek mi-
nimaliz¶al¶ast line¶aris programoz¶asi feladatk¶ent fogalmazt¶ak meg. KÄunzi-Bay
¶es Mayer ([8]) a CV aR kock¶azati m¶ert¶ek minimaliz¶al¶as¶at k¶etl¶epcs}os szto-
chasztikus feladatk¶ent ¶³rta fel. Az }o fel¶³r¶asukkal a k¶etl¶epcs}os sztochasztikus
modellek megold¶as¶ara alkalmas algoritmusokkal is meg lehet oldani a modellt.
Az elj¶ar¶ast tov¶abbfejlesztette F¶abi¶an, aki tÄobbperi¶odus¶u portf¶oli¶o modelleket
oldott meg ([7]).
Sztochasztikus programoz¶asi feladatok megold¶as¶ara (nemcsak k¶etl¶epcs}os,
hanem egy¶eb t¶³pus¶uakra is) egy ¶uj heurisztikus algoritmus a De¶ak ¶altal ki-
fejlesztett SRA algoritmus ([3,6,4,5]), amely alkalmas ak¶ar nagym¶eret}u szto-
chasztikus feladatok megold¶as¶ara is. Ebben a cikkben az SRA algoritmust
haszn¶altam CV aR kock¶azati m¶ert¶ek minimaliz¶al¶as¶ara.
A cikk fel¶ep¶³t¶ese a kÄovetkez}o: a 2. fejezetben a CV aR kock¶azati m¶ert¶ek
minimaliz¶al¶as¶ara fel¶³rt portf¶oli¶o modellt mutatom be, a 3. fejezetben az SRA
algoritmust ismertetem rÄoviden. A 4. fejezetben az SRA algoritmus imple-
ment¶al¶as¶at mutatom be CV aR kock¶azati m¶ert¶ek minimaliz¶al¶as¶ara. A sz¶a-
m¶³t¶asi eredm¶enyeket az 5. fejezet mutatja be.
A cikkben a kÄovetkez}o jelÄol¶eseket alkalmazom: x vektor i-edik koordin¶a-
t¶aj¶at xi jelÄoli. Y val¶osz¶³n}us¶egi v¶altoz¶ot, Y pedig val¶osz¶³n}us¶egi vektorv¶altoz¶ot
jelÄol. ~Yj az Y val¶osz¶³n}us¶egi vektorv¶altoz¶o egy realiz¶aci¶oj¶at jelÄoli, ennek i-
edik koordin¶at¶aja pedig ~Y ji .
2 A CVaR modell
Legyen Y egy val¶osz¶³n}us¶egi v¶altoz¶o, amely egy dÄont¶eshoz¶o lehets¶eges (p¶enzben
m¶ert) vesztes¶eg¶et (a nyeres¶eg negat¶³v vesztes¶egk¶ent ¶ertelmezend}o) fejezi ki.
Az egyszer}us¶eg kedv¶e¶ert legyen Y folytonos val¶osz¶³n}us¶egi v¶altoz¶o, melynek
s}ur}us¶egfÄuggv¶enye f(y), eloszl¶asfÄuggv¶enye pedig F (y). Ehhez az Y val¶osz¶³-
n}us¶egi v¶altoz¶ohoz tartoz¶o V aR¯ kock¶azati m¶ert¶ek megadja azt az ¶ert¶eket,
amelyn¶el a dÄont¶eshoz¶o ¯ val¶osz¶³n}us¶eggel nem vesz¶³t tÄobbet:
V aR¯ = F
¡1(1 ¡ ¯);
ahol F ¡1(:) az F (y) eloszl¶asfÄuggv¶eny ¶altal¶anos¶³tott inverze:
F ¡1(w) = inf
y
©
F (y) ¸ wª
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A dÄont¶eshoz¶o vagyon¶at jellemz}oen nem egy ¶ert¶ekpap¶³rba helyezi, ez¶ert
Y tÄobb val¶osz¶³n}us¶egi v¶altoz¶o Äosszegek¶ent ¶all el}o. Portf¶oli¶o optimaliz¶al¶asi fe-
ladatok eset¶en a dÄont¶eshoz¶o n ¶ert¶ekpap¶³rba fektetheti t}ok¶ej¶et, ezek jÄov}obeni
¶ert¶ek¶et jelÄolje Yi val¶osz¶³n}us¶egi v¶altoz¶o. A dÄont¶eshoz¶o x1; x2; :::xn Äosszegeket
fektet az ¶ert¶ekpap¶³rokba. A jÄov}obeli vagyont ekkor az
Pn
i=1 xiYi Äosszeg adja
meg, teh¶at Y = ¡Pni=1 xiYi. Az egyszer}us¶eg kedv¶e¶ert tegyÄuk fel, hogy
a dÄont¶eshoz¶o egys¶egnyi t}ok¶evel rendelkezik, ekkor xi v¶altoz¶ok az optim¶alis
v¶alaszt¶as eset¶en az eszkÄozÄok ar¶any¶at mutatj¶ak, Yi val¶osz¶³n}us¶egi v¶altoz¶ok
pedig az eszkÄoz hozam¶at.
Ugyanehhez az Y val¶osz¶³n}us¶egi v¶altoz¶ohoz tartoz¶o CV aR¯ felt¶eteles koc-
k¶azati m¶ert¶ek megadja, hogy v¶arhat¶oan mennyit vesz¶³t a dÄont¶eshoz¶o, ha a
vesztes¶eg meghaladja V aR¯ ¶ert¶eket:
CV aR¯ = E(Y jY ¸ V aR¯) = E(Y jY ¸ F ¡1(¯)) (1)
Rockafellar ¶es Uryasev ([12]) megmutatta, hogy folytonos val¶osz¶³n}us¶egi
v¶altoz¶ok eset¶en a CV aR¯ a
min
z
z + (1 ¡ ¯)¡1E([Y ¡ z]+) (2)
feladat megold¶asak¶ent is megkaphat¶o, ahol [x]+ x pozit¶³v r¶esz¶et jelÄoli. Meg-
mutathat¶o, hogy a (2) kifejez¶es optimumhelye3 (z v¶altoz¶o optim¶alis ¶ert¶eke)
V aR¯ .
Amennyiben Y nem folytonos val¶osz¶³n}us¶egi v¶altoz¶o az (1) k¶eplettel meg-
adott de¯n¶³ci¶o tov¶abbi pontos¶³t¶asra szorul4, ¶es r¶aad¶asul a (2) minimuma nem
felt¶etlenÄul egyezik meg az (1) k¶eplettel megadott ¶ert¶ekkel, ez¶ert P°ug [10] azt
javasolja, hogy a (2) k¶epletet tekintsÄuk de¯n¶³ci¶onak. P°ug olyan eloszl¶asokkal
foglalkozik, ahol az eloszl¶asfÄuggv¶enyben ugr¶asok lehetnek. ¶Altal¶anos eloszl¶a-
sokra Rockafellar ¶es Uryasev [13] dolgozta ki az elm¶eletet.
Portf¶oli¶o optimaliz¶al¶as eset¶en szeretn¶enk minimaliz¶alni CV aR¯ kock¶azati
m¶ert¶eket, felt¶eve hogy a dÄont¶eshoz¶onak van valamekkora hozamelv¶ar¶asa (r¤).













QC(x; z;Y) = (1 ¡ ¯)¡1 min
y
y;
3Elk¶epzelhet}o, hogy az optimumhely nem egy¶ertelm}u, a r¶eszletekr}ol l¶asd.: [13]
4A r¶eszletekr}ol l¶asd: [13]
5A fel¶³r¶ast KÄunzi-Bay ¶es Mayer ([8]) adta meg.







ahol Yi val¶osz¶³n}us¶egi v¶altoz¶o az i-edik eszkÄoz hozam¶at mutatja, xi dÄont¶esi
v¶altoz¶o az i-edik eszkÄozbe fektetett t}oke ar¶any¶at jelenti, z az optimaliz¶al¶ashoz
haszn¶alt seg¶edv¶altoz¶o, ¯ pedig a CV aR kock¶azati m¶ert¶ekhez tartoz¶o kÄuls}o
param¶eter (megb¶³zhat¶os¶agi szint). Az xi dÄont¶esi v¶altoz¶okra feltehetÄunk nem-
negativit¶asi korl¶atot, de ez technikailag nem szÄuks¶eges (meg lehet engedni
fedezetlen elad¶asokat is).
Amennyiben Y1; Y2; :::; Yn val¶osz¶³n}us¶egi v¶altoz¶ok diszkr¶et eloszl¶as¶uak (¶es
korl¶atosak), akkor a k¶etl¶epcs}os feladatot meg lehet oldani line¶aris programo-
z¶asi feladatk¶ent (l¶asd: [12]). Elterjedt m¶odszer, hogy folytonos val¶osz¶³n}us¶egi
v¶altoz¶okat is diszkretiz¶alnak (vagy mint¶at vesznek), ¶es ¶³gy line¶aris progra-
moz¶asi feladatk¶ent oldj¶ak meg. Kihaszn¶alva a specialit¶asokat KÄunzi-Bay ¶es
Mayer ([8]) megadott egy hat¶ekony elj¶ar¶ast a CV aR optimaliz¶al¶asok eset¶ere.
Ugyanakkor a diszkretiz¶al¶as magas dimenzi¶ok (sok eszkÄoz) eset¶en problema-
tikus lehet (l¶asd: [4]).
M¶asik lehets¶eges m¶odszer k¶etl¶epcs}os sztochasztikus probl¶em¶ak megold¶a-
s¶ara a Monte Carlo integr¶al¶asos technik¶ak, amelynek egyik k¶epvisel}oje az
SRA algoritmus.
3 Az SRA algoritmus
Az SRA (Successive Regression Approximations) egy mostan¶aban kifejlesztett
heurisztikus algoritmus sztochasztikus programoz¶asi feladatok megold¶as¶ara6.
Ezek kÄozÄul most csak a k¶etl¶epcs}os programoz¶asi feladatok megold¶as¶at mu-
tatom be.












Ax + Wy = Z;
y ¸ 0:
6Az algoritmust De¶ak Istv¶an fejlesztette ki.
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A feladatban a neh¶ezs¶eget a E(QC(x;Z)) v¶arhat¶o ¶ert¶ek kisz¶am¶³t¶asa je-
lenti. A v¶arhat¶o ¶ert¶ek kisz¶am¶³t¶asa problematikus, de egy konkr¶et pontban a
fÄuggv¶enyre nem neh¶ez torz¶³tatlan becsl¶est adni: legyen ~Z1, ~Z2, ..., ~Zk a Z








az E(QC(x;Z)) ¶ert¶eknek egy torz¶³tatlan becsl¶ese7.
Az SRA algoritmus alapgondolata az, hogy az E(QC(x;Z)) nehezen ki-
sz¶am¶³that¶o fÄuggv¶enyt egy kvadratikus fÄuggv¶ennyel kÄozel¶³ti, ¶es az optimum
kÄozel¶eben elkezdi 'pontos¶³tani' ezt a fÄuggv¶enyt. Az algoritmus indul¶as¶ahoz
szÄuks¶egÄunk van kezd}opontokra. V¶eletlenszer}uen felveszÄunk xi kezd}opontokat
(mondjuk l darabot), ¶es ezekre a kezd}opontokra kisz¶am¶³tjuk a pi(xi) becsl¶ese-
ket. RendelkezÄunk Sl = fxi; pi(xi)gl¡1i=0 pontok halmaz¶aval, ezekre a pontokra
egy
ql(x) = x
T Dlx + b
T
l x + cl:
alak¶u kvadratikus fÄuggv¶enyt illesztÄunk.







feladattal, ami kvadratikus programoz¶asi feladat. Kisz¶am¶³tjuk a feladat op-
tim¶alis megold¶as¶at. Ha a kapott pont 'el¶eg j¶o', meg¶allunk, ha nem, kisz¶a-
m¶³tjuk az optimumhoz a p(x) becsl¶est, hozz¶avesszÄuk az eddigi pontokhoz,
¶es visszat¶erÄunk a kvadratikus kÄozel¶³t¶eshez (az algoritmus r¶eszletesebb le¶³r¶asa
megtal¶alhat¶o: [6,4,5]).
Az 'el¶eg j¶o' meg¶all¶asi krit¶erium lehet valamilyen pontoss¶ag (statisztikai
hibahat¶ar) megkÄovetel¶ese (l¶asd p¶eld¶aul: [9]).
Az SRA algoritmus j¶ol teljes¶³t sztochasztikus probl¶em¶ak megold¶as¶aban,
de hi¶anyzik az elm¶eleti bizony¶³t¶asa. A cikk kÄovetkez}o r¶esz¶eben azt sz¶an-
d¶ekozom demonstr¶alni, hogy CV aR kock¶azati m¶ert¶ek minimaliz¶al¶as¶ara is
haszn¶alhat¶o az algoritmus.
4 Az SRA algoritmus implement¶al¶asa
4.1 Alapfeladat




z + E(QC(x; z;Y));
7A gyakorlatban nem ezt a becsl¶es c¶elszer}u alkalmazni. A r¶eszletekr}ol l¶asd: [6]


















ahol Yi val¶osz¶³n}us¶egi v¶altoz¶o az i-edik eszkÄoz hozam¶at mutatja, xi dÄont¶esi
v¶altoz¶o az i-edik eszkÄozbe fektetett t}oke ar¶any¶at jelenti, z az optimaliz¶al¶ashoz
haszn¶alt seg¶edv¶altoz¶o, ¯ pedig a CV aR kock¶azati m¶ert¶ekhez tartoz¶o kÄuls}o
param¶eter (megb¶³zhat¶os¶agi szint).
Term¶eszetesen a konkr¶et optimaliz¶al¶ashoz szÄuks¶egÄunk van ~Y1, ~Y2, ..., ~Yq
realiz¶aci¶okra. A QC(x; z;Y) fÄuggv¶enyt a minta¶atlaggal helyettes¶³tjÄuk, ekkor
a m¶asodik l¶epcs}o a kÄovetkez}o alakot Äolti:
QC(x; z; ~Y
1; ~Y2; :::; ~Yq) =
1










i ; j = 1:::q;
yj ¸ 0; j = 1:::q
Ezen a fel¶³r¶ason csak annyiban v¶altoztattam, hogy a z v¶altoz¶oban v¶egzett














8A c¶elfÄuggv¶enyhez hozz¶a lehet adni egy line¶aris kÄolts¶egtagot, tov¶abb¶a az els}o l¶epcs}ohÄoz
tetsz}oleges line¶aris korl¶at is hozz¶a¶³rhat¶o, az algoritmus v¶altozatlan form¶aban m}ukÄodik.
9A c¶elfÄuggv¶eny helyett az SRA algoritmus implement¶al¶asakor itt is k minta ¶atlaga ¶all.
A r¶eszletek a 4.5. alfejezetben vannak kifejtve, a c¶elfÄuggv¶eny pontos meghat¶aroz¶asa a (4)
k¶epletben tal¶alhat¶o.




















i ; j = 1:::q;
z; yj ¸ 0; j = 1:::q:
A v¶altoztat¶asnak az az ¶ertelme, hogy a m¶asodik l¶epcs}o¶³gy egy CV aR sz¶a-
m¶³t¶as, a portf¶oli¶o optimaliz¶al¶as pedig az els}o l¶epcs}oben tÄort¶enik. A m¶asodik
l¶epcs}o kisz¶am¶³t¶as¶at nem kell line¶aris programoz¶asi feladatk¶ent megoldani. A
m¶asodik l¶epcs}ohÄoz tartoz¶o line¶aris programoz¶asi feladat optim¶alis megold¶asa
megadja a portf¶oli¶o vesztes¶eg¶enek realiz¶aci¶oi kÄozÄul azok ar¶any¶at, amelyek
eset¶en a vesztes¶egek a fels}o ¯ kvantilisbe esnek, ami viszont line¶aris progra-
moz¶asi feladat n¶elkÄul is kisz¶am¶³that¶o, jelent}os fut¶asi id}ot sp¶orolva.
Ennek a k¶etl¶epcs}os sztochasztikus feladatnak a megold¶as¶ara a 3. fejezet-
ben le¶³rt SRA algoritmust haszn¶altam, kisebb v¶altoztat¶asokkal.
4.2 Kezd}o pontok meghat¶aroz¶asa
Az els}o v¶altoztat¶as a kezd}o pontok megv¶alaszt¶as¶an¶al tÄort¶ent: olyan indul¶o
pontokat v¶alasztottam, amelyek rajta vannak az els}o l¶epcs}o korl¶atai ¶altal
kifesz¶³tett hipers¶³kon. Tov¶abbi v¶altoztat¶as, hogy kijelÄoltem egy kÄoz¶eppontot,
¶es a v¶eletlenÄul felvett pontok e kÄoz¶eppont kÄorÄul helyezkednek el. A kÄoz¶eppont
az els}o l¶epcs}o korl¶atai ¶altal kifesz¶³tett hipers¶³k orig¶ohoz legkÄozelebbi pontja10.
Az volt mÄogÄotte a heurisztikus megfontol¶as, hogy a diverzi¯k¶al¶as el}onyei
miatt { nem sz¶els}os¶eges esetben { az optimum is valahol az egys¶egszimplex
'kÄozep¶en' lesz, ¶³gy a megfelel}o kÄoz¶eppont kÄorny¶ek¶en felvett pontok j¶ol le¶³rj¶ak
a p¶otl¶as feladat kÄozel¶³t¶es¶et.
4.3 Kvadratikus kÄozel¶³t¶es
Az eredeti SRA algoritmus fontos jellemz}oje, hogy a regresszi¶os kÄozel¶³t¶es
el}o¶all¶³t¶as¶an¶al minden kor¶abbi pontot felhaszn¶al, ¶³gy a kÄozel¶³t¶es egyre pon-
tosabb¶a v¶alik. M¶egis fontos, hogy az optimum kÄozel¶eben l¶ev}o pontokat job-
ban ¯gyelembe vegyÄuk, mint az optimumt¶ol t¶avolabb l¶ev}o pontokat. Az ere-
deti SRA algoritmus ezt a kÄovetelm¶enyt ¶ugy oldja meg, hogy minden ponthoz
egy s¶ulyt rendel, annak fÄuggv¶eny¶eben, hogy (v¶elhet}oen) mennyire van t¶avol
10A korl¶atok kÄozÄott mindig szerepel a
Pn
i=1
xi = 1 felt¶etel, teh¶at ez a pont rajta van
az egys¶egszimplexen.
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az optimumt¶ol. Az implement¶al¶asn¶al m¶as utat kÄovettem: amennyiben ele-
gend}o pont ¶all rendelkez¶esre, az indul¶o pontokat (de csak azokat) kihagytam
a kvadratikus kÄozel¶³t¶es el}o¶all¶³t¶as¶an¶al. A heurisztikus gondolat az volt ezen
elj¶ar¶as mÄogÄott, hogy indul¶askor szÄuks¶eg van a gener¶alt pontok sz¶or¶od¶as¶ara,
hogy a n¶egyzetes kÄozel¶³t¶es felvegye a konvex kvadratikus alakot. Amikor
viszont az algoritmus m¶ar 'kitapogatta' az optimum kÄorÄulbeli hely¶et, az op-
timumt¶ol t¶avol l¶ev}o pontok m¶ar csak h¶atr¶altatnak.
4.4 A CVaR becsl¶es torz¶³totts¶aga
FelmerÄult az a probl¶ema, hogy a p¶otl¶as feladat optim¶alis c¶elfÄuggv¶enye torz¶³-
tottan becsÄuli CV aR¯ ¶ert¶eket. Az 1. t¶abl¶azat sz¶amszer}uen szeml¶elteti a
torz¶³t¶as m¶ert¶ek¶et sztenderd norm¶alis eloszl¶as eset¶en. A t¶abl¶azatban az elem-
sz¶am azt mutatja, hogy h¶any gener¶alt v¶eletlen sz¶am alapj¶an sz¶amoltam a
CV aR0;9 becsl¶es¶et. A becsl¶esi elj¶ar¶ast megism¶eteltem 10000-szer minden
elemsz¶am eset¶en. A t¶abl¶azat m¶asodik oszlopa mutatja CV aR0;9 becsl¶esek
¶atlag¶at, a harmadik a 95%-os kon¯dencia intervallumot, a negyedik pedig egy
becsl¶eshez szÄuks¶eges id}o ¶atlag¶at (m¶asodpercben). A t¶abl¶azatb¶ol j¶ol l¶atszik,
hogy az elemsz¶am nÄoveked¶es¶evel csÄokken a torz¶³t¶as m¶ert¶eke, de line¶arisn¶al
gyorsabban n}o a szÄuks¶eges id}o.
95%-os kon¯dencia intervallum
Elemsz¶am Elm¶eleti ¶ert¶ek ¶Atlag Als¶o hat¶ara Fels}o hat¶ara Id}o
100 1,755 1,734 1,730 1,738 0,00004
500 1,755 1,750 1,749 1,752 0,00022
2500 1,755 1,754 1,753 1,755 0,00206
12500 1,755 1,755 1,754 1,755 0,03370
62500 1,755 1,755 1,754 1,755 0,70220
1. t¶abl¶azat. A CV aR becsl¶es torz¶³t¶asa. Az els}o oszlop megadja a becsl¶eshez gener¶alt
v¶eletlensz¶amok sz¶am¶at, a m¶asodik oszlopban szerepel az elm¶eleti ¶ert¶ek, a harmadikban a CV aR
becsl¶esek ¶atlaga, a negyedik ¶es ÄotÄodikben a 95%-os kon¯dencia intervallum als¶o ¶es fels}o hat¶ara,
a hatodik oszlopban pedig a becsl¶eshez szÄuks¶eges id}o ¶atlaga szerepel m¶asodpercben.
Fontos hangs¶ulyozni, hogy a torz¶³t¶as nem az SRA algoritmus kÄovetkez-
m¶enye, az akkor is jelen van, ha a CV aR kock¶azati m¶ert¶ek optimaliz¶al¶asi
feladatot line¶aris programoz¶asi feladatk¶ent oldjuk meg11.
4.5 Az QC(x;Y) ¶ert¶ek becsl¶ese
A 3. fejezetben a (3) k¶eplettel adtunk egy becsl¶est a m¶asodik l¶epcs}o c¶el-
fÄuggv¶eny¶enek ¶ert¶ek¶ere. Jelen CV aR kock¶azati m¶ert¶ek optimaliz¶al¶as eset¶en a
m¶asodik l¶epcs}o becsl¶ese ¶ugy tÄort¶enik, hogy gener¶alunk v¶eletlen sz¶amokat ¶es
vesszÄuk a fels}o ¯ kvantilis ¶atlag¶at. K¶erd¶es, hogy h¶any sz¶amot gener¶aljunk,
megism¶eteljÄuk-e az elj¶ar¶ast, ¶es ha igen, h¶anyszor. Egy CV aR becsl¶eshez
11MegjegyezzÄuk, hogy az 1. t¶abl¶azat eredm¶enyei Äosszhangban vannak Mak Morton ¶es
Wood [9] elm¶eleti eredm¶enyeivel.
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gener¶alt v¶altoz¶ok sz¶am¶at elemsz¶amnak h¶³vom a tov¶abbiakban. Az elemsz¶a-
mot ¶ugy kell megv¶alasztani, hogy kell}oen nagy legyen a torz¶³t¶as megfelel}o
csÄokkent¶ese c¶elj¶ab¶ol, ugyanakkor ne legyen a szÄuks¶egesn¶el nagyobb, a fut¶asi
id}o miatt. Egy CV aR becsl¶es ingadoz¶asa m¶eg akkor is jelent}os, ha a torz¶³t¶as
m¶ar eleny¶esz}o (l¶asd 1. t¶abl¶azat). Emiatt c¶elszer}u m¶eg viszonylag nagy elem-
sz¶am eset¶en is tÄobb CV aR becsl¶esnek venni az ¶atlag¶at. Ism¶etl¶esek sz¶amak¶ent








1;i; ~Y2;i; :::; ~Yq;i); (4)
ahol q az elemsz¶am, k pedig az ism¶etl¶esek sz¶ama.
Az elemsz¶am ¶es ism¶etl¶esek sz¶ama k¶³vÄulr}ol adott param¶eter, amelyet a
dÄont¶eshoz¶o ¶altal elv¶art pontoss¶ag alapj¶an lehet meghat¶arozni.
5 Sz¶am¶³t¶asi eredm¶enyek
A kutat¶as jelen szakasz¶aban a Rockafellar ¶es Uryasev ([12]) cikkben kÄozÄolt
adatokkal sz¶amoltam, hogy az eredm¶enyeket lehessen m¶as eredm¶enyekhez
viszony¶³tani.
Rockafellar ¶es Uryasev ([12]) a cikkÄukben 3 eszkÄozt vizsg¶alnak: S&P
500 r¶eszv¶enyindex (S&P 500), hossz¶u t¶av¶u amerikai ¶allamkÄotv¶eny portf¶oli¶o
(Gov Bond) ¶es kis t}ok¶es¶³tetts¶eg}u amerikai v¶allalati portf¶oli¶o (Small Cap). Az





2. t¶abl¶azat. Az eszkÄozÄok hozama
S&P 500 Gov Bond Small Cap
S&P 500 0,00324625 0,00022983 0,00420395
Gov Bond 0,00022983 0,00049937 0,00019247
Small Cap 0,00420395 0,00019247 0,00764097
3. t¶abl¶azat. A portf¶oli¶o kovarianciam¶atrixa
A 3 eszkÄoz eloszl¶as¶ara egyÄuttes norm¶alis eloszl¶ast t¶eteleznek fel. EgyÄuttes
norm¶alis eloszl¶as eset¶en a CV aR optim¶alis portf¶oli¶o ¶es a Markowitz optim¶a-
lis portf¶oli¶o egybeesik (l¶asd: [12]). A Markowitz-f¶ele modell megold¶asa egy
kvadratikus optimaliz¶al¶as eredm¶enye, aminek az ¶ert¶ek¶et a 4. t¶abl¶azat mutat-
ja. Az optim¶alis portf¶oli¶o eset¶en a 90%-os, 95%-os ¶es 99%-os CV aR ¶ert¶ekeket
az 5. t¶abl¶azat adja meg.
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S&P 500 Gov Bond Small Cap
0,452013 0,115573 0,432414
4. t¶abl¶azat. Optim¶alis eszkÄozs¶ulyok
¯ = 0; 9 ¯ = 0; 95 ¯ = 0; 99
0,096975 0,115908 0,152977
5. t¶abl¶azat. CV aR ¶ert¶ekek az optim¶alis portf¶oli¶ora
Rockafellar es Uryasev ([12]) kÄozÄol fut¶asi eredm¶enyeket, de minden be-
¶all¶³t¶asr¶ol csak egyet. A 6. t¶abl¶azatban olyan eredm¶enyeket kÄozlÄok, amelyek
minden elemsz¶amhoz 100 fut¶as eredm¶enyeit Äosszegzik, ¶³gy az optimum min}o-
s¶eg¶er}ol jobb k¶epet kapunk. Rockafellar es Uryasev CPLEX solvert haszn¶alt,
¶en viszont MINOS megold¶ot. Az eredm¶enyeket az¶ert is kÄozlÄom, mert ¶³gy a
kÄulÄonbs¶egek az algoritmusok kÄulÄonbs¶eg¶enek tudhat¶ok be ¶es nem a solverek
kÄulÄonbs¶eg¶enek (¶es nem mellesleg ugyanazon a g¶epen futtattam mindk¶et al-
ternat¶³v¶at). A 6. t¶abl¶azat kÄulÄonbÄoz}o elemsz¶amok eset¶en mutatja az algorit-
mus fut¶asi eredm¶enyeit. Az els}o oszlop az elemsz¶amot mutatja, a m¶asodik
a CV aR0;9 becsl¶esek ¶atlaga. L¶athat¶o, hogy ha az elemsz¶am kicsi, a CV aR
becsl¶es lefel¶e torz¶³t. Mivel a feladat 3 eszkÄozt tartalmaz ¶es k¶et korl¶atot,
ez¶ert az eszkÄozÄok kÄozÄul csak egynek az ¶ert¶ek¶et (ar¶any¶at) lehet szabadon
megv¶alasztani (S&P 500), ennek ¶atlag¶at mutatja a 6. t¶abl¶azatban a harmadik
oszlop. A negyedik oszlop a fut¶ashoz szÄuks¶eges id}o ¶atlaga m¶asodpercben. Az
¶atlag¶ert¶ekek alatt z¶ar¶ojelben a sz¶or¶asok szerepelnek.
Elemsz¶am CV aR S&P 500 Id}o
100 0,09251 0,38099 0,0
(0,01169) (0,26894) (0,0)
500 0,09676 0,43688 0,0
(0,00557) (0,15367) (0,0)
2500 0,09725 0,45195 1,4
(0,00234) (0,07267) (0,1)
12500 0,09702 0,45557 58,9
(0,00095) (0,03232) (6,3)
6. t¶abl¶azat. Fut¶asi eredm¶enyek { line¶aris programoz¶asi feladat. Az els}o oszlop az opti-
maliz¶al¶ashoz haszn¶alt minta elemsz¶am¶at mutatja, a m¶asodik a CV aR becsl¶esek ¶atlag¶at, a har-
madik az optimaliz¶al¶as sor¶an az S&P 500 eszkÄoz optim¶alis ¶ert¶ekeinek ¶atlag¶at, a negyedik oszlop
pedig az optimaliz¶al¶ashoz szÄuks¶eges id}o ¶atlag¶at m¶asodpercben. Az ¶atlag¶ert¶ekek alatt z¶ar¶ojelben
a sz¶or¶as szerepel.
Az SRA algoritmushoz a k¶odot Lahey Fortran nyelvben ¶³rtam meg. A
algoritmushoz szÄuks¶eges solver a MINOS. A futtat¶asokat egy 1,6 GHz AMD
Sempron sz¶am¶³t¶og¶epen v¶egeztem.
A 7. t¶abl¶azat kÄulÄonbÄoz}o be¶all¶³t¶asok eset¶en mutatja meg az algoritmus
fut¶asi eredm¶enyeit. Az els}o oszlop az elemsz¶amot mutatja, a m¶asodik pedig
azt, hogy egy pi(xi) ¶ert¶ek el}o¶all¶³t¶as¶ahoz h¶any becsl¶esnek vettem az ¶atlag¶at
(ism¶etl¶esek sz¶ama). A harmadik oszlopban szerepelnek a CV aR0;9 becsl¶esek
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¶atlagai. L¶athat¶o, hogy ha az elemsz¶am kicsi, a CV aR becsl¶es itt is lefel¶e
torz¶³t. Mivel a feladat 3 eszkÄozt tartalmaz ¶es k¶et korl¶atot, ez¶ert az eszkÄozÄok
kÄozÄul csak egynek az ¶ert¶ek¶et (ar¶any¶at) lehet szabadon megv¶alasztani, az algo-
ritmus az els}o eszkÄozt v¶alasztja meg. Ennek ¶atlag¶at mutatja a 7. t¶abl¶azatban
a negyedik oszlop. Az ÄotÄodik oszlop azt mutatja, hogy h¶any iter¶aci¶o ut¶an ¶all
le az algoritmus, a hatodik pedig a fut¶ashoz szÄuks¶eges id}o m¶asodpercben. Az
¶atlag¶ert¶ekek alatt z¶ar¶ojelben a sz¶or¶asok szerepelnek.
Elemsz¶am Ism¶etl¶es CV aR S&P 500 # Iter¶aci¶o Id}o
100 100 0,09572 0,45479 4614 16,6
(0,00113) (0,01620) (1564) (5,1)
100 1000 0,09536 0,45234 1924 60,4
(0,00036) (0,00828) (608) (20,9)
100 10000 0,09542 0,45230 829 244,3
(0,00012) (0,00398) (251) (73,9)
1000 100 0,09678 0,45314 1988 127,5
(0,00034) (0,00830) (610) (39,1)
1000 1000 0,09683 0,45178 876 554,8
(0,00012) (0,00389) (211) (134,1)
1000 10000 0,09682 0,45216 346 2189,1
(0,00004) (0,00200) (140) (884,7)
10000 10 0,09691 0,45388 1914 858,1
(0,00039) (0,01036) (588) (337,0)
7. t¶abl¶azat. Fut¶asi eredm¶enyek { SRA algoritmus. Az els}o ¶es m¶asodik oszlop az optimaliz¶al¶ashoz
haszn¶alt minta elemsz¶am¶at ¶es az ism¶etl¶es¶ek sz¶am¶at mutatja, a harmadik a CV aR becsl¶esek
¶atlag¶at, a negyedik az optimaliz¶al¶as sor¶an az S&P 500 eszkÄoz optim¶alis ¶ert¶ekeinek ¶atlag¶at,
az ÄotÄodik a szÄuks¶eges iter¶aci¶ok sz¶am¶anak ¶atlag¶at, a hatodik oszlop pedig az optimaliz¶al¶ashoz
szÄuks¶eges id}o ¶atlag¶at m¶asodpercben. Az ¶atlag¶ert¶ekek alatt z¶ar¶ojelben a sz¶or¶as szerepel.
A 7. t¶abl¶azatb¶ol j¶ol l¶atszik, hogy az SRA algoritmus k¶epes az optimaliz¶al¶asi
feladat megold¶as¶ara. A t¶abl¶azatb¶ol j¶ol l¶atszik, hogy ha nÄoveljÄuk az ism¶etl¶esek
sz¶am¶at, vagy az elemsz¶amot, akkor pontosabb eredm¶enyt kapunk. J¶ol l¶atszik
az a kett}os¶eg is, hogy ha az a c¶elunk, hogy a CV aR ¶ert¶eket pontosan megkap-
juk, akkor az elemsz¶amot kell nÄovelni, ha a viszont az optim¶alis portf¶oli¶o meg-
tal¶al¶asa a c¶elunk, akkor kisebb elemsz¶amot ¶es tÄobb ism¶etl¶est kell v¶alasztani.
¶Erdemes a fut¶asi eredm¶enyeket a line¶aris programoz¶asi algoritmus fut¶asi
eredm¶enyeivel Äosszehasonl¶³tani. Az Äosszehasonl¶³t¶asn¶al nem az azonos elem-
sz¶amot kell Äosszehasonl¶³tani, hiszen m¶as a tartalma az elemsz¶amnak a k¶et
esetben. Sokkal szerencs¶esebb, ha ¶ugy hasonl¶³tjuk Äossze az eredm¶enyeket,
hogy azonos fut¶asi id}o alatt milyen pontoss¶agot ¶er el az algoritmus. P¶eld¶aul
line¶aris programoz¶asi feladat eset¶en 12500-as elemsz¶am nagyj¶ab¶ol ugyanannyi
id}ot ig¶enyel, mint az SRA algoritmus 100 elemsz¶ammal ¶es 1000 ism¶etl¶essel.
A vizsg¶alt esetben a line¶aris programoz¶asi feladat kisebb torz¶³t¶assal (0,09702
vs. 0,09536), de nagyobb sz¶or¶assal (0,00095 vs. 0,00036) becsÄuli a CV aR
¶ert¶eket. Az optim¶alis portf¶oli¶o megtal¶al¶as¶an¶al egy¶ertelm}uen az SRA algorit-
mus a jobb. A line¶aris programoz¶asi feladat eset¶eben az optim¶alis portf¶oli¶o-
s¶ulyokat csak nagy sz¶or¶assal tudja meghat¶arozni az algoritmus. Nagyobb
elemsz¶am v¶alaszt¶asa viszont l¶enyegesen meghosszabb¶³tja a fut¶asi id}ot.
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A kÄozÄolt fut¶asi eredm¶enyekb}ol messzemen}o kÄovetkeztet¶eseket nem ¶erdemes
levonni, de annyit ki lehet jelenteni, hogy az SRA algoritmus versenyk¶epes a
Rockafellar es Uryasev ([12]) ¶altal fel¶³rt line¶aris programoz¶asi feladattal.
6 ÄOsszefoglal¶as
Ebben a cikkben CV aR portf¶oli¶o optimaliz¶al¶asi feladatot oldottam meg SRA
algoritmussal. Numerikus futtat¶asi adatok alapj¶an kijelenthet}o, hogy az algo-
ritmus k¶epes elv¶egezni az optimaliz¶al¶asi feladatot ¶es az is, hogy az algoritmus
versenyk¶epes a line¶aris programoz¶asi feladatk¶ent val¶o fel¶³r¶assal.
Lehets¶eges tov¶abbl¶ep¶esi ir¶any annak felhaszn¶al¶asa, hogy az SRA algorit-
mus nem csak k¶etl¶epcs}os sztochasztikus feladatok megold¶as¶ara k¶epes, hanem
pl. val¶osz¶³n}us¶eggel korl¶atozott feladatok megold¶as¶ara is. Ez megnyitja az
utat afel¶e, hogy az adatokban megl¶ev}o bizonytalans¶agot ¯gyelembe vegyÄuk
az optimaliz¶aci¶on¶al.
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CVAR MINIMIZATION BY THE SRA ALGORITHM
The risk measure CVaR is becoming more and more popular in recent years. In
this paper we use CVaR for portfolio optimization. We formulate the problem as a
two-stage stochastic programming model. We apply the SRA algorithm, which is
a recently developed heuristic algorithm, to minimizing CVaR.
