We discuss the hard-hexagon and hard-square problems, as well as the corresponding problem on the honeycomb lattice. The case when the activity is unity is of interest to combinatorialists, being the problem of counting binary matrices with no two adjacent 1's. For this case we use the powerful corner transfer matrix method to numerically evaluate the partition function per site, density and some near-neighbour correlations to high accuracy. In particular for the square lattice we obtain the partition function per site to 42 decimal places.
Introduction Partition function of hard squares
In recent years there has been interest amongst combinatorialists in the problem of counting the number of "legal matrices" [9, 10, 11, 12] . These are matrices whose elements are either 0 or 1. Two elements are said to be 'adjacent' if they lie in positions (i, j) and (i + 1, j), or if they lie in positions (i, j) and (i, j + 1). No two 1's are allowed to be adjacent.
In statistical mechanics this is known as the 'hard squares'problem: how many ways are there of putting particles on a square lattice of N sites so that no two share the same site, or are adjacent. (An economical way of formulating this rule is to say that there is at most one particle on every edge.)
In statistical mechanics we usually generalize this problem by specifying the number of particles. Thus we might define g(m, N ) to be the number of ways of putting m particles on a given lattice of N sites, subject to the above exclusion rule. This is the 'canonical' partition function. The 'grand canonical partition function' is
z being an arbitrary real (or complex) variable. For z real and positive we expect on physical grounds that the limit
will exist and be independent of the shape of the lattice, so long as the shape is not pathological -it must certainly become infinite in all directions.
It follows that what combinatorialists are interested in is Ξ N (1) and κ (1) . While the function κ(z) has been extensively investigated, by series expansions and numerically [7, 18, 25, 26] , less attention has been paid by statistical mechanics to its value at z = 1. Estimates for κ(1) of 1.5030 and 1.503048082 are given in [23] and [24] , and lower and upper bounds of 1.503263 and 1.517513 in [21] .
Amongst combinatorialists, Engel [12] Here we use the corner transfer matrix method to calculate κ(1) and various related quantities and obtain the result 1.503048082475332264322066329475553689385781.
Based on the observed convergence of the sequence of successive approximations (and on the expected error of A 4 49 ), we believe this result to be correct to the 42 decimal places given, but suggest the last two or three digits (certainly the last digit) be regarded with caution.
Related models and quantities
For the corresponding problem on the triangular lattice, known as 'hard hexagons', Metcalf and Yang in 1978 [23] conjectured that log κ(1) = 1/3. This intriguing conjecture prompted Baxter and Tsang [8] to obtain more accurate numerical values, using the corner transfer matrix method [3] . They disproved Metcalf and Yang's conjecture, but as a result the author stumbled on the fact that the problem could be solved exactly by the 'Yang-Baxter' method (C.N. Yang, rather than his brother C.P.). [2, 5] For the square and honeycomb lattices, the problem has not been solved exactly and the suggestive clues of hard hexagons are missing. Even so, the method provides a powerful way of calculating κ(1) to considerable numerical precision. We do this here, obtaining it to 42 and 39 decimal places for the square and honeycomb lattices, respectively. For completeness, we also evaluate κ(1) for the triangular lattice, using the known exact result, and give it here to 55 decimal places.
A related quantity is the density, or probability that a given site is occupied:
also expected to tend to a limit for a large lattice. This is a 'single-site' property and is also readily calculated by the corner transfer matrix method, so we present numerical values for ρ(1) here, along with some next-nearest neighbour correlation results.
It should be noted that the models are expected to undergo a phase transition from a disordered fluid phase to an ordered solid crystalline phase at z = 11.09017..., 3.7962..., 7.92..., ρ = 0.27639..., 0.368..., 0.422..., for the triangular, square and honeycomb lattices, respectively. [2, 7, 27] . For each lattice, these critical values of z are considerably greater than z = 1, so the gas is well and truly in the fluid phase and we expect successive finite truncations of the corner transfer matrix equations (with no sub-lattice symmetry breaking) to converge rapidly, and indeed we observe this. The method converges more slowly as z approaches the critical value.
Low density series expansions
The series expansions were obtained for these models in the sixties [17, 18, 28] 
where the sum is over all values 0 or 1 of all the occupation numbers (without restriction), the second product is over all edges < i, j > of the lattice, and e(0, 0) = e(0, 1) = e(1, 0) = 1 , e(1, 1) = 0 .
For the triangular lattice the corner transfer matrix equations are given in [8] . They For the square lattice the corner transfer matrix equations are given in [1] and [8] .
Specializing to the translation-invariant case (with no symmetry breaking), they are
the face weight function being
a) .
For the honeycomb lattice, we found it convenient to transform the model to one on the triangular lattice by dividing it into two sub-lattices and summing over all the spins on one sub-lattice. (This is a decimation transformation.) The resulting triangular lattice model has different face weights w 1 , w 2 for up-pointing and downpointing triangles, respectively:
and the equations (7) generalize to
, for (i,j) = (1,2) and (2,1). Here κ is the partition function per site of the original honeycomb lattice.
In each case A(a) is the corner transfer matrix centred on a site of occupation number a. Define the matrix
for the three lattices, respectively. Then the density is
Similarly, F (a, b) is the 'half-row' transfer matrix associated with an edge with occupation numbers a, b. For this reason F (1, 1) is the zero matrix for the first two lattices.
(For the honeycomb lattice the decimation transformation means that F i (a, b) is associated with next-nearest neghbour sites a, b, so F i (1, 1) not zero.) Other local occupation probabilities can be obtained by building up a face or faces of the lattice. For instance, for the square lattice the probability that two next-nearest-neighbour (i.e. diagonally adjacent) sites are simultaneously occupied is
It can be convenient to define the larger matrices
(Generalizing as needed for the honeycomb lattice.)
These extended matrices A, F, M are real and symmetric. Without loss of generality we can choose A and M to be diagonal.
The equations are exact in the limit when the matrices are infinite-dimensional.
Finite-dimensional truncations provide a sequence of rapidly converging approximations and the techniques needed to handle these are explained in [1, 3, 8] . For each lattice, and for any finite truncation, the CTM equations can be obtained from a variational principle for κ.
Simple approximations Bethe approximation
A simple approximation for lattice models is to replace the lattice by a Bethe lattice (i.e. a Cayley tree with surface effects excluded) of the same coordination number q.
Specializing the formula given in Chapter 4 of [4] , we get
where m is related to z by
This approximation is self-consistent in that the relation (3) is satisfied. When z is small, so is m and we readily obtain the series expansions for the three lattices (with q = 6, 4, 3, respectively):
Let q ′ be the number of edges round a face of the lattice (this is the coordination number of the dual lattice), so q ′ = 3, 4, 6 for the three lattices, respectively. Comparing (16) with (4), we see that for each lattice the Bethe approximation fails at order z q ′ , which is the order at which a circuit first makes a contribution to the partition function.
Kramers-Wannier approximation
A more accurate approximation, which at least in some circumstances is related to that of Kramers and Wannier [20] , is to take the corner transfer matrices A(a), F (a, b)
in (7) - (9) to be one-by-one matrices. Then A, F are two-by-two matrices. For the triangular lattice this gives
where M has the diagonal entries 1, m and
Expanding, this gives
For the square lattice,
where now t, m, z are related by
and t is small when z is. This yields the expansion
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For the honeycomb lattice, truncating A i (a) and F i (a, b) in (9) to one-by-one, we obtain eight distinct equations for ξ, η 1 , η 2 and the elements of the matrices. We have not succeeded in significantly simplifying the solution of these eqns, but we do note that to leading order in z we can naturally choose,
Without loss of generality we can fix A 1 to be the unit matrix, and normalise A 2 , F 1 , F 2 to have top-left element equal to unity. We can then iteratively solve the eight equations for the eight remaining unknowns to successively higher orders, obtaining: We note that for each lattice this 'Kramers-Wannier' approximation is more accurate than the Bethe approximation, being correct for orders up to (but not including)
One obtains successively more accurate approximations by taking the matrices A, F to be larger. This fact is used in [6] and [7] to obtain series expansions. Here we use it to obtain accurate numerical values of κ and ρ for z = 1. If A(0) is of size n 0 by n 0 and A (1) is n 1 by n 1 , then F (0, 1) is n 0 by n 1 and A, F are n by n, where
From now on we re-arrange the combined matrices A, F, S, M so that the entries of the diagonal matrix A (A 1 A 2 for the honeycomb lattice) are in numerically decreasing order. Then S is a diagonal matrix with entries 0 or 1, corresponding to whether the centre site is empty or full for that state. The formula (11) can still be written
5 Values of κ and ρ for z = 1
Throughout this section we take z to be 1. For all three lattices the 'Kramers-Wannier' approximation has n 0 , n 1 , n = 1, 1, 2. The next approximation has n 0 , n 1 , n = 2, 1, 3.
We present the numerical results obtained for the Bethe approximation and these two simple corner matrix approximations, together with those for n 0 , n 1 , n = 3, 2, 5. It is apparent that the results are converging rapidly towards a limit. For the square lattice we have continued the sequence of approximations to n = 48, i.e. we have kept the largest 48 diagonal elements of A. Then n 0 , n 1 = 29, 19. Similarly for the honeycomb lattice we have continued to n = 20, keeping the largest 20 elements of A 1 A 2 , with n 0 , n 1 = 11, 9.
For the benefit of anyone who wants to repeat these calculations, in the Appendix we have given the diagonal elements of A and A 1 A 2 for the square and honeycomb lattices with n = 48 and n = 20, respectively. In each case we have included the next-largest eigenvalue, which is obtained during the iterative solution procedure, but not actually used in the equations (8), (9) . This provides a measure of the accuracy of the approximation. The values of these elements change as one changes n, but not by more than one per cent. For instance, the fifth eigenvalue of A for the square lattice occurs first when n = 5. For this and the n = 6, 7, 8, 48 truncations it is 0.0077696234, 0.0077684372, 0.0077696114, 0.0077696231, 0.0077696235. Any given element of or F tends quite quickly to its limiting n = ∞ value as n increases, once n is big enough for the element ot occur at all in the truncation.
For the triangular lattice the results for n = 2, 3, 5 are given in [8] . We did not pursue the corner transfer matrix numerical calculations any further for this lattice as (a) the exact result is given in [2] , in chapter 14 of [4] and (in algebraic form)
in [19] , (b) the fact that it is exactly solvable is connected with the fact that A has degenerate eigenvalues, at any rate in the infinite-matrix-size limit. These degeneracies actually complicate the numerical calculation, producing extra degrees of freedom that need to be fixed. Unfortunately we observed no such degeneracies for the square and honeycomb lattices, so we have no reason to suppose that they are solvable by the means used for the triangular case.
The 'n = ∞' results we quote for the triangular lattice are obtained from the formulae (14.1.20) and (14.5.14) of [4] , using the solution of (14.1.18) to 55 significant digits:
The solutions of (14) for the triangular, square and honeycomb lattices (with q = 6, 4, 3, respectively) are m = 0.2219104, 0.2755080, 0.3176722.
The solution of (17) is m = 0.1932944673, that of (19) is t = 0.3598273461, while for the honeycomb lattice the 'Kramers-Wannier' two-by-two solution of (9), (13) The values of κ and ρ obtained are given in Tables 1 and 2 , respectively. They are given to sufficient accuracy to see the convergence of the successive approximations.The deviation of an approximation from the extrapolated limit of the sequence (or what is almost the same: the deviation from the next approximation) is indeed found to be of the order of (or at most one or two orders greater than) the magnitude of the largest diagonal element of M omitted. This gives us some confidence that the sequence is indeed converging to the correct value, and the accuracy of the best approximation.
In fact we have obtained κ and ρ to considerably more accuracy than we are able to display in Tables 1 and 2 The bracketted numbers are the number of decimal places given: we believe the results are accurate to this number of digits, though perhaps the last two or three should be treated with caution.
Next-nearest neighbour correlation
For all these models there is if course zero probability that two adjacent sites are simultaneously occupied, i.e σ i σ j = 0 if sites i, j are adjacent. For the square and honeycomb lattices, our corner transfer matrix approximations also immediately give the probability that two next-nearest-neighbour sites are simultaneously occupied. Yet higher correlations can be obtained by constructing the partition function of a small lattice, using the A and F matrices appropriately to include the contributions of the boundary sites and edges. For the square lattice, with i, j, k, m being the sites shown in Fig.1 , we find (to 37 decimal places) This information is sufficient to calculate all correlations between the four sites i, j, k, m.
Since the centre site p is connected to the rest of the lattice only via i, j, k, m, we can use a "star-square" relation to calculate σ p from these correlations [14, eqn. 80], [13, 15, 16] . The result is the relation 6ρ − 4ρ 2 − 2ρ 2 ′ + 4ρ 3 − ρ 4 = 1 .
This is a useful check on our numerics: it is indeed satisfied to the available accuracy.
For the honeycomb lattice, with i, j, k, m being the sites shown in Fig. 2 , to 33 decimal places we obtain ρ 2 = σ i σ j = 0.079618322060174417313883811021777 ρ 3 = σ i σ j σ k = 0.026815084372282157838703243933620
The site p is connected to the rest of the lattice only via i, j, k, so this time we can use the "star-triangle" relation to obtain 5ρ − 3ρ 2 + ρ 3 = 1 , which is indeed satisfied to the available accuracy.
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