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Abstract 
In the paper, mechanism for generation of piping in dam and key factors that affect the generation of piping are analyzed; 
eight measured indexes are selected as basis of prediction; such prediction methods as Distance Discriminant Analysis 
Model and SVM (Support Vector Machine) are established for piping in dam, meanwhile, contrastive analysis for the 
method has been carried out to neural network method. According to the study of twenty-three actual cases of piping 
projects in dam, it is showed that Distance Discriminant Method and SVM prediction model are with good performance. 
SVM that is based on neural network kernel function and Radial Basis Kernel Function has much higher prediction 
accuracy and SVM method is one effective method to solve issue of piping prediction in dam, which can be used in actual 
projects. 
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In recent years, Distance Discriminant Method based on Discriminant Analysis Theory and SVM Method 
based on Statistical Learning Theory have been widely used in the field of geotechnical engineering, and 
achieved good results[5-7,4,8]. Based on actual engineering experience, Distance Discriminant Analysis Model 
and SVM Model are established by consulting research achievements in piping and selecting such following 
eight indexes that are key factors affecting piping in dam as dam height H, downstream slope m, water depth 
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in front of dam HP, effective cohesion of soil c, effective internal friction angle ,  osmotic coefficient K,  max. 
effective grain size d and dip angle in downstream filtering layer , as input parameter, to predict piping in 
dame, meanwhile, contrastive analysis for the two models is carried out to neural network model, which 
provides new approach and method for piping prediction in dam. 
1. Mechanism of Piping Generation and Analysis of Its Influencing Factors 
Piping is a kind of movement or erosion of fine particles in soil along interspace channel between skeleton 
grains, by the action of seepage. In actual engineering, such phenomenon as water sparing and sand boil in 
downstream of dam is called piping phenomenon. Geologic structure where there is piping is generally 
supposed to be composed of clay blanket, sand bed and batholiths; and before piping takes place, hydrostatic 
pressure caused by outside water line acts on rock layer of clay blanket. As there exists difference of osmotic 
coefficients between clay blanket and sand bed, so large hydrostatic pressure is caused between different 
positions. With the rise of outside water head, pressure at bottom of clay blanket will increase accordingly; 
and when such pressure from blanket bottom reach certain degree, clay blanket will be burst by hydrostatic 
pressure, which makes hydrostatic pressure go into dynamic water pressure, leading to coordinative flow of 
internal and external water, as a result, leakage path of internal water burst is generated; when hydraulic 
gradient is large enough, soil particles in stratum begin to move along leakage path by the action of seepage 
force and discharge at exit of water burst, therefore, in this way, piping is generated. As fine particles are 
taken away continuously, piping mouth expands inwardly little by little, and finally, punched mouth pipeline 
is generated; meanwhile, internal water burst and scoured soil are taken out of piping mouth continuously, so 
water in partial area of stratum is hollowed, which finally results in break of dam. 
From the process of how piping is generated, we can see that development of piping is, in reality, a process 
of interaction between water and soil, and mechanism of piping damage is extremely complex, with many 
kinds of influencing factors. Generation and development of piping is not only related to features of structure 
itself of dam, but also has an awful lot to do with changes of outside water line. A large number of actual 
projects show that when seepage direction of dam is downward, generation of piping is related to such factors 
as max. effective grain size, effective cohesion, effective internal friction angle, osmotic coefficient, saturation 
volume mass of material of dam body, hydraulic gradient, etc; as for dam body with filtering layer, such 
generation is related to dip angle of downstream filtering layer, as well. When seepage direction of dam is 
upward, seepage channels are mainly located in dam foundation and piping is mainly affected by such features 
of material of dam foundation as composition & structure of soil in dam foundation, soil grading, osmotic 
coefficient, internal friction angle, cohesion, saturation, and more. To sum up, generation of piping is closely 
related to such factors as max. effective grain size, osmotic coefficient, saturation volume mass, dip angle of 
downstream filtering layer, hydraulic gradient, composition & structure of soil in stratum, soil grading, 
internal friction angle & cohesion of clay blanket on surface, thickness blanket, viscous coefficient, saturation 
of soil, and others, from which we can see that it is a multiplex nonlinear complex issue. 
2. Piping Prediction based on Distance Discriminant Analysis Model 
Basic idea for Distance Discriminant Analysis Method is that according to given classified data, each 
classified center of gravity (that is, mean value of each class) is calculated separately, and discriminant 
criterion is to observe any given data, if it is nearest to center of gravity in Class i, it is thought that it comes 
from Class i , but it does not have particular requirement to overall distribution. 
Assume there are two Populations (or called two Categories) G1 and G2, select n1 samples from G1 (the first 
Category), select n2 samples from G2 (the second Category), and measure p indexes in each sample. First, 
calculate the distance from measured index X to G1 and G2, and the distances are noted down as ),( 1GXD  
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and ),( 2GXD  separately. Assume )1( , )2( , )1( , )2(  are mean vector and covariance matrix of G1, G2 
accordingly. So Mahalanobis Distance is 
2,1)()()(),( )(1)()(2 iXXGXD iiii                                               (1) 
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2 GXDGXDXW  is Linear Discriminant Function. In actual issues, generally, (1) (2), ,  
are unknown, but it can be estimated to be calculated by samples. After Distance Discriminant Criterion has 
been established , optimality of the criterion is needed observing and studying,  and error rate-back 
substitution is used in this paper to calculate its FAR( False Accept Rate ) . 
According to established Distance Discriminant Analysis and criterion, predict and judge the twenty-three 
engineering data collected by Literature, select 17 groups of the data as training samples and the rest 6 groups 
are used as prediction samples. Select following 8 key indexes such as dam height H, downstream slope m, 
water depth in front of dam HP, effective cohesion of soil c, effective internal friction angle , osmotic 
coefficient K, max. effective grain size de and dip angle of downstream filtering layer  to establish Distance 
Discriminant Analysis Model, and parameters for output layer are two Categories: G1 and G2, which 
respectively represents piping taking place (shown as 1) and non-piping (shown as 0). 
After studying the trained samples, Discriminant Analysis Model for piping can be obtained. In order to 
inspect the effectiveness of the model, Back Substitution Estimation Method is used to calculate error rate of 
the model. It can be seen, from the predicted results in Table 1, that the results calculated by Back Substitution 
are fully in line with the measured results and error rate is 0. And then, substitute the samples that is to be 
judged in Table 2 into the established Distance Discriminant Model, and the results are shown in Table 2. 
Only Sample A and Sample D are misjudged, while others are all in line with the actual fact. 
3. Piping Prediction Model based on SVM Method 
By using neural network method to make prediction and regress ion for piping,  such problems as overfitting 
often occur easily due to insufficient sample learning and unreasonable design for learning machines. In recent 
years,  SVM developed by Vapnik is the general-purpose machine learning method based on Statistical 
Learning Theory and it has better generalization ability for such statistical learning issue for which there are 
numbered samples, what is more, SVM is thought to be optimal theory for statistical estimation and prediction 
learning which aim at small samples at present . Its basic idea is that input vector is mapped into high 
dimensional feature space by some nonlinear mapping chosen in advance, and optimal classified hyperplane is 
structured in the space. As for nonlinear issue for two kinds of points in the feature space which cannot 
divided by hyperplane, SVM adopts mapping method to map the two points into higher dimensional space and 
find the hyperplane equation that is used to distinguish optimally sample points in the two Categories, and the 
equation is used as criterion to discrimate unknown samples. In this way, though space dimensionality is 
higher, VC Dimension can also be lower, as a result, overfitting is restricted. Even if there are fewer known 
samples, statistical prediction can also be made effectively . 
Assume training set of the form 1 1 2 2( , ), ( , ), , ( , )n nx y x y x y X Y , X is vector of input space, n is number of 
training samples, Y={-1 +1}. As for classified issue, main purpose of SVM is to construct a classified 
hyperplane to partition different classified samples in various classifications to make classified intervals 
maximum. Classified hyperplane equation is , 
sign[ ]y w x b                                                                     (3) 
134   Liu Yongbiao /  IERI Procedia  1 ( 2012 )  131 – 137 
 
Where, w is weight vector, x is input vector, b is threshold. As for classifiable hyperplane classifier, class 
condition for non training error is  
nibxwy i
T
i ,,2,1,01)(                                                           (4) 
According to Statistical Theory, SVM determines a category function by minimization target function. 







T                                                                 (5) 
In practical application, if better results cannot be obtained by using linear function to classify, input space 
can be transformed into a high dimension space by transforming  via non-linear, and then in the new space, 
find optimal linear hyperplane.  
However, such nonlinear transformation can be achieved by defining proper kernel function(inner product 
function), let 
)()(),( jiji xxxxK                                                                     (6) 
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When points in the two Categories cannot be divided completely by one hyperplane (only few points are 
misclassified) , slack variable i i 0, ni ,1  can be introduced to make hyperplane 
0bxwT satisfy following expression to solve the problem: 
ii
T
i bxwy 1)(                                                   (8) 
According to above mentioned SVM Classification Model, also select such normalized eight key indexes 
as dam height H, downstream slope m, water depth in front of dam HP, effective cohesion of soil c, effective 
internal friction angle , osmotic coefficient K, max. effective grain size de and dip angle of downstream 
filtering layer , as input parameter of the model to train sample data in 17 groups and then predict other 
samples data in the rest 6 groups. 
One difficulty of SVM algorithm is to select model, which, at present, is not well solved in theory.  Model 
selection includes selection of type of kernel function and its related parameter. In the model, type of kernel 
function and size of parameter have great influence on prediction results, moreover, as for different concrete 
engineering, there are often big difference in proper kernel function type of predicted model and its parameter 
value.    
In order to compare the differences , kernel function used in the paper is: 
Polynomial Function Ploynomial : , ) ( 1) 1, 2,di iK x x x x d  
Neural Network Kernel (Sigmoid) : ixxK , tanh( ( ) )T ia x x c  
 Radial Basis Function (RBF), that is ixxK ,
2exp{ }ix x  
Main parameters for SVM is kernel function and penalty parameter, and different parameters will also have 
direct impact on learning efficiency and generalization ability for SVM. SVM method does not present 
general method to select inner product kernel function which is easy to realize. In order to acquire optimal 
parameter of the model, Grid Search Method in this paper is used to determine model parameter value. Final 
calculated results are shown in Table 1 and Table 2 and parameters for all models are shown in Table 3.   
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4. Inspection of Piping Prediction Model and Contrastive Analysis 
Calculation and prediction to the cases of dam piping are made according to Distance Discriminant Model 
established based on training samples and SVM model, and the results are shown in Table 2. From the 
predicted results, we can see that when such methods as neural network, Distance Discriminant and SVM are 
used to discriminate piping, they all are with higher accuracy, which can be used to discriminate the piping 
stability of dam in actual engineering. With the help of such algorithm which has much stronger nonlinear 
mapping ability, neural network method can undertake complex logic operation and information processing, 
which has such function as extremely strong self-adaption and self-learning, however, in actual application, it 
is easy to fall into such following shortcomings as local minimum, lower learning speed, difficulty in 
determining model parameters, large amount of training samples, and more. Distance Discriminant Method, 
which is based on multivariate statistical analysis theory, can effectively avoid above mentioned shortcomings 
of neural network method, SVM, etc, however, its accuracy is greatly affected by samples amounts and 
sample quality. In this paper, misjudgment takes place due to less training sample data, therefore, in actual 
application, it is necessary to accumulate more engineering data, which can improve accuracy of prediction 
effectively. From predicted results by SVM, it can be seen that discrimination ability of polynomial kernel 
function classifier is at slightly lower level, however, discriminated result from classifiers of neural network 
kernel function and radial basis kernel function to piping is in the same line with actual truth. SVM is one 
machine learning method based on statistical learning theory, which has much better generalization ability 
specially for the statistical learning problem whose samples are limited; what is more, it can make up of the 
shortcoming of neural network method; moreover, it can improve learning efficiency greatly by adopting Grid 
Search Algorithm to determine model parameter, meanwhile, it can, to some extent, solve the shortcomings 
that it is difficult to determine related parameters. 
Table 1. Learning Samples for Training 












1 87.5 80 0.256 14 27 4 E-06 0.008 28 0 0 0 0 0 0 
2 51.5 46 0.455 100 19.3 2.9E-06 0.007 45 1 1 1 1 1 1 
3 39.5 33 0.374 32 27.2 5.5E-08 0.01 67 1 1 1 1 1 1 
4 29 26 0.315 26 27.8 2 E-05 0.01 65 1 1 1 1 1 1 
5 42.5 39 0.361 84 32.2 1.3E-08 0.004 53.1 1 1 1 1 1 1 
6 7 5.6 0.4 20 30 3.8E-05 0.017 26.6 0 0 0 0 0 0 
7 6 4.8 0.5 51 38.5 7 E-03 0.02 26.6 0 0 0 0 0 0 
8 6.7 5.5 0.4 109 21.2 5.1E-06 0.004 67.5 1 1 1 1 1 1 
9 13 10.5 0.364 44 38.4 1 E-02 0.02 26.6 0 0 0 0 0 0 
10 133.1 126 0.476 41 32 1.3E-06 0.004 76 1 1 1 1 1 1 
11 51 47 0.308 42 34.5 2.2E-08 0.012 66 1 1 1 1 1 1 
12 56 49 0.364 30 29 2E-07 0.013 59 1 1 1 1 1 1 
13 96 90 0.417 20 26 3.5E-08 0.012 65 1 1 1 1 1 1 
14 28 25 0.286 153 24.8 4.8E-08 0.009 60 1 1 1 1 1 1 
15 28 25 0.286 157 13.2 3.6E-07 0.009 60 1 1 1 1 1 1 
16 39 35.5 0.466 76 13.8 5.1E-06 0.04 25 0 0 0 0 0 0 
17 39 35.5 0.466 109 21.2 5.1E-06 0.04 29 0 0 0 0 0 0 
Table 2. Comparison of Predicted and Actual Results 
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A 29 25 0.435 30 31.6 2E-05 0.01 23.5 0 0 1 0 0 0 
B 31 29 0.249 15 26.7 7.8E-05 0.009 14 0 0 0 0 0 0 
C 31 29 0.249 20 26.7 4E-04 0.01 14 0 0 0 0 0 1 
D 35.5 31 0.295 60 15.6 1E-07 0.008 43 1 1 0 1 1 1 
E 87.5 80 0.4 12 28.9 3.5E-07 0.008 75 1 1 1 1 1 1 
F 133 123 0.455 40 27 3E-07 0.009 79 1 1 1 1 1 1 
Table 3 Parameters and Predicted Results of SVM Method 
Kernel Type 




Number of False 
 Training Samples(17)
Number of False 
 Training Samples(6)
Ploy-SVM 7 100 0 1 
Sig-SVM 0.1 106 0 0 
RBF-SVM 0.05 0 10 0 0 
5. Conclusions 
(1) Discriminant Analysis Model for piping is established by applying Distance Discriminant Analysis 
Theory to discrimination of dam piping and by learning numbers of actual engineering samples; meanwhile, 6 
actual engineering samples are discriminated by using the model and obtain more approving calculated results. 
Such model provide a new train of thoughts to discriminate the dam piping. Data samples in this paper is 
limited, so it is necessary to accumulate more engineering data, which can improve accuracy of prediction 
effectively.    
(2) Compared to Neural Network Method, SVM method has strict mathematical basis and reliability, so it 
has better generalization ability to small samples and can also overcome the shortcomings from such method 
as neural network. It is feasible for SVM method to predict dam piping and prediction accuracy of SVM based 
on Neural Network Kernel and Radial Basis Kernel is much higher than that of Polynomial Kernel Function.  
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