Adding inequality constraints (e.g. boundedness, monotonicity, convexity) into Gaussian processes (GPs) can lead to more realistic stochastic emulators. Due to the truncated Gaussianity of the posterior, its distribution has to be approximated. In this work, we consider Monte Carlo (MC) and Markov chain Monte Carlo (MCMC). However, strictly interpolating the observations may entail expensive computations due to highly restrictive sample spaces. Having (constrained) GP emulators when data are actually noisy is also of interest. We introduce a noise term for the relaxation of the interpolation conditions, and we develop the corresponding approximation of GP emulators under linear inequality constraints. We show with various toy examples that the performance of MC and MCMC samplers improves when considering noisy observations. Finally, on a 5D monotonic example, we show that our framework still provides high effective sample rates with reasonable running times.
Introduction
Gaussian processes (GPs) are used in a great variety of real-world problems as stochastic emulators in fields such as biology, finance and robotics (Murphy, 2012; Rasmussen and Williams, 2005) . In the latter, they can be used for emulating the dynamics of robots when experiments become expensive (e.g. time consuming or highly costly) (Rasmussen and Williams, 2005) . Imposing inequality constraints (e.g. boundedness, monotonicity, convexity) into GP emulators can lead to more realistic profiles guided by the physics of data (Golchi et al., 2015; López-Lopera et al., 2018; Maatouk and Bay, 2017) . Some applications where constrained GP emulators have been successfully used are computer networking (monotonicity) (Golchi et al., 2015) , econometrics (positivity or monotonicity) (Cousin et al., 2016) , and nuclear safety criticality assessment (positivity and monotonicity) .
In Maatouk and Bay, 2017) , an approximation of GP emulators based on (first-order) regression splines is introduced in order to satisfy general sets of linear inequality constraints. Because of the piecewise linearity of the finite-dimensional approximation used there, the inequalities are satisfied everywhere in the input space. Furthermore, they prove that the resulting posterior distribution conditioned on both observations and inequality constraints is truncated Gaussian-distributed. Finally, it was shown in that the resulting posterior mode converges uniformly to the thin plate spline solution when the number of knots of the spline goes to infinity.
Since the posterior is a truncated GP, its distribution cannot be computed in closed-form, but it can be approximated via Monte Carlo (MC) or Markov chain Monte Carlo (MCMC) Maatouk and Bay, 2017) . Several MC and MCMC samplers have been tested in , leading to emulators that perform well for one or two dimensional input spaces. Starting from the claim that allowing noisy observations could yield less constrained sample spaces for samplers, here we develop the corresponding approximation of constrained GP emulators when adding noise. Moreover, (constrained) GP emulators for observations that are truly noisy are also of interest for practical implementations. We test the efficiency of various MC and MCMC samplers under 1D toy examples where models without observation noise yield impractical sampling routines. We also show that, in a 5D monotonic example, our framework can be used in higher dimensions for thousands of observations, providing high-quality effective sample sizes within reasonable running times. This paper is organised as follows. In Section 2, we introduce the finite-dimensional approximation of GP emulators with linear inequality constraints and noisy observations. In Section 3, we apply our framework to 1D synthetic examples where the consideration of noise-free observations is unworkable. We also test our framework on a 5D monotonic example with thousands of noisy observations. Finally, in Section 4, we highlight the conclusions, as well as potential future works.
Gaussian Process Emulators with Linear Inequality Constraints and Noisy Observations
In this paper, we aim at satisfying linear inequality constraints on Gaussian process (GP) emulators when observations are considered noisy. As an example, Figure 1 shows three types of GP emulators Y with training points at x 1 = 0.2, x 2 = 0.5, x 3 = 0.8, and different inequality conditions. We used a squared exponential (SE) covariance function,
with θ = (σ 2 , ). We fixed the variance parameter σ 2 = 0.5 2 and length-scale parameter = 0.2. We set a noise variance to be equal to 0.5% of the variance parameter σ 2 . One can observe that different types of (constrained) Gaussian priors (top) yield different GP emulators (bottom) for the same training data. One can also note that the interpolation constraints are relaxed due to the noise effect, and that the inequality constraints are still satisfied everywhere. , and the 95% prediction interval (grey region). For boundedness constraints, bounds at l = 0 and u = 1 correspond to horizontal dashed lines. For GP emulators, the conditional mean (blue solid line) and interpolation points (dots) are also shown.
Next, we formally introduce the corresponding model to obtain constrained GP emulators with linear inequality constrains and noisy observations as in Figure 1 .
Finite-Dimensional Approximation of Gaussian Process Emulators with Noisy Observations
Let Y be a centred GP on R with arbitrary covariance function k. Consider x ∈ D, with space D = [0, 1]. For simplicity, assume a spline with an equispaced set of knots t 1 , · · · , t m ∈ D such that t j = (j − 1)∆ m for j = 1, · · · , m, with ∆ m = 1/(m − 1). This assumption can be relaxed for non-equispaced designs of knots as in (Larson and Bengzon, 2013) , leading to similar developments as obtained in this paper but with slight differences when imposing the inequality constraints (e.g. convexity condition). In contrast to , here we consider noisy observations y i ∈ R for i = 1, · · · , n. Define Y m as a stochastic emulator consisting of the piecewise-linear interpolation of Y at knots (t 1 , · · · , t m ),
where x i ∈ D, ε i ∼ N 0, τ 2 for i = 1, · · · , n, with noise variance τ 2 , and φ 1 , · · · , φ m are hat basis functions given by
We assume that ε 1 , · · · , ε m are independent, and independent of Y . One must note that the benefit of considering noisy observations in (2.1) is that, due to the "relaxation" of the interpolation conditions, the number of knots m does not have to be larger than the number of interpolation points n (assumption required in for the interpolation of noise-free observations). Then, for m n, the finite representation in (2.1) would lead to less expensive procedures since the cost of the MC and MCMC procedures below grow with the value of m rather than n (see Sections 2.2 and 2.3).
Imposing Linear Inequality Constraints
Now, assume that Y m also satisfies inequality constraints everywhere in the input space (e.g. boundedness, monotonicity, convexity), i.e.
where E is a convex set of functions defined by some inequality conditions. Then, the benefit of using (2.1) is that, for many constraint sets E, satisfying Y m ∈ E is equivalent to satisfying only a finite number of inequality constraints at the knots (Y (t 1 ), · · · , Y (t m )) (Maatouk and Bay, 2017) 
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with ξ j := Y (t j ) for j = 1, · · · , m, and C a convex set on R m . As an example, we evaluate a GP with bounded trajectories l ≤ Y m (x) ≤ u, the convex set C can be defined by C [l,u] 
In this paper, we consider the case where C is composed by a set of q linear inequalities of the form
where the λ k,j 's encode the linear operations, the l k 's and u k 's represent the lower and upper bounds, respectively. One can note that the convex set C [l,u] is a particular case of C where λ k,j = 1 if k = j and zero otherwise, and with bounds l k = l, u k = u, for k = 1, · · · , m.
We now aim at computing the distribution of Y m conditionally on the constraints in (2.1) and (2.3). One can observe that the vector ξ is a centred Gaussian vector with covariance
, and y = [y 1 , · · · , y n ] the vector of noisy observations at points x 1 , · · · , x n . Then, the distribution of ξ conditioned on Φξ + ε = y, with ε ∼ N 0, τ 2 I , is given by (Rasmussen and Williams, 2005) ξ|{Φξ
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Algorithm 1: GP emulator with linear inequality constraints.
Compute the conditional mean and covariance of ξ|{Φξ + ε = y}, 2: where
(2.7)
Since the inequality constraints are on Λξ, one can first show that the posterior distribution of Λξ conditioned on Φξ + ε = y and l ≤ Λξ ≤ u is truncated Gaussian-distributed (see, e.g., López-Lopera et al., 2018, for further discussion when noise-free observations are considered), i.e.
Notice that the inequality constraints are encoded in the posterior mean Λµ, the posterior covariance ΛΣΛ , and the bounds (l, u). Moreover, one must also highlight that by considering noisy observations, due to the "relaxation" of the interpolation conditions, inequality constraints can be imposed also when the observations (y 1 , · · · , y n ) do not fulfil the inequalities.
Finally, the truncated Gaussian distribution in (2.8) has not a closed-form expression but it can be approximated via MC or MCMC. Hence, samples of ξ can be recovered from samples of Λξ, by solving a linear system . As discussed in , the number of inequalities q are usually larger than the number of knots m for many convex sets C. If we further assume that q ≥ m, and that rank(Λ) = m, then the solution of the linear system Λξ exists and is unique (see for a further discussion). Therefore, samples of Y m can be obtained from
The implementation of the GP emulator Y m is summarised in Algorithm 1.
Maximum a Posteriori Estimate via Quadratic Programming
In practice, the posterior mode (maximum a posteriori estimate, MAP) of (2.8) can be used as a point estimate of unobserved quantities (Rasmussen and Williams, 2005) , and as a starting state of MCMC samplers (Murphy, 2012) . Let µ * be the posterior mode that maximises the probability density function (pdf) of ξ conditioned on Φξ + ε = y and l ≤ Λξ ≤ u. Then, maximising the pdf in (2.8) is equivalent to maximise the quadratic problem
(2.9) with conditional mean µ and conditional covariance Σ as in (2.7). By maximising (2.9), we are looking for the most likely vector ξ satisfying both the interpolation and inequality constraints (Bishop, 2007) . One must highlight that the posterior mode of (2.8) converges uniformly to the spline solution when the number of knots m → ∞ Maatouk and Bay, 2017) . Finally, the optimisation problem in (2.9) is equivalent to
which can be solved via quadratic programming (Goldfarb and Idnani, 1982) .
Extension to Higher Dimensions
The GP emulator of Section 2 can be extended to d dimensional input spaces by tensorisation (see, e.g., López-Lopera et al., 2018; Maatouk and Bay, 2017 , for a further discussion on imposing inequality constraints for d ≥ 2). Consider
and y i ∈ R for i = 1, · · · , n; ξ j 1 ,··· ,j d := Y (t j 1 , · · · , t j d ), and φ κ jκ are hat basis functions as defined in (2.2). We assume that ε 1 , · · · , ε n are independent, independent of Y . Then, following a similar procedure as in Section 2, Algorithm 1 can be used with ξ = [ξ 1,··· ,1 , · · · , ξ m 1 ,··· ,m d ] a centred Gaussian vector with an arbitrary covariance matrix Γ.
Notice that having less knots than observations can have a great impact since the MC and MCMC samplers will then be performed in low dimensional spaces when m = m 1 ×· · ·×m d n. Moreover, for the case m n, the inversion of the matrix (ΦΓΦ + τ 2 I) ∈ R n×n can be computed more efficiently through the matrix inversion lemma (Press et al., 1992) , reducing the computational complexity to the inversion of an m × m full-rank matrix. Therefore, the computation of the conditional distribution in (2.7) and the estimation of the covariance parameter can be achieved faster.
Numerical Experiments
The codes were implemented in the R programming language, based on the open source package lineqGPR (López-Lopera, 2018). This package is based on previous R software developments produced by the Dice (Deep Inside Computer Experiments) and ReDice Consortiums (e.g. DiceKriging, Roustant et al. (2012) , DiceDesign, Dupuy et al. (2015) , kergp, Deville et al. (2015) ), but incorporating some structures of classic libraries for GP regression modelling from other platforms (e.g. the GPmat toolbox from MATLAB, and the GPy library from Python). , exponential tilting (ExpT) (Botev, 2017) , Gibbs sampling (Taylor and Benjamini, 2017) , and exact Hamiltonian monte carlo (HMC) (Pakman and Paninski, 2014) .
lineqGPR also contains implementations of different samplers for the approximation of truncated (multivariate) Gaussian distribution. Samplers are based on recent contributions on efficient MC and MCMC inference methods. Table 1 summarise some properties of the different MC and MCMC samplers used in this paper (see, e.g., Botev, 2017; Maatouk and Bay, 2016; Pakman and Paninski, 2014; Taylor and Benjamini, 2017 , for a further discussion).
Codes were executed on a single core of an Intel R Core TM i7-6700HQ CPU.
1D Toy Example under Boundedness Constraint
Here, we use the GP framework introduced in Section 2 for emulating bounded trajectories Y m ∈ [−α, α] with constant α ∈ R. We aim at analysing the resulting constrained GP emulator when noise-free or noisy observations are considered. The dataset is (x i , y i ) 1≤i≤5 : (0, 0), (0.2, −0.5), (0.5, −0.3), (0.75, 0.5), and (1, 0.4). We use a Matérn 5/2 covariance function,
with θ = (σ 2 , ). We fix the variance parameter σ 2 = 10 leading to highly variable trajectories. The lengthscale parameter and the noise variance τ 2 are estimated via maximum likelihood (ML).
The effect of different bounds [−α, α] on the constrained GP emulators can be seen in Figure 2 . There, we set m = 100 for having emulations with high-quality of resolution, and we generated 10 4 constrained emulations via RSM . One can observe that, since interpolation conditions were relaxed due to the influence of the noise variance τ 2 , the prediction intervals are wider when bounds become closer to the observations. For the case α = 0.5, the noise-free GP emulator yielded costly procedures due to a small acceptance rate equal to 0.1%. In contrast, when noisy observations were assumed, emulations were more likely to be accepted leading to an acceptance rate equal to 16.92%. Now, we assess all the MC and MCMC methods from Table 1 for Therefore, only few emulations have been "burned" in order to have samples that appeared to be independent of the starting state. Here, we only burned the first 100 emulations. We evaluated the performance of both MC and MCMC samplers in terms of the effective sample size (ESS):
where n s is the size of the sample path, and ρ k is the sample autocorrelation with lag k. The ESS indicator gives an intuition on how many emulations of the sample path can be considered independent (Gong and Flegal, 2016) . In order to obtain non-negative sample autocorrelations ρ k , we used the convex sequence estimator proposed in (Geyer, 1992) . We then computed the ESS of each coordinate of ξ ∈ R m , i.e. ESS j = ESS(ξ 1 j , · · · , ξ ns j ) for j = 1, · · · , m, and we evaluated the quantiles (q 10% , q 50% , q 90% ) over the m resulting ESS values. The sample size n s = 10 4 has been chosen to be larger than the minimum ESS required to obtain a proper estimation of the vector ξ ∈ R m (Gong and Flegal, 2016 ). Finally, we tested the efficiency of each sampler by computing the time normalised ESS (TN-ESS) (Lan and Shahbaba, 2016) at q 10% (worst case): TN-ESS = q 10% (ESS)/ (CPU Time). Gibbs sampler needs to discard intermediate samples (thinning effect), it provided accurate ESS values within a moderate running time (with effective sampling rates of 400 s −1 ). Thirdly, due to the high acceptance rates obtained by ExpT, and good exploratory behaviour of the exact HMC, both samplers provided much more efficient TN-ESS values compared to their competitors, generating thousands of effective emulations each second. Finally, as we expected, the performance of some samplers were improved when adding a noise. For RSM, due to the relaxation of the interpolation conditions, we noted that emulations were more likely to be accepted leading quicker routines: more than 150 times faster with noise (see Table 2 , α = 0.5).
1D Toy Example under Multiple Constraints
In (López-Lopera et al., 2018), numerical implementations were limited to noise-free observations that fulfilled the inequality constraints. In this example, we test the case when noisy observations do not necessarily satisfy the inequalities.
Consider the sigmoid function given by
, for x ∈ [0, 1].
(3.2)
We evaluated (3.2) at n = 300 random values of x, and we contaminated the function evaluations with an additive Gaussian white noise with a standard deviation equal to 10% of the sigmoid range. Since (3.2) exhibits both boundedness and non-decreasing conditions, we added those constraints into the GP emulator Y m using the convex set
Hence, the MC and MCMC samplers will be performed on R m+1 (number of inequality conditions). As a covariance function, we used a SE kernel, and we estimated the parameters (σ 2 , , τ 2 ) via ML.
Unlike , there is no need here to satisfy the condition m ≥ n, due to the noise. Therefore, the finite approximation of Section 2 can be seen as a surrogate model of standard GP emulators for m n. Figure 3 shows the performance of the constrained emulators via HMC for m = 5, 10, 25, 50, 100, 150. For smaller values of m, the GP emulator runs fast but with a low quality of resolution of the approximation. For example, for m = 5 and m = 10, because of the linearity assumption between knots, the predictive mean presents breakpoints at the knots. On the other hand, the GP emulator yields smoother (constrained) emulations as m increases (m ≥ 25). In particular, one can observe that for m = 25, the emulator leads to a good trade-off between quality of resolution and running time (13.5 times faster than for m = 100).
Toy Example in Higher Dimensions
In , since the finite approximation of GPs was introduced aiming to interpolate a given number of (noise-free) observations (y 1 , · · · , y n ), it was strictly necessary to have more knots than observations (m ≥ n). Moreover, the interpolation conditions yielded more restricted domains where the MC and MCMC samplers could not be performed efficiently. Therefore, the extension to high dimensions was challenging there (limited to d = 2). Here, we show that, by considering noisy observations, constrained GP emulators can be performed in higher dimensions and for a high number of observations within a reasonable running time.
Consider the 5D target function given by y(x 1 , x 2 , x 3 , x 4 , x 5 ) = arctan(5x 1 ) + arctan(2x 2 ) + x 3 + 2x 4 + 2 1 + exp{−10(x 5 − 1 2 )}
, with x ∈ [0, 1] 5 . One can observe that y is non-decreasing with respect to all its input variables x i for i = 1, · · · , 5. Although some computations could be potentially simplified given that y is a (first-order) additive function, we do not take advantage of that aiming to test our framework on a fully 5D example. We evaluated y on a maximin Latin-hypercube design over [0, 1] 5 at 2000 locations. A maximin Latin hypercube design is a space-filling design consisting in the iterative maximisation of the distance between two closest design points from a random Latin hypercube design. We used the simulated annealing routine maximinSA LHS from the R package DiceDesign (Dupuy et al., 2015) .
As in Section 3.2, we contaminated the resulting observations with an additive Gaussian white noise with an standard deviation equal to 1% of the range of y. As covariance function, we used the tensor product of 1D SE kernels,
with θ = (σ 2 , 1 , · · · , d ). We estimated the parameters (σ 2 , 1 , · · · , d , τ 2 ) via ML. We set the number of knots as a trade-off between high-quality of resolution in the approximation and CPU running time. Thus, we fixed the number of knots per dimension to five, except for the third and fifth dimensions (i.e. m κ = 5 for κ = 1, 2, 4). For the third dimension, we let m 3 = 2 due to the linearity of the target function y with respect to x 3 . For the fifth dimension, we fixed m 5 = 7 since y varies more through this dimension compared to the other ones. Hence, this leads to a total number of 1750 knots. Figure 4 shows the predictions obtained by the constrained GP emulator under monotonicity conditions. The proposed emulator was obtained via HMC, with a CPU running time of 44.8 minutes for generating 10 4 monotonic trajectories. The ESS values are equal to (92.9%, 98.1%, 100%) at quantiles (q 10% , q 50% , q 90% ), providing an effective sample rate of 3.5 s −1 at quantile q 10% . Besides the efficient and fast performance of HMC, one can observe from Figure 4 that the GP emulator was able to capture the non-decreasing dynamics of the target function everywhere. 
Ym ( Finally, we evaluated the quality of the predictions using the Q 2 criterion. This criterion is given by Q 2 = 1 − SMSE, where SMSE is the standardised mean squared error (Rasmussen and Williams, 2005) , and is equal to one if the predictive mean is equal to the test data and lower than one otherwise. We tested both the predictive mean and mode, obtaining Q 2 values equal to 99.57% and 99.56% (respectively). Figure 5 plots the predictive mean and the predictive mode vs the true (noise-free) observations. Since the predictive mode of (2.10) can be obtained much faster than the predictive mean (requiring only a couple of seconds), one may suggest it as an accurate point prediction of the conditional process.
Conclusions
We have introduced a constrained GP emulator with linear inequality conditions and noisy observations. By relaxing the interpolation of observations through a noise effect, MC and MCMC samplers are performed in less restrictive sample spaces. This leads to faster emulators while preserving high effective sampling rates. As seen in the experiments, the Hamiltonian Monte Carlo sampler from (Pakman and Paninski, 2014) usually outperformed its competitors, providing much more efficient effective sample rates in high dimensional sample spaces.
Since there is no need of having more knots than observations (m ≥ n), the computational complexity of MC and MCMC samplers is independent of n. Therefore, since the samplers are performed on R m , they can be used for large values of n by letting m n. As shown in the 5D monotonic example, effective monotone emulations can be obtained within reasonable running times (about tens of minutes).
Despite the improvements obtained here for scaling the monotonic GP emulator in higher dimensions, its tensor structure makes it impractical for tens of input variables. We believe that this limitation could be mitigated by using other types of designs of the knots (e.g. sparse designs). In addition, supplementary assumptions on the nature of the target function can also be made to reduce the dimensionality of the sample spaces where MC and MCMC samplers are performed (e.g. additivity).
