This paper is an extension of work by He and Kundu in which the task of object recognition is performed on silhouettes or outlines. He and Kundu reduce a 2-dimensional image to a 1-dimensional segment sequence and use the autoregressive (AR) model for feature extraction and hidden Markov model (HMM) for classification. We show that. due to the AR model's inability to estimate abrupt changes (i.e.. where the signal is not bandlimited), poor image modelling is obtained. By direct application of vector quantizat,ion (VQ) to the normalized data segments, the image features are retained better than with AR modelling. Furthermore, by replacing the HMM classification with VQ distortion, better recognition results are obtained with reduced training times as compared to the HMM algorithm.
INTRODUCTION
Object recognition is a task that has long been associated with computer vision systems, a d a nirniber of nretliocls have been devised to solve this problem. The approaches we examine bear a similarity to those used successfully in speech recognition and speaker identification. These methods seem equally well suited to the task of object recognition.
In the identification of objects, recognition is often obtained from the object outline or silhouette. This is because classification features based on the boundaries or edges of shapes are closely related to the salient features used by the human visual system. In this manner, many 3-D shape classification problems can be decomposed into 2-D shape classification problems. The performance of such object. classification systems depends largely 011 the tecliniques used 1.0 represent the objects [l] .
Many feature extraction techniques have been proposed to suitably represent shapes. Previous representations include Fourier descriptors, the class of space domain or curve fitting methods, decomposition techniques, scale domain representations, and the chord length distribution method. Each technique generally performs adequately in most situations, but has difficulty for some geometric characteristics.
We examine He and I<undu's proposal of the AR model for feature extraction, and display it's limitations for objects possessing sharp edges. We then propose an alternative method based on vector quantization (VQ) that provides better image modelling and classification.
THE HE AND KUNDU METHOD

Orientation and starting point
The images that are to be used for classification are 8 geometrical objects similar to those used in He and Kundu's paper. A sample shape of each class is presented in Figure 1 .
Before application of the feature extraction, a number of steps must be applied to ensure that the extracted features are rotation and translation invariant. To achieve the orientation invariance, we rotate the shapes of each class to the same orientation according to either 1) the elongation axis for the case when the shape is well elongated or, 3) the minimum radius point for shapes that are too symmetric to have a unique elongation axis [2] .
Images are rotated by using a variation of the Hotelling Transform [3] . The two-way ambiguity that still exists along both axes (due to the inability to determine the direction of the elongation axis from the moments alone) is removed by comparing the second-order moments in the positive and negative axis directions.
111 order to obtaiir feature parameters from the object, the 2-dimensional image is converted to a 1-D signal sequence. The method used for this representation is to obtain a sequence of radii originating from the center of gravity to the contour of the shape, where the radii are spaced at equal arc lengths from each other.
2.2.
On obtaining the 1-D sequence, T overlapping sequences are formed which consist of segments preceded by M (the model order) points circularly overlapped with the previous segment.
Feature extraction by the AR model
where 7 ( 1 ) is the current radius value, r(l -j ) is the previous radius values, 8, are the autoregressive coefficients to be estimated, M is the model order, o is a constant to be estimat.ed, fl is the variance of prediction noise, and wl is a random number with zero-mean and unit-variance. Equation (2) is solved to obtain the model parameters.
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0 It can be seen that the classification error is unacceptably high, and is only less than 10% for the case of AR model 2 with 6 HMM states. This error ratme is almost double that. obtained by He and Kundu on a similar test set; a possible explanation is that our test and training tla.ta had larger intraclass variation than theirs. To determine the cause of this high error rate, we examined the modelling of the AR estimator by reconstructing images from their AR feat,ure sets and the reconstructions are presented in Figure 2 .
The reconstructed objects indicate that the AR model has difficulty with estimating abrupt transitions that may occur in an object's I-D radii signature. The AR model is a parametric model that expresses the current radii value as a linear combination of previous radii; it cannot accurately model sharp transitions, and so the result is a large error term as well as "ringing" which can be seeii in the 1-D radii sequence. Ringing error is more prevalent at higher model orders as more coefficients are used than are necessary. The original 1-D signature of a Class 1 image and its AR reconstructed I-D radii signature are shown in Figures 3 and 4 respectively. Modelling accuracy also depends on where the segment boundaries are located. If the AR model is estimated for a segment containing an abrupt transition, the modelling will be inaccurate for that segment and the model estimate will be very sensitive to the exact position of the boundaries. 
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THE PROPOSED METHOD
The previous section shows that using the AR model for feature extraction leads to poor image modelling and hence poor classification performance. We propose the replacement of AR modelling with VQ to obtain improved image modelling. The VQ technique has no difficulty representing the sharp transitions which may occur the radii sequences.
Data reduction by VQ
The pre-processing steps which ensure that the extracted features are rotation and translation invariant. remain the same. The 1-D radii sequence is agaiii segmented into T segments of length K , but instead of applying the AR model, the values are normalized to the interval of [0, 11 and the VQ algorithm is then applied to the normalized segments. The squared-error distortion is used to measure distance between input vectors aud codebook vectors. Lnput. aiicl reproduction spaces are K-dimensional Euclidean spaces and the distortion is given by the square of the Euclideaii distance between the vectors.
To illustrate the performance of vector quantization, Figure 5 shows images reconstructed from their respect,ive codebooks of size 100.
Classification by VQ Distortion
As well as using the average VQ distortion for training, it can also be used as a classification technique. Using the feature extracted vectors for each image, a codebook can be constructed for each class. A test image is then presented to each codebook and input vectors are mapped to the nearest codebook vectors. The image is classified as belonging 1.0 the class corresponding to the codebook which yields the lowest average modelling error (distortion).
To illustrate the modelling error introduced using an incorrect codebook, an example of a class 1 image recoilstructed from a class 3 codebook of size 100 is shown in Figure 6 . Figure 7 illustrates a Class 1 1-D signature reconstructed from the corresponding VQ codebook.
The results for VQ Distortion classification are presented in Table 3 . VQ distortion classifies with about one third of the error rate of the He and Kundu AR-HMM method on this test set. To test the performance on a different data set, we applied the same methods to a chess data set with the 6 pieces (pawn, rook, knight, bishop, queen and king) as classes. Similar performance levels were obtained on t,liis We also applied the HMM to the normalized radii to see if its classification performance was better than the VQ distortion measure (Table 2) . We found that for low numbers of HMM states, the performance was not much better than AR-HMM, whilst at higher numbers of states, the classification approached VQ trained normalized radii. This appears to confirm that the poor performance of the He and Kundu algorithm is due to AR modelling errors. It is likely that. higher numbers of HMM states were iiecessary 1.0 account for the length of the normalized radii vectors which are at least twice the length of the largest AR model fea.t.ure vector. HMM training time iiicreased as more states were added to accurately model the state sequence. We applied all these methods to the chess data set. and obtained similar performance levels. Overall, applying the VQ distortion measure to the normalized radii sequences offered the best classification performance with the lowest algorithmic complexity.
CONCLUDING REMARKS
In this paper, we have presented a method of shape recognition using normalized radii lengths from an object's centroid, using vector quantization for data reduction, and its distortion measure for classification. This method offers far better performance than the algorithm presented by He and Kundu (AR-HMM) with a reduction in classification error by a factor of about 3 on this data set. Compared to the HMM approach, VQ distort.ion also offers much lower computat,ional load and reduced training time. As is the case with t,he HMM, separate models (VQ codebooks) are used for each class and so it is easy to add new object classes.
