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Abstract
In this paper, the authors study monotonicity and convexity of the generalized elliptic integrals and certain
combinations of these special functions, such as ma(r) and μa(r). Making use of these results, the authors
obtain some sharp inequalities for the so-called Ramanujan’s generalized modular functions.
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1. Introduction
For real numbers a, b and c with c = 0,−1,−2, . . . , the Gaussian hypergeometric function is
defined by
F(a, b; c;x) = 2F1(a, b; c;x) ≡
∞∑
n=0
(a,n)(b,n)
(c, n)
xn
n! , for |x| < 1. (1)
Here (a,0) = 1 for a = 0 and (a,n) denotes the shifted factorial function
(a,n) ≡ a(a + 1)(a + 2) · · · (a + n − 1)
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that F(a, b; c;x) has many important applications, and many classes of special functions in
mathematical physics are particular or limiting cases of this function (see [1–4]).
For r ∈ (0,1), a ∈ (0,1) and r ′ = √1 − r2, the generalized elliptic integrals (cf. [5, Sec-
tion 5.5]) are defined by⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Ka =Ka(r) ≡ π2 F
(
a,1 − a;1; r2),
K′a =K′a(r) ≡Ka(r ′),
Ka(0) = π2 , Ka(1) = ∞,
(2)
and ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Ea = Ea(r) ≡ π2 F
(
a − 1,1 − a;1; r2),
E ′a = E ′a(r) ≡ Ea(r ′),
Ea(0) = π2 , Ea(1) =
sin(πa)
2(1 − a) .
(3)
In the particular case a = 1/2, the functions Ka(r) and Ea(r) reduce to K(r) and E(r), re-
spectively, which are the well-known complete elliptic integrals of the first and second kind,
respectively (cf. [6,7]). By symmetry of (2), we may assume that a ∈ (0,1/2] in the sequel. For
a ∈ (0,1/2] and r ∈ (0,1) define
ma(r) = 2
π sin(πa)
r ′2Ka(r)K′a(r), (4)
and
μa(r) = π2 sin(πa)
K′a(r)
Ka(r) . (5)
The function μ(r) ≡ μ1/2(r), called the Grötzsch ring function, is the modulus of the plane
Grötzsch ring B2 \ [0, r], where B2 is the open unit disk in the complex plane. As usual, we
call μa(r) the generalized Grötzsch function (cf. [8–10]). Ramanujan’s generalized modular
equation with signature 1/a and degree p is
F(a,1 − a;1;1 − s2)
F (a,1 − a;1; s2) = p
F(a,1 − a;1;1 − r2)
F (a,1 − a;1; r2) , (6)
where a ∈ (0,1/2], r ∈ (0,1), p > 0. By (2) and (5) we can write (6) as
μa(s) = pμa(r). (7)
The solution of (6) is then given by
s = ϕaK(r) ≡ μ−1a
(
μa(r)/K
)
, p = 1/K. (8)
We call ϕaK(r) the modular function with signature 1/a and degree p = 1/K .
For x > 0, let
(x) ≡
∞∫
tx−1e−t dt, ψ(x) ≡ 
′(x)
(x)
(9)0
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Euler–Mascheroni constant γ defined by
γ = lim
n→∞
(
n∑
k=1
1
k
− logn
)
= 0.577215 . . . (10)
and the function
R(a, b) = −2γ − ψ(a) − ψ(b), R(x) ≡ R(x,1 − x) (11)
for a, b ∈ (0,∞) and x ∈ (0,1). By [3, 6.3.3], we have R(1/2) = log 16.
From 1900 to 1920, S. Ramanujan studied extensively the function F(a, b; c;x) and the
modular equations (6). Numerous statements concerning these equations were recorded in his
unpublished notebooks, but no original proofs have remained. Later, Ramanujan’s theories were
developed by many authors, such as J.M. and P.B. Borwein [5,11–13], K. Venkatachaliengar [14],
and B.C. Berndt [15–17]. Especially, in 1995, B.C. Berndt, S. Bhargava, and F.G. Garvan
published a landmark paper [18] in which they studied the generalized modular equations (6)
with p an integer. For several rational values of a such as a = 13 , 14 , 16 and integers p (e.g.
p = 2,3,5,7,11, . . .), they were able to give proofs for numerous algebraic identities states by
Ramanujan in his unpublished notebooks. After the publication of [18] many papers have been
written on modular equations (cf. [10,19–22]).
In this paper, we shall study the generalized elliptic integrals and modular functions from a
different point of view, following the paper [10]. In Section 2, we shall study the monotonicity
and convexity of the generalized elliptic integrals and certain combinations of these special func-
tions, such as ma(r) and μa(r). In Section 3, certain relations between the modular functions and
the functions ma(r) and μa(r) are given. Making use of the properties of the functions ma(r)
and μa(r), we obtain some sharp inequalities for modular functions.
The following monotone form of l’Hôpital’s rule [9, Theorem 1.25] will be extremely useful
in our proofs.
Lemma 1 (The monotone form of l’Hôpital’s rule). For −∞ < a < b < ∞, let f,g : [a, b] → R
be continuous on [a, b], and be differentiable on (a, b), let g′(x) = 0 on (a, b). If f ′(x)/g′(x) is
increasing (decreasing) on (a, b), then so are
f (x) − f (a)
g(x) − g(a) and
f (x) − f (b)
g(x) − g(b) .
If f ′(x)/g′(x) is strictly monotone, then the monotonicity in the conclusion is also strict.
2. Properties of generalized elliptic integrals and function μa(r)
In this section, we show some useful properties of the generalized elliptic integrals and certain
combinations of these special functions, such as ma(r) and μa(r).
Lemma 2. Let a ∈ (0,1/2] be given, then the function
(1) f1(r) ≡ (Ea + r ′Ka + (1 − 2a)(Ea − r ′2Ka))/(1 + r ′) is decreasing from (0,1) onto
(sin(πa),π/2);
(2) f2(r) ≡ (1 − r ′)Ka/ log(1/r ′) is decreasing from (0,1) onto (sin(πa),π/2);
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2a)2π/2,∞);
(4) f4(r) ≡ r ′(Ka − Ea)/(r2Ka) is decreasing from (0,1) onto (0,1 − a).
Proof. For (1), we can write f1 as
f1(r) = r ′Ka + 2(1 − a)Ea − r
′2Ka
1 + r ′ .
By differentiation and [10, Theorem 4.1(1) and (4)], we have
r ′
rKa f
′
1(r) = −1 + 2(1 − a)
Ea − r ′2Ka
r2Ka + 2(1 − a)
(
2ar ′
1 + r ′ +
Ea − r ′2Ka
(1 + r ′)2Ka
)
= −1 + 2(1 − a)
(Ea − r ′2Ka
r2Ka
2
1 + r ′ +
2ar ′
1 + r ′
)
−1 + 2(1 − a)
(
2a
1 + r ′ +
2ar ′
1 + r ′
)
= −1 + 4(1 − a)a
 0,
where the first inequality follows from [10, Lemma 5.2(4)]. Hence the monotonicity of f1 fol-
lows. Clearly, f1(0+) = π/2. Since limr→1− r ′Ka = 0, we have f1(1−) = sin(πa).
(2) Write f2(r) = g2(r)/h2(r), where g2(r) = (1 − r ′)Ka and h2(r) = log(1/r ′). Then
g2(0) = h2(0) = 0 and g′2(r)/h′2(r) = f1(r), hence decreasing by part (1). By Lemma 1, the
result follows.
(3) We write f3(r) = g3(r)/h3(r), where g3(r) = (Ka − Ea) − (3 − 4a)(Ea − r ′2Ka) and
h3(r) = r2. Then g3(0) = h3(0) = 0 and by [10, Theorem 4.1(3) and (4)]
g′3(r)
h′3(r)
= (1 − a)Ea − (3 − 4a)ar
′2Ka
r ′2
= (1 − 2a)
2Ea
r ′2
+ a(3 − 4a)
r ′2
(Ea − r ′2Ka),
which is increasing. Hence the monotonicity follows from Lemma 1. By l’Hôpital’s rule,
f3(0+) = (1 − 2a)2π/2. f3(1−) = ∞ is clear.
For (4), let g4(r) = Ka − Ea and h4(r) = r2Ka/r ′. Then f4(r) = g4(r)/h4(r), g4(0) =
h4(0) = 0 and
g′4(r)
h′4(r)
= 2(1 − a)r
′Ea
2r ′2Ka + 2(1 − a)(Ea − r ′2Ka) + r2Ka
= 2(1 − a)r
′Ea
Ka + Ea + (1 − 2a)(Ea − r ′2Ka)
= 2(1 − a)r
′
Ka/Ea + 1 + (1 − 2a)(Ea − r ′2Ka)/Ea ,
hence the monotonicity of f4 follows from Lemma 1. The limiting values can be obtained by
l’Hôpital’s rule. 
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rem 4.1(5) and (9)]):
dμa(r)
dr
= − π
2
4rr ′2K2a
, (12)
dma(r)
dr
= 2
πr sin(πa)
(
π sin(πa)
2
− 4(1 − a)KaE ′a + 2(1 − 2a)r2KaK′a
)
= −1
r
− 4rK
′
aKa
π sin(πa)
(
1 − 2(1 − a)Ea − r
′2Ka
r2Ka
)
, (13)
where the latter expression follows from the generalized Legendre’s relation (see [10, (1.11)]):
K′aEa +KaE ′a −KaK′a =
π sin(πa)
4(1 − a) . (14)
In the next theorem, when a = 12 , parts (3)–(8) reduce to Theorem 3.30(1), (3), (5) and Exer-
cises 5.68 (39), (32), (33), respectively, in [9].
Theorem 1. For a ∈ (0,1/2], let b = 1 − a, R(a) ≡ R(a, b). Then the function
(1) f1(r) ≡ (ma(r) + log r)/r ′ is decreasing and concave from (0,1) onto (0,R(a)/2);
(2) f2(r) ≡ (r ′R(a)/2 − (ma(r) + log r))/(rr ′) is increasing from (0,1) onto (0,R(a)/2);
(3) f3(r) ≡ ma(r)/r ′ + log r is decreasing and concave from (0,1) onto (0,R(a)/2);
(4) f4(r) ≡ (R(a)/2 − (ma(r)/r ′ + log r))/r is increasing from (0,1) onto (0,R(a)/2);
(5) f5(r) ≡ ma(r)/(r ′(R(a)/2 − log r)) is decreasing from (0,1) onto (0,1);
(6) f6(r) ≡ μa(r) log(1/(1 − r)) is increasing from (0,1) onto (0,π2/(2 sin2(πa)));
(7) f7(r) ≡ (1 − r) log(1/r ′)μa(r)/((1 − r ′) log(1/r)) is increasing from (0,1) onto
(1, (π/(2 sin(πa)))2);
(8) f8(r) ≡ r ′2 log(1/r ′)μa(r)/(r2 log(1/r)) is increasing from (0,1) onto
(1/2,π2/(2 sin2(πa))).
Proof. For part (1), by differentiation, (4) and (13), we have
−f ′1(r) =
4rK′aKa
πr ′ sin(πa)
(
1 − 2(1 − a)Ea − r
′2Ka
r2Ka
)
− 2rK
′
aKa
πr ′ sin(πa)
+ r
r ′3
log
1
r
= 2rK
′
aKa
πr ′ sin(πa)
(
1 − 4(1 − a)Ea − r
′2Ka
r2Ka
)
+ r
r ′3
log
1
r
,
which is positive and increasing by [10, Lemmas 5.4(1) and 5.2(4)]. Hence the monotonicity
and concavity of f1 follow. The limiting value f1(0+) follows from [10, Theorem 5.5], and by
[10, Lemma 5.4(1)] f1(1−) = 0.
Part (2) follows from part (1) and Lemma 1.
For part (3), by differentiating and (13), we get
−r ′π sin(πa)f ′3(r) =
1 − r ′
r
π sin(πa) − 2K
′
a((3 − 4a)r2Ka − 4(1 − a)(Ka − Ea))
r
= 1 − r
′
π sin(πa) + 2rK′a
(Ka − Ea) − (3 − 4a)(Ea − r ′2Ka)
2r r
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f3(1−) = 0 follows from [10, Lemma 5.4(1)].
f3(0+) = lim
r→0+
(
ma(r) + log r
r ′
+ 1
(1 + r ′)r ′ r
2 log
1
r
)
= R(a)/2.
Part (4) follows from part (3) and Lemma 1.
For part (5), write f5(r) = 1 − (f4(r)r/(R(a)/2 − log r)).
For part (6), write f6(r) = g(r)/h(r), where g(r) = log(1/(1−r)) and h(r) = 1/μa(r). Then
g(0) = h(0) = 0 and
g′(r)
h′(r)
= 4
π2
μa(r)
2rr ′2K2a
1
1 − r =
1
sin(πa)2
(1 + r)rK′2a ,
which is increasing. Hence the monotonicity of f6 follows from Lemma 1. By l’Hôpital’s rule,
the limiting values follow.
Part (7) follows immediately from (5) and Lemma 2(2).
Part (8) follows from part (7) if we multiply by (1 + r)/(1 + r ′). 
Theorem 2. f (x) ≡ tanhμa(e−x) is concave on (0,∞). In particular,
tanhμa(u) + tanhμa(v) 2 tanhμa(√uv )
for all u,v ∈ (0,1), with equality if and only if u = v.
Proof. For u = v, equality is clear. So let u and v be distinct. Write r = e−x . We have
f ′(x) = π
2
4r ′2Ka(r)2 cosh2 μa(r)
,
which is increasing in r by [10, Lemma 5.4(1)], hence decreasing in x, so f is concave. Conse-
quently
tanhμa
(
exp
(
−x + y
2
))
>
1
2
(
tanhμa
(
e−x
)+ tanhμa(e−y))
for all x = y. Now set e−x = u and e−y = v, we get
tanhμa(u) + tanhμa(v) < 2 tanhμa(√uv ).
This completes the proof of theorem. 
3. Some inequalities for modular function ϕaK(r)
In this section we show how the bounds for ϕaK(r) are related to the functions ma(r) + log r
and μa(r) + log r . The next theorem is the generalization of [23, Theorem 6].
The following derivative formula is useful in our proof (cf. [10, Theorem 4.1(8)]:
∂ϕaK(r)
∂K
= 4ss
′2Ka(s)2
π2
μa(r)
K2
= 2ss
′2Ka(s)K′a(s)
πK sin(πa)
, (15)
where s = ϕa (r).K
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and g on [1,∞) by
f (K) = ϕaK(r)
(
ea(r)/r
)1/K
and g(K) = ϕa1/K(r)
(
eb(r)/r
)K
.
Then
(1) f is decreasing on [1,∞) iff
ma(r) + log r  a(r), for all r ∈ (0,1), (16)
(2) g is decreasing on [1,∞) iff
ma(r) + log r  b(r), for all r ∈ (0,1), (17)
(3) g is increasing on [1,∞) iff
μa(r) + log r  b(r), for all r ∈ (0,1). (18)
Proof. For part (1), put s = ϕaK(r) r . By logarithmic differentiation and (15), we get
K2f ′(K)
f (K)
= 2
π sin(πa)
s′2Ka(s)2K
′
a(r)
Ka(r) + log r − a(r)
 2
π sin(πa)
r ′2Ka(r)2K
′
a(r)
Ka(r) + log r − a(r)
= ma(r) + log r − a(r),
where the inequality follows from [10, Lemma 5.4(1)] since s  r for K  1. From this formula,
one can easily see that the result is true.
For parts (2) and (3), put u = ϕa1/K(r) r . Then,
g′(K))
g(K)
= −
(
2
π sin(πa)
u′2Ka(u)2K
′
a(r)
Ka(r) + log r
)
+ b(r),
from which (2) and (3) follow since r ′Ka(r) u′Ka(u) π/2. 
From above theorem, the next results follow immediately.
Corollary. Let a(r) and b(r) be functions on (0,1). Then:
(1) The inequality
ϕaK(r) < r
1/Ke(1−1/K)a(r)
holds for all r ∈ (0,1) and K ∈ (1,∞), iff (16) holds.
(2) The inequality
ϕa1/K(r) < r
Ke(1−K)b(r)
holds for all r ∈ (0,1) and K ∈ (1,∞), iff (17) holds.
(3) The inequality
ϕa1/K(r) > r
Ke(1−K)b(r)
holds for all r ∈ (0,1) and K ∈ (1,∞), iff (18) holds.
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Denote s = ϕaK(r). In part (1), taking logarithm, raising to power K/(K − 1) and letting K → 1,
we get
lim(K log s − log r)/(K − 1) a(r).
By l’Hôpital’s rule and (15), we get
lim(K log s − log r)/(K − 1) = lim(log s + K(1/s)(ds/dK))
= lim(log s + ma(s))
= ma(r) + log r,
hence (16) follows. 
The next theorem generalizes Theorem 2.6 in [24].
Theorem 4. For each r ∈ (0,1) the function
f (K) ≡ logϕaK(r) − log r − (1 − 1/K)r ′μa(r)
is decreasing from [1,∞) onto (−r ′μa(r) − log r,0]. In particular,
ϕaK(r) r exp
(
(1 − 1/K)r ′μa(r)
)
,
with equality iff K = 1 or r = 0 or r = 1.
Proof. Let s = ϕaK(r). Then by differentiation and the derivative formula (15), we have
f ′(K) = 2K
′
a(r)
π sin(πa)K2Ka(r)
(
s′2Ka(s)2 − π
2
4
r ′
)
<
2K′a(r)
π sin(πa)K2Ka(r) r
′
(
s′Ka(s)2 − π
2
4
)
< 0,
hence the monotonicity follows. 
By corollary, in order to obtain the bounds for ϕaK(r), K > 0, 0 < r < 1, we need only to
obtain bounds for ma(r) and μa(r). So we can make use of the results stated in Theorem 1 to
obtain sharp inequalities for the generalized modular function ϕaK(r). The details are omitted
here.
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