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Re´sume´ – Cet article pre´sente une me´thode d’optimisation e´nerge´tique d’un syste`me de communication mobile utilise´ dans
un contexte de re´seau de capteurs. Plus particulie`rement, il se focalise sur l’optimisation de l’expression de l’e´nergie consomme´e
par les couches liaison et physique re´alisant la communication entre deux nœuds en liaison directe. Les fonctions du niveau
liaison comprennent dans notre cas la correction d’erreurs et la retransmission automatique des paquets errone´s. Les moyens
de mode´liser l’e´nergie totale (dynamique et statique) d’un syste`me sont de´taille´s. Des points de fonctionnements optimaux sont
ensuite de´termine´s a` l’aide d’expressions liant les performances et la consommation de notre syste`me.
Abstract – This article presents an energetic optimization method of a sensor network’s communication system. It focuses
on the optimization of the expression of the energy consumed by the link and physical levels. These two levels realize a direct
communication between nodes sharing the same channel. The link level functions include error correction and automatic retrans-
mission of wrong packets. Several methods of evaluation of the total power (dynamic and static) of systems are exposed. Then,
optimal functioning points are found using expressions involving the performance and the consumption of our system.
1 Introduction
La recherche dans le domaine des capteurs subit actuel-
lement une re´volution importante, ouvrant des perspec-
tives d’impacts significatifs dans de nombreux domaines
d’applications (se´curite´, sante´, environnement, se´curite´ ali-
mentaire, fabrication, te´le´communications, robotique, etc.).
Les progre`s dans le domaine des communications nume´-
riques sans fil nous permettent d’imaginer des re´seaux de
capteurs ad-hoc totalement autonomes avec des dure´es de
vie importantes. L’augmentation de l’autonomie des cap-
teurs est le principal centre d’inte´reˆt de la recherche dans
ce domaine et c’est celui qui est de´veloppe´ dans cet article.
Dans une premie`re partie, nous pre´senterons le concept de
re´seau de capteurs apre`s quoi nous de´crirons l’architecture
ge´ne´rique et globale d’un capteur. Dans une troisie`me par-
tie, nous ferons la description algorithmique des couches
basses de la pile de protocole re´seau d’une chaˆıne de com-
munication adapte´e a` un re´seau de capteurs. Enfin nous
montrerons comment optimiser la partie radio du cap-
teur, ce qui permettra la de´finition de modules globaux de
controˆle d’e´nergie, selon une me´thodologie de conception
globale telle que celle de´crite dans [1]. Cette me´thodologie
consiste a` envisager un syste`me de transmission dans sa
globalite´ plutoˆt qu’un ensemble de blocs se´pare´s, afin de
se situer dans un espace d’optimisation plus vaste. Notre
me´thode d’optimisation est similaire a` celle pre´sente´e dans
[2], mais dans un cas plus ge´ne´ral et sans imposer la norme
IEEE 802.11a. De plus, nous allons plus loin, comme dans
[3], car nous inte´grons la retransmission automatique des
erreurs dans nos calculs.
2 Pre´sentation ge´ne´rale des re´seaux
de capteurs
Un re´seau de capteurs est un ensemble de capteurs com-
municants qui est disperse´ dans un environnement afin de
le surveiller. Depuis quelques anne´es, les re´seaux de cap-
teurs ont suscite´ un inte´reˆt croissant dans le monde des te´-
le´communications, du traitement du signal et des re´seaux
sans fil. En effet, les progre`s technologiques rendent pos-
sible sur le papier de concevoir des objets communicant
sans fil et ayant ne´anmoins des autonomies de fonction-
nement tre`s e´leve´es, de l’ordre d’une ou plusieurs anne´es.
Un re´seau de capteurs est donc constitue´ d’un ensemble
de nœuds qui remplissent deux roˆles : un roˆle de source
d’informations et un roˆle de relais pour le reste du re´seau.
Les re´seaux de capteurs doivent eˆtre ad-hoc, tout d’abord
dans un souci de simplicite´ d’installation, mais aussi et
surtout dans le souci de permettre au re´seau de rester
ope´rationnel meˆme apre`s des de´faillances ponctuelles de
nœuds. Ils doivent pouvoir s’auto-ge´rer, en utilisant des
protocoles permettant d’apprendre des e´le´ments tels que
la topologie du re´seau, le positionnement relatifs des cap-
teurs au sein du re´seau [4], les routes possibles pour com-
muniquer avec d’autres nœuds donne´s [5]. Les communi-
cations multi-e´tapes de courte porte´e sont privile´gie´es par
rapport a` une transmission directe avec une station de
base.
De nombreuses applications ont de´ja` e´te´ imagine´es, dans
des domaines varie´s (agriculture, baˆtiments, transports,
de´fense, se´curite´ civile, etc.).
3 Architecture ge´ne´rique d’un
nœud de communication
L’architecture ge´ne´rique d’un capteur a e´te´ de´finie en
grande partie a` partir de [6]. Elle se compose d’une partie
charge´e de l’alimentation des circuits avec e´ventuellement
un syste`me de re´cupe´ration d’e´nergie, d’un ou plusieurs
capteurs et leurs convertisseurs analogiques nume´riques
associe´s, d’un bloc de traitement nume´rique compose´ d’un
processeur e´ventuellement associe´ avec un composant de
traitement spe´cialise´ de type ASIC ou FPGA avec des
blocs me´moire associe´s. Enfin, un module radio analogique
permet de re´aliser les communications.
4 Description algorithmique d’un
e´le´ment du re´seau
Nous avons subdivise´ l’ensemble des traitements en trois
niveaux. Le premier niveau est appele´ niveau application
et il comprend trois classes de taˆches haut niveau, utili-
satrices de l’acce`s sans fil. On distingue trois taˆches. La
premie`re est la taˆche de positionnement qui permet a` un
capteur de de´terminer sa position ge´ographique en re´a-
lisant des mesures de distances et des triangulations. La
deuxie`me taˆche a pour roˆle la gestion du routage des mes-
sages au sein du re´seau ad-hoc. Enfin, la troisie`me taˆche
du niveau application est la taˆche de gestion des valeurs
mesure´es, pour lancer des requeˆtes locales et calculer des
moyennes, par exemple. Le niveau interme´diaire est le ni-
veau liaison. Son roˆle est de fournir aux niveaux supe´rieurs
une communication re´ussie entre deux e´le´ments en liaison
directe. Il doit ge´rer le controˆle d’erreurs et les re´-e´missions
automatiques de paquets et l’acce`s au me´dia. L’acce`s au
me´dia est controˆle´ par un protocole de type CSMA/CA
(Carrier Sense Multiple Access with Collision Avoidance).
Ensuite, le niveau le plus bas du traitement est le niveau
physique dont le roˆle est de mettre en forme les signaux par
la modulation et la ge´ne´ration de porteuses. Pour re´aliser
le controˆle d’erreurs, nous avons se´lectionne´ deux tech-
niques : un codage/de´codage en bloc a` l’aide d’un code
de Hamming d’une part et un codage convolutif associe´ a`
un de´codage de Viterbi d’autre part. Une chaˆıne sans cor-
rection d’erreur a e´galement e´te´ envisage´e. La re´-e´mission
automatique employe´e est base´e sur la technique SACK
(Selective Acknowledgement) [3], avec laquelle les paquets
errone´s sont re´-e´mis et seulement ceux-ci. Ensuite, le ni-
veau le plus bas du traitement est le niveau physique dont
le roˆle est de mettre en forme les signaux par la modula-
tion et la ge´ne´ration de porteuses. L’algorithme que nous
e´tudions inclus le niveau liaison et le niveau physique. Le
niveau liaison est re´alise´ avec des composants nume´riques
et sa consommation sera mode´lise´e par les termes Pdyn et
Pstat, respectivement pour les consommations dynamique
et statique. Le niveau physique est constitue´ de compo-
sants analogiques et sa consommation sera mode´lise´e par
les termes Pan et Pamp, respectivement pour la puissance
consomme´e par la mise en forme du signal analogique et
les circuits de re´ception, d’une part et par la puissance
consomme´e par l’amplificateur de puissance d’e´mission,
d’autre part.
5 Performances conjointes des
niveaux liaison et physique
Les objectifs de l’e´tude sont multiples : il faut expri-
mer l’e´nergie consomme´e par bit transmis en fonction des
parame`tres choisis dans le but de mettre en e´vidence une
configuration des parame`tres du syste`me permettant d’ob-
tenir un minimum en terme d’e´nergie par bit transmis.
Ces re´sultats pourront eˆtre ensuite utilise´s pour donner les
moyens a` une application de de´finir ses besoins en terme
de qualite´ de transmission ou de taux de transmission et
d’intervenir ainsi directement sur la puissance d’e´mission,
les tailles de paquets, et d’autres parame`tres via une in-
terface syste`me ade´quate. Des travaux similaires on de´ja`
e´te´ mene´s dans [3] et [2]. L’article [3] combine les correc-
tions d’erreurs et la re´-e´mission automatique, mais envi-
sage uniquement une cible processeur, et s’appuie sur des
mode`les de consommation assez grossiers, sans prendre
en compte l’e´nergie statique dans le calcul. Mais dans le
contexte d’un re´seau de capteur, cette hypothe`se ne peut
eˆtre maintenue. L’article [2] s’appuie sur la norme IEEE
802.11a, et cherche a` adapter au mieux les parame`tres
de choix de codage et de puissance d’e´mission, pour dimi-
nuer l’e´nergie sous diverses contraintes d’applications. Par
contre, l’e´nergie due aux re´-e´missions n’y est pas prise en
compte.
5.1 Expressions de la consommation
Pour e´valuer la puissance consomme´e par un traitement,
on peut utiliser trois me´thodes. Dans le cas ge´ne´ral on
peut donner l’expression suivante, en ne´gligeant les pertes
statiques :
Edyn = Eop.Nope´rations = a.Cs.Aop.V 2dd [J ] (1)
avec Edyn qui repre´sente l’e´nergie dynamique de l’algo-
rithme,Eop l’e´nergie consomme´e pour une ope´ration“moyen-
ne”, Nope´rations le nombre d’ope´rations de l’algorithme, a
l’activite´ du circuit, Aop la surface de l’ope´rateur “moyen”
et Vdd la tension d’alimentation.
Si on souhaite raffiner l’e´valuation de la consommation,
il faut alors prendre en compte la puissance statique. La
part de la puissance statique est d’ailleurs loin d’eˆtre ne´-
gligeable dans un contexte comme celui d’un re´seau de
capteurs ou` le taux d’activite´ est tre`s faible. Dans ce cas,
il faut introduire un terme de puissance statique dans l’ex-
pression de l’e´nergie de l’algorithme. Ealgo est l’e´nergie
consomme´e pour exe´cuter une fois l’algorithme conside´re´,
Pstat est la puissance statique totale du circuit re´alisant le
traitement, Talgo est le temps d’exe´cution de l’algorithme
a` l’aide du circuit conside´re´, Fclk repre´sente la fre´quence
de l’horloge, Nope´rateurs est le nombre d’ope´rateurs utili-
se´s pour le calcul et β est un coefficient de consommation
statique par unite´ de surface.
Ealgo = (β.Aop.Nope´rateurs + Pdyn).Talgo [J ] (2)
Talgo ≥ Nope´rations
Nope´rateurs.Fclk
[s] (3)
Ce qui nous permet d’exprimer une borne infe´rieure
pour l’expression de l’e´nergie de l’algorithme :
Ealgo ≥ Nope´rations.
(
β.Aop
Fclk
+ Eop
)
[J ] (4)
Cette expression qui correspond a` une description haut
niveau est certes un peu grossie`re, mais elle est cepen-
dant riche d’enseignements quant aux directions architec-
turales a` prendre pour re´aliser un syste`me re´ellement basse
consommation. De plus ce mode`le est bien adapte´ pour
avoir une ide´e de la consommation d’un gros syste`me. Ce-
pendant, si on souhaite plus de pre´cision, il faut alors de´-
finir exactement le mate´riel employe´ pour chaque bloc de
traitement. Dans ce cas, la puissance consomme´e pendant
l’exe´cution de l’algorithme peut s’exprimer :
Palgo =
∑
j∈Df
 ∑
i∈Dsys
nbi,j .Eopi,j .Fj +
∑
i∈Dsys
nbi,j .pstati
 [W ]
(5)
avec Df l’ensemble des fre´quences de fonctionnement,
Fj la fre´quence de fonctionnement du domaine j, Dsys
l’ensemble des sous-syste`mes (e.g. ope´rateur arithme´tique,
registre etc.) fonctionnant a` Fj , nbi,j le nombre d’ope´ra-
teurs de type i fonctionnant a` la fre´quence du domaine j,
Eopi,j l’e´nergie dynamique d’une ope´ration du type i et du
domaine j et pstati la puissance statique de´pense´e par un
syste`me de type i sous tension. Nous avons utilise´ ce der-
nier mode`le, plus pre´cis, pour les calculs de consommation
des circuits de codage et de de´codage de canal.
5.2 Mode´lisation fonctionnelle et e´nerge´-
tique du proble`me
Une retransmission est ne´cessaire lorsqu’un paquet trans-
mis comporte au moins une erreur. Soit lp le nombre d’e´le´-
ments binaires d’un paquet, TEB le taux d’erreur binaire
et nberr le nombre d’erreurs dans un paquet donne´, la
probabilite´ qu’un paquet transmis comporte au moins une
erreur est le taux d’erreur par paquet (TEP ) et s’exprime :
TEP = 1− prob(nberr = 0) = 1− (1− TEB)lp (6)
Soit NbP , le nombre de paquets d’information a` trans-
mettre et deb le de´bit binaire de transmission du syste`me
actif, le temps mis pour une transmission re´ussie du pre-
mier coup d’un paquet d’information s’exprime de la fac¸on
suivante :
Tideal =
NbP.lp
deb
[s]. (7)
Le temps re´el de transmission doit donc tenir compte du
pourcentage de temps additionnel ne´cessaire pour les re-
transmissions. Lors d’une tentative d’envoi, le paquet a la
probabilite´ TEP d’eˆtre faux, l’expression du temps re´el
de transmission est donc :
Treel = Tideal.
∞∑
i=0
TEP i =
Tideal
1− TEP [s] (8)
Afin de re´aliser une optimisation e´nerge´tique du syste`me
de communication, la grandeur a` e´tudier est l’e´nergie par
bit transmis avec succe`s. Celle-ci est de´finie par l’expres-
sion :
Ebit =
P
deb.(1− 12 .erfc(
√
RSB))lp
[J ] (9)
dans laquelle nous avons conside´re´ une modulation de type
BPSK, permettant ainsi d’exprimer TEB en fonction du
rapport signal sur bruit RSB. P est la puissance globale
du syste`me en communication incluant les puissances dy-
namique et statique consomme´es par les circuits nume´-
riques et analogiques.
P = Palgo + Pan + Pamp [W ], (10)
avec Pan repre´sentant une constante associe´e a` l’ensemble
des circuits analogiques et Pamp repre´sentant la puissance
consomme´e par le syste`me d’amplification de puissance
pre´ce´dant l’antenne d’e´mission.
Pamp doit tenir compte de l’efficacite´ du syste`me d’am-
plification et de´pend de son re´gime de fonctionnement.
Nous avons utilise´ un mode`le exponentiel tel que celui
propose´ dans [2] pour repre´senter cette efficacite´. Soit eff
l’efficacite´ du couple amplificateur/antenne et Pdiff la puis-
sance du signal diffuse´e par l’antenne, on a alors, avec
A = 0.02 et B = 0.140 :
Pamp = Pdiff.eff = Pdiff.A. exp(B.10 log10(Pdiff)) (11)
Nous avons e´galement utilise´ un autre mode`le obtenu a`
partir des donne´es constructeur d’un composant commer-
cial, le Chipcon CC1020. Nous avons de´termine´ la somme
Pan + Pamp pour ce composant. On a alors Pan = 0.102
W, A = 0.008 et B = 0.001. On peut tout de suite re-
marquer l’ordre de grandeur tre`s diffe´rent pour Pan. La
consommation tre`s importante du CC1020 peut s’expli-
quer de plusieurs fac¸ons. Tout d’abord, le CC1020 ge`re sa
propre horloge, est dote´ d’une PLL, de plus il s’agit d’un
composant tre`s polyvalent.
5.3 Re´sultats
L’expression 9 que nous avons de´termine´e pre´ce´dem-
ment nous permet de tracer l’e´nergie par bit transmis avec
succe`s en fonction de parame`tres de la chaˆıne de trans-
mission. Ces parame`tres d’e´tude sont la distance entre les
nœuds de communication, le type de canal, le bruit au ni-
veau du re´cepteur, la taille des paquets, le type de codage
de canal employe´ et la puissance d’e´mission. L’analyse des
trace´s nous permet de de´duire le point de fonctionnement
optimal de la transmission d’un point de vue de l’effica-
cite´ e´nerge´tique. Un module de gestion de l’e´nergie peut
alors eˆtre de´fini en utilisant ces re´sultats et eˆtre utilise´ au
moment du de´ploiement du re´seau et apre`s chaque modi-
fication des conditions comme apre`s des mouvements ou
des pannes.
La figure 1 repre´sente un re´sultat de simulation obtenu
a` partir des expressions analytiques de´crites pre´ce´dem-
ment, pour une distance de 10 me`tres, une puissance de
bruit de -90 dB, une taille de paquets correspondant a` la
norme ATM. La puissance d’e´mission est en abscisse. Le
choix de cette distance a e´te´ fait dans l’optique de trans-
missions multi-e´tapes. En effet, l’objectif est de re´aliser
des communications sur de longues distances par plusieurs
transmissions a` courte distance, avec de faibles puissances
d’e´mission, plutoˆt que de rares transmissions plus gour-
mandes en e´nergie. En Wi-Fi, le re´glage le plus faible de
la puissance d’e´mission (-20 dBm) permet d’assurer des
taux d’erreurs raisonnables jusqu’a` une distance d’environ
10 me`tres, c’est pourquoi cette distance nous inte´resse. La
droite verticale repre´sente la limite de Shannon, c’est a`
dire la limite the´orique minimale de la puissance d’e´mis-
sion pour pouvoir avoir une transmission aussi fiable que
ne´cessaire. Les trois autres courbes repre´sentent l’e´nergie
par bit transmis en fonction de la puissance du signal dif-
fuse´ a` l’antenne. Toutes les courbes ont le meˆme comporte-
ment global. La partie gauche, pour des puissances d’e´mis-
sion faibles, est de´croissante. Dans cette zone, les paquets
sont souvent transmis avec des erreurs, et les retransmis-
sions augmentent le temps ne´cessaire pour transmettre
une quantite´ d’information donne´e. La partie droite des
courbes correspond a` une puissance d’e´mission relative-
ment plus e´leve´e, qui permet de re´duire le TEP . Les pa-
quets ne´cessitant une re´-e´mission deviennent rares, mais,
en contrepartie, la puissance instantane´e du syste`me en
fonctionnement est plus e´leve´e puisque l’amplificateur doit
de´livrer plus de puissance. Le bon compromis se situe au
minimum de chacune des courbes. On voit sur l’exemple
qu’il est possible de gagner de l’ordre de 30 % d’e´nergie
en choisissant un codage de canal de type Viterbi et en se
positionnant au point optimal compare´ a` une absence de
codage de canal. En conside´rant cette fois une gestion op-
timale de la puissance d’e´mission compare´e a` un choix au
pire cas dans lequel on maximiserait la puissance d’e´mis-
sion pour assurer la connectivite´, on peut alors e´conomiser
87 % d’e´nergie.
La figure 2 montre le meˆme style de courbe pour une
couche physique diffe´rente, dont le mode`le a e´te´ extrait
d’un composant du commerce. On peut constater que la
mise en forme du signal consomme la plus grande part de
l’e´nergie et pre´domine sur les autres facteurs de consom-
mation. Cette part fixe de consommation de fonctionne-
ment et de mise en forme du signal est peu adapte´e a`
des re´seaux de capteurs. Il y a donc beaucoup a` gagner
a` optimiser cette partie. Dans cette optique, de nouvelles
normes e´mergent notamment IEEE 802.15.4 et Zigbee, re-
de´finissant les couches basses de re´seaux mieux adapte´es
aux re´seaux de capteurs.
6 Conclusion
Apre`s avoir pre´sente´ la proble´matique des re´seaux de
capteurs, une architecture ge´ne´rique d’un e´le´ment d’un
re´seau de capteurs a e´te´ de´crite. Dans le but d’optimiser
sa puissance, nous avons e´tabli des mode`les de consom-
mation utilisables en pratique et nous avons utilise´ ces
mode`les pour caracte´riser un syste`me de communication
candidat pour un re´seau de capteurs. Ensuite, nous avons
e´labore´ des mode`les the´oriques liant les performances et
la consommation de notre syste`me, en fonction de para-
Fig. 1 – E´nergie par bit transmis en fonction de
la puissance d’e´mission, pour plusieurs types de co-
deurs/de´codeurs et pour des paquets de type ATM, mo-
de`le de couche physique fin
Fig. 2 – E´nergie par bit transmis en fonction de
la puissance d’e´mission, pour plusieurs types de co-
deurs/de´codeurs et pour des paquets de type ATM, mo-
de`le de couche physique typique du commerce
me`tres et des besoins applicatifs. Nous utilisons ensuite ces
mode`les pour trouver les points de fonctionnement opti-
maux.
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