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Abstract
Golub-Kahan iterative bidiagonalization represents the core algorithm in several regularization meth-
ods for solving large linear noise-polluted ill-posed problems. We consider a general noise setting and
derive explicit relations between (noise contaminated) bidiagonalization vectors and the residuals of
bidiagonalization-based regularization methods LSQR, LSMR, and CRAIG. For LSQR and LSMR resid-
uals we prove that the coefficients of the linear combination of the computed bidiagonalization vectors
reflect the amount of propagated noise in each of these vectors. For CRAIG the residual is only a multiple
of a particular bidiagonalization vector. We show how its size indicates the regularization effect in each
iteration by expressing the CRAIG solution as the exact solution to a modified compatible problem.
Validity of the results for larger two-dimensional problems and influence of the loss of orthogonality is
also discussed.
Keywords ill-posed problems, regularization, Golub-Kahan iterative bidiagonalization, LSQR, LSMR,
CRAIG
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1 Introduction
In this paper we consider ill-posed linear algebraic problems of the form
b = Ax+ η, A ∈ Rm×n, b ∈ Rm, ‖η‖  ‖Ax‖, (1)
where the matrix A represents a discretized smoothing operator with the singular values decaying gradually
to zero without a noticeable gap. We assume that multiplication of a vector v by A or AT results in smoothing
which reduces the relative size of the high-frequency components of v. The operator A and the vector b are
supposed to be known. The vector η represents errors, such as noise, that affect the exact data. Problems of
this kind are commonly referred to as linear discrete ill-posed problems or linear inverse problems and arise
in a variety of applications [1, 2]. Since A is ill-conditioned, the presence of noise makes the naive solution
xnaive ≡ A†b,
where A† denotes the Moore-Penrose pseudoinverse, meaningless. Therefore, to find an acceptable numerical
approximation to x, it is necessary to use regularization methods.
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Various techniques to regularize the linear inverse problem (1) have been developed. For large-scale
problems, iterative regularization is a good alternative to direct regularization methods. When an iterative
method is used, regularization is achieved by early termination of the process, before noise η starts to
dominate the approximate solution [1]. Many iterative regularization methods such as LSQR [3, 4, 5, 6], CRA-
IG [7, 8], LSMR [9], and CRAIG-MR/MRNE [10, 11] involve the Golub-Kahan iterative bidiagonalization
[12]. Combination with an additional inner regularization (typically with a spectral filtering method) gives
so-called hybrid regularization; see, for example, [4, 13, 14, 15]. Various approaches for choosing the stopping
criterion, playing here the role of the regularization parameter, are based on comparing the properties of the
actual residual to an a priori known property of noise, such as the noise level in the Morozov’s discrepancy
principle [16], or the noise distribution in the cumulative residual periodogram method [17, 18, 19]. Thus
understanding how noise translates to the residuals during the iterative process is of great interest.
The aim of this paper is, using the analysis of the propagation of noise in the left bidiagonalization
vectors provided in [20], to study the relation between residuals of bidiagonalization-based methods and the
noise vector η. Whereas in [20], white noise was assumed, here we have no particular assumptions on the
distribution of noise. We only assume the amount of noise is large enough to make the noise propagation
visible through the smoothing by A in construction of the bidiagonalization vectors. This is often the case
in ill-posed problems, as we illustrate on one-dimensional (1D) as well as significantly noise contaminated
two-dimensional (2D) benchmarks. We prove that LSQR and LSMR residuals are given by a linear combi-
nation of the bidiagonalization vectors with the coefficients related to the amount of propagated noise in the
corresponding vector. For CRAIG, the residual is only a multiple of a particular bidiagonalization vector.
This allows us to prove that an approximate solution obtained in a given iteration by CRAIG applied to (1)
coincides with an exact solution of the (compatible) modified problem
Ax = b− η˜, (2)
where η˜ is a noise vector estimate constructed from the currently computed bidiagonalization vectors. These
results contribute to understanding of regularization properties of the considered methods and should be
considered when devising reliable stopping criteria.
Note that since LSQR is mathematically equivalent to CGLS and CGNR, CRAIG is mathematically
equivalent to CGNE and CGME [21], and LSMR is mathematically equivalent to CRLS [9], then in exact
arithmetic, the analysis applies also to these methods.
The paper is organized as follows. In Section 2, after a recollection of the previous results, we study
the propagation of various types of noise and the influence of the loss of orthogonality on this phenomenon.
Section 3 investigates the residuals of selected methods with respect to the noise contamination in the left
bidiagonalization vectors and compares their properties. Section 4 discusses validity of obtained results for
larger 2D problems. Section 5 concludes the paper.
Unless specified otherwise, we assume exact arithmetic and the presented experiments are performed
with full double reorthogonalization in the bidiagonalization process. Throughout the paper, ‖v‖ denotes
the standard Euclidean norm of the vector v, vector ek denotes the k-th column of the identity matrix. By Pk,
we denote the set of polynomials of degree less or equal to k. The noise level is denoted by δnoise ≡ ‖η‖/‖Ax‖.
By Poisson noise, we understand bi ∼ Pois([Ax]i), i.e., the right-hand side b is a Poisson random with the
Poisson parameter Ax. The test problems were adopted from the Regularization tools [22]. For simplicity
of exposition, we assume the initial approximation x0 ≡ 0 throughout the paper. Generalization to x0 6= 0
is straightforward.
2
2 Properties of the Golub-Kahan iterative bidiagonalization
2.1 Basic relations
Given the initial vectors w0 ≡ 0, s1 ≡ b/β1, where β1 ≡ ‖b‖, the Golub-Kahan iterative bidiagonalization
[12] computes, for k = 1, 2, . . .,
αkwk = A
T sk − βkwk−1 , ‖wk‖ = 1,
βk+1sk+1 = Awk − αksk , ‖sk+1‖ = 1, (3)
until αk = 0 or βk+1 = 0, or until k = min(m,n). Vectors s1, . . . , sk, and w1, . . . , wk, form orthonormal
bases of the Krylov subspaces Kk(AAT , b) and Kk(ATA,AT b), respectively. In the rest of the paper, we
assume that the bidiagonalization process does not terminate before the iteration k + 1, i.e., αl, βl+1 > 0,
l = 1, . . . k.
Denoting Sk ≡ [s1, . . . , sk] ∈ Rm×k, Wk ≡ [w1, . . . , wk] ∈ Rn×k and
Lk ≡

α1
β2 α2
. . .
. . .
βk αk
 ∈ Rk×k, Lk+ ≡
[
Lk
eTk βk+1
]
∈ R(k+1)×k,
we can write the matrix version of the bidiagonalization as
ATSk = WkL
T
k , AWk = Sk+1Lk+.
The two corresponding Lanczos three-term recurrences
(AAT )Sk = Sk+1(Lk+L
T
k ), (A
TA)Wk = Wk+1(L
T
k+1Lk+),
allow us to describe the bidiagonalization vectors sk+1 and wk+1 in terms of the Lanczos polynomials as
sk+1 = ϕk(AA
T )b, wk+1 = ψk(A
TA)AT b ϕk, ψk ∈ Pk; (4)
see [3, 4, 23, 24, 25]. From (4) we have that
sk+1 = ϕk(AA
T )b = ϕk(AA
T )(Ax+ η),
giving
sk+1 =
[
ϕk(AA
T )Ax+ (ϕk(AA
T )− ϕk(0))η
]
+ ϕk(0)η. (5)
The first component on the right-hand side of (5) can be rewritten as
sLFk+1 ≡
[
ϕk(AA
T )Ax+ (ϕk(AA
T )− ϕk(0))η
]
= Aqk−1(AAT )
[
x+AT η
]
,
for some qk−1 ∈ Pk. Since A has the smoothing property, then sLFk+1 is smooth for k  min(m,n). Thus
sk+1 is a sum of a low-frequency vector and the scaled noise vector η,
sk+1 = s
LF
k+1 + ϕk(0)η. (6)
Note that this splitting corresponds to the low-frequency part and propagated (non-smoothed) noise part
only when ‖sLFk+1‖2 + ‖ϕk(0)η‖2 ≈ 1. For large ks, there is a considerable cancellation between sLFk+1 and
ϕk(0)η, the splitting (6) still holds but it does not correspond to our intuition of an underlying smooth vector
and some added scaled noise. Thus we restrict ourselves to smaller values of k.
It has been shown in [20] that whereas for s1 (the scaled right-hand side) the noise part in (6) is small
compared to the true data, for larger k, due to the smoothing property of the matrix A and the orthogonality
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between the vectors sk, the noise part becomes more significant. The noise scaling factor determining the
relative amplification of the non-smoothed part of noise corresponds to the constant term of the Lanczos
polynomial
ϕk(0) = (−1)k 1
βk+1
k∏
j=1
αj
βj
(7)
called the amplification factor.1 Its behavior for problems with white noise was studied in [20] and the
analysis concludes that its size increases with k until the noise revealing iteration krev, where the vector
sk+1 is dominated by the non-smoothed part of noise. Then the amplification factor increases at least for
one iteration. The noise revealing iteration krev can be defined as Note that there is no analogy for the right
bidiagonalization vectors, since all vectors wk are smoothed and the factor ψk(0) on average grows till late
iterations. A recursive relation for ψk(0), obtained directly from (3) has the form
ψ0(0) =
1
α1β1
,
ψk(0) =
1
αk+1
(ϕk(0)− βk+1ψk−1(0)), k = 1, 2, . . . . (8)
2.2 Behavior of the noise amplification factor
Influence of the noise frequency characteristics The phenomenon of noise amplification is demon-
strated on the problems from [26, 22]. Figures 1b and 1c show the absolute terms of the Lanczos polynomials
ϕk and ψk for the problem shaw polluted with white noise of various noise levels. For example, for the noise
level 10−3, the maximum of ϕk(0) is achieved for k = 6, which corresponds to the observation that the
vector s7 in Figure 1a is the most dominated by propagated noise. Obviously, the noise revealing iteration
increases with decreasing noise level. The amplification factors exhibit similar behavior before the first de-
crease. However, the behavior of ϕk(0) can be more complicated. In Figure 2a for phillips, the sizes of
the amplification factors oscillate as a consequence of the oscillations in the sizes of the spectral components
of b in the left singular subspaces of A. Thus there is a partial reduction of the noise component, which
influences the subsequent iterations, even before the noise revealing iteration.
Even though [20] assumed white noise, noise amplification can be observed also for other noise settings
and the formulas (4)-(8) still hold. However, for high-frequency noise, there is smaller cancellation between
the low-frequency component sLFk+1 and the noise part ϕk(0)η in (6). Therefore, in the orthogonalization
steps succeeding the noise revealing iteration krev, the noise part is projected out more significantly. For
low-frequency noise, on the other side, this smoothing is less significant, which results in smaller drop of (7)
after krev. This is illustrated in Figure 2b on the problem shaw polluted by red (low-frequency), white, and
violet (high-frequency) noise of the same noise level. For spectral characteristics of these types of noise see
Figure 3. Figure 2c shows the amplification factor for various levels of Poisson noise.
Influence of the loss of orthogonality First note that the splitting (6) remains valid even if ϕk are not
exactly orthonormal Lanczos polynomials, since the propagated noise can be still tracked using the absolute
term of the corresponding (computed) polynomial. Nevertheless, it is clear that the loss of orthogonality
among the left bidiagonalization vectors in finite precision arithmetic influences the behavior of the amplifi-
cation factor ϕk, i.e. the propagation of noise. In the following, we denote all quantities computed without
reorthogonalization by hat. Loss of orthogonality can be detected, e.g., by tracking the size of the smallest
singular value σ¯min of the matrix Sˆk of the computed left bidiagonalization vectors. In Figure 4 (left) for the
problem shaw and gravity we see that when σ¯min drops below one detecting the loss of orthogonality among
its columns, the size of the amplification factor ϕˆk(0) starts to oscillate. However, except of the delay, the
larger values of |ϕˆk(0)| still match those of |ϕk(0)|. If we plot |ϕˆk(0)| against the rank of Sˆk instead of k, the
1Note that in [20] a different notation was used. The Lanczos polynomial ϕk was scaled by ‖b‖ so that sk+1 = ϕ˜k(AAT )s1.
The vector sk+1 was split into sk+1 = s
exact
k+1 + s
noise
k+1 . In our notation, s
exact
k+1 = s
LF
k+1, and s
noise
k+1 = ϕk(0)η.
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Figure 1: The problem shaw(400) polluted by white noise: (a) the left bidiagonalization vectors sk+1 for
the noise level 10−3; (b) the size of the absolute term of the Lanczos polynomial ϕk for various noise levels;
(c) the size of the absolute term of the Lanczos polynomial ψk for various noise levels.
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Figure 2: Influence of the amount of noise and its frequency characteristics on the amplification factor (7):
(a) the problem phillips with various noise levels of white noise; (b) the problem shaw with noise of different
frequency characteristics; (c) the problem gravity with Poisson noise with different noise levels achieved by
scaling.
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Figure 3: Power spectral densities (or simply power spectra) for red (low-frequency dominated), white (or
Gaussian), and violet (high-frequency dominated) noise η, ‖η‖ = 1. Power spectrum is given by squared
magnitudes of Fourier coefficients F (η) of η (see, e.g., [27, chap. 2.7]), here computed by the discrete Fourier
transform. Power spectra are normalized by the length of the vector.
sizes of the two amplification factors become very similar. In our experiments, the rank of Sˆk was computed
as rank(S(:,1:k),1e-1) in MATLAB, i.e., singular values of Sˆk at least ten times smaller than they would
be for orthonormal columns were considered zero. A similar shifting strategy was proposed in [28, chap.
3] for the convergence curves of the conjugate gradient method. Note that the choice of the tolerance can
be problem dependent. Further study of this phenomenon is beyond the scope of this paper, but we can
conclude that except of the delay the noise revealing phenomenon is in finite precision computations present.
3 Noise in the residuals of iterative methods
CRAIG [7], LSQR [3], and LSMR [9] represent three methods based on the Golub-Kahan iterative bidiago-
nalization. At the k-th step, they search for the approximation of the solution in the subspace generated by
vectors w1, . . . , wk, i.e.,
xk = Wkyk, yk ∈ Rk. (9)
The corresponding residual has the form
rk ≡ b−Axk = b−AWkyk = Sk+1(β1e1 − Lk+yk). (10)
CRAIG minimizes the distance of xk from the naive solution yielding
Lky
CRAIG
k = β1e1. (11)
LSQR minimizes the norm of the residual rk yielding
yLSQRk = argmin
y∈Rk
‖β1e1 − Lk+y‖. (12)
LSMR minimizes the norm of AT rk giving
yLSMRk = argmin
y∈Rk
‖β1α1e1 − LTk+1Lk+y‖. (13)
These methods are mathematically equivalent to Krylov subspace methods based on the Lanczos tridiag-
onalization (particularly Lanczos for linear systems and MINRES) applied to particular normal equations.
The relations useful in the following derivations are summarized in Table 1.
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Figure 4: Illustration of the noise amplification for the problem shaw and gravity in finite precision com-
putations. Left: The sizes of the amplification factor (7) computed with full double reorthogonalization
(ϕk(0)) and without reorthogonalization (ϕˆk(0)). Right: |ϕˆk(0)| plotted against rank(Sˆk) computed as
rank(S(:,1:k),1e-1) in MATLAB, together with |ϕk(0)| plotted against rank(Sk) = k.
Table 1: Interpretation of bidiagonalization-based methods (CRAIG, LSQR, LSMR) as tridiagonalization-
based methods (Lanczos for linear systems, MINRES) applied to the corresponding normal equations. In last
two columns, the solution x of the bidiagonalization-based methods is obtained from their tridiagonalization
counterparts as x = AT y and x = ATAz, respectively. See also [9].
method/equation (ATA)x = AT b (AAT )y = b (ATA)z = A†b
Lanczos method LSQR(A, b) CRAIG(A, b) —
MINRES LSMR(A, b) LSQR(A, b) CRAIG(A, b)
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Since Lanczos method is a Galerkin (residual orthogonalization) method, we immediately see that
rCRAIGk = (−1)k‖rCRAIGk ‖sk+1,
AT rLSQRk = (−1)k‖AT rLSQRk ‖wk+1. (14)
Using the relation between the Galerkin an the residual minimization method, see[21, sec. 6.5.7], we obtain,
‖rLSQRk ‖ =
1√∑k
l=0 1/‖rCRAIGl ‖2
, (15)
‖AT rLSMRk ‖ =
1√∑k
l=0 1/‖AT rLSQRl ‖2
.
Note that these equations hold, up to a small perturbation, also in finite precision computations. See [29]
for more details.
In the rest of this section, we investigate the residuals of each particular method. We focus on in which
sense the residuals approximate the noise vector. We discuss particularly the case when noise contami-
nates the bidiagonalization vectors fast and thus the noise revealing iteration is well defined. More general
discussion follows in Section 4.
3.1 CRAIG residuals
The following result relates approximate solution obtained by CRAIG for (1) to the solution of the problem
with the same matrix and a modified right-hand side.
Proposition 1. Consider the first k steps of the Golub-Kahan iterative bidiagonalization. Then the approx-
imation xCRAIGk defined in (9) and (11), is an exact solution to a consistent problem
Ax = b− ϕk(0)−1sk+1. (16)
Consequently,
‖rCRAIGk ‖ = |ϕk(0)|−1. (17)
Proof. First note that we only need to show that rCRAIGk = ϕk(0)
−1sk+1, k = 1, 2, . . .. From (14) and (4) it
follows that there exist c ∈ R, such that
rCRAIGk = c · sk+1 = c · ϕk(AAT )b.
Let us now determine the constant c. From (10) and (4), we have that
rCRAIGk = Πk(AA
T )b, where Πk ∈ Pk and Πk(0) = 1.
Combining these two equations, we obtain
rCRAIGk = ϕk(0)
−1ϕk(AAT )b. (18)
Substituting to (18) back from (4), we immediately have (16). Since ‖sk+1‖ = 1, (17) is a direct consequence
of (16).
Although the relation (16) is valid for any problem of the form (1), it has a particularly interesting
interpretation for inverse problems with a smoothing operator A. Suppose we neglect the low-frequency part
sLFk+1 in (6) and estimate the unknown noise η from the left bidiagonalization vector sk+1 as
η ≈ η˜ ≡ ϕk(0)−1sk+1. (19)
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Figure 5: Illustration of the quality of the noise vector approximation η˜ obtained by (19) for k = krev + 1 on
various test problems and various characteristics of noise. Upper: The original noise vector η. Lower: The
difference η − η˜.
Subtracting η˜ from b in (1), we obtain exactly the modified problem (16). Thus Proposition 1 in fact
states that in each iteration k, xCRAIGk represents the exact solution of the problem (2) with noise being
approximated by a particular re-scaled left bidiagonalization vector.
The norm of the CRAIG residual rCRAIGk is inversely proportional to the amount of noise propagated to
the currently computed left bidiagonalization vector. It reaches its minimum exactly in the noise revealing
iteration k = krev, which corresponds to the iteration with (19) being the best approximation of the unknown
noise vector. The actual noise vector η and the difference η− η˜ for η˜ obtained from skrev+1 are compared in
Figure 5; see also [30]. We see that in iteration krev, the troublesome high-frequency part of noise is perfectly
removed. The remaining perturbation only contains smoothed, i.e., low-frequency part of the original noise
vector. The match in (17) remains valid, up to a small perturbation, also in finite precision computations,
since the noise propagation is preserved, see Section 2.2
Note that due to different frequency characteristic of η and sLFk+1 for small k, there is a relatively small
cancellation between them and
‖sLFk+1‖2 + ‖ϕk(0)η‖2 ≈ 1.
This gives
‖(b− η˜)−Ax‖ = ‖ϕk(0)−1sLFk+1‖ ≈ |ϕk(0)|−1
√
1− ‖ϕk(0)η‖2 =
√
|ϕk(0)|−2 − ‖η‖2
supporting our expectation that the size of the remaining perturbation depends on how closely the inverse
amplification factor |ϕk(0)|−1 approaches ‖η‖.
We may also conclude that for ill-posed problems with a smoothing operator A, the minimal error
‖xCRAIGk − x‖ is reached approximately at the iteration with the maximal noise revealing, i.e., with the
minimal residual. This is confirmed by numerical experiments in Figure 6 comparing ‖xCRAIGk − x‖ with
‖rCRAIGk ‖ for various test problems and noise characteristics, both with and without reorthogonalization.
3.2 LSQR residuals
Whereas for CRAIG, the residual is just a scaled left bidiagonalization vector, for LSQR it is a linear
combination of all previously computed left bidiagonalization vectors. Indeed,
rLSQRk = b−AWkyLSQRk = Sk+1
(
β1e1 − Lk+yLSQRk
)
, (20)
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Figure 6: Comparison of the size of the residual and the size of the error in CRAIG for various test prob-
lems with various noise characteristics. The minimal error is achieved approximately when the residual is
minimized (vertical line). In Figures (g)-(i) without reorthogonalization.
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see (10). The entries of the residual of the projected problem
pLSQRk ≡ β1e1 − Lk+yLSQRk , (21)
see (12), represent the coefficients of the linear combination in (20). The following proposition shows the
relation between the coefficients and the amplification factor ϕk(0).
Proposition 2. Consider the first k steps of the Golub-Kahan iterative bidiagonalization. Let rLSQRk =
b−AxLSQRk , where xLSQRk is the approximation defined in (9) and (12). Then
rLSQRk =
1∑k
l=0 ϕl(0)
2
k∑
l=0
ϕl(0)sl+1. (22)
Consequently,
‖rLSQRk ‖ =
1√∑k
l=0 ϕl(0)
2
.
Proof. Since
yLSQRk = argmin
y
‖β1e1 − Lk+y‖,
we get
LTk+p
LSQR
k = 0.
It follows from the structure of the matrix Lk+ that the entries of p
LSQR
k satisfy
αle
T
l p
LSQR
k + βl+1e
T
l+1p
LSQR
k = 0, for l = 1, . . . , k.
Thus
pLSQRk = ck

ϕ0(0)
ϕ1(0)
...
ϕk(0)
 , (23)
where ck is a factor that changes with k. From (15) and (18) it follows that
‖pLSQRk ‖ = ‖rLSQRk ‖ =
1√∑k
l=0 ϕl(0)
2
. (24)
By comparing (23) and (24), we get
ck =
1∑k
l=0 ϕl(0)
2
,
which together with (20) and (21) yields (22).
In other words, Proposition 2 says that the coefficients of the linear combination (20) follow the behavior
of the amplification factor in the sense that representation of a particular left bidiagonalization vector sl+1
in the residual rLSQRk , k ≥ l, is proportional to the amount of propagated non-smoothed part of noise η in
this vector.
Relation (22) also suggests that the norm-minimizing process (LSQR) and the corresponding Galerkin
process (CRAIG) provide similar solutions whenever
ϕk(0)
2∑k
l=0 ϕl(0)
2
≈ 1,
i.e., whenever the noise revealing in the last left bidiagonalization vector sk+1 is much more significant
than in all previous left bidiagonalization vectors s1, . . . sk, i.e., typically before we reach the noise revealing
iteration. This is confirmed numerically in Figure 7, comparing the semiconvergence curves of CRAIG and
LSQR.
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Figure 7: The size of the error of LSQR and CRAIG in comparison with the inverse of the amplification
factor for various test problems with various noise characteristics. The semiconvergence curves exhibit similar
behavior until the noise revealing iteration. In Figure (f) without reorthogonalization.
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3.3 LSMR residuals
Before we investigate the residual of LSMR with respect to the basis Sk, we should understand how it is
related to the residual of LSQR. It follows from Table 1 that the relation between AT rLSMRk and A
T rLSQRk
is analogous to the relation between rCRAIGk and r
LSQR
k . Using Proposition 1 and 2, with ϕk substituted by
ψk and sk substituted by wk, we obtain
AT rLSQRk = ψk(0)
−1wk+1,
and
AT rLSMRk =
1∑k
l=0 ψl(0)
2
k∑
l=0
ψl(0)wl+1.
Since
AT rLSMRk = Wk+1L
T
k+1p
LSMR
k ,
we obtain that
LTk+1p
LSMR
k =
1∑k
l=0 ψl(0)
2

ψ0(0)
ψ1(0)
...
ψk(0)
 . (25)
This equality however does not provide the desired relationship between the residuals rLSMRk themselves and
the left bidiagonalization vectors s1, . . . , sk+1. This is given in the following proposition.
Proposition 3. Consider the first k steps of the Golub-Kahan iterative bidiagonalization. Let rLSMRk =
b−AxLSMRk , where xLSMRk is the approximation defined in (9) and (13). Then
rLSMRk =
1∑k
l=0 ψl(0)
2
k∑
l=0
ϕl(0) k∑
j=l
α−1j+1ϕj(0)
−1ψj(0)
 sl+1.
Proof. From (25) it follows that
pLSMRk =
1∑k
l=0 ψl(0)
2
L−Tk+1

ψ0(0)
ψ1(0)
...
ψk(0)
 ,
where L−Tk+1 is an upper triangular matrix with entries
eTi L
−T
k+1ej =

1
αj (if i = j)
(−1)i−j βi+1 · · ·βjαi · · ·αj (if i < j)
 = ϕi−1(0)αj ϕj−1(0) .
Thus
pLSMRk =
1∑k
l=0 ψl(0)
2
triu


ϕ0(0)
ϕ1(0)
...
ϕk(0)


ϕ0(0)
−1
ϕ1(0)
−1
...
ϕk(0)
−1

T


α−11 ψ0(0)
α−12 ψ1(0)
...
α−1k+1ψk(0)
 ,
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where triu(·) extracts the upper triangular part of the matrix. Multiplying out, we obtain
pLSMRk =
1∑k
l=0 ψl(0)
2

ϕ0(0)
∑k
l=0 α
−1
l+1ϕl(0)
−1ψl(0)
ϕ1(0)
∑k
l=1 α
−1
l+1ϕl(0)
−1ψl(0)
...
ϕk−1(0)
∑k
l=k−1 α
−1
l+1ϕl(0)
−1ψl(0)
ϕk(0) α
−1
k+1ϕk(0)
−1ψk(0)
 .
Here the sizes of coefficients in pLSMRk need careful discussion. From (7) and (8) it follows that the
absolute terms of the Lanczos polynomials ϕl(0) and ψl(0) have the same sign. Thus we have
α−1l+1ϕl(0)
−1ψl(0) > 0, ∀l = 0, 1, . . .
and therefore the sum
k∑
l=j
α−1l+1ϕl(0)
−1ψl(0) (26)
decreases when j increases. Furthermore, it was shown in [20, sec. 3.2] that for j < krev
αl ≈ βl.
Thus (7) yields
k∑
l=j
α−1l+1ϕl(0)
−1ψl(0) ≈
k∑
l=j
ψl(0).
However, since |ϕj(0)| on average increases rapidly with j (see Section 2.2), the sizes of the entries of pLSMRk
in (3.3) generally increase with l before krev. After j reaches the noise revealing iteration krev, |ϕj(0)|
decreases at least for one but typically for more subsequent iterations; see Section 2.2. Multiplication by the
decreasing (26) causes that the size of the entries in (3.3) can be expected to decrease after krev.
From the previous we conclude that the behavior of the entries of pLSMRk resembles the behavior of ϕl(0),
i.e., the size of a particular entry is proportional to the amount of propagated noise in the corresponding
bidiagonalization vector, similarly as in the LSQR method. Figure 8 compares the entries of pLSMRk with
appropriately re-scaled amplification factor ϕk(0) on the problem shaw with white noise. We see that the
difference is negligible an therefore the residuals for LSQR and LSMR resemble. In early iterations, the
resemblance of the residuals indicates resemblance of the solutions since the remaining perturbation only
contains low frequencies, which are not amplified by A†.
Note also that since ψk(0) grows rapidly on average, see Figure 1c in Section 2.2, we may expect
ψk(0)
2∑k
l=0 ψl(0)
2
≈ 1.
Therefore AT rLSMRk resembles A
T rLSQRk giving another explanation why LSMR and LSQR behave similarly
for inverse problems with a smoothing operator A, see Figure 9 for a comparison on several test problems.
Figure 10 illustrates the match between the noise vector and residual of CRAIG, LSQR and LSMR
method. We see that while CRAIG residual resembles noise only in the noise revealing iteration, LSQR
and LSMR are less sensitive to the particular number of iterations k as the residuals are combinations
of bidiagonalization vectors with appropriate coefficients. Moreover, the best match in LSQR and LSMR
method overcomes the best match in CRAIG. This is caused by the fact that the remaining low-frequency
part is efficiently suppressed by the linear combination.
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Figure 8: The componets of pLSQRk vs. the size of the amplification factor ϕk(0) (after scaling) for several
values of k for the problem shaw with white noise, δnoise = 10
−3. The differences are negligible.
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Figure 9: The size of the error of LSMR and LSQR in comparison with the inverse of the size of ψk(0) for
various test problems with various noise characteristics. Since |ψk(0)| often grow on average till very late
iterations, the semiconvergence curves exhibit similar behavior. In Figure (f) without reorthogonalization.
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Figure 10: Difference between the noise vector and the residual of considered iterative methods for the
problem shaw with white and red noise noise, δnoise = 10
−3. Residuals of LSQR and LSMR have similar
approximation properties with respect to the noise vector.
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4 Numerical experiments for 2D problems
In this section we discuss validity of the conclusions made above for larger 2D inverse problems, where
the smoothing property of A (revealing itself in the decay of singular values) is typically less significant.
Consequently, noise propagation in the bidiagonalization process may be more complicated; see also [36].
However, we illustrate that essential aspects of the behavior described in previous sections are still present.
Note that all experiments in this section are computed without reorthogonalization. We consider the following
2D benchmarks:
Medical tomography problem — a simplified 2D model of X-ray medical tomography adopted from
[31], function paralleltomo(256,0:179,362). The data is represented the 256-by-256 discretization
of the Shepp–Logan phantom projected in angles θ = 0◦, 1◦, . . . , 179◦ by 362 parallel rays, resulting in
a linear algebraic problem with A ∈ R65160×65536. We use Poisson-type additive noise η generated as
follows (see [34, chap. 2.6] and [35]) to simulate physically realistic noise:
A = paralleltomo(N,theta)/N; % forward model
t = exp(-A*x); % transmission probabilities
c = poissrnd(t*N0); % photon counts
eta = -log(c/N0); % noisy measurements
where N0 = 10
5 denotes the mean number of photons, resulting in the noise level δnoise ≈ 0.028. We
refer to this test problem as paralleltomo.
Seismic tomography problem — a simplified 2D model of seismic tomography adopted from [31],
function seismictomo(100,100,200). The data is represented by a 100-by-100 discretization of a
vertical domain intersecting two tectonic plates with 100 sources located on its right boundary and
200 receivers (seismographs), resulting in a linear algebraic problem with A ∈ R20000×10000. The right-
hand side is polluted with additive white noise with δnoise = 0.01. We refer to this test problem as
seismictomo.
Image deblurring problem — an image deblurring problem with spatially variant blur adopted from [32,
33], data VariantGaussianBlur1. The data is represented by a monochrome microscopic 316-by-316
image of a grain blurred by spatially variant Guassian blur (with 49 different point-spread functions),
resulting in a linear algebraic problem with A ∈ R99856×99856. The right-hand side is polluted with
additive white noise with δnoise = 0.01. We refer to this test problem as vargaussianblur.
Figure 11 shows the absolute terms of the Lanczos polynomials ϕk and ψk. We can identify the two
phases of the behavior of ϕk(0) – average growth and average decay. However, the transition does not take
place in one particular (noise revealing) iteration, but rather in a few subsequent steps, which we refer to
as the noise revealing phase of the bidiagonalization process. The size of ψk(0) grows on average till late
iterations, however, we often observe here that the speed of this growth slows down after the noise revealing
phase. In conclusion, both curves |ϕk(0)| and |ψk(0)| can be flatter than for 1D problem considered in
previous sections. This can be further pronounced for problems with low noise levels.
Figure 12 shows several (appropriately reshaped) left bidiagonalization vectors sk and their cumulative
periodograms for the problem seismictomo. Even though it is hard to make clear conclusions based on the
vectors sk themselves, we see that the periodogram for k = 10 is flatter than the periodograms for smaller
or larger values of k, meaning that s10 resembles most white noise. This corresponds to Figure 11b showing
that s10 belongs to the noise revealing phase of the bidiagonalization process. Note that similar flatter
periodograms can be obtained for other few vectors belonging to this phase.
The absence of one particular noise revealing vector makes the direct comparison between sk and the
exact noise vector η irrelevant here. However, Propositions 1–3 remain valid and the overall behavior of the
terms |ϕk(0)| and |ψk(0)| is as expected, allowing comparing the bidiagonalization-based methods. Figure 13
gives comparisons of CRAIG, LSQR and LSMR for all considered 2D test problems, analogous to Figure 6,
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Figure 11: The size of the absolute term of the Lanczos polynomials ϕk and ψk for selected 2D prob-
lems contaminated by noise as described in the text. For all problems δnoise ≈ 10−2. Computed without
reorthogonalization.
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Figure 12: Left bidiagonalization vectors sk for the problem seismictomo and their cumulative periodograms.
The periodogram of the vector s10 belonging to the noise revealing phase of the bidiagonalization process is
flatter. Computed without reorthogonalization.
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Figure 13: First row: The size of the residual and the size of the error in CRAIG. Vertical line illustrates
the minimum. Second row: The size of the error of CRAIG and LSQR, together with the rescaled inverse
of the amplification factor ϕk(0) (vertical scale on the right). Third row: The size of the error of LSQR
and CRAIG, together with the rescaled inverse of the factor ψk(0) (vertical scale on the right). Computed
without reorthogonalization.
7, and 9. The first row of Figure 13 shows that the CRAIG error is minimized approximately in the noise
revealing phase, i.e., when the residual is minimal, see Section 3.1. The minimum is emphasized by the
vertical line.
The second row of Figure 13 compares the errors of CRAIG and LSQR. According to the derivations in
Section 3.2, the curves are similar before the noise revealing phase, after which they separate with CRAIG
diverging more quickly. Note that the size of the inverted amplification factor ϕk(0) is included to illustrate
the noise revealing phase and has different scaling (specified on the right).
The third row of Figure 13 shows the errors of LSQR and LSMR with the underlying size of the inverted
factor ψk(0) (scaling specified on the right). The errors behave similarly as long as |ψk(0)|−1 decays rapidly,
see Section 3.3. The LSMR solution is slightly less sensitive to the particular choice of the number of
bidiagonalization iterations k, which is a well know property [9].
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5 Conclusion
We proved that approximating the solution of an inverse problem by the kth iterate of CRAIG is mathe-
matically equivalent to solving consistent linear algebraic problem with the same matrix and a right-hand
side, where a particular (typically high-frequency) part of noise is removed. Using the analysis of noise
propagation, we showed that the size of the CRAIG residual is given by the inverted noise amplification
factor, which explains why optimal regularization properties are often obtained when the minimal residual is
reached. For LSQR and LSMR, the residual is a linear combination of the left bidiagonalization vectors. The
representation of these vectors in the residuals is determined by the amplification factor, in particular, left
bidiagonalization vectors with larger amount of propagated noise are on average represented with a larger
coefficient in both methods. These results were used in 1D problems to compare the methods in terms of
matching between the residuals and the unknown noise vector. For large 2D (or 3D) problems the direct
comparison of the vectors may not be possible, since noise reveals itself in a few subsequent bidiagonalization
vectors (noise revealing phase of bidiagonalization) instead of in one particular iteration. However, the con-
clusions on the methods themselves remain generally valid. Presented results contribute to understanding
of the behavior of the methods when solving noise-contaminated inverse problems.
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