Abstract. In this paper, we are interested in analyzing the asymptotic profiles of solutions to the Cauchy problem for linear structurally damped σ-evolution equations in L 2 -sense. Depending on the parameters σ and δ we would like to not only indicate approximation formula of solutions but also recognize the optimality of their decay rates as well in the distinct cases of parabolic like damping and σ-evolution like damping. Moreover, such results are also discussed when we mix these two kinds of damping terms in a σ-evolution equation to investigate how each of them affects the asymptotic profile of solutions.
Introduction
Let us consider the following Cauchy problem for structurally damped σ-evolution equations:
# u tt`p´∆ q σ u`ap´∆q δ 1 u t`b p´∆q δ 2 u t " 0, up0, xq " u 0 pxq, u t p0, xq " u 1 pxq,
where σ ě 1, 0 ă δ 1 ă σ{2 ă δ 2 ă σ and a, b " 0, 1 with pa, bq ‰ p0, 0q. At first, we recall some recent results related to the study of (1) with σ " 1 and pa, bq " p1, 0q or pa, bq " p0, 1q, the so-called structurally damped wave equations, in the following form: # u tt´∆ u`µp´∆q δ u t " 0, up0, xq " u 0 pxq, u t p0, xq " u 1 pxq,
with δ P p0, 1q and µ ą 0. The authors in [6] succeeded in obtaining some of sharp pL 1 X L 2 q´L 2 estimates to (2), i.e. the mixing of additional L 1 regularity for the data on the basis of L 2´L2 estimates. A direct application of these estimates is to prove the global (in time) existence of small data energy solutions in low space dimensions to the corresponding semi-linear structurally damped wave models with power nonlinearties |u| p . The point in the cited paper is that from the view of decay estimates they proposed to separate (2) into "parabolic like models" with δ P p0, 1 2 q and "hyperbolic like models" with δ P p 1 2 , 1q. This comes from the properties of solutions to (2) which change completely from the former case to the latter case. After that, in the quite recent paper [11] the asymptotic profile of solutions to (2) and some of their optimal decay estimates have been explored so well. In particular, the authors provided the different approximation formulas of solutions by a constant multiple of a special function for large t ě 1 corresponding to the cases δ P p0, Concerning the more general cases of σ ě 1 to (1), the following so-called structurally damped σ-evolution equations have been well-studied in several recent papers (see, for example, [1, 2, 3, 4, 7, 8] ): # u tt`p´∆ q σ u`µp´∆q δ u t " 0, up0, xq " u 0 pxq, u t p0, xq " u 1 pxq,
where σ ě 1, δ P p0, σq and µ ą 0. Namely, the results for decay rates of solutions to (3) in the L 2´L2 theory by assuming additional L 1 regularity for the data were derived in [4] . Quite recently, taking into considerations some of decay estimates for solutions to (3) basing on the L q´Lq theory for any q P p1, 8q the authors in [3, 7, 8] have investigated pL m X L´L q and L q´Lq estimates with q P p1, 8q and m P r1, qq. More in detail, to establish this, they applied two main strategies including the theory of modified Bessel functions combined with Faà di Bruno's formula and the Mikhlin-Hörmander multiplier theorem. By using the obtained decay estimates, the novelty of the cited papers are to prove the global (in time) existence of small data Sobolev solutions from suitable function spaces basing on L q spaces and to determine critical exponents as well to some semi-linear models with power nonlinearties |u| p or |u t | p . However, one may realizes that the asymptotic profiles of solutions and the optimality of their decay rates have not been indicated in the above mentioned references clearly. For this reason, one of the main goals of this paper is to report such results for solutions to (3) . According the classification of (3) proposed in [2, 3, 7, 8] , here we want to distinguish (1) into three main models depending on the parameters a and b. In particular, the first model of our considerations is the σ-evolution equations with parabolic like structural damping corresponding to the case pa, bq " p1, 0q. In this model, we are going to show that the asymptotic profile of solutions to (1) is the same as that to the following anomalous diffusion equations (see later, Theorem 1.1):
for a suitable choice of data v 0 . The second one is the model with σ-evolution like structural damping corresponding to the case pa, bq " p0, 1q, the so-called "hyperbolic like models" in the case σ " 1. We recognize that some kind of wave structure appears and oscillations come into play from the asymptotic profile of solutions in this model (see later, Theorem 1.2). This means the above mentioned diffusion phenomenon does not happen. Our interest is the last model with mixing two distinct kinds of structural damping including parabolic like damping and σ-evolution like damping corresponding to the case pa, bq " p1, 1q, the so-called double damping terms (see, for instance, [5, 9, 10] ). This connection brings some interesting properties for solutions to (1) in the case δ 1`δ2 ą σ which inherit from the two former models (see later, Theorem 1.3). More precisely, by the presence of parabolic like damping, on the one hand, the asymptotic profile of solutions to (1) is also the same as that to (4) . On the other hand, the solutions to (1) possess the same regularity as that to the second model by the presence of σ-evolution like damping. Analyzing these properties is the second main goal of the this paper.
1.1. Notations. ‚ We write f À g when there exists a constant C ą 0 such that f ď Cg, and f « g when g À f À g. ‚ As usual, H a and 9 H a , with a ě 0, denote Bessel and Riesz potential spaces based on L 2 spaces. Here D a and |D| a stand for the pseudo-differential operators with symbols ξ a and |ξ| a , respectively. ‚ We denote p wpt, ξq :" F xÑξ`w pt, xq˘as the Fourier transform with respect to the space variable of a function w " wpt, xq. ‚ We put rss`:" maxts, 0u as the positive part of s P R. Moreover, we fix the constant m 0 :" 2m 2´m , that is,
0 pR n q cut-off nonnegative function equal to 1 for small |ξ| and vanishing for large |ξ|. We decompose a function w " wpt, xq into two parts localized separately to low and high frequencies as follows:
wpt, xq " w low pt, xq`w high pt, xq, where w low pt, xq " F´1`χp|ξ|q p wpt, ξq˘and w high pt, xq " F´1´`1´χp|ξ|q˘p wpt, ξq¯.
‚ For later convenience, we denote the following quantity:
Main results.
The following results describe the large time behavior of solutions to (1).
Theorem 1.1 (a " 1 and b " 0). Let j " 0, 1 and s ě 0. We assume the condition n ą 4δ 1 and the initial data pu 0 , u 1 q P A 
Moreover, if P 1 ‰ 0, then the following estimates hold for large t ě 1:
where C 1 and C 2 are some suitable positive constants. Theorem 1.2 (a " 0 and b " 1). Let j " 0, 1 and s ě 0. We assume the condition n ą 2σ and the initial data
Then, the Sobolev solutions to (1) satisfy the following estimates for large t ě 1:
where C 1 and C 2 are some suitable positive constants. Theorem 1.3 (a " 1 and b " 1). Let j " 0, 1 and s ě 0. Let us assume δ 1`δ2 ą σ. We suppose the condition n ą 4δ 1 and the initial data
where C 1 and C 2 are some suitable positive constants.
The organization of this paper is as follows: In Section 2, we present preliminary knowledge as the representation of solutions, pointwise estimates in Fourier space and some of decay estimates for solutions to (1) in Sections 2.1, 2.2 and 2.3, respectively. Then, we prove main results for the asymptotic profile of solutions to (1) and indicate their optimal decay estimates as well in Section 3. In particular, the proofs in Sections 3.1, 3.2 and 3.3 correspond to the cases pa, bq " p1, 0q, pa, bq " p0, 1q and pa, bq " p1, 1q.
Preliminaries
2.1. Representation of solutions. At first, using partial Fourier transformation to (1) we obtain the following Cauchy problem:
The characteristic roots are
The solutions to (12) are presented by the following formula (here we assume λ 1 ‰ λ 2 ):
Now depending on the parameters a and b we shall decompose the above representation formula of solutions to (12) into several parts as follows: ‚ a " 1 and b " 0, 1:
‚ a " 0 and b " 1:
2.2. Pointwise estimates in Fourier space. Taking account of the cases of small and large frequencies separately we have the asymptotic behavior of the characteristic roots as follows:
1. a " 1 and b " 0 :
for small |ξ|,
2. a " 0 and b " 1 :
for large |ξ|, 3. a " 1 and b " 1 :
for large |ξ|.
2.2.1.
The case a " 1 and b " 0.
Lemma 2.1. Let s ě 0 and j " 0, 1. Then, the following estimates hold:
and
where c 0 is a suitable positive constant.
2.2.2.
The case a " 0 and b " 1.
Lemma 2.2. Let s ě 0 and j " 0, 1. Then, the following estimates hold:
2.2.3.
The case a " 1 and b " 1.
Lemma 2.3. Let s ě 0 and j " 0, 1. Then, the following estimates hold:
Decay estimates.
2.3.1. The case a " 1 and b " 0.
Lemma 2.4. Let s ě 0 and j " 0, 1. Then, the following estimates hold for m P r1, 2q:
for any space dimensions n ě 1, and
for any space dimensions n ą 2m 0 δ 1 . Moreover, the following estimates hold for m P r1, 2s:
for all a ě 0 and for any space dimensions n ě 1, where c is a suitable positive constant.
Proof. First, we shall prove (13). By the first estimate in Lemma 2.1, we apply Parseval-Plancherel formula and Hölder's inequality to obtain the following estimate:
Hence, we have only to control the L m 0 norm of the above multiplier. Using Lemma 3.1 gives
This completes the proof of (13). In the same way we may arrive at the estimates from (14) to (16). Then, in order to indicate (17) and (18), we repeat the proof of (13) by using a suitable regularity of the data u 0 and u 1 . Indeed, by Lemma 2.1 we get
This completes the proof of (17). By an analogous argument we may also conclude (18). Therefore, Lemma 2.4 is proved.
Hence, we obtain decay properties of Sobolev solutions to (1).
Proposition 2.1. Let s ě 0 and j " 0, 1. Let m P r1, 2q. We assume the condition n ą 2m 0 δ 1 and the initial data pu 0 , u 1 q P pL m X H s`jσ qˆpL m X H rs`pj´1qσs`q . Then, the Sobolev solutions to (1) satisfy the following pL m X L 2 q´L 2 estimates:
2.3.2.
Lemma 2.5. Let s ě 0 and j " 0, 1. Then, the following estimates hold for m P r1, 2q:
for any space dimensions n ą m 0 σ. Moreover, the following estimates hold for m P r1, 2s:
Proof. Following the proof of Lemma 2.4 we may conclude all the desired estimates in Lemma 2.5 by the aid of the statements in Lemma 2.2.
Proposition 2.2. Let s ě 0 and j " 0, 1. Let m P r1, 2q. We assume the condition n ą m 0 σ and the initial data pu 0 , u 1 q P pL m X H s`2jδ 2 qˆpL m X H rs`2pj´1qδ 2 s`q . Then, the Sobolev solutions to (1) satisfy the following pL m X L 2 q´L 2 estimates:
2.3.3. The case a " 1 and b " 1.
Lemma 2.6. Let s ě 0 and j " 0, 1. Then, the following estimates hold for m P r1, 2q:
Proof. Following the proof of Lemma 2.4 we may conclude all the desired estimates in Lemma 2.6 by the aid of the statements in Lemma 2.3.
Proposition 2.3. Let s ě 0 and j " 0, 1. Let m P r1, 2q. We assume the condition n ą 2m 0 δ 1 and the initial data
Then, the Sobolev solutions to (1) satisfy the following pL m X L 2 q´L 2 estimates:
3. Proofs 3.1. The case a " 1 and b " 0. In order to prove Theorem 1.1, the following auxilliary results come into play.
Proposition 3.1. Let s ě 0 and j " 0, 1. Let m P r1, 2q. Then, the following estimates hold:
for any space dimensions n ą 2m 0 δ 1 .
Proof. In order to indicate Proposition 3.1, at first it is reasonable to prove the following estimates:
where c is a suitable positive constant. Then, following the proof of Lemma 2.4 we may conclude all the desired statements. In the first step, let us consider (33) in the case j " 0 to present x K 1 0 pt, ξq as follows:
" e λ 1 t´λ 1 e λ 1 t λ 1´λ2 .
By the mean value theorem we obtain e λ 1 t´e´t|ξ| 2pσ´δ 1 q " t`λ 1`| ξ| 2pσ´δ 1 q˘epωλ 1´p 1´ωq|ξ| 2pσ´δ 1t , where ω P r0, 1s. Consequently, we derivěˇˇe
Using Newton's binomial theorem we re-write´λ 1 for small frequencies in the forḿ
Therefore, we getˇˇˇe λ 1 t´e´t|ξ| 2pσ´δ 1 qˇÀ t |ξ| 2p2σ´3δ 1 q e´t |ξ| 2pσ´δ 1 q .
Thanks to the asymptotic behavior of characteristic roots for small frequencies, we may arrive at the following estimates:
Hence, the estimate (33) is true for j " 0. Now in oder to estimate (34) in the case j " 0, we can re-write
Hence, we have
Moreover, we notice that it holds
Using again the estimate (35) and the asymptotic behavior of characteristic roots for small frequencies we may conclude
Therefore, the estimate (34) is true for j " 0. By analogous arguments we also obtain the following estimates for j " 1:
Thus, it is obvious that all the estimates from (36) to (39) imply immediately (33) and (34). This completes our proof. 
Following the proof of Lemma 2.4 we derive
Therefore, combining (17), (30) and (42) we may arrive at (40). In an analogous way to get (42) we also obtain 
Combining (13) and (17), (14) and (17), (16) and (18) we get
respectively. By (41) we obtain
To control I 5 , we shall apply Lemma 3.2. Indeed, at first it is clear that using Parseval-Plancherel formula and the change of variables |ξ| " t´1
with the constant C :"`ş 8 0 |η| 2s´4δ 1`4 jpσ´δ 1 q e´2 |η| 2pσ´δ 1 q dη˘1 2 ą 0, where we used the condition n ą 4δ 1 . Then, we employ Lemma 3.2 to derive
Therefore, from all the above estimates for I k with k " 1,¨¨¨, 5 and paying attention that it holdś n 4δ 1´s 2δ 1`1
with the condtion n ą 4δ 1 we may conclude immediately (5). Then, from (5) and (44) we may arrive at the desired upper bound in the following way:
where C 2 is a suitable positive constant. Moreover, to indicate the lower bound, we can proceed as follows:
where C 1 is a suitable positive constant. Summurizing, Theorem 1.1 is proved.
3.2. The case a " 0 and b " 1. In order to prove Theorem 1.2, the following auxilliary results come into play. Proposition 3.3. Let s ě 0 and m P r1, 2q. Then, the following estimates hold:
for any space dimensions n ą m 0 σ.
Proof. To prove Proposition 3.3, we only need to show the following estimates:
where c is a suitable positive constant. Then, following the proof of Lemma 2.4 we may conclude all the desired statements. Indeed, at first let us consider (49) to re-wirte
Using the mean value theorem we have
where ω 1 P r0, 1s. Moreover, it holds for small frequencies
From (53) to (55), we imply immediately (49). In order to indicate (50), we get
Applying again the mean value theorem leads to
Proof. At first, let us re-write the expression in the L 2 norm of (59) .
Therefore, combining (22), (45) and (63) we may arrive at (59). In analogous ways to get (42) we derive the following estimates:
Then, combining (22), (46) and (64) we may conclude (60). Combining (23), (47) and (65) we may conclude (61). Combining (23), (48) and (66) we may conclude (62). Summurizing, the proof of Proposition 3.4 is completed. 
Combining (19) and (22), (20) and (22) we obtain
respectively. By (62) we derive
To control J 4 , we shall apply Lemma 3.2. First, thanks toˇˇsin`t|ξ| σ˘ˇď 1, we employ ParsevalPlancherel formula and Lemma 3.1 to get › › ›|D| s F´1´e´1 2 t|ξ| 2δ 2 sin`t|ξ| σ| ξ| σ¯p t,¨q
where we used the condition n ą 2σ and C is a suitable positive constant. Then, by Lemma 3.2 we imply immediately J 4 " o´t´n 4δ 2´s 2δ 2`σ 2δ 2¯a s t Ñ 8.
Therefore, from all the above estimates for J k with k " 1, 2, 3, 4 we may arrive at (7). Next, from (7) and (67) where C˚is a suitable positive constant. Here we notice that the integral ş 8 0 |η| 2ps´σq`n´1 e´| η| 2δ 2 d|η| is a positive constant because of the condition n ą 2σ. Thus, we conclude
ě C˚|P 1 | t´n 4δ 2´s 2δ 2`σ 2δ 2´o´t´n 4δ 2´s 2δ 2`σ 2δ 2¯ě C 1 t´n 4δ 2´s 2δ 2`σ 2δ 2
where C 1 is a suitable positive constant. Summurizing, Theorem 1.2 is proved.
3.3. The case a " 1 and b " 1. In order to prove Theorem 1.3, the following auxilliary results come into play.
Proposition 3.5. Let s ě 0 and j " 0, 1. Let us assume δ 1`δ2 ą σ. Then, the following estimates hold for m P r1, 2q:
Proof. The proof of this proposition is similar to the proof of Proposition 3.1. For this reason, we only present the steps which are different. Then, we shall repeat some of the arguments as we did in the proof of Proposition 3.1 to conclude the desired estimates. Indeed, following the proof of Proposition 3.1 it is sufficient to prove the following estimate:
where c is a suitable positive constant. Recalling the characteristic root λ 1 we re-write as follows:
where we introduce p :"
It is clear that q ă 1 for small frequencies. For this reason, applying Newton's binomial theorem giveś
Hence, a standard calculation leads tó
for small frequencies, where the condition δ 1`δ2 ą σ plays an important role. This implies immediately the following relations:
By analogous arguments as in the proof of Proposition 3.1 we may arrive at (71). Therefore, the proof of Proposition 3.5 is completed.
Following the proof of Proposition 3.2 we may conclude the following result by using Proposition 3.5 and Lemma 2.6. Combining (24) and (28), (25) and (28), (27) and (29) Then, we shall repeat some of the arguments as we did in the proof of Theorem 1.1 to conclude the desired estimates. Summurizing, Theorem 1.3 is proved.
Lemma 3.1. Let n ě 1, c ą 0, α ą 0 and β P R satisfy n`β ą 0. The following estimates hold for t ą 0: ż |ξ|ď1 |ξ| β e´c |ξ| α t dξ À p1`tq´n`β α and ż |ξ|ě1 |ξ| β e´c |ξ| α t dξ À t´n`β α .
The proof of this lemma can be found in [5] . " o`t´α˘as t Ñ 8, for all space dimensions n ě 1.
One can be found the proof of this lemma in [11] . 
