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Abstract
This report examines the localization of time harmonic high frequency modal fields in two dimensional
cavities along periodic paths between opposing sides of the cavity. The cases where these orbits lead to
unstable localized modes are known as scars. This paper examines the enhancements for these unstable
orbits when the opposing mirrors are both convex and concave. In the latter case the construction includes
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1 INTRODUCTION
Calculations of steady state electromagnetic shielding in a linear system make use of conservation of
power [1]. At high frequencies such calculations frequently make assumptions about the homogeneity of
the fields inside the shielded volume or cavity, and make use of free space or unloaded transmission and
receiving properties of apertures and antennas [1]. When losses are suﬃcient to result in a high degree
of modal overlap, statistical homogeneity of the fields are often assumed. This approach is used in mode
stirred chambers (with mechanical or other modal stirring) and in other calculations [2]. Transmission and
receiving properties of apertures and antennas in this limit also approach free space unloaded levels [3], [4].
Interest in high frequency (or high energy) behavior of modal fields has been of considerable interest
in recent years [5]. The idea of high frequency modal fields being composed of a random distribution of
plane waves [6], leading to normal distributions of the field amplitude [7], [5] has been used in various areas,
including problems in electromagetics [8]. Recently antenna radiation and coupling problems have been
investigated using these chaotic field assumptions [9], [10], [11], [12], [13]. Many experimental verifications
of predictions have also been carried out [14], [15], [16], [17].
Cavities which have boundary shapes supporting interior regions of stability can exhibit various types
of confined modes. These include whispering gallery and bouncing ball modes [18], [19], as well as modes
along closed geodesic curves [20]. These modes may be identified by means of ray tracing and examination
of stability exponents for the closed orbits. High frequency asymptotic methods have been developed to
examine these types of modes [18], [19], [20]. Such localized modes exhibit nonhomogeneous field behavior
and may have higher or lower quality factors than the homogeneous field distributions (depending on the
type of mode). Antennas and apertures in these regions will couple into these localized modes.
Enhancements along unstable periodic orbits also exist and have been called scars [21], [22], [23]. These
have been investigated extensively for the Schroedinger equation and use has been made of high frequency
(energy) semiclassical techniques [24], [25], [26], [27], [28]. Recently there has appeared discussions of
bounding levels at interior foci [29]. A method was also introduced to treat constant energy scarring
for convex wall geometries (without foci) [30], which is convenient for treatment of the time harmonic
electromagnetic problems that are the focus of this report.
This report is directed at understanding the high frequency behavior of modal fields in two dimensional
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cavities. In particular, the localization of the eigenfunctions about unstable periodic orbits, is investigated.
The approach used by Antonsen [30], on convex mirror geometries in two dimensions, is generalized by
introducing the elliptical high frequency formalism, used previously by Vaynshteyn [18] on stable orbits.
This combined approach not only gives a feel for the accuracy in the convex mirror case but also enables
us to treat unstable orbits with concave mirrors. The method is illustrated by investigating the horizontal
bouncing ball scars in the stadium cavity.
The first half of the report combines the elliptic geometry approach with the random phase reflection
coeﬃcient in the convex boundary example of the bow tie cavity. A slightly diﬀerent description of the
eigenfunctions is adopted here than in previous work, regarding the eigenfunction as asymptotically made
up of scarred projections and a random plane wave component. This view is useful in the second half of the
report on the stadium cavity. Projections of the eigenfunction and integrals of the square are calculated and
compared to previous results and to statistics assembled by numerical simulations of the eigenfunctions.
The main reason for this first half on the convex walls is to illustrate the method in a simpler geometry than
that encountered in the concave case. We also briefly consider the asymptotic nature of the construction
and how higher order approximations can be found. The asymmetrical bow tie geometry is also briefly
discussed and the odd problem statistics are constructed.
The second half of the report generalizes the method to the concave boundary example of the stadium
cavity. The complicating feature here is the presence of interior foci along the scarred orbit that must be
treated. Separate regions at the focus and on either side of it are used to construct the eigenfunction along
the orbit. The random phase reflection coeﬃcient in this case needed to be modified to have conjugate forms
on either side of the focus. Matching of the solutions in the various regions could only be accomplished
by allowing a subwavelength shift of the focal region. The normalization using the electromagnetic
energy theorem results in a principal value evaluation at the focus. Projections of the eigenfunctions and
integrals of the square are calculated and compared to statistics assembled by numerical simulations of the
eigenfunctions. Also point statistics both near the focus and away from it are discussed. Finally use of the
frequency diﬀerence between the cavity eigenvalues and the scar modes is used to determine the random
phase reflection coeﬃcient for several scar realizations in the stadium. Normalization of a single point value
along the orbit allows a quantitative comparison of the spatial distribution of the scar mode constructions
with the numerical simulations. These comparisons show agreement between the matched three regions
(with focal point region shift) and the numerical constructions.
2 CONVEX MIRRORS AND BOW TIE CAVITY
The bow tie cavity has been used as a canonical shape for an unstable ray geometry with convex
boundaries [30].
2.1 Geometry










Figure 1. Quarter bowtie cavity geometry.
The cavity boundaries are described by the intersection of circles. Ray analysis leads to foci outside the
cavity. Note that the bow tie cavity area is needed and is given in the Appendix. The length of the orbit is
taken as L and, in general, is set equal to Lx or Ly depending on which direction is being considered (in
this report these are both equal).
2.2 Previous Bow Tie Scar Model
Antonsen [30] introduced a Fourier expansion for the field along the scar (the x direction in this case)






Vp (y) cos (kpx)
where
kp = (p− 1/2)π/c , p = 1, 2, 3, ...
and the orbit length L = 2c. The Fourier amplitudes were then solved from a modal equation which
resulted from the approximation of very large radius of curvature R of the mirrors








Vp (y) ≈ 0
This form leads to a parabolic cylinder function for the field local to the scarred orbit. Unlike typical
Gaussian beam modes [18], the propagation here takes place in both the axial and transverse directions
because of the unstable mirror geometry. The transverse diﬀerential equation therefore has two solutions
which must both be considered. Antonsen [30] introduced a random phase reflection coeﬃcient with unit
magnitude to represent the reflection from the chaotic region of the cavity (the problem was taken to be
21
even in y also). The amplitude becomes









where A is the cavity area (including all four quarters of the cavity),
G1 (λ1,Λ) =
2 (Λ− 1)−1/2¯¯
U 0+ (λ1, 0)
¯¯2 = 1π (Λ− 1)−1/2 exp [πλ1/2] 21/2 |Γ (1/4− iλ1/2)|2
where U+ is a parabolic cylinder function discussed below (Γ (z) is the gamma function [31]), v is a unit











L/ [k (Λ− 1)]




Note from Γ (z) ∼ e−zzz−1/2
√
2π , z →∞ that
|Γ (1/4− iλ1/2)| ∼ e−πλ1/4 (λ1/2)−1/4
√
2π , λ1 →∞
G1 (λ1,Λ) ∼ 4/
p
(Λ− 1)λ1 ∼ 4/
q
2 (k − kp)L , λ1 →∞




(Λ− 1)−1/2 21/2Γ2 (1/4) ≈ 5.9 (Λ− 1)−1/2












λ = 2 (k − kp)L
shown as the dashed curve (the factor of four from the even symmetry about the x and y axes is included

























{sin (λ/2)− cos (λ/2)}
∼ 4√
λ

































= L2Gs (0) /A ≈ 1.3
As shown in the Appendix, the peak of the solid curve is near
λ1pk ≈ 0.17
with the value
G1 (λ1pk,Λ) ≈ 6.8 (Λ− 1)−1/2




= L2G1 (λ1pk,Λ) /A ≈ 5.2
23


















Quarter Bowtie Scar Amplitude vs. Frequency Separation
Figure 2. Comparison of bow tie scar projection, random plane wave projection, and numerical histogram
from a boundary element moment method solution.
Figure 2 also shows a comparison of the model results with a histogram made from the numerical
solution of the bow tie cavity.





(1 + L/R)2 − 1
¸2
= 2 (L/R) (2 + L/R) + 1± 2 (1 + L/R)
p
(L/R) (2 + L/R)
The plus sign Λ+ becomes the same as Λ in the limit L/R → 0, however it does not produce the same
value for the given geometry Λ+ = 3.47 versus Λ = 2.26. This is a consequence of the simplifying limit of
large radii taken in the Fourier expansion approach. The next section gives an alternative derivation of the
results using a description involving curved trajectories, which gives a feel for the accuracy of the preceding
model and allows the generalization in the following sections to the case involving unstable concave mirrors
and interior foci.
2.3 Elliptical High Frequency Analysis
Vaynshteyn [18] discusses high frequency approximations for stable modes between concave mirrors.




x = -x0 z z = 0
z -z = 0
d-d
Figure 3. Ellitical geometry applied to bow tie cavity along horizontal bouncing ball orbit.
the elliptic cylinder is fit to the local boundaries at the ends of the unstable orbit ξ = ξ0 as shown in Figure
3. The elliptic cylinder coordinates are related to the Cartesian system by means of
x = d cosh ζ sin ξ
y = d sinh ζ cos ξ
where
−∞ < ζ <∞
−π/2 < ξ < π/2
To match the local radius of curvature R at the ends of the orbit we take the focal positions (which in




2.3.1 high frequency approximation
The modes of the Helmholtz equation
25
∇2u+ k2u = 0












γ = kd = kc
p
1 +R/c
On the mirror we want
u = 0 , ξ = ±ξ0 , −ζ0 < ζ < ζ0
We assume γ >> 1 and that sinh2 ζ << 1. We take the function u to be even about the x and y axes. We
seek a solution of the form [18]
u =W (ξ, ζ) eiγ sin ξ +W (−ξ, ζ) e−iγ sin ξ











γ2 sinh2 ζ − iγ sin ξ
¢
W = 0
Now ignoring the ∂2W/∂ξ2 term [18] (note that these approximations are shown in the Appendix to be
consistent with the leading approximation) and using sinh2 ζ ≈ ζ2, we have
∂2W
∂ζ2













































This is a form of the equation of the parabolic cylinder functions. The solution that is outgoing in τ is [30]




where U (a, z) is the standard solution [31]. The parabolic cylinder function is related to other standard
definitions by [31] U (a, z) = D−a−1/2 (z). Following [30] the total transverse solution is taken as the
incident plus reflected form
ψ (s, τ) = cRe
£
U+ (s, τ) + eiΦ0U∗+ (s, τ)
¤





by Antonsen to match to the chaotic region of the cavity. The boundary conditions at the mirrors imply
u (±ξ0, ζ) =W (ξ0, ζ) eiγ sin ξ0 +W (−ξ0, ζ) e−iγ sin ξ0 = 0 , −ζ0 < ζ < ζ0
or




σ0 = arcsinh (tan ξ0) = ln [tan ξ0 + sec ξ0]
Thus we take

























where (see the Appendix) λ2± = Λ± and ± (λ± − 1) /2 = (d± c) /R.
The separation constant s is then





i = 2 (k − kp)L/ ln (Λ+)
Now if
p





LR/ (8k2) = λ1 in agreement with the previous Fourier analysis [30].












ψ (sp, τ) = cRe
£
U+ (sp, τ) + eiΦ0U∗+ (sp, τ)
¤




describes the phase relation between a wave leaving the vicinity of the unstable
periodic orbit and one returning [30] with the variation of the pth component along the orbit. Reducing the
form of this solution to the horizontal orbit τ = 0 = ζ we have x = d sin ξ and
































2.4 Spatial Variations of Eigenfunctions
It is instructive to compare the variation of the eigenfunctions on the axes with the sinusoidal
distributions and the preceding scar constructions when k → kp and sp → 0. The bow tie has c = 1 m in
both the x and y directions and has R = 10 m in the y direction and R = 1.5 m in the x direction. Figure
4 shows a scar along the y axis for kc ≈ 67.625 and kpc ≈ 67.544 for p = 22 and sp ≈ 0.260.
28
Figure 4. Electric field intensity plot for quarter bow tie cavity at a frequency of 3.2266 GHz, which is near
a vertical scar frequency.
The vertical distribution of the electric field is compared to the cosine cos (kpy) and to





Figure 6 shows a scar along the x axis for kc ≈ 61.138 and kpc ≈ 61.261 for p = 20 and sp ≈ −0.165.
The horizontal distribution of the electric field is compared to the cosine cos (kpx) and to





It is clear from the above comparisons that more than one p component is present in the spatial
distributions even when k is very near to a particular value of kp. We expect this since at high frequencies
there are high angle rays crossing the orbits from the outer chaotic regions of the cavity.
2.5 Normalization of Eigenfunctions
The method used for normalization of the eigenfunction components by Antonsen [30] is now put into


















· J∗ −E∗ · ∂J
∂ω
Integrating over the cavity volume and using the divergence theorem
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3.2266 GHz (k=67.625), kp=67.544
Figure 5. Spatial distribution of electric field along vertical scarred orbit compared to the simple sinusoid
and scar construction.
30
Figure 6. Electric field intensity plot for quarter bow tie cavity at a frequency of 2.9171 GHz, which is near
a horizontal scar frequency.
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2.9171 GHz (k=61.138), kp=61.261








×H∗ +E∗ × ∂H
∂ω
¶
· ndS = i
Z
V


























































∇×E = ∇× (uez) = ∇u× ez
and
εE ·E∗ = ε |u|2
μH ·H∗ = ε0
k2
|∇u|2






















































We now select the current to produce the pth component of the normal derivative (magnetic field) on y = 0
when k is not an eigenvalue of the cavity [30]. From Maxwell’s equation










ez · (n×H) =
i
ωμ0
ez · [n× (ez ×∇u)] = −
i
ωμ0
n · [ez × (ez ×∇u)] =
i
ωμ0










δ (n) , y = 0







































































If we assume that for high frequencies the components of the eigenfunction are approximately orthogonal





















































cos [kd sin ξ − spArcsinh (tan ξ)] /
p
cos ξ













ψ (sp, τ) = cRe
£
U+ (sp, τ) + eiΦ0U∗+ (sp, τ)
¤
If we let k approach an eigenvalue then the normal derivative of up vanishes on the scar ψ0 (sp, 0) = 0
(because we have selected the even modes across the scarred orbit). Therefore it is only the operation of








































2γψ0 (sp, 0) cos [kd sin ξ − spArcsinh (tan ξ)] /
p
cos ξ
where the metric coeﬃcients are
hζ = hξ = d
q
sinh2 ζ + cos2 ξ


















cos2 [kd sin ξ − spArcsinh (tan ξ)]
dξ
cos ξ
Now taking the normalization to be
Z
A
|u|2 dS = 1
and transforming to
35
σ = Arcsinh (tan ξ)



























cos2 (kd tanhσ − spσ) dσ
The Appendix has some comments on the simultaneous choice of normalization and current source strength

























Since we are choosing only the even eigenfunctions we must have the normal derivative vanish on the scar
orbit. This implies the resonance condition
2Re
£





U 0+ (sp, 0) + e
iΦ0U∗0+ (sp, 0) + U
∗0
+ (sp, 0) + e








U 0+ (sp, 0) = 0
− 1 + e
iΦ0
1 + e−iΦ0










Using this with the Wronskian [30]
U 0+U
∗










U 0+ (sp, 0)
¤¯¯



















U 0+ (sp, 0)
¤¯¯




















U 0+ (sp, 0)
¤¯¯
U 0+ (sp, 0)










U 0+ (sp, 0)
¤¯¯
U 0+ (sp, 0)
¯¯2 p2γ lnµd+ cd− c
¶
The phase Φ0 indicates the reflection phase of the pth component. Following Antonsen [30] the average
derivative is set by taking ∆Φ0 = 2π and the spacing between eigenvalues to be given by the Weyl




, or in two-dimensions ∆k2 = 2k∆k ∼ 4π/A [5]. In this case the
even-even eigenvalues are spaced as if the cavity had one quarter the total area [30].
∆k2 ∼ 16π/A









where v is the Gaussian random variable with unit variance discussed previously. Now introducing this








U 0+ (sp, 0)
¤¯¯
U 0+ (sp, 0)
¯¯2 lnµd+ cd− c
¶#
Thus we have the solution




















2.6 Projections Along Orbit
We now consider projections along the scarred orbit and compare scar projections with projections of
the random plane wave form of the field.
2.6.1 fourier projection
The Fourier expansion of the pth eigenfunction component is












































Now dropping the first term (which will depend on O
³
1/ (kp + kp0)
2
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cos [kpx+ p0 (x)]u (x, 0) dx
As shown in the Appendix, the pth components are asymptotically orthogonal, so that if the eigenfunction
is made up of a sum


























































































U 0+ (sp, 0)
¯¯2 = exp [πsp/2] |Γ (1/4− isp/2)|2
1¯¯
U 0+ (sp, 0)
¯¯2 ∼ 2√sp , sp →∞




and d = c
p























sp = 2 (k − kp)L/ ln (Λ+)













which is the same as Antonsen’s result [30].
2.6.3 elliptic system projection



















































cos2 [kd sin ξ − spArcsinh (tan ξ)] dξ














ξ0 = Arcsin (c/d)
which is the same answer as obtained previously.
2.6.4 random plane wave projection





















= 1, |k| = k are random vectors uniformly distributed in


























aj cos (αj + kx cos θ)
⎤
⎦ dx
















cos (kpx) cos (kpx0) cos (αj + kx cos θ) cos (αj0 + kx0 cos θ) dxdx0















cos (kpx) cos (kpx0) hcos (αj + kx cos θ) cos (αj + kx0 cos θ)iαj dxdx0











cos (k (x− x0) cos θ) = 1
2
cos (kx cos θ) cos (kx0 cos θ) +
1
2













cos (kpx) cos (kx cos θ) dx
Z c
−c









[cos (kpx− kx cos θ) + cos (kpx+ kx cos θ)] dx
Z c
−c












sin (kp − k cos θ) c
kp − k cos θ
+
sin (kp + k cos θ) c








sin (kp − k cos θ) c
kp − k cos θ
+
sin (kp + k cos θ) c
kp + k cos θ
¸2
dθ
Now when k → kp the first term peaks for θ → 0, 2π and the second term peaks for θ → π. Thus we find















kp − k + kθ2/2
¢
c











kp − k + k (θ − π)2 /2
´
c















(kp − k) c+ ζ2
¢










































= L2Gs (λ) /A
with
Gs (λ) = 4G (λ)
we obtain the previous result.
2.6.5 random plane wave projection with elliptical projection operator


























































[F+ (θ) + F− (θ)]
2 dθ













[cos {kpx+ p0 (x) + kx cos θ}+ cos {kpx+ p0 (x)− kx cos θ}] dx
Now for large k and kp we can take k → kp and the first term peaks for θ → π and the second term peaks
for θ → 0, 2π (and θ = ζ/
p
kc/2)
kp − k cos θ ≈ (kp − k) + kθ2/2
kp + k cos θ ≈ (kp − k) + k (θ − π)2 /2
and













































































































































































= L2Gs (λ) /A




















We have already shown the comparison between the numerical solution histogram and the existing
scar theory for the case where Λ ∼ 1 +
p
8L/R ≈ 2.265. Figure 8 shows a comparison of the scar theory
projections (using the preceding Vaynshteyn constructed formulas, without taking the limit as c/d → 0)
and the Fourier projections (with the Fourier series solutions) for both the scar theory and the random
plane wave fields.
Figure 9 shows the same comparison for the case where L = 2 m and R = 2 m or Λ ∼
1 +
p





(1 + L/R)2 − 1
¸2
≈ 13.93. The main reason for the discrepancy in this plot is the
approximation of d = c
p
1 +R/c = 1.732 m versus the asymptotic form d ∼
√
Rc = 1.414 m. Nevertheless,
even for such small values of the radius of curvature, the Fourier approach yields very close answers.
2.7 Integral Of Square Along Scar






u2 (x, 0) dx
If we insert the Fourier series for the eigenfunction [30]
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Random plane wave (cosine projection)
Scar theory (cosine projection)
Scar theory (Galerkin projection)
Random plane wave (Galerkin projection)
Figure 8. Comparison of scar projections and previous Fourier projections (using Fourier series solution) for
both scar theory and random plane wave field for L = 2 m and R = 10 m.
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Random plane wave (cosine projection)
Scar theory (cosine projection)
Scar theory (Galerkin projection)
Random plane wave (Galerkin projection)
Figure 9. Comparison of scar projections and previous Fourier projections (using Fourier series solution) for














































Because of the summation over p, and the repetition of the value of this sum, it is convenient to use the
abscissa
μ = (k − kp) c/π
where we do not give the value of p [30].
Alternatively if we use the elliptic system construction and the expansion






















The acceleration scheme involving the random plane wave contribution [30] is useful. It involves the














2.7.1 average of random plane wave over interval























= 1, |k| = k are random vectors uniformly distributed in









































ajaj0 cos (αj + kx cos θ) cos (αj0 + kx cos θ) dx
If we average over the amplitudes aj and regard diﬀerent j values as independent the cross terms vanish























[1 + cos (2αj + 2kx cos θ)] dαj =
1
2






hPriaj ,αj = 1/A









































ajaj0 cos (αj) cos (αj0) cos (αj + kx cos θ) cos (αj0 + kx cos θ) dx
If we average over the amplitudes aj and regard diﬀerent j values as independent the cross terms vanish
























[1 + cos (2αj)] [1 + cos (2αj) cos (2kx cos θ)] dαj =
1
4
[1 + cos (2kx cos θ)]
Now averaging over θ
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hPri = 1/ (2A)































2.7.2 comparison of integral of square
We now compare calculations of the mean of the integral of the square of the eigenfunction along the
orbit for the case where L = 2 m and R = 10 m. Figure 10 shows the original Fourier form of the terms in
the summation with various numbers of terms included. This shows that very few terms are needed; near
the peak only a single term is required to achieve reasonable accuracy.
Figure 11 shows a comparison of the Fourier trigonometric calculation versus the elliptical calculation
with a single term in the summation. They are nearly identical for this case.
Figure 12 shows the calculated histogram from the numerical calculation for the diﬀerence versus μ.
Notice that the height of the diﬀerence is overestimated by the theory by nearly a factor of two. This is also
true in the previous work [30].
It should be noted that the total integral of the square over the orbit is dominated by the level of the
random plane wave average as shown by the histogram in Figure 13.
2.8 Alternative Eigenfunction Representation and Integral Along Scar








where up are the scar components (and might be a single term or a truncated sum) and ur is the random
plane wave symmetrized field. The projections of ur on the up are removed by the final terms so we do not
double count these contributions (where we assume asymptotic orthogonality approximately holds)
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Single term of sum
Two terms
Twenty terms
Figure 10. Comparison of the mean of the integral of square of eigenfunction minus the square of the random
plane wave for various numbers of terms included in the summation. The Fourier expansion is used here.

















Scar theory (cosine projection)
Scar theory (Galerkin projection)
single term sum
Figure 11. Comparison of trigonometric functions versus elliptical functions.
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k0= 501 values 47.637-87.485
kp= 50 values 1.57-155.5
20 bins
Figure 12. Histogram for the mean integral of the square of the eigenfunction minus the random plane
wave from numerical simulation of quarter bow tie cavity with L = 2 m and R = 10 m as a function of
μ = (k − kp) c/π.
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k0= 501 values 47.637-87.485
kp= 50 values 1.57-155.5
20 bins
Figure 13. Histogram for the mean integral of the square of the eigenfunction over the scarred orbit from
the numerical simulation of the quarter bow tie cavity with L = 2 m and R = 10 m as a function of




























































































where the cross terms do not appear as a result of the definition of the constants. Then taking the mean








































ur (x00)up (x00) dx00
Z c
−c















where the averages do not apply to u2p simply because the expression is homogeneous in the random variable
v2 (which cancelled out in the previous line). Using the two dimensional correlation function [5]




(x− x0)2 + (y − y0)2
¶
but adding the image on the symmetry line y = 0, we have
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Then (we can insert averages due to the homogeneous nature of the expression)


























Now inserting the scar function



















U 0+ (sp, 0)

























U 0+ (sp, 0)
¯¯2A√2γ ln³d+cd−c´Arcsin (c/d)
and



























If we take the limit c << d (with sp not too large) we return to the Fourier form of the scar function (and
sp → λ1)















J0 (k (x− x0)) {cos kp (x− x0) + cos kp (x+ x0)} dxdx0
#
Letting u = x− x0 and v = x+ x0 (and including 1/2 for the Jacobian of the transformation) gives









































J0 (ku) sin {kp (2c− |u|)} du
#
To approximate
















J0 (2kcu) sin {2kpc (1− u)} du
¸



























































λp = 4 (k − kp) c
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, λp → −∞
where this is summed in the Appendix in terms of Fresnel integrals. Therefore
D√



















U 0+ (λ1, 0)
¯¯2











Thus with this direct inclusion of the random plane wave component in the eigenfunction we obtain the
same result [30]. This approach will prove useful in the stadium cavity in the second part of the report.
We have seen that cancellation of G1 − Gs occurs for p → 0 and λ1p, λp → ∞. For p → ∞ and
λ1p, λp → −∞, we do not see cancellation, but G1 decays exponentially. The random plane wave
















Note that we have dropped the length units here and in the graphs. The p = 0 term in this case, where













G1 (λ1pk,Λ) ≈ 2.6
Thus near the peak
D√
kL (P − Pr)
E
≈ 2.6− 0.6− 0.1 ≈ 1.9
2.9 Point Value Statistics
It is of interest to examine the statistics of some point values of the field in the cavity. It is convenient








as a function of sp ∼ λ1. We note that this quantity from the random
plane wave contribution alone is expected to approach unity for the random plane wave field out in the
volume of the cavity (away from the axis symmetry lines), approach two on the axes, and approach four at
the origin. These values agree with general trends shown on Figures 14, 15, 16, and 17.
































































































































The final integration can be carried out approximately, noting that we are eventually interested in averaging
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cos (k |x− x0|− π/4)p|x− x0| cos [kpx0 + p0 (x0)] ¡1− x02/d2¢−1/4 dx0/
Z c
−c






























cos (λ |x− x0| / (4c)− π/4)p|x− x0| dx0
where we dropped the phase and amplitude variation in the final expressions. Suppose we examine the
integral for k = kp
Z c
−c
































´ cos2 [kpx+ p0 (x)] ¡1− x2/d2¢−1/2
=









































































cos (λ |x− x0| / (4c)− π/4)p|x− x0| dx0
#
If we keep only the term for k → kp, and (from the Appendix) use the peak value as sp → 0
¯¯
U 0+ (spk, 0)
¯¯−2 ≈ 3.4
























































kL (Λ+ − 1)
Thus the first term will dominate for stability exponents very near unity. We would also expect that these
formulas give an indication of the form of the amplitude as a focus is approached, but fail to be accurate





























This behavior with stability exponent is the same as given recently by a diﬀerent method [29]. Note that
the size of the stability exponent in the bow tie cavity is connected with how close the focal point d comes





























Thus we see that there is little eﬀect from the scar. There is doubling of the random plane wave level on the
symmetry axis. We have chosen to regard this symmetry doubling as separate from the scar enhancement,
as Antonsen did.
2.9.1 point statistics from simulations
Several plots are given both out in the volume of the cavity as well as on the y axis (where L = 2 m




. This is showing a trend near four.
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k0= 501 values 47.637-84.485
kp= 50 values 1.57-155.5
25 bin
Point Value (0.0,0.0)




Au2 (0, 0.2 m)
®
and a trend toward the value two.
Figure 16 shows
­
Au2 (0, 0.6 m)
®
and a trend toward the value two.
Figure 17 shows the field out in the cavity
­
Au2 (0.5 m, 0. m)
®
, with a trend toward unity.
2.10 Odd Symmetry Along Orbit
The case where the eigenfunction exhibits odd symmetry along the scar orbit is now examined.
2.10.1high frequency elliptical solution
We take the function u to be even with respect to the y axis but odd with respect to the x axis. We
seek a solution of the form
u =W (ξ, ζ) eiγ sin ξ −W (−ξ, ζ) e−iγ sin ξ
The boundary conditions at the mirrors imply
±u (±ξ0, ζ) =W (ξ0, ζ) eiγ sin ξ0 −W (−ξ0, ζ) e−iγ sin ξ0 = 0 , −ζ0 < ζ < ζ0
or with
Ψ (σ, τ) = e−isσψ (s, τ)
we have
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k0= 501 values 47.637-84.485
kp= 50 values 1.57-155.5
25 bin
Point Value (0.0,0.2)
Figure 15. Point histogram of the electric field along y axis at y = 0.2 m where L = 2 m and R = 10 m.













k0= 501 values 47.637-84.485
kp= 50 values 1.57-155.5
25 bin
Point Value (0.0,0.6)
Figure 16. Point histogram of electric field along y axis at y = 0.6 m, with L = 2 m and R = 10 m.
63











k0= 501 values 47.637-84.485
kp= 50 values 1.57-155.5
25 bin
Point Value (0.5,0.5)
Figure 17. Point histogram of electric field out in the volume with x = y = 0.5 m.
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σ0 = arcsinh (tan ξ0) = ln [tan ξ0 + sec ξ0]
Thus we take


















The separation constant s is then





i = 2 (k − kp)L/ ln (Λ+)











ψ (sp, τ) = cRe
£
U+ (sp, τ) + eiΦ0U∗+ (sp, τ)
¤




describes the phase relation between a wave leaving the vicinity of the unstable
periodic orbit and one returning [30].
2.10.2energy theorem normalization
If we let k approach an eigenvalue then the normal derivative of up vanishes on the scar ψ0 (sp, 0) = 0
(because we have selected the even modes across the scarred orbit). Therefore it is only the operation of

















The metric coeﬃcients in this system are
hζ = hξ = d
q


























2γψ0 (sp, 0) sin [kd sin ξ − spArcsinh (tan ξ)] /
p
cos ξ


















sin2 [kd sin ξ − spArcsinh (tan ξ)]
dξ
cos ξ
Now taking the normalization to be
Z
A
|u|2 dS = 1
and transforming to
σ = Arcsinh (tan ξ)
dσ = sec ξdξ















sin2 (kd tanhσ − spσ) dσ

























Since we are choosing only the even eigenfunctions we must have the normal derivative vanish on the scar
orbit. This implies the resonance condition
2Re
£





U 0+ (sp, 0) + e
iΦ0U∗0+ (sp, 0) + U
∗0
+ (sp, 0) + e









U 0+ (sp, 0) = 0








U 0+ (sp, 0)
U∗0+ (sp, 0)
= eiΦ0
Using this with the Wronskian
U 0+U
∗









U 0+ (sp, 0)
¤¯¯



















U 0+ (sp, 0)
¤¯¯




















U 0+ (sp, 0)
¤¯¯
U 0+ (sp, 0)










U 0+ (sp, 0)
¤¯¯
U 0+ (sp, 0)










U 0+ (sp, 0)
¤¯¯
U 0+ (sp, 0)
¯¯2 lnµd+ cd− c
¶#








Thus we have the solution
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sin2 [kpx+ p0 (x)] dx

















sin [kd sin ξ − spArcsinh (tan ξ)] /
p
cos ξ
ψ (sp, τ) = cRe
£
U+ (sp, τ) + eiΦ0U∗+ (sp, τ)
¤






























sin2 [kd sin ξ − spArcsinh (tan ξ)] dξ















ξ0 = Arcsin (c/d)
which is the same answer as obtained previously in the case where the solution had even symmetry along
the orbit, except that here
kpc = pπ
2.10.4random plane wave projection






















= 1, |k| = k are random vectors uniformly distributed in


























aj cos (αj + kx cos θ)
⎤
⎦ dx

















sin (kpx) sin (kpx0) cos (αj + kx cos θ) cos (αj0 + kx0 cos θ) dxdx0















sin (kpx) sin (kpx0) hcos (αj + kx cos θ) cos (αj + kx0 cos θ)iαj dxdx0
with











cos (k (x− x0) cos θ) = 1
2
cos (kx cos θ) cos (kx0 cos θ) +
1
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sin (kpx) sin (kx cos θ) dx
Z c
−c









[cos (kpx− kx cos θ)− cos (kpx+ kx cos θ)] dx
Z c
−c












sin (kp − k cos θ) c
kp − k cos θ
− sin (kp + k cos θ) c








sin (kp − k cos θ) c
kp − k cos θ
− sin (kp + k cos θ) c
kp + k cos θ
¸2
dθ
Now when k → kp the first term peaks for θ → 0, 2π and the second term peaks for θ → π. Thus we find














kp − k + kθ2/2
¢
c











kp − k + k (θ − π)2 /2
´
c















(kp − k) c+ ζ2
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Introduction of the symmetries gives
Gs (λ) = 4G (λ)
the same as the even case.
























= 1, |k| = k are random vectors uniformly distributed in




























[F+ (θ) + F− (θ)]
2 dθ













[cos {kpx+ p0 (x)− kx cos θ}− cos {kpx+ p0 (x) + kx cos θ}] dx
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Now for large k and kp we can take k → kp and θ → 0, π (and θ = ζ/
p
kc/2)
kp − k cos θ ≈ (kp − k) + kθ2/2
kp + k cos θ ≈ (kp − k) + k (θ − π)2 /2
and





















































































































the same as the even case.
Thus the odd symmetry along the orbit results in the same statistics but with resonances at kpc = pπ
instead of at kpc = (p− 1/2)π.
2.11 Odd Symmetry Perpendicular To Orbit
The case where the electric field is odd with respect to the normal direction to the orbit is now
considered. This will be useful to consider before treating the case where the bow tie cavity is asymmetric
with respect to the normal direction to the orbit. To start this problem we first require a form of the
normalization condition that can be used for this parity (as well as in the asymmetric case).
72
2.11.1second normalization condition






where u+p is the pth component of the eigenfunction immediately above the orbit and u−p is the pth
component immediately below the orbit. The energy theorem [33] with magnetic currents is found from
Maxwell’s equations
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· J∗m + i
∂ (ωε0)
∂ω
E · E∗ + i∂ (ωμ0)
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H ·H∗






×H∗ +E∗ × ∂H
∂ω
¶
· ndS = i
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∇×E = ∇× (uez) = ∇u× ez
and
∇×E = ∇u× ez = iωμ0H
ex · (∇u× ez) = ey ·∇u =
∂u
∂n
εE ·E∗ = ε |u|2
μH ·H∗ = ε0
k2
|∇u|2























































































































Now in this case we regard the magnetic field ∂up/∂n as continuous across the scar and the electric field up
as discontinuous, when the magnetic current drive is present. As resonance is approached, the discontinuity

































































2.11.2odd normal scar problem




U+ (sp, τ) + eiΦ0U∗+ (sp, τ)
¤
cos [kd sin ξ − spArcsinh (tan ξ)] /
p
cos ξ
















to determine the normalization. The resonance condition is
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U 0+ (sp, 0) + e
iΦ0U∗0+ (sp, 0)
¤
cos [kd sin ξ − spArcsinh (tan ξ)] /
p
cos ξ
= − c|U+ (sp, 0)|2






+ − U∗0+U+ = i













cos2 [kd sin ξ − spArcsinh (tan ξ)] dξ/ cos ξ
Transforming to
σ = Arcsinh (tan ξ)

































cos2 (kd tanhσ − spσ) dσ



















































The only diﬀerence between this amplitude for the odd case and the amplitude in the even case is that the














´ cos [kd sin ξ − spArcsinh (tan ξ)] /pcos ξ
Now let us find the projection




























Transforming to elliptic cylinder coordinates
V 0p = −2
Z ξ0
0




































cos2 [kd sin ξ − spArcsinh (tan ξ)]
dξ
cos ξ
























´ ln (sec ξ0 + tan ξ0)
sinhσ0 = tan ξ0
sec ξ0 = coshσ0
ln (sec ξ0 + tan ξ0) = σ0















cos2 (kd tanhσ − spσ) dσ











































and U is the standard parabolic cylinder function [31], with limit










































sp = 2 (k − kp)L/ ln (Λ+)
Noting the asymptotic form
1
π
2−1/2eπsp/2 |Γ (3/4− isp/2)|2 ∼ √sp , sp →∞


















2.11.3random plane wave odd projection
Suppose we use the random plane wave representation and take the projection with




























= 1, |k| = k are random vectors uniformly distributed in


































F 0+ (θ) + F
0













[cos {kpx+ p0 (x) + kx cos θ}+ cos {kpx+ p0 (x)− kx cos θ}] sin θdx
Now for large k and kp we can take k → kp and θ → 0, π (and θ = ζ/
p
kc/2)
kp − k cos θ ≈ (kp − k) + kθ2/2
kp + k cos θ ≈ (kp − k) + k (θ − π)2 /2
and









(π − θ) cos
n³
























(π − θ) cos
n³













































































































= L2G0s (λ) /A















































































sp = λ/ ln (Λ+)
Figure 18 shows a comparison of the odd scar projection (solid curve) and the random plane wave
projection (dashed curve is the preceding simplified expression). The dotted curve is the large sp form of
the odd scar theory (it is set to zero for negative sp). There is no enhancement of the field relative to the
random plane wave projection but there is a reduction (antiscar) for sp < 5. However because the scaling
here is (kL)3/2 versus (kL)1/2 in the even case, the contribution from the odd case is correspondingly
smaller.
Figure 19 shows the comparison between the histogram generated along the L = 2 m and R = 10 m
orbit in the symmetric bow tie for the odd problem (normal derivative of the field) along with the odd scar
theory projection and the random plane wave projection.
2.12 Asymmetric Bow Tie Cavity
The case where the outer regions are not symmetrical is now considered. We first generalize the original
energy theorem to the case where the function is not even on the orbit.
2.12.1first normalization condition















with in this case
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Random Plane Wave Projection
Figure 18. Comparison of scar projection and random plane wave projection for electric field which is odd
with respect to the normal of the orbit. Geometry is L = 2 m and R = 10 m. The dotted curve is the
asymptotic scar projection for large sp.
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Quarter Bowtie - Odd Case
k0= 502 values 47.616-87.944
kp= 50 values 1.57-155.5
50 bins
Integrate from (0,0) to (0,1)
Figure 19. Odd problem in symmetric bow tie cavity. Histogram is for the projection of the normal derivative













δ (n) , y = 0

































Taking the eigenfunction as real and assuming the integrals along the scar produce approximate





































































































Now noting that we eventually want to take the limit as the eigenfunction derivative becomes continuous



































2.12.2even and odd decomposition
Suppose we decompose the general field by writing




ψ = ψe + ψo








U+ (sp, |τ |) + eiΦ1U∗+ (sp, |τ |)
¤
sgn (τ)
where in the asymmetric case we have two random phase functions. Note that the even solution is
continuous at τ = 0, whereas the odd solution has continuous normal derivative at τ = 0. Thus the scar























U 0+ (sp, 0)
¤2¯¯
U 0+ (sp, 0)
¯¯2
whereas continuity of the field only involves the odd part
2Re
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eiΦ1 = −U+ (sp, 0)
U∗+ (sp, 0)
= − [U+ (sp, 0)]
2
|U+ (sp, 0)|2


























































































where only the even condition shows up in the first and only the odd shows up in the second. Thus we
end up with two separate two-by-two systems for the coeﬃcients and for the resonant frequencies. Since
we have assumed that the local geometry is completely symmetric, this splitting is not too surprising.
The question is if and how the random phases are connected (should even and odd resonant frequencies
be degenerate?). We anticipate that as k → kp the coupling between even and odd problems is reduced,
since the local geometry is symmetric and the ray ”spends large amounts of time” in the region of the scar.
If the phases are not correlated, then the even and odd scar modes will in general resonate at diﬀerent
eigenfrequencies. There could be accidental degeneracies if the two phases are realized in a certain way to
make the two resonant frequencies the same, but in general they will be distinct. This means that statistics
along the scarred orbit in the general case will be the same as the even case for Ez and the same as the odd
case for Hx (assuming the area is maintained the same). Note that the frequency derivatives of the phase
functions will be approximately the same as in the symmetric cavity since the average modal spacing for
each set of modes is expected to be the same.
2.12.3comparisons of even-odd theory with asymmetric simulations
The asymmetric bow tie cavity has L = 2 m and R = 10 m along the orbit. The other two radii are
R = 1.5 m and R = 2 m, creating the asymmetry. Figure 20 shows the projection of the electric field along
the orbit compared to the even scar theory. The agreement looks similar to the symmetric cavity results.
Figure 21 shows a comparison of the asymmetric cavity histogram for the projection of the normal
derivative of the electric field on the orbit with the odd theory. The results look similar to the symmetric
cavity for the odd case.
Figure 22 shows electric field intensity for a typical eigenmode in the top half of the asymmetric bow
tie cavity. The chaotic nature of the field for typical eigenfunctions is apparent.
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k0= 947 values 41.888-83.755
kp= 50 values 1.57-155.5
50 bins
Integrate from (0,0) to (0,1)
Figure 20. Comparison of histogram for the projection of the electric field along the orbit in the asymmetrical
bow tie cavity with the even theory and random plane wave projection.
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Asymmetric Half Bowtie - Odd Case
k0= 945 values 41.909-83.730
kp= 50 values 1.57-155.5
50 bins
Integrate from (0,0) to (0,1)
Figure 21. Histogram is for the projection of the normal derivative of the field on the orbit (magnetic field) in
the asymmetric bow tie cavity. Theory is odd scar mode projection and odd random plane wave projection.
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Figure 22. The electric field intensity of a typical eigenfunction in the asymmetric bow tie cavity showing
random behavior.
Figure 23 shows electric field intensity for a vertical scar p = 15 in the top half of the asymmetric bow
tie cavity.
Figure 24 shows electric field intensity for another vertical scar p = 19 in the top half of the asymmetric
bow tie cavity.
Figure 25 shows electric field intensity for a horizontal scar along the symmetry line in the top half of
the asymmetric bow tie cavity.
3 CONCAVE MIRRORS AND STADIUM CAVITY
The stadium cavity will be used as a canonical example of an unstable cavity with concave walls. The
application of the scar theory of Antonsen to the stadium cavity with a bouncing ball mode between the
concave walls is now considered.
3.1 Geometry
Taking the wall radius of curvature to be R and the path across the major axis to be L > 2R, we write
the stability exponents as (here we reverse the sign of R for the concave mirror from the formulas above in
the bow tie cavity for the convex mirror)
89
Figure 23. Vertical scar electric field intensity in asymmetric bow tie cavity kc ≈ 45.654 and with p = 15,
kpc ≈ 45.5531.
Figure 24. Another vertical scar electric field intensity plot with kc ≈ 58.065 and with p = 19, kpc ≈ 58.12.
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Figure 25. Horizontal scar electric field intensity in asymmetric bow tie cavity.
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(L/R− 1)2 − 1
¸2
Λ+ = 2 (L/R− 2) (L/R) + 1 + 2 (L/R− 1)
p
(L/R− 2) (L/R)
If we take L = 2.2R (we are using L = 0.55 m and R = 0.25 m in these short stadium examples) then
Λ+ = 3.472
For this geometry we chose the value of Λ+ to be the same as in the bow tie cavity and intended to apply
the same scar theory results. However it is clear from a picture of the fields in Figure 26 that more is going
on (for example, the hot spot at the focus).
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Figure 26. Bouncing ball mode along horizontal axis in stadium cavity at 4.205 GHz. The geometry has
L = 0.55 m and R = 0.25 m.
The resonance condition can be easily found by tracing a ray along the orbit. Starting at the origin
using time dependence e−iωt, we reflect oﬀ the mirror at x = c with a π phase shift, then pass through the
right focal point with a −π/2 phase shift [34], and back to the origin with 2pπ total phase accumulation
(required at the symmetry line).
2kpc+ π − π/2 = 2pπ , p = 1, 2, ...
Because of the foci, the simple Fourier expansion of the field used in the convex case is not justified.
We break up the cavity into three regions and assume evenness of the field. Region 1 is between foci and
Region 2 is outside the foci. Region 3 is in the vicinity of the foci. We now want to solve the problem
between concave mirrors containing two foci. Here we will apply Vaynshteyn’s method along the major axis
of the elliptical cavity. We can adjust the ellipse to match local curvature and separation distances of the
stadium.
3.2 Elliptical High Frequency Analysis In Outer Two Regions
Vaynshteyn has treatments for stable modes between concave mirrors. Here we wish to consider the
generalization to unstable modes between concave mirrors. Following Vaynshteyn [18] we have Figure 27
where




x = -x0 z z = 0
z -z = 0
d-d
Figure 27. Elliptic cylinder geometry for modeling stadium horizontal scar.
y = d sinh ζ cos ξ
−∞ < ζ <∞




c = d cosh ζ0
On the mirror we have
x = d cosh ζ0 sin ξ
y = d sinh ζ0 cos ξ
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q
1− [y/ (d sinh ζ0)]
2 = sin ξ
As y → 0 we have
sin ξ ∼ 1− 1
2
[y/ (d sinh ζ0)]
2
and





On a circle of radius R, centered at (x0, 0) where x0 = d cosh ζ0 −R, we can write
(x− x0)2 + y2 = R2
x = d cosh ζ0 −R+
p




R = d sinh2 ζ0/ cosh ζ0
Also
R = d (cosh ζ0 − 1/ cosh ζ0)
c = d cosh ζ0
and
R = c− d2/c
d =
p
c (c−R) = c
p
1−R/c
3.2.1 modal description in region one: between foci
Figure 28 shows the regions near the scarred orbit on the major axis.
The modes of the Helmholtz equation
∇2u+ k2u = 0














x = -x0 z z = 0
z -z = 0
d-d 1 2
3




γ = kd = kc
p
1−R/c
We assume γ >> 1. On the mirror we want
u = 0 , ζ = ±ζ0 , ξ0 < |ξ| < π/2
We will solve the problem separately in the several regions of the stadium cavity. We assume in the
first region that we are inside the foci with −ξ0 < ξ < ξ0 and that near the orbit we have sinh2 ζ << 1. We
take the function u to be even about the x and y axes. We seek a solution of the form [18]
u =W (ξ, ζ) eiγ sin ξ +W (−ξ, ζ) e−iγ sin ξ , |ξ| < ξ0











γ2 sinh2 ζ − iγ sin ξ
¢
W = 0
Now ignoring the ∂2W/∂ξ2 term [18] and using sinh2 ζ ≈ ζ2, we have (this is the first term of an asymptotic
series as discussed in the appendix)
∂2W
∂ζ2





















= arcsinh (tan ξ)
























This is a form of the equation of the parabolic cylinder functions. The solutions are (we are using notation
and normalization consistent with Antonsen [30])
ψ (s, τ) = cRe
£
U+ (s, τ) + eiΦ0U∗+ (s, τ)
¤




where U (a, z) is the parabolic cylinder function in Abramowitz [31]. The transverse boundary condition in




which was introduced by Antonsen to match to the chaotic
region of the cavity. The asymptotic form of the parabolic cylinder function gives
U+ (s, τ) ∼ eiτ
2/4−(1/2−is) ln τ = eiτ
2/4τ is−1/2 , τ → +∞
3.2.2 modal description in region two: outside foci
In the second region outside the foci we assume that −ζ0 < ζ < ζ0 and that cos2 ξ << 1. We seek a
second solution of the form
u =W (ξ, ζ) eiγ cosh ζ +W (−ξ, ζ) e−iγ cosh ζ , |ξ| > ξ0
x = d cosh ζ sin ξ
y = d sinh ζ cos ξ
Note that the sign change in the exponential goes with the sign change of ξ before the limit ξ → π/2 is
applied. The parity in ξ is actually required since the Region 1 matching (which is even in ξ) will make the
disjoint region two’s have even parity also. The fact that this introduces the standing wave in Region 2 is
comforting.
In this second region we could also change the coordinate system to have, −π < ξ < π, and 0 < ζ <∞.





















iγ cosh ζ + γ2 cos2 ξ
¢
W = 0










−iγ cosh ζ + γ2 cos2 ξ
¢
W = 0
The original equation is not recovered by choosing a change in sign of ξ. It can be recovered by a ±iπ shift
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in ζ where cosh (ζ ± iπ) = − cosh ζ and sinh (ζ ± iπ) = − sinh ζ. Let us take
u =W (ξ, ζ) eiγ cosh ζ +W (ξ, ζ − iπ) e−iγ cosh ζ , |ξ| > ξ0
Now ignoring the ∂2W/∂ζ2 term and using cos2 ξ = cos2 (π/2− |ξ|− π/2) = sin2 (π/2− |ξ|) ≈
(π/2− |ξ|)2, we have
∂2W
∂ξ2





iγ cosh ζ + γ2 (π/2− |ξ|)2
i
W ≈ 0




< π/2− ξ0. To generalize to both sides
of Region 2 we can take ξ0 = ±π/2− ξ
∂2W
∂ξ02





iγ cosh ζ + γ2ξ02
¢
W ≈ 0
(If we avoided the focal region, should we connect the region with y > 0 interior to the focus to the region
y < 0 outside the focus? Does this lead to a more symmetrical looking transverse solution? In other words


















































σ00 = ln [tanh (ζ0/2)]
p
sinh (ζ − iπ)→ −i
p
sinh ζ
Note that this sign of the square root agrees with that used in the ray tracing phase shift through the focus.
Because of the mirror boundary condition this equation must be integrated under the restriction that
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Ψ (σ00, τ
0) = Ψ (−σ00, τ 0) eiχ
χ = −2γ cosh ζ0 + π (2n− 1) + π/2 = −kL+ π (2n− 1) + π/2
Letting
Ψ (σ0, τ 0) = e−is











The mirror condition gives
1 = ei2s
0σ00+iχ
2s0σ00 + χ = 2mπ
2s0σ00 = 2mπ + kL− π (2n− 1)− π/2 = 2 (m− n)π + π/2 + kL
= − (2p− 1/2)π + kL = (k − kp)L
where
kpL = π (2p− 1/2)
p = 1, 2, ...
We take the real part at the end of the Region 2 construction.
3.2.3 more symmetrical version of region two solution
It turns out to be convenient to take the solution in Region 2 as
u = e−iπ/4
£
W (ξ, ζ) eiγ cosh ζ +W (ξ, ζ − iπ) e−iγ cosh ζ
¤
, |ξ| > ξ0
This choice eliminates a factor eiπ/4 that would appear in subsequent sections.
3.2.4 more general version of region two solution
To make sure we have not missed any choices in the second solution, suppose we take the solution in
Region 2 to be more generally
u = e−iπ/4−iΦ1/2
£
W (ξ, ζ) eiγ cosh ζ + eiΦ1W (ξ, ζ − iπ) e−iγ cosh ζ
¤











ψ (s0, τ 0) cos (γ cosh ζ − s0σ0 − π/4− Φ1/2)
where
ψ (s0, τ 0) = cRe
h












ξ0 = ±π/2− ξ
2s0σ00 = 2s






= ln [tanh (ζ/2)]
The mirror condition gives
cos (γ cosh ζ0 − s0σ00 − π/4− Φ1/2) = cos (kpc− π/4− Φ1/2) = 0
or
kpc− π/4− Φ1/2 = π (p− 1/2)
At this point we can think of kp and hence s0 as still arbitrary (kp and s0 are directly related). The
introduced phase Φ1 is selected to match the mirror boundary condition.
3.2.5 modified region one solution
Because the solution must be even in ξ we can write in Region 1
u = C
£
W (ξ, ζ) eiγ sin ξ +W (−ξ, ζ) e−iγ sin ξ
¤

















γ cos ξ0 − sσ
¢
, ξ0 = π/2− ξ
For matching purposes (with Region 2) it is convenient to take
ψ (s, τ) = cRe
h







= arcsinh (tan ξ)




















3.3 Behavior Near Focal Region And Matching
We now consider matching through the focal region.
3.3.1 approach of focal point
We first take the limits of the outer two regions as the focal region is approached. However to allow
flexibility in phase matching at the focus, we will allow the focal point to shift by a small amount in the
Region 1 and Region 2 solutions (this is somewhat similar to matching done in a nonlinear shock problem
[35] where the matching boundary is allowed to vary to first order in position) relative to the Region 3
solution
d→ d+ δ
γ → γ + kδ

























, ξ0 → 0
























+ kδ − s0 ln (ζ/2)− π/4− Φ1/2
¤
, ζ → 0
where
s0 ln [tanh (ζ0/2)] = (k − kp) c
kpc− π/4− Φ1/2 = π (p− 1/2)
3.3.2 small shift in focal position




x = d cosh ζ sin ξ = d cosh ζ cos ξ0 ∼ d
¡
1 + ζ2/2− ξ02/2
¢
y = d sinh ζ cos ξ = d sinh ζ sin ξ0 ∼ dζξ0
to the focal coordinate system (x0, y0) or
³bξ0,bζ´ with
x− δ = x0 = d coshbζ cosbξ0 ∼ d³1 + bζ2/2− bξ02/2´
y = y0 = d sinhbζ sinbξ0 ∼ dbζbξ0
Thus the small shift δ enters as an additive correction as in the preceding section.
3.3.3 focal region three



















sinh2 ζ + cos2 ξ
¢
u = 0




























































Thus we find parabolic cylinder equations in both directions. Letting
ξ0
p
2γ = τ 0
























u = XZ = C0cRe
£

































































Expanding as we leave the focal region
U+ (s, τ) ∼ eiτ
2/4−(1/2−is) ln τ = eiτ
2/4τ is−1/2 , τ → +∞

































, Region 3→ 1
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, Region 3→ 2

























, ξ0 → 0























+ kδ − s0 ln (ζ/2)− π/4− Φ1/2
¤
, ζ → 0
in Region 2, where
s0 ln [tanh (ζ0/2)] = (k − kp) c
kpc− π/4− Φ1/2 = π (p− 1/2)














− Φ0/2 = γ + kδ − Φ1/2 + n0π
and the amplitudes match if
C0 (2γ)
−1/4 cos (Φ00/2) = C (−1)
n
C0 (2γ)
−1/4 cos (Φ0/2) = (−1)n
0
3.3.4 evenness conditions on scar
Because we have selected the even functions with respect to the normal to the scarred orbit, we must









= 0 = Re
h
e−iπ/4U 0+ (s, 0) + e
iπ/4eiΦ0U∗0+ (s, 0)
i
where the left side is the Region 2 form and the right side is the Region 1 form. If we write the real part as









U 0+ (s, 0)
U∗0+ (s, 0)
Using the properties of the parabolic cylinder functions and s = −s0





e−iπ/4U 0+ (s, 0) = e
−π(s+i5/2)/4U 0 (−is, 0) = −
h










0+i3/2)/4U 0 (−is0, 0)
i∗
= −eπs0/2U∗0+ (s0, 0)
Taking negative the ratio of this to its conjugate gives
eiΦ0 = i
U 0+ (s, 0)
U 0∗+ (s, 0)
= −
U∗0+ (s0, 0)





Φ00 = −Φ0 + 2jπ , j = 0,±1,±2, ...
but the multiple of 2π does not seem to add anything and thus we take
Φ00 = −Φ0
The single remaining condition then determines s0 = −s given a value of the reflection phase Φ0. Note
that this choice of reflection phase conjugate implies that the incoming wave from the outer region travels
toward the scarred orbit in one region, but on the other side of the focus travels away from the scarred
orbit. This construction of the transverse dependence has thus allowed a consistent solution between the
two regions to be found.
3.3.5 summary of conditions




0, 0) + e−iΦ0U∗0+ (s
0, 0)
¤
= 0 = Re
h
e−iπ/4U 0+ (−s0, 0) + eiπ/4eiΦ0U∗0+ (−s0, 0)
i
(the two conditions are now consistent) determines s0 given Φ0. From the mirror condition
Φ1/2 = kpc− π (p− 1/4)
where kp and s0 are related by
106
s0 ln [tanh (ζ0/2)] = (k − kp) c
This can also be written in terms of the stability exponents as





= 2 (k − kp)L/ ln (Λ+)
where




























and where λ2± = Λ±, λ+λ− = 1 = Λ+Λ− and (λ± + 1) /2 = (c± d) /R. The phase matching conditions can
be written as
Φ1/2 = π (n+ n0)






− Φ0/2 + nπ






It appears like the phase Φ1/2 adds nothing since it must be a multiple of π and sign changes in the Region
2 solution due to this phase are accompanied by sign changes in C and in the Region 1 solution (which thus
can be absorbed into the amplitude coeﬃcients). Furthermore the factor sec (Φ0/2) only enters because we
failed to set the problem up with symmetrical factors exp (±Φ0/2) in the combinations of parabolic cylinder
functions.
3.3.6 final set of conditions
Thus if we set Φ1 to zero we have the evenness condition across the scar orbit to determine the allowed








We have the mirror conditions which connect the separation constant values and the resonant frequencies k
kpc = π (p− 1/4)
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s0 ln [tanh (ζ0/2)] = (k − kp) c
We also have the focal point shift δ






− Φ0/2 + nπ
and the amplitude constants (here we note that if n and n0 are both even or odd C is one, but if they have
opposite parities, then C = −1 which cancels the phase shift Φ1/2 then an odd multiple of π)
C = 1
C0 = (−1)n (2γ)1/4 sec (Φ0/2)
The transcendental equation for s0 can be written as
e−iΦ0 + e−iπ3/42is
0 Γ (is0/2 + 1/4)
Γ (−is0/2 + 1/4) = 0





Γ (−is0 + 1/2) {cosh (πs0/2) + i sinh (πs0/2)} = 0
To get a feel for the connection with Φ0 for small s0 we can expand as
Γ (is0/2 + 1/4)
Γ (−is0/2 + 1/4) ∼
1 + ψ (is0/2 + 1/4) (is0/2) +
h
{ψ (is0/2 + 1/4)}2 + ψ0 (is0/2 + 1/4)
i
(is0/2)2 /2
1 + ψ (−is0/2 + 1/4) (−is0/2) +
h




1 + ψ (1/4) (is0/2) +
h
{ψ (1/4)}2 + ψ0 (1/4)
i
(is0/2)2 /2
1 + ψ (1/4) (−is0/2) +
h
{ψ (1/4)}2 + ψ0 (1/4)
i
(−is0/2)2 /2
∼ [1 + ψ (1/4) (is0/2)]
h
1− ψ (1/4) (−is0/2) + {ψ (1/4) (−is0/2)}2
i
∼ 1 + is0ψ (1/4)− 1
2
s02 {ψ (1/4)}2
where ψ (z) is the digamma function [31].
3.3.7 focal shift in simulations
In the calculations of the focal point shift we use
kpc = π (p− 1/4)
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and the focal point shift δ






− (Φ0 + π/4 + s0 ln 2) /2 + (n+ 1/8)π
The transcendental equation for s0 can be written as
e−i(Φ0+π/4+s
0 ln 2) =
Γ (is0/2 + 1/4)
Γ (−is0/2 + 1/4)
giving






+ argΓ (1/4 + is0/2) + (n+ 1/8)π
3.3.8 focal shift examples
We now look at several examples of focal shift that are used in spatial comparisons between the theory
and the numerical simulations in the next section.
Note that if k → kp, and therefore s0 → 0, the chaotic phase becomes
e−iΦ0 + e−iπ3/4 = 0
or
Φ0 ∼ 3π/4 + (2m− 1)π
The focal shift in this case becomes
kpδ ∼ −kpd− Φ0/2 + nπ ∼ −kpd+ (n−m+ 1/8)π
Thus in this case denoting the shift by δ0
kp (d+ δ0) ∼ (n−m+ 1/8)π
Note that we can set m = 0
Φ0 = −π/4
kpδ0 ∼ −kpd+ (n+ 1/8)π
C0 = (−1)n (2γ)1/4 sec (Φ0/2)
Let us examine the reflected phases below when we do not have k = kp (or s0 = 0 and Φ0 = −π/4) to
see what the evenness conditions look like. The values of k near kp are found from the numerical simulations
of the eigenvalues in each of these examples. This wave number eigenvalue is used to determine s0. Next,
Φ0 is found from the transcendental equation; we first use the small s0 expansion to do this, followed by the
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exact transcendental equation relation. These values are then used to determine the shifted focal point
location. Because we used a phase matching condition for the focal point shift, there is a set of discrete
choices possible for this focal point location. We explore these and examine which one seems to agree with
the spatial distribution from the simulations. The choice that agrees with the numerical simulation is listed
and the comparison it gives to the spatial variations of these scars with the numerical eigenfunctions are
illustrated in the next section. It appears in these examples that the focal point selection is the first one to
the right of the geometrical location d = c
p
1−R/c.
Using the resonant frequency
kpc = (p− 1/4)π
we find
(d+ δ0) /c ∼ (n+ 1/8) / (p− 1/4)
δ0/c =
n+ 1/8








For p = 8 (note that d/c = 0.3015, and from the simulation f = 4.205 GHz, k = 0.9955kp so that from





we find s0m = 0.3520, and from the expansion Φ0 = −π/4 + 1.2441, whereas an
exact evaluation of the transcendental equation yields Φ0 = −π/4 + 1.0743) with varying n we have
(d+ δ0) /c ≈ 0.2742, 0.4032, 0.5323, 0.6613
The approximate form of the transcendental equation
e−iΦ0 + e−iπ3/4 [1 + is0 (ln 2 + ψ (1/4))] = 0
with
ψ (1/2) = ψ (1/4) + ln 2 + π/2 = −γ0 − 2 ln 2
γ0 = 0.5772
gives
e−iΦ0 + e−iπ3/4 [1− is0 (γ0 + 2 ln 2 + π/2)] ≈ e−iΦ0 + e−iπ3/4 [1− is03.5343]
≈ e−iΦ0 + e−iπ3/4−is03.5343 = 0
and thus
Φ0 = −π/4 + s0 (γ0 + 2 ln 2 + π/2)
Therefore plugging this expansion into the actual shift formula
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− Φ0/2 + nπ
kpc = π (p− 1/4)





gives (we ignore terms of order (k − kp) δ)








+ (γ0 + π/2) /2
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s0 + π (n+ 1/8)− π (p− 1/4) d/c
Alternatively if we use the exact form
e−iΦ0 = eiπ/42is
0 Γ (is0/2 + 1/4)




s0 ln 2− argΓ (1/4 + is0/2)
2 argΓ (1/4 + is0/2) = ln
∙
Γ (1/4 + is0/2)
Γ (1/4− is0/2)
¸
kp (d+ δ) ∼ (kp − k) d− s0 ln (2
√
γ) + argΓ (1/4 + is0/2) + (n+ 1/8)π






























− Φ0/2 = −0.717− 0.622
and
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(d+ δ) /c ≈ 0.2192, 0.3482, 0.4773, 0.6063
d+ δ ≈ 0.06028, 0.09576∗, 0.1313, 0.1667
or using the exact transcendental equation values for the phase
(d+ δ) /c ≈ 0.2227, 0.3517, 0.4808, 0.6098
d+ δ ≈ 0.06124, 0.09672∗, 0.1322, 0.16769
The entry with the asterisk corresponding to n = 3 is the one immediately to the right of the geometric
focal point and the one used in the simulation comparison. Note that the coeﬃcient of the Region 3 solution
has a factor of (−1)n = −1 for all cases where n is odd.
The second example p = 9 (f = 4.768 GHz, k = 0.9997kp and s0 = 0.02641, Φ0 = −π/4 + 0.09336, and
exact evaluation of the transcendental equation yields Φ0 = −π/4 + 0.09321)
(d+ δ0) /c ∼ (n+ 1/8) / (p− 1/4)
(d+ δ0) /c ≈ 0.24286, 0.35714, 0.47143, 0.58571
(d+ δ) /c ≈ 0.2385, 0.35275, 0.46704, 0.57635
d+ δ ≈ 0.06558, 0.097006∗, 0.12844, 0.1585
or using the exact transcendental equation values for the phase
(d+ δ) /c ≈ 0.2385, 0.35275, 0.46704, 0.57635
d+ δ ≈ 0.06558, 0.097006∗, 0.12844, 0.1585
where n = 3 for the solution with the asterisk. The simulation yielded a focus at 0.0986 m.
The third example p = 10 (f = 5.276 GHz, k = 0.99276kp and s0 = 0.71313, Φ0 = −π/4 + 2.5204, and
exact evaluation of the transcendental equation yields Φ0 = −π/4 + 1.5672, the error being caused by the
large size of s0 in this case) and
(d+ δ0) /c ≈ 0.21795, 0.32051, 0.42308, 0.52564
(d+ δ) /c ≈ 0.1267, 0.2293, 0.33185, 0.4344
d+ δ ≈ 0.03485, 0.06305, 0.09126∗, 0.1195
or using the the exact transcendental equation values for the phase
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(d+ δ) /c ≈ 0.1423, 0.24484, 0.34741, 0.4500
d+ δ ≈ 0.03913, 0.06733, 0.09554∗, 0.12374
where n = 4 for the solution with the asterisk. Another scar associated with p = 10 is at k > kp. This has
(f = 5.3307 GHz, k = 1.003048kp and s0 = −0.3000, Φ0 = −π/4 − 1.06024, and exact evaluation of the
transcendental equation yields Φ0 = −π/4− 0.93965)
(d+ δ0) /c ≈ 0.21795, 0.32051, 0.42308, 0.52564
(d+ δ) /c ≈ 0.2563, 0.3589, 0.46146, 0.5640
d+ δ ≈ 0.07049, 0.09869∗, 0.1269, 0.1551
or using the the exact transcendental equation values for the phase
(d+ δ) /c ≈ 0.25436, 0.35692, 0.4595, 0.5620
d+ δ ≈ 0.06995, 0.09815∗, 0.12636, 0.1546
where n = 3 for the solution with the asterisk.
The fourth example p = 11 (f = 5.843 GHz, k = 0.9971kp and s0 = 0.3148, Φ0 = −π/4 + 1.1126, and
exact evaluation of the transcendental equation yields Φ0 = −π/4 + 0.95695)
(d+ δ0) /c ≈ 0.1977, 0.2907, 0.3837, 0.4767
(d+ δ) /c ≈ 0.1607, 0.2537, 0.3467, 0.4397
d+ δ ≈ 0.04420, 0.06977, 0.09535∗, 0.1209
or using the exact transcendental equation values for the phase
(d+ δ) /c ≈ 0.1630, 0.2560, 0.3490, 0.4420
d+ δ ≈ 0.04483, 0.07041, 0.095982∗, 0.12156
where n = 4 for the solution with the asterisk.
The fifth example p = 12 (f = 6.406 GHz, k = 1.00027kp and s0 = −0.0320, Φ0 = −π/4− 0.1131, and
exact evaluation of the transcendental equation yields Φ0 = −π/4− 0.1139)
(d+ δ0) /c ≈ 0.18085, 0.26596, 0.35106, 0.43617
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(d+ δ) /c ≈ 0.1843, 0.2694, 0.3545, 0.4414
d+ δ ≈ 0.0507, 0.0741, 0.09750∗, 0.1214
where n = 4 for the solution with the asterisk.
The sixth example p = 13 (f = 6.914 GHz, k = 0.994858kp and s0 = 0.66188, Φ0 = −π/4 + 2.3393, and
exact evaluation of the transcendental equation yields Φ0 = −π/4 + 1.523898)
(d+ δ0) /c ≈ 0.16666, 0.245098, 0.32353, 0.40196, 0.48039, 0.558823
and using the the exact transcendental equation values for the phase
(d+ δ) /c ≈ 0.1099, 0.1883, 0.26674, 0.34517, 0.4236, 0.50204
d+ δ ≈ 0.0302, 0.05178, 0.07335, 0.09492∗, 0.1165, 0.1381
where n = 5 for the solution with the asterisk.
The seventh example p = 14 (f = 7.482 GHz, k = 0.99829kp and s0 = 0.23731, Φ0 = −π/4 + 0.83872,
and exact evaluation of the transcendental equation yields Φ0 = −π/4 + 0.7749667)
(d+ δ0) /c ≈ 0.15454, 0.22727, 0.300000, 0.37272, 0.445454, 0.51818
(d+ δ) /c ≈ 0.13207, 0.2048, 0.27753, 0.35025, 0.42298, 0.4957
d+ δ ≈ 0.03632, 0.05632, 0.07632, 0.09632∗, 0.11632, 0.13632
and using the the exact transcendental equation values for the phase
(d+ δ) /c ≈ 0.1328, 0.2055, 0.2783, 0.3510, 0.4237, 0.4964
d+ δ ≈ 0.03652, 0.05652, 0.07652, 0.09652∗, 0.1165, 0.1365
where n = 5 for the solution with the asterisk.
The eighth example p = 15 (f = 8.042 GHz, k = 1.000262kp and s0 = −0.039085, Φ0 = −π/4−0.138137,
and exact evaluation of the transcendental equation yields Φ0 = −π/4− 0.13789)
(d+ δ0) /c ≈ 0.144068, 0.211864, 0.279661, 0.347458, 0.415254, 0.48305
(d+ δ) /c ≈ 0.14755, 0.21534, 0.28314, 0.35094, 0.41873, 0.4865
d+ δ ≈ 0.04057, 0.05922, 0.077864, 0.096508∗, 0.115152, 0.13379
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where n = 5 for the solution with the asterisk.
The ninth example p = 16 (f = 8.557 GHz, k = 0.996742kp and s0 = 0.517994, Φ0 = −π/4 + 1.83075,
and exact evaluation of the transcendental equation yields Φ0 = −π/4 + 1.35735)
(d+ δ0) /c ≈ 0.198412, 0.261905, 0.325397, 0.388888, 0.452381, 0.515873
and using the exact transcendental equation values for the phase
(d+ δ) /c ≈ 0.15966, 0.22316, 0.2866, 0.35013, 0.41363, 0.47713
d+ δ ≈ 0.04391, 0.06137, 0.07883, 0.09629∗, 0.11375, 0.1312
where n = 6 for the solution with the asterisk.
The tenth example p = 17 (f = 9.051 GHz, k = 0.991342kp and s0 = 1.46402, Φ0 = −π/4 + 5.17423,
and exact evaluation of the transcendental equation yields Φ0 = −π/4 + 1.65189)
(d+ δ0) /c ≈ 0.30597, 0.365672, 0.425373, 0.4850746, 0.544776
(d+ δ) /c ≈ 0.1894, 0.24913, 0.30883, 0.36853, 0.42823
d+ δ ≈ 0.05209, 0.06851, 0.08493, 0.101346∗, 0.11776
or using the the exact transcendental equation values for the phase
(d+ δ) /c ≈ 0.222895, 0.28260, 0.342298, 0.402000, 0.4617
d+ δ ≈ 0.0613, 0.07771, 0.094132∗, 0.11055, 0.126968
where n = 7 for the solution with the asterisk.
Another p = 17 case has k > kp. Thus we have (f = 9.1735 GHz, k = 1.00476kp and s0 = −0.804868,
Φ0 = −π/4− 2.844647, and exact evaluation of the transcendental equation yields Φ0 = −π/4− 1.62756)
(d+ δ0) /c ≈ 0.186567, 0.246269, 0.30597
and using the the exact transcendental equation values for the phase
(d+ δ) /c ≈ 0.23887, 0.29857, 0.358276
d+ δ ≈ 0.06567, 0.08211∗, 0.098526
where n = 4 for the solution with the asterisk.
The eleventh example p = 18 (f = 9.627 GHz, k = 0.9950263kp and s0 = 0.8913, Φ0 = −π/4 + 3.1501,
and exact evaluation of the transcendental equation yields Φ0 = −π/4 + 1.66713)
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(d+ δ0) /c ≈ 0.2887324, 0.3450704, 0.4014085, 0.4577465, 0.5140845
and using the the exact transcendental equation values for the phase
(d+ δ) /c ≈ 0.2346, 0.29095, 0.3473, 0.4036, 0.45996
d+ δ ≈ 0.064517, 0.08001, 0.09550∗, 0.1110, 0.1265
where n = 7 for the solution with the asterisk.
Thus we see in all but one of these cases (where the solution was almost exactly the geometrical focus)
that the first choice outside the geometrical point is the one that agrees well with the simulation. The
generality of this selection is not clear (other stadium geometries). Higher order terms in the solution (as
discussed in the Appendix) may allow the amplitude to play a role in the choice.
3.4 Field Comparisons On Axis
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where the plus sign was selected by taking the limiting case s0 = 0 and Φ0 = −π/4 with [31]
U 0+ (s
0, 0) = e−π(s
0+i3/2)/4U 0 (−is0, 0) = − e
−π(s0+i3/2)/4√π
2−is0/2−1/4Γ (−is0/2 + 1/4)
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i
Thus in Region 3 we can write
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up (x, 0) = − (−1)n (γ/2)1/4
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2 (d+ δ − x) /d
for x < d + δ. Note that the square root relation between the elliptical coordinates and the x coordinate
means that the derivative (or slope) in x is not zero at the focus! These distributions are compared to the
scarred eigenfunctions found from numerical simulations of the stadium cavity. Because of the random
variable v involved in the amplitude coeﬃcient c, and hence in c2, we adjusted the amplitude c2 of the scar
distribution to match the simulation at one point (at one of the peaks, usually on the right side, and not at
the focus).
Figure 29 shows a comparison between the numerical simulation of the eigenfunction (red curve) and
p = 8 scar theory. The black curves are Region 1 and Region 2 formulas (the green curves are the same
with k = kp or s0 = 0 in the sinusoidal distributions, not in the amplitudes, as given in the approximate
expressions at the top of this subsection). The tan curve is the Region 3 focal point region, shifted by the
theoretical focal point shift with n = 3. The electric field intensity plot in Figure 26 corresponds to this
scar.
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f = 4.205 GHz
Figure 29. Comparison between simulation of eigenfunction (red curve) and p = 8 scar. The black curves
are Region 1 and Region 2 formulas (the green curves are the same with k = kp in the cosine distributions).
The tan curve is the Region 3 focal point region, shifted by the theoretical focal point shift.
Figure 30 shows a comparison between the numerical simulation of the eigenfunction (red curve) and
p = 9 scar theory. The black curves are Region 1 and Region 2 formulas (the green curves are the same
with k = kp or s0 = 0 in the sinusoidal distributions, not in the amplitudes). The tan curve is the Region 3
focal point region, shifted by the theoretical focal point shift with n = 3. Figure 31 shows the corresponding
electric field intensity.
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f = 4.768 GHz
Figure 30. Comparison between simulation of eigenfunction (red curve) and p = 9 scar. The black curves
are Region 1 and Region 2 formulas (the green curves are the same with k = kp in the cosine distributions).
The tan curve is the Region 3 focal point region, shifted by the theoretical focal point shift.
Figure 32 shows a simplified comparison, with the curves in truncated to their regions of validity, of the
simulation and p = 9 scar theory.
Figure 33 shows a comparison between the numerical simulation of the eigenfunction (red curve) and
p = 10 scar theory. The black curves are Region 1 and Region 2 formulas (the green curves are the same
with k = kp or s0 = 0 in the sinusoidal distributions, not in the amplitudes). The tan curve is the Region 3
focal point region, shifted by the theoretical focal point shift with n = 4.
Figure 34 shows a comparison between the numerical simulation of another eigenfunction (red curve)
and p = 10 scar theory. The black curves are Region 1 and Region 2 formulas (the green curves are the
same with k = kp or s0 = 0 in the sinusoidal distributions, not in the amplitudes). The tan curve is the
Region 3 focal point region, shifted by the theoretical focal point shift with n = 3. Figure 35 shows the
corresponding electric field intensity.
Figure 36 shows a comparison between the numerical simulation of the eigenfunction (red curve) and
p = 11 scar theory. The black curves are Region 1 and Region 2 formulas (the green curves are the same
with k = kp or s0 = 0 in the sinusoidal distributions, not in the amplitudes). The tan curve is the Region 3
focal point region, shifted by the theoretical focal point shift with n = 4.
Figure 37 shows a comparison between the numerical simulation of the eigenfunction (red curve) and
p = 12 scar theory. The black curves are Region 1 and Region 2 formulas (the green curves are the same
with k = kp or s0 = 0 in the sinusoidal distributions, not in the amplitudes). The tan curve is the Region
3 focal point region, shifted by the theoretical focal point shift with n = 4. The dashed tan curve is the
unshifted Region 3 focal point spatial distribution, which is misaligned with the Region 1 and Region 2
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Figure 31. Bouncing ball mode along horizontal axis in stadium cavity at 4.768 GHz. The geometry has
L = 0.55 m and R = 0.25 m.
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Regions 1 and 2
Eiger Simulation
Focal Region
Case where k ~ kp at scar
p = 9
f = 4.768 GHz
Figure 32. Black and white simplified comparison between simulation of eigenfunction (diamonds) and p = 9
scar. The solid dot curves are Region 1 and Region 2 formulas. The open dot curve is the Region 3 focal
point region, shifted by the theoretical focal point shift.
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f = 5.276 GHz
Figure 33. Comparison between simulation of eigenfunction (red curve) and p = 10 scar. The black curves
are Region 1 and Region 2 formulas (the green curves are the same with k = kp in the cosine distributions).
The tan curve is the Region 3 focal point region, shifted by the theoretical focal point shift.
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f = 5.3307 GHz
Figure 34. Comparison between simulation of another eigenfunction (red curve) and p = 10 scar. The
black curves are Region 1 and Region 2 formulas (the green curves are the same with k = kp in the cosine
distributions). The tan curve is the Region 3 focal point region, shifted by the theoretical focal point shift.
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Figure 35. Bouncing ball mode along horizontal axis in stadium cavity at 5.3307 GHz. The geometry has
L = 0.55 m and R = 0.25 m.
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f = 5.843 GHz
Figure 36. Comparison between simulation of eigenfunction (red curve) and p = 11 scar. The black curves
are Region 1 and Region 2 formulas (the green curves are the same with k = kp in the cosine distributions).
The tan curve is the Region 3 focal point region, shifted by the theoretical focal point shift.
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f = 6.406 GHz
Figure 37. Comparison between simulation of eigenfunction (red curve) and p = 12 scar. The black curves
are Region 1 and Region 2 formulas (the green curves are the same with k = kp in the cosine distributions).
The tan curve is the Region 3 focal point region, shifted by the theoretical focal point shift.
distributions.
Figure 38 shows a comparison between the numerical simulation of the eigenfunction (red curve) and
p = 13 scar theory. The black curves are Region 1 and Region 2 formulas (the green curves are the same
with k = kp or s0 = 0 in the sinusoidal distributions, not in the amplitudes). The tan curve is the Region 3
focal point region, shifted by the theoretical focal point shift with n = 5. Figure 39 shows the corresponding
electric field intensity.
Figure 40 shows a comparison between the numerical simulation of the eigenfunction (red curve) and
p = 14 scar theory. The black curves are Region 1 and Region 2 formulas (the green curves are the same
with k = kp or s0 = 0 in the sinusoidal distributions, not in the amplitudes). The tan curve is the Region 3
focal point region, shifted by the theoretical focal point shift with n = 5.
Figure 41 shows a comparison between the numerical simulation of the eigenfunction (red curve) and
p = 15 scar theory. The black curves are Region 1 and Region 2 formulas (the green curves are the same
with k = kp or s0 = 0 in the sinusoidal distributions, not in the amplitudes). The tan curve is the Region 3
focal point region, shifted by the theoretical focal point shift with n = 5.
Figure 42 shows a comparison between the numerical simulation of the eigenfunction (red curve) and
p = 16 scar theory. The black curves are Region 1 and Region 2 formulas (the green curves are the same
with k = kp or s0 = 0 in the sinusoidal distributions, not in the amplitudes). The tan curve is the Region 3
focal point region, shifted by the theoretical focal point shift with n = 6.
Figure 43 shows a comparison between the numerical simulation of the eigenfunction (red curve) and
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Figure 38. Comparison between simulation of eigenfunction (red curve) and p = 13 scar. The black curves
are Region 1 and Region 2 formulas (the green curves are the same with k = kp in the cosine distributions).
The tan curve is the Region 3 focal point region, shifted by the theoretical focal point shift.
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Figure 39. Bouncing ball mode along horizontal axis in stadium cavity at 6.9674 GHz. The geometry has
L = 0.55 m and R = 0.25 m.
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f = 7.482 GHz
Figure 40. Comparison between simulation of eigenfunction (red curve) and p = 14 scar. The black curves
are Region 1 and Region 2 formulas (the green curves are the same with k = kp in the cosine distributions).
The tan curve is the Region 3 focal point region, shifted by the theoretical focal point shift.
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f = 8.042 GHz
Figure 41. Comparison between simulation of eigenfunction (red curve) and p = 15 scar. The black curves
are Region 1 and Region 2 formulas (the green curves are the same with k = kp in the cosine distributions).
The tan curve is the Region 3 focal point region, shifted by the theoretical focal point shift.
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f = 8.557 GHz
Figure 42. Comparison between simulation of eigenfunction (red curve) and p = 16 scar. The black curves
are Region 1 and Region 2 formulas (the green curves are the same with k = kp in the cosine distributions).
The tan curve is the Region 3 focal point region, shifted by the theoretical focal point shift.
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f = 9.051 GHz
Figure 43. Comparison between simulation of eigenfunction (red curve) and p = 17 scar. The black curves
are Region 1 and Region 2 formulas (the green curves are the same with k = kp in the cosine distributions).
The tan curve is the Region 3 focal point region, shifted by the theoretical focal point shift.
p = 17 scar theory. The black curves are Region 1 and Region 2 formulas (the green curves are the same
with k = kp or s0 = 0 in the sinusoidal distributions, not in the amplitudes). The tan curve is the Region 3
focal point region, shifted by the theoretical focal point shift with n = 7. Figure 44 shows the corresponding
electric field intensity.
Figure 45 shows a simplified comparison, with the curves truncated to their regions of validity, of the
simulation and p = 17 scar theory.
Figure 46 shows a comparison between the numerical simulation of another eigenfunction (red curve)
and p = 17 scar theory. The black curves are Region 1 and Region 2 formulas (the green curves are the
same with k = kp or s0 = 0 in the sinusoidal distributions, not in the amplitudes). The tan curve is the
Region 3 focal point region, shifted by the theoretical focal point shift with n = 4. Figure 47 shows the
corresponding electric field intensity.
Figure 48 shows a comparison between the numerical simulation of the eigenfunction (red curve) and
p = 18 scar theory. The black curves are Region 1 and Region 2 formulas (the green curves are the same
with k = kp or s0 = 0 in the sinusoidal distributions, not in the amplitudes). The tan curve is the Region 3
focal point region, shifted by the theoretical focal point shift with n = 7.
From examination of these comparisons we see that the scar theory produces quite good agreement
with the simulations for the form of the spatial distributions, including the focal point regions. From
examination of the field intensity plots and the corresponding values of s = −s0 in the preceding section, for
each of the p and k values, we see that the region of scar intensity is between foci (Region 1) when s ≥ 0,
but is outside the foci (Region 2) when s ≤ 0. The behavior between foci is consistent with the behavior
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Figure 44. Bouncing ball mode along horizontal axis in stadium cavity at 9.0707 GHz. The geometry has
L = 0.55 m and R = 0.25 m.
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f = 9.051 GHz
Figure 45. Black and white simplified comparison between simulation of eigenfunction (diamonds) and
p = 17 scar. The solid dot curves are Region 1 and Region 2 formulas. The open dot curve is the Region 3
focal point region, shifted by the theoretical focal point shift.
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f = 9.1735 GHz
Figure 46. Comparison between simulation of another eigenfunction (red curve) and p = 17 scar. The
black curves are Region 1 and Region 2 formulas (the green curves are the same with k = kp in the cosine
distributions). The tan curve is the Region 3 focal point region, shifted by the theoretical focal point shift.
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Figure 47. Bouncing ball mode along horizontal axis in stadium cavity at 9.1735 GHz. The geometry has
L = 0.55 m and R = 0.25 m.
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f = 9.627 GHz
Figure 48. Comparison between simulation of eigenfunction (red curve) and p = 18 scar. The black curves
are Region 1 and Region 2 formulas (the green curves are the same with k = kp in the cosine distributions).
The tan curve is the Region 3 focal point region, shifted by the theoretical focal point shift.
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in the bow tie cavity where the intensity on the orbit decays exponentially when sp < 0. The behavior in
Region 1 makes sense for kc < kpc since one would expect a slightly longer orbital length would be required
to achieve resonance along the elliptical path.
3.4.1 distribution of shifts
Let us attempt to find a distribution function for the shifts in focal point position. The normalized
shift function, without corrections (s0 = 0), is
δ0/c =
n+ 1/8




1−R/c = n+ 1/8− (p− 1/4)
p
1−R/c
p− 1/4 ≥ 0
If we define
nc = (p− 1/4) d/c− 1/8
then
δ0/c = (n− nc) / (p− 1/4) = (n− nc) / (kpc/π)
Now suppose we take n− nc to be uniformly distributed between 0 and 1. Then kpδ0/π will be distributed
the same way. If we consider the mean value
kp hδ0i /π ≈ 1/2
we note that for the range p = 8−36 we might expect (using p = 20 as an average) hδ0i /c ≈ 1/ (2p− 1/2)→
0.0253 or hd+ δ0i = 0.090 m with a maximum of about 0.097 m.
















s0 + argΓ (1/4 + is0/2) + π (n− nc)



















s0 + π (n− nc)
The value of the first term is −3.26 for s0 = 1 and p = 20 (−4.18 from the second expression). This
correction for nonzero s0 just forces a larger value of n to be chosen for the above geometrical focal point
criterion. Figure 49 shows the cumulative distribution for 8 ≤ p ≤ 36 (orange curve) and −5 ≤ s ≤ 5 with
the correction in s0 (blue curves). The preceding uniform distribution seems to fit the rising portion of the
distribution in the figure (0.083 m to 0.097 m) quite well. Note that this figure displays a distribution
for a uniform set of choices in p. For a wide range of p, the fact that the density of modes grows linearly
with frequency in the two-dimensional cavity, weights the distribution toward higher frequencies and higher
values of p.
In an attempt to automatically locate the shifted focal locations in the simulations (using all of the
eigenfunctions) of the stadium cavity, we calculated the elliptical projection operator (to be discussed in
later sections) on the scar with the focal location variable. This projection operator is defined using only
Regions 1 and 2. We then maximized its mean square value by varying the focus location. Figure 50 shows
the results as a function of s, where the size of the symbols are weighted by the value of the maximum
projection operator. The central horizontal clustering seems to populate the expected locations. The values
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Figure 49. Cumulative distribution of focal point shifts for 8 ≤ p ≤ 36 (and −5 ≤ s ≤ 5 for blue curve which
includes correction).
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Figure 50. An attempt at locating the shifted focal point locations by maximizing the elliptic projection
operator as a function of de.
below this level have small values and may not represent scarred eigenfunctions. The scattering of values
with larger positions above a gap from the horizontal cluster may also not represent scarred eigenfunctions.
We have investigated a few near s = 0 and observed that some are not scarred eigenfunctions but others
have broad projection operator maxima, for which visual observation would put the focal point near the
horizontal clustering, but the absolute peak discerned by the software was larger.
3.4.2 focal continuity condition when s is zero
It is instructive to let s = 0 and look at the eﬀect of the focal shift on the up (x, 0) in Regions 1 and 2.
In this case we have k = kp and
kp (d+ δ0) = (n+ 1/8)π











´√d ¡d2 − x2¢−1/4 cos (kpx) , Region 1












´√d ¡x2 − d2¢−1/4 cos (kpx− π/4) , Region 2
We note that
cos (kpx) = cos (kpx− π/4) , x = d+ δ0
Thus the phase continuity condition actually extends to zero distance from the shifted focal point. In other
words the asymptotic forms from the outer two regions are continuous at this point.
3.5 Normalization of Eigenfunctions
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∇×E = ∇× (uez) = ∇u× ez
and






















































δ (n) , y = 0

































Taking the eigenfunction as real and assuming the integrals along the scar produce approximate

































Now in the elliptic system the metric coeﬃcients are
hζ = hξ = d
q

































































































































3.5.1 carrying out the integration










γ cos ξ0 − sσ
¢
, ξ0 = π/2− ξ
where
ψ (s, τ) = cRe
h

























kpc = π (p− 1/4)








ψ (s0, τ 0) = cRe
£
U+ (−s, τ 0) + e−iΦ0U∗+ (−s, τ 0)
¤







ξ0 = ±π/2− ξ
2s0σ00 = 2s






= ln [tanh (ζ/2)]
The solution in Region 3 is
up = (−1)n (2γ)1/4
¯¯




U 0+ (s0, 0)















Here we apply the normalization with only Region 1 and Region 2 solutions separated by the coordinate
value ξ = π/2 (ξ0 = 0) and cosh ζ0 = c/d. The Appendix discusses the Region 3 contribution. To carry out
the integration we introduce a slight displacement ∆ on either side of the focus, so that the integration
range is ξ = 0 to





and from ζ equal to
ζ = Arccosh (1 +∆/d) ≈
p
2∆/d
















γ cos ξ0 − sσ
¢







































e−iπ/4U 0+ (s, 0)
i 1√
cos ξ







e−iπ/4U 0+ (s, 0)
¤¯¯
U 0+ (s, 0)
¯¯2 cos (γ sin ξ − sσ)















U 0+ (−s, τ 0) + e−iΦ0U∗0+ (−s, τ 0)
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U 0+ (−s, 0)
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U 0+ (−s, 0)
¤¯¯
U 0+ (−s, 0)
¯¯2 cos (γ cosh ζ + sσ0 − π/4)
where we have used the Wronskian
U 0+U
∗
+ − U∗0+U+ = i









e−iπ/4U 0+ (s, 0)
¤¯¯














U 0+ (−s, 0)
¤¯¯
U 0+ (−s, 0)
¯¯2 Z ζ0√
2∆/d
cos2 (γ cosh ζ + sσ0 − π/4) dζ
sinh ζ









e−iπ/4U 0+ (s, 0)
¤¯¯
















U 0+ (−s, 0)
¤¯¯
U 0+ (−s, 0)
¯¯2 Z ζ0√
2∆/d
cos2 (γ cosh ζ + sσ0 − π/4) dζ
sinh ζ
Transforming to σ and σ00 = −σ0, with cos ξ0 = tanhσ and cosh ζ = − cothσ0 = cothσ00 and dξ0/ sin ξ0 = dσ








e−iπ/4U 0+ (s, 0)
¤¯¯














U 0+ (−s, 0)
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2 (γ cothσ00 + sσ00 − π/4) dσ00













U 0+ (−s, 0)
¤¯¯
U 0+ (−s, 0)
¯¯2 = Im2
£
e−iπ/4U 0+ (s, 0)
¤¯¯











e−iπ/4U 0+ (s, 0)
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2 (γ cothσ00 + sσ00 − π/4) dσ00
⎤
⎦








e−iπ/4U 0+ (s, 0)
¤¯¯
U 0+ (s, 0)
¯¯2 σ00
This evaluation made use of a principal value interpretation of the energy theorem integration (in ζand ξ0)
at the focal point. The Appendix discusses how the Region 3 contribution leads to this interpretation.








is the square of a unit Gaussian random variable and that v is a Gaussian random variable with zero mean
and unit variance.
147
3.6 Trigonometric Projection Operator
This section considers simplified definitions of the projection operator, motivated by the s→ 0 limit of
the preceding scar functions.
3.6.1 no amplitude factors
Suppose we use the even trigonometric form
uTp = c cos (kpx) , |x| < d
= c cos (kp |x|− π/4)
motivated by the s → 0 limit of the high frequency scar functions in the preceding sections (as well as




), to define a projection operator
V Tp = 2
Z d
0
cos (kpx)u (x, 0) dx+ 2
Z c
d
cos (kpx− π/4)u (x, 0) dx
First we insert only the scarred component
V Tpp = 2
Z d
0
up (x, 0) cos (kpx) dx+ 2
Z c
d
up (x, 0) cos (kpx− π/4) dx
where in Region 1






e−iπ/4U 0+ (s, 0)
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U 0+ (s, 0)










´√2d ¡d2 − x2¢−1/4 cos [kpx+ p1 (x)] , Region 1
and in Region 2






U 0+ (s0, 0)
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U 0+ (s0, 0)










´√2d ¡x2 − d2¢−1/4 cos [kpx− π/4 + p2 (x)] , Region 2
with


















































































































































cos2 (kpx− π/4) cos (p2 (x))− cos (kpx− π/4) sin (kpx− π/4) sin (p2 (x))
ª
dx







































































































3.6.2 no amplitude factors and elimination of phase shifts














































≈ 1.19814 ≈ 0.76275 (π/2)
The second integral can be evaluated by letting x2 = u, followed by the transformations 1 − 1/u = v or


























≈ 1.919598 ≈ 1.027319ζ0
where Bx (a, b) is the incomplete beta function [31] and Arccosh(c/d) = ζ0. Note that the final equalities




in the projection operator we
would have obtained π/2 in Region 1 and ζ0 in Region 2 as shown in the next subsubsection.
3.6.3 amplitude factors present with no phase shifts
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U 0+ (−s0, 0)
¯¯ + ζ0¯¯
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¯¯ + ζ0¯¯
U 0+ (s0, 0)
¯¯ #2
where





























= (kp − k)L = 2 (kp − k) c
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No amplitude divergence factors






















´ |Γ (is0/2 + 1/4)|2 [π/2 + ζ0]2
λ1 = (k − kp)
√








Figure 51 shows the comparison of these projections with and without the amplitude divergence factors,
with the phase factors neglected. There is a slight reduction of the peak level without the amplitude factors.
3.6.4 no amplitude factors and focal point shift
Because we believe that the focal point in the simulations shifts slightly with realization of the scarred
orbits, it is convenient for comparisons with this simplified theory to use a simple modification to capture
the average results. We simply replace d in the theory with the the average shift location
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Scar projection d = 0.083 m
d -> de = 0.1 m
d -> de = 0.094 m
Figure 52. Eﬀect of applying average focal point shift without phase factors or amplitude divergence factors.
d→ de = d+ hδi
where we could select the average discussed previously hδ0i ≈ c/ (2 hpi− 1/2) or something slightly larger
to capture the increases due to s 6= 0. Figure 52 shows the variation of the projections with d.
3.6.5 projection without amplitude factors but with phase factors and focal point shift





































































Figure 53 shows the comparison with a numerical histogram from the boundary element solutions using
de ≈ 0.094. Notice that the tails of the scar trigonometric projection decrease rapidly with s. This is a
consequence of interference in the integrand resulting from the phase factors p1 and p2. Also shown is the
projection of the random plane wave representation, which will be given below. Notice that the histogram
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Figure 53. Comparison of trigonometric projection and numerical histogram for short stadium cavity along
horizontal bouncing ball scar. The scar theory used an average shifted focal point de ≈ 0.094 m.
seems to show another scar p0 component contributing to the trigonometric projection. The amplitude of
the next peak does not seem to be too far above the random plane wave projection. The next section looks
at an explanation for this next peak.
3.6.6 projection of next scar component
The contribution of the other scar components can in general can be written as
V Tp,p+m = 2
Z d
0
up+m (x, 0) cos (kpx) dx+ 2
Z c
d















































kp+mx− π/4 + p(p+m)2 (x)
i
cos (kpx− π/4) dx






















































































kp+mc = π (p+m− 1/4)
Figure 54 shows several trigonometric projections, all without amplitude divergence factors. The black
curve shows the result without phase factors p1 and p2 and no shift in focal location from the geometrical
point. The light grey curve has phase factors p1 and p2 but no shift in focal location. Notice the rapid drop
in the tails of the peak due to these phase factors. The dark grey curve is the projection with phase factors
p1 and p2 but a shift in average focal location (in this case to de ≈ 0.1 m). This gives a slight drop in peak
amplitude. The green curve is again the random plane wave trigonometric projection. The blue curve is
the pth trigonometric projection of the (p+ 1)th component. The purple curve is the pth trigonometric
projection of the (p+ 2)th component. Notice that these contributions lie in the region of the second
histogram peak and have similar amplitudes. It therefore seems that the reason for the second histogram
peak is lack of orthogonality in the trigonometric projection.
3.6.7 random plane wave projection






cos (kpx) , |x| < d
cos (kp |x|− π/4) , |x| > d
¸
dx










[F+ (θ) + F− (θ)]
2 dθ
F+ (θ) + F− (θ) = 2
Z d
0
cos (kpx) cos (kx cos θ) dx+ 2
Z c
d
cos (kp |x|− π/4) cos (kx cos θ) dx
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k not equal to kp
k not equal to kp and de = 0.1 m
Next mode (p + 1)
Next mode (p + 2)
Random Plane Wave
Figure 54. Comparison of various trigonometric projections without amplitude divergence factors. The eﬀect
of phase factors reducing the tails of the peak, the reduction of the peak due to the average focal shift, and




sin {(k cos θ + kp) d}
(k cos θ + kp)
+
sin {(k cos θ + kp) c− π/4}
(k cos θ + kp)
− sin {(k cos θ + kp) d− π/4}
(k cos θ + kp)
+
sin {(k cos θ − kp) d}
(k cos θ − kp)
+
sin {(k cos θ − kp) c+ π/4}
(k cos θ − kp)
− sin {(k cos θ − kp) d+ π/4}
(k cos θ − kp)
Now suppose we look near the singularities when k → kp (and θ = ζ/
p
kc/2)
kp − k cos θ ≈ (kp − k) + kθ2/2



















[sin {(k cos θ + kp) d}+ sin {(k cos θ + kp) c− π/4}− sin {(k cos θ + kp) d− π/4}]2
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λ = 2 (k − kp)L
















































Introducing the symmetries along the axes we again take






≈ L2Gs (λ) /A
on the preceding graphs for the random plane wave trigonometric projection.
3.7 Elliptical Projection Operator












´√2d ¡d2 − x2¢−1/4 cos [kpx+ p1 (x)] , Region 1

























































































cos [kpx− π/4 + p2 (x)] dx
where we have maintained the exponential scaling of the eigenfunction form of the projection operator


























cos [kpx− π/4 + p2 (x)] dx
Now inserting the high frequency solution gives



































cos2 [kpx− π/4 + p2 (x)] dx
Averaging over the rapidly varying cosine factors gives
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= L2G1 (s) /A
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Γ2 (1/4) ≈ 25.45
and the asymptotic forms are
1¯¯
U 0+ (s0, 0)
¯¯ = 1¯¯
U 0+ (−s, 0)






2s0−1/4 , s0 >> 1
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k0= 745 values 86.05-418.87
kp= 47 values 8.57-534.1
80 bins
Integrate from (0,0) to (0.275,0)  
Numerical (d=0.083)
Bowtie Random Plane Wave
Stadium Scar Theory (geometrical focus)
Bowtie Scar Theory
Stadium Random Plane Wave
Figure 55. Comparison of scar projection and numerical histogram using geometrical focal location. Also
shown for reference is the bow tie scar theory. Finally the random plane wave projection is plotted.
1¯¯
U 0+ (−s0, 0)
¯¯ = 1¯¯
U 0+ (s, 0)
¯¯ ∼ e−πs0/2√2s0−1/4 , s0 >> 1
Figure 55 shows a comparison of the scar projection using the geometrical focal location d ≈ 0.083 m and
the numerical histogram data from the boundary element simulation, using the elliptic projection operator
and geometrical focal location (this includes amplitude divergence factors and phase factors). Notice that
the projection operator with the phase factors widens the tails about the peak (the theory result is similar
to the preceding trigonometric result). The theory peak somewhat overestimates the numerical results. The
bow tie cavity results are shown for comparison. the random plane wave projection is also given.
Figure 56 shows the comparison when the average shift location is used d→ de = d+ hδi ≈ 0.092 m in
the theory as well as in the numerical histogram projection. The random plane wave projection discussed
in the subsubsection below is plotted. The bow tie theory is also shown. The theory result still somewhat
overestimates the numerical result at the peak.
Figure 57 shows the comparison when the average shift de = d+ hδi ≈ 0.092 m is used in the theory, for
which we align this location in the scar component up (since we have not inserted the shift or the Region
3 form), and the numerical histogram with the shift being determined for each eigenfunction represented
from the shift theory discussed above d + δ (using the first value of n giving a point to the right of the
geometrical focus). This comparison thus depicts more consistent alignment between two quantities (since
the numerical solutions contain the shifts). The theory result and the numerical result are somewhat closer
at the peak. Note from the Appendix that the Region 3 contribution does not significantly change the
theory result. The random plane wave projection discussed in the subsubsection below is plotted and the
bow tie theory is also shown.
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k0= 745 values 86.05-418.87
kp= 47 values 8.57-534.1
80 bins
Integrate from (0,0) to (0.275,0)  
Numerical (d=0.092)
Bowtie Random Plane Wave
Stadium Scar Theory (0.092 focus)
Bowtie Scar Theory
Stadium Random Plane Wave
Figure 56. Comparison of scar projection and numerical histogram using average shift focal location of 0.092
m. The projection of the random plane wave is plotted. Also shown for reference is the bow tie scar theory.
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k0= 745 values 86.05-418.87
kp= 47 values 8.57-534.1
80 bins
Integrate from (0,0) to (0.275,0)  
Numerical (shifted focus)
Bowtie Random Plane Wave
Stadium Scar Theory (0.092 focus)
Bowtie Scar Theory
Stadium Random Plane Wave
Figure 57. Comparison of scar projection and numerical histogram using average shift focal location of 0.092
m in the theory but the functional shift from the theory to define the projection operator in the numerical
histogram. The projection of the random plane wave is plotted. Also shown for reference is the bow tie scar
theory.
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3.7.1 next components and orthogonality
The orthogonality using this elliptical projection operator is discussed in detail in the Appendix. The








































































































































































In the second integral we let ln ((x+ 1) / (x− 1)) = 2y or x = coth (y)
164
















Next mode (p + 1)
Next mode (p + 2)
Random Plane Wave
Figure 58. The black curve shows the scar projection using the geometrical focal point. The solid blue curve
(which is almost zero) shows the projection for the m = 1 next component. The solid purple curve (again
nearly zero) shows the projection for the m = 2 next component. The solid green curve is the random plane
wave projection. The dotted blue and purple curves show the trigonometric projections of the m = 1 and






































































Figure 58 shows the pth elliptical projections for (p+ 1)th (blue solid curve near zero) and for the (p+ 2)
components (purple solid curve near zero). The preceding trigonometric projections are also shown, along
with the pth elliptical scar projection. Notice that the new projections exhibit near othogonality.
3.7.2 random plane wave projection
Suppose we use the random plane waves and take the projection with















cos [kpx− π/4 + p2 (x)]ur (x, 0) dx
The variance of this random variable is








[F+ (θ) + F− (θ)]
2 dθ































[cos {kpx− π/4 + p2 (x) + kx cos θ}+ cos {kpx− π/4 + p2 (x)− kx cos θ}] dx
Now for large k and kp we can take k → kp and θ → 0, π (and θ = ζ/
p
kc/2)
kp − k cos θ ≈ (kp − k) + kθ2/2
kp + k cos θ ≈ (kp − k) + k (θ − π)2 /2
and
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λ = 2 (k − kp)L














= L2G (λ) /A
with











































= L2Gs (λ) /A
and









































































































To understand why the random plane wave projection is small for large s we drop the phase and
exponential factors in the projection with the random plane wave by setting s = 0 (but we keep λ 6= 0).
This gives the red curve in Figure 59.
3.8 Integral Of Square Along Scar


















u2p (x, 0) dx





















cos2 [kpx+ p1 (x)] dx
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Next mode (p + 1)
Next mode (p + 2)
Random Plane Wave
s = 0 in projection operator
Figure 59. The phase and exponential factors have been dropped in the projection resulting in the red curve,
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exp (π |s| /2)
eπs/2π/2 + e−πs/2ζ0
G1 (s)
where we plot it against the abscissa with p suppressed











ln (Λ+) ≈ 0.099s
Figure 60 shows the result for the pth component along the horizontal orbit in the stadium cavity.
3.8.1 addition of random plane wave
Another approach to include other components in the eigenfunction is to add the random plane wave








where up are the scar components (and might be a single term or a truncated sum) and ur is the random
plane wave symmetrized field. We assume asymptotic orthogonality (see the Appendix) and remove the








We expect the random plane wave term to capture high angle chaotic rays which do not exhibit foci along
the orbit, whereas the scar components up have foci along the orbit. Now we write the integral of the
square along the orbit as
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ur (x00)up (x00) dx00
Z c
−c






























where the expression is homogenous in u2p and thus the v2 random variable cancels. Using the correlation
with an image on the even orbit
hAur (x)ur (x0)i = 4J0 (k (x− x0))
we have
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We want to find an approximate form which only involves the diﬀerence k − kp. The first thing to do is to
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ÃZ c
−c




(c/d) exp (π |s0| /2)¡
eπs/2π/2 + eπs0/2ζ0
¢Gs (λ)
The final identity can be verified numerically, where Gs is the previous form of the random plane wave
projection





































This is shown as the green and dashed red curves in Figure 61.
Note that the lack of a projection of the random plane wave representation on the pth scar, especially
for large |s|, indicates that these two parts of the eigenfunction u are largely orthogonal. In other words
the contributions of the pth scar are separate in functional form from the random plane wave part. This is
caused by wave interference associated with the p1 and p2 phase functions (and the exponential behavior
between the two regions). We will not obtain acceleration of convergence from subtracting the random
plane wave projections. We must therefore regard the pth contributions as a finite asymptotic series.
Thus we can write
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Next mode (p + 1)
Next mode (p + 2)
Random Plane Wave
Random Plane Wave (Correlation function approach)
Projections with Geometric Focal Point (0.083 m)
































(c/d) exp (π |sp| /2)¡
eπsp/2π/2 + e−πsp/2ζ0
¢
where again the subscript p is added to s and to λ to denote that its definition is associated with the given























´ ³eπs/2π/2 + eπs0/2ζ0´
To construct this average we note that the average without the scar modes using the random plane
wave hypothesis gives
hPri = 2/A
We take here the average of
√
k for the eigenvalues by means of the Weyl asymptotic spacing








































3.8.2 comparison of histograms
Figure 62 shows the pth term of the sum for
D√
kL (P − Pr)
E
. Notice that the eﬀect of the scar is larger
in the stadium than in the bow tie cavity result, which is also included (to put it on the same scale as the
stadium result we multiply it by the ratio of bow tie to cavity areas). Figure 63 shows numerical histogram
results for the diﬀerence of the integral of the field squared and the random plane wave representation along
the horizontal orbit in the stadium cavity.
Figure 64 shows the integral of the field squared along the horizontal orbit in the stadium cavity.
Notice that the ”plateau” level 100 is near, but slightly smaller than, the random plane wave level derived
in the preceding subsubsection. This fact accounts for the negative values in the preceding figure when the
random plane wave level is removed. The reason for this slight discrepancy is not clear however the large
frequency range covered and the required choice of an ”average”
√
k in the random plane wave result may
be questioned (unlike in the bow tie cavity where the frequency range was limited). The theory also seems
to overestimate the variation of the peak near μ = 0, perhaps by as much as a factor of two (similar to the
bow tie cavity).
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Scar Bow Tie theory (Area BT/Area S)
ABT/AS = 21.12987
Figure 62. Integral of the square of the eigenfunction pth component minus the random plane wave projection
for the stadium cavity. Also shown are the bow tie cavtiy results discussed previously scaled by the ratio of
bow tie to stadium cavity areas (to put it on the same scale as the stadium results).



















k0= 745 values 85.990-418.580
kp= 47 values 8.568-534.071
20 bins
Figure 63. Numerical histogram results for the integral of the square of the field along the horizontal orbit
minus the random plane wave integral in the stadium cavity.
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k0= 745 values 85.990-418.580
kp= 47 values 8.568-534.071
20 bins
Figure 64. Numerical histogram results for the integral of the square of the field along the horizontal orbit
in the stadium cavity.
179
3.9 Point Value Statistics
This section considers the point statistics at various locations in the stadium cavity, including near the
















´√2d ¡d2 − x2¢−1/4 cos [kpx+ p1 (x)] , Region 1

























































kpc = π (p− 1/4)
In Region 3 near the focus
up = (−1)n (2γ)1/4
¯¯
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On the x axis this becomes


























2 (de − x) /d


















U 0+ (−s0, 0)









2 (x− de) /d
where
de = d+ δ
and we have used






U 0+ (s0, 0)
¤¯¯
U 0+ (s0, 0)
¯¯ = Im £e−iπ/4U 0+ (−s0, 0)¤¯¯
U 0+ (−s0, 0)
¯¯
along with the Wronskian
U 0+U
∗
+ − U∗0+U+ = i
3.9.1 value at focus
Suppose we examine the value of the pth component of the field at the focus in Region 3
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up (de, 0) ∼ (−1)n
√
2v¯¯














where we have used
U 0+ (s
0, 0) = e−π(s
0+i3/2)/4U 0 (−is0, 0) = − e
−π(s0+i3/2)/4√π
2−is0/2−1/4Γ (−is0/2 + 1/4)











For large values of s
|Γ (is/2 + 1/4)|2 = |Γ (−is/2 + 1/4)|2 ∼ e−π|s|/22π
p
2/ |s| , |s| >> 1








Notice that this result is independent of k (as the bow tie extrapolation above was, although the rigorous
coeﬃcient is much larger here).
3.9.2 value for eigenvalue equal to scar frequency
Suppose we have k = kp and thus s = 0. Then we can use the identity
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´ (k |de − x| /2)1/4 ©J1/4 (k |de − x|)− Y1/4 (k |de − x|)ª
where we have used
U 0+ (0, 0) = e

























(2kp |de − x|)1/2 J2−1/4 (kp |de − x|)
where
kde = kp (d+ δ0) = (n+ 1/8)π



















Setting the derivative equal to zero gives −2
√
2zJ3/4 (z) J−1/4 (z) = 0, which vanishes for z = 0. Figure
shows this function.
3.9.3 value at fixed point
Because numerical simulations were done with fixed points along the orbit we calculate the solution at
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0/2 + 1/4)























Figure 65. Plot of the scaled amplitude near the focal point for k = kp.
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Figure 66. Scar component p statistics as a function of s at fixed location x0 = 0.103 m along the horizontal
orbit of the stadium. The focal point shifts according to the phase matching formulas, taking the first
solution greater than or equal to d.
ξ0 ≈
p
























− 2−is0 Γ (−is
0/2 + 1/4)









2 (x0 − de) /d
where the shifted focal point de is found from
kde = k (d+ δ) = −s0 ln (2
√
















+ argΓ (1/4 + is0/2) + (n+ 1/8)π
and n is taken to determine the first solution greater than or equal to d.
Figure 66 shows the resulting point value statistics at the location x0 = 0.103 m along the horizontal
orbit of the stadium cavity as a function of s. Notice that the shift has reduced the peak level from the
preceding value of 28.13 (without focal shifts).
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k0= 745 values 86.05 -418.87
25 bins
Figure 67. Numerical histogram of point value statistics along the horizontal orbit in the stadium cavity at
location x0 = 0.103 m.
Figure 67 shows the numerical histogram from the boundary element simulation of the stadium cavity.
The location is again x0 = 0.103 m along the horizontal orbit. Although the peak level is slightly less than
the preceding prediction the behavior is very similar. The following subsubsection gives many histograms
from the numerical simulations for locations about the stadium cavity.
3.9.4 histograms in stadium from numerical simulations




as a function of s for various locations in the
stadium cavity. The first set, consisting of Figures 68, 69, and 70, shows the behavior oﬀ the symmetry
axes at x = y for three values. These figures illustrate mean behavior near unity as expected.
The second set, consisting of Figures 71, 72, 73, 74 and 75, shows the behavior on the y symmetry axis
for five values of y across the cavity. These figures illustrate mean behavior near two as expected.
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k0= 745 values 86.05-418.87
25 bins
Figure 68. Histogram for point value of field for x = y = 0.05 m.











k0= 745 values 86.05-418.87
25 bins
Figure 69. Histogram for point value of field for x = y = 0.10 m.
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k0= 745 values 86.05-418.87
25 bins
Figure 70. Histogram for point value of field for x = y = 0.15 m.











k0= 745 values 86.05-418.87
25 bins
Figure 71. Histogram for point value at x = 0 and y = 0.245 m.
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k0= 745 values 86.05-418.87
25 bins
Figure 72. Histogram for point value at x = 0 and y = 0.20 m.













k0= 745 values 86.05-418.87
25 bins
Figure 73. Histogram for point value at x = 0 and y = 0.15 m.
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k0= 745 values 86.05-418.87
25 bins
Figure 74. Histogram for point value at x = 0 and y = 0.10 m.
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k0= 745 values 86.05-418.87
25 bins
Figure 75. Histogram for point value at x = 0 and y = 0.05 m.
Figure 76 shows the behavior at the center of the cavity (on both symmetry axes x and y). The mean
behavior of four is expected however there is definitely more variation with s on the horizontal scar orbit.
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k0= 745 values 86.05-418.87
25 bins
Figure 76. Histogram for point value at the center x = y = 0.
The next set, consisting of Figures 71 through 75 shows the behavior on the x symmetry axis (the
scarred bouncing ball orbit) for twenty four values of x across the cavity. These figures illustrate focal point
increases in level, which diminish in intensity near the wall and are largest near s = 0. Another interesting
thing about the behavior is the existence of a discontinuous enhancement for positive and negative s. For
example, up to 0.09 m the field is more enhanced for positive s. However this character then changes with
negative s more enhanced until 0.105 m is reached, at which point positive s values are more enhanced
again. It is interesting that the range of observation points between changes in behavior O (0.015 m) is
in the range of the diﬀerence between focal point positions from the phase matching, discussed in section
on focal point shift above (for the illustrated midrange value p = 18, noting that 8 ≤ p ≤ 36 in these
simulations).
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k0= 745 values 86.05-418.87
25 bins
Figure 77. Histogram for point value on scar orbit at x = 0.05 m and y = 0.











k0= 745 values 86.05 -418.87
25 bins
Figure 78. Histogram for point value on scar orbit at x = 0.08 m and y = 0.
193











k0= 745 values 86.05-418.87
25 bins
Figure 79. Histogram for point value on scar orbit at x = 0.0833 m (just to the right of the geometrical focal
point) and y = 0.












k0= 745 values 86.05 -418.87
25 bins
Figure 80. Histogram for point value on scar orbit at x = 0.085 m and y = 0.
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k0= 745 values 86.05 -418.87
25 bins
Figure 81. Histogram for point value on scar orbit at x = 0.090 m and y = 0.












k0= 745 values 86.05 -418.87
25 bins
Figure 82. Histogram for point value on scar orbit at x = 0.095 m and y = 0.
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k0= 745 values 86.05 -418.87
25 bins
Figure 83. Histogram for point value on scar orbit at x = 0.096 m and y = 0.













k0= 745 values 86.05 -418.87
25 bins
Figure 84. Histogram for point value on scar orbit at x = 0.097 m and y = 0.
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k0= 745 values 86.05 -418.87
25 bins
Figure 85. Histogram for point value on scar orbit at x = 0.098 m and y = 0.













k0= 745 values 86.05 -418.87
25 bins
Figure 86. Histogram for point value on scar orbit at x = 0.099 m and y = 0.
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k0= 745 values 86.05 -418.87
25 bins
Figure 87. Histogram for point value on scar orbit at x = 0.100 m and y = 0.











k0= 745 values 86.05 -418.87
25 bins
Figure 88. Histogram for point value on scar orbit at x = 0.101 m and y = 0.
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k0= 745 values 86.05 -418.87
25 bins
Figure 89. Histogram for point value on scar orbit at x = 0.102 m and y = 0.











k0= 745 values 86.05 -418.87
25 bins
Figure 90. Histogram for point value on scar orbit at x = 0.103 m and y = 0.
199













k0= 745 values 86.05 -418.87
25 bins
Figure 91. Histogram for point value on scar orbit at x = 0.104 m and y = 0.











k0= 745 values 86.05 -418.87
25 bins
Figure 92. Histogram for point value on scar orbit at x = 0.105 m and y = 0.
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k0= 745 values 86.05 -418.87
25 bins
Figure 93. Histogram for point value on scar orbit at x = 0.106 m and y = 0.











k0= 745 values 86.05 -418.87
25 bins
Figure 94. Histogram for point value on scar orbit at x = 0.107 m and y = 0.
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k0= 745 values 86.05 -418.87
25 bins
Figure 95. Histogram for point value on scar orbit at x = 0.108 m and y = 0.













k0= 745 values 86.05 -418.87
25 bins
Figure 96. Histogram for point value on scar orbit at x = 0.110 m and y = 0.
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k0= 745 values 86.05-418.87
25 bins
Figure 97. Histogram for point value on scar orbit at x = 0.15 m and y = 0.











k0= 745 values 86.05-418.87
25 bins
Figure 98. Histogram for point value on scar orbit at x = 0.20 m and y = 0.
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k0= 745 values 86.05-418.87
25 bins
Figure 99. Histogram for point value on scar orbit at x = 0.25 m and y = 0.











k0= 745 values 86.05-418.87
25 bins
Figure 100. Histogram for point value on scar orbit at x = 0.27 m and y = 0.
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4 CONCLUSIONS
Steady state fields in cavities, operating at high frequencies, exhibit chaotic behavior, where the modal
fields can usually be described as a superposition of plane waves, generating Gaussian statistics for the field
amplitude. However deviations resulting from periodic trajectories exist. Stable orbits (where perturbations
of the ray remain in the vicinity of the periodic orbit) lead to concentrated cavity modes (the familiar laser
cavity is an example) isolated from the remainder of the volume. Unstable orbits also lead to enhancements,
which have been named scars. Recently a technique has been discussed for treating these time harmonic
scars in two-dimensional cavities with nearly flat convex walls. This report carefully examines this method
in two-dimensional geometries with both convex and concave walls.
The method is first summarized for the convex bow tie cavity. Then using ray techniques, which
have been applied in the past to stable geometries, the method is generalized to elliptical paths along the
periodic orbit. We focus on ”bouncing-ball” modes in this report. This allows us to examine the accuracy
of previous results and to see how the exact form of the stability exponents enter the theory. The random
phase (from the outer regions of the cavity) boundary condition, which was introduced in this method,
allows the ray construction to take into account the interaction with the remainder of the cavity in this
unstable case. The normalization of the scarred eigenfunctions, introduced previously through circuit
concepts, is put in the form of the electromagnetic energy theorem. Various quantities are examined in
the bow tie cavity, including: projections of the field along the scarred orbit, integrals of the square of the
field along the orbit, and values of the square of the field both on and oﬀ the orbit. Exhaustive boundary
element simulations of the two-dimensional cavity are carried out to compare to the scar theory for both
spatial distributions of the field along the orbit and statistical quantities. Scar deviations from the random
plane wave background are most pronounced for the projections, considerably smaller for the integrals of
the square, and smaller still for the point statistics. The larger the stability exponents along the orbit, the
smaller these deviations become.
The case where the field is odd, both along and perpendicular to the orbit, is also addressed. The
statistics of the scars for odd parity along the orbit are the same as the even case, but the spectra are
interlaced. The statistics for scars which are odd with respect to the perpendicular of the orbit are diﬀerent.
The inclusion of the odd parity cases allows us to treat the asymmetric bow tie cavity (an example of which
is discussed).
The canonical problem with concave walls can be taken as the stadium cavity. The stadium cavity
contains interior foci, the treatment of which prompted the introduction of the elliptical analysis. We
partitioned the horizontal orbit into three regions: between foci, outside the foci, and local to the foci.
The ray analysis is applied to each region and asymptotic matching is done as the focus is approached.
To accomplish this matching, a small shift needed to be introduced in the focal point location. Boundary
element simulations were performed on many scarred modes and compared to the spatial distribution of
the ray construction, including the focal region (with the focal shift applied). These comparisons confirm
the form of these three region distributions. Normalization, using the electromagnetic energy theorem,
in this case leads to an absolute value interpretation of the integration involved at the focus. The same
statistical quantities were examined (projections, integrals of the square, and point values) and compared
to results from the numerical simulations. Scar deviations from the chaotic background are larger in this
geometry than in the bow tie geometry, even though we maintained the same stability exponents along the
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Appendix A. APPENDICES FOR BOW TIE CAVITY
These are the appendices for the bow tie cavity.
A.1 Bow Tie Cavity Area




(Lx/2 +Rx) (Ly/2 +Ry)
The vertex of the green triangle must now be located. Letting
c2 = (Lx/2 +Rx)
2 + (Ly/2 +Ry)
2
































































One quarter area of the bow tie cavity is then
A/4 = Ar −Ag −Ax −Ay
As an example if we take Lx = Ly = 2, Rx = 1.5, and Ry = 10 then Ar = 55/4, c = 11.28051,
sin (χ− π/2) = 5/6, sinχ = 0.5527708, Ag = 4.145781, α = 0.5121158, Ax = 0.9396044, β = 0.07356975,








Figure A-1. Geometry of bow tie cavity and circular walls used in the calculation of the interior area.
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A.2 Peak Of Scar Curve
The scaled scar function is
G1 (λ1,Λ) =
2 (Λ− 1)−1/2¯¯
U 0+ (λ1, 0)
¯¯2 = 1π (Λ− 1)−1/2 exp [πλ1/2] 21/2 |Γ (1/4− iλ1/2)|2
Expanding near the peak [31]
Γ (1/4− iλ1/2) ∼ Γ (1/4)
∙
1 + ψ (1/4) (−iλ1/2) +
1
2
ψ2 (1/4) (−iλ1/2)2 +
1
2
ψ0 (1/4) (−iλ1/2)2 + · · ·
¸
and
|Γ (1/4− iλ1/2)|2 ∼ Γ2 (1/4)
h
1− ψ0 (1/4) (λ1/2)2 + · · ·
i
where the digamma function [31] ψ (z) has value
ψ (1/4) = −4.227454
and derivative
ψ0 (1/4) = 17.197329155
From the Taylor expansion








3 + · · ·
we find
G1 (λ1,Λ) ∼ G1 (0,Λ)
∙






































ψ0 (1/4) + π2






U 0+ (λ1pk, 0)
¯¯−2 ≈ 3.39784
G1 (λ1pk,Λ) ≈ 1.1484329G1 (0,Λ)





(Λ− 1)−1/2 21/2Γ2 (1/4)
Γ (1/4) ≈ 3.6256099082




= L2G1 (λ1pk,Λ) /A ≈ 5.1675842
A.3 Calculation of Random Plane Wave Projection






























































¡|λp|u2/2− sgn (λp)π/4¢ du
thus gives


































































































































































{sin (λp/2)− cos (λp/2)}















































































































































































































{sin (λp/2)− cos (λp/2)}


















































{sin (λp/2)− cos (λp/2)}








{sin (λp/2) + cos (λp/2)}
































{sin (|λp| /2)− cos (|λp| /2)}
where
|λp| /2 = 2 |k − kp| c = 2 |kc− π (p− 1/2)|
A.3.1 contributions to summation of p components
Here we list some results involved in the summation of the random plane wave projections. Note
that the increments in p result in oscillating signs in the preceding trigonometric functions and thus the











































































































































































Gs (λp) dλp =
16√
π
≈ 9.027 (checked with integration)
Z ∞
0
































G1 (λ1p,Λ) ≈ 2.6
Now it is better to only compute the remainder. Thus
Z Λp
−∞













If we consider the case where λp = 0 we see that λp+1 = −4π. We might take Λp = −2π as an approximation
to the summation. This then yields
Z −Λp
−∞



































































































The coeﬃcient is 0.4825. Thus with P = 3 this sum is 1.102. With 2 as the starting value we need P = 5
to get 1.0768.
A.4 Ray Reflection and Stability
In two dimensions let us take a ray to be directed by the two dimensional velocity vector





The position along the ray is taken as





The inward normal from a boundary is taken as





A reflection from a boundary takes the form
vr = vi − 2 (n · vi)n
This can be written as the dyadic operation
vr = (u− 2nn) · vi
where u = exex + eyey is the unit dyadic. The position between the nth and (n+ 1)th reflections is
s = sn + vnt
where t is the time.















Now let us consider an orbit, say along the y axis, between 0 < y < L and near x = 0. Let us choose the
origin at the reflection point of the closed orbit on one boundary y = 0 near the origin of the x axis. Points




a2 − x2 − a = a (cos θ − 1) , x = a sin θ
Then we have normal direction to the mirror
n = sin θex + cos θey = (x/a) ex +
q
1− (x/a)2ey
Consider near the axis a reflection between walls that are actually parabolic in profile rather than circular
(but with the proper radius of curvature R = a)
y = −x2/ (2R)







which are the approximation of the preceding equations for small x. The side length is
∆sn = Ley
Let us start near the middle of the orbit and take a small perturbation from the center of the orbit δ
s0 = δex + eyL/2
with velocity (v = 1)
v0 = εex −
p





The position of impact on the bottom mirror is found from the simultaneous solution of














where t0 = (L/2) /v = L/2 and τ is small
x = δ + ε (L/2 + τ)
y = ε2L/4− τ
(eliminating the parameter τ)
x = δ + ε
¡
L/2 + ε2L/4− y
¢
∼ δ + ε (L/2− y)
and the mirror position
y = −x2/ (2R)
or as expected
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x ∼ δ + εL/2
and
y = − (δ + εL/2)2 / (2R)
τ = ε2L/4 + (δ + εL/2)2 / (2R)
Hitting the bottom mirror we have






















































∼ [ε+ 2 (δ + εL/2) /R] ex +
h
1− ε2/2− 2 ((δ + εL/2) /R)2 − 2ε (δ + εL/2) /R
i
and thus
v1x ∼ ε+ 2 (δ + εL/2) /R
v1y ∼ 1− ε2/2− 2 ((δ + εL/2) /R)2 − 2ε (δ + εL/2) /R
Thus back up at the middle at time t1 − t0 − τ ∼ L/2 + τ1 = L/2 + τ1
s1x ∼ δ + εL/2 + v1x (L/2 + τ1) ∼ δ + εL/2 + {ε+ 2 (δ + εL/2) /R} (L/2 + τ1)
s1y ∼ − (δ + εL/2)2 / (2R) + v1y (L/2 + τ1)
∼ L/2− (δ + εL/2)2 / (2R) +
n
τ1 − ε2/2− 2 ((δ + εL/2) /R)2 − 2ε (δ + εL/2) /R
o
L/2
Let us determine τ1 to make s1y = L/2, the center
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(δ + εL/2)2 / (2R) +
n
ε2/2 + 2 ((δ + εL/2) /R)2 + 2ε (δ + εL/2) /R
o
L/2 = τ1L/2
Thus τ1 is a quadratic quantity. Then we find
v1x ∼ ε+ 2 (δ + εL/2) /R
s1x ∼ δ + εL/2 + v1xL/2
or
v1x ∼ (2/R) s0x + (1 + L/R) v0x
s1x ∼ (1 + L/R) s0x + L (1 + L/ (2R)) v0x
In matrix form we can write the transformation over half the orbit as
An+1 = CAn






and where the transformation matrix is
C =
µ
1 + L/R 2/R
L (1 + L/ (2R)) 1 + L/R
¶
Then over the full orbit we have a transformation matrix
C2 =
µ
1 + L/R 2/R
L (1 + L/ (2R)) 1 + L/R
¶µ
1 + L/R 2/R




2 (1 + L/R)2 − 1 2 (1 + L/R) (2/R)
2 (1 + L/R)
n
(1 + L/R)2 − 1
o
(R/2) 2 (1 + L/R)2 − 1
!
The eigenvalues are found from
det (C − λI) = (1 + L/R− λ)2 − (L/R) (2 + L/R) = 0
λ2 − λ2 (1 + L/R) + 1 = 0
or
λ± = 1 + L/R±
q
(1 + L/R)2 − 1
The eigenvalues of C2 are then the stability exponents
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Λ± = λ2± =
h
2 (L/R) (2 + L/R) + 1± 2 (1 + L/R)
p
(L/R) (2 + L/R)
i
Note that
1 = λ+λ− = Λ+Λ−
A.5 Higher Order Bow Tie Cavity
Starting from the exact form of the Helmholtz equation with the substitution












γ2 sinh2 ζ − iγ sin ξ
¢
W = 0











γ2ζ2 + γ2ζ4/3− iγ sin ξ
¢
W ≈ 0































































































































sinhσ = tan ξ










































































































































































s2 ∓ is+ 3
8
¶






































The solution that is outgoing in τ is [30]




ψ0 (s, τ) = c0Re
£









































































































































































sinh (2σ) sin (γ sin ξ − sσ)







ψ0 (s, τ) sinh (2σ) sin (γ sin ξ − sσ)
Note that these obey the evenness condition. There are also homogeneous solutions to these equations, but





























































































































































































































































we see that this correction already satisfies the evenness condition. Indeed all the preceding terms satisfy
the evenness condition.
A.5.1 boundary conditions
Now let us examine the boundary conditions for this higher order solution. First it must vanish at the
wall. We assemble the solution as






















cos (γ sin ξ − sσ)
∙













−2σª eiγ sin ξ−isσ + ©ψ1,2e−2σ + ψ1,−2e2σª e−iγ sin ξ+isσ¤
∼ 2√
cos ξ
cos (γ sin ξ − sσ)
∙













−2σ¢ eiγ sin ξ−isσ + ¡ψ1,2e−2σ + ψ∗1,2e2σ¢ e−iγ sin ξ+isσ¤
∼ 2√
cos ξ
cos (γ sin ξ − sσ)
∙
























cos (γ sin ξ − sσ)
∙






























ψ0 (s, τ) sinh (2σ) sin (γ sin ξ − sσ)
¸
The second term sin (γ sin ξ − sσ) does not obey the wall boundary condition at the same frequency as the
cosine part. Now we assume there is a small shift in the value of kp and k, still maintaining the value of
s to satisfy the zero normal derivative (evenness) condition at τ = 0. This redefinition of kp allows the
cos (γ sin ξ0 − sσ0) factor in the zero order solution to be slightly diﬀerent than zero at the wall, so that it
can be made to cancel the term involving sin (γ sin ξ0 − sσ0) at the wall. This also means that the first
order correction leads to a first order correction in the eigenvalue k to maintain the same value of s. The
new value of k is found by setting







sinh (σ0) cosh (σ0)
with



















. Note that the definition of the reflection phase Φ0
must be consistent with the pth component of the eigenfunction, now with both zero and first order (etc.)
variations included; the construction of u in this section is really up.
A.6 Asymptotic Orthogonality In The Bow Tie






















where the metric coeﬃcients in this elliptic cylinder system are
hζ = hξ = d
q
sinh2 ζ + cos2 ξ































































































cos [2kd tanhu− (sp + sp0)u] du
where
u = Arcsinh (tan ξ)
tan ξ = sinhu
sec2 ξ = cosh2 u






Arcsinh (tan ξ) =
1p
1 + tan2 ξ
sec2 ξ = sec ξ
d
dξ
sin ξ = cos ξ
and
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= (p− 1/2)π = kpc , p = 1, 2, 3, ...
























= (p0 − p)π
the first integral can be written as
Z Arcsinh√c/R
0


















= 2kc− (p+ p0 − 1)π
the second integral can be written as
Z Arcsinh√c/R
0














− u2kc+ (p+ p0 − 1)πu
i
du
Now because of the large values of kd at high frequencies we expect this to be well approximated by the






















− 2kc+ (kp + kp0) c = 0






































Thus because kd and kc are presumed to be large, we do not expect a stationary point to be in 1 > u > 0.
Thus the asymptotic evaluation of this second integral arises from the end points of the interval. However
because the argument ranges from 0 to (p+ p0 − 1)π, an integration by parts evaluation [36] leads to a




















































































































cos (2kd tanhu− spu− sp0u) sech (u) du
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Because, for large radius the upper limit is less than unity, the hyperbolic function coshu does not vary
much from unity. Thus orthogonality almost holds again to second order.
A.7 Comparison of Source and Boundary Forms Of Energy Theorem And
Normalization
The normalization of the function, or the choice of c, is now considered. We wish to compare a source
free form of the energy theorem with the source form discussed previously.
A.7.1 source free form of energy theorem


















· J∗ −E∗ · ∂J
∂ω
Taking the cavity region to be source free and simple and applying the energy theorem to the upper half of















×H∗ +E∗ × ∂H
∂ω
¶
· ndS = i
Z
V
(μH ·H∗ + εE ·E∗) dV
where Sscar is the surface of the scarred orbit and n in the divergence theorem points out of the upper
region. Noting from iωμH = ∇ × E that μH · H∗ = (∇×E) · (∇×E∗) ε/k2. In two dimensions,
taking E = uez, we find that ∇ × E = ∇ × (uez) = ∇u × ez, ez × (∇u× ez) = ∇u, εE · E∗ = ε |u|2,



























|∇u|2 = ∇u ·∇u∗ = ∇ · (u∗∇u)− u∗∇2u = ∇ · (u∗∇u) + k2 |u|2
























































Specializing the integral to an area and applying this just above the scarred orbit, taking the wavefunction
to be normalized to unity over the entire symmetrical cavity
Z
A






































To obtain the final form, we are assuming that the normal derivative, without the frequency derivative
applied, vanishes on the symmetry axis at the eigenvalue.
A.7.2 source free symmetric bow tie trigonometric series







If we substitute the Fourier series expansion for the eigenfunction u












(x, 0) dx = ωμ0ε0
A.7.3 source form with entire eigenfunction current




















δ (y) , y = 0






(x, 0) dx = ωμ0ε0
the same as the preceding result. This seems to confirm that the source should include the entire
eigenfunction expansion.
A.7.4 source form with single component







δ (y)S0 , y = 0






(x, 0) dx = ωμ0ε0







(x, 0) dx = ωμ0ε0















This seems to imply that the normalization of the eigenfunction is connected with source strength S0 in the
energy theorem.
A.7.5 comments on source current strength
The frequency derivatives in the energy theorem, in preceding sections of the report, were estimated
by using the Weyl asymptotic eigenvalue spacing for ∆k2 and a phase shift of the pth component alone
of ∆Φ0 ∼ 2π. This average ratio was then multiplied by the square of a Gaussian random variable (with
unit variance). If more than one p component is simultaneously present, it is not clear how to define the
phase shift from eigenfunction to eigenfunction. Yet, evidently this approach applied separately to each
term (with S0 lumped into the frequency derivative and providing the full phase shift), seems to yield the
correct normalization term by term.
Perhaps a physical view of the justification can be conjectured. Suppose we place in the cavity above
the scarred orbit a filter which is transparent to fields with cos (kpx) variation (or the elliptical pth
variation), but a perfect reflector for all other p variations. We might expect that this filter, being passive
and lossless, and only filtering out other p components in the vicinity of the orbit (which at high frequencies
is a small fraction of the area), will not disturb the general behavior of the eigenmode, and not enter into
the energy theorem. If this is so, then the scar region is simplified to involve only one p component at a
time, and the application of the method in such a fashion, seems reasonable.
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Appendix B. APPENDICES FOR STADIUM CAVITY
These are the appendices for the stadium cavity.
B.1 Higher Order Stadium
Suppose now we consider the higher order case. The approach used in the bow tie cavity above is
sketched here for the stadium case.
B.1.1 region one




cos (γ sin ξ − sσ)
∙































ψ0 (s, τ) sinh (2σ) sin (γ sin ξ − sσ)
¸
ψ (s, τ) = cRe
h











Next let us examine the behavior as the focal region is approached ξ0 = π/2− ξ → 0
sin ξ = cos ξ0 ∼ 1− ξ02/2 + ξ04/24























































cosh (2σ) ∼ 1
2

























































































If we take τ 0 =
√

































































































Second let us look at Region 2 where the substitution
u = e−iπ/4C2
£
W (ξ, ζ) eiγ cosh ζ +W (ξ, ζ − iπ) e−iγ cosh ζ
¤
, |ξ| > ξ0
ψ (s0, τ 0) = cRe
£














iγ cosh ζ + γ2 cos2 ξ
¢
W = 0












iγ cosh ζ + γ2 sin2 ξ0
¢
W = 0

















































































































= ln [tanh (ζ/2)]
cosh ζ = − cothσ0





























































































































































± i2 + 1
4































































































































































σ00 = ln [tanh (ζ0/2)]
p
sinh (ζ − iπ)→ −i
p
sinh ζ
Now let us examine the limit as the focal region is approached ζ → 0




cosh ζ ∼ 1 + ζ2/2 + ζ4/24
σ0 = ln [tanh (ζ/2)] ∼ − ln (2/ζ)− ζ2/12
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cosh (2σ0) ∼ 1
2
e−2σ
0 ∼ 2/ζ2 ∼ − sinh (2σ0)
cos
¡






1 + ζ2/2 + ζ4/24
¢









































































































Now if we set τ =
√























































































































sinh2 ζ + cos2 ξ
¢
u = 0









































+ γ2ζ2 + γ2ζ4/3
¶
= 0












2γg + γ2ζ2 + γ2ζ4/3
¢
Z = 0
Thus we find parabolic cylinder equations in both directions. Letting
ξ0
p
2γ = τ 0





















































































































































e−iπ/4U+ (−s0, τ) + eiπ/4eiΦ0U∗+ (−s0, τ)
i



























U+ (s, τ) + eiΦ0U∗+ (s, τ)
¤
we see that
−24X1 = τ 0
¡























However it may be convenient to introduce a first order constant to the separation constants










































































−24X1 = τ 0
¡














Now the first order solutions obey the symmetry conditions on the scar orbit. The solution is then





























































































































In order to approach the other two regions we use the expansions




U+ (s, τ) ∼ eiτ
2/4−(1/2−is) ln τ = eiτ
2/4τ is−1/2 , τ → +∞
U+ (s, τ) = e−iπ/4−iφ2/2E (−s, τ) /
√
2
φ2 = argΓ (1/2− is)














ψ0 (s, τ) ∼ 2c cos (Φ0/2) τ−1/2 cos
£
τ2/4 + s ln (τ)− Φ0/2− π/4
¤
















τ2/4 + s ln (τ)− Φ0/2− π/4
ª¸
ψ0 (s
0, τ 0) ∼ 2c cos (Φ0/2) τ 0−1/2 cos
£
τ 02/4 + s0 ln (τ 0) +Φ0/2
¤
















τ 02/4 + s0 ln (τ 0) +Φ0/2
ª¸
B.1.4 matching
If we move the Region 3 solution into Region 1, then τ 0 >> 1









































































































The focal shift δ is introduced in Region 3 by means of the replacement
τ 0 → bτ 0 =p4kδ + τ 02 ∼ τ 0µ1 + 2kδ
τ 02
¶
when moving into Region 1 and
τ → bτ =pτ2 − 4kδ ∼ τ µ1− 2kδ
τ 02
¶
when moving into Region 2.
There are a number of questions here about how we order the terms. For example, are τ 02 terms in the





region small? Should we have expansions of the coeﬃcient amplitudes
C0 ∼ C(0)0 +
1
2γ
C(1)0 + · · ·
C1 ∼ C(0)1 +
1
2γ
C(1)1 + · · ·
Is it possible that the 1/γ expansions are all associated with the first order solutions to the equations and
all we needed was to keep the 1/τ 02 terms from the parabolic cylinder expansions? In other words could
these diﬀerent order terms be a clue that there is one expansion for the zero order and another for the first
order solutions? Should we also take the expansion
δ ∼ δ0 + δ1 + · · ·
where we regard successive terms as small δ1 << δ0? Then since kδ0 = O (1) we have that kδ1 << 1. These
questions are out of scope in this report and we simply leave the higher order construction to future work.
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B.2 Asymptotic Orthogonality In The Stadium
The orthogonality of the scarred components are examined in this section. We first look at the simplified
trigonometric approximation to the functions (which in the bow tie cavity, being Fourier components, were
strictly orthogonal) and then at the scar functions from the elliptical analysis.
B.2.1 trigonometric approximation
Suppose we first examine the trigonometric approximate forms for the scar functions, which exhibit the
proper phase shift through the focal point in the stadium cavity. For the even case we take
uTp = c cos (kpx) , d < |x|
= c cos (kp |x|− π/4) , d < |x| < c
where
kpc = π (p− 1/4)





















[cos (kp − kp0)x+ sin (kp + kp0)x] dx
= c2
∙
sin (kp + kp0) d
kp + kp0
+
sin (kp − kp0) c
kp − kp0









sin {π (p+ p0 − 1/2) d/c}
π (p+ p0 − 1/2) /c +
sin {π (p− p0)}
π (p− p0) /c −
cos {π (p+ p0 − 1/2)}
π (p+ p0 − 1/2) /c +
cos {π (p+ p0 − 1/2) d/c}





cos {π (p+ p0 − 1/2) d/c− π/4}
π (p+ p0 − 1/2) + δpp
0
¸
where the Kronecker delta δpp0 is unity for p = p0 and vanishes otherwise. Thus orthogonality holds
asymptotically in the high frequency limit (kp + kp0) c = π (p+ p0 − 1/2)→∞ to order O [1/ {(kp + kp0) c}].
Suppose we enforced strict orthogonality by requiring
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cos {π (p+ p0 − 1/2) d/c− π/4} = 0
or




p+ p0 − 1/2
A focal shift, discussed in the main body of the report, was required to enforce the continuity at
x = d+ δ0 for s = 0. It is instructive to examine the eﬀect of this shift on the orthogonality. Noting that
the shift for s = 0 is defined by
kp (d+ δ0p) = (n+ 1/8)π
cos (kpx) = cos (kpx− π/4) , x = d+ δ0p













cos (kpx) cos (kp0x− π/4) dx+ 2c2
Z c
d+δp












[cos (kp − kp0)x+ cos ((kp + kp0)x− π/2)] dx
= c2
∙
sin {(kp − kp0) (d+ δ0p0)}
kp − kp0
+





sin {(kp − kp0) (d+ δ0p) + π/4}
kp − kp0
− sin {(kp − kp0) (d+ δ0p0) + π/4}
kp − kp0
+
sin {(kp + kp0) (d+ δ0p)− π/4}
kp + kp0






sin (kp − kp0) c
kp − kp0
− sin {(kp − kp0) (d+ δ0p)}
kp − kp0
+
sin {(kp + kp0) c− π/2}
kp + kp0






[sin (p− p0)π + sin {kp (δ0p0 − δ0p)}− sin {kp0 (δ0p0 − δ0p)}




[sin {(p+ p0 − 1)π}+ sin {kp0 (δ0p0 − δ0p) + π/4}− sin {kp0 (δ0p0 − δ0p)}





























































(kp − kp0) (δ0p0 − δ0p)
¾¸
where
kpc = (p− 1/4)π
kp0c = (p0 − 1/4)π
kp (d+ δ0p) = (n+ 1/8)π
kp0 (d+ δ0p0) = (n+ 1/8)π
kp (d+ δ0p0) = (n+ 1/8)π − kp (δ0p − δ0p0)
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kp0 (d+ δ0p) = (n+ 1/8)π − kp0 (δ0p0 − δ0p)
(kp − kp0) (d+ δ0p) = kp0 (δ0p0 − δ0p)
(kp − kp0) (d+ δ0p0) = kp (δ0p0 − δ0p)
(kp + kp0) (d+ δ0p) = 2nπ + π/4− kp0 (δ0p0 − δ0p)
(kp + kp0) (d+ δ0p0) = 2nπ + π/4 + kp (δ0p0 − δ0p)
δ0p0 − δ0p =
(p− p0) (n+ 1/8)






Now because we expect
1
2
(kp − kp0) (δ0p0 − δ0p) = O
"









p0 (x, 0) dx ∼ c2c
sin (p− p0)π
(p− p0)π
































(kp + kp0) (δ0p0 − δ0p)
¾¸
∼ c2csin (p− p
0)π
(p− p0)π + 2c





































(kp + kp0) c
¾¸
Thus orthogonality approximately holds.
B.2.2 scar functions from elliptical analysis
Suppose we test the orthogonality with the Region 1 and 2 functions. The field on axis, in Region 1
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´√2d ¡d2 − x2¢−1/4 cos [kpx+ p1 (x)] , Region 1
∼ c3
eπs/4




cos [kpx+ p1 (x)]
and in Region 2










´√2d ¡x2 − d2¢−1/4 cos [kpx− π/4 + p2 (x)] , Region 2
∼ c3
e−πs/4










= 2 (k − kp) c
¯¯
U 0+ (−s, 0)
¯¯¯¯








































up (x, 0)up0 (x, 0) dx+ 2
Z c
d














































u2p (x, 0) dx+ 2
Z c
d


















cos2 [kpx− π/4 + p2 (x)] dx





























up (x, 0)up0 (x, 0) dx+ 2
Z c
d




























































(kp0 + kp)x+ p
(p0)
























(kp0 + kp)x+ p
(p0)











[36]. Because these are in reality nonsingular and continuous, if Region 3 is
included, we expect them to be even smaller. These contributions were also neglected when p = p0 due to
the application of the averaging to the trigonometric functions in the integrand. Noting that
249
(kp0 − kp) c = (p0 − p)π =
1
2































































































































For the parameters here this equals π/2 ≈ 1.570796 , |p− p0| = 0 and 4 × 10−7 , |p− p0| = 1˙ (it is
smaller still for |p− p0| ≥ 2); it can thus be neglected unless p = p0. In the second integral we let







































































For the parameters here this equals Arccosh(c/d) ≈ 1.8685511 , |p0 − p| = 0; −0.075259327 , |p0 − p| = 1;
0.0229565 , |p0 − p| = 2; −0.010795965 , |p0 − p| = 3. It is thus quite small unless p = p0.
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B.2.3 orthogonality with normal derivative
We are also interested in examination of the integration involving the normal derivative of the scar



















(x, 0)up0 (x, 0) dx
This arises in the normalization condition. To avoid a pole singularity at the focus we must also use the







































































where ∆0 << ∆ is introduced to avoid singularities at the focal point. The idea is to let ∆0 shrink toward
0 and allow ∆ to grow to allow cancellation between the Region 3 and Region 1 and 2 solutions, but still
approximate the functions near the focal point. Approximating near the focal point for small ξ0 and small


































e−iπ/4U 0+ (s, 0)
¤¯¯
U 0+ (s, 0)
¯¯2 cos©γ ¡1− ξ02/2¢− sσª





































U 0+ (−s, 0)
¤¯¯
U 0+ (−s, 0)
¯¯2 cos©γ ¡1 + ζ2/2¢+ sσ0 − π/4ª











































−s,bξ0p2γ´+ e−iΦ0U∗+ ³−s,bξ0p2γ´iRe he−iπ/4U+ (s, 0) + eiπ/4eiΦ0U∗+ (s, 0)i








−s,bξ0p2γ´¸ / ¯¯U 0+ (s, 0)¯¯
bξ0 ≈p2 (d+ δ − x) /d
where
x = d cos ξ0












U 0+ (s, 0)
¯¯2
eiΦ0 = i
U 0+ (s, 0)
U∗0+ (s, 0)















































up = (−1)n (2γ)1/4 sec (Φ0/2)
cRe
£
















s,bζp2γ´¸ / ¯¯U 0+ (−s, 0)¯¯
bζ ≈p2 (x− d− δ) /d
where
x = d cosh ζ
x = δ + d coshbζ
q
ζ2 − 2δ/d = bζ












U 0+ (−s, 0)
¯¯2
e−iΦ0 = −








U 0+ (−s, 0)
¤ = ¯¯U 0+ (s, 0)¯¯
Im
£
e−iπ/4U 0+ (s, 0)
¤
This procedure is quite complicated, but can be carried out. We have not written out the fact that up0
may require a shifted focal point location from the normal derivative with order p. Instead, we make the
following qualitative argument. Since the scar functions and their normal derivatives are continuous and
nonsingular when Region 3 is included, we expect that for p = p0 there will be phase coherence along the
orbit and a large integrated value for Inpp. When p 6= p0 we expect phase incoherence along the orbit and a
smaller value for Inpp0 . In this latter case the local region within, say half a wavelength of the focal point,
will contribute to the integral, however this is only a limited contribution compared to the integral along
the entire orbit length when p = p0. Furthermore, when p 6= p0 these shifted focal points will not align
between the function and derivative, which should decrease the contribution near this point relative to the
p = p0 term.
B.3 Normalization in Stadium Cavity And Focal Point Contribution
















































































































B.3.1 transition to region three
The principal value in the main body of the report requires some further justification. Suppose we first
transition from Region 1 to Region 3 and back to Region 2 by adding a correction N3 (s) to the energy









e−iπ/4U 0+ (s, 0)
¤¯¯















U 0+ (−s, 0)
¤¯¯
U 0+ (−s, 0)
¯¯2 Z ζ0√
2∆/d







































U 0+ (−s, 0)
¤¯¯
U 0+ (−s, 0)
¯¯2 = Im2
£
e−iπ/4U 0+ (s, 0)
¤¯¯
U 0+ (s, 0)
¯¯2
The question is how we can simplify these expressions, including the Region 3 term, for high frequency?









e−iπ/4U 0+ (s, 0)
¤¯¯

















U 0+ (−s, 0)
¤¯¯
U 0+ (−s, 0)
¯¯2 Z ζ0√
2∆/d
[1 + cos (2γ cosh ζ + 2sσ0 − π/2)] dζ
sinh ζ
+N3 (s)









e−iπ/4U 0+ (s, 0)
¤¯¯
U 0+ (s, 0)









e−iπ/4U 0+ (s, 0)
¤¯¯















U 0+ (−s, 0)
¤¯¯
U 0+ (−s, 0)
¯¯2 Z ζ0√
2∆/d




Expansion of the coordinate transformations near the focal point








1 + ζ2/2− ξ02/2
¢








1 + ζ2/6− ξ02/6
¢
leads to
bξ0 ≈p2 (d+ δ − x) /d
x = d cos ξ0
x = δ + d cosbξ0
bξ0 =q2δ/d+ ξ02
and
bζ ≈p2 (x− d− δ) /d
x = d cosh ζ
x = δ + d coshbζ
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q
ζ2 − 2δ/d = bζ
x = δ + d cosbξ0
bξ0 =q2δ/d− ζ2
where the bξ0,bζ coordinates are shifted relative to the ξ0, ζ coordinates by the focal shift δ.
B.3.2 Cartesian justification of principal value
Because of complications in the calculation associated with the focal point shift, it is much simpler to




e−iπ/4U 0+ (s, 0)
¤¯¯
U 0+ (s, 0)









e−iπ/4U 0+ (s, 0)
¤¯¯
U 0+ (s, 0)










































e−iπ/4U 0+ (s, 0)
i





















U 0+ (−s, 0)
¤¯¯
U 0+ (−s, 0)










U 0+ (−s, 0)
¤¯¯
U 0+ (−s, 0)















































U 0+ (−s, 0)
¤

































= (−1)n 2 (2γ)3/4
¯¯






















−s,bξ0p2γ´¸ / ¯¯U 0+ (s, 0)¯¯
bξ0 ≈p2 (d+ δ − x) /d












= − (−1)n 2 (2γ)3/4 1

















s,bζp2γ´¸ / ¯¯U 0+ (−s, 0)¯¯
bζ ≈p2 (x− d− δ) /d
















































where C+ is the contour for positive x values. Thus we write this in terms of the Region 1 and 2 solutions

























































































































































Note that there may be a cancellation problem as x→ d with the subtracted terms not matching (we
only know that the averaged forms match) and thus not forming a principal value integral. This might
require displacement to d ±∆0, where ∆0 → 0. More will be said about this problem for the case s = 0
below.
B.3.3 region three correction for s equal to zero
Inserting the solutions in this limit
u1 ∼ 23/4c cos (π/8)−U 0 (0, 0) (1− x/d)
−1/4




















u2 ∼ 23/4c cos (π/8)−U 0 (0, 0) (x/d− 1)





























































2γ (x/d− 1)−1 cos2 (kpx− π/4)







2γ (1− x/d)−1 cos2 (kpx− π/4)
where we have used
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U 0+ (0, 0) = e
−i3π/8U 0 (0, 0) = −e−iπ3/8 2
1/4√π
Γ (1/4)
We note that for s = 0
kp (d+ δ0) = (n+ 1/8)π
for which
cos (kp (d+ δ0)) = cos (kp (d+ δ0)− π/4)
Thus if we displace the singularity (1− x/d)−1 to (1− x/ (d+ δ))−1 in the above outer region solutions,
then the resulting expression is continuous and converges in a principal value sense. Alternatively we can










from either side. This averaged result gives a principal value with the singularity at x = d. This was the
approach used in the main body of the report. Thus any correction should be defined in the same way by
subtracting the averaged outer region quantity.





















γbξ02/2´− iH(2)1/4 ³γbξ02/2´oi 1ω ∂Φ0∂ω







γbξ02/2´− Y1/4 ³γbξ02/2´i 1ω ∂Φ0∂ω


























γbξ02/2´− Y1/4 ³γbξ02/2´i / [−U 0 (0, 0)]
= (−1)n (2γ)1/2
qbξ0pπ/2c cos (π/8)J−1/4 ³γbξ02/2´ / [−U 0 (0, 0)]
bξ0 ≈p2 (d+ δ0 − x) /d
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= − (−1)n (2γ)
p
π/2












= − (−1)n (2γ)
√
π









= − (−1)n 2 (2γ)
p
π/2

























γbζ2/2´− Y1/4 ³γbζ2/2´i / [−U 0 (0, 0)]
= (−1)n (2γ)1/2
qbζpπ/2c cos (π/8) J−1/4 ³γbζ2/2´ / [−U 0 (0, 0)]



































cos2 (π/8)J2−1/4 (kp (d+ δ − x))


































cos2 (π/8) J2−1/4 (kp (x− d− δ))
bζ ≈p2 (x− d− δ0) /d
where we have used
260










Y1/4 (z) = J1/4 (z)−
√
2J−1/4 (z)






















cos2 (π/8)J2−1/4 (kp |x− d− δ0|)






















|x− d− δ0| cos










d+ δ0 − x
cos2 (kp |x− d− δ0|− π/8)
Noting that
cos2 (kp |x− d− δ0|− π/8) = cos2 (kpx− nπ) = cos2 (kpx) , x < d+ δ0
cos2 (kp |x− d− δ0|− π/8) = cos2 (kpx− nπ − π/4) = cos2 (kpx− π/4) , x > d+ δ0
shows that the Region 3 solution equals the outer terms for large arguments (this is also true if we average
these quantities in the integration, which allows us to use the limit as the focal point is approached). Thus









































































































































Using the averaged outer quantities












sgn (x− d− δ0) J2−1/4 (kp |x− d− δ0|) dx















































































cos2 (π/8) 2δ0J2−1/4 (kp |R|)→ 0
Thus we have shown that, at least for the peak s = 0, the principle value interpretation is correct.
B.4 Focal Point Correction To Projection Operator
Let us consider a focal point correction to the projection operator. Note that the focal point shift must
be used otherwise there will be a phase discontinuity at infinity. We define the correction as the diﬀerence
between Region 3 (no superscript) and the outer Region 1 and Region 2 representations (with superscripts)











































































































































The pth component of the field on axis in Region 1 is (the second expressions are approximated near







































































U 0+ (s0, 0)
¯¯¯¯












kpc = π (p− 1/4)
The Region 3 solution on axis is















U 0+ (−s0, 0)






















0 Γ (−is0/2 + 1/4)









2 (x− d− δ) /d










































Γ (is0/2 + 1/4)










2 (d+ δ − x) /d
If we take the limit as we move away from Region 3
U+ (s, τ) ∼ eiτ
2/4−(1/2−is) ln τ = eiτ
2/4τ is−1/2 , τ → +∞
U 0+ (s
0, 0) = e−π(s
0+i3/2)/4U 0 (−is0, 0) = − e
−π(s0+i3/2)/4√π
2−is0/2−1/4Γ (−is0/2 + 1/4)
eiΦ0 = i
U 0+ (−s0, 0)
U 0∗+ (−s0, 0)
= i
£
U 0+ (−s0, 0)
¤2¯¯






U 0+ (s0, 0)
¤¯¯
U 0+ (s0, 0)
¯¯ = − Im
n
2is
0/2e−i3π/8Γ (is0/2 + 1/4)
o
|Γ (is0/2 + 1/4)|
and
























































2is0/2e−i3π/8Γ (is0/2 + 1/4)























































































































































k (d+ δ − x) + 1
2
s0 ln (4k (d− x)) +Φ0/2
¾


















k (x− d− δ)− 1
2
s0 ln (4k (x− d))− π/4− Φ0/2
¾








− nπ = −k (d+ δ − x)− 1
2









− π/4− nπ = k (x− d− δ)− 1
2
s0 ln (4k (x− d))− π/4− Φ0/2
which are equivalent to
1
2
s0 ln (8kd) = −k (d+ δ)− Φ0/2 + nπ
Now we want to evaluate the correction
























































































4k (x− d− δ)
´
+ 2−is
0 Γ (−is0/2 + 1/4)





4k (x− d− δ)
´¸


















Γ (is0/2 + 1/4)






4k (d+ δ − x)
´¸
B.4.1 correction for s equal to zero
Suppose we direct attention on the important s0 = 0 (Φ0 = −π/4, k = kp = (p− 1/4)π/c) limit (the
peak region)
u1 ∼ Γ (1/4)
p
2/πc cos (π/8) (1− x/d)−1/4 cos (kpx) , Region 1
u2 ∼ Γ (1/4)
p
2/πc cos (π/8) (x/d− 1)−1/4 cos (kpx− π/4) , Region 2
where we have used
U 0+ (0, 0) = e













´ = c22−1/4√πcos (π/8)Γ (1/4)
We note that for s = 0
kp (d+ δ0) = (n+ 1/8)π
for which
cos (kp (d+ δ0)) = cos (kp (d+ δ0)− π/4)
In Region 3
up = (−1)n Γ (1/4) γ1/2c cos (π/8) |(x− d− δ0) /d|1/4 J−1/4 (kp |x− d− δ0|)
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where we have used










Y1/4 (z) = J1/4 (z)−
√
2J−1/4 (z)
The asymptotic form is
up ∼ (−1)n Γ (1/4) c cos (π/8)
p
2/π
cos (kp |x− d− δ0|− π/8)
|(x− d− δ0) /d|1/4
Noting that
cos (kp |x− d− δ0|− π/8) = cos (kpx− nπ) = (−1)n cos (kpx) , x < d+ δ0
cos (kp |x− d− δ0|− π/8) = cos (kpx− nπ − π/4) = (−1)n cos (kpx− π/4) , x > d+ δ0
shows that the Region 3 solution equals the outer terms for large arguments (this is also true if we average
these quantities in the integration).




u (x, 0)− u1 (x, 0)
¤





u (x, 0)− u2 (x, 0)
¤





u (x, 0)− u2 (x, 0)
¤
(x− d)−1/4 cos (kpx− π/4) dx
or




(−1)n k1/2p |x− d− δ0|1/4 J−1/4 (kp |x− d− δ0|)−
p
2/π (d− x)−1/4 cos (kpx)
i





(−1)n k1/2p |x− d− δ0|1/4 J−1/4 (kp |x− d− δ0|)−
p
2/π (x− d)−1/4 cos (kpx− π/4)
i





(−1)n k1/2p |x− d− δ0|1/4 J−1/4 (kp |x− d− δ0|)−
p
2/π (x− d)−1/4 cos (kpx− π/4)
i
(x− d)−1/4 cos (kpx− π/4) dx
}
or




(−1)n |x− kp (d+ δ0)|1/4 J−1/4 (|x− kp (d+ δ0)|)−
p
2/π (kpd− x)−1/4 cos (x)
i





(−1)n |x− kp (d+ δ0)|1/4 J−1/4 (|x− kp (d+ δ0)|)−
p
2/π (x− kpd)−1/4 cos (x− π/4)
i





(−1)n |x− kp (d+ δ0)|1/4 J−1/4 (|x− kp (d+ δ0)|)−
p
2/π (x− kpd)−1/4 cos (x− π/4)
i
(x− kpd)−1/4 cos (x− π/4) dx
}
or




(−1)n |x− (n+ 1/8)π|1/4 J−1/4 (|x− (n+ 1/8)π|)−
p
2/π (kpd− x)−1/4 cos (x)
i





(−1)n |x− (n+ 1/8)π|1/4 J−1/4 (|x− (n+ 1/8)π|)−
p
2/π (x− kpd)−1/4 cos (x− π/4)
i
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(−1)n |x− (n+ 1/8)π|1/4 J−1/4 (|x− (n+ 1/8)π|)−
p
2/π (x− kpd)−1/4 cos (x− π/4)
i
(x− kpd)−1/4 cos (x− π/4) dx
}
Thus






2/π (x− kpδ0)−1/4 cos (x− π/8)
i







2/π |x− kpδ0|−1/4 cos (x+ π/8)
i








−1/4 cos (x− π/8)
i
(x+ kpδ0)
−1/4 cos (x− π/8) dx
}
where
kpδ0 = kp (d+ δ0)− kpd = (n+ 1/8)π − (p− 1/4)πd/c
B.4.2 subtraction of averaged values
If we redefine the subtraction as the average of the square of the cosine we obtain





























subtraction of trig functions
subtraction of averaged trig functions
Figure B-1. Integral values of correction from Region 3. The solid curve has the trigonometric functions


























This is a more consistent correction with the value of Vp in the main body of the report (since we averaged
the cosines to obtain the value of the projection). Figure B-1 shows the sum of the integrals in braces of the
preceding expressions (solid curve has trigonometric functions subtracted and dashed curve has averaged
values subtracted).
The value of the dashed curve near π/2 (the average of the shift in the main body of the report








































































≈ 25.5 to approximately (using p = 20 as an average






much closer to the peak value of the histogram in Figure 55.
B.4.3 shifted projection operator
Suppose that the projection operator is defined by taking the limit between the two regions as
d→ d+ δ0 for each eigenfunction. Then we can write the correction as




(−1)n k1/2p |x− d− δ0|1/4 J−1/4 (kp |x− d− δ0|)−
p
2/π (d+ δ0 − x)−1/4 cos (kpx)
i





(−1)n k1/2p |x− d− δ0|1/4 J−1/4 (kp |x− d− δ0|)−
p
2/π (x− d− δ0)−1/4 cos (kpx− π/4)
i
(x− d− δ0)−1/4 cos (kpx− π/4) dx
}






2/ (πkpx) cos (kp (x− d− δ0))
¸







2/ (πkpx) cos (kp (x+ d+ δ0)− π/4)
¸
cos (kp (x+ d+ δ0)− π/4) dx
}
Using
kp (d+ δ0) = (n+ 1/8)π
gives






2/ (πkpx) cos (kpx− π/8)
¸
cos (kpx− π/8) dx
}
or






2/ (πz) cos (z − π/8)
i
cos (z − π/8) dz
}
Now using the identities [31]
Z ∞
0



















































































2/ (πz) cos (z − π/8)
i



































































































































B.4.4 subtraction of averaged values from shifted projection
Because we averaged the square of the cosine to obtain the projection operator value in the main body
of the report, to be consistent we should calculate the correction as
274
















2/ (πz) cos (z − π/8)
i


















































≈ 0.354 are the kpδ0 → 0 limit of the solid and dashed
curves on B-1. Therefore
















































































B.4.5 including higher order terms in the oscillatory functions of the projection operator
We could ask what happens if we include higher order terms in the oscillatory integrals of the
projections operator for Regions 1 and 2 and then use the original correction above (with the asymptotic
forms for the Region 1 and 2 solutions as the focal point is approached rather than the averaged forms).
Taking the projection operator for the outer two regions with s = 0, and using
¯¯





























cos2 (kpx− π/4) dx
#







































































Noting that for the focus shifted in the projection, with s = 0 and k = kp, we have
kd = (n+ 1/8)π


















(n+ 1/8)2 π2 − z2
o−1/2



























































cos (v − π/4) z−1/2dz
#
For large upper limits the dominant contributions are near zero. Note also that the phases of the
trigonometric functions are such that the leading contributions at the other limits vanish (and thus the



















































Thus if we include the oscillatory functions in the definition of Vp we also include this additive term. When
added onto the correction of the previous sections this extra term eliminates the negative 2 in the correction
and returns us to the same value as obtained previously by redefining the correction in terms of the average
values. Thus we obtain a small positive correction.
B.5 Random Plane Wave Representations And Treatment Of Integral Near
Focal Point
This section gives integrations near the focal point needed in the evaluation of the random plane wave
projections.
B.5.1 random plane wave projection
The random plane wave projection in the main body of the report involves the function























































































































































































































































































































































































































































B.5.2 another approach to stadium integral of the square

























































U 0+ (−s, 0)
¯¯ ¯¯
U 0+ (s, 0)
¯¯Gs (λ) exp (π |s| /2)
where














































































λ = 4 (k − kp) c
























































































































































sgn (x0 − x)
´









λ |x0 − 1| d
4c














+ ln 2− ln (x− 1)
¶











λ (x0 − 1) d
4c
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p|x0 − 1| exp {i
µ
λ (x0 − 1) d
4c






















p|x0 − 1| exp {−i
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µ
λ (x0 − 1) d
4c






















p|x0 − 1| exp {i
µ
λ (x0 − 1) d
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λ (x0 − 1) d
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sgn (x0 − x)
o










λ |x0 − 1| d
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+ ln 2− ln (1− x)
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λ |x0 − x| d4c − π/4− (p2 (x0d)− p2 (xd)) sgn (x0 − x)























sgn (x0 − x)
´
















λ |x0 − x| d4c − π/4− (p1 (x0d)− p1 (xd)) sgn (x0 − x)























sgn (x0 − x)
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