Natural Language Processing (NLP) is a very large and diverse subtopic of artificial intelligence. As a result, NLP itself has many subtopics including optical character recognition, text to speech translators, foreign language reading and writing aids, machine translation, and speech recognition. While these branches of NLP have some common problems that must be overcome to achieve the ultimate goal of NLP, each of these subtopics has unique roadblocks as well. While some of the problems that exist within these sub-domains have been solved, exciting research is currently being done in every one of these areas. The aim of this survey is to provide a brief history of NLP, motivate the importance of NLP and to explain the problems that just about all subtopics of NLP share. This paper will then examine one of the sub-topics more closely, highlighting previous research that has produced significant findings, and provide insight into the status of current research being done.
Introduction
Natural Language Processing is but one of many large and diverse subtopics in the field of artificial intelligence. The ultimate goal of NLP is to provide a means of communication between humans and computers using native human language. As can be seen, there are two main components to NLP-the communication from the user to the computer (interpretation and understanding of user entered/inputted data) and the communication from the computer to the user (computer speech, output of data). The former is considered "natural language understanding" while the latter is "natural language generation" (refer to Figure 1 ). This paper will focus primarily on natural language understanding. However, natural language generation has similar problems in addition to some additional ones thrown in by the idea of computer generated speech. 1 History NLP has its roots in linguistics, cognitive psychology, and computer science. NLP was originally called "computational linguistics," and is still referred to by both names. The study of NLP as it is known today began sometime in the early 1940's in the sub-area of machine translation. It was used extensively during World War II in an attempt to break enemy codes. However, it wasn't until 1949 that it really started growing. In the beginning, research focused on the differing vocabularies and word order in languages and largely ignored ambiguities. Later on, generative grammar and statistical approaches were created to tackle the ambiguities. Currently, research is focused on combining methods for the best benefit and improving existing systems.
Why NLP?
One may question "Why NLP? Computer users have been able to communicate with computers for years-why is it important to be able to communicate in a natural language? What is wrong with what we are currently doing?" There are many benefits to NLP, including communication with computers requiring no special training, automatic management and processing of information, and simplified database access (Finlay, 1996) . Undeniably the biggest advantage of NLP is that it provides intuitive use of the computer which leads to fewer user-caused mistakes as well as more productive users.
Problems Encountered By NLP
While the main idea of NLP is relatively simple-create a system that can communicate with me in my native language-there are many problems that such a system must first overcome. Most of these problems are the result of language ambiguity and cannot be simply ignored. Unfortunately, there are no simple solutions to these problems, though much research is currently being done in these areas. Below is a brief description of each of these problems and one or two approaches that are currently being used to tackle each problem. There are many more approaches that are not mentioned.
Syntactic Ambiguity
Syntactic ambiguity relates to the fact that one seemingly simple sentence can often be interpreted many different ways. Church and Patil (1982) illustrate this problem with the sentence "Put the block in the box on the table." It is not obvious whether the block is already in the box and we are to set the box and the block on the table, or if the box is sitting on the table and we are to put the block in it.
The most common way of tackling syntactic ambiguity is the use of a parser, but this approach is limited to providing all possible interpretations of a sentence. The parser cannot determine which choice is the most appropriate for a given situation (Resnick, 1993) . Resnick (1993) suggests that using a limited form of semantic knowledge that is based on the sentence itself can overcome this problem. His research supports this claim, and makes progress towards solving syntactic ambiguity. In addition, Resnick submits that there is much room for improvement in the algorithms currently in use, and aims to improve on these in future research.
Speech Segmentation
Speech segmentation has to do with how humans speak. It is very common for us to slur together words-making it difficult to establish where one syllable ends and another begins. A common example of this is how a person says the word "hitting." Some people will pronounce it like "hitting" and from others it will sound like "hittin'." Another example would be "I am going to hit you," compared with "I am gonna hitchew," or "I'm going to hitou." A computer would have much difficulty determining that they all mean the same thing. This is even further complicated by the fact that any one person may pronounce the same word differently in different contexts. Obviously, this problem is especially prominent in speech recognition but it is also a concern in computer speech generation.
A common area where speech segmentation is a very big problem is in cartoon lip-syncing timing. It is often that the lip movements of the characters are not in sync with the word sounds. While there are approaches that are working and currently commercially available, there is much room for improvement in this area.
Some approaches for improvement include finding individual word boundaries, using maximum-likelihood techniques on blocks of text and using text compression to determine speech patterns. A newer approach to overcoming the problem of speech segmentation is the use of probabilistic models from the original text to determine where the syllables begin and end (Brent, 1999) . The general consensus seems to be that probabilistic models are the way to go. It is thought that by combining one or more of these techniques, a better end result will be obtained. Current research is moving in that direction.
Word Sense Disambiguation
Word sense disambiguation stems from the fact that many words can have more than one meaning. For example, "spade" can mean a tool used to dig with or it can specify the suit of a particular playing card. "Axes" can mean multiple chopping tools or a reference line in mathematics. The intended meaning of these words must be determined from context-something which computers have a difficult time doing.
One approach for solving this problem has been taken by Dorr and Jones (1995) . Their research claims that by splitting up sense cues into groups related to various senses in one work, that information can be used in future readings to more correctly guess word sense. While Dorr and Jones use actual readings to help form their word sense selections, other approaches try to group words into domain-specific groupings, either through rules or by human sorting.
Historically, there has been much success in this area. Word sense disambiguation has its own competition (SENSEVAL) and the area has been extended to tackle languages other than English.
Speech Acts Problems
Speech acts problems come from the fact that sentences often are not literal and may require answers in a different from what is immediately obvious. For example when we say "Can you bring me my shoes?" we don't expect "Yes" as an answer. We expect our shoes to be brought to us. Likewise, "Please close the door." doesn't require a verbal response at all-just action. This causes very real problems in NLP systems as these situations are difficult to separate from other situations that do require verbal responses. Other sentences may require the computer to evaluate the current state, what it knows, and what it thinks the human knows in order to answer. For example, when asking "Do you know where my boots are?" The speaker is assuming that the listener knows what those boots look like. If a computer were to answer "Yes, to the left of the television," to a person who doesn't even own boots, there would be a definite problem.
In response to the problems of speech acts, ViewGen was created to model belief attitudes. At first, this model did not account for differences between the belief sets of the speaker and the listener, which means that misconceptions were not handled very well. As a result, ViewGen is currently being modified to account for goals and intentions in addition to belief attitudes (Lee & Wilks, 1996) .
Incorrect Input
Finally, incorrect input can be a problem in NLP. If a human were to read "The child goes two school," he or she would most likely understand the meaning of the sentence, even with the glaring grammatical mistake. A computer, on the other hand, would not have that inherent ability, and (hopefully) would realize that there was a grammatical mistake but wouldn't know what to do beyond that.
The solution to incorrect input may seem simple-make sure that correct input is provided. But this isn't always a feasible ideal. For example, if the purpose of a program was to read in and make sense of words from a book already published, any mistakes in the book will follow to the reading. It is also fatal to believe that a human will ever provide 100% accurate input.
Why Are These Problems So Hard?
After reading about the above problems, one may wonder why they are that difficult to overcome. After all, our knowledge of computer programming and available resources are increasing rapidly, and one would think that by devoting enough time to a problem, it would be solved already.
The biggest reason that problems in NLP are so difficult to work out is that natural language itself is often confusing, contradicting, and imprecise. While natural languages tend to have rule sets, these rule sets are frequently violated and may not be complete. The English language is especially guilty of this. It is this deviation from well-defined rule sets and, in many cases, the absence of rule sets, that the majority of NLP problems stem from. As a result, it is impossible to eliminate the problems where they begin without redefining the natural language. Instead, NLP research must first identify these problems and then create work-a-rounds that are accurate a significant amount of the time.
Another reason that NLP problems are so difficult to solve is that to take into account all of the idiosyncrasies of a natural language, a vast amount of resources are needed. Not only is a large amount of space needed to store rules, grammars, dictionaries and training documents, the algorithms used to work out the problems require large amounts of computational power. While resource availability is increasing drastically, it is still not sufficient for some of these problems.
Major Applications of NLP
While the problems and solutions that NLP as a whole encounters are interesting, it is much more interesting to see real world applications of the technology. In a field as diverse as NLP, it is no surprise that there are many different applications. In some, the use of NLP is obvious, while in others it is a bit more subtle. No matter the ending application, all of these areas are ripe with research and implement different strategies to solve similar problems. Included here is a brief description of some of these applications.
Machine Translation
Machine translation is concerned with using a computer to accurately translate one natural language to another. This requires the computer to understand the rules and uses of both languages equally well. Machine translation was one of the first recognized applications of NLP.
One of the goals of machine translation is Fully Automatic High Quality Translation (FAHQT). This means that a computer will be able to flawlessly (or almost flawlessly) translate from one natural language to another-English to French for example. According to Gross (1993) , this is a very lofty goal and may never happen, but optimism in the field still remains. And, while perfect translation may never exist, any improvement is better than none at all, and machine translation is still a very popular application in artificial intelligence circles.
Early attempts at machine translation used rule-based algorithms. These systems tended to fail due to the sheer size and incompleteness of their rule sets. It was easy to make a rule set that worked in some cases, but it was hard to make a rule set that worked in the majority of cases without over fitting it. More recent approaches are corpusbased. They use documents and samples of actual natural language to make decisions. These systems are seeing more success than their predecessors, but still have a long way to go.
Database Access
Database access has traditionally been approached from an information extraction and/or retrieval standpoint. Semantic webs (the use of a specific vocabulary and syntax to make documents easily read by computers) are becoming more and more popular. There is currently much work going on with semantic webs and the Internet. Semantic webs are also popular in the biomedical domain.
Text-To-Speech Systems
These systems aim to read text in whatever format they are given and then read it aloud for the benefit of the user. This is a very popular field as it has a very obvious benefit-helping the blind use computers. While text-to-speech systems work reasonably well, they still sound like machines. Speech segmentation is a very big problem here. Many systems are hand-tuned and rule based. Though these systems work, they tend to result in either poor speech quality or large, unscalable systems. Huang et al. (1993) take on text-to-speech using a combination of stochastic and data driven procedures. Together they created WHISTLER, a system for reading text aloud. WHISTLER allows for rapid creation of voices and is scalable while maintaining natural sound. They hope to allow for more customizability and an even better real world model in the future.
Optical Character Recognition
The goal of optical character recognition (OCR) is to allow printed materials to be converted into digital records, which are easier to store and transport than the originals. Having materials in digital form also allows easier searching of material, and, when combined with a text-to-speech system, allows a user to "read" any book he or she desires.
Research in Optical Character Recognition
As was mentioned above, optical character recognition aims to allow the conversion of printed materials into digital form. The advantages of this are increased storage space as digital copies require much less room than nondigital ones, improved searching capabilities, ease of transport, and increased portability of works. Combined with text-to-speech systems, OCR can provide access to the written word to people who cannot read for themselves.
Obstacles
While a seemingly simple idea, OCR has many obstacles which it must overcome. Currently, computers are relatively efficient at converting normal, typeset, Latin character texts. However, things such as nonstandard fonts, handwriting, and languages such as Chinese or Japanese that use different character sets present problems.
Past Successes
Early OCR systems were trained for converting individual fonts, one at a time. While this worked well, it was not realistic. OCR systems need to be able to read any font at any time. These systems were eventually given the ability to work on any Latin type set. Generally, these systems work by reading in information about one character at a time and then comparing that information to known information about the font. The systems use probabilistic models to make the "best" guess for the character in question. Today, OCR of Latin font sets is very much considered a solved problem, however, that doesn't mean that the field is dead.
Current Research
There is currently ongoing research in the conversion of hand printed letters as well has hand written cursive letters. The approach taken with these is slightly different than that of previous OCR systems. Due to variances in handwriting of the same letter, these systems tend to convert entire words at a time instead of individual characters. Many of these systems use artificial neural networks to determine letters and/or words. Research being done by Blumenstein et al. (2007) , is one example. They are using the directions that the writing utensil takes to help determine the letters being formed. They aim to add more information on curves in future implementations of their system to more accurately recognize letters.
Research is also being done to improve OCR for mathematical symbols, musical notation, and magnetic ink. Research for OCR in non-Latin character languages is also very popular.
Everyday Use
Many projects are being done that implement some form of OCR. The United States Postal Service uses OCR to determine addresses on envelopes and many companies use OCR for credit card imprints. There are multiple organizations that are using OCR to translate old texts out of copyright and are then making the texts freely available.
Conclusion
Natural Language Processing is a very large, diverse field, with many different sub-topics. Each of these topics has many problems that must be solved in order for NLP to be at its best. Fortunately, the topics have prominent applications and so will most likely be funded for some time. It is hoped that NLP will continue to make progress towards its goal for many years to come. It is also hoped that this paper has offered some insight into the natural language processing area and perhaps caused an interest in one of the many areas associated with it. The research that has been done in this field is immense and there is much more out there than has been covered in this survey, and the amount continues to grow. The field of natural language processing has many available avenues for the interested researcher and/or scholar.
