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Abstract 
A parallel algorithm is presented for generating a permutation of size n. The algorithm uses 
O(n) processors and runs in O(Log’(n)) time. We show also that this algorithm permits the 
generation of a Dyck word. The same techniques work for Motzkin words, left factors of Dyck 
or Motzkin words and words which are in bijection with trees split into patterns as defined by 
Dershowitz and Z&s (1989) (see Alonso, 1992). 
1. Introduction 
Due to numerous applications in graphics, statistics and engineering, algorithms for 
the generation of trees have been extensively studied. In recent years, a number of 
parallel algorithms have appeared for the generation of combinatorial objects such as 
permutations [S], combinations [9], subsets, equivalence relations, etc. These works 
concern the generation of all objects under consideration. The purpose of this paper is 
different since we design a parallel algorithm which generates uniformly one of these 
objects. This problem appears frequently in computer graphics and in statistics (for 
sequential algorithms, see e.g. [3,6,12, 151). 
We present in this paper a method to generate uniformely a random permutation 
of size n in time O(Log’(n)) using O(n) processors (another method for generating 
permutation on a shared memory machine can be found in [5]). This algorithm has 
some useful extensions, indeed we can use it for generating randomly a Dyck word of 
size n or a left factor of a Dyck word. Moreover, it can also be used to generate more 
complicated objects such as Motzkin words or left factors of Motzkin words. Even if 
the great challenge is to find efficient sequential algorithms for the generation of these 
two structures [4,6], we show here that these two objects can be efficiently generated 
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on a parallel machine and we present wo algorithms which generate them in average 
time 0(Log2(n)) with O(n) processors. 
The organization of the paper is as follows: Section 2 describes the generation of 
a permutation. The generation of a Dyck word is detailed in Section 3 while Section 
4 provides extensions to a Motzkin word, left factor of Dyck and Motzkin words. 
Other applications (generation of sequences in bijection with trees split into patterns) 
of this method can be found in [3]. Our conclusions and further aspects are offered in 
Section 5. 
2. Generation of a permutation 
Definition 1. We call lower-exceeding sequence a sequence of integers (si,s2, . . . ,s,) 
such that 
We remember first how the classical bijection between permutations and lower- 
exceeding sequences works, then we show how to implement it on a parallel machine 
with an average time complexity in 0(Log2(n)). More details about this bijection are 
available in [20]. 
2.1. Bijection L?? between permutations and lower-exceeding sequences 
The mapping Z? works as follows: 
l It transforms a permutation of 9’,, into an n x n matrix [lo] such that each row 
and column contains a circle. We put a circle in the 
permutation transforms i into j. 
Example. The permutation (1,3,5,4,2) gives the matrix in Fig. 1. 
Fig. 1 
box (i,j) if and only if the 
l the mapping transforms then this array into a lower-exceeding sequence. This is 
easily done by searching the circle in position (i,j) and by associating the number 
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of circles located in the southwest quarter (with respect to the box (i,i)) to the ith 
term of our sequence. 
Example. The preceding array is transformed into the array shown in Fig. 2. 
Fig. 2 
This gives the lower-exceeding sequence (1,2,3,3,2). 
Now we define in a more formal way this application X. 
Definition 2. Let w = (WI, ~2,. . . , wj) be a permutation, then s = (si, ~2,. . ,sj) = X(w) 
if and only if 
Vi, Si = CC&({ 1 < k < i such that wk < Wi}). 
In the next subsection we prove that &’ is a bijection by constructing its reciprocal 
mapping. 
2.2. DeJnition of 5 = 2-l 
We have the following theorem which allows to compute 9 = A?-’ : 
Theorem 1. Let w = (wl,w2 ,..., wj) be a permutation, i an integer of [l,Jl and 
S, = card({ 1 < k < i, wk < wi}) then wi is the slth smallest element of N’ - 
{Wi+l~Wi+2~~~~~Wj). 
Proof. Since w is a permutation, we can write 
wi =card({l d k G j, Wk < wi}) 
=card({l <k < i, wk < wi})+card({i < k <j, wk < Wi}) 
=s/ +card({i < k <j, wk < Wi}). 
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Now let q be the srth smallest element of N* - {wi+i,wi+z,. .  ,wj}, we have 
q = card({o E N*, v < q}) 
=cu~~({uEN*-{w~+~,..., Wj}, u < q})+Card({u E {Wi+l~*~~~Wj}~ ZJ < 4)) 
=s[+ca?d({i < k<j, wk < wi})=wia 0 
This theorem is very important. Indeed it explains how to build a permutation 
(Wl,W,..., Wj) from the sequence (s~,sz,. . .,sj) = .%‘((wI, ~2,. . . ,wj)). For that pttr- 
pose, we need only to take an array j x j and to add a circle in each column 
from the right to left by adding a circle in the sith unused row of each 
column i. 
For instance, we obtain with (S I ,..., ~5) = (1,2,1,4,3) the arrays shown in Fig. 3. 
C t 
(LWAs) (-SWJ) (-,-,1,4,3) 
Fig. 3 
It is worth noting that when we cut the final array in two parts, we get the arrays 
shown in Fig. 4. 
Fig. 4 
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If we remove the completely gray row in the left array (see Fig. 5), 
Fig. 5 
we obtain two arrays which correspond, respectively, to the sequences (~1,. . . , Si) and 
(Si+l,...,sj)* 
We use this recursive decomposition of the problem to compute efficiently the 
function 9 = 2-l. Indeed, in order to calculate 9((si,. . . ,si)), we compute first 
S((Si,. . a 3 SL(i+j)/zJ )) and F((Sl(i+j)/zl+l,. .. y Sj)) (or in an equivalent way, we build 
their two corresponding arrays). Then we modify the first resulting array. 
In fact, this modification requires only to know the unordered set of the integers 
which appear in 9((sl(i+j)/2J+1>. . . , Sj)) (or in an equivalent way the set of the used 
rows of the array corresponding to (sL(i+j)/2J +I,. . . , Sj)) and to avoid to use these num- 
bers. 
For instance, if we recall again the last obtained array (see Fig. 5), we see that the 
third and fifth rows are used in the right array. Thus in order to build the first part of 
the array which is of interest, we take a new array in which the third and fifth rows 
are gray rows. Then we add, respectively, a circle in the second, third, first unused 
white rows of the first, second, third column of this array. We get the matrix shown 
in Fig. 6. 
Fig. 6 
To compute efficiently the rows in which we add a circle, it is worth sorting the 
elements Of eF((SL(i+j)/zJ +I,. . . , Sj)). This explains why we compute a new function 
B(i, (Sip.. . , Sj)) = ((&v@)v*.., (xj,aj)). This function gives the sorted list (xi,. . e,xj) 
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Of (Wi,. . . , Wj) = F((Si,..., Sj)) and the numbers of the columns ai,. . . , aj in which a 
circle appears, respectively in the nith, . . ., xjth rows. 
For the previous example we have the matrices shown in Fig. 7. 
Y(l,(l, 2,l)) = Y(4, (4,3)) = 
((1,3), (2, I), (3,2)) 
Y(L(L%L4,3))= 
((3,5)> (534)) ((1,3),(2,1),(3,5),(4,2),(5,4)) 
Fig. 7 
Assume that we know: 
0 B(i,(Si,..., sj))=((xi,ai),...,(xj,aj)), 
l go’+ l,(~j+l,...,~t))=((xj+l,~j+l),...,(xt,~/)), 
and that we want to compute ‘S(i,(~i )..., SI)) = ((n,bi) ,..., (y/,br)). We can deduce 
the following lemma from the preceding discussion: 
Lemma 1. 
l For each k such that j < k < 1, there exists an integer v such that (Xk,ak) = 
(~0, b, ), 
l For each k such that i < k <j, denote by zk the xkth element of N* - {Xi+,, 
Xj+2,.**, xl}. Then there exists an integer v such that (y”, b,) = (i!k,ak). 
We can deduce from this lemma two theorems which allow us to build Y(i, (si, . . . , ~1)) 
from Y?J( i, (Si, . . . , Sj)) and SG+ l,(sj+l,..-, SI)) by merging two sorted lists. 
Theorem 2. Let m and n be two integers between i and 1 and consider the integers 
o and p such that a,,, = b, and a,, = b,. Then o < p if and only if: 
l ifm<jandn<j,thenmcn, 
l ifm>jandn>j,thenm<n, 
l ifm<jandn > j, thenx,+(n-j)<x,,, 
l ifm > jandn<j, thenx,,+(m-j)<x,. 
Proof. The first two relations follow directly from Lemma 1. The last two cases are 
equivalent if we replace n by m, we can therefore restrict our study to the case where 
m<jandn>j.Assumetbatm<jandn>j,then: 
0 yP is equal to x,, 
l y, corresponds to the x,,,th element of N’ - {xj+l, .. . ,x1}. 
L. Alonso, R. Schottl Theoretical Computer Science 159 (19%) 15-28 21 
The inequality y, > y, is verified if and only if there are more than x,,, elements in 
[l,x,[- {xj+l9xj+Z,..., x,-1) (i.e. if and only if x, < x,, - 1 - (n - 1 - j)). 0 
This theorem gives means for computing the new position of the image of a pair 
(~,,a~) in %l,(sl,..., SI)) by doing only comparisons between the pairs (~,,a,) and 
(~~,a,). Assume, in addition, that we succeed in reordering the pairs (~,,a,,,) with 
the order induced by Theorem 2, we can then go quickly from this representation to 
((YiPbi),..., (yr,bl)). In fact, it is sufficient to transform all pairs (~,,a,) according to 
the following rule: 
Theorem 3. Let n be the new position of the pair (~,,a,), 
l ifa, > j then (y,,bA = (~,,,a,), 
l if a,,, <j then (y,,bn) = (x, + n - m,a,). 
Proof. If a, > j, we use Lemma 1 in order to conclude. Assume now that a,,, < j, 
we have therefore: 
n-i+l=card({i<k<n}) 
= curd ({i < k < n, yk < y,}) 
=card({i<k<n,bk<jandyk<y,,}) 
+ card ({i < k d n, bk > j and Yk < yn}) 
=card({i < k Gj, Xk <x,}) 
+card({k > j such that xk is less than the x,th element of N* 
-_(Xj+l,**~vX~))) 
=E-i+l 
+card ({k > j such that xk is less than the x,th element of N* 
-_(Xj+l,. . . ,XI}}) 
but using Lemma 1, we get: 
Yn = the x,th element of N - {xj,. . . ,x1} 
= x, + card ({k > j such that xk is less than the xnrth element of N* 
-{~j+l~~~~~~~)))~ 
Therefore yn = x,,, + n - m. 0 
2.2.1. Implementation of the algorithm 
The generation of a permutation is done as follows: we generate first a lower- 
exceeding sequence (~1,. . , s,) with the help of n processors. The ith processor chooses 
a random number in the interval [l, i]. Then, using a network which we will describe 
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later, we compute the value of %(l,(sl,. . . ,s,)) = ((l,al), . . . ,(n,a,)). We get a per- 
mutation (ar,...,a,). 
Theorem 4. All permutations (al , . . . , a,) of size n are obtained with probability l/n!. 
Proof. The permutation obtained with our algorithm is in fact the inverse of the per- 
mutation S((s1 , . . . , s,)). The probability of generating a permutation w is therefore 
equal to the probability of generating, at the beginning, a lower-exceeding sequence 
P-‘(w-i) = #(w-l), this means l/n!. El 
It remains to find a processor network which is able to compute the function 3. In 
fact, we can take all processor networks which sort a list of n elements by implementing 
the merging sort. Indeed, if we have a processor which can merge two sorted lists 
of size k and if we know Cf?(i,(q,. . . ,si+k_-l)), ‘S(i + k,(si+k,. . . ,si+2k_l)), then this 
processor computes the value of Y(i, (q, . . . ,s~+z~_.I )).
We assume for simplicity that n = 2P, and that we have a processor N(p) which 
can merge two sorted lists of 2P-’ elements. The network given in Fig. 8 does the 
job: 
‘R(P) 
Fig. 8 
Here N(P) is a network which is able to merge two sorted lists with the help 
of Theorem 2. Then it uses the results of Theorem 3 in order to get the value 
of Y. 
There exists a network which is able to merge two sorted lists of size 2P-’ in time 
O(p) with approximately 2P processors (see [7,18] for more details). If we use this 
network, we have a full network with O(n Log(n)) processors but this network can 
be neatly implemented with O(n) processors using a shuffle-exchange network ([19]). 
Such a network transforms a lower-exceeding sequence s into F(s)-‘, and solves our 
problem in time 0(Log2(n)). 
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3. Generation of a Dyck word 
Definition 3. Let A = {x, y} be a set alphabet. The Dyck language D is defined by 
the production rule D --) E + xDyD where E is the empty word. 
In order to generate a Dyck word of size 2n, first recall how a sequential algo- 
rithm can build a random Dyck word in time O(n) [3]. This algorithm works in three 
steps: 
l generation of a random permutation of length 2n + 1, 
l transformation of this permutation into a sequence of n + 1 letters x and n letters y, 
a transformation of this sequence into a Dyck word of length 2n. 
We have shown in the previous section how to get a random permutation of size 
2n + 1. We replace now in this permutation the numbers strictly greater than n by the 
letter x and the others by the letter y in order to get a random word with n + 1 letters 
x and n letters y spread out on 2n + 1 processors. 
We show here how to transform it into a l-dominating sequence (i.e. a letter x 
followed by a Dyck word). Let ~0.. .ul .,. .uzn be the word composed with letters x 
and y and define the functions: 
a f(i,j)=card({i< 1 <j, ul=x})-card({i< 1 <j, ul= y}), 
l g(i,j) the last position where the minimum of the function u H f(i, v) appears in 
the interval [i,j], 
l h(i,j) the value of the minimum of the function x H f(i,x) in the interval [i,j]. 
The value g(0,2n) permits us to know where to perform the cyclic transformation 
which will transform the word composed with x’s and y’s into a l-dominating 
word. 
3.1. Computation of g(0,2n) 
The function g is strongly related to f and h and their computation will be done by 
induction at the same time. In fact: 
Proposition 1. For f , g and h when i < j < 1: 
0 f(i,i)=l ifui=xandf(i,i)=-1 zfui=y, 
0 g(i, i) = i, 
l h(i,i) = f(i,i), 
l f (i, 0 = f (id + f 0’ + L0, 
l h(i, I) = min(h(i,j), f (i,j) + h(j + 1, E)), 
. g(i, 1) = g(i’j) if h(i,j) < f (i,j) + h(j + 1, l), 
so’+ 1,l) ifh(i,j) >/ f(i,j)+h(j+ 1,I). 
Proof. The fist three properties follow directly from the definitions of f, g, h. The 
proof of the other is by induction. 0 
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This property permits to compute recursively the values off, g, h. We will describe 
a network using O(n) processors which does the job in time O(Log(n)). For simplicity 
we assume that 2n + 1 is a power of 2 (this assumption does not change the results). 
The network is a perfect binary tree with 2n + 1 leaves which are the processors 
containing the terms of the sequence (~0, ~1,. . , UZ,,). The values of f, g and h are 
computed for each leaf, then the values off, g and h are computed with the parameters 
(2k,2k + l), (4k,4k + 3), . . ., (0,2n) one step bottom up in the tree. 
Example. See Fig. 9. 
n 
Fig. 9 
compute 
(8k, 8k -t 7) 
compute 
(4k, 4k + 3) 
compute 
(2k, 2k + 1) 
As soon as the value of g(0,2n) is computed, we can propagate this result 
O(Log(n)) so that each processor knows where the cyclic permutation has to 
formed. 
3.2. Cyclic permutation 
in time 
be per- 
We apply the cycle lemma [14], with the value N = g(O,2n) as pivot. This brings 
the terms (UN+,,.  .,uz,,) in position (us,. . .,u~,,__N__I) and the terms (uo,.. .,uN) in 
position (U2n_N,. . . , 142~) and can be done with a sorting network, because we know in 
which places the values of the elements have to be. These numbers are used as keys 
on which we will do the sorting. This leads to an algorithm whose time complexity is 
in O(Log(n)) if we use the sorting network proposed in [l] or in 0(Log2(n)) with a 
merge sorting network [ 181. These are O(n) processor networks. 
4. Extensions 
The techniques developed previously apply also to the parallel generation of a 
Motzkin word, left factor of Dyck or Motzkin words and sequences which are in 
bijection with trees split into patterns as defined in [13] (see [3]). We show below 
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how to design a parallel algorithm for the generation of a Motzkin word and we give 
some hints to generate a left factor of Dyck or Motzkin words. 
4.1. Motzkin words 
Definition 4. Let A = {a,~, y} be a set alphabet. The Motzkin language M 
by the production rule M + E + aM + xMyM where E is the empty word. 
4.1.1. Principles of the sequential algorithm 
is defined 
A complete description of this algorithm is in [3] and [4]. Here we remember just 
its main principles. 
In order to generate a random Motzkin word of size n - 1: 
(i) We generate [2n/31 random bits (0 or 1) and we call k the number of 1 bits. 
(ii) Then, we accept or reject this choice k, depending on a random outcome. 
If k = 0 or k > [(n + 1)/2J, then we reject this choice. 
- If 1 < k < \n/3J, then we accept the choice of k with probability 
-( 
a; b: 
c: >I( > cZ 
wherea;=[n/3J,b;=n+1-2k,c;=[n/3J+l-k, 
- If [(n + 1)/21 > k > ln/3], then we accept the choice of k with probability 
If the choice of k is rejected, we go back to the beginning. 
(iii) we need to draw a random Motzkin word with k - 1 letters x over a total of 
n - 1 letters. 
- First, we draw a random permutation of size n; 
- then we replace the values of the permutation which are in [l, k] by the letter x, 
those which are in [k + 1,2k - l] by y and the remaining values by a; 
- finally, we apply on this word the cyclic permutation which transforms this word 
into XM where M is a Motzkin word of size n - 1. 
This algorithm can be easily parallelized as we will see below. 
4.1.2. A parallel algorithm for the generation of a Motzkin word 
First we choose a sequence of [2n/3] adjacent bits. This needs t = [2n/3] processors, 
each of them chooses randomly a bit; 
Then we count the number k of 1 bits which have been chosen. This is done in 
time O(Log(n)) on O(n) processors with the help of the perfect binary tree network 
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with [2n/31 leaves: 
Example. If t = 8, we use the network shown in Fig. 10. 
number of 1 bits 
in u2k, U2k+l 
number of 1 bits 
in u4k ,*..,ullk+a 
number of 1 bits 
in Wk, . . . , Wk+? 
Fig. 10 
Then we must verify that the value is accepted or rejected. This is clear if k = 0 or 
when k > [(n + 1)/2]. 
In the other case, we compute the corresponding integers a;, bi and ci in time 0( 1) 
with a single processor. Then ci processors are informed that they have to participate 
to this verification (a classical binary tree structure is used here). This needs O(c;) 
processors and a time in O(Log(6)). The ith processor chooses randomly a number N 
in [ 1, bi + 1 - i] and considers that its drawing succeeds if N < ai + 1 - i. The global 
result is then recovered, thanks to the tree structure which does now the “and” of the 
values given by the c: processors in time O(Log(c;)) = O(Log(n)) with O(c;) = O(n) 
processors. 
In case of failure, we start once again the same step (we can inform the r2n/31 
processors at the beginning in time O(Log(n)), thanks to a binary tree structure with 
O(n) processors). In case of success, we execute the next step. An attempt for choosing 
the integer k requires therefore a time in O(Log(n)) and O(n) processors. The total 
average time for executing this step is therefore also in O(Log(n)). 
The second step generates a Motzkin word of size n - 1 with k - 1 letters x. 
This is done in time O(Log’(n)) on O(n) processors using similar methods as for the 
generation of Dyck words. 
4.2. Generation of a left factor of Dyck or Motzkin words 
Definition 5. m is a left factor of Dyck (resp. Motzkin) words if and only if there 
exists a word m’ such that mm’ is a Dyck (resp. Motzkin) word. 
4.2.1. Generation of a left factor of Dyck words 
We use the bijection between the left factors of Dyck word with n letters and the 
sequences of [n/21 letters x and [n/2] letters y. 
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We generate a permutation of size n. Then we replace the values of this permutation 
which are strictly greater than [n/2] by y and the other ones by x. Now we compute 
the height f(O,i) of each letter as for the generation of a Dyck word. 
Finally, we transform a letter Ui = x (resp. Ui = y) into y (resp. x) if and only if 
f(O,i) < 0. 
4.2.2. Generation of a left factor of Motzkin words 
We proceed in the same way as for the generation of a Motzkin word. First we 
choose k the number of letters a of our left factor of Motzkin words. Then we generate 
a left factor with k letters a. (A complete description of the sequential version of this 
algorithm can be found in [12].) 
To find the number of letters a: 
(i) First, we generate [2n/3] random bits (0 or 1) and call k’ the number of 1 bits. 
Then we generate another andom bit x. 
(ii) We accept or reject the choices k’ and x, depending on a random outcome as 
we have done for a Motzkin word. 
- If k’ < x or k’ > L(n - x)/21, we reject these choices. 
- If x < k’ < Ln/3J, we accept these choices with probability 
(f:::)/( :I::) 
where a;, x = [n/31, b;, x = n - x - 2k’, c;, x = [n/31 - k’. 
- If L(n -;)/2j 2 k’ > ‘[n/31, we accept ’ the choice of k’ with probability 
($::)/(:I::) wherea$,,,=[2n/31-k’-x,b;,,,=k’,c;,,,=k’-[n/31. 
If the choice of the pair (k’,x) is rejected, we go back to the beginning. 
Finally, we must generate a left factor of Motzkin words with k = n - 2k’ +x letters 
a. We proceed as follows. First we generate a permutation of n elements. Then we 
replace the values of this permutation which are in [l, k] by a, those which are in 
[k + 1, k + 1 + l(n - k)/2J] by y and the remaining values by x. Finally, we compute 
the values of f(O,i) and transform a letter Ui = x (resp. ui = y) into y (resp. x) if 
and only if f (0,i) < 0. 
5. Conclusion 
We have shown how to generate a permutation of size n, a Dyck word, a left factor 
of Dyck words, a Motzkin word, a left factor of Motzkin words with O(n) processors 
in time 0(Log2(n))(this is the average complexity of all these generation algorithms 
and the worst case complexity of the algorithms for generating a permutation, a Dyck 
word and a left factor of Dyck words). 
The same technique applies also to the generation of a word which is in 1 - 1 corre- 
spondence with a tree split into patterns as defined in [13] (see [3]), but unfortunately 
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it would be very difficult to use this approach to parallelize the sequential algorithm 
presented in [ 151 which generates much more general structures. 
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