This paper examines the application of linear optimal/robust control theory to a low-order nonlinear chaotic convection problem. Linear control feedback is found to be fully effective only when it is switched off while the state is far from the desired equilibrium point, relying on the attractor of the system to bring the state into a neighborhood of the equilibrium point before control is applied. Linear estimator feedback is found to be fully effective only when ͑a͒ the Lyapunov exponent of the state estimation error is negative, indicating that the state estimate converges to the uncontrolled state, and ͑b͒ the estimator is stable in the vicinity of the desired equilibrium point. The aim in studying the present problem is to understand better some possible pitfalls of applying linear feedback to nonlinear systems in a low-dimensional framework. Such an exercise foreshadows problems likely to be encountered when applying linear feedback to infinite-dimensional nonlinear systems such as turbulence. It is important to understand these problems and the remedies available in a low-dimensional framework before moving to more complex systems. © 1999 American Institute of Physics. ͓S1070-6631͑99͒01105-8͔
I. AIM AND SCOPE
The high sensitivity of nonlinear chaotic systems, such as fluid convection and turbulence, to small levels of external forcing may be exploited to stabilize such systems with small levels of coordinated feedback. It is demonstrated in this paper that linear state feedback is capable of regulating a nonlinear convection problem from an arbitrary initial fluid state by modulation of the rate of heating applied to the system. It is similarly demonstrated that a nonlinear estimator with linear measurement feedback is capable of estimating the nonlinear convection problem based on measurements of the lateral temperature fluctuations in the fluid. As we will show, special care must be taken in both cases, as the nonlinearity of the system has important consequences. Finally, a state estimator and a controller may be combined to regulate the present nonlinear convection problem to the desired flow state based on limited state measurements.
The aptness of linear state feedback for regulating the nonlinear convection system with full state information is first characterized. An important difficulty with the direct application of linear feedback to the nonlinear problem is identified: specifically, an aggravated undesired flow state is stabilized by the linear feedback in addition to the desired flow state, and the domain of convergence to this undesired state is large. Further, closed-loop system response when strong linearly stabilizing control is applied may even be unbounded, although the desired flow state is endowed with a high degree of linear stability. An effective solution to this problem is demonstrated: namely, the convection system may be ''caught'' with a linearly stabilizing controller by applying control only when the state is ''near'' the desired state, relying on the chaotic dynamics of the uncontrolled system to bring the state into such a neighborhood before control is applied.
The aptness of nonlinear estimators forced with linear measurement feedback for estimating the nonlinear convection system with limited noisy measurements is then characterized. The nonlinearity makes the estimation problem fundamentally different than the control problem: more than just linear stability of infinitesimal estimation errors at a single location in phase space is required to build an estimator which is effective for the uncontrolled nonlinear system. However, convergence of the estimator is possible with direct linear feedback when appropriate feedback gains are used even though the estimator so constructed is not stable over the entire attractor of the uncontrolled system. The nature of the estimation problem is examined, weak conditions for effective estimator behavior ͑based on the Lyapunov exponent of the estimation error͒ are established, and an effective state estimator is determined.
Finally, conclusions are drawn and related questions are raised about the implications of the present work on the application of linear control theory to the infinite-dimensional nonlinear problem of turbulence.
II. BACKGROUND

A. Nominal behavior of the convection system
By major simplification of a buoyancy-driven flow problem governed by the Navier-Stokes equation, 1, 2 Edward Lorenz derived and characterized a simple set of ordinary difa͒ Current address: Dept. of MAE, UC San Diego, La Jolla, California 92093, phone: ͑858͒ 534-4287; fax: ͑858͒ 822-3107; electronic mail: bewley@ucsd.edu ferential equations which models a fluid convection problem ͑Fig. 1͒ and exhibits chaotic behavior ͑Fig. 2͒. This system may be expressed as ẋ 1 ϭ͑x 2 Ϫx 1 ͒, ẋ 2 ϭϪx 2 Ϫx 1 x 3 , ͑1͒ ẋ 3 ϭϪbx 3 ϩx 1 x 2 Ϫbr, where x 1 is proportional to the intensity of the fluid motion, x 2 is proportional to the lateral temperature fluctuations in the fluid, and x 3 is proportional to the vertical temperature fluctuations in the fluid. The loop Rayleigh number r is proportional to the heating rate at the bottom of the convective system, the loop Prandtl number is related to the fluid's kinematic viscosity and thermal conductivity, the quantity b is related to the fluid's thermal expansion coefficient, and all variables have been nondimensionalized. 1 Lorenz showed that fluid motion in this system is chaotic for a sufficiently high rate of heating rϾr H ϭ(ϩbϩ3)/(ϪbϪ1). In this paper, all computations are carried out for parameter values typical for a laboratory-scale implementation 3 of the geometry of Fig. 1͑b͒ in the chaotic regime, nominally, ϭ4, b ϭ1, and rϭ3r H ϭ48.
The Lorenz equation was originally derived as a loworder model of the semi-infinite convection phenomenon illustrated in Fig. 1͑a͒ , roughly modeling the solar heating at the bottom of a layer of convection cells in the earth's atmosphere. 1, 2 However, the Lorenz equation models accurately only simple roll convection for rϽr H , when the steady two-dimensional convection rollers are stable. 4 Chaotic motion in this system is characterized by the interaction of several Fourier modes, and thus is not adequately modeled by Eq. ͑1͒.
As shown by Yorke and Yorke 5 and Gorman, Widmann, and Robins, 6 ,7 a confined toroidal geometry, as illustrated in Fig. 1͑b͒ , can prevent other major convection modes from forming. When heated from below and cooled at the same rate from above ͑e.g., with a simple heat pump͒, this system is approximately governed by Eq. ͑1͒ well into the chaotic regime rϾr H . Its simple geometry and construction makes this model system a prime candidate for the study of the feedback control of chaotic fluid phenomena, much as the inverted pendulum has become a standard testbed for the control of unstable systems in dynamics. Both problems represent easily constructed minimum realizations of important unstable phenomena in large-scale systems, and thus a thorough understanding of the estimation and control of these model systems is illuminating.
Note that the present work assumes a laminar drag law in the derivation of the governing equation. 7 Note also that, for implementations in which the heating and cooling rates are not identical ͑such as the experimental apparatus of Wang, Singer, and Bau 3 ͒, a fourth equation may be incorporated into the system model in order to increase its fidelity by accounting for the fluctuations of the average temperature in the loop. 7, 8 System identification techniques may also be used to develop even higher-order ODE models that capture the secondary instabilities of the flow in the torus. Such secondary instabilities are important for large values of r and for geometries in which the minor radius of the torus is not sufficiently small as compared to the major radius.
The chaotic behavior of the uncontrolled system ͑see Fig. 2͒ is well understood. 1, 4, 9, 10 Under the present conditions, the trajectory of the state meanders deterministically but nonperiodically around two unstable focus points x and xЈ and an unstable saddle point xЉ, where, defining c 1 ϭͱb(rϪ1),
The system takes from one to several cycles around each focus point alternately. The unstable focus x corresponds to uniform clockwise fluid motion, the unstable focus xЈ corresponds to uniform anti-clockwise fluid motion, and the unstable saddle xЉ corresponds to zero fluid motion.
Note that Fig. 2͑c͒ illustrates that the sheet containing the attractor is twisted in such a way that the intermittent maxima in x 3 along the state trajectory in the quadrant near either focus point may occur on either of two lobes. This FIG. 1. Geometry of two chaotic convection problems, approximately governed by Eq. ͑1͒, to which unsteady heating rϭū ϩuЈ may be applied in order to stabilize a stationary convection state. Only the convection in the torus illustrated in ͑b͒, which is restricted by its geometry to a single mode, is accurately governed by Eq. ͑1͒ when the steady-state heating rate is sufficiently high (ū Ͼr H ) that the convection phenomenon is chaotic. 7 results in the multiple-valued Poincaré map of Fig. 3 ͑i.e., draw a vertical line and it intersects the curve in at least four places͒. Note that the smaller of the two lobes is visited very infrequently; over 40 000 peaks in x 3 were computed in order to produce the plot shown in Fig. 3 .
The chaotic motion of the present convection system is characterized by trajectories which, when integrated over the attractor, diverge exponentially. The system, therefore, is highly sensitive to small disturbances. Such disturbances may arise from a variety of sources, including:
Trajectory of the state x in phase space for a convection problem governed by the Lorenz equation with ϭ4, bϭ1, and rϭ3r H ϭ48. In 2͑a͒-2͑c͒, violet and blue indicate the portion of the attractor with positive local Lyapunov exponent ͑Ref. 13͒ ͑diverging trajectories͒ whereas red and yellow indicate the portion of the attractor with negative local Lyapunov exponent ͑converging trajectories͒. Other figures characterizing this attractor are available at http://turbulence.ucsd.edu/ϳbewley/lorenz. ͑a͒ modification of the initial conditions, ͑b͒ unmodeled perturbations to the control applied ͑in this case taken to be the heating rate͒, and ͑c͒ unmodeled perturbations to the governing equation ͑such as those resulting from secondary flows and other unmodeled system dynamics͒.
For PDE systems such as turbulence, the sources of disturbance may be identified as perturbations to the initial conditions, the boundary conditions, and the PDE itself. This sensitivity to perturbations is loosely referred to in the popular literature as the ''butterfly effect:'' 4, 10, 11 disturbances of magnitude commensurate with the flap of a butterfly's wing are sufficient to alter substantially the trajectory of the system over a long time interval.
Note that the trajectory from two almost identical initial states may take a long time to diverge, although the exponential divergence of the system will eventually dominate under most circumstances. The convergence or divergence of system trajectories is made precise by the Lyapunov exponent and the local Lyapunov exponent. [12] [13] [14] Consider an infinitesimal perturbation ␦x͑0͒ of an initial state x͑0͒. The perturbation ␦x(t)
evolves in the tangent space of x(t) according to the linearization of Eq. ͑1͒, which is given by ␦x
The Lyapunov exponent ϱ is defined as
for almost all initial states x͑0͒ and initial infinitesimal perturbations ␦x͑0͒. The Lyapunov exponent thus measures the exponential rate of convergence ( ϱ Ͻ0) or divergence ( ϱ Ͼ0) of perturbed trajectories of the system when averaged over long time intervals (T→ϱ). For the present parameter values, the Lyapunov exponent was calculated to be ϱ ϭ0.707. The local Lyapunov exponent ⑀ (x(t)) is defined as
for almost all initial states x͑0͒ and initial infinitesimal perturbations ␦x͑0͒ and for t sufficiently large that x(t) lies on the attractor and ␦x(t) points along the expanding direction in tangent space. 13 The local Lyapunov exponent thus measures the local exponential rate of convergence or divergence of trajectories on the attractor, and the Lyapunov exponent is the long-time average along the system trajectory x(t) of the local Lyapunov exponent ͑see Figs. 2 and 4͒. It is shown in Appendix D that the Lyapunov exponent is a general property of the system in the sense that it is independent of the choice of norm used in its definition, although this is not true of the local Lyapunov exponent. ͑In our present computations, we take ʈ•ʈ to be the Euclidean norm.͒ These quantities will be extended in Sec. IV to examine the convergence or divergence of the state estimation error when linear feedback is applied. FIG. 3 . Poincaré map of the uncontrolled Lorenz system (ϭ4, bϭ1, ū ϭ48, uЈϭ0). The jth maximum of x 3 (t) is plotted as a function of the ( j Ϫ1)th maximum of x 3 (t), a common technique used to characterize the nature of a chaotic system ͑Ref. 1͒. Note that the map is multiple valued. Points to the right of each cusp are accompanied by a change in sign of x 1 , whereas points to the left of each cusp are accompanied by no change in sign of x 1 . Near the lower-left corner of the map, as illustrated in greater detail in the inset, the curvature is smooth ͑not cusped͒ and the map is at least quadruple valued.
B. The control problem
Interest in the convection model of Lorenz has been rekindled recently by attempts to control chaotic phenomena. As shown in this paper, the system sensitivity described above may be harnessed to control the present problem with small amounts of linear feedback.
In the present control problem, a steady-state heating rate ū is modulated by an unsteady control uЈ such that rϭū ϩuЈ.
The control problem considered here is to find an algorithm for computing the control uЈ ͑modulation of the cooling/ heating rate at the top/bottom of the apparatus͒ based on limited observations of the state ͑specifically, noisy measurements of x 2 ) in order to stabilize the focus point corresponding to time-invariant clockwise motion of the fluid x, which is stationary but linearly unstable in the uncontrolled (uЈ ϭ0) Lorenz system for ū Ͼr H . This model control problem, introduced in the linear optimal context by Vincent 15 and Yuen and Bau, 16 has been the topic of several recent investigations. 3, 11, [15] [16] [17] [18] [19] [20] [21] The present study characterizes certain problems which arise when linear feedback is used for the estimation and control of the Lorenz system. These issues should be well understood on this model nonlinear system before applying linear feedback to more complex nonlinear systems such as turbulence, as discussed in Sec. VI.
C. State disturbances and measurement noise
State disturbances are inevitable in the present system, and come from sources such as unmodeled heat transfer and secondary flows. Noise of some level in the measurement is also inevitable, and arises from inaccuracies of the thermocouples measuring the temperature difference x 2 and from the electronics processing their signals, which are often quite low voltage. These ''disturbances,'' as they shall generically be referred to, are now accounted for in a general form; details of the disturbance scaling outlined here, using the same notation as the present development, may be found in Ref. 22 .
Define G 1 as the square root of the expected covariance of the state disturbances to be added to the three components of Eq. ͑1͒ and ␣ as the rms amplitude of the noise of the ͑scalar͒ temperature measurement. It is assumed that G 1 and ␣ are time invariant. In the present problem, as nothing is known about the state disturbances a priori, they are assumed to have the simple covariance G 1 I. Known structure of the covariance of the state disturbance ͑for example, knowledge of where the unmodeled heat transfer is likely to occur͒ is accounted for by replacing G 1 ϭI with an appropriate matrix of unit maximum singular value, retaining the quantity ␣ to reflect the ratio between the magnitude of the measurement noise and the magnitude of the state disturbance. 22 As any covariance of the disturbances known in advance is accounted for in G 1 and ␣, the external disturbance vector w taken to drive this problem is assumed to be, in the optimal case, an uncorrelated, zero-mean, white Gaussian process and, in the robust case, an unstructured disturbance with equal weighting on all states.
The externally disturbed system equation for ẋ and the equation for the noisy flow measurement y of the left/right temperature difference x 2 are written in matrix form as ẋϭAxϩN͑x͒ϩB 1 wϩB 2 uϩr, ͑2a͒
, and D 21 ͑ 0 ␣I͒. The appropriate transfer function norms, reflecting the response of the closed-loop systems to be developed to small ͑linear͒ disturbances w, are tabulated in the following two sections. For clarity, the simulations of the full nonlinear systems in the present work are performed with the disturbance vector wϭ0. In this way, we analyze the nonlinear dynamics of the closed-loop systems separately from their small-disturbance response characteristics.
III. DETERMINATION OF AN EFFECTIVE CONTROL STRATEGY
In this section, we present an effective control strategy for the nonlinear system Eq. ͑2a͒ when full state information is available for determining the control. Initially, linear optimal/robust control theory is used to compute control feedback which linearly stabilizes the desired state. Subsequently, the resulting ͑linear͒ control feedback is applied to the full nonlinear problem, as discussed in the Introduction.
Define the perturbation of the state x from the desired state x such that xϪx.
The stabilization of uniform clockwise motion is equivalent to the regulation of the perturbation to zero. We would like to accomplish this regulation with a limited amount of control u. In the robust setting, we would even like to accomplish such regulation in the presence of a finite disturbance w which maximally spoils the control objective. Thus following the approach of standard linear optimal/robust control theory, the problem under consideration is expressed as the minimization of a control objective J with respect to the control u and the simultaneous maximization of the control objective J with respect to the disturbance w, where J E͓*Qϩl 2 u*uϪ␥ 2 w*w͔ ϭE͓z*zϪ␥ 2 w*w͔, the expectation value E͓•͔ is defined as the long-timeaveraged expected value of the quantity in brackets for almost all initial states ͑0͒ and ͑in the optimal case͒ unit-norm white Gaussian disturbances w, and the performance measure z is defined such that
with
As all of the elements of the state are similarly scaled, it is reasonable to take QϭI. The parameter l 2 denotes the price of the control. Reduced values of l penalize the cost function less upon the application of control, and thereby tend to result in larger control magnitudes, E͓u*u͔, and smaller excursions of the perturbation, E͓*Q͔. Similarly, the parameter ␥ 2 denotes the ''price'' of the disturbance, in the spirit of a noncooperative game. Note that setting ␥→ϱ eliminates the disturbance from the noncooperative game (w→0 in the maximization w.r.t. w͒, resulting in the optimal control result. Reduced values of ␥ introduce a finite component of the worst-case disturbance to the problem, generally resulting in larger feedback gains targeted at stabilizing the system response to the worst-case disturbance. Further discussion of the nature of this noncooperative game is deferred to Ref. 22 .
The equation governing the state perturbation ͑in fact, for any reference point x) is easily derived 1 from Eq. ͑2a͒ and written in matrix form as ϭĀ ϩN͑͒ϩB 1 wϩB 2 uϩr, ͑4͒
where the linearized system matrix Ā and the constant vector r take the form
Note that rϭ0 because x is taken here to be a stationary point of the uncontrolled system Eq. ͑1͒. For sufficiently small perturbations , the nonlinear term N() is small compared with the linear terms. Thus for a state x in a sufficiently small neighborhood of the desired state x, the controller feedback u solving the noncooperative game discussed above for the nonlinear system Eq. ͑2a͒ may be determined by analysis of just the linear terms of Eq. ͑4͒. The linear operator Ā is unstable for ū Ͼr H . For the present parameter values, the eigenvalues of Ā are ͕Ϫ6.66, 0.33Ϯ7.50i͖. As the complex eigenvalues have positive real parts, a small perturbation to the state x from the stationary point x causes the state to spiral away from the stationary point in the uncontrolled system.
A linear controller of the form uϭKϭK͑xϪx͒ ͑5a͒
solving the noncooperative game discussed above for the linearization of the system Eq. ͑4͒ governing the state perturbation is given by the controller feedback
and Ric͑•͒ denotes the solution of the associated Riccati problem, 23 in accordance with standard linear optimal/robust control theory. [24] [25] [26] 22 Resulting feedback matrices K for representative l and ␥ are given in Tables I and II. Inserting a linear controller of the form uϭK into Eq. ͑4͒ and rearranging, the closed-loop system matrix takes the 27 The precise mathematical description of these transfer function norms is summarized in Ref. 22 . In short, ʈT w ʈ 2 measures the rms value of the state perturbation in response to small white Gaussian disturbances w, ʈT w ʈ ϱ measures the rms value of the state perturbation in response to small disturbances w with the worst-case structure, and ʈT uw ʈ 2 measures the rms value of the control u in response to small white Gaussian disturbances w.
As seen in Table I , decreasing the parameter l results in increased control feedback (ʈT uw ʈ 2 ) to counteract disturbances with stronger control, thereby resulting in a smaller state response to Gaussian disturbances (ʈT w ʈ 2 ). Decreasing l also happens to reduce the state response to worst-case disturbances (ʈT w ʈ ϱ ) fairly effectively. Table II illustrates the effect of accounting for a finite component of the worst-case disturbance in the control problem by reducing ␥. Starting from one of the optimal controllers of Table I ͑specifically, the one with l ϭ10), reducing ␥ effectively reduces the response of the state to worst-case disturbances (ʈT w ʈ ϱ ). There is a minimum value ␥ϭ␥ 0 below which the Riccati equation ͑5c͒ cannot be solved. For ␥ close to this value, the feedback gains are quite large, although such increased feedback has only a small effect on ʈT w ʈ ϱ . Due to the possibility of system uncertainties, actuator saturation, and measurement noise, large feedback gains are not desirable, and intermediate values of both l and ␥ are preferred. In the present system, there are few degrees of freedom, and the robust controllers do not provide much beyond what the optimal controllers provide. Notice, for example, the similar weights K and the similar transfer function norms attained with the l ϭ0.025, ␥ϭϱ ͑''optimal''͒ case in Table I and the l ϭ10, ␥ϭ17.5 ͑''robust''͒ case in Table II . This similarity in performance of the optimal and robust controllers is in sharp contrast with the results of the high-dimensional, highly nonorthogonal problems studied in the transition control problem of Ref. 22 , in which the noncooperative aspect of the controller formulation is much more significant.
Appendix B derives sufficient conditions on the feedback K for boundedness of the closed-loop nonlinear system which is obtained by application of the linear feedback Eq. ͑5a͒ to the undisturbed ͑i.e., wϭ0) nonlinear plant Eq. ͑2a͒. For control feedback determined from Eq. ͑5͒, which happens to satisfy these conditions, as shown in 
where c 2 ϭͱb(rϪ1)Ϫb(k 1 ϩk 2 ), is near the aforementioned point xЈ for small values of K. An unstable manifold exists between these two stabilized points, as indicated by the contorted blue/red surfaces in Fig. 5 . Any initial state on the blue side of this manifold will converge to the desired state, and any initial state on the red side of this manifold will converge to the undesired state. It is mathematically possible that an unstable chaotic system trajectory still exists which is confined to the manifold separating these two regions of attraction. In a practical ͑disturbed͒ system, however, the state will never remain on this unstable manifold. Note that the unstable manifold includes the x 1 ϭx 2 ϭ0 axis, which is indicated with white lines in Fig. 5 .
As seen in Fig. 5 , for increased feedback magnitude K ͑e.g., decreased l ͒, the undesired stabilized state x c Ј moves farther from the origin, and the domain of convergence of the undesired state remains large; the closed-loop system eventually becomes unbounded for sufficiently large feedback K. Some form of nonlinearity in the feedback rule is required to eliminate this undesired behavior. An effective technique is to apply control of the form uϭH͑RϪ͉xϪx͉͒K, H͑ ͒ϭ ͭ 0 1 for р0 for Ͼ0, such that the control is turned on only when the state x(t) is inside a sphere of radius R, centered at x, completely con- tained in the domain of convergence of the desired stationary point in the linearly controlled system. Such a subdomain is denoted by a violet sphere in Fig. 6͑a͒ . The chaotic dynamics of the uncontrolled system will bring the system into this subdomain in finite time, as depicted by Fig. 6͑b͒ , after which control may be applied to ''catch'' the state at the desired equilibrium point. Similar switched approaches were recommended by Vincent ard Yu, 17 Wang and Abed, 19 and Vincent 15 for the Lorenz problem, and may also be applied to swing up and catch an inverted pendulum, as demonstrated by Malmborg, Bernhardsson, and Å ström. 28 The key to the effectiveness of this approach is the determination of a feedback control which makes the subdomain in which the linear control may be applied successfully as large as possible, so that the uncontrolled state x(t), moving along the attractor of the system, enters this subdomain in a short amount of time.
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IV. DETERMINATION OF AN EFFECTIVE STATE-ESTIMATION STRATEGY
When full state information is not available, one may first develop a state estimate based on the available state measurements, then feed this state estimate back through a full-state controller, such as one of the controllers of Sec. III, to control the system. This chapter discusses how to determine an effective state estimator for the present problem. Details of how the synthesized estimator/controller is assembled are given in Sec. V.
A reasonable requirement of the state estimator is that its dynamics be at least similar to the dynamics of the state itself when no feedback is applied. To achieve this, the state estimator itself must be nonlinear. Since the state equation ͑2a͒ and the measurement equation ͑2b͒ are well known in the present problem, we will model them closely in our estimator equations such that ẋϭAxϩN͑x ͒ϩB 2 uϩrϪû , ͑6a͒
The disturbance w that drives the flow system Eq. ͑2͒, which is unmeasurable, is not available to force the model system Eq. ͑6͒. Instead, a forcing term û is computed based on the flow measurements y and added to the rhs of Eq. ͑6a͒ to force the state estimate x in the estimator toward the state x itself, correcting for the state disturbances B 1 w in Eq. ͑2a͒ while accounting for the measurement noise D 21 w in Eq. ͑2b͒. The task at hand is to determine the feedback û as a function of the measurements y such that this goal is attained. As in the previous section, the feedback will be determined by application of linear optimal/robust control theory, although this feedback is applied, in the end, to the nonlinear estimator given by Eq. ͑6͒. Since the state estimate is computed in the controlling electronics in any implementation, all three components of the model equation ͑6a͒ may be forced by the estimator feedback û ϭ(û 1 û 2 û 3 )* with no difficulty in the implementation.
Consider the deviations and of the state x and the state estimate x from some ͑as yet undetermined͒ reference state x such that xϪx and xϪx.
͑7͒
The equations governing and are easily derived from Eqs. ͑2a͒ and ͑6a͒ such that ϭÃ ϩN͑͒ϩB 1 wϩB 2 uϩr,
where the linearized system matrix Ã and the constant vector r take the form
Note that x need not be a stationary point, and thus r is not necessarily zero. Defining the estimation error x e xϪxϭ Ϫ and the measurement error y e yϪŷ and subtracting Eq. ͑8b͒ from Eq. ͑8a͒ and Eq. ͑6b͒ from Eq. ͑2b͒, it is seen that x e and y e obey the equations ẋ e ϭÃ x e ϩN͑͒ϪN͑ ͒ϩB 1 wϩû , ͑9a͒ y e ϭC 2 x e ϩD 21 w. ͑9b͒ No control is applied when the state is outside the violet subdomain shown. The chaotic uncontrolled system eventually brings the state inside the subdomain shown. Linear control is then applied to ''catch'' the system, drawing it to the desired stabilized state. ͑a͒ Definition of a subdomain ͑violet͒ completely contained in the ͑blue͒ domain of convergence of the desired fixed point when linear optimal control with l ϭ0.25 is applied. It is possible to define a subdomain so contained which is larger than the example shown. ͑b͒ The subdomain defined ͑violet͒ contains a substantial portion of the chaotic attractor of the uncontrolled system. Thus the uncontrolled system will eventually move inside the subdomain where linear control is effective.
The nonlinear term in this equation may be written
where M ͑ ͒ϭ ͩ 0 0 0
For sufficiently small and x e , the linear terms of Eq. ͑9a͒ dominate the nonlinear term N()ϪN( ) ͓see Eq. ͑10͔͒. Thus for sufficiently small estimator error x e and for the state x in a sufficiently small neighborhood of the reference state x, the estimator feedback û minimizing the estimation error x e may be determined by analysis of just the linear terms of Eq. ͑9͒. Linear estimator feedback of the form û ϭLy e ϭL͑yϪŷ ͒ ͑11a͒
solving the dual of the noncooperative game discussed in Sec. III for the linearization of the system Eq. ͑9͒ governing the estimation error x e is given by the estimator feedback
where
in accordance with standard linear theory. [24] [25] [26] 22 Note that an ''optimal estimator,'' determined with ␥ϭϱ, is usually referred to as a Kalman-Bucy filter. Resulting feedback matrices L for representative ␣ and ␥ are given in Tables III and  IV. The linear ͑i.e., small͒ disturbance rejection of the closed-loop system Eq. ͑9͒ with the estimator feedback Eq. ͑11a͒ applied, given that the state x and the state estimate x are near a known reference point, is ͑again͒ quantified by the appropriate transfer function norms. 27, 22 In short, ʈT x e w ʈ 2 measures the rms value of the estimation error x e in response to small white Gaussian disturbances w, ʈT x e w ʈ ϱ measures the rms value of the estimation error x e in response to small disturbances w with the worst-case structure, and ʈT û w ʈ 2 measures the rms value of the estimator feedback û in response to small white Gaussian disturbances w.
The dependence of the performance of the estimation error system Eq. ͑9͒ on ␣ and ␥ near the design point xϷxϷx is similar to the dependence of the design-point perfor- mance of the controlled system on l and ␥ studied in Sec. Tables III and IV are Conservative sufficient conditions for convergence of the nonlinear closed-loop system Eq. ͑12͒ are established in Appendix C. Unfortunately, it does not appear possible to select time-invariant linear estimator feedback L such that the estimator error decreases uniformly as the uncontrolled state x(t) moves along the trajectory of the attractor, as the term M (x(t)) is destabilizing over a portion of the attractor. However, this does not imply that the estimator will necessarily diverge; effective estimators may still be found, as will now be shown. The convergence or divergence of the state estimator for the uncontrolled system when the estimation error x e is small may be made precise by extensions of the Lyapunov exponent ϱ and the local Lyapunov exponent ⑀ (x(t)) used to characterize the uncontrolled system in Sec. II A. Consider an infinitesimal perturbation ␦x e (0) of the state estimator such that ͉␦x e (0)͉ϭ͉x(0)Ϫx (0) Tables III and IV . The local Lyapunov exponent of the state estimation error, ⑀ (x(t)), is defined as
III. The estimators summarized in
for almost all initial states x͑0͒ and initial infinitesimal estimator perturbations ␦x e (0) and for t sufficiently large, in a manner analogous to the local Lyapunov exponent ⑀ (x(t)) of the uncontrolled system. The local Lyapunov exponent of the state estimation error, ⑀ (x(t)), thus measures the local exponential rate of convergence or divergence of state and the state estimate when the estimation error is small. The Lyapunov exponent ϱ is the long-time average along the system trajectory x(t) of the local Lyapunov exponent ⑀ (x(t)) ͑see Fig. 7͒ . As the estimator equation ͑6a͒ accurately models the state equation ͑2a͒, the Lyapunov exponent for the estimator ϱ reduces to the Lyapunov exponent for the uncontrolled state ϱ ϭ0.707 when the estimator feedback L is made small, as shown in Table III .
It is demonstrated in simulations ͑see, for example, Fig.  8͒ that, for ␣ sufficiently small that ϱ Ͻ0 ͑Table III͒, the estimator feedback stabilizes the estimator error x e to zero even for initial conditions of the estimation error x e (0) which are not small. As opposed to the control problem, no undesired stabilized states other than x e ϭ0 were detected in the closed-loop nonlinear system for the estimation error.
It was found ͓compare Fig. 7͑b͒ and 7͑c͔͒ that choosing a ͑time-invariant͒ reference state x at the origin, which is the approximate ''center of mass'' of the orbits of the uncontrolled system ͓Fig. 2͑a͒-͑c͔͒, gave the best estimator performance for the range of initial conditions tested. This is reasonable, as the reference state x, about which we linearize the system to determine the estimator feedback, should be as close as possible to the state x(t) at any instant for the linearization of the estimator error equation ͓specifically, the neglect of M () in Eq. ͑12͔͒ to be valid.
It was also found ͓compare Fig. 7͑b͒ and 7͑c͔͒ that the nonlinear term N(x) in the estimator Eq. ͑6a͒ is essential for good estimator performance. Without it, the equation for a small perturbation ␦x e (t) of the estimator ͑when we take x ϭ0) takes the form
• ␦x e ϭ͑AϩLC 2 ͒␦x e ϩN͑x͑t͒͒, where the nonlinear term N(x(t)) is not small as the state x(t) moves on the attractor. The linear estimator feedback LC 2 ␦x e , which is proportional to the size of the estimation error perturbation, is not sufficient to stabilize this term. The estimator will continually be disrupted if the nonlinear term N(x) is not included in the equation for the estimator Eq. ͑6͒.
Better performance may be obtained in flow systems which prove to be more difficult to estimate using a gain scheduling approach to select the most suitable estimator feedback gains. Note that the simple switching function H() used for the controller feedback in the previous section is a crude example of a simple gain scheduling approach. For the estimator, a gain scheduling approach might entail a reference state which is a function of time, with the linear feed- FIG. 7 . Local Lyapunov exponent ⑀ (t) describing the local growth or attenuation of small perturbations of the estimation error x e (t) in the closed-loop system for the state estimator as the state x(t) moves along the attractor. ͑a͒ Estimator designed with ␣ϭ1.0, xϭ0. The value of the Lyapunov exponent ϱ , which is the average value of the local Lyapunov exponent ⑀ plotted, is ϱ ϭ0.45Ͼ0. This indicates that the state estimator is unstable ( ⑀ Ͼ0) more than it is stable ( ⑀ Ͻ0), and thus the state estimate will not converge to the uncontrolled state. ͑b͒ Estimator designed with ␣ϭ0.1, xϭ0. The value of the Lyapunov exponent is ϱ ϭϪ3.95Ͻ0. This indicates that the state estimator is stable more than it is unstable, and thus the state estimate will converge to the uncontrolled state when x e is small. Note that estimator convergence is attained even though the estimator error does not decrease uniformly over the entire path of the attractor. ͑c͒ Estimator designed with ␣ϭ0.1, xϭx. Lyapunov exponent ϱ ϭϪ2.33Ͻ0. It is found that linear estimator feedback designed with xϭ0 has better convergence properties ͓cf. ͑b͔͒. ͑d͒ Estimator designed with ␣ϭ0.1, xϭ0, and the nonlinear term dropped from the estimator equation ͑6͒. Lyapunov exponent ϱ ϭ0.01. The nonlinear term in the estimator is essential for good performance ͓cf. ͑b͔͒.
FIG. 8.
Trajectory of the estimation error x e (t) for estimators determined with xϭ0 and three different values of ␣ when applied to the uncontrolled, undisturbed convection system. The initial conditions on the state, x(0)ϭ(5 1 0)*, and the state estimate, x(0)ϭ(Ϫ5 10 0)*, are separated significantly in these simulations. Even so, for estimators with ϱ Ͻ0, the estimator feedback û rapidly brings the state estimate x in close proximity to the state x based on measurements of x 2 only. Such behavior is seen with all initial conditions tested. The approach of the estimated state to the actual state is more rapid for estimators with more negative values of ϱ . After the state and the estimate are brought into proximity, nonlinear estimators with ϱ Ͻ0 accurately track the chaotic trajectory of the state with little further estimator feedback required. back gains L(t) recomputed as the system evolves using the linearization x(t)ϭx(t) in the spirit of a linear parametervarying ͑LPV͒ procedure. With such an approach, (t) and M ( (t)) are identically zero, and stability of the estimator error to small disturbances anywhere on the attractor is easily established by the local linear stability of the closed-loop system matrix Ã (t)ϩL(t)C 2 . A gain scheduling approach, however, is more difficult to implement than constant-gain feedback, requiring on-line computation of the estimator Riccati equation ͑11c͒, and is not required to stabilize the estimator error in the present system, given that the constant estimator feedback L selected is sufficient to provide ϱ Ͻ0, as discussed above.
V. PRACTICAL CONTROL APPROACH
It is straightforward to combine the estimators and controllers of the two previous sections to obtain an estimatorbased controller which may be implemented based on limited noisy measurements. The flow of information in this approach is illustrated schematically by the following standard block diagram.
The plant, forced by external disturbances, has an internal state x which cannot be observed. Instead, a noisy observation y is made and an estimate of the state x determined. This state estimate is then fed through the controller to determine the control u to be applied on the plant to regulate x to zero.
To summarize, the equations governing the plant ͑re-placed in the implementation by the apparatus itself͒ are Tables I-IV . Three parameters ͕␥,␣,l ͖ may be used to scale the magnitude of the estimator and controller feedback appropriately for particular implementations. Note that estimator feedback is turned on only after an amount of time t 1 has elapsed which is sufficiently large that the state x(t) is near the attractor, after which the convergence of the estimator has been thoroughly verified, and control feedback is turned on only after both ͑i͒ an amount of time t 2 Ͼt 1 has elapsed which is sufficiently large that the state estimation error x e (t)ϭx(t) Ϫx(t) is small, and ͑ii͒ the state estimate x(t) ͑and therefore the state x(t) itself͒ has meandered to a point within the subdomain, illustrated in Fig. 6 , inside of which convergence of the linearly controlled system to the desired state is assured.
For this approach to be effective, the estimator must be able to both ͑a͒ track the uncontrolled state x(t) as it moves on the attractor, and ͑b͒ track small perturbations of the controlled state in the vicinity of the desired fixed point.
It is found by simulation that, when the appropriate controllers and estimators are selected, the approach described above converges from all initial conditions tested. A particular case tested in detail took t 1 ϭ0, t 2 ϭ5, Rϭ9, x(0)ϭ0, estimator feedback computed with ␣ϭ0.1 and ␥ϭϱ, controller feedback computed with l ϭ0.25 and ␥ϭϱ, and sampled a large range of initial conditions x͑0͒ within the absorbing ball of Fig. 2͑d͒ . The estimator converged properly and the control application successfully caught the state at the desired state in all cases tested.
VI. CONCLUSIONS AND RELATED QUESTIONS IN THE TURBULENCE PROBLEM
It has been demonstrated that, using linear optimal/ robust control theory, the Lorenz equation may be estimated effectively based on partial state measurements and controlled effectively with limited control authority. Linear state feedback is found to be fully effective only when it is switched off while the state is far from the desired equilibrium point, relying on the attractor of the system to bring the state into a neighborhood of the equilibrium point before control is applied. Linear estimator feedback is found to be fully effective only when ͑a͒ the Lyapunov exponent of the state estimation error is negative, indicating that the state estimate converges to the uncontrolled state, and ͑b͒ the estimator is stable in the vicinity of the desired equilibrium point. Fundamental limitations in the control and estimation of a nonlinear system by linear feedback have been characterized.
For the present nonlinear problem, nonlinear feedback controllers may be constructed which are superior in terms of their global convergence to the linear controllers examined here. Wang and Abed 19 achieve effective control of the present system with a washout filter and control with a cubic nonlinearity, supplanting the linear controller Eq. ͑5͒ with
A controller of a similar form was implemented experimentally by Yuen and Bau. 21 Ezal, Pan, and Kokotovic 29 have shown that the integrator backstepping approach ͑which involves the recursive construction of appropriate Lyapunov functions for each scalar component of the governing equation͒ may be applied to compute nonlinear feedback controls for a certain class of nonlinear systems for global stabilization while maintaining local optimality. Systems that lend themselves to this approach may be written in the strictfeedback form
Such methods of constructive Lyapunov stabilization 30 do extend to the Lorenz equation, at least in problems in which the control is applied to the equation for x 2 ͑the left/right temperature difference͒, as considered by Jankovic. 31 In the problem considered in the present paper, control is applied to the equation for x 3 ͑the top/bottom temperature difference͒. This appears to be a slightly more difficult control problem: for instance, globally stabilizing linear controls, such as those found by Wan and Bernstein, 20 appear to be unavailable in the present case ͑see Appendix B͒. It remains to be seen whether or not the intriguing nonlinear approaches discussed above may be extended to more complex systems, such as those governed by the Navier-Stokes equation.
In this paper, we have focused our attention on the fundamental limitations inherent to the application of linear feedback control to the present nonlinear system, as we are considering the Lorenz system as a model for more complex systems for which appropriate nonlinear feedback approaches are not yet available. As quoted by Petar Kokotovic, 32 Richard Bellman is said to have compared one who designs linear controls for nonlinear systems with one who, ''having lost his watch in a dark alley, is searching for it under a lamp post.'' To pursue this metaphor further, we are, indeed, waiting at the lamp post with our present approach; however, due to the chaotic behavior of the Lorenz system, we are confident that our watch will roll into view in To make these questions concrete, subcritical ͑i.e., low Reynolds number͒ turbulent channel flow is an appropriate testbed. 33 This flow is observed in simulation and experiment to have recurrent features, referred to as coherent structures, 34, 35 characteristic of higher Reynolds number flows of practical engineering interest. The near-wall coherent structures are a major source of the turbulent cascade of energy, and may be eliminated by control actuation applied at the wall ͑blowing/suction͒. Globally stabilizing controls, however, are exceedingly difficult to determine and, to date, have been found only with nonlinear optimal control theory in an ͑entirely impractical͒ predictive control setting. 36 More practical control algorithms are necessary. At least three control approaches for this nonlinear problem come to mind:
͑1͒ Design a linear optimal/robust controller for increased linear stability of the laminar flow, 22 possibly coupling with a reduced-order state estimator 37 updated with linear measurement feedback. Such an approach is a direct extension of the approach used in the present manuscript, and similar problems should be expected. Note that uncontrolled subcritical turbulent channel flow remains at all times far from the stable equilibrium point of laminar channel flow at the same bulk velocity. Thus the state of the uncontrolled system might never enter a subdomain inside of which the effectiveness of the linear controller can be assured ͓cf. Fig.  6͑b͔͒ .
͑2͒ Numerically optimize the undetermined coefficients in a simple ͑linear or nonlinear͒ output feedback rule for particular turbulent flow realizations, either with nonlinear optimal/robust control theory 38, 39 or with a heuristic training algorithm such as a neural network. 40 Such optimizations must be performed on large ensembles of turbulent flows to achieve optimized ad hoc control rules which generalize to other turbulent flow realizations, and thus are numerically challenging to perform. Effective performance of such approaches can not be guaranteed, but can at least partially reduce the magnitude of the turbulent fluctuations.
40
͑3͒ Apply nonlinear feedback control theory for PDEs based on rigorous notions such as L2-gain and passivity 41, 42 as such theory becomes available.
It is not certain which approach will most effectively bring turbulence into the light, and all three approaches will continue to be explored.
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APPENDIX A: BOUNDEDNESS OF THE STATE OF THE UNCONTROLLED SYSTEM
After an initial transient, the trajectory of the state x in the uncontrolled Lorenz system Eq. ͑1͒ ultimately becomes confined 1 to a bounded subspace of the three-dimensional ͪ has a positive eigenvalue in the present case. Note that, as other Lyapunov functions V c may also be considered, this observation does not suffice to prove that no constant linear feedback matrix K exists which provides global asymptotic stability to x in the present problem, though no such feedback has yet been found. Let E e contain only those points in x for which, for a given L and for all xE e , all eigenvalues of S e (x) are negative. ͓A necessary and sufficient condition for all eigenvalues to be negative may be established by applying the RouthHurwitz criterion to the expression for det(IϪS e (x)) expanded as a polynomial in .͔ It follows that, for xE e , we have
APPENDIX C: CONVERGENCE OF THE STATE ESTIMATION ERROR
V e Ͻ0 at x e ϭ0 ͑ i.e., xϭx͒ elsewhere.
Thus when xE e , the L 2 -norm of the state estimation error x e decreases uniformly in time. ᮀ Note that E e is nonempty for at least some L. For example, even for Lϭ0 ͑i.e., no measurement feedback at all͒ the region near the line x 3 ϭ, x 2 ϭ0 has all negative eigenvalues.
Unfortunately, it does not appear ͑for the present parameter values͒ to be possible to select linear estimator feedback L such that the entire absorbing ball E of the state x ͑derived in Lemma 1͒ is contained in the domain E e inside of which convergence of the estimator is assured ͑Lemma 3͒. Weaker conditions which result in an estimator which is sufficient for the present problem are discussed in Sec. IV.
APPENDIX D: NORM INDEPENDENCE OF THE LYAPUNOV EXPONENT
In this appendix, it is shown that, for finite-dimensional systems, the value of the Lyapunov exponent is independent of the norm used in its definition, although the local Lyapunov exponent is not. As the Lyapunov exponent is the time average of the local Lyapunov exponent, this is an interesting and perhaps counterintuitive observation. In addition, when the Euclidean norm is used, a simple physical interpretation may be assigned to the local Lyapunov exponent.
We first note the norm equivalence principle: for any vector norm ʈxʈ of a finite-dimensional vector x satisfying ͑1͒ nonnegativity ʈxʈу0 with ʈxʈϭ0⇔xϭ0, ͑2͒ homogeneity ʈ␣xʈϭ͉␣͉•ʈxʈ for all complex scalars ␣, and ͑3͒ the triangle inequality ʈxϩyʈрʈxʈϩʈyʈ, the following inequality holds:
where ʈxʈ 2 denotes the Euclidean norm. Note that, as the dimension of the system under consideration increases, the ratio C 2 /C 1 also increases, and thus these bounds are not very tight for high-dimensional systems. Now consider bounds on the expression for ϱ ͑which we denote here by P͒ as defined with any norm ʈxʈ satisfying the above listed properties by a similar expression ͑which we denote here by Q͒ defined with the Euclidean norm ʈxʈ 2 . By the norm equivalence principle cited above, it follows that We have arrived at the inequality Qр PрQ, and thus it follows that PϭQ, i.e., the Lyapunov exponent computed with any norm satisfying the above listed properties is identical to that computed with the Euclidean norm in a finitedimensional system. Note that the proof utilizes the T→ϱ limit and thus a similar proof does not follow for the local Lyapunov exponent. In the special case in which we use the Euclidean norm in its definition, we can assign the local Lyapunov exponent a simple physical interpretation: The final expression is simply the ratio of the magnitudes of ␦ẋ(t) and ␦x(t) times the cosine of the angle between them.
Naturally, if the cosine of this angle is positive, the magnitude of the perturbation in the Euclidean norm is increasing, and if it is negative, the magnitude of the perturbation is decreasing.
