Abstract. The purpose of this short article is to prove some potential estimates that naturally arise in the study of subelliptic Sobolev inequalites for functions. This will allow us to prove a local subelliptic Sobolev inequality with the optimal amount of smoothing, as well as a variant of that which describes quantitatively an improvement of the inequality as one gets away from certain characteristic varieties. In [30] , the author has proved a Sobolev inequality for the ∂ b -complex on (0, q) forms on a certain class of CR manifolds of finite type. In this current work, the focus will be on functions (rather than forms), and the result is real-variable in nature.
Statement of results
Subelliptic Sobolev-type estimates in general have received a lot of attention over the years. We list some results that share a similar theme as ours: CapognaDanielli-Garofalo [2] , Cohn-Lu-Wang [5] , Franchi-Gallot-Wheeden [7] , Franchi-LuWheeden [8] , [9] , [10] , Franchi-Pérez-Wheeden [11] , Jerison [15] , Lu [17] , [18] , LuWheeden [19] , [20] , Muckenhoupt -Wheeden [21] , Pérez-Wheeden [24] , [25] and Sawyer-Wheeden [28] .
In [30] , the author has proved a Sobolev inequality for the ∂ b -complex on (0, q) forms on a certain class of CR manifolds of finite type. In this current work, the focus will be on functions (rather than forms), and the result is real-variable in nature.
To describe our results, we need to introduce some notations. Following Nagel, Stein and Wainger [23] and [22] , let Ω ⊆ R N be a connected open set, and let Y 1 , . . . , Y q be a list, possibly with repetitions, of smooth real vector fields on Ω. Assume that to each Y j we associate an integer d j ≥ 1, called the formal degree of Y j . The collection {Y j } q j=1 is said to be of finite homogeneous type on Ω if they span R N at every point in Ω, and that for each 1 ≤ j, k ≤ q,
of Ω, then if {Y j } is the collection of successive commutators of X 1 , . . . , X n up to length r, it is of finite homogeneous type.
With such a collection {Y j }, one can then define a control metric ρ as follows. For each δ > 0, let C(δ) be the set of absolutely continuous curves φ : [0, 1] → Ω such that φ ′ (t) = q j=1 a j (t)Y j (φ(t)) with |a j (t)| ≤ δ dj for all j and almost all t ∈ [0, 1]. For x, y ∈ Ω, let ρ(x, y) = inf{δ > 0 : there is a curve φ ∈ C(δ) such that φ(0) = x and φ(1) = y}. We shall write B(x, δ) for the metric ball centered at x and of radius δ, namely {y ∈ Ω : ρ(x, y) < δ}, and V (x, y) for the Lebesgue measure of the ball B(x, ρ(x, y)).
If now I is an N -tuple (i 1 , . . . , i N ), 1 ≤ i j ≤ q, we write
and
for x ∈ Ω. Here we are taking the determinant of the N × N matrix, whose j-th column is the component of Y ij in the coordinate basis ∂ ∂x1 , . . . , ∂ ∂xN . These numbers are important in computing the volumes of the metric balls (see Theorem 5 below). It is also in terms of these numbers that we state our main results. Theorem 1. For each N -tuple I and each compact subset E of Ω, the map
Here dy is the Lebesgue measure on E, and all the L p spaces are taken with respect to the Lebesgue measure on E.
We also have:
Theorem 2. For each N -tuple I and each compact subset E of Ω, the map
where
and dx is the Lebesgue measure on E.
These allow us to prove the following subelliptic Sobolev inequality for Hormander's vector fields:
Theorem 3. Let X 1 , . . . , X n be smooth real vector fields on a connected open set Ω ⊆ R N , whose commutators of length ≤ r span at every point of Ω. List the commutators of X 1 , . . . , X n of length ≤ r as Y 1 , . . . , Y q , and define λ I (x) for each N -tuple I and x ∈ Ω as above. Let Ω ′ be a relatively compact open subset of Ω with smooth boundary and I be an N -tuple. Then for each f ∈ C ∞ (Ω ′ ), we have
Here the length of the subelliptic gradient |∇ b f | is defined by
By picking I to be the N -tuple with minimal Q I such that |λ I | ≃ 1 around each point in Ω ′ , and patching the estimates together, we obtain the following corollary:
. . , X n be as in Theorem 3. For each x ∈ Ω, let Q(x) be the non-isotropic dimension at x, defined by
where V j (x) is the span of the commutators of X 1 , . . . , X n of length ≤ j at x. Let Ω ′ be a relatively compact open subset of Ω with smooth boundary, and define the non-isotropic dimension Q of Ω ′ by setting
This is a subelliptic Sobolev inequality with a maximal degree of smoothing. It implies Proposition 1 of [30] , which was stated there without proof. See also the work of Caponga, Danielli and Garofalo [3] , Varopoulos [29] and Gromov [12, Section 2.3.D"]. We shall also prove that the exponent p * given in the corollary is always sharp; in other words, this inequality cannot hold for any bigger values of p * . See Section 5 below.
The theorem for general I, on the other hand, says that one gets more smoothing as soon as one looks at regions where λ I (x) does not degenerate to 0, and it tells us how such an improved inequality degenerates as λ I (x) degenerates to 0. 
Note that the factor |x 1 | In the case where the underlying space is a homogeneous group, however, Theorem 3 does not improve upon the known results, because λ I ≡ 0 unless Q I is bigger than or equal to the homogeneous dimension of the group.
One can also prove the following variant of Theorem 3, where instead of a zeroth order term in f on the right hand side, we have f minus the average of f on the left-hand side. Moreover, one can replace the smoothness condition on Ω ′ , by a weaker Boman chain condition: an open set Ω ′ ⊂ Ω will be said to satisfy the Boman chain condition
and there exists a "central" ball B 1 ∈ W , which can be connected to every ball B ∈ W by a finite chain of balls B 1 , . . . , B ℓ(B) = B of W so that B ⊂ M B j for j = 1, . . . , ℓ(B), with the additional property that B j ∩B j−1 contains a ball R j such that B j ∪B j−1 ⊂ M R j for j = 2, . . . , ℓ(B). (Here all balls are Carnot-Caratheodory balls. Also, τ B denotes a ball that has the same center as B, but τ times the radius, and χ S denotes the characteristic function of a set S.)
Theorem 4. Let Ω ′ be a relatively compact open subset of Ω that satisfies the Boman chain condition F (τ, M ) for some τ ≥ 1, M ≥ 1. For any N -tuple I and any 1 ≤ p < Q I , let w I,p (x) be the weight defined by
Assume that w I,p (x)dx is a doubling measure. Then for any Lipschitz functions f on Ω ′ , we have
, and p * is as in (1) .
Note that if Ω ′ is a relatively compact subset of Ω with smooth boundary, then it satisfies a Boman chain condition for some τ ≥ 1, M ≥ 1. More generally, the same is true for all John domains [1] , [8] , so the above theorem applies for such Ω ′ 's as well.
On the other hand, we only managed to establish such a theorem under the additional doubling condition on our weighted measure w I,p (x)dx. Such a doubling condition is satisfied by a number of important examples (e.g. the Grushin type example given by the vector fields ∂ ∂x1 and x r−1 ∂ ∂x2 on R 2 ), but could fail when say λ I (x)
vanishes on some open set (e.g. if
on R 2 , where a(x) vanishes on some non-trivial open set, then when I = {1, 3}, λ I (x) = a(x) vanishes on some non-trivial open set). It is not clear whether such doubling conditions are really necessary.
It is an interesting question whether the pair of weights (w I,p (x), 1) satisfies the local balance condition in the work of Chanillo-Wheeden [4] (i.e. condition (1.5) of [8] ). If it is, then Theorem 4 would follow from the work of Franchi-Lu-Wheeden in [8] .
The author thanks the referee for suggesting the possibility of Theorem 4, and for raising the above question about the pair of weights (w I,p (x), 1). The author is also grateful to the referee for numerous very helpful comments.
Proof of Theorem 1
Let Y 1 , . . . , Y q be of finite homogeneous type in Ω as in the previous section. We recall the following Theorem of Nagel, Stein and Wainger, from [23] and [22] :
Theorem 5 (Nagel-Stein-Wainger). Let E be a compact subset of Ω. Then for all x ∈ E and all δ < diam ρ (E), where diam ρ (E) is the diameter of E with respect to the metric ρ, we have
where the maximum is over all N -tuples J. (Hereafter we write ≃ or when the implicit constants depend only on E.)
In particular, the Lebesgue measure is doubling on E with respect to the metric balls defined by ρ, and V (x, y) ≃ V (y, x) for all x, y ∈ E. Now to prove Theorem 1, fix any N -tuple I and a compact subset E of Ω. We observe the following pointwise estimate for the kernel of T I :
This is just a simple consequence of Theorem 5. Hence for any x ∈ E and any α > 0, the set
, the latter of which is a metric ball centered at x, whose Lebesgue measure is ≃ α − Q I Q I −1 uniformly in x. Similarly, for any y ∈ E,
which is a metric ball centered at y, and has Lebesgue measure ≃ α
QI , where 1 ≤ p < Q I . We now invoke the following version of the Marcinkiewicz interpolation theorem (which can be found, e.g. in Lemma 15.3 of Folland-Stein [6] ): Lemma 1. Let k be a measurable function on E × E such that for some r > 1, k(x, ·) is weak-L r uniformly in x, and k(·, y) is weak-L r uniformly in y. Then the
From the above estimates for the kernel of T I , if we apply the lemma with r =
Proof of Theorem 2
We now turn to the proof of Theorem 2. Let r := 
Since dµ I (x) = |λ(x)| 1 Q I −1 dx, it suffices to show that for any y ∈ E and α > 0, {x∈E :
uniformly in y.
Now {x ∈ E :
ρ(x,y)
V (x,y) > α} ⊆ {x ∈ E :
α}, and the latter is a metric ball centered at y. Let δ α be its radius, so that it is equal to B(y, δ α ); then
Recall that by Theorem 5, |λ I (x)|δ the second-to-last equality following from (5). This completes our proof.
Proof of Theorem 3
We can now prove Theorem 3. First recall the following pointwise potential estimate, versions of which are well-known: Let Ω ′ be a relatively compact open subset of Ω with smooth boundary, and E = Ω ′ be its closure. For any f ∈ C ∞ (E) and any x ∈ E, we have
In fact, this estimates follows from an analysis of the fundamental solution of the sum of squares operator − n j=1 X * j X j , as was analyzed in Nagel-Stein-Wainger [23] and Sánchez-Salle [27] . (See also discussion following formula (1.2) of Franchi-LuWheeden [8] .) Theorem 3 then follows readily from Theorem 1, in the case when p > 1. If p = 1, we need a well-known truncation argument, to show that the strong type bound follows from the weak type bound we proved in Theorem 2; c.f. Long-Rui [16] , and the exposition in Hajłasz [13] or Chapter 3 of Heinonen [14] . The crucial reason why this truncation argument works is that we are not letting the potential operator T act on arbitrary functions; instead they are all acting on some gradient of a single function. We also need the fact that the gradients here are taken using real (rather than complex) vector fields.
First, according to Theorem 2, for all N -tuples I and all α > 0,
This originally holds for all f ∈ C ∞ (E), but this also holds for all f ∈ W 1,1 (E), because one can approximate such functions both in W 1,1 (E) and almost everywhere by smooth functions in E.
Now let f ∈ C
∞ (E), and for any integer j let
Then f j ∈ W 1,1 (E) (this is a qualitative statement; we will not need bounds on the W 1,1 (E) norms of the f j 's), and
because wherever f = 0,
(here we need X 1 , . . . , X n to be real vector fields, because f may be complexvalued). It then follows that
as desired.
Proof of Corollary 1 and its sharpness
Let Ω ′ be as in the previous section, and E = Ω ′ . Recall that at every point x ∈ E, we defined a local non-isotropic dimension Q(x), and from its definition, it is clear that there exists a neighborhood U x of x and an N -tuple I x such that the degree of I x is Q(x), and such that |λ Ix | ≃ 1 on U x ∩ E. From Theorem 3, it follows that for all f ∈ C ∞ (U x ∩ E) and all 1 ≤ p < Q(x), we have
Since Q = sup x∈E Q(x), by taking a partition of unity and gluing the estimates, we see that Corollary 1 follows.
We now prove that the exponent p * in Corollary 1 is always the best possible. This will follow from a consideration of an approximate dilation invariance. For this we need to introduce a suitable coordinate system and a non-isotropic dilation near a point x 0 ∈ E where Q(x 0 ) = sup x∈E Q(x). Let x 0 be as such, and let {X jk : 1 ≤ j ≤ r, 1 ≤ k ≤ n j } be a collection of vector fields that satisfies the following:
(a) Each X jk is a commutator of X 1 , . . . , X n of length j;
In particular
Then for some small ε > 0,
defines a normal coordinate system in a neighborhood U 0 of x 0 in R N ; here exp(X)x 0 is the time-1-flow along the integral curve of the vector field X beginning at x 0 , and
where u = (u jk ) 1≤j≤r,1≤k≤nj . For simplicity we shall consistently write u for exp(u · X ′ )x 0 ∈ U 0 . This coordinate system allows us to define the associated non-isotropic dilation: for u = (u jk ) ∈ U 0 and λ > 0, write
as long as the latter is in U 0 (and we leave this undefined if it is not in U 0 ).
is a multiindex, we shall let u α be the monomial u j1k1 u j2k2 . . . u jsks . It is said to have non-isotropic degree |α| = j 1 + · · ·+ j s because
A function f of u is said to vanish to non-isotropic order l at 0 if its Taylor series expansion consists of terms whose non-isotropic degrees are all ≥ l. Note that if 
Given p ≥ 1, let q be an exponent for which (2) holds for all f ∈ C ∞ (E). We shall show q ≤ p * . In fact then the inequality holds for all f ∈ C ∞ c (U 0 ∩ E) (just extend f by zero to all of E):
But we can also parameterize U 0 ∩ E by the u coordinates we introduced above, and use the Lebesgue measure du with respect to this u coordinates in place of dx in the above inequality. This is because du is a smooth density times dx, and vice versa.
Now pick an open set U 1 ⊆ U 0 ∩ E such that λ · u ∈ U 0 ∩ E for all λ ∈ [0, 1]. This is possible because E is the closure of an open set with smooth boundary. Then take f ∈ C ∞ c (U 1 ) that is not identically zero. For each δ ∈ (0, 1), let
Applying (7) to f δ in place of f , we get
by the homogeneity of the vector fields W j and E j . Letting δ → 0, we get
Hence q ≤ p * as desired.
We remark that a similar argument shows that Theorem 1 of [30] cannot hold for any value of Q smaller than the one stated there.
Proof of Theorem 4
To prove Theorem 4, an important starting point is a representation formula, as derived in Lu-Wheeden [19] . It was proved, in Theorem 1 there, that if B is any Carnot-Caratheodory ball in Ω ′ , then The corresponding weak-type (1, 1 * ) bound, and the truncation argument used in the proof of Theorem 3 shows that the above inequality remains true when p = 1. Now we patch these estimates together, using the Boman chain condition satisfied by Ω ′ . In fact, since we assumed that w I,p (x)dx is a doubling measure, using
