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1.1 Computersimulation von Polymernetzwerken
Polymere sind Moleku¨le, die aus vielen gleichen, sich wiederholenden Grundbausteinen,
den sogenannten Monomeren, aufgebaut sind. Diese Eigenschaft spiegeln auch die Na-





poly“ fu¨r viele und
”
mono“ fu¨r ein zusammen. Polymere haben vielfa¨ltige
Eigenschaften und sind im modernen Alltag praktisch allgegenwa¨rtig. Ihre technischen
Anwendungsgebiete umfassen u.a. Gummis, Klebstoffe sowie Kunstfasern und -stoffe.
Polymernetzwerke entstehen durch Verknu¨pfung von Polymerketten untereinander. Mit
Verknu¨pfung sind meistens chemische Bindungen gemeint, u¨ber die verschiedene Ketten
miteinander verbunden werden, es kann aber auch zu a¨hnlichen Verknu¨pfungen durch
physikalische Bindungen, z.B. durch Verschlaufungen der Ketten untereinander, kommen.
Die Anzahl dieser Vernetzungspunkte hat einen großen Einfluss auf makroskopische Ma-
terialeigenschaften, wie z.B. die Dichte oder den Elastitiza¨tsmodul.
Im Rahmen dieser Arbeit werden zwei Einsatzgebiete von Polymernetzwerken mit Hilfe
von Computersimulationen untersucht, in denen die Absorption von kleinen Moleku¨len
in das Polymernetzwerk eine zentrale Rolle spielt: Der erste Teil behandelt den Einsatz
von Polymermembranen zur Stofftrennung, im zweiten Teil werden Volumena¨nderungen
von Klebstoffen untersucht, die durch die Aufnahme von Wassermoleku¨len in den Kleb-
stoff aus seiner Umgebung, z.B. Luft bei einer bestimmten Temperatur und relativen
Luftfeuchtigkeit, verursacht werden.
1.2 Stofftrennung mit Polymermembranen
Die Trennung von Mischungen aus verschiedenen Stoffen in ihre Bestandteile ist ein wich-
tiges Problem in der chemischen Industrie. Membranverfahren bilden eine Alternative bei
der Stofftrennung zu herko¨mmlichen Trennverfahren, wie z.B. Destillation oder Kristalli-
sation, deren Vorteile u.a. darin liegen, dass Membranverfahren gu¨nstig, einfach zu hand-
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14 1 Einleitung
Abbildung 1.1: Darstellung der Mechanismen bei der Stofftrennung mit Polymermembra-
nen. Links: Filtration durch Poren. Rechts: Absorption des Lo¨sungsmittel
und Diffusion. Die unterschiedlichen Kreise stehen fu¨r verschiedene Ty-
pen von Lo¨sungsmittelmoleku¨len und der mittlere, graue Bereich fu¨r die
Polymermembran.
haben sowie energiesparend und umweltfreundlich sind und einen kontinuierlichen Trenn-
prozess ermo¨glichen [1]. Auch erlaubt die Membrantechnik ho¨here Selektivita¨ten bei der
Trennung von Stoffgemischen, die mit herko¨mmlichen Trennverfahren schwer zu trennen
sind, wie z.B. Mischungen aus aromatischen und aliphatischen Bestandteilen [2]. Wichtige
technische Anwendungsgebiete von Polymermembranen in der Stofftrennung sind u.a. die
Medizintechnik, insbesondere bei der Dialyse, und die Mikro- und Ultrafiltration in der
Lebensmitteltechnik [1].
Die Stofftrennung mit Polymermembranen basiert auf zwei verschiedenen Mechanismen
[1, 3, 4]: Filtration durch Poren in der Membran analog zu einem Sieb und Absorption des
Lo¨sungsmittels in das Polymernetzwerk und Durchquerung der Membran durch Diffusion
durch das Netzwerk [5, 6]. Die beiden unterschiedlichen Mechanismen sind in Abbildung
1.1 dargestellt. In Computersimulationen ist es aufgrund der dafu¨r no¨tigen Systemgro¨ßen
nicht mo¨glich, die experimentelle Situation nachzustellen. Daher mu¨ssen sich Computer-
simulationen auf einzelne Aspekte der Stofftrennung konzentrieren. In dieser Arbeit wird
der Einfluss von Unterschieden in Form und Flexibilita¨t der Lo¨sungsmittelmoleku¨le auf
die Absorption und Diffusion untersucht.
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1.3 Quellverhalten von Klebstoffen
Die Arbeiten zum Quellverhalten von Klebstoffen sind Teil des vom Bundesministerium
fu¨r Bildung und Forschung (BMBF) gefo¨rderten1 Forschungsprojekts
”
Entwicklung eines
Simulationstools zur Vorhersage des Ha¨rtungsschrumpfes und Quellverhaltens von Kleb-
stoffen“. An diesem Projekt beteiligt sind neben der Bergischen Universita¨t Wuppertal das
Fraunhofer-Institut fu¨r Fertigungstechnik und Angewandte Materialforschung (IFAM), die
Carl Zeiss Jena GmbH, die Wellmann Technologies GmbH und die Sartorius AG. Ziel des
Projektes ist die Entwicklung eines Simulationstools, mit dem der Ha¨rtungsschrumpf und
das Quellverhalten von Klebstoffen vorhergesagt werden ko¨nnen.
Ha¨rtungsschrumpf bezeichnet dabei den Effekt, dass das Volumen des Klebstoffs zwischen
zwei Bauteilen nach dem Zusammenfu¨gen der Bauteile mit der Zeit abnimmt. Dies liegt
daran, dass die Vernetzungsreaktionen im Klebstoff noch weiterlaufen. Dabei werden zu-
sa¨tzliche Bindungen zwischen den Polymerketten hinzugefu¨gt, wodurch die an den zusa¨tz-
lichen Bindungen beteiligten Atome na¨her aneinander ru¨cken ko¨nnen. Durch Kontakt mit
der Umgebung, z.B. Luft bei einer bestimmten Temperatur und relativen Luftfeuchtigkeit,
nimmt der Klebstoff zudem Wasser aus der Umgebung auf, bis sich bei einem bestimm-
ten Wassergehalt ein Gleichgewicht einstellt. Durch das eingelagerte Wasser nimmt das
Volumen des Klebstoffs zu, er quillt. Eine A¨nderung in Temperatur oder Luftfeuchtigkeit
der umgebenden Luft verschiebt dieses Absorptionsgleichgewicht, wodurch sich die Menge
an Wasser im Klebstoff, und damit im Allgemeinen auch dessen Volumen, a¨ndert. Durch
die Volumena¨nderungen des Klebstoffs aufgrund von Ha¨rtungsschrumpf oder Quellung
kann es zu Verschiebungen oder zur Deformation der geklebten Bauteile kommen, was in
technischen Anwendungen wie optischen Instrumenten, bei denen es auf hohe Pra¨zision
ankommt, unerwu¨nscht ist.
Da Ha¨rtungsschrumpf und Quellung bisher nicht vorausgesagt werden ko¨nnen, mu¨ssen sie
fu¨r jede A¨nderung der Klebstoffrezeptur in schwierigen [7, 8] und durch die langen Zeitra¨u-
me, u¨ber die sich die Vorga¨nge beim Ausha¨rten und Quellen erstrecken ko¨nnen, sehr
zeitaufwendigen Messreihen neu bestimmt werden. Im Rahmen des Forschungsprojekts
soll deshalb ein Simulationstool entwickelt werden, das durch Verknu¨pfung verschiedener
Simulationsmethoden auf den relevanten Zeit- und La¨ngenskalen den Ha¨rtungsschrumpf
und die Quellung des Klebstoffs sowie deren Einflu¨sse auf die Bauteile vorhersagen kann.
Dazu wird die chemische Struktur des realen Klebstoffs analysiert und die wa¨hrend der
Ausha¨rtung ablaufenden Reaktionen identifiziert. Mit Hilfe von thermokinetischen Mes-
sungen am Klebstoff wird daraus ein makrokinetisches Reaktionsmodell entwickelt, das
den Vernetzungsgrad und die Zusammensetzung des Klebstoffs in Abha¨ngigkeit von der
Ausha¨rtungszeit beschreibt.
Auf Grundlage dieser Daten werden in Molekulardynamik–Simulationen atomistische Mo-
1Fo¨rderkennzeichen: 03X0502
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delle des Klebstoffs generiert, die in Vernetzungsgrad und Zusammensetzung dem realen
Klebstoff zu verschiedenen Zeiten des Ausha¨rtungsvorgangs entsprechen. Anhand der Si-
mulationsdaten aus diesem Prozess kann der Ha¨rtungsschrumpf des Klebstoffs bestimmt
werden. Fu¨r die Strukturen, die dem vo¨llig ausgeha¨rteten Zustand entsprechen, werden
anschließend Simulationen durchgefu¨hrt, in denen die Wasseraufnahme des Klebstoffs bei
verschiedenen Umweltbedingungen und die daraus resultierende Volumena¨nderung be-
stimmt werden. Die aus den atomistischen Simulationen gewonnenen Vorhersagen fu¨r
Ha¨rtungsschrumpf und Quellverhalten werden anschließend in makroskopischen Rech-
nungen mit der Finite–Elemente–Methode (FEM) fu¨r das reale Bauteil verwendet, um
Deformation oder Verschiebung der Bauteile vorherzusagen und sie, falls mo¨glich, bereits
bei der Auslegung der Bauteile beru¨cksichtigen zu ko¨nnen.
Parallel dazu werden bei den Industriepartnern Verfahren entwickelt, mit denen sich
Schrumpf und Quellung reproduzierbar und getrennt messen lassen und die Ergebnis-
se des Simulationsverfahrens validiert werden ko¨nnen. In Rahmen dieser Arbeit wurde
der Teil des Simulationstools entwickelt, mit dem die Quellung des Klebstoffs beschrieben
wird.
Literaturverzeichnis
[1] Paul, D.: Polymermembranen fu¨r die Stofftrennung. In: Chemie in unserer Zeit 32
(1998), Nr. 4, S. 197–205
[2] Pithan, F. ; Staudt-Bickel, C. ; Hess, S. ; Lichtenthaler, R.N.: Polymeric
membranes for aromatic/aliphatic separation processes. In: ChemPhysChem 3 (2002),
Nr. 10, S. 856–862
[3] Hwang, S.T. ; Kammermeyer, K. ; Weissberger, A.: Membranes in separations.
Wiley-Interscience New York, 1975
[4] Rautenbach, R. ; Albrecht, R.: Separation by membranes. In: Chemie Ingenieur
Technik 54 (1982), S. 229–240
[5] Maier, G.: Polymermembranen zur Gastrennung. In: Angewandte Chemie 110 (1998),
Nr. 21, S. 3128–3143
[6] Frisch, H.L.: Fundamentals of membrane transport. In: Polymer Journal 23 (1991),
Nr. 5, S. 445–456
[7] Hoa, S.V.(Erf.) ; Ouellette, P.(Erf.): Kanadisches Patent Nr. CA 2372261. Con-
cordia University (Inh.), 2003
[8] Hill Jr., R.R. ; Muzumdar, S.V. ; Lee, L.J.: Analysis of volumetric changes of
unsaturated polyester resins during curing. In: Polymer Engineering and Science 35
(1995), Nr. 10, S. 852–859
17
18 Literaturverzeichnis
2 Grundlagen der Molekulardynamik
Unter Molekulardynamik versteht man die Berechnung des Zeitverhaltens eines Systems,
indem die klassischen Bewegungsgleichungen fu¨r das System numerisch gelo¨st werden.
Das Vorgehen bei der Messung des Gleichgewichtswerts einer thermodynamischen Gro¨ße
mithilfe der Molekulardynamik–Methode zeigt viele Parallelen zu analogen Messverfahren
in der Realita¨t. Um eine thermodynamische Gro¨ße eines Stoffes im Labor zu messen, kann
man eine Probe des Stoffes herstellen, sie ins thermodynamische Gleichgewicht bei den
gewu¨nschten Bedingungen bringen um dann die gesuchte Gro¨ße durch Mittelung u¨ber
einen gewissen Zeitraum zu messen. Bei der Molekulardynamik–Methode wird zuerst eine
Startkonfiguration erzeugt, indem die Positionen und Geschwindigkeiten aller Atome zu
einem bestimmten Zeitpunkt festgelegt werden. Von dieser Konfiguration als Anfangswert
ausgehend wird dann zuerst die Zeitentwicklung des Systems solange berechnet, bis es
sich im Gleichgewicht befindet. Dies erkennt man daran, dass die thermodynamischen
Gro¨ßen, die das System beschreiben, sich konstanten Werten, ihren Gleichgewichtswerten,
angena¨hert haben, um die sie im weiteren Verlauf der Simulation schwanken. Man spricht
davon, dass das System a¨quilibriert wird. Von der letzten Konfiguration dieser Simulation
ausgehend wird dann eine weitere Simulation gestartet, wa¨hrend der die gesuchten Gro¨ßen
gemessen werden.
Zur einfacheren Versta¨ndlichkeit wird in den folgenden Erkla¨rungen von einem System
aus N Punktteilchen ausgegangen, das jedoch die wesentlichen Eigenschaften der in dieser
Arbeit untersuchten Systeme besitzt1. Molekulardynamik bedeutet in diesem Fall, dass
fu¨r jedes Teilchen die Newton’sche Bewegungsgleichung
mi~¨ri = ~Fi (2.0.1)
gelo¨st wird. mi bezeichnet dabei die Masse des i-ten Teilchens, ~ri seine Position und ~Fi die
Kraft, die auf es wirkt. Weiterhin wird angenommen, dass sich die Kra¨fte ~Fi als Ableitung
eines Potentials U ({~ri}) schreiben lassen
~Fi = − ∂
∂~ri
U ({~ri}) (2.0.2)
1Zu Eigenschaften, in denen einige der in dieser Arbeit untersuchten Systeme abweichen, geho¨ren quader-
statt wu¨rfelfo¨rmige Simulationsboxen und Zwangsbedingungen an Bindungsla¨ngen und -winkel im
SPC/E–Modell fu¨r Wasser. Diese Aspekte sind fu¨r das Versta¨ndnis der allgemeinen Methoden in
diesem Abschnitt nicht no¨tig und werden an den angegebenen Stellen im jeweiligen Kontext erla¨utert.
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und dass sich dieses Potential als Summe U = Ub + Unb aus einem Beitrag Ub aus bin-
denden Wechselwirkungen, der die Wechselwirkungen entlang der kovalenten Bindungen
in Moleku¨len modelliert, und einem Beitrag Unb aus nichtbindenden Wechselwirkungen
wie Coulomb- oder Van-der-Waals–Wechselwirkungen schreiben la¨sst. Der nichtbindende







schreiben lassen, d.h. als Summe aus Wechselwirkungen zwischen jeweils zwei Teilchen.
Eine solche Wechselwirkung heißt Paarwechselwirkung. Zudem soll das Potential nur vom
Betrag rij des Abstandsvektors zwischen den Teilchen abha¨ngen und nicht von dessen
Richtung.
In den folgenden Abschnitten werden Techniken zur Lo¨sung der Bewegungsgleichungen,
zur effizienten Berechnung der Wechselwirkungen, zum Umgang mit den im Vergleich
zu makroskopischen Systemen geringen Systemgro¨ßen und zur Kontrolle von Tempera-
tur und Druck wa¨hrend der Simulation vorgestellt. Der Schwerpunkt wird dabei auf die
Techniken gelegt, die in den im Rahmen dieser Arbeit durchgefu¨hrten Simulationen ein-
gesetzt werden. Ausfu¨hrlichere Beschreibungen zu diesen und weiteren Methoden ko¨nnen
z.B. in [1–4] gefunden werden.
2.1 Numerische Lo¨sung der Bewegungsgleichungen
In diesem Abschnitt wird ein einfaches Verfahren zur Lo¨sung der Newton’schen Bewe-
gungsgleichungen vorgestellt, der sogenannte Leapfrog–Algorithmus. Er verbindet eine
fu¨r den Einsatz in MD–Simulationen ausreichende numerische Stabilita¨t und Genauigkeit
mit, im Vergleich zu exakteren Algorithmen, geringem Rechenaufwand. Ausgangspunkt
fu¨r die Herleitung des Leapfrog-Algorithmus ist die Taylorentwicklung des Ortsvektors ~ri
des i-ten Teilchens




2 +O (∆t3) , (2.1.1)
die mit ~˙ri = ~vi und Gl. (2.0.1) als




2 +O (∆t3) (2.1.2)
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geschrieben werden kann. Die Geschwindigkeit ~vi (t) des i-ten Teilchen zur Zeit t kann



















nach ~vi (t) auflo¨st und in Gl. (2.1.2) einsetzt. Die ~Fi-Terme heben sich auf und man erha¨lt






∆t+O (∆t3) . (2.1.5)




















































, der bis zur Ordnung ∆t3 exakt ist.
Kennt man als Anfangsbedingungen die Positionen ~ri (t) aller Teilchen zum Zeitpunkt t





zur Zeit t − ∆t
2
, kann man mit dem Leapfrog-




















die Geschwindigkeiten zur Zeit t+ ∆t
2
fu¨r alle Teilchen berechnet und diese dann verwendet,
um mittels







die Positionen aller Teilchen zur Zeit t+ ∆t zu bestimmen. Durch iterative, abwechselnde
Anwendung der Gl. (2.1.9) und (2.1.10) erha¨lt man die gewu¨nschten Trajektorien der
Teilchen. Bei diesem Algorithmus sind Geschwindigkeiten und Positionen also nicht zu
denselben, sondern zu zueinander versetzten, sich abwechselnden Zeitpunkten bekannt,
wodurch dieser Algorithmus seine Bezeichnung Leapfrog-Algorithmus nach dem englischen
Namen fu¨r das bekannte Kinderspiel Bockspringen erhalten hat.
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Der Leapfrog–Algorithmus wird im Rahmen dieser Arbeit in dem MD–Simulationen an
dem einfachen Modellnetzwerk in den Kapiteln 3 und 4 verwendet. Die fu¨r die Simulati-
onen zur Quellung der realistischen Netzwerke in Kapitel 7 eingesetzte Simulationssoftware
LAMMPS [5, 6] verwendet den mit dem Leapfrog-Algorithmus verwandten Velocity-Verlet
Algorithmus [1]:













Der Zustand des Systems aus den vorigen Abschnitten wird zu jedem Zeitpunkt durch
die Angabe der Positionen und Impulse aller Teilchen zu diesem Zeitpunkt vollsta¨ndig
beschrieben. Eine solche vollsta¨ndige, mikroskopische Beschreibung eines Systems nennt
man einen Mikrozustand, die Gesamtheit aller mo¨glichen Mikrozusta¨nde den Phasenraum
des Systems. Der Mikrozustand Γ (t), in dem sich das System zu einem bestimmten Zeit-
punkt t befindet, kann daher als Phasenraumvektor
Γ (t) = (~r1, ~r2, . . . , ~rN , ~p1, ~p2, . . . , ~pN) (2.2.1)
geschrieben werden. Reale, makroskopische Systeme enthalten so viele Teilchen (∼
O (1023)), dass der Mikrozustand des Systems im Allgemeinen unmo¨glich zu bestimmen
ist. In der Thermodynamik werden Systeme daher durch makroskopische Gro¨ßen wie
Temperatur T , Druck P , Dichte ρ usw. charakterisiert. Diese sind nicht von einander un-
abha¨ngig, z.B. ko¨nnen im Fall des idealen Gases nur zwei der genannten drei Gro¨ßen frei
gewa¨hlt werden, der Wert der dritten Gro¨ße ist dann durch das ideale Gasgesetz
P = ρRT (2.2.2)
festgelegt, wobei R die universelle Gaskonstante ist. Ein durch solche makroskopischen
Gro¨ßen charakterisierter Zustand heißt Makrozustand.
Die statistische Mechanik verbindet Makro- und Mikrozusta¨nde miteinander. In ihr ist




A (Γ) pΓ (2.2.3)
gegeben. Dabei wird u¨ber alle mo¨glichen Mikrozusta¨nde Γ des Systems summiert und
pΓ bezeichnet die Wahrscheinlichkeit, dass sich das System im Mikrozustand Γ befindet.
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Die Wahrscheinlichkeiten pΓ sind durch das verwendete Ensemble gegeben. Fu¨r klassische




A (Γ) ρ (Γ) dΓ (2.2.4)
Dabei gibt ρ (Γ) dΓ die Wahrscheinlichkeit an, dass sich das System innerhalb eines Pha-
senraumvolumenelements dΓ um den Mikrozustand Γ befindet.
Die Molekulardynamik bestimmt die zeitliche Entwicklung des Systems im Phasenraum,
beschrieben durch eine Phasenraumtrajektorie Γ (t). Entlang dieser Trajektorie kann man







A (Γ (τ)) dτ (2.2.5)
berechnen. In der Praxis ko¨nnen MD–Simulationen keine unendlich langen Zeitra¨ume
abdecken, man muss daher darauf achten, dass der simulierte Zeitraum so groß ist, dass
der Mittelwert u¨ber den Zeitraum genu¨gend gut gegen seinen Grenzwert fu¨r t → ∞
konvergiert ist.
Stimmen Zeitmittelwert A¯ und Ensemblemittelwert 〈A〉 miteinander u¨berein, nennt man
das System ergodisch. Ein anschauliches Beispiel fu¨r ein ergodisches System ist der Wurf
eines (idealen) Wu¨rfels. Fu¨r ihn ist offensichtlich gu¨ltig, dass eine Mittelung das glei-
che Ergebnis liefert, wenn sie u¨ber sehr viele identische Wu¨rfel erfolgt, mit denen man
jeweils einmal wu¨rfelt, was der Definition des Ensemblemittelwerts in Gleichung (2.2.3)
entspricht, oder u¨ber sehr viele Wu¨rfe mit demselben Wu¨rfel, was der Definition des Zeit-
mittelwerts in Gleichung (2.2.5) entspricht. Im Phasenraum bedeutet Ergodizita¨t, dass
die Phasenraumtrajektorie des Systems jedem Punkt des Phasenraums in endlicher Zeit
beliebig nahe kommt. In MD–Simulationen kann dies jedoch nicht generell vorausgesetzt
werden. In den in dieser Arbeit betrachteten Polymernetzwerken schra¨nken zum Beispiel
die Vernetzung und mo¨gliche Verschlaufungen die Beweglichkeit der Polymerketten ein
und verhindern, dass das System jeden mo¨glichen Punkt im Phasenraum erreichen kann.
Ein Ansatz zur Lo¨sung dieses Problems ist es, statt einer Simulation mehrere Simulationen
bei identischen Bedingungen zu starten, die aber von unterschiedlichen Startkonfigurati-
onen ausgehen. Es kann jedoch auch in diesem Fall nicht garantiert werden, dass auf diese
Weise der gesamte Phasenraum erreicht werden kann.
2.3 Periodische Randbedingungen
Das Ziel der Computersimulationen im Rahmen dieser Arbeit ist die Voraussage des Ver-
haltens von Polymernetzwerken in technischen Anwendungen. Die Anzahl der Atome in
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diesen Netzwerken liegt typischerweise in der Gro¨ßenordnung von 1023. Selbst auf mo-
dernen Computern ist es jedoch nicht mo¨glich, Simulationen mit — abha¨ngig von der
Fragestellung — mehr als einigen hundert bis einigen Millionen Teilchen durchzufu¨hren.
Eine kurze Abscha¨tzung macht deutlich, dass in Systemen dieser Gro¨ßenordnung nur fu¨r
einen geringen Teil des Systems die Situation mit der eines Teilchens im Inneren, dem
”
Bulk“, des makroskopischen Systems vergleichbar ist. Stellt man sich vor, dass alle Teil-
chen im System ein einfach kubisches Gitter bilden, befinden sich in einem System von
tausend Teilchen nur 6.4% der Teilchen in jeder Richtung mindestens drei Gitterabsta¨nde
von der Kristalloberfla¨che entfernt und selbst fu¨r eine Million Teilchen gilt dies nur fu¨r ca.
83% der Teilchen. Die Randbedingungen an den Grenzen des Simulationsvolumens haben
also einen großen Einfluss auf die gesamte Simulation.
Um die Situation in der Simulation der im Bulk des makroskopischen Systems besser an-
zuna¨hern, verwendet man periodische Randbedingungen. Die Simulationsschachtel wird
dabei in allen Richtungen von periodischen Bildern ihrer selbst umgeben, die den ganzen
Raum ausfu¨llen. Verla¨sst eines der Teilchen die Simulationsbox, tritt auf der gegenu¨berlie-
genden Seite der Box eines seiner periodischen Bilder in die Box ein. Es ko¨nnen aber trotz
der nun
”
unendlichen“ Gro¨ße des Systems immer noch Probleme aufgrund der geringen
Systemgro¨ße auftreten, sogenannte
”
Finite Size“–Effekte. Zum Beispiel ko¨nnen sich keine
Strukturen bilden, deren Durchmesser gro¨ßer als der des Simulationsvolumens oder deren
Periodizita¨t nicht mit der der Randbedingungen kompatibel ist.
2.4 Kurzreichweitige Wechselwirkungen
Durch die periodischen Randbedingungen gibt es fu¨r jedes Teilchen unendlich viele Wech-
selwirkungspartner und damit das Problem, dass die Kra¨fte nicht mehr in endlicher Zeit
berechnet werden ko¨nnen. In diesem Abschnitt wird erla¨utert, wie dieses Problem fu¨r
kurzreichweitige2 Wechselwirkungen gelo¨st werden kann und wie sie effizient berechnet
werden ko¨nnen. Mo¨glichkeiten zur Behandlung langreichweitiger Wechselwirkungen wer-
den in Abschnitt 5.1 vorgestellt.
2.4.1 Der Abschneideradius
Die Sta¨rke kurzreichweitiger Wechselwirkung nimmt mit zunehmendem Abstand der Teil-
chen rasch ab. Dies erlaubt es, in guter Na¨herung anzunehmen, dass ein Teilchen nur mit
den Teilchen wechselwirkt, die sich innerhalb eines genu¨gend groß gewa¨hlten Radius rc
2U¨blicherweise wird ein Potential als kurzreichweitig bezeichnet, wenn es mit dem Abstand wie r−d oder
schneller abfa¨llt, wobei d die Dimension des Raums angibt, in diesem Fall also 3.
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U (r) fu¨r r ≤ rc
0 fu¨r r > rc.
(2.4.1)
Dies reduziert die Zahl der Partner, mit denen ein Teilchen wechselwirkt, auf eine endliche
Zahl. Die Zahl mo¨glicher Wechselwirkungspartner, fu¨r die getestet werden werden muss, ob
sie sich innerhalb des Abschneideradius befinden, ist aber immer noch unendlich groß. Die
im Folgenden vorgestellte
”
minimum image“–Konvention reduziert die Zahl der mo¨glichen






minimum image“–Konvention legt fest, dass ein Teilchen nur mit dem jeweils na¨chst-
gelegenen periodischen Bild eines anderen Teilchens wechselwirkt. Dabei mu¨ssen nicht
alle periodischen Bilder der Teilchen durchlaufen werden, der ku¨rzeste Verbindungsvektor
~r
(min)
ij zwischen dem Teilchen mit Index i und Bildern des Teilchens mit Index j kann direkt
aus dem Verbindungsvektor ~rij zwischen den Teilchen i und j berechnet werden. Im Fall












gegeben [1, Kap. 1.5.4], wobei anint(x) die am na¨chsten an x gelegene ganze Zahl bezeich-
net und die ~eα Einheitsvektoren entlang der jeweiligen Koordinatenrichtungen sind.
Es muss darauf geachtet werden, dass die La¨nge der Simulationsschachtel immer min-
destens doppelt so groß wie der Abschneideradius ist, um Widerspru¨che im Zusammen-
spiel von periodischen Randbedingungen,
”
minimum image“–Konvention und Abschnei-
deradius zu vermeiden. Falls dies nicht erfu¨llt ist, ko¨nnen sich mehrere Bilder desselben
Teilchens im Abschneideradius eines anderen Teilchens befinden, durch die
”
minimum
image“–Konvention wird allerdings nur die Wechselwirkung mit dem na¨chstgelegenen Bild
berechnet.
2.4.3 Langreichweiten–Korrekturen
Um den Fehler, der durch die Nichtberu¨cksichtigung der Wechselwirkungen zwischen Teil-
chen entsteht, die weiter als der Abschneideradius rc voneinander entfernt sind, na¨herungs-
weise zu korrigieren, kann man zum Beispiel fu¨r ein System aus N identischen Teilchen
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dφ ρ (~r)u (r) (2.4.3)
schreiben, wobei der Ursprung des Koordinatensystems in das i-te Teilchen gelegt wurde
und ρ (~r) =
∑
j 6=i δ (~r − ~rj) die Teilchenzahldichte am Ort ~r ist. Teilt man das Integral



















dφ ρ (~r)u (r) (2.4.4)
auf, erkennt man, dass der erste Ausdruck den Teil der Wechselwirkung beschreibt, der in
der Simulation direkt berechnet wird. Nimmt man na¨herungsweise an, dass das System
jenseits des Abschneideradius fu¨r das Teilchen homogen und isotrop ist, d.h. ρ (~r) ≈ ρ fu¨r
r > rc, ist der zweite Teil in Gl. (2.4.4) fu¨r jedes Teilchen gleich und das Integral kann fu¨r
ein bekanntes Potential analytisch oder numerisch berechnet werden.
Ein analoges Vorgehen ist auch fu¨r andere Gro¨ßen mo¨glich. Fu¨r das Lennard-Jones-(12,6)-
Potential3


























































Fu¨r die Berechnung der Kra¨fte ist es notwendig, fu¨r jedes Teilchenpaar zu u¨berpru¨fen, ob
der Abstand zwischen den Teilchen kleiner als der Abschneideradius ist. In einem System
3siehe auch Kap. 3.2.2
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aus N Teilchen mu¨ssen daher in jedem Zeitschritt N (N − 1) /2 Absta¨nde u¨berpru¨ft wer-
den. Der Aufwand bei der U¨berpru¨fung der Absta¨nde steigt also mit dem Quadrat der
Teilchenzahl an, d.h. verdoppelt man die Teilchenzahl im System, so steigt der Rechenauf-
wand auf das Vierfache. Ohne weitere Optimierungen steigt dadurch der Rechenaufwand
mit wachsender Teilchenzahl so schnell, dass Simulationen von Systemen mit mehr als
1000 Teilchen praktisch unmo¨glich werden. In diesem Abschnitt wird beschrieben, wie
der Aufwand bei der Berechnung der Wechselwirkungen so reduziert werden kann, dass
der Rechenaufwand im wesentlichen nur noch linear mit der Teilchenzahl zunimmt.
Ein Wechselwirkungspartner eines bestimmten Teilchens in einem beliebigen Zeitschritt
wird sich sehr wahrscheinlich auch noch in den na¨chsten Zeitschritten innerhalb des Ab-
schneideradius oder zumindest in der Na¨he des Teilchen befinden, wa¨hrend ein Teilchen,
das zu diesen Zeitpunkt deutlich weiter als der Abschneideradius vom betrachteten Teil-
chen entfernt ist, auch wa¨hrend der na¨chsten Zeitschritte nicht mit dem betrachteten
Teilchen wechselwirken wird. Legt man nun zu diesem Zeitpunkt eine Liste aller Teilchen
an, deren Abstand zum betrachteten Teilchen kleiner als ein Abstand rl = rc + ∆r ist,
mu¨ssen in den na¨chsten Zeitschritten nur noch die in der Liste enthaltenen Teilchen u¨ber-
pru¨ft werden. Solche Listen benachbarter Teilchen werden Nachbarschaftslisten genannt,
die hier beschriebene Form von Nachbarschaftslisten heißt Verletliste. Die Anzahl der Teil-
chen in der Liste ist fu¨r konstante Teilchenzahldichte ρ und Listenradius rl unabha¨ngig
von der Teilchenzahl N , wodurch der Aufwand fu¨r die Berechnung der Kra¨fte nun nur
noch linear mit der Teilchenzahl ansteigt. Der Rechenaufwand zum Aufstellen der Ver-
letlisten steigt jedoch weiter mit N2 an. Es ist daher wu¨nschenswert, so viele Zeitschritte
wie mo¨glich mit derselben Liste rechnen zu ko¨nnen.
Um eine korrekte Berechnung der Kra¨fte zu gewa¨hrleisten, mu¨ssen die Nachbarschaftslis-
ten jedoch aktualisiert werden, sobald sich ein Teilchen innerhalb des Abschneideradius rc
um das betrachtete Teilchen befinden ko¨nnte, das sich zum Zeitpunkt der Erstellung der
Nachbarschaftsliste außerhalb des Listenradius rl befand. Mit der alten Nachbarschafts-
liste wu¨rde ansonsten diese Wechselwirkung fa¨lschlicherweise nicht berechnet. Um dies
zu verhindern, kann man zum Beispiel in jedem Zeitschritt die Positionen aller Teilchen
mit den Positionen zum Zeitpunkt der Erstellung der Verletlisten vergleichen und die
Nachbarschaftslisten neu erstellen, falls ein Teilchen in der Zwischenzeit eine Strecke zu-
ru¨ckgelegt hat, die mehr als halb so groß wie der Unterschied ∆r zwischen Listenradius
rl und Abschneideradius rc ist. Um den Abstand zwischen zwei Aktualisierungen so groß
wie mo¨glich zu halten, ist ein großer Wert fu¨r ∆r wu¨nschenswert, andererseits steigt mit
dem Listenradius auch die Anzahl von Teilchen innerhalb des Listenradius und damit
der Aufwand bei der Berechnung der Wechselwirkungen. In der Praxis findet man den
optimalen Wert von ∆r fu¨r das untersuchte System am einfachsten, indem man mehrere
kurze Simulationen durchfu¨hrt, die bis auf den verwendeten Listenradius identisch sind,
und die Laufzeiten vergleicht.
Steigert man die Zahl der simulierten Teilchen weiter, fu¨hrt die N2-Abha¨ngigkeit bei der
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Erzeugung der Verletlisten schnell dazu, dass diese den gro¨ßten Teil der Rechenzeit bean-
sprucht, da der Aufwand zur Berechnung der Wechselwirkungen nur noch proportional zu
N ist und damit im Verha¨ltnis langsamer zunimmt. Durch Kombination mit einer weiteren
Form der Nachbarschaftslisten, der Zellliste, ist es jedoch mo¨glich, die Verletlisten so zu
konstruieren, dass der no¨tige Rechenaufwand nur noch proportional zu N ist. Damit sind
auch effiziente MD-Simulationen von Systemen mit 10000 und mehr Teilchen mo¨glich.
Dazu wird die Simulationsschachtel entlang eines kubischen Gitters in Zellen unterteilt,
deren Anzahl so gewa¨hlt ist, dass die Anzahl der Zellen maximal ist, aber die Kantenla¨nge
einer Zelle gro¨ßer als der Listenradius der Verletliste bleibt. Dann wird fu¨r jede Zelle eine
Liste aller Teilchen aufgestellt, die sich innerhalb der Zelle befinden. Anschließend wird
fu¨r jedes Teilchen eine Verletliste nach demselben Prinzip wie zuvor aufgestellt, allerdings
mu¨ssen nun nur noch die Absta¨nde zu den Teilchen u¨berpru¨ft werden, die sich laut Zell-
liste in derselben Zelle wie das Teilchen oder in einer der umgebenden Zellen befinden.
Dieses Vorgehen wird in Abbildung 2.1 an einem Beispiel erla¨utert. Wie zuvor ist die An-
zahl der Teilchen in den in Frage kommenden Zellen nur von der Teilchenzahldichte und
von der Gro¨ße der Zellen, also vom Listenradius rl, und nicht von der Teilchenzahl N ab-
ha¨ngig. Da offensichtlich auch der Aufwand zur Konstruktion der Zellliste nur linear mit
der Teilchenzahl steigt, kann auf diese Weise die Berechnung der Wechselwirkung auch fu¨r
große Teilchenzahlen effizient erfolgen. Die Konstruktion der Verletlisten aus Zelllisten ist
allerdings erst dann sinnvoll, wenn die Kantenla¨nge der Simulationsschachtel mindestens
viermal so groß wie der Listenradius ist, da fu¨r ein Gitter aus weniger als 43 Zellen bei
der Erstellung der Verletlisten keine Zellen ausgeschlossen werden.
2.5 Temperatur und Druck in
Molekulardynamiksimulationen
Temperatur und Druck sind wichtige thermodynamische Eigenschaften makroskopischer
Systeme. Daher ist es wichtig, Temperatur und Druck in den MD-Simulationen sowohl
bestimmen als auch kontrollieren zu ko¨nnen, um Simulation und Experiment in Beziehung
setzen zu ko¨nnen. Eine Bru¨cke zwischen den Positionen und Geschwindigkeiten der Teil-
chen in der Simulation und den makroskopischen Eigenschaften Druck und Temperatur
bildet der verallgemeinerte Gleichverteilungssatz aus der statistischen Mechanik.
2.5.1 Berechnung aus dem verallgemeinerten Gleichverteilungssatz





= δijkBT , (2.5.1)
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Abbildung 2.1: Bei der Konstruktion der Verletlisten in diesem zweidimensionalen Bei-
spiel kommen als mo¨gliche Wechselwirkungspartner des zentralen Teil-
chens lediglich die Teilchen 1 bis 3 in Frage. Teilchen 4 ist in keiner der
benachbarten Zellen enthalten und braucht daher nicht beru¨cksichtigt wer-
den. Die Berechnung der Absta¨nde der Teilchen 1 bis 3 zum zentralen
Teilchen ergibt, dass nur die Teilchen 1 und 2 innerhalb des Listenradius
rl liegen und in die Verletliste des zentralen Teilchens aufgenommen wer-
den. Zum Zeitpunkt der Konstruktion wechselwirkt das zentrale Teilchen
nur mit Teilchen 1, das sich als einziges innerhalb des Abschneideradius
befindet.
wobei xi und xj beliebige generalisierte Koordinaten oder Impulse des Systems bezeichnen
und H die Hamilton-Funktion des Systems ist. In dem hier betrachteten Fall ist die
Hamilton-Funktion durch





~p2i + U ({~ri}) (2.5.2)
gegeben. Wa¨hlt man fu¨r xi und xj in Gl. (2.5.1) die k-Komponente des Impulses des n-ten
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= 2 〈K〉 , (2.5.4)




zwischen dem Mittelwert der kinetischen Energie 〈K〉 und der Temperatur T . Gu¨nstiger
fu¨r die Verwendung in MD–Simulationen ist es, wenn man den Mittelwert der kinetischen
Energie 〈K〉 durch den Wert zu einem bestimmten Zeitpunkt K ersetzt. Man erha¨lt auf







Aus Gru¨nden, die in Abschnitt 2.5.2 erla¨utert werden, wird in den MD–Simulationen
im Rahmen dieser Arbeit der Gesamtimpuls des Systems auf null festgehalten, d.h. der
Schwerpunkt des Systems bewegt sich nicht. Durch diese Zwangsbedingung wird die Zahl
der Translationsfreiheitsgrade von 3N auf 3 (N − 1) reduziert. Ebenso reduziert sich die
Anzahl der Freiheitsgrade in den Simulationen, die das SPC/E-Wassermodell4 verwenden,
durch das Festhalten der Bindungsla¨ngen und -winkel um drei fu¨r jedes Wassermoleku¨l.
Dies reduziert die Anzahl der generalisierten Koordinaten in der Herleitung von Gl. (2.5.6)





wobei Nf die Anzahl der verbliebenen Freiheitsgrade bezeichnet.
Wiederholt man das obige Vorgehen fu¨r die Komponenten der Ortsvektoren statt der
Impulse, erha¨lt man nach etwas la¨ngerer Rechnung5 als im Fall der Temperatur, folgenden
Ausdruck fu¨r den (instantanen) Druck:







~rij · ~fij (2.5.8)
~rij bezeichnet dabei den Verbindungsvektor
6 vom i-ten zum j-ten Teilchen und ~fij die
Kraft, die vom i-ten Teilchen auf das j-te ausgeu¨bt wird.
4siehe Abschnitt 5.5
5Auf die an dieser Stelle verzichtet wird, sie kann z.B. in [1, Kap. 2.4] gefunden werden.
6gema¨ß der ”minimum image“-Konvention
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2.5.2 Temperaturkontrolle
Da die Temperatur nach Gl. (2.5.7) proportional zur kinetischen Energie des Systems ist,
kann die Temperatur kontrolliert werden, indem alle Geschwindigkeiten in jedem Zeit-
schritt mit einem Faktor λ skaliert werden. In der Berechnung dieses Faktors λ unter-
scheiden sich die Thermostate fu¨r MD–Simulationen. Der in dieser Arbeit verwendete
Algorithmus von Berendsen et al. [8] skaliert die Geschwindigkeiten so, dass das System
in jedem Zeitschritt ∆t mit einem gedachten, externen Wa¨rmebad eine Wa¨rmemenge
∆Q austauscht, die proportional zur Differenz zwischen momentaner Temperatur T und
Solltemperatur Ts ist.
∆Q = −α (T − Ts) ∆t (2.5.9)
Eine Skalierung der Geschwindigkeiten um den Faktor λ entspricht einer mit dem Wa¨r-
mebad ausgetauschten Wa¨rmemenge
∆Q = ∆K =
(
λ2 − 1)K (2.5.7)= 1
2
(
λ2 − 1)NfkBT . (2.5.10)

















wobei τT ≡ NfkB2α ein Parameter ist, mit dem die Sta¨rke der Kopplung des Systems an das
externe Wa¨rmebad kontrolliert werden kann. Er kann als eine Relaxationszeit des Systems
bei der Anpassung an die Temperatur des Wa¨rmebads interpretiert werden.
Die Phasenraumdichte, die durch eine Simulation mit dem Berendsen–Thermostaten er-
zeugt wird, entspricht keinem der u¨blichen Ensembles der statistischen Mechanik, lediglich
im Grenzwert schwacher Kopplung, d.h. fu¨r große τT , entspricht er dem mikrokanonischen
Ensemble. Der Berendsen–Thermostat zeichnet sich jedoch durch eine hohe numerische
Stabilita¨t aus. Einen Algorithmus fu¨r einen Thermostaten, mit dem das kanonische En-
semble in MD–Simulationen erzeugt werden kann, hat Hoover [9] auf der Basis eines
Algorithmus von Nose´ [10] entwickelt.
Wie Harvey, Tan und Cheatham [11] gezeigt haben, wird bei Verwendung des Berendsen–
Thermostaten tendenziell kinetische Energie aus der Translation der einzelnen Teilchen
bezu¨glich des Schwerpunkts in kinetische Energie des Schwerpunkts umgewandelt. Dies
fu¨hrt schließlich dazu, dass alle kinetische Energie des Systems in die Schwerpunktsbewe-
gung verlagert wird, d.h. das System ist erstarrt und bewegt sich nur noch als Ganzes.
Harvey et al. bezeichnen dieses Pha¨nomen als
”
flying ice cube“ (fliegender Eiswu¨rfel). Um
dies zu verhindern, wird in den MD–Simulationen die Geschwindigkeit des Schwerpunkts
von den Geschwindigkeiten der einzelnen Teilchen abgezogen, sobald die Schwerpunkts-
bewegung mehr als 0.1% zur gesamten kinetischen Energie des Systems beitra¨gt.
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2.5.3 Druckkontrolle
Zur Kontrolle des Drucks in der Simulation ko¨nnen dieselben Algorithmen wie zur Kon-
trolle der Temperatur verwendet werden, wenn statt der Geschwindigkeiten die Positionen
der Teilchen und die Kantenla¨nge der Simulationsschachtel um einen Faktor µ skaliert wer-
den. Fu¨r µ > 1 entspricht dies einer Expansion des Systems, wodurch der Druck im System
im Allgemeinen abnehmen sollte, fu¨r µ < 1 einer Kompression, die zu einer Zunahme des
Drucks fu¨hren sollte.
Soll analog zum oben beschriebenen Berendsen–Thermostaten in jedem Zeitschritt die
durch die Skalierung verursachte relative Volumena¨nderung ∆V/V proportional zum Un-
terschied zwischen dem momentanen Druck P und dem Solldruck Ps sein
∆V
V
= −γ (P − Ps) ∆t , (2.5.12)
wobei die Volumena¨nderung ∆V durch
∆V = ′V − V = (µL)3 − L3 = (µ3 − 1)V (2.5.13)
gegeben ist, so ergibt sich fu¨r den Skalierungsfaktor µ





(P − Ps) , (2.5.14)
wobei κT = − 1V ∂V∂P
∣∣
N,T
die isotherme Kompressibilita¨t des simulierten Systems ist und
τP ≡ κT/γ, analog zu τT im Fall des Berendsen–Thermostaten, ein einstellbarer Kopp-
lungsparameter ist, der sich als Relaxationszeit interpretieren la¨sst. Da die isotherme
Kompressibilita¨t des Systems in den meisten Fa¨llen nicht bekannt ist, wird stattdessen
der Wert von τP/κT als Kopplungsparameter vorgegeben und durch kurze Simulationen
mit verschiedenen Werten von τP/κT ein Wert gesucht, fu¨r den die Sta¨rke der Kopplung
fu¨r die Simulationen am geeignetsten ist.
Wie der Berendsen–Thermostat erzeugt auch der Berendsen–Barostat keines der klas-
sischen Ensembles. Der Thermostat nach Nose´ und Hoover kann jedoch ebenfalls leicht
auf die Druckkontrolle u¨bertragen werden [9], falls das NPT -Ensemble erzeugt werden
soll.
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3 Volumetrische Eigenschaften von
zufa¨llig vernetzten Polymeren
Fu¨r die Simulationen zur Stofftrennung mit Polymermembranen wird ein geeignetes Mo-
dell fu¨r ein Polymernetzwerk beno¨tigt. In diesem Kapitel wird das verwendete Netzwerk
beschrieben und der Zusammenhang zwischen Dichte und Vernetzungsgrad des Netzwerks
sowie Temperatur und Druck mit Computersimulationen und theoretischen U¨berlegungen
untersucht. Das Versta¨ndnis dieser Zusammenha¨nge hilft bei der Beschreibung von Vor-
ga¨ngen wie der Abnahme des Volumens eines Polymersystems wa¨hrend der Netzwerkbil-
dung, wodurch negative Effekte bei der technischen Anwendung von Polymeren auftreten
ko¨nnen. Außer beim Ha¨rtungsschrumpf von Klebstoffen (s. Kap. 1.3) treten diese Effekte
z.B. auch bei Kunststoffteilen auf, die im Spritzgussverfahren hergestellt werden [1–4].
Computersimulation [5] oder theoretische Beschreibungen des Volumenschrumpfs stellen
eine Alternative zur schwierigen experimentellen Bestimmung [6, 7] des Volumenschrumpfs
dar.
In diesem Kapitel wird zuerst ein U¨berblick u¨ber bisherige Arbeiten zu den volumetri-
schen Eigenschaften von Polymernetzwerken gegeben, bevor in Abschnitt 3.2 die Eigen-
schaften und Konstruktion des hier verwendeten Modellnetzwerks beschrieben werden. In
Abschnitt 3.3 werden die Ergebnisse aus Computersimulationen fu¨r die Dichte des Netz-
werks bei verschiedenen Temperaturen, Dru¨cken und Vernetzungsgraden vorgestellt. Auf
Grundlage stochastischer U¨berlegungen wird im Abschnitt 3.4 ein Ausdruck hergeleitet,
der die mittlere La¨nge der Polymerketten im Modellnetzwerk durch dessen Vernetzungs-
grad ausdru¨ckt, und es zusammen mit einer Flory–Huggins–Theorie in Kap. 3.5 erlaubt,
eine Zustandsgleichung fu¨r das Polymernetzwerk herzuleiten, die die Abha¨ngigkeit der
Dichte des Modellnetzwerks von Vernetzungsgrad, Temperatur und Druck in qualitativ
guter U¨bereinstimmung mit den Ergebnissen der Simulationen beschreibt.
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3.1 Andere Arbeiten zu volumetrischen Eigenschaften
von Polymernetzwerken
Computersimulationen sind bisher noch nicht oft zur Untersuchung der volumetrischen
Eigenschaften von Polymernetzwerken eingesetzt worden. Die ersten solchen Untersuch-
ungen stammen von Escobedo und de Pablo [8–10], in denen Netzwerke aus Ketten, deren
Elemente durch harte Kugeln1 oder von Potentialto¨pfen umgebenen Kugeln2 gegeben sind,
mit MC–Simulationen untersucht werden. Die Netzwerke bestehen aus Ketten aus diesen
Kugeln, die alle die gleiche La¨nge besitzen und an ihren Enden miteinander vernetzt
werden. In [9] leiten sie zudem eine Mean–Field–Zustandsgleichung fu¨r diese Netzwerke
her, die das Netzwerk bei beliebigen Vernetzungsgraden beschreiben kann, sofern man den
Druck bei zwei verschiedenen Vernetzungsgraden kennt.
Auch Kenkare, Hall und Khan [11, 12] untersuchen mit Hilfe von Computersimulationen
die volumetrischen Eigenschaften von Netzwerken aus an ihren Enden verbundenen, gleich
langen Ketten harter Kugeln. Dabei leiten sie eine Zustandsgleichung fu¨r diese Netzwerke
her, indem sie diese als Dendrimere auffassen. Als Dendrimere bezeichnet man Strukturen,
die aus identischen Einheiten aufgebaut sind und sich ausgehend von einem zentralen
Punkt radialsymmetrisch immer weiter vera¨steln, so dass die Struktur wie die Aufsicht auf
einen Baum3 aussieht (vgl. Abb. 3.1). Die Zustandsgleichung erhalten sie, indem sie einer
Idee von James und Guth [13] folgend die freie Energie des Netzwerks als Summe aus einem
fluidartigen Beitrag und einem elastischen Beitrag schreiben. Der fluidartige Beitrag kann
dann anhand eines einzelnen Dendrimers mit der verallgemeinerten Flory-Dimer Theorie
bestimmt werden. Um den elastischen Beitrag bestimmen zu ko¨nnen, nehmen sie an, dass
die Ketten in den Dendrimere dieselben elastischen Eigenschaften wie mechanische Federn
besitzen.
Yarovsky und Evans [14] bestimmen den Ha¨rtungsschrumpf von verschiedenen Epoxidhar-
zen, indem die Volumina des Systems vor und nach der Modellierung des Ausha¨rtungs-
vorgangs mit einem selbstentwickelten Verfahren verglichen werden. Außerdem gibt es
mehrere Untersuchungen mit MC– [15, 16] und MD–Verfahren [17] zu den volumetrischen
Eigenschaften von Polyelektrolytnetzwerken. Schneider und Linse [15] untersuchen die Ei-
genschaften eines Netzwerks mit einer Diamantstruktur aus Ketten gleicher La¨nge, die aus
geladenen, harten Kugeln bestehen, die durch Federn untereinander verbunden sind. Das
Modell von Yan et al. [16, 17] verwendet dieselbe Netzwerkstruktur, die Ketten bestehen
hier jedoch aus Teilchen, die neben der Coulomb–Wechselwirkung u¨ber den abstoßenden
Teil des LJ–Potentials wechselwirken, das bei einem Abstand von 21/6σ abgeschnitten
1d.h. Teilchen, deren Wechselwirkungspotential fu¨r Absta¨nde kleiner als der Durchmesser σ der Teilchen
unendlich und fu¨r Absta¨nde gro¨ßer als σ gleich null ist
2d.h. harte Kugeln, bei denen zwischen den beiden Potentialbereichen ein zusa¨tzlicher Abstandsbereich
eingefu¨gt wird, in dem die potentielle Energie den Wert − besitzt.
3Das griechische Wort fu¨r Baum ist ”Dendron“.
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Abbildung 3.1: Zur Interpretation eines Polymernetzwerks als Dendrimer. Quelle: [12]
wird. Fu¨r die Bindungen verwenden sie das FENE–Potential [18].
Ein weiteres Modell, mit dem sich Eigenschaften von Polymernetzwerken untersuchen las-
sen, ist das sogenannte
”
bond-fluctuation“–Modell [19], bei dem sich die Monomere auf
einem Gitter bewegen ko¨nnen, solange bestimmte Bedingungen an die Bindungsla¨ngen
und die Absta¨nde zwischen den Monomeren erfu¨llt sind. Trautenberg, Sommer und Go¨-
ritz [20] verwenden das Modell, um A¨nderungen in den Eigenschaften des Polymers bei
einer A¨nderung des Volumens zu beschreiben. Dies geschieht, indem der Abstand der Git-
terpunkte variiert wird. Mit diesem Modell ko¨nnen sie auch verschiedene Mechanismen
beobachten, die den Ablauf der Reaktionen wa¨hrend des Ausha¨rtungsvorgangs beeinflus-
sen.
3.2 Das Modellnetzwerk
Zu den gewu¨nschten Eigenschaften, die beim Entwurf des Modells der Polymermembran
fu¨r die Simulationen zum Einfluss von Form und Flexibilita¨t der Lo¨sungsmittelmoleku¨le
auf die Stofftrennung angestrebt wurden, za¨hlen eine amorphe Netzwerkstruktur und ein
frei wa¨hlbarer Grad der Vernetzung. Um den Schwerpunkt der Untersuchung auf die Ab-
ha¨ngigkeit von den Eigenschaften des Lo¨sungsmittels legen zu ko¨nnen, soll das Netzwerk
zudem durch mo¨glichst wenige Parameter vollsta¨ndig charakterisiert sein. In den folgen-
den Abschnitten wird das gewa¨hlte Netzwerkmodell und der verwendete Algorithmus zur
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Konstruktion der Netzwerke vorgestellt.
3.2.1 Struktur
Das Modellnetzwerk besteht aus N identischen Wechselwirkungszentren mit Masse m.
Die Wechselwirkungszentren (WW-Zentrum) ko¨nnen je nach System, auf das das Modell
angewendet werden soll, als einzelne Atome, Monomere oder Gruppen von Monomeren
interpretiert werden. Die WW-Zentren ko¨nnen durch Bindungen paarweise untereinander
verbunden sein. Das Netzwerk wird so konstruiert, dass jedes WW-Zentrum mindestens
einen und ho¨chstens vier direkte Bindungspartner besitzt. Außerdem ha¨ngt das Netzwerk
zusammen, d.h. es ist mo¨glich, von jedem WW-Zentrum zu jedem anderen entlang einer
Kette von Bindungen von Zentrum zu Zentrum zu gelangen.






Außerdem werden WW-Zentren, die mindestens drei Bindungen besitzen, als Knoten
bezeichnet. Eine Verbindung entlang der Bindungen des Netzwerks zwischen Knoten
und/oder Zentren mit nur einer Bindung wird Kette genannt. Im einfachsten Fall be-
stehen Ketten aus einer einzelnen Bindung, die die beiden Knoten verbindet. La¨ngere
Ketten entlang l Bindungen mu¨ssen aufgrund der definierten Struktur l− 1 WW-Zentren
enthalten, die alle genau zwei Bindungen besitzen. Die La¨nge l einer solchen Kette ist
als die Anzahl der Bindungen zwischen dem Anfangsknoten und na¨chsten Knoten bzw.
dem Ende der Kette definiert. Diese Bezeichnungen folgen der Vorstellung, dass das Netz-
werk aus linearen Polymerketten verschiedener La¨nge besteht, deren Enden lose oder in
den Knoten miteinander verbunden sein ko¨nnen. Ein Beispiel zur Veranschaulichung der
Struktur des Netzwerks und zur Definition der Kettenla¨nge gibt Abbildung 3.2.
3.2.2 Wechselwirkungen
Um das Modell mo¨glichst einfach zu halten, sollen die Wechselwirkungen durch lediglich
zwei verschiedene Terme beschrieben werden. Zwei Wechselwirkungszentren ko¨nnen direkt
aneinander gebunden sein, in diesem Fall wird die Wechselwirkung durch ein harmonisches
Bindungspotential
UB (r) = k (r − r0)2 (3.2.2)
beschrieben, wobei r0 den Bindungsabstand im Gleichgewicht bezeichnet und k eine Kraft-
konstante ist.
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Abbildung 3.2: Beispiel zur Za¨hlweise zur Bestimmung der Kettenla¨nge l. Die Zeich-
nung stellt einen mo¨glichen Ausschnitt aus einem Netzwerk dar, das der
geforderten Struktur des Netzwerks entspricht. Die Wechselwirkungszen-
tren werden durch Kreise dargestellt, die Bindungen zwischen den Zentren
durch Linien. Eine Kette ist eine Verbindung zwischen zwei Zentren mit
einer, drei oder vier Bindungen, die nur aus Bindungen und Zentren, die je-
weils genau zwei Bindungen besitzen, besteht. Die La¨nge einer Kette ist als
die Anzahl der enthaltenen Bindungen definiert. Anhand des Ausschnitts
kann die La¨nge von drei Ketten bestimmt werden. Von dem Zentrum links
unten, das nur eine Bindung besitzt, fu¨hrt eine Kette der La¨nge 2 zu einem
Knoten, an dem sich drei Ketten treffen. Eine der beiden anderen von die-
sem Knoten ausgehenden Ketten verla¨sst den Bildausschnitt, ihre La¨nge
kann daher nicht angegeben werden, die andere Kette hat die La¨nge 3 und
endet in einem weiteren Knoten mit 3 Bindungen. Die dritte Kette mit
bekannter La¨nge in dem Ausschnitt besteht nur aus einer Bindung, die den
Endknoten der vorigen Kette direkt mit einem weiteren Knoten mit vier
Bindungen verbindet. Sie hat daher die La¨nge 1. Die Zahlen verdeutlichen,
wie die Kettenla¨nge entlang der Bindungen geza¨hlt wird.












0 r > rc
(3.2.3)
mit Abschneideradius rc.
Der Verlauf des Potentials ist in Abb. 3.3 dargestellt. Fu¨r große Absta¨nde bewirkt der
r−6–Teil eine anziehende Kraft, dieser Teil modelliert die Wechselwirkung zwischen indu-
zierten Dipolmomenten in den Elekronenhu¨llen der Teilchen, die, wie quantenmechanische,
sto¨rungstheoretische Rechnungen [21, Kap. 15.6] zeigen, eine Anziehung bewirkt, die mit
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Abbildung 3.3: Das Lennard–Jones–(12,6)–Potential. Die gestrichelten Linien geben den
Verlauf des anziehenden r−6–Anteils und des abstoßenden r−12–Anteils an.
Die gepunkteten Linien zeigen die Lage der Nulllinie, das Potentialmini-
mum fu¨r den Abstand r = 21/6σ mit Tiefe  und den Nulldurchgang des
Potentials beim Abstand σ an.
r−6 abfa¨llt. Der r−12–Term fu¨hrt zu einer Abstoßung bei kurzen Absta¨nden, die die Ab-
stoßung durch den Pauli-Effekt modellieren soll, wenn sich die Teilchen so nahe kommen,
dass sich ihre Elektronenhu¨llen u¨berlappen. Die Abha¨ngigkeit der Form r−12 ist in die-
sem Fall allerdings nicht durch eine Theorie begru¨ndet, sondern hat ihren Ursprung in
der Tatsache, dass sich r−12 in numerischen Rechnungen sehr effizient berechnen la¨sst, da
dazu lediglich der schon bekannte Wert von r−6 quadriert werden muss. Das LJ–Potential
entha¨lt zwei Parameter  und σ, u¨ber die es an das gewu¨nschte Atom oder Moleku¨l an-
gepasst werden kann. Der Parameter  gibt dabei den Wert des Potentials im Minimum
an und σ den Abstand im Nulldurchgang des Potentials. σ kann daher als ungefa¨hrer
Durchmesser des Teilchens interpretiert werden. Das Minimum des Potentials liegt bei
einem Abstand von 21/6σ. Geeignete Werte fu¨r diese Parameter ko¨nnen auf verschiedene
Weisen gewonnen werden, z.B. durch einen Fit an Daten fu¨r die Wechselwirkung, die mit
quantenchemischen Verfahren berechnet wurden [22] oder u¨ber den Vergleich thermody-
namischer Eigenschaften wie kritischer Punkte oder Virialkoeffizienten [23], struktureller
Eigenschaften wie Kristallstrukturen [24, 25] oder dynamischen Eigenschaften wie Diffu-
sionskoeffizienten oder Viskosita¨ten [23].
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3.2.3 Einheiten
In diesem und im folgenden Kapitel werden alle Gro¨ßen in sogenannten Lennard–Jones–
Einheiten angegeben. In diesem Einheitensystem werden Absta¨nde in Einheiten von σ,
Energien in Einheiten von  und Massen in Einheiten von m angegeben. Die Einheit der
Zeit τ wird dabei mit τ =
√
mσ2−1 so gewa¨hlt, dass die Newton’schen Bewegungsglei-
chungen (2.0.1) dimensionslos werden. Temperaturen werden ebenfalls in Einheiten der
Energie angegeben, d.h. in LJ-Einheiten ist kB ≡ 1. Tabelle 3.1 zeigt die Umrechnungs-
vorschriften fu¨r diese und andere Gro¨ßen.
La¨nge l l∗ = l/σ
Masse M M∗ = M/m
Energie E E∗ = E/
Zeit t t∗ = t/τ = t/
√
mσ2/
Temperatur T T ∗ = kBT/
Dichte ρ ρ∗ = ρσ3
Druck P P ∗ = Pσ3/
Tabelle 3.1: Umrechnung von verschiedenen physikalischen Gro¨ßen von normalen Ein-
heiten in Lennard–Jones–Einheiten. Die Gro¨ßen in LJ–Einheiten sind durch
einen Stern gekennzeichnet.
3.2.4 Wahl der Parameter
Nach Einfu¨hrung der Lennard–Jones–Einheiten verbleiben lediglich zwei Parameter in
der Beschreibung der Wechselwirkungen innerhalb des Netzwerks in den Gl. (3.2.2) und
(3.2.3), die Kraftkonstante k und der Gleichgewichtsbindungsabstand r0. Zur Reduzierung
der Parameter des Modells bietet es sich an, die Bindungsla¨nge r0 auf den Durchmesser
der Teilchen σ festzulegen, d.h. in LJ–Einheiten r0 ≡ 1. Die Kraftkonstante k wurde so
gewa¨hlt, dass sie zum einen groß genug ist, um die tatsa¨chliche La¨nge der Bindungen
in der Simulation nahe am Gleichgewichtswert zu halten, zum anderen jedoch auch so
klein, dass die Frequenz der Schwingungen entlang der Bindungen niedrig genug ist, um
in der Simulation ohne eine Verkleinerung des Zeitschritts aufgelo¨st werden zu ko¨nnen. Als
geeigneter Wert um beides zu erreichen, hat sich in Simulationen k = 1000 herausgestellt.
Dieser Wert wird in allen folgenden Simulationen verwendet.
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3.2.5 Konstruktion und Vernetzung
Zu Beginn der Konstruktion wird das erste WW-Zentrum an einem beliebigen Ort ~r1
platziert. Die Positionen der weiteren WW-Zentren und die ersten Bindungen werden
iterativ nach folgendem Algorithmus, einer vereinfachten Version der
”
amorphous cell“–
Methode von Theodorou und Suter [26], festgelegt:
1. Bestimme zufa¨llig einen Einheitsvektor ~ei aus einer Gleichverteilung auf der Ein-
heitskugel. Dies kann z.B. mit folgendem Algorithmus von Marsaglia [27] erfolgen:
a) Ziehe 2 gleichverteilte Zufallszahlen a1 und a2 aus dem Intervall [−1, 1].
b) Ist a21 + a
2






1− a21 − a22, 2a2
√







ist ein Einheitsvektor mit gleichverteilter, zufa¨lliger Richtung.
2. Die Position des i-ten WW-Zentrums ~ri ist gegeben durch
~ri = ~ri−1 + ~ei . (3.2.5)
3. Fu¨ge eine Bindung zwischen dem i-ten und dem (i− 1)-ten WW-Zentrum hinzu.
4. Falls i < N , erho¨he den Wert von i um eins und fahre bei 1. fort.
An diesem Punkt besteht das System aus einer linearen Kette von N WW-Zentren und







≈ 1 . (3.2.6)
Durch die Kettenstruktur ist sichergestellt, dass das Netzwerk wie gefordert zusammen-
ha¨ngend ist. Um einen gewu¨nschten Vernetzungsgrad νs ≥ 1 zu erreichen, mu¨ssen nun
noch zusa¨tzliche Bindungen hinzugefu¨gt werden. Die angestrebte Gesamtzahl der Bin-
dungen NB ist gegeben durch NB = anint (νsN), wobei anint(x) die ganze Zahl bezeich-
net, die x am na¨chsten ist4. Es mu¨ssen also noch Nz = NB−N +1 zusa¨tzliche Bindungen
hinzugefu¨gt werden. Es ist naheliegend, diese Bindungen mo¨glichst zwischen Zentren hin-
zuzufu¨gen, die bereits eng beieinander liegen. Bei der Konstruktion der Netzwerke fu¨r
die Simulationen werden die Bindungen zwischen den einander am na¨chsten gelegenen
Zentren unter Beru¨cksichtigung der maximalen Anzahl von Bindungen fu¨r jedes Zentrum
nach folgendem Algorithmus hinzugefu¨gt:
4Fu¨r die Netzwerke in den Simulation wird NB vorgegeben und fu¨r den Vernetzungsgrad der exakte
Wert ν = NB/N verwendet.
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Abbildung 3.4: Anschauliche Darstellung des Vorgehens bei der Vernetzung.
Links: Die durchgezogenen Linien stellen die Bindungen dar, die die LJ–
Zentren (Kugeln) entlang des urspru¨nglichen Zufallspfads verbinden. Um
einen Vernetzungsgrad ν von 1.3 zu erreichen, mu¨ssen in diesem Beispiel
neun Bindungen hinzugefu¨gt werden.
Mitte: Die gestrichelten und gepunkteten Linien verbinden die elf Paare
von Zentren, die unter den nicht direkt miteinander verbundenen Paaren
den geringsten Abstand voneinander haben. In einem der beiden Paare,
die durch gepunktete Linien verbunden sind, ist ein Partner bereits in
zwei Paaren mit geringeren Absta¨nden enthalten, es kommt daher nicht
fu¨r eine weitere Bindung in Frage. Das zweite mit einer gepunkteten Linie
verbundene Paar ist das Paar mit dem gro¨ßten Abstand der elf Paare.
Da unter den zehn Paaren mit geringerem Abstand bereits zwischen neun
Paaren (verbunden durch die gestrichelten Linien) eine zusa¨tzliche Bin-
dung eingefu¨gt werden kann, bleibt dieses Paar unverbunden.
Rechts: Zwischen den LJ–Zentren der ausgewa¨hlten Paare wurden Bindun-
gen hinzugefu¨gt, das Netzwerk hat jetzt den gewu¨nschten Vernetzungsgrad
ν = 1.3.
1. Man bestimme fu¨r alle Paare von WW-Zentren, zwischen denen nicht bereits ei-
ne Bindung existiert, den Abstand zwischen den WW-Zentren und speichere diese
Absta¨nde zusammen mit den Indizes der Zentren in einer Liste.
2. Sortiere die so gewonnene Liste aufsteigend nach dem Abstand.
3. Pru¨fe fu¨r das erste Paar in der Liste, ob eines der Zentren bereits an vier Bindungen
beteiligt ist. Falls dies nicht der Fall ist, fu¨ge eine Bindung zwischen den beiden
Zentren hinzu.
4. Falls die gewu¨nschte Zahl zusa¨tzlicher Bindungen noch nicht erreicht ist, lo¨sche das
erste Element der Liste und gehe zu 3. .
Alternativ kann die Erstellung der Liste auch direkt nach dem Abstand sortiert und unter
Beru¨cksichtigung der maximalen Zahl an Bindungen erfolgen. Abbildung 3.4 erla¨utert das
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beschriebene Vorgehen beim Hinzufu¨gen der Bindungen an einem Beispiel.
3.3 Ergebnisse der Computersimulationen
Das Ziel der in diesem Abschnitt vorgestellten Computersimulationen ist es, die Ab-
ha¨ngigkeit der Anzahldichte ρ des Modellnetzwerks von Druck P , Temperatur T und
Vernetzungsgrad ν zu untersuchen. Dazu werden Netzwerke mit unterschiedlichen Ver-
netzungsgraden konstruiert und mit Hilfe von MD–Simulationen ins thermodynamische
Gleichgewicht mit Wa¨rme- und Volumenba¨dern verschiedener Temperaturen und Dru¨cke
gebracht. Ist das Gleichgewicht erreicht, wird in einer weiteren MD–Simulation bei unver-
a¨nderten Werten fu¨r Temperatur und Druck die mittlere Dichte des Netzwerks bestimmt.
Dabei werten alle mo¨glichen Kombinationen von Vernetzungsgraden ν=1.0, 1.05, 1.1, ...,
1.45, 1.5, Temperaturen T=1.0, 2.0, 3.0 und Dru¨cken P=0.05, 0.1, 0.3, 0.5, 1.0 untersucht.
Fu¨r jede dieser Kombinationen werden M = 4 Netzwerke5 aus jeweils N = 1000 WW-
Zentren verwendet, die mit der in Abschnitt 3.2.5 beschriebenen Methode aus voneinander
unabha¨ngigen Zufallspfaden erzeugt werden.
Aufgrund der Konstruktionsweise der Netzwerke ko¨nnen dabei auch nach dem Hinzufu¨-
gen der zusa¨tzlichen Bindungen zwischen den am na¨chsten aneinander gelegenen Zentren
noch Paare verbleiben, die nicht aneinander gebunden sind und deren Abstand deutlich
kleiner als eins ist. Die abstoßenden Kra¨fte durch das LJ–Potential werden fu¨r solche
geringen Absta¨nde sehr groß und ko¨nnen in Molekulardynamiksimulationen zu numeri-
schen Problemen fu¨hren. Um die konstruierten Netzwerke zu a¨quilibrieren, wird daher fu¨r
jedes Netzwerk eine Serie von Simulationen durchgefu¨hrt, in denen fu¨r die nichtbinden-







)− 24 (2r−13c,i − r−7c,i ) (r − rc,i) r < rc,i
4 (r−12 − r−6) rc,i ≤ r ≤ rc
0 r > rc
(3.3.1)
verwendet wird. Dabei wurde dem Potential ein zweiter, innerer Abschneideradius rc,i
hinzugefu¨gt, innerhalb dessen das Potential linear mit dem Abstand abnimmt, und zwar
mit derselben Steigung, die das LJ–Potential bei dem Abstand rc,i besitzt. Dies fu¨hrt
dazu, dass der Betrag der Kraft zwischen zwei Zentren fu¨r r < rc,i konstant ist. Um die
Netzwerke zu relaxieren, werden nun mehrere kurze Simulationen hintereinander durchge-
fu¨hrt, jede mit einem etwas kleineren inneren Abschneideradius, bis schließlich das nicht
modifizierte LJ–Potential (3.2.3) verwendet werden kann. Abbildung 3.5 zeigt ein Beispiel
fu¨r ein solches Netzwerk vor und nach diesen Simulationen.
5Im Fall der Simulationen bei einem Druck von 0.5 werden jeweils M = 10 Netzwerke verwendet.
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Abbildung 3.5: Beispiel fu¨r ein typisches Modellnetzwerk mit N = 1161 und ν = 1.0465
direkt nach der Konstruktion und Vernetzung (a) und nach den MD–
Simulationen zur Relaxation (b). Die Bindungen entlang des urspru¨ng-
lichen Zufallspfads werden durch normale, die hinzugefu¨gten Bindungen
durch fett gedruckte Linien dargestellt.
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Im Anschluss folgen NPT MD–Simulationen, in denen die Netzwerke ins Gleichgewicht
bei den jeweiligen thermodynamischen Bedingungen gebracht werden. Dazu werden ein
Berendsen–Thermostat mit Kopplungskonstante τT = 0.01 und ein Berendsen–Barostat
mit Kopplungskonstante τP/κT = 33.33 verwendet. Als Zeitschritt wird ∆t = 0.002 ge-
wa¨hlt und das LJ-Potential wird bei rc = 2.5 abgeschnitten. Fu¨r die potentielle Energie
und den Druck werden die in Kap. 2.4.3 beschriebenen Langreichweitenkorrekturen ver-
wendet. Ist das Gleichgewicht erreicht, folgt jeweils eine weitere NPT–Simulation u¨ber
fu¨nf Millionen Zeitschritte bei den gleichen thermodynamischen Bedingungen und Pa-
rametern, u¨ber deren Verlauf die Dichte der Netzwerke gemessen wird. Schließlich wird
der Mittelwert der Ergebnisse ρi fu¨r die verschiedenen Netzwerke, die bei identischen
Bedingungen simuliert wurden, als Scha¨tzwert fu¨r die mittlere Dichte ρ des Netzwerks
bei diesen thermodynamischen Bedingungen bestimmt. Der Standardfehler ∆ρ des Mit-







(ρi − ρ)2 (3.3.2)
Die Abbildung 3.6 zeigt die mittlere Dichte des Netzwerks als Funktion des Vernetzungs-
grad fu¨r eine Auswahl der untersuchten Kombinationen von Temperatur und Druck. Wie
erwartet nimmt die Dichte des Netzwerks mit steigender Temperatur ab und mit anstei-
gendem Druck zu. Außerdem wird das Netzwerk bei gleich bleibenden thermodynamischen
Bedingungen dichter, wenn sein Vernetzungsgrad steigt. Im Vergleich zu den ebenfalls in
Abb. 3.6 dargestellten Dichten des LJ–Fluids bei den betrachteten Temperaturen und
Dru¨cken ist der Einfluss von Druck und Temperatur auf die Dichte im Falle des Netz-
werks schwa¨cher ausgepra¨gt.
Um die Simulationsergebnisse auf eventuelle Abha¨ngigkeiten von der Gro¨ße des unter-
suchten Systems (
”
Finite Size“–Effekte) zu u¨berpru¨fen, werden die Simulationen fu¨r ei-
nige Vernetzungsgrade bei T = 2.0 und P = 0.5 mit Netzwerken aus doppelt so vielen
WW-Zentren (N = 2000) und ansonsten unvera¨nderten Parametern wiederholt. Wie die
Abbildung 3.6 zeigt, stimmen die Ergebnisse dieser Simulationen sehr gut mit den jewei-
ligen Ergebnissen der Simulationen mit N = 1000 WW-Zentren u¨berein. Fu¨r die unter-
suchten Bedingungen und Gro¨ßen scheinen die
”
Finite Size“–Effekte also vernachla¨ssigbar
zu sein. Es kann aber durch diesen Test nicht ausgeschlossen werden, dass bei anderen
thermodynamischen Bedingungen, fu¨r andere Vernetzungsgrade oder fu¨r andere Werte der
Kraftkonstante k der Bindungen im Netzwerk
”
Finite Size“–Effekte auftreten ko¨nnten.
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Abbildung 3.6: Anzahldichte ρ des Modellnetzwerks als Funktion des Vernetzungsgrads
ν fu¨r verschiedene Temperaturen und Dru¨cke. Die Temperaturen werden
durch die Symbole unterschieden (Dreiecke: T = 1.0, Kreise: T = 2.0,
Rauten: T = 3.0); die Dru¨cke durch den Stil der Verbindungslinien zwi-
schen den Datenpunkten (Strich-Punkt-Punkt: P = 0.05, durchgezogen:
P = 0.1, Punkt-Strich: P = 0.3, gepunktet: P = 0.5, gestrichelt: P = 1.0).
Fu¨r ν = 0 sind die Dichten des reinen LJ–Fluids bei den entsprechen-
den thermodynamischen Bedingungen angegeben. Die Quadrate entspre-
chen der mittleren Dichte von Netzwerken mit doppelter Teilchenzahl
(N = 2000) bei T = 2.0 und P = 0.5. Die Standardfehler der Daten-
punkte sind jeweils kleiner als die verwendeten Symbole. Die Skala an der
oberen Umrandung gibt die mittlere Kettenla¨nge der Netzwerke bei dem
jeweiligen Vernetzungsgrad ν an (s. Kap. 3.4 und Gl. (3.4.8)).
3.4 Zusammenhang zwischen Vernetzungsgrad und
Kettenla¨nge
Die Verteilung der Kettenla¨ngen im Netzwerk, die aus der in Abschnitt 3.2.5 beschrieben-
en Methode zur Vernetzung resultiert, kann mit stochastischen U¨berlegungen beschrieben
werden. Dazu beginnt man an dem Punkt der Konstruktion des Netzwerks, in dem die
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Zentren eine lange, lineare Kette bilden. Der na¨chste Schritt in der Konstruktion ist nun,
die Nz zusa¨tzlichen Bindungen hinzuzufu¨gen. Dabei soll die Wahrscheinlichkeit, ausge-
wa¨hlt zu werden, fu¨r jedes Paar von noch nicht aneinander gebundenen Zentren gleich
sein. Vernachla¨ssigt man fu¨r große N die Zentren an den Enden der Kette, gibt es fu¨r jedes
Zentrum genau N −3 mo¨gliche Bindungspartner, da es bereits zwei Bindungspartner ent-
lang der Kette besitzt und nicht sein eigener Bindungspartner sein kann. Insgesamt gibt es
also N (N − 3) /2 Mo¨glichkeiten, eine zusa¨tzliche Bindung zum System hinzuzufu¨gen. Das
Hinzufu¨gen von Nz zusa¨tzlichen Bindungen kann also als ”
Ziehen ohne Zuru¨cklegen“ einer
Stichprobe von Nz Paaren von WW-Zentren aus einer Grundgesamtheit von N (N − 3) /2
Paaren aufgefasst werden. Fu¨r das
”
Ziehen ohne Zuru¨cklegen“ gibt die hypergeometrische












die Wahrscheinlichkeit an, dass beim
”
Ziehen ohne Zuru¨cklegen“ einer Stichprobe von S
aus G Elementen, von denen E eine bestimmte Eigenschaft besitzen, in der Stichprobe ge-
nau i Elemente mit dieser Eigenschaft enthalten sind. Fu¨r ein beliebiges Zentrum gibt f (i)
also die Wahrscheinlichkeit wieder, dass bei der Ziehung von S = Nz ausG = N (N − 3) /2
Paaren von WW-Zentren, von denen E = N − 3 Paare das Zentrum enthalten, genau i
Paare gezogen werden, die das Zentrum enthalten, also die Wahrscheinlichkeit, dass dieses
Zentrum bei der Vernetzung genau i zusa¨tzliche Bindungen erha¨lt.
Dies beru¨cksichtigt allerdings noch nicht die Einschra¨nkung bei der Konstruktion der
Netzwerke fu¨r die Simulationen, dass maximal zwei zusa¨tzliche Bindungen pro Zentrum
hinzugefu¨gt werden. Dies bedeutet, dass fu¨r i nur die Werte i = 0, 1, 2 mo¨glich sind und die
Wahrscheinlichkeiten entsprechend neu normiert werden mu¨ssen. Die Wahrscheinlichkeit










Mit Hilfe der pi kann auch die Wahrscheinlichkeit ql, dass eine beliebig ausgewa¨hlte Kette
eine bestimmte La¨nge l besitzt, berechnet werden. Dazu geht man von einem beliebigen
Knoten des Netzwerks aus und betrachtet die La¨nge der Ketten, die an diesem Knoten
enden. Dabei gibt es zwei verschiedene Sorten von Ketten. Geht man entlang einer hinzu-
gefu¨gten Bindung, ist das na¨chste Zentrum per Konstruktion wieder ein Knoten, d.h. alle
Ketten entlang der hinzugefu¨gten Bindungen haben die La¨nge eins. Geht man entlang
einer Bindung, die zur urspru¨nglichen linearen Kette geho¨rt, ist die Wahrscheinlichkeit,
dass das na¨chste Zentrum ein Knoten ist p1 + p2. Mit der Wahrscheinlichkeit p0 ist das
Zentrum am Ende der Bindung jedoch kein Knoten und man gelangt zum u¨berna¨chsten
Zentrum, das wieder mit der Wahrscheinlichkeit p1 + p2 ein Knoten ist usw. Die Wahr-
scheinlichkeit, dass diese Kette die La¨nge l hat, d.h. dass nur das l-te Zentrum in der
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Reihe bei der Vernetzung zusa¨tzliche Bindungen erhalten hat, ist pl−10 (p1 + p2).
Nun muss noch nach der Art des Knoten unterschieden werden, den man am Anfang
ausgewa¨hlt hat. Mit der Wahrscheinlichkeit p1/ (p1 + p2) wurde ein Knoten gewa¨hlt, der
eine zusa¨tzliche Bindung besitzt und zwei entlang der urspru¨nglichen Kette, und mit der
Wahrscheinlichkeit p2/ (p1 + p2) ein Knoten, der zwei Bindungen zusa¨tzlich zu den beiden
entlang der Kette besitzt. Fu¨r die Ketten an der ersten Sorte Knoten besteht also ein
Verha¨ltnis von einer Kette mit fester La¨nge eins zu zwei Ketten, deren La¨ngenverteilung
durch pl−10 (p1 + p2) gegeben ist, fu¨r die zweite Sorte Knoten betra¨gt dieses Verha¨ltnis eins












































Im Grenzwert unendlich großer Netzwerke und mit Nz = (ν − 1)N + 1 erha¨lt man fu¨r die
pi in Gl. (3.4.2)
pi =
1








6ν(2(v−1)ν+1) fu¨r l = 1
(ν−1)(3ν+1)
3(2(ν−1)+1)l fu¨r l > 1 .
(3.4.6)











3ν (2ν − 1)2 + 1
12ν2 (ν − 1) (3.4.8)
zwischen der mittleren Kettenla¨nge l¯ und dem Vernetzungsgrad ν. Abbildung 3.7 ver-
gleicht den Zusammenhang zwischen l¯ und ν nach Gl. (3.4.8) mit der tatsa¨chlichen mitt-
leren Kettenla¨nge in Netzwerken, die nach dem in Abschnitt 3.2.5 beschriebenen Algo-
rithmus mit den entsprechenden Vernetzungsgraden ν konstruiert wurden. Wa¨hrend die
Vorhersage des stochastischen Modells fu¨r Netzwerke aus 100 Zentren noch deutlich von
den gemessenen Werten abweicht, beschreibt sie die mittlere Kettenla¨nge eines Netzwerks
aus 1000 Zentren bereits sehr gut. Die Abweichung bei kleinen Systemen kann dadurch
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Abbildung 3.7: Mittlere Kettenla¨nge l¯ gegen Vernetzungsgrad ν. Die durchgezogene Linie
entspricht der Vorhersage aus dem stochastischen Modell aus Abschnitt
3.4, die Symbole entsprechen der mittleren Kettenla¨nge in Netzwerken
aus 100 Zentren (Kreise) bzw. 1000 Zentren (Rauten), die gema¨ß dem in
Abschnitt 3.2.5 beschriebenen Algorithmus konstruiert wurden. Die Stan-
dardfehler der Messwerte sind kleiner als die Symbole.
erkla¨rt werden, dass einige Annahmen im Modell, wie die Vernachla¨ssigung der Ket-
tenenden und die Verteilung der Kettenla¨ngen entlang der urspru¨nglichen Kette gema¨ß
pl−10 (p1 + p2), nur fu¨r große N zula¨ssig sind.
3.5 Herleitung einer Zustandsgleichung fu¨r das Netzwerk
Das Ziel dieses Abschnitts ist es, eine Zustandsgleichung fu¨r das Modellnetzwerk herzu-
leiten, die Temperatur T , Druck P , die Dichte ρ und Vernetzungsgrad ν des Netzwerks
miteinander verbindet und es so erlaubt, Dichtea¨nderungen des Netzwerks bei A¨nderungen
von Druck, Temperatur oder Vernetzungsgrad vorauszusagen. Wenn es gelingt, die freie
Energie F des Netzwerks als Funktion dieser Gro¨ßen auszudru¨cken, erha¨lt man mittels
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der thermodynamischen Beziehung





die gewu¨nschte Zustandsgleichung. Die Herleitung eines Ausdrucks fu¨r die freie Energie er-
folgt auf Basis von vorherigen Rechnungen [29–33] mit Hilfe von Flory-Huggins-Theorien
fu¨r die freie Energie von Polymernetzwerken aus Polymerketten einer einheitlichen La¨nge
L und einem festen Vernetzungsgrad. Im Folgenden wird beschrieben, wie diese Vorge-
hensweise auf Netzwerke mit beliebiger Verteilung ql der Kettenla¨ngen verallgemeinert
werden kann.
Dazu wird die freie Energie F des Netzwerks zuerst als eine Summe aus einem Beitrag
Fk aus den mo¨glichen Konfigurationen des Netzwerks und einem elastischen Beitrag Fel
geschrieben.
F = Fk + Fel = Uk − TSk + Uel − TSel (3.5.2)
In den folgenden Abschnitten wird skizziert, wie die verschiedenen Beitra¨ge zur freien
Energie abgescha¨tzt werden ko¨nnen.
3.5.1 Konfigurationsentropie
Ein Ausdruck fu¨r die Konfigurationsentropie Sk des Netzwerks kann mit Hilfe einer Flory–
Huggins–Gittertheorie (FH–Gittertheorie) hergeleitet werden. Dazu betrachtet man ein
Gitter bestehend aus G0 Gitterpla¨tzen auf dem die Nk Ketten, deren La¨nge der Verteilung
ql mit mittlerer Kettenla¨nge l¯ =
∑
l qll folgt, platziert werden (vgl. Abb. 3.8). Jeder
Platz im Gitter kann dabei von ho¨chstens einem Polymersegment besetzt werden. Die
Konfigurationsentropie Sk ist in diesem Modell durch den Logarithmus der Anzahl der
Mo¨glichkeiten Ω gegeben, die Ketten auf dem Gitter zu verteilen.
In [33, Kap. 21-2] wird eine Methode zur Abscha¨tzung dieser Anzahl fu¨r eine Mischung
aus zwei verschiedenen Typen von Polymerketten unterschiedlicher La¨nge vorgestellt, die
sich auf eine beliebige Anzahl mo¨glicher Kettenla¨ngen verallgemeinern la¨sst. Dabei sollen
die La¨ngen l der Ketten, die auf dem Gitter verteilt werden sollen, zwischen eins und einer
maximalen Kettenla¨nge6 lmax variieren ko¨nnen und Nl die Anzahl der Ketten der La¨nge l
bezeichnen. Die Gesamtzahl der Segmente in allen Ketten ist durch N =
∑
lNll gegeben.




Ωl (Nl) , (3.5.3)
6Die maximal mo¨gliche Kettenla¨nge in dem Gittermodell ist endlich, da sie durch die Anzahl der ver-
fu¨gbaren Gitterpla¨tze begrenzt wird.
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Abbildung 3.8: Beispiel fu¨r die Anordnung von Polymerketten verschiedener La¨nge auf
einem zweidimensionalen, quadratischen Gitter. Die Kreise entsprechen
dabei den Segmenten der Ketten, die entlang der Linien verbunden sind.
wobei Ωl (Nl) die Anzahl der Mo¨glichkeiten bezeichnet, die Nl Ketten der La¨nge l auf
dem Gitter zu platzieren, wenn sich dort bereits die Ketten mit den La¨ngen eins bis l− 1







wobei ωl,i+1 die Anzahl der Mo¨glichkeiten ist, die (i + 1)-te Kette der La¨nge l auf dem
Gitter zu platzieren. Der Faktor 1/Nl! stammt aus der Ununterscheidbarkeit verschiedener
Ketten derselben La¨nge.Gl−1 soll nun die Anzahl der Gitterpla¨tze bezeichnen, die nach der
Platzierung aller Ketten mit La¨nge l ≤ l− 1 noch unbesetzt sind. Fu¨r die Platzierung des
ersten Segments der (i+1)-ten Kette der La¨nge l verbleiben dann noch Gl−1− il Mo¨glich-
keiten. Die Wahrscheinlichkeit, dass eine benachbarte Zelle noch nicht besetzt ist betra¨gt
(Gl−1 − il − 1) / (G0 − 1). Ist nun q die Koordinationszahl des Gitters, d.h. die Anzahl der
na¨chsten Nachbarn jedes Gitterpunkts, so ergeben sich q (Gl−1 − il − 1) / (G0 − 1) Mo¨g-
lichkeiten zur Platzierung des zweiten Segments. Fu¨r die folgenden Segmente ist jeweils
eine der Nachbarzellen bereits sicher durch das vorherige Segment in der Kette besetzt,
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ansonsten kann fu¨r diese Segmente aber analog argumentiert werden und man erha¨lt
ωl,i+1 = (Gl−1 − il) q (q − 1)l−2
l∏
s=2
Gl−1 − il − (s− 1)






(Gl−1 − il)l (3.5.6)
fu¨r Gl  l 1 und q ≈ q − 1.






































(Gl−1 − il) ≈
∫ Gl−1
Gl
ln g dg = Gl−1 lnGl−1 −Gl−1 −Gl lnGl +Gl (3.5.10)
und so erha¨lt man nach Einsetzen der Stirling-Approximation lnNl! ≈ Nl lnNl −Nl und









−Nll lnG0 +Gl−1 lnGl−1 −Gl lnGl
+Gl −Gl−1 +Nl +Nl (l − 1) ln (q − 1)
)
(3.5.11)
Die Terme mit lnGl bzw. lnGl−1 heben sich gro¨ßtenteils mit Termen aus dem na¨chsten
bzw. vorherigen Summanden der l-Summation auf und es bleiben nur die Terme mit Glmax
und G0 u¨brig. Die Summation u¨ber l kann außerdem fu¨r alle Terme ausgefu¨hrt werden,











−(N −G0) ln G0 −N
G0
+(N −Nk) ln (q − 1)−(N −Nk) (3.5.12)
Definiert man nun den Volumenbruch ϕl der Ketten der La¨nge l durch ϕl ≡ Nl/G0, also
als den Anteil der Gitterpunkte, die von Segmenten aus Ketten der La¨nge l besetzt sind,
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Da die Polymerketten zwar verschiedene La¨ngen besitzen, aber aus den gleichen Segmen-
ten bestehen, kann bei der Herleitung eines Ausdrucks fu¨r die innere Energie der Argu-
mentation aus [29] gefolgt werden, die hier fu¨r den betrachteten Fall zusammengefasst
wird. Der Konfigurationsanteil Uk der inneren Energie wird mit Hilfe des Gittermodells
abgescha¨tzt, indem fu¨r ein beliebiges Segment die mittlere Anzahl von anderen Segmen-
ten auf den benachbarten Gitterpunkten abgescha¨tzt wird. Diese ist (fu¨r große N) per
Definition gleich ϕ. Fu¨hrt man einen Parameter ε ein, der die Wechselwirkungsenergie7
zwischen zwei benachbarten Polymersegmenten beschreiben soll, ergibt sich fu¨r den Kon-





Unter der Annahme, dass beim Strecken des Netzwerks die Bindungsla¨ngen und -winkel
(im Mittel) nicht vera¨ndert werden, ist der elastische Beitrag zur inneren Energie Uel
gleich null.
3.5.3 Deformationsentropie
Vera¨ndert sich das Volumen, das den Polymerketten zur Verfu¨gung steht, so vera¨ndert
sich auch die Anzahl der Mo¨glichkeiten, die Ketten anzuordnen. Die dadurch resultieren-
de A¨nderung der Entropie wird in [31, Kap. 8.2] fu¨r eine Schmelze aus Ketten gleicher
Kettenla¨nge hergeleitet, die dort verwendete Vorgehensweise ist aber leicht auf Systeme
mit Ketten verschiedener La¨nge u¨bertragbar. Dazu wird die A¨nderung der Entropie der
Schmelze




wobei Ω die Anzahl der Mo¨glichkeiten vor und Ω′ die Anzahl nach der Deformation be-
zeichnen, bestimmt, indem zuerst beim Za¨hlen der Mo¨glichkeiten die Ketten gleicher La¨n-
7Nicht zu verwechseln mit dem Parameter  des LJ-Potentials.
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Die pNil,i geben dabei die Wahrscheinlichkeit an, dass Nl,i bestimmte Ketten der La¨nge l











N ′l,i . (3.5.17)
















der mittlere quadratische End-zu-End-
Abstand von Ketten der La¨nge l ist. Nach einer Deformation L′x = αxLx, L
′
y = αyLy und























Nach einer Rechnung, die analog zu der in [31, Kap. 8.2] verla¨uft, erha¨lt man mit











bzw. fu¨r eine isotrope Deformation αx = αy = αz = α mit




α2 − 1) (3.5.21)
dasselbe Ergebnis wie fu¨r Nk Ketten mit einheitlicher La¨nge.
Ein weiterer Beitrag zur Deformationsentropie resultiert daraus, dass sich bei einer Volu-
mena¨nderung auch die Anzahl der Mo¨glichkeiten a¨ndert, die Nz zusa¨tzlichen Bindungen
zwischen den Ketten hinzuzufu¨gen. Damit eine Bindung zwischen zwei Polymersegmenten
hinzugefu¨gt werden kann, mu¨ssen diese sich beide innerhalb eines Volumens δV befinden.
Die Wahrscheinlichkeit fu¨r Nz zusa¨tzliche Bindungen ist also proportional zu (δV/V )
Nz .
Das Verha¨ltnis dieser Wahrscheinlichkeiten im deformierten im Vergleich zum undefor-
mierten Netzwerk ist daher gleich (αxαyαz)
Nz . Dies ergibt einen Beitrag der Vernetzungs-
punkte
Sel,v = −kBNz ln (αxαyαz) (3.5.22)
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zur gesamten Deformationsentropie
Sel = Sel,k + Sel,v = kB
(











Im Fall einer isotropen Deformation vereinfacht sich dieses Ergebnis zu
Sel = Sel,k + Sel,v = kB
(




α2 − 1)) . (3.5.24)
3.5.4 Zustandsgleichung
Durch Kombination der Gl. (3.5.2), (3.5.13), (3.5.14) und (3.5.24) ergibt sich nun mit
b0 = V/G0 und χ = −qβε/2 folgender Ausdruck fu¨r die freie Energie F des Netzwerks:
b0F
V T

















α2 − 1) (3.5.25)
Dabei kann der Parameter b0 als das zu einem Gitterplatz geho¨rende Volumen interpretiert
werden. Der Parameter χ ist wie ε ein Parameter, der die Sta¨rke der Wechselwirkung
beschreibt.
Setzt man nun fu¨r die Verteilung der Kettenla¨ngen die aus der stochastischen U¨berlegung





und Nz = νN − Nk
∑
l ql (l − 1) = (V/b0)ϕ
(
ν − 1− l¯−1), so erha¨lt
man den Druck im Netzwerks nach der Gl. (3.5.1) durch Ableitung der freien Energie nach
dem Volumen bei konstanter Temperatur und Teilchenzahl. Im Grenzfall α → 1 erha¨lt
man so folgende Zustandsgleichung:
b0
T
P = −χϕ2 − ln (1− ϕ)− νϕ (3.5.26)
Wendet man dieses Ergebnis auf den in [30] untersuchten Spezialfall eines Netzwerks aus
Ketten einheitlicher La¨nge L und Vernetzungsgrad ν = 1 − (3L)−1 an, reproduziert Gl.
(3.5.26) die dort in Gleichung (23) angegebene Zustandsgleichung.
Die gesuchte Zustandsgleichung fu¨r Druck, Temperatur, Dichte und Vernetzungsgrad er-
ha¨lt man aus Gl. (3.5.26), indem man die Dichte ρ durch den Volumenbruch ϕ ausdru¨ckt.
In LJ-Einheiten8 gilt dabei ρ = ϕ/b0.
b0
T
P = −χb20ρ2 − ln (1− b0ρ)− νb0ρ (3.5.27)
8d.h. Masse der Segmente m∗ = 1
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Wie gut diese Zustandsgleichung in der Lage ist, die in den Computersimulationen beob-
achteten Eigenschaften des Modellnetzwerks zu beschreiben, wird im folgenden Abschnitt
untersucht.
3.5.5 Vergleich mit den Ergebnissen der Computersimulationen
Um die Voraussage der Zustandsgleichung (3.5.27) fu¨r den Zusammenhang zwischen Tem-
peratur, Druck, Vernetzungsgrad und Dichte mit den Ergebnissen aus den Computerexpe-
rimenten in Abschnitt 3.3 vergleichen zu ko¨nnen, mu¨ssen geeignete Werte fu¨r die beiden
Parameter der FH-Theorie b0 und χ gefunden werden. Der Parameter χ kann dabei noch
von der Temperatur T abha¨ngig sein; dies wird u¨blicherweise durch χ = c1 + c2/T mit
Konstanten c1 und c2 abgescha¨tzt. Fu¨r jeden Druck werden die drei Parameter b0, c1 und
c2 so bestimmt, dass bei diesem Druck und einem Vernetzungsgrad ν = 1.1 die Ergebnisse
der Zustandsgleichung fu¨r die drei untersuchten Temperaturen mit den gemessenen Dich-
ten aus den MD-Simulationen u¨bereinstimmen. Mit den aus diesen Punkten bestimmten
Werten der Parameter wird dann mit Hilfe der Zustandsgleichung (3.5.27) die Dichte bei
beliebigen anderen Vernetzungsgraden bei denselben thermodynamischen Bedingungen
vorausgesagt.
Abbildung 3.9 vergleicht die Simulationsergebnisse aus Abbildung 3.6 mit den Voraus-
sagen der FH-Zustandsgleichung. Insgesamt kann man erkennen, dass die in den MD–
Simulationen gefundene Abha¨ngigkeit der Dichte ρ vom Vernetzungsgrad ρ durch die
Zustandsgleichung qualitativ gut beschrieben wird. Fu¨r die Dru¨cke P = 0.3 und P = 0.5
bei einer Temperatur T von 2.0 stimmt die Vorhersage der Theorie auch quantitativ
sehr gut mit den Simulationsergebnissen u¨berein. Bei hohen Temperaturen oder niedrigen
Dru¨cken scheint die Theorie die Abha¨ngigkeit der Dichte vom Vernetzungsgrad leicht zu
u¨berscha¨tzen, wa¨hrend sie bei niedrigen Temperaturen oder hohen Dru¨cken leicht unter-
scha¨tzt wird.
Die Abweichungen der FH–Theorie von den Simulationsergebnissen bei hohen Dichten
kann dadurch erkla¨rt werden, dass die Dichten, die durch die FH-Theorie beschrieben
werden ko¨nnen, durch ϕ = 1 bzw. ρ = b−10 nach oben begrenzt werden. Ein weiterer
Punkt, der beru¨cksichtigt werden muss, ist dass die Theorie nur die chemischen Bindun-
gen im Netzwerk beinhaltet. Es ko¨nnen jedoch, z.B. durch Verschlaufungen der Polymer-
ketten, auch physikalische Bindungen auftreten, wodurch der effektive Vernetzungsgrad
des Netzwerks erho¨ht wird. Dieser Effekt sollte besonders bei Netzwerken mit niedrigen
Vernetzungsgraden ν ≈ 1 auftreten, wodurch der Einfluss des Vernetzungsgrads auf die
Dichte reduziert wird. Daher sollte in diesem Bereich dieselbe A¨nderung im nominellen9
Vernetzungsgrad in der Simulation, die den Einfluss der physikalischen Bindungen be-
ru¨cksichtigt, eine etwas geringere A¨nderung bezogen auf den effektiven Vernetzungsgrad
9d.h. bezogen auf die chemischen Bindungen
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und damit auch eine geringere A¨nderung der Dichte des Systems bewirken als in der FH–
Theorie, die nur die chemischen Bindungen beru¨cksichtigt. Diese Abweichungen zeigen
sich auch zwischen den Daten aus Simulation und Theorie in Abbildung 3.9.
Abbildung 3.9: Anzahldichte ρ des Modellnetzwerks als Funktion des Vernetzungsgrads
ν fu¨r verschiedene Temperaturen und Dru¨cke im Vergleich mit den Vor-
aussagen der Zustandsgleichung (3.5.27) aus der Flory-Huggins-Theorie.
Die Datenpunkte entsprechen den in den Simulationen gemessenen Dich-
ten des Netzwerks, die Linien entsprechen der Abha¨ngigkeit der Dichte
vom Vernetzungsgrad gema¨ß der FH Zustandsgleichung. Die Temperatu-
ren werden durch die Symbole unterschieden (Dreiecke: T = 1.0, Kreise:
T = 2.0, Rauten: T = 3.0); die Dru¨cke durch den Stil der Linien (Strich-
Punkt-Punkt: P = 0.05, durchgezogen: P = 0.1, Punkt-Strich: P = 0.3,
gepunktet: P = 0.5, gestrichelt: P = 1.0). Fu¨r ν = 0 sind die Dichten des
reinen LJ–Fluids bei den entsprechenden thermodynamischen Bedingun-
gen angegeben. Die Quadrate entsprechen der mittleren Dichte von Netz-
werken mit doppelter Anzahl an WW–Zentren (N = 2000) bei T = 2.0
und P = 0.5.
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4 Einfluss von Form und Flexibilita¨t auf
die Stofftrennung mit
Polymermembranen
Dieses Kapitel befasst sich mit den Computersimulationen zur Stofftrennung mit Polymer-
membranen. Dazu werden in Kapitel 4.1 zuerst einige geeignete Gro¨ßen zur Beschreibung
der Stofftrennung definiert, bevor in Kapitel 4.2 Modelle fu¨r Lo¨sungsmittelmoleku¨le vor-
gestellt werden, die es erlauben sollen, die Einflu¨sse von Form und Flexibilita¨t auf die
Stofftrennung getrennt voneinander zu untersuchen. In den Abschnitten 4.3 bis 4.5 wer-
den das in dieser Arbeit zur Simulation der Stofftrennung verwendete Gibbs–Ensemble
MD/MC–Hybridverfahren und dessen Grundlagen sowie anschließend in Kapitel 4.6 wei-
tere Simulationsverfahren und Studien zur Stofftrennung in der Literatur erla¨utert. Der
Abschnitt 4.7 stellt schließlich die Ergebnisse der Simulationen zum Einfluss von Unter-
schieden in der Form und Flexibilita¨t der Lo¨sungsmittelmoleku¨le auf die Stofftrennung
vor.
4.1 Kenngro¨ßen fu¨r die Stofftrennung
Die wichtigste Gro¨ße bei der Stofftrennung ist die A¨nderung in der Konzentration der
verschiedenen Lo¨sungsmittelspezies, nachdem das Lo¨sungsmittel die Membran durchquert
hat. Im Allgemeinen wird es durch das Durchlaufen der Membran zu einer Filtration kom-
men, d.h. die Konzentration einer der beiden Spezies im Filtrat wird ho¨her sein als im
urspru¨nglichen Gemisch, die Konzentration der anderen Spezies wird dementsprechend
abgenommen haben. Das Ziel dieser Arbeit ist es herauszufinden, welchen Einfluss Form
und Flexibilita¨t der Lo¨sungsmoleku¨le darauf haben, welche Spezies von Lo¨sungsmittelmo-
leku¨len durch die Filtration angereichert wird. Dabei konzentriert sich die Untersuchung,
wie bereits in Kapitel 1.2 erla¨utert, auf die Filtration durch Absorption und Diffusion.
Im Gegensatz zur technischen Anwendung von Polymermembranen als Filter ist die
Kenntnis des Wirkungsgrads des Filters dabei nur von nachgeordnetem Interesse. Weitere
wichtige Kenngro¨ßen fu¨r Polymermembranen in technischen Anwendungen sind z.B. die
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Menge an Lo¨sungsmittel, die in einer bestimmten Zeit durch die Membran fließen kann,
und ihre mechanische und chemische Stabilita¨t. Diese Gro¨ßen haben allerdings keinen
Einfluss auf die hier untersuchte Fragestellung.
Die Beschreibung der Konzentrationen der beiden Lo¨sungsmittelspezies a und b in den














definiert sind. Dabei bezeichnen die N
(r)
k die Anzahl der Lo¨sungsmittelmoleku¨le vom Typ
k im Bereich r, wobei die verschiedenen Bereiche folgendermaßen bezeichnet werden: l
fu¨r das urspru¨ngliche Lo¨sungsmittel, m fu¨r die Polymermembran und f fu¨r das Filtrat.
Bei dieser Definition des Molenbruchs werden in der Polymermembran die zur Membran
geho¨renden Atome nicht beru¨cksichtigt, es gilt also in jedem Bereich und zu jeder Zeit:
x(r)a + x
(r)
b = 1 (4.1.2)
Zum Beispiel bedeutet x
(l)
a = 0.75, dass das urspru¨ngliche Lo¨sungsmittel zu 75% aus Mole-
ku¨len des Typs a und zu 25% aus Moleku¨len des Typs b besteht bzw. eine sto¨chiometrische
Mischung aus drei Teilen a und einem Teil b ist.
Zu dem hier untersuchten Mechanismus der Trennung der Lo¨sungsmittelspezies beim
Transport durch die Membran tragen zwei verschiedene Aspekte bei. Zum einen kann die
Membran eine der beiden Spezies bevorzugt absorbieren und dadurch die Konzentration
dieser Spezies innerhalb der Membran im Vergleich zum urspru¨nglichen Lo¨sungsmittel
erho¨hen, zum anderen ko¨nnen die verschiedenen Spezies unterschiedlich schnell durch die
Membran diffundieren, wodurch bei gleichbleibendem Mischungsverha¨ltnis in der gleichen
Zeit mehr Moleku¨le der schneller diffundierenden Spezies durch die Membran transpor-




b im Filtrat ist also durch das Verha¨ltnis
der Mengen an Lo¨sungsmittelmoleku¨len der beiden Spezies gegeben, die in gleicher Zeit
durch die Membran transportiert werden. Anstatt dem Verha¨ltnis dieser Flu¨sse betrach-
tet man u¨blicherweise das Verha¨ltnis der Permeabilita¨ten Pa/Pb. Die Permeabilita¨t Pk ist




gegeben, wobei d die Dicke der Membran, Dk der Diffusionskoeffizient der Spezies k in
der Polymermembran und Sk die Lo¨slichkeit der Spezies k, d.h. das Verha¨ltnis der Kon-
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wobei αab > 1 (αab < 1) bedeutet, dass Lo¨sungsmittelmoleku¨le der Spezies a (b) bevorzugt
von der Polymermembran absorbiert werden, so ergibt sich fu¨r die relative A¨nderung des

















4.2 Modelle fu¨r verschiedenartige Lo¨sungsmittelmoleku¨le
Die Modelle fu¨r die verschiedenen Typen von Lo¨sungsmittelmoleku¨len sollten so kon-
struiert sein, dass sie sich lediglich hinsichtlich ihrer Form und Flexibilita¨t voneinander
unterscheiden, so dass eventuelle Unterschiede in der Lo¨slichkeit oder bei der Diffusion in
der Polymermembran allein auf diese Unterschiede zuru¨ckgefu¨hrt werden ko¨nnen. Zudem
soll auch hier die Anzahl der Parameter des Modells so gering wie mo¨glich gehalten wer-
den. Daher werden fu¨r die Lo¨sungsmittelmoleku¨le dieselben Bausteine verwendet wie fu¨r
das Polymernetzwerk. Sie bestehen aus denselben WW-Zentren wie das Modellnetzwerk
und ko¨nnen ebenfalls durch Bindungen miteinander verbunden werden, die durch dasselbe
harmonische Potential
UB (r) = k (r − r0)2 (4.2.1)
mit denselben Werten der Parameter (k = 1000, r0 = 1) wie im Modell fu¨r das Poly-
mernetzwerk beschrieben werden. Um Moleku¨le mit unterschiedlichen Formen darstellen
zu ko¨nnen, sind mindestens drei dieser WW-Zentren no¨tig. Diese ko¨nnen in Form eines
Ringes, bei der jedes der Zentren durch Bindungen mit den anderen beiden verbunden ist,
oder in Form einer linearen Kette miteinander verbunden werden. Fu¨r die lineare Kette
wird eine weitere Wechselwirkung
Ua = kφ (φ− φ0)2 (4.2.2)
beno¨tigt, die das Moleku¨l gestreckt ha¨lt. φ bezeichnet dabei den Winkel zwischen den
beiden Bindungen, der Gleichgewichtswert des Bindungswinkel φ0 ist gleich pi. U¨ber die
Wahl verschiedener Werte der Kraftkonstante kφ ist es dabei mo¨glich, die Flexibilita¨t des
linearen Moleku¨ls zu variieren. In den Simulationen werden zwei Varianten von linearen
Moleku¨len verwendet, eine steifere Variante mit kφ = 40.5 und eine flexiblere Variante
mit kφ = 12. Im Folgenden werden der lineare, flexible Typ von Lo¨sungsmittelmoleku¨len
mit dem Index f , der lineare, steife Typ mit dem Index s und der kompakte, ringfo¨rmige
Typ mit dem Index c bezeichnet.
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Abbildung 4.1: Die fu¨r die Simulationen zur Stofftrennung verwendeten Typen von Lo¨-
sungsmittelmoleku¨len: (von links nach rechts) der kompakte, ringfo¨rmige
Typ c, der lineare, steife Typ s und der lineare, flexible Typ f .
In der Abbildung 4.2 werden die Verteilungen der Bindungswinkel der Lo¨sungsmittelmole-
ku¨le mit diesen Parametern gezeigt, die aus den MD–Simulationen gewonnen wurden, die
in Abschnitt 4.7 beschrieben werden1. Fu¨r alle Temperaturen unterscheiden sich mit die-
sen Parametern die Winkelverteilungen der beiden linearen Moleku¨le deutlich, der flexible
Moleku¨ltyp ist aber dennoch bei allen Temperaturen steif genug, dass keine unphysikali-
schen Winkel nahe bei 0 Grad oder gar ein Durchgang durch φ = 0 auftreten.
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bestimmt werden, d.h. fu¨r welche Konzentrationen der verschiedenen Spezies a, b der Lo¨-
sungsmoleku¨le im reinen Lo¨sungsmittel und in der Polymermembran sich beide Systeme
im Gleichgewicht befinden. Dazu werden in diesem Abschnitt zuerst die Bedingungen fu¨r
dieses Gleichgewicht hergeleitet und anschließend Techniken beschrieben, mit denen es
mo¨glich ist, aus Computersimulationen jene Konzentrationsverha¨ltnisse zu bestimmen,
fu¨r die diese Gleichgewichtsbedingungen erfu¨llt sind.
1jeweils nur aus der Box mit dem Lo¨sungsmittelgemisch
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Abbildung 4.2: Verteilung p (φ) der Winkel φ zwischen den Bindungen in den Lo¨sungs-
mittelmoleku¨len fu¨r verschiedene Temperaturen (T = 4: durchgezogene
Linien; T = 5: gepunktet; T = 7: gestrichelt). Die Buchstaben bezeich-
nen den zu der jeweiligen Kurvenschar geho¨renden Lo¨sungsmitteltyp. Die
Verteilungen sind so angegeben, dass
∫ 180
0
p (φ) dφ = 1 gilt.
4.3.1 Gleichgewichtsbedingungen
Um die Gleichgewichtsbedingungen herzuleiten, betrachten wir ein abgeschlossenes Sys-
tem, das aus zwei Untersystemen besteht, wobei ein System (I) dem reinen Lo¨sungsmittel
und das andere System (II) der Polymermembran mit den darin absorbierten Lo¨sungs-
mittelmoleku¨len entsprechen soll. Diese beiden Systeme sollen nicht direkt miteinander
wechselwirken, sondern nur Wa¨rme, Volumen und Lo¨sungsmittelmoleku¨le untereinander
austauschen ko¨nnen. Daher la¨sst sich die Gesamtentropie S des Systems als Summe der
Entropien der einzelnen Systeme
S = SI (EI , VI , Na,I , Nb,I) + SII (EII , VII , Na,II , Nb,II) (4.3.2)
schreiben, wobei die Ei die Energien, die VI die Volumina und die Nk,i die Anzahl der
Lo¨sungsmittelmoleku¨le der jeweiligen Spezies in den Untersystemen bezeichnen. Aus der























68 4 Einfluss von Form und Flexibilita¨t auf die Stofftrennung mit Polymermembranen
Da das Gesamtsystem abgeschlossen ist, sind die Gesamtenergie E = EI + EII , das
Gesamtvolumen V = VI + VII und die Gesamtteilchenzahlen Na = Na,I +Na,II und Nb =
Nb,I + Nb,II Erhaltungsgro¨ßen und es gilt dEI = −dEII , dVI = −dVII , dNa,I = −dNa,II































Da nach dem zweiten Hauptsatz im Gleichgewicht dS = 0 gelten muss, folgt aus Gl.
(4.3.4), dass im Gleichgewicht folgende Bedingungen erfu¨llt sein mu¨ssen:
TI = TII (4.3.5)
PI = PII (4.3.6)
µi,I = µi,II (4.3.7)
4.3.2 Gibbs–Ensemble
Das sogenannte Gibbs–Ensemble ist ein Verfahren, das von Panagiotopoulos [1] vorge-
schlagen wurde, um Phasenkoexistenz in einkomponentigen Systemen direkt simulieren
zu ko¨nnen. Spa¨ter wurde das Gibbs–Ensemble–Verfahren von Panagiotopoulos, Quir-
ke, Stapleton und Tildesley [2] um die hier beschriebene
”
NPT“-Variante des Gibbs–
Ensembles erweitert, die die Simulation von Phasenkoexistenz in mehrkomponentigen
Systemen und die Simulation von Absorptionsgleichgewichten erlaubt.
Die Idee hinter dem Gibbs–Ensemble ist dem Bild, das in Abschnitt 4.3.1 zur Herlei-
tung der Gleichgewichtsbedingungen verwendet wurde, sehr a¨hnlich. Im Gibbs–Ensemble–
Verfahren werden zwei Systeme gleichzeitig simuliert, die jeweils Ausschnitte der beiden
miteinander im Gleichgewicht stehenden Systeme darstellen sollen. Im Fall der Stofftren-
nung mit einer Polymermembran entha¨lt also eines der beiden Systeme einen Ausschnitt
aus dem Bulk des Lo¨sungsmittels, das andere einen Ausschnitt aus der Polymermembran
mit dem darin enthaltenen Lo¨sungsmittel. Fu¨r die Simulation der Koexistenz von flu¨ssiger
und Gasphase wu¨rden entsprechend die Boxen jeweils eine der beiden Phasen enthalten.
Die Teilchen in den beiden Systemen wechselwirken nicht direkt miteinander, die beiden
Systeme ko¨nnen lediglich Teilchen untereinander austauschen. Außerdem ko¨nnen beide
Systeme jeweils Energie mit einem Wa¨rmebad der Temperatur T und Volumen mit einem
Volumenbad mit einem Druck P austauschen. Auf diese Weise sind die Gleichgewichtsbe-
dingungen (4.3.5) und (4.3.6) fu¨r Temperatur und Druck bereits erfu¨llt, es fehlt lediglich
ein Verfahren, mit dem der Teilchenaustausch so durchgefu¨hrt werden kann, dass im
Gleichgewicht die Bedingung fu¨r die Gleichheit der chemischen Potentiale (4.3.7) erfu¨llt
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ist2. Die Simulationen der beiden Boxen bei konstanter Temperatur und Druck ko¨nnen
mit den bereits beschriebenen MD–Verfahren durchgefu¨hrt werden, der Teilchenaustausch
zwischen den beiden Boxen wird in den Simulationen im Rahmen dieser Arbeit mit Hilfe
eines sogenannten
”
Monte Carlo“–Verfahrens durchgefu¨hrt, dessen Prinzip an dieser Stelle
zuerst kurz beschrieben wird, bevor dann im Detail erla¨utert wird, wie Molekulardyna-
mik und Monte–Carlo zur Simulation von Absorptionsgleichgewichten kombiniert werden
ko¨nnen.
4.4 Grundlagen von Monte–Carlo–Simulation
Einen alternativer Ansatz zur in Kapitel 2 vorgestellten Molekulardynamik bilden die
sogenannten
”
Monte Carlo“(MC)–Verfahren. Das Ziel der MC–Verfahren ist es, Ensem-
blemittelwerte nach Gl. (2.2.4) auf direkte Weise zu bestimmen, indem das Verfahren
eine Folge von Mikrozusta¨nden Γ1,Γ2, . . . ,ΓM erzeugt, bei der die Verteilung der Γi der
Phasenraumdichte ρ (Γ) des gewu¨nschten Ensembles entspricht. Wenn dieses gelingt, ist







Allerdings ist die genaue Verteilung der Γi im Allgemeinen nicht bekannt. Im kanonischen















ist. Der Boltzmannfaktor exp (−βE (Γi)) in Gl. (4.4.2) kann fu¨r jeden Mikrozustand Γi
in einer Computersimulation relativ leicht berechnet werden, die Zustandssumme in Gl.
2In der urspru¨nglichen Variante fu¨r einkomponentige Systeme tauschen die beiden Systeme zusa¨tzlich
Volumen untereinander und nicht mit einem Volumenbad aus, da fu¨r ein einkomponentiges System
die Koexistenzregion im P -T–Phasendiagramm durch eine Linie gegeben ist. Daher ist der Druck
in den beiden koexisitierenden Phasen, der Dampfdruck, bereits durch die Temperatur vorgegeben.
Wenn die beiden Systeme auf geeignete Weise untereinander Volumen austauschen, kann sich dieser
Druck in den Systemen von selber einstellen, wenn die Systeme jeweils Volumen mit Volumenba¨dern
austauschen, kann Koexistenz jedoch nur beobachtet werden, wenn der Druck im Volumenbad genau
dem Dampfdruck des System bei dieser Temperatur entspricht.
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(4.4.3), die fu¨r die Normierung der Verteilung beno¨tigt wird, ist jedoch im Allgemeinen zu
komplex, um sie direkt zu berechnen. An diesem Punkt setzt der Metropolis–Algorithmus
an, der im folgenden Abschnitt beschrieben wird.
4.4.1 Der Metropolis–Algorithmus
Der von Metropolis et al. [3] vorgeschlagene Algorithmus vermeidet das Problem, dass die
Verteilung nicht exakt bekannt ist, indem er deren Verha¨ltnis ρ (Γ′) /ρ (Γ) fu¨r verschiedene
Mikrozusta¨nde Γ,Γ′ betrachtet. Am obigen Beispiel des kanonischen Ensembles steht die
unbekannte Zustandssumme aus Gl. (4.4.2) im Za¨hler und im Nenner und kann geku¨rzt





der sich leicht aus Computersimulationen bestimmen la¨sst.
Sind alle diese Verha¨ltnisse von Wahrscheinlichkeiten verschiedener Mikrozusta¨nde be-
kannt bzw. berechenbar, so wird eine Folge von Mikrozusta¨nden Γ1,Γ2, . . . ,ΓM mit der
gewu¨nschten Verteilung erzeugt, wenn der i-te Mikrozustand gema¨ß dem folgenden Algo-
rithmus gewa¨hlt wird:
1. Erzeuge einen zufa¨lligen Mikrozustand Γ′.
2. Bestimme das Verha¨ltnis ρ (Γ′) /ρ (Γi−1), wobei Γi−1 der vorherige Mikrozustand in
der Folge von Mikrozusta¨nden ist.
3. Ziehe eine gleichverteilte Zufallszahl ξ aus dem Intervall [0, 1].
4. Falls ξ < min (1, ρ (Γ′) /ρ (Γi−1)) ist, wa¨hle Γi = Γ′, sonst wa¨hle Γi = Γi−1.
Ausgehend von einem beliebigen Mikrozustand Γ1 wird also fu¨r jedes Glied in der Fol-
ge ein neuer Mikrozustand generiert, der mit der Wahrscheinlichkeit ρ (Γ′) /ρ (Γi−1) als
i-tes Glied der Folge akzeptiert wird. Wird er abgelehnt, wird fu¨r das i-te Glied derselbe
Mikrozustand gewa¨hlt, in dem sich das System im (i − 1)-ten Schritt befand. Anhand
des Ausdrucks in Gl. (4.4.4) fu¨r das Verha¨ltnis ρ (Γ′) /ρ (Γ) im kanonischen Ensemble
kann man erkennen, dass dieses fu¨r E (Γ′) < E (Γ) immer gro¨ßer als eins ist, d.h. ist der
neue Mikrozustand energetisch gu¨nstiger als der vorherige, wird der neue Zustand immer
akzeptiert. Ist der vorherige Zustand energetisch gu¨nstiger, nimmt die Akzeptanzwahr-
scheinlichkeit des neuen Zustands mit steigendem Unterschied in der Energie ab.
Der neu generierte Mikrozustand muss dabei kein vo¨llig neuer Zustand sein, er kann auch
durch eine zufa¨llige Modifikation des vorherigen Mikrozustands erzeugt werden. Wenn zum
Beispiel alle Teilchen im System vo¨llig zufa¨llig neu platziert werden, ist es wahrscheinlich,
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dass einige Teilchen sehr nahe aneinander platziert werden, wodurch die neue Konfigura-
tion energetisch sehr ungu¨nstig ist und sehr wahrscheinlich abgelehnt werden wird. Wird
dagegen nur ein Teilchen um einen Vektor ∆~r verschoben, wird der Energieunterschied
relativ gering sein und damit der neue Zustand eher akzeptiert. Dadurch kann die Fol-
ge der Mikrozusta¨nde den Phasenraum effizienter durchmustern und die Berechnung des
Ensemblemittelwerts nach Gl. (4.4.1) konvergiert schneller. Bei der Wahl des Algorith-
mus zur Erzeugung der neuen Konfigurationen mu¨ssen allerdings zwei Bedingungen erfu¨llt
werden:
1. Der Algorithmus muss ergodisch sein, d.h. alle mo¨glichen Mikrozusta¨nde des Systems
mu¨ssen erzeugt werden ko¨nnen.
2. Fu¨r beliebige Mikrozusta¨nde Γ, Γ′ muss die Ha¨ufigkeit des U¨bergangs von Γ nach
Γ′ gleich der des U¨bergangs von Γ′ nach Γ sein (
”
detailed balance“).
4.5 Ein Gibbs–Ensemble Molekulardynamik/Monte–Carlo
Hybridverfahren
Durch Kombination des Gibbs–Ensembles mit den beschriebenen MD- und MC–Techniken
ist es nun mo¨glich, die gesuchten Absorptionsgleichgewichte aus Computersimulationen zu
bestimmen. Dazu werden zuerst zwei Startkonfigurationen erzeugt. Die eine Konfiguration
besteht aus einer Mischung aus Moleku¨len der jeweils gewu¨nschten Lo¨sungsmitteltypen
(Na Lo¨sungsmittelmoleku¨le vom Typ a und Nb Moleku¨len vom Typ b), die andere aus
einem Modellpolymernetzwerk aus Np WW-Zentren mit vorgegebenem Vernetzungsgrad
ν, das gema¨ß dem in Abschnitt 3.2.5 beschriebenen Algorithmus erzeugt wird. Zuerst
werden mit beiden Systeme unabha¨ngige MD–Simulationen durchgefu¨hrt, in denen die
Systeme jeweils durch Berendsen-Thermostaten und -Barostaten ins Gleichgewicht mit
Wa¨rme- und Volumenba¨dern mit Temperatur T und Druck P gebracht werden.
Die Endkonfigurationen dieser Simulationsla¨ufe dienen als Ausgangspunkt fu¨r das Gibbs–
Ensemble–MD/MC–Hybridverfahren, wobei zu Beginn eine der Boxen (Box I) das Lo¨-
sungsmittelgemisch entha¨lt und die andere Box (II) das trockene Modellnetzwerk. Die
voneinander unabha¨ngigen MD–Simulationen der beiden Boxen werden auch weiterhin wie
oben beschrieben fortgefu¨hrt, allerdings werden nun alle NMD Schritte unterbrochen, um
fu¨r die aktuellen Konfigurationen insgesamt NMC MC-Teilchenaustauschschritte durch-
zufu¨hren, durch die ein chemisches Gleichgewicht zwischen den beiden Boxen hergestellt
werden soll. Jeder dieser Austauschschritte la¨uft folgendermaßen ab:
1. Es wird zufa¨llig die Lo¨sungsmittelspezies k ausgewa¨hlt, zu der das zu transferierende
Moleku¨l geho¨ren soll. Beide fu¨r die Simulation ausgewa¨hlten Spezies a und b werden
dabei mit gleicher Wahrscheinlichkeit ausgewa¨hlt.
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2. Es wird zufa¨llig eine Richtung des Teilchentransfers bestimmt, d.h. es wird eine Box
(-) bestimmt, aus der ein Lo¨sungsmittelmoleku¨l entfernt werden soll, das in die an-
dere Box (+) eingesetzt werden soll. Beide Richtungen — aus der Lo¨sungsmittelbox
in die Netzwerkbox ((-)=I, (+)=II) und umgekehrt ((+)=I, (-)=II) — sind dabei
gleich wahrscheinlich.
3. Aus den Nk,(−) Moleku¨len des Typs k in der Box (-) wird zufa¨llig ein Moleku¨l aus-
gewa¨hlt, das aus der Box entfernt werden soll. Die Wahrscheinlichkeit, ausgewa¨hlt
zu werden, ist dabei fu¨r jedes Moleku¨l des passenden Typs in dieser Box gleich.
4. In der Box (+) wird eine zufa¨llige Position ausgewa¨hlt, an der das ausgewa¨hlte
Moleku¨l eingesetzt werden soll. Dabei werden die Positionen der WW-Zentren des
Moleku¨ls relativ zueinander beibehalten, d.h. die Bindungsla¨ngen und -winkel und
die Orientierung des Moleku¨ls bleiben gleich.
5. Die A¨nderungen der potentiellen Energie der urspru¨nglichen Box durch das Ent-
fernen des ausgewa¨hlten Moleku¨ls ∆U(−) und der potentiellen Energie der neuen
Box durch das Einsetzen des Moleku¨ls ∆U(+) werden berechnet. Da die Moleku¨le
untereinander und mit dem Polymernetzwerk u¨ber eine (LJ–)Paarwechselwirkung
wechselwirken, muss dazu lediglich die potentielle Energie des zu transferierenden
Moleku¨ls in den jeweiligen Boxen berechnet werden.
6. Es wird eine gleichverteilte Zufallszahl ξ aus dem Intervall [0, 1] gezogen.









) exp (−β (∆U(+) −∆U(−)))) (4.5.1)
Die Gesamtteilchenzahlen der einzelnen Spezies sind also erhalten, die Teilchenzah-
len in den beiden Boxen sind dagegen vera¨nderlich. V(−) und V(+) sind die Volumina
der jeweiligen Simulationsschachteln.
Beginnend von der Situation, dass sich alle Lo¨sungsmittelmoleku¨le in Box I und das tro-
ckene Netzwerk in Box II befinden, wird dieser Zyklus aus kurzen NPT MD–Simulationen
und MC–Teilchenaustauschschritten solange wiederholt, bis die Teilchenzahlen der ver-
schiedenen Spezies in den Boxen um Gleichgewichtswerte schwanken. Ausgehend von
der Endkonfiguration dieser Simulation werden dann in einer weiteren Simulation aus
Z MD/MC–Zyklen die Konzentrationen der Spezies in den beiden Boxen und der Trenn-
faktor der Polymermembran bestimmt. Die letzte Konfiguration der Box II mit dem Po-
lymernetzwerk und den darin enthaltenen Lo¨sungsmittelmoleku¨len wird anschließend in
einer weiteren MD–Simulation verwendet, in der Diffusionskoeffizienten der Lo¨sungsmit-
telspezies in der Polymermembran bestimmt werden.
Um im Rahmen der Teilchenaustauschschritte die potentiellen Energien des zu transferie-
renden Moleku¨ls effizienter bestimmen zu ko¨nnen, ko¨nnen die Informationen aus der in
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Abbildung 4.3: Aufnahmen zu zwei verschiedenen Zeitpunkten wa¨hrend einer Gibbs–
Ensemble–Simulation.
Oben: Zu Beginn der Simulation befinden sich in Box I (links) das Gemisch
aus Lo¨sungsmittelmoleku¨len (helles Grau: kompakt, Schwarz: linear-steif)
und in Box II das Polymernetzwerk (dunkles Grau).
Unten: Die Bilder stellen dasselbe System dar, nachdem das Gleichgewicht
erreicht wurde. Die Lo¨sungsmittelmoleku¨le haben sich nun u¨ber beide Si-
mulationsschachteln verteilt. Ihre jeweiligen chemischen Potentiale haben
nun in beiden Boxen denselben Wert.
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Abschnitt 2.4.4 vorgestellten Zellliste verwendet werden. Mit Hilfe dieser Listen mu¨ssen
bei der Berechnung der potentiellen Energie des Moleku¨ls in beiden Boxen nur diejenigen
WW–Zentren einbezogen werden, die sich in der jeweils selben Zelle wie das zu trans-
ferierende Moleku¨l oder in einer der benachbarten Zellen befinden. Die Verwendung der
dort ebenfalls beschriebenen Verletliste ist dagegen im Rahmen der MC–Austauschschritte
nicht sinnvoll, da erstens fu¨r das Moleku¨l eine solche Liste fu¨r die Position in der neuen
Box vor dem Austauschschritt nicht existiert und zweitens im Falle eines erfolgreichen
Teilchenaustauschs die Verletlisten aller WW-Zentren u¨berpru¨ft und ggf. korrigiert wer-
den mu¨ssten. Die Anpassung der Zellliste nach erfolgreichem Transfer ist dagegen viel
einfacher, es ist lediglich no¨tig, das Moleku¨l aus der Zellliste seiner urspru¨nglichen Zelle
zu entfernen und zu seiner Zelle in der neuen Box hinzuzufu¨gen. Wa¨hrend eines MC–
Zyklus werden daher nur die Zelllisten aktuell gehalten. Hat wa¨hrend eines MC–Zyklus
mindestens ein Teilchenaustausch stattgefunden, so werden im Anschluss an den Zyklus
die Verletlisten nach dem in Abschnitt 2.4.4 beschriebenen Verfahren neu erstellt.
4.6 Weitere Simulationsmethoden und Studien zur
Stofftrennung mit Membranen
Das Gibbs–Ensemble bietet viele Mo¨glichkeiten fu¨r a¨hnliche Simulationsverfahren wie das
in Abschnitt 4.5 beschriebene Verfahren, die sich in der Kombination von Monte–Carlo
und Molekulardynamik–Techniken unterscheiden [4–8]. Oyen und Hentschke [9] verwen-
den ein Gibbs–Ensemble–MD/MC–Hybridverfahren, das in den wesentlichen Punkten
mit dem hier verwendeten Verfahren u¨bereinstimmt, um die Absorption einer bina¨ren
Mischung aus LJ–Teilchen unterschiedlicher Gro¨ße in einem regelma¨ßigen Netzwerk aus
Ketten von LJ–Teilchen zu bestimmen, die untereinander durch harmonische Bindungs-
potentiale verbunden sind. Sie beobachten, dass generell die kleineren Teilchen bevorzugt
absorbiert werden. Des Weiteren werden in diesem und einem vorherigen Artikel [10] der
Einfluss der Systemgro¨ße auf die Resultate der Simulationen untersucht und auf Grund-
lage theoretischer U¨berlegungen eine Mo¨glichkeit zur Extrapolation auf unendlich große
Systeme entwickelt.
Sok, Berendsen und van Gunsteren [11] bestimmen die Diffusionskoeffizienten und Lo¨slich-
keiten von Methan und Helium in einem Polysiloxan. Die Diffusionskoeffizienten werden
dabei aus MD–Simulationen bestimmt und stimmen gut mit experimentellen Daten u¨ber-
ein. Zur Bestimmung der Lo¨slichkeiten verwenden sie die Widom–Methode3. Obwohl der
Diffusionskoeffizient im Polymer fu¨r Helium gro¨ßer ist als fu¨r Methan, erhalten sie als Er-
gebnis, dass die Permeabilita¨t von Methan durch die Membran aufgrund seiner ho¨heren
Lo¨slichkeit gro¨ßer ist als die von Helium. Mu¨ller-Plathe, Rogers und van Gunsteren [12, 13]
3s. Kap. 6.1
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verwenden ein a¨hnliches Verfahren zur Bestimmung der Lo¨slichkeiten und Diffusionsko-
effizienten von Helium, O2 und H2 in Polyisobutylen. Sie stellen zusa¨tzlich ein Verfahren
zur Berechnung von Diffusionskoeffizienten vor, dessen Ergebnisse zwar mit denen nach
der Einstein–Relation u¨bereinstimmen, das aber nicht die erhofften Ersparnisse in der
Rechenzeit erreicht.
Escobedo und de Pablo [14] untersuchen die Quellung eines Netzwerks aus gleich langen
Ketten harter Kugeln, die in einer Diamantstruktur angeordnet sind, durch Lo¨sungs-
mittel, die bina¨re Mischungen aus verschiedenen, aus harten Kugeln zusammengesetzten
Moleku¨len sind. Dabei werden zuerst die chemischen Potentiale µA und µB der beiden
Lo¨sungsmittelspezies im Lo¨sungsmittel mit dem Widom–Verfahren bei den gewu¨nschten
thermodynamischen Bedingungen bestimmt und anschließend mit einer µAµBPT–MC–
Simulation untersucht, wie viele Lo¨sungsmittelmoleku¨le welchen Typs vom Netzwerk ab-
sorbiert werden. Auch in ihren Untersuchungen stellt sich heraus, dass kleinere Moleku¨-
le generell bevorzugt absorbiert werden. Eine a¨hnliche Technik verwenden Banaszak et
al. [15] zur Simulation der Absorption von Ethen und Hexan in gasfo¨rmigem Polyethylen.
An dieser Stelle sei noch darauf verwiesen, dass sich viele der in Kapitel 7 diskutierten
Verfahren zur Simulation der Quellung durch einkomponentige Lo¨sungsmittel prinzipiell
auch fu¨r bina¨re Mischungen eignen. Außerdem bescha¨ftigen sich Computersimulationen
zur Absorption von bina¨ren Mischungen in poro¨sen Festko¨rpern wie Zeolithen mit ver-
gleichbaren Fragestellungen (z.B. [16]).
4.7 Simulationsergebnisse
Um Einflu¨sse des Phasenverhaltens der Lo¨sungsmittelmoleku¨le auf die Untersuchung der
Trenneigenschaften der Polymermembran zu vermeiden, ist es sinnvoll, die Simulationen
bei einer Temperatur durchzufu¨hren, die oberhalb der (gas-flu¨ssig) kritischen Tempera-
turen der Komponenten des Lo¨sungsmittels liegt. Eine grobe Abscha¨tzung der kritischen
Temperaturen kann durch die Annahme erfolgen, dass das Verha¨ltnis der kritischen Tem-
peraturen der Ketten aus drei LJ–Zentren zu der des LJ-Fluids ungefa¨hr dem Verha¨ltnis
der kritischen Temperaturen von Propan und Methan entspricht. Dieses ist aus Experi-
menten [17, 18] und Computersimulationen [19] bekannt, die kritische Temperatur von
Propan ist mit 369.8 K etwas weniger als doppelt so hoch wie die von Methan mit 190.6
K. Der kritische Punkt des LJ-Fluids ist mit Hilfe von Computersimulationen [1, 20–22]
untersucht worden, die kritische Temperatur liegt dabei — abha¨ngig z.B. von der Art, wie
und wo das Potential fu¨r große Absta¨nde abgeschnitten wird — zwischen 1.30 und 1.35
in LJ-Einheiten. Dies stimmt gut mit Voraussagen aus theoretischen Rechnungen [23, 24]
u¨berein. Um die Simulationen sicher oberhalb der kritischen Temperaturen der Lo¨sungs-
mittelmoleku¨le durchzufu¨hren, wurde ein Temperaturbereich zwischen 4 und 7 in LJ-
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Einheiten gewa¨hlt.
Ein weiterer Vorteil bei der Wahl dieses Temperaturbereichs ist die verha¨ltnisma¨ßig ge-
ringe Dichte des Netzwerks bei diesen Temperaturen. Im Fall von Dichten des Modell-
netzwerks von mehr als 1, wie sie in Kapitel 3 fu¨r T = 1.0 beobachtet wurden, ist die
Wahrscheinlichkeit sehr groß, dass ein Lo¨sungsmittelmoleku¨l, das in das Netzwerk ein-
gesetzt werden soll, sich sehr nah an einem der WW-Zentren des Netzwerks befindet.
Durch die damit verbundene hohe potentielle Energie ist die Wahrscheinlichkeit, dass der
Transfer durch das Metropolis–Kriterium (4.5.1) akzeptiert wird, praktisch gleich null.
Zuerst soll das System auf
”
Finite Size“–Effekte untersucht werden, um eine geeignete
Systemgro¨ße fu¨r die folgenden Simulationen zu finden. Dazu werden bei der Tempera-
tur T = 7.0 und dem Druck P = 0.5 Simulationen fu¨r Netzwerke aus 3000, 4500, 6000,
8000, 10000 und 12000 WW-Zentren mit Vernetzungsgrad ν = 1.2 durchgefu¨hrt. Das
Lo¨sungsmittel besteht jeweils aus einer Mischung aus kompakten und linear–steifen bzw.
linear–flexiblen und linear–steifen Moleku¨len im Verha¨ltnis eins zu eins, fu¨r die Netzwerke
mit 3000 und 4500 WW-Zentren werden dabei von jedem Typ 300 Lo¨sungsmittelmoleku¨le
verwendet, fu¨r die gro¨ßeren Netzwerke 1000 Moleku¨le jedes Typs. Fu¨r jede untersuchte
Netzwerkgro¨ße und Zusammensetzung des Lo¨sungsmittels wird der Mittelwert der unter-
suchten Gro¨ßen aus den Ergebnissen von zwo¨lf4 parallelen, identischen Simulationen mit
voneinander unabha¨ngigen Netzwerken gebildet und der Fehler dieser Gro¨ßen durch die
Standardabweichung der Mittelwerte aus einzelnen Simulationen bezogen auf den Mittel-
wert u¨ber alle Simulationen abgescha¨tzt. Durch dieses Vorgehen soll der Einfluss durch
unterschiedliche Netzwerkstrukturen mit demselben Vernetzungsgrad auf die fu¨r die Tren-
nung interessanten Gro¨ßen bei der Angabe des Fehlers beru¨cksichtigt werden.
Nachdem die einzelnen Boxen bei der gewu¨nschten Temperatur und Druck in NPT–MD–
Simulationen a¨quilibriert wurden, erfolgt fu¨r jedes System zuerst ein Lauf u¨ber 500000
Zeitschritte (∆t = 0.002), in dem das System das chemische Gleichgewicht erreicht. U¨ber
einen weiteren Lauf u¨ber 1.5 Millionen Zeitschritte werden anschließend die Konzentrati-
onsverha¨ltnisse der Lo¨sungsmittelspezies in den beiden Boxen gemessen. Diese beiden La¨u-
fe werden alle 100 MD–Schritte unterbrochen, um jeweils 300 GEMC Teilchenaustausch-
schritte durchzufu¨hren. Die Temperatur in den Simulationsboxen wird u¨ber Berendsen–
Thermostaten mit τT = 0.01 eingestellt. Alle Simulationen werden bei einem Druck von
P = 0.5 durchgefu¨hrt. Zur Kontrolle des Drucks wird fu¨r jede Box ein Berendsen–Barostat
mit einer Kopplungskonstante τP/κT = 33.33 eingesetzt. In allen Simulationen wird ein
Abschneideradius rc = 2.5 zusammen mit Langreichweitenkorrekturen
5 verwendet.
Die Ergebnisse fu¨r den Trennfaktor der Netzwerke aus diesen Simulationen sind in Ab-
bildung 4.4 dargestellt. Fu¨r beide Zusammensetzungen des Lo¨sungsmittels nimmt der
Trennfaktor mit steigender Systemgro¨ße ab, allerdings verla¨uft fu¨r beide Mischungen der
448 fu¨r Np = 3000
5s. Kap. 2.4.3
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Abbildung 4.4: Trennfaktor αxs des Netzwerks abha¨ngig von der Anzahl der WW–
Zentren im Netzwerk Np fu¨r T = 7.0, P = 0.5, ν = 1.2 fu¨r Mischungen
aus den kompakten (d.h. x = c) und linear–steifen Lo¨sungsmittelmoleku¨-
len (Kreise) sowie linear–flexiblen (x = f) und linear–steifen Moleku¨len
(Quadrate). Die gepunktete Linie entspricht einem Trennfaktor von eins,
d.h. keine der Lo¨sungsmittelspezies wird bevorzugt absorbiert. Die gestri-
chelten Linien sind Fits der Gl. (4.7.1) an die Daten.
Abfall im Bereich der gro¨ßeren Systeme bereits sehr flach. An die Daten angepasst wurde
eine Funktion der Form
αxs = αxs,∞ + c1 exp
(−c2N1/3p ) (4.7.1)
mit den Fitparametern αxs,∞, c1 und c2. αxs,∞ kann dabei als Grenzwert des Trennfak-
tors αxs fu¨r unendlich große Systeme interpretiert werden. Diese Abha¨ngigkeit der ”
Finite
Size“–Effekte von der Systemgro¨ße wurde von Hentschke und Oyen [10] fu¨r Polymernetz-
werke hergeleitet und u.a. erfolgreich auf die Beschreibung der
”
Finite Size“-Effekte der
Trennfaktoren von Polymernetzwerken [9] angewendet. Die aus den Fits erhaltenen Grenz-
werte fu¨r unendlich große Systeme liegen in beiden Fa¨llen innerhalb des einfachen Fehlers
des Trennfaktors fu¨r das Netzwerk aus 12000 WW–Zentren.
Alle weiteren Simulationen zur Untersuchung der Trenneigenschaften gehen daher von
einer Startkonfiguration aus, in der sich in Box I eine bina¨re Mischung von 2000 Lo¨sungs-
mittelmoleku¨len und in Box II ein Modellnetzwerk aus 12000 WW-Zentren befindet. Mit
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drei WW–Zentren pro Lo¨sungsmittelmoleku¨l enthalten beide Boxen also zusammen 18000
WW-Zentren. Aus den obigen Untersuchungen zu
”
Finite Size“–Effekten kann nicht ge-
schlossen werden, dass fu¨r diese Systemgro¨ße
”
Finite Size“–Effekte bei allen betrachteten
Bedingungen vernachla¨ssigbar sind. Bei den untersuchten Bedingungen ist das Ergebnis
jedoch schon bereits fu¨r ein Netzwerk aus 6000 WW–Zentren mit ausreichender Genau-
igkeit gegen den Grenzwert konvergiert und der Rechenaufwand, um eine vergleichbare
Studie fu¨r alle untersuchten Bedingungen zu wiederholen, wa¨re viel zu hoch.
Analog zum Vorgehen bei den
”
Finite Size“–Effekten werden zur Abscha¨tzung des Fehlers
und um Effekte verschiedener Netzwerkstrukturen zu beru¨cksichtigen, fu¨r jede untersuchte
Kombination aus Temperatur, Vernetzungsgrad und anfa¨nglicher Zusammensetzung des
Lo¨sungsmittels zwo¨lf Simulationen fu¨r voneinander unabha¨ngige Netzwerke durchgefu¨hrt.
Fu¨r den Vergleich der Trennungseigenschaften bei verschiedenen Bedingungen oder zwi-
schen verschiedenen Vernetzungsgraden wa¨re es optimal, wenn die Zusammensetzung der
Lo¨sungsmittelbox bei allen Bedingungen im Gleichgewicht gleich ist. Da dafu¨r der Trenn-
faktor aber bereits vor der Simulation bekannt sein mu¨sste, ist dies in der Praxis nicht
mo¨glich. Stattdessen gehen alle Simulationen in einer Serie von demselben anfa¨nglichen
Mischungsverha¨ltnis aus, wobei die Gro¨ße der Lo¨sungsmittelbox ausreichend groß gewa¨hlt
wird, damit der Fehler durch die Unterschiede im Mischungsverha¨ltnis klein bleibt.
Die MD–Simulationen verwenden dieselben Parameter wie die Simulationen zur Abscha¨t-
zung der
”
Finite Size“–Effekte, lediglich die La¨nge der Simulationen wurde auf zwei Mil-
lionen Zeitschritte fu¨r die A¨quilibrierungsphase und drei Millionen Zeitschritte fu¨r den
Produktionslauf erho¨ht, damit sich das System auch bei den niedrigeren Temperaturen
zu Beginn des Produktionslaufs im thermodynamischen Gleichgewicht befindet. Im An-
schluss an diese Simulationen wird eine NPT–MD–Simulation u¨ber 300000 Zeitschritte
ausgehend von der Endkonfiguration der Box II mit ansonsten unvera¨nderten Parametern
durchgefu¨hrt, aus der die Diffusionskoeffizienten Dk der Lo¨sungsmittelspezies im Poly-













2〉 die mittlere quadratische Entfernung bezeichnet, die
ein Moleku¨l des Typs k innerhalb einer Zeit t zuru¨cklegt. Dazu wird aus der Simulation〈
∆rk (t)
2〉 als Funktion des Zeitraums t bestimmt. Typischerweise zeigt diese Funktion fu¨r
große t ein lineares Verhalten. Durch die Bestimmung der Steigung der Funktion in diesem
Bereich kann der Diffusionskoeffizient Dk gemessen werden. Um die Teilchenbewegung
u¨ber ausreichend große Zeitra¨ume verfolgen zu ko¨nnen, werden in den Simulationen zur
Bestimmung der Diffusionskoeffizienten keine Teilchenaustauschschritte durchgefu¨hrt.
Abbildung 4.5 zeigt fu¨r eine Zusammensetzung des Lo¨sungsmittels aus 1000 kompakten
und 1000 linear–steifen Moleku¨len bei konstanter Temperatur T = 7.0 und konstantem




c , den Trennfaktor αcs und die Diffusionskoeffizienten Da der Lo¨sungsmittel-
moleku¨le im Polymernetzwerk in Abha¨ngigkeit von der mittleren Kettenla¨nge l¯ bzw. dem
Vernetzungsgrad ν des Netzwerks. Der Anteil der kompakten Moleku¨le in der Lo¨sungs-
mittelbox x
(l)
c unterscheidet sich u¨ber den untersuchten Bereich dabei nur um etwa 0.5%,
eventuelle Fehler durch unterschiedliche Zusammensetzungen der Lo¨sungsmittelbox soll-
ten also vernachla¨ssigbar klein sein. Der Trennfaktor zeigt, dass die kompakten Lo¨sungs-
mittelmoleku¨le von allen Netzwerken bevorzugt absorbiert werden, wobei der Effekt mit
ho¨herem Vernetzungsgrad des Polymernetzwerks sta¨rker wird. Die Diffusionskoeffizienten
der beiden Netzwerke stimmen bei allen Bedingungen innerhalb ihrer Fehler u¨berein. Sie
nehmen mit steigender mittlerer Kettenla¨nge l¯ des Netzwerks zu, was angesichts der ent-
sprechend gro¨ßeren O¨ffnungen zwischen den Netzwerkknoten der Erwartung entspricht.
Die entsprechenden Simulationsergebnisse fu¨r ein Lo¨sungsmittelgemisch aus 1000 linear–
flexiblen und 1000 linear–steifen Moleku¨len zeigt die Abbildung 4.6. Fu¨r dieses Lo¨sungs-
mittelgemisch zeigt sich bei der Absorption eine schwache Pra¨ferenz des Netzwerks fu¨r
die flexible Moleku¨lvariante. Der Effekt der Flexibilita¨t ist dabei viel schwa¨cher als der
Einfluss der Form, der Effekt an sich wird jedoch bei fast allen Bedingungen mit mehr als
99% Signifikanz beobachtet, bei ν = 1.05 sind es immerhin noch mehr als 95%. Eine Ab-
ha¨ngigkeit des Trennfaktors von der Kettenla¨nge kann fu¨r diese Lo¨sungsmittelmischung
nicht mit statistischer Signifikanz beobachtet werden. Die Unterschiede in der Zusam-
mensetzung der Lo¨sungsmittel im Gleichgewicht sind fu¨r diese Mischung entsprechend
nochmals deutlich geringer als fu¨r die Mischung aus kompakten und linear–steifen Mole-
ku¨len. Wie bereits fu¨r diese Mischung sind auch fu¨r die Mischung aus linear–flexiblen und
linear–steifen Moleku¨len keine signifikanten Unterschiede in den Diffusionskoeffizienten zu
beobachten.
In den Abbildungen 4.7 und 4.8 wird der Effekt der Temperatur auf die Trennungseigen-
schaften eines Netzwerks mit Vernetzungsgrad ν = 1.2 bei festgehaltenem Druck P = 0.5
fu¨r dieselben beiden Lo¨sungsmittelmischungen wie zuvor dargestellt. Zusa¨tzlich zum Mi-
schungsverha¨ltnis in der Lo¨sungsmittelbox, dem Trennfaktor und den Diffusionskoeffizi-
enten ist auch die Anzahl der absorbierten Lo¨sungsmittelmoleku¨le pro WW–Zentrum des
Netzwerks fu¨r die jeweiligen Lo¨sungsmittelspezies dargestellt. Die Anzahl der absorbierten
Moleku¨le nimmt dabei fu¨r beide Mischungen mit steigender Temperatur ab. Im Fall der
Mischung aus kompakten und linear–steifen Moleku¨len werden bei allen Temperaturen die
kompakten Moleku¨le bevorzugt absorbiert, wobei die Trennung mit abnehmender Tem-
peratur effektiver wird. Fu¨r die Mischung aus flexiblen und steifen linearen Moleku¨len
zeigt der Trennfaktor jedoch das gegenteilige Verhalten. Wa¨hrend bei T = 7.0 die fle-
xiblen Moleku¨le bevorzugt absorbiert werden, scheint sich dies mit sinkender Temperatur
sogar umzukehren. Die Mittelwerte des Trennfaktors fu¨r die niedrigeren Temperaturen
unterscheiden sich jedoch nur um etwas mehr als ihre Fehler von eins, die Ergebnisse ko¨n-
nen also einen mo¨glichen Wechsel in der pra¨ferentiell absorbierten Lo¨sungsmittelspezies
nicht mit ausreichender statistischer Signifikanz belegen. Die Diffusionskoeffizienten der
Lo¨sungsmittelmoleku¨le im Netzwerk stimmen auch in diesen Fa¨llen innerhalb ihrer Fehler





























Abbildung 4.5: Abha¨ngigkeit verschiedener Trennungseigenschaften des Netzwerks von
der mittleren Kettenla¨nge l¯. Die Ergebnisse stammen jeweils aus Simu-
lationen mit einer Mischung aus 1000 kompakten und 1000 linear–steifen
Lo¨sungsmittelmoleku¨len und einem Netzwerk aus 12000 WW–Zentren fu¨r
T = 7 und P = 0.5. Auf der oberen x–Achse sind die entsprechenden Ver-
netzungsgrade gema¨ß Gl. (3.4.8) angegeben. Oben: Molenbruch x
(l)
c der
kompakten Lo¨sungsmittelmoleku¨le in der Lo¨sungsmittelbox im Gleichge-
wicht. Mitte: Trennfaktor αcs des Netzwerks. Unten: Diffusionskoeffizien-
ten der Lo¨sungsmittelspezies im Netzwerk. Die durchgezogene Linie ent-




























Abbildung 4.6: Abha¨ngigkeit verschiedener Trennungseigenschaften des Netzwerks von
der mittleren Kettenla¨nge l¯. Die Ergebnisse stammen jeweils aus Simula-
tionen mit einer Mischung aus 1000 linear–flexiblen und 1000 linear–steifen
Lo¨sungsmittelmoleku¨len und einem Netzwerk aus 12000 WW–Zentren fu¨r
T = 7 und P = 0.5. Auf der oberen x–Achse sind die entsprechenden
Vernetzungsgrade gema¨ß Gl. (3.4.8) angegeben. Oben: Molenbruch x
(l)
f
der flexiblen Lo¨sungsmittelmoleku¨le in der Lo¨sungsmittelbox im Gleich-
gewicht. Mitte: Trennfaktor αcs des Netzwerks. Unten: Diffusionskoeffi-
zienten der Lo¨sungsmittelspezies im Netzwerk. Die durchgezogene Linie
entspricht den flexiblen, die gestrichelte Linie den steifen Lo¨sungsmittel-
moleku¨len.
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u¨berein und nehmen linear mit der Temperatur zu.
Alle bisher beschriebenen Simulationen starteten von einer Anfangskonfiguration, bei der
die Lo¨sungsmittelbox eine a¨quimolare Mischung von Lo¨sungsmittelmoleku¨len enthielt.
Um Effekte durch die urspru¨ngliche Zusammensetzung zu untersuchen, werden fu¨r die
Mischungen aus kompakten und linear–steifen sowie linear–flexiblen und linear–steifen
Lo¨sungsmittelmoleku¨len weitere Simulationen bei T = 7.0, P = 0.5 und ν = 1.2 durchge-
fu¨hrt. Bei diesen Simulationen wird exakt wie zuvor vorgegangen, sie unterscheiden sich
nur in den Startkonfigurationen fu¨r die Lo¨sungsmittelbox, die nun Anteile x
(l)
a,0 der Mole-
ku¨le des Typs a von 0.3 oder 0.7 besitzen. Da die Gesamtzahl der Lo¨sungsmittelmoleku¨le
von 2000 Moleku¨len beibehalten wird, bedeutet dies, dass die Boxen nun 600 Moleku¨le
eines Typs und 1400 Moleku¨le des anderen enthalten. Die Ergebnisse der Simulationen fu¨r
die Trennfaktoren werden in der Abbildung 4.9 fu¨r die Mischung kompakt/linear–steif und
in 4.10 fu¨r die Mischung linear–flexibel/linear–steif gezeigt. In beiden Fa¨llen ist kein si-
gnifikanter Einfluss der Lo¨sungsmittelzusammensetzung auf den Trennfaktor zu erkennen.
Ein weiteres Indiz dafu¨r, dass der Einfluss des Mischungsverha¨ltnisses auf die Trennungs-
eigenschaften gering ist, besteht darin, dass in den vorherigen Untersuchungen fu¨r die
Mischung aus kompakten und linear–steifen Moleku¨len zur Abha¨ngigkeit des Trennfak-
tors der Anteil der kompakten Moleku¨le im Lo¨sungsmittel mit zunehmendem Trennfaktor
abnimmt (vgl. Abb. 4.5), wa¨hrend er in den Untersuchungen zur Temperaturabha¨ngigkeit
mit steigendem Trennfaktor zunimmt (vgl. Abb. 4.7).
Zusammenfassend la¨sst sich sagen, dass die Form der Lo¨sungsmittelmoleku¨le auf die Stoff-
trennung einen deutlich gro¨ßeren Effekt auf die Stofftrennung mit Polymermembranen
ausu¨bt als ihre Flexibilita¨t, wobei sich die Existenz eines Einfluss der Flexibilita¨t jedoch
ebenfalls bei den meisten untersuchten Bedingungen nachweisen la¨sst. Da der Diffusions-
mechanismus fu¨r das untersuchte Modellsystem bei keinen Bedingungen einen messba-
ren Einfluss auf die Stofftrennung ausu¨bt, stellt sich der Trennfaktor, also ein Maß fu¨r
die pra¨ferentielle Absorption einer Lo¨sungsmittelspezies in das Polymernetzwerk, als die
wichtigere Gro¨ße der beiden heraus. Insgesamt entspricht das Ergebnis, dass durch die
Membran die Moleku¨le mit der kompakteren Form bzw. der gro¨ßeren Flexibilita¨t im Fil-
trat angereichert werden, den Erwartungen. Lediglich bei niedrigen Temperaturen gibt es
Indizien dafu¨r, dass die Membran die steifere Variante anreichert. Auf detaillierte Messun-
gen fu¨r eine Mischung aus kompakten und linear–flexiblen Moleku¨len wurde verzichtet,
da aufgrund des kleineren Effekts der Flexibilita¨t im Vergleich zur Form die erwarteten
































Abbildung 4.7: Abha¨ngigkeit verschiedener Trennungseigenschaften des Netzwerks von
der Temperatur T . Die Ergebnisse stammen jeweils aus Simulationen bei
P = 0.5 mit einer Mischung aus jeweils 1000 kompakten und linear–steifen
Lo¨sungsmittelmoleku¨len und einem Netzwerk aus 12000 WW–Zentren mit
Vernetzungsgrad ν = 1.2. Die durchgezogenen Linien entsprechen jeweils
den kompakten, die gestrichelten Linien den steifen Lo¨sungsmittelmole-
ku¨len. Aufgetragen gegen die Temperatur sind von oben nach unten: An-
zahl der absorbierten Lo¨sungsmittelmoleku¨le N
(m)
a pro WW–Zentrum des
Netzwerks, Molenbruch x
(l)
c der kompakten Lo¨sungsmittelmoleku¨le in der
Lo¨sungsmittelbox, Trennfaktor αcs des Netzwerks und die Diffusionskoef-
fizienten Da der beiden Lo¨sungsmittelspezies im Netzwerk.































Abbildung 4.8: Abha¨ngigkeit verschiedener Trennungseigenschaften des Netzwerks von
der Temperatur T . Die Ergebnisse stammen jeweils aus Simulationen bei
P = 0.5 mit einer Mischung aus jeweils 1000 linear–flexiblen und linear–
steifen Lo¨sungsmittelmoleku¨len und einem Netzwerk aus 12000 WW–
Zentren mit Vernetzungsgrad ν = 1.2. Die durchgezogenen Linien ent-
sprechen jeweils den flexiblen, die gestrichelten Linien den steifen Lo¨sungs-
mittelmoleku¨len. Aufgetragen gegen die Temperatur sind von oben nach
unten: Anzahl der absorbierten Lo¨sungsmittelmoleku¨le N
(m)
a pro WW–
Zentrum des Netzwerks, Molenbruch x
(l)
c der flexiblen Lo¨sungsmittelmo-
leku¨le in der Lo¨sungsmittelbox, Trennfaktor αcs des Netzwerks und die
Diffusionskoeffizienten Da der beiden Lo¨sungsmittelspezies im Netzwerk.
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Abbildung 4.9: Trennfaktor des Netzwerks fu¨r eine Mischung aus kompakten und linear–
steifen Lo¨sungsmittelmoleku¨len gegen den Molenbruch x
(l)
c,0 der kompakten
Lo¨sungsmittelmoleku¨le zu Beginn der Simulation. Die Ergebnisse stam-
men jeweils aus Simulationen bei T = 7 und P = 0.5 mit insgesamt 2000
Lo¨sungsmittelmoleku¨len und einem Netzwerk aus 12000 WW–Zentren mit
Vernetzungsgrad ν = 1.2.









Abbildung 4.10: Trennfaktor des Netzwerks fu¨r eine Mischung aus linear–flexiblen und
linear–steifen Lo¨sungsmittelmoleku¨len gegen den Molenbruch x
(l)
f,0 der
flexiblen Lo¨sungsmittelmoleku¨le zu Beginn der Simulation. Die Ergeb-
nisse stammen jeweils aus Simulationen bei T = 7 und P = 0.5 mit
insgesamt 2000 Lo¨sungsmittelmoleku¨len und einem Netzwerk aus 12000
WW–Zentren mit Vernetzungsgrad ν = 1.2.
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5 Realistische Modellierung von
Polymernetzwerken
Die bisherigen Simulationen verwendeten ein bewusst einfaches Modell fu¨r ein Polymer-
netzwerk, um soweit wie mo¨glich Einflu¨sse anderer als der gewu¨nschten Eigenschaften
des Netzwerks oder Lo¨sungsmittels auf die Stofftrennung ausschließen zu ko¨nnen. Im Fol-
genden geht es jedoch darum, die Quellung genau definierter, realer Polymernetzwerke
durch ein spezielles Lo¨sungsmittel, Wasser, zu untersuchen. Dazu ist es wichtig, mo¨glichst
gute Modelle zu entwickeln, um diese Systeme in Computersimulationen darstellen zu
ko¨nnen. In diesem Kapitel geht es um alle Aspekte, die mit dieser Modellierung zusam-
menha¨ngen: die Behandlung der Coulomb–Wechselwirkung (Kap. 5.1), der u¨brigen intra-
und intermolekularen Wechselwirkungen (Kap. 5.2) und die verwendeten Modelle fu¨r die
Polymernetzwerke (Kap. 5.3 und 5.4) sowie fu¨r die Wassermoleku¨le (Kap. 5.5).
5.1 Behandlung der Coulomb–Wechselwirkung
Fu¨r die Behandlung langreichweitiger Wechselwirkungen wie der Coulomb–
Wechselwirkung in Computersimulationen werden andere Ansa¨tze beno¨tigt als die
in Kap. 2.4 vorgestellten Techniken fu¨r die Behandlung kurzreichweitiger Wechsel-
wirkungen. In diesem Abschnitt wird zuerst die wahrscheinlich verbreitetste Methode
zur Behandlung von Coulomb–Wechselwirkungen vorgestellt, die sogenannte
”
Ewald–
Summation“, die auch in den Berechnungen der chemischen Potentiale verwendet wird.
Anschließend werden kurz einige alternative Methoden zur Ewald–Summation vorgestellt.
5.1.1 Die Ewald–Summation
Die Ewald–Summation ist eine von Paul Peter Ewald im Jahre 1921 [1] entwickelte Me-
thode zur Berechnung der elektrostatischen Energie und damit der Madelung–Konstanten
von Ionenkristallen. Die ha¨ufig in Computersimulationen verwendeten periodischen Rand-
bedingungen (s. Kap. 2.3) entsprechen einer Kristallstruktur, deren Einheitszelle aus der
gesamten Simulationsschachtel besteht. Es ist daher mo¨glich, die Ewald–Summation zur
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Berechnung der elektrostatischen Wechselwirkungen in dieser Struktur anzuwenden. Das
Grundprinzip der Methode ist es, die Coulomb–Wechselwirkung in zwei Teile aufzuspal-
ten, einen kurzreichweitigen Teil, der direkt berechnet werden kann, und einen langreich-
weitigen Teil, der, wie im Folgenden beschrieben wird, durch Berechnung im rezipro-
ken Raum berechnet werden kann. Die Ewald–Summation sowie verwandte Methoden
(s. 5.1.2) sind daher die wahrscheinlich am ha¨ufigsten verwendeten Methoden zur Be-
rechnung der elektrostatischen Wechselwirkungen in Computersimulationen, weil sie das
Coulomb–Potential nicht bei einem bestimmten Abstand abschneiden und so die damit
verbundenen Fehler vermeiden. Andererseits beinhaltet die Ewald–Summation konstruk-
tionsbedingt die periodische Struktur des Systems und beeinflusst die Eigenschaften des
Systems entsprechend, z.B. die dielektrischen Eigenschaften polarer Systeme [2, 3]. Es
sollte daher bei der Verwendung der Ewald–Summation darauf geachtet werden, ob sie
fu¨r das untersuchte System und dessen betrachtete Eigenschaften geeignet ist.
Da Beschreibungen der Herleitung und Implementation der Ewald–Summation in allen
Standardwerken u¨ber Computersimulationen gefunden werden ko¨nnen (u.a. [4–7]), be-
schra¨nkt sich dieses Kapitel darauf, die Prinzipien und Formeln der Ewald–Summation
zu erla¨utern, die zum Versta¨ndnis der in den na¨chsten Kapiteln pra¨sentierten Simulationen
no¨tig sind. Dabei wird vorausgesetzt, dass die Simulationsschachtel von einem gut leiten-
den Medium umgeben und insgesamt elektrisch neutral ist, d.h.
∑
i qi = 0. Die gesamte











|~rij + ~g| (5.1.1)
geschrieben werden, wobei die ~g Gittervektoren des Gitters aus Simulationsschachteln
sind, d.h. im Fall von quaderfo¨rmigen Simulationsschachteln mit Kantenla¨ngen Lx, Ly
und Lz sind die mo¨glichen Gittervektoren durch ~g = (nxLx, nyLy, nzLz) gegeben, wobei
die ni alle natu¨rlichen Zahlen durchlaufen. Der Strich an der Summe u¨ber j soll anzeigen,
dass im Fall ~g = 0 in der Summation u¨ber j der Term mit i = j ausgelassen wird. ~rij soll
den ku¨rzesten Abstandsvektor nach der
”
minimum image“–Konvention1 bezeichnen.
Die Gleichung 5.1.1 kann jedoch nicht ohne großen Aufwand ausgewertet werden, da u¨ber
sehr viele ~g–Vektoren summiert werden muss, bevor die Summe konvergiert. Damit die
Summe schneller konvergiert, wird jede Ladung qi mit einer Ladungsverteilung der Form





umgeben, deren Gesamtladung der Ladung der Punktladung mit entgegengesetzten Vor-
zeichen entspricht. Der Parameter κ gibt die Breite dieser Verteilung an. Der zur Gl.
(5.1.1) analoge Ausdruck fu¨r die Coulomb–Energie Ur der Simulationsschachtel, wenn
1s. Kap. 2.4.2
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Abbildung 5.1: Zur Ewald–Summation: Das Feld einer Punktladung wird in das Feld einer
abgeschirmten Punktladung und einer der Abschirmung entgegengesetzten
Ladungsverteilung aufgeteilt.












|~rij + ~g| erfc (κ |~rij + ~g|) , (5.1.3)









bezeichnet. Diese fa¨llt fu¨r r →∞ schneller ab als r−1 und fu¨r eine geeignete Wahl von κ
wird die Wechselwirkung so kurzreichweitig, dass man sich bei der ~g–Summation in Gl.







Da diese Wechselwirkung nun kurzreichweitig ist, kann diese Summe in der Simulation
analog zu anderen kurzreichweitigen Wechselwirkungen ausgewertet werden, indem ein
geeigneter Abschneideradius rc eingefu¨hrt wird. Es empfiehlt sich, denselben Abschnei-
deradius wie fu¨r die anderen kurzreichweitigen Potentiale zu verwenden, um fu¨r alle Wech-
selwirkungen dieselben Nachbarschaftslisten verwenden zu ko¨nnen.
Als na¨chster Schritt muss der Fehler durch die Einfu¨hrung der abschirmenden Ladungs-
verteilungen korrigiert werden. Dazu wird um jede Punktladung eine zweite Ladungsver-
teilung eingefu¨hrt, die bis auf das Vorzeichen identisch zur ersten Ladungsverteilung ist.
Die Wahl der Form der Ladungsverteilungen als eine Gauß–Verteilung vereinfacht die Be-
rechnung des Beitrags Uk dieser Ladungsverteilung mit Hilfe von Fouriertransformationen,
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wobei die ~k Vektoren des reziproken Gitters sind, d.h. fu¨r eine quaderfo¨rmige Simula-
tionsschachtel gilt ~k = 2pi (nx/Lx, ny/Ly, nz/Lz) fu¨r natu¨rliche Zahlen ni. Diese Summe
konvergiert u¨blicherweise bereits nach einigen hundert ~k–Vektoren ausreichend gut, da-





kleiner gleich einem Parameter n2max ist. Aufgrund der unterschiedlichen Ra¨ume, in denen
summiert wird, wird der Ausdruck in Gl. (5.1.5) oft als direkte Summe und die Gl. (5.1.6)
oft als reziproke Summe bezeichnet.
Die Gleichung (5.1.6) entha¨lt die Selbstwechselwirkung der Punktladungen mit der La-
dungsverteilung, die die Punktladung umgibt. Um die gesamte elektrostatische Energie







dieser Wechselwirkungen noch von Ur und Uk subtrahiert werden und man erha¨lt fu¨r die
gesamte elektrostatische Energie der Simulationsbox folgenden Ausdruck:



























In [8, Sec. II] wird beschrieben, wie diese Gleichungen zu modifizieren sind, wenn fu¨r
gewisse Paare von Atomen keine elektrostatische Wechselwirkung berechnet wird, z.B.
weil bindende Wechselwirkungen zwischen den Atomen vorhanden sind.
Die Konvergenz der Gl. (5.1.9) ha¨ngt von der Wahl der Parameter κ und n2max ab. Ist
n2max, d.h. die Anzahl der beru¨cksichtigten
~k–Vektoren, groß genug, beginnt die Summe fu¨r
einen Bereich von κ’s zu konvergieren2, der mit zunehmender Zahl von ~k–Vektoren immer
breiter wird. Allerdings wa¨chst mit den zusa¨tzlichen ~k–Vektoren auch der Rechenaufwand
fu¨r die Ewald–Summation. Ein Verfahren, mit dem man Werte fu¨r die Parameter finden
kann, die einen guten Kompromiss zwischen Genauigkeit und Effizienz darstellen, wird in
Abschnitt B.2.3 im Anhang beschrieben.
2siehe auch Abb. B.2
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5.1.2 Weitere Methoden zur Behandlung langreichweitiger
Wechselwirkungen
Es kann gezeigt werden3, dass der Rechenaufwand der Ewald–Summation bei optima-
ler Wahl der Abschneideradii der direkten und reziproken Summe mit O (N3/2) skaliert.
Da jedoch normalerweise zusammen mit der langreichweitigen Coulomb–Wechselwirkung
noch weitere, kurzreichweitige Wechselwirkungen betrachtet werden, ist es gu¨nstig, fu¨r
die direkte Summe der Ewald–Summation denselben Abschneideradius wie fu¨r die kurz-
reichweitige Wechselwirkung zu wa¨hlen. Dadurch leidet allerdings entsprechend das Ska-
lierungsverhalten der reziproken Summe. Die Berechnung dieses Fourieranteils gestaltet
die
”
particle–particle particle–mesh“–Technik (PPPM) [9] fu¨r große Systeme effizienter,
indem sie fu¨r den langreichweitigen Teil der Wechselwirkung die Ladungsverteilung im
System zuerst in die Ladungsverteilung auf einem Gitter umrechnet. Das Feld der La-
dungsverteilung auf dem Gitter kann nun mit Hilfe der schnellen Fouriertransformation
(FFT,
”
Fast Fourier Transform“) effizienter berechnet werden als das Feld der urspru¨ng-
lichen Ladungsverteilung. Dann wird die Wechselwirkung der Ladungen mit dem Feld
des Gitters berechnet (
”
particle–mesh“). Die Berechnung des kurzreichweitigen Anteils
erfolgt wie bei der Ewald–Summation direkt zwischen den einzelnen Teilchen (
”
particle–
particle“). Es existieren neben PPPM noch eine Reihe a¨hnlicher Algorithmen, die solche
Gittermethoden verwenden, am verbreitetsten unter diesen ist wahrscheinlich die
”
Particle
Mesh Ewald“–Methode von Darden, York und Pederson [10].
Ein einfaches Abschneiden des Coulomb–Potentials bei einem bestimmten Radius analog
zur Behandlung der kurzreichweitigen Wechselwirkung fu¨hrt zu einer Reihe von Proble-
men. Zum Beispiel wird der Teil des Systems innerhalb des Abschneideradius, speziell
an der Oberfla¨che, im Allgemeinen nicht elektrisch neutral sein, da die Ladungen nicht
entsprechend gleichma¨ßig verteilt sind und der Abschneideradius die Ladungen willku¨r-
lich voneinander trennt. Außerdem treten große Spru¨nge in der potentiellen Energie auf,
wenn Ladungen den Bereich innerhalb des Abschneideradius betreten oder verlassen. Der
Abschneideradius la¨sst sich auch nicht beliebig vergro¨ßern, um diese Effekte zu verrin-
gern, da die Kantenla¨nge der Simulationsschachtel nach unten durch das Doppelte des
Abschneideradius begrenzt wird. Wird also ein gro¨ßerer Abschneideradius rc beno¨tigt,
nimmt die Anzahl der beno¨tigten Teilchen in der Simulationsschachtel wie N3 zu und
man erreicht bald die Grenzen der verfu¨gbaren Rechenleistung. Es gibt verschiedene An-
sa¨tze, die Fehler durch die Nettoladung des Systems innerhalb des Abschneideradius zu
reduzieren, zum Beispiel durch Einfu¨hrung einer virtuellen, der Ladung entgegengesetzten
Fla¨chenladung auf der Oberfla¨che der Kugel [11] oder durch Einfu¨hrung von neutralen
Ladungsgruppen [12]. Jedes Atom geho¨rt dabei zu einer mo¨glichst kleinen Gruppe aus
Atomen, deren Nettoladung mo¨glichst genau null entsprechen sollte. Das Abstandskrite-
rium wird nun von den Atomen auf die Ladungsgruppen u¨bertragen, wenn zwei Ladungen
ein Abstandskriterium erfu¨llen, werden die Wechselwirkungen zwischen allen Atomen in
3siehe z.B. [5, Kap. 12.3]
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den beiden Gruppen berechnet. Ansonsten werden keinerlei Wechselwirkungen zwischen
den Gruppen berechnet. Dies kann allerdings dazu fu¨hren, dass Wechselwirkungen zwi-
schen Atomen nicht beru¨cksichtigt werden, deren Abstand geringer ist als der Abstand
anderer Atome voneinander, deren Wechselwirkung beru¨cksichtigt wurde.
Ein weiterer Ansatz ist die sogenannte Reaktionsfeld–Methode [13–16], bei der das elek-
trische Feld ebenfalls in zwei Teile aufgespalten wird. Ein Beitrag ist das direkt berechnete
elektrische Feld der Teilchen innerhalb einer Kugel mit dem Radius des Abschneideradius
um das zentrale Teilchen, der andere Beitrag ist das Feld, mit dem die Umgebung dieser
Kugel auf die Ladungsverteilung innerhalb der Kugel reagiert. Dabei wird angenommen,
dass das Medium außerhalb der Kugel ein homogenes, dielektrisches Medium mit Dielek-
trizita¨tskonstante r ist. Die Reaktionsfeldmethode wurde urspru¨nglich fu¨r Systeme aus
Dipolen entwickelt, kann aber so modifiziert werden, dass sie auch auf Ionen angewendet
werden kann [17]. Wa¨hrend bei der Wahl der Ewald–Summation mo¨gliche Effekte auf die
beobachteten Effekte durch die Periodizita¨t beru¨cksichtigt werden sollten, gilt in diesem
Fall entsprechendes fu¨r mo¨gliche Effekte durch die angenommene Homogenita¨t des Sys-




Fast Multipole“–Methode [24, 25] verwendet die Multipolentwicklung, um die Wech-
selwirkung zwischen weit voneinander entfernten Gebieten effizienter zu berechnen. Dazu
unterteilt sie die Simulationsschachtel in ein hierarchisches System aus Zellen, wobei die
Kantenla¨nge der Zellen in jeder Ebene halbiert wird. Zwischen benachbarten Zellen der
untersten Ebene werden die Wechselwirkungen direkt berechnet, fu¨r weiter voneinander
entfernte Zellen wird die Wechselwirkung u¨ber eine Multipolentwicklung berechnet. In-
formation u¨ber die Momente der Zellen werden von jeder Zelle an die zugeho¨rige Zelle in
der ho¨heren Ebene weitergegeben.
5.2 Das PCFF–Kraftfeld
Die vollsta¨ndige Beschreibung der Wechselwirkungen der Atome in den Moleku¨len erfor-
dert die Beru¨cksichtigung quantenmechanischer und relativistischer Effekte, deren Berech-
nung viel zu aufwendig ist, um in Computersimulationen fu¨r die gewu¨nschten Systemgro¨-
ßen und u¨ber die gewu¨nschten Zeitra¨ume durchgefu¨hrt zu werden. Außerdem wu¨rde eine
solche Berechnung den Rahmen der klassischen Mechanik verlassen, auf dem die u¨brigen
Methoden basieren, die in den Simulationen verwendet werden. Daher werden in Com-
putersimulationen empirische Kraftfelder zur Modellierung der Wechselwirkungen in den
Moleku¨len verwendet. Ein solches Kraftfeld versucht, diese Wechselwirkungen mo¨glichst
gut durch einen klassischen Ausdruck fu¨r die potentielle Energie der Moleku¨le zu beschrei-
ben. Dieser Ausdruck hat eine vom Kraftfeld abha¨ngige funktionelle Form und entha¨lt
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Parameter, u¨ber die das Kraftfeld an experimentelle Daten angepasst werden kann. Aus
diesem Ausdruck fu¨r die potentielle Energie ko¨nnen dann direkt die Kra¨fte auf die ein-
zelnen Atome berechnet werden. Im Allgemeinen teilen Kraftfelder die Wechselwirkungen
in bindende und nichtbindende Wechselwirkungen auf. Bindende Wechselwirkungen be-
schreiben dabei u¨blicherweise nur Wechselwirkungen zwischen Atomen, die, entlang der
Bindungen im Moleku¨l betrachtet, nicht zu weit voneinander entfernt sind. In den meisten
Fa¨llen bedeutet dies, dass sich bindende Wechselwirkungen auf Atome, zwischen denen
nicht mehr als drei Bindungen liegen, beschra¨nken. Fu¨r alle anderen Paare von Atomen,
auch wenn sie zum selben Moleku¨l geho¨ren, werden nichtbindende Wechselwirkungen ver-
wendet.
Fu¨r die Simulationen zum Quellverhalten von Klebstoffen wurde zusammen mit den Pro-
jektpartnern das
”
polymer consistent force field“ (PCFF) [26–33] ausgewa¨hlt, das auf Basis
des CFF91–Kraftfelds [34] speziell fu¨r die Simulation von Polymeren entwickelt wurde.
Die Anpassung der Parameter erfolgt dabei durch Vergleich mit quantenmechanischen
”
ab
initio“–Rechnungen. Dies hat den Vorteil, dass man aus diesen Rechnungen verglichen mit
Laborexperimenten eine viel gro¨ßere Zahl von Observablen erhalten kann und so die Mo¨g-
lichkeit hat, eine genu¨gend große Datenbasis zu erhalten, an die die zahlreichen Parameter
des Kraftfelds durch Fits angepasst werden ko¨nnen. Außerdem ist es leichter, das Kraft-
feld an Moleku¨le anzupassen, an denen im Labor aus verschiedenen Gru¨nden nur schlecht
Experimente durchgefu¨hrt werden ko¨nnen. Als Nachfolger ist aus dem PCFF–Kraftfeld
das COMPASS–Kraftfeld [35–38] hervorgegangen.

























(Uvdw + Ucoul) , (5.2.1)
wobei die a¨ußeren Summen in dieser Reihenfolge u¨ber alle Bindungen, Bindungswinkel,
Torsionswinkel, uneigentliche Torsionswinkel und alle Paare von Atomen laufen, die u¨ber
nichtbindende Wechselwirkungen interagieren. Die Summen in den Klammern deuten an,
dass der Term in jedem Term der a¨ußeren Summe mehrmals auftritt. Die Beitra¨ge von
Bindungsla¨ngen, Bindungswinkel usw. sind jedoch nicht streng getrennt, viele Terme des
Kraftfelds sind Kreuzterme, die mehrere dieser Gro¨ßen miteinander verbinden. Die ver-
wendeten Parameter aus dem PCFF–Kraftfeld ko¨nnen aus rechtlichen Gru¨nden nicht in
dieser Arbeit angegeben werden, da sie nur zum Teil vero¨ffentlicht sind [26–32], einige ver-
bleibende, beno¨tigte Parameter ko¨nnen nur in kommerziellen Paketen wie [33] gefunden
werden. Im Folgenden werden die einzelnen Beitra¨ge kurz beschrieben.
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5.2.1 Bindende Wechselwirkungen
Zuerst werden die Terme beschrieben, u¨ber die die Wechselwirkungen entlang der che-
mischen Bindungen in den Moleku¨len parametrisiert werden. In der Abbildung 5.2 sind
zur Veranschaulichung die zu den einzelnen Fa¨llen geho¨renden Gro¨ßen vereinfacht darge-
stellt. Jeder Term entha¨lt mindestens eine Konstante, die die Sta¨rke der Wechselwirkung
angibt. Diese Konstanten werden mit kxi bezeichnet, d.h. der i-te Parameter im Term
x, und Gleichgewichtswerte fu¨r die Variablen, die die Bindung beschreiben. Diese werden
durch das Zeichen fu¨r die entsprechende Variable mit einen Index 0 bezeichnet. Diese Kon-
stanten sind Parameter des Kraftfelds und sind dort fu¨r verschiedene Kombination der
Atomtypen der beteiligten Atome tabelliert. Das PCFF–Kraftfeld besitzt vier Parameter
fu¨r jeden Bindungstyp, sechs fu¨r jeden Bindungswinkeltyp, neunzehn fu¨r jeden Typ eines
Torsionswinkels und vier fu¨r jeden Typ von uneigentlichen Torsionswinkeln. Aufgrund der
vielfa¨ltigen Wahlmo¨glichkeiten dieser Parameter ko¨nnen z.B. fu¨r unterschiedliche Winkel-
typen sehr verschiedene Formen der Abha¨ngigkeit vom Bindungswinkel realisiert werden.
Bindungen




kbn (b− b0)n (5.2.2)
die Bindung abha¨ngig vom Bindungsabstand b zwischen den beteiligten Atomen.
Bindungswinkel
Besitzen zwei Bindungen ein gemeinsames Atom, mu¨ssen folgende Terme beru¨cksichtigt





kan (θ − θ0)n (5.2.3)
und zusa¨tzlich noch folgende Kreuzterme, ein Term, der die La¨ngen der beiden Bindungen
entha¨lt,
Ubb′ = k
bb′ (b− b0) (b′ − b′0) (5.2.4)
und zwei Terme, die jeweils die La¨nge einer der Bindungen und den Bindungswinkel
enthalten.
Uba = k
ba (b− b0) (θ − θ0) (5.2.5)
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Abbildung 5.2: Graphische Darstellung der bindenden Wechselwirkungen im PCFF–
Kraftfeld. Die Buchstaben unter den einzelnen Diagrammen entsprechen
dem Index, mit dem der entsprechende Term in den Gl. (5.2.1) bis (5.2.12)
bezeichnet wird.
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Torsion
Torsion beschreibt die Rotation um die mittlere Bindung in einer Kette aus drei Bin-
dungen. Der Torsionswinkel φ ist dabei durch den Winkel zwischen der Ebene, in der
die ersten drei Atome entlang der drei Bindungen liegen, und der Ebene der letzten drei




ktn (1− cosnφ) , (5.2.6)
der nur vom Torsionswinkel φ abha¨ngig ist, und mehrere Kreuzterme, fu¨r jede der drei
Bindungen ein Term
Ubt = (b− b0)
3∑
n=1
kbtn cosnφ , (5.2.7)
der die La¨nge der Bindungen und den Torsionswinkel entha¨lt, zwei Terme, einen fu¨r jeden
Bindungswinkel zwischen der zentralen Bindung und einer der a¨ußeren Bindungen, die
den Torsionswinkel und die jeweiligen Bindungswinkel enthalten




und einen Term, der den Torsionswinkel und beide Bindungswinkel entha¨lt.
Uaa′t = k
aa′t (θ − θ0) (θ′ − θ′0) cosφ (5.2.9)
Uneigentliche Torsionen
Uneigentliche Torsionen beschreiben die Lage eines Atoms relativ zu einer Ebene, die
durch drei direkte Bindungspartner definiert wird. Solche uneigentlichen Torsionen wer-
den z.B. eingesetzt, um Benzolringe in einer Ebene zu halten oder um die Inversion von
Ammoniak zu modellieren. Fu¨r die Beschreibung der Lage des zentralen Atoms relativ zu
dieser Ebene wird der uneigentliche Torsionswinkel
χ ≡ χijkl + χkjli + χljik
3
(5.2.10)
definiert, wobei χijkl den Winkel zwischen der Ebene, in der die Atome ijk liegen, und
der Ebene, in der die Atome jkl liegen, bezeichnet. Das zentrale Atom wird dabei durch
den Index j angegeben. Fu¨r χkjli und χljik gilt Analoges. Die uneigentliche Torsion wird
nun durch einen Term
Uoop = k
oop (χ− χ0)2 (5.2.11)
fu¨r diesen Winkel und drei Kreuzterme
Uaa′ = k
aa′ (θ − θ0) (θ′ − θ′0) (5.2.12)
fu¨r die Bindungswinkel zwischen den Atomen beschrieben.
5.2 Das PCFF–Kraftfeld 99
5.2.2 Nichtbindende Wechselwirkungen
Im PCFF–Kraftfeld gibt es zwei Klassen von nichtbindenden Wechselwirkungen, einerseits
die Van-der-Waals–Wechselwirkungen und die gegenseitige Abstoßung durch das Pauli–
Prinzip, die durch Lennard–Jones–(9,6)–Potentiale beschrieben werden, und andererseits
die Coulomb–Potentiale zwischen den Partialladungen der Atome.
Van-der-Waals–Wechselwirkungen
Die Van-der-Waals-Kra¨fte und die Abstoßung der Atome bei kleinen Absta¨nden wird im














beschrieben, wobei die LJ–Parameter ij und σij von den Typen der beteiligten Atome ab-
ha¨ngen. Zum LJ–Parameter σ ist zu bemerken, dass er fu¨r diese Form des LJ–Potentials
den Abstand angibt, bei dem das Potential sein Minimum besitzt, nicht den des Null-
durchgangs wie im Fall des LJ–(12,6)–Potentials in Gl. (3.2.3). Zu jedem Atomtyp k gibt
es im PCFF–Kraftfeld Parameter k und σk, die sich fu¨r die Wechselwirkung zwischen


















Es gilt offensichtlich σii = σi und ii = i.
Partialladungen
Die Partialladungen der Atome werden im PCFF–Kraftfeld u¨ber eine Inkrementenregel
festgelegt. Zu Beginn sind alle Atome elektrisch neutral. Fu¨r jede Bindung wird nun,
abha¨ngig von den Typen der beteiligten Atome i und j, ein Ladungsinkrement δij von
Atom j an das Atom i abgegeben4. Die Partialladung des Atoms i ergibt sich durch
4Bei Vertauschung der Atomtypen gilt δij = −δji.
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5.3 Erstellung der Klebstoffmodelle
Eine wichtige Voraussetzung fu¨r die Computersimulationen der Quellung von Klebstoffen
ist die Erstellung eines realistischen Modells des zu untersuchenden Klebstoffs. Bisheri-
ge Verfahren [39–44] zur Erzeugung von Modellstrukturen fu¨r a¨hnliche Systeme wie die
in dieser Arbeit untersuchten Epoxidharze gehen dabei folgendermaßen vor: Es wird zu-
erst ein unvernetztes System aus den Bestandteilen des Polymernetzwerks gema¨ß eines
experimentell gewonnenen Mischungsverha¨ltnis hergestellt und a¨quilibriert. Anschließend
werden anhand eines Abstandskriteriums Bindungen zwischen den funktionellen Gruppen
hinzugefu¨gt, bis der Vernetzungsgrad des ausgeha¨rteten Zustands erreicht ist. Anschlie-
ßend wird das System erneut a¨quilibriert. Dieses Vorgehen bei der Erzeugung der Struk-
turen entha¨lt keine Informationen u¨ber die Vorga¨nge wa¨hrend des Ausha¨rtungsvorgangs
und es kann nicht davon ausgegangen werden, dass die Netzwerkstrukturen den Strukturen
entsprechen, die durch den Ausha¨rtungsvorgang entstehen, da bei einem gegebenen Ver-
netzungsgrad unterschiedliche Ha¨ufigkeitsverteilungen der relevanten funktionellen Grup-
pen mo¨glich sind. Andererseits existieren viele reaktionskinetische Modelle [45–51], die
die Abla¨ufe der Reaktionen in Epoxidharzen wa¨hrend der Vernetzung im Detail beschrei-
ben. Aus diesen lassen sich allerdings keine Informationen fu¨r atomistische Strukturen
gewinnen.
Im Rahmen des Forschungsprojekts wurde am Fraunhofer IFAM ein neuartiges Verfahren
zur Entwicklung solcher Strukturen entwickelt, das diese beiden Ansa¨tze kombiniert. Die-
ses Verfahren wird im Folgenden kurz vorgestellt. Fu¨r weitergehende Details sei auf [52, 53]
und weitere Publikationen der dortigen Autoren verwiesen, die sich in Vorbereitung be-
finden.
5.3.1 Chemische Struktur und Reaktionskinetik
Im ersten Schritt werden die im Klebstoff enthaltenen Komponenten identifiziert
und ihre Konzentrationen sowie ihre chemische Zusammensetzung experimentell be-
stimmt. Die dazu eingesetzten Verfahren umfassen u.a. chromatographische Verfahren
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wie Gel-Permeations-Chromatographie, spektrographische Verfahren wie MALDI-TOF-
Massenspektrometrie, VCD(
”
Vibrational Circular Dichroism“)–Spektroskopie und Kern-
resonanzspektrometrie sowie quantenchemische Verfahren wie Hartree–Fock Rechnungen.
Anschließend werden die fu¨r die Vernetzung relevanten chemischen Reaktionen identifi-
ziert und ihre kinetischen Konstanten z.B. mit Hilfe der dynamischen Differenzkalorimetrie
(DSC) bestimmt. Dabei wird beru¨cksichtigt, dass bei einer Verglasung des Systems die Re-
aktionsgeschwindigkeiten nicht mehr nur von den Konzentrationen der Reaktionsteilneh-
mer abha¨ngen, sondern auch von ihrer Diffusion. Man spricht in diesem Zusammenhang
von Diffusionskontrolle(DK). Der Einfluss der Diffusionskontrolle kann in die kinetischen
Gleichungen integriert werden. Zu diesem Zweck wird die Glasu¨bergangstemperatur des
Klebstoffs experimentell durch DSC–Messungen bestimmt. Sobald alle kinetischen Kon-
stanten bestimmt wurden, kann das System der kinetischen Gleichungen gelo¨st werden
und man erha¨lt die Konzentrationen der reaktiven Spezies zu jedem beliebigen Zeitpunkt
wa¨hrend des Ausha¨rtungsvorgangs.
5.3.2 Strukturgenerator
Der im Rahmen des Projekts entwickelte Strukturgenerator verwendet diese Daten, um
den Prozess der Vernetzung mo¨glichst realistisch zu simulieren. Dabei wird wie beim oben
beschriebenen Verfahren zuerst ein unvernetztes System aus den verschiedenen Kompo-
nenten gema¨ß den gemessenen Mischungsverha¨ltnissen zusammengestellt und a¨quilibriert.
Anschließend werden fu¨r einen Zeitpunkt t1 nach Beginn des Ausha¨rtungsvorgangs die
Konzentrationen der verschiedenen reaktiven Spezies aus der Makrokinetik entnommen
und die entsprechenden Spezies und ihre Konzentrationen in der Simulationsschachtel
identifiziert. Dann werden Bindungen zwischen den am na¨chsten aneinander gelegenen
Paaren der an den jeweiligen Reaktionen beteiligten Spezies hinzugefu¨gt, bis das Verha¨lt-
nis der Spezies dem aus der Makrokinetik gewonnenen Verha¨ltnis zur Zeit t1 entspricht.
Nachdem diese Struktur wieder a¨quilibriert wurde, werden weitere Bindungen gema¨ß der
Konzentrationen aus der Makrokinetik fu¨r einen Zeitpunkt t2 hinzugefu¨gt usw., bis zu
einem Zeitpunkt tf der endgu¨ltige, ausgeha¨rtete Zustand erreicht ist. Dieses Vorgehen
hat neben den realistischeren Modellstrukturen den Vorteil, dass auch Modellstrukturen
entstehen, die den Zwischenstadien des Klebstoffs wa¨hrend der Ausha¨rtung entsprechen
und anhand derer z.B. der Ha¨rtungsschrumpf untersucht werden kann.
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5.4 Untersuchte Polymernetzwerke
5.4.1 Zweikomponentiger Epoxid–Klebstoff DGEBA+IPD
Als Klebstoff, an dem das Simulationstool zum Ha¨rtungsschrumpf und Quellverhalten
getestet werden soll, wurde ein zweikomponentiger Epoxid–Klebstoff, bestehend aus dem
Diglycidylether des Bisphenols A (DGEBA) als Epoxidharz und Isophorondiamin (IPD)
als Ha¨rter, ausgewa¨hlt. Die chemischen Strukturen von DGEBA und IPD sind in den
Abbildungen 5.3 und 5.4 dargestellt. Zusa¨tzlich werden Fu¨llstoffe hinzugegeben, um eine
bessere Konsistenz des Klebstoffs zu erreichen. Dieser Klebstoff eignet sich gut fu¨r die
Modellierung in Computersimulationen, da die Anzahl der Vernetzungsreaktionen, und
damit die Zahl verschiedener Reaktionsprodukte, klein und das verwendete Harz sehr
monomerrein ist. Dadurch ist es mo¨glich, realistische Modelle fu¨r den Klebstoff innerhalb
der fu¨r die Simulation erreichbaren Systemgro¨ßen zu entwickeln.
Die Untersuchung des Klebstoffs am IFAM ergab, dass fu¨r die Vernetzung nur die Reaktio-
nen der Epoxidgruppen des DGEBA mit den Aminogruppen des IPD zu beru¨cksichtigen
sind. Die beiden prima¨ren Aminogruppen des IPD ko¨nnen dabei jeweils zuerst mit einer
Epoxidgruppe des DGEBA reagieren und das daraus entstehende sekunda¨re Amin kann
anschließend mit einer weiteren Epoxidgruppe reagieren und ein tertia¨res Amin bilden.
Da sich die beiden Aminogruppen in ihrer Reaktivita¨t unterscheiden, mu¨ssen sie getrennt
betrachtet werden. Die Vernetzung la¨sst sich also durch zwei unabha¨ngige Reaktionen mit
jeweils zwei Schritten beschreiben, die in Abb. 5.5 dargestellt werden.
Fu¨r die Quellungssimulationen werden zwei verschiedene auf DGEBA und IPD basierende
Systeme verwendet. Beide gehen von einer Mischung aus 23 DGEBA und 11 IPD Mole-
ku¨len, also einer Mischung mit einem leichten Harzu¨berschuss, aus. Insgesamt enthalten
diese Moleku¨le 1501 Atome. Sie unterscheiden sich jedoch in den makrokinetischen Daten,
die bei der Strukturgenerierung verwendet wurden. Das erste System, im Folgenden mit
DGEBA/IPD bezeichnet, verwendet die kinetischen Daten fu¨r den Klebstoff ohne Fu¨ll-
stoffe und beinhaltet keine Effekte durch die Diffusionskontrolle. Fu¨r das zweite System,
Abbildung 5.3: Chemische Struktur des Epoxidharzes DGEBA (Diglycidylether des Bis-
phenols A)
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Abbildung 5.4: Chemische Struktur des Ha¨rters Isophorondiamin (IPD)
Abbildung 5.5: Relevante Reaktionen fu¨r die Vernetzung von DGEBA und IPD. Die
A
(′)
i bezeichnen die jeweiligen prima¨ren, sekunda¨ren und tertia¨ren Amine.
Quelle: [53]
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im Folgenden mit DGEBA/IPD+FSDK bezeichnet, werden kinetische Daten des Kleb-
stoffs mit Fu¨llstoffen verwendet und die Diffusionskontrolle beru¨cksichtigt. Die Abbildung
5.6 zeigt die verwendeten Kinetikdaten. Dieses System wird dabei als das realistische Mo-
dell des Klebstoffs betrachtet, das DGEBA/IPD–System dient vor allem zum Test der
Simulationsmethode. Am sta¨rkeren Anstieg der Konzentration der sekunda¨ren Amine im
Fall des DGEBA/IPD+FSDK–Systems zu Beginn der Vernetzungsreaktion kann man er-
kennen, dass die Fu¨llstoffe den Ausha¨rtungsvorgang beeinflussen. Die Diffusionskontrolle
fu¨hrt zudem dazu, dass sich nach ihrem Einsetzen die Reaktionen verlangsamen und sich
der Umsatz der Epoxidgruppen im ausgeha¨rteten Klebstoff verringert.
Fu¨r das DGEBA/IPD–System wurde wa¨hrend der Strukturgenerierung der ausgeha¨rtete
Zustand nach einer Ausha¨rtungszeit von ca. 6.9 Tagen erreicht, wobei elf Zwischensta-
dien erzeugt wurden, fu¨r die jeweils zwei bis fu¨nf Vernetzungsreaktionen durchgefu¨hrt
wurden. Insgesamt wurden 87% der Epoxidgruppen umgesetzt und das System entha¨lt
jeweils zehn tertia¨re Amine von jedem Typ. Fu¨r das DGEBA/IPD+FSDK–System ist
der ausgeha¨rtete Zustand nach ca. 31.6 Tagen und neun Zwischenstadien mit je 3 bis 5
Vernetzungsreaktionen erreicht, wobei der Umsatz der Epoxidgruppen 75% betra¨gt. Das
System entha¨lt dabei sieben sekunda¨re (fu¨nf Gruppen von Typ5 A2, zwei vom Typ A
′
2)
und 14 tertia¨re Aminogruppen (fu¨nf davon vom Typ A3).
5.4.2 Polyamid 6
Um die Simulation der Quellung zu u¨berpru¨fen, soll neben dem ausgewa¨hlten Modell-
klebstoff ein weiteres System untersucht werden. Fu¨r das Quellverhalten dieses Systems
sollen, wenn mo¨glich, bereits Literaturwerte aus Experiment und Simulation vorhanden
sein. Zudem soll das System mo¨glichst einfach und gut auf ein Modell fu¨r Computersi-
mulationen abzubilden sein, d.h. mo¨glichst ein lineares Homopolymer mit einer einfachen
chemischen Struktur des Monomers. Zur einfachen Erzeugung der Konfigurationen fu¨r die
Computersimulationen soll das
”
amorphous cell“–Verfahren von Theodorou und Suter [54]
anwendbar sein, also ein a¨hnliches Verfahren, wie es zur Erzeugung der Netzwerke in Kap.
3.2.5 verwendet wurde, wobei keine weitere chemische Vernetzung notwendig sein soll. Die
Bildung eines Netzwerks erfolgt nur durch physikalische Bindungen wie Verschlaufungen
der Polymerkette mit sich selbst. Zuletzt soll die erwartete Wasseraufnahme in einem Be-
reich liegen, der in Computersimulationen bei Systemgro¨ßen von etwa 1000 Atomen gut
untersucht werden kann.
Diese Bedingungen erfu¨llt amorphes Polyamid 6 (PA-6). Die chemische Struktur von PA-6
ist in Abbildung 5.7 dargestellt. Aus PA-6 werden hauptsa¨chlich Kunstfasern hergestellt,
die unter dem Namen Perlon bekannt sind. Außer in Kunstfasern wird PA-6 aufgrund
seiner niedrigen Dichte, der hohen Besta¨ndigkeit gegen Wa¨rme, Abrieb und Chemika-
5fu¨r die Bezeichnung der Gruppen vgl. Abb. 5.5
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Abbildung 5.6: Verlauf der Konzentrationen der reaktiven Spezies, die fu¨r die Vernetzung
der Systeme aus DGEBA und IPD verwendet wurden. Die A
(′)
i bezeichnen
die prima¨ren, sekunda¨ren und tertia¨ren Amine der beiden Aminogruppen
des IPD (vgl. Abb. 5.5). Oben und Mitte: DGEBA/IPD; Unten: DGE-
BA/IPD+FSDK; Die gestrichelten vertikalen Linien zeigen den Zeitpunkt
an, ab dem die Diffusionskontrolle einsetzt. Quelle: [53]
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Abbildung 5.7: Chemische Struktur von Polyamid 6
lien, der geringen Reibung, guter Schwingungsda¨mpfung und der guten Eigenschaften
als Isolator unter anderem fu¨r Zahnra¨der, Lager, Geha¨use, Rohre und Kabelummante-
lungen eingesetzt [55]. Fu¨r die Wasseraufnahme von PA-6 existieren sowohl aus Expe-
rimenten [56] als auch aus Computersimulationen [57] Vergleichswerte in der Literatur.
Die experimentellen Daten aus [56] in Abbildung 5.8 zeigen eine Wasseraufnahme von
PA-6 bei 100% relativer Feuchte zwischen 6 und 12 wt %, abha¨ngig vom Grad der Kris-
tallinita¨t der PA-6 Probe. Eine lineare Extrapolation anhand dieser Daten ergibt einen
Gleichgewichts–Wassergehalt von ca. 15 wt % fu¨r vo¨llig amorphes PA-6. Knopp und Su-
ter [57] finden in Computersimulationen fu¨r amorphes PA-6 bei denselben Bedingungen
einen Gleichgewichts–Wassergehalt von etwas mehr als 20 wt % . Dabei haben sie jedoch,
wie jedoch Eslami und Mu¨ller–Plathe [58] anmerken, als Bedingung fu¨r das Gleichgewicht
nicht die Gleichheit der chemischen Potentiale, sondern lediglich die Gleichheit des Wech-
selwirkungsanteils verwendet. Wenn man die Daten von Knopp und Suter entsprechend
korrigiert, wird im betrachteten Bereich von Wassergehalten (ca. 5 bis 50 wt % Wasser)
kein Gleichgewicht mehr beobachtet.
Fu¨r die Quellungssimulationen an Polyamid 6 wurden von den Projektpartnern am Fraun-
hofer IFAM zehn Strukturen mit dem
”
amorphous cell“–Modul der Software
”
Materials
Studio 4.4“ [33] der Firma Accelrys Software erzeugt. Diese verwendet eine Implementati-
on des Algorithmus von Theodorou und Suter [54], bei der das
”
Scanning“–Verfahren von
Meirovitch [59] fu¨r die Konstruktion des Zufallspfads verwendet wird. Um eine bessere
Statistik zu erreichen, werden zehn unabha¨ngige Strukturen erzeugt. Die Ketten bestehen
aus jeweils 50 Monomereinheiten mit zusammen 953 Atomen.
5.5 Das SPC/E–Wassermodell
Zur Modellierung der Quellung von Klebstoffen fehlt noch ein Modell fu¨r Wasser. Aus
den in Kapitel 6.1.4 beschriebenen Gru¨nden ist es fu¨r die effiziente Bestimmung des
chemischen Potentials vorteilhaft, ein starres Wassermodell zu verwenden. Das PCFF–
Kraftfeld entha¨lt zwar Parameter fu¨r Wasser, allerdings wird dort ein flexibles Was-
sermodell verwendet. In den Quellungssimulationen wird deshalb das
”
simple point
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Abbildung 5.8: Experimentelle Daten fu¨r die Wasseraufnahme von Polyamid 6 abha¨ngig
von der Kristallinita¨t der Probe. Die Datenpunkte stammen aus [56, Tab.
6], die Linie entspricht einem linearen Fit an die Datenpunkte.
charge/extended“–Wassermodell von Berendsen, Grigera und Straatsma [60] verwendet.
Das SPC/E–Wassermodell ist ein starres, nicht polarisierbares Wassermodell mit drei
Wechselwirkungszentren. Die Partialladung des Sauerstoffs betra¨gt -0.8476e, wobei e die
Elementarladung ist. Entsprechend tra¨gt jedes Wasserstoffatom eine Partialladung von
0.4238e. Die Absta¨nde zwischen dem Sauerstoffatom und den Wasserstoffatomen rOH
betragen 1A˚ und der Bindungswinkel αHOH wird auf 109.47
◦ festgelegt. Zwei Wassermo-



















mit LJ–Parametern  = 0.65 kJ mol−1 und σ = 3.166 A˚. Die Summe u¨ber i la¨uft u¨ber
alle Atome im ersten Moleku¨l, die Summe u¨ber j u¨ber die im zweiten. Im LJ–Teil der
Wechselwirkung tritt nur der Abstand rOO′ zwischen den Sauerstoffatomen auf. Wa¨hrend
der MD–Simulationen werden die Bindungsla¨ngen und -winkel mit Hilfe der in LAMMPS
enthaltenen Implementation des SHAKE–Algorithmus [61] konstant gehalten.
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5.5.1 Verwendung des SPC/E-Wassermodells mit dem
PCFF–Kraftfeld
Wie man an der Gl. (5.5.1) erkennen kann, wurde das SPC/E–Wassermodell fu¨r die Ver-
wendung eines LJ–(12,6)–Potentials parametrisiert, wa¨hrend das fu¨r das Polymernetzwerk
verwendete PCFF–Kraftfeld ein LJ–(9,6)–Potential verwendet. Es existiert jedoch nach
meinem Kenntnisstand auch kein anderes starres Wassermodell, das fu¨r ein solches Po-
tential parametrisiert wurde. Versuche, die Bindungsla¨ngen und -winkel eines flexiblen
Wassermodells mit dieser Potentialform konstant zu halten oder fu¨r das SPC/E–Modell
geeignete LJ–Parameter fu¨r ein (9,6)–Potential durch einen Fit an das (12,6)–Potential
zu erhalten, fu¨hrten in Testsimulationen bereits bei reinem, flu¨ssigen Wasser zu großen
Abweichungen in der Dichte.
Als geeignetster Weg, das SPC/E–Wassermodell dennoch zusammen mit dem PCFF–
Kraftfeld verwenden zu ko¨nnen, erwies sich ein Hybridkraftfeld. Dabei werden alle nicht-
bindenden Wechselwirkungen zwischen zum Polymernetzwerk geho¨renden Atomen durch
das LJ–(9,6)–Potential mit den Parametern des PCFF–Kraftfelds beschrieben und alle
Wechselwirkungen zwischen Wassermoleku¨len durch das LJ–(12,6)–Potential mit den Pa-
rametern des SPC/E–Wassermodells. Es verbleiben die Wechselwirkungen zwischen den
Wassermoleku¨len und den Atomen im Polymer, die ebenfalls u¨ber ein LJ–(12,6)–Potential
stattfinden sollen. Die dafu¨r beno¨tigten LJ–Parameter der Atome im Polymer fu¨r das
(12,6)–Potential werden einem dritten Kraftfeld entnommen, fu¨r die Wassermoleku¨le wer-
den die Parameter  und σ des SPC/E–Wassermodells verwendet. Fu¨r die Kombination
der LJ–Parameter werden die Mischungsregeln des Kraftfelds verwendet, aus dem die
fehlenden LJ–Parameter entnommen wurden.
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6 Bestimmung des chemischen
Potentials aus Computersimulationen
Fu¨r das in Kapitel 7 beschriebene Verfahren zur Simulation der Quellung ist es no¨tig, das
chemische Potential von Wasser in verschiedenen Systemen effizient bestimmen zu ko¨nnen.
Dazu wird in dieser Arbeit ein Verfahren verwendet, das auf einer Modifikation der ver-
breitetsten Methode zur Bestimmung des chemischen Potentials nach Widom [1] durch
Do¨mo¨to¨r und Hentschke [2] basiert. In diesem Kapitel werden zuerst in Abschnitt 6.1
die Grundlagen der Methode von Widom und die auftretenden Schwierigkeiten bei ihrer
Anwendung auf Systeme mit a¨hnlichen Dichten wie die untersuchten Polymernetzwerke
beschrieben, bevor in Abschnitt 6.2 die Modifikationen beschrieben werden, mit denen die
Widom–Methode bei hohen Dichten effizienter werden soll. In Kap. 6.3 wird ein Verfahren
diskutiert, nach dem die Fehlerangaben der Messwerte fu¨r die chemischen Potentiale be-
stimmt werden. Abschließend wird in Abschnitt 6.4 ein U¨berblick u¨ber andere Verfahren
zur Bestimmung von chemischen Potentialen gegeben.
6.1 Die Widom–Methode
Die am ha¨ufigsten verwendete Methode zur Messung des chemischen Potentials ist die
Widom–Methode, die unabha¨ngig voneinander von Widom [1] und von Jackson und
Klein [3] erfunden wurde. Sie misst das chemische Potential eines Teilchens in einem be-
liebigen System, indem ein zusa¨tzliches Teilchen an einer zufa¨lligen Stelle in das System
eingesetzt und die A¨nderung der potentiellen Energie des Systems durch das Einsetzen
bestimmt wird. Anschließend wird das Teilchen wieder entfernt und der Vorgang an an-
derer Stelle wiederholt. Diese virtuellen Teilchen werden Geisterteilchen oder Testteilchen
genannt und die Widom–Methode daher auch als
”
test particle insertion“–Methode be-
zeichnet. In diesem Abschnitt wird diese Methode zuerst am Beispiel des chemischen
Potentials eines einkomponentigen Systems aus Teilchen ohne innere Freiheitsgrade im
kanonischen Ensemble beschrieben und diskutiert. Fu¨r die Vorhersage der Quellung von
Klebstoffen in Kapitel 7 muss das chemische Potential von Wasser, einem Moleku¨l mit
inneren Freiheitsgraden, in einem System aus vielen verschiedenen Komponenten, den
verschiedenen Bestandteilen des Klebstoffs und den bereits im Klebstoff enthaltenen Was-
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sermoleku¨len, im NPT–Ensemble bestimmt werden. Da die Grundidee, das Vorgehen bei
der Herleitung und die zentrale Problematik bei der Anwendung bei hohen Dichten in
beiden Fa¨llen dieselben sind, erfolgt deren Diskussion zur besseren Versta¨ndlichkeit zu-
erst detailliert anhand des vereinfachten Systems. Anschließend wird das Vorgehen bei der
Verallgemeinerung der Methode auf den fu¨r die Quellung interessanten Fall beschrieben.
Der Grundgedanke der Widom–Methode besteht darin, dass in der Definition des che-
mischen Potentials µ als Ableitung der freien Energie F nach der Teilchenzahl N bei







die Ableitung nach der Teilchenzahl na¨herungsweise durch die A¨nderung der freien Energie
beim Hinzufu¨gen eines Teilchens zum System gegeben ist.
µ ≈ F (N + 1, V, T )− F (N, V, T ) (6.1.2)
Mit F (N, V, T ) = −kBT lnQN,V,T , wobei QNV T die Zustandssumme des Systems im ka-
nonischen Ensemble ist, erha¨lt man




und mit QN,V,T aus Gl. (4.4.3)






∫ ·· · ∫ d3(N+1)r d3(N+1)p exp (−βE)∫ ·· · ∫ d3Nr d3Np exp (−βE)
]
. (6.1.4)
Schreibt man die Energie E als





~p2i + U (~r1, . . . , ~rn) , (6.1.5)
zerfallen die Zustandssummen in Gl. (6.1.4) in zwei Teile






∫ ·· · ∫ d3(N+1)p exp(−β (∑N+1i=1 12m~p2i))∫ ·· · ∫ d3Np exp(−β (∑Ni=1 12m~p2i))∫ ·· · ∫ d3(N+1)r exp (−βU (~r1, . . . , ~rN+1))∫ ·· · ∫ d3Nr exp (−βU (~r1, . . . , ~rN))
]
. (6.1.6)
Die Integrale u¨ber die Impulse ko¨nnen als Produkte u¨ber N bzw. N + 1 unabha¨ngige
Integrale u¨ber die ~pi geschrieben werden, wodurch sich dann die ersten N Integrale aus
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nach [4, Gl. 3.461.2]
= (2pimkBT )
3/2 (6.1.7)
u¨brig bleibt. Setzt man dieses Ergebnis in Gl. (6.1.6) ein, erha¨lt man







)3/2 ∫ ·· · ∫ d3(N+1)r exp (−βU (~r1, . . . , ~rN+1))∫ ·· · ∫ d3Nr exp (−βU (~r1, . . . , ~rN))
]
, (6.1.8)
wobei der Vorfaktor durch die thermische Wellenla¨nge ΛT =
√
2piβ~2/m, die mittlere
De-Broglie–Wellenla¨nge eines Teilchens bei der Temperatur T , ersetzt werden kann.






∫ ·· · ∫ d3(N+1)r exp (−βU (~r1, . . . , ~rN+1))∫ ·· · ∫ d3Nr exp (−βU (~r1, . . . , ~rN))
]
(6.1.9)
Nun wird angenommen, dass die potentielle Energie des Systems aus N + 1 Teilchen als
Summe
U (~r1, . . . , ~rN+1) = U (~r1, . . . , ~rN) + ∆UN+1 (~r1, . . . , ~rN , ~rN+1) (6.1.10)
aus der potentiellen Energie U (~r1, . . . , ~rN) eines Systems mit N Teilchen an den Orten
~r1, . . . , ~rN und der potentiellen Energie ∆UN+1 (~r1, . . . , ~rN , ~rN+1) eines (N + 1)-ten Teil-
chens an der Stelle ~rN+1 geschrieben werden kann. Damit la¨sst sich das Verha¨ltnis der
Integrale u¨ber die Teilchenpositionen in Gl. (6.1.9) als
∫ ·· · ∫ d3(N+1)r exp (−βU (~r1, . . . , ~rN+1))∫ ·· · ∫ d3Nr exp (−βU (~r1, . . . , ~rN))
=
∫ ·· · ∫ d3Nr exp (−βU (~r1, . . . , ~rN)) ∫ d~rN+1 exp (−β∆UN+1 (~r1, . . . , ~rN , ~rN+1))∫ ·· · ∫ d3Nr exp (−βU (~r1, . . . , ~rN))
(6.1.11)
schreiben. Dieser Ausdruck ist aber nach den Gl. (2.2.4), (4.4.2) und (4.4.3) der Ensem-
blemittelwert des Integrals u¨ber ~rN+1. Fu¨r das chemische Potential µ bedeutet dies:







d~rN+1 exp (−β∆UN+1 (~rN+1))
〉]
(6.1.12)
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Das chemische Potential µid des idealen Gases
1 ist nach dieser Gleichung im Grenzwert
großer Teilchenzahlen2 N durch







gegeben. Dieses Resultat erlaubt es, das chemische Potential als Summe aus einem Beitrag
des idealen Gases µid und einem Beitrag der Wechselwirkung µex schreiben, indem man
den Ausdruck fu¨r das chemische Potential in Gl. (6.1.12) mit V erweitert.












d~rN+1 exp (−β∆UN+1 (~rN+1))
〉]
(6.1.15)
Der Wechselwirkungsanteil kann nun mit Hilfe von Computersimulationen bestimmt wer-
den. Dazu wird zuerst eine MD–Simulation eines Systems mit N Teilchen bei konstantem
Volumen V und konstanter Temperatur T durchgefu¨hrt. Wa¨hrend dieser Simulation wer-
den in regelma¨ßigen Intervallen die Positionen aller Teilchen zu diesem Zeitpunkt fu¨r
die spa¨tere Bestimmung des chemischen Potentials gespeichert. Im Anschluss an die Si-
mulationen wird in jede der insgesamt K gespeicherten Konfigurationen insgesamt M -
mal ein Testteilchen an eine zufa¨llige Position ~rk,m eingesetzt, dessen potentielle Energie
∆U
(k)
N+1 (~rk,m) bestimmt und anschließend wieder entfernt. Fu¨r genu¨gend viele Konfigura-
tionen K und Einsetzungen M gilt dann:













6.1.1 Die Widom–Methode bei hohen Dichten
Der Aufwand bei der Berechnung des chemischen Potentials nach der Widom-Methode
steigt mit steigender Dichte des zu untersuchenden Systems stark an, da sich das Konver-
genzverhalten des Wechselwirkungsbeitrags zum chemischen Potential nach Gl. (6.1.16)
verschlechtert und immer mehr Konfigurationen und Einsetzungen beno¨tigt werden. Um
dies zu verstehen, muss man die Beitra¨ge der einzelnen Einsetzungen zu der Doppelsumme
in Gl. (6.1.16) genauer betrachten. Die potentiellen Energien ∆U der eingesetzten Teil-
chen unterscheiden sich je nach deren Lage relativ zu den anderen Teilchen sehr stark. Da
die Position des einzusetzenden Teilchens zufa¨llig gewa¨hlt wird, kann es passieren, dass
es sehr nah an einem anderen Teilchen platziert wird, so dass durch den abstoßenden Teil
der LJ–Wechselwirkung ∆U einen sehr großen, positiven Wert annehmen wird. Wird es
1exp (−β∆UN+1) ≡ 1 und damit
∫
d~rN+1 exp (−β∆UN+1 (~rN+1)) = V
2N + 1 ≈ N
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Abbildung 6.1: Abha¨ngigkeit des Faktors exp (−βULJ (r)) vom Abstand r zwischen zwei
LJ–Teilchen bei T = 1. Die eingefu¨gte Graphik ist eine logarithmische
Darstellung des Abstandsbereichs zwischen 0.55σ und σ.
dagegen zufa¨llig an einer energetisch gu¨nstigen Stelle eingesetzt, wird der Wert von ∆U
negativ sein. Der Beitrag einer einzelnen Einsetzung zur Doppelsumme in Gl. (6.1.16)
ha¨ngt zudem exponentiell von der potentiellen Energie ∆U ab, wodurch die Unterschiede
in der potentiellen Energie zwischen den Einsetzungen zu noch gro¨ßeren Unterschieden
in den Beitra¨gen zur Summe fu¨hren. Gibt man die Energie in Einheiten von kBT an, ist
z.B. der Beitrag einer Einsetzung mit ∆U = −kBT zur Doppelsumme ungefa¨hr 60000
mal gro¨ßer als der einer Einsetzung mit ∆U = 10 kBT und ungefa¨hr 10
300 mal gro¨ßer als
der einer Einsetzung mit ∆U = 690 kBT . Umgerechnet auf die Wechselwirkung zwischen
zwei Teilchen, die u¨ber ein LJ-(12,6)-Potential wechselwirken, entsprechen diese poten-
tiellen Energien bei einer Temperatur T = 1 in LJ-Einheiten in der obigen Reihenfolge
Absta¨nden von ca. 1.12σ, 0.88σ und 0.65σ. Abbildung 6.1 veranschaulicht, wie stark der
Beitrag zur Doppelsumme vom Abstand zum na¨chstgelegenen Teilchen abha¨ngt.
Bei sehr geringen Dichten werden nur sehr wenige Teilchen sehr nahe an anderen Teil-
chen eingesetzt, der gro¨ßte Teil der Einsetzungen wird in relativ großen Absta¨nden vom
na¨chstgelegenen Teilchen erfolgen. Dadurch haben die meisten Einsetzungen relativ a¨hn-
liche Werte fu¨r ∆U und damit vergleichbare Beitra¨ge zur Doppelsumme in Gl. (6.1.16),
wodurch der Wert von µex schnell konvergiert. Bei hohen Dichten dagegen werden die
meisten der Einsetzungen sehr nahe an anderen Teilchen erfolgen, wodurch ihr ∆U sehr
groß und ihr Beitrag zur Doppelsumme sehr klein wird. Fu¨r diese Systeme setzt sich
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Abbildung 6.2: Die Abbildung illustriert das Problem der Widom–Methode bei hohen
Dichten. Die Bilder zeigen zwei Simulationsschachteln bei unterschied-
licher Dichte. Die Teilchen in den beiden Schachteln werden durch die
großen Kreise repra¨sentiert. Die kleinen Kreise sollen die Positionen dar-
stellen, an denen nach der Widom–Methode Testteilchen zur Bestimmung
des chemischen Potentials eingesetzt wurden. Die Kreise mit heller Fu¨llung
entsprechen dabei Einsetzungen, die zu nah an den Teilchen in der Box
eingesetzt wurden, so dass ihr Beitrag zur Doppelsumme in Gl. (6.1.16)
vernachla¨ssigbar klein ist. Kreise mit dunkler Fu¨llung entsprechen Einset-
zungen an energetisch gu¨nstigen Stellung und tragen signifikant zur Dop-
pelsumme bei. Mit steigender Dichte sinkt der Anteil dieser Einsetzungen
an den gesamten Einsetzungen deutlich.
der Wert der Doppelsumme praktisch nur aus den wenigen Einsetzungen zusammen, die
zufa¨llig in einen der wenigen Hohlra¨ume zwischen den Teilchen erfolgen, die groß genug
fu¨r das eingesetzte Teilchen sind. Da diese Hohlra¨ume aber nicht in jeder Konfiguration
auftreten und nur einen kleinen Anteil am Simulationsvolumen stellen, werden mit der
Widom–Methode bei hohen Dichten sehr viele Einsetzungen und Konfigurationen beno¨-
tigt, um genu¨gend von diesen Einsetzungen fu¨r eine ausreichende Konvergenz der Gl.
(6.1.16) zu erhalten. Dies fu¨hrt typischerweise zu einem Konvergenzverhalten, wie es in
Abb. 6.3 dargestellt ist. Sie stellt dar, welchen Wert man fu¨r µex erha¨lt, wenn dessen
Berechnung lediglich anhand der ersten Ni der KM Einsetzungen erfolgt. Dazu wird der
Normierungsfaktor 1/KM in Gl. (6.1.16) durch 1/Ni ersetzt und die Summation erfolgt
nur u¨ber die ersten Ni Einsetzungen. Das gezeigte Verhalten kann folgendermaßen erkla¨rt
werden: Nur wenige Testteilchen werden an energetisch gu¨nstigen Stellen eingesetzt und
tragen nennenswert zur Doppelsumme in Gl. (6.1.16) bei. Bei jeder dieser Einsetzungen
tritt ein Sprung im Wert des chemischen Potentials auf. Die Bereiche zwischen diesen
Spru¨ngen entsprechen vielen Einsetzungen an energetisch ungu¨nstigen Stellen, die den
Wert der Doppelsumme praktisch nicht vera¨ndern. In diesen Bereichen ist der Wert der
Summe praktisch konstant, mit den zusa¨tzlichen Einsetzungen a¨ndert sich lediglich Ni




Abbildung 6.3: Beispiel fu¨r das typische Konvergenzverhalten bei der Bestimmung des
Exzessanteils µex des chemischen Potentials bei hohen Dichten u¨ber die
Gl. (6.1.16). Gezeigt ist der Wert fu¨r µex, den man erha¨lt, wenn nur die
ersten Ni der KM Einsetzungen beru¨cksichtigt werden.
und daher verha¨lt sich µex in diesen Bereichen wie lnNi.
In Abschnitt 6.2 wird die in dieser Arbeit verwendete Modifikation der Widom–Methode
beschrieben, die die Bestimmung des chemischen Potentials bei hohen Dichten effizien-
ter macht, indem diese Hohlra¨ume identifiziert und anschließend die Einsetzungen der
Testteilchen auf diese Hohlra¨ume konzentriert werden. Weitere in der Literatur verwen-
dete Ansa¨tze zur Messung des chemischen Potentials werden in Abschnitt 6.4 vorgestellt.
Zuerst werden jedoch noch die A¨nderungen besprochen, die im Vergleich zum bisher ver-
wendeten vereinfachten System no¨tig sind, um mit der Widom–Methode das chemische
Potential von Wasser in Polymernetzwerken bestimmen zu ko¨nnen.
6.1.2 Mehrkomponentige Systeme
Falls das System statt aus einer aus mehreren, verschiedenen Komponenten besteht, ist
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gegeben, wobei Ni die Anzahl der Teilchen ist, die zur i-ten Komponente geho¨ren. Dies
entspricht der Gl. (6.1.1) im Fall des einkomponentigen Systems, wobei in diesem Fall nach
der Anzahl der Teilchen der k-ten Komponente abgeleitet wird, wa¨hrend die Anzahl der
Teilchen der u¨brigen Komponenten konstant gehalten wird. Die weitere Rechnung verla¨uft
weitgehend analog zum einkomponentigen Fall; es wird nun der Unterschied zwischen ei-
nem System mit Nk und einem mit Nk + 1 Teilchen der k-ten Komponente betrachtet.
Die verschiedenen Komponenten im System treten in der Rechnung nur dadurch auf, dass
sich der Vorfaktor der Zustandssumme in Gleichung (4.4.3) a¨ndert. Da Teilchen unter-
schiedlicher Spezies voneinander unterschieden werden ko¨nnen, wird der Faktor 1/N ! zu
1/(ΠiNi!) und man erha¨lt verschiedene thermische Wellenla¨ngen ΛT,i fu¨r die verschiede-
nen Komponenten. Dies betrifft nur den idealen Anteil des chemischen Potentials, der fu¨r
die k-te Komponente durch







gegeben ist. Es kann dabei nicht in jedem Fall analog zur Herleitung der Gl. (6.1.13) im
einkomponentigen Fall die Na¨herung Nk+1 ≈ Nk eingesetzt werden, da auch bei Systemen
mit großer Gesamtteilchenzahl N =
∑
iNi die Zahl der Teilchen der Komponente, fu¨r die
das chemische Potential bestimmt werden soll, klein sein kann. Ein Beispiel fu¨r einen
solchen Fall, der im Kontext dieser Arbeit interessant ist, ist das chemische Potential von
Wasser in Klebstoff, wenn dieser noch kein oder nur sehr wenig Wasser entha¨lt.
6.1.3 NPT-Ensemble



















und G = −kBT lnQN,P,T folgt nach analoger Rechnung zu der Herleitung der Gl. (6.1.15)
fu¨r das chemische Potential im NPT -Ensemble [5]:












d~rN+1 exp (−β∆UN+1 (~rN+1))
〉]
(6.1.21)
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6.1.4 Chemisches Potential von Moleku¨len
Im Fall von Wasser soll nicht mehr wie bisher das chemische Potential eines Punktteil-
chens berechnet werden, sondern das chemische Potential eines Moleku¨ls, das durch die
Angabe einer Position nicht vollsta¨ndig beschrieben wird, sondern zudem innere Frei-
heitsgrade besitzt. Fu¨r die Beschreibung eines Wassermoleku¨ls sind z.B. zusa¨tzlich sechs
weitere Koordinaten no¨tig. Eine mo¨gliche Wahl ist die Angabe der Verbindungsvektoren
vom Sauerstoffatom zu den Wasserstoffatomen zusa¨tzlich zur Angabe der Position des
Sauerstoffatoms in der Box. Fu¨r die vollsta¨ndige Beschreibung eines Systems aus Teilchen
mit inneren Freiheitsgraden ist daher fu¨r jedes Teilchen neben Position ~ri und Impuls ~pi




~r1, ~r2, . . . , ~rN , ~p1, ~p2, . . . , ~pN , ~s1, ~s2, . . . , ~sN , ~˙s1, ~˙s2, . . . ~˙sN
)
(6.1.22)
gegeben. U¨ber das entsprechend ho¨herdimensionale Phasenraumvolumenelement dΓ wer-
den die zusa¨tzlichen Koordinaten in der Zustandssumme beru¨cksichtigt und ko¨nnen damit
bei der Berechnung des chemischen Potentials nach der Widom-Methode beru¨cksichtigt
werden. Ist die Wechselwirkung zwischen den Teilchen nur von den ~ri und ~si und die
kinetische Energie nur von den ~pi und ~˙si abha¨ngig, kann das chemische Potential wieder
in einen idealen und einen Exzessanteil aufgespalten werden. Fu¨r letzteren nimmt man
nun analog zum System aus Punktteilchen an, dass die potentielle Energie des Systems
in der Form
UN+1 (~r1, . . . , ~rN+1, ~s1, . . . , ~sN+1) = UN (~r1, . . . , ~rN , ~s1, . . . , ~sN) + Us (~sN+1)
+ ∆UN+1 (~r1, . . . , ~rN+1, ~s1, . . . , ~sN+1) (6.1.23)
geschrieben werden kann, wobei Us (~sN+1) den Teil der potentiellen Energie bezeichnet,
der nur von den inneren Freiheitsgraden des Testmoleku¨ls abha¨ngt4. Fu¨r den Wechselwir-
kungsanteil des chemischen Potential im NPT–Ensemble erha¨lt man nun




∫ ·· · ∫ d~sN+1 ρs (~sN+1)〉〈∫
· · ·
∫
d~rNk+1 d~sN+1 ρs (~sN+1) exp (−β∆UN+1 (~rN+1, ~sN+1))
〉]
, (6.1.24)
wobei ρs (~sN+1) ∝ exp (−βUs (~sN+1)) die Wahrscheinlichkeit fu¨r die durch ~sN+1 gegebene
Moleku¨lkonfiguraton angibt. Die genauen Normierungsfaktoren ha¨ngen an dieser Stelle
von der Wahl der Koordinaten ab. Um das Integral effizient berechnen zu ko¨nnen, sollten
3Die Dimension dieses Vektors kann fu¨r jedes Teilchen verschieden sein.
4z.B. von Bindungsla¨ngen oder Bindungswinkeln
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die ~sN+1 mo¨glichst direkt gema¨ß der Verteilung ρs (~sN+1) erzeugt werden. Um die zusa¨tz-
liche Komplexita¨t des Integrals in Gl. (6.1.24) durch die zusa¨tzlichen Freiheitsgrade zu
reduzieren, wird in den Simulationen zur Quellung von Klebstoffen mit dem in Abschnitt
5.5 vorgestellten SPC/E–Wassermodell ein starres Wassermodell, d.h. ein Wassermodell,
in dem die Bindungsla¨ngen und -winkel konstant gehalten werden, eingesetzt, wodurch
das Integral in Gl. (6.1.24) nur noch sechs- statt neun-dimensonal ist.
Beschreibt man die Position eines solchen starren Wassermoleku¨ls durch den Ort des
Sauerstoff–Atoms ~rO und seine Orientierung durch Euler’sche Winkel φ, θ, ψ [6, §35], ver-
einfacht sich Gl. (6.1.24) zu



















dψ ist. Wird die Orientierung des Wassermole-
ku¨ls zufa¨llig und gleichverteilt gewa¨hlt, erha¨lt man als analogen Ausdruck zur Gl. (6.1.16)
fu¨r die numerische Lo¨sung von Gl. (6.1.25)










exp [−β∆U (~rO,m, φm, θm, ψm)]
) , (6.1.26)
wobei Vk das Volumen der k-ten Konfiguration ist. Bei Verwendung eines starren Was-
sermodells kann mit Hilfe dieser Gleichung prinzipiell der Wechselwirkungsanteil des che-
mischen Potentials von Wasser in einem beliebigen System bestimmt werden. Allerdings
besteht weiterhin das beschriebene Problem der Ineffizienz der Widom–Methode bei hohen
Dichten.
Der ideale Anteil zum chemischen Potential im Fall des starren SPC/E–Wassermodells
kann nach [2] als Summe aus einem Beitrag der Translation der Moleku¨le







analog zur Gl. (6.1.13) und einem Beitrag der Rotation der Moleku¨le um ihren Schwer-
punkt








geschrieben werden. Die Ii bezeichnen dabei die drei Haupttra¨gheitsmomente des Was-
sermoleku¨ls im SPC/E–Modell.
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6.2 Beschleunigung der Widom–Methode bei hohen
Dichten
6.2.1 Gittersuchverfahren
In Abschnitt 6.1.1 wurde erla¨utert, dass bei der Bestimmung des chemischen Potentials
mit der Widom–Methode effektiv nur ein kleiner Anteil der Einsetzungen zum endgu¨lti-
gen Resultat beitra¨gt. Dies sind die Einsetzungen, die in einen der Hohlra¨ume im System
erfolgen, die groß genug sind, dass das darin eingesetzte Testteilchen eine niedrige poten-
tielle Energie hat. Bei hohen Dichten werden die meisten Testteilchen jedoch zu nahe an
anderen Teilchen eingesetzt und haben eine entsprechend hohe potentielle Energie, wo-
durch der Beitrag der Einsetzung zum chemischen Potential vernachla¨ssigbar gering wird.
In dieser Arbeit wird zur Berechnung der chemischen Potentiale eine modifizierte Widom–
Methode verwendet, die in einem ersten Schritt die Hohlra¨ume im Simulationsvolumen
mittels eines Gittersuchverfahrens identifiziert und anschließend das chemische Potential
analog zur Widom–Methode bestimmt, wobei allerdings nun die Einsetzungen der Test-
teilchen auf die identifizierten Hohlra¨ume konzentriert werden. Dieses Verfahren wurde
von Do¨mo¨to¨r und Hentschke entwickelt [2] und zur Bestimmung des Quellungsgrads eines
idealisierten Modells eines Polymernetzwerks aus einem Epoxidharz (Diglycidylether des
Bisphenols A) und einem Diamin als Ha¨rter eingesetzt [7].
Zur Identifikation der Hohlra¨ume wird jede Konfiguration k in Z3 quaderfo¨rmige Zellen








ak,i~ei zi = 1, 2, . . . , Z (6.2.1)
liegen sollen, wobei die ak,i = Lk,i/N die Absta¨nde zwischen den Mittelpunkten benach-
barter Zellen in i-Richtung, Lk,i die Kantenla¨nge der Simulationsbox in i-Richtung und ~ei
ein Einheitsvektor in i–Richtung sind. Im na¨chsten Schritt werden mit folgenden Verfah-
ren jene Gitterzellen identifiziert, in denen sich die gesuchten Hohlra¨ume befinden. In jede
der Z3 Zellen werden maximal zwo¨lf Testmoleku¨le einzeln eingesetzt, wobei sich jeweils
das Sauerstoffatom im Zentrum der Zelle befindet und die Orientierung der Testmoleku¨le
gema¨ß Tabelle 6.1 gewa¨hlt wird. Fu¨r jedes Testmoleku¨l wird die A¨nderung der potentiellen
Energie des Systems ∆U bestimmt. Erfu¨llt dieses ∆U das Kriterium
e−β∆U ≥ ε (6.2.2)
fu¨r einen vorher gewa¨hlten, festen Wert des Parameters ε, werden die Indizes z1, z2, z3
der Zelle in einer Liste gespeichert. Ist das Kriterium nicht erfu¨llt, wird das Verfahren fu¨r
dieselbe Zelle mit der na¨chsten Orientierung nach Tab. 6.1 wiederholt. Nachdem jede Zelle
auf diese Weise getestet wurde, verfu¨gt man u¨ber eine Liste von Nh der Z
3 Zellen, die als
















Tabelle 6.1: Liste der verwendeten Orientierungen der Testmoleku¨le im Gittersuchverfah-
ren. Die Atome im Wassermoleku¨l liegen in einer Ebene parallel zur angege-
benen Ebene, der Vektor ~rOH1 + ~rOH2 zeigt in die angegebene Richtung.
Hohlra¨ume identifiziert wurden, d.h. fu¨r diese Zelle ist fu¨r mindestens eine Orientierung
das Kriterium aus Gl. (6.2.2) erfu¨llt.
Im na¨chsten Schritt werden nun wie bei der normalen Widom–Methode Testmoleku¨le in
das System eingesetzt. Dabei wird aber nun angenommen, dass der Beitrag einer Einset-
zung, die in eine der Zellen erfolgt, die nicht als Hohlraum identifiziert wurden, in jedem
Fall so klein ist, dass er vernachla¨ssigt werden kann. Daher kann auf die Einsetzung
von Testteilchen in diese Zellen verzichtet werden und man kann sich darauf beschra¨n-
ken, die Testmoleku¨le in jene Zellen einzusetzen, die als Hohlraum identifiziert wurden.
In jede dieser Nh Zellen werden nun jeweils Mh Testmoleku¨le eingesetzt, wobei nun —
im Gegensatz zur Gittersuche, bei der das Sauerstoffatom immer im Zentrum der Zel-
le platziert wurde und nur zwo¨lf Orientierungen mo¨glich waren — das Sauerstoffatom
an einer zufa¨lligen Stelle ~rO,m innerhalb der Zelle eingesetzt wird und die Orientierung
des Moleku¨ls zufa¨llig aus allen mo¨glichen Orientierungen gewa¨hlt wird. In der Simula-
tion wird dies dadurch realisiert, dass zuerst ein Wassermoleku¨l erzeugt wird, dessen
Atome sich an den Positionen ~rO = 0, ~rH1 = rOH (cos (αHOH/2) , sin (αHOH/2) , 0) und
~rH2 = rOH (cos (αHOH/2) ,− sin (αHOH/2) , 0) befinden, wobei rOH die La¨nge der Bindun-
gen und αHOH den Bindungswinkel bezeichnen. Dann wird eine zufa¨llige Orientierung
festgelegt, indem Euler-Winkel φ, θ, ψ zufa¨llig und gleichverteilt aus dem Intervall [0, 2pi]
fu¨r φ und ψ bzw. [0, pi] fu¨r θ gezogen werden. Das einzusetzende Moleku¨l wird daraufhin
in die entsprechende Orientierung gebracht, in dem die Ortsvektoren ~rH1 und ~rH2 der
Wasserstoffatome mit der den Euler-Winkeln φ, θ, ψ entsprechenden Drehmatrix cosφ cosψ − sinφ cos θ sinψ sinφ cosψ + cosφ cos θ sinψ sin θ sinψ− cosφ sinψ − sinφ cos θ cosψ − sinφ sinψ + cosφ cos θ cosψ sin θ cosψ
sinφ sin θ − cosφ sin θ cos θ
 (6.2.3)
multipliziert werden. Anschließend wird noch ein Vektor innerhalb der aktuell untersuch-
ten Zelle zufa¨llig bestimmt und das einzusetzende Moleku¨l als Ganzes um diesen Vektor
verschoben. Dabei ist anzumerken, dass sich eines oder beide der Wasserstoffatome auch
außerhalb der untersuchten Zelle befinden ko¨nnen, lediglich das Sauerstoffatom befindet
sich immer innerhalb der Zelle. Nun wird die A¨nderung der potentiellen Energie ∆U des
6.2 Beschleunigung der Widom–Methode bei hohen Dichten 127
Abbildung 6.4: Die Abbildung illustriert das Vorgehen beim eingesetzten Gittersuchver-
fahren. Die verwendeten Symbole haben dieselben Bedeutungen wie in
Abbildung 6.2. Die linke Abbildung zeigt die auf den Gitterpunkten ein-
gesetzten Testteilchen. In der rechten Abbildung wird gezeigt, wie an-
schließend bei der Messung des chemischen Potentials die Einsetzungen
auf die als Hohlra¨ume identifizierten Zellen konzentriert werden, wodurch
der Anteil an Einsetzungen, die zur Doppelsumme in Gl. (6.1.16) bzw.
(6.2.7) beitragen, im Vergleich zur einfachen Widom–Methode in Abbil-
dung 6.2 steigt.
Systems durch das Einsetzen des Testmoleku¨ls bestimmt, das Testmoleku¨l anschließend
wieder entfernt und das na¨chste Testmoleku¨l eingesetzt. Dies geschieht Mh-mal fu¨r jede
der Nh–Zellen, die das Kriterium fu¨r Hohlra¨ume erfu¨llen.
Nun fehlt noch ein analoger Ausdruck zur Gl. (6.1.26) fu¨r den Wechselwirkungsanteil des
chemischen Potentials, der das vera¨nderte Verfahren bei der Einsetzung der Testmoleku¨le
beru¨cksichtigt. Denn die Einsetzungen erfolgen bei diesem Verfahren nicht mehr an jeder
Position mit gleicher Wahrscheinlichkeit wie bei der einfachen Widom–Methode, sondern
es werden bewusst mehr Teilchen in die Bereiche um die Hohlra¨ume eingesetzt als in ande-
re Bereiche. Um dies zu beru¨cksichtigen, kann man sich in einem ersten Schritt vorstellen,
dass die M Einsetzungen fu¨r jede Konfiguration in Gl. (6.1.26) so erfolgen, dass in jede der
Z3 Zellen genau Mz = M/Z
3 Einsetzungen erfolgen. Wenn die Positionen der eingesetzten
Moleku¨le fu¨r jede einzelne Zelle gleichverteilt gewa¨hlt werden, folgt auch die Gesamtheit
der M Einsetzungen weiterhin einer Gleichverteilung und der Wechselwirkungsanteil µex
des chemischen Potentials ist weiterhin durch










exp [−β∆U (~rO,m, φm, θm, ψm)]
) (6.2.4)
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wobei Vz,k das Volumen der Zellen bezeichnet, in die die k-te Konfiguration unterteilt
wird. Außerdem kann die Summe u¨ber die M Einsetzungen nun in eine Doppelsumme
u¨ber die Z3 Zellen und die Mz Einsetzungen in jede Zelle aufgespalten werden, wodurch
sich µex als












exp [−β∆U (~rO,m, φm, θm, ψm)]
) (6.2.6)
schreiben la¨sst. Bei der Kombination des Gittersuchverfahrens mit der Widom–Methode
wurde angenommen, dass die Beitra¨ge aller Einsetzungen in die Zellen, die das Kriterium
fu¨r Hohlra¨ume in Gl. (6.2.2) nicht erfu¨llen, vernachla¨ssigt werden ko¨nnen. Bezogen auf
die Gl. (6.2.6) bedeutet dies, dass alle Summanden in der Summe u¨ber die Zellen als null
angenommen werden, fu¨r die die jeweilige Zelle das Kriterium nicht erfu¨llt. Streicht man
diese Beitra¨ge aus der Summe und identifiziert Mz mit der Anzahl der Einsetzungen pro
Hohlraum Mh, so ergibt sich fu¨r die Kombination aus Gittersuchverfahren und Widom–
Methode folgender Ausdruck fu¨r den Wechselwirkungsanteil des chemischen Potentials
von Wasser im NPT–Ensemble:












exp [−β∆U (~rO,m, φm, θm, ψm)]

(6.2.7)
Die Gro¨ße des Fehlers durch die Nichtberu¨cksichtigung derjenigen Zellen, die das Krite-
rium in Gl. (6.2.2) nicht erfu¨llen, ha¨ngt offensichtlich von der Wahl der Parameter der
Gittersuchmethode ab. Die Anzahl der Gitterpunkte Z3 und damit die Auflo¨sung der
Gittersuche muss genu¨gend hoch sein, um zuverla¨ssig alle Bereiche der Konfigurationen
zu erkennen, die messbar zum chemischen Potential beitragen. Ebenfalls darf der Schwel-
lenwert ε im Kriterium des Gittersuchverfahrens nicht so hoch sein, dass Zellen verworfen
werden, obwohl ihr Beitrag nicht vernachla¨ssigbar gewesen wa¨re. Andererseits erho¨ht sich
der Rechenaufwand fu¨r die Gittersuche mit einer ho¨heren Auflo¨sung des Gitters und der
Aufwand fu¨r die Berechnung des chemischen Potentials mit jeder zusa¨tzlichen Zelle, die bei
den Einsetzungen beru¨cksichtigt wird. Es muss daher ein optimaler Kompromiss aus dem
Fehler durch die Na¨herung und dem no¨tigen Rechenaufwand gefunden werden. Do¨mo¨to¨r
und Hentschke [2] haben die Genauigkeit der Methode in Abha¨ngigkeit von diesen Para-
metern untersucht und fanden heraus, dass der optimale Bereich fu¨r die Gitterauflo¨sung
im Bereich von 0.5 bis 1A˚ liegt und dass der erhaltene Wert fu¨r das chemische Potential
fu¨r ε . 1 weitgehend unabha¨ngig von ε ist.
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6.2.2 Nachbarschaftslisten
Da fu¨r jede der untersuchten Konfigurationen sehr viele Einsetzungen erfolgen, ohne dass
sich die Positionen der u¨brigen Atome im System vera¨ndern, lohnt es sich, Konzepte
a¨hnlich der fu¨r MD–Simulationen in Abschnitt 2.4.4 vorgestellten Nachbarschaftslisten
einzufu¨hren, in der die in Frage kommenden Wechselwirkungspartner gespeichert sind.
Dort wurden zwei Typen von Nachbarschaftslisten verwendet: Verletlisten, die fu¨r jedes
Teilchen seine mo¨glichen Wechselwirkungspartner auflisten, und Zelllisten, die die Simula-
tionsbox in Zellen aufteilen und die Teilchen nach den Zellen, in denen sie sich aufhalten,
sortieren. Da bei der Bestimmung des chemischen Potentials die Simulationsbox bereits
durch das Gittersuchverfahren in einzelne Zellen aufgeteilt wird, ist es sinnvoll, sich bei
der Konstruktion der Nachbarschaftslisten auf diese Zellen zu beziehen. Da die Zellen im
Gittersuchverfahren aber viel kleiner sind als die Zellen fu¨r die Zellliste, ist es nicht ratsam,
das Konzept der Zellliste direkt auf die Zellen des Gittersuchverfahrens zu u¨bertragen. Die
Gro¨ße der Zellen in den MD–Simulationen wurde so gewa¨hlt, dass fu¨r die Wechselwirkun-
gen nur Teilchen in derselben oder einer direkt benachbarten Zelle in Frage kommen. Bei
kleineren Zellen wird die Bestimmung der zu beru¨cksichtigen Zellen komplizierter. Schnel-
ler und einfacher zu handhaben ist eine Nachbarschaftsliste, die auch Eigenschaften der
Verletliste besitzt.
Bei der in den Berechnungen von chemischen Potentialen im Rahmen dieser Arbeit ver-
wendeten Nachbarschaftsliste werden fu¨r jede Zelle nicht nur die Atome in der Zelle gespei-
chert, sondern auch alle Atome in anderen Zellen, die als Wechselwirkungspartner fu¨r ein
in dieser Zelle eingesetztes Wassermoleku¨l in Frage kommen. Dazu wird jedes Atom in die
Nachbarschaftslisten aller Zellen eingetragen, fu¨r die der Abstand des Atoms zum Mittel-
punkt der Zelle kleiner als ein Listenradius rl ist. Fu¨r diesen Listenradius muss der gro¨ßte
mo¨gliche Abstand eines Atoms zum Mittelpunkt einer Zelle gewa¨hlt werden, fu¨r den sich
ein Teil eines in die Zelle eingesetzten Wassermoleku¨ls innerhalb des Abschneideradius rc
um das Atom befinden kann. Dies ist bei folgender Konstellation5 der Fall: Der Sauerstoff
des eingesetzten Wassermoleku¨ls befindet sich genau in einer der Ecken der Zelle und die
Orientierung des Moleku¨ls wurde so gewa¨hlt, dass eines der Wasserstoffatome genau auf
der Fortsetzung der Verbindungslinie zwischen dem Mittelpunkt der Zelle und dem Sau-
erstoff positioniert wurde. Das Wasserstoffatom befindet sich dann in einer Entfernung






z/2 die halbe La¨nge einer
Raumdiagonalen der Zelle bezeichnet und rOH der Bindungsabstand im Wassermoleku¨l
ist. Um alle Atome zu beru¨cksichtigen, fu¨r die dieses Wasserstoffatom sich innerhalb des
Abschneideradius rc befindet, muss der Listenradius rl mindestens a+ rOH + rc betragen.
5Die Abbildung 6.5 zeigt die entsprechende Konstellation in zwei Dimensionen.
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Abbildung 6.5: Beispiel zur Bestimmung des no¨tigen Radius der Nachbarschaftslisten in
zwei Dimensionen. Die gestrichelten Linien stellen die Grenzen der Zellen
des Gittersuchverfahrens dar, die hervorgehobene Zelle ist diejenige, fu¨r die
die Nachbarschaftsliste erstellt wird. Das eingezeichnete Wassermoleku¨l
wurde an der Position und mit der Orientierung eingezeichnet, fu¨r die
der Abstand des Wasserstoffatoms zum Zentrum der Zelle maximal wird.
Das gepunktete Kreissegment geho¨rt zu einem Kreis mit Radius rc, dem
Abschneideradius der Wechselwirkung, um das Wasserstoffatom. Der mit
durchgezogener Linie gezeichnete Kreis ist ein Kreis mit dem Listenradius
rl = a+ rOH + rc um das Zentrum der Zelle.
6.2.3 Tabellierung der Potentiale
Bei der Berechnung der Coulomb–Energie des Testmoleku¨ls mit der Ewald–Summation6
muss fu¨r jede Wechselwirkung zwischen einem Atom des Moleku¨ls und einem anderen
Atom innerhalb des Abschneideradius die komplementa¨re Gauß’sche Fehlerfunktion aus-
gewertet werden. Da sie verha¨ltnisma¨ßig schwierig zu berechnen ist und ha¨ufig beno¨tigt
wird, lohnt es sich, den Aufwand fu¨r ihre Berechnung zu reduzieren, indem die Funktion
zu Beginn der Simulation einmalig an vielen Stellen ausgewertet wird. Diese Werte werden
dann in einer Tabelle gespeichert und die in der Simulation beno¨tigten Funktionswerte
durch Interpolation zwischen diesen Werten gewonnen. Besonders effizient kann dies er-
folgen, wenn die Funktion nicht als Funktion des Abstand r, sondern als Funktion des
Quadrats des Abstands r2 tabelliert wird. Dies ist gu¨nstiger, weil man, wenn man alle
Gro¨ßen als Funktion des Quadrates des Abstands ausdru¨ckt, in der Simulation auf die






z verzichten kann und so weitere Rechenzeit
spart. Zu Beginn wird daher die zu tabellierende Funktion an den Stellen r2i = i∆r
2 mit
i = 1, 2, . . . , NT und ∆r
2 = r2c/NT ausgewertet und die Funktionswerte fi an diesen Stel-
len gespeichert. Fu¨r einen Abstand r kann nun aus dieser Tabelle der Wert der Funktion
6s. Kap. 5.1.1
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in diesem Abstand durch
f (r) = fi (1−∆i) + fi+1∆i (6.2.8)
mit i = lint (r2/r2c ) und ∆i = r
2/r2c − i berechnet werden, wobei lint(x) die gro¨ßte natu¨r-
liche Zahl bezeichnet, die kleiner als x ist. An dieser Stelle ko¨nnte man auch aufwendigere
Methoden zur Interpolation verwenden, um ein genaueres Ergebnis zu erhalten. In Hin-
blick auf den Rechenaufwand ist es in diesem Fall aber gu¨nstiger, eine einfache Interpolati-
on wie diese zu verwenden und die gewu¨nschte Genauigkeit durch zusa¨tzliche Stu¨tzpunkte
zu erreichen. Das Aufstellen der Tabelle fa¨llt angesichts der La¨nge u¨blicher Programmla¨ufe
nicht ins Gewicht, der Speicherbedarf ist auf modernen Rechnern vernachla¨ssigbar gering
und die einfache Interpolation spart Rechenschritte. Wird nur die komplementa¨re Fehler-
funktion tabelliert, senkt sich die Rechenzeit bei einem typischen Programmlauf um etwa
25%. In den hier vorgestellten Rechnungen wurden zudem auch noch analoge Tabellen fu¨r
die Terme r−12 und r−6 der LJ–Wechselwirkung angelegt, wodurch der Rechenaufwand
insgesamt um etwa 30% sinkt7. Die Anzahl der Tabellenpunkte wurde so gewa¨hlt, dass
der relative Fehler durch die Interpolation fu¨r alle Absta¨nde kleiner als 10−6 ist.
6.2.4 Ewald–Summation
Fu¨r die Bestimmung der A¨nderung der elektrostatischen Energie des Systems durch die
Einsetzung des Testmoleku¨ls ist es nicht no¨tig, fu¨r jede Einsetzung die volle Ewald–Summe
nach Gl. (5.1.9) zu berechnen. Die A¨nderung des Anteils der direkten Summe (5.1.5) be-
steht aus den zusa¨tzlichen Paaren, die zur Summation hinzukommen, na¨mlich fu¨r jedes
Atom im Testmoleku¨l die Wechselwirkung mit den bereits in der Konfiguration enthal-
tenen Atomen. Die u¨brigen Terme sind vor und nach der Einsetzung gleich und mu¨ssen
nicht berechnet werden. Die Selbstwechselwirkung (5.1.7) unterscheidet sich ebenfalls nur
in den zusa¨tzlichen Summanden fu¨r das Testmoleku¨l, zudem ist dieser Beitrag konstant
und muss nur einmal berechnet werden.
Etwas aufwa¨ndiger ist es, die A¨nderung in der reziproken Summe (5.1.6) zu bestimmen, da
dort durch das Betragsquadrat die Summationen u¨ber die Atome und u¨ber die Vektoren
des reziproken Gitters nicht miteinander vertauscht werden ko¨nnen. Die Berechnung kann







Konfiguration zu Beginn einmal berechnet und ihre Werte gespeichert werden, wobei
nur u¨ber die Atome in der Konfiguration summiert wird. Daraus kann nach Gl. (5.1.6)
der Beitrag der reziproken Summe zur elektrostatischen Energie Uk,0 des Systems ohne
Testmoleku¨l bestimmt werden. Wird ein Testmoleku¨l eingesetzt, mu¨ssen jetzt nur noch fu¨r
jedes ~k die fehlenden Terme zu dem gespeicherten Wert addiert werden und anschließend
die Summation u¨ber ~k durchgefu¨hrt werden, um den Beitrag Uk der reziproken Summe
7Diese Werte beziehen sich auf Programme, in denen sonst alle in diesem Abschnitt beschriebenen
Optimierungen verwendet werden.
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zur elektrostatischen Energie nach der Einsetzung zu bestimmen. Die Differenz Uk −Uk,0
ist der gesuchte Anteil der reziproken Summe zur A¨nderung der elektrostatischen Energie
durch die Einsetzung des Testmoleku¨ls.
6.3 Abscha¨tzung des Fehlers des chemischen Potentials
In Kapitel 6.1.1 wurde beschrieben, dass bei hohen Dichten die Beitra¨ge exp (−β∆U) der
einzelnen Einsetzungen der Testmoleku¨le zur Mehrfachsumme in Gl. (6.2.7) sehr stark
variieren. Einzelne Einsetzungen an energetisch gu¨nstige Stellen ko¨nnen dabei großen
Einfluss auf das chemische Potential bzw. die Summe u¨ber die exp (−β∆U) haben. Dies
fu¨hrt in den Rechnungen oft dazu, dass auch Stichproben aus zehntausend Konfigura-
tionen und insgesamt mehr als 1010 Einsetzungen nicht ausreichend groß im Sinne des
zentralen Grenzwertsatzes sind, dass die Werte, die man fu¨r die Mehrfachsumme in Gl.
(6.2.7) erha¨lt, normalverteilt sind. Diese Verteilungen direkt zu messen ist aufgrund der
vielen beno¨tigten unabha¨ngigen Konfigurationen fu¨r die Stichproben mit einem viel zu
hohen Rechenaufwand verbunden, sie du¨rften jedoch a¨hnlich8 den in Abbildung 6.6 dar-
gestellten Verteilungen sein, d.h. die Verteilungen sind auch fu¨r die großen verwendeten
Stichproben in manchen Fa¨llen noch sehr unsymmetrisch und haben z.T. mehrere Maxi-
ma.
Zur Abscha¨tzung des Fehlers des chemischen Potentials wurde daher ein auf dem
”
Bootstrap“–Resampling [8, 9] basierendes Verfahren eingesetzt. Dabei werden aus der
jeweiligen Stichprobe aus K Konfigurationen, auf denen das chemische Potential berech-
net wird, K neue Stichproben aus jeweils K Konfigurationen durch zufa¨lliges
”
Ziehen mit
Zuru¨cklegen“ von einzelnen Konfigurationen aus der urspru¨nglichen Stichprobe erzeugt.
Fu¨r jede dieser Stichproben wird der Wert fu¨r den Wechselwirkungsanteil des chemischen
Potentials µex berechnet, den man mit dieser Stichprobe erhalten ha¨tte. Dies kann oh-
ne erneute Einsetzungen von Testmoleku¨len und dem damit verbundenen Rechenaufwand
erfolgen, indem die Ergebnisse fu¨r die einzelnen Konfigurationen wa¨hrend der Berechnung
des chemischen Potentials fu¨r die urspru¨ngliche Stichprobe gespeichert und wiederverwen-
det werden. Auf diese Weise erha¨lt man K Werte fu¨r µex fu¨r die verschiedenen Stichproben
und kann daraus die Wahrscheinlichkeitsverteilung bestimmen, fu¨r eine der Bootstrap–
Stichproben einen bestimmten Wert µex fu¨r den Wechselwirkungsanteil des chemischen
Potentials zu erhalten. Beispiele fu¨r solche Verteilungen werden in Abb. 6.6 gezeigt. Wa¨h-
rend die Werte in einigen Fa¨llen beinahe normalverteilt um den aus der urspru¨nglichen
Stichprobe gemessenen Wert fu¨r µex verteilt liegen, ergeben sich in manchen Fa¨llen sehr
breite und komplizierte Verteilungen mit mehreren Maxima. Das mehrere lokale Maxi-
ma auftreten, kann damit erkla¨rt werden, dass die urspru¨ngliche Stichprobe vom Beitrag
einiger weniger Konfigurationen dominiert wird und daher der Wert des chemischen Po-
8bis auf die regelma¨ßigen Strukturen, die durch mehrfaches Verwenden einer Konfiguration entstehen
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Abbildung 6.6: Zwei extreme Beispiele fu¨r die beobachteten Verteilungen fu¨r das Ergeb-
nis der Dreifachsumme in Gl. (6.2.7) und das chemische Potential µ fu¨r
verschiedene Stichproben von Konfigurationen, die durch das Bootstrap–
Resampling erzeugt wurden. Oben: Verteilung der Dreifachsumme in Gl.
(6.2.7). Die linke Verteilung entspricht fast einer Normalverteilung, die
rechte Verteilung weist dagegen eine sehr komplizierte Struktur auf. Man
beachte die logarithmische Skala auf der x-Achse der rechten Verteilung.
Unten: Die entsprechenden Verteilungen fu¨r den Wert des chemischen Po-
tentials µ. Die Verteilungen stammen aus den in Kap. 7.3 vorgestellten
Rechnungen fu¨r Polyamid 6. Fu¨r beide Rechnungen wurden dieselben Pa-
rameter und gleich große Stichproben verwendet, sie unterscheiden sich
lediglich im Wassergehalt (links: ca. 6 wt %, rechts: ca. 18.2 wt %). A¨hn-
liche Strukturen treten bei allen untersuchten Systemen auf.
tentials fu¨r die Bootstrap–Stichproben davon abha¨ngt, wie oft diese Konfigurationen in
die Stichprobe gezogen werden.
Zur Abscha¨tzung des Fehlers des fu¨r die urspru¨ngliche Stichprobe bestimmten Werts von
µex werden daher Konfidenzintervalle angegeben, d.h das kleinste Intervall, in dem min-
destens zwei Drittel der Werte fu¨r µex fu¨r die erzeugten Stichproben liegen. Dessen obere
und untere Grenze werden mit µex,+ bzw. µex,− bezeichnet. Durch diese Konfidenzinter-
valle wird die Streuung der Werte fu¨r µex im allgemeinen deutlich besser beschrieben
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Abbildung 6.7: Vergleich verschiedener Methoden fu¨r die Angabe des Fehlers des che-
misches Potentials am Beispiel des chemischen Potentials von Wasser in
einem der in Kap. 7 untersuchten Systeme (DGEBA+IPD ohne Diffusi-
onskontrolle, fu¨r Details siehe Kap. 5.4.1 und 7.3). Die grauen Fehlerbalken
geben die mit dem Bootstrap–Verfahren gefundenen Konfidenzintervalle
an, die schwarzen Balken den aus der Streuung der Ergebnisse der Unter-
mengen der Stichprobe um den Mittelwert abgescha¨tzten Standardfehler
des Mittelwerts.
als durch Verfahren, die auf der Annahme von Normalverteilungen basieren, wie man
am in Abbildung 6.7 gezeigten Vergleich der beschriebenen Methode der Konfidenzin-
tervalle aus dem Bootstrap–Verfahren mit einer Fehlerabscha¨tzung unter Annahme einer
Normalverteilung sehen kann. Fu¨r die zweite Abscha¨tzung des Fehlers wird die urspru¨ng-
liche Stichprobe in zehn disjunkte Stichproben aufgeteilt und auf jeder dieser Stichproben
das chemische Potential µi berechnet. Der Fehler des chemischen Potentials ∆µ ist dann
durch die Standardabweichung dieser Werte bezogen auf das chemische Potential µ fu¨r




i (µi − µ)2 gegeben. Insbesondere die Feh-
ler der
”
Ausreißer“, wie bei 2.75 wt % in Abb. 6.7, werden durch die unsymmetrischen
Konfidenzintervalle deutlich besser beschrieben.
Da das mittlere Volumen der Simulationsschachtel, der einzigen Gro¨ße aus der Simulati-
on, die in die Berechnung des idealen Gasanteils des chemischen Potentials eingeht, aus
den Simulationen viel genauer bekannt ist als der Wechselwirkungsanteil des chemischen
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Potentials, wird der Fehler des idealen Gasanteils des chemischen Potentials als vernach-
la¨ssigbar klein gegenu¨ber dem Fehler des Wechselwirkungsanteils angenommen, d.h. das
Konfidenzintervall [µ−, µ+] fu¨r das gesamte chemische Potential ist durch das Intervall
[µid + µex,−, µid + µex,+] gegeben.
6.4 Weitere Methoden
Neben der hier verwendeten Methode existieren noch viele weitere Ansa¨tze, die die
Widom–Methode mit dem Ziel modifizieren, ihre Effizienz bei hohen Dichten zu erho¨-
hen, obwohl teilweise auch trotz hoher Dichten die einfache Widom–Methode verwendet
wird, z.B. von Mu¨ller–Plathe [10] zur Bestimmung der freien Energie verschiedener Gase in
amorphem Polypropylen oder von Lim, Tsotsis und Sahimi [11] fu¨r das chemische Potenti-
al von Kohlendioxid und Methan in Polyetherimid. Eine Methode, die der hier verwandten
Methode sehr a¨hnlich ist, ist die
”
excluded volume map sampling“–Technik (EVMS) von
Deitrick, Scriven und Davis [12]. Sie identifiziert ebenfalls vor Beginn der Einsetzungen
von Testmoleku¨len diejenigen Bereiche der Simulationsschachtel, die schon von den Mole-
ku¨len in der Box belegt sind9, und konzentriert die Einsetzungen der Testmoleku¨le auf die
verbliebenen Bereiche der Simulationsschachtel. Die Suche nach diesen Bereichen erfolgt
nach einem vergleichbaren Verfahren wie das in Kap. 6.2.1, allerdings erfolgt die Eintei-
lung der Zellen in leere und belegte Zellen u¨ber ein einfaches Abstandskriterium. Tamai,
Tanaka und Nakanishi [13] sowie Fukuda [14] setzen das EVMS–Verfahren ein, um das
chemische Potential von Wasser und anderen kleinen Moleku¨len in Polymernetzwerken
zu bestimmen. Dabei wird anstatt des Abstandskriteriums ein Kriterium a¨hnlich der Gl.
(6.2.2) fu¨r die potentielle Energie eines LJ–Teilchens eingesetzt. Zanuy et al. [15] verwen-
den ein weiteres Gittersuchverfahren, um das chemische Potential verschiedener kleiner
Moleku¨le in einem Polyaspartat zu bestimmen. Dabei wird ein Abstandskriterium verwen-
det, das sich nach dem Van-der-Waals–Radius des na¨chstgelegenen Atoms des Polymers
richtet.
Von Shing und Gubbins [16] stammt eine Modifikation der Widom–Methode, bei der bei
der Diskretisierung der Ableitung ∂F/∂N in der Gl. (6.1.1) nicht die Differenz zwischen
N und N + 1, sondern die zwischen N und N − 1 gewa¨hlt wird. Die weitere Rechnung
la¨uft von dort aus praktisch gleich ab, die A¨nderung der Energie durch das Einsetzen
von Testmoleku¨len wird in dieser Diskretisierung nun durch die A¨nderung der Energie
beim Entfernen eines der Moleku¨le ersetzt, die sich bereits in der Simulationsschachtel
befinden. Auf diese Weise wird das Problem der zunehmenden Ineffizienz der Einsetzun-
gen der Testmoleku¨le bei zunehmender Dichte vo¨llig umgangen. Allerdings leidet dieses
Verfahren darunter, dass auf diese Weise zwar die energetisch gu¨nstigen Teilchenpositio-
nen effizient beru¨cksichtigt werden, es aber nur sehr selten vorkommt, dass ein Teilchen
9also sozusagen das ausgeschlossene Volumen, auf Englisch ”excluded volume“
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aus einer energetisch ungu¨nstigen Position entfernt wird [17, 18]. Wenn fu¨r diesen Effekt
eine Korrektur eingefu¨hrt wird, stimmen die Ergebnisse der Shing–Gubbins–Methode gut
mit denen der Widom–Methode u¨berein ( [17] und dortige Zitate). Ebenfalls mo¨glich ist
eine Kombination der beiden Verfahren [16]. In einem weiteren Verfahren von Shing und
Gubbins [19] wird der Einsetzungsort fu¨r das Testteilchen der Widom–Methode mit Hilfe
eines MC–Verfahrens durch das System bewegt, um bevorzugt Einsetzungen in Bereiche,
die stark zum chemischen Potential beitragen, durchzufu¨hren und dadurch die Effizienz
zu erho¨hen.
Eine weitere Gruppe von Ansa¨tzen zur Bestimmung des chemischen Potentials bei Be-
dingungen, bei denen dies mit der Widom–Methode oder verwandten Methoden nicht
mehr oder nur mit sehr großem Aufwand mo¨glich ist, verwendet die Methode der ther-
modynamischen Integration [20–22]. Dabei wird das chemische Potential µ als Funktion
eines Kopplungsparameters λ aufgefasst. Wenn man eine geeignete Differentialgleichung
fu¨r µ (λ) findet, kann man das gesuchte chemische Potential bei Bedingungen, bei denen
es mit anderen Methoden nur mit sehr großem Aufwand bestimmt werden kann, erhal-
ten, indem man das chemische Potential bei Werten von λ bestimmt, bei denen dieses
leicht u¨ber eine beliebige andere Methode, wie z.B. die Widom–Methode oder theoreti-
sche U¨berlegungen, mo¨glich ist. Ausgehend von diesen Werten als Anfangswerten kann
man dann durch Lo¨sung der Differentialgleichung das chemische Potential fu¨r den Wert
des Kopplungsparameters λ bestimmen, der den gesuchten Bedingungen entspricht.
Als Kopplungsparameter kann dabei jede Gro¨ße gewa¨hlt werden, u¨ber deren A¨nderung
der gesuchte Zustand mit einem Zustand, der fu¨r andere Methoden zuga¨nglich ist, verbun-
den wird und fu¨r den eine geeignete Differentialgleichung gefunden werden kann. Dabei
sind nicht nur physikalisch Pfade wie A¨nderungen von Temperatur oder Druck mo¨glich, es
kann auch die Sta¨rke der Wechselwirkung oder die Gro¨ße und Form von Teilchen variiert
werden. Nick und Suter berechnen das chemische Potential von Wasser in Polyamiden [23]
und anderen Polymeren [24] mit einem auf thermodynamischer Integration basierenden
Verfahren [25]. Dabei skaliert ein Kopplungsparameter die Gro¨ße und Form der Wasser-
moleku¨le und den Betrag der Partialladungen und verbindet so zwei Formen von Wasser,
auf der einen Seite das volle, realistische Wassermodell und auf der anderen Seite ein Mo-
dell a¨hnlich dem idealen Gas, mit weniger als 80% der Gro¨ße des urspru¨nglichen Modells,
Kugelform und ohne Partialladungen. Durch die geringere Gro¨ße kann das chemische Po-
tential des letzteren Modells mit Hilfe der Widom–Methode bestimmt werden. Mit diesem
Ergebnis wird dann das chemische Potential fu¨r das realistische Modell u¨ber thermody-
namische Integration bestimmt.
Van der Vegt und Briels [26] verwenden ebenfalls die Sta¨rke der Wechselwirkung der
Testteilchen als Kopplungsparameter, um das chemische Potential von Lo¨sungsmittelteil-
chen in einem Polymer mittels thermodynamischer Integration zu bestimmen. Zusa¨tzlich
stellen sie ein weiteres Verfahren —
”
extended ensemble molecular dynamics“ (EEMD)
— vor, das denselben Kopplungsparameter, der bei der thermodynamischen Integration
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verwendet wird, als zusa¨tzlichen Freiheitsgrad des Systems auffasst und Bewegungsglei-
chungen fu¨r diesen aufstellt. Aus der Verteilung des Wertes dieses Parameters kann dann
das chemische Potential bestimmt werden. Sokhan [27] bestimmt das chemische Potential
von LJ–Fluiden bei hohen Dichten, indem die Wechselwirkung eines der Teilchen mit dem
Rest des Systems vera¨ndert wird. Dieses Testteilchen wird zusa¨tzlich zum LJ–Potential
durch eine harte Kugel mit Radius 0.8σ beschrieben, wa¨hrend ein Kopplungsparame-
ter die Sta¨rke der LJ–Wechselwirkung des Teilchens mit den anderen Teilchen skaliert.
Ausgehend vom chemischen Potential der harten Kugel, das analytisch bestimmt werden
kann, kann u¨ber Simulationen fu¨r verschiedene Zwischenwerte des Kopplungsparameters
das chemische Potential des normalen LJ–Teilchens bestimmt werden.
Die in Kap. 4.3.1 beschriebene Tatsache, dass fu¨r zwei Systeme im chemischen Gleichge-
wicht die chemischen Potentiale identisch sind, kann ebenfalls zur Messung des chemischen
Potentials verwendet werden, wenn es gelingt, das zu untersuchende System in ein sol-
ches Gleichgewicht mit einem System zu bringen, dessen chemisches Potential bekannt
oder leicht zu bestimmen ist. Neimark und Vishnyakov [28, 29] verwenden ein Verfahren
a¨hnlich dem Gibbs–Ensemble, um das System ins Gleichgewicht mit einem weiteren Sys-
tem zu bringen, dessen chemisches Potential bei allen thermodynamischen Bedingungen
bekannt ist. Powles, Holtz und Evans [30] verwenden wa¨hrend ihrer MD–Simulationen
ein externes Kraftfeld, das so gewa¨hlt wird, dass sich in der Simulationsschachtel Berei-
che hoher und niedriger Dichte ausbilden. In den Bereichen niedriger Dichte kann das
chemische Potential leicht mit der Widom–Methode bestimmt werden. Da die Bereiche
untereinander Teilchen austauschen, sind die chemischen Potentiale im Gleichgewicht in
beiden Bereichen identisch und somit ist auch das chemische Potential in den dichten
Bereichen bekannt.
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7 Quellverhalten von Klebstoffen
In diesem Kapitel werden die Simulationen zur Quellung von Polymernetzwerken durch
Wasser vorgestellt. Dazu wird zuerst in Abschnitt 7.1 ein Verfahren vorgestellt, das zur
Bestimmung des Gleichgewichtswassergehaltes und des Volumenquellungsgrades verwen-
det wird. Es basiert auf einem Verfahren, das von Do¨mo¨to¨r und Hentschke entwickelt
und bereits zur Bestimmung der Wasseraufnahme eines Modell-Epoxidharzes eingesetzt
wurde [1]. Als Erweiterung dieses Verfahren wird eine theoretische U¨berlegung vorge-
stellt, die es erlaubt, die Wasseraufnahme des Polymernetzwerks nicht nur fu¨r den Fall
zu bestimmen, dass es in Wasser eingetaucht wird, sondern auch die Wasseraufnahme
fu¨r den Fall anzugeben, dass das Polymer von Luft mit beliebiger Luftfeuchtigkeit umge-
ben ist. Weitere Vera¨nderungen am Verfahren bestehen in einem verbesserten Verfahren
zur Bestimmung der Fehler der Messwerte1 und der Gleichgewichtswerte fu¨r den Was-
sergehalt und den Volumenquellungsgrad sowie Erweiterungen2 zur Beschleunigung des
Verfahrens [2] zur Berechnung der chemischen Potentiale.
Nach einem U¨berblick u¨ber andere Verfahren in der Literatur zur Simulation der Quel-
lung in Kap. 7.2 werden in Abschnitt 7.3 die Ergebnisse der Quellungssimulationen fu¨r
amorphes Polyamid 6 und die Netzwerke aus DGEBA und IPD bei einer Temperatur
von 300 K und einem Druck von 1 bar vorgestellt. Im folgenden Abschnitt werden dann
mo¨gliche Gru¨nde fu¨r die Unterschiede in der Wasseraufnahme der DGEBA+IPD–Systeme
bei diesen Bedingungen untersucht, um daraus eventuell Ru¨ckschlu¨sse fu¨r die Entwick-
lung von Klebstoffen mit gu¨nstigem Quellverhalten ziehen zu ko¨nnen. In Kapitel 7.5 wird
schließlich eine Methode vorgestellt, die anhand der Simulationsdaten der Quellungssi-
mulationen bei einer Temperatur eine grobe Abscha¨tzung des Temperaturverhaltens der
chemischen Potentiale und des Gleichgewichtswassergehaltes erlaubt.
1s. Kap. 6.3
2s. Kap. 6.2.2 und 6.2.3
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7.1 Verfahren zur Bestimmung des Gleichgewichtswerts
des Wassergehalts
Das Ziel des verwendeten Verfahrens zur Bestimmung des Gleichgewichtswassergehalts
von Klebstoffen ist es, fu¨r vorgegebene Werte der Temperatur T und des Drucks P den
Wassergehalt xH2O des Netzwerks zu bestimmen, fu¨r den das chemische Potential von




(T, P, xH2O) = µ
(Wasser)
H2O
(T, P ) (7.1.1)
Fu¨r diesen Wassergehalt ist die Koexistenzbedingung (4.3.7) fu¨r die chemischen Poten-
tiale erfu¨llt. Da die u¨brigen Koexistenzbedingungen (4.3.5) und (4.3.6) bereits dadurch
erfu¨llt sind, dass beide chemischen Potentiale fu¨r dieselbe Temperatur und denselben
Druck bestimmt wurden, entspricht der Wassergehalt xH2O, fu¨r den die Gl. (7.1.1) erfu¨llt
ist, dem Gleichgewichtswassergehalt des Klebstoffs. Im Folgenden wird der Wassergehalt
xH2O entweder in Einheiten von Gewichtsprozent (wt %), d.h. dem Verha¨ltnis der Masse
der im Klebstoff enthaltenen Wassermoleku¨le zur Gesamtmasse des Klebstoffs mit dem
darin enthaltenen Wasser, oder durch die Anzahl NH2O der Wassermoleku¨le in der Simu-
lationsschachtel angegeben.




von reinem Wasser bei den gewu¨nschten thermodynamischen Bedingungen beno¨tigt. Dazu
werden wa¨hrend einer MD–Simulation eines Modellsystems fu¨r Wasser in regelma¨ßigen
Absta¨nden die Positionen aller Atome zu dem jeweiligen Zeitpunkt auf der Festplatte
gespeichert. Mit Hilfe der in Kapitel 6.2 vorgestellten, beschleunigten Widom–Methode
wird auf Basis dieser Konfigurationen das chemische Potential µ
(Wasser)
H2O
(T, P ) berechnet.
Anschließend werden weitere MD–Simulationen bei denselben thermodynamischen Bedin-
gungen durchgefu¨hrt, diesmal fu¨r das Modellsystem fu¨r den Klebstoff, aus denen, eben-




(T, P, 0) bestimmt wird. Wenn µ
(Klebstoff)
H2O




(T, P ) ist, werden in der letzten Konfiguration der MD–Simulation geeignete Stel-
len gesucht, an denen Wassermoleku¨le in den Klebstoff eingesetzt werden ko¨nnen. Dies
erfolgt mit Hilfe desselben Gittersuchverfahrens, das zuvor zur Beschleunigung der Berech-
nung des chemischen Potentials eingesetzt wurde. Alle Testeinsetzungen, die das Kriterium
fu¨r Hohlra¨ume (6.2.2) erfu¨llen, werden dabei als mo¨gliche Positionen gespeichert, an de-
nen ein Wassermoleku¨l eingesetzt werden kann. Um zu vermeiden, dass die zusa¨tzlichen
Moleku¨le so nah aneinander eingesetzt werden, dass die resultierende starke gegenseitige
Abstoßung die numerische Stabilita¨t der weiteren MD–Simulationen beeintra¨chtigt, wer-
den zuvor alle Orte fu¨r Einsetzungen aus der Liste gestrichen, die weniger als 2.9 A˚ von
einem der vorherigen Eintra¨ge in der Liste entfernt liegen. Aus den verbleibenden Posi-
tionen werden danach zufa¨llig Stellen ausgesucht, an denen zusa¨tzliche Wassermoleku¨le
7.1 Verfahren zur Bestimmung des Gleichgewichtswerts des Wassergehalts 145
Abbildung 7.1: Bei den Quellungssimulationen wird der Wassergehalt gesucht, bei dem








mischen Bedingungen ist. Dazu wird das chemische Potential von Was-
ser im Polymernetzwerk bei verschiedenen Wassergehalten des Netzwerks
(links, Wassergehalt steigt von oben nach unten an) gemessen und mit
dem chemischen Potential von reinem Wasser (rechts) verglichen. Beim
mittleren Wassergehalt stimmen die chemischen Potentiale u¨berein, die-
ser entspricht also dem gesuchten Gleichgewichtswassergehalt. Die Atome
des Polymernetzwerks sind grau dargestellt, die Sauerstoffatome des Was-
sers schwarz. Wasserstoffatome werden sowohl im Polymer als auch in den
Wassermoleku¨len weiß dargestellt.
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eingesetzt werden. Die genaue Anzahl der zusa¨tzlichen Wassermoleku¨le wird dabei unter
Beru¨cksichtigung der Systemgro¨ße, der zu erwartenden Gro¨ßenordnung der Wasserauf-
nahme, der Differenz der chemischen Potentiale und der Anzahl gefundener Hohlra¨ume
in der Konfiguration ausgewa¨hlt. Wa¨hrend der MD–Simulationen wird zudem jeweils das
mittlere Volumen des Systems bestimmt. Wenn der Gleichgewichtswassergehalt gefunden
wird, kann anhand dieser Daten die relative A¨nderung des Volumens des Systems im
Gleichgewicht bezogen auf das trockene Netzwerk bestimmt werden. Mit diesem Wissen
ist es dann mo¨glich, in Simulationsrechnungen mit der Finite-Elemente-Methode die Aus-
wirkungen der Volumena¨nderung des Klebstoffs auf das reale Bauteil zu bestimmen. Im
Rahmen des Forschungsprojekts werden solche Simulationen von den Projektpartnern am
Fraunhofer IFAM durchgefu¨hrt.
Fu¨r das System mit den zusa¨tzlichen Wassermoleku¨len wird nun zuerst eine MD–
Simulation durchgefu¨hrt, um das System wieder ins thermodynamische Gleichgewicht
gelangen zu lassen. Wenn dieses erreicht ist, wird aus einer weiteren Simulation nach
derselben Vorgehensweise das chemische Potential von Wasser im Klebstoff bei diesem
Wassergehalt bestimmt. Wenn µ
(Klebstoff)
H2O
(T, P, xH2O) kleiner als µ
(Wasser)
H2O
(T, P ) ist, werden
nach dem oben beschriebenen Verfahren weitere Wassermoleku¨le in die Endkonfiguration
der Simulation eingefu¨gt und das gesamte Vorgehen fu¨r das neue System wiederholt. Dies
wird fortgesetzt, bis ein Wassergehalt erreicht wird, fu¨r den µ
(Klebstoff)
H2O




(T, P ) ist. Um aus diesen Datenpunkten den Wassergehalt, fu¨r den die beiden
chemischen Potentiale gleich sind, genauer bestimmen zu ko¨nnen, wird nun nach dem-
selben Prinzip das chemische Potential bei Wassergehalten in der Na¨he des vermuteten
Gleichgewichtswerts bestimmt, bis der Wert mit der gewu¨nschten Genauigkeit eingegrenzt
worden ist.
Wenn das chemische Potential fu¨r ausreichend viele Wassergehalte bestimmt worden ist,
wird der Gleichgewichtswassergehalt bestimmt, indem eine Regressionsgerade durch die
Mittelwerte des chemischen Potentials gelegt wird. Der Gleichgewichtswassergehalt ist
durch den Wassergehalt gegeben, in dem diese Gerade das chemische Potential von rei-
nem Wasser schneidet. Um den Fehler des Gleichgewichtswerts abzuscha¨tzen, werden zwei
weitere Regressionsgeraden bestimmt, je eine durch die unteren und oberen Grenzen µ−
bzw. µ+ der nach dem in Kap. 6.3 beschriebenen Verfahren bestimmten Konfidenzinter-
valle. Deren Schnittpunkte mit dem Referenzwert fu¨r das chemische Potential dienen zur
Abscha¨tzung des Fehlers des Gleichgewichtswassergehaltes.
7.1.1 Einfluss der Luftfeuchtigkeit
Die durch das vorgestellte Verfahren beobachtete Quellung entspricht der Quellung des
Klebstoffs, wenn dieser vo¨llig in Wasser eingetaucht wird, denn als Referenzwert fu¨r das
chemische Potential wurde das chemische Potential von Wasser in reinem Wasser µ
(Wasser)
H2O
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Abbildung 7.2: Ablauf der Quellungssimulationen: Ausgehend von den vom IFAM erhal-
tenen Strukturen wird aus MD–Simulationen mit der Software LAMMPS
in regelma¨ßigen Zeitabsta¨nden die Konfiguration des Systems ausgeschrie-
ben. Anhand dieser Konfigurationen wird mit einem selbstentwickelten








fu¨r reines Wasser ist, wird der Vorgang fu¨r ein System wie-
derholt, das mehr oder weniger Wassermoleku¨le entha¨lt. Dies wird fortge-
setzt, bis der Wassergehalt gefunden ist, bei dem die chemischen Potentiale
u¨bereinstimmen.




(T, P, xH2O) = µ
(Wasser)
H2O
(T, P ) (7.1.2)
Bei der technischen Anwendung von Klebstoffen ist man in den meisten Fa¨llen aber eher
an der Wasseraufnahme des Klebstoffs interessiert, wenn dieser sich in Kontakt mit Luft




(T, P, xH2O) = µ
(Luft)
H2O




(T, P ) + ∆µ (T, P, ϕ) (7.1.4)
Um einen passenden Referenzwert fu¨r das chemische Potential von Wasser in Luft mit
der Widom–Methode fu¨r verschiedene Luftfeuchtigkeiten zu berechnen, mu¨ssten weitere
Simulationen fu¨r ein System durchgefu¨hrt werden, das ein geeignetes Modell fu¨r die Luft
mit dem entsprechenden Anteil an darin enthalten Wasserdampf entha¨lt. Mit folgender
thermodynamischer U¨berlegung ist es jedoch mo¨glich, ausgehend vom chemischen Po-
tential von flu¨ssigem Wasser das chemische Potential von Wasser in Luft mit beliebiger
relativer Luftfeuchtigkeit abzuscha¨tzen.
148 7 Quellverhalten von Klebstoffen
Abbildung 7.3: Lage der Referenzpunkte fu¨r das chemische Potential im Phasendia-
gramm. A: In Wasser untergetauchter Klebstoff; B: Klebstoff in Kontakt
mit Luft bei 100% r.F.; C: Klebstoff in Kontakt mit Luft bei relativer
Luftfeuchtigkeit ϕ
Sind Temperatur T und Druck P gegeben, ist die relative Luftfeuchtigkeit (r.F.) ϕ u¨ber
folgende Beziehung zwischen dem Partialdruck PH2O (T, P, ϕ) des Wasserdampfs in der
Luft und dem Dampfdruck PD (T, P ) von Wasser bei denselben Bedingungen definiert:
PH2O (T, P, ϕ) = ϕPD (T, P ) (7.1.5)
Bei 100% relativer Feuchte ist also der Partialdruck des Wasserdampfs gerade gleich dem
Dampfdruck von Wasser. Unter der Annahme, dass das chemische Potential von Wasser
in Luft bei Temperatur T und relativer Feuchte ϕ ungefa¨hr gleich dem chemischen Poten-
tial von reinem Wasserdampf bei derselben Temperatur und einem Druck von ϕPD ist,
entspricht dies der im Phasendiagramm in Abb. 7.3 dargestellten Situation.
Entlang einer Isothermen gilt fu¨r das chemische Potential
µ (T, P2) = µ (T, P1) +
∫ P2
P1
Vmol dP , (7.1.6)
wobei Vmol das Molvolumen des Stoffes ist. Der Unterschied ∆µ (T, P, ϕ) des chemischen
Potentials von flu¨ssigem Wasser und Wasserdampf in Luft mit relativer Feuchte ϕ ist also
durch
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gegeben. Es ist gu¨nstig, das Integral, wie in Abb. 7.3 dargestellt, entsprechend der Pha-
sengebiete, durch die der Integrationsweg verla¨uft, in zwei Teile







aufzuspalten. Zuerst verla¨uft der Integrationsweg durch die flu¨ssige Phase, bis beim
Dampfdruck PD die Phasengrenze zwischen flu¨ssiger und gasfo¨rmiger Phase erreicht wird,
anschließend weiter durch die Gasphase bis zum gewu¨nschten Partialdruck PH2O = ϕPD.
Auf dem ersten Stu¨ck innerhalb der flu¨ssigen Phase kann das Molvolumen von Was-
ser aufgrund seiner geringen Kompressibilita¨t in guter Na¨herung als konstant angenom-
men werden. Der Beitrag dieses Integrals ist im betrachteten Temperaturbereich so klein
(O (10−4 kcal mol−1)), dass er vernachla¨ssigt werden kann. Die Wasseraufnahme des Kleb-
stoffs im Gleichgewicht bei 100% r.F. entspricht also in sehr guter Na¨herung der Wasser-
aufnahme des Klebstoffs, wenn er direkt in flu¨ssiges Wasser eingetaucht wird. Nimmt
man fu¨r den verbliebenen Teil des Pfades innerhalb der Gasphase ein ideales Gas, d.h.
Vmol = RT/P , an, ergibt sich fu¨r eine relative Luftfeuchtigkeit ϕ eine Verschiebung von
∆µ (T, P, ϕ) = RT lnϕ (7.1.9)
fu¨r den Referenzwert des chemischen Potentials im Vergleich zu flu¨ssigem Wasser bzw.
100% r.F..
7.2 Alternative Verfahren zur Simulation der Quellung
Außer der bereits erwa¨hnten Studie von Do¨mo¨to¨r und Hentschke [1] verwenden auch
Pandiyan, Brown, Neyertz und van der Vegt [3] ein Verfahren, das dem hier vorgestellten
sehr a¨hnlich ist, um die Absorption von Kohlendioxid in drei verschiedenen Typen von
fluorierten Polyimidnetzwerken und die damit verbundene A¨nderung des Volumens zu
untersuchen. Fu¨r die Berechnung der chemischen Potentiale setzen sie dabei das EVMS–
Verfahren3 ein. Sie finden eine gute U¨bereinstimmung der Simulationsergebnisse mit Ex-
perimenten, wobei die Lo¨slichkeit des Kohlendioxids im Polymer leicht u¨berscha¨tzt wird.
Fu¨r die Berechnung des chemischen Potentials in Simulationsverfahren dieser Art ko¨nnen
prinzipiell alle in Kapitel 6.4 beschriebenen Verfahren eingesetzt werden. Fu¨r das generelle
Vorgehen ist es nur wichtig, dass es mo¨glich ist, den absoluten Wert des chemischen
Potentials von Wasser4 in verschiedenen Systemen bestimmen zu ko¨nnen. In zwei der dort
zitierten Quellen [4, 5] wird ebenfalls der Vergleich der chemischen Potentiale genutzt, um
Absorptionsgleichgewichte zu bestimmen.
3s. Kap. 6.4
4oder eines anderen Stoffs, fu¨r den das Absorptionsgleichgewicht bestimmt werden soll
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Die in Kap. 4.3.2 im Rahmen der Simulationen zur Stofftrennung beschriebenen Gibbs–
Ensemble–Techniken lassen sich auch zur Simulation von Absorptionsgleichgewichten
einkomponentiger Lo¨sungsmittel in Polymernetzwerken [6–12] einsetzen. Die Gibbs–
Ensemble–Verfahren teilen jedoch mit der Widom–Methode die Schwierigkeiten bei der
Einsetzung der Teilchen bei hohen Dichten. Ebenso lassen sich natu¨rlich auch die ande-
ren Simulationsmethoden zur Stofftrennung, die in Kapitel 4.6 vorgestellt wurden, zur
Simulation der Quellung durch ein einkomponentiges Lo¨sungsmittel verwenden.
Die dort beschriebenen MC–Simulationen [13, 14] im µPT–Ensemble kombinieren Ken-
kare, Hall und Khan [15] zur Simulation der Quellung eines Netzwerks aus harten Kugeln
durch ein Lo¨sungsmittel aus denselben harten Kugeln mit der
”
discontinuous molecu-
lar dynamics“–Technik [16], die sie fu¨r die Verschiebung der Teilchen und die A¨nderung
des Volumens einsetzen. Diese Technik beru¨cksichtigt, dass zwischen den harten Kugeln
Wechselwirkungen nur genau in den Momenten stattfinden, in denen zwei Kugeln zusam-
menstoßen. Zwischen diesen Sto¨ßen sind daher keine weiteren Berechnungen no¨tig.
7.3 Simulationsergebnisse fu¨r T = 300 K und P = 1 bar
In diesem Abschnitt werden die Ergebnisse der Simulationen der Quellung von Polyamid
6 und den Klebstoffsystemen aus DGEBA und IPD bei einer Temperatur von 300 K
und einem Druck von 1 bar vorgestellt. Neben der Bestimmung des Gleichgewichtswas-
sergehaltes der Systeme und der zugeho¨rigen A¨nderung des Volumens werden dabei noch
einige andere Aspekte untersucht. Anhand der Testsysteme soll ein geeignetes Kraftfeld
gefunden werden, aus dem die fehlenden LJ–Parameter entnommen werden ko¨nnen. Nach
kurzen Tests mit verschiedenen Kraftfeldern wurden fu¨r ausfu¨hrlichere Simulationen zwei
Kraftfelder ausgewa¨hlt, das ENCAD–Kraftfeld [17] und das GROMOS–Kraftfeld in der
Version 53a6 [18]. Außerdem soll nach Ansa¨tzen gesucht werden, mit denen es mo¨glich
ist, durch eine A¨nderung der Klebstoffrezeptur oder des Klebvorgangs das Quellverhalten
des Klebstoffs gezielt zu beeinflussen.
Fu¨r die im folgenden vorgestellten MD–Simulationen wurde das quelloffene Programm-
paket LAMMPS [19, 20] in der Version vom 21. Mai 2008 verwendet, das an den San-
dia National Laboratories entwickelt wird. Die Berechnung der chemischen Potentiale
erfolgt mit dem im Rahmen des Projekts selbstentwickelten Programm, dessen theoreti-
sche Grundlagen in Kapitel 6 erla¨utert wurden. Eine Anleitung zur Verwendung des Pro-
gramms kann im Anhang B.2 gefunden werden. In allen vorgestellten MD–Simulationen
und den Berechnungen des chemischen Potentials wird dabei ein Abschneideradius der
LJ–Wechselwirkung von 9A˚ verwendet. Die elektrostatischen Wechselwirkungen werden
in den MD–Simulationen mit Hilfe des PPPM–Verfahrens [21] berechnet. Bei der Be-
rechnung der chemischen Potentiale wird die Ewald–Summation verwendet, wobei, wie in
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Kapitel 6.2.4 beschrieben, nur die sich a¨ndernden Terme der Ewald–Summation berech-
net werden. Geeignete Parameter fu¨r die Ewald–Summation werden jeweils nach dem in
Anhang B.2.3 beschriebenen Verfahren bestimmt.
7.3.1 Referenzwert fu¨r chemisches Potential
Als Vergleichswert zur Bestimmung des chemischen Gleichgewichts muss das chemische
Potential von Wasser außerhalb des Polymers bei denselben thermodynamischen Bedin-
gungen bekannt sein. Wie in Kapitel 7.1.1 erla¨utert wurde, ist es ausreichend, das chemi-
sche Potential von flu¨ssigem Wasser bei diesen Bedingungen zu kennen, da man daraus
Vergleichswerte fu¨r das chemische Potential von Wasser in Luft bei beliebiger Luftfeuch-
tigkeit errechnen kann. Um das chemische Potential von flu¨ssigem Wasser zu bestimmen,
wird dieselbe Methode verwendet, wie sie zur Bestimmung des chemischen Potentials von
Wasser in den Polymernetzwerken eingesetzt wird.
Die no¨tigen Konfigurationen werden alle 200 Zeitschritte aus einer fu¨nf Millionen Zeit-
schritte langen MD–Simulation eines Systems aus 1000 SPC/E–Wassermoleku¨len ent-
nommen. Der verwendete Zeitschritt ∆t betra¨gt 0.5 fs. Die Temperatur wird mittels eines
Berendsen–Thermostaten mit Kopplungskonstante τT = 2 ps und der Druck mittels eines
Berendsen–Barostaten mit Kopplungskonstante τP/κT = 4.93 · 106 fs bar−1 eingestellt.
Fu¨r das Gittersuchverfahren zur Bestimmung des chemischen Potentials wird ein Gitter
aus 30 × 30 × 30 Zellen mit einem Schwellenwert ε fu¨r das Hohlraumkriterium (6.2.2)
von 0.5 verwendet. In jede als Hohlraum identifizierte Zelle werden anschließend tausend
Testeinsetzungen zur Bestimmung des chemischen Potentials durchgefu¨hrt. Das Ergebnis
dieser Rechnungen fu¨r das chemische Potential von flu¨ssigem Wasser bei T = 300 K und
P = 1 bar lautet µ
(Wasser)
H2O
(300 K, 1 bar) = 13.34 kcal mol−1 (+0.12/ − 0.10) und stimmt
gut mit Literaturwerten aus Computersimulationen [2, 22, 23] und Experimenten [2, Ta-
belle 1] u¨berein.
7.3.2 Polyamid 6
Fu¨r jeden Wassergehalt des Polyamid 6 Systems und jedes Kraftfeld, aus dem die fehlen-
den LJ–Parameter entnommen wurden, werden fu¨r zehn verschiedene Netzwerke folgende
MD–Simulationen durchgefu¨hrt: Zuerst wird das System in einer Simulation u¨ber eine
Million Zeitschritte a¨quilibriert, anschließend werden wa¨hrend einer Simulation u¨ber fu¨nf
Millionen Zeitschritte die Positionen aller Atome alle 5000 Zeitschritte fu¨r die spa¨tere
Berechnung des chemischen Potentials ausgegeben. Fu¨r die MD–Simulationen wird ein
Zeitschritt von 0.1 fs verwendet. Temperatur und Druck werden mit Hilfe von Berendsen–
Thermostaten bzw. –Barostaten mit Kopplungskonstanten τT = 1 fs und τT/κT = 1.97·106
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fs bar−1 eingestellt.
Auf diese Weise stehen nach Abschluss der MD–Simulationen fu¨r jeden Wassergehalt und
jedes Kraftfeld fu¨r die Berechnung des chemischen Potentials zehntausend Konfigurationen
zur Verfu¨gung. Zur Suche nach Hohlra¨umen in den Konfigurationen wird ein Gitter aus
25× 25× 25 Zellen mit einem Schwellwert fu¨r Hohlra¨ume von ε = 0.1 verwendet. In jede
Zelle, die das Hohlraumkriterium (6.2.2) erfu¨llt, werden anschließend 2000 Testmoleku¨le
eingesetzt. Dieselben Parameter werden auch bei der Suche nach geeigneten Positionen
fu¨r die Einsetzung weiterer Wassermoleku¨le zur Erho¨hung des Wassergehalts verwendet.
Die Abbildung 7.4 zeigt die Ergebnisse fu¨r das chemische Potential von Wasser in PA-6 bei
T = 300 K und P = 1 bar aus den Simulationen, die die LJ–Parameter aus dem ENCAD–
Kraftfeld verwenden, in Abha¨ngigkeit vom Wassergehalt des Netzwerks. Abbildung 7.5
zeigt dasselbe fu¨r die Simulationen mit den GROMOS–Parametern. Als Vergleich sind je-
weils die chemischen Potentiale von Wasser in Luft bei 50% und 100%5 r.F. bei denselben
thermodynamischen Bedingungen eingezeichnet. Fu¨r das ENCAD–Kraftfeld ergibt sich
— bestimmt nach dem in Kapitel 7.1 beschriebenem Verfahren — ein Gleichgewichtswas-
sergehalt von PA-6 von 37 (+1/-6) Gewichtsprozent Wasser bei 100% relativer Feuchte
und 33 wt % (+2/-6) bei 50% r.F.. In den Simulationen, die die Parameter aus dem
GROMOS–Kraftfeld verwenden, ist kein Gleichgewicht zu beobachten. Auch die Werte
fu¨r das ENCAD–Kraftfeld liegen deutlich ho¨her als die aus der Literatur [24] erwartete
Wasseraufnahme von 15 bis 20 Gewichtsprozent Wasser.
Fu¨r beide Kraftfelder kann im Bereich von etwa 20 wt % Wasser eine Vera¨nderung der Stei-
gung des chemischen Potentials beobachtet werden, fu¨r das GROMOS–Kraftfeld nimmt
das chemische Potential bei hohen Wassergehalten sogar wieder ab. Eine mo¨gliche Erkla¨-
rung fu¨r dieses Verhalten kann darin liegen, dass fu¨r beide Kraftfelder mit zunehmendem
Wassergehalt eine Entmischung von Polymer und Wasser zu beobachten ist, d.h. das Sys-
tem trennt sich in Bereiche auf, die nur das Polymer bzw. ausschließlich Wassermoleku¨le
enthalten. Ein Beispiel fu¨r diese Entmischung wird in Abbildung 7.6 gezeigt. Dies ist
mo¨glich, weil das System nur aus der urspru¨nglichen linearen Kette besteht und keine
chemischen Bindungen hinzugefu¨gt wurden. Die Bildung eines Netzwerks kann daher nur
u¨ber physikalische Bindungen erfolgen, deren Zahl unbekannt ist und die nicht dauer-
haft bestehen mu¨ssen. Folgt man der Steigung der Daten bei niedrigen Wassergehalten,
bei denen die Separation noch nicht auftritt, so gelangt man fu¨r beide Kraftfelder zu
Wassergehalten zwischen 15 und 20 Gewichtsprozent, die gut mit den Literaturwerten
u¨bereinstimmen wu¨rden.
Die Volumenzunahme des Systems durch die Wasseraufnahme kann untersucht werden,
indem wa¨hrend der MD–Simulationen das mittlere Volumen des Systems fu¨r jeden Was-
sergehalt gemessen wird. Die Volumenzunahme fu¨r den Wassergehalt, bei dem sich das
5bzw. das chemische Potential von flu¨ssigem Wasser
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Abbildung 7.4: Chemisches Potential von Wasser in PA-6 aufgetragen gegen den Wasser-
gehalt des Netzwerks bei T = 300 K und P = 1 bar, wobei die fehlen-
den LJ–Parameter aus dem ENCAD Kraftfeld entnommen wurden. Die
gepunktete Linie ist eine Regressionsgerade durch die Datenpunkte. Der
dunkel schraffierte Bereich gibt den Bereich zwischen einer Regressionsge-
raden durch die oberen Grenzen und einer durch die unteren Grenzen der
Konfidenzintervalle an. Die waagerechte, durchgezogene Linie entspricht
dem chemischen Potential von reinem, flu¨ssigen Wasser und die waagerech-
te, gestrichelte Linie dem chemischen Potential von bei Wasser in Luft bei
50% relativer Feuchte und denselben thermodynamischen Bedingungen.
Die hell schraffierten Bereiche entsprechen den Konfidenzintervallen der
Referenzwerte.
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Abbildung 7.5: Chemisches Potential von Wasser in PA-6 aufgetragen gegen den Wasser-
gehalt des Netzwerks bei T = 300 K und P = 1 bar, wobei die fehlen-
den LJ–Parameter aus dem GROMOS Kraftfeld entnommen wurden. Die
Bedeutungen der verwendeten Symbole, Linientypen und Schraffierungen
sind dieselben wie in Abb. 7.4.
System im Gleichgewicht befindet, entspricht dem gesuchten Quellungsgrad. Da in den
Simulationen mit den LJ–Parametern aus dem GROMOS–Kraftfeld kein Gleichgewicht
fu¨r die Wasseraufnahme gefunden werden konnte, kann dementsprechend auch kein Quel-
lungsgrad bestimmt werden. Fu¨r die Simulationen mit den ENCAD–Parametern zeigt die
Abbildung 7.7 die mittlere, prozentuale Volumenzunahme des Systems in Abha¨ngigkeit
vom Wassergehalt. Anhand der Kurve kann die Volumenzunahme bei den gefundenen
Gleichgewichtswerten fu¨r die Wasseraufnahme abgelesen werden. Um deren Fehler ab-
zuscha¨tzen wird zudem der Quellungsgrad bei den Wassergehalten an den Grenzen der
Konfidenzintervalle abgelesen. Bei T = 300 K, P = 1 bar und 100% r.F. liegt der Volu-
menquellungsgrad von PA-6 demnach bei 53% (+2/-13), bei denselben Bedingungen und
50% r.F. bei 44% (+5/-11). Auch beim Quellungsgrad fa¨llt auf, dass sich die Steigung der
Datenpunkte in demselben Bereich a¨ndert, wie dies bei den chemischen Potentialen der
Fall war. Falls die Wasseraufnahme aufgrund der Separation u¨berscha¨tzt wird, sollten die
Werte fu¨r den Quellungsgrad daher ebenfalls zu hoch sein.
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[b!]
Abbildung 7.6: Beispiel fu¨r die Separation von Wassermoleku¨len und Polyamid. Gezeigt
sind die Positionen der Sauerstoffatome der Wassermoleku¨le zu einem be-
stimmten Zeitpunkt wa¨hrend einer Simulation mit 120 Wassermoleku¨len
(≈ 25.6 wt %). Es sind große zusammenha¨ngende Gebiete in der Simula-
tionsschachtel zu erkennen, die keine bzw. ausschließlich Wassermoleku¨le
enthalten.
r.F. GGW–Wassergehalt GGW–Volumenquellungsgrad
100% 37 wt % +1/-6 53% +2/-13
50% 33 wt % +2/-6 44% +5/-11
Tabelle 7.1: U¨bersicht u¨ber die Ergebnisse der Simulationen fu¨r den Gleichgewichtswas-
sergehalt und Quellungsgrad von amorphem Polyamid 6 in Kontakt mit Luft
bei 100% bzw. 50% relativer Feuchte bei T = 300 K und P = 1 bar.
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Abbildung 7.7: Prozentuale Volumenzunahme von PA-6 aufgetragen gegen den Wasser-
gehalt des Netzwerks bei T = 300 K und P = 1 bar, wobei die fehlenden
LJ–Parameter aus dem ENCAD Kraftfeld entnommen wurden. Die Rau-
ten geben die erhaltenen Gleichgewichtswerte fu¨r Wassergehalt und Vo-
lumenzunahme sowie deren Konfidenzintervalle fu¨r 100 und 50% relative
Feuchte an. Die durchgezogene Linie verbindet den beobachteten Gleich-
gewichtswassergehalt bei Kontakt mit Luft bei 100% relativer Feuchte mit
der zugeho¨rigen Zunahme des Volumens. Die gestrichelte Linie zeigt ent-
sprechend die Volumenzunahme fu¨r den Klebstoff im Kontakt mit Luft
bei 50% relativer Feuchte an. Die gepunkteten Linien stellen dieselbe Ver-
bindung fu¨r die Grenzen der jeweiligen Konfidenzintervalle her. Die Fehler
der Messwerte sind kleiner als die Symbole.
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7.3.3 DGEBA+IPD
Die Simulationen fu¨r die DGEBA+IPD–Systeme erfolgen nach demselben Schema wie die
Simulationen zur Quellung von PA-6, sie unterscheiden sich lediglich in der Wahl einiger
Simulationsparameter. Fu¨r die MD–Simulationen sind dies der Zeitschritt ∆t = 0.5 fs,
die La¨nge der Simulationen — eine Simulation u¨ber 200000 Zeitschritte um das System
zu a¨quilibrieren und ein Produktionslauf u¨ber zwei Millionen Zeitschritte, in dem die
Positionen alle 2000 Zeitschritte ausgeschrieben werden — sowie die Kopplungskonstanten
τT = 20 fs und τT/κT = 1.97 · 105 fs bar−1. Das Gittersuchverfahren verwendet ein Gitter
aus 30× 30× 30 Zellen und es werden 1000 Testmoleku¨l–Einsetzungen pro als Hohlraum
identifizierter Zelle durchgefu¨hrt.
Die Abbildungen 7.8 und 7.9 zeigen das chemische Potential von Wasser in den beiden
DGEBA+IPD–Systemen in Abha¨ngigkeit vom Wassergehalt des Netzwerks, aufgetrennt
nach den Kraftfeldern, aus denen die fehlenden LJ–Parameter entnommen wurden. Die
Abbildungen 7.8 und 7.9 zeigen die entsprechenden A¨nderungen des Volumens. Die Ta-
belle 7.2 fasst die Ergebnisse fu¨r den Gleichgewichtswassergehalt und -quellungsgrad der
verschiedenen Systeme zusammen, wobei die Auswertung nach demselben Schema erfolg-
te, wie es in den Abschnitten 7.1 und 7.3.2 beschrieben wird.
Fu¨r das DGEBA/IPD–System ergibt sich ein Gleichgewichtswassergehalt bei 100% von 3.2
wt % (+0.3/-1.0) mit den LJ–Parametern des ENCAD–Kraftfelds und 2.1 wt % (+0.2/-
0.3) mit denen des GROMOS–Kraftfelds. Bei 50% relativer Feuchte liegen die Werte bei
1.5 wt % (+0.3/-0.4) bzw. 1.1 wt % (+0.2/-0.4). Die geringere Steigung der Messwerte
fu¨r die ENCAD–Parameter fu¨hrt dabei zu der sta¨rkeren Abha¨ngigkeit der Wasseraufnah-
me von der Luftfeuchtigkeit sowie zu der Angabe von gro¨ßeren Fehlerbereichen fu¨r den
Gleichgewichtswassergehalt. Bei der Abha¨ngigkeit des Volumens vom Wassergehalt zeigt
sich fu¨r beide Kraftfelder dasselbe Verhalten: Das Volumen des Systems a¨ndert sich bis
zu einem Wassergehalt von etwa einem Gewichtsprozent kaum, danach beginnt es mit
weiterer Zunahme des Wassergehalts u¨ber diesen Punkt hinaus linear zuzunehmen. Eine
mo¨gliche Erkla¨rung fu¨r dieses Verhalten liefert die Annahme, dass die Wassermoleku¨le
zuerst bereits vorhandene Hohlra¨ume im Polymernetzwerk auffu¨llen, wodurch sich dessen
Volumen zuerst nicht a¨ndert. Erst wenn alle diese Hohlra¨ume gefu¨llt sind, nimmt das
Volumen des Netzwerks zu, um Platz fu¨r weitere Wassermoleku¨le zu schaffen. Ein a¨hn-
liches Verhalten beobachten Marque et al. [25] fu¨r Wasser in Kapton und Pandiyan et
al. [3] bei der Untersuchung der A¨nderung des Volumens von Polyimidnetzwerken durch
die Aufnahme von CO2.
Da die Volumenzunahme erst ab einer Wasseraufnahme von etwa 1% beginnt und das
Netzwerk in den Simulationen mit den GROMOS–Parametern weniger Wasser aufnimmt
sowie eine etwas geringere Zunahme des Volumens des Netzwerks mit jedem zusa¨tzlichen
Wassermoleku¨l zeigt, sind die aus den Simulationen mit dem GROMOS–Kraftfeld vorher-



























Abbildung 7.8: Oben: Chemisches Potential von Wasser im DGEBA/IPD–System auf-
getragen gegen den Wassergehalt des Netzwerks bei T = 300 K und
P = 1 bar, wobei die fehlenden LJ–Parameter aus dem ENCAD Kraft-
feld entnommen wurden. Die gepunktete Linie ist eine Regressionsgera-
de durch die Datenpunkte. Der dunkel schraffierte Bereich gibt den Be-
reich zwischen einer Regressionsgeraden durch die oberen Grenzen und
einer durch die unteren Grenzen der Konfidenzintervalle an. Die waage-
rechte, durchgezogene Linie entspricht dem chemischen Potential von rei-
nem, flu¨ssigen Wasser und die waagerechte, gestrichelte Linie dem chemi-
schen Potential von Wasser in Luft bei 50% relativer Feuchte und densel-
ben thermodynamischen Bedingungen. Die hell schraffierten Bereiche ent-
sprechen deren jeweiligen Konfidenzintervallen. Unten: Dasselbe fu¨r das
DGEBA/IPD+FSDK-System.
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Abbildung 7.9: Chemisches Potential von Wasser im DGEBA/IPD–System aufgetragen
gegen den Wassergehalt des Netzwerks bei T = 300 K und P = 1 bar,
wobei die fehlenden LJ–Parameter aus dem GROMOS Kraftfeld entnom-
men wurden. Die Bedeutungen der verwendeten Symbole, Linientypen und
Schraffierungen sind dieselben wie in Abb. 7.8.
gesagten Quellungsgrade mit 0.7% (± 0.2) bei 100% r.F. und 0.2% (± 0.2) bei 50% r.F.
deutlich geringer als die Vorhersagen der Simulationen fu¨r die ENCAD–Parameter von
2.35% (+0.25/-1.15) bzw. 0.7% (+0.4/-0.5). Dadurch, dass das Volumen der Netzwerke
erst ab ca. 1 wt % Wassergehalt zuzunehmen beginnt, fu¨hren die etwas gro¨ßeren Fehler des
Gleichgewichtswassergehaltes fu¨r das ENCAD–Kraftfeld zu noch gro¨ßeren Unsicherheiten
bei der Angabe des Quellungsgrads.
Experimentelle Messungen (s. Abb. 7.12) an einem Klebstoff aus DGEBA und IPD oh-
ne Fu¨llstoffe und mit einem a¨hnlichen Vernetzungsgrad wie das DGEBA/IPD durch die
Projektpartner bei der Sartorius AG ergeben einen Wassergehalt von etwa 1.5 wt % bei
Raumtemperatur und 95% relativer Feuchte6 und zwischen 0.9 und 1.0 wt % bei 50%
r.F.7. Dabei ist zu beachten, dass der untersuchte Klebstoff dem Modellsystem zwar in
Zusammensetzung und Vernetzungsgrad a¨hnelt, aber der Ausha¨rtungsvorgang nicht dem
kinetischen Daten entspricht, anhand derer das DGEBA/IPD–System im Strukturgenera-
6Hier ist nur der Grenzwert des Wassergehalts w∞ aus dem Fit der Form w∞ (1− 1/ (1 + c2t)) angege-
ben. Der Fit mit exponentieller Abha¨ngigkeit beschreibt die Messwerte schlecht und der resultierende
Grenzwert liegt niedriger als die letzten Messwerte.
7abha¨ngig von der verwendeten Fitfunktion, s. Abb. 7.12





























Abbildung 7.10: Oben: Prozentuale Volumenzunahme des DGEBA/IPD–Systems auf-
getragen gegen den Wassergehalt des Netzwerks bei T = 300 K und
P = 1 bar, wobei die fehlenden LJ–Parameter aus dem ENCAD Kraftfeld
entnommen wurden. Die Rauten geben die erhaltenen Gleichgewichtswer-
te fu¨r Wassergehalt und Volumenzunahme sowie deren Konfidenzinterval-
le fu¨r 100 und 50% relative Feuchte an. Die durchgezogene Linie verbin-
det den beobachteten Gleichgewichtswassergehalt bei Kontakt mit Luft
bei 100% relativer Feuchte mit der zugeho¨rigen Zunahme des Volumens.
Die gestrichelte Linie zeigt entsprechend die Volumenzunahme fu¨r den
Klebstoff im Kontakt mit Luft bei 50% relativer Feuchte an. Die gepunk-
teten Linien stellen dieselbe Verbindung fu¨r die Grenzen der jeweiligen
Konfidenzintervalle her. Unten: Dasselbe fu¨r das DGEBA/IPD+FSDK-
System.
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Abbildung 7.11: Prozentuale Volumenzunahme des DGEBA/IPD–Systems aufgetragen
gegen den Wassergehalt des Netzwerks bei T = 300 K und P = 1 bar,
wobei die fehlenden LJ–Parameter aus dem GROMOS Kraftfeld entnom-
men wurden. Die verwendeten Linientypen und Symbole haben dieselbe
Bedeutung wie in Abb. 7.10.
tor erzeugt wurde. Da fu¨r diese Daten die Diffusionskontrolle nicht beru¨cksichtigt wurde,
ist es auch nicht mo¨glich, einen realen Klebstoff zu verwenden, der in dieser Hinsicht
dem Computermodell entspricht. Anhand des Vergleichs der Simulationsdaten fu¨r PA-6
und DGEBA/IPD mit den experimentellen Daten wurde schließlich entschieden, in den
folgenden Simulationen die LJ–Parameter des ENCAD–Kraftfelds zu verwenden.
Fu¨r das DGEBA/IPD+FSDK–System ergibt sich aus den Simulationen ein deutlich ge-
ringerer Wassergehalt als fu¨r das DGEBA/IPD–System. Bei 100% Luftfeuchtigkeit ergibt
sich ein Gleichgewichtswassergehalt des Polymernetzwerks bei einer Temperatur von 300 K
und einem Druck von 1 bar von 0.9 wt % (±0.2) Wasser, was einer Zunahme des Volumens
von 0.65% (+0.3/-0.1) entspricht. Fu¨r eine relative Luftfeuchtigkeit von 50% kann der
Gleichgewichtswassergehalt nicht genau bestimmt werden, weil die Auflo¨sung der Daten
durch die Systemgro¨ße beschra¨nkt wird, da nur Wassergehalte simuliert werden ko¨nnen,
die ganzzahligen Mengen von Wassermoleku¨len im System entsprechen. Es kann daher nur
eine obere Grenze von 0.2 wt % fu¨r den Gleichgewichtswassergehalt angegeben werden.
Als Unterschied zu den Ergebnissen fu¨r das DGEBA/IPD–System fa¨llt zudem auf, dass
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r.F. System (Kraftfeld) GGW–Wassergehalt GGW–Quellungsgrad
100% DGEBA/IPD (ENCAD) 3.2 wt % +0.3/-1.0 2.35% +0.25/-1.15
DGEBA/IPD (GROMOS) 2.1 wt % +0.2/-0.3 0.7% +0.2/-0.2
DGEBA/IPD+FSDK (ENCAD) 0.9 wt % +0.2/-0.2 0.65% +0.3/-0.1
50% DGEBA/IPD (ENCAD) 1.5 wt % +0.3/-0.4 0.7% +0.4/-0.5
DGEBA/IPD (GROMOS) 1.1 wt % +0.2/-0.4 0.2% +0.2/-0.2
DGEBA/IPD+FSDK (ENCAD) < 0.2 wt % < 0.1%
Tabelle 7.2: U¨bersicht u¨ber die Ergebnisse der Simulationen fu¨r den Gleichgewichtswas-
sergehalt und Quellungsgrad der DGEBA+IPD–Systeme in Kontakt mit Luft
bei 100% bzw. 50% relativer Feuchte bei T = 300 K und P = 1 bar.
das Volumen des DGEBA/IPD+FSDK–Systems u¨ber den gesamten Bereich der betrach-
teten Wassergehalte linear zunimmt, d.h. es wird nicht wie beim DGEBA/IPD–System
beobachtet, dass das Volumen zuerst u¨ber einen bestimmten Bereich hinweg konstant
bleibt, bevor das System zu quellen beginnt.
Da sich diese Zahlen nur auf das Polymernetzwerk beziehen, muss fu¨r den Vergleich mit
den experimentellen Daten fu¨r den realen Klebstoff der Einfluss der im Klebstoff enthal-
tenen Fu¨llstoffe beru¨cksichtigt werden. Dazu wird von der Annahme ausgegangen, dass
das Volumen der Fu¨llstoffe konstant bleibt und der Beitrag der Fu¨llstoffe zur Wasserauf-
nahme vernachla¨ssigt werden kann. Der Massenanteil von Harz und Ha¨rter im Klebstoff
betra¨gt laut Rezeptur 56.65% und ihr Anteil am Volumen basierend auf der Dichte des
Polymernetzwerks aus den Simulationen des Ausha¨rtungsvorgangs [27] und dem Volumen
der Fu¨llstoffe 76.02%. Damit ergibt sich fu¨r das gesamte Klebstoffsystem aus den Simula-
tionen ein Gleichgewichtswassergehalt von 0.51 wt % (± 0.11) und ein Quellungsgrad von
0.49% (+0.23/-0.08) bei 100% r.F.. Aus experimentellen Daten (s. Abb. 7.12) fu¨r das reale
System bei Raumtemperatur und 1 bar Druck ergibt sich ein Gleichgewichtswassergehalt
zwischen8 0.45 und 0.6 wt %. Die aus der Simulation vorhergesagte Wasseraufnahme
stimmt also fu¨r das realistische System sehr gut mit den Experimenten u¨berein.
8wiederum abha¨ngig von der Fitfunktion, s. Abb. 7.12
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Abbildung 7.12: Zeitlicher Verlauf des Wassergehalts des Netzwerks bei Raumtempe-
ratur und einem Druck von 1 bar aus Wa¨gemessungen beim Projekt-
partner Sartorius AG [26] fu¨r verschiedene Klebstoffe und Luftfeuch-
tigkeiten. Die Quadrate entsprechen Messdaten bei 95% r.F. fu¨r ein
DGEBA+IPD–System ohne Fu¨llstoffe mit a¨hnlichem Vernetzungsgrad
wie DGEBA/IPD, die durchgezogene Linie Messwerten fu¨r dasselbe Sys-
tem bei 50% r.F.. Die Kreise sind Messwerte fu¨r DGEBA+IPD mit Fu¨ll-
stoffen, was dem DGEBA/IPD+FSDK–System entspricht. An jeden Da-
tensatz wurden zwei Funktionen angepasst, w∞ (1− c1 exp (c2t)) (gestri-
chelte Linien) und w∞ (1− 1/ (1 + c2t)) (gepunktete Linien), wobei w∞,
c1 und c2 Fitparameter sind. w∞ kann dabei als Grenzwert der Wasser-
aufnahme fu¨r lange Quelldauern interpretiert werden.
164 7 Quellverhalten von Klebstoffen
7.4 Einflu¨sse auf das Quellverhalten
Die Unterschiede im Quellverhalten der beiden DGEBA+IPD–Systeme ko¨nnten Auf-
schlu¨sse daru¨ber geben, welche Eigenschaften des Netzwerks besonders großen Einfluss
auf das Quellverhalten haben, wodurch eventuell eine gezielte Auswahl von Klebstoffen,
Ausha¨rtungsbedingungen o.a¨. mit dem Ziel, ein gu¨nstigeres Quellverhalten zu erreichen,
mo¨glich werden ko¨nnte. Daher sollen in diesem Abschnitt Unterschiede der beiden Syste-
me auf Zusammenha¨nge mit der Quellung untersucht werden.
Dazu folgt zuerst eine Zusammenfassung der bereits bekannten Unterschiede zwischen
den beiden Systemen: Beide Systeme haben die gleiche chemische Zusammensetzung,
aber eine unterschiedliche Konzentration der reaktiven Spezies. Der Umsatz der Epoxid-
gruppen des DGEBA/IPD–Systems betra¨gt 87% und es entha¨lt ausschließlich tertia¨re
Amine. Im DGEBA/IPD+FSDK–System wurden nur 75% der Epoxidgruppen umgesetzt,
es entha¨lt von beiden Typen sowohl sekunda¨re als auch tertia¨re Amine. Die Dichte des
DGEBA/IPD–Systems ist leicht ho¨her als die von DGEBA/IPD+FSDK9.
In der Literatur werden zwei Mechanismen als von zentraler Bedeutung fu¨r die Wasser-
aufnahme von Polymernetzwerken angesehen, die Anlagerung von Wassermoleku¨len an
hydrophile Gruppen des Polymers und das Auffu¨llen von vorhandenen Hohlra¨umen im Po-
lymer [25, 28–33]. In Computersimulationen ko¨nnen die Lage der absorbierten Wassermo-
leku¨le und A¨nderungen der Struktur der Polymernetzwerke durch die Quellung untersucht
werden, indem Molekulardynamiksimulationen des untersuchten Systems bei verschiede-
nen Wassergehalten durchgefu¨hrt werden. Wu und Xu [33] beobachten auf diese Weise,
dass sich Wassermoleku¨le in einem Netzwerk aus DGEBA+IPD an den Hydroxylgruppen
anlagern und dort mit steigendem Wassergehalt u¨ber Wasserstoffbru¨ckenbindungen kleine
Cluster bilden. A¨hnliches beobachten Mijovic und Zhang [34] fu¨r Wasser in einem Netz-
werk aus DGEBA als Epoxidharz und Diethylentriamin als Ha¨rter und Marquee, Neyertz,
Verdu, Prunier und Brown [25] fu¨r Wasser in Kapton.
7.4.1 Lage der Wassermoleku¨le
Um die fu¨r die Quellung relevanten Eigenschaften des Polymernetzwerks zu identifizieren,
wird zuerst untersucht, an welchen Stellen des Netzwerks sich die absorbierten Wassermo-
leku¨le anlagern. Dazu wird untersucht, welche Atomtypen sich u¨berdurchschnittlich ha¨ufig
in unmittelbarer Na¨he der Wassermoleku¨le befinden. Zur Identifizierung dieser Atomtypen
werden Paarkorrelationsfunktionen verwendet. Die Paarkorrelationsfunktion
g2 (a, b, r) =
〈ρb (r)〉
〈ρb〉 (7.4.1)
91.1106 ± 0.003 g/cm3 bzw. 1.1102 ± 0.002 g/cm3, aus [27]
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gibt fu¨r zwei Atomtypen a und b die mittlere Dichte 〈ρb (r)〉 von Atomen des Typs b
in einem Abstand r von Atomen des Typs a im Verha¨ltnis zur mittleren Dichte 〈ρb〉 von
Atomen des Typs b in der Simulationsschachtel an. Ein Wert der Paarkorrelationsfunktion
gro¨ßer als eins bedeutet also, dass man in diesem Abstand von Teilchen des Typs a ha¨ufiger
Atome vom Typ b findet als im Durchschnitt u¨ber alle Absta¨nde und entsprechend weniger
Atome, falls der Wert kleiner als eins ist.
Um die Umgebung der Wassermoleku¨le zu untersuchen, werden nun also Paarkorrelati-
onsfunktionen fu¨r a = OH2O, wobei OH2O die Sauerstoffatome in den Wassermoleku¨len
bezeichnet, mit jedem in der Simulation vorhandenen Atomtyp b berechnet. Diese wer-
den aus MD–Simulationen u¨ber fu¨nf Millionen Zeitschritte ausgehend von den Endkon-
figurationen der MD–Simulationen fu¨r fu¨nf im Netzwerk enthaltene Wassermoleku¨le —
das entspricht mit ca. 0.92 wt % Wasser ungefa¨hr dem Gleichgewichtswassergehalt von
DGEBA/IPD+FSDK — bestimmt, wobei ansonsten dieselben Simulationsparameter wie
in den Simulationen zur Bestimmung der chemischen Potentiale verwendet werden.
Da nach Atomtypen gesucht wird, die besonders ha¨ufig in unmittelbarer Na¨he von Was-
sermoleku¨len zu finden sind, sollten ihre jeweiligen Paarkorrelationsfunktionen mit dem
Sauerstoffatom der Wassermoleku¨le ein ausgepra¨gtes Maximum bei etwa 3 A˚10 besitzen.
Dies ist fu¨r zwei Atomtypen11 der Fall: erstens fu¨r andere Sauerstoffatome OH2O in Was-
sermoleku¨len (s. Abb. 7.13) und zweitens fu¨r Sauerstoffatome OOH in Hydroxylgruppen
(s. Abb. 7.14). Dies stimmt mit den Beobachtungen von Wu und Xu [33], Mijovic und
Zhang [34] und Marque et al. [25] u¨ber die Aufenthaltsorte von Wassermoleku¨len in a¨hn-
lichen Polymernetzwerken u¨berein. Die Hydroxylgruppen entstehen wa¨hrend des Ausha¨r-
tungsvorgangs in den Reaktionen der Epoxidgruppen mit den prima¨ren und sekunda¨ren
Aminen. Aufgrund des ho¨heren Umsatzes der Epoxidgruppen besitzt das DGEBA/IPD–
System mehr Hydroxylgruppen als DGEBA/IPD+FSDK, was zur ho¨heren Wasserauf-
nahme des Systems beitragen sollte. Da das DGEBA/IPD–System aber insgesamt nur
etwa 14% mehr OH–Gruppen als das DGEBA/IPD+FSDK entha¨lt, aber etwa dreimal so
viel Wasser aufnimmt, liegt die Vermutung nahe, dass noch andere Effekte zur ho¨heren
Wasseraufnahme beitragen.
7.4.2 Umgebung der Hydroxylgruppen
Der ho¨here Umsatz der Epoxidgruppen im Fall von DGEBA/IPD fu¨hrt nicht nur zu
einer gro¨ßeren Zahl von OH–Gruppen, sondern auch dazu, dass in diesem System
20 von 22 Aminogruppen mit zwei Epoxidgruppen reagiert haben, wa¨hrend dies im
DGEBA/IPD+FSDK–System nur fu¨r 14 der Fall ist. Wie in Abbildung 7.15 illustriert
wird, ko¨nnte es durch sterische Effekte dazu kommen, dass sich zwischen den beiden an das
10je nach Gro¨ße (LJ–Parameter σ) des Atoms
11und die jeweils zugeho¨rigen Wasserstoffatome
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Abbildung 7.13: Paarkorrelationsfunktion zwischen den Sauerstoffatomen der
Wassermoleku¨le fu¨r DGEBA/IPD (durchgezogene Linie) und
DGEBA/IPD+FSDK (gestrichelte Linie)
tertia¨re Amin gebundenen DGEBA–Moleku¨len Hohlra¨ume bilden, und zwar mo¨glicher-
weise direkt in der Umgebung der beiden Hydroxylgruppen. Durch die insgesamt ho¨here
Steifigkeit des Netzwerks fu¨r DGEBA/IPD durch den ho¨heren Vernetzungsgrad ko¨nnte
dieser Effekt zusa¨tzlich versta¨rkt werden. Das Auftreten solcher Hohlra¨ume in der Na¨he
der funktionellen Gruppen des Polymernetzwerks, die am meisten zur Wasseraufnahme
beitragen, ko¨nnte den großen Unterschied in der Wasseraufnahme erkla¨ren. Um dies zu
untersuchen, soll nun die Umgebung der OH–Gruppen im trockenen Netzwerk untersucht
werden.
Dazu werden die Paarkorrelationsfunktionen aller Atomtypen bezogen auf das Sauerstoff-
atom der Hydroxylgruppe bestimmt. Aus simulationstechnischen Gru¨nden werden dabei
nur Atome beru¨cksichtigt, die u¨ber nichtbindende Wechselwirkungen mit dem Sauerstoff-
atom wechselwirken, d.h. die benachbarten Atome des Sauerstoffatoms (vgl. Abb. 7.16)
werden nicht beru¨cksichtigt. Da diese jedoch fu¨r alle OH–Gruppen in beiden Systemen
identisch sind, sollte dies keine Beeintra¨chtigung darstellen. Es kann zudem nicht zwi-
schen OH–Gruppen an sekunda¨ren und tertia¨ren Aminen unterschieden werden, so dass
diese nicht getrennt voneinander untersucht werden ko¨nnen. Beim Vergleich der Paar-
korrelationsfunktionen muss jedoch beru¨cksichtigt werden, dass diese relative Angaben
sind. Da sie sich in den verschiedenen Systemen auf jeweils unterschiedliche Volumina
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Abbildung 7.14: Paarkorrelationsfunktion zwischen den Sauerstoffatomen der Wassermo-
leku¨le und der Hydroxylgruppen fu¨r DGEBA/IPD (durchgezogene Linie)
und DGEBA/IPD+FSDK (gestrichelte Linie)
Abbildung 7.15: Schematische Darstellung zur mo¨glichen Bildung von Hohlra¨umen um
die Hydroxylgruppen in der Na¨he von tertia¨ren Aminogruppen
168 7 Quellverhalten von Klebstoffen
Abbildung 7.16: Zur Berechnung der Paarkorrelationsfunktion bezu¨glich des Sauerstoffa-
toms in den Hydroxylgruppen. Die grauen Atome werden bei der Berech-
nung der Paarkorrelationsfunktionen fu¨r das zugeho¨rige Sauerstoffatom
nicht beru¨cksichtigt, die entsprechenden Atome an anderen OH–Gruppen
jedoch schon. Die nicht dargestellten Wasserstoffatome an den grauen
Kohlenstoffen werden ebenfalls nicht einbezogen.
und zum Teil verschiedene Mengen von Atomen des jeweiligen Typs beziehen, ist es nicht
sinnvoll, die Werte zweier verschiedener Paarkorrelationsfunktionen bei einem bestimm-
ten Abstand oder die Ho¨he ihrer Maxima direkt miteinander zu vergleichen. Ru¨ckschlu¨sse
auf Unterschiede zwischen den Systemen sind allerdings mo¨glich, wenn dieselbe Paarkor-
relationsfunktion strukturelle Unterschiede zwischen den beiden Systemen aufweist, d.h.
wenn sich z.B. die Zahl oder die Lage der Maxima oder Minima der Funktion a¨ndert.
Solche Unterschiede werden nur fu¨r die Paarkorrelationsfunktion zwischen den Sauerstoff-
atomen der Hydroxylgruppen OOH und jenen in den nicht umgesetzten Epoxidgruppen
OEp beobachtet. Wie die Abbildung 7.17 zeigt, liegt fu¨r DGEBA/IPD das Hauptmaxi-
mum bei etwa 3.2 A˚, wa¨hrend es fu¨r DGEBA/IPD+FSDK bei etwa 4.7 A˚ liegt. Beide
Paarkorrelationsfunktionen besitzen an der Stelle des Hauptmaximums der anderen Funk-
tion jeweils ein kleineres lokales Minimum. Dieser Unterschied ist insoweit u¨berraschend,
dass man ihn eher in umgekehrter Form erwarten wu¨rde. Da der Umsatz der Epoxid-
gruppen im DGEBA/IPD–System ho¨her ist, sollte man erwarten, dass die verbliebenen
Epoxidgruppen eher weit von den Aminogruppen, und damit auch von den OH–Gruppen,
entfernt sind, da die Wahrscheinlichkeit fu¨r eine Epoxidgruppen, vom Strukturgenerator
fu¨r eine Reaktion mit einen prima¨ren oder sekunda¨ren Amin ausgewa¨hlt zu werden, mit
zunehmendem Abstand geringer wird.
Aus den bereits genannten Gru¨nden ist der Vergleich relativer Gro¨ße zwischen den beiden
Systemen schwierig, deshalb ist es fu¨r die Suche nach Hohlra¨umen besser, geeignete abso-
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Abbildung 7.17: Paarkorrelationsfunktion zwischen den Sauerstoffatomen der Hydroxyl-
gruppen und der Epoxidgruppen fu¨r DGEBA/IPD (durchgezogene Linie)
und DGEBA/IPD+FSDK (gestrichelte Linie)
lute Gro¨ßen zu vergleichen. Eine solche ist zum Beispiel die Dichte des Polymernetzwerks
in einem bestimmten Abstand der Hydroxylgruppe. Wenn solche Hohlra¨ume vor allem in
einem der beiden Systeme existieren, sollte sich dieses in den Dichteverteilungen zeigen.
Aus der Definition der Paarkorrelatonsfunktion (7.4.1) folgt, dass die Dichteverteilung




〈ρb〉 g2 (OOH , b, r) (7.4.2)
gegeben ist, wobei die Summation u¨ber alle Atomtypen b erfolgt. Die Dichtevertei-
lung kann also aus den bereits bestimmten Paarkorrelationsfunktionen berechnet wer-
den. Die Abbildung 7.18 vergleicht die Dichteverteilungen der beiden DGEBA+IPD–
Systeme. Es zeigt sich, dass es tatsa¨chlich einen Abstandsbereich zwischen 3.5 und 4.7
A˚ gibt, in dem die Dichte des DGEBA/IPD+FSDK–Systems deutlich ho¨her ist als die
von DGEBA/IPD, obwohl die durchschnittliche Dichte DGEBA/IPD+FSDK geringer als
die von DGEBA/IPD ist. Vergleicht man dies mit den Paarkorrelationsfunktionen zwi-
schen den Sauerstoffatomen in den Wassermoleku¨len und den Hydroxylgruppen in Abb.
7.14, entspricht dies ungefa¨hr dem Abstandsbereich, in dem die Paarkorrelationsfunktion
fu¨r DGEBA/IPD ein kleineres, zweites Maximum aufweist, wa¨hrend die Paarkorrelations-
funktion fu¨r DGEBA/IPD+FSDK an dieser Stelle zwar eine a¨hnliche, aber viel schwa¨cher
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Abbildung 7.18: Radiale Dichteverteilung ausgehend von den Sauerstoffatomen der
Hydroxylgruppen fu¨r DGEBA/IPD (durchgezogene Linie) und DGE-
BA/IPD+FSDK (gestrichelte Linie)
ausgepra¨gte Struktur aufweist. Weiterhin fa¨llt auf, dass die Schnittpunkte der Dichtever-
teilungen ungefa¨hr mit den beobachteten Unterschieden in den Maxima der Paarkorrela-
tionsfunktionen zwischen Hydroxyl- und Epoxidgruppen (s. Abb. 7.17) u¨bereinstimmen.
Bei der Interpretation der Unterschiede in der radialen Dichteverteilung muss beru¨cksich-
tigt werden, dass sich die Dichte auf Kugelschalen unterschiedlicher Gro¨ße bezieht. Daher
bietet sich als weitere Vergleichsgro¨ße die Masse mK (R) der Atome innerhalb einer Kugel






gegeben. Abbildung 7.19 zeigt die Differenz in der Masse dieser Kugel in Abha¨ngigkeit
vom Radius. Auch hier zeigt sich, dass sich fu¨r einige R im Mittel mehr Masse innerhalb
dieser Kugel um das Sauerstoffatom befindet.
Diese Untersuchungen haben erwiesen, dass es, wie vermutet, Unterschiede in der Um-
gebung der OH–Gruppen in den beiden Netzwerken gibt und dass tatsa¨chlich die Dichte
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Abbildung 7.19: Mittlerer Massenunterschied zweier Kugeln mit Radius R und
Zentrum in einem Sauerstoffatom einer OH-Gruppe zwischen
DGEBA/IPD+FSDK und DGEBA/IPD. Positive Werte bedeuten,
dass die Kugel im DGEBA/IPD+FSDK–System schwerer ist.
von DGEBA/IPD+FSDK in einem Abstandsbereich ho¨her ist, indem sich Wassermoleku¨-
le an die OH–Gruppe anlagern wu¨rden. Dies ist kein Beweis, dass dies ein Mechanismus
ist, der zur ho¨heren Wasseraufnahme von DGEBA/IPD beitra¨gt, jedoch zumindest ein
Indiz. Auch ko¨nnen die beobachteten Unterschiede in der Struktur nicht vollsta¨ndig er-
kla¨rt werden, speziell die Unterschiede in der Lage der verbliebenen Epoxidgruppen. Als
Ansatzpunkt fu¨r die Praxis bei der Auswahl quellungsarmer Epoxidklebstoffe verbleibt je-
doch, dass es offensichtlich in Hinblick auf die Wasseraufnahme vorteilhaft ist, den Umsatz
der Epoxidgruppen gering zu halten, was sich zum Beispiel, in bestimmten Grenzen, u¨ber
die Wahl der Umgebungstemperatur wa¨hrend des Ausha¨rtungsvorgangs steuern la¨sst.
7.5 Abscha¨tzung der Temperaturabha¨ngigkeit
Das bisher beschriebene Verfahren zur Simulation der Quellung muss bei jeder A¨nde-
rung der untersuchten thermodynamischen Bedingungen praktisch vollsta¨ndig wiederholt
werden, was erneut einen sehr großen Rechenaufwand verursacht. Der Aufwand an Prozes-
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sorzeit fu¨r die Bestimmung des chemischen Potentials fu¨r einem bestimmten Wassergehalt
auf einem modernen Computer liegt beispielsweise fu¨r die untersuchten Systeme inkl. der
MD–Simulationen in der Gro¨ßenordnung von zwei Monaten. Vorteile bei der Untersu-
chung weiterer thermodynamischer Bedingungen ergeben sich nur daraus, dass bei der
ersten Rechnung mehrere Zwischenschritte no¨tig sein ko¨nnen, bis der Wassergehalt die
Region um den Gleichgewichtswassergehalt erreicht, wa¨hrend fu¨r weitere Rechnungen be-
reits Konfigurationen fu¨r unterschiedliche Wassergehalte existieren, die nur noch bei den
neuen Bedingungen a¨quilibriert werden mu¨ssen.
In diesem Abschnitt wird ein Verfahren vorgestellt, das thermodynamische Integration12
verwendet, um die Temperaturabha¨ngigkeit des chemischen Potentials bei konstantem
Druck aus den Ergebnissen der Quellungssimulationen bei einer Temperatur abzuscha¨tzen,












die die freie Enthalpie G mit der Enthalpie H verbindet. Leitet man beide Seiten der Glei-
chung nach der Zahl der Wassermoleku¨le NH2O bei konstanter Temperatur T , konstantem
















∣∣∣∣{Ni 6=H2O},P,T , (7.5.2)
ergibt sich nach Vertauschen der partiellen Ableitungen und mit µH2O =
∂G/∂NH2O|{Ni 6=H2O},P,T eine Differentialgleichung fu¨r das chemische Potential von Wasser











∣∣∣∣{Ni 6=H2O},P,T . (7.5.3)
Unbekannt in dieser Gleichung ist jedoch noch die Ableitung der Enthalpie H nach der
Zahl der Wassermoleku¨le NH2O im System, die aus der Simulation bestimmt werden muss.
Die Enthalpie H = U +PV setzt sich jedoch aus Gro¨ßen zusammen, die bereits wa¨hrend
der MD–Simulationen berechnet werden und ist daher leicht und ohne nennenswerten zu-
sa¨tzlichen Aufwand zu berechnen. Die Enthalpien der PA-6 und DGEBA/IPD–Systeme
sind in den Abbildungen 7.20 und 7.21 als Funktion von NH2O dargestellt. Man kann
erkennen, dass die Abha¨ngigkeit in beiden Fa¨llen sehr gut durch eine Gerade beschrieben
wird. Daraus folgt, dass die Ableitung auf der rechten Seite der Gl. (7.5.3) in guter Na¨he-
rung unabha¨ngig vom Wert von NH2O ist und als Funktion der Temperatur geschrieben
12s. Kap. 6.4
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Abbildung 7.20: Mittlere Enthalpie des Polyamid 6–Systems gegen die Anzahl der im
System enthaltenen Wassermoleku¨le bei T = 300 K und P = 1 bar. Die
gestrichelte Linie entspricht einer an die Datenpunkte angepassten Re-
gressionsgeraden.
werden kann13.
h (T ) ≡ ∂H
∂NH2O
∣∣∣∣{Ni6=H2O},P,T (7.5.4)
Von einem bekannten chemischen Potential µH2O (T0) bei einer Temperatur T0 zum che-
mischen Potential bei einer Temperatur T1 gelangt man nun durch Integration der Gl.




































13Der Druck P wurde zu Beginn bereits als konstant vorausgesetzt
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Abbildung 7.21: Mittlere Enthalpie des DGEBA/IPD–Systems gegen die Anzahl der im
System enthaltenen Wassermoleku¨le bei T = 300 K und P = 1 bar. Die
gestrichelte Linie entspricht einer an die Datenpunkte angepassten Re-
gressionsgeraden.
Damit das Integral auf der rechten Seite gelo¨st werden kann, muss eine Annahme u¨ber
die Art der Temperaturabha¨ngigkeit der A¨nderung der Enthalpie mit der Zahl der Was-






















Die Steigung der Enthalpie ∂H/∂NH2O bei T0 = 300 K (s. Abb. 7.20 und 7.21) betra¨gt
-10.437 kcal mol−1 (± 0.031) fu¨r PA-6 und -6.94 kcal mol−1 (± 0.21) fu¨r DGEBA/IPD.
Damit kann nach Gl. (7.5.9) ein Scha¨tzwert fu¨r das chemische Potential bei T1 = 353K
berechnet werden. Die Abbildungen 7.22 und 7.23 vergleichen diese Scha¨tzwerte mit Er-
gebnissen aus Simulationen bei 353K fu¨r das chemische Potential von Wasser in Wasser
und in den beiden Polymersystemen. Die Simulationen laufen nach demselben Schema wie
die jeweiligen Simulationen bei 300 K in den Kapiteln 7.3.1, 7.3.2 und 7.3.3 ab und ver-
wenden mit Ausnahme der Solltemperatur dieselben Parameter. In beiden Fa¨llen liegen
die extrapolierten chemischen Potentiale deutlich unter den Ergebnissen der Simulationen,
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System r.F. GGW–Wassergehalt
Extrapolation Simulation
DGEBA/IPD 100% 2.0 wt % +0.4/-0.5 0.4 wt % +0.1/-0.1
50% 0.4 wt % +0.2/-0.2 < 0.4 wt %
PA-6 100% 28 wt % +2/-6 23.5 wt % +2/-6
50% 22 wt % +2/-8 17.5 wt % +1/-9.5
Tabelle 7.3: Vergleich der Ergebnisse der Simulationen bei T = 300 K und P = 1 bar
mit den extrapolierten Werten fu¨r den Gleichgewichtswassergehalt und Quel-
lungsgrad von PA-6 und DGEBA/IPD in Kontakt mit Luft bei 100% bzw.
50% relativer Feuchte.
wobei die Abweichung im Fall von DGEBA/IPD deutlich gro¨ßer ist.
Bessere Ergebnisse erha¨lt man, wenn man im Schritt von Gl. (7.5.7) zur Gl. (7.5.8) statt























Die Abbildungen 7.24 und 7.25 zeigen eine deutlich bessere U¨bereinstimmung der ex-
trapolierten Werte mit den Messwerten. Die aus den Datensa¨tzen erhaltenen Werte fu¨r
den Gleichgewichtswassergehalt vergleicht die Tabelle 7.3. Entsprechend der Tendenz der
Messwerte sind die Ergebnisse der Extrapolation fu¨r den Gleichgewichtswassergehalt ho¨-
her als die aus der Simulation gewonnenen Werte, besonders groß ist der Unterschied bei
DGEBA/IPD bedingt durch die geringe Steigung des chemischen Potentials. Beide Me-
thoden stimmen aber darin u¨berein, dass die Wasseraufnahme bei ho¨herer Temperatur
sinkt.
Keine der beiden Annahmen u¨ber h (T ) besitzt eine besondere Begru¨ndung, warum sie
fu¨r diese Systeme geeignet ist, die lineare Abha¨ngigkeit entspricht dem idealen Gas, die
quadratische wurde frei gewa¨hlt. Fu¨r eine bessere Abscha¨tzung mu¨sste z.B. h (T ) aus
weiteren MD–Simulation bei mehreren Temperaturen zwischen T0 und T1 bestimmt wer-
den und damit das Integral in 7.5.7 numerisch gelo¨st werden. Eine andere Lo¨sung ko¨nnte
z.B. die Verwendung von DSC-Daten fu¨r das untersuchte System darstellen. Angesichts
der Tatsache, dass das Extrapolationsverfahren keinen zusa¨tzlichen Rechenaufwand außer
den bereits fu¨r die Simulation der Quellung bei der Temperatur T0 beno¨tigten Simulatio-
















Abbildung 7.22: Vergleich der Extrapolation unter der Annahme h (T ) ∝ T mit den si-
mulierten Werten fu¨r das chemische Potential von Wasser in Polyamid
6 aufgetragen gegen den Wassergehalt des Netzwerks bei T = 353K und
P = 1 bar. Die Quadrate sind die Ergebnisse der von den Werten bei
T = 300 K ausgehenden Extrapolation, die Rauten entsprechen den di-
rekt aus den Simulationen bei T = 353K bestimmten Werten. Die ge-
strichelten Linien sind Regressionsgeraden an die jeweiligen Daten. Die
waagerechte, durchgezogene Linie entspricht dem chemischen Potential
von reinem, flu¨ssigen Wasser und die waagerechte, gestrichelte Linie dem
chemischen Potential von Wasser in Luft bei 50% relativer Feuchte bei
denselben thermodynamischen Bedingungen. Die hell schraffierten Berei-
che entsprechen deren jeweiligen Konfidenzintervallen.
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Abbildung 7.23: Vergleich der Extrapolation unter der Annahme h (T ) ∝ T mit
den simulierten Werten fu¨r das chemisches Potential von Wasser im
DGEBA/IPD–System aufgetragen gegen den Wassergehalt des Netz-
werks bei T = 353K und P = 1 bar. Die Bedeutungen der verwen-
deten Symbole, Linientypen und Schraffierungen sind dieselben wie in
Abb.7.22.
nen erfordert, kann dieses Verfahren jedoch zumindest ein wertvolles Werkzeug bei der
Abscha¨tzung der Tendenz der Wasseraufnahme des Polymernetzwerks sein und eventuell
sogar eine grobe Abscha¨tzung der Sta¨rke der Temperaturabha¨ngigkeit der Wasseraufnah-
me ermo¨glichen.
Wenn es gelingt, eine geeignete Gleichung zu finden, ist es mo¨glich, die A¨nderung des che-
mischen Potentials auch entlang anderer Pfade als einer Isobaren zu verfolgen. Pandiyan
et al. [3] stellen z.B. eine Gleichung vor, die die A¨nderung entlang einer Isothermen, also
die Druckabha¨ngigkeit, des chemischen Potentials von reinem Kohlendioxid beschreibt.
Indem sie fu¨r die Integration das Kohlendioxid als ideales Gas auffassen, ko¨nnen sie die
Druckabha¨ngigkeit des Wechselwirkungsanteils des chemischen Potentials qualitativ gut
beschreiben. Quantitativ beobachten sie jedoch einen kleinen Versatz zwischen simulier-
ten und berechneten Werten. Fu¨r die Beschreibung der Druckabha¨ngigkeit des chemischen
Potentials im Polymernetzwerk und damit auch dessen Gleichgewichtsgehalts an Kohlen-
dioxid ist ihre Gleichung jedoch nicht geeignet.
















Abbildung 7.24: Vergleich der Extrapolation unter der Annahme h (T ) ∝ T 2 mit den
simulierten Werten fu¨r das chemische Potential von Wasser in Polyamid
6 aufgetragen gegen den Wassergehalt des Netzwerks bei T = 353K und
P = 1 bar. Die Bedeutungen der verwendeten Symbole, Linientypen und
Schraffierungen sind dieselben wie in Abb.7.24.
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Abbildung 7.25: Vergleich der Extrapolation unter der Annahme h (T ) ∝ T 2 mit den simu-
lierten Werten fu¨r das chemische Potential von Wasser im DGEBA/IPD–
System aufgetragen gegen den Wassergehalt des Netzwerks bei T = 353K
und P = 1 bar. Die Bedeutungen der verwendeten Symbole, Linientypen
und Schraffierungen sind dieselben wie in Abb.7.24.
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8 Zusammenfassung
In dieser Arbeit wurden zwei verschiedene Verfahren zur Computersimulation von Absorp-
tionsgleichgewichten kleiner Moleku¨le in Polymernetzwerken erfolgreich eingesetzt: zum
einen eine Molekulardynamik/Monte–Carlo–Hybridvariante des Gibbs–Ensembles in den
Simulationen zur Stofftrennung und zum anderen der explizite Vergleich der chemischen
Potentiale des Lo¨sungsmittels innerhalb und in der Umgebung des Polymernetzwerks in
den Simulationen zur Vorhersage des Quellverhaltens von Klebstoffen. Beide Vorgehens-
weisen haben ihre Vor- und Nachteile abha¨ngig von der untersuchten Fragestellung. Wa¨h-
rend mit der Gibbs-Ensemble-Technik, solange die Akzeptanzrate der Transferschritte
ausreichend hoch ist, einzelne Absorptionsgleichgewichte viel schneller und einfacher be-
stimmt werden ko¨nnen als durch den Vergleich der chemischen Potentiale, fu¨hrt letzterer
auch bei Systemen mit hohen Dichten, wie den untersuchten Klebstoffen, zum Erfolg.
Fu¨r die Simulationen zur Stofftrennung wurde zuerst ein Modellnetzwerk fu¨r die Poly-
mermembran entwickelt, das eine amorphe Struktur besitzt und dessen Vernetzungsgrad
beliebig einstellbar ist. Es ist zudem gelungen, mittels stochastischer U¨berlegungen einen
Ausdruck herzuleiten, der die Verteilung der La¨ngen der Polymerketten zwischen den
Vernetzungspunkten fu¨r beliebige Vernetzungsgrade sehr gut beschreibt, sowie eine Zu-
standsgleichung fu¨r das Modellnetzwerk mit Hilfe einer Flory–Huggins–Gittertheorie zu
gewinnen, die Temperatur und Druck sowie Dichte und Vernetzungsgrad des Modellnetz-
werks miteinander verbindet und in der Lage ist, das in den Simulationen beobachtete
Verhalten des Modellnetzwerks bei allen untersuchten Bedingungen qualitativ und bei
einigen Bedingungen sogar quantitativ gut zu beschreiben.
Dieses Modellnetzwerk wurde anschließend eingesetzt, um die Einflu¨sse der Form und
Flexibilita¨t von Lo¨sungsmittelmoleku¨len auf die Stofftrennung zu bestimmen. Dazu wur-
den Absorptionsgleichgewichte von geeigneten Modellen fu¨r Lo¨sungsmittelmoleku¨le, die
eine getrennte Betrachtung der Einflu¨sse von Form und Flexibilita¨t erlauben, fu¨r das Mo-
dellnetzwerk im Kontakt mit einer bina¨ren Mischung dieser Moleku¨le untersucht. In den
Simulationen wurde festgestellt, dass Moleku¨le mit kompakterer Form bei allen untersuch-
ten Bedingungen bevorzugt von der Polymermembran absorbiert werden. Dasselbe konnte
bei fast allen untersuchten Bedingungen auch fu¨r Moleku¨le mit ho¨herer Flexibilita¨t nach-
gewiesen werden, der Effekt ist jedoch wesentlich geringer ausgepra¨gt als der der Form
der Moleku¨le. Bezu¨glich der Diffusion der Moleku¨le durch die Polymermembran konnte in
den Simulationen kein signifikanter Unterschied zwischen den unterschiedlichen Moleku¨len
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festgestellt werden. Es folgt daher, dass der Filtrationseffekt der Membran hauptsa¨chlich
durch die pra¨ferentielle Absorption einer Spezies entsteht.
Außerdem wurde im Rahmen eines BMBF–Verbundprojekts ein Simulationstool entwi-
ckelt, das es erlaubt, die A¨nderungen des Gewichts und Volumens von Klebstoffen durch
die Aufnahme von Wasser fu¨r unterschiedliche Situationen, umgeben von feuchter Luft
oder in Wasser eingetaucht, vorherzusagen, was in Verbindung mit FEM–Simulationen
der makroskopischen Bauteile bei den Projektpartnern auch die Vorhersage der Effek-
te der Quellung auf das reale Bauteil erlaubt. Das entwickelte Verfahren zur Simulation
der Quellung wurde an zwei verschiedenen Systemen getestet, neben dem ausgewa¨hlten
Modellklebstoff auch fu¨r amorphes, unvernetztes Polyamid 6, wobei vor allem fu¨r das
realistische Modellsystem fu¨r den Klebstoff, das von den Projektpartnern am Fraunhofer
IFAM mit einem neu entwickelten Verfahren, das den Ausha¨rtungsvorgang des Klebstoffs
besonders realistisch bei der Modellierung beru¨cksichtigt, erzeugt wurde, die Vorhersage
der Simulationen sehr gut mit den experimentell bestimmten Werten u¨bereinstimmt.
Zudem ist es durch die Quellungssimulationen mo¨glich, die Lage der Wassermoleku¨le im
Klebstoff zu bestimmen und verschiedene Klebstoffmodelle dahin gehend zu untersuchen,
welche Unterschiede in ihrer Struktur Einfluss auf das Quellverhalten des Klebstoffs haben.
Fu¨r die Klebstoffmodelle aus DGEBA und IPD stellte sich heraus, dass die Hydroxylgrup-
pen im Polymernetzwerk und deren Umgebung besonders wichtig fu¨r die Wasseraufnahme
des Klebstoffs sind. Da sich die Zahl dieser Gruppen u¨ber die Bedingungen wa¨hrend des
Ausha¨rtungsvorgangs des Klebstoffs steuern la¨sst, ko¨nnte dieses einen Ansatzpunkt zur
gezielten Verbesserung der eingesetzten Klebstoffe darstellen. Weiterhin wurde ein Verfah-
ren entwickelt, mit dem aus Quellungssimulationen bei einer Temperatur zusa¨tzlich zur
Wasseraufnahme bei dieser Temperatur auch noch grob deren Temperaturabha¨ngigkeit




BMBF Bundesministerium fu¨r Bildung und Forschung
DGEBA Diglycidylether des Bisphenols A
DGEBA/IPD Klebstoffmodell, fu¨r Details s. Kap. 5.4.1
DGEBA/IPD+FSDK Klebstoffmodell, fu¨r Details s. Kap. 5.4.1
DSC Differential Scanning Calorimetry
(Dynamische Differenzkalorimetrie)
DK Diffusionskontrolle
EVMS excluded volume map sampling
FH Flory-Huggins
GE Gibbs–Ensemble
GSL GNU Scientific Library
GGW Gleichgewicht
Gl. Gleichung








PCFF polymer consistent force field
PPPM particle–particle particle–mesh
r.F. relative Feuchte





B Dokumentation des Tools zur
Berechnung des chemischen
Potentials
Das im Rahmen dieser Arbeit und des Projekts
”
Entwicklung eines Simulationstools zur
Vorhersage des Ha¨rtungsschrumpfes und Quellverhaltens von Klebstoffen“ entwickelte
Tool zur Vorhersage der Quellungseigenschaften von Klebstoffen besteht aus drei Mo-
dulen. Das erste Modul ist die Software, die fu¨r die MD–Simulationen verwendet wird.
Ausgehend von den aus diesen Simulationen erzeugten Konfigurationen des Klebstoffs
mit darin enthaltenen Wassermoleku¨len ist das zweite Modul, bestehend aus dem selbst
entwickelten Programm ChemPot, fu¨r die effiziente Berechnung des chemischen Potenti-
als von Wasser im Klebstoff zusta¨ndig. Das dritte Modul (ChemPy) ist eine Sammlung
von Werkzeugen, die eine Schnittstelle zwischen der MD–Software und der Software zur
Berechnung des chemischen Potentials bilden. Mit dieser Aufteilung soll erreicht werden,
dass zum einen keine eigene Software fu¨r die MD–Simulationen entwickelt werden muss,
sondern eines der bereits vorhandenen, ausgereiften Softwarepakete wie Amber [1–3], Gro-
macs [4–8], LAMMPS [9, 10], NAMD [11–13] o.a. verwendet werden kann, zum anderen das
Programm zur Berechnung der chemischen Potentiale so unabha¨ngig wie mo¨glich vom ein-
gesetzten MD–Programmpaket oder der verwendeten Plattform ist. Da die Schnittstellen
zwischen den beiden Programmen in das ChemPy–Modul ausgegliedert sind, mu¨ssen bei
einem Wechsel der MD–Software oder einer mo¨glichen A¨nderung in den verwendeten Da-
teiformaten in neuen Versionen lediglich diese Skripte angepasst werden. In Abbildung
B.1 ist die Aufteilung in die drei Module und der Ablauf der Quellungssimulationen sche-
matisch dargestellt.
B.1 Molekulardynamik–Modul
Wie oben erla¨utert wird bei diesem Modul bewusst auf eine Festlegung auf ein bestimm-
tes Programmpaket oder sogar eine bestimmte Version eines solchen Pakets verzichtet.
Fu¨r detaillierte Anleitungen zur Durchfu¨hrung der MD–Simulationen wird daher an die-
ser Stelle auf die Dokumentation des eingesetzten Programmpakets verwiesen. In dieser
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Abbildung B.1: Schema zum Aufbau der drei Module des Simulationstools und der Ver-
knu¨pfungen zwischen den einzelnen Programmen und Skripten wa¨hrend
der Quellungssimulationen. Die gestrichelten waagerechten Linien trennen
die zu verschiedenen Modulen geho¨renden Programme.
Arbeit wird die LAMMPS (
”
Large-scale Atomic/Molecular Massively Parallel Simulator “)
Software [9, 10] in der Version vom 21. Mai 2008 verwendet, die von den
”
Sandia National
Laboratories“ weiterentwickelt und unter der
”
GNU General Public License“ (GPL) zur
Verfu¨gung gestellt wird. Die einzige Bedingung an die verwendete Software ist es, dass sie
es ermo¨glicht, in regelma¨ßigen Absta¨nden die Positionen der Atome in einer Form auszu-
geben, die von anderen Programmen ausgewertet werden kann. Mit LAMMPS ist dies z.B.
mo¨glich, indem mit Hilfe des restart Befehls die Software in regelma¨ßigen Absta¨nden
eine bina¨re Datei ausgibt, die es LAMMPS erlauben soll, bei einem Abbruch die Simulation
von diesem Punkt aus fortzusetzen. Diese Dateien ko¨nnen jedoch auch mit Hilfe des im
LAMMPS–Paket enthaltenen Werkzeugs restart2data in Dateien im ASCII–Format umge-
wandelt werden, die von anderen Programmen analysiert werden ko¨nnen.
B.2 Das ChemPot–Modul
B.2.1 Systemvoraussetzungen
Das ChemPot–Programm ist in C++ geschrieben, und beno¨tigt daher einen Compiler fu¨r
C++ fu¨r die gewu¨nschte Plattform. Es verwendet die
”
GNU Scientific Library“ (GSL) [14],
die fu¨r viele UNIX–basierte Betriebssysteme wie Linux, Solaris oder Mac OS X verfu¨g-
bar ist. Fu¨r die Installation und Verwendung des Programms unter Windows wird die
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Verwendung der Cygwin–Umgebung empfohlen, unter OS X hilft die Software Fink [15]
bei der Installation der GSL. Die GSL wird fu¨r die Erzeugung der Zufallszahlen und die
Berechnung der Fehlerfunktion verwendet. Auf einer Plattform, auf der die GSL nicht
zur Verfu¨gung steht, wa¨re es mo¨glich, diese Funktionen durch eigene Implementationen
geeigneter Algorithmen zu ersetzen.
Die einzige Anforderung an die Hardware wird durch die beno¨tigte Menge des Arbeitsspei-
cher gesetzt, die insbesondere abha¨ngig von der Systemgro¨ße und der Auflo¨sung des Git-
tersuchverfahrens ist. Bei geeigneter Wahl der Auflo¨sung und anderer Parameter sollten
fu¨r ein System aus etwa 2000 Teilchens 500 MB Arbeitsspeicher ausreichend sein. Der
Speicherverbrauch kann deutlich reduziert werden, wenn, wie in Abschnitt B.2.2 beschrie-
ben, die Verwendung der Zelllisten deaktiviert wird. Dies steigert jedoch deutlich die
beno¨tigte Prozessorzeit und ist im Allgemeinen nicht sinnvoll.
B.2.2 Installation
Im Programmverzeichnis befindet sich ein einfaches Makefile, das es auf Plattformen, die
Unterstu¨tzung fu¨r die make–Software bieten, ermo¨glicht, die im ChemPot–Modul enthal-
tenen Programme mit dem Befehl
make ChemPot Insert TCE
zu kompilieren. Ist make nicht vorhanden, ko¨nnen die einzelnen Befehle im Makefile auch
von Hand ausgefu¨hrt werden. Das Makefile entha¨lt einige Variablen, mit denen es, falls
no¨tig, an die jeweilige Plattform angepasst und das Programmverhalten beeinflusst werden
kann.
COMPILER: Befehl, mit dem der Compiler auf der Plattform aufgerufen werden kann.
COMPILERFLAGS: Optionen fu¨r den Compiler, bzgl. Optimierungen, Ausgabe und op-
tionale Definition von folgenden Variablen fu¨r den C++–Pra¨prozessor, u¨ber die sich
das Programm anpassen la¨sst:
USETABLES: Benutze Tabellen zur schnelleren Berechnung der Wechselwirkun-
gen, vgl. Kapitel 6.2.3
LJTAILCORR: Verwende Langreichweitenkorrekturen (vgl. Kap.1 2.4.3) fu¨r das
LJ–Potential
NO HW VDW: Berechne keine LJ–Wechselwirkungen fu¨r die Wasserstoffatome
des eingesetzten Wassermodells
1dort fu¨r das LJ–(12,6)–Potential
192 B Dokumentation des Tools zur Berechnung des chemischen Potentials
NOCELLLISTS: Keine Verwendung der in Kap. 6.2.2 beschriebenen Zelllisten zur
Beschleunigung der Berechnung des chemischen Potentials. Nur verwenden,
wenn der vorhandene Arbeitsspeicher nicht ausreicht.
An dieser Stelle sollten auch alle gewu¨nschten Parameter fu¨r den verwendeten Com-
piler angegeben werden.
LIBS: Parameter fu¨r den Linker, der angibt, welche Bibliotheken eingebunden werden
sollen.
Die vorgegebenen Parameter sollten in den meisten Fa¨llen die richtige Wahl darstellen,
lediglich die compilerspezifischen Optionen mu¨ssen ggf. bei Verwendung eines anderen
Compilers angepasst werden. Die erzeugten ausfu¨hrbaren Dateien sollten nun fu¨r das
Betriebssystem auffindbar gemacht werden, z.B. durch einen entsprechenden Eintrag in
der PATH–Variablen.
B.2.3 Verwendung
Das ChemPot–Modul besteht aus drei Programmen, dem eigentlichen Programm zur Be-
rechnung der chemischen Potentiale ChemPot, dem Programm Insert, das geeignete Stel-
len zur Einsetzung weiterer Wassermoleku¨le sucht und dem Programm TCE, das bei der
Suche nach geeigneten Parametern fu¨r die Berechnung der elektrostatischen Wechselwir-
kungen mit der Ewald–Methode hilft. Um den praktischen Umgang mit den Programmen
zu erleichtern, verwenden alle Programme dieselben Dateiformate fu¨r die zu untersuchen-
den Konfigurationen und fu¨r die Datei, aus der die no¨tigen Parameter fu¨r das Programm
eingelesen werden. Auf diese Weise ko¨nnen dieselben Dateien mit allen drei Programmen
verwendet werden. Allerdings enthalten die Dateien dadurch auch Informationen, die nur
von einem oder zwei der Programme beno¨tigt werden und dennoch fu¨r jedes Programm
angegeben werden mu¨ssen. Zuerst sollen daher nun die Formate dieser Dateien beschrie-
ben werden.
Parameterdatei
In der Parameterdatei stehen die gewu¨nschten Werte fu¨r folgende Parameter in der ange-
gebenen Reihenfolge und durch Zeilenumbru¨che2 voneinander getrennt.
1. Die Temperatur T , bei der die Simulation durchgefu¨hrt wurde, aus der die Konfi-
gurationen stammen.
2Die Verwendung anderer Trennzeichen ist mo¨glich, wenn sie vom ”>>“–Operator erkannt werden.
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2. Der Abschneideradius rc fu¨r die LJ–Wechselwirkung und die direkte Summation
(vgl. Kap 5.1.1) der Ewald–Summation in A˚ngstro¨m.
3. Wert des Parameters ε im Kriterium (6.2.2), ab dem die Zelle als Hohlraum
betrachtet wird.
4. Anzahl der Einsetzungen von Testmoleku¨len in jede Zelle, die als Hohlraum
identifiziert wurde.
5. Anzahl der Zellen entlang jeder Kante der Simulationsschachtel, d.h. ein Wert
von 20 Zellen bedeutet insgesamt 203 = 8000 Zellen. Sollte so gewa¨hlt werden, dass
die Seitenla¨nge einer Zelle zwischen 0.5 und 1 A˚ liegt.
6. Wert des Parameters κ in der Ewald-Summation. Siehe dazu auch Kap. 5.1.1
und die Beschreibung des Programms Insert.
7. Wert des Parameters n2max in der Ewald-Summation. Siehe dazu auch Kap. 5.1.1
und die Beschreibung des Programms Insert.
8. Anzahl der Punkte in den Tabellen, in denen die zur Berechnung der WW be-
no¨tigten Potential-Terme zur schnelleren Berechnung tabelliert werden. Mehr dazu
kann in Kap. 6.2.3 gefunden werden.
Im Fall der in Kap. 7.3.3 vorgestellten Berechnungen des chemischen Potentials von Wasser









Dies entspricht also einer Temperatur von 300K, einem Abschneideradius von 9A˚ usw.. Bei
der Wahl der Parameter muss beachtet werden, dass geeignete Werte fu¨r einen Parameter
von der Wahl eines anderen Parameters abha¨ngen ko¨nnen. Zum Beispiel sind weniger
Einsetzungen pro Hohlraum no¨tig, wenn die Auflo¨sung des Gitters erho¨ht wird. Auch sind
geeignete Werte fu¨r die Parameter fu¨r die Ewald–Summation und die La¨nge der Tabellen
bei der Berechnung der Wechselwirkungen abha¨ngig von der Wahl des Abschneideradius.
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Konfigurationen
Jede zu untersuchende Konfiguration des Systems muss in einer separaten Datei mit
folgendem Aufbau enthalten sein:
1. Zeile: Anzahl N der Atome in der Simulationsschachtel
2. Zeile: Ausdehnung der Simulationsschachtel in x-,y- und z-Richtung in A˚. In dieser
Reihenfolge und durch einen Tabulator getrennt.
3.-(N+2). Zeile: Positionen und WW-Parameter der Atome. Eine Zeile fu¨r jedes Atom.
In jeder Zeile stehen, durch Tabulatoren getrennt, folgende Eigenschaften des Atoms
in dieser Reihenfolge:
1. x-Komponente des Ortsvektors des Atoms in Einheiten von A˚
2. y-Komponente des Ortsvektors des Atoms in Einheiten von A˚
3. z-Komponente des Ortsvektors des Atoms in Einheiten von A˚
4. Partialladung des Atoms in Einheiten der Elementarladung
5. LJ–Parameter C12 fu¨r die Wechselwirkung des Atoms mit dem Sauerstoffa-
tom des Testmoleku¨ls in Einheiten von kcal mol−1 A˚12
6. LJ–Parameter C12 fu¨r die Wechselwirkung des Atoms mit den Wasserstoffa-
tomen des Testmoleku¨ls in Einheiten von kcal mol−1 A˚12
7. LJ–Parameter C6 fu¨r die Wechselwirkung des Atoms mit dem Sauerstoffatom
des Testmoleku¨ls in Einheiten von kcal mol−1 A˚6
8. LJ–Parameter C6 fu¨r die Wechselwirkung des Atoms mit den Wasserstoffa-
tomen des Testmoleku¨ls in Einheiten von kcal mol−1 A˚6
(N+3). Zeile: Anzahl M der aus der Ewald–Summation auszunehmenden Atom-
paare, d.h. Atome zwischen denen keine Coulomb-WW stattfindet.
(N+4).-(N+M+3). Zeile: In jeder Zeile durch Tabulator getrennt die Nummern zwei-
er Atome, zwischen denen keine Coulomb-WW stattfindet. Die Atome werden be-
ginnend mit 1 in der Reihenfolge durchnummeriert, in der sie in den Zeilen 3 bis
(N+2) aufgelistet sind.
Die LJ–Parameter beziehen sich auf das LJ–Potential in der Form ULJ(r) = C12r
−12 −
C6r
−6. Die LJ–Parameter fu¨r die WW der Atome mit den Wasserstoffatomen des Testmo-
leku¨ls mu¨ssen auch angegeben werden, wenn das Programm mit der Option NO_HW_VDW
kompiliert wurde, die angegebenen Werte werden in diesem Fall aber nicht verwendet.
Die Liste der Atompaare, die nicht bei der Ewald–Summation beru¨cksichtigt werden
sollen, wird nur fu¨r das Programm TCE beno¨tigt, damit man das Ergebnis der Ewald–
Summation mit dem Ergebnis einer anderen Software, z.B. der fu¨r die MD–Simulationen
verwendeten, fu¨r dieselbe Konfiguration vergleichen kann. Fu¨r die anderen Programme
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kann die Liste prinzipiell durch einen beliebigen Platzhalter ersetzt werden, falls die Er-
stellung zu aufwendig ist und man sich sicher ist, dass die Ewald–Summation fu¨r dieses
System mit den gewa¨hlten Parametern gut genug konvergiert. In der Werkzeugsammlung
ChemPy steht ein Skript bereit, das diese Liste aus der Ausgabe von LAMMPS erzeugt.
ChemPot
Das Programm ChemPot berechnet den Wechselwirkungsanteil des chemischen Potentials
von Wasser aus einer Reihe von Konfigurationen. Es sollte darauf geachtet werden, dass
die Konfigurationen dieselbe Zusammensetzung und den gleichen Wassergehalt besitzen.
Es ist zwar prinzipiell mo¨glich, verschiedene Systeme im selben Lauf zu untersuchen,
die Analyse der Ergebnisse ist jedoch wesentlich leichter, wenn die Konfigurationen auf
getrennte La¨ufe verteilt werden. Der Aufruf des Programms erfolgt u¨ber:
ChemPot <Parameterdatei> <Liste der Konfigurationen> <Name des Laufs>
<Parameterdatei> steht dabei als Platzhalter fu¨r den Namen der Datei, aus der die Para-
meter ausgelesen werden sollen, <Liste der Konfigurationen> fu¨r den Namen einer Datei,
die die (relativen oder absoluten) Pfade der Dateien mit den Konfigurationen entha¨lt. Die






In diesem Beispiel wu¨rde zuerst die Datei k0001000 im Unterverzeichnis
konfigurationen des aktuellen Verzeichnisses untersucht, anschließend die Datei
k0002000 im selben Verzeichnis usw..
Die Ausgabe des Programms erfolgt in zwei Dateien mit den Namen <Name des
Laufs>.log und <Name des Laufs>.dat. In der .log–Datei werden Informationen u¨ber
die Parameter, die untersuchten Konfigurationen usw. dokumentiert, die .dat–Datei ent-
ha¨lt die Ergebnisse der Berechnung des chemischen Potentials. Dabei entspricht jede Zeile
einer Konfiguration und entha¨lt folgende Daten:
1. Nummer der Konfiguration. Es wird dieselbe Reihenfolge verwendet wie in der
Eingabedatei.
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2. Anzahl der als Hohlra¨ume identifizierten Zellen
3. Volumen der Simulationsschachtel in A˚3





exp [−β∆U (~rO,m, φm, θm, ψm)] (B.2.1)
in Gl. (6.1.26) fu¨r diese Konfiguration.
5. die mittlere Anzahl der als Hohlra¨ume identifizierter Zellen fu¨r alle bisherigen
Konfigurationen
6. das mittlere Volumen aller bisherigen Konfigurationen in A˚3
7. Mittlerer Wert des Ausdrucks (B.2.1) fu¨r alle bisherigen Konfigurationen
8. Wechselwirkungsanteil des chemischen Potentials berechnet auf Basis der
bisher untersuchten Konfigurationen in kcal mol−1
Es ist ratsam, die Berechnung des chemischen Potentials zu parallelisieren, indem die zu
untersuchenden Konfigurationen auf mehrere La¨ufe verteilt werden, die dann auf mehrere
Prozessoren oder Rechner verteilt werden ko¨nnen. Bei der Kombination der Ergebnisse
ist darauf zu achten, in welcher Reihenfolge die Mittelwerte gebildet werden. Im ChemPy–
Modul ist ein Skript enthalten, mit dem sich Ausgabedateien mehrerer Programmla¨ufe
korrekt zu einer Datei zusammenfassen lassen.
Insert
Das Programm Insert hilft dabei, geeignete Stellen zu identifizieren, an denen sich zu-
sa¨tzliche Wassermoleku¨le in die Simulationsschachtel einsetzen lassen. Dazu verwendet
es dasselbe Gittersuchverfahren (s. Kap. 6.2.1), mit dem im Programm ChemPot nach
Hohlra¨umen gesucht wird. Aus den Zellen, die das Gittersuchverfahren als Hohlra¨ume
identifiziert, werden anschließend diejenigen gestrichen, die weniger als 2.9 A˚ von einer
zuvor als Hohlraum identifizierten Zelle entfernt sind, um so zu verhindern, dass die zu-
sa¨tzlichen Wassermoleku¨le zu nah aneinander eingesetzt werden. Die verbliebenen Hohl-
ra¨ume werden dann als mo¨gliche Orte zur Einsetzung eines zusa¨tzlichen Wassermoleku¨ls
ausgegeben.
Der Aufruf des Programms erfolgt u¨ber
Insert <Parameterdatei> <Konfiguration> <Name des Laufs>
Die Argumente <Parameterdatei> und <Name des Laufs> haben dieselbe Funktion wie
im Fall des ChemPot–Programms. <Konfiguration> steht fu¨r den Namen der Datei, die die
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Konfiguration entha¨lt, in die zusa¨tzliches Wasser eingesetzt werden soll. Das Programm
dokumentiert den Lauf in der Datei <Name des Laufs>.log und speichert die mo¨glichen
Positionen fu¨r einzusetzende Wassermoleku¨le in der Datei <Konfiguration>.insertat.
Fu¨r jede Zelle, die als Hohlraum identifiziert wurde, werden drei Zeilen in diese Datei
geschrieben. Die erste Zeile entha¨lt die x-,y- und z-Komponenten3 des Ortsvektors des
Sauerstoffatoms, die na¨chsten beiden Zeilen in derselben Form die Ortsvektoren der Was-
serstoffatome fu¨r die erste Orientierung aus Tab. 6.1, fu¨r die das Kriterium (6.2.2) erfu¨llt
ist. Im ChemPy–Modul findet sich ein Skript, mit dem sich anhand dieser Ausgabe zusa¨tz-
liche Wassermoleku¨le in eine Konfigurationsdatei im data–Format von LAMMPS einfu¨gen
lassen.
TCE
Der Zweck des Programms TCE ist es, dabei zu helfen, geeignete Werte fu¨r die Parameter
der Ewald–Summation zu finden, um die Berechnung der Coulomb–Energie des Systems
mit der no¨tigen Genauigkeit und minimalem Rechenaufwand durchzufu¨hren. Dafu¨r wird
bei festgehaltenen Abschneideradius rc und fu¨r dieselbe Menge an k–Vektoren bei der
Berechnung des reziproken Teils der Ewald–Summation die gesamte Coulomb–Energie
des Systems fu¨r verschiedene Werte fu¨r den Parameter κ berechnet. Aus den Ergebnissen
kann abgescha¨tzt werden, welcher Wertebereich fu¨r κ geeignet ist und ob die Anzahl
von beru¨cksichtigten k-Vektoren in der reziproken Summe ausreichend ist bzw. reduziert
werden kann.
Das Programm wird mit dem Aufruf
TCE <Parameterdatei> <Konfiguration> <Name des Laufs>
gestartet. Das Programm berechnet dann die gesamte Coulomb–Energie des in der Datei
mit Namen <Konfiguration> enthaltenen Systems nach Gl. (5.1.9) fu¨r folgende Werte des
Parameters κ:
κ = 0.01κp, 0.02κp, 0.03κp, . . . , 2.99κp, 3.00κp (B.2.2)
Dabei steht κp fu¨r den in der Parameterdatei angegebenen Wert fu¨r κ. Als guter Wert fu¨r
κp hat sich 5/L erwiesen, wobei L ungefa¨hr der erwarteten Kantenla¨nge der untersuchten
Konfigurationen entspricht.
Die Ergebnisse werden in die Datei <Name des Laufs>.dat geschrieben, jede Zeile ent-
ha¨lt als ersten Wert den Wert von κ, als zweiten Wert die mit diesem Wert von κ erhaltene
Coulomb-Energie. Wurden ausreichend viele k-Vektoren in der reziproken Summe beru¨ck-
sichtigt, sollte die Coulomb-Energie, wenn man sie wie in Abb. B.2 gegen κ auftra¨gt, u¨ber
3in dieser Reihenfolge
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Abbildung B.2: Beispiel fu¨r eine mit dem Programm TCE gemessene Abha¨ngigkeit der
Konvergenz der Ewald–Summation von κ. Die Daten stammen aus der in
Anhang B.4 beschriebenen Beispielrechnung.
einen gewissen κ–Bereich hinweg ein Plateau besitzen. In diesem Bereich sollte das Ergeb-
nis der Ewald–Methode nach Gl. (5.1.9) genu¨gend gut gegen den Grenzwert konvergiert
sein. Dies kann u¨berpru¨ft werden, in dem dieselbe Gro¨ße fu¨r diese Konfiguration mit
einem zweiten, unabha¨ngigen Programm4 berechnet wird, z.B. mit Hilfe der entsprechen-
den Funktionen in LAMMPS. Ist der κ–Bereich mit genu¨gend guter Konvergenz sehr groß,
kann versucht werden, die Anzahl beru¨cksichtigter k-Vektoren in der reziproken Summe
zu reduzieren, um den Rechenaufwand der Ewald–Summation zu reduzieren. Deren An-
zahl sollte jedoch so gewa¨hlt werden, dass der Bereich guter Konvergenz groß genug ist,
dass der fu¨r die Simulationen gewa¨hlte Wert von κ weiter innerhalb des Bereichs liegt,
wenn dieser sich durch die unterschiedlichen Ausdehnungen der Simulationsschachteln von
Konfiguration zu Konfiguration etwas verschiebt.
4Das Programm sollte natu¨rlich ebenfalls die Ewald–Summation oder eine verwandte Methode wie PME
oder PPPM verwenden.
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B.3 Das ChemPy–Modul
Das ChemPy–Modul dient als Schnittstelle zwischen LAMMPS und dem Programm ChemPot
zur Berechnung des chemischen Potentials. Es wandelt die aus den MD–Simulationen mit
LAMMPS gewonnenen Konfigurationen in das von ChemPot, Insert und TCE verwandte
Format um, hilft bei der Analyse der Ergebnisse und kann zusa¨tzliche Wassermoleku¨le an
den von Insert gefundenen Stellen in Dateien im data–Format von LAMMPS hinzufu¨gen.
B.3.1 Installation
Das ChemPy–Modul ist in Python [16] geschrieben und entha¨lt mehrere Python–Skripte,
die sich eine gemeinsame Bibliothek teilen. Die Bibliothek ist im Ordner ChemPy enthal-
ten, der fu¨r Python auffindbar gemacht werden muss. Dies kann z.B. durch Kopieren des
Ordners an eine geeignete Stelle5 oder durch Angabe des Pfads zur Bibliothek in der
Umgebungsvariablen PYTHONDIR geschehen. Die weiteren Python–Dateien sind ausfu¨hr-
bar und sollten fu¨r das Betriebssystem als ausfu¨hrbare Datei auffindbar gemacht werden.
Die Skripte beno¨tigen einen installierten Python–Interpreter, um ausgefu¨hrt werden zu
ko¨nnen. Außerdem wird fu¨r die Skripte, die als Schnittstelle zu LAMMPS dienen, ein Ver-
zeichnis beno¨tigt, in dem die Skripte fu¨r alle eingesetzten Kombinationen aus untersuchten
Systemen und Kraftfeldern Informationen u¨ber Atomtypen, Potentialparameter usw. fin-
den ko¨nnen. Zwei Systeme sind in diesem Sinne unterschiedlich, wenn sie Unterschiede in
der Art oder Nummerierung der verwendeten Atom-, Bindungs- oder Winkeltypen oder
andere Parameter fu¨r die Wechselwirkung aufweisen. Dazu sollte eine Umgebungsvaria-
ble FORCEFIELDSDIR angelegt werden, die den Pfad zu dem Verzeichnis entha¨lt, in dem
diese Informationen liegen. Die Informationen fu¨r ein bestimmtes Kraftfeld befinden sich
in einem Unterverzeichnis dieses Verzeichnisses mit dem Namen des Kraftfelds. Das For-
mat dieser Dateien wird in den Abschnitten u¨ber die entsprechenden Skripte beschrieben.
Fu¨r das Skript convert.py muss zudem das Programm restart2data aus der LAMMPS–
Software auf dem Rechner verfu¨gbar sein.
B.3.2 convert.py
Das Skript convert.py dient dazu, automatisiert Dateien aus dem restart–Format
von LAMMPS in das Eingabeformat der Programme aus dem ChemPot–Modul zu konver-
tieren. Dabei werden die Dateien in einem ersten Schritt mit Hilfe des LAMMPS–Tools
restart2data ins data–Format von LAMMPS konvertiert. Diese Dateien werden dann ana-
lysiert und die beno¨tigten Informationen in eine Datei im ChemPot–Format geschrieben.
5s. Python Dokumentation
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Die Dateien im data–Format werden anschließend direkt wieder gelo¨scht, da sie im weite-
ren nicht beno¨tigt werden und leicht mehrere Gigabyte Festplattenspeicher belegen. Das
Skript wird mit folgendem Befehl aufgerufen:
convert.py <Kraftfeld> <Pra¨fix der Ausgangsdateien> <Pra¨fix der Zieldateien>
Das Skript durchsucht den aktuellen Ordner nach Dateien, deren Name mit <Pra¨fix der
Ausgangsdateien> beginnt. Fu¨r jede dieser Dateien wird u¨berpru¨ft, ob eine Datei existiert,
deren Name dem der Ausgangsdatei entspricht, wenn der <Pra¨fix der Ausgangsdateien>
durch <Pra¨fix der Zieldateien> ersetzt wird. Existiert die Datei mit diesem Namen nicht,
wird die Ausgangsdatei in das ChemPot–Format konvertiert und unter diesem Namen
gespeichert. Bei der Konvertierung werden LJ–Parameter fu¨r die Wechselwirkung der
Atome mit dem Testmoleku¨l aus einer Datei water_nb.txt im Verzeichnis <Kraftfeld>
beno¨tigt. Fu¨r jeden der Atomtypen entha¨lt diese Datei — in der Reihenfolge, in der die
Atomtypen in LAMMPS nummeriert wurden — eine Zeile mit folgenden Daten:
1. LJ–Parameter  fu¨r die WW des Atomtyps mit dem Sauerstoffatom im Wassermo-
leku¨l in kcal mol−1
2. LJ–Parameter σ fu¨r die WW des Atomtyps mit dem Sauerstoffatom im Wassermo-
leku¨l in A˚
3. LJ–Parameter  fu¨r die WW des Atomtyps mit den Wasserstoffatomen im Wasser-
moleku¨l in kcal mol−1
4. LJ–Parameter σ fu¨r die WW des Atomtyps mit den Wasserstoffatomen im Wasser-
moleku¨l in A˚
Die Mischungsregeln des Kraftfelds fu¨r die LJ–Parameter sind bei der Angabe bereits zu
beru¨cksichtigen.
B.3.3 addwater.py
Das Skript addwater.py fu¨gt zusa¨tzliche Wassermoleku¨le in eine LAMMPS–Datei im data–
Format ein. Es wird durch den Befehl
addwater.py <Anzahl> <Kraftfeld> <Quelle> <Positionsdatei> <Ziel>
aufgerufen, wobei <Quelle> den Namen der urspru¨nglichen LAMMPS–data–Datei bezeich-
net. Die neue Konfiguration, in die <Anzahl> zusa¨tzliche Wassermoleku¨le eingefu¨gt wur-
den, wird in eine Datei mit dem Namen <Ziel> geschrieben. Die Positionen, an denen
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die Moleku¨le eingesetzt werden, werden zufa¨llig aus den Positionen ausgewa¨hlt, die in
<Positionsdatei> enthalten sind. Im Allgemeinen sollte fu¨r diese Datei die Ausgabedatei
des Programms Insert verwendet werden. Mo¨chte man die Positionen manuell vorgeben,
kann man die Datei auch von Hand nach dem in Abschnitt B.2.3 beschriebenen Format
anlegen. Wenn die Datei nicht genu¨gend Positionen fu¨r die gewu¨nschte Zahl zusa¨tzlicher
Wassermoleku¨le entha¨lt, kann z.B. das Programm Insert noch einmal mit einem niedrige-
ren Wert fu¨r den Parameter ε oder ho¨herer Auflo¨sung der Gittersuche ausgefu¨hrt werden.
In einer Datei water.txt im Verzeichnis <Kraftfeld> stehen folgende Angaben6, die fu¨r
die Einbindung der zusa¨tzlichen Wassermoleku¨le beno¨tigt werden:
1. Nummer, mit der in der LAMMPS–Datei der Atomtyp des Sauerstoffatoms im Was-
sermoleku¨l bezeichnet wird.
2. Nummer, mit der in der LAMMPS–Datei der Atomtyp der Wasserstoffatome im Was-
sermoleku¨l bezeichnet wird.
3. Nummer, mit der in der LAMMPS–Datei der Typ der Bindungen im Wassermoleku¨l
bezeichnet wird.
4. Nummer, mit der in der LAMMPS–Datei das Winkelpotential im Wassermoleku¨l be-
zeichnet wird.
5. Partialladung des Sauerstoffatoms im Wassermoleku¨l in Einheiten der Elementarla-
dung
6. Partialladung eines Wasserstoffatoms im Wassermoleku¨l in Einheiten der Elemen-
tarladung
B.3.4 mergedat.py
Wird die Berechnung des chemischen Potentials auf mehrere La¨ufe des Programms
ChemPot verteilt, kann nicht mehr direkt beurteilt werden, wie gut das Ergebnis nach
Gl. (6.2.7) bereits gegen den wahren Wert konvergiert ist. Mit dem Skript mergedat.py
ko¨nnen die Ausgabedateien mehrerer La¨ufe des ChemPot–Programms zu einer Datei zu-
sammengefasst werden, wobei die korrekte Reihenfolge der Mittelung nach Gl. (6.2.7)
beachtet wird. Der Befehl
mergedat.py <Temperatur> <Zieldatei> <Quelldatei1> [<Quelldatei2> ...]
fasst die Ergebnisse in den Quelldateien zusammen und gibt sie in die Zieldatei aus. Die
Quelldateien sollten dabei aus Rechnungen bei denselben thermodynamischen Bedingun-
gen und demselben Wassergehalt des Netzwerks stammen. Als erstes Argument muss dazu
6in dieser Reihenfolge, eine Zeile fu¨r jede Angabe
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zusa¨tzlich die Temperatur angegeben werden, fu¨r die die Rechnungen in den Quelldateien
durchgefu¨hrt wurden. Mit Hilfe der Ausgabe kann, indem man das chemische Potential
gegen die Anzahl der beru¨cksichtigten Konfigurationen auftra¨gt, u¨berpru¨ft werden, ob
der Wert fu¨r den Wechselwirkungsanteil des chemischen Potentials bereits ausreichend
gut konvergiert ist oder ob noch weitere Konfigurationen beno¨tigt werden.
B.3.5 MuConfInt.py
Das Programm ChemPot berechnet den Wechselwirkungsanteil des chemischen Potentials
von SPC/E–Wasser im untersuchten System. Das Skript MuConfInt.py berechnet fu¨r eine
Reihe von Ausgabedateien von ChemPot daraus das gesamte chemische Potential und gibt
ein Konfidenzintervall an, in dem zwei Drittel der mit dem in Kap. 6.3 beschriebenen
Bootstrap–Verfahren erhaltenen Werte liegen. Dies erfolgt u¨ber den Aufruf:
MuConfInt.py <Anz. Wassermol.> <Temp.> <Quelldatei1> [<Quelldatei2> ...]
Als die ersten beiden Argumente mu¨ssen die Temperatur und die Menge an Wassermo-
leku¨len angegeben werden, die sich bereits im System befinden. Die Quelldateien sind
Ausgabedateien von ChemPot bzw. mergedat.py, die aus Rechnungen bei denselben ther-
modynamischen Bedingungen und identischem Wassergehalt stammen sollten. Als Ergeb-
nis gibt das Skript den Mittelwert des chemischen Potentials von Wasser im System und
die Grenzen des Konfidenzintervalls aus.
B.3.6 Gemeinsame Bibliothek
In die gemeinsame Bibliothek wurden einige Funktionen ausgegliedert, die an mehreren
Stellen beno¨tigt werden oder an anderer Stelle als eigensta¨ndige Funktionen nu¨tzlich sein
ko¨nnen. Wenn diese Funktionen in anderen Skripten verwendet werden sollen, ko¨nnen in
den Kommentaren in den jeweiligen __init__.py–Dateien Beschreibungen der Funktio-
nen und ihrer Argumente gefunden werden.
B.4 Beispiel
Auf der beiliegenden CD ist im Verzeichnis Beispiel ein vereinfachtes U¨bungssystem
enthalten, anhand dessen sich mit den Anweisungen in diesem Kapitel der in Abb. B.1
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dargestellte Ablauf nachvollziehen la¨sst. Das Unterverzeichnis nur_Eingabedateien ent-
ha¨lt lediglich die Startkonfiguration und die Parameterdateien, die zum Nachvollziehen
des Beispiels beno¨tigt werden, wa¨hrend das Unterverzeichnis komplett dem Zustand des
Verzeichnis nur_Eingabedateien entspricht, in dem es sich nach Befolgen der Anweisun-
gen befinden sollte. Bei der Durchfu¨hrung wird vorausgesetzt, dass die einzelnen Module
in der zuvor beschriebenen Form korrekt installiert wurden. Das Verzeichnis beispielFF
entha¨lt die Information u¨ber das im Beispiel verwendete Kraftfeld fu¨r das ChemPy–Modul.
Vor Beginn der Anweisungen muss an dieser Stelle noch die Warnung stehen, dass das
Beispiel nur von einer Konfiguration des Netzwerks ausgeht und zahlreiche Parameter so
angepasst wurden, dass die beno¨tigte Simulationszeit gering bleibt, wobei keinerlei Ru¨ck-
sicht auf die Qualita¨t der Ergebnisse der Rechnungen genommen wurde. Das Beispiel soll
nur dazu dienen, den allgemeinen Umgang mit den Programmen zu u¨ben. Fu¨r viele der
Parameter wurden aus diesem Zweck Werte gewa¨hlt, die eigentlich nicht fu¨r Rechnungen
geeignet sind und nicht verwendet werden sollten, um tatsa¨chliche Messungen durchzu-
fu¨hren. Eine U¨bereinstimmung der Ergebnisse des Beispiels mit den Ergebnissen, die in
Kapitel 7 vorgestellt werden, ist dadurch sehr unwahrscheinlich. Generell sollten immer
die Werte aller Parameter fu¨r jedes System neu gewa¨hlt und u¨berpru¨ft werden. Daher
mo¨chte ich nochmal ausdru¨cklich und dringend von der U¨bernahme von Parametern aus
dem Beispiel abraten!
Das Schema beginnt mit den MD–Simulationen mit LAMMPS. Der Name der ausfu¨hrba-
ren Datei ist bei LAMMPS von der Plattform abha¨ngig, hier wird lammps als Platzhalter
verwendet. Zuerst wird mit
lammps < eq.in
ein Lauf gestartet, der das System ins thermodynamische Gleichgewicht bringen soll,
anschließend folgt mit
lammps < lauf.in
der Produktionslauf. Wa¨hrend dieses Laufs werden von LAMMPS Konfigurationen im
restart–Format mit Namen rs.XXXX in das Unterverzeichnis konfigurationen geschrie-
ben. Mit convert.py lassen sie sich ins ChemPot–Format konvertieren.
cd konfigurationen
convert.py beispielFF rs chempot
cd ..
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Im na¨chsten Schritt werden mit dem Programm TCE geeignete Parameter fu¨r die Ewald–
Summation gesucht.
TCE ChemPotParameter konfigurationen/chempot.2000 tce2000
Die Datei tce2000.dat entha¨lt nun das Ergebnis der Ewald–Summation fu¨r die Coulomb–
Energie des Systems fu¨r verschiedene Werte des Parameters κ. Wie man in Abb. B.2
sieht, konvergiert die Summation fu¨r Werte von κ in einer ausreichenden Umgebung um
den eingestellten Wert von 0.3 gut7. Ein Vergleich mit dem entsprechenden Ergebnis von
LAMMPS in prod.log zeigt eine U¨bereinstimmung der Werte bis auf 0.01%. In tatsa¨chlichen
Produktionsla¨ufen sollte jedoch noch anhand weiterer Konfigurationen u¨berpru¨ft werden,
ob auch dort mit diesen Parametern dieselbe Genauigkeit erreicht wird.
Damit kann nun der Wechselwirkungsanteil µex des chemische Potentials von Wasser in
den Konfiguration mit ChemPot bestimmt werden. Dazu muss zuerst noch eine Datei
angelegt werden, die die Namen der Dateien mit den Konfigurationen im ChemPot–Format
entha¨lt. Diese kann man zum Beispiel mit
find . -name "chempot.*" > Stichprobe
anlegen. Die Berechnung des Wechselwirkungsanteils des chemischen Potentials kann man
dann mit dem Befehl
ChemPot ChemPotParameter Stichprobe MuEx
starten. Das gesamte chemische Potential wird aus der Ausgabe von ChemPot mittels
MuConfInt.py 5 300 MuEx.dat > Mu.Mu-.Mu+.dat
berechnet. Die Ergebnisse des Testlaufs ko¨nnen dabei aufgrund der geringen Zahl an
Einsetzungen und der Abha¨ngigkeit von den gezogenen Zufallszahlen stark von den Er-
gebnissen auf der CD abweichen.
Im letzten Schritt sollen nun zwei weitere Wassermoleku¨le zum System hinzugefu¨gt wer-
den. Zuerst mu¨ssen dafu¨r mit Insert geeignete Positionen in der Endkonfiguration ge-
funden werden
7vgl. dazu auch die Werte auf der CD
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Insert ChemPotParameter konfigurationen/chempot.3000 insert
und mittels dem LAMMPS–Tool restart2data
restart2data prod.ende.rs data.5w
die Endkonfiguration in das lesbare data–Format konvertiert werden, damit das Skript
addwater.py diese untersuchen und die zusa¨tzlichen Moleku¨le mittels folgendem Befehl
addwater.py 2 beispielFF data.5w konfigurationen/chempot.3000.insertat data.7w
hinzufu¨gen kann. Mit der Datei data.7w an der Stelle von data.start kann nun der
ganze Vorgang fu¨r den ho¨heren Wassergehalt wiederholt werden.
B.5 Inhalt der CD
Ausgehend vom Hauptverzeichnis der CD folgt eine Beschreibung der Inhalte der beige-
legten CD:
Dissertation.pdf: Die Datei entha¨lt dieses Dokument im PDF–Format.
Abbildungen: Der Ordner entha¨lt alle in der Dissertation enthaltenen Abbildungen als
separate Dateien.
ChemPot: Quelltexte fu¨r das ChemPot–Modul
python: Quelltexte fu¨r das ChemPy–Modul
Beispiel: Der Ordner entha¨lt alle Dateien, die zum in Anhang B.4 beschriebenen Beispiel
geho¨ren.
beispielFF: Information fu¨r ChemPy u¨ber das Beispielkraftfeld
nur_Eingabedateien: alle zur Durchfu¨hrung des Beispiels no¨tige Dateien
komplett: Vergleichsdateien nach Durchfu¨hrung des Beispiels
Der vero¨ffentlichten Version dieser Dissertation entha¨lt die beschriebene CD aus rechtli-
chen Gru¨nden leider nicht. Wenn Sie an den auf der CD enthaltenen Daten interessiert
sind, wenden sie sich bitte direkt an mich unter hhoerstermann@googlemail.com.
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