Sensitivity of Propensity Score Methods to the Specifications * Propensity score matching estimators have two advantages. One is that they overcome the curse of dimensionality of covariate matching, and the other is that they are nonparametric. However, the propensity score is usually unknown and needs to be estimated. If we estimate it nonparametrically, we are incurring the curse-of-dimensionality problem we are trying to avoid. If we estimate it parametrically, how sensitive the estimated treatment effects are to the specifications of the propensity score becomes an important question. In this paper, we study this issue. First, we use a Monte Carlo experimental method to investigate the sensitivity issue under the unconfoundedness assumption. We find that the estimates are not sensitive to the specifications. Next, we provide some theoretical justifications, using the insight from Rosenbaum and Rubin (1983) that any score finer than the propensity score is a balancing score. Then, we reconcile our finding with the finding in Smith and Todd (2005) that, if the unconfoundedness assumption fails, the matching results can be sensitive. However, failure of the unconfoundedness assumption will not necessarily result in sensitive estimates. Matching estimators can be speciously robust in the sense that the treatment effects are consistently overestimated or underestimated. Sensitivity checks applied in empirical studies are helpful in eliminating sensitive cases, but in general, it cannot help to solve the fundamental problem that the matching assumptions are inherently untestable. Last, our results suggest that including irrelevant variables in the propensity score will not bias the results, but overspecifying it (e.g., adding unnecessary nonlinear terms) probably will.
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I. Introduction
Estimating treatment effects usually is plagued by the infamous selection bias problem (see Heckman 1979) . Matching, which is a method for selecting comparison observations to match treated observations with similar covariates, has been becoming a popular procedure to correct selection bias under the assumption of unconfoundedness, which means that the selection bias is only due to observed variables.
1 2 This assumption is also known as that of selection on observables or conditional independence. Imbens (2004) provides an excellent survey on estimating treatment effects under the unconfoundedness assumption.
Using covariate matching to correct the bias due to observables is intuitive, since the source of the bias is the difference of observables between the treated group and the comparison group. Matching on covariates by definition will remove this difference and hence the bias (see Rubin 1980) .
The most attractive feature of matching, compared with regression-type estimators such as that of Barnow, Cain, and Golderger (1980) , is its nonparametric nature. Matching neither imposes functional form restrictions such as linearity on the outcome equations nor assumes a homogeneous treatment effect across the population.
Both assumptions are usually unjustified either by economic theory or by the data.
When there are many covariates, it is impractical to match directly on covariates because of the curse of dimensionality. Taking the study of the Comprehensive 1 A covariate is defined as any variable such that its value is not affected by the treatment; e.g., sex is a covariate, but wage is not. 2 Recent papers in this field by economists include Abadie and Imbens (2005, forthcoming) , Angrist (1998) , Dehejia and Wahba (1999, 2002) , Hahn (1998) , Todd (1997, 1998) , Heckman, Ichimura, Smith, and Todd (1998) , Imbens (2000) , Lechner (2002) , and Smith and Todd (2005 Westat (1981) as an example, for controlling only 12
covariates, the covariate matching scheme of Westat led to more than 6 million cells.
Since the number of observations is far less than 6 million, most of the cells are empty and it is very hard to find a good match on all 12 covariates.
Since the celebrated result of Rosenbaum and Rubin (1983) , an attractive way to overcome the curse of dimensionality has been matching by propensity score, ( ) p x . However, to implement propensity score matching methods in empirical studies, several issues need to be resolved. The first one is the unconfoundedness assumption. How sensitive the result is to this assumption is the topic of Imbens (2003) . The second one is the common-support condition. Crump, Hotz, Imbens, and Mitnik (2004) study this issue.
The third one is that the propensity score is usually unknown and needs to be estimated.
Our paper focuses on this issue.
When the propensity score is unknown, if we estimate it nonparametrically, we are incurring the curse-of-dimensionality problem that we are trying to avoid. If we estimate it parametrically, the nonparametric advantage of matching estimators may be lost. How sensitive are the estimated treatment effects to the parametric specifications of the propensity score becomes an important question.
The findings in the literature are mixed. Some empirical studies, such as reanalyzing the National Supported Work Demonstration by Dehejia and Wahba (1999) , evaluating antipoverty program in Argentina by Jalan and Ravallion (2003) , investigating teenage out-of-wedlock childbearing by Levine and Painter (2003) , and studying the 3 The propensity score is the probability of being treated conditional on the covariate X , i.e., ( ) ( 1| ) p x prob T X x = = = .
3 labor market outcomes of welfare reform by Heinrich, Mueser, and Troske (2005) , suggest that the specification of the propensity score is not important.
However, an important paper by Smith and Todd (2005) , which also studies the National Supported Work Demonstration as in Dehejia and Wahba (1999) , argues otherwise.
In this paper, we investigate whether the propensity score matching results are sensitive to the specification of the propensity score or not. We restrict our attention to the binary treatment case and do not consider multiple treatment scenarios as in Imbens (2000) and Lechner (2002) .
We investigate the sensitivity issue through Monte Carlo experiments. It is well known that when using the probit model to estimate a binary choice model with nonnormal error term, the estimation can be biased and inconsistent. The most vulnerable cases are bimodal and heteroskedastic error terms (Horowitz, 1993) .
The major finding from our simulations is that the coefficients of the propensity score are indeed poorly estimated in misspecified models with bimodal and heteroskedastic error terms -which is consistent with Horowitz (1993) -but these poorly estimated propensity scores have little influence on the estimates of the treatment effects.
In fact, the treatment effects estimated from the misspecified models are nearly as good as the ones from the correct models.
We provide two justifications for this insensitivity observed in the empirical literature and in our simulations. The first justification is based on the semiparametric and nonparametric literature on binary choice models. The second justification draws insight from Rosenbaum and Rubin (1983) . They show that any function of the propensity score 4 is a balancing score, and that controlling for any balancing score is sufficient to remove selection bias caused by observables under matching assumptions. 4 Even if we estimate a misspecified propensity score, it is possible that the "wrong" propensity score still belongs to the class of balancing scores.
Our finding seems inconsistent with the finding in Smith and Todd (2005) .
Following the work of LaLonde (1986), Smith and Todd combine experimental data from the National Supported Work (NSW) Demonstration and survey data from the Current Population Survey (CPS) and Panel Study of Income Dynamics (PSID) to evaluate the performance of propensity score matching estimators. They find that the results are sensitive to the propensity score specifications.
The data constructed in this way is very likely to violate the unconfoundedness assumption. 5 We conciliate our insensitive finding with the sensitive finding in Smith and Todd (2005) by noting that if the unconfoundedness condition fails, the matching results can be sensitive, which is shown in our Monte Carlo experiments.
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Sensitivity checks such as the one in Dehejia (2005) are helpful to eliminate sensitive cases.
Nonetheless, failure of the unconfoundedness assumption does not necessarily lead to sensitive results. We find in some cases that even if the unconfoundedness assumption fails, the results can be speciously robust, in the sense that the propensity score matching estimator constantly overestimates or underestimate the treatment effect. 4 We define balancing score formally in section 2. 5 In fact, constructing data sets and making them behave like nonexperimental data is exactly the purpose of Lalonde (1986) . 6 Imbens (2003) also analyzes sensitivity to the unconfoundedness assumption. We will compare our approach here with his in section 5.
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The sensitivity check in general cannot help us to solve the fundamental problem that the matching assumptions are untestable.
We also consider the specification of the index function in the propensity score.
Our result suggests that including irrelevant variables in the propensity score will not cause bias, but overspecifying it (e.g., adding unnecessary nonlinear terms) will probably bias the results.
The rest of the paper is as follows: Section 2 sets up the model using the potential outcome framework. Section 3 applies Monte Carlo experiments to investigate the consequences of misspecifying the propensity score under the unconfoundedness assumption. In that section, we also provide some justifications for the insensitivity observed in the empirical studies and in our Monte Carlo experiments. Section 4 discusses specification of the index function in the propensity score. Section 5 reconciles our finding with Smith and Todd's (2005) . Section 6 concludes this paper.
II. Model Setup
In the potential outcome framework, such as in Rubin (1974) That the selection bias is only due to observables is formally characterized by the following two assumptions:
where is the notation for statistical independence as in Dawid (1979) , and prob stands for probability.
Under M-1 and M-2,
Unbiased estimates of
= can be obtained from the data, and hence so can TT ∆ . This is also true for ATE ∆ and for other S ∆ .
From Rosenbaum and Rubin (1983) , we have the following definition.
Definition 1 (Propensity score, Rosenbaum and Rubin 1983) : A propensity score ( ) p x is the conditional probability that an observation is in the treated group, conditioning on the observed covariates X , i.e., ( ) (
Rosenbaum and Rubin (1983) prove that M-1 and M-2 imply
T p X , and
It follows from P-1 and P-2 that
is known. The advantage of formula (2) over formula (1) is that instead of controlling for a high-dimensional vector of X , formula (2) only needs to control for a scalar ( ) p X .
It is important to note that covariate X and propensity score ( ) p X both belong to a class called balancing scores (Rosenbaum and Rubin 1983) . Formally, we have: As seen in Figure 1 , covariate X is the finest balancing score, and the propensity score ( ) p X is the coarsest one. In between, there are infinitely many balancing scores.
The propensity score is not the only scalar balancing score. In theory, controlling for any balancing score is sufficient to correct the selection bias due to observables.
This result can be easily understood in the context of law of iterated expectations.
Since ( ) p x is a function of ( ) b x , knowing ( ) b x implies knowing ( ) p x , so if outcome and treatment status are independent conditional on a smaller information set ( ( ) p x ), they will be also independent conditional on a larger information set ( ( ) b x ), i.e., Heckman and Navarro-Lozano (2004) formally discuss this point. They define relevant information set and minimal relevant information set. These two sets bear some similarity to the balancing score and the coarsest balancing score in Rosenbaum and Rubin (1983) , respectively. Nonetheless, they have important subtle differences. The minimal relevant set is the minimum amount of information that makes the unconfoundedness assumption hold, whereas the balancing score and coarse balancing score are not related to the unconfoundedness assumption. However, if a covariate X is a relevant information set, then any balancing score ( ) b x is a relevant information set; furthermore, the propensity score ( ) p x is a minimum relevant information set.
III. Specification of the Error Term in the Propensity Score
If the propensity score ( ) p x is unknown, which is the case for most applications, then in order to apply formula (2), we need to estimate the propensity score. If we estimate it nonparametrically, we are involved in the curse-of-dimensionality problem we are trying to avoid. If we estimate it parametrically, sensitivity to the parametric specifications of the propensity score becomes an important issue.
It is well known that estimated coefficients from a probit or logit model can be far away from the true coefficients in a binary choice model if the error term in the true model follows a bimodal or heteroskedastic distribution (see Figure 2 , reproduced from Horowitz 1993).
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In this section, we investigate the question: how robust are the estimated treatment effects to the specification of the propensity score? Our approach is Monte Carlo experiment. 7 The idea is that we simulate the true propensity score using different error-term distributions, including bimodal and heteroskedastic distributions, as discussed in Horowitz (1993) . Then we estimate the propensity score by probit, logit, and linear probability model (LPM), so some of the estimated propensity scores are from misspecified models. After we estimate the propensity score, we calculate the treatment effect by matching on the estimated score. Since we know the true treatment effect, we can assess the sensitivity to the specification of the propensity score.
Monte Carlo Experiment Setup. The Monte Carlo experiment is designed to investigate sensitivity to the propensity score specification based on the potential outcome model. We use linear specification in the outcome equations and in the propensity score: The error terms in the outcome equations, 0 ε and 1 ε , follow a bivariate standard normal distribution.
Following Horowitz (1993) , we consider six distributions of error term in propensity score:
(1) µ has the standard normal distribution, N(0,1).
(2) µ has a logistic distribution.
(3) µ is a 50-50 mixture of two normal distributions N(3,1) and N(−3,1).
, where v has a logistic distribution.
(6) µ has a normal distribution, N(1,
Probit is the correct model for (1), and logit is the correct model for (2). (3) has a bimodal distribution. (4) and (5) are heteroskedastic error terms. We estimate the propensity score by probit, logit, and LPM.
Results. In Table 1 , one X has a 2 χ distribution with one degree of freedom, and the other X is a mixture of two normal distributions.
Panel A reports estimates for a binary choice model. The results reported here are the ratios of coefficients of the X's, since a binary choice model can be only identified up to scale. The coefficients of the propensity score are poorly estimated in the misspecified models when the error term is bimodal or heteroskedastic, which is consistent with Horowitz (1993) .
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Panel B reports the estimated treatment effects from matching with replacement.
The results reported here are the ratios of estimated treatment effects to the true treatment effect. The true value is one. As shown in Panel B, these poor estimates have little influence on the estimates of the treatment effects. In fact, the treatment effects estimated from the misspecified models are comparable to the ones from the correct models. The choice of estimators (probit, logit, and LPM) for the propensity score also has little influence on the matching results.
When the sample size is increased to 2,000 (Table 2) , the basic findings remain the same. We also consider the case that both X's are normally distributed, and obtain similar results (see Table A1 and Table A2 ).
When matching without replacement (Panel C), we see an increase in bias but a decease in standard error. This is consistent with the theory as well as empirical evidence, such as those in Mueser, Troske, and Gorislavsky (2005) .
Justifications. We provide two justifications for the insensitivity findings in the empirical studies and in our simulations.
When the propensity score is used as a device to match observations, any orderpreserving transformation, such as a monotonic transformation, of the propensity score is sufficient to accomplish the task. It is well known (e.g., Goldberger 1980 , Ruud 1983 , that even if the distribution is misspecified, the coefficients of the propensity score can still be consistently estimated up to an unknown scale under mild conditions. Chung and Goldberger (1984) show that the estimates from least-squares linear regression are proportional to the estimates from the correctly specified probability model under weak 12 distributional assumptions. It turns out that this proportionality is all we need for the order-preserving property to hold. 
, except for the intercept, where a is a possibly unknown positive scalar.
Another justification is based on the balancing-score concept in Rosenbaum and Rubin (1983) . As defined in Section 2, any score finer than the propensity score is a balancing score, and controlling for any balancing score is sufficient to remove the selection bias under the unconfoundedness assumption.
As shown in Figure 2 , for a bimodal error term, the estimated propensity score is an order-preserving transformation of the correct propensity score, so theoretically it should have little effect on the matching.
For a heteroskedastic error term, the score from a probit model is finer than the true score, in the sense that there is a many-to-one relation from the heteroskedastic propensity score to the probit propensity score in Figure 2 . Matching on the misspecified score can still balance the covariate between treated and comparison groups.
It also worth noting that the heteroskedastic propensity score has smaller support.
This should mitigate to some degree the common-support problem often encountered in empirical research.
We should emphasize that we do not claim that the propensity score estimated from a probit or logit model is always a balancing score under any circumstances.
8 On the contrary, if propensity score is used in a weighting estimators, as in Hirano, Imbens, and Ridder (2003) , then it needs to be the correct one, and an order-preserving transformation is not enough.
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Instead, our goal is to provide some intuition and explanations for the insensitivity findings in the literature and in our Monte Carlo experiments.
IV. Specification of the Index Function in the Propensity Score
The other aspect of the propensity score specification is the functional form of the index term. We are considering two cases here. One is adding an irrelevant variable to the propensity score, and the other is adding a nonlinear term.
T X , and we have additional information on Z . Instead of matching on the propensity score ( ) p x , we match on the joint conditional probability of X and Z , i.e., match on
( , ) ( , ) Matching on ( , ) p x z will balance X and will remove bias.
How does the above argument turn out in small sample? To answer this question, we perform simulations for small samples of 1,000 observations. Nonlinearity. Let us start with two specifications of the propensity score index function:
(1)
In (1) we assume that * T and X have a linear relationship, and in (2) we assume that ) (⋅ h is a nonlinear function of X . Suppose ) (⋅ h is a monotonic function; then the propensity score estimated from one specification is an order-preserving transformation of the propensity score estimated from the other specification. In this situation, the nonlinearity is not important. Figure 3 illustrates the situation when ) (⋅ h is not a monotonic function.
Assume (1) is wrong and (2) is right, but we estimate (1). In this scenario, we fail to match point A and point B. There will be an efficiency loss, since fewer observations are used, but that will not affect the unbiasedness. In the terminology of Rosenbaum and Rubin (1983) , (1) is finer than (2), and (2) is the propensity score, so matching on either of them will result in unbiased estimates. Now suppose (1) is right and (2) is wrong, but we estimate (2). Under our estimation, we match point A and point B together, which is a mismatch and could cause bias. In this case, (1) is finer than (2), but (1) is the propensity score. Any score that is not finer than (1) is not a balancing score, so (2) is not a balancing score, and matching on (2) will cause bias. 15 This example suggests that modeling nonlinearity (overspecifying the propensity score) could be counterproductive in some cases.
In practice, this point may not be important. If the true model does not have a nonlinear term, the estimate of the coefficient of the nonlinear term will likely be close to zero, and will have little effect on the matching result.
V. Reconciling Findings in Smith and Todd (2005)
The influential paper by Smith and Todd (2005) clearly documents that the estimated treatment effects are very sensitive to the specification of the propensity score.
It is important to reconcile our result with theirs. Smith and Todd (2005) follow the approach starting from LaLonde (1986). They combine the experimental data from the NSW data with the survey data from CPS and from PSID to evaluate the performance of the propensity score estimator. Data sets constructed in this way are likely to violate the unconfoundedness assumption, and that can lead to very sensitive estimates. Imbens (2003) analyzes the sensitivity to the unconfoundedness assumption.
However, his objective is to trace out the importance of unobserved variables in different data settings, such as experimental data, a restricted subset of the survey data, and the unrestricted survey data. He finds that results based on experimental data are very robust, and that in that case controlling for the unobserved variables is not important; he also finds that the results based on a properly selected subset of the survey data are more robust than those based on the whole data set.
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Our analysis of the failure of the unconfoundedness assumption has a different goal than the one in Imbens (2003) . Our main goal is to show that if the unconfoundedness assumption fails, we can observe the sensitive results in Smith and Todd (2005) .
In Table 4 , we allow the error term in the propensity score equation to be correlated with the error term in the outcome equations. In this setup, the unconfoundedness condition fails. The estimated treatment effect can be either larger or smaller than the true treatment effect, which is consistent with the sensitivity finding in Smith and Todd (2005) .
The choice of probit, logit, or PLM also has a big effect now.
When the unconfoundedness assumption fails, the distribution of the error terms in the propensity score has a direct influence on the treatment outcome, so it is possible that different specifications will produce different estimated treatment effects.
Conceptually, the sensitivity findings also consistent with the important argument in Heckman and Hotz (1989) Table 4 show that the sensitive estimates are an indication of the failure of the unconfoundedness assumption. It is important to carry out sensitivity checks, as pointed 9 In our case, we impose distribution assumptions on the propensity score. out by Dehejia (2005) . If the results are sensitive, one should use other estimators instead of propensity score matching methods.
Nonetheless, failure of the unconfoundedness assumption does not necessarily result in sensitivity. From Table 5 and Table 6 , we find that even if the unconfoundedness assumption fails, for certain variance-covariance structures of the error terms, the results can be speciously robust in the sense that the propensity score matching estimator constantly overestimates or underestimates the treatment effect.
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Sensitivity checking is helpful for eliminating sensitive cases, but in general it cannot help us to solve the fundamental problem that the matching assumptions are inherently untestable.
VI. Conclusions
If the propensity score is unknown, which is the case for most applications, then in order to apply propensity score matching methods, we need to estimate it. If we estimate it nonparametrically, we incur the curse-of-dimensionality problem we are trying to avoid. If we estimate it parametrically, sensitivity to the parametric specifications of the propensity score becomes an important issue.
The major finding from our simulations is that though the coefficients of the propensity score are poorly estimated in the misspecified models in cases of bimodal and heteroskedastic error terms, these poor estimates have little influence on the estimated treatment effects if the matching assumptions are satisfied.
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Our Monte Carlo results show that if the unconfoundedness condition fails, the results can be sensitive, which reconciles our finding with the findings in Smith and Todd (2005) .
Nonetheless, failure of the unconfoundedness assumption does not necessarily lead to sensitive results. We find cases where even if the unconfoundedness assumption fails, the results can be speciously robust in the sense that the propensity score matching estimator constantly overestimates or underestimates the treatment effect under certain variance-covariance values for the error terms. A sensitivity check is helpful for eliminating sensitive cases, but in general, it cannot help us to solve the fundamental problem that the matching assumptions are untestable.
Our study also suggests that including irrelevant variables in the propensity score will not cause bias, but overspecifying it (e.g., adding unnecessary nonlinear terms) will probably bias the results. 
