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Abstract—The popularity of social media has led many users
to create accounts with different online social networks. Identify-
ing these multiple accounts belonging to same user is of critical
importance to user proﬁling, community detection, user behav-
ior understanding and product recommendation. Nevertheless,
linking users across heterogeneous social networks is challenging
due to large network sizes, heterogeneous user attributes and
behaviors in different networks, and noises in user generated da-
ta. In this paper, we propose an unsupervised method, Collective
Network Linkage (CNL), to link users across heterogeneous social
networks. CNL incorporates heterogeneous attributes and social
features unique to social network users, handles missing data,
and performs in a collective manner. CNL is highly accurate and
efﬁcient even without training data. We evaluate CNL on linking
users across different social networks. Our experiment results on
a Twitter network and another Foursquare network demonstrate
that CNL performs very well and its accuracy is superior than
the supervised Mobius approach.
I. INTRODUCTION
Social media sites, such as Twitter, Facebook and
Foursquare, have become extremely popular in recent years.
This has resulted in many people maintaining their accounts
and social networks with different social media sites simulta-
neously. A natural question to ask is therefore how to link a
user’s accounts across different social networks so as to gain
a complete picture about the user. We call this the network
linkage problem.
There are many applications can beneﬁt from a more
complete set of user information through network linkage, such
as user proﬁling, user behavior understanding, and product
recommendations, etc. However, the task is non-trivial due
to heterogeneous user attributes and behaviors, missing and
incomplete data, large network sizes and connected users. In
this paper, we formulate network linkage as an unsupervised
learning problem. We manifest that network linkage can be
performed with promising accuracy even without training data
which are usually arduous and costly to obtain in large-scale.
Our proposed approach is called the Collective Network
Linkage (CNL). It utilizes the exponential family to model
heterogeneous user behavior, handles missing data in the
unsupervised framework, employs locality sensitive hashing
(LSH) to scale-up to the large-scale networks, and evaluates the
social similarity in a collective manner. Experimental results
illustrate that CNL outperforms baselines in linking users
across different social networks. We further evaluate CNL
against supervised method and the result is also promising.
II. PROPOSED METHOD
A. Network Linkage Problem
Before we present our proposed Collective Network Link-
age method, we ﬁrst give a formal deﬁnition of the network
linkage problem as follows.
Let A and B be two social networks. For simplicity, we
also use A and B to denote the two sets of users from the
two social networks. Let α and β represent the observed
user attributes from A and B respectively. That is, α(A) =
{α(a)|a ∈ A} and β(B) = {β(b)|b ∈ B}, where α(a) and
β(b) represent the attribute feature vectors of individuals a
and b. Given the set of all user pairs R = α(A) × β(B) ={(
α(a), β(b)
)|a ∈ A, b ∈ B}, the network linkage problem
is to determine the matched pairs M and unmatched pairs U
in R, i.e.,
M =
{(
α(a), β(b)
)|a = b, a ∈ A, b ∈ B},
U =
{(
α(a), β(b)
)|a = b, a ∈ A, b ∈ B}.
where a = b means that a and b belong to the same user, while
a = b means that a and b belong to different users.
When (α(a), β(b)) ∈ M , we say that a is linked to b.
Conversely, when (α(a), β(b)) ∈ U , we say that a is not linked
to b. Also, we may ideally want R = M ∪ U but in practice
R is a very large set. One would therefore like to consider a
smaller R that includes M using some ﬁltering techniques.
B. Collective Network Linkage Method
Our proposed Collective Network Linkage (CNL) method
consists of three building blocks corresponding to the three
steps below.
Step 1: User attribute modeling and similarity function
deﬁnitions. We determine a set of similarity functions γi’s
between attributes from α and β so as to use them for linking
users. Each similarity function is designed for comparing user
attributes and social connections. CNL models the similarity
of user pairs to accommodate heterogeneous attributes using
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different probability distributions of their similarity values.
More details about these similarity functions will be discussed
in Section III.
Step 2: Parameter learning. Given each similarity func-
tion γi, CNL models the similarity values of user pairs using t-
wo different probability distribution functions, one for matched
user pairs and another for unmatched user pairs. The parameter
learning step is to infer parameters of the two distributions.
More details will be covered in Section IV.
Step 3: User pair scoring and linkage outcome assign-
ment. In this step, the matched scores of user pairs are used
to judge if they belong to the matched or unmatched pair sets,
i.e., M or U .
CNL considers both discrete and continuous similarities as
a wider range of probability distributions from the exponential
family to model the similarity values of matched and un-
matched user pairs (in Step 1). The exponential family handles
the ﬁrst challenge via integrating the heterogenous attribute
types into CNL, including string, numeric, set, distribution,
etc., that exist in the network linkage task.
Other than heterogenous user attributes, CNL also links
users based on their social similarities. In particular, a pair of
users uk and ul are more likely to match each other when they
share many common social connections. To compute social
similarity between uk and ul, we however require the outcome
of linkage for their friends. This suggests an iterative network
linkage process which is also part of the CNL algorithm. In
other words, Steps 1 to 3 will have to be repeated to revise
the social similarity of user pairs based on the linkage results
from the previous iteration.
We now present the full CNL algorithm in Algorithm 1. In
this algorithm, PP maintains the set of matched user pairs. We
assume there are m−1 similarity functions (s[1], · · · , s[m−1])
for non-social attributes and the m-th similarity function (i.e.,
s[m]) for social connectivity. Initially, as we do not have any
matched user pairs, s[m] is zero for all pairs. The remaining
pairs will have their non-social attribute similarity values
computed. With the similarity values, CNL performs parameter
learning to determine Θ, the distributions of matched and
unmatched pairs corresponding to each user attribute. Using
the learned distributions, CNL computes the probabilities that
a user pair rj belongs to matched pairs M and U respectively
(i.e., P (rj ∈ M |γj , Θ̂), and P (rj ∈ U |γj , Θ̂)).
In Step 3, a match score scj is computed and the highest
scored pairs are assigned the matched pair labels, PP . The
pairs can be selected based on some thresholds (i.e., top-K).
Once the matched user pairs are determined, CNL will
revise the social similarity values of the remaining user pairs,
learn a new set of parameters Θ, and compute the new match
scores scj by repeating Steps 1 to 3. As long as new matched
user pairs are found or Θ changes signiﬁcantly between
iterations, we may repeat the process adding more matched
user pairs to PP .
C. Running Example
For example, Figure 1 gives an example execution of
a simple Collective Network Linkage (CNL) for network
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Fig. 1: Running example of CNL (A solid line represents the
social connection. A dashed line represents a pair of
users from different networks. Non-social and social
similarities are shown in black and white boxes, respec-
tively; labels are shown in yellow boxes. A question
mark indicates a missing value).
Algorithm 1: Collective Network Linkage Algorithm
Input: Two user sets, A and B, with social structures, number of top result K;
Output: Matched user pairs (PP ) and their match scores;
1 R ← ∅; j ← 0;
2 // Step 1: attribute modeling and similarity function deﬁnition for each a ∈ A
do
3 for each b ∈ B do
4 r ← (α(a), α(b));
5 for i = 1 to m − 1 do s[i] ← γi(r);
6 s[m] ← 0; //social similarity is set to 0
7 R ← R ∪ {(r, s)};
8 end
9 end
10 // Step 2: Parameter learning while parameter set Θ has not converged do
11 eStep(R); //handle unknown and missing data
12 mStep(R); //maximize log-likelihood
13 end
14 // Step 3: User pair scoring and linkage outcome assignment for rj ∈ R do
scj ← log P (rj∈M|γ
j,Θ̂)
P (rj∈U|γj,Θ̂)
;
15 PP ← top-K pairs in R with the largest match scores;
16 // Repeat Steps 1 to 3 considering social similarity repeat
17 for each rj ∈ R do
18 sj [m] ← social similarity w.r.t. PP ;
19 end
20 while parameter set Θ has not converged do
21 eStep(R); //handle unknown and missing data
22 mStep(R); //maximize log-likelihood
23 end
24 for rj ∈ R do scj ← log P (rj∈M|γ
j,Θ̂)
P (rj∈U|γj,Θ̂)
;
25 PP ← top-K pairs in R with the largest match scores;
26 until Termination Condition is satisﬁed;
27 return PP and {w};
linkage. We employ CNL to link two networks between which
have three special pairs (ui, vi), i = 1, 2, 3. In the initial
state (Step 1(1) at Lines 2-9 of Algorithm 1), only non-
social similarities are computed. Thus, no social similarity
has yet been computed for pair (ui, vi). In Steps 2(1) and
3(1) (Lines 10-15 of Algorithm 1), parameters are inferred
and labels are predicted. Due to the low similarity on name,
(u1, v1) is predicted as an unmatched pair, the other two are the
matched pairs. Then, we repeatedly run Steps 1(2), 2(2) and
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3(2) considering social connections. In Step 1(2) (Lines 17-
19 of Algorithm 1), social similarities are computed. In Steps
2(2) and 3(2) (Lines 20-25 of Algorithm 1), parameters are
inferred and labels are updated. Due to the high similarity on
social connections, (u1, v1) is updated as a matched pair. Then,
the algorithm repeats Steps 1(2) to 3(2) until the termination
condition is satisﬁed.
III. USER ATTRIBUTE AND SOCIAL SIMILARITY
A user may have multiple attributes in different social
networks. Some of them are personal demographic attributes,
e.g., username, gender, age and origin. These can be of dif-
ferent data types (e.g., numeric, text, string, categorical, etc.).
Some may be attributes modeling user behaviors. Examples
are URLs visited, bag of words used, and login patterns. These
attributes can be represented in set and distribution types. A
user may also have different social connectivities in different
social networks. These can be friends, followers or followees.
We derive M and U based on how similar a pair of users
are in every user attribute and social connectivity. Suppose we
have m similarity functions that can be deﬁned over the user
attributes and social connectivity. These similarity functions
can be represented as a m-dimensional vector γ. For each
user proﬁle pair rj =
(
α(a), β(b)
) ∈ R, γj = γ(rj) =
(γ1(rj), γ2(rj), · · · , γm(rj)), where γji = γi(rj) is the ith
similarity value for users a and b.
In [1], they proposed some similarity functions for common
attribute types. However, these are not enough for network
linkage task. In the following, we examine a few attribute types
and their respective similarity functions. These attribute types
are not meant to be exhaustive but are sufﬁcient for most cases.
The similarities can be modeled using some distributions, each
with a different set of parameters.
A. Categorical
Categorical attributes are very common. Examples are the
city, country, gender and language used by the user. The
similarity between two categorical values is 1 if they are
identical, and 0 otherwise. We can model the probability
distribution of the similarity values of a category attribute using
a Bernoulli distribution.
B. Numerical
Examples of numerical attribute are age, salary, weight and
height. The similarity between two numerical values can be
computed as the difference between two values. The similarity
value can be modeled as a Poisson, Gaussian or Exponential
distribution, etc.
C. String
String is a common attribute type. Examples are username,
afﬁliation, etc. The similarity between two strings can be com-
puted by Edit distance, longest common subsequence, longest
common substring [2], Jaccard Coefﬁcient [2], etc. Some string
similarity requires each string value to be represented as a
bag of n-grams. Based on n-gram model, we also provide an
improved Jaccard Coefﬁcient to evaluate the similarity between
two name strings.
D. Set
Set attribute can be used to represent user behavior. For
example, user written text can be represented by a set of
words, user visitation information can be represented by a set
of locations. The similarity between two sets can be deﬁned by
Jaccard Coefﬁcient, Dice Index and Cosine Coefﬁcient. We can
use Gaussian or exponential function to model the similarity
values of user pairs with these attribute types.
E. Distribution
Distribution is also a multi-valued attribute that is ideal
for representing a user’s behavior, e.g., distribution of used
words and distribution of visited locations. Distribution value
can also be learned from topic models, such as LDA and
PLSA [3]. The similarity between two distributions with the
same dimension can be deﬁned by Jensen-Shannon divergence,
Squared Euclidean, inner product, etc.
F. Social Connections
The social connections of a user is essentially a set of
other related users. The standard social similarity measures,
such as SimRank [4], Jaccard Coefﬁcient and Adamic/Adar
Coefﬁcient [5], are deﬁned for a single social network. Here,
we extend the deﬁnition of Jaccard Coefﬁcient for network
linkage since it is difﬁcult to iteratively compute SimRank for
it.
Let a and b be the two users from different social networks,
Γ(a) and Γ(b) be the social friends of a and b respectively,
and the common matched friends Γ(a) ∩ Γ(b) be CF (a, b).
Assume that u is a user in a network, and S is a user set. We
deﬁne the weighted degree of u on Γ(u)\S as Deg(u, S) =∑
ui∈Γ(u)\S log
−1 (|Γ(ui)|+ 1). We now deﬁne the extended
Jaccard Coefﬁcient across different networks as
EJC(a, b) =
AA(a, b)
AA(a, b) +Deg(a,Γ(b)) +Deg(b,Γ(a))
,
where AA(a, b) is the extended Adamic/Adar deﬁned as∑
∀(ai,bj)∈CF (a,b) log
−1 ( |Γ(ai)|+|Γ(bj)|
2 + 1
)
.
IV. PARAMETER LEARNING AND MATCH SCORE
COMPUTATION
Given a set of m similarity functions γ deﬁned over user
attributes and social connections, CNL learns the parameters
of similarity value distributions for matched and unmatched
user pairs based on exponential family distributions. With these
learned similarity value distributions, CNL infers whether a
user pair rj is a matched or unmatched pair by estimating
probabilities P (rj ∈ M |γj ,Θ) and P (rj ∈ U |γj ,Θ).
A. Likelihood
Assume that P (rj ∈ M |Θ) = p. Thus, P (rj ∈ U |Θ) =
1− p. Notice that P (rj ∈ M |γj ,Θ) = 1− P (rj ∈ U |γj ,Θ).
Let lj be 1 if rj ∈ M , and 0 otherwise. We deﬁne xj = (lj , γj)
as the “complete data” vector for rj . In terms of Bayes’ rule,
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let lj = (lj , 1− lj) and thus we obtain the log-likelihood as
L(Θ|X) =
N∑
j=1
lj
[
logP (γj |rj ∈ M,Θ), logP (γj |rj ∈ U,Θ)
]T
+
N∑
j=1
lj
[
log p, log (1− p)]T .
B. Exponential Family
The exponential family is a convenient and widely used
family of distributions. Distributions in the exponential family
appeal to the machine learning community as some good
properties of MLE which is a function of the sufﬁcient statistic
and the best unbiased estimator, etc [6].
An exponential family is a set of {f(x; θ) : θ ∈
Θ ⊂ Rk} of PDFs or PMFs on Rd s.t. f(x; θ) =
h(x) exp
(
θTS(x)− z(θ)), where θ is the natural parameter
of a distribution, S(x) is a sufﬁcient statistic for θ. The
exponential family contains as special cases most of the
standard discrete and continuous distributions that we use for
practical modelling, such as the Gaussian, Poisson, Binomi-
al, multinomial, exponential, Gamma, multivariate Gaussian,
etc. Gaussian, Exponential and Poisson are distributions of
inﬁnity, while some similarity functions are of limited range.
Fortunately, Gaussian, Exponential and Poisson are long-tail
distributions. We can use a truncated Gaussian, Exponential or
Poisson to model similarities. The difference between the origi-
nal distributions and the truncated distributions is a normalized
constant. We can therefore use the original distributions to
estimate the truncated distributions.
To estimate P (γj |rj ∈ M,Θ) and P (γj |rj ∈ U,Θ), we
assume that γj is drawn from a distribution of exponential
family, and use the simplifying assumption that the compo-
nents of vector γj are conditional independent with respect to
the state of the indicator lj , i.e.,
P (γji |rj ∈ M,Θ) ∼ f1,i(γji ; θ1,i), for i = 1, · · · ,m,
P (γji |rj ∈ U,Θ) ∼ f2,i(γji ; θ2,i), for i = 1, · · · ,m.
where f·,i(·; ·) (shorted in f·,i) is a PDF or PMF from the
exponential family. Furthermore, we obtain the log-likelihood
as
L(Θ|X) ∝
N∑
j=1
lj
[ m∑
i=1
θT1,iS1,i(γ
j
i ),
m∑
i=1
θT2,iS2,i(γ
j
i )
]T
−
N∑
j=1
lj
[ m∑
i=1
z1,i(θ1,i),
m∑
i=1
z2,i(θ2,i)
]T
+
N∑
j=1
lj
[
log p, log(1− p)]T . (1)
C. Maximum Likelihood Estimator
Since the values of lj are unknown, we estimate the
parameters Θ = {p, θ1,i, θ2,i, for i = 1, · · · ,m} via maxi-
mum likelihood estimation using the EM algorithm. The EM
algorithm begins with estimates of the unknown parameters Θˆ
and consists of iterative applications of the E-step and M-step
until the desired precision is obtained.
Distribution MLE for Matched Group
Multinomial ph,(k)1,i =
∑N
j=1 l
(k)
j
I
γ
j
i
=h
∑N
j=1
l
(k)
j
Gaussian μ
(k)
1,i =
∑N
j=1 l
(k)
j
γj
∑N
j=1
l
(k)
j
(σ
(k)
1,i )
2 =
∑N
j=1 l
(k)
j
(γj−μ(k)
1,i
)2
∑N
j=1
l
(k)
j
Exponential λ(k)1,i =
∑N
j=1 l
(k)
j
∑N
j=1
l
(k)
j
γ
j
i
TABLE I: MLEs of parameters for matched groups
1) E-step: For the E-step, we ﬁnd the expectations of lj .
Since the conditional distribution of lj given γj and Θ(k−1)
is lj |γj ,Θ(k−1) ∼ Bin(1, p(k)j ) with
p
(k)
j = P (lj = 1|γj ,Θ(k−1)) =
P (rj ∈ M,γj |Θ(k−1))
P (γj |Θ(k−1))
=
p(k−1) ·Πmi=1f1,i
p(k−1) ·Πmi=1f1,i + (1− p(k−1)) ·Πmi=1f2,i
.
By substituting p(k)j for lj , we obtain the expectation
function. In addition, values S1,i(γ
j
i ) and S2,i(γ
j
i ) in Equa-
tion 1 may be missing. In this step, all missing values can be
substituted by their expectations.
2) M-step: After we estimate the values of l(k)j = p
(k)
j
in E-step, we can obtain the estimates of parameters via
maximizing the log-likelihood. The MLEs of parameters for
some distributions of the matched group in the model are
summarized in Table I (similar results can be obtained for
unmatched group).
Note that parameter learning of CNL consists of E-step
and M-step, and applies the normal EM algorithm. Thus, CNL
converges to the MLE if the log-likelihood is unimodal [7].
D. Match Score Computation
Once parameters Θ are estimated, CNL determines whether
user pair rj belongs to matched pair or unmatched pair by
computing its match score:
scj = log
(P (rj ∈ M |γj , Θˆ)
P (rj ∈ U |γj , Θˆ)
)
∝
m∑
i=1
scji ,
where scji = θ
T
1,iS1,i(γ
j
i )−θT2,iS2,i(γji )−z1,i(θ1,i)+z2,i(θ2,i).
scji = 0 when γ
j
i is missing. P (rj ∈ M |γj , Θˆ) > P (rj ∈
U |γj , Θˆ) if scj > 0, i.e., rj is more likely a matched pair if
scj is much larger than 0. The top K user pairs according to
scj are then designated as matched pairs.
E. Scale-up CNL
From Lines 2-9 and 18 of Algorithm 1, the network linkage
across different social platforms is computationally expensive.
The major computational cost is signiﬁcantly impacted by
generating candidate pairs and computing social similarity.
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Blocking methods [8], such as n-gram indexing and sorted
neighborhood, are used in linkage systems to reduce the
number of candidate comparison pairs to a feasible number but
still maintain the accuracy. However, the number of candidate
pair comparisons with two networks of n users containing in
b blocks is O(n
2
b ). The common problem is large number of
candidate comparison pairs if b is small. Fortunately, Locality
Sensitive Hashing (LSH) is easy to scale-up to large networks
since the number of blocks can be arbitrary large. In this paper,
we therefore employ LSH to reduce the number of candidate
pairs and speed up the computation of social similarity. The
reason of employing LSH on usernames is due to the factor that
human tends to have similar behavior patterns when selecting
usernames across different social networks [2].
V. EXPERIMENTS
We conduct an experiment to compare CNL with the
baseline methods using real social networks. In the experiment,
we perform the heterogeneous network linkage between two
large real social networks Twitter and Foursquare.
A. Experiment Setup
Datasets. We use two large-scale real social networks
in our experiments. Data and source code are available at
following URL 1.
A. Twitter: We gathered a set of 73,109 Twitter users, who
indicate Singapore as their proﬁle location, associated with
1,376,412 social relationships. The data set consists of user
proﬁles, two-way follow relationships, and tweets from 1st July
to 30th November 2013.
B. Foursquare (4sq): From the above dataset, we ex-
tracted tweets generated by check-in’s performed by 4sq users
who are also Twitter users in our dataset. We then gathered
the Singapore-based friends of these users and crawled the
proﬁles of 206,039 users associated with 5,139,432 social
relationships, as well as their check-in’s and tips in 4sq.
Between the above two networks, there are 3,534 ground-
truth matched user pairs as declared by the users in these two
networks. This ground-truth is only partial as many users do
not reveal their user accounts on both Twitter and 4sq. We
employ three shared user attributes from both the networks
for network linkage, i.e., usernames, language and temporal
behavior. Temporal behavior are the temporal patterns for
tweeting in Twitter and checking in 4sq. We model username,
language and temporal behavior as string, categorical and
distribution variables, and evaluate their similarity by improved
Jaccard, binary value and Jensen-Shannon divergence respec-
tively.
Comparative Methods. We compare CNL with two base-
line approaches: the non-collective Network Linkage (NL)
and Mobius. NL does not adopt social similarity and hence
perform one iterative of matching user pairs (i.e., Lines 1-15
of Algorithm 1). Since there is not an existing unsupervised
approach to link users across different social networks, we also
compare our CNL with Mobius which is a supervised learning
method proposed by Zafarani and Liu [2]. The method relies
1http://dase.ecnu.edu.cn/mgao/pages/Publications.html
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Fig. 2: Performance of linking Twitter and 4sq based on partial
ground truth
on username attribute only to link users from two networks.
Implementing Mobius in our data context, we can only extract
66 features instead of 400 features since many features used
in Mobius are not applicable. We classify them into individual
features (e.g., username length, alphabet distribution, entropy
of username alphabet and username observation likelihood)
and user pair features (e.g., longest common substring, longest
common subsequence, edit distance, Jaccard coefﬁcient and
Jensen-Shannon divergence). However, the set of 66 features
contains the top 5 crucial features mentioned in Mobius.
We evaluate CNL and NL in their different variants. The F
option denotes the method does not use any ﬁltering technique
to reduce the number of candidate pairs and speed up the
computation of social similarity, LF option denotes the use
of LSH to speed up the computations. The −E and −G
options denote the use of an Exponential distribution and
a Gaussian for modeling each continuous similarity value,
respectively. For example, NLLF−E is NL using LSH to speed
up the computations and Exponential distributions to model the
temporal and social similarity values.
Evaluation Measures. Based on partial ground truth, we
evaluate the methods using Precision@K and Recall@K.
Precision@K is the fraction of the user pairs in the top-
K result that are correctly matched in partial ground truth.
Recall@K is the fraction of partial ground truth matched users
that appear among the top-K results.
B. Comparing with unsupervised baselines
Figure 2 manifests the precision and recall for NLLF−E ,
NLLF−G, CNLLF−E and CNLLF−G. We observe that more
than 60% pairs in the ground-truth linked pairs can be found
in the top-12,000 (i.e., K = 12,000) results. The results also
indicate that CNLLF−E outperforms the other methods, and
using Exponential distribution is better than using Gaussian
distribution.
C. Comparing with Mobius
We compare CNLF−E with Mobius based on two sets
of ground truth users. We construct new training and testing
data sets which contain N ground truth pairs and randomly
selected N non-ground truth pairs, respectively. We build
three classiﬁers and use 10-fold cross validation to evaluate
the performance of Mobius. For each fold, we count the
number of matched pairs predicted by Mobius, denoted as Ki
(i = 1, 2, · · · , 10). Let K ′ be ∑10i=1Ki. In Table II, Mobius
row is the micro-average precision of the positive instances
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Network size LibSVM Logistic Naive Bayes
Mobius CNL Mobius CNL Mobius CNL
1000 .861 .895 .774 .832 .771 .825
1500 .840 .903 .774 .859 .803 .861
2000 .861 .915 .767 .851 .769 .822
2500 .856 .902 .799 .861 .791 .845
3000 .851 .888 .810 .873 .791 .855
3500 .830 .871 .807 .879 .811 .867
TABLE II: Precision comparing CNLF−E with Mobius
for different classiﬁers. To compare with Mobius, CNLF−E
assigns the positive labels to the top-K ′ pairs among 2N
pairs in the training and testing data of Mobius. We ﬁnd
that CNLF−E outperforms Mobius. The feasible reasons may
be: (1) CNLF−E considers more meaningful features than
Mobius; (2) Mobius’ performance is affected by the number
of networks for training.
D. Varying parameters in LSH setting
Figure 3 manifests the precision of CNLLF−E by varying
parameters in LSH setting. Figures 3(a) and 3(b) illustrate
that the performance of CNLLF−E is stable as we change the
parameters g and t for LSH building, where g and t denote the
number of groups and the length of a signature in a LSH. We
can conclude that: (1) CNLLF−E obtains a promising trade-off
between scalability and effectiveness; (2) username and social
connection are two paramount features for network linkage
since performance is not affected when CNL only considers the
pairs with high similarities of username and social connection
as candidates.
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Fig. 3: Performance of CNLLF−E varying LSH parameters
E. Manually evaluating the performance of CNLLF−E
We now examine the top matched user pairs returned by
CNLLF−E which are not among the known partial ground
truth user pairs. We invited ﬁve volunteers to manually an-
notate the top-300 matched pairs of CNLLF−E with our
developed visualization tool 2. Two user accounts are judged to
be matched pair when (a) their proﬁle pages contain evidence
of the same user (e.g., same proﬁle picture), and (b) there are
other external evidence (e.g., the user maintains Instagram pro-
ﬁle mentioning her Twitter and Foursquare accounts). When
the user pair consists of clearly different users, it is annotated
as an unmatched pair. The remaining user pairs are assigned
the undetermined label.
As shown in Table III, we ﬁnd that the accuracy for the
top-300 result of CNLLF−E is about 72%, but it is about
64% for NLLF−E . This illustrates that both CNL and NL
2www.research.larc.smu.edu.sg/linky
method NLLF−E CNLLF−E
100 200 300 100 200 300
Matched 80 142 193 83 151 217
Unknown 18 51 86 17 43 71
Unmatched 2 7 21 2 6 12
TABLE III: Accuracy of NLLF−E and CNLLF−E
are quite promising in returning the correctly matched user
pairs for different top-K ranked pairs. CNL also returns fewer
undetermined pairs than NL.
VI. CONCLUSION
In this paper, we have studied the problem of linking users
across heterogeneous social networks. It is a challenging task
due to large network sizes, heterogeneity in user behavior
and incompleteness and uncertainty in UGC. To handle the
challenging task, we propose the algorithm CNL which utilizes
the exponential family to model heterogeneous user behavior,
evaluates the social similarity in a collective manner, employs
LSH to scale up to large-scale network, and handles missing
data in E-step of EM algorithm. To the best of our knowledge,
this work is the ﬁrst one to handle missing data by using an
unsupervised approach. We also evaluate CNL on Foursquare
and Twitter networks. Experimental results demonstrate that
CNL outperforms existing unsupervised and baseline methods
in solving the network linkage problem.
In our future work, we plan to extend our work to link users
across multiple networks, rather than two networks since many
users are active in many social networking platforms, such as
Twitter, Foursquare, Facebook and Google+, etc.
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