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Abstract
The number of Internet users has grown rapidly enticing companies and coop-
erations to make full use of recommendation infrastructures. Consequently,
online advertisement companies emerged to aid us in the presence of numer-
ous items and users. Even as a user, you may find yourself drowned in a set
of items that you think you might need, but you are not sure if you should
try them. Those items could be online services, products, places or even a
person for a friendship. Therefore, we need recommender systems that pave
the way and help us making good decisions. This paper provides a review
on traditional recommendation systems, recommendation system evaluations
and metrics, context-aware recommendation systems, and social-based rec-
ommendation systems. While it is hard to include all the information in a
brief review paper, we try to have an introductory review over the essentials
of recommendation systems. More detailed information on each chapter will
be found in the corresponding references. For the purpose of explaining the
concept in a different way, we provided slides available on Slideshare.
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Chapter 1
Introduction
It is unbelievable that the human brain has evolved to deal with our complex
world. However, this same world has recently been augmented by technology
and humans are dependent on such technology to perform daily tasks. This
vicious cycle means that humans now require outside help to make sense of
the world, in particular input from others regarding their previous experience;
that is, their recommendations.
Surprisingly, during ancient civilizations (4000 - 1200 BC), humans needed
recommendations. They could be used for problems such as what crops to
cultivate, the appropriate time of cultivation, what religion to follow, etc. Af-
ter that, in old times (and probably nowadays) families used to recommend
acquaintances to each other for arranged marriages. Currently, people ask
for recommendations regarding many aspects of modern life such as travel,
music, movies, etc. The idea of recommendation systems began to be more
important after the industrial revolution in which the number of available
goods grew enormously and it became vital when computers changed the
global market [50].
By 2015, the number of Internet users had grown from 738 million in
2000 to 3.2 billion [54], meaning that 43% of the world population was us-
ing online services, enticing companies and cooperations to make full use of
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recommendation infrastructures. Consequently, online advertisement com-
panies emerged to aid us in the presence of numerous items and users. Even
as a user, you may find yourself drowned in a set of items that you think you
might need, but you are not sure if you should try them. Those items could
be online services, products, places or even a person for a friendship. There-
fore, we need recommender systems that pave the way and help us making
good decisions.
Recommender systems have attracted the attention of a significant num-
ber of popular Internet sites, such as Amazon.com, YouTube, Netflix, Spotify,
LinkedIn, Facebook, Tripadvisor and IMDB [31]. Particularly, many media
companies offer practical recommender systems to their subscribers. Based
on the type of applications, there are various purposes for a recommender
system, including but not limited to, increasing the number of items sold,
selling more diverse items, and increasing user satisfaction and fidelity [43].
Recommender systems (RSs) collect information from users’ preference
for a set of items and predict the best desired items for them [8]. The in-
formation can be obtained explicitly by recording users’ ratings or implicitly
by observing users’ behavior. Generating a recommender system depends on
a set of considerations, such as type of available data, filtering algorithms,
models, techniques, sparsity level of data and desired quality [8]. Some rec-
ommender systems are designed for a specific task. For instance, Guan et
al. [23] introduced a recommender system for apparel. Recommender sys-
tems found their way to becoming an independent research area in the mid
1970s at Duke University [50].
Recommender systems are used with a lot of information about items,
users, and ratings. In an information filtering system, unwanted informa-
tion is removed by using computerized methods prior to presentation to the
users. Its main goal is the to manage the information overload and to in-
crease the semantic signal-to-noise ratio [25]. In fact, a recommender system
needs to filter information in order to find more relevant items for the users.
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Demographic filtering, content-based filtering, collaborative filtering and hy-
brid methods are the main four methods of recommender systems [10, 2].
Among them, collaborative filtering (CF) and the methods combining with
it are the most popular ones because they are based on user ratings [45, 28].
Content-based filtering is based on content of the items that the users liked
in the past [55]. For example, if the user tried a science fiction movie in the
past, the recommender system will most likely recommend a recent science
fiction movie [42]. This method is popular for websites such as IMDB, Rotten
Tomatoes, and Pandora. On the other hand, in demographic filtering, the
recommender system observes the common attributes of the users (gender,
age, location) and suggests items to the users with similar attributes. This
is based on the principle that people with some specific common attributes
may have common interest.
When we want to take into account user ratings, we should make use
of collaborative filtering. These systems try to predict the utility of items
for a specific user based on the items that the user previously rated [2].
These days, massive online companies such as Amazon, Facebook, Twitter,
LinkedIn, Spotify, Google News and Last.fm employ this technique. The
most widely used algorithm for collaborative filtering is k Nearest Neighbors
(kNN) [7]; its application is based on two main approaches: user to user and
item to item. In the user to user version, the kNN algorithm first tries to
determine the k neighborhood for the user; then, it aggregates users based
on their ratings and finally predicts based on the aggregated information.
Gong [22] uses both items and users to implement a bi-cluster method for
a new recommender system. The major pitfalls of using the kNN algorithm
for recommender systems are the high level of sparsity in RS datasets and
its low scalability [34].
Cold start is one of the main challenges that almost all recommender sys-
tems face when the initial ratings or any knowledge about user experience is
not sufficient. There are three major cold-start problems [8]: new commu-
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nity, new user and new item. In the new community problem, the RS suffers
from a lack of sufficient data when it is initialized for a new community. This
becomes even harder when the RS uses a pure collaborative filtering based
on community preferences [47]. In Chapter 2, we provide more details about
recommender system filtering methods. In Chapter 3, we talk about the
concept of context in recommender systems and the major approaches for
deploying the contextual information in a recommender system. The emer-
gence of online social networks raises the concept of context. In Chapter 4,
we provide additional information on recommender systems when the social
information plays an important role.
7
Chapter 2
Recommender System Methods
and Evaluation
As we mentioned in Chapter 1, there are three traditional main recommen-
dation methods: demographic filtering, content based filtering and collab-
orative filtering [42]; among them, demographic and content-based filtering
have been the most popular ones. However, most of the big companies pri-
marily use a hybrid approach which is a combination of the aforementioned
methods [8]. In this chapter, we explain these methods in more detail and
discuss each one’s virtues and drawbacks.
In general, the information about an active user’s feedback is crucial for
recommender systems and it is obtained explicitly or implicitly. Explicit
feedback is the users’ ratings on items, and it can be considered as direct
information about feedback. The main advantage of this type of feedback is
its simplicity; nonetheless, the drawback is the need for active users to rate
items. Unfortunately, some users do not rate items. On the other hand, im-
plicit feedback is extracted by monitoring user behavior and analyzing user
activity. For example, if a user tries action movies frequently, the implicit
information implies that the user’s rating on action movies could be high.
In the case that an item is a document, then, printing, saving, reading or
8
bookmarking could be the reflect of user interest in that document. The
distinct advantage of this method is that there is no need for an active user
to rate items; however, sometimes biasing can happen. For example, if you
are interrupted by a phone call while you are opening a document, the rec-
ommender system may judge you as a fan of that document, which may not
be true.
2.1 Demographic Filtering
This type of recommender systems suggests items based on the demographic
profile of users. It can be used to identify the taste of users that belong
to a certain community. Therefore, to design these systems, we need some
information about users to categorize them into groups. Then, if some users
in a particular group like or order an item, it is possible that the other users
of this group tend to do the same. It should be noted that although it might
be better to use more structured information about users, there is a trade-
off between the computational complexity and the quality of demographic
filtering. Pazzani [42] ran an experiment based on demographic filtering on
data about restaurants and he claimed that on average, 57.5% of the top three
recommended restaurants were liked by users. Table 2.1 shows an example
of people who rated a specific restaurant. It tells us that a female in an area
in which the code is 714 is probably going to like the restaurant.
2.2 Content-based Filtering
Content-based methods make recommendations based on the description of
the items. Nowadays, it is combined with other methods and use more
information about items and users. However, several algorithms have been
proposed to analyze the content of a document. For example, we consider
the case in which a recommender system is designed with the content-based
9
Table 2.1: Demographic information on the users who rated a specific restau-
rant.
User Gender Age Area Code Education Employed Rate
Karen F 15 714 HS F +
Lynn F 17 714 HS F −
Chris F 27 714 C T +
Mike M 40 714 C T −
Jill F 10 714 E F ?
method to recommend movies to users. We may assume that the movie
description has been already extracted. If the movie is an action film and a
user liked it, the recommender system will recommend another action movie
to the user.
Content-based recommender systems (CBRS) consist of three major parts
from a high level architectural point of view [35]; first it does the preprocess-
ing on items with a content analyzer, then a profile learner learns about users.
Finally, the filtering component finds a set of appropriate recommendations.
More details for these three parts are provided as follows:
• Content Analyzer — For any decision making problem, the raw data
should be pre-processed to extract featured information. Here, the out-
put of this pre-processing part is the structured relevant information.
The content analyzer prepares information for the next step. It trans-
forms information from its original format to one that is more abstract
and useful. For example, it may receive a web page as input and convert
it to a vector of keywords.
• Profile Learner — This module is specifically designed for the user
side. It receives the pre-processed information from the content ana-
lyzer and generalizes them to construct the user preferences. The gen-
eralization step models the user interest based on the user’s past ratings
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of items. For example, a profile learner in a web page recommender
system may combine the vector of positive and negative examples to
construct a prototype item vector that represents the user profile [46].
• Filtering Component — This is the final part that finds the relevant
items based on the user profile and recommends them to the user. It
uses a similarity measure (e.g. cosine similarity) between items and the
user prototype.
Content-based recommender systems are mainly used where the item is
either a document or a text used to describe an item. Thus, text min-
ing methods play an important role in content-based recommender systems.
The traditional methods are highly sensitive to the way that documents are
represented [42]. However, the following technique is widely used to analyze
the content of a text document and turn it into a vector.
2.2.1 Keyword-based vector space model
The Vector Space Model (VSM) is one of the spatial representations of text
documents. It transforms a text document to a n-dimensional space (i.e.
a vector with n elements) in which each dimension (element) is a term in
the given document collection. This method needs to weight the terms and
calculate the similarity of documents based on those weights. The most com-
monly used weighting method for terms is TF-IDF (Term Frequency Inverse
Document Frequency) weighting, which is based on information extracted
from text.
In TF-IDF, terms that are frequently found in one text (TF), but rarely
in other documents (IDF), will be possibly more related to the topic of that
text [35]. Additionally, the weight is normalized to give the same chance of
being retrieved to both small and large documents. Equation 2.1 shows TF
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based on term frequencies.
TF (tk, dj) =
fk,j
max{fz,j} (2.1)
where tk denotes the kth term in the dictionary of terms T = {t1, t2, t3, ..., tn},
dj is a document from the document collection D = {d1, d2, d3, ..., dN}, fk,j is
the frequency of term tk in document dj, and max{fz,j} is the maximum of all
the frequencies of all terms in document dj. Moreover, we have equation 2.2
to calculate the IDF based on the size of the collection and the documents
with a particular term tk.
IDF (tk) = log
N
nk
(2.2)
where N is the number of documents (collection size), and nk is the number
of documents in which the term tk has been seen at least once.
Equation 2.3 uses the obtained TF and IDF to calculate the TF-IDF for
each term in each document.
TF-IDF(tk, dj) = TF (tk, dj) · IDF (tk) (2.3)
Now, we need to normalize the weights to be in [0, 1] and to have the
vectors with the same length. Equation 2.4 does the cosine normalization for
this purpose.
wk,j =
TF-IDF(tk, dj)√∑|T |
s=1 TF-IDF(tk, dj)
2
(2.4)
where wk,j denotes the weight corresponding to term tk in document dj.
One similarity measure is needed to test the closeness of two documents.
Equation2.5 calculates the similarity between documents di and dj using
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cosine similarity, which is common in this field.
sim(di, dj) =
∑
k wk,i · wk,j√∑
k wk,i
2 ·√∑k wk,j2 (2.5)
In content-based filtering methods that use VSM, both user profiles and
items are represented by vectors of weighted terms [35]. Recently, seman-
tic aware methods have attracted the attention of scholars who have been
working on content based recommender systems.
2.3 Collaborative Filtering
We consider a recommender system for movies.The RS may face a situation
in which we do not know a particular movie’s features, but we know how some
specific users rated it. Now, if two users named “Marcos” and “Diego” like
a movie titled A, and later Marcos watches another movie titled B and likes
it, then we can recommend this movie to Diego. This approach is adopted
from the collaborative filtering method.
In collaborative filtering, the recommender system looks for similarity be-
tween users to make predictions. In several cases, the pattern of ratings of
users is a useful feature to determine similarity [42]. Normally, collaborative
filtering recommendation methods use patterns of ratings or usage to rec-
ommend items specified for users without need for extra information about
either users or items [60]. Similarly to other recommendation methods, CF
methods must relate items and users which are two essential different en-
tities. The Neighborhood approach is a technique that concentrates on how
items or users are related among themselves. For instance, in an item-item
approach, the RS models the preference of a user to an item with respect to
the previous rating of the same user to a similar item. Another technique is
the latent factor model, such as matrix factorization, which transforms both
items and users to the same latent factor space.
13
Additionally, there has been a different point of view to categorize the col-
laborative filtering techniques by dividing it into memory-based and model-
based methods. Memory-based methods act only on a user-item rating matrix
and can easily be adapted to use all the ratings before the filtering process;
thus, its results are updated. On the other hand, a model based system,
like a neural network, generates a model that learns from the information of
user-item ratings and recommends new items [44].
In memory-based CF methods, measuring the similarity plays a signifi-
cant role, because the RS either tries to find the similarity between items
or the similarity between users [52]. It needs to find the similarity be-
tween items to see what a user’s opinion is of items and what the closest
new/unseen/unknown item is to the items that the user has already liked,
following which a recommendation can be made. Likewise, it needs the simi-
larity between users to see what are the close users, and if a user tries a new
item, the RS recommends it to the users close to her.
Among various similarity measures, we mention the Pearson Correlation
measure, which reveals the information on how much two variables are lin-
early related to each other. Equation 2.7 calculates the Pearson correlation
between user u and v which gives us the information about the similarity of
users who both rated the same item.
wu,v =
∑
i∈Iu,v (ru,i − r¯u) · (rv,i − r¯v)√∑
i∈Iu,v (ru,i − r¯u)2 ·
√∑
i∈Iu,v (rv,i − r¯v)2
(2.6)
where Iu,v is the set of items that both users u and v rated, r¯u is the average
rating of items rated by user u in Iu,v, and ru,i is the rating of user u on item
i.
In a similar fashion, by using Pearson Correlation in equation 2.7, we can
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calculate the similarity of items i and j that were rated by users:
wi,j =
∑
u∈Ui,j (ru,i − r¯i) · (ru,j − r¯j)√∑
u∈Ui,j (ru,i − r¯i)
2 ·
√∑
u∈Ui,j (ru,j − r¯j)
2
(2.7)
where r¯j is the average rating of item i, and Ui,j is the set of users that rated
both items i and j.
After computing the item-item and user-user similarity, the RS job is to
predict a rating on a particular item from a certain user. In a neighborhood-
based model, a nearest neighbor should be picked to be involved in predicting
the ratings. If we assume that we have an active user a and that the RS needs
to predict the user’s rating on item i. In weighted sum of others’ ratings, the
predicted rating is calculated by equation 2.8.
Pa,i = r¯a +
∑
u∈U (ru,i − r¯u) · wa,u∑
u∈U |wa,u|
(2.8)
where Pa,i is the predicted rating of user a for item i, r¯u is the average rating
of user u, r¯a is the average rating of item a, and wa,u is the weight between
those two users calculated by equation 2.7. Additionally, we can define a
threshold for wa,u to avoid participating the considerably small weights.
2.4 Hybrid Methods
Each recommendation method has its own virtues and drawbacks. This fact
has led scholars to combine them in order to have a recommender system that
benefits from those virtues and be able to overcome most of the drawbacks.
Finally, researchers came up with the idea of using a hybrid method for rec-
ommender systems. A hybrid filtering method may use a combination of col-
laborative filtering with demographic filtering or collaborative filtering with
content-based filtering to have boosted results. For instance, Balabanovic et
al. [5] created a recommender system named Fab which extracts user profile
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of interest on web pages by content filtering techniques and uses that infor-
mation for collaborative filtering. Moreover, the hybrid method can involve
different recommender systems based on the confidence that they have on
predicted ratings or recommendations [9]. Additionally, different techniques
from one method can be combined together to create a new hybrid RS.
Predominantly, collaborative filtering has been combined with content-
based filtering to make a hybrid method. Babodilla et al. [8] categorized
them in four different groups that is shown in figure 2.1. Figure 2.1a indicates
the methods that combines CF and CBF with a weighting method. It may
rank the items from both and recommend the top best items from them.
Figure 2.1b shows the methods that use CBF methods to extract features and
send it to CF to make the final recommendation. The example we mentioned
from Balabanovic [5] used this technique. Furthermore, the prediction from
CBF can be an input of CF as well. In figure 2.1c, a unified model is depicted
that utilizes CF and CBF to have their output for another classifier, such
as rule based classifier or a probability model. Figure 2.1d depicts a model
that uses output from CF for CBF. For example user ratings can help CBF
characterize users better.
CF CBF
Recommendation
CBF
CF Recommendation
CBF
CF
Recommendation
CBFCF
Recommendation
Model
(a) (b)
(d)
(c)
Figure 2.1: Different methods of combining CF and CBF
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2.5 Evaluation Criteria
Recommender systems should be evaluated for many reasons, such as com-
parison of quality of techniques. Evaluation metrics play a significant role
in comparing several solutions for the same problem. Evaluation metrics are
categorized in four main groups [8]: (a) prediction metrics, such as accu-
racy (b) set recommendation metrics, such as Precision and Recall (c) rank
recommendation metrics like half-life and (d) diversity and novelty.
2.5.1 Quality of the prediction
Quality of prediction is the first criterion that has been used to compare
recommender systems. One of the widely used prediction metrics is Mean
Absolute Error (MAE) and other metrics derived from it such as mean square
error, root mean square error (RMSE), and normalized mean absolute error.
We define U as the set of users of RS, and I as the set of RS items. Then,
pu,i is the prediction of item i on user u, ru,i is the rating of user u on item i
and “•” means user u has not rated item i. LetOu = {i ∈ I | pu,i 6= • ∧ ru,i 6= •}
be the set of items rated by user u with prediction values. The error is defined
as the difference between prediction and real value: |pu,i − ru,i|. Equations 2.9
and 2.10 show how we should calculate the mean absolute error (MAE) and
the root mean square error (RMSE) respectively.
MAE =
1
#U
∑
u∈U
(
1
#O
∑
i∈Ou
|pu,i − ru,i|
)
(2.9)
where “#{∗}” means the number of elements of the set {∗} or cardinality of
it.
RMSE =
1
#U
∑
u∈U
√
1
#O
∑
i∈Ou
(pu,i − ru,i)2 (2.10)
Another metric is coverage which can be interpreted as the capacity of
predicting from a particular metric [18]. It calculates the percentage of sit-
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uations in which at least one out of the k neighbors of each active user
rates an item that has not been rated yet by that active user [8]. The to-
tal coverage of a recommender system equals to the average of all users’
coverage. We define Ku,i as the set of user u ∈ U which have rated the
item i, Cu = {i ∈ I | ru,i = • ∧Ku,i 6= ∅} as the set of items that have
not been rated by user u and at least one of the neighbors rated it, and
Du = {i ∈ I | ru,i = •} as the set of items that have not been rated by user
u. We have equation 2.11 to calculate coverage:
coverage =
1
#U
∑
u∈U
1
#O
∑
i∈Ou
(
100× #Cu
#Du
)
(2.11)
2.5.2 Quality of the set of recommendations
For some users, having a reduced set of items is more important that having
one item recommended. Precision, recall and F1 are the most important
metrics to evaluate the quality of the set of recommendations. Precision in-
dicates the rate of relevant recommended items to all of the recommended
items. Recall is about the rate of relevant recommended items to all of the
relevant items and F1 is a combination of precision and recall. We consider
Xu as the set of recommendations to user u, and Zn as the set of n recom-
mendations to user u, we calculate the aforementioned metrics by making
n test recommendation to user u. By considering a θ as threshold, we have
equation 2.12 for Precision.
precision =
1
#U
∑
u∈U
#{i ∈ Zu | ru,i > θ}
n
(2.12)
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Equation 2.12 sums over the number of recommendations and normalizes
them. Moreover, equation 2.13 calculates Recall.
recall =
1
#U
∑
u∈U
#{i ∈ Zu | ru,i > θ}
#{i ∈ Zu | ru,i > θ}+ #{i ∈ Zcu | ru,i > θ}
(2.13)
where #{i ∈ Zcu | ru,i > θ} denotes the number of relevant items that have
not been recommended.
The F1 measure is calculated in equation 2.14.
recall =
2× precision× recall
precision+ recall
(2.14)
In figure 3.2 we depict the role of recall and precision for evaluating
recommender systems.
All possible items
y = number of recommended items
Z = number 
of relevant 
items
x = number of 
relevant 
recommended 
items
Precision = x/y
Re
ca
ll 
= 
x/
z
Figure 2.2: Precision and recall with respect to all of the items.
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2.5.3 Quality of the list of recommendations
When we have a considerable number of recommendations, users give at-
tention to the first items. Consequently, if the RS makes mistake in the
first options, it is going to be a serious mistake. From information retrieval
studies, we adopt the ranking measures that have been used in information
retrieval can be applied here; half-life and discounted cumulative gain are the
most popular measures for recommender systems. Equation 2.15 shows how
we should calculate half-life. It assumes that users loses their interest of the
following items in the list exponentially.
Hl =
1
#U
∑
u∈U
N∑
i=1
max(ru,pi − d, 0)
2(i−1)/(α−1)
(2.15)
where p1, ..., pn represents the recommendation list, ru,pi is the true rating of
user u for item pi, d is the default rating and α is the number of items that
have 50% chance to be reviewed by user.
Similar to half-time, discounted cumulative gain (DCG) considers a log-
arithmic decay in users’ interest.
DCG =
1
#U
∑
u∈U
(
ru,p1 +
k∑
i=2
ru,p1
log2 (i)
)
(2.16)
where k is the rank of recommended items in the list of recommendations.
2.5.4 Novelty and diversity
In some applications the RS needs to recommend novel items, because com-
panies want to sell their new items as well. Further, some users may want to
explore a new type of items. Therefore, there should be a metric to compare
recommender systems based on this criterion. In this case, we want to know
up to what extent a RS can recommend diverse items. Novelty and diver-
sity are two main metrics that are useful here. There is no standard way
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to define these metrics and scholars tend to use different ways to calculate
them. However, numerous authors used equation 2.17 and 2.18 to calculate
diversity and novelty respectively [29]:
diversityZu =
1
#Z(#Z − 1)
∑
i∈Zu
∑
j∈Zu,j 6=i
[1− sim(i, j)] (2.17)
where sim(i, j) denotes item to item collaborative filtering similarity mea-
sures, and Zu is the set of n recommendations to user u. In equation 2.17,
diversity is calculated by summing over the similarity between pairs of rec-
ommended items and normalizing it.
noveltyi =
1
#Z − 1
∑
j∈Zu
[1− sim(i, j)], i ∈ Zu (2.18)
Equation 2.18 shows how to obtain novelty for each recommended item. It
returns the normalized similarity between item i and all other recommended
items in Zu. Note that, sometimes, novelty is vital, because there are some
items which most of the users do not buy frequently (like refrigerator). Thus,
if a user buy one of them, most likely he or she will not buy it again in the
near future. Then, the RS should not continue to recommend it to the user.
However, if the user tries to buy them again, the RS should learn that and
include them in the set of recommended items. There are some other metrics
that might or might not be important for an RS designer. For example,
stability in the RS prediction. It implies that the set of recommendations
should not be changed drastically through the time [3].
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Chapter 3
Context-aware Recommender
Systems
A wide range of recommender system techniques concentrate on the most
relevant item based on user ratings. However, there is other useful informa-
tion that can be collected in order to help the recommender system. This
information may consist of time, place, job or any other beneficial informa-
tion about the user or a group of users. As a result, in addition to the two
traditional components of a recommender system, i.e. item and user, we
have other information as well. This information is referred to “ contextual
information” and can be applied in special circumstances. For example, in-
formation about time can help us in recommending a travel package, or a web
page. Additionally, mobile recommender systems attract attention, because
a significant number of users have mobile devices and information such as
location and time can be extracted from those devices in order to help the
recommender system to understand the context better.
This topic leads us to a wider area of information that should be taken
into account concerns user behavior in different circumstances, because a
recommender system with more contextual information can be more accu-
rate. For instance, a music recommender can be more accurate if it considers
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places of interest, in-car music, music while reading, and even the mood of
the listener [19]. Another example is the Netflix recommender system that
uses locational contextual variables such as city or zip code and time to pro-
vide context specific recommendations. Reed Hasting, the CEO of Netflix,
claimed that they can improve the performance of their recommender system
up to 3% when considering such contextual information1. In general, context-
aware recommender systems consist of three main parts, pre-filtering, post
filtering, and modeling, which we explain in more detail in the following
sections.
3.1 Context in Recommender Systems
Before we talk about context in recommender systems, we should know what
the context is in general. The definition of context in Webster’s dictionary
is: “the parts of a discourse that surround a word or passage and can throw
light on its meaning; condition or circumstances which effect something; the
interrelated conditions in which something exists or occurs : environment,
setting the historical context of the war”2. As can be seen, the definition
is not precise, and that suggests that the concept of context is a multidisci-
plinary concept that can have a different definition in each field of study. In
computer sciences, and specifically in recommender system studies, a con-
text is the information that can improve the performance of the system and
cannot be measured just by tracking user rating or item rates.
The traditional methods, particularly collaborative and content-based fil-
tering, use two important fundamental elements of a recommender system,
i.e. item and user, to predict the ratings. Therefore, we can assume that
a recommender system is a function that takes users and items and returns
ratings:
1Watch the video at 44:40 minute https://www.youtube.com/watch?v=8FJ5DBLSFe4
2https://www.merriam-webster.com/dictionary/context?
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R : User × Item→ Rating
In this function, the input is actually in 2 dimensions since it only considers
users and items. However, when we add the concept of context in our recom-
mender system, it becomes another input parameter to the rating function.
Then we have:
R : User × Item× Context→ Rating
Context can be considered as a vector that contains different contextual
information. There have been two main representational approaches for con-
text: hierarchical and tensor representation. Hierarchical representation is
introduced by Palmisano et al. [39] suggesting granular information as con-
textual dimensions. In their model, contextual information is defined as a
set of contextual dimension K, so that each contextual dimension k is a set
of q attributes k = {k1, ..., kq} and these attributes have a hierarchical struc-
ture to capture different types of context. kq is the finer or more granular
level of information, while the k1 defines the coarser or less granular level of
contextual information.
As can be seen in figure 3.1, which is an example from [19], the root
contains the coarsest level of information (all of the database). Then the
next level is the information about whether the merchandise is for personal
use or a gift; thus, we have k1 = {Personal, Gift}. The next finer level
of the hierarchy could be the values of either “Personal” or “Gift”. Sub-
sequently, we have the next finer level k2={PersonalWork, PersonalOther,
GiftPartner/Friend, GiftParent/Other}.
A different way to represent context is the way that mathematicians work
with tensors. If we let D1, D2, . . . , Dn be dimensions the input vector for the
R function:
R : D1 ×D2 × . . .×Dn → Rating
Two of these dimensions are item and user, and the rest are contexts. In the
tensor representation method, each dimension Di is a Cartesian product of
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Figure 3.1: contextual information represented by hierarchical structure.
some attributes Aij, (j = 1, 2, . . . , ki); that is, Di ⊆ Ai1×Ai2× . . . Aiki . For
more illustrations, we can consider a recommender system in which a user
has the information such as UName and Address and Age. This can then
be shown as User ⊆ UName×Address×Age; likewise, the item dimension
could be Item ⊆ IName × Type × Price, and if we consider the Time as
our context, it could be Time ⊆ Y ear ×Month × Day. Figure 3.2 shows
this tensor model for the stated example.
UName Address Age
As context
IName Type Price Year Month Day
User Item Time
Figure 3.2: Precision and recall with respect to all of the items.
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3.2 Obtaining contextual information
Before working on a recommender system that uses context, we need to know
how the context is going to be obtained, albeit there are some context-aware
recommender systems (CARS) that assume the contextual dimensions have
already been provided. The availability of information about the items, users
and some other circumstances related to them or the interaction between
them plays a significant role in content acquisition. In general, there are
three ways to obtain context [19]:
• Explicitly — As we mentioned in Chapter 2, in the explicit approach,
the information is gained directly from entities. For example, a website
or a company may provide a survey for users and ask them to fill it in.
Likewise, the information of location or time can be extracted from the
users’ device.
• Implicitly — This type of information needs a monitoring system to
observe the users and interactions. It should be noted that the source
of information is accessed directly. For example, frequent changes in
the GPS of a user extracted from her device is implicit information
about the user that suggests the user may not stay for a long time in
a specific location.
• Inferring — In this approach, the recommender system should infer
information from other data that has already been extracted. The
information here is hidden and requires special algorithms to be re-
vealed. For example, if a machine learning method recognizes the type
of person who is watching TV at home, it can help the recommender
system to recommend better TV shows which are more desirable for
that specific person.
All of the aforementioned methods should be performed as part of the
data collection process, because the recommender system relies on the data
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and predicts rates based on them. Another important issue here is the rele-
vance of the extracted context. For example, a book store (either online or
traditional) can capture information from a buyer regarding their purpose in
buying the book, the planned reading time, and general information about
the stock market at the time of buying. However, the information about
stock market may not be applicable at all. Hence, the relevance of the infor-
mation is important, and it becomes crucial in context-aware recommender
systems because they work with larger databases than usual. Here it is nec-
essary to have an expert in the domain of the application. Another example
is a mobile recommender system that needs physical context such as time
and position, and social context regarding whether the user is alone or not;
interaction media context such as the type of device is also important con-
text. In the case of technology enhanced learning (TEL), computing context,
user context, and physical context are all important [56].
Besides using an expert or a manual approach to define the essential rele-
vance context, there are some machine learning and data mining algorithms
that help us to detect contexts automatically [37]. Adomavicius et. al. in [2]
suggested that an expert should suggest some contextual features as candi-
date; then, by statistical methods, the most relevant one is extracted. For
example, they did a pairwise t-test among candidate features. Another com-
mon way to assess the relevance of a context is stated by Baltrunas et al. [6]
which it is suggested that some hypothetical contextual preferences should
be offered to users as a survey. Then they ask users to respond to survey,
and in this way they collect useful contextual information. They show that
their system outperforms a recommender system that does not use context.
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3.3 Utilizing Context in Recommender Sys-
tems
In order to utilize context in recommender systems, we should take into
account two major approaches to using this information: (i) context-driven
querying and (ii) contextual preference elicitation and estimation. The context-
driven approach suggests that the recommender system should rely only on
contextual information and try to relate the items and users based on the
contextual information. Some scholars use it to create a mobile tourist rec-
ommender system [12].
On the other hand, the contextual preference elicitation and estimation
methods have engaged more context-aware recommender system researchers.
Unlike the previous method, this one encourages us to learn the context and
reinforce the collaborative or content-based filtering by using it. It should
be noted that it is possible to design a recommender system that uses a
combination of both general methods. We may recall that recommender
systems are created based on partial user preferences (i.e. some ratings from
some users), and the input record of recommended systems are a subset of <
user, item, rating >. In context-aware recommender systems we have a new
element known as “context” that changes the records to a new tuple which is
< user, item, context, rating >. Now it is important to decide how and where
in the recommender system we should use contextual features. Generally, we
can use context either before selecting data records, after selecting them, or
in the recommending process. Figure 3.3 illustrates these methods, and we
will explain them in more detail in the following sections.
3.3.1 Contextual Pre-filtering
In this recommendation paradigm (figure 3.3a), the information about a cer-
tain context c is used to select or filter relevant data; then it is fed to the
conventional 2D (i.e. User×Item) methods such as collaborative or content-
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Figure 3.3: Paradigms of using context in recommender systems. (a) Pre-
filtering (b) post-filotering (c) contextual modeling.
based filtering. For instance, context c is considered as a query to find rel-
evant ratings data [19]. For a more detailed illustration, if we assume that
a viewer wants to watch a movie on Saturday, the recommender system first
picks all the Saturday movies’ ratings and feeds them to a collaborative filter
to find the closest user, and then recommends the best items for the viewer.
This method is called exact pre-filtering, because the data filtering is based
on an exact value of a context. It can be seen that we turned a 3D input
recommendation problem into a 2D one; after all, the collaborative filtering
part of the recommender system does not deal with context anymore. It can
be easily implemented by a selection and a projection over the database as
following:
∀(u, i, c) ∈ U×I×T,RDuser×item×context(u, i, t) = RD[Context=c](User,Item,Rating)user×item (u, i)
The downside of this method is the narrow context that it returns. For
example, in a case where the context is c = (Partner, Theater, Saturday),
the recommender may not find the best movie that is playing in a good the-
ater on Saturday that is good for the viewer to watch with a partner. In
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order to avoid this problem, Adomavicius et al. [2] suggest using general-
ized pre-filtering which uses aggregated information and tries to generalize
the contextual information. If we recall from our previous example, the rec-
ommender system could aggregate Saturday and Sunday together and show
them by a new aggregated value named “Weekend”, in which case it would
find more options. We let Sc be a segment of data that aggregates context,
i.e. c ∈ Sc; then, in this method, the selection and projection steps would
be:
RDuser×item×context(u, i, t) = R
D[Context∈Sc](User,Item,Aggregate(Rating))
user×item (u, i)
Moreover, it is even possible to use more than one aggregated context
and to filter the data based on them.
The aggregation reformation brings another problem, which is the need
to find a “right” level of granularity. One may think about using an ex-
pert person for that, but to have an adaptive system for big data we need
a computational automatic approach. In [30], the authors investigated dif-
ferent levels of generalization and compared the prediction accuracy of the
recommender system in order to find the best level of generalization.
Another issue is the locality problem that happens because the recom-
mendations come from the data that is pre-filtered by aggregated context
from a specific segment of contextual information. For example, if you want
to go out and have fun by watching a movie in a theater, then a pre-filtering
context-aware recommender system may generate better recommendations
for you. However, if you are at home and want to watch a movie on your
TV, then it might be better to have a simple 2D recommender system.
3.3.2 Contextual Post-filtering
In this method (figure 3.3b), contextual information is not considered until
the last step of the recommendation. It means that the system takes the
whole 3D database and makes decisions on this data; then, at the end, right
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before making the final list of recommended items, the contextual informa-
tion is applied to adjust the final list. There are two main approaches to
modify the final list based on the contextual information: Filter out the ir-
relevant items or reorder the items in the recommended list. Furthermore,
the post-filtering technique is classified into heuristic (memory-based) and
model-based ones.
In the heuristic method, the post-filter part of the recommender system
searches for common item features for a given context and adjusts the list
based on their quantity. For example, if you like some movies with specific
actors, it will adjust the recommendation list to include more of those actors.
This adjustment can be done by filtering (dumping) out the movies that do
not have a specific number of those actors, or it can be accomplished via
ranking the movies in the list based on the number of desired actors involved
in them.
In the model-based method, the post-filter can learn the probability of
the popularity of a movie based on the its context. For instance, it may learn
the likelihood of choosing a movie with a certain director. Then it uses that
probability to adjust the recommendation list. This adjustment operation
could filter out the items which have the relevance probability less than a
certain threshold. Similar to the heuristic model, it can also rank the final
list by weighting the items in it using the calculated probability. Panniello
et al. [41] compare post-filtering and pre-filtering methods on two databases
of an e-commerce and Amazon3. Their results suggest that weighted post-
filtering performs better than the pre-filtering method, and the pre-filtering
outperforms the filter post-filtering.
3Their dataset consists of some items purchased by students containing contextual
information
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3.3.3 Contextual Modeling
In contextual modeling (figure 3.3c), the contextual information is used in
the process of finding the unknown ratings. One common method is to
deploy the context directly in the process of user rating prediction. In
contradiction to the pre-filtering and post-filtering methods, this method
uses the 3D recommendation function. That means that it operates like
Rating = R(User, Item,Context) where R is a prediction function that pre-
dicts each user’s rating on a target item. A similarity function can be used
to find the similarity between the < user, item, context > tuples. The un-
known ratings are predicted with respect to those tuples that have rates on
items. Moreover, the ratings involved in this calculation are inversely related
to the similarity metrics. Equation 3.1 shows the a prediction method for an
unknown rate ru,i,c for < u, i, c > which is a tuple in the database:
ru,i,c = k
∑
(u′,i′,c′) 6=(u,i,c)
W ((u′, i′, c′), (u, i, c))× ru′,i′,c′ (3.1)
where k in a normalization factor, and W ((u′, i′, c′), (u, i, c)) is the “weight”
of the rating ru′,i′,c′ participating in calculating the prediction rate which can
be the inverse of the Euclidean distance between (u′, i′, c′) and (u, i, c). In
other research [1] the aggregated information of the context shows better
performance; furthermore, the authors consider the distance equal to zero
wherever the the context in two tuples is not the same (i.e. if c 6= c′ then
dist ((u′, i′, c′), (u, i, c)) = 0).
Additionally, Oku et al. [38] use the additional context in the 3D database
and use the support vector machine (SVM) classification, which looks into
the items and corresponding ratings as two sets of “like” and “dislike” and
creates the hyperplane based on the support vectors, then recommending the
items that fall on the like side of the hyperplane.
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Chapter 4
Social-based Recommender
Systems
The emergence of social networks and their drastic growth suggests that the
tremendous information within them could be helpful in many applications
including recommender systems. Moreover, the overload of resources (i.e.
items and data in general) makes the process of making decisions even harder
for social media users. Therefore, we need a social media-based system that
channels the resources in social media. For example, by learning from the
new types of data extracted from online social networks such as tags and
relationships we can help a recommender system to find similar users in a
better way.
In general, social information is useful for three main reasons [8]. First it
can be deployed to improve the quality of prediction. For example, the RS
may infer that since two users are friends in a social network, it is possible for
them to have the same taste for items. This can help collaborative filtering
methods. In [58] the authors show that social information enhances the
result of collaborative filtering. Second, it can even be used to create a
new recommender system. Here, the goal is not to improve a pre-designed
recommender system but to propose a new way to generate an RS based on
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social information. Siersdorfer and Sergei in [51] used the multi-dimensional
social environment of a specific user to create a social recommender that
suggests users, items or groups to that specific user. The third purpose of
social filtering is just to analyze the relationships between social information
and collaborative entities. For example, correlation between recommender
and recommendee may be important for decision-making problems.
Initially it was thought that social information could be used to create
a trust network for recommender systems, but weak generalization led the
scholars to have a wider overview on information from social networks [53].
Moreover, some researchers believe that content recommendation is an im-
portant subject that should be considered in social-based recommender sys-
tems [24].
4.1 Recommendation related to contents
In social media, content plays a vital role, whether it is going to be recom-
mended to users to use, or to generate new content. For example, a social
recommender for Facebook users may recommend news or video to the users
to read or watch. On the other hand, it may recommend topics based on
the trends or tags to users to post a text about it. The content could be
the comments of a user, the tags used, or the votes or ratings (e.g. like and
dislike). These contents in addition to the relations among users, can give
us an invaluable opportunity to have a more effective recommender system.
Golbeck [21] uses membership forms from the “FilmTrust” system, which
is a web-based social network and has a movie rating and review system.
The author uses trust between individuals as the weight of their mutual rat-
ing on an item, then estimates the unknown rating based on the weighted
known ratings. Her results show that this information can improve movie
recommendations.
Guy [24] mentions the important “key domains” in social recommender
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systems. The first important one is the blog which is one of the classic social
media. A blog owner (a person or company) writes about a topic on the blog
and it creates a blog post. The owner or users of the blog can add posts about
the topic or interpret it in the comments. The blog itself can be an item to
recommend. Moreover, the content of the posts and the reactions to them
can be considered as a context or extra information to help the recommender
system.
The next key content is multimedia, which is quite challenging since ex-
tracting the actual content in an audio file or a video is computationally
expensive, and it returns an enormous amount of content. The most famous
social media for multimedia purposes is YouTube. Davidson et al. [14] use co-
visited video counting and associated rule planning [61] to predict the score
of a video. They suggest that the YouTube recommender system should rec-
ommend fresh and diverse videos with respect to the video that the user has
recently watched or reacted to. Beyond that, they state that the user should
understand why a video was recommended to them.
Question and answer is the next important content in special Q&A web-
sites like StackOverFlow and Yahoo Answers. The main issue here is to
recommend other relevant questions and/or appropriate answers. Another
content related to online social network is news. Social news broadcasters
such as Digg, Reddit, or Google Readerlet try their best to recommend the
most relevant and popular news to the readers. Research from Google [33]
creates a distribution of user clicks over a year tallied for each month. Then
they use this information for computing the distance and then similarity to
feed to the collaborative filtering part of their recommender system. They
improved the pure collaborative filtering method by 7% via this technique.
It should be noted that recommending the freshest and most recent post is
extremely crucial in both question and answer and news social networks.
The Other content is about ‘jobs. LinkedIn is the best known website
one in this area. Additionally, ResearchGate is recommending jobs and op-
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portunity. The significant impact of this subject on people’s lives make it
an attractive one for recommender system scholars. Figure 4.1 shows a pro-
file on ResearchGate that recommends some job opportunities based on the
user profile; the user can interactively purify the recommendations by leaving
feedback on the recommended option.
(a) (b)
Figure 4.1: Example of job recommendation by ResearchGate (a) Recom-
mend opportunities (b) User can delete an opportunity from the recom-
mended list and leave feedback.
Microblogs are among the other contents that have become popular with
Twitter. Here, the concept of “follower” and “followee” can help us to rec-
ommend tweets or people to users to follow. Most of algorithms use one
of the following aspects on Twitter to recommend content: candidate selec-
tion, topic relevance or social voting. Social voting is about the number of
user’s followees that follow the user and also follows the posts that the users
tweeted or followed. Comprehensive research [13] on different algorithms of
recommending URL on Twitter shows that social voting works better than
topic relevance.
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Social information in movie domain recommendation
Carrer-Neto et al. [11] use semantic knowledge extracted from movie meta
data along with the data extracted from the profile of the user. They assume
that in the database they have, the user defined her “social aperture” by
choosing one of these options: “Moderate”, “Liberal” or “Conservative”.
If the user is moderate, they use 25% of her friends’ ratings to calculate
her rating. If the user is liberal, both her own ratings and her friends’ ratings
will be considered equally and if she is conservative, then they only use the
ratings calculated for the user. Their results show that using this social
information outperforms the case where they did not use it.
4.2 People Recommendation
One of the main duty of a social recommender system is recommending peo-
ple to each other. Social media websites must use an algorithm to suggest
relevant or similar people to each other. Guy [24] discusses that relation
between people on social networks has different dimensions. For instance, in
Facebook, you and another user may become friends to each other, but in
Twitter you may follow a user without having followed back by that user.
Here we have the issue of “symmetric” versus “asymmetric” relations. More-
over, in this example, you need to send an invitation to become somebody’s
friend, but on Twitter you can follow a user without her “confirmation”.
Thus, you may face different social network either with or without confirma-
tion. Sometimes a relation is a temporary one just to organize a meeting or
an event. But in other cases, your relation is permanent. For example you
may be in an online group of researchers from you laboratory. This indirect
relation is considered permanent.
An example of recommending people has been studied by Geil et al. [20].
They use the “Who To Follow” (WTF) algorithm on GPU. The algorithm
first finds the circle of trust (CoT) of the user, which is the 1000 nodes closest
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to the user, and then creates a bipartite graph of individuals from the CoT
on one side and the ones they follow on the other side. Then it uses Twitter’s
Money algorithm and assigns a similarity and relevance number to all nodes,
after which it propagates the similarity value to followees and the relevance
to followers. Finally, it recommends people with the highest relevance scores.
4.3 Group Recommendation
Another issue in a social recommender system is “group recommendation”.
It is important to determine that whether the recommender system is going
to recommend items to a group or only to an individual. For example, in a
case where the recommender system is going to recommend a TV show, if a
group like a family wants to watch it, the system may recommend different
items in comparison to the situation in which it deals with just one person.
Consequently, some other questions that matter are what kinds of groups we
are going to make our recommendation to, and how similar the members of
the groups are to each other. One application here could be recommending
some music to a group of people who are working out in a gym. Profile aggre-
gation and recommendation aggregation are the most common approaches
in this field.
In order to aggregate the rating of a group, we need to consider the
type of strategies used to obtain the group rating. For this purpose, group
recommending take into account three main strategies [17]:
• Average satisfaction which assumes equal importance for all the mem-
bers of the group. Let GRi be the group rating on the item i, then
in order to calculate it, we use equation 4.1 that simply calculates the
average.
GRi = average(ru,i) =
∑n
u=1 ru,i
n
(4.1)
where ru,i is the rating of user u on item i and n is the number of
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members in the group.
• Minimum misery is used when we want to give special attention to the
members of the group that rate an item very low. In this case, the group
average is the minimum rating of all members, i.e. GRi = min{ru,i}.
• Maximum satisfaction which is concerned with the members that rate
an item higher than other members of the group. Then the group rating
is the maximum of the rating of the members, i.e. GRi = max{ru,i}.
Nevertheless, the aforementioned strategies are not accurate enough to
describe the aggregated group rating on an item. Hence, Gartell et al. [17]
try to use social information in order to have a better group descriptor. They
define a social weight wu,v as the contact frequency over a specific time. We
can generalize it to a proportion of the number of tags two connected users
have in common. Equation 4.2 obtains this descriptor:
S(G) =
2 ·∑u,v∈Gwu,v
|G|· (|G|−1) (4.2)
Then they use it to define how much they should rely on min, max or average
rating of the group. Basically, they say that if the social descriptor is not
high or low, the average is desired, but if it is high or low, the maximum or
minimum should be considered accordingly.
4.4 Immediate Friend Inference
If the access to social data about users is provided, we can involve the friends
of a user to recommend the best suitable item to her. The impact of imme-
diate friends (i.e. the friends with one hop distance) and a probability-based
inference is discussed in [27] by He and Chu. They assume that the ratings
are integers; then, they try to find out what is the probability of rating of
user u on the item i, i.e. Ru,i, given the set of attributes au of user, set of
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attributes bi of item and the rating of the neighbors, i.e. Rv,i, for that item.
They use naive Bayesian assumption and reach the equation 4.3.
(4.3)
P (Ru,i = k|B = bi, A = au, {Rv,i = rv,i : ∀v ∈ Ui ∩Nu})
=
1
Z
P (Ru,i = k|B = bi)× P (Ru,i = k|A = au)
× P (Ru,i = k|{Rv,i = rv,i : ∀v ∈ Ui ∩Nu})
where B is the random variable standing for the set attribute of item i, bi is
the set of values of attribute of item i, Au is the random variable standing
for the set attribute of user u, au is the set of values of attributes of user u,
v is a neighbor of user u, Ui is the set of users that rated item i, Nu is the
set of the neighbors (friends) of user u, and Rv,i is the ratings of neighbors
of user u on item i.
Now we need to calculate each probability independently. The probability
of the rating of user u given set of attributes for item i is the user preference.
This means that in order to calculate the user preference we should find the
probability P (Ru,i = k|B = bi); with the naive Bayesian assumption we have
equation 4.4.
(4.4)
P (Ru = k|B = bi) = P (Ru = k)× P (B1, B2, . . . , Bn|Ru = k)
P (B1, B2, . . . , Bn)
=
P (Ru = k)×
∏j=n
j=1 P (Bj|Ru = k)
P (B1, B2, . . . , Bn)
, Bj ∈ {B1, B2, . . . , Bn}
where P (Ru = k) is the prior probability that the user u gives a rating
k, and P (Bj|Ru = k) is the conditional probability that each item with
attribute Bj in B gets the value bj given u rated it with k. For example,
P (actor = AlPacino|Ru = 5) = 0.9 means that the probability that Al
Pacino plays in a movie given the movie received the rate 5 equals to 0.9.
Equation 4.5 and equation 4.6 calculate the two nominator probabilities in
the previous equation by a simple counting over the database.
(4.5)P (Ru = k) =
|I(Ru = k)|+1
|I(u)|+n
41
(4.6)P (Bj = bj|Ru = k) = |I(Bj = bj, Ru = k)|+1|I(Ru = k)|+m
where |I(u)| is the number of items that the user u rated, |I(Ru = k)|
is the number of items that the user u gives the rating equal to k, and
|I(Bj = bj, Ru = k)| is the number of ratings k that the user u gave to items
with the attribute of bj. We add one in the numerator and n as the range of
ratings and m as the range of attribute value in the denominators, because
of the Laplace estimate that helps us in avoiding strong probabilities.
Subsequently, we need to find the item acceptance probability which is
P (Ri = k|A = au). It implies the general acceptance of item i from users
like user u. For example, if two reviewers are similar to each other and one
of them rated “The Godfather” 5, we want to know how likely is that the
other one gives the same rating. Again, by naive Bayesian assumption, we
have equation 4.7.
(4.7)
P (Ri = k|A = ai) = P (Ri = k)× P (A1, A2, . . . , An|Ri = k)
P (A1, A2, . . . , An)
=
P (Ri = k)×
∏j=m
j=1 P (Aj|Ri = k)
P (A1, A2, . . . , An)
, Aj ∈ {A1, A2, . . . , Am}
where P (Ri = k) is the prior probability that item i receives a rating value
k, and P (Aj|Ri = k) is the conditional probability that a user has attribute
Aj equal to aj given that she rates item i as k. Note that in the previous
equations, both P (B1, B2, . . . , Bn) and P (A1, A2, . . . , Am) are normalizing
constants.
Finally, the influence from immediate friends should be obtained, i.e.
P (Ru,i = k|{Rv,i = rv,i : ∀v ∈ Ui ∩Nu}). Some methods use the correlation
between the user and its neighbors based on user attributes, but this correla-
tion is hard to capture with a simple similarity or correlation function. Then
the authors in [27] suggest that we can use the histogram of the differences
between the immediate friends rating and the user rating. Therefore, for
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each user u and her neighbor v, we have equation 4.8:
P (Ru,i = k|Rv,i = rv,i) ∝ H(k − rv,i) (4.8)
In order to calculate it for all the neighbors of u, these differences are
multiplied and divided by a normalization factor of the histogram of each
immediate friend pair.
4.5 Link Prediction for Social Networks
Online social media is growing with a significantly important pace. An ap-
plicative domain of social-based recommender system is link prediction on
social media [4]. Want et al. [57] provide a thorough review over this
topic. They divide the link recommendation on social networks to two major
categories: similarity-based approach and learning-based approach. They
also explore the social theory-based metrics, the node-based metrics and the
topology-based metrics. The latter ones mainly considers the neighbors and
the path for qualification metrics.
A number of papers has focused on particular social networks. For ex-
ample, Yao et al. [59] explore the friend suggestion in online photo-sharing
communities such as Facebook and flicker. In another article, Liben-Nowell
et al. [15] explores the problem in the context of freind suggestion over Twit-
ter. As a future work, emojis can be considered as a tuner for link prediction
techniques, because the emoji usage analysis shows regularities [16, 49] and
semantics [48] on Twitter users. Thus, the user with similar feelings and
common friend may be subjected for link suggestions.
If we consider the networks of researchers as a social network (e.g. Mende-
ley, ResearchGate, etc.), then research paper recommendation may be treated
as a social-based recommendation system. Because one of the major appli-
cations of the recommender systems is to recommend a set of relevant and
useful papers to a scholar in the right time. In addition to the time limita-
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tions, the issue of copyright prevent a recommender system to access to the
full content of a paper. Two popular approaches are context-based collab-
orative filtering [32] and co-citation [36]. In the former, the authors use
the network of citations to create the rating matrix. The latter takes into
account the assumption that if two papers cite the same papers, they are
similar.
Haruna et al. [26] propose a collaborative method that uses the public
data about the paper for the recommendation purposes. In their method, if
author A writes a paper P, they consider recommending papers that have
two conditions: They are co-cited with the paper P of the author A, and
have common references with paper P. They show their method outper-
forms context-based collaborative filtering and co-citation techniques. An-
other method for research paper recommendation is to analyze the topics of
the papers [40].
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