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We compute the homogeneous limit of non-hydrodynamic quasinormal modes (QNM’s) of a phe-
nomenologically realistic Einstein-Maxwell-Dilaton (EMD) holographic model for the Quark-Gluon
Plasma (QGP) that is able to: i) quantitatively describe state-of-the-art lattice results for the QCD
equation of state and higher order baryon susceptibilities with 2+1 flavors and physical quark masses
up to highest values of the baryon chemical potential currently reached in lattice simulations; ii) de-
scribe the nearly perfect fluidity of the strongly coupled QGP produced in ultrarelativistic heavy ion
collisions; iii) give a very good description of the bulk viscosity extracted via some recent Bayesian
analyzes of hydrodynamical descriptions of heavy ion experimental data. This EMD model has
been recently used to predict the location of the QCD critical point in the QCD phase diagram,
which was found to be within the reach of upcoming low energy heavy ion collisions. The lowest
quasinormal modes of the SO(3) rotationally invariant quintuplet, triplet, and singlet channels eval-
uated in the present work provide upper bounds for characteristic equilibration times describing how
fast the dense medium returns to thermal equilibrium after being subjected to small disturbances.
We find that the equilibration times in the different channels come closer to each other at high
temperatures, although being well separated at the critical point. Moreover, in most cases, these
equilibration times decrease with increasing baryon chemical potential while keeping temperature
fixed.
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I. INTRODUCTION
For more than a decade ultrarelativistic heavy ion collisions [1–5] have been used to probe many different aspects
of QCD under such extreme conditions which defy a complete description from first principles or even from a single
effective model or theoretical framework. In fact, the spacetime evolution of the rapidly expanding fireball produced
in such collisions involves out-of-equilibrium real time phenomena in a strongly coupled non-conformal quark-gluon
plasma (QGP) [6–8], a crossover transition towards a hadron dominated phase [9, 10], and finally the subsequent
freeze-out and hadronic decay later stages.
The QGP formed in these collisions possesses a small shear viscosity to entropy density ratio (η/s) and a nontrivial
profile for the bulk viscosity to entropy density ratio (ζ/s) [11–20], while the relationship between the local energy
density and pressure of this rapidly out-of-equilibrium evolving system is well described in practice (see, e.g., [21–
23]) by lattice QCD results computed in equilibrium. These three key ingredients are present in the bottom-up
Einstein-Maxwell-Dilaton (EMD) holographic model of Ref. [24] which has been recently employed to provide a
phenomenologically plausible prediction for the location of the long sought QCD critical end point (CEP) [25–28].
Indeed, the EMD model of Ref. [24] is uniquely able to simultaneously [24, 29]:1
1. Predict and match at the quantitative level state-of-the-art lattice results [31, 32] for the QCD equation of state
and higher order baryon susceptibilities with 2 + 1 flavors and physical quark masses at finite baryon density
up to the highest values of baryon chemical potential (µB ∼ 600 MeV) currently reached in lattice simulations;
2. Describe the nearly perfect fluidity of the strongly coupled QGP encoded in the small value of η/s [16, 17];2
3. Describe the dynamical effects associated with the non-conformal nature of the QGP encoded in a nontrivial ζ/s
profile which peaks in the crossover region [18, 19], in accordance with phenomenological expectations [34, 35].
The CEP location in the plane of temperature and baryon chemical potential was estimated to lie at (TCEP, µCEPB ) ∼
(89, 724) MeV. Moreover, in Ref. [24] a chemical freeze-out analysis was also pursued providing the following estimate
for the CEP location in terms of the center of mass energy of the collisions:
√
sCEPNN ∼ 2.5 — 4.1 GeV. This prediction
will soon be put to test in upcoming low energy heavy ion collisions, such as the fixed target experiments at RHIC
[36] and later the Compressed Baryonic Matter (CBM) experiment at FAIR/GSI [37].
By disturbing the equilibrated charged black hole backgrounds which are static solutions of the EMD holographic
model, and solving the linearized equations of motion for the corresponding perturbations with some adequate Dirichlet
boundary conditions, one obtains the spectra of quasinormal modes (QNM’s) of the theory associated with the response
of the medium to these disturbances [38, 39]. In more general situations comprising far-from-equilibrium dynamics,
the QNM’s describe the linear part of the decaying perturbations of the medium as it approaches thermal equilibrium.
1 The hydrodynamic viscosities predicted by the refined EMD model of Ref. [24] are close to the results already published in Ref. [29],
which used the previous version [30] of the model’s parameters.
2 This point is the only feature shared with other holographic models as it stems from the general result derived in [33].
3Consequently, as discussed e.g. in Ref. [40], the longest-lived non-hydrodynamic QNM’s3 with lowest imaginary part
(in absolute value) provide upper bounds for characteristic equilibration times of the late linear stage of the full
nonlinear evolution of the medium. In fact, it has been explicitly shown e.g. in Ref. [41] that the lowest QNM’s of a
top-down conformal holographic plasma with a critical point quantitatively describe the late time behavior of the full
nonlinear far-from-equilibrium evolution of the system. On the other hand, earlier nonlinear stages are beyond the
scope of these characteristic equilibration times extracted from the QNM analysis and, thus, in general one cannot
read e.g. the isotropization and thermalization times of the medium without performing numerical simulations and
following the full nonlinear evolution of the system.
Here we initiate the study of how the presence of a critical point affects the non-equilibrium behavior of strongly
coupled (non-conformal) baryon dense holographic models. In this work, we investigate the behavior of the lowest,
homogeneous non-hydrodynamic QNM’s of the bottom-up EMD model of Ref. [24] up to the critical region, from
which we extract upper bounds for characteristic equilibration times of the hot and baryon dense QGP specifically
in the regime of linearized homogeneous perturbations. As it will be shown in the course of the next sections,
these equilibration times of the plasma in different channels are generally reduced by increasing the baryon chemical
potential keeping the temperature fixed.
We also remark that, as it will be discussed in more details in the conclusions, the dynamical universality class [42]
of large Nc theories, like the present holographic model, is likely to be of type B [43], while QCD is expected to be in
the type H dynamical universality class [44]. Therefore, one must be careful and keep this distinction in mind when
applying holographic models to obtain insights for dynamical critical phenomena in real QCD.
Definitions: We use a mostly plus metric signature and natural units i.e. ~ = c = kB = 1.
II. EMD HOLOGRAPHY AND THERMODYNAMICS
In this section we give a very brief review of the basic properties of the EMD holographic model of Ref. [24] and its
main thermodynamic results. For detailed discussions including technical details on numerics we refer the interested
reader to consult the aforementioned work.
The construction of bottom-up dilatonic holographic models seeded with some phenomenological inputs in order
to mimic the behavior of the QGP at finite temperature has been originally proposed in the seminal work of Ref.
[45] and extended to nonzero baryon densities in [46, 47]. The dilaton field is used to dynamically break conformal
symmetry in a very specific way dictated by the phenomenological inputs used to engineer the holographic model.
Gauge/gravity [48–51] models constructed in this way may be then used to provide estimates for a large variety of
physical observables in the QGP [24, 29, 30, 46, 47, 52–59].
The bulk action of the EMD model is given by
S =
1
2κ25
∫
d5x
√−g
[
R− (∂µφ)
2
2
− V (φ)− f(φ)F
2
µν
4
]
, (1)
where κ25 ≡ 8piG5 is the five dimensional Newton’s constant. The action (1) is accompanied by some boundary
terms which will play no role for the calculations to be carried out here and, therefore, we omit them. In (1), the
dilaton potential V (φ) and the Maxwell-dilaton coupling f(φ) are free functions of the bottom-up EMD construction.
There are also two free parameters given by the gravitational constant κ25 and the radius L of the five dimensional
asymptotically Anti-de Sitter (AdS) spacetime. Without any loss of generality, we set L = 1 and consider instead
a scaling factor Λ corresponding to a fixed energy scale employed to convert observables with mass dimension p
evaluated on the gravity side of the holographic duality, which are naturally computed in units of L−p, to physical
units of MeVp on the gauge theory side of the holographic correspondence.
The free functions and parameters of the bottom-up EMD model were dynamically fixed in Ref. [24] by matching
the holographic equation of state and second order baryon susceptibility evaluated at µB = 0 to the corresponding
QCD results obtained in state-of-the-art lattice simulations [32, 60, 61],
V (φ) = −12 cosh(0.63φ) + 0.65φ2 − 0.05φ4 + 0.003φ6,
κ25 = 8piG5 = 8pi(0.46), Λ = 1058.83 MeV,
f(φ) =
sech
(−0.27φ+ 0.4φ2)+ 1.7 sech(100φ)
2.7
. (2)
3 Non-hydrodynamic QNM’s correspond to collective excitation modes of the system that possess nonzero frequencies even in the homo-
geneous regime of perturbations with zero wavenumber. Those are very different from the so-called hydrodynamic modes, such as a
sound wave, whose excitation frequency satisfies the condition limk→0 ωsound(k) = 0.
4FIG. 1. (Color online) Sixth and eighth order dimensionless baryon susceptibilities χn ≡ ∂n(P/T 4)/∂(µB/T )n predicted by
the EMD model in Ref. [24] compared to the very recent lattice QCD results from Ref. [62].
We remark that results for any other observable, apart from the ones used to fix the EMD parameters in Eq. (2),
follow as legitimate predictions of the EMD holographic model.
The static and homogeneous charged black hole backgrounds describing isotropic and translationally invariant
thermal states at finite density in the gauge theory are obtained by numerically solving the EMD equations of motion,
where the Ansatz for the EMD fields may be written as follows [46],
ds2 = e2A(r)
[−h(r)dt2 + d~x2]+ dr2
h(r)
, φ = φ(r), A = Aµdx
µ = Φ(r)dt. (3)
The black hole horizon is located at the value of the radial coordinate corresponding to the largest zero of h(rH) = 0,
while the boundary of the asymptotically AdS5 spacetime lies at r →∞. The set of coupled second order differential
equations of motion for the EMD fields may be numerically solved following the method discussed in Ref. [24] by
choosing values for a pair of initial conditions corresponding to the value of the dilaton field at the horizon (φ0) and
the value of the derivative of the Maxwell field at the horizon (Φ1). Each value chosen for the pair of initial conditions
(φ0,Φ1) generates a numerical charged black hole background associated with a definite thermal state at finite baryon
density in the gauge theory. By constructing an ensemble of charged black holes, one populates the (T, µB) phase
diagram and may then proceed to evaluate a wealth of different physical observables.
In Fig. 1 we show the comparisons between the holographic EMD predictions for the sixth and eighth order baryon
susceptibilities [24] and the very recent lattice QCD results of Ref. [62].4 One notes that the EMD predictions are
in good quantitative agreement with first principle lattice QCD results. As far as we know, when it comes to the
baryon susceptibilities, the only other model currently available in the literature which has also achieved a high level
of quantitative agreement with lattice results is the Cluster Expansion Model (CEM) of Ref. [63]. Moreover, in Ref.
[24] the EMD predictions for the pressure and the baryon charge density at finite temperature and baryon chemical
potential were compared to the lattice results of Ref. [31], where it was obtained an excellent quantitative agreement
with state-of-the-art lattice QCD simulations.
By analyzing the behavior of the baryon susceptibilities in the EMD model beyond the region of the phase diagram
currently probed by lattice simulations, in Ref. [24] we predicted the QCD CEP to be located at (TCEP, µCEPB ) ∼
(89, 724) MeV. As mentioned in Sec. I, a chemical freeze-out analysis was also carried out in Ref. [24] and the following
window for the critical region in terms of the center of mass energy of the collisions was found:
√
sCEPNN ∼ 2.5 —
4.1 GeV. Though these values of
√
sNN are lower than the upcoming Beam Energy Scan II at RHIC, planned fixed-
target experiments also at RHIC [36] and future low energy heavy ion collisions at FAIR/GSI [37] should be able to
investigate the baryon rich system formed in these low energies.
We close this section by remarking that our motivation here to use the bottom-up EMD holographic model of Ref.
[24] is that it provides a very practical way to estimate how a strongly coupled QGP at finite temperature behaves
4 Even though the lattice simulations of Ref. [62] are done with 2 + 1 + 1 flavors, in the range of temperatures considered in Fig. 1 the
results agree with lattice QCD simulations with 2 + 1 flavors [10].
5at moderately large baryon density in and out of equilibrium. This is still beyond the scope of first principle lattice
QCD calculations and, thus, our knowledge about the QGP in this regime must rely on effective models that display
some of the QGP’s well-known essential features, such as its nearly perfect fluidity in the crossover region. Moreover,
in this type of framework, it is mandatory to have at least the thermodynamics of the system (in the regime amenable
to the lattice) under investigation properly described, a nontrivial feature displayed by the model of Ref. [24] as
discussed above. Also, we note that we are assuming that in the range of the (T, µB) plane we are interested in the
system is still sufficiently strongly coupled and behaves as a nearly perfect fluid. This is clearly not the case at very
large temperatures (where a weakly coupled description must hold [64]) or at very low temperatures in the hadron
dominated phase.
Furthermore, we also remember that, as detailed discussed in Refs. [24, 30, 45–47, 52], in the kind of bottom-up
EMD holographic model used here, the flavor dynamics at the boundary is effectively encoded in the bulk dilaton
potential V (φ) and Maxwell-dilaton coupling function f(φ). The phenomenological applicability of such approach must
be then empirically checked by comparing the predictions of the EMD model with the corresponding phenomenology
intended to be described. In what regards thermodynamics and hydrodynamics of the strongly coupled QGP with
2 + 1 flavors and physical quark masses, as emphasized by items 1 — 3 of Section I, the EMD model of Ref. [24]
has so far an unmatched degree of simultaneous quantitative agreement with many different QCD results, providing
a strong empirical evidence of the phenomenological applicability of this kind of effective holographic approach.
III. QUASINORMAL MODES AND EQUILIBRATION TIMES
Quasinormal modes [38–40, 65–67] in some non-conformal dilatonic holographic models have been analyzed, for
instance, in Refs. [68–74]. In the context of EMD holography at finite baryon chemical potential, some results for the
SO(3) quintuplet channel (to be discussed below) but still far from the critical regime have been discussed by some
of us in Ref. [30] using a previous version of the EMD model.
As discussed in detail in Ref. [47], for an EMD model at finite temperature and chemical potential in the ho-
mogeneous regime of zero wavenumber disturbances, the physically relevant gauge and diffeomorphism invariant
linearized perturbations of the system are organized into different representations of the SO(3) rotational symme-
try: the quintuplet, triplet, and singlet channels. By considering a wave-plane profile for these perturbations, one
can derive linearized equations of motion, whose solutions expanded asymptotically close to the boundary typically
possess a leading non-normalizable mode and a subleading normalizable mode for each perturbation. According to
the holographic dictionary, the leading modes act as sources for local gauge invariant operators of the dual quantum
field theory (QFT) at the boundary (e.g, the energy-momentum tensor, vector currents, and scalar fields), while the
subleading modes are related to the expectation values of these operators. By setting the subleading modes to zero
as a boundary condition and by also imposing the causal in-falling wave condition at the black hole horizon in the
interior of the bulk, one obtains particular solutions of the linearized equations of motion for the perturbations of the
bulk fields. By plugging them back into the action one can calculate the thermal two-point retarded correlators of the
dual QFT. Kubo formulas relating these thermal retarded correlators to transport coefficients of the dual QFT may
be derived using linear response theory within the framework of the gradient expansion of the dual QFT operators in
terms of the hydrodynamic variables of the system (e.g., the local energy and charge densities and the local fluid flow
velocity), as done for instance in Ref. [75].
Also according to the holographic dictionary [76], the thermal two-point retarded correlators of the dual QFT
may be written as (minus) the ratio between the subleading and the leading modes subjected to the in-falling wave
condition at the horizon. Consequently, if one now sets the leading modes to zero as a boundary condition, one
obtains the poles of these thermal retarded correlators, which correspond to physical collective excitations in the dual
QFT. But taking the leading modes to zero as a boundary condition, implying that the (in-falling) perturbations must
vanish at the boundary, is exactly what defines the eigenvalue problem for the quasinormal modes in asymptotically
AdS geometries [38]. Therefore, by means of the holographic dictionary, the quasinormal modes of black holes in the
bulk correspond to poles of thermal retarded correlators of the dual QFT at the boundary.
We remark that in the in-falling Eddington-Finkelstein (EF) coordinates, which we shall use in this section, the
causal condition for obtaining in-falling modes at the black hole horizon is simply expressed by requiring that the
solutions are regular at the horizon. In this case, one may evaluate the shear viscosity by making use of a Kubo formula
that relates this transport coefficient to the retarded 2-point Green’s function of the non-normalizable perturbation
in the SO(3) quintuplet channel [47]. Similarly, by working with the perturbations of the SO(3) triplet and singlet
channels, one may obtain through the use of Kubo formulas the baryon conductivity [47, 55] and the bulk viscosity
[29, 47] of the medium, respectively.
The spectra of QNM’s of the theory is obtained by solving the linearized equations of motion for the perturbations
requiring regularity at the horizon while imposing the Dirichlet condition that these perturbations vanish at the
6boundary. This means that such equations will admit solutions only for a discrete set of complex eigenfrequencies ω,
which are the QNM’s of the theory. In general, the QNM’s ω depend on the wavenumber k of the perturbations and
also on the properties of the black hole background, with the latter translating in a dependence on T and µB . In the
present work we are only interested in analyzing the upper bounds for characteristic equilibration times of the medium
in the regime of linear perturbations and, for this sake, it suffices to consider only the lowest non-hydrodynamic QNM’s
in the homogeneous regime with k = 0, which we shall explore in the course of the next sections.
We remember that the hydrodynamic QNM’s may be used to obtain the hydrodynamic transport coefficients of the
system in an alternative way to the more direct and straightforward method of Kubo formulas previously mentioned.
This has been discussed, for instance, in Refs. [70, 77–79].
On the other hand, the non-hydrodynamic QNM’s, as discussed for instance in Ref. [40], may be used to obtain
upper bounds for characteristic equilibration times of the linearly disturbed black holes. This is so since the lowest
non-hydrodynamic modes are the latest to be damped in the homogeneous zero wavenumber limit. By the holographic
correspondence, these correspond to characteristic equilibration times of the dual plasma slightly driven out of equi-
librium.5 Moreover, as discussed in the seminal work of Ref. [79], higher order hydrodynamic transport coefficients
may be linked to the lowest non-hydrodynamic QNM’s of the system using a Borel resummation of the asymptotic
gradient expansion for hydrodynamics. Consequently, the non-hydrodynamic QNM’s, even though not describable
within hydrodynamics, leave their fingerprints in the behavior of high order hydrodynamic transport coefficients.
The gauge and diffeomorphism invariant EMD linearized perturbations in the homogeneous regime of disturbances
with zero wavenumber, and their corresponding equations of motion, were originally obtained in Ref. [47]. In the
SO(3) quintuplet channel the relevant perturbation is given by χ ≡ hij , where hµν is the perturbation of the metric
field and hij is any of the five traceless spatial components of the graviton. This case will be analyzed in Section
III A. In the SO(3) triplet channel the relevant perturbation a ≡ ai represents any of the three spatial components
of the perturbation aµ of the Maxwell field - this shall be studied in Section III B. In the SO(3) singlet channel the
relevant perturbation is given by S ≡ ϕ − (φ′/2A′) [(hxx + hyy + hzz)/3], where ϕ is the perturbation of the dilaton
field φ. We note that the background dilaton field couples the dilaton perturbation to the spatial trace of the graviton
through this S-perturbation. The explicit form of the linearly perturbed EMD fields reads as follows [47],
ds2(pert) =
(
g(0)µν + Re
[
e2A(r)hµν(r)e
−iωt
])
dxµdxν , φ(pert) = φ(r) + Re
[
ϕ(r)e−iωt
]
,
A(pert) = Aµ (pert) dx
µ = Φ(r)dt+ Re
[
aµ(r)e
−iωt] dxµ, (4)
where g
(0)
µν is the undisturbed background metric given in Eq. (3).
Moreover, the S-perturbation inherits the same ultraviolet asymptotics of the background dilaton field [41, 47, 70],
which is the reason why it has been dubbed in Ref. [41] the “dilaton channel”. Furthermore, the SO(3) quintuplet
channel may be also called the “external scalar channel” since its equation of motion, to be discussed in what follows,
equals that of a massless external scalar field placed on the EMD backgrounds [30, 47, 80]. Similarly, the SO(3) triplet
channel may be also referred as the “vector diffusion” channel, since this channel is related to the charge conductivity
and the diffusion coefficient [47, 55].
As discussed in Ref. [41], in a more general far-from-equilibrium homogeneous (but highly anisotropic and nonlinear)
configuration, each of these channels are associated with physical observables describing the full time evolution of
the medium. Namely, the SO(3) quintuplet, triplet, and singlet channels are associated with the pressure anisotropy,
the charge density, and the scalar condensate (dual to the bulk dilaton field), respectively. Under fairly general
circumstances, the approach of each of these observables toward thermal equilibrium may provide many different
characteristic relaxation time scales for the medium [81]. The approach of the pressure anisotropy toward zero gives
us the so-called “isotropization time” of the system, while the last equilibration time of the medium is to be naturally
identified as the actual “thermalization time” of the system.
As explicitly shown in Ref. [41] for a top-down conformal EMD model with a critical point describing an N = 4
Super Yang-Mills plasma at finite density, the late time behavior of the pressure anisotropy is quantitatively described
by linearized oscillations given by the lowest QNM of the SO(3) quintuplet channel [80]. Moreover, in that case, the
scalar condensate was found to be always the last observable to equilibrate and, as such, the thermalization time was
associated with the approach of the scalar condensate to its equilibrium value, which turned out to be quantitatively
described by the lowest QNM of the SO(3) singlet channel. However, one must keep in mind that the isotropization
and thermalization times of the system can only be computed by numerically simulating the full nonlinear evolution
of the medium, i.e. they cannot be obtained by considering just the characteristic equilibration times associated with
the late linear oscillations of the system described in the QNM analysis.
5 Far-from-equilibrium dynamics, in turn, requires the analysis of the full nonlinear evolution of the system, which will not be treated in
the present work.
7In the present work, even though we are still not investigating far-from-equilibrium properties of the phenomeno-
logically realistic EMD model of Ref. [24], from previous considerations in the literature we expect that the behavior
of the lowest QNM’s in the SO(3) quintuplet, triplet, and singlet channels will provide correct descriptions of the
late time dynamics of the pressure anisotropy, baryon charge density, and the scalar condensate, respectively. In
this regard, the characteristic equilibration times of the medium, which we shall obtain here by analyzing the lowest
homogeneous non-conformal QNM’s of each channel in the EMD model up to the critical region, should be more
properly seen as “lower bounds” for the full relaxation times of the medium, since they do not take into account the
time spent by the system in earlier nonlinear stages. On the other hand, when considering just small perturbations
around thermal equilibrium, the characteristic equilibration times extracted from the QNM analysis indeed provide
upper bounds for how fast the disturbed system returns to equilibrium.
Before we proceed to the evaluation of the QNM’s in each of the aforementioned channels, let us first specify the
in-falling EF coordinates by the relation given below,
dv = dt+
√
−grr
gtt
dr = dt+
e−A
h
dr, (5)
where v is the EF time. With this, one may easily translate the equations of motion for the homogeneous EMD
perturbations derived in Ref. [47] in domain-wall coordinates to the EF coordinates. This will be done in the following
sections. Some technical details on the grids employed to obtain the lowest QNM’s in each channel are deferred to
Appendix A.
A. SO(3) quintuplet channel
The equation of motion for the χ-perturbation of the quintuplet channel in EF coordinates reads [30],
χ′(r)
(
4A′(r)− 2iωe
−A(r)
h(r)
+
h′(r)
h(r)
)
− 3iωe
−A(r)χ(r)A′(r)
h(r)
+ χ′′(r) = 0. (6)
This is a linear second order differential equation which must be solved with appropriate boundary conditions in
order to find the corresponding QNM’s. As discussed before, the boundary conditions to be imposed are that the
solutions must be regular at the black hole horizon and vanish at the boundary.
In order to numerically integrate the equation of motion (6) from the horizon up to the boundary6 we need to
specify the values of the χ-perturbation and its derivative at the horizon. One may simply set χ(rH) = 1, while the
expression for its derivative may be obtained by Taylor-expanding the χ-perturbation and the background around the
horizon and plugging these expansions back into Eq. (6), which then becomes an algebraic equation for χ′(rH) whose
solution is given by [30]
χ′(rH) = − 3A1ω
2ω + i
, (7)
where A1 is the value of the derivative of the background field A(r) evaluated at the horizon (this is itself a function
of the initial conditions (φ0,Φ1) [24]).
Now that we have the initial conditions (χ(rH), χ
′(rH)) required to initialize the numerical integration of Eq. (6),
we take the following steps [30]:
i. We construct a grid of backgrounds on top of which we shall obtain the QNM’s as functions of (T, µB). The
background grid considered in this work is discussed in Appendix A;
ii. We construct on each point within the aforementioned background grid a rough grid of complex frequencies ω
which are seeded to the differential equation (6) to be numerically integrated on each point within this ω-grid.
The rough ω-grid we consider in this work has a numerical step-size of 0.03 between consecutive points both in
the real and imaginary directions of the complex ω-plane;
6 Eq. (6) is expressed in the numerical coordinates discussed in detail in Ref. [24]. As also discussed in that reference, the final results are
to be written in the standard coordinates and, as shown in Ref. [56], the dimensionless combination ω/(2piT ) expressed in the standard
coordinates is simply given by twice the value of the quasinormal eigenfrequency obtained in the numerical coordinates.
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FIG. 2. (Color online) Absolute value of the real part of the lowest QNM in the SO(3) quintuplet channel (top left), imaginary
part of the lowest QNM (top right), the dimensionless combination given by the temperature times the equilibration time
(bottom left), and the equilibration time measured in units of fm/c (bottom right) as functions of temperature for different
values of the baryon chemical potential. In the upper panels we plot both the calculated points and the interpolated curves
between them.
iii. Once the previous step is accomplished we apply a shooting method upon the ω-grid generated for each point of
the background grid. In this shooting method we begin by picking some value for |χ| evaluated at the boundary
of the background spacetime and then we lower its value until we can clearly identify isolated clusters of complex
eigenfrequencies with small values of the perturbation at the boundary. Since we are only interested in computing
the lowest non-hydrodynamic QNM ω0, we pay attention to the cluster with lowest imaginary part (in absolute
value) and keep decreasing the boundary value of |χ| until only one point remains within that cluster;
iv. Next we take these rough estimates of ω0 for each background point as the centers of finer ω-grids constructed
with a numerical step-size of 0.002 between consecutive points both in the real and imaginary directions of the
complex ω-plane. We solve again Eq. (6) on top of these finer ω-grids and, for each point on the background grid,
we store the eigenfrequency associated with the lowest value of |χ| at the boundary.
In principle, one may repeat this process of ω-grid refinement until the desired numerical accuracy is reached.
Moreover, by enlarging the ω-grid size one may also identify excited QNM’s besides the lowest one7. The same
shooting method for obtaining the QNM’s, which has been previously employed in Ref. [30], will also be used in the
next sections.
The results for the lowest QNM ω0 of the quintuplet channel up to the critical region are shown in Fig. 2, where we
also plot the results for the corresponding equilibration time given by minus the inverse of the imaginary part of ω0.
As a basic consistency check of the numerics, we note that at high T the real and imaginary parts of ω0 do return to
the correct ultraviolet conformal results [30, 68]. One also observes that at fixed temperatures the equilibration time
in this channel always decreases with increasing the baryon chemical potential.
7 In this work, we used rough ω-grids with real part spanning the interval [−2, 2] and imaginary part spanning the interval [-2,0.1].
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FIG. 3. (Color online) Absolute value of the real part of the lowest QNM in the SO(3) triplet channel (top left), imaginary part
of the lowest QNM (top right), the dimensionless combination given by the temperature times the equilibration time (bottom
left), and the equilibration time measured in units of fm/c (bottom right) as functions of temperature for different values of the
baryon chemical potential. In the upper panels we plot both the calculated points and the interpolated curves between them.
From the bottom plot in Fig. 2 one can immediately read some reference values for the equilibration time of the
quintuplet channel, e.g. at (T, µB) ∼ {(400, 0), (145, 0), (89, 724)} MeV the corresponding equilibration times are,
respectively, τeq ∼ {0.06, 0.26, 0.33} fm/c, with the last point corresponding to the equilibration time at the CEP. By
comparing this result with those from the next two sections, we shall see that the equilibration time in the quintuplet
channel is the shortest relaxation time of the system.
B. SO(3) triplet channel
The equation of motion for the a-perturbation of the triplet channel in EF coordinates reads
a′′(r) + a′(r)
(
2A′(r) +
h′(r)− 2iωe−A(r)
h(r)
+
f ′(φ)φ′(r)
f(φ)
)
+
a(r)e−2A(r)
(−f2(φ)Φ′(r)2 − iωeA(r) (f(φ)A′(r) + f ′(φ)φ′(r)))
f(φ)h(r)
= 0. (8)
As before, one may simply set a(rH) = 1 and work out its derivative at the horizon,
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FIG. 4. (Color online) In the upper panels we zoom in the region containing the crossing point for the equilibration time in the
SO(3) triplet channel. In the bottom panel we plot the result for the baryon DC conductivity, which also displays a crossing
point (although at a lower temperature).
a′(rH) =
(
170sech (100φ0)
(
−27ω (A1 − 100φ1 tanh (100φ0)) + 20iΦ21sech
(
1
100
(27− 40φ0)φ0
))
+ sech
(
1
100
(27− 40φ0)φ0
)(
−27ω
(
100A1 + (80φ0 − 27)φ1 tanh
(
1
100
(27− 40φ0)φ0
))
+1000iΦ21sech
(
1
100
(27− 40φ0)φ0
))
+ 2890iΦ21sech
2 (100φ0)
)
/ (270(2ω + i) (17sech (100φ0)
+10sech
(
1
100
(27− 40φ0)φ0
)))
, (9)
where φ1 is the value of the derivative of the dilaton field evaluated at the horizon (this is itself a function of the
initial conditions (φ0,Φ1) [24]). The general steps used to numerically obtain the QNM’s are the same discussed in
the previous section.
In Fig. 3 we show the results for the lowest non-hydrodynamical QNM in the triplet channel, as well as the
corresponding equilibration times. As a basic consistency check of the numerics, one notes that at high T the real
and imaginary parts of ω0 go to their correct ultraviolet conformal results, which are known analytically for the
vector diffusion channel [38]. In the present case, one notes that for T . 215 MeV the equilibration time is reduced
by increasing the baryon chemical potential at fixed temperature but at T ∼ 215 MeV all the curves with different
fixed µB meet at the same crossing point, while for T & 215 MeV the equilibration time slightly increases with
increasing baryon chemical potential at fixed temperatures. This is more clearly illustrated in Fig. 4, where we also
plot the results for the baryon DC conductivity in the refined EMD model of Ref. [24]8. Intriguingly, we observe that
8 This is very similar to the baryon conductivity calculated in Ref. [55] using the previous version of the EMD model [30].
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the baryon conductivity, which is the transport coefficient extracted from the SO(3) triplet channel, also displays a
crossing point, although at a lower temperature than the equilibration time of this channel.
From Fig. 3 one reads some reference values for the equilibration time in the triplet channel, e.g. at (T, µB) ∼
{(400, 0), (145, 0), (89, 724)}MeV the corresponding equilibration times are, respectively, τeq ∼ {0.08, 1.00, 2.15} fm/c,
with the last point corresponding to the CEP. At (T, µB) ∼ (145, 0) MeV and at the CEP the equilibration times of
the triplet channel are the longest in comparison with the results from the other two channels.
C. SO(3) singlet channel
The equation of motion for the S-perturbation of the singlet channel in EF coordinates reads(
e−2A(r)S(r)
(
−18A′(r)2f ′(φ)2Φ′(r)2 + f(φ)
(
3A′(r)2
(
8e2A(r)h(r)φ′(r)2 − 6e2A(r)V ′′(φ) + 3f ′′(φ)Φ′(r)2
)
+6A′(r)φ′(r)
(
e2A(r) (h′(r)φ′(r)− 2V ′(φ)) + f ′(φ)Φ′(r)2
)
− 54iωeA(r)A′(r)3 − e2A(r)h(r)φ′(r)4
)))
/
(
18f(φ)h(r)A′(r)2
)
+
S ′(r) (4h(r)A′(r)− 2iωe−A(r) + h′(r))
h(r)
+ S ′′(r) = 0. (10)
As in the previous sections, one may set S(rH) = 1 and work out its derivative at the horizon,
S ′(rH) =
(
2430000iA1ω −
(
40φ1
(
2000Φ21φ0 tanh
(
1
100
(27− 40φ0)φ0
)
sech
(
1
100
(27− 40φ0)φ0
)
− 425000Φ21 tanh (100φ0) sech (100φ0)− 675Φ21 tanh
(
1
100
(27− 40φ0)φ0
)
sech
(
1
100
(27− 40φ0)φ0
)
−243φ50 + 2700φ30 − 17550φ0 + 6750φ1 + 102060 sinh
(
63φ0
100
)))
/(A1)
+
300Φ21
(
17000 tanh (100φ0) sech (100φ0) + (27− 80φ0) tanh
(
1
100 (27− 40φ0)φ0
)
sech
(
1
100 (27− 40φ0)φ0
))
2
17sech (100φ0) + 10sech
(
1
100 (27− 40φ0)φ0
)
− 15Φ21
(
85000000 (cosh (200φ0)− 3) sech3 (100φ0) + 1
2
sech3
(
1
100
(27− 40φ0)φ0
)(−3 (27− 80φ0) 2
+8000 sinh
(
1
50
(27− 40φ0)φ0
)
+ (27− 80φ0) 2 cosh
(
1
50
(27− 40φ0)φ0
)))
+324
(
25
(
9φ40 − 60φ20 + 130
)− 11907 cosh(63φ0
100
)))
/ (810000(1− 2iω)) . (11)
These are the initial conditions used to numerically integrate the equation of motion (10) following the shooting
procedure discussed before.
In Fig. 5 we display the results for the lowest non-hydrodynamical QNM of the singlet channel and the corresponding
equilibration times. As discussed in Refs. [41, 47, 70], the S-perturbation inherits the same ultraviolet asymptotics of
the background dilaton field and, therefore, the ultraviolet conformal behavior of the QNM’s in the dilaton channel
depends on the scaling dimension ∆ of the gauge theory operator dual to the dilaton. In the case of the top-down
conformal EMD model with finite chemical potential and a critical point investigated in Ref. [41] ∆ = 2, while in the
present phenomenological EMD model at finite baryon density ∆ ≈ 2.73 [24]. Consequently, the conformal behavior
attained in the ultraviolet by QNM’s in the dilaton channels of both EMD models are different.
One notes from Fig. 5 that the equilibration time in the dilaton channel generally decreases with increasing µB at
fixed T . Also from this figure one can read some reference values for the equilibration time in the singlet channel,
e.g. at (T, µB) ∼ {(400, 0), (145, 0), (89, 724)} MeV the corresponding equilibration times are, respectively, τeq ∼
{0.11, 0.70, 1.26} fm/c, with the last point corresponding to the CEP. By comparison with the other two channels,
the singlet channel gives the longest equilibration time of the medium for the first point above.
IV. CONCLUSIONS AND OUTLOOK
In this work we investigated the homogeneous limit of the lowest non-hydrodynamic QNM’s of the EMD model
of Ref. [24] at finite temperature and baryon density up to the critical region. We then computed the associated
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FIG. 5. (Color online) Absolute value of the real part of the lowest QNM in the SO(3) singlet channel (top left), imaginary part
of the lowest QNM (top right), the dimensionless combination given by the temperature times the equilibration time (bottom
left), and the equilibration time measured in units of fm/c (bottom right) as functions of temperature for different values of the
baryon chemical potential. In the upper panels we plot both the calculated points and the interpolated curves between them.
equilibration times in the SO(3) rotationally invariant quintuplet, triplet, and singlet channels. The equilibration
times in the different channels come closer to each other at high temperatures, although being well separated at
the critical point. In most cases, these equilibration times decrease with increasing baryon chemical potential while
keeping temperature fixed.
Some considerations on dynamic universality classes [42] are in order here. As discussed in Ref. [43], in holographic
models defined in the large Nc limit, one expects the dynamical universality class to be of type B due to the N
2
c
suppression of convective transport compared to diffusive transport. This is different from what is expected to take
place in Nc = 3 QCD, whose dynamical universality class was argued to be of type H in Ref. [44]. In type H theories
the convective transport is dominant near criticality since it diverges with the correlation length. On the other hand,
within the landscape of large Nc theories, where holographic models belong to, convective transport is a subleading
effect in Nc and cannot be seen in this limit. In particular, for type B theories the shear and bulk viscosities, and
also the conductivities remain finite at the critical point. This is exactly what happens in the EMD model (see for
instance the bottom plot in Fig. 4 with the result for the baryon conductivity). This is interesting in its own since, for
instance, the divergence of the shear viscosity at the critical point in type H theories indicates that a hydrodynamic
description in such theories must break down at least close to the critical region. On the other hand, this is not the
case for holographic models, where η/s = 1/4pi. And at least for the characteristic equilibration times of spatially
homogeneous QNM’s in the EMD model, we have concluded that no divergences appear at criticality.
Possible comparisons with critical slowing down [82] would require an analysis of an inhomogeneous setting, which
is beyond the scope of the present work. However, we draw the attention to the fact that recently in Ref. [83],
by analysing the Bjorken flow [84] of a conformal top-down holographic model at finite temperature and chemical
potential, we concluded that the hydrodynamization time of that system significantly increases as one approaches the
critical point of the model. It will be interesting to investigate in the near future the Bjorken flow of the present EMD
model.
We note that even though the universality classes of QCD and large Nc theories may be different, since the
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FIG. 6. (Color online) Grid of backgrounds generated on the plane of initial conditions (left) and in the (T, µB) plane (right).
The background corresponding to the critical point in the phase diagram is highlighted by the red circle in both panels.
QGP produced in heavy ion collisions has a very small size and a very short lifetime the system cannot access the
divergence of the correlation length. This raises the question to which extent type B and type H behaviors can be
actually distinguished under experimental conditions, as originally inquired in Ref. [43].
We must also remark that, besides the aforementioned points, the homogeneous QNM’s evaluated in the present
work are not expected to give a precise description of characteristic equilibration times of the QGP under the conditions
actually realized in heavy ion collisions since the latter corresponds to a medium that rapidly expands in spatial
directions and, in the present analysis, we considered a non-expanding homogeneous plasma which is slightly out-of-
equilibrium.
The first sequel of the present work which we intend to pursue in the near future comprises an investigation of
the far-from-equilibrium homogeneous isotropization dynamics of the EMD model. This would allow us to check
whether the QNM’s obtained here in the SO(3) quintuplet, triplet, and singlet channels indeed describe the late time
behavior of the pressure anisotropy, baryon charge density, and the scalar condensate, respectively, of the full nonlinear
system of equations. Moreover, in this setting we shall also be able to evaluate the homogeneous isotropization and
thermalization times of the EMD system near the critical region.
Future projects also comprise numerical simulations in the EMD model of more realistic expanding scenarios
involving for instance the holographic boost-invariant Bjorken flow [83, 85–89] and also collisions of holographic
shock waves [81, 90–96]. The latter may provide new insight into the complex interplay between the early time
non-equilibrium dynamics and the late time hydrodynamic behavior of the strongly coupled baryon rich QGP near a
critical point, which could be formed in upcoming low energy heavy ion collisions at RHIC and FAIR.
Another interesting question concerns the QNM’s of the anisotropic EMD model at finite temperature and magnetic
field proposed in Ref. [58], whose thermodynamics is in excellent agreement with lattice QCD results. This setup, in
particular, may be of great relevance to high energy peripheral heavy ion collisions where very intense magnetic fields
of order eB . 0.3 GeV2 may be produced at the earliest stages of such non-central collisions [97].
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Appendix A: Further details about the numerical work
In this appendix we give some further details about the numerical evaluation of the non-hydrodynamic QNM’s of
the EMD model carried out in the present work.
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The grid of numerical black hole backgrounds we used to compute the QNM’s as functions of (T, µB) is shown in
Fig. 6. This grid is almost regular in the (T, µB) plane, except for some “missing points” (e.g., (T, µB) = (100, 700)
MeV) which were not generated in the irregular shaped original background grid9 [24] due to numerical difficulties
we face in solving the coupled set of differential equations of motion for the EMD fields with some initial conditions
(φ0,Φ1). We took a dense grid of points in this original irregular shaped grid and applied a filtering process upon it
to eliminate unstable and metastable solutions close to the phase transition region corresponding to the CEP where
competing branches of black hole solutions exist. We selected the stable solutions by looking at the backgrounds with
maximum entropy between the competing branches. Using these stable backgrounds we then managed to invert the
map (φ0,Φ1) → (T, µB) (which could not be inverted before the filtering process due to the fact that this map is
not 1-to-1 in the presence of competing branches of black hole solutions) and constructed the regular shaped grid
displayed in Fig. 6. We further applied the Jacobian test of Ref. [46] to confirm that no unstable solutions were
present after the inversion described above.
A final observation concerns the ω-grid used in the SO(3) singlet channel. For some backgrounds at low temperatures
we were not able to identify the isolated clusters discussed in Section III A via the shooting technique. Therefore, no
points were calculated in these cases, which is the reason why some of the curves in Fig. 5 end at different values of
T coming from higher temperatures.
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