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Abst rac t - -An  iterative algorithm is developed for the problem of finding the projection of a point 
on a polytope described as intersection of half-spaces. A proof of the convergence is given and its 
efficiency is investigated. 
Keywords - -Po ly topes ,  Iterative algorithms. 
1. INTRODUCTION 
Off-line programming of industrial robots requires the ability to determine the minimum distance 
between solids. The projection of a point on a polyhedron is necessary, for instance, in obstacle 
avoidance algorithms based in potential functions [1]. When the polytope is defined as the convex 
hull of a given point set in Euclidean n-space, several nearest point algorithms are available: 
• methods based in the inequality of Wolfe that use technics inspired in linear program- 
ming [2,3], 
• methods based in a hierarchical decomposition of the polytope as the proposed by Dobkin 
and Kirkpatrick [4], 
• randomized methods [5]. 
If the polyhedron (3D) is described by a Boundary Representation (BR), that is, giving the 
coordinates of the vertices and the topology of the surface, we can use 
• exhaustive search of the distance between the point and the facets, edges and vertices of 
the polyhedron [6]. 
In the case that the polytope is defined as intersection of half-spaces, methods of the first type 
have been adapted, but its implementation is very vulnerable to the propagation of numerical 
errors [2]. 
The remaining methods can not be applied without changing the representation f the polytope. 
All the same, this description arises in a natural way when a solid is modeled circumscribing planes 
around it. 
We shall propose now a method that can be directly applied to a intersection of half-spaces. 
2. I TERAT IVE  ALGORITHM 
Let K be a polytope delimited by a set {Trl, i = 1 , . . . ,  s} of hyperplanes. Denoting by {Ki, i = 
1 , . . . ,  s} the associated half-space, the polytope is described as 
K=NK~.  
i= l  
cs~ 3z-8-c 33  
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For all x • K,  the normal cone of K in x is defined as 
NK(X)={z :  z . (y -x )<0,  Vy•K},  
where • denotes the dot product in R n. 
On the other hand, x = PK(z) is the projection of z on K if and only if 
( z -x ) .  (y -  x) < 0, Vy  • K. 
For our purposes, we express this condition in normal cone terms, i.e., 
x = PK (z), if and only if z - x e NK (x).  (1) 
We shall use now the following lemmas. 
LEMMA 1. I f  Ki are dosed convex sets in Rn and the interior of K = Ni=lS Ki is not empty, then 
8 
NK (X) = Z NK, (x), V x e K. 
i----1 
LEMMA 2. Let K a closed convex in R n. Then for all x E K,  we have 
p E NK (x) if and only if x = PK (x + Ap), V A > O. 
The above lemmas can be found in [7]. 
We can write (1) as 
Z- -x - - - -p ,  
From Lemma 1, we have 
z -x=p,  
p e NK(X). 
8 
p E Z NK,(X). 
i= l  
Now we can split or decentralize the vector p, writing it as 
p = Zp i ,  
i=1  
where pi E NK,(x). Applying Lemma 2, we can write (1) as 
8 
z - x = )~P i ,  
i 
i----1 
p~ = --------~ (x + Api), i=  1 , . . . , s .  
From this set of equations we propose the following algorithm. 
ALGORITHM 1. Let p°l, . . . ,  p0, be arbitrm'y in R n 
Z- -X  m = Z p  m 
i , 
p~n+l = I --APK, (x m + Ap~), i=  l , . . . , s .  
(2) 
(3) 
(4) 
(5) 
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In each iteration of the algorithm, we only have to find s straightforward projections on every 
hyperplane that defines K. 
The convergence of the algorithm is shown in the following result. 
THEOREM 1. I rA  > S/2, then x m --* x = PK(z) .  
PROOF. The nonlinear operator  Gx = ( I -  PK~)/A has the following Lipschitz property 
1 
[G~ (Xl) - -  G~ (X2)[ ~ ~* IX1 -- Xu[. 
From (3) and (5), we have 
]p/m+1 _ pi[ 2 ---- [G~A(X,~ + Ap~n) _ Gix(x + Api)I 2 
1 
_ ~-~ I(x m - x) + A(p m - p~)l 2 
1 
_- A'2 ¢~ ix m _ xl 2 + 2A (x m - x, p~n _ pi)  + A2lp ~ - pil 2 }. 
"1 
k J 
(6) 
From (2) and (4), 
8 
- z  +x  = -Ep j ,  
j= l  
, . _x , , ,  = Ep  7 . 
j=l  
Then we have 
8 
x - x"  : (p7  - p J )  
j= l  
Adding (6) from 1 to s and using (7), we obtain 
(7) 
~2 ~ [_m+l  _ p i [2  < s Ix m - x] 2 - 2~ [x m - x] 2 + )~2 [p~ _ pil 2 
i----1 j= l  
(s) 
I f  we denote 
Equat ion (8) can we rewritten as 
s 
Tm= A 2 ~ [pro _ p i [2 .  
j= l  
Tm+l  < (s - 2A) Ix  m - x] 2 + Tin. (9) 
I f  s - 2A < 0, that  is, s > (A/2), we have 
O < Tm+l < Tm ~ 3 lim Tm = L. 
m ---* + oo  
In the limit, we can write (9) as 
L < (s - 2A) ml~moo Ix m _ x[2 + L. 
And from here 
lim Ix m-x[=0.  | 
m---*+oo 
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3. COMPUTATIONAL EXPERIMENTS 
We have applied the algorithm to the projection on 3-polytopes, that is, polyhedric bodies. 
We shall present results about convergence and visibility reduction. In all the cases studied, the 
number of iterations versus A can be represented by a convex function. We shall call Optimal A 
to the value corresponding to the minimum number of iterations. 
3.1. Icosahedron 
In the first experiment, the next icosahedron with edge of length 2 has been used. The vertices 
of icosahedron is described in Figure 1 where r is the positive solution of 
T2- -T - - I=0 .  
From now on, by Precision: 10 -N, we mean that 
N = max {n E N [miax[xi- x,e. I < 10-n}, 
where {xi} are the coordinates of the approximate projection and {x e} are the coordinates of 
the exact one. 
Table 1. Vertices of the icosahedron. 
(0, r, 1) 
(0, r , -1 )  
(1,O,r) 
(--1,0, r) 
(% 1, O) 
(%--1,0) 
(0, - r ,  -1)  
(o,-r, 1) 
(1 ,0 , - r )  
( -1 ,0 , - r )  
( - r ,  - 1, 0) 
( -% 1, 0) 
Figure 1. Icosahedron. 
Table 2. Precision: 10 -6. Exact projection: (0,0,r). 
Point to project Optimal A 
(0,0,10) 2 18 
(0,0,20) 2.4 38 
(0,0,50) 2.7 91 
(0,0,100) 2.9 181 
(0,0,1000) 3.2 1851 
3.2. Pyramids  
The second numerical experiment is concerned with pyramids. 
Table 3. Precision: 10 -6. Exact projection: (0,0,1). 
Number of iterations 
Number of faces Point to project Optimal A Number of iterations 
31 (0,0,100) 15 3 
91 (0,0,100) 45 2 
271 (0,0,100) 138 4 
2001 (0,0,100) i001 2 
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The pyramid base is a regular N-polygon 
inscribed in the unit circle. The vertices 
of it have been joined to the point (0,0,1). 
In this way a pyramid of N q- 1 faces is defined. 
Figure 2. Pyramid. 
Table 4. Precision: 10 -1 . Exact projection: (0.9950656,0,0). 
Number of faces Point to project Optimal A Number of iterations 
101 (20,0,0) 16 176 
101 (100,0,0) 16 228 
101 (1000,0,0) 16 304 
Table 5. Precision 10 -2. Exact projection (0.9999987,0,0). 
[ Number of Point to project [ OptimalA [ Number of 300 4450 
Let us denote the number of faces that  can be seen from the projected point by FV and those 
that  can be seen from the initial point by IV .  We define the Visibility Reduction (VR)  as 
100.FV 
VR= 
IV  " 
Number of faces Point to project 
2001 
2001 
2001 
Table 6. Reduction of visibility. 
IV  FV  Number ofiterations VR 
(20,0,0) 1000 295 7 29.5 
(20,0,0) 1000 203 26 20.3 
(20,0,0) 1000 175 45 17.5 
3.3. Polyhedra Circumscribed in a Sphere 
Now we consider a polyhedron bounded by planes ~,  whose unit normal a ~, and a vector of 
position x i are known 
~ri = (x  E R n : x -a  ~ = x i .a i} .  
In Figure 3, we show a polyhedron circumscribed in a sphere, bounded by N(M - 1) + 2 planes. 
Table 7. Precision: 10 -6 . Exact projection: (0,0,1). 
Number of faces 
110 (N= 12, M---- 10) 
110 
110 
110 
Point to project Optimal A 
(0,0,10) 17 
(0,0,20) 19.5 
(0,0,50) 21.5 
(0,0,100) 22.5 
Number of iterations 
3134 
7390 
20677 
44325 
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The normals and vectors of position 
are given by 
x = sin (~)  c~ (~)  
Y ---- sin (M)  sin (~)  
~ °~(~)  
fo r i=0, . . . ,N - land j= l , . . . ,M-1 .  
Moreover, we add the planes z ---- 1, y, 
and z = -1. 
Figure 3. Polyhedra circumscribed in a sphere. 
Table 8. Precision 10 -1. Exact projection (0,0,1). 
Number of faces Point to project Optimal A Number of iterations 
110 (N= 12,M= 10) 
2402 (N 
3002 (N 
110 
110 
110 
=50,M=49)  
2402 
2402 
2402 
= 50,M = 61) 
3002 
3002 
3002 
(0,0,10) 
(0,0,20) 
(0,0,50) 
(0,0,100) 
(0,0,10) 
(0,0,20) 
(o,o,5o) 
(0,0,100) 
(0,O, lO) 
(0,0,20) 
(0,0,50) 
(o,o,10o) 
17 
19.5 
21.5 
22.5 
403 
455 
5O3 
530 
505 
570 
630 
660 
67 
160 
465 
1000 
26 
63 
180 
383 
26 
62 
176 
373 
Table 9. Visibility reduction. 
Number of faces 
3002 
3002 
3002 
3002 
Point to project IV FV Number of iterations VR 
(0,0,10) 1501 401 22 26.715 
(0,0,20) 1501 501 22 33.377 
(0,0,50) 1501 551 26 36.708 
(0,0,100) 1501 601 36 40.039 
4. CONCLUDING REMARKS 
• As has been theoretically shown the algorithm always converges. It is extremely easy to 
program and does not need to solve any system of linear equations. Its complexity can 
be measured by the product of the number of iterations by the number of faces of the 
polytope. 
• The slowness of the convergence can be predicted by the following experimental fact: 
I f  we travel top-down throughout the segment joining the point with its theoretic pro- 
jection we find a finite number of points (NCV) where the visibility changes. 
When the algorithm is executed, it presents NCV pseudoconvergent or stopping points 
being the last one very near to the point of change of visibility nearest o the polyhedron. 
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The number of iterations in every stopping point grows exponentially as we approach 
to the polyhedric surface. 
This explains the good results obtained in Tables 3 and 8 and the poor ones of Tables 
4, 5, and 7. 
• The complexity of the algorithm grows with the distance of the point to its projection in 
a quasilinear way (Tables 1, 2, 4, 7, and 8). 
• The trajectory of the approximate points is contained in the plane of symmetry of the 
polyhedron that contain the point and its projection; in general it is not a rectilinear one. 
• Independently of the initial point and the type of polyhedron, the algorithm always has 
got a drastic reduction in the visibility of the approximate point in few iterations (Tables 6 
and 9). 
From the above remarks we can conclude that the algorithm has practical usefulness to obtain 
an approximate projection of points that are relatively near of the polyhedron. 
On the other hand, the power of visibility reduction can be used to modify the polyhedron to 
another equivalent with less faces. Then we can apply any method more accurate for obtaining 
greater precision. 
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