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Abstract
Let Φ be a locally convex space and let Φ′ denote its strong dual. In this paper we
introduce sufficient conditions for the existence of a continuous or a ca`dla`g Φ′-valued
version to a cylindrical process defined on Φ. Our result generalizes many other known
results on the literature and their different connections will be discussed. As an applica-
tion, we provide sufficient conditions for the existence of a Φ′-valued ca`dla`g Le´vy process
version to a given cylindrical Le´vy process in Φ′.
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1 Introduction
An important topic within the theory of probability on infinite dimensional linear spaces
is the study of cylindrical probability measures, that is, of finitely additive set functions
that have “projections” on finite dimensional spaces that are probability measures. One
of the main problems of study of such objects is to determine when a given cylindrical
probability measure extend to a Radon probability measure. In [27], Sazonov shown
that within the context of a Hilbert space, a necessary and sufficient condition for a
Radon extension of a cylindrical measure is the continuity of its Fourier transform with
respect to a topology that is weaker than the norm topology. In a similar way, in [22]
Minlos discovered that in the dual of a countably Hilbertian nuclear space, the same
necessary and sufficient condition holds but this time it is only required continuity on
the nuclear topology. It was pointed out by Kolmogorov [20] that in duals of countably
Hilbertian spaces continuity of Fourier transforms with respect to what is nowadays known
as Sazonov’s topology is sufficient for the Radon extension. If the underlaying space is
nuclear, the Sazonov topology coincides with the nuclear topology and hence both Sazonov
and Minlos discoveries are part of a more general result. A further extension to more
general classes of locally convex spaces was carried out later by Badrikian [2], Bourbaki
[6], and Schwartz [28]. Again, continuity of Fourier transform with respect to the Sazonov
topology was shown to be sufficient for a cylindrical measure to have a Radon extension.
This result if often known as the Sazonov-Minlos theorem.
Closely related to the concept of cylindrical probability measures is that of cylindrical
random variables. Such objects are generalised random variables defined on an infinite
dimensional linear space and whose laws define only a cylindrical probability measure.
Conservely, to every cylindrical probability measure there corresponds a “canonical” cylin-
drical random variable defined on some probability space.
Parallel to the problem of finding conditions for the extension of a cylindrical proba-
bility measure to a probability measure in the dual Φ′ of a locally convex space Φ, is the
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problem of finding a Φ′-valued random variable Y that is a version of a given cylindrical
random variable X in Φ′, where here “version” means that for every φ ∈ Φ, the evalua-
tion X(φ) of X in φ is a version of the real-valued random variable 〈Y , φ〉 corresponding
to Y through duality. In [17], Itoˆ and Nawata introduced their regularization theorem
that states that under the assumption that Φ is a locally convex space whose topology is
generated by a family of separable Hilbertian seminorns (i.e. a multi-Hilbertian space),
the continuity of the Fourier transform of the cylindrical random variable on the Sazonov
topology on Φ is a sufficient condition for the existence of a Φ′-valued version.
Now, if (Xt : t ≥ 0) is a cylindrical process in Φ′, i.e. a collection of cylindrical random
variables in Φ′, is such that for each t ≥ 0 the Fourier transform of Xt is continuous in
the Sazonov topology on Φ, the regularization theorem of Itoˆ and Nawata provides the
existence of a Φ′-valued process (Yt : t ≥ 0) such that the random variable Yt is a version
of the cylindrical random variable Xt for each t ≥ 0. However, no statement can be made
about the path properties (i.e. the regularity) of the process (Yt : t ≥ 0). For example,
even if for each φ ∈ Φ the real-valued process (Xt(φ) : t ≥ 0) has continuous paths, using
the regularization theorem alone it is not in general possible to conclude that (Yt : t ≥ 0)
has continuous paths in Φ′.
For the reasons given above, in [24] and under the assumption that Φ is a nuclear
Fre´chet space, Mitoma shown that if (Xt : t ≥ 0) is a Φ′-valued process such that each
finite dimensional projection (〈Xt , φ〉 : t ≥ 0) has continuous paths, then the process has
a Φ′-valued version with continuous paths in Φ′. Some other authors extended Mitoma’s
result to more general classes of nuclear spaces (see [9, 15, 21]) but it was only until
very recently that in [10], the author shown that Mitoma’s result can be extended to
a general nuclear space Φ and to a cylindrical stochastic process (Xt : t ≥ 0) that has
locally equicontinuous Fourier transforms.
In this paper we carried out a further extension to the result in [10] by showing that
if (Xt : t ≥ 0) is a cylindrical process in the dual Φ′ of a general locally convex space
such that each (Xt(φ) : t ≥ 0) has continuous (respectively ca`dla`g) paths in R, then local
equicontinuity of its Fourier transforms in the Sazonov topology on Φ is sufficient to have
a Φ′-valued version (Yt : t ≥ 0) with continuous (respectively ca`dla`g) paths in Φ′. We call
this result again as the regularization theorem in honour to the original work of Itoˆ and
Nawata. Some other results of insterest are proven and in particular we will show that
our result includes the well-known results of radonification of cylindrical processes by a
Hilbert-Schmidt operator on Hilbert spaces (see [3, 18]). As an application of our results
we provide sufficient conditions for a cylindrical Le´vy process in Φ′ to have a regularized
version that is also a Φ′-valued Le´vy process.
The motivation behind our work is twofold. First, from a theoretical perspective
our extended version of the regularization theorem can be though as the corresponding
natural extension of the Minlos-Sazonov theorem for cylindrical measures to the context of
cylindrical stochastic processes. Second, the regularization theorem in the nuclear space
setting has proven to be a very useful tool on the study of infinite dimensional stochastic
processes. In particular, it has been applied to prove the Le´vy-Itoˆ decomposition for Le´vy
processes in the dual of a nuclear space [12], to construct stochastic integrals driven by
Le´vy processes [11], to the study of the Skokrokhod topology on the dual of a nuclear
space [13] and to the study of semimartingales in duals of nuclear spaces [14]. We hope
that the results introduced in this paper can found many more applications.
The organization of the paper is as follows. In Section 2 we review the basic concepts
on locally convex spaces, cylindrical processes and the Sazonov topology that we will need
throughout this paper. Section 3 is devoted to the proof of our main result (Theorem 3.2).
The case of cylindrical processes with moments is studied in Section 4. In Section 5 we
prove that a cylindrical process can be regularized when mapped through a “generalized”
Hilbert-Schmidt operator. In Section 6 we apply our results to the study of regularied
versions to cylindrical Le´vy processes. Finally, in Section 7 we compare our results with
those available on the literature.
2
2 Preliminaries
2.1 Locally Convex Spaces and Seminorms
Let Φ be a locally convex space (we will only consider vector spaces over R). If p is a
continuous semi-norm on Φ and r > 0, the closed ball of radius r of p given by Bp(r) =
{φ ∈ Φ : p(φ) ≤ r} is a closed, convex, balanced neighborhood of zero in Φ. A continuous
semi-norm (respectively a norm) p on Φ is called Hilbertian if p(φ)2 = Q(φ, φ), for all
φ ∈ Φ, where Q is a symmetric, non-negative bilinear form (respectively inner product)
on Φ × Φ. Let Φp be the Banach space (Hilbert if p is Hilbertian) that corresponds to
the completion of the normed space (Φ/ker(p), p˜), where p˜(φ + ker(p)) = p(φ) for each
φ ∈ Φ. A continuous seminorm p on Φ is called separable if the space Φp is separable.
A topology τ on Φ is called multi-Hilbertian if τ is generated by a family of separable
Hilbertian seminorms.
If p is a continuous seminorm on Φ, the quotient map Φ → Φ/ker(p) has an unique
continuous linear extension ip : Φ→ Φp. Let q be another continuous semi-norm on Φ for
which p ≤ q. In this case, ker(q) ⊆ ker(p). Moreover, the inclusion map from Φ/ker(q)
into Φ/ker(p) is linear and continuous, and therefore it has a unique continuous extension
ip,q : Φq → Φp. Furthermore, we have the following relation: ip = ip,q ◦ iq. The space
of continuous linear operators from Φq into Φp is denoted by L(Φq,Φp). We employ an
analogous notation for operators between the dual spaces Φ′p and Φ
′
q.
We denote by Φ′ the topological dual of Φ and by 〈f , φ〉 the canonical pairing of
elements f ∈ Φ′, φ ∈ Φ. Unless otherwise specified, Φ′ will always be consider equipped
with its strong topology, i.e. the topology on Φ′ generated by the family of semi-norms
(ηB), where for each B ⊆ Φ bounded we have ηB(f) = sup{|〈f , φ〉| : φ ∈ B} for all
f ∈ Φ′. If p is a continuous Hilbertian semi-norm on Φ, then we denote by Φ′p the Hilbert
space dual to Φp. The dual norm p
′ on Φ′p is given by p
′(f) = sup{|〈f , φ〉| : φ ∈ Bp(1)}
for all f ∈ Φ′p. Moreover, the dual operator i′p corresponds to the canonical inclusion
from Φ′p into Φ
′ and it is linear and continuous.
Let (pn : n ∈ N) be an increasing sequence of separable continuous Hilbertian semi-
norms on (Φ, τ). We denote by θ the locally convex topology on Φ generated by the family
(pn : n ∈ N). The topology θ is weaker than τ . We call θ a (weaker) countably Hilbertian
topology on Φ and we denote by Φθ the space (Φ, θ) and by Φ˜θ its completion. The space
Φ˜θ is a (not necessarily Hausdorff) separable, complete, pseudo-metrizable (hence Baire
and ultrabornological; see Example 13.2.8(b) and Theorem 13.2.12 in [25]) locally convex
space and its dual space satisfies (Φ˜θ)
′ = (Φθ)
′ =
⋃
n∈NΦ
′
pn (see [10], Proposition 2.4).
The space (Φ˜θ)
′ being the inductive limit of the Souslin spaces Φ′pn is again a Souslin
space (see [30], Proposition A.4(c), p.551).
A locally convex space is called ultrabornological if it is the inductive limit of a family
of Banach spaces. For equivalent definitions see [19, 25].
Let us recall that a (Hausdorff) locally convex space (Φ, τ) is called nuclear if its
topology τ is generated by a family Π of Hilbertian semi-norms such that for each p ∈ Π
there exists q ∈ Π, satisfying p ≤ q and the canonical inclusion ip,q : Φq → Φp is Hilbert-
Schmidt. Other equivalent definitions of nuclear spaces can be found in [26, 30].
2.2 Cylindrical and Stochastic Processes
Let E be a topological space and denote by B(E) its Borel σ-algebra. Recall that a Borel
measure µ on E is called a Radon measure if for every Γ ∈ B(E) and ǫ > 0, there exist
a compact set K ⊆ Γ such that µ(Γ\K) < ǫ. In general not every Borel measure on E
is Radon. We denote by M1R(E) the space of all Radon probability measures on E. A
subset M ⊆ M1R(E) is called uniformly tight if for every ǫ > 0 there exist a compact set
K ⊆ E such that µ(Kc) < ǫ for all µ ∈M . A sequence (µn : n ∈ N) converges weakly to
µ in M1R(E) if
∫
E fdµn →
∫
E fdµ for every continuous bounded function f on E.
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Let Φ be a locally convex space. Given M ⊆ Φ, the cylindrical algebra on Φ′ based
on M is the collection Z(Φ′,M) of all the cylindrical sets of the form
Z (φ1, . . . , φn;A) = π−1φ1,...,φn(A),
for n ∈ N, φ1, . . . , φn ∈ M , A ∈ B (Rn) and where πφ1,...,φn(f) = (〈f , φ1〉 , . . . , 〈f , φn〉).
The σ-algebra generated by Z(Φ′,M) is denoted by C(Φ′,M). If M is finite we have
C(Φ′,M) = Z(Φ′,M). Moreover, we always have C(Φ′) := C(Φ′,Φ) ⊆ B(Φ′), but equality
is not true in general. A function µ : Z(Φ′,Φ) → [0,∞] is called a cylindrical measure
on Φ′ if for each finite subset M ⊆ Φ the restriction of µ to C(Φ′,M) is a measure.
A cylindrical measure µ is said to be finite if µ(Φ′) < ∞ and a cylindrical probability
measure if µ(Φ′) = 1. The Fourier transform of µ is the function µ̂ : Φ→ C defined by
µ̂(φ) =
∫
Φ′
ei〈f , φ〉µ(df) =
∫ ∞
−∞
eizµ ◦ π−1φ (dz), ∀φ ∈ Φ.
Let (Ω,F ,P) be a (complete) probability space. We denote by L0 (Ω,F ,P) the space
of equivalence classes of real-valued random variables defined on (Ω,F ,P). We always
consider the space L0 (Ω,F ,P) equipped with the topology of convergence in probability
and in this case it is a complete, metrizable, topological vector space (see [2]).
A cylindrical random variable in Φ′ is a linear map X : Φ → L0 (Ω,F ,P) (see [10]).
If Z = Z (φ1, . . . , φn;A) is a cylindrical set, for φ1, . . . , φn ∈ Φ and A ∈ B (Rn), let
µX(Z) := P ((X(φ1), . . . , X(φn)) ∈ A) .
The map µX is a cylindrical probability measure on Φ
′ and it is called the cylindrical
distribution of X . The Fourier transform of X is defined to be the Fourier transform
µ̂X : Φ→ C of its cylindrical distribution µX .
Let X be a Φ′-valued random variable, i.e. X : Ω→ Φ′ is a F/B(Φ′)-measurable map.
We denote by µX the probability distribution of X , i.e. µX(Γ) = P (X ∈ Γ), ∀Γ ∈ B(Φ′);
it is a Borel probability measure on Φ′. For each φ ∈ Φ we denote by 〈X , φ〉 the real-
valued random variable defined by 〈X , φ〉 (ω) := 〈X(ω) , φ〉, for all ω ∈ Ω. The linear
mapping φ 7→ 〈X , φ〉 is called the cylindrical random variable induced/defined by X .
Let J = R+ := [0,∞) or J = [0, T ] for T > 0. We say that X = (Xt : t ∈ J) is a
cylindrical process in Φ′ if Xt is a cylindrical random variable for each t ∈ J . We say
that X is n-integrable if for every φ ∈ Φ, X(φ) = (Xt(φ) : t ∈ J) is n-integrable. Clearly,
any Φ′-valued stochastic processes X = (Xt : t ∈ J) induces/defines a cylindrical process
under the prescription: 〈X , φ〉 = (〈Xt , φ〉 : t ∈ J), for each φ ∈ Φ.
If X is a cylindrical random variable in Φ′, a Φ′-valued random variable Y is a called
a version of X if for every φ ∈ Φ, X(φ) = 〈Y , φ〉 P-a.e. A Φ′-valued process Y = (Yt :
t ∈ J) is said to be a Φ′-valued version of the cylindrical process X = (Xt : t ∈ J) on Φ′
if for each t ∈ J , Yt is a Φ′-valued version of Xt.
Let X = (Xt : t ∈ J) be a Φ′-valued process. We say that X is continuous (respec-
tively ca`dla`g) if for P-a.e. ω ∈ Ω, the sample paths t 7→ Xt(w) ∈ Φ′ of X are continuous
(respectively right-continuous with left limits).
A Φ′-valued random variable X is called regular if there exists a weaker countably
Hilbertian topology θ on Φ such that P(ω : X(ω) ∈ (Φ˜θ)′) = 1. Furthermore, a Φ′-valued
process Y = (Yt : t ∈ J) is said to be regular if Yt is a regular random variable ∀t ∈ J .
Let T > 0 and let (E, ||·||) be a Banach space. We denote by C(T,E) the space of
E-valued continuous mappings on [0, T ]. The space C(T,E) is a Banach space when
equipped with the topology of uniform convergence on [0, T ], i.e. with the norm
F 7→ sup
t∈[0,T ]
||F (t)|| .
Similarly, we denote by CP(T,E) the space of continuous E-valued processes defined on
[0, T ]. This space is a complete, metrizable, topological vector space when equipped with
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the topology of convergence in probability uniformly on [0, T ]. Moreover, for a given
k ∈ N, we denote by Ck
P
(T,E) the space of continuous E-valued processes defined on
[0, T ] and which have finite moment of order k uniformly on [0, T ]. The space Ck
P
(T,E)
is Banach when equipped with the norm
X 7→
[
E
(
sup
t∈[0,T ]
||Xt||k
)]1/k
.
If we replace the attribute continuous by ca`dla`g we can define in a complete analogue way
the spaces D(T,E), DP(T,E), D
k
P
(T,E) which possesses the same properties described
above for its continuous counterparts.
2.3 The Sazonov’s topology
Let (Φ, τ) be a locally convex space. In this section we recall the definition of the Sazonov
topology on Φ and some of its properties. For further details see [5, 28, 29].
Let P(Φ, τ) denote the collection of all the seminorms on (Φ, τ) defined in the follow-
ing way: p ∈ P(Φ, τ) if and only if p is a continuous Hilbertian seminorm on Φ for which
there exists a continuous separable Hilbertian seminorm q on Φ such that p ≤ q, and the
canonical inclusion ip,q : Φq → Φp is Hilbert-Schmidt (observe that p is separable since
ip,q is sujective and being a compact operator ip,q has a separable image).
The collection P(Φ, τ) is non-empty as every seminorm on Φ continuous with respect
to the weak topology is a member of P(Φ, τ). The locally convex topology on Φ generated
by the family of seminorms P(Φ, τ) is called the Sazonov topology or the Hilbert-Schmidt
topology on Φ with respect to the topology τ and is denote by τHS . If Φ is a separable
Hilbert space with norm ||·||, the Sazonov topology can be generated by the collection of
all the seminorms on Φ of the form pS(φ) = ||Sφ|| ∀φ ∈ Φ, where S runs over the totally
of all Hilbert-Schmidt operators on Φ (see [29]).
Let σ denotes the weak topology on (Φ, τ). Considering finite dimensional subspaces
on Φ as Hilbert spaces, it is clear that σ is weaker than τHS . On the other hand, each
p ∈ P(Φ, τ) is a continuous Hilbertian seminorm on Φ and therefore we have that τHS
is weaker than τ . The equality τHS = τ holds if and only if (Φ, τ) is a nuclear space.
Moreover, in general (Φ, τHS) is not a nuclear space. For a counterexample see [32],
Example 18.1.
Let Φ, Ψ denote two locally convex spaces. We will need the following extension of the
definition of Hilbert-Schmidt operators introduced in [2]. A linear operator S from Φ into
Ψ is called a Hilbert-Schmidt operator if there exists a continuous Hilbertian seminorm p
on Φ and a bounded, convex, balanced subset B of Ψ such that ΨB :=
⋃
n∈N nB equipped
with the norm pB(ψ) = inf{λ > 0 : ψ ∈ λB} is a Hilbert space, S(Bp(1)) ⊆ B, and the
map S0 in L(Φp,ΨB) induced by S is a Hilbert-Schmidt operator. The above description
means that S can be decomposed as S = jB ◦ S0 ◦ ip for jB : ΨB → Ψ the canonical
inclusion, i.e. the following diagram is satisfied:
Φ
S //
ip

Ψ
Φp
S0
// ΨB
jB
OO
If Ψ is a Hilbert space, then ΨB = Ψ and jB is an isometry on Ψ. If furthermore, Φ
is also a Hilbert space, then Φp = Φ and ip is an isometry on Φ, hence S becomes a
Hilbert-Schmidt operator in the usual sense.
It is proven in [2] (Expose´ no.10, Proposition 4, p.168) that if Φ is a locally convex
space and Ψ is a Hilbert space, R ∈ L(Φ,Ψ) is Hilbert-Schmidt if and only if is continuous
when Φ is equipped in its Sazonov topology τHS . Hence, if Ψ is locally convex and
S ∈ L(Φ,Ψ) is Hilbert-Schmidt it is continuous from (Φ, τHS) into Ψ.
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3 The Regularization Theorem for Cylindrical Stochastic Processes
Assumption 3.1. From now on and unless otherwise specified, Φ will always denote a
locally convex space.
Our main result is the following that provides sufficient conditions for a cylindrical
process in Φ′ to have a Φ′-valued continuous or ca`dla`g version.
Theorem 3.2 (Regularization Theorem in a Locally Convex Space). Let X = (Xt : t ≥
0) be a cylindrical process in Φ′ satisfying:
(1) For each φ ∈ Φ, the real-valued process X(φ) = (Xt(φ) : t ≥ 0) has a continuous
(respectively ca`dla`g) version.
(2) For every T > 0, the Fourier transforms of the family (Xt : t ∈ [0, T ]) are equicon-
tinuous (at the origin) in the Sazonov topology τHS .
Then, there exists a countably Hilbertian topology ϑ on Φ and a (Φ˜ϑ)
′-valued continuous
(respectively ca`dla`g) process Y = (Yt : t ≥ 0), such that for every φ ∈ Φ, 〈Y , φ〉 =
(〈Yt , φ〉 : t ≥ 0) is a version of X(φ) = (Xt(φ) : t ≥ 0). Moreover, Y is a Φ′-valued, reg-
ular, continuous (respectively ca`dla`g) version of X that is unique up to indistinguishable
versions.
The proof of Theorem 3.2 is a modification of the arguments in the proof of Theorem
3.2 in [10]. Hence, we sometimes refer the reader to [10] when there will be arguments
that follows similarly to those used there.
First, to prove the uniquess up to indistinguishable versions, suppose that Y and Z
are two Φ′-valued processes satisfying the conclusion of Theorem 3.2. Then for every
φ ∈ Φ and t ≥ 0, 〈Yt , φ〉 = Xt(φ) = 〈Zt , φ〉 P-a.e., and because Y and Z are both
Φ′-valued, regular, continuous (respectively ca`dla`g)processes it follows from Proposition
2.12 in [10] that Y and Z are indistinguishable processes.
Now, for the proof of Theorem 3.2, it is enough to show that the result is valid for
a cylindrical processed defined on the bounded interval of time [0, T ], for T > 0, and
under the assumption that each X(φ) = (Xt(φ) : t ∈ [0, T ]) has a continuous version.
The arguments are similar to those used in the proof of Theorem 3.2 in [10], but for the
reader’s convenience we summarize the main steps.
In effect, if the result is valid for every T > 0, then for every n ∈ N we can
find a weaker countably Hilbertian topology ϑn on Φ and a (Φ˜ϑn)
′-valued continu-
ous (respectively ca`dla`g) process Y (n) =
(
Y
(n)
t : t ∈ [0, n]
)
such that for each φ ∈ Φ,〈
Y (n) , φ
〉
=
(〈
Y
(n)
t , φ
〉
: t ∈ [0, n]
)
is a version of X(φ) = (Xt(φ) : t ∈ [0, n]).
Let ϑ denote the countably Hilbertian topology on Φ generated by the families of
seminorms generating the topologies ϑn, n ∈ N. The topology ϑ is finner than each ϑn, but
is weaker than the given topology on Φ. Therefore, through the canonical inclusion from
(Φ˜ϑn)
′ into (Φ˜ϑ)
′, each Y (n) can be considered as a (Φ˜ϑ)
′-valued continuous process. Since
for each n ∈ N and φ ∈ Φ, the process 〈Y (n) , φ〉 is a version of X(φ) on the time interval
[0, n], then for each φ ∈ Φ, 〈Y (n) , φ〉 and 〈Y (n+1) , φ〉 are indistinguishable as processes
defined on [0, n]. Then, the fact that as a Φ′-valued process, each Y (n) is a regular
process with continuous trajectories implies that Y (n) and Y (n+1) are indistinguishable
as processes defined on [0, n] (see Proposition 2.12 in [10]).
Take Y = {Yt}t≥0 defined by the prescription Yt = Y (n)t if t ∈ [0, n]. From the
arguments in the above paragraph it is clear that Y is a (Φ˜ϑ)
′-valued process with con-
tinuous trajectories such that for every φ ∈ Φ, 〈Y , φ〉 = (〈Yt , φ〉 : t ≥ 0) is a version of
X(φ) = (Xt(φ) : t ≥ 0). The same results are obtained in the ca`dla`g version case.
From now on we will fix T > 0 and show that the conclusions of Theorem 3.2 are
valid for a cylindrical process defined on [0, T ] under the continuous version assumption.
For each φ, denote by X̂(φ) = (X̂t(φ) : t ∈ [0, T ]) a continuous version of X(φ) =
(Xt(φ) : t ∈ [0, T ]). Clearly, X̂ determines a cylindrical process X̂ = (X̂t : t ∈ [0, T ])
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in Φ′ and its Fourier transforms are equicontinuous in the Sazonov topology τHS on Φ.
Similar arguments to those used in the proof of Lemma 3.4 in [10] shows that there
exists a countably Hilbertian topology θ on Φ, generated by a sequence of Hilbertian
seminorms continuous on the Sazonov topology τHS , such that the family (X̂t : t ∈ [0, T ])
of mappings from Φ into L0 (Ω,F ,P) is θ-equicontinuous. Then, for each t ∈ [0, T ] the
map X̂t has a continuous linear extension from Φ˜θ into L
0 (Ω,F ,P) (see [19], Theorem 2,
Section 3.4, p.61-2). We denote this extension again by X̂t. Then, by following a closed
graph theorem argument similar to that in the proof of Lemma 3.5 in [10], one can show
that the linear map X̂ from Φ˜θ into CP(T,R) given by φ 7→ X̂(φ) = (X̂t(φ) : t ∈ [0, T ]) is
continuous. Then, as in Lemma 3.7 in [10] we get the following result:
Lemma 3.3. For every ǫ > 0 there exists a θ-continuous (hence τHS-continuous) Hilber-
tian semi-norm p on Φ such that
E
(
sup
t∈[0,T ]
∣∣∣1− eiX̂t(φ)∣∣∣) ≤ ǫ+ 2p(φ)2, ∀φ ∈ Φ. (3.1)
Let (ǫn : n ∈ N) be a sequence of positive numbers such that limn→∞ ǫn = 0. From
Lemma 3.3 there exists an increasing sequence of θ-continuous (hence τHS-continuous)
Hilbertian semi-norms (pn : n ∈ N) on Φ such that ǫn and pn satisfy (3.1) ∀n ∈ N.
Since each pn is τHS-continuous, there exists a sequence (which we can choose increas-
ing) of separable continuous Hilbertian seminorms (qn : n ∈ N) on Φ such that ∀n ∈ N,
pn ≤ qn, and the inclusion ipn,qn : Φqn → Φpn is Hilbert-Schmidt.
Denote by ϑ the countably Hilbertian topology on Φ generated by the seminorms
(qn : n ∈ N). The space Φϑ is separable. Let (ξk : k ∈ N) be a countable dense subset
of Φϑ. For every n ∈ N, from an application of the Schmidt orthogonalization procedure
we can find a complete orthonormal system (φqnj : j ∈ N) ⊆ Φ of Φqn , such that
ξk =
k∑
j=1
aj,k,n φ
qn
j + ϕk,n, ∀ k ∈ N, (3.2)
with aj,k,n ∈ R and ϕk,n ∈ Ker(qn), for each j, k ∈ N.
Let n ∈ N. From (3.1) and by following similar calculations to those used in the proof
of Lemma 3.8 in [10], p.878-9, one can show that:
P
 sup
t∈[0,T ]
∞∑
j=1
∣∣∣X̂t(φqnj )∣∣∣2 <∞
 ≥ 1− √e√
e− 1ǫn. (3.3)
P
 sup
t∈[0,T ]
∞∑
j=1
∣∣∣X̂t(ϕj,n)∣∣∣2 > 0
 ≤ √e√
e− 1 ǫn. (3.4)
Then, if we define
Bn =
ω : supt∈[0,T ]
∞∑
j=1
∣∣∣X̂t(φqnj )(ω)∣∣∣2 <∞ and X̂t(ϕj,n)(ω) = 0, ∀t ∈ [0, T ], j ∈ N
 (3.5)
it follows from (3.3) and (3.4) that
P (Bn) ≥ 1− 2
√
e√
e− 1 ǫn.
For each n ∈ N, define the sets
Γn =
{
ω : ∀ j ∈ N, t 7→ X̂t(φqnj )(ω) is continuous
}
. (3.6)
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An =
ω : X̂t(ξk)(ω) =
k∑
j=1
aj,k,nX̂t(φ
qn
j )(ω) + X̂t(ϕk,n)(ω), ∀k ∈ N, t ∈ [0, T ]
 (3.7)
The fact that X̂ is linear and continuous from Φ˜θ into CP(T,R), together with (3.2) shows
that P(Γn ∩ An) = 1 for every n ∈ N. Therefore, if we define
Λn = Bn ∩ Γn ∩ An. (3.8)
we have
P (Λn) ≥ 1− 2
√
e√
e− 1ǫn. (3.9)
Since limn→∞ ǫn = 0, it follows from (3.9) that P (
⋃
n Λn) = 1. Set Ω1 = Λ1, and
Ωn = Λn \ Λn−1 for n ≥ 2. Then, P (
⋃
nΩn) = 1.
For each n ∈ N, let (f qnj : j ∈ N) be a complete orthonormal system in Φ′qn dual to
(φqnj : j ∈ N), i.e.
〈
f qnj , φ
qn
i
〉
= δi,j where δi,j = 1 if i = j and δi,j = 0 if i 6= j. For each
t ∈ [0, T ], we define
Yt(ω) :=
{∑∞
j=1 X̂t(φ
qn
j )(ω)f
qn
j , if ω ∈ Ωn,
0, if ω /∈ ⋃nΩn. (3.10)
We will show that Y = (Yt : t ≥ 0) is a well-defined (Φ˜ϑ)′-valued process with continuous
trajectories. To do this, suppose ω ∈ Ωn. Since ω ∈ Γn, then for every m ∈ N,
m∑
j=1
X̂t(φ
qn
j )(ω)f
qn
j ∈ C(T,R)⊗ Φ′qn ⊆ C(T,Φ′qn).
Moreover, for m ≥ k ≥ 1, it follows from (3.5) that
sup
t∈[0,T ]
q′n
 m∑
j=1
X̂t(φ
qn
j )(ω)f
qn
j −
k∑
j=1
X̂t(φ
qn
j )(ω)f
qn
j
2
= sup
t∈[0,T ]
m∑
j=k+1
∣∣∣X̂t(φqnj )(ω)∣∣∣2 → 0, as m, k→∞.
Since the Banach space C(T,Φ′qn) is complete, the Cauchy sequence
∑m
j=1 X̂t(φ
qn
j )(ω)f
qn
j ,
m ∈ N, converges and its limit∑∞j=1 X̂t(φqnj )(ω)f qnj belongs to C(T,Φ′qn). Then, it follows
from (3.10) that for ω ∈ Ωn, Yt(ω) ∈ Φ′qn and the map t 7→ Yt(ω) is continuous in Φ′qn .
Since the canonical inclusion from Φ′qn into (Φ˜ϑ)
′ is linear and continuous, and since
P (∪nΩn) = 1, we conclude that Y is a (Φ˜ϑ)′-valued process with continuous trajectories.
Our final task is to check that for each φ ∈ Φ, 〈Y , φ〉 = (〈Yt , φ〉 : t ≥ 0) is a version
of X(φ) = (Xt(φ) : t ≥ 0). Let φ ∈ Φ. Since (ξk : k ∈ N) is dense in Φϑ, there exists a
subsequence (ξkj : j ∈ N) such that ξkj → φ in Φϑ.
Now, observe that for each k ∈ N, we have 〈Yt(ω) , ξk〉 = X̂t(ξk)(ω) for ω ∈ ∪nΩn. In
effect, if ω ∈ Ωn, by (3.10) and because
〈
f qnj , φ
qn
i
〉
= δi,j , it is clear that
〈
Yt(ω) , φ
qn
j
〉
=
X̂t(φ
qn
j )(ω), for all j ∈ N and t ∈ [0, T ]. Similarly, from the fact that qn(ϕj,n) = 0 for all
j ∈ N, we have ∣∣〈f qnj , ϕj,n〉∣∣ ≤ q′n(f qnj )qn(ϕj,n) = 0 for all j ∈ N. Then, as ω ∈ Bn ∩ Γn
we obtain that 〈Yt(ω) , ϕj,n〉 = X̂t(ϕj,n)(ω) = 0 for all t ∈ [0, T ], j ∈ N. Therefore, from
(3.2), (3.7), (3.10), we have
∀ω ∈ Ωn, 〈Yt(ω) , ξk〉 = X̂t(ξk)(ω), ∀ k ∈ N, t ∈ [0, T ]. (3.11)
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On the other hand, since the map X̂ from Φ˜θ into CP(T,R) is linear and continuous,
and since the canonical inclusion from Φ˜ϑ into Φ˜θ is linear continuous (this because the
topology ϑ is finner than θ), then X̂(ξk)→ X̂(φ) in CP(T,R). Hence, there exists ∆φ ⊆ Ω
with P(∆φ) = 1 and a subsequence (ξkj,ν : ν ∈ N) of (ξkj : j ∈ N) such that for all ω ∈ ∆φ,
X̂t(ξkj,ν )(ω)→ X̂t(φ)(ω), as ν →∞, for all t ∈ [0, T ].
Then, (3.11) and the uniqueness of limits implies that
∀ω ∈ Ωn ∩∆φ, 〈Yt(ω) , φ〉 = X̂t(φ)(ω), ∀ t ∈ [0, T ]. (3.12)
Hence, as P (
⋃
nΩn) = 1 and X̂(φ) is a version of X(φ), we have proven that 〈Y , φ〉 is a
version of X(φ). This finalizes the proof of Theorem 3.2.
Remark 3.4. One can observe from the proof of Theorem 3.2 that the process Y can be
chosen such that for every ω ∈ Ω and T > 0 there exists a separable continuous Hilbertian
semi-norm q = q(ω, T ) on Φ such that the map t 7→ Yt(ω) is continuous (respectively
ca`dla`g) from [0, T ] into the Hilbert space Φ′q.
Corollary 3.5. Let X = (Xt : t ≥ 0) be a cylindrical process in Φ′ satisfying:
(1) For each φ ∈ Φ, the real-valued process X(φ) = (Xt(φ) : t ≥ 0) has a continuous
(respectively ca`dla`g) version.
(2) There exists a τHS-continuous Hilbertian semi-norm p on Φ such that for every t ≥ 0,
the Fourier transform of Xt is p-continuous (at the origin).
Then, there exists a separable continuous Hilbertian semi-norm q on Φ, p ≤ q, such
that ip,q is Hilbert-Schmidt and a Φ
′
q-valued continuous (respectively ca`dla`g) process Y =
(Yt : t ≥ 0), such that for every φ ∈ Φ, 〈Y , φ〉 = (〈Yt , φ〉 : t ≥ 0) is a version of
X(φ) = (Xt(φ) : t ≥ 0). Moreover, Y is unique up to indistinguishable versions in Φ′.
Proof. As in the proof of Theorem 3.2, it is enough to prove the result for a cylindrical
process defined on [0, T ] for T > 0 and in the continuous version case. Now, our assump-
tions on X imply that for each t ∈ [0, T ], the map Xt : Φ→ L0 (Ω,F ,P) is p-continuous.
This in turn implies that the map φ 7→ (Xt(φ) : t ∈ [0, T ]) has an extension X̂ that is
linear and continuous from Φp into CP(T,R). Let q be a separable continuous Hilbertian
semi-norm q on Φ, p ≤ q, such that ip,q is Hilbert-Schmidt. Then, one can follow ex-
actly the same arguments as in the proof of Theorem 3.2 by taking pn = p and qn = q,
and in that case one conclude Bn = Bm, Γn = Γm, An = Am and Ωn = Ωm for each
n,m ∈ N. Then, (3.10) defines a Φ′q-valued continuous process satisfying the conclusions
in the statement of Corollary 3.5. 
4 Regularization For Cylindrical Processes With Finite Moments
This section is devoted to the study of the regularization of cylindrical processes which
posseses moments of finite order uniformly on a bounded interval of time. As the next
result shows, in such a case one can get a considerable improvement on the results obtained
in Theorem 3.2.
Theorem 4.1. Let X = (Xt : t ≥ 0) be a cylindrical process in Φ′ satisfying:
(1) For each φ ∈ Φ, the real-valued process X(φ) = (Xt(φ) : t ≥ 0) has a continuous
(respectively ca`dla`g) version.
(2) For every T > 0, the Fourier transforms of the family (Xt : t ∈ [0, T ]) are equicon-
tinuous (at the origin) in the Sazonov topology τHS .
(3) There exists r ≥ 2 such that E
(
supt∈[0,T ] |Xt(φ)|r
)
<∞, ∀T > 0, φ ∈ Φ.
Then, there exists an increasing sequence (qn : n ∈ N) of separable continuous Hilbertian
seminorms on Φ, and a Φ′-valued regular, continuous (respectively ca`dla`g) version Y =
(Yt : t ≥ 0) of X (unique up to indistinguishable versions), such that for every T > 0,
there exists n ∈ N such that (Yt : t ∈ [0, T ]) is a Φ′qn-valued continuous (respectively
ca`dla`g) process and moreover we have E
(
supt∈[0,T ] q
′
n(Yt)
r
)
<∞.
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Proof. It is sufficient to prove the result for a given T > 0 and the cylindrical process
(Xt : t ∈ [0, T ]) under the continuous version case.
First, for each φ ∈ Φ, denote by X̂(φ) = (X̂t(φ) : t ∈ [0, T ]) a continuous version
of X(φ) = (Xt(φ) : t ∈ [0, T ]). Then, by following similar arguments to those used in
the proof of Theorem 3.2 we can show that the map X̂ from (Φ, τHS) into the space
Cr
P
(T,R) (see Section 2.2) given by φ 7→ X̂(φ) is linear and continuous. Then, if we
define ̺ : Φ 7→ [0,∞) by
̺(φ) =
[
E
(
sup
t∈[0,T ]
∣∣∣X̂t(φ)∣∣∣r
)]1/r
, ∀φ ∈ Φ,
it follows that ̺ is a τHS-continuous seminorm on Φ. Let p be a τHS-continuous Hilbertian
seminorm on Φ such that ̺ ≤ p. Then, X̂ has a continuous and linear extension from Φp
into Cr
P
(T,R).
Let q be a separable continuous Hilbertian seminorm on Φ such that p ≤ q, and the
inclusion ip,q is Hilbert-Schmidt. We choose a countable dense subset (ξk : k ∈ N) ⊆ Φ
of Φq, a complete orthonormal system (φ
q
j : j ∈ N) ⊆ Φ of Φq, aj,k ∈ R and ϕk ∈ Ker(q),
satisfying (3.2) (observe that in our present case there is no dependence on n).
Let (f qj : j ∈ N) be a complete orthonormal system in Φ′q dual to (φqj : j ∈ N). For
each n ∈ N, let Y n defined by
Y nt =
n∑
j=1
X̂t(φ
q
j )f
q
j , ∀t ∈ [0, T ].
It is clear that Y n ∈ Cr
P
(T,Φ′q). Moreover, for m > n ≥ 1,
E
(
sup
t∈[0,T ]
q′(Y mt − Y nt )r
)
≤ E
 sup
t∈[0,T ]
m∑
j=n+1
∣∣∣X̂t(φqj )∣∣∣r

≤
m∑
j=n+1
E
(
sup
t∈[0,T ]
∣∣∣X̂t(φqj )∣∣∣r
)
≤
m∑
j=n+1
p(ip,qφ
q
j)
r.
Now, since ip,q is Hilbert-Schmidt it belongs to the r-th Schatten-von Neumann class of
operators (see [8], Proposition 4.5 and Corollary 4.8), and hence
∞∑
j=1
p(ip,qφ
q
j)
r <∞ (see
[8], Theorem 4.7). The above calculations show that (Y n : n ∈ N) is a Cauchy sequence
in Cr
P
(T,Φ′q) and hence its limit Y given by
Yt =
∞∑
j=1
X̂t(φ
q
j )f
q
j , ∀t ∈ [0, T ],
is also an element of Cr
P
(T,Φ′q). The final step is to prove that for each φ ∈ Φ, 〈Y , φ〉 =
(〈Yt , φ〉 : t ∈ [0, T ]) is a version of X̂(φ) = (X̂t(φ) : t ∈ [0, T ]). This can be done by
following similar arguments to those used in the proof of Theorem 3.2 by first showing
that 〈Y , ξk〉 is a version of X̂(ξk) for each k ∈ N, and then to use the denseness of
(ξk : k ∈ N) on Φq and the fact that X̂ can be extended to be a continuous operator on
Φq to get the desired conclusion. We leave the details to the reader. 
Example 4.2. Let M = (Mt : t ≥ 0) be a cylindrical martingale in Φ′, i.e. M is a
cylindrical process such that for each φ ∈ Φ, M(φ) = (Mt(φ) : t ≥ 0) is a real-valued
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martingale. Suppose that for each t ≥ 0, the Fourier transform ofMt is continuous (at the
origin) in the Sazonov topology τHS . One can replicate the arguments used in the proof
of Theorem 5.2 in [10] to show thatM satisfies the conditions (1) and (2) in Theorem 3.2,
and hence M has a Φ′-valued, regular, ca`dla`g version M˜ = (M˜t : t ≥ 0). In general M˜ is
only cilindrically a martingale, i.e. the cylindrical process induced by M˜ is a cylindrical
martingale. However, if Φ is a separable Hilbert space one can show that M˜ is indeed a
Φ′-valued martingale.
Now, if the cylindrical martingaleM is r-integrable for r ≥ 2, then it is a consequence
of Doob’s inequality for real-valued martingales that M satisfies the condition (3) in
Theorem 4.1. Therefore, for any T > 0, there exists a separable continuous Hilbertian
seminorm qT on Φ such that (M˜t : t ∈ [0, T ]) is a Φ′qT -valued ca`dla`g martingale satisfying
E
(
supt∈[0,T ] q
′
T (M˜t)
r
)
<∞.
5 Regularization Through a Hilbert-Schmidt Operator
Suppose that X = (Xt : t ≥ 0) is a cylindrical process in the dual Ψ′ of a locally convex
space Ψ. If S is a linear operator from Φ into Ψ, then it is clear that X ◦ S = (Xt ◦ S :
t ≥ 0) is a cylindrical process in Φ′. Sufficient conditions for the existence of a Φ′-valued
continuous or ca`dla`g version for X ◦ S are given in the next result.
Theorem 5.1. Let Ψ be a locally convex space equipped with a multi-Hilbertian topology
and let X = (Xt : t ≥ 0) be a cylindrical process in Ψ′ satisfying:
(1) For each ψ ∈ Ψ, the real-valued process X(ψ) = (Xt(ψ) : t ≥ 0) is continuous
(respectively ca`dla`g).
(2) For every T > 0, the Fourier transforms of the family (Xt : t ∈ [0, T ]) are equicon-
tinuous (at the origin) on Ψ.
Let S be a Hilbert-Schmidt operator from Φ into Ψ. Then, there exists a countably
Hilbertian topology ϑ on Φ and a (Φ˜ϑ)
′-valued continuous (respectively ca`dla`g) process
Y = (Yt : t ≥ 0), such that for every φ ∈ Φ, 〈Y , φ〉 = (〈Yt , φ〉 : t ≥ 0) is a version
of X ◦ S(φ) = (Xt ◦ S(φ) : t ≥ 0). Moreover, Y is a Φ′-valued, regular, continuous
(respectively ca`dla`g) version of X ◦ S that is unique up to indistinguishable versions.
Proof. We will show that X ◦ S satisfies the conditions in Theorem 3.2. We do this
under the continuous version assumption.
The condition (1) in Theorem 3.2 is obviously satisfied. Let T > 0. As in the proof
of Theorem 3.2, X induces a linear map ψ 7→ X(ψ) = (Xt(ψ) : t ∈ [0, T ]) from Ψ into
CP(T,R). Our assumption (2) and a closed graph theorem argument similar to that used
in the proof of Lemma 3.5 in [10] shows that indeed X ∈ L(Ψ, CP(T,R)). Then, for a any
given ǫ > 0 and by following similar arguments to those used in the proof of Lemma 3.7
in [10], we can prove that there exists a τHS-continuous Hilbertian seminorm p = p(ǫ) on
Ψ such that
E
(
sup
t∈[0,T ]
∣∣∣1− eiXt(ψ)∣∣∣) ≤ ǫ+ p(ψ), ∀ψ ∈ Ψ. (5.1)
Then, if we take ψ = Sφ in (5.1) we obtain
E
(
sup
t∈[0,T ]
∣∣∣1− eiXt◦S(φ)∣∣∣) ≤ ǫ+ p(Sφ), ∀φ ∈ Φ. (5.2)
But as S, being a Hilbert-Schmidt operator, is continuous from (Φ, τHS) into Ψ, and p is a
separable continuous Hilbertian seminorm on Ψ, then q : Φ→ R defined by q(φ) = p(Sφ)
for all φ ∈ Φ, is therefore τHS-continuous. We can hence conclude from (5.2) that the
Fourier transforms of the family X ◦ S(φ) = (Xt ◦ S(φ) : t ∈ [0, T ]) are equicontinuous
(at zero) in the Sazonov topology on Φ. The result now follows from Theorem 3.2. 
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Corollary 5.2. If Ψ is additionally an ultrabornological space, the conclusion of Theorem
5.1 remain valid if instead of assuming the condition (2) we assume that for each t ≥ 0
the Fourier transform of Xt is continuous (at zero) in Ψ.
Proof. First, if the Fourier transform of Xt is continuous (at zero) in Ψ then the mapping
Xt : Ψ→ L0 (Ω,F ,P) is continuous. Then, since Ψ is ultrabornological, and because for
each ψ ∈ Ψ the real-valued process X(ψ) is continuous (respectively ca`dla`g), if follows
from Proposition 3.10 in [10] that for each T > 0 the linear mapping ψ 7→ X(ψ) =
(Xt(ψ) : t ∈ [0, T ]) is continuous from Ψ into CP(T,R) (respectively into DP(T,R)). This
last implies condition (2) in Theorem 5.1, and from there the result follows. 
Example 5.3. Suposse Ψ is equipped with a multi-Hilbertian topology and that M =
(Mt : t ≥ 0) is a cylindrical martingale in Ψ′ such that for every t ≥ 0, the Fourier
transform ofMt is continuous (at the origin) in Ψ. As in the proof of Theorem 5.2 in [10],
we can show that M satisfies conditions (1) and (2) in Theorem 5.1. If S is a Hilbert-
Schmidt operator from Φ into Ψ, then Theorem 5.1 shows that M ◦ S = (Mt ◦ S : t ≥ 0)
has a Φ′-valued, regular, ca`dla`g version Y = (Yt : t ≥ 0) that is cylindrically a martingale
(or a Φ′-valued martingale if Φ is a separable Hilbert space). Moreover, as in Example
4.2, if M is r-integrable for r ≥ 2, then Y can be constructed such that for any T > 0,
there exists a separable continuous Hilbertian seminorm qT on Φ such that (Yt : t ∈ [0, T ])
is a Φ′qT -valued ca`dla`g martingale satisfying E
(
supt∈[0,T ] q
′
T (Yt)
r
)
<∞.
6 Regularization of Cylindrical Le´vy Processes
We start with our definition of Le´vy processes on the dual of a locally convex space Φ.
Definition 6.1. A Φ′-valued process L = (Lt : t ≥ 0) is called a Le´vy process if
(1) L0 = 0 a.s.,
(2) L has independent increments, i.e. for any n ∈ N, 0 ≤ t1 < t2 < · · · < tn < ∞ the
Φ′-valued random variables Lt1 , Lt2 − Lt1 , . . . , Ltn − Ltn−1 are independent,
(3) L has stationary increments, i.e. for any 0 ≤ s ≤ t, Lt − Ls and Lt−s are identically
distributed, and
(4) For every t ≥ 0 the distribution µt of Lt is a Radon measure and the mapping t 7→ µt
from [0,∞) into M1R(Φ′) is continuous at 0 in the weak topology.
Following the definition given in [1] in the context of Banach spaces and in [12] for
duals of nuclear spaces, we introduce the following definition.
Definition 6.2. A cylindrical process L = (Lt : t ≥ 0) in Φ′ is said to be a cylindrical Le´vy
process if ∀n ∈ N, φ1, . . . , φn ∈ Φ, the Rn-valued process ((Lt(φ1), . . . , Lt(φn)) : t ≥ 0) is
a Le´vy process.
One can easily check that the cylindrical process induced by a Φ′-valued Le´vy process
is a cylindrical Le´vy process in Φ′ (see [12], Lemma 3.7). The converse is in general not
true, but sufficient conditions are given in the next result.
Theorem 6.3. Let L = (Lt : t ≥ 0) be a cylindrical Le´vy process in Φ′ such that for
every T > 0, the Fourier transforms of the family (Lt : t ∈ [0, T ]) are equicontinuous (at
the origin) in the Sazonov topology τHS on Φ. Then, there exists a countably Hilbertian
topology ϑ on Φ and a (Φ˜ϑ)
′-valued ca`dla`g process Y = (Yt : t ≥ 0), such that for every
φ ∈ Φ, 〈Y , φ〉 = (〈Yt , φ〉 : t ≥ 0) is a version of L(φ) = (Lt(φ) : t ≥ 0). Moreover, Y is
a Φ′-valued, regular, ca`dla`g Le´vy process that is a version of L and that is unique up to
indistinguishable versions.
Proof. The proof is very similar to that of Theorem 3.8 in [12]. But for completeness
we sketch the main arguments.
First, the existence of the topology ϑ and the (Φ˜ϑ)
′-valued ca`dla`g process Y = (Yt :
t ≥ 0) that is a version of L is a consequence of Theorem 3.2. This because each real-
valued Le´vy process has a ca`dla`g version.
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Because for every φ1, . . . , φn ∈ Φ, ((〈Yt , φ1〉 , . . . , 〈Yt , φn〉 : t ≥ 0) is a Rn-valued
Le´vy process, and since Y is a regular Φ′-valued process, then Y = 0 P-a.e. and Y has
independent and stationary increments (see Propositions 2.2 and 2.3 in [12]).
Now, since (Φ˜ϑ)
′ is a Souslin space and Y is (Φ˜ϑ)
′-valued, for each t ≥ 0 the probability
distribution µt of Yt is a Radon measure on (Φ˜ϑ)
′ (see [4], Theorem 7.4.3, p.85). Moreover,
as the canonical inclusion from (Φ˜ϑ)
′ into Φ′ is linear and continuous, then µt is also a
Radon measure on Φ′.
Finally, given 0 ≤ t ≤ T , let {sα} ⊆ [0, T ] be a net satisfying limα sα = t. For any
given φ ∈ Φ, (〈Yt , φ〉 : t ≥ 0) is a Le´vy process and hence t 7→ µt ◦ π−1φ is continuous in
the weak topology. Then, limα µ̂sα(φ) = µ̂t(φ) for all φ ∈ Φ. Moreover, our hypothesis
on L and the fact that Y is a version of L imply that the family (µ̂t : t ∈ [0, T ]) is
equicontinuous in the Sazonov topology τHS , and hence the family (µr : r ∈ [0, T ]) is
uniformly tight (see [7], Lemma III.2.3, p.103-4). Then, Prokhorov’s theorem shows that
(µsα) is relatively compact, and then we conclude that limα µsα = µt in the weak topology
(see [31], Theorem IV.3.1, p.224-5). We conclude that the map t 7→ µt is continuous in
the weak topology. 
The following result shows that we can also regularize a cylindrical Le´vy process
through a Hilbert-Schmidt operator.
Theorem 6.4. Let Ψ be a locally convex space equipped with a multi-Hilbertian topology
and let L = (Lt : t ≥ 0) be a cylindrical Le´vy process in Ψ′ such that for every T > 0,
the Fourier transforms of the family (Lt : t ∈ [0, T ]) are equicontinuous (at the origin)
on Ψ. Let S be a Hilbert-Schmidt operator from Φ into Ψ. Then, there exists a countably
Hilbertian topology ϑ on Φ and a (Φ˜ϑ)
′-valued ca`dla`g process Y = (Yt : t ≥ 0), such that
for every φ ∈ Φ, 〈Y , φ〉 = (〈Yt , φ〉 : t ≥ 0) is a version of L ◦ S(φ) = (Lt ◦ S(φ) : t ≥ 0).
Moreover, Y is a Φ′-valued, regular, ca`dla`g Le´vy process that is a version of L◦S (unique
up to indistinguishable versions).
Proof. It is clear that L ◦ S(φ) = (Lt ◦ S(φ) : t ≥ 0) is a cylindrical Le´vy process in Φ′.
Moreover, from the arguments given in the proof of Theorem 5.1, we conclude that for
each T > 0 the Fourier transforms of the family L ◦ S(φ) = (Lt ◦ S(φ) : t ∈ [0, T ]) are
equicontinuous (at the origin) in the Sazonov topology τHS on Φ. The result now follows
from Theorem 6.4. 
By following similar arguments to those used in the proof of Corollary 5.2 together
with Theorem 6.4 we conclude the following:
Corollary 6.5. If Ψ is additionally an ultrabornological space, the conclusion of Theorem
6.4 remain valid if we only assume that for each t ≥ 0 the Fourier transform of Xt is
continuous (at zero) in Ψ.
Example 6.6. Let Φ and Ψ denote two Hilbert spaces, Ψ being separable. Let S be a
Hilbert-Schmidt operator from Φ into Ψ, and X = (Xt : t ≥ 0) be a cylindrical process in
Ψ such that for each ψ ∈ Ψ, X(ψ) = (Xt(ψ) : t ≥ 0) has a ca`dla`g version and such that
for each t ≥ 0 the the Fourier transform of Xt is continuous (at the origin) on Ψ. It is a
direct consequence of Corollary 5.2 that X ◦ S = (Xt ◦ S : t ≥ 0) has a Φ-valued ca`dla`g
version Y = (Yt : t ≥ 0). If X is a cylindrical Le´vy then Corollary 6.5 shows that indeed
Y is a Le´vy process.
Example 6.7. Suppose we have a nuclear space Φ, a separable Hilbert space Ψ, and a
continuous linear operator S : Φ → Ψ (e.g. S could be an embedding). Suppose that
X = (Xt : t ≥ 0) is a cylindrical process in Ψ such that for each ψ ∈ Ψ, X(ψ) = (Xt(ψ) :
t ≥ 0) has a ca`dla`g version and such that for each t ≥ 0 the the Fourier transform of Xt
is continuous (at the origin) on Ψ.
Since the nuclear topology on Φ coincides with its Sazonov topology, then S is a
Hilbert-Schmidt operator (see Section 2.3). Then, Corollary 5.2 shows that X ◦ S =
(Xt ◦ S : t ≥ 0) has a Φ′-valued ca`dla`g version Y = (Yt : t ≥ 0). If S is an embedding,
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and ||·|| denotes the Hilbertian norm on H , then p(φ) = ||S(φ)||, φ ∈ Φ, is a continuous
Hilbertian seminorm on Φ such that X ◦ S is p-continuous. So indeed, Corollary 3.5
shows that there exists a continuous Hilbertian seminorm q on Φ, p ≤ q, such that ip,q
is Hilbert-Schmidt and Y is a Φ′q-valued ca`dla`g version of X ◦ S. Moreover, if X is a
cylindrical Le´vy process then Corollary 6.5 shows that indeed Y is a Le´vy process.
A practical case that fits into this situation is when we take for example Φ = S(Rd) and
Ψ = L2(Rd), and X a cylindrical process in L2(Rd) satisfying the conditions given above.
Then, because the well-known fact that the canonical embedding I : S(Rd)→ L2(Rd) is
linear and continuous, then X ◦ I has a S ′(Rd)-valued ca`dla`g version (which is a Le´vy
process if X is cylindrical Le´vy).
7 Discussion and Comparison With Known Results
To the extend of our knowledge Theorem 3.2 is the first attempt to provide sufficient
conditions for the existence of continuous and ca`dla`g versions to cylindrical processes
in general locally convex spaces. However, for particular classes of locally convex spaces
there are some other interesting works for which Theorem 3.2 constitutes a generalization,
in particular we have:
(1) Theorem 3.2 extends the conclusions of Itoˆ and Nawata regularization theorem from
multi-Hilbertian spaces to the context of general locally convex spaces (see [17] and
Theorem 2.3.2 in [16]).
(2) Since every cylindrical probability measure on Φ′ possesses a canonical cylindrical
random variable in Φ′ defined on some probability space (see Section II.V.2 in [28],
p.256-8), then Theorem 3.2 offers an alternative proof to the Minlos-Bochner theorem
(Theorem III.1.1 in [7]).
(3) Theorem 3.2 includes the regularization theorems for the existence of continuous
and ca`dla`g versions to Φ′-valued processes when Φ is (i) a nuclear Fre´chet space
(Mitoma [24]), (ii) a countable inductive limit of nuclear Fre´chet spaces (Fouque [15]
and Fernique [9]), (iii) or a separable nuclear space (see Martias [21]). To obtain
these conclusions we use the fact that τHS = τ when (Φ, τ) is nuclear, together with
Theorem 2.10 and Proposition 3.10 in [10].
(4) When Φ is a (general) nuclear space, Theorem 3.2 directly implies the regularization
theorem for cylindrical processes in Φ′ ([10], Theorem 3.2). Again, in this case to
get this conclusion we use the fact that τHS = τ . In a similar way, our Corollary 3.5
implies Theorem 4.1 in [10].
The version of the regularization theorem for cylindrical processes which possesses
finite moments given in Therem 4.1 and the conclusions obtained in Example 4.2 for
cylindrical martingales, generalize the results obtained in Theorems 4.2 and 5.2 in [10]
(there proved under the assumption thet Φ is a nuclear space), and also the results for
martingales in duals of nuclear Fre´chet spaces in [23].
In a similar way, Theorem 5.1 includes some other results from the literature. In partic-
ular, the result in Example 6.6, often known as radonification by a single Hilbert-Schmidt
operator, was proven first by Badrikian and U¨stu¨nel in [3] and later by Jakubowski et al.
in [18]. In both works their motivation was to show the radonification of a cylindrical semi-
martingale through three Hilbert-Schmidt operators in [3] and by one Hilbert-Schmidt
operator in [18]. The radonification of a cylindrical Le´vy process through a single Hilbert-
Schmidt operator is somewhat a known fact but we have no knowledge of any reference
with a formal proof of it. Its extension to general locally convex spaces as in Theorem
6.4 as well the conclusion in Example 6.7 are new.
If (Φ, τ) is a nuclear space, Theorem 6.3 coincides with Theorem 3.8 in [12]. However,
outside the nuclear space setting, to the extend of our knowledge the conclusions of
Theorem 6.3 are new, even in the Hilbert space setting.
Appart from the Sazonov topology, other topologies has been considered on a locally
convex space to provide sufficient conditions for a cylindrical measure to extend to a
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Radon measure. One of these topologies is the following (see e.g. [31]). Let Ψ denote a
Hilbert space. A symmetric, positive, nuclear operator in Ψ is called an S-operator.
Consider a locally convex space Φ. Denote by S(Φ,Φ′) the class of operators R : Φ→
Φ′ of the form R = v′ ◦S ◦v, where S is an S-operator in a separable Hilbert space Ψ and
v : Φ→ Ψ is a continuous linear operator. Denote by τS = τS(Φ,Φ′) the weakest vector
topology in Φ with respect to which all the quadratic forms φ 7→ 〈Rφ , φ〉, R ∈ S(Φ,Φ′)
are continuous. If Φ is a separable Hilbert space, then it is easy to check that τHS = τS ,
but in general, e.g. if Φ is Banach, τS is finer than τHS . From this last fact in combination
with Theorem 3.2 we obtain the following:
Corollary 7.1. Suppose that X is a cylindrical process in Φ′ such that for each φ ∈ Φ, the
real-valued process X(φ) has a continuous (respectively ca`dla`g) version. The conclusions
of Theorem 3.2 remain valid if we assume that for each T > 0, the the Fourier transforms
of the family (Xt : t ∈ [0, T ]) are equicontinuous (at the origin) in the topology τS.
If again we consider a cylindrical probability measure on Φ′, and consider its canonical
cylindrical random variable in Φ′, then Corollary 7.1 can be used to show the version of
the Minlos-Sazonov theorem based on continuity on the τS-topology given in Theorem
IV.4.1. in [31].
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