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Abstract. Finite tight frames for polynomial subspaces are constructed using monic Hahn
polynomials and Krawtchouk polynomials of several variables. Based on these polynomial
frames, two methods for constructing tight frames for the Euclidean spaces are designed.
With r(d, n) :=
(
n+d−1
n
)
, the first method generates, for each m ≥ n, two families of tight
frames in Rr(d,n) with r(d + 1,m) elements. The second method generates a tight frame
in Rr(d,N) with 1+N× r(d+1, N) vectors. All frame elements are given in explicit formulas.
Key words: Jacobi polynomials; simplex; Hahn polynomials; Krawtchouk polynomials; se-
veral variables; tight frame
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1 Introduction
For a real finite dimension space V with inner product (·, ·), a set of vectors {vk : k = 1, . . . ,M}
in V is called a (Parseval) tight frame with M elements if
(v, v) =
M∑
k=1
(v, vk)
2, ∀ v ∈ V.
Tight frames are connected to a wide variety of problems in pure and applied mathematics
and they have been studied intensively in recent years (see, for examples, [1, 2, 3, 4, 9] and
references therein). We construct tight frames with the Hahn and Krawtchouk polynomials of
several variables, and use them to construct several families of tight frames for the Euclidean
spaces that are given in explicit formulas.
Let Πdn denote the space of polynomials of total degree at most n in d-variables. Let 〈·, ·〉
denote an inner product defined on the space of polynomials or on ΠdN for a fixed integer N .
A polynomial p ∈ Πdn is called an orthogonal polynomial of degree n with respect to the inner
product if
〈p, q〉 = 0 for all q ∈ Πdn−1.
Let Vdn denote the space of orthogonal polynomials of degree n. Then
dimVdn =
(
n+ d− 1
n
)
, n = 0, 1, 2, . . . .
For ν ∈ Nd0, let |ν| := ν1 + · · · + νd. A basis {Pν : |ν| = n} of Vdn is called mutually orthogonal
if 〈Pν , Pµ〉 = 0 whenever ν 6= µ and |ν| = |µ| = n, and it is called orthonormal if, in addition,
〈Pν , Pν〉 = 1. The space Vdn can have many distinct bases.
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For a ∈ R and n ∈ Nd0, let (a)n = a(a + 1) · · · (a + n − 1) be the Pochhammer symbol. For
x ∈ Rd and ν ∈ Nd0 we let xν := xν11 · · ·xνdd , and let
ν! := ν1! · · · νd! and (ν)µ := (ν1)µ1 · · · (νd)µd .
The Hahn polynomials and Krawtchouk polynomials of d-variables are discrete orthogonal poly-
nomials defined on the homogeneous coordinates of
Zd+1N :=
{
α ∈ Zd+1 : |α| = α1 + · · ·+ αd+1 = N
}
.
For κ ∈ Rd+1 with κ1 > −1, . . . , κd+1 > −1, the Hahn polynomials are orthogonal with respect
to the inner product
〈f, g〉Hκ,N :=
N !
(|κ|+ d+ 1)N
∑
x∈Zd+1N
f(x)g(x)Hκ(x), Hκ(x) :=
(κ+ 1)α
α!
,
where 1 := (1, . . . , 1). For ρ ∈ Rd with 0 < ρ1, . . . , ρd < 1 and |ρ| < 1, the Krawtchouk
polynomials are orthogonal with respect to the inner product
〈f, g〉Kρ,N :=
1
N !
∑
x∈Zd+1N
f(x)g(x)Kρ(x), Kρ(x) :=
ρκ
x!
,
where ρ = (ρ, 1 − |ρ|). These polynomials have been studied extensively in the literature. For
this paper, the most relevant work on the Hahn polynomials are those in [7, 8, 10, 11, 12, 13,
14, 15, 19]. For the Krawtchouk polynomials, we refer to [5, 14, 19] and references therein. In
both cases, a family of mutually orthogonal polynomials can be defined in terms of the classical
Hahn polynomials or Krawtchouk polynomials of one variable, and they have been used in most
of the studies in the literature.
In the present paper, we study monic Hahn and Krawtchouk polynomials instead. These
are orthogonal projections of (−1)|α|(−x)α on either Vdn(Hκ,N ) or Vdn(Kρ,N ). For α ∈ Zd+1m
and m ≥ n, let Uα,n(x) = (−1)|α|(−x)α + · · · denote the monic orthogonal polynomial of
degree n. Then Ξn,m := {Uα,n : α ∈ Zd+1m } is a subset of Vdn and it contains an orthogonal
basis of Vdn. In the special case of m = n and α = (α′, n − |α′|) with α′ ∈ Nd0 and |α′| ≤ n, the
monic Hahn and Krawtchouk polynomials were studied in [13, 14]. We shall describe generating
functions, connection to the mutually orthogonal polynomials, and explicit expressions for these
polynomials. Furthermore, the set Ξn,m contains far more elements than the dimension of Vdn,
we shall prove that the set Ξn,m is a tight frame for the space Vdn and these frames are given in
explicit formulas. The connection between tight frames and orthogonal polynomials of several
variables has been explored for the Jacobi polynomials on the simplex [16] (see also [17, 19]).
The discrete orthogonal polynomials have not been used in this connection until now.
A finite tight frame is equivalent to a tight frame on an Euclidean space. From our Hahn and
Krawtchouk polynomial frames, we are able to derive a large family of tight frames for Euclidean
spaces that are given by explicit formulas. There are many ways of constructing tight frames
for the Euclidean spaces. One can, for example, use the classical discrete Fourier transform to
construct tight frame for Cn or Rn that contains m elements for all m > n. There are also
algorithms that can be used to construct tight frames with certain additional features [3]. Our
frames are all given by explicit formulas. In fact, we shall give two methods for constructing
such frames. For n, d ∈ N, let
r(d, n) :=
(
n+ d− 1
n
)
= dimVdn and n(d, n) := r(d+ 1, n).
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For a positive integer m ≥ n, our first method uses either the Hahn polynomial frames or
the Krawtchouk polynomial frames to construct explicitly tight frames in Rn(d,n) that contain
n(d,m) elements. Our second method uses the Hahn polynomial frames with the parameter
κ = 0 to construct tight frames in Rn(d,N) with N × n(d,N) + 1 elements. All frames are given
by explicit formulas and those derived from the second method have the additional feature that
all but one frame elements are vectors whose entries consist of only rational numbers.
The paper is organized as follows. In the next section, we recall necessary background on
orthogonal polynomials. Monic Hahn polynomials are introduced and developed in Section 3,
from which monic Krawtchouk polynomials are deduced by taking an appropriate limit in Sec-
tion 4. Tight frames for the Hahn and the Krawtchouk polynomials, as well as for the Euclidean
spaces are discussed in Section 5, where several examples are explicitly given.
2 Background and preliminary
Throughout this paper we reserve the Greek letter κ and ρ for the parameters in the weight
function Hκ,N and Kρ. We shall use other Greek letters for the multiindexes. Orthogonal
polynomials in Vdn are indexed by ν or µ in Nd0, and we use α, β, γ for indexes in Nd+10 .
For a, b > −1, the classical Hahn polynomial Qn(x; a, b,N) is a 3F2 hypergeometric function
given by
Qn(x; a, b,N) := 3F2
(−n, n+ a+ b+ 1,−x
a+ 1,−N ; 1
)
, n = 0, 1, . . . , N. (2.1)
These are discrete orthogonal polynomials defined on the set {0, 1, . . . , N}. For the Hahn
polynomials of d-variables, a mutually orthogonal basis for Vdn(Hκ,N ) can be given in terms
of Qn(x; a, b,N). We need the following definition.
For y = (y1, . . . , yd) ∈ Rd and 1 ≤ j ≤ d, we define
yj := (y1, . . . , yj) and y
j := (yj , . . . , yd). (2.2)
We also define y0 := ∅ and yd+1 := ∅. In particular, yd = y1 = y and
|yj | = y1 + · · ·+ yj , |yj | = yj + · · ·+ yd, and |y0| = |yd+1| = 0.
For the parameter vector κ = (κ1, . . . , κd+1), we defined κ
j := (κj , . . . , κd+1) for 1 ≤ j ≤ d+ 1.
For ν ∈ Nd0 and x ∈ Rd, define
aj := aj(κ, ν) := |κj+1|+ 2|νj+1|+ d− j, 1 ≤ j ≤ d. (2.3)
Proposition 2.1. For x ∈ Zd+1N and ν ∈ Nd0, |ν| ≤ N , define
Hν(x;κ,N) :=
(−1)|ν|
(−N)|ν|
d∏
j=1
(κj + 1)νj
(aj + 1)νj
(−N + |xj−1|+ |νj+1|)νj
× Qνj
(
xj ;κj , aj ,−N + |xj−1| − |νj+1|
)
. (2.4)
Then the polynomials in {Hν(x;κ,N) : |ν| = n} form a mutually orthogonal basis of Vdn(Hκ,N )
and Bν := 〈Hν(·;κ,N), Hν(·;κ,N)〉Hκ,N is given by, setting λκ := |κ|+ d+ 1,
Bν(κ,N) :=
(−1)|ν|(λk)N+|ν|
(−N)|ν|(λk)N (λk)2|ν|
d∏
j=1
(κj + aj + 1)2νj (κj + 1)νjνj !
(κj + aj + 1)νj (aj + 1)νj
. (2.5)
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This basis was defined in [11] and given in the present form in [10, 14, 18]. Another basis for
Vdn(Hκ,N ) that is of interests for our work is the monic orthogonal basis studied in [13], which
will come out as a special case of the discussion in the next section. It is worth mentioning that,
for ν ∈ Nd0, m,N = 0, 1, . . . ,
Bν(κ,N)
Bν(κ,m)
=
(|κ|+ d+ 1)N+|ν|(|κ|+ d+ 1)m(−m)|ν|
(|κ|+ d+ 1)m+|ν|(|κ|+ d+ 1)N (−N)|ν|
(2.6)
depends only on |ν|, not the elements of ν. The expansion of Hν(x;κ,N) in the shifted monic
monomials (−x)α is given in [19].
Proposition 2.2. For ν ∈ Nd0 with |ν| = n and x ∈ Zd+1N ,
Hν(x;κ,N) =
n!
(−N)n
∑
|α|=n
Hν(α;κ, n)
α!
(−x)α. (2.7)
There is a close relation between the Hahn polynomials and the orthogonal polynomials with
respect to the weight function
Wκ(x) := x
κ1
1 · · ·xκdd (1− |x|)κd+1 , κ1 > −1, . . . , κd+1 > −1,
on the simplex T d := {x ∈ Rd : x1 ≥ 0, . . . , xd ≥ 0, |x| ≤ 1}. Let
〈f, g〉Wκ := wκ
∫
T d
f(x)g(x)Wκ(x)dx with wκ :=
Γ(|κ|+ d+ 1)
d+1∏
i=1
Γ(κi + 1)
.
A mutually orthogonal basis for Vdn(Wκ) can be given in terms of the classical Jacboi polynomials
P
(a,b)
n (t)
P
(a,b)
n (1)
= 2F1
(
−n, n+ a+ b+ 1; a+ 1; 1− t
2
)
.
Proposition 2.3. For ν ∈ Nd0 and x ∈ Rd, define
P κν (x) :=
d∏
j=1
(
1− |xj |
1− |xj−1|
)|νj+1| P (aj ,κj)νj ( 2xj1−|xj−1| − 1)
P
(aj ,κj)
νj (1)
,
where aj is defined by (2.3). Then the polynomials in {P κν : |ν| = n} form a mutually orthogonal
basis of Vdn(Wκ) with 〈P κν , P κν 〉Wκ given by
〈P κν , P κν 〉Wκ =
1
(|κ|+ d+ 1)2|ν|
d∏
j=1
(κj + aj + 1)2νj (κj + 1)νjνj !
(κj + aj + 1)νj (aj + 1)νj
.
This basis is well studied, but our normalization is different from the usual definition (see [6,
p. 47]) by P
(aj ,κj)
νj (1) in the denominator. As defined in [11] and later recognized in [18], the
polynomials P κν serve as generating function for the Hahn polynomials.
Proposition 2.4. Let κ ∈ Rd+1 with κi > −1 and N ∈ N. For ν ∈ Nd0, |ν| ≤ N , and
y = (y′, yd+1) ∈ Rd+1,
|y|NP κν
( y′
|y|
)
=
∑
α∈Zd+1N
N !
α!
Hν(α;κ,N)y
α. (2.8)
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The Hahn polynomials also appear as connecting coefficients between P κν and monic ortho-
gonal polynomials Rκα defined by, for α ∈ Nd+10 and x ∈ Rd,
Rκα(x) := X
α + qα(x), q ∈ Πd|α|−1, where X = (x, 1− |x|).
The explicit formula of Rα(x) was derived in [18].
Theorem 2.5. For α ∈ Nd+10 and x ∈ Rd,
Rκα(x) =
(−1)|α|(κ+ 1)α
(|κ|+ d+ |α|)|α|
∑
γ≤α
(−α)γ(|κ|+ d+ |α|)|γ|
(κ+ 1)γγ!
Xγ .
Furthermore, {Rκα : |α| = n, αd+1 = 0} is a basis of Vdn(Wκ).
The cardinality of the set {Rκα : α ∈ Nd0, |α| = N} is larger than the dimension of Vdn(Wκ).
The Hahn polynomials serve as the connecting coefficients of P κν and R
k
α as shown recently
in [19].
Theorem 2.6. For ν ∈ Nd0 with |ν| = n and α ∈ Zd+1n ,
P κν (x) =
∑
|α|=n
n!
α!
Hν(α;κ, n)R
κ
α(x),
and, conversely,
Rκα(x) =
(κ+ 1)α
(|κ|+ d+ 1)n
∑
|ν|=n
Hν(α;κ, n)
Bν(κ, n)
P κν (x). (2.9)
We now turn to basic results on the Krawtchouk polynomials. For 0 < p < 1, the classical
Krawtchouk polynomial Kn(x; p,N) of one variable is defined by
Kn(x; p,N) := 2F1
(−n,−x
−N ;
1
p
)
, n = 0, 1, . . . , N.
For ν ∈ Nd0, a family of the Krawtchouk polynomials of d variables can be given in terms of
Krawtchouk polynomials of one variable [10, 14]. For ρ ∈ Nd0, we use the notation (2.2), which
implies that |ρj | = ρ1 + · · ·+ ρj for j = 1, 2, . . . , d.
Proposition 2.7. Let ρ ∈ Rd with 0 < ρi < 1 and |ρ| < 1. For ν ∈ Nd0, |ν| ≤ N , and x ∈ Rd,
define
Kν(x; ρ,N) :=
(−1)|ν|
(−N)|ν|
d∏
j=1
ρ
νj
j
(1− |ρj |)νj
(−N + |xj−1|+ |νj+1|)νj
× Kνj
(
xj ;
ρj
1− |ρj−1|
, N − |xj−1| − |νj+1|
)
. (2.10)
The polynomials in {Kν(·; ρ,N) : |ν| = n} form a mutually orthogonal basis of Vdn(Kρ,N ) and
Cν(ρ,N) := 〈Kν(·; ρ,N),Kν(·; ρ,N)〉Kρ,N is given by
Cν(ρ,N) :=
(−1)|ν|
(−N)|ν|N !
d∏
j=1
νj !ρ
νj
j
(1− |ρj |)νj−νj+1
. (2.11)
The Krawtchouk polynomials in (2.10) are limits of the Hahn polynomials in (2.4). More
precisely, setting κ = t(ρ, 1− |ρ|), we have [10]
lim
t→∞Hν(x; t(ρ, 1− |ρ|), N) = Kν(x; ρ,N). (2.12)
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3 Monic Hahn polynomials of several variables
The monic polynomial Rκα has a single monomial x
α as its highest term. For the Hahn polyno-
mials, the role of xα is played by mα defined as follows.
Definition 3.1. For x ∈ Rd+1 and α ∈ Nd+10 , define
mα(x) := (−1)|α|(−x)α = xα + qα, qα ∈ Πd+1n−1.
It follows that mα(x) is a monic polynomial of degree |α|. For each α ∈ Zd+1N , we define the
monic Hahn polynomial as the orthogonal polynomial that has mα as its leading term.
Definition 3.2. For α ∈ Nd+10 and |α| ≤ N , the monic Hahn polynomial Qα(·;κ,N) in
Vd|α|(Hκ,N ) is defined uniquely by
Qα(x;κ,N) := mα(x) + qα(x), q ∈ Πd|α|−1, x ∈ Zd+1N .
The polynomials Qα(·;κ,N) are discrete counterparts of monic orthogonal polynomial Rκα.
Like Rα, the cardinality of the set {Qα(·;κ,N) : |α| = n} ∈ Vdn(Hκ,N ) is much larger than the
dimension of Vdn(Hκ,N ), so that the set contains redundancy.
In parallel to the relations between the monic orthogonal polynomials Rκα and the Jacobi
polynomials P κν , in Theorem 2.6, we can derive relations between Qβ(·;κ,N) and the Hahn
polynomials Hν(·;κ,N).
Proposition 3.3. For x ∈ Zd+1N , α ∈ Zd+1n and ν ∈ Nd0 with |ν| = n,
Hν(x;κ,N) =
(−1)nn!
(−N)n
∑
|α|=n
Hν(α;κ, n)
α!
Qα(x;κ,N), (3.1)
and, conversely,
Qα(x;κ,N) =
(κ+ 1)α(−N)n
(−1)n(|κ|+ d+ 1)n
∑
|ν|=n
Hν(α;κ, n)
Bν(κ, n)
Hν(x;κ,N). (3.2)
Proof. Substituting mβ(x) = Qβ(x) − qβ into (2.7), we see that (3.1) follows from the ortho-
gonality of Hν(·;κ,N). Conversely, since {Hν(·;κ,N) : |ν| = n} is a basis of Vdn(Hκ,N ), there are
unique constants cβ,ν such that Hβ(·;κ,N) =
∑
|ν|=n
cβ,νQν(·;κ,N). Hence, by (3.1), we obtain
Hν(x;κ,N) =
(−1)nn!
(−N)n
∑
|µ|=n
∑
|β|=n
Hν(β;κ, n)
β!
cβ,µHµ(x;κ,N).
Since Hν(·, κ,N) are mutually orthogonal, we must have
(−1)nn!
(−N)n
∑
|β|=n
Hν(β;κ, n)
β!
cβ,µ = δν,µ.
The orthogonality of Hν(·;κ, n) gives one solution of cβ,µ. The uniqueness of cβ,µ shows that it
is the only solution and proves (3.2). 
Throughout the rest of this section, we often use the abbreviation
λk := |κ|+ d+ 1.
Recall that the Jacobi polynomials P κν are generating functions of the Hahn polynomials
Hν(·;κ,N). It turns out that Rκα are generating functions of the monic orthogonal polynomials
Qν(·;κ,N).
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Theorem 3.4. Let y = (y′, yd+1) ∈ Rd+1. For β ∈ Nd+10 with |β| ≤ N ,
Rκβ,N (y) := |y|NRκβ
(
y′
|y|
)
=
(−1)|β|
(−N)|β|
∑
|α|=N
N !
α!
Qβ(α;κ,N)y
α. (3.3)
Proof. Recall that P κν,N (y) = |y|NPν(y/|y|). Let n = |β|. It follows from (2.9), (2.8) and (3.2)
that
Rκβ,N (y) =
(κ+ 1)β
(λκ)n
∑
|ν|=n
Hν(β;κ, n)
Bν(κ,N)
Pν,N (y)
=
(κ+ 1)β
(λκ)n
∑
|α|=N
N !
α!
∑
|ν|=n
Hν(β;κ, n)
Bν(κ,N)
Hν(α;κ,N)y
α
=
(κ+ 1)β
(λκ)n
∑
|α|=N
N !
α!
(−1)n(λκ)n
(−N)n(κ+ 1)βQβ(α;κ,N)y
α,
which simplifies to the (3.3). 
The generating function relation (3.3) can be used to derive an explicit expansion of
Qβ(·;κ,N). The following simple lemma is useful.
Lemma 3.5. For y ∈ Zd+1N and α ∈ Nd+10 with |α| ≤ N ,
1
(−N)|α|
∑
|γ|=N
N !
γ!
(−γ)αyγ = |y|N−|α|yα. (3.4)
Proof. Using the multinomial identity we obtain that∑
|γ|=N
N !
γ!
(−γ)αyγ = (−1)|α|
∑
|γ|=N
N !
(γ − α)!y
γ
= (−1)|α|
∑
|γ|=N−|α|
N !
γ!
yγ+α =
(−1)|γ|N !
(N − |α|)! |y|
N−|α|yα,
which proves the stated identity. 
Theorem 3.6. For α ∈ Nd+10 ,
Qα(x;κ,N) =
(−N)|α|(κ+ 1)α
(|κ|+ d+ |α|)|α|
∑
γ≤α
(−α)γ(|κ|+ d+ |α|)|γ|(−1)|γ|
γ!(κ+ 1)γ(−N)|γ|
mα(x). (3.5)
Proof. By the expansion of Rκα and (3.4),
|y|NRα(y′) = (−1)
|α|(κ+ 1)α
(|κ|+ d+ |α|)|α|
∑
γ≤α
(−α)γ(|κ|+ d+ |α|)|γ|
γ!(κ+ 1)γ
|y|N−|γ|yγ
=
∑
|β|=N
N !
β!
 (−1)|α|(κ+ 1)α
(|κ|+ d+ |α|)|α|
∑
γ≤α
(−α)γ(|κ|+ d+ |α|)|γ|(−β)γ
γ!(κ+ 1)γ(−N)|γ|
Xβ.
Comparing with (3.3) proves (3.5). 
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Proposition 3.7. For x ∈ Zd+1N and α ∈ Nd+10 with |α| ≤ N ,
mα(x) = (−1)|α|
∑
β≤α
(−α)β(−N)|α|(κ+ 1)α(λκ)2|β|
β!(−N)|β|(κ+ 1)β(λκ)|α|+|β|
Qβ(x;κ,N), (3.6)
where λκ = |κ|+ d+ 1 as before.
Proof. Using the expansion of Y α in terms of Rκβ and the generating function relation (3.3),
we obtain, for x ∈ Rd and X = (x, 1− |x|), that
Xα = (κ+ 1)α
∑
β≤α
∑
β≤α
(−1)|β|(−α)β(λκ)2|β|
β!(κ+ 1)β(λκ)|α|+|β|
Rκβ(y)
=
∑
|γ|=N
N !
γ!
∑
β≤α
(−α)β(κ+ 1)α(λκ)2|β|
β!(−N)|β|(κ+ 1)β(λκ)|α|+|β|
Qβ(x;κ,N)
Xγ .
Setting X = y/|y| with y ∈ Rd+1, we obtain an expansion of |y|N−|α|yα in terms of yγ , which
implies, when comparing with (3.4), the identity (3.6). 
Definition 3.8. For n = 0, 1, . . . , N , let projVdn(Hκ,N ) denote the orthogonal projection from Π
d
N
onto Vdn(Hκ,N ). For α ∈ Nd+10 with n ≤ |α| ≤ N , define
Qα,n(x;κ,N) :=
1
(κ+ 1)α
projVdn(Hκ,N )mα(x), x ∈ Zd+1N .
If |α| = n, then Qα,n(·;κ,N) = Qα(·;κ,N)/(κ + 1)α. For |α| ≥ n, it follows from (3.6) that
Qα,n(x;κ,N) has the following expansion:
Proposition 3.9. For α ∈ Nd+10 with |a| ≤ N and n = 0, 1, . . . , N ,
Qα,n(x;κ,N) =
(−1)|α|(−N)|α|(λκ)2n
(−N)n(λκ)|α|+n
∑
|β|=n
(−α)β
β!(κ+ 1)β
Qβ(x;κ,N). (3.7)
Evidently, for fixed n and m ≥ n, the cardinality of the set {Qα,n(·;κ,N) : |α| = m} is much
larger than the dimension of the Vdn(Hκ,N ). Hence, there are ample redundancy in the set. We
will need explicit formulas for Qα,n(x;κ,N) for which the following function defined in [19] is
useful.
Definition 3.10. Let κ ∈ Rd+1 with κi > −1. For x, y ∈ Zd+1N , and n = 0, 1, . . ., define
E0(x, y;κ) = 1 and
En(x, y;κ) :=
∑
|γ|=n
(−x)γ(−y)γ
γ!(κ+ 1)γ
, n = 1, 2, . . . , N.
Proposition 3.11. For m ≥ n, α ∈ Zd+1m and x ∈ Zd+1N ,
Qα,n(x;κ,N) =
(−N)m(−m)n(|κ|+ d+ 1)n(|κ|+ d+ 2n)
n!(|κ|+ d+ 1)m+n(|κ|+ d+ n)
×
n∑
k=1
(−n)k(|κ|+ d+ n)k
(−m)k(−N)k Ek(α, x;κ). (3.8)
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Proof. Using λκ = |κ|+ d+ 1, it follows from (3.7) and (3.5) that
Qα,n(x;κ,N) =
(−1)m(−N)m(λκ)2n
(λκ)m+n(|κ|+ d+ n)n
∑
|β|=n
(−α)β
β!
∑
γ≤β
(−β)γ(|κ|+ d+ n)|γ|mγ(x)
γ!(κ+ 1)γ(−N)|γ|
.
Since (−γ)β = 0 whenever γ > β, we can write the sum over γ ≤ β as γ ∈ Nd+10 , so that we can
consider the sum over |β| = n first. By the multinomial identity,
∑
|β|=n
(−α)β(−β)γ
β!
=
∑
|β|=n
(−α)β(−1)|γ|
(β − γ)! = (−1)
|γ| ∑
|β|=n−|γ|
(−α)β+γ
β!
= (−1)|γ|(−α)γ
∑
|β|=n−|γ|
(−α+ γ)β
β!
= (−1)|γ|(−α)γ
(−|α|+ |γ|)n−|γ|
(n− |γ|)!
=
(−α)γ(−|α|)n(−n)|γ|
(−|α|)|γ|n!
.
Consequently, we obtain
Qα,n(x;κ,N) =
(−1)m(−N)m(λκ)2n(−m)n
(λκ)m+n(|κ|+ d+ n)nn!
∑
γ
(−n)|γ|(|κ|+ d+ n)|γ|(−α)γmγ(x)
(−m)|γ|(−N)|γ|γ!(κ+ 1)γ
.
Simplifying the constant in front and writing the summation over γ as
n∑
k=0
∑
|γ|=k
, we then ob-
tain (3.8). 
Proposition 3.12. For m ≥ n, α ∈ Zd+1m and ν ∈ Nd0 with |ν| = n,
Qα,n(x;κ,N) =
(−1)m(−m)n(−N)m(λκ)N+n
(−N)n(λκ)N (λκ)m+n
∑
|ν|=n
Hν(α;κ,m)
Bν(κ,N)
Hν(x;κ,N). (3.9)
Conversely,
Hν(x;κ,N) =
(−N)m
m!
∑
|α|=m
(κ+ 1)α
α!
Hν(α;κ,m)Qα,n(x;κ,N). (3.10)
Proof. From (3.7) and (3.2), it follows that
Qα,n(x;κ,N) =
(−1)m+n(−N)m(λκ)2n
(λκ)m+n(λκ)n
∑
|β|=n
(−α)β
β!
∑
|ν|=n
Hν(β;κ, n)
Bν(κ,N)
Hν(x;κ,N).
Exchanging the order of summations and applying (2.7), we obtain (3.9) after simplifying the
constants. Conversely, we use the orthogonality of Hν(·;κ,m) and deduce from (3.9) that∑
|α|=m
(κ+ 1)α
α!
Hν(α;κ,m)Qα,n(x;κ,N)
=
(−m)n(−N)m(λκ)N+n
(−N)n(λκ)N (λκ)m+n
(λk)m
m!
Bν(κ,m)
Bν(κ,N)
Hν(x;κ,N).
Simplifying the constant by (2.6) proves (3.10). 
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In particular, (3.10) shows that the set {Qα,n(·;κ,N) : |α| = m}, which is a subset of the
space Vdn(Hκ,N ), spans the space.
Let Pn(Hκ,N ; ·, ·) denote the reproducing kernel of Vdn(Hκ,N ), which is characterized by the
requirement that it is an element of Vdn(Hκ,N ) in either its variable and
〈Pn(Hκ,N ;x, ·),P〉Hκ,N = P(x), ∀P ∈ V
d
n(Hκ,N ).
In terms of the mutually orthogonal basis {Hν(·;κ,N) : |ν| = n}, the reproducing kernel can be
written as
Pn(Hκ,N ;x, y) =
∑
|ν|=n
Hν(x;κ,N)Hν(y;κ,N)
Bν(κ,N)
. (3.11)
Our next result shows that this kernel can be expanded in Qα,n(·;κ,N).
Theorem 3.13. For m ≥ n, α ∈ Zd+1m and x, y ∈ Zd+1N ,
Pn(Hκ,N ;x, y) = Dn(m,N)
∑
|α|=m
(κ+ 1)α
α!
Qα,n(x;κ,N)Qα,n(y;κ,N), (3.12)
where
Dn(m,N) :=
(−N)nm!(|κ|+ d+ 1)N (|κ|+ d+ 1)m+n
(−m)n[(−N)m]2(|κ|+ d+ 1)N+n .
Proof. Let Cn(m,N) denote the constant in from of the sum in (3.9). Then∑
|α|=m
(κ+ 1)α
α!
Qα,n(x;κ,N)Qα,n(y;κ,N)
= [Cn(m,N)]
2
∑
|ν|=n
∑
|µ|=n
Hν(x;κ,N)Hµ(y;κ,N)
Bν(κ,N)Bµ(κ,N)
∑
|α|=m
(κ+ 1)α
α!
Hµ(α;κ,m)Hν(α;κ,m)
= Cn(m,N)
2
∑
|ν|=n
Hν(x;κ,N)Hν(y;κ,N)
Bν(κ,N)
(λk)mBν(κ,m)
m!Bν(κ,N)
= Cn(m,N)
2 (λk)m(λκ)m+n(λκ)N (−N)n
m!(λκ)N+n(λκ)m(−m)n Pn(Hκ,N ;x, y),
where we have used (2.6). This proves (3.12) after simplifying the constants. 
While (3.11) follows directly from the definition, (3.12) is by no means trivial since the
set {Qα,n(·;κ,N) : α ∈ Zd+1N } is linearly dependent and is heavily redundant. In fact, the
identity (3.12) is the key result for our discussion on the tight frames in Section 5.
4 Monic Krawtchouk polynomials of several variables
For each α ∈ Zd+1N , we define the monic Krawtchouk polynomial as the orthogonal polynomial
that has mα as its leading term.
Definition 4.1. For α ∈ Nd+10 and |α| ≤ N , the monic Krawtchouk polynomial Lα(·;κ,N) ∈
Vd|α|(Kρ,N ) is defined uniquely by
Kα(x; ρ,N) := mα(x) + qα(x), q ∈ Πd|α|−1, x ∈ Zd+1N .
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The properties of such polynomials can be derived from the monic Hahn polynomials
Qν(·;κ,N). Indeed, it is easy to see that
lim
t→∞ t
−NHν,tρ(x) = Kρ(x), x ∈ Zd+1N , and limt→∞Bν(tρ, N) = Cν(ρ,N).
From the first identity follows readily that the inner product 〈f, g〉Hκ,N becomes 〈f, γ〉Kρ,N if we
set κ = tρ and let t→∞. Consequently, we conclude that
Proposition 4.2. For ρ ∈ (0, 1)d with |ρ| < 1, ν ∈ Nd0 and x ∈ Zd+1N ,
lim
t→∞Qν(x; tρ, N) = Lν(x; ρ,N).
Together with the limit relation (2.12), we deduce following relations from Proposition 3.3.
Proposition 4.3. For x ∈ Zd+1N , α ∈ Zd+1n and ν ∈ Nd0 with |ν| = n,
Kν(x; ρ,N) =
(−1)nn!
(−N)n
∑
|α|=n
Kν(α; ρ, n)
α!
Lα(x; ρ,N), (4.1)
and, conversely,
Lα(x; ρ,N) = (−1)n(−N)nρα
∑
|ν|=n
Kν(α; ρ, n)
Cν(ρ, n)
Kν(x; ρ,N).
Furthermore, from Theorem 3.6 and Proposition 3.7, we deduce the expansion of monic
Krawtchouk polynomials and its converse.
Theorem 4.4. For α ∈ Nd+10 ,
Lα(x; ρ,N) = (−N)|α|ρα
∑
γ≤α
(−α)γ(−1)|γ|
γ!(−N)|γ|ργ
mα(x).
Conversely,
mα(x) = (−1)|α|(−N)|α|ρα
∑
β≤α
(−α)β
β!(−N)|β|ρβ
Lβ(x;κ,N).
We now define analogues of Qα,n(x;κ,N) polynomials.
Definition 4.5. For n = 0, 1, . . . , N , let projVdn(Kρ,N ) denote the orthogonal projection from Π
d
N
onto Vdn(Kρ,N ). For α ∈ Nd+10 with n ≤ |α| ≤ N , define
Lα,n(x;κ,N) :=
1
(κ+ 1)α
projVdn(Kκ,N )mα(x), x ∈ Zd+1N .
If |α| = n, then Lα,n(·; ρ,N) = Lα(·; ρ,N)/ρα. It follows that
lim
t→∞ t
|α|Qα,n(x;κ,N) = Lα,n(·; ρ,N).
Consequently, from Proposition 3.9, we deduce the following relation.
Proposition 4.6. For α ∈ Nd+10 with |a| ≤ N and n = 0, 1, . . . , N ,
Lα,n(x; ρ,N) =
(−1)|α|(−N)|α|
(−N)n
∑
|β|=n
(−α)β
β!ρβ
Lβ(x;κ,N).
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Furthermore, we derive from Proposition 3.12 the expansion of Lν(·; ρ,N) in terms of mutually
orthogonal Kν(·; ρ,N) and its converse.
Proposition 4.7. For m ≥ n, α ∈ Zd+1m and ν ∈ Nd0 with |ν| = n,
Lα,n(x; ρ,N) =
(−m)n(−N)m
(−N)n
∑
|ν|=n
Kν(α; ρ,m)
Cν(ρ,N)
Kν(x; ρ,N).
Conversely,
Kν(x; ρ,N) =
(−N)m
m!
∑
|α|=m
ρα
α!
Kν(α; ρ,m)Lα,n(x; ρ,N).
The analogue of the function En(x, y;κ) is defined as follows:
Definition 4.8. Let ρ ∈ (0, 1)d with |ρ| < 1. For x, y ∈ Zd+1N , and n = 0, 1, . . ., define
F0(x, y; ρ) = 1 and
Fn(x, y; ρ) :=
∑
|γ|=n
(−x)γ(−y)γ
γ!ργ
, n = 1, 2, . . . , N.
This function is defined in [19]. It is easy to see that
lim
t→∞ t
kEk(x, y; tρ, N) = Fk(x, y; ρ,N), x, y ∈ Zd+1N .
Consequently, we can deduce from Proposition 3.11 an expansion of L(ν; ρ,N).
Proposition 4.9. For m ≥ n, α ∈ Zd+1m and x ∈ Zd+1N ,
Lα,n(x; ρ,N) =
(−N)m(−m)n
n!
n∑
k=1
(−n)k
(−m)k(−N)kFk(α, x; ρ).
Finally, let Pn(Kρ,N ; ·, ·) denote the reproducing kernel of Vdn(Kρ,N ). In terms of the mutually
orthogonal basis Kν(·; ρ,N), we can write Pn(Kρ,N ; ·, ·) as
Pn(Kρ,N ;x, y) =
∑
|ν|=n
Kν(x; ρ,N)Kν(y; ρ,N)
C(ρ,N)
.
It can also be expressed in Lα,n(·; ρ,N) as the following analogue of Theorem 3.13 shows.
Theorem 4.10. For m ≥ n, α ∈ Zd+1m and x, y ∈ Zd+1N ,
Pn(Kρ,N ;x, y) =
(−N)nm!
(−m)n[(−N)m]2
∑
|α|=m
ρα
α!
Lα,n(x; ρ,N)Lα,n(y; ρ,N).
5 Finite Tight frames
For n ≤ m ≤ N , let us consider the set
Ξm,n(κ,N) :=
{
Qα,n(·;κ,N) : α ∈ Zd+1m
}
.
Clearly Ξm,n(κ,N) is a subset of Vdn(Hκ,N ). Moreover, by (3.10), span Ξm,n(κ,N) = Vdn(Hκ,N ).
The cardinality of Ξm,n(κ,N) is much large than the dimension of Vdn(Hκ,N ). In fact,
#Ξm,n(κ,N)
dimVdn(Hκ,N )
=
(
m+d
m
)(
n+d−1
n
) = m
d
(m
n
)d−1(
1 +O(m−1)).
The following theorem shows that Ξm,n(κ,N) is a tight frame for Vdn(Hκ,N ).
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Theorem 5.1. Let m ≥ n. Then for all
f(x) =
∑
|α|=m
(κ+ 1)α
α!
〈
f,Qα,n(·;κ,N)
〉
Hκ,N
Qx,n(α;κ,N).
Furthermore, {Qα,n(·;κ,N) : |α| = m} is a tight frame of Vdn(Hn,N ),
〈f, f〉Hκ,N = Dn(m,N)
∑
|α|=m
(κ+ 1)α
α!
〈
f,Qα,n(·;κ,N)
〉2
Hκ,N
. (5.1)
Proof. If f ∈ Vdn(Hn,N ), then f(x) = 〈f,Pn(Hκ,N ; ·, x)〉Hκ,N , so that the first identity follows
immediately from (3.12). Taking the inner product of the first identity with f gives the second
identity. 
A finite tight frame is equivalent to a tight frame in an Euclidean space. From Theorem 5.1
and connecting coefficients of our Hahn polynomials, we can derive Euclidean tight frames that
can be given explicitly. Recall that r(d, n) =
(
n+d−1
n
)
. Fixing a linear order in the set {ν ∈ Nd0 :
|ν| = n}, say the lexicographical order, we denote x ∈ Rr(d,n) as x = (xν : |ν| = n, ν ∈ Nd0). The
usual inner product in Rr(d,n) then takes the form
(x, y) :=
∑
|ν|=n
xνyν , x, y ∈ Rr(d,n).
Theorem 5.2. Let m,n = 1, 2, . . . with m ≥ n. For α ∈ Zd+1m , define vectors
hα,n =
√
m!(κ+ 1)α
(|κ|+ d+ 1)mα!
(
Hν(α, κ,m)√
Bν(κ,m)
: |ν| = n
)
∈ Rr(d,n).
Then the set H(d, n,m, κ) := {hα,n : |α| = m} is a tight frame in Rr(d,n), that is,
‖x‖2 = (x, x) =
∑
|α|=m
(x, hα,n)
2, ∀x ∈ Rr(d,n),
and the frame has #H(d, n,m, κ) =
(
m+d
d
)
elements.
Proof. For y ∈ Rr(d,n) and x ∈ Zd+1N , define
fy(x) =
∑
|ν|=n
yν
Hν(x;κ,N)√
Bν(κ,N)
.
By the orthogonality of Hν(x;κ,N), we immediately have 〈fy, fy〉Hκ,N = (y, y). On the other
hand, by (3.9), we obtain
〈fy,Qα,n(·;κ,N)〉Hκ,N = Cn(m,N)
∑
|ν|=n
yν
Hν(α;κ,m)√
Bν(κ,m)
√
Bν(κ,m)√
Bν(κ,N)
,
where Cn(m,N) is the constant in front of the summation in (3.9). Using (2.6), it follows readily
that
〈fy,Qα,n(·;κ,N)〉2Hκ,N = Cn(m,N)2
(λκ)m+n(λκ)N (−N)n
(λκ)N+n(λκ)m(−m)n
(|κ|+ d+ 1)mα!
m!(κ+ 1)α
(y, hα,n)
2.
Substituting into (5.1) and simplifying the constant, we see that the right hand side of (5.1)
becomes exactly
∑
|α|=m
(y, hα,n)
2. 
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Recall that Pn(Hκ,m; ·, ·) denotes the reproducing kernel of Vdn(Hκ,m).
Corollary 5.3. Let hα,n be the vectors defined in the previous theorem. Then
(hα,n, hβ,n) = Pn(Hκ,m;α, β), α, β ∈ Zd+1m . (5.2)
In particular, in terms of the unit vectors h˜α,n = hα,n/‖hα,n‖,
‖x‖2 =
∑
|α|=n
Pn(Hκ,m;α, α)(x, h˜α,n)
2, ∀x ∈ Rr(d,m).
Proof. The identity (5.2) follows directly from the definition of hα,n and (3.11). 
The tight frames in H(d, n,m, κ) are given by explicit formulas. Using the expressions
Hν(x;κ,m) in (2.4) and Bν(κ,m) in (2.5), the vectors in the frame can be easily computed.
In the case of d = 2, H(2, n,m, κ) is a tight frame of Rn+1 with (m + 2)(m + 1)/2 elements.
Below are several examples for d = 2 and κ = 0, in which the vectors in H(2, n,m, κ) are column
of a matrix, which we again call H(2, n,m, κ).
Example 5.4. For d = 2 and κ = 0, set H(n,m) = H(2, n,m, 0). Then
H(2, 2) =

1√
6
−
√
2
3 0
1√
6
0 0
1√
10
0 −
√
2
5 − 1√10
√
2
5 0
1√
30
1√
30
−
√
3
10
1√
30
−
√
3
10
√
3
10

is a tight frame in R3 with 6 elements,
H(2, 3) =

√
3
14 −
√
3
14
3√
42
−
√
3
14 −
√
2
21 0
√
3
14
3√
42
0 0
3√
70
1√
70
− 3√
70
− 1√
70
0 − 4√
70
− 3√
70
3√
70
4√
70
0√
3
70
√
3
70 −
√
5
42
√
3
70 −
√
5
42 −
√
3
70
√
3
70 −
√
5
42 −
√
3
70
√
27
70

is a tight frame in R3 with 10 elements, and
H(3, 3) =

−1
2
√
5
3
2
√
5
0 − 3
2
√
5
0 0 1
2
√
5
0 0 0
−1
2
√
7
−1
2
√
7
−1√
7
1
2
√
7
−2√
7
0 −1
2
√
7
1√
7
0 0
−√3
2
√
35
−1
2
√
105
√
5
21
1
2
√
105
0 −
√
5
21
√
3
2
√
35
−
√
5
21
√
5
21 0
−1
2
√
35
−1
2
√
35
2√
35
−1
2
√
35
2√
35
− 3√
35
−1
2
√
35
2√
35
−3√
35
−2√
35

is a tight frame in R4 with 10 elements.
For fixed d, n, m, we obtain a family of tight frames in Rr(d,n) with d + 1 parameters
κ = (κ1, . . . , κd+1). Although the proof is established for κi > −1, the analytic continuation
shows that we obtain a tight frame for κ ∈ Rd+1 as long as hα,n is well defined. A frame is
called normalized tight frame if all elements of the frame have the same norm [2]. Our tight
frame is not normalized in general. In the case of d = 2 and m = n = 2, we can choose κ to
obtain a normalized tight frame.
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Example 5.5. In the case of d = 2, m = n = 2, choosing κ1 = κ2 = κ3 =
1
2
√
−7−√17, then
the row vectors in
H(2, 2, 2, κ) =

1
2
√
−3 +√17 14
√
−1 +√17 14
√
21− 5√17
√
5−√17√
2
0 12
√
−4 +√17
0 −14
√
−3 +√17 −14
√
−1 +√17
1
2
√
−3 +√17 −14
√
−1 +√17 14
√
21− 5√17
0 14
√
−3 +√17 −14
√
−1 +√17
0 0
√
1
2

form a normalized tight frame in R3 with 6 vectors.
For the Krawtchouk polynomials, the analogue of Theorem 5.1 is as follows.
Theorem 5.6. Let m ≥ n. Then for all
f(x) =
(−N)m(−m)n
n!
∑
|α|=m
ρα
α!
〈
f,Kα,n(·; ρ,N)
〉
Kρ,N
Kx,n(α; ρ,N).
Furthermore, {Qα,n(·;κ,N) : |α| = m} is a tight frame of Vdn(Hn,N ),
〈f, f〉Kρ,N =
(−N)m(−m)n
n!
∑
|α|=m
ρα
α!
〈
f,Kα,n(·; ρ,N)
〉2
Kρ,N
.
From Theorem 5.6 and using the connecting relation in (4.1), we obtain the following analogue
of Theorem 5.2 on tight frames in Euclidean spaces.
Theorem 5.7. Let m,n = 1, 2, . . . with m ≥ n. For α ∈ Zd+1m , define vectors
kα,n =
√
m!ρα
α!
(
Kν(α, ρ,m)√
Cν(ρ,m)
: |ν| = n
)
∈ Rr(d,n).
Then the set K(d, n,m, ρ) := {kα,n : |α| = m} is a tight frame in Rr(d,n), that is,
(x, x) =
∑
|α|=m
(x, kα,n)
2
with #K(d, n,m, ρ) =
(
m+d
d
)
elements. Furthermore, for α, β ∈ Zd+1N ,
(kα,n, kβ,n) = Pn(Kρ,m;α, β).
This theorem can also be deduced from Theorem 5.2 by setting κ = tρ and taking the limit
t → ∞. The limiting process shows that the tight frames K(d, n,m, ρ) are not included in
H(d, n,m, κ). In terms of explicit formulas, the Krawtchouk polynomials are simpler than the
Hahn polynomials.
The tight frames K(d, n,m, ρ) are given by explicit formulas. Using the expression of
Kν(x; ρ,m) in (2.10) and Cν(ρ,m) in (2.11), the frame elements can be computed easily. Below
are several examples for d = 2 and ρ = (13 ,
1
3), in which the vectors in K(2, n,m, κ) are column
of a matrix, which we again call K(2, n,m, κ).
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Example 5.8. For d = 2 and κ = 0, set K(n,m) = K(2, n,m, 1/3, 1/3). Then
K(2, 2) =

1
2 − 1√2 0
1
2 0 0
1√
6
0 − 1√
3
− 1√
6
1√
3
0
1
6
1
3
√
2
−
√
2
3
1
6 −
√
2
3
2
3

is a tight frame in R3 with 6 elements,
K(2, 3) =

1
2 − 12√3
1
2
√
3
− 1
2
√
3
− 1√
6
0 1√
2
1
2
√
3
0 0
1√
6
1
3
√
2
− 1
3
√
2
− 1
3
√
2
0 −
√
2
3 − 1√6
1
3
√
2
√
2
3 0
1
6
1
2
√
3
− 1
2
√
3
1
2
√
3
− 1√
6
0 16 − 12√3 0
2
3

is a tight frame in R3 with 10 elements, and
K(3, 3) =

− 1
2
√
2
√
3
2
√
2
0 −
√
3
2
√
2
0 0 1
2
√
2
0 0 0
− 1
2
√
2
− 1
2
√
6
− 1√
6
1
2
√
6
− 1√
3
0 − 1
2
√
2
1√
6
0 0
− 1
2
√
6
− 1
6
√
2
−
√
2
3
1
6
√
2
0 −
√
2
3
1
2
√
6
−
√
2
3 −
√
2
3 0
− 1
6
√
6
− 1
6
√
2
1
3
√
2
− 1
6
√
2
1
3 −
√
2
3 − 16√6
1
3
√
2
−
√
2
3
2
√
2
3
√
3

is a tight frame in R4 with 10 elements.
Using the tight frames of Vdn(Hκ,N ) as building blocks, we can also build tight frame for the
space ΠdN of polynomials of degree at most N in d-variables under the inner product 〈·, ·〉Hκ,N .
For 1 ≤ j ≤ N , let mj be positive integers such that j ≤ mj ≤ N . Let m = {m1, . . . ,mN}.
Define
Ξm(κ,N) := {1}
N⋃
n=1
Ξmn,n(κ,N).
Theorem 5.9. For every polynomial f ∈ ΠdN of degree at most N in d-variables,
f =
〈
f, 1
〉
Hκ,N
+
N∑
n=1
Dn(mn, N)
∑
|α|=mn
(κ+ 1)α
α!
〈
f,Qα,n(·;κ,N)
〉
Hκ,N
Qx,n(α;κ,N),
and, in particular,
〈f, f〉Hκ,N = 〈f, 1〉
2
Hκ,N
+
N∑
n=1
Dn(mn, N)
∑
|α|=mn
(κ+ 1)α
α!
〈
f,Qα,n(·;κ,N)
〉2
Hκ,N
. (5.3)
Proof. The orthogonal expansion of f ∈ ΠdN in the Hahn polynomials is given by
f =
N∑
n=0
〈
f,Pn(Hκ,N ;x, ·)
〉
Hκ,N
.
Since P0(Hκ,N ;x, y) = 1, the the first identity follows from from (3.12), which implies (5.3). 
Tight Frame with Hahn and Krawtchouk Polynomials of Several Variables 17
There is also a straightforward analogue for the Krawtchouk polynomials, which we shall not
state.
Since {Hν(·;κ,N) : |ν| ≤ N} is a mutually orthogonal basis, by writing f as
fy(x) =
∑
|ν|≤N
yνHν(x;κ,N)
and using the connection (3.9), each tight frame in (5.3) corresponds to a tight frame for Rn(d,N),
where
n(d,N) =
(
N + d
d
)
,
and the frame elements can be computed directly in terms of Hν(x;κ,mn). We shall not written
down these tight Euclidean frames but turn our attention to another way of constructing tight
Euclidean frames using the Hahn polynomials, this time using Qα,n(·;κ,N) instead of Hν(·;κ,N).
This construction is based on the observation that the weight function Hκ,N of the Hahn
polynomials becomes 1 when κ = 0, so that the inner product 〈·, ·〉H0,N is a constant multiple
of the inner product (·, ·) of the Euclidean space Rn(d,N). We use Theorem 5.9 with κ = 0 and
mn = N for n = 1, 2, . . . , N .
Theorem 5.10. For α ∈ Zd+1N , define the vector
qα,n :=
(
Qα,n(β; 0, N) : β ∈ Zd+1N
)
∈ Rn(d,N), (5.4)
and define q0 :=
√
N !
(d+1)N
1. Then the set
Ξ(d,N) :=
{
q0
} ∪ {qα,n : α ∈ Zd+1N , n = 1, . . . , N}
is a tight frame of Rn(d,N) with #Ξ(d,N) = 1 +N × n(d,N) elements, that is,
(x, x) = (x, q0)
2 +
N∑
n=1
∑
|α|=N
(x, qα,n)
2. (5.5)
Proof. For κ = 0, the inner product becomes
〈f, g〉H0,N =
N !
(d+ 1)N
∑
|α|=N
f(α)g(α).
Since f ∈ ΠdN is uniquely determined by its values on the points {α : α ∈ Zd+1N }, we see that
〈f, g〉H0,N = N !(d+1)N (f, g), where f = (f(β) : β ∈ Z
d+1
N ) ∈ Rn(d,N). For m = N and κ = 0,
Dn(N,N) = (d+ 1)N/N ! is independent of n. Consequently, we can write (5.3) as (5.5). 
Corollary 5.11. For n ≥ 1 and qα,n in (5.4),
(qα,n, qβ,n) =
Pn(H0,N ;α, β)
n(d,N)
, α, β ∈ Zd+1N .
Proof. From (3.12) with m = N and κ = 0, it follows that
(qα,n, qβ,n) =
∑
|γ|=N
Qα,n(γ; 0, N)Qβ,n(γ; 0, N) =
1
Dn(N,N)
Pn(H0,N ;α, β).
Furthermore, for κ = 0, Dn(N,N) = (d+ 1)N/N ! =
(
N+d
N
)
= n(d,N). 
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The elements of the tight frame Ξ(d,N) are given in explicit formulas in terms of Qα,n(·;κ,N).
In the case of d = 2, we have
Qα,n(x;κ,N) =
[(−N)n]2(3)2n
n!(3)n+N (n+ 2)n
n∑
k=0
(−n)k(n+ 2)k
[(−N)k]2 Ek(α, x), α, x ∈ Z
3
N ,
where E0(x, y) = 1 and, for k = 1, 2, . . . , n,
Ek(α, x) =
∑
|γ|=k
(−α)γ(−x)α
γ!2
=
∑
|γ|=k
(
α
γ
)(
x
γ
)
.
The vectors qα,n are given by evaluations of these polynomials. One interesting feature is that
all frame elements other than q0 have rational entries. We give the first two cases as examples.
Let e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (0, 0, 1).
Example 5.12. For d = 2 and N = 1, it follows readily that
Qα,1(x, 0, 1) =
1
3
(1− 3E1(α, x)) and E1(α, x) = α1x1 + α2x2 + α3x3.
Evaluating at the set {α : α ∈ Z31} = {e1, e2, e3} shows that the column of the matrix
Ξ(2, 1) =

1√
3
2
3 −13 −13
1√
3
−13 23 −13
1√
3
−13 −13 23

form a tight frame in R3 with 4 vectors.
Example 5.13. For d = 2 and N = 2, Z32 = {2e1, 2e2, 2e3, e1 + e2, e2 + e3, e+e1}. We have
q0 =
1√
6
(1, 1, 1, 1, 1, 1). For n ≥ 1, there are two cases. For α ∈ Z32 and n = 1, we obtain
Qα,1(x, 0, 1) = − 415
(
1− 34E1(α, x)
)
, E1(2ei, x) = 2xi, E1(ei + ej) = xi + xj ,
and for α ∈ Z32 and n = 2, we obtain
Qα,2(x, 0, 1) =
1
10 (1− 2E1(α, x) + 10E2(α, x)) ,
where E1(α, x) is as before and
E2(2ei, x) = 12xi(xi − 1), E2(2ei + ej , x) = x1x2.
Evaluating these two functions at elements in Z32, we obtain qα,1 and qα,2. The set Ξ(2, 2)
consists of columns of the matrix
1√
6
− 310 − 310 110 110 310 110 − 415 215 215 − 415 − 415 815
1√
6
− 310 110 − 310 110 110 310 215 − 415 215 − 415 815 − 415
1√
6
1
10 − 310 − 310 310 110 110 215 215 − 415 815 − 415 − 415
1√
6
7
10 − 110 − 110 110 − 310 − 310 − 115 − 115 215 − 415 215 215
1√
6
− 110 710 − 110 − 310 − 310 110 − 115 215 − 115 215 − 415 215
1√
6
− 110 − 110 710 − 310 110 − 310 215 − 115 − 115 215 215 − 415

and these column vectors form a tight frame in R6 with 13 vectors. Apart from the first vector q0,
all other vectors have rational entries.
For d = 2 and each N = 1, 2, . . ., the identity (5.5) gives a tight frame of Rn(2,N) with
M := N × n(2, N) + 1 vectors. The next one is a tight frame of R10 with 31 vectors. Except q0,
all other frame elements in a tight frame of this family have rational entries.
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