Abstract. We generalize the notion of Bregman distance using concepts from abstract convexity in order to derive convergence rates for Tikhonov regularization with non-convex regularization terms. In particular, we study the non-convex regularization of linear operator equations on Hilbert spaces, showing that the conditions required for the application of the convergence rates results are strongly related to the standard range conditions from the convex case. Moreover, we consider the setting of sparse regularization, where we show that a rate of order δ 1/p holds, if the regularization term has a slightly faster growth at zero than |t| p .
Introduction
Convergence rates in regularization theory provide quantitative, asymptotic estimates about the quality of the approximative solution of an ill-posed operator equation as the noise level decreases to zero. In the case of classical, quadratic Tikhonov regularization for the solution of a linear equation F x = y, F : X → Y being some bounded, linear operator between the Hilbert spaces X and Y , which can be formulated as the minimization of the Tikhonov functional T (x, y) := F x − y 2 + α x 2 , a classical result reads as follows (see, for instance, [9] ): Let x † be the norm minimizing solution of the equation then we obtain, with a parameter choice α ∼ δ, a convergence rate
provided the solution x † satisfies the range condition x † ∈ Ran F * . More generally, it is possible to derive similar convergence rates of power type, if the solution x † satisfies a range condition of the form x † ∈ Ran(F * F ) λ/2 for some 0 < λ ≤ 2. For instance, the condition x † ∈ Ran(F * F ) implies the convergence rate x δ α − x † = O(δ 2/3 ) for a choice of the regularization parameter α ∼ δ 2/3 . In the case of regularization on Banach spaces, but also for non-quadratic regularization on Hilbert spaces with general convex regularization functionals, the situation is more complex. The first problem is, how to formulate range conditions in the case of Banach spaces, where the adjoint of F is an operator mapping into the dual of X, which, in general, is not isomorphic to X. The second problem is that it is not obvious why convergence rates in the norm should hold at all. Indeed, many of the results to be derived arrive at rates only in considerably weaker distance measures.
In [4] , it has been argued that the Bregman distance is the correct measure for determining the quality of the approximate solution x δ α in the case of convex regularization on Banach spaces. This distance is defined as the difference betweenIndeed, this inequality is a direct generalization of the range condition for the linear case: the exposition in [20, Section 3.2] shows that, for bounded linear functionals F , the inequality (1) holds if and only if x † satisfies the range condition R ′ (x † ) ∈ Ran F * . In this paper, we will show that the method of variational inequalities can also be generalized to work with non-convex regularization functionals R. To that end, we define a generalized notion of the Bregman distance, as, in its original definition, it only makes sense for convex functions. This generalization uses an abstraction of the notion of convexity that relies an more general dualities than the one between a Banach space X and the Banach space X * of all bounded linear functionals on X. Moreover, generalizing the results of [16] , we consider more general similarity terms than the squared norm of the residual.
The main result of this paper is Theorem 3.3, which provides bounds on the (generalized) Bregman distance between the regularized solution x δ α of the perturbed equation and the true solution x † . In addition, Corollary 3.4 yields convergence rates for a parameter choice that depends on the behaviour of the similarity term near F (x † ). For the case of metric regularization, where the similarity term is some power of the distance on the target space Y , these rates reduce precisely to the ones derived in [14, 16, 20] (see Example 3.6).
In Sections 4 and 5 two exemplary applications of the results derived in Section 3 are presented. The first deals with regularization on Hilbert spaces using a non-convex regularization term and a power of the norm of the residual as similarity term. Assuming that R has a proximal subdifferential in the sense of Clarke et al. [6] , that is, it can be approximated from below by a quadratic function, we show that a variational inequality with respect to the Bregman distance derived from these approximation holds, if the element x † satisfies a condition of range type (see Proposition 4.1). In the convex case this condition reduces precisely to the standard condition ∂R(x † ) ∩ Ran F * = ∅. As a concrete example, a functional suited for phase separation is treated.
Section 5 considers the setting of sparse regularization, which aims at enforcing sparsity of the regularized solutions with respect to some given basis (or frame) of the space X. This can be achieved by applying a sub-quadratic penalization on the coefficients with respect to this basis. For instance, in [7] , the usage of the ℓ q norm of the coefficients with 1 ≤ q < 2 has been suggested. Note that the particular case q = 1 is strongly related to the field of compressed sensing [5, 8] . It has been shown in [11] by using a variational inequality for the q-th power of the norm that in such a situation it is possible to obtain a rate
, if one assumes sparsity of x † and a restricted injectivity of the (linear) operator F . These result have been generalized in [3] to arbitrary convex functionals of q-linear growth near zero. In addition, similar results were obtained in [12] for the residual method. In this paper we will derive convergence rates for non-convex regularization functionals of the same type. It turns out that the obtained rates are only slightly weaker than the ones that hold in the convex case.
Abstract Convexity
In this section, we introduce the notion of Bregman distance that will be used for the derivation of convergence rates. The definition is based on an abstract approach to convexity, which largely follows the exposition in [21, Chapter 8] , though in a simplified setting.
Before we can define the generalized notions of convexity, it is necessary to introduce some notation concerning addition and subtraction on the extended real linē R := R ∪ {±∞}. 
The double conjugate of R is the function R * * : X →R given by
The function R is convex with respect to W , if R * * = R. The function R is locally convex at x ∈ X with respect to W , if R * * (x) = R(x).
Remark 2.3 With the above definition of convexity, a function R is locally convex at
x ∈ X with respect to W , if and only if for every ε > 0 there exists w ε ∈ W such that
for allx ∈ X. Therefore, local convexity is in some sense a global property of R, as it requires knowledge of the function R on the whole domain X, not only in a neighbourhood of x. 
Lemma 2.4 The function R is locally convex at x ∈ X with respect to W , if and only if
R(x) = sup w(x)+c : w ∈ W, c ∈ R, w(x)+c ≤ R(x) for allx ∈ X .(3)R = sup{w ∈ W : w ≤ R} .
Lemma 2.4 implies that this coincides with the notion of convexity introduced in Definition 2.2, if the set W is closed with respect to addition of scalars, that is, if
w ∈ W implies that w + c ∈ W for all c ∈ R.
In the following, we always assume that W is a family of functions w: X →R. In order to exclude trivialities we assume that W is non-empty. Definition 2.6 (W -subdifferential) Let R be locally convex at x ∈ X with respect to W and assume that R(x) ∈ R. The W -subdifferential of R at x ∈ X, denoted by ∂ W R(x), is defined as the set of all w ∈ W that satisfy w(x) ∈ R and
for allx ∈ X.
Remark 2.7 The W -subdifferential is related to the generalized Fenchel conjugate in the usual manner. That is, we have
Definition 2.8 (W -Bregman Distance) Let R be locally convex at x ∈ X with respect to W and assume that ∂ W R(x) = ∅. For w ∈ ∂ W R(x) andx ∈ X we define the W -Bregman distance between x andx with respect to w as 
with ξ ∈ ∂R(x). Therefore, the abstract notion of convexity used in this paper is indeed a generalization of the standard notion.
Example 2.10 (Generalized subdifferentiability) Let X be a locally convex space and consider the space W of all negative semi-definite, continuous quadratic functions on X. That is, w ∈ W if and only if there exist c ∈ R, ξ ∈ X * , and a positive semi-definite, symmetric, bounded quadratic form A on X such that
for all x ∈ X. Then (2) implies that a function R: X →R is locally convex at x ∈ X with respect to W , if and only if there exist for every ε > 0 some ξ ε ∈ X * and a positive semi-definite, symmetric, bounded quadratic form A ε on X such that
, it follows that R: X →R is locally convex at x ∈ X with respect to W , if and only if there existξ ε ∈ X * and a positive semi-definite, symmetric, bounded quadratic form A ε on X such that
for allx ∈ X. The W -Bregman distance between x andx therefore reads as
Formally, the sole difference between the standard convex Bregman distance (4) 
for all x ∈ U .
As in Example 2.10, it follows that w ∈ ∂ W l R(x) if and only if there exist a neighbourhood U of x, ξ ∈ X * , and a positive semi-definite, symmetric, bounded quadratic form A such that
for allx ∈ U .
Assume now that X is a Banach space. Then the inequality (6) is closely related to the notion of proximal differentiability of R (see [6] ): Recall that the proximal subdifferential ∂ P R(x) of R at x is defined as the set of all ξ ∈ X * that satisfy, for some σ > 0 and ε > 0, the inequality
for allx ∈ X with x − x < ε. The only difference between the inequalities (6) and (7) is that the quadratic form in the latter is simply a multiple of the squared norm on X, while in the first case any bounded quadratic form A can be used.
In particular it follows that a function R has a proximal subdifferential at x ∈ X if and only if R is locally W l -convex at x and its subdifferential with respect to W l is non-empty. Moreover the proximal subdifferential consists of all the linear parts of all W l -subgradients at x when written in the form (6 
Generalized Convergence Rates
We will now apply the definitions introduced in Section 2 for the derivation of (generalized) convergence rates for Tikhonov regularization. The goal is the stable solution of an operator equation
where F is a mapping between the sets X and Y . We assume that the right hand side in (8) is known only approximately, that is, instead of y † we are only given noisy data y δ ∈ Y close to y † . In addition, we assume that we can estimate the difference between y δ and the unknown true data y † in terms of some distance like functional S: Y × Y →R ≥0 on the space Y . More precisely, we know that y δ satisfies the inequality S(y † , y δ ) ≤ δ. For the stable approximate solution of (8) we consider some regularization term R: X →R ≥0 and define the Tikhonov functional T α : X × Y →R as
Given some noise level δ > 0 and noisy data y δ ∈ Y we denote for every regularization parameter α > 0 the approximate solution of F (x) = y δ by
In case we have no uniqueness, we denote by x δ α any minimizer of T α (·, y δ ).
Collecting the results of [14, 16, 20] , we see that the minimization of T α is a welldefined regularization method (that is, it attains a solution that is stable with respect to data perturbations and converges to the true solution as the noise level decreases to zero), if the following conditions are satisfied for some topologies on X and Y : (A1) The distance measure S satisfies, for some s ≥ 1, the quasi-triangle inequality S(y 0 , y 1 ) ≤ s(S(y 0 , y 2 ) + S(y 2 , y 1 ))
for all y 0 , y 1 , y 2 ∈ Y .
(A2) We have S(y 0 , y 1 ) = 0 if and only if y 0 = y 1 .
(A4) For all y ∈ Y , the functional (x, y) → S(F (x), y) is sequentially lower semicontinuous. Here we define S(F (x), y) := +∞ if x ∈ Dom(F ).
(A5) The functional R is sequentially lower semi-continuous.
(A6) For all α > 0, y ∈ Y , and t ∈ R the set {x ∈ X : T α (x, y) ≤ t} is sequentially pre-compact.
Basically, assumptions (A4)-(A6) guarantee the existence of a minimizer of T α , while (A1)-(A3) are required to obtain stability of the method, and convergence as the noise level decreases to zero. In fact, as far as the well-posedness of the regularization method is concerned, assumption (A1) can be weakened: One only requires that for every y ∈ Y there exist δ > 0 such that S(y 0 , y 1 ) < ∞ whenever S(y 0 , y) < δ and S(y, y 1 ) < ∞. The stronger assumption (A1), however, will be required below for the derivation of convergence rates. More details on Tikhonov regularization in such a general setting can be found in [16] .
For the derivation of convergence rates with respect to the generalized Bregman distance we will employ the method of variational inequalities, which has been introduced in [14] for proving convergence rates for Tikhonov regularization on Banach spaces, where the operator F is non-linear (and even possibly non-smooth).
In the following we always denote by x † any R-minimizing solution of the equation
Definition 3.1 Let W be a family of extended real valued functions on X, and assume that R is W -convex at x † and ∂ W R(x † ) = ∅. We say that the regularization method satisfies a variational inequality at x † ∈ X with respect to W , if there exist β > 0, ε > 0,
, and a concave, continuous, strictly increasing function Φ: R ≥0 → R ≥0 satisfying Φ(0) = 0 such that
We note that a similar form of variational inequalities has been recently considered in [2] , though only within the setting of standard convex analysis. with respect to the weak topology such that (10) holds for all x ∈ Dom F ∩ U with R(x) sufficiently close to R(x † ). Now recall that the functional R satisfies the Radon-Riesz property, if the weak convergence of a sequence (x k ) k∈N to some x ∈ X together with the convergence
this is the case, then it is sufficient to verify (10) on a norm ball around x † in order to prove the validity of a variational inequality. This can be of advantage, because the norm topology is often easier to deal with than the weak topology (see for instance the proof of Theorem 5.2 below).

Theorem 3.3 Assume that a variational inequality at x
† ∈ X with respect to W is satisfied, and let β > 0 and Φ: R ≥0 → R ≥0 be as in Definition 3.1. Let δ > 0 and assume that
Then, for δ small enough, the following hold:
(i) If γ := lim t→0 + Φ(t)/t < +∞ and α ≤ 1/(γs), we have the estimate
(ii) If lim t→0 + Φ(t)/t = +∞, let Ψ: R ≥0 → R ≥0 be the conjugate of the convex mapping t → Φ −1 (st). Then we have, for α sufficiently small, the estimate
Proof: Since x δ α is a minimizer of the Tikhonov functional T α (·, y δ ) and
we have the inequality
Let now ε > 0 and x † ∈ U ⊂ X be as in Definition 3.1. Because the regularization method is convergent, it follows that x δ α satisfies x δ α ∈ U and |R(x δ α ) − R(x δ α )| < ε for δ small enough. Therefore (10), (9) , and the sub-additivity of Φ imply that
Now assume that γ = lim t→0 + Φ(t)/t < +∞. Because Φ is concave and Φ(0) = 0, it follows that Φ(t) ≤ γt for all t ≥ 0. Consequently, we obtain from (13) the inequality
For α ≤ 1/(sγ), the term (1 − αsγ) is non-negative, and thus (11) holds. Now consider the case lim t→0 + Φ(t)/t = +∞. From Young's inequality (see [13, Thm. 13 .2]) we obtain that
Now the definition of Ψ implies that Ψ * (Φ(st)) = t for all t ∈ R. Therefore,
Thus we obtain from (13) that
which shows (12) . ⊓ ⊔ Proof: In case γ = lim t→0 + Φ(t)/t < +∞, the assertion is an immediate consequence of Theorem 3.3 and the inequality Φ(sδ) ≤ γsδ.
Now assume that lim t→0 + Φ(t)/t = +∞ and α ∼ δ/Φ(sδ). Then Theorem 3.3 implies that
Thus it remains to show that Ψ(δ/Φ(sδ))/δ stays bounded for δ → 0. Because Ψ is convex, its right derivative Ψ ′ exists everywhere and satisfies tΨ ′ (t) ≥ Ψ(t) − Ψ(0) = Ψ(t) for every t > 0. Furthermore, because Ψ(0) = 0 and Ψ(t) ≥ 0 for all t, the convexity of Ψ implies that Ψ is non-decreasing. Thus we obtain that Ψ(δ/Φ(sδ))
Setting t := Φ(sδ), we obtain that lim sup
Now the convexity of Φ −1 and the definition of Ψ imply that Examples 3.6) .
In particular, the preceding results allow the recovery of the convergence rates results derived in [14, 16, 20] : 
which is the metric equivalent of the condition applied in [14] . Denote by p * the conjugate of p defined by 1/p + 1/p * = 1. Then
Thus (12) reads as
Moreover, we obtain for a parameter choice
Similarly, if p = 1 and (14) holds, then we have Φ(t) = γt, implying that we are in the case of exact penalization methods. In this situation (11) implies the estimate
and define the positive semi-definite bounded quadratic form
consists of all mappings w 2 of the form
with A ≥ A 0 .
We now consider for simplicity only sub-differentials w of R, where the quadratic part is of the form A(x 1 , x 2 ) = Ω η(s) x 1 (s) x 2 (s) ds with η ≥ η 0 . Then, the corresponding self-adjoint operator L is the diagonal operator x → ηx. The range condition of Proposition 4.1 therefore reads as
Moreover, the Bregman distance defined by w equals
x(s) ds .
Sparse Regularization on Sequence Spaces
We now assume that the space X is the sequence space ℓ 2 (Λ), where Λ is some countable index set. We consider, for a given function φ: R →R ≥0 and weights ω λ , λ ∈ Λ, the regularization functional
Here we denote by x λ the coefficients of the sequence x = (x λ ) λ∈Λ ∈ ℓ 2 (Λ). We assume that the following conditions hold: (B4) The weights satisfy inf λ ω λ > 0. inequality can be derived from a range condition that reduces precisely to the standard range condition ∂R(x † ) ∈ Ran F * from the convex theory, if the quadratic functional degenerates to an affine one and the regularization functional becomes locally convex at x † . The second example treats sparse regularization with non-convex regularization functionals. In the convex case recent results have shown that a rate x δ α − x † = O( y δ − y † 1/q ) holds, if the regularization functional satisfies a growth condition R(x) ≥ C x q ℓ q near zero and the operator F is injective on the support of x † . The results of this paper show that the same conditions also imply convergence rates for non-convex regularization, albeit slightly weaker ones: only a rate of order x δ α − x † = O( y δ − y † 1/p ) for any p > q is shown to hold in the non-convex case.
