The asymptotic behavior of stochastic gradient algorithms is studied. Relying on some results of differential geometry (Lojasiewicz gradient inequality), the almost sure point-convergence is demonstrated and relatively tight almost sure bounds on the convergence rate are derived. In sharp contrast to all existing result of this kind, the asymptotic results obtained here do not require the objective function (associated with the stochastic gradient search) to have an isolated minimum at which the Hessian of the objective function is strictly positive definite. Using the obtained results, the asymptotic behavior of recursive prediction error identification methods is analyzed.
I. INTRODUCTION
Stochastic optimization is at the core of many engineering, statistics and finance problems. A stochastic optimization problem can be described as the minimization (or maximization) of an objective function in a situation when only noisecorrupted observations of the function values are available. Such a problem can be solved efficiently by stochastic gradient search, a stochastic approximation version of the deterministic steepest descent method. Due to its excellent performance (generality, robustness, low complexity, easy implementation), stochastic gradient algorithms have gained a wide attention in the literature and have found a broad range of applications in diverse areas such as signal processing, system identification, automatic control, machine learning, operations research, statistical inference, econometrics and finance (see e.g. [2] , [7] , [9] , [10] , [11] , [16] , [17] , [22] , [24] , [25] , [26] and reference cited therein).
Various asymptotic properties of stochastic gradient algorithms have been the subject of a number of papers and books (see see [1] , [14] , [16] , [24] , [26] and references cited therein). Among them, the almost sure convergence and the convergence rate have received the greatest attention, as these properties most precisely characterize the asymptotic behavior and efficiency of stochastic gradient search. Although the existing results provide a good insight into the convergence and convergence rate, they hold only under very restrictive conditions. More specifically, the existing results require the objective function (which the stochastic gradient search minimizes) to have an isolated minimum such that the Hessian of the objective function is strictly positve definite at the minimum and such that the attraction domain of the minimum is infinitely often visited by the algorithm iterates. Department However, in the case of complex, high-dimensional highnonlinear algorithms, this is not only hard (if possible at all) to verify, but is likely not to be true.
In this paper, the convergence and convergence rate of stochastic gradient search are analyzed when the objective function has multiple non-isolated minima (notice that at a non-isolated minimum, the Hessian can be semidefinite at best). Using some results of differential geometry (Lojasiewicz gradient inequality), the almost sure pointconvergence is demonstrated and relatively tight almost sure bounds on the convergence rate are derived. The obtained results cover a wide class of complex stochastic gradient algorithms. We show how they can be used to analyze the asymptotic behavior of recursive prediction error algorithms for identification of linear stochastic systems.
The paper is organized as follows. In Section II, stochastic gradient algorithms with additive noise are considered and the main results of the paper are presented. Section III is devoted to stochastic gradient algorithms with Markovian dynamics. Section IV contains an example of the results reported in Sections II and III. In Section IV, recursive prediction error algorithms for identification of linear stochastic systems are analyzed. The proofs of the results presented in Sections II -IV are provided in [28] .
II. MAIN RESULTS
In this section, the convergence and convergence rate of the following algorithm is analyzed:
Here, f : R d θ → R is a differentiable function, while {α n } n≥0 is a sequence of positive real numbers. θ 0 is an R d θ -valued random variable defined on a probability space (Ω, F, P ), while {ξ n } n≥0 is an R d θ -valued stochastic process defined on the same probability space. To allow more generality, we assume that for each n ≥ 0, ξ n is a random function of θ 0 , . . . , θ n . In the area of stochastic optimization, recursion (1) is known as a stochastic gradient search (or stochastic gradient algorithm), while function f (·) is referred to as an objective function. For further details see [22] , [26] and references given therein. Throughout the paper, unless otherwise stated, the following notation is used. The Euclidean norm is denoted by · , while d(·, ·) stands for the distance induced by the Euclidean norm. S is the sets of stationary points of f (·), i.e.,
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Algorithm (1) is analyzed under the following assumptions:
Assumption 2.1: lim n→∞ α n = 0 and ∞ n=0 α n = ∞. Assumption 2.2: There exists a real number r ∈ (1, ∞) such that
for all θ ∈ Q satisfying |f (θ) − a| ≤ δ Q,a . Remark 2.1: As an immediate consequence of Assumption 2.3, we have that for each θ ∈ R d θ , there exist real
for all θ ∈ R d θ satisfying θ − θ ≤ δ θ . If θ ∈ S, µ θ and M θ can be selected as
where ε is a small positive constant (since {θ n } n≥0 converges to S, the values of µ θ , M θ for θ ∈ S are not relevant to the problems studied in the paper). Moreover,
In order for Assumption 2.3 to be true, it is quite sufficient that the assumption holds locally in an open vicinity of S, i.e., that there exists an open set V ⊃ S with the following property: For any compact set Q ⊂ V and any a ∈ f (Q), there exit real numbers δ Q,a ∈ (0, 1], µ Q,a ∈ (1, 2], M Q,a ∈ [1, ∞) such that (2) holds for all θ ∈ Q satisfying |f (θ)−a| ≤ δ Q,a (see Appendix for details).
Assumption 2.1 correspond to the sequence {α n } n≥0 and is widely used in the asymptotic analysis of stochastic gradient and stochastic approximation algorithms. Assumption 2.2 is a noise condition. In this or a similar form, it is involved in most of the results on the convergence and convergence rate of stochastic gradient search and stochastic approximation. It holds for algorithms with Markovian dynamics (see the next section). It is also satisfied when {ξ n } n≥0 is a martingaledifference sequence. Assumption 2.3 is related to the stability of the gradient flow dθ/dt = −∇f (θ), or more specifically, to the geometry of the set of stationary points S. In the area of differential geometry, relations (2) and (3) are known as the Lojasiewicz gradient inequality (see [18] and [19] for details). They hold if f (·) is analytic or subanalytic in an open vicinity of S (see [5] , [19] for the proof; for the form of Lojasiewicz inequality appearing in Assumption 2.3 and (2) see [13, Theorem ŁI, page 775]; for the definition and properties of analytic and subanalytic functions, consult [5] , [12] ). Although analyticity and subanalyticity are fairly strong conditions, they hold for the objective functions of many stochastic gradient algorithms used in the areas of system identification, signal processing, machine learning, operations research and statistical inference. E.g., in this paper, we show that the objective function associated with recursive prediction error identification is analytical (Section IV). Moreover, in [28] (an extended version of this paper), we demonstrate the same property for supervised learning in feedforward neural networks, as well as for temporaldifference learning algorithms. Furthermore, in [29] , we show analyticity for the objective functions associated with recursive identification methods for hidden Markov models. It is also worth mentioning that the objective functions associated with recursive algorithms for principal and independent component analysis (as well as with many other adaptive signal processing algorithms) are usually polynomial or rational, and hence, analytic, too (see e.g., [9] and references cited therein).
In order to state the main results of this section, we need further notation. For θ ∈ R d θ , C θ ∈ [1, ∞) stands for an upper bound of ∇f (·) on {θ ∈ R d θ : θ − θ ≤ δ θ } and for a Lipschitz constant of ∇f (·) on the same set. Moreover, p θ , q θ and r θ are real numbers defines as
Our main results on the convergence and convergence rate of the recursion (1) are contained in the next two theorems.
Theorem 2.1 (Convergence): Let Assumptions 2.1 -2.3 hold. Then,θ = lim n→∞ θ n exists and satisfies ∇f (θ) = 0 w.p.1 on {sup n≥0 θ n < ∞}.
Theorem 2.2 (Convergence Rate): Let Assumptions 2.1 -2.3 hold. Then, there exists a random variableK (which is a deterministic function of pθ, Cθ, Mθ) such that 1 ≤K < ∞ everywhere and such that the following is true:
lim sup
lim sup n→∞ γq n θ n −θ ≤Kϕ(ξ)
w.p.1 on {sup n≥0 θ n < ∞}, whereμ = µθ,p = pθ, q = qθ,r = rθ and
The proofs can be found in [28] . As an immediate consequence of the previous theorems, we get the following corollaries:
Corollary 2.1: Let Assumptions 2.1 -2.3 hold. Then, the following is true:
In the literature on stochastic and deterministic optimization, the asymptotic behavior of gradient search is usually characterized by the convergence of sequences {∇f (θ n )} n≥0 , {f (θ n )} n≥0 and {θ n } n≥0 (see e.g., [3] , [4] , [23] , [24] are references quoted therein). Similarly, the convergence rate can be described by the rates at which {∇f (θ n )} n≥0 , {f (θ n )} n≥0 and {θ n } n≥0 tend to the sets of their limit points. In the case of algorithm (1) (1) is stable (i.e., where sequence {θ n } n≥0 is bounded). Stating results on the convergence and convergence rate in such a local form is quite sensible due to the following reasons. The stability of stochastic gradient search is based on well-understood arguments which are rather different from the arguments used in the analysis of the convergence and convergence rate. Moreover and more importantly, it is straightforward to get a global version of the results provided in Theorems 2.1, 2.2 and Corollary 2.1 by combining the theorems with the methods used to verify or ensure the stability (e.g., with the results of [6] and [8] ).
The point-convergence and convergence rate of stochastic gradient search (and stochastic approximation) have been the subject of a large number of papers and books (see see [1] , [14] , [16] , [24] , [26] and references cited therein). Although the existing results provide a good insight into the asymptotic behavior and efficiency of stochastic gradient algorithms, they are based on fairly restrictive assumptions: Literally, they all require the objective function f (·) to have an isolated minimum θ * (sometimes even to be strongly unimodal) such that Hessian ∇ 2 f (θ * ) is strictly positive definite and such that {θ n } n≥0 visits the attraction domain of θ * infinitely many times w.p.1. Unfortunately, in the case of high-dimensional high-nonlinear stochastic gradient algorithms (such as online machine learning and recursive identification), it is hard (if not impossible at all) to show even the existence of an isolated minimum, let alone the definiteness of ∇ 2 f (θ * ) and the infinitely often visits of {θ n } n≥0 to the attraction domain of θ * . Moreover and more importantly, these requirements are unlikely to be satisfied by a high-dimensional high-nonlinear algorithm, as the objective function associated with such an algorithm prones to manifolds of (non-isolated) minima and (non-isolated) saddles each of which is a potential limit point of the algorithm iterates (e.g., a recursive prediction error identification method exhibits this behavior when the candidate models are overparameterized or do not match the true system). Relying on the Lojasiewicz gradient inequality, Theorems 2.1, 2.2 and Corollary 2.1 overcome the described difficulties: Both theorems and their corollary allow the objective function f (·) to have multiple, non-isolated minima, impose no restriction on the values of ∇ 2 f (·) (notice that ∇ 2 f (·) cannot be strictly definite at a non-isolated minimum or maximum) and do not require (a priori) {θ n } n≥0 to exhibit any particular behavior (i.e., to visit infinitely often the attraction domain of an isolated minimum). Moreover, they cover a broad class of complex stochastic gradient algorithms (see Section IV; see also [28] , [29] ). To the best or our knowledge, these are the only results on the convergence and convergence rate of stochastic search which enjoy such features.
Regarding the results of Theorems 2.1, 2.2 and Corollary 2.1, it is worth mentioning that they are not just a combination of the Lojasiewicz inequality and the existing techniques for the asymptotic analysis of stochastic gradient search and stochastic approximation. On the contrary, the existing techniques seem to be completely inapplicable to high-dimensional high-nonlinear stochastic gradient search. The reason comes out of the fact that these techniques crucially rely on the following Lyapunov function:
where θ * is an isolated minimum such that ∇ 2 f (θ * ) is strictly positive definite and such that the attraction domain of θ * is visited by {θ n } n≥0 infinitely many times w.p.1. In this paper, we take an entirely different approach whose main steps can be summarized as follows:
is constructed, wheref = lim n→∞ f (θ n ) and p is a suitable positive constant. Relying on this function, the convergence rate of {f (θ n )} n≥0 and {∇f (θ n )} n≥0 is evaluated. iii) Using the results derived at Step 2, the convergence rate of sup k≥n θ k − θ n is assessed. iv) Applying the results of Step 3, the point-convergence of {θ n } n≥0 is demonstrated. Then, refining the convergence rates derived at Steps 2 and 3, the results of Theorem 2.2 are obtained.
For a detailed description of the intuition behind Theorems 2.1 and 2.2, see [28] . Reference [28] also contains comments on the tightness of the rates reported in Theorem 2.2.
III. STOCHASTIC GRADIENT ALGORITHMS WITH MARKOVIAN DYNAMICS
In order to illustrate the results of Section II and to set up a framework for the analysis carried out in Section IV, we apply Theorems 2.1, 2.2 and Corollary 2.1 to stochastic gradient algorithms with Markovian dynamics. These algorithms are defined by the following difference equation:
In this recursion, F : R d θ × R dz → R d θ is a Borelmeasurable function, while {α n } n≥0 is a sequence of positive real numbers. θ 0 is an R d θ -valued random variable defined on a probability space (Ω, F, P ), while {Z n } n≥0 is an R dz -valued stochastic process defined on the same probability space. {Z n } n≥0 is a Markov process controlled by {θ n } n≥0 , i.e., there exists a family of transition probability kernels {Π θ (·, ·)} θ∈R d θ (defined on R dz ) such that P (Z n+1 ∈ B|θ 0 , Z 0 , . . . , θ n , Z n ) = Π θn (Z n , B) w.p.1 for any Borel-measurable set B ⊆ R dz and n ≥ 0.
In the context of stochastic gradient search, F (θ n , Z n+1 ) is regarded to as an estimator of ∇f (θ n ). The algorithm (7) is analyzed under the following assumptions.
Assumption 3.1: lim n→∞ α n = 0, lim sup n→∞ |α −1 n+1 − α −1 n | < ∞ and ∞ n=0 α n = ∞. There exists a real number r ∈ (1, ∞) such that ∞ n=0 α 2 n γ 2r n < ∞. Assumption 3.2: There exist a differentiable function f : R d θ → R and a Borel-measurable functionF : R d θ ×R dz → R d θ such that ∇f (·) is locally Lipschitz continuous and such that
Assumption 3.3: For any compact set Q ⊂ R d θ and s ∈ (0, 1), there exists a Borel-measurable function ϕ Q,s :
Assumption 3.4: Given a compact set Q ⊂ R d θ and s ∈ (0, 1),
The main results on the convergence rate of recursion (7) are contained in the next theorem. 
The proof can be found in [28] . p,p,q andr are defined in Theorem 2.2 and Corollary 2.1.
Assumption 3.1 is related to the sequence {α n } n≥0 . It holds if α n = 1/n a for n ≥ 1, where a ∈ (3/4, 1] is a constant (in that case, γ n = O(n 1−a ) for n → ∞, while r can be any number satisfying 0 < r < (a − 1/2)/(1 − a)). On the other side, Assumptions 3.2 -3.4 correspond to the stochastic process {Z n } n≥0 and are quite standard for the asymptotic analysis of stochastic approximation algorithms with Markovian dynamics. Assumptions 3.2 -3.4 have been introduced by Metivier and Priouret in [20] (see also [1, Part II]), and later generalized by Kushner and his co-workers (see [14] and references cited therein). However, neither the results of Metivier and Priouret, nor the results of Kushner and his co-workers provide any information on the pointconvergence and convergence rate of stochastic gradient search in the case of multiple, non-isolated minima.
Regarding Theorem 3.3, the following note is also in order. As already mentioned in the beginning of the section, the purpose of the theorem is illustrating the results of Theorem 2.1 and providing a framework for studying the examples presented in the next sections. Since these examples perfectly fit into the framework developed by Metivier and Priouret, more general assumptions and settings of [14] are not considered here in order just to keep the exposition as concise as possible.
IV. EXAMPLE 2: IDENTIFICATION OF LINEAR STOCHASTIC DYNAMICAL SYSTEMS
In this section, the general results presented in Sections II and III are applied to the asymptotic analysis of recursive prediction error algorithms for identification of linear stochastic systems. To avoid unnecessary technical details and complicated notation, only the identification of one dimensional ARMA models is considered here. However, it is straightforward to generalize the obtained results to any linear stochastic system.
To state the problem of the recursive prediction error identification in ARMA models, we use the following notation. M and N are positive integers. For a 1 , . . . , a M ∈ R and b 1 , . . . , b N ∈ R, let
where θ = [a 1 · · · a M b 1 · · · b N ] T and z ∈ C (C denotes the set of complex numbers). Moreover, let d θ = M + N and
{Y n } n≥0 is a real-valued signal generated by the actual system (i.e., by the system being identified). For θ ∈ Θ,
where {W n } ≥0 is a real-valued white noise and q −1 is the backward time-shift operator. {ε θ n } n≥0 is the process generated by the recursion
whileŶ θ n = Y n − ε θ n for n ≥ 0.Ŷ θ n represents a meansquare optimal estimate of Y n given Y 0 , . . . , Y n−1 (which the model (8) can provide; for details see e.g., [16] , [17] ). Consequently, ε θ n can be interpreted as the estimation error ofŶ θ n . The parametric identification in ARMA models can be stated as follows: Given a realization of {Y n } n≥0 , estimate the values of θ for which the model (8) provides the best approximation to the signal {Y n } n≥0 . If the identification is based on the prediction error principle, this estimation problem reduces to the minimization of the asymptotic meansquare prediction error
As the asymptotic value of the second moment of ε θ n is rarely available analytically, f (·) is minimized by a stochastic gradient (or stochastic Newton) algorithm. Such an algorithm is defined by the following difference equations:
In this recursion, {α n } n≥0 denotes a sequence of positive reals. D is an N × (M + N ) matrix whose entries are d i,j = 1 if j = M + i, 1 ≤ i ≤ N and d i,j = 0 otherwise. {Y n } n≥−M is a real-valued stochastic process defined on a probability space (Ω, F, P ), while θ 0 ∈ Θ, ε 0 , . . . , ε 1−N ∈ R and ψ 0 , . . . , ψ 1−N ∈ R d θ are random variables defined on the same probability space. θ 0 , ε 0 , . . . , ε 1−N , ψ 0 , . . . , ψ 1−N represent the initial conditions of the algorithm (10) - (13) .
In the literature on system identification, recursion (10) -(13) is known as the recursive prediction error algorithm for ARMA models (for more details see [16] , [17] and references cited therein). It usually involves a projection (or truncation) device which ensures that estimates {θ n } n≥0 remain in Θ. However, in order to avoid unnecessary technical details and to keep the exposition as concise as possible, this aspect of algorithm (10) -(13) is not discussed here. Instead, similarly as in [15] - [17] , we state our asymptotic results (Theorem 4.5) in a local form.
Algorithm (10) - (13) is analyzed under the following assumptions:
Assumption 4.1: There exist a positive integer L, a matrix A ∈ R L×L , a vector b ∈ R L and R L -valued stochastic processes {X n } n>−M , {V n } n>−M (defined on (Ω, F, P )) such that the following holds: 
where τ Q = inf{n ≥ 0 : θ n / ∈ Q}. Our main result on the analyticity of f (·) is contained in the next theorem.
Theorem 4.4: Suppose that {Y n } n≥0 is a weakly stationary process such that
Then, f (·) is analytic on entire Θ, i.e., the following is true: For any compact set Q ⊂ Θ and any a ∈ f (Q), there exist real numbers δ Q,a ∈ (0, 1], µ Q,a ∈ (1, 2] 
Let Λ is the event defined by
Then, our main result on the convergence and convergence rate of algorithm (10) -(13) reads as follows. The proofs can be found in [28] . p,p,q andr are defined in Theorem 2.2 and Corollary 2.1.
Assumption 4.1 corresponds to the signal {Y n } n≥0 . It is quite common for the asymptotic analysis of recursive identification algorithm (see e.g., [1, Part I] ) and cover all stable linear Markov models. Assumption 4.2 is related to the stability of subrecursion (10) -(12) and its output {ε n } ≥0 , {ψ n } n≥0 . In this or a similar form, Assumption 4.2 is involved in most of the asymptotic results on the recursive prediction error identification algorithms. E.g., [16, (which are probably the most general results of this kind) require sequence {(ε n , ψ n )} n≥0 to visit a fixed compact set infinitely often w.p.1 on event Λ. When {Y n } n≥0 is generated by a stable linear Markov system, such a requirement is practically equivalent to (14) .
Various aspects of recursive prediction error identification in linear stochastic systems have been the subject of numerous papers and books (see [16] , [17] and references cited therein). Despite providing a deep insight into the asymptotic behavior of recursive prediction error identification algorithms, the available results do not offer information about the point-convergence and convergence rate which can be verified for models of a moderate or high order (e.g., M and N are three or above). The main difficulty comes out of the fact that the existing results on the convergence and convergence rate of stochastic gradient search require f (·) to have an isolated minimum θ * such that ∇ 2 f (θ * ) is strictly positive definite and such that {θ n } n≥0 visits the attraction domain of θ * infinitely many times w.p.1. Unfortunately, f (·) is so complex (even for relatively small M and N ) that these requirements are not only impossible to verify, but are likely not to be true. Apparently, Theorem 4.5 relies on none of them.
Regarding Theorems 4.4 and 4.5, it should be mentioned that these results can be generalized in several ways. E.g., it is straightforward to extend them to practically any stable multiple-input, multiple-output linear system. Moreover, it is possible to show that the results also hold for signals {Y n } n≥0 satisfying mixing conditions of the type [16, Condition S1, p. 169].
