In dynamic reliability, the evolution of a system is governed by a piecewise deterministic Markov process, which is characterized by different input data. Assuming such data to depend on some parameter p ∈ P, our aim is to compute the first-order derivative with respect to each p ∈ P of some functionals of the process, which may help to rank input data according to their relative importance, in view of sensitivity analysis. The functionals of interest are expected values of some function of the process, cumulated on some finite time interval [0, t], and their asymptotic values per unit time. Typical quantities of interest hence are cumulated (production) availability, or mean number of failures on some finite time interval and similar asymptotic quantities. The computation of the first-order derivative with respect to p ∈ P is made through a probabilistic counterpart of the adjoint state method, from the numerical analysis field. Examples are provided, showing the good efficiency of this method, especially in case of a large P.
Introduction
In dynamic reliability, the time-evolution of a system is described by a piecewise deterministic Markov process (PDMP) (I t , X t ) t≥0 introduced by Davis (1984) . The first component I t is discrete, with values in a finite state space E. Typically, it indicates the state (up/down) for each component of the system at time t. The second component X t , with values in a Borel set V ⊂ R d , stands for environmental conditions, such as temperature, pressure, and so on. Both components of the process interact one in each other: the process jumps at countably many isolated random times; by a jump from
, the transition rate between the discrete states i and j depends on the environmental condition x just before the jump and is a function x −→ a (i, j, x) . Similarly, the environmental condition just after the jump X t is distributed according to some distribution μ (i, j,x) (dy), which depends on both components just before the jump (i, x) and on the after jump discrete state j. Between jumps, the discrete component I t is constant, whereas the evolution of the environmental condition X t is deterministic, solution of a set of differential equations which depends on the fixed discrete state: given that
, where v is a mapping from E × V to V. Contrary to the general model from Davis (1993), we here assume that the eventual reaching of the frontier of V does not entail jumps for the process (I t , X t ) t≥0 . Now, let (I t , X t ) t≥0 be a PDMP for which the jump rates a(i, j, x), the jump distribution μ (i, j,x) (dy) and the velocity fields v (i, x) are assumed to depend on some family of parameters P ∈ R k , where k ∈ N can be quite large. Our aim here is to provide information about the sensitivity with respect to the elements of P, of expressions with the following form:
where ρ 0 is the initial distribution of the process and h is some bounded measurable function which can also depend on p ∈ P. Such expressions include e.g. cumulative availability or production availability on some [0, t] , mean number of failures on [0, t], mean time spent by (X s ) 0≤s≤t between two given bounds. We are also interested in the sensitivity with respect to p ∈ P of the corresponding asymptotic quantities per unit time, namely in quantities of the form
This sensitivity analysis can be guided by the knowledge of the first-order derivatives of R ρ0 (t) with respect to p, where p ∈ P. More specifically, we consider the following normalized derivative:
for t ≤ +∞ and p ∈ P, which we call the importance factor of parameter p in R ρ0 (t) . Such a dimensionless expression may help to rank the different parameters p ∈ P according to their relative importance in R ρ0 (t) . This kind of sensitivity analysis was already studied by Gandini (1990) and by Cao and Chen (1997) for pure jump
