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RESUMO
Neste trabalho estudamos o anel de polinômios em várias variáveis
e ordens monomiais. Mais especificamente, apresentamos os algorit-
mos da divisão e da pseudo divisão de polinômios em várias variáveis.
Palavras-chaves: Anel de polinômios em várias variáveis. Ordem
monomial. Algoritmo da divisão. Algoritmo da pseudo divisão.

ABSTRACT
In this work we study the polynomials ring in several variables and
monomial orders. More specifically, we present the division and pseu-
do division algorithms for polynomials in several variables.
Keywords: Polynomials ring in several variables. Monomial order.
Division algorithm. Pseudo division algorithm.
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1 INTRODUÇÃO
Este trabalho tem como objetivo estudar os algoritmos da
divisão de polinômios em várias variáveis. Para isso estudamos o
anel de polinômios K[x1, . . . , xn] e ordens monomiais onde K é um
corpo. Em geral, esse trabalho gira em torno da pergunta: “Quando
um ou mais polinômios não nulos em K[x1, . . . , xn] divide outro?”.
Com a resposta dessa pergunta e com um estudo mais avançado
(não abordado neste trabalho), podemos determinar se um polinômio
pertence ou não a um ideal do anel K[x1, . . . , xn].
Inicialmente, baseado em [4],[1] e [2], o Capítulo 2 apresenta
a teoria de anéis. Apresentamos alguns anéis especiais essenciais no
decorrer do trabalho, como por exemplo, os anéis de integridade e
corpos. Finalizamos o capítulo com o estudo do anel de polinômios
e o algoritmo da divisão para polinômios em uma variável.
No Capítulo 3 os estudos focam-se em um tipo especial de
anel, que é o anel de polinômios em várias variáveis. Estudamos or-
dens monomiais para que seja possível validar o algoritmo da divisão
para polinômios em várias variáveis.
No Capítulo 4, apresenta-se o algoritmo da pseudo divi-
são, que é responsável por garantir uma maneira de dividir um
polinômio por mais do que um quociente. Para entender a aplica-
bilidade do mesmo, no final do capítulo, comentamos brevemen-
te a teoria de ideais e por meio desse algoritmo pode-se garantir
se um polinômio f pertence a um ideal gerado 〈g1, . . . , gs〉, onde
g1, . . . gs ∈ K[x1, . . . , xn].
É necessário que o leitor tenha conhecimentos básicos em ál-
gebra abstrata (teoria de anéis e corpos), para que se tenha um bom
entendimento do trabalho. Para a execução deste trabalho utilizou-
se as referências [4],[1] e [2] para o conceito de anéis e corpos e [3]
para o estudo de polinômios em várias variáveis e seus algoritmos.

2 ANÉIS
2.1 DEFINIÇÕES
Nesta seção apresentamos alguns conceitos das teorias de a-
néis e corpos que são essenciais para o estudo de anéis de polinômios,
que serão abordados nos próximos capítulos.
Definição 2.1. Seja A um conjunto não vazio no qual estão defini-
das duas operações:
+ : A× A → A
(a, b) 7→ a+ b
× : A× A → A
(a, b) 7→ a× b.
Para que a terna (A,+,×) seja um anel, é necessário que sejam
válidas as seguintes propriedades:
i) A associatividade em relação a +, isto é,
a+ (b+ c) = (a+ b) + c, para todos a, b, c ∈ A.
ii) A comutatividade em relação a +, ou seja,
a+ b = b+ a, para todos a, b ∈ A.
iii) Existe um elemento neutro em relação a +:
Para todo a ∈ A, existe 0A ∈ A tal que a+ 0A = 0A + a = a.
iv) Existe elemento oposto em relação a +:
Para todo a ∈ A, existe b ∈ A tal que, a+ b = b+ a = 0A.
Pode-se provar que para cada a, b é único. Logo, denotaremos
o elemento oposto de a por −a.
v) A associatividade em relação a ×:
Para todos a, b, c ∈ A, a× (b× c) = (a× b)× c.
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vi) A distributividade:
Para todo a, b, c ∈ A
a × (b+ c) = (a× b) + (a× c)
(a+ b) × c = (a× c) + (b× c).
Às vezes por abuso de linguagem, dizemos simplesmente que
A é um anel em vez de usar a terna (A,+,×).
Exemplo 2.1.1. Veja alguns exemplos de anéis:
1. (Z,+, ·) com as operações usuais de soma e multiplicação é um
anel.
2. A = {n ∈ Z : n = 2k, k ∈ Z} com as operações usuais de soma
e multiplicação em Z é um anel. De fato, A é não vazio, pois
0 = 2 · 0 ∈ A. Sejam a, b, c ∈ A, então
a = 2 · k1, b = 2 · k2, c = 2 · k3 para k1, k2, k3 ∈ Z.
i) Associatividade em relação a +:
a+ (b+ c) = 2k1 + (2k2 + 2k3)
= 2k1 + 2k2 + 2k3
= (2k1 + 2k2) + 2k3
= (a+ b) + c.
ii) Comutatividade em relação a +:
a+ b = 2k1 + 2k2 = 2k2 + 2k1 = b+ a.
iii) Existência de elemento neutro em relação a +:
Note que 0A é o elemento neutro de A, pois dado a ∈ A,
temos que
a+ 0A = 2k1 + 0A = 2k1 = a.
iv) Elemento oposto de a em +:
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O elemento oposto de a = 2k1 é 2(−k1). Assim,
a+ b = 2k1 + 2(−k1) = 2k1 − 2k1 = 0A.
Analogamente b+ a = 0A
v) Associatividade em ·:
a · (b · c) = 2k1 · (2k2 · 2k3) = (2k1 · 2k2) · 2k3 = (a · b) · c.
vi) Distributividade em ·:
a · (b+ c) = 2k1 · (2k2 + 2k3)
= 2k1 · 2k2 + 2k1 · 2k3
= a · b+ a · c.
Analogamente para (a+ b) · c = a · c+ b · c.
Portanto (A,+, ·) é um anel e denotamos por A = 2Z.
3. (Q,+, ·), (R,+, ·), (C,+, ·) com as operações usuais de soma e
multiplicação são anéis.
4. O conjunto Mn(R) das matrizes com entradas reais com ope-
rações usuais de soma e multiplicação é um anel.
5. Anel dos inteiros módulo m. Seja m > 1 um inteiro. Considere
a relação R definida sobre Z dada por
aRb⇐⇒ m|a− b para todos a, b ∈ Z.
Note que R é uma relação de equivalência, isto é,
i) aRa para todo a ∈ Z (reflexiva);
ii) Se aRb, então bRa para todos a, b ∈ Z (simétrica);
iii) Se aRb e bRc, então aRc para todos a, b, c ∈ Z (transitiva).
Dado a ∈ Z, a classe de equivalência de a módulo m é definida
por
a¯ = {x ∈ Z | xRa} = {x ∈ Z : m| x− a}.
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O conjunto de todas as classes de equivalência módulo m é
denotado por Zm e pode-se mostrar que
Zm = {0¯, 1¯, . . . ,m− 1}
(veja [4]). Considere a¯ e b¯ dois elementos pertencentes a Zm.
Definimos as operações + e · em Zm por
a¯+ b¯ = a+ b
a¯ · b¯ = a · b.
O Zm com essas operações é um anel. Com efeito, veja que:
i) Dados a¯, b¯, c¯ ∈ Zm, temos
a¯+ (b¯+ c¯) = a¯+ b+ c
= a+ b+ c
= a+ b+ c¯
= (a¯+ b¯) + c¯.
ii) Dados a¯, b¯ ∈ Zm, segue que
a¯+ b¯ = a+ b = b+ a = b¯+ a¯.
iii) O 0¯ é o elemento neutro da adição, pois
a¯+ 0¯ = a+ 0 = a¯ = 0 + a = 0¯ + a¯.
iv) Dado a¯ ∈ Zm, −a é o elemento inverso de a¯ em Zm, pois
a¯+−a = a+ (−a) = 0¯ = −a+ a = −a+ a¯.
v) Dados a¯, b¯, c¯ em Zm, temos que
a¯ · (b · c) = a¯ · b · c = a · b · c = a · b · c¯ = (a¯ · b¯) · c¯.
vi) Dados a¯, b¯, c¯ ∈ Zm, temos
a¯ · (b¯+ c¯) = a¯ · b+ c
= a · (b+ c)
= a · b+ a · c
= a · b+ a · c
= a¯ · b¯+ a¯ · c¯.
Analogamente mostra-se que (a¯+ b¯) · c¯ = a¯ · c¯+ b¯ · c¯.
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Portanto, Zm é um anel.
Definição 2.2. Se além das 6 propriedades apresentadas na Defini-
ção 2.1 a terna (A,+,×) satisfaz
a× b = b× a, para todos a, b ∈ A,
o chamamos de anel comutativo.
Exemplo 2.1.2. O anel Zm é comutativo, pois para todos a¯, b¯ ∈
Zm,
a¯ · b¯ = a · b = b · a = b¯ · a¯.
Exemplo 2.1.3. O anel das matrizesMn(R) não é comutativo, pois
dadas duas matrizes
A =
(
1 2
1 2
)
e B =
(
3 4
5 6
)
.
Temos que
A ·B =
(
13 16
13 16
)
e B ·A =
(
7 14
11 22
)
.
Portanto A ·B 6= B ·A.
Definição 2.3. Se no anel (A,+,×) existe 1A ∈ A tal que
x× 1A = 1A × x = x
para todo x ∈ A, o chamamos de anel com unidade.
Exemplo 2.1.4. Vejamos que o anel Zm é comutativo com unidade
1¯, pois para todo a¯ ∈ Zm,
a¯ · 1¯ = a · 1 = a¯ = 1 · a = 1¯ · a¯.
Definição 2.4. Dizemos que um anel (A,+,×) comutativo com
unidade é um anel de integridade ou domínio de integridade se, para
todos a, b ∈ A com a× b = 0A, temos
a = 0A ou b = 0A.
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Exemplo 2.1.5. 1. (Z,+, ·), (Q,+, ·), (R,+, ·), (C,+, ·) com as o-
perações usuais de soma e multiplicação são anéis de integri-
dade.
2. Z6 não é um anel de integridade, pois
2¯ 6= 0¯ e 3¯ 6= 0¯, mas 2¯ · 3¯ = 6¯ = 0¯.
Proposição 2.1. Zm, com m > 1 é anel de integridade se, e so-
mente se, m é primo.
Demonstração. Suponha que m não é primo, então existem inteiros
x e y com 1 < x < m e 1 < y < m, tais que m = x · y. Note que
x¯ 6= 0 e y¯ 6= 0, assim
x¯ · y¯ = x · y = m¯ = 0¯.
Logo, Zm não é anel de integridade. Por outro lado, suponha que m
é primo e que a¯, b¯ ∈ Zm, tais que
a¯ · b¯ = 0¯⇒ a · b = 0¯.
Assim, m|a · b. Como m é primo, temos que m|a ou m|b. Logo,
a = m · k1 ou b = m · k2 com k1, k2 ∈ Z. Assim
a¯ = 0¯ ou b¯ = 0¯.
Portanto, Zm é anel de integridade. 
Definição 2.5. Um anel (A,+,×) comutativo com unidade 1A é
um corpo se, para cada elemento 0A 6= a ∈ A, existe um elemento
b ∈ A tal que
a× b = 1A.
Chamamos b de inverso de a e pode-se demonstrar que ele é único.
Assim o denotaremos por a−1.
Exemplo 2.1.6. i) (Q,+, ·), (R,+, ·), (C,+, ·) com as operações
usuais de soma e multiplicação são corpos.
ii) Z3 é corpo, pois vejamos que
1¯ · 1¯ = 1¯ e 2¯ · 2¯ = 4¯ = 1¯.
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iii) Z não é corpo. De fato, veja que dado a ∈ Z∗, não existe inverso
multiplicativo em Z tal que a · b = 1.
iv) Z4 não é corpo, pois não existe nenhum elemento pertencente
a Z4, de modo que 2¯ · a¯ = 1¯. Podemos ter essa garantia pela
Proposição 2.1.
Proposição 2.2. Se (A,+,×) é corpo, então A é anel de integrida-
de.
Demonstração. Seja A um corpo, então em particular A é um anel
comutativo com unidade. Suponha que para todo a, b ∈ A, a ·b = 0A.
Devemos separar em dois casos. O primeiro é quando a = 0A e neste
caso, nada temos a fazer. No segundo caso devemos então considerar
a 6= 0A. Então se a 6= 0A, existe a−1 ∈ A tal que a× a−1 = 1A.
Assim,
a× b = 0A
⇒ a−1 × a× b = a−1 × 0A
⇒ 1A × b = 0A
⇒ b = 0A.
Portanto, A é anel de integridade. 
Note que a recíproca é falsa, pois Z é um anel de integridade
mas, Z não é corpo.
2.2 ANEL DE POLINÔMIOS
Nesta seção vamos centrar os estudos em um exemplo es-
pecial de anel: o anel de polinômios. Vamos apresentar o algoritmo
da divisão nesse anel que é base para compreender o algoritmo em
polinômios em várias variáveis.
Seja (A,+,×) um anel e vamos considerar o conjunto
A[x] = {anxn + · · ·+ a1x+ a0 : n ∈ N, ai ∈ A e i ∈ {0, · · · , n}}.
Chamamos os elementos de A[x] de polinômios.
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Dados dois elementos f, g ∈ A[x] tais que
f = anxn + · · ·+ a2x2 + a1x+ a0
e
g = bmxm + · · ·+ b2x2 + b1x+ b0
dizemos que eles são iguais se, e somente se, n = m e ai = bi, para
0 ≤ i ≤ n.
Queremos que A[x] tenha a estrutura de um anel. Para isso
devemos definir duas operações em A[x] de modo que sejam satis-
feitas as seis propriedades de anel da Definição 2.1. Considere a
operação
+ : A[x]× A[x] → A[x]
(f, g) 7→ f + g
em que
f + g = (as + bs)xs + · · ·+ (a1 + b1)x+ (a0 + b0),
onde definimos ai = 0 ∀i > n e bi = 0 ∀i > m. Considere também a
operação
· : A[x]× A[x] → A[x]
(f, g) 7→ f · g
onde
f · g = cn+mxn+m + · · ·+ c1x+ c0,
em que
ck = (ak × b0) + (ak−1 × b1) + · · ·+ (a0 × bk),
para k = 0, 1, . . . , n+m.
Dado um polinômio f = anxn + · · · + a1x + a0 podemos
assumir que 0xi = 0A para todo i > n, ou seja,
anx
n+ · · ·+a1x+a0 = 0Axr + · · ·+0Axn+1 +anxn+ · · ·+a1x+a0.
Assim, ai = 0A para todo i > n.
Denotaremos, para simplificar a notação, que 0A = 0.
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Vamos mostrar que o conjunto A[x] com as operações defi-
nidas acima é um anel. Considere f, g e h elementos de A[x], sendo
f = anxn + · · ·+ a0
g = bmxm + · · ·+ b0
h = dsxs + · · ·+ d0.
i) Associatividade em relação a +:
Suponha, sem perda de generalidade que n = m = s. Os outros
casos são análogos ao completar cada um dos polinômios com
monômios da forma 0Axi.
f + (g + h) = f + ((bm + ds)xm + · · ·+ (b0 + d0))
= (an + bm + ds)xn + · · ·+ (a0 + b0 + d0)
= ((an + bm)xn) + dsxn + · · ·+ (a0 + b0) + d0
= ((an + bm)xn + (a0 + b0)) + dsxn + · · ·+ d0
= (f + g) + h.
ii) Comutatividade em relação a +:
f + g = (anxn + · · ·+ a0) + (0xn + · · ·+ 0xm+1 +
bmx
m + · · ·+ b0)
= (an + 0)xn + · · ·+ (am + bm)xm + · · ·+
(a0 + b0)
= (0 + an)xn + · · ·+ (bm + am)xm + · · ·+
(b0 + a0)
= (0xn + · · ·+ 0xm+1 + bmxm + · · ·+ b0) +
(anxn + · · ·+ a0)
= g + f.
iii) Elemento neutro em relação a +:
Considere 0xn + · · ·+ 0 = 0A[x], o polinômio nulo ∈ A[x].
f + 0A[x] = (anxn + · · ·+ a0) + (0xn + · · ·+ 0)
= (an + 0)xn + . . .+ (a0 + 0)
= f.
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Analogamente para 0A[x] + f . Logo, o polinômio nulo é o ele-
mento neutro de A[x].
iv) Elemento oposto em relação a + de f ∈ A[x]:
Considere
−f = −anxn + · · ·+ (−a0),
então
f + (−f) = (anxn + . . .+ a0) + (−an)xn − . . .− a0
= anxn + . . .+ a0 − anxn − . . .− a0
= (an − an)xn + . . .+ (a0 − a0)
= 0A[x].
Analogamente para (−f) + f = 0A[x].
v) Associatividade em relação a ·:
f · (g · h) = f · (cm+sxm+s + · · ·+ c1x+ c0)
= f · (bm × ds)xm+s + · · ·+ (b1 × d0)
+(b0 × d1) + b0 × d0
= (an × bm × ds)xn+m+s + · · ·+
+((a1 × b0 × d0) + (a0 × b1 × d0)
+(a0 × b0 × d1))x+ (a0 × b0 × c0)
= cn+m+sxn+m+s + · · ·+ c1x+ c0
Por outro lado,
(f · g) · h = (cn+mxn+m + · · ·+ c1x+ c0) · h
= ((an × bm)xn+m + · · ·+ (a1 × b0 + a0 × b1)
+(a0 × b0)) · h
= (an × bm × ds)xn+m+s + · · ·+
+((a1 × b0 × d0) + (a0 × b1 × d0)
+(a0 × b0 × d1))x+ (a0 × b0 × c0)
= cn+m+sxn+m+s + · · ·+ c1x+ c0
Assim,
f · (g · h) = (f · g) · h.
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vi) Distributividade em relação a ·:
Suponha, sem perda de generalidade que n > m = s. Os outros
casos são análogos ao completar cada um dos polinômios com
monômios da forma 0Axi.
f · (g + h) = f · ((bm + dm)xm + · · ·+ (b1 + d1)x+
+(b0 + d0))
= (an × (bm + dm))xn+m + · · ·+
(a1 × (b0 + d0)) + a0 × (b1 + d1))x
+(a0 × (b0 + d0))
= (an × bm)xn+m + (an × dm)xn+m + · · ·+
(a1 × b0 + a0 × b1)x+ (a1 × d0 + a0 × d1)x
+(a0 × b0) + (a0 × d0)
= ((an × bm)xn+m + · · ·+ (a1 × b0)x
+(a0 × b0)) + ((an × dm)xn+m + · · ·+
(a0 × d1)x+ (a0 × d0))
= (f · g) + (f · h).
Portanto o conjunto A[x] com as operações definidas acima é um
anel, chamado anel de polinômios sobre A em uma indeterminada
x.
Exemplo 2.2.1. R[x],C[x],Z[x], com as operações usuais de soma
e multiplicação definidas anteriormente também são anéis de polinô-
mios.
É importante ressaltar que os símbolos x1, x2, . . . , xn não re-
presentam nenhum elemento do anel A[x]. Eles servem como lugares
“convenientes” para separar os elementos do anel.
Além disso, o anel A[x] tem características que dependem
do anel A. Os resultados a seguir garantem esse fato.
Proposição 2.3. Se (A,+,×) é um anel comutativo, então A[x]
também o é.
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Demonstração. Considere f = a1+ · · ·+anxn e g = b1+ · · ·+bmxm
dois elementos do anel A[x]. Assim
f · g = cn+mxn+m + · · ·+ c1x+ c0,
onde
ck = (ak × b0) + (ak−1 × b1) + · · ·+ (a0 × bk),
para k = 0, 1, · · · , n+m. Como A é comutativo, então
ck = (b0 × ak) + (b1 × ak−1) + · · ·+ (bk × a0).
Desta forma,
f · g = cm+nxm+n + ...+ c1x+ c0 = g · f.
Portanto A[x] é comutativo. 
Proposição 2.4. Se (A,+,×) é um anel comutativo com unidade,
então A[x] também o é.
Demonstração. Sabendo que (A,+,×) é um anel comutativo com
unidade, considere 1A sendo a unidade de A. Tome g = 1A e f um
polinômio qualquer pertencente a A[x], assim temos que
f · g = (anxn + . . .+ a0) · (0xn + . . .+ 0x+ 1A)
= ((an × 0) + . . .+ (an × 1A))xn + . . .+
((a0 × 0) + . . .+ (a0 × 1A))
= anxn + . . .+ a0
= f.
Pela Proposição 2.3 podemos garantir que f · g = g · f , pois A[x]
é um anel comutativo. Portanto A[x] é um anel comutativo com
unidade. 
Corolário 2.5. Se (A,+,×) é anel de integridade, então A[x] tam-
bém é anel de integridade.
Demonstração. Considere f, g dois elementos de A[x]. Sabemos que
A[x] é um anel comutativo. Suponha que f 6= 0A e g 6= 0A. Então
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existem an, bm ∈ A com an, bm 6= 0A, e n,m os maiores possíveis.
Como A é anel de integridade an × bm 6= 0. Logo,
f · g = cn+mxn+m + · · ·+ c0.
Como cn+m = an × bm 6= 0A, então
f · g 6= 0.
Portanto A[x] é anel de integridade. 
A partir das Proposições 2.3 e 2.4, no decorrer de nosso
trabalho, vamos usar apenas anéis comutativos com unidade.
Agora vamos definir características próprias de cada polinô-
mio de A[x].
Definição 2.6. Considere f ∈ A[x] da forma
f = anxn + an−1xn−1 + · · ·+ a0x0.
i) Chamaremos de termo cada parcela de f , desde que esta par-
cela seja não nula, isto é, aixi para todo i = 1, . . . , n com
ai 6= 0.
ii) O ai é chamada de coeficiente, para todo i = 0, . . . , n.
iii) O xi é chamado de monômio, para todo i = 0, . . . , n.
iv) O monômio x0 denotaremos por 1.
v) O conjunto de todos os monômios de f é indicado por M(f).
Exemplo 2.2.2. Considere o polinômio
f = 8x4 + 3x3 + 5x2 + 2x+ 1 ∈ R[x].
Assim
1. Os termos de f são 8x4, 3x3, 5x2, 2x, 1.
2. Os coeficientes de f são 8, 3, 5, 2, 1.
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3. Os monômios de f são x4, x3, x2, x1, x0.
4. M(f) = {x4, x3, x2, x, 1}
Definição 2.7. Dado f ∈ A[x] da forma
f = anxn + an−1xn−1 + · · ·+ a0x0,
com an 6= 0A.
i) Chamamos de grau de f e denotaremos por gr(f), o inteiro
max{i, xi ∈M(f)}.
ii) O termo líder de f é tl(f) = anxn.
iii) cl(f) = an é chamado de coeficiente líder.
iv) ml(f) = xn de monômio líder onde n = gr(f).
v) gr(f) = 0 se, e somente se, f ∈ A \ {0}.
Observação 1. i) Vamos convencionar que gr(0) = −∞.
ii) Um polinômio é dito mônico se seu coeficiente líder é 1A.
iii) Para f ∈ A[x] não nulo, temos que ml(f) = tl(f)cl(f) .
Exemplo 2.2.3. Sejam f = 5x2 + 4x + 8 e g = 8x2 + 9 com
f, g ∈ R[x], então
f + g = 13x2 + 4x+ 17 e
f · g = 40x4 + 32x3 + 109x2 + 36x+ 72.
Logo temos
i) gr(f) = 2, gr(g) = 2, gr(f + g) = 2, gr(f · g) = 4;
ii) tl(f) = 5x2, tl(g) = 8x2, tl(f + g) = 13x2, tl(f · g) = 40x4;
iii) cl(f) = 5, cl(g) = 8, cl(f + g) = 13, cl(f · g) = 40;
iv) ml(f) = x2, ml(g) = x2, ml(f + g) = x2, ml(f · g) = x4.
v) M(f) = {x2, x, 1}, M(g) = {x2, 1}, M(f + g) = {x2, x, 1}.
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Exemplo 2.2.4. Tome f = 2x2 + 3x + 6 e g = 4x4 + 4x + 8 com
f, g ∈ R[x]. Vamos calcular f + g.
f + g = (2x2 + 3x+ 6) + (4x4 + 4x+ 8)
= 4x4 + 2x2 + 7x+ 14.
Assim,
M(f + g) = {x4, x2, x, 1},M(f) = {x2, x, 1} eM(g) = {x4, x, 1}.
O exemplo da soma de polinômios visto acima, nos leva a
indagar se
M(f + g) ⊆M(f) ∪M(g).
Com efeito, basta lembrar que ao tomarmos f um polinômio de
gr(f) = n e g um polinômio de gr(g) = m, então os termos de
f + g são escritos da forma (aj + bj)xj , com aj + bj 6= 0A para todo
0 ≤ j ≤ max{n,m}. Assim todo monômio de f + g é um monômio
de f ou de g.
Além disso, temos que
gr(f + g) = max{i : xi ∈M(f + g)}
≤ max{i : xi ∈M(f) ∪M(g)}
= max{max{i : xi ∈M(f)},max{i : xi ∈M(g)}}
= max{gr(f), gr(g)}.
Veja que, se gr(f) 6= gr(g), então
max{i : xi ∈M(f + g)} = max{i : xi ∈M(f) ∪M(g)}.
Neste caso, temos que gr(f + g) = max{gr(f), gr(g)}. Agora, se f ·
g = 0A, temos que gr(f ·g) = −∞, como mencionado na Observação
1 e, com certeza, gr(f · g) ≤ gr(f) + gr(g).
Se f · g 6= 0 com an 6= 0A, bm 6= 0A, como
f · g = cn+mxn+m + . . .+ c1x+ c0
temos que gr(f · g) ≤ n + m = gr(f) + gr(g), com a igualdade
acontecendo se cn+m = an × bm 6= 0A. Note que esta condição será
satisfeita sempre que A for um anel de integridade.
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Desta forma, a partir de agora vamos nos restringir a es-
te caso, onde A e consequentemente A[x] são anéis de integridade.
Portanto, para todos f, g ∈ A[x], temos que
gr(f + g) ≤ max{gr(f), gr(g)} e
gr(f · g) = gr(f) + gr(g).
Exemplo 2.2.5. Tome f = 2x2+4x+2, g = 3x2+3 ∈ R[x]. Vamos
calcular f · g.
f · g = (2x2 + 4x+ 2) · (3x2 + 3)
= 6x4 + 12x3 + 12x2 + 12x+ 6.
Logo, gr(f · g) = gr(f) + gr(g).
2.2.1 Algoritmo da divisão para o anel de polinômios
A partir de agora iremos tomar o anel A como sendo um
corpo K onde as operações serão dadas por + e · respectivamente.
Agora toda a teoria que é estudada daqui em diante gira em torno
de uma pergunta: quando um polinômio não nulo de K[x] divide
outro?
Vamos iniciar nossos estudos para elementos de K[x], no
caso em que os polinômios envolvidos, tenham apenas um termo
não nulo.
Em K[x], um termo não nulo axi divide bxj , se e somente
se, existe g ∈ K[x] tal que bxj = g · axi. Essa igualdade nos indica
que gr(g) = j − i, ou seja, é condição necessária para que axi|bxj ,
que i ≤ j.
Se bxj = g · axi e g = cj−ixj−i + · · ·+ c0, então
bxj = cj−iaxj + · · ·+ c1axi+1 + c0axj
que por consequência nos indica que b = cj−ia, equivalente a|b e
cka = 0 para 0 ≤ k < j − i. Como K é um domínio e a 6= 0, temos
ck = 0 para todo 0 ≤ k < j− i. Logo axi|bxj se, e somente se, i ≤ j
e a|b. Como K é um corpo, então temos que a|b sempre que a 6= 0.
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Logo em K[x] temos que, axi divide bxj se, e somente se, i ≤ j e
neste caso,
bxj
axi
= ba−1x(j−i).
Utilizando este fato, agora veremos o algoritmo da divisão para
quaisquer polinômios em uma variável. Este algoritmo é bastante
conhecido e é de grande importância para o estudo dos próximos
algoritmos.
Teorema 2.6. Dado g ∈ K[x]\{0}, para qualquer f ∈ K[x] existem
q, r ∈ K[x] unicamente determinados pelas condições
f = qg + r com gr(r) < gr(g).
Demonstração. (Existência.) Se gr(f) < gr(g), então tomando q = 0
e r = f temos f = 0·g+f satisfazendo as condições do teorema. Por
outro lado, se gr(f) ≥ gr(g), então procedemos a prova por indução
sobre gr(f). Vamos assumir que o resultado é válido para qualquer
polinômio com o grau menor que o gr(f). Como gr(f) ≥ gr(g) temos
que tl(g) divide tl(f) e assim,
tl(f) = tl(f)tl(g) tl(g).
Se f − tl(f)tl(g)g = 0, então tomando q = tl(f)tl(g) e r = 0 temos o desejado.
Se f − tl(f)tl(g)g 6= 0, então
gr
(
f − tl(f)tl(g) g
)
< gr(f)
e por hipótese de indução, existem polinômios q1, r1 ∈ K[x] tais que
f − tl(f)tl(g) g = q1g + r1,
com gr(r1) < gr(g). Assim,
f =
(tl(f)
tl(g) + q1
)
g + r1.
Agora, tomando q = tl(f)tl(g) + q1 e r1 = r temos o almejado.
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Para provar a unicidade, suponha que existam
q1, q2, r1, r2 ∈ K[x]
tais que
f = q1g + r1 e f = q2g + r2
Com gr(ri) < gr(g) para i ∈ {1, 2}, isto é,
gr(g) > max{gr(r1), gr(r2)}.
Segue que 0A = f − f = (q1 − q2)g + (r1 − r2), ou seja,
r2 − r1 = (q1 − q2)g.
Se r2 6= r1, então como K[x] é um domínio e g 6= 0, segue que q1 6= q2
e
gr(g) > max{gr(r1), gr(r2)} ≥ gr(r2 − r1) = gr((q1 − q2)g) ≥ gr(g).
Um absurdo! Assim, r2 = r1 e obviamente q2 = q1. 
Exemplo 2.2.6. Tome
f = x4 + x3 − 7x2 + 9x− 1 e g = x2 + 3x− 2 em R[x],
vamos aplicar o algoritmo na divisão de f = x4 + x3 − 7x2 + 9x− 1
por g = x2 + 3x− 2.
x4 +x3 −7x2 +9x −1 x2 + 3x− 2
−x4 −3x3 +2x2 q = x2 − 2x+ 1
−2x3 −5x2 +9x −1
+2x3 +6x2 −4x
x2 +5x −1
−x2 −3x +2
r = 2x +1
Então f = q · g + r, ou seja,
f = (x2 − 2x+ 1) · (x2 + 3x− 2) + (2x+ 1).
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Exemplo 2.2.7. Tome
f = x4 + x2 + x e g = x2 − x+ 1 em R[x],
vamos aplicar o algoritmo na divisão de f = x4 + x2 + x por
g = x2 − x+ 1.
x4 +x2 +x x2 − x+ 1
−x4 +x3 −x2 q = x2 + x+ 1
+x3 +x
−x3 +x2 −x
x2
−x2 +x −1
r = x −1
Assim, f = q · g + r, ou seja
f = (x2 + x+ 1) · (x2 − x+ 1) + (x− 1).
Exemplo 2.2.8. Considere f = 3¯x3 + 2¯x2 + 5¯x e g = 2¯x em Z7[x]
Vamos aplicar o algoritmo na divisão de f = 3¯x3 + 2¯x2 + 5¯x por
g = 2¯x.
3¯x3 +2¯x2 +5¯x 2¯x
−3¯x3 q = 5¯x2 + 1¯x+ 6¯
+2¯x2 +5¯x
−2¯x2
¯5x
−5¯x
0
Pelo algoritmo da divisão em K[x], f pode ser reescrito sendo
f = (5¯x2 + 1¯x+ 6¯) · (2¯x) + 0¯.

3 ANEL DE POLINÔMIOS EM VÁRIAS INDETER-
MINADAS
Nesta capítulo apresentamos o anel de polinômios em várias
variáveis e vamos estudar ordens monomiais que é o passo mais
importante para que possamos realizar o algoritmo da divisão em
várias variáveis.
Começamos esta seção definindo o anel de polinômios em
várias variáveis. Anteriormente estávamos considerando K[x], onde
os polinômios tinham uma indeterminada em x. Como K[x] é um a-
nel de integridade, temos que o anel K[x][y] também é. Expressamos
os elementos de K[x][y] da forma
fny
n + fn−1yn−1 + · · ·+ f1y + f0 (3.1)
com
fi =
mi∑
j=0
aijx
j ∈ K[x], n,mi ∈ N e aij ∈ K.
para todo i = 0, . . . , n.
Vejamos que g = fnyn + fn−1yn−1 + · · ·+ f1y + f0 ∈ K[x][y], como
em (3.1), podemos escrever
g =
mn∑
j=0
anjx
j
 yn + · · ·+
m1∑
j=0
a1jx
j
 y +
m0∑
j=0
a0jx
j

=
(
n∑
l=0
almky
l
)
xmk + · · ·+
(
n∑
l=0
al1ky
l
)
x+
(
n∑
l=0
al0ky
l
)
com mk = max{mi; 0 ≤ i ≤ n} e aij = 0 sempre que j > mi, ou
seja,
K[x][y] ⊆ K[y][x].
Do mesmo modo, mostramos que
K[y][x] ⊆ K[x][y]].
Assim,
K[x][y] = K[y][x].
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Vamos denotar K[x][y] = K[y][x] por K[x, y]. Para facilitar a notação
dos elementos g ∈ K[x, y] podemos escrever
g =
∑
(α1,α2)∈J
a(α1,α2)x
α1yα2 .
com J um conjunto finito em N2 e a(α1,α2) ∈ K. Procedendo da
mesma forma que antes podemos construir o anel de integridade
K[x1, . . . , xn] nas indeterminadas x1, . . . , xn. Com esta mesma no-
menclatura, K[x1, . . . , xn] é chamado de anel de polinômio nas in-
determinadas x1, . . . , xn com coeficientes no corpo K.
Analisando os elementos de K[x1, . . . , xn], podemos concluir
que um polinômio f não nulo em K[x1, . . . , xn] é uma soma finita
de termos, a qual pode ser escrita da forma
f =
∑
α∈J
aα
n∏
i=1
xαii , (3.2)
com α = (α1, . . . , αn) ∈ Nn, aα ∈ K e J ⊂ Nn finito. Assim podemos
definir de maneira mais clara algumas propriedades dos polinômios
de K[x1, . . . , xn].
Definição 3.1. Um termo de K[x1, . . . , xn] é um elemento da forma
aα
∏n
i=1 x
αi
i com α = (α1, . . . , αn) ∈ Nn. O elemento aα ∈ K do
termo é chamado de coeficiente do termo e
∏n
i=1 x
αi
i é denominado
monômio. Chamamos de grau(total) do monômio
∏n
i=1 x
αi
i o número
natural dado por gr(
∏n
i=1 x
αi
i ) =
∑n
i=1 αi.
Mesmo nos restringindo ao caso em que K[x1, . . . , xn] é um
anel comutativo, vamos convencionar que escreveremos as potências
das variáveis de um monômio da esquerda para direita, respeitan-
do a ordem que aparece na notação do anel a qual este polinômio
pertence, isto é, mesmo que x5yz4, yz4x5, z4yx5 ∈ K[x, y, z], vamos
usar a notação x5yz4.
Sejam (k1, . . . , kn) ∈ Kn e f ∈ K[x1, . . . , xn] com
f =
∑
α∈J
aα
n∏
i=1
xαii .
41
Denotaremos por f(k1, . . . , kn) o elemento∑
α∈J
aα
n∏
i=1
kαii ∈ K.
Se f ∈ K[x1, . . . , xn] é não nulo, vamos denotar por
M(f) =
{
n∏
i=1
xαii : aα 6= 0
}
o conjunto de todos os monômios de f e chamaremos
gr(f) = max
{
n∑
i=1
αi;
n∏
i=1
xαii ∈M(f)
}
o grau total de f .
Como no caso de polinômios em uma indeterminada, se cons-
tata igualmente que
gr(f + g) ≤ max{gr(f), gr(g)} e gr(f · g) = gr(f) + gr(g).
Exemplo 3.0.1. Considere os polinômios f = 2x2y + 2y2 + x e
g = 3x3 + x2y + 2 em R[x, y]. Vamos calcular gr(f + g) e gr(f · g)
f + g = (2x2y + 2y2 + x) + (3x3 + x2y + 2)
= (3x3 + 3x2y + 2y2 + x+ 2).
Assim
gr(f + g) ≤ max{gr(f), gr(g)}
≤ {3, 3}
= 3.
f · g = (2x2y + 2y2 + x) · (3x3 + x2y + 2)
= (6x5y + 2x4y2 + 4x2y + 6x3y2 + 2x2y3+
+4y2 + 3x4 + x3y + 2x)
= (6x5y + 3x4 + 2x4y2 + 6x3y2 + x3y+
2x2y3 + 4x2y + 2x+ 4y2.
Logo,
gr(f · g) = gr(f) + gr(g)
= 3 + 3
= 6.
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Da mesma forma que em polinômios de uma variável, pode-
mos afirmar que gr(f · g) = gr(f) + gr(g) somente quando estamos
trabalhando com anéis de integridade.
3.1 ORDENS MONOMIAIS
Sabendo que nosso objetivo é apresentar o algoritmo da di-
visão em K[x1, . . . , xn], devemos analisar cada passo do algoritmo
para que possamos resolver todos os obstáculos que podem ser en-
contrados.
Como no algoritmo da divisão em K[x] o primeiro conceito
que precisamos é determinar o que é o termo líder de um polinômio
f ∈ K[x1, . . . , xn]. O termo líder é necessário para que possamos
ordenar o polinômio, sabendo qual monômio de f é maior para que
seja possível efetuar o algoritmo. Além disso, é preciso que o con-
ceito de termo líder, sirva para qualquer polinômio pertencente a
K[x1, . . . , xn], ou seja, para todos os monômios deste anel, deve va-
ler esta ordenação.
Definição 3.2. O conjunto de todos os monômios de K[x1, . . . , xn]
será denotado por Mn, ou seja,
Mn =
{
n∏
i=1
xαii : α1, . . . , αn ∈ N
}
.
O monômio x01 · · · · · x0n será denotado por 1.
Podemos nos perguntar, porque não utilizar o conceito de
grau total do mesmo modo que utilizamos em K[x] para ordenar
monômios. Vamos analisar o polinômio abaixo:
x2yz2 + x2y2z + 3x4y + 3x3y2 − y4z + 2x4z. (3.3)
Utilizando o conceito de grau total de K[x] percebemos que todos
os monômios tem o mesmo grau. Por conta de problemas deste tipo,
é necessário estudarmos ordens monomiais para decidir quem é o
termo líder de um polinômio em K[x1, . . . , xn].
Para iniciar nossos estudos precisamos revisar o conceito de
relação de ordem.
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Definição 3.3. Uma relação de ordem, ou uma ordenação, sobre
um conjunto C não vazio é uma relação  satisfazendo:
1. c  c para todo c ∈ C (propriedade reflexiva);
2. Se c1, c2 ∈ C são tais que c1  c2 e c2  c1, então c1 = c2
(propriedade anti-simétrica);
3. Sejam c1, c2, c3 ∈ C. Se c1  c2 e c2  c3, então c1  c3
(propriedade transitiva).
Se c1  c2, mas c1 6= c2, então indicaremos c1 ≺ c2.
Uma relação de ordem sobre o conjunto C é total quando
para todos c1, c2 ∈ C,
c1 ≺ c2, c2 ≺ c1 ou c1 = c2.
Queremos definir uma relação de ordem sobre Mn que seja total,
pois com ela teremos bem definido o conceito de termo líder de um
elemento
f =
∑
a∈J
aα
n∏
i=1
xαii 6= 0.
De fato, podemos definir
ml(f) = max
{
n∏
i
xαii
}
∈M(f)
onde o máximo é tomado com respeito à ordem  fixada e considerar
o termo líder de f como aα · ml(f), isto é, tl(f) = aα ml(f). Mas,
precisamos nos atentar a outros pontos que existem na divisão de
um polinômio f por g em K[x].
Considerando
tl(f) = aα
n∏
i=1
xαii e tl(g) = aβ
n∏
i=1
xβii
devemos verificar se tl(g)| tl(f), isto é, se existe
m1 =
n∏
i=1
xγii ∈Mn
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e aγ ∈ K tais que
tl(f) = aγ ·m1 · tl(g),
ou equivalentemente,
aα
n∏
i=1
xαii =
(
aγ
n∏
i=1
xγii
)(
aβ
n∏
i=1
xβii
)
= aγaβ
n∏
i=1
xγi+βii .
Isso ocorre se, e somente se, βi ≤ αi para todo i = 1, . . . , n. Nos
casos que isso ocorre, devemos calcular f − aγ · m1 · g e repetir o
argumento para o resultado que se obter. Devemos lembrar que no
caso de polinômios em K[x], encontramos
gr(f − aγ ·m1 · g) < gr(f),
que podemos reescrever utilizando a noção de monômio líder, como
ml(f − aγ ·m1 · g) ≺ ml(f).
Devemos nos atentar a uma propriedade que aparentemente é sim-
ples, mas muito importante, que se esconde nessas condições, ou seja,
nas expressões
tl(f) = aγ ·m1 · tl(g) e ml(f − aγ ·m1 · g) ≺ ml(f).
De fato, a última condição nos mostra que se
m2 ∈M(g) e m2 ≺ ml(g), então m1 ·m2 ≺ m1 ·ml(g) = ml(f),
ou seja, uma ordem total sobre Mn deve ser compatível com o pro-
duto. Em outras palavras, se m1,m2 ∈ Mn são tais que m1  m2,
então
m1 ·m3  m2 ·m3 ∀ m3 ∈Mn.
Um dos últimos, mas não menos importante, aspecto do algoritmo
da divisão, é garantir que ele seja feito em um número finito de
passos, devemos ter essa garantia para conseguirmos finalizá-lo. Esta
etapa está condicionada à condição
ml(f − aγ ·m1 · g) ≺ ml(f)
em cada etapa do algoritmo, que pode ser representada de outro
modo, se requisitarmos que a ordem total  sobre Mn seja uma boa
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ordem, isto é, que todo subconjunto não vazio de Mn possua um
menor elemento com respeito à . Portanto o algoritmo tem que
parar.
Vamos considerar sobre Mn ordens que possuem as proprie-
dades que destacamos acima.
Definição 3.4. Uma ordem monomial  sobre Mn é uma relação
de ordem total que satisfaz:
1. Se m1,m2 ∈ Mn são tais que m1  m2, então m1m3  m2m3
para todo m3 ∈Mn.
2. Todo subconjunto não vazio deMn admite um menor elemento
com respeito à .
Lema 3.1. Seja  uma ordem monomial em K[x1, . . . , xn], então
qualquer sequência decrescente (com respeito à ) de monômios é
finita.
Demonstração. Seja m1  m2  m3  . . . uma sequência decrescen-
te de elementos de Mn, então S = {m1,m2,m3 . . .} 6= 0 admite um
menor elemento com respeito à , ou seja, a sequência é finita. 
Já sabemos como ordenar monômios em uma variável, va-
mos tentar ordenar monômios em K[x1, . . . , xn] usando a mesma
ideia. Considere um polinômio não nulo f ∈ K[x1, . . . , xn] pode-
mos considerá-lo como um polinômio em x1 com coeficientes em
K[x2, . . . , xn]. Vamos usar um argumento indutivo sobre o número
de indeterminadas e tentar ordenar os monômios em K[x1, . . . , xn]
do mesmo modo. Considere por exemplo o polinômio
f = x2y3z2 + x2y2z4 + 3x4yz5 + 3x3y2 − y4z + 2x4z + x32y2z.
Considerando que nosso polinômio f ∈ K[x, y, z], vamos ordená-lo
de modo que consideramos os coeficientes em K[y, z] ordenados pelo
grau em x.
f = (3yz5 + 2z)x4 + (3y2 + 2y2z)x3 + (y3z2 + y2z4)x2 − y4z.
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Agora consideramos os coeficientes que são elementos em K[y, z],
como polinômios em y com coeficientes em K[z]. Vamos ordená-lo
considerando os coeficientes em K[z] e com o grau em y.
f = (3yz5 + 2z)x4 + ((2z + 3)y2)x3 + (z2y3 + z4y2)x2 − zy4.
Vamos fazer as multiplicações indicadas acima, e usando a indicação
de ordenar monômios listando suas potências em x, seguido por y e
por fim em z vamos obter
f = 3x4yz5 + 2x4z + 2x3y2z + 3x3y2 + x2y3z2 + x2y2z4 − y4z.
Perceba que ao terminar esses passos, o que fizemos foi ordenar os
monômios de tal modo que
xα1yα2zα3
preceda
xβ1yβ2zβ3 ,
Assim
xα1yα2zα3  xβ1yβ2zβ3 ,
e isso acontece, se e somente se,
i) α1 < β2 ou
ii) α1 = β1 e α2 < β2 ou
iii) α1 = β1, α2 = β2 e α3 < β3.
Para que possamos utilizar a ordenação acima como uma ordem
monomial devemos estender o algoritmo para monômios Mn e, a-
lém disso, garantir que tal ordem seja uma relação de ordem total.
Considere
n∏
i=1
xαii ,
n∏
i=1
xβii ∈Mn
distintos, diremos que
n∏
i=1
xαii L
n∏
i=1
xβii
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se, e somente se, existe i ∈ {1, · · · , n} tal que
αi < βi e αj = βj
para todo j < i, ou equivalentemente, a primeira coordenada não
nula, a partir da esquerda, da n-upla (β1−α1, . . . , βn−αn) é positiva.
Veja que L tem a propriedade reflexiva sobre Mn. Além
disso, dados
n∏
i=1
xαii ,
n∏
i=1
xβii ∈Mn
tais que
n∏
i=1
xαii L
n∏
i=1
xβii e
n∏
i=1
xβii L
n∏
i=1
xαii .
Então
n∏
i=1
xαii =
n∏
i=1
xβii .
De fato, se
n∏
i=1
xαii 6=
n∏
i=1
xβii ,
então existe k ∈ {1, · · · , n} tal que αk 6= βk e sendo j o menor índice.
Caso αj < βj , então não podemos ter
n∏
i=1
xβii L
n∏
i=1
xαii .
Se βj < αj , então não podemos ter
n∏
i=1
xαii L
n∏
i=1
xβii .
Assim
n∏
i=1
xαii =
n∏
i=1
xβii ,
ou seja, L é anti-simétrica. Agora suponha que
n∏
i=1
xαii L
n∏
i=1
xβii e
n∏
i=1
xβii L
n∏
i=1
xγii . (3.4)
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Se em algum dos casos ocorrer a igualdade, é fácil verificar que
n∏
i=1
xαii L
n∏
i=1
xγii .
Assumindo que nenhuma igualdade ocorra em (3.4). existem i, k ∈
{1, . . . , n} tais que
αi < βi e αj = βj para todo j < i
e
βk < γk e βl = γl para todo l < k.
Se i = k, então αi < γi e αj = γj para todo j < i. Se i < k, então
αi < βi = γi e αj = βj = γj para todo j < i. Se k < i, então
αk = βk < γk e αl = βl = γl para todo l < k. Assim, qualquer uma
destas possibilidades nos permite concluir que
n∏
i=1
xαii L
n∏
i=1
xγii ,
logo, L é transitiva. Usando argumentos similares, podemos garan-
tir que L é uma relação de ordem total sobre Mn. Tal ordem é
chamada de lexicográfica. Nesta ordem lexicográfica usamos a mes-
ma ordem do dicionário, ou seja, determinamos o termo líder pela
posição da variável. Por exemplo
x3y1000z L x4.
Veja que o termo x4 pode ser descrito como xxxx, e o termo x3y1000z
é descrito como xxxyyy · · · yyz. Note que por maior que seja o valor
do expoente da variável y, ela não tem importância desde que o
valor da variável x do outro polinômio seja maior. Sendo mais formal
podemos resumir a ordem lexicográfica na seguinte definição.
Definição 3.5. (Ordem lexicográfica L) Dados dois monômios∏n
i=1 x
αi
i ,
∏n
i=1 x
βi
i ∈Mn, dizemos que
n∏
i=1
xαii L
n∏
i=1
xβii
se αk = βk para todo k ∈ {1, . . . , n}, isto é,
∏n
i=1 x
αi
i =
∏n
i=1 x
βi
i ,
ou existe i ∈ {1, . . . , n} tal que αi < βi e αj = βj para todo j < i.
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Da mesma forma que antes podemos criar outras ordens
monomiais. Por exemplo a ordem Lexicográfica graduada, o primeiro
olhar que devemos ter sobre um polinômio é sobre o grau total de
cada termo. Caso o grau total de todos os termos forem iguais, re-
corremos à ordem lexicográfica acima e seguiremos ordenando pela
ordem do dicionário. Considerando o polinômio abaixo,
x4 LG x3y1000z.
Veja que agora o valor da variável x não importa, tendo em vista
que o grau total do monômio x3y1000z é 1004, enquanto por outro
lado o monômio x4 tem o seu grau total sendo 4. Desta maneira
podemos verificar que 1004 > 4. Logo
x4 LG x3y1000z.
Sendo mais formal ela é definida da forma a seguir.
Definição 3.6. (Ordem lexicográfica graduada LG) Dados∏n
i=1 x
αi
i ,
∏n
i=1 x
βi
i ∈Mn, dizemos que
n∏
i=1
xαii LG
n∏
i=1
xβii
se:
i) gr(
∏n
i=1 x
αi
i ) < gr(
∏n
i=1 x
βi
i ) ou
ii) gr(
∏n
i=1 x
αi
i ) = gr(
∏n
i=1 x
βi
i ) e existe k ∈ {1, . . . , n} tal que
αk < βk e αj = βj para todo j < k.
Exemplo 3.1.1. Sejam os monômios
x3yz, x4y4, y4z2, x8, x5y2z4, x2y3z2 ∈ K[x, y, z].
Vamos fazer ordenação considerando as ordens monomiais definidas
acima.
y4z2 L x2y3z2 L x3yz L x4y4 L x5y2z4 L x8.
x3yz LG y4z2 LG x2y3z2 LG x4y4 LG x8 LG x5y2z4.
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Exemplo 3.1.2. Considere os monômios
2¯x4y53¯z7, x7y5z2, 8¯xy11z8, 3¯y2z3, 7¯z3 ∈ Z9[x].
Vamos fazer a ordenação considerando as ordens monomiais defini-
das acima.
7¯z3 L 3¯y2z3 L 8¯xy11z8 L 2¯x4y53¯z7 L x7y5z2.
7¯z3 LG 3¯y2z3 LG x7y5z2 LG 2¯x4y53¯z7 LG 8¯xy11z8.
Exemplo 3.1.3. Considere os monômios
x2y80z, x5yz, xyz70, x40y20z30, xy3, z8 ∈ R[x].
Vamos fazer a ordenação considerando as ordens monomiais defini-
das acima.
z8 L xyz70 L xy3 L x2y80z L x5yz L x40y20z30.
xy3 LG x5yz LG z8 LG xyz70 LG x2y80z LG x40y20z30.
3.1.1 Algoritmo da divisão de polinômios em várias variáveis
Teorema 3.2. (Algoritmo da divisão em K[x1, . . . , xn]) Fixada
uma ordem monomial  e dado g ∈ K[x1, . . . , xn]\{0}, para qualquer
polinômio f ∈ K[x1, . . . , xn] existem q, r ∈ K[x1, . . . , xn] unicamente
determinados pelas condições.
f = qg + r, com r = 0 ou ml(g) - m para todo m ∈M(r).
Demonstração. (Existência.) Se f = 0, então
f = 0 = 0 · g + 0 = q · g + r
ou seja, q = r = 0, satisfazem as condições do teorema. Sejam
f0 = f 6= 0 e o conjunto S(f0) = {m ∈M(f); ml(g)|m} se S(f0) = ∅,
então definimos q = 0, r = f e temos o resultado. Se S(f0) 6= ∅, então
tomamos m0 = maxS(f0), a0 ∈ K o coeficiente de m0 que ocorre
em f e definimos
f1 = f − a0m0tl(g) g.
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Agora consideramos o conjunto S(f1) = {m ∈ M(f1); ml(g)|m}, se
S(f1) = ∅, então definimos
q = a0m0tl(g) , r = f1
e temos o resultado. Se S(f1) 6= ∅, então tomamosm1 = maxS(f1),
a1 ∈ K o coeficiente de m1 que ocorre em f1 e definimos
f2 = f1 − a1m1tl(g) g.
Note que m0  m1, uma vez que
M(f1) ⊆M(f) ∪M
(
m0
tl(g)g
)
.
Repetindo o processo, definimos S(fi) = {m ∈M(fi); ml(g)|m},mi =
maxS(fi), ai ∈ K o coeficiente de mi que ocorre em fi e obtemos
uma sequência
m0  m1  m2  · · · .
Mas, pelo Lema 3.1, tal sequência deve ser finita, ou equivalente-
mente, existe k ∈ N tal, existe k ∈ N tal que
S(fk) = {m ∈M(fk); ml(g)|m} = ∅.
Pelo modo como definimos fk, existe q ∈ K[x1, . . . , xn] tal que fk =
f − q · g e se denotarmos r = fk, teremos o resultado.
(Unicidade.) Suponha que existam
q1, q2, r1, r2 ∈ K[x1, . . . , xn]
tais que
q1g + r1 = f = q2g + r2
com ri = 0 ou ml(g) - m para todo m ∈ M(ri) e i ∈ {1, 2}, isto é,
ml(g) - m para todo
m ∈M(r1) ∪M(r2) ⊇M(r2 − r1).
Segue que 0 = f − f = (q1 − q2)g + (r1 − r2), ou seja,
r2 − r1 = (q1 − q2)g.
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Se r2 6= r1, então
ml(g)|ml(r2 − r1) ∈M(r2 − r1).
Um absurdo! Assim, r2 = r1 e 0 = (q1 − q2)g. Sendo K[x1, . . . , xn]
um domínio e g 6= 0, segue que q1 − q2 = 0, isto é, q1 = q2, o que
prova o teorema. 
Exemplo 3.1.4. Considere os polinômios
f = xy4 + x4 + x3y + y3, g = y3 + x2 ∈ R[x, y].
Vamos ordenar seguindo as ordens monomiais vistas anteriormente
e depois efetuar o algoritmo da divisão em R[xy].
Primeiramente ordenamos os polinômios na ordem lexico-
gráfica em seguida fazemos a divisão de f = x4 +x3y+xy4 +y3 por
g = x2 + y3.
x4 +x3y +xy4 +y3 x2 + y3
−x4 −x2y3 q = x2 + xy − y3

x3y −x2y3 +xy4 +y3

−x3y −xy4
−x2y3 +y3
x
2y3 +y6
r = y6 +y3
Portanto, pelo algoritmo da divisão em K[x1, . . . , xn] temos que
f = q · g + r
f = (x2 + xy − y3) · (x2 + y3) + (y6 + y3).
Ordenando os polinômios na ordem lexicográfica graduada, temos
f = xy4 + x4 + x3y + y3, g = y3 + x2

xy4 +x4 
+x3y +y3 y3 + x2

−xy4 −x3y q = xy + 1
x4 +y3
−y3 −x2
r = x4 − x2
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Portanto, pelo algoritmo da divisão em K[x1, . . . , xn] temos que
f = q · g + r
f = (xy + 1) · (y3 + x2) + (x4 − x2).
Exemplo 3.1.5. Considere os polinômios f = 4xy+y3 + 2x2 + 2yz
e g = x+ y + z em R[x, y, z].
Vamos ordená-los na ordem lexicográfica e aplicar o algorit-
mo na divisão de f por g.
2x2+4xy + y3 + 2yz x+ y + z
−2x2−2xy − 2xz q = 2x+ 2y − 2z
2xy − 2xz + y3+2yz r = y3 − 2y2 + 2yz + 2z2
−2xy − 2y2−2yz
−2xz + y3 − 2y2
+2xz + 2yz + 2z2
y3 − 2y2 + 2yz + 2z2
Portanto, f pode ser reescrito sendo f = q · g + r
f = (2x+ 2y − 2z) · (x+ y + z) + (y3 − 2y2 + 2yz + 2z2).
Exemplo 3.1.6. Considere os polinômios f = y5 + x4 + 2xy+ x3 e
g = x2 + y ∈ R[x, y].
Vamos ordená-los primeiramente com a ordem lexicográfica
e fazer a divisão de f por g.
x4 +x3 +2xy +y5 x2 + y
−x4 −x2y q = x2 + x− y
x3 −x2y +2xy +y5 r = xy + y5 + y2
−x3 −xy

−x2y +xy +y5

+x2y +y2
xy +y5 +y2
Lembre que f pode ser reescrito sendo f = q · g + r
f = (x2 + x− y) · (x2 + y) + (xy + y5 + y2).
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Agora vamos ordenar os polinômios f e g na ordem lexicográfica
graduada e calcular a divisão de f = y5+x4+x3+2xy por g = x2+y.
 y
5 +x4 +x3 +2xy x2 + y
−x4 −x2y q = x2 + x− y
x3 −x2y +2xy r = y5 + xy + y2
−x3 −xy

−x2y +xy

+x2y +y2
xy +y2
f pode ser escrito como f = q · g + r
f = (x2 + x− y) · (x2 + y) + (y5 + xy + y2).
Exemplo 3.1.7. Considere os polinômio f = 5¯x43¯y + 7¯y5 + 5¯x +
3¯x5 e g = 2¯x + 3¯y em Z7[x]. Vamos ordená-los usando a ordem
lexicográfica e fazer a divisão de f = 3¯x5 + 5¯x43¯y + 5¯x + 7¯y5 por
g = 2¯x+ 3¯y.
3¯x5 +5¯x43¯y +5¯x +7¯y5 2¯x+ 3¯y.
−3¯x5 −5¯x43¯y q = 5¯x4 + 6¯
¯5x +7¯y5 r = 7¯y5 + 4¯y
−5¯x +4¯y
7¯y5 + ¯4y
Veja que f pode ser reescrita sendo
f = (5¯x4 + 6¯) · (2¯x+ 3¯y) + (7¯y5 + 4¯y).
Agora vamos ordenar os polinômios f = 5¯x43¯y + 7¯y5 + 5¯x + 3¯x5 e
g = 2¯x+ 3¯y ∈ Z7[x] usando a ordem lexicográfica graduada, e fazer
a divisão de f por g.
f = 3¯x5 + 5¯x43¯y + 7¯y5 + 5¯x g = 2¯x+ 3¯y.
3¯x5 +7¯y5 +5¯x43¯y +5¯x 2¯x+ 3¯y.
−3¯x5 −5¯x43¯y q = 5¯x4 + 6¯

+7¯y5 +5¯x r = 7¯y5 + 4¯y
−5¯x +4¯y
+ ¯4y
3.1. Ordens monomiais 55
Veja que f pode ser reescrita sendo
f = (5¯x4 + 6¯) · (2¯x+ 3¯y) + (7¯y5 + 4¯y).

4 IDEAIS DO ANEL DE POLINÔMIOS EM VÁRIAS
VARIÁVEIS
Neste capítulo apresentamos o algoritmo da pseudo divisão
para polinômios em K[x1, . . . , xn]. Para mostrar sua aplicabilidade
apresentamos brevemente a teoria de ideais em K[x1, . . . , xn].
4.1 O ALGORITMO DA PSEUDO DIVISÃO
O algoritmo da pseudo divisão nos permite dividir um po-
linômio f por s quocientes g1, . . . , gs. Essa possibilidade é a maior
diferença entre este algoritmo e o algoritmo apresentado no capítulo
anterior.
Teorema 4.1. Fixada uma ordem monomial  e dados f, g1, . . . , gs
∈ K[x1, . . . , xn] com gi 6= 0 para todo i = 1, . . . , s, existem polinômi-
os q1, . . . , qs, r ∈ K[x1, . . . , xn] tais que
f =
s∑
i=1
qigi + r
com ml(gi) - m para todo m ∈M(r), para todo i = 1, . . . , s.
Demonstração. Para fazer a demonstração desse teorema, vamos u-
sar um algoritmo, e justificar o porque podemos usá-lo, então consi-
dere o algoritmo abaixo:
ENTRADA: f, g1, . . . , gs ∈ K[x1, . . . , xs] com gi 6= 0 para
todo i = 1, . . . , s;
Defina: q1 := . . . := qs := r := 0 e h = f ;
Enquanto h 6= 0 faça
Se existe i ∈ {1, . . . , s} tal que ml(gi) | ml(h)
então escolha o menor índice i e faça
qi := qi +
tl(h)
tl(gi)
;
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h := h− tl(h)tl(gi)g1.
Caso contrário
r := r + tl(h);
h := h− tl(h);
SAÍDA: q1, . . . , qs ∈ K[x1, . . . , xn] tais que f =
∑s
j=1 qjgj + r,
ml(gi) - m para todo m ∈M(r) e todo i = 1, . . . , s.
A primeira observação que podemos fazer sobre o algoritmo
acima, é que ele sempre nos fornece uma resposta independente do
valor dado a h, assim, independente do valor de entrada em um nú-
mero finito de passos teremos uma saída. Podemos ter essa garantia,
pois sempre vamos redefinir h de modo que seu monômio líder mi
vai sempre satisfaz mi ≺ mi−1, sendo que mi−1 é o monômio líder
de h no passo anterior.
De fato, se existe i ∈ {1, . . . , s} tal que
ml(gi) | ml(h),
então temos obrigatoriamente que ml(h)  ml(h − tl(h)tl(gi)gi). Caso
contrário temos que ml(h)  ml(h− tl(h)).
Como vimos anteriormente no Lema 3.1, sabemos que to-
da sequência decrescente de monômios é finita, portanto em algum
momento teremos h = 0, como consequência o algoritmo se finaliza.
Para entender o porque o algoritmo acima dos dá uma res-
posta adequada, devemos perceber que em cada passo do algoritmo
temos a igualdade
f =
s∑
j=1
qjgj + r + h.
Para confirmar, iniciaremos com h = f, r = 0 e qi = 0 para todo
i = 1, . . . , s, e note que assim a afirmação é verdadeira.
Caso exista i ∈ {1, . . . , s} tal que ml(gi) | ml(h), então
redefinimos
qi por qi +
tl(h)
tl(gi)
e h por
tl(h)
tl(gi)
gi
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e assim teremos
s∑
j=1j 6=i
qjgj +
(
qi +
tl(h)
tl(gi)
)
gi + r +
(
h− tl(h)tl(gi)gi
)
=
s∑
j=1
qjgj + r + h = f.
Caso contrário, iremos redefinir r por r + tl(h), h por h − tl(h) e
assim teremos
s∑
j=1
qjgj + (r + tl(h)) + (h− tl(h)) =
s∑
j=1
qjgj + r + h = f.
Assim, a equação
f =
s∑
j=1
qjgj + r + h
se verifica em todos os passos do procedimento feito. Como o al-
goritmo se finaliza com h = 0, após um número finito de etapas
teremos
f =
s∑
j=1
qjgj + r.
Perceba que com todas as instruções do procedimento visto acima,
é fácil ver que ml(gi) - m para todo m ∈M(r) e todo j = 1, . . . , s, e
isso prova o teorema. 
Exemplo 4.1.1. Considere os polinômios
f = xy3 + y2 + x2 + y3, g1 = x+ y, g2 = xy − x ∈ R[x, y].
Primeiramente vamos ordenar os monômios seguindo a ordem lexi-
cográfica, em seguida efetuaremos a divisão de f por g1 e g2 respec-
tivamente.
f = x2 + xy3 + y3 + y2, g1 = x+ y, g2 = xy − x.
Chamando f = h1, perceba que ml(g1) | ml(h1), assim
x2 +xy3 +y3 +y2 x+ y
xy − x
−x2 −xy q1 = x
h2 = xy3 −xy +y3 +y2
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O ml(g1) continua dividindo ml(h2), então
x2 +xy3 +y3 +y2 x+ y
xy − x
−x2 −xy q1 = x+ y3

xy3 −xy +y3 +y2

−xy3 −y4
h3 = −xy −y4 +y3 +y2
Ainda conseguimos fazer a divisão do ml(h3) pelo ml(g1)
x2 +xy3 +y3 +y2 x+ y
xy − x
−x2 −xy q1 = x+ y3 − y

xy3 −xy +y3 +y2

−xy3 −y4
−xy −y4 +y3 +y2
+xy +y2
h4 = −y4 +y3 +2y2
Perceba que ml(g1) - m, e ml(g2) - m, onde m ∈ M(h4). Então
−y4 + y3 + 2y2 vai contribuir para o nosso resto.
x2 +xy3 +y3 +y2 x+ y
xy − x
−x2 −xy q1 = x+ y3 − y

xy3 −xy +y3 +y2 q2 = 0

−xy3 −y4 r = −y4 + y3 + 2y2
−xy −y4 +y3 +y2
+xy +y2
−y4 +y3 +2y2
Logo, pelo teorema da pseudo divisão, podemos reescrever f sendo
f = q1g1 + q2g2 + r
f = ((x+ y) · (x+ y3 − y)) + ((xy − x) · (0)) + (−y4 + y3 + 2y2).
Agora vamos inverter a ordem dos divisores, ou seja, vamos dividir
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f por g2 e g1 respectivamente.
x2 +xy3 +y3 +y2 xy − x
x+ y
−x2 −xy q1 = y2 + y

xy3 −xy +y3 +y2 q2 = x

−xy3 +xy2 r = y3 + y2

xy2 −xy +y3 +y2

−xy2 +xy
 y
3 +y2
Veja que f pode ser reescrito sendo
f = q1g1 + q2g2 + r
f = ((y2 + y) · (xy − x)) + ((x) · (x+ y)) + (y3 + y2).
Vamos realizar a divisão de f por g1 e g2 respectivamente, usando
a ordem lexicográfica graduada. Ordenando nossos monômios na
ordem lexicográfica graduada temos:
f = xy3 + y3 + x2 + y2, g1 = x+ y, g2 = xy − x.
Iremos dividir f por g1 e g2 respectivamente.

xy3 +y3 +x2 +y2 x+ y
xy − x

−xy3 −y4 q1 = y3 + x− y
−y4 +y3 +x2 +y2 q2 = 0
−x2 −xy r = −y4 + y3 + 2y2
−xy +y2
+xy +y2
2y2
Assim, f pode ser reescrito sendo
f = ((y3 + x− y) · (x+ y)) + (0 · (xy − x)) + (−y4 + y3 + 2y2).
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Agora, vamos dividir f por g2 e g1 respectivamente.

xy3 +y3 +x2 +y2 xy − x
x+ y

−xy3 +xy2 q1 = y2 + y

xy2 +y3 +x2 +y2 q2 = x

−xy2 +xy r = y3 + y2
 y
3 +x2 +xy +y2
−x2 −xy
 y
2
O polinômio f pode ser reescrito como:
f = q1g1 + q2g2 + r
f = ((y2 + y) · (xy − x)) + ((x) · (x+ y)) + (y3 + y2)
Note que, pelo Exemplo 4.1.1 vimos claramente que f pode
ser reescrito de diferentes maneiras usando o algoritmo da pseudo
divisão. Perceba que uma das maiores diferenças deste algoritmo
para os algoritmos demonstrados em 2.6 e 3.2, além de possibilitar a
divisão por n divisores, é que neste algoritmo não podemos garantir
a unicidade dos quocientes e nem do resto. Vejamos outro exemplo.
Exemplo 4.1.2. Considere os polinômios
f = x2−x2y−xy2+y4+xy+y2+x, g1 = y2−x, g2 = xy−y ∈ R[x, y].
Primeiramente vamos ordenar os monômios seguindo a ordem lexi-
cográfica, em seguida efetuaremos a divisão de f por g1 e g2 respec-
tivamente. Seja
f = −x2y + x2 − xy2 + xy + x+ y4, g1 = x− y2, g2 = xy − y.
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
−x2y + x2 − xy2 + xy + x+ y4 x− y2
xy − y
+x2 −xy3 q1 = −xy + x− y3 + y + 1
x2 − xy3 −xy2 + xy + x+ y4 q2 = 0
−x2 +xy2 r = −y5 + y4 + y3 + y2

−xy3 + xy + x+ y4

+xy3 − y5
xy + x− y5 + y4
−xy + y3
x− y5 + y4 + y3
−x+ y2
−y5+y4 + y3+y2
Logo, f pode ser reescrito como
f = ((x−xy+1−y3+y)·(x−y2))+(0·(xy−y))+(−y5+y4+y3+2y2).
Agora, vamos inverter os divisores, ou seja vamos dividir f por g2 e
g1 respectivamente.

−x2y +x2 −xy2 +xy +x +y4 +y2 xy − y
x− y2

+x2y −xy q1 = −x
+x2 
−xy2 +x +y4 +y2 q2 = x+ 1
−x2 +xy2 r = y4 + 2y2
x +y4 +y2
−x +y2
 y
4

+2y2
Assim, f pode ser reescrito sendo
f = ((−x) · (xy − y)) + ((x+ 1) · (x− y2)) + (y4 + 2y2).
Note que ao inverter a ordem dos divisores, o nosso resultado tam-
bém foi alterado, agora vamos usar a ordem lexicográfica graduada
e ver o que acontece com o nosso resultado. Seja
f = y4 − x2y − xy2 + x2 + xy + y2 + x, g1 = −y2 + x, g2 = xy − y,
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vamos efetuar a divisão de f por g1 e g2 respectivamente.
 y
4 −x2y −xy2 +x2 +xy +y2 +x −y2 + x
xy − y
−y4 +xy2 q1 = −y2 − 1

−x2y +x2 +xy +y2 +x q2 = −x

+x2y −xy r = x2 + 2x
x2 +y2 +x
−y2 +x
2x
Então, f pode ser reescrito sendo
f = ((−y2 − 1) · (−y2 + x)) + ((−x) · (xy − y)) + (x2 + 2x).
Agora, vamos alterar as ordens dos divisores ou seja, vamos dividir
f por g2 e g1 respectivamente.
 y
4 −x2y −xy2 +x2 +xy +y2 + x xy − y
−y2 + x
−y4 +xy2 q1 = −x

−x2y +x2 +xy +y2 +x q2 = −y2 − 1

+x2y −xy r = x2 + 2x
x2 +y2 +x
−y2 +x
2x
Logo, f pode ser reescrito sendo
f = ((−x) · (xy − y)) + ((−y2 − 1) · (−y2 + x)) + (x2 + 2x).
Perceba que nada se alterou quando foram invertido os divisores
usando a ordem lexicográfica graduada.
Exemplo 4.1.3. Considere os polinômios
f = x2 + xy + x2y − xz, g1 = y + xy, g2 = −z + x ∈ R[x, y, z].
Vamos ordenar os polinômios na ordem lexicográfica graduada e
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fazer a divisão de f por g1 e g2, respectivamente.

x2y +x2 +xy −xz xy + y
x− z

−x2y −xy q1 = x
x2 −xz q2 = x
−x2 +xz r = 0
0
Assim, f pode ser reescrito sendo
f = ((x) · (xy + y)) + ((x) · (x− z)) + 0.
Agora usando a mesma ordem vamos dividir f por g2 e g1 respecti-
vamente

x2y + x2 + xy − xz x− z
xy + y

−x2y + xyz q1 = xy + x+ y + yz
x2 + xy + xyz−xz q2 = 0
−x2+xz r = yz2 + yz
xy + xyz
−xy + yz
xyz + yz
−xyz + yz2
yz
2
+yz
Então, f pode ser reescrito sendo
f = ((xy + x+ y + yz) · (x− z)) + (0 · (xy + y)) + yz2 + yz.
4.1.1 Ideais em polinômios em várias variáveis
O algoritmo da pseudo divisão é aplicado na teoria de ide-
ais em anel de polinômios em várias variáveis. Para tanto, daremos
uma breve introdução desta teoria para que possamos entender sua
aplicabilidade.
Definição 4.1. Seja (A,+,×) um anel. Dizemos que um subcon-
junto não vazio I ⊆ A é um ideal se:
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i) f − g ∈ I para quaisquer f, g ∈ I.
ii) h× f ∈ I para todo f ∈ I e todo h ∈ A.
Perceba que um ideal I é fechado para subtração, enquanto
a regra para a multiplicação é mais exigente, pois o produto de um
elemento qualquer do anel A por um de I deve ainda ser um elemento
de I. Isso se deve ao fato de que a teoria de ideais “enxuga” todo um
conjunto o fazendo ser reescrito por um único gerador.
Proposição 4.2. Seja A um anel e I um ideal de A, então
i) 0A ∈ I,
ii) Se um elemento invertível de A pertence a I, então I = A.
Demonstração. i) Considere f ∈ I, assim f − f = 0A. Logo, 0A ∈
I.
ii) Suponha que exista i ∈ A um elemento invertível tal que i ∈ I.
Considere a ∈ A, logo
a = a× 1A = a× i−1 × i.
Note que a× i−1 ∈ A e i ∈ I, pois I é um ideal de A. Portanto,
A = I.

Considere A um anel e sejam a1, . . . , an ∈ A. O conjunto
〈a1, . . . , an〉 = {a1q1 + · · ·+ anqn | q1, . . . , qn ∈ A}
é um ideal de A, chamado de ideal gerado por a1, . . . , an.
De fato, considere I = 〈a1, . . . , an〉 e f, g ∈ I. Assim, exis-
tem q1, . . . , qn ∈ A tais que
f = q1a1 + · · ·+ qnan
e existem h1, . . . , hn ∈ A tais que
g = h1a1 + · · ·+ hngn.
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Logo,
f − g = (q1 − h1)a1 + · · ·+ (qn − hn)an,
e como hi − qi ∈ A para todo i = 1, . . . , n, segue que f − g ∈ I.
Agora dado h ∈ A, temos
h · g = (hq1)a1 + · · ·+ (hqn)an,
como hqi ∈ A para todo i = 1, . . . , n, então h · g ∈ I. Portanto
〈a1, . . . , an〉 é um ideal de A.
Apresentados esses conceitos de ideais em um anel A, va-
mos considerar agora que o anel A é o anel de polinômios em várias
variáveis K[x1, ..., xn] e o ideal 〈g1, . . . , gs〉 gerado pelos polinômios
gi ∈ K[x1, ..., xn]. Queremos saber se dado f ∈ K[x1, ..., xn] ele per-
tence ao ideal 〈g1, . . . , gs〉, isto é, existem q1, . . . , qs ∈ K[x1, ..., xn]
tais que
f = q1g1 + · · ·+ qsgs.
O algoritmo da pseudo divisão pode nos ajudar com esse fato, desde
que, o resto da pseudo divisão de f por g1, . . . , gs seja zero.
Observe no Exemplo 4.1.3 que se aplicarmos o algoritmo da
pseudo divisão de f por g1 = xy + y e g2 = x − z nesta ordem,
obtemos r = 0, com isso podemos garantir que
f ∈ 〈xy + y, x− z〉 = 〈g1, g2〉.
No entanto, se aplicarmos o algoritmo de f por g2 e g1 invertendo a
ordem dos quocientes, obtemos r 6= 0 e assim não se pode garantir
que
f /∈ 〈x− z, xy + y〉
utilizando o algoritmo, mas sabemos que f ∈ 〈xy + y, x− z〉.

5 CONSIDERAÇÕES FINAIS
Esta monografia possibilitou conhecer os conceitos de anel
de polinômios em várias variáveis, ordens monomiais e os seus algorit-
mos de divisão de polinômios que não são abordados nas disciplinas
da graduação em Licenciatura em Matemática, além de responder a
principal pergunta: “quando um ou mais polinômios não nulos divide
outro?”.
Além disso, em teoria de ideais em K[x1, ..., xn], o algoritmo
da pseudo divisão não pode ser usado, em geral, para verificar se um
dado f ∈ K[x1, ..., xn] pertence ou não a um ideal gerado por G =
{g1, . . . , gs}. Para acabar com esse problema é necessário estudar os
conceitos de bases de Gröbner e determinar um conjunto gerador
J = {h1, . . . , hk} de G que independente da ordem de escolha dos
quocientes his, no algoritmo da pseudo divisão, o resto não vai se
alterar. Neste caso, {h1, . . . , hk} é chamado de base de Gröbner do
ideal gerado por G. Assim ao aplicar o algoritmo da pseudo divisão
de f ∈ K[x1, ..., xn] por h1, . . . , hk, então r = 0 se, e somente se,
f ∈ 〈G〉.
Portanto, esse trabalho serve como referência para se iniciar
um estudo sobre as bases de Gröbner.
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