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a b s t r a c t
This paper will present a new method of adaptively constructing block iterative methods
based on Local Sensitivity Analysis (LSA). The method can be used in the context of
geometric and algebraic multigrid methods for constructing smoothers, and in the context
of Krylov methods for constructing block preconditioners. It is suitable for both constant
and variable coefficient problems. Furthermore, the method can be applied to systems
arising from both scalar and coupled system partial differential equations (PDEs), as well as
linear systems that do not arise from PDEs. The simplicity of the method will allow it to be
easily incorporated into existing multigrid and Krylov solvers while providing a powerful
tool for adaptively constructing methods tuned to a problem.
Published by Elsevier B.V.
1. Introduction
This paper presents a new method that uses Local Sensitivity Analysis (LSA) to identify blocks of variables in a linear
system that are strongly coupled with respect to a measure introduced in this paper. With such information regarding
the coupling of variables, we construct stationary block iterative methods that can be used, for instance, as smoothers in
multigrid methods or block preconditioners for Krylov methods. The method is suitable for both constant and variable
coefficient problems. It has been applied to systems that arise from both scalar and coupled system partial differential
equations (PDEs), as well as linear systems that do not come from PDEs. The simplicity of the method will allow it to be
easily incorporated into existing solvers. Furthermore, it is possible to adaptively vary the size and strength of the blocks
leading to the construction of a one parameter family of block iterative methods which can be tuned for a problem based
on efficiency or convergence criteria.
1.1. Related work
Early work in [1] provides an example of ‘‘multiline’’ iterative methods for systems arising from discretizations of
elliptic PDEs. In the context of multigrid methods, Yavneh [2] and Brandt [3,4] provide guidance for constructing multigrid
smoothers for complicated PDE systems. Varga [5] provides references to early work on block iterative methods for elliptic
difference equations and theory for such methods in the specific case ofM- and Stieltjes matrices. All the above approaches
✩ This work was supported under the auspices of the US Department of Energy under DOE contract W-7405-ENG-36 at Los Alamos National Laboratory,
an affirmative action/equal opportunity employer. By acceptance of this article, the publisher recognizes that the US Government retains a nonexclusive,
royalty-free license to publish or reproduce the published form of this contribution, or to allow others to do so, for US Government purposes. Los Alamos
National Laboratory requests that the publisher identifies this article as work performed under the auspices of the US Department of Energy. Los Alamos
National Laboratory strongly supports academic freedom and a researcher’s right to publish; as an institution, however, the Laboratory does not endorse
the viewpoint of a publication or guarantee its technical correctness. LA-UR-07-6276.∗ Corresponding author. Tel.: +1 865 241 1115.
E-mail addresses: philipb@ornl.gov (B. Philip), tichartier@davidson.edu (T.P. Chartier).
0377-0427/$ – see front matter. Published by Elsevier B.V.
doi:10.1016/j.cam.2011.11.016
2278 B. Philip, T.P. Chartier / Journal of Computational and Applied Mathematics 236 (2012) 2277–2297
typically rely on geometric knowledge of the PDE system. Smoothers based on sparse approximate inverse techniques were
developed in [6,7]. In the context of multilevel algebraic preconditioners [8,9] reported that the formation of dense diagonal
blocks using matrix reorderings appeared to have a beneficial effect on the convergence rate of block iterative methods.
Further, ONeil and Szyld [10] presented a block ordering method based on combinatorial considerations that formed dense
variable sized diagonal blocks. Numerical tests presented there showed that the block iterative methods based on the
reorderings performed better in general. The methods described in this paper differ from the existing methods as they
are based on sensitivity analysis and offer the ability to adaptively construct a whole family of smoothers that differ in
convergence rates and efficiency. The smoothers developed in [6,7] can be adapted, but this is done by altering the sparsity
pattern and the degree of fill-in allowed, and not based on the formation of strongly coupled blocks. Adaptivity of the
smoothers is an important feature which is being utilized in ongoing research by the authors to construct fully adaptive
multigrid methods.
In Section 3, a measure based on LSA is introduced as a means of identifying strong coupling between variables. This
measure is then used to construct adaptive algebraic block iterative methods. Using a measure to determine coupling of
variables also plays an integral role in algebraic multilevel methods. There the focus is on using a measure to construct the
multilevel components of an algebraic method. Examples include the classical formulation of algebraic multigrid [11–13]
and the smoothed aggregation (SA) measure [14,15]. Both measures rely onM-matrix assumptions on the discretized sys-
tem, which will not be the case for the LSAmeasure of strength introduced in this paper. Recent research effort has explored
new measures. Local inverse approximations were pursued in [16,17]. Such approximations are more useful when they
are produced by relaxation. However, the quality of the measure can degrade as shown in [18] even after a modest num-
ber of iterations of the smoother. Another approach related to matrix inverses arose with compatible relaxation in [3,19].
In this setting, the unknowns are split into fine-grid and coarse-grid points. Here, the inverse of the subblock containing
fine-grid points can be used to measure coupling between variables. Note that the local inverse is not chosen strictly to
reduce computational overhead as the local nature of the inverse can provide more robust information of coupling than the
global matrix [20]. Finally, in [18] a strength measure utilizes an evolved δ-function centered at a variable. As noted in the
paper, these evolutionmeasures take an ODE perspective to strength. LSA differs in that it measures strength relative to sen-
sitivity in the discretized system. The robustness of the approach of using LSA will be demonstrated in the numerical results
of Section 4 in which the method of this paper is applied to nonsymmetric systems that do not generate from differential
equations. Again, the LSA measure of strength is not directly utilized in a multigrid algorithm in this paper but is used to
form the blocks for the adaptive algebraic smoothers. Integrating the measure of strength supplied by LSA into multigrid
methods is an area of active research by the authors.
1.2. Outline
In the following section of this paper, a brief review of geometric and algebraic multigrid methods presents a broad
context for the applicability of the methods of this paper for a multigrid process. Further, the section outlines how previous
research in geometric methods has often required specially designed smoothers while research on algebraic methods has
concentrated on altering the process of constructing coarse-grid components as smoothing is generally fixed to a simple
relaxation scheme. Then, Section 3 introduces the use of LSA for identifying strong coupling between variables and describes
amethod for constructing adaptive algebraic block iterativemethods. Finally, Section 4 presents numerical results for linear
systems arising from scalar and coupled system PDEs as well as systems that do not come from PDEs.
2. Review of multigrid
Periodically in this paper, the potential role of adaptive algebraic smoothers in multigrid methods will be discussed. As
such, we begin with a brief review of multigrid.
2.1. Geometric multigrid (GMG)
Multigrid methods solve discrete linear systems that often arise from discretizing PDEs. Specifically, such methods seek
the solution x ∈ ℜn to the linear system
Ax = f, (1)
where A ∈ ℜn×n is a global matrix for a PDE. It is assumed in this paper that A is nonsingular, i.e., a unique solution, x, to (1)
exists. The multigrid iterative cycle begins with an initial guess x0 that yields the error e0 = A−1f− x0.
The first step toward solving (1) is to perform relaxation (or smoothing). However, after only a few steps of smoothing,
continued iterations of relaxation would result in degradation of the convergence factor as only those components of
the error that are not efficiently reduced by smoothing remain. Instead, GMG now attempts to correct the fine-grid
approximation by a coarse-grid approximation to this error. This is done by first forming the residual, rj = f − Axj, and
posing the residual equation:
Aej = rj. (2)
(Here j refers to the j-th iteration of the smoother.) GMG attempts now to solve the residual equation.
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Fig. 1. Error of an elliptic problem in 3 stages of amultigrid cycle. (a) Initial error on fine grid. (b) Smoothed error on fine grid after relaxation. (c) Smoothed
error approximated by the coarse grid.
While we understandably expect e0 to contain both smooth and oscillatory components as seen in Fig. 1(a), carefully
chosen relaxation schemes quickly dampen the oscillatory components of the error leaving only smooth components
(Fig. 1(b)). As such, ej can be represented on a coarser scale. This is done by forming the coarse-grid version of residual
equation (2) and solving, resulting in a coarse-grid approximation to ej, as seen in Fig. 1(c). This coarse-grid approximation
is interpolated to the fine grid and used to correct the approximation xj, effectively reducing the smooth components of the
error. This is the basis of what is called coarse-grid correction.
The coarse-grid problem is not solved directly, but by a combination of smoothing and correction from still coarser
grids. One full application of this recursive procedure constitutes a multigrid cycle. Well designed multigrid methods must
sufficiently reduce all components of the error by a combination of fine-grid relaxation and coarse-grid correction. While
sometimes separated for purposes of discussion, smoothing and coarse-grid correction are partners that combine to create
the efficiency and power of themultigrid cycle: multigrid methodsmust be designed so that bothmechanisms complement
each other’s efforts. A properly designed cycle reduces all error by a factor independent of the size of the fine grid problem,
giving GMG its optimal solution time.
2.2. Algebraic multigrid
GMGmethods are scalable formany regular-grid problems. Yet, they can be difficult to develop for the large unstructured
grids thatmany simulations require. AlgebraicMultigrid (AMG) attempts to overcome this difficulty by abstractingmultigrid
principles to an algebraic level so that the algorithm is more automatic and robust. AMG is effective on a large class of
problems (see, e.g., [21,13]), especially scalar elliptic partial differential equations. Still, important applications exist, many
that lie in system PDEs and nonsymmetric problems, that are difficult for AMG to treat. It is important to note that iterative
methods in general have failed to achieve full optimality for such problems.
AMG differs from GMG in that it attempts to choose components of the multigrid process automatically with only
knowledge of the algebraic system. AMG methods typically fix the smoother, choosing for example Gauss–Seidel as the
smoother on all grid levels. AMG then attempts to algebraically choose coarse-grid correction components [13,22,23] during
a setup phase prior to the actual solution phase. In the context of AMG, smooth error need not necessarily be geometrically
smooth. Instead, algebraically smooth error remaining after smoothing simply refers to error, e, that is not significantly
reduced after applying the smoother, S, i.e., Se ≈ e (see [24, Appendix A]).
2.3. A role for an automated, problem-dependent smoother in GMG and AMG
While the necessary components of a multigrid cycle are well-defined as detailed above, identifying how to build such
components that will lead to an efficient iterative method is not always so clear. For example, other than for the simplest
cases, it can be necessary to construct problem dependent components for smoothing and/or coarse-grid correction. GMG
methods typically fix the hierarchy of coarse grids in advance, limiting the coarse-grid components that can be modified.
Hence, in the design of a GMG solver the burden shifts towards the design of smoothers thatmust eliminate oscillatory error
components that fixed coarse-grid correction components cannot tackle. In the past this has been done on a case by case
basis by multigrid experts.
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In contrast, an AMG algorithm contains the setup phase which has the burden of producing a coarsening process that
approximates error that the fixed smoothing scheme cannot reduce. Fixing the smoother has meant that in general AMG
methods have troublewhenused for solving coupled PDE systems thatmayhave strong intervariable couplings due to failure
of the smoother to converge, requiring the design of a problem dependent smoother by a multigrid expert. By automating
the process of smoother selection we hope to shift some of the burden of an efficient AMG algorithm from coarse-grid
correction to smoothing. While not addressed in this paper, and the subject of future research, we note that our methods
can potentially also be used to develop algorithms for the coarsening process in AMG.
Examples of smoothers used in multigrid include pointwise damped Jacobi, Gauss–Seidel, successive over-relaxation
(SOR), ILU, and block Jacobi and Gauss–Seidel smoothers, to name a few. Here block smoothers refer to relaxation schemes
where a set of variables are updated simultaneously in the relaxation scheme. Block smoothers can be constructed in a
variety of ways. Line smoothers are examples of block relaxation schemes which are effective when anisotropies align along
grid directions for scalar problems. Alternating direction line smoothers are used when anisotropies do not align along
grid directions. Segment block smoothers refer to smoothers that form blocks on segments of lines. Nodal block smoothers
update a coupled set of variables at a node when discretizing a system PDE. As is evident, a wide variety of smoothers for
multigridmethods that tackle different problem dependent characteristics have been developed.We refer to [24] for amore
detailed description of these smoothers, their options and further references. For complex geometries andunstructured grids
constructing such smoothers is not easy. In general, knowledge and detailed analysis of the physical system by a multigrid
expert has been required to determine an appropriate smoother other than for the simplest problems. This paper attempts
to automate the process of smoother construction. While the method obviously cannot construct smoothers for all classes
of linear systems we will demonstrate through numerical examples that the class of problems tackled is quite varied and
large.
3. Smoothers based on strong coupling
Achi Brandt, in his 1984 guide formultigrid techniques [4] states the following: ‘‘Themost basic rule in devising relaxation
schemes is that a strongly coupled block of unknowns which is locally decoupled from (or weakly coupled with) the coarser grid
variables should be relaxed simultaneously. The reason is that a point-by-point relaxation smoothes only along the strongest
couplings whereas block relaxation also smoothes along second-strongest couplings’’.
We adopt the essence of the insightful statement above while not adopting the classical strength of connection measure
used in AMG that can be derived from this broad principle. Supplying a more robust measure of strong coupling than the
classical measure has been an area of active area of research within the AMG community in the context of identifying
coarsening strategies. Along these lines, we concentrate on developing a measure which is suitable for both symmetric and
non-symmetric systems and which is invariant under scalings. We note that our focus is on using a strength of connection
measure to develop algebraic smoothers as opposed to coarsening strategies, though the latter is a future direction of
research.
To develop a strength of connection measure we start from the residual equation:
Ae = r,
for a given error e. Since A is assumed to be non-singular we have e = A−1r, or equivalently, in component form:
ei =
n
k=1
(A−1)ikrk, i = 1, 2, . . . , n.
The approach we take is to develop strength of connection measures based on sensitivity analysis that quantify the
dependence of the error on the neighboring residual values. In order to do this, we start by computing the relative sensitivity
of the error, ei, to the residual values, rk. This is defined by:
Measure 1.RS ik =  rkei

∂ei
∂rk
=

rk
ei

(A−1)ik.
Since this measure requires knowledge of the error, ei, it is impractical, and we consider a scaled measure that is
independent of the error given by:
Measure 2.
RS ik =
RS ikRS ii =

rk
ri

(A−1)ik
(A−1)ii
.
While no longer dependent on the error values the dependence on the residual values rk and ri implies the measure will
vary from iteration to iteration of an iterative process. In addition thismeasure is not invariant under scalings of thematrix A
of the formDAD, whereD is a randomdiagonalmatrix. This is an important and desirable property for strength of connection
measures.
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Table 1
Sensitivities for isotropic 9-point Laplacian stencils.0.113 0.141 0.1130.141 1.00 0.141
0.113 0.141 0.113
 0.193 0.224 0.1930.224 1.00 0.224
0.193 0.224 0.193

7× 7 grid 15× 15 grid0.272 0.303 0.2720.303 1.00 0.303
0.272 0.303 0.272
 0.332 0.363 0.3320.363 1.00 0.363
0.332 0.363 0.332

33× 33 grid 65× 65 grid
With this in mind we propose the measure given by:
Measure 3.
S˜ ik = RS ik · RSki =
(A−1)ik(A−1)ki
(A−1)ii(A−1)kk
. (3)
This measure is attractive as it is invariant under diagonal scalings of the matrix A and has no dependence on the error or
the residuals at a particular iteration. An obvious shortcoming is that it is still dependent on the entries of the matrix A−1
which are not available in practice. Before we proceed further in developing a practical measure we illustrate the current
prototypical measure with two model examples.
3.1. Model problems
3.1.1. Isotropic Laplacian
Consider the isotropic Laplacian equation
uxx + uyy = 0 (4)
on a square grid, discretizedwith a standard 9-point stencil. If variable i is in the interior of the domain, then A (appropriately
scaled) has the stencil given by
−1
8
−1
8
−1
8
−1
8
1 −1
8
−1
8
−1
8
−1
8
 ,
which results in variable i having 9 distance 1-neighbors. We now compute the sensitivity measures, S˜ ik. Table 1 gives some
representative values of the sensitivities presented in stencil form for a point at the center of the domain as the size of the
grid is varied from a 7×7 to a 65×65 grid. For example for the 65×65 grid the stencil encodes S˜ ik = 0.363 for the variables
k that are to the north, south, east and west of variable i. Similarly, the variables to the northwest, northeast, southeast
and southwest of i produce S˜ ik = 0.332. Such results would be expected by any algorithm proposing to yield information
regarding strength for this problem.
3.1.2. Anisotropic Laplacian
Now, consider the anisotropic Laplacian equation
ϵuxx + uyy = 0 (5)
with ϵ = 1/100. Now, if variable i is in the interior of the domain, then the stencil for a variable can be represented by−1 −3.9 −1
1.9 8.0 1.9
−1 −3.9 −1

.
Table 2 reports sensitivities, S˜ ik, presented in stencil form as the size of the grid is varied from a 7×7 to a 65×65 grid. Again,
the strongest coupling to the variable i is itself. However, this problemdemonstratesmuch stronger coupling to thenorth and
south. Much weaker connections exist to the east, west and diagonal connections, which is expected for this problem. Note
that though we vary the size of linear system the measure is able to robustly capture the anisotropic strength of connection
present in the underlying PDE. Note also that the stencil is of the type that has positive and negative off-diagonals, which
can pose more troublesome to AMG’s traditional measure of strength.
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Table 2
Sensitivities for anisotropic 9-point Laplacian stencils.0.009 0.527 0.0090.025 1.00 0.025
0.009 0.527 0.009
 0.001 0.649 0.0010.000 1.00 0.000
0.001 0.649 0.001

7× 7 grid 15× 15 grid0.039 0.724 0.0390.027 1.00 0.027
0.039 0.724 0.039
 0.104 0.767 0.1040.087 1.00 0.087
0.104 0.767 0.104

33× 33 grid 65× 65 grid
3.2. Symmetric M-matrices
Having illustrated the measure on our model examples we now analyze the specific case where A is a symmetric M-
matrix. A is defined to be anM-matrix [5] if:
• Aij ≤ 0,∀i ≠ j,
• A is nonsingular,
• A−1 ≥ O (all entries of A−1 are non-negative).
We first make the following definition:
Definition 1. Let α ∈ (0, 1] be a user provided or automatically determined threshold. Then, variables indexed by i and k
are defined to be strongly coupled relative to α if either S˜ ik ≥ αS˜ imax or S˜ki ≥ αS˜kmax, where S˜ imax = maxk S˜ ik.
Let us first determine S˜ imax.
S˜ imax = maxj
 (A−1)ij(A−1)ji(A−1)ii(A−1)jj

= max
j
 (A−1)2ij(A−1)ii(A−1)jj
 .
Since A is a symmetricM-matrix, A is symmetric positive definite (SPD), and hence A−1 is SPD. By Fact 8.7.3 of [25],
(A−1)2ij ≤ (A−1)ii(A−1)jj. (6)
Hence,
S˜ imax ≤ 1.
For the case i = jwe obtain equality and hence
S˜ imax = S˜ ii = 1.
Criteria (6) can now be further simplified to:
(A−1)2ij ≥ α(A−1)ii(A−1)jj (7)
which sets a geometric lower bound on the values of (A−1)ij for variable j to be considered strongly coupled to variable i. We
note that the simpler criteria (7) for strength of coupling is true for SPD matrices in general but we state it for symmetric
M-matrices in particular because of some of our theoretical results further on in the paper are specific to such matrices.
3.3. Localizing the measure
The previous subsection demonstrated that the prototypical measure S˜ ij , of (3) can reveal strength of connections among
variables.
Themeasure in its present form is not practical due to its dependence on entries of A−1. Clearly, localization of themethod
is necessary for computational viability. The goal is to create a sufficiently efficient algorithm while uncovering the desired
information needed to determine strong couplings.
To this end we first define the distance 1-neighborhood of i to be the index set C1i = {i} ∪ {j | Aij ≠ 0}. Recursively,
we can define the k-neighborhood, k ≥ 2, to be the index set Cki = Ck−1i ∪ {l | Ajl ≠ 0, j ∈ Ck−1i } with cardinality m ≤ n.
Corresponding to a k-neighborhood we can assemble a local m × m submatrix Aˆ formed by removing from A all rows j
and columns j if j does not belong to Cki . We choose not to use a k subscript or superscript on Aˆ for notational convenience.
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Table 3
Sensitivities for anisotropic 9-point Laplacian stencils computed using
different neighborhood blocks.0.010 0.237 0.0100.049 1.00 0.049
0.010 0.237 0.010
 0.008 0.503 0.0080.025 1.00 0.025
0.008 0.503 0.008

1-neighborhood 3-neighborhood0.001 0.644 0.0010.000 1.00 0.000
0.001 0.735 0.001
 0.104 0.767 0.1040.087 1.00 0.087
0.104 0.767 0.104

7-neighborhood 16-neighborhood
More formally, form the n×mmatrix,
Pk = [ej1ej2 · · · ejm ],
where ejk , k = 1, 2, . . . ,m, jk ∈ Cki , are the canonical column basis vectors with all zeros except for a 1 in location jk. Then,
Aˆ ≡ PTk APk.
Our localized measure which is used in all the numerical experiments presented is now defined as
Measure 4.
S ik =
(Aˆ−1)ik(Aˆ−1)ki
(Aˆ−1)ii(Aˆ−1)kk
(8)
where it is assumed that Aˆ is non-singular.
Table 3 illustrates how the sensitivities, S ik, of a point in the center of the domain vary, as we vary the size of the
neighborhood, and hence the size of the localmatrix Aˆ. Note that the 1-, 3-, 7-, and 16- neighborhoods correspond tomatrices
Aˆ of size 3× 3, 7× 7, 15× 15, and 33× 33 respectively for the example of the anisotropic Laplacian on a 33× 33 grid. Note
further that the 16-neighborhood is of the size of A itself and hence corresponds to the global measure. It is clear that larger
submatrices (and in the limit A itself) yield increasingly accurate estimates of the global strength of connection Measure 3.
However, the table also shows that itmay be sufficient to have an estimate of the relative sensitivities to develop an effective
algorithm that can with low overhead provide an ordering of the variables connected to a given node relative to the given
measure. In practice, as will be seen, we use 1-neighborhoods to define the matrices Aˆ.
In the case where A is a symmetricM-matrix we can quantify the effect of localization. In order to do this we first state
the following theorem without proof.
Theorem 1 ([25, Fact 8.9.17]). Let A ∈ ℜn×n, assume A is symmetric positive definite (SPD), let S ⊆ {1, 2, . . . , n} and let A[S]
denote the principal submatrix of A obtained by deleting row i and column i of A for all i ∈ S. Then,
A−1

[S] −

A[S]
−1 (9)
is symmetric positive definite.
The matrix Aˆ for Measure 4, which is the k-neighborhood of variable i corresponds to a diagonal block of A˜ = P˜TAP˜ , for
some permutation P˜ and some k ≥ 1. Let us assumewithout loss of generality that A has been permuted so that the diagonal
block corresponding to Aˆ is the [1, 1] block in a block representation of A˜. We will denote this block by A˜[11] and assume that
it is nonsingular and let B denote (A˜[11])−1 for simplicity of notation. Corresponding to Bwe let C denote the [1, 1] block of
A˜−1. We note that both B and C are of sizem×mwherem is the size of the k-neighborhood of variable i. With this notation
we now state two lemmas before presenting the main theorems of this section:
Lemma 1. Let B and C be defined as above. Then,
Bkl ≤ 12 (Bkk + Bll), (10)
Ckl ≤ 12 (Ckk + Cll), (11)
Bkk ≤ Ckk, (12)
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and
Ckl − E ≤ Bkl ≤ Ckl + E (13)
where E = 12 [(Ckk − Bkk)+ (Cll − Bll)] ∀1 ≤ k, l ≤ m.
Proof. B is SPD since it is the inverse of a principal submatrix of the SPD matrix A. Let ek, el ∈ ℜn be canonical unit vectors
for 1 ≤ k, l ≤ m. Then,
(ek − el)TB(ek − el) ≥ 0 H⇒ Bkl ≤ 12 (Bkk + Bll),
proving (10).
C is SPD since it is a principal submatrix of a SPD matrix A˜−1. Hence, using C instead of B in the previous proof yields
Ckl ≤ 12 (Ckk + Cll),
proving (11).
Now, from Theorem 1,
eTkBek ≤ eTkCek.
This immediately implies (12).
Again, from Theorem 1,
(ek + el)TB(ek + el) ≤ (ek + el)TC(ek + el),
and
(ek − el)TB(ek − el) ≤ (ek − el)TC(ek − el),
where ek, el ∈ ℜn are canonical unit vectors for 1 ≤ k, l ≤ m. Together these imply (13). 
For convenience in the following proofs, let us write Bkk = βkCkk, Bll = βlCll, and 12 (Ckk + Cll) = γklCkl with
βk, βl, γkl ∈ (0, 1]. This assumes that B and C satisfy the conditions of the previous theorem and hence, we know the
constants βk, βl, γkl ∈ (0, 1] exist based on (10)–(13).
The following theorems show that the local measure of strong coupling, S ik, does provide information about the global
measure of strength, S˜ ik and vice-versa. We note that in practice the local measures of strong coupling do translate robustly
into global measures of strength without any practical restrictions as will be evident from our numerical experiments.
Theorem 2. Let A ∈ ℜn×n be a symmetric M-matrix and let B, C ∈ ℜm×m be defined as above. Then, S ik ≥ αS imax for
k ∈ {1, 2, . . . ,m} and α ∈ (0, 1] implies S˜ ik ≥ α′S˜ imax for some α′ ∈ (0, 1].
Proof. From (7), we know that for a symmetric M-matrix the local strength of coupling condition reduces to Bkl ≥√
αB1/2kk B
1/2
ll . Noting that a symmetricM-matrix is positive definite, we can combine this with (13)
Ckl + 12 [(Ckk − Bkk)+ (Cll − Bll)] ≥
√
αB1/2kk B
1/2
ll
H⇒ Ckl + 12 [(1− βk)Ckk + (1− βl)Cll] ≥

αβkβlC
1/2
kk C
1/2
ll .
Letting βkl = min(βk, βl)we have
Ckl + (1− βkl)12 (Ckk + Cll) ≥

αβkβlC
1/2
kk C
1/2
ll .
Substituting 12 (Ckk + Cll) = γklCkl we have
(1+ (1− βkl)γkl)Ckl ≥

αβkβlC
1/2
kk C
1/2
ll
or equivalently
Ckl ≥
√
αβkβl
(1+ (1− βkl)γkl)C
1/2
kk C
1/2
ll .
Hence proved with α′ = αβkβl
(1+(1−βkl)γkl)2 ≤ α. 
Given the global measure and a strength of connection threshold α on it we can prove that it corresponds to a strength
of connection threshold α′ on the local strength of connection measure.
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Theorem 3. Let A ∈ ℜn×n be a symmetric M-matrix and let B, C ∈ ℜm×m be defined as above. Then, S˜ ik ≥ αS˜ imax for
k ∈ {1, 2, . . . ,m} and α ∈ (0, 1] implies S ik ≥ α′S imax for some α′ ∈ (0, 1].
Proof. For a symmetricM-matrix the global strength of coupling condition reduces to Ckl ≥ √αC1/2kk C1/2ll . From (13)
Ckl ≤ Bkl + 12 [(Ckk − Bkk)+ (Cll − Bll)]
implying
Bkl + 12 [(Ckk − Bkk)+ (Cll − Bll)] ≥
√
αC1/2kk C
1/2
ll =

α
βkβl
B1/2kk B
1/2
ll .
Substituting again
Bkl + 12

1
βk
− 1

Bkk +

1
βl
− 1

Bll

≥

α
βkβl
B1/2kk B
1/2
ll .
Without loss of generality let us assume βk ≤ βl and 12 (Bkk + Bll) = δklBkl with δkl ∈ (0, 1]. Then,
1+

1
βk
− 1

δkl

Bkl ≥

α
βkβl
B1/2kk B
1/2
ll
or
Bkl ≥

αβk
βl
(βk + (1− βk)δkl)B1/2kk B1/2ll .
It is easy to show that the quantity α′ = αβk
βl
(βk + (1− βk)δkl)2 < 1. 
We now briefly mention how this measure can be computed efficiently. Evaluating Measure 3 requires knowing the
coefficients (A−1)ii, (A−1)jj, (A−1)ij, and (A−1)ji. Consider the linear system
ATy = ei, (14)
and the related adjoint problem
Az = ei, (15)
for a fixed value of i. The solution vectors, y and z to these related problems are the i-th row and column respectively of A−1.
Hence, they provide the necessary information required in constructing Measure 3. We emphasize again that in practice
Measure 4 is used and Measure 3 is purely the motivator in the development of Measure 4. Hence, in practice cost efficient
localized versions of (14) and (15) based on 1-neighborhoods are used.
Summarizing, we make note of three important points:
• It is clearly possible to use distance 2- or distance 3- neighborhoods of i but this adds computational cost and was found
to be unnecessary in our experiments. The information obtained by computing the measure on 1- neighborhoods was
found to be sufficient for our purposes.
• For constant coefficient problems it is sufficient to compute the measure for a small set of local linear systems (one
interior system and one local system for each boundary) making the cost negligible. For variable coefficient systems
the measure needs to be computed for all variables. In such cases the cost is similar to what a block Jacobi smoothing
operation might incur.
• Computing themeasure is an embarrassingly parallel operation as it is involves solvingmultiple decoupled local systems,
which requires no interprocessor communication.
3.4. Diagonal scaling
Traditional AMG methods have trouble with diagonal scaling. In the numerics to follow, a traditional AMG measure of
strength or coupling could be used on the linear system. Even if successful, one needs only to diagonally scale the system
such that we consider A˜ = DADwhere D supplies sufficient variation. In such a case, AMGmay no longer effectively identify
strong couplings, even when A is a symmetric M-matrix. This, despite the algebraically smooth modes for A˜ simply being
scalings of the algebraically smooth modes of A. In this subsection we show that our measure is invariant with respect to
diagonal scaling of the matrix A. The proof is simple and follows along similar lines to that outlined in Theorem 1 of [16].
Note that we do not require A to be symmetric.
Lemma 2. Let D be a diagonal n × n matrix and B = DAD. Define the sensitivity measures (SB)ij and (SA)ij for B and A. Then,
(SB)ij = (SA)ij.
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Proof.
(SB)ij =
 (B−1)ij(B−1)ji(B−1)ii(B−1)jj

=
D
−1
ii (A
−1)ijD−1jj D
−1
jj (A
−1)jiD−1ii
D−1ii (A−1)iiD
−1
ii D
−1
jj (A−1)jjD
−1
jj

=
 (A−1)ij(A−1)ji(A−1)ii(A−1)jj

= (SA)ij. 
Using LSA in the local manner described we show how we can uncover strong couplings in a wide variety of problems.
We now focus on using such knowledge to create block smoothers algebraically. The next section motivates and develops
such a method.
3.5. Algorithm for identifying strongly coupled blocks
The pseudocode contained in Algorithm 1 presents the steps followed to determine the blocks for smoothing for the
section to follow. For the example of the anisotropic Laplacian using this algorithm we are able to form blocks which
correspond to the lines which a line smoother would use when α < 0.237 (see section on numerical experiments).
Heuristically we have determined that setting α = 0.23 provides good results for most cases. In a fully adaptive algorithm
(as we will describe in a related publication) α can be varied to obtain a whole class of smoothers for a given problem.
Initialize:
n ←− 1 /* n: indexes the number of blocks */
B ←− ∅ /* B: the set of blocks */
Bn ←− ∅ /* Bn: n-th block being formed */
Bnew ←− {1} /* Bnew: set of new indices to add to block Bn */
F ←− ∅ /* F: set of strong connections to indices in Bn */
S ←− {2, . . . , n}
Iterate:
while S! = ∅ do /* While S contains unprocessed indices */
for j ∈ Bnew do
for k ∈ (C1j \ {j}) ∩ S do /* 1-neighborhood of j */
if S jk ≥ α or Skj ≥ α then /* if strongly connected */
F ←− F ∪ {k}
S ←− S \ {k}
end
end
end
Bn ←− Bn ∪ Bnew /* Add new indices to Bn */
if F ! = ∅ then
Bnew ←− F
F ←− ∅
else
B ←− B ∪ {Bn}
n ←− n+ 1
Bn ←− ∅
F ←− ∅
Bnew ←− {head(S)} /* head(S) refers to next element in S */
end
end
Algorithm 1: Determining Blocks for Smoother
Given a matrix, A ∈ ℜn×n, a user provided or adaptively determined threshold, α ∈ (0, 1], and the index set,
I = {1, 2, . . . , n}, the algorithm attempts to find a collection, B = {B1, B2, . . . , Bs}, of pairwise disjoint subsets of I such
that

i Bi = I. Each set Bi ∈ B is a set of indices that corresponds to a set of strongly coupled variables identified using the
measure based on LSA. Formation of the i-th set Bi starts by picking an index j ∈ I that does not belong to one of the existing
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sets, B1 to Bi−1. The set Ij ⊆ I \
i−1
l=1 Bl

of indices corresponding to variables strongly coupled to variable j is identified
and added to the set Bi. Then, Bi = {j} Ij. In turn, variables strongly connected to variables in Ij are identified and added
to Bi and the process is repeated till no further variables in Imeet the criteria for being strongly coupled to a variable in Bi.
Bi is added to B and the whole algorithm is repeated to form subsets Bi+1 to Bs at which point no more indices remain in
I \ sl=1 Bl and the algorithm terminates.
3.5.1. Choosing the threshold α
Definition 1 introduced a user specified threshold α ∈ (0, 1] relative to which variables were defined to be strongly or
weakly coupled to each other. We note and emphasis that the introduction of a user defined threshold is for convenience
and practicality. Given a linear system Ax = fwe can compute sensitivities of every variable i to its neighbors based on the
connectivity of the matrix. Hence, for every variable iwe can form a list of variables ordered by their sensitivities to variable
i. An algorithm for forming blocks of strongly connected variables can be developed (and has been experimentedwith by the
authors) using such ordered lists. Indeed such an algorithm does not depend on any user specified parameters such as α and
can provide a very fine level of control over the formation of blocks. However, in practice we have found it more practical
to allow the user to provide a threshold which allows for a much coarser level of control over the formation of the blocks.
3.6. Forming an adaptive algebraic smoother
The goal of this section is to utilize the measure of strong coupling developed in the previous subsections in forming
a smoother. The algebraic nature of our methods means we are concerned with an algebraic sense of smoothness and
not geometric smoothness. However, we will see that in some cases the algebraic and geometric sense of smoothness do
coincide. In particular, for the purposes of smoothing, strongly connected variables will be grouped together to form blocks.
These blocks will then be used to define a stationary block iterative scheme. We assume that we have been able to identify
groups of strongly connected variables using our measure and Algorithm 1. Grouping these variables together into a block
is essentially a reordering of the matrix A. Let P denote a n× n permutation matrix that reorders A so that blocks of strongly
coupled variables are grouped together. Then the reordered matrix is given by PTAP . For simplicity of notation, in the rest
of this section we will use A to denote the reordered matrix PTAP also. Now, let
A =
A11 A12 · · · A1sA21 A22 · · · A2s· · · · · · · · · · · ·
As1 · · · As,s−1 Ass
 (16)
where Aij, 1 ≤ i, j ≤ s are now s2 matrix subblocks of size qi × qj withs1 qi = n. It is assumed that the diagonal blocks,
Akk, 1 ≤ k ≤ s, are nonsingular. A block iterative stationary method can now be defined by a splitting, A = M − N , where
M is invertible, which leads to the stationary iteration:
xk+1 = M−1Nxk +M−1f. (17)
The iteration given above converges if and only if ρ(M−1N) < 1.
An example of a block iteration is the block Gauss–Seidel method defined by the splitting:
M =
A11 0 · · · 0A21 A22 · · · 0· · · · · · · · · · · ·
As1 · · · As,s−1 Ass
 (18)
andN = M−A. When s = n, then the subblocks are of size one and the block iterations reduce to the standard lexicographic
Gauss–Seidel iteration. The numerical results presented in this paperwere all performedwith block Gauss–Seidel iterations,
though once the block partitioning is defined we are free to choose any suitable block iterative process.
In general, it will be difficult to provide theoretical results that guarantee that the block-iterative method formed will
converge or that a particular choice of blocks will lead to a faster rate of convergence as opposed to an alternative choice
of blocks. We refer the reader to Varga [5] for the limited convergence results that are available. While the results in [5]
are useful for certain classes of matrices they typically provide asymptotic convergence results. However, typically for MG
methods only a few iterations of the smoother are used and results regarding convergence before the asymptotic limit is
reached are more useful. We provide such a result below after some preliminary definitions.
Let ∥e∥2A = eTAe be the energy norm. Then, ∥e∥A can also be represented as rTA−1rwhere Ae = r. Following Brandt [12],
let rk denote the residual for block k just prior to relaxing block k during a block Gauss–Seidel iteration. Then the decrease
in energy due to relaxing block k is given by rTkA
−1
kk rk.
Without loss of generality consider the first two blocks of thematrix (16) since it is always possible to find a permutation
matrix that makes any two diagonal blocks of A the first two diagonal blocks. We wish to compare the decrease in energy
in the cases where the blocks are inverting separately and when they are inverted as one single block together during a
Gauss–Seidel iteration.
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Lemma 3. Let A ∈ ℜn×n, A SPD, and let A be given in block form (16). Let
A˜ =

A11 A12
AT12 A22

(19)
be the first two subblocks of the matrix A and let rT1,2 = (rT1, rT2) denote the residual for blocks 1 and 2 just prior to a block
Gauss–Seidel sweep. Let δEs denote the decrease in energy due to inverting both blocks separately and δEb denote the decrease in
energy from inverting both blocks simultaneously. Then, δEb ≥ δEs.
Proof. First consider inverting the two blocks consecutively. After relaxing on the first block the reduction in energy is
rT1A
−1
11 r1, and the new residual for the second block is given by r˜2 = r2−AT12A−111 r1. Hence, the total reduction in energy after
relaxing both blocks separately is given by
δEs = rT1A−111 r1 + (r2 − AT12A−111 r1)TA−122 (r2 − AT12A−111 r1).
Now consider inverting both blocks together given the same initial residual, rT1,2 = (rT1, rT2).
Factoring A˜−1 as
A˜−1 =

I1 −A−111 A12
O I2

A−111 O
O (A22 − AT12A−111 A12)−1

I1 O
−AT12A−111 I2

,
the reduction in energy from inverting both blocks together is given by
δEb = rT1,2A˜−1r1,2 = rT1A−111 r1 + (r2 − AT12A−111 r1)T (A22 − AT12A−111 A12)−1(r2 − AT12A−111 r1).
Now,
δEb − δEs = (r2 − AT12A−111 r1)T [(A22 − AT12A−111 A12)−1 − A−122 ](r2 − AT12A−111 r1).
Since A11 is a principal submatrix of a SPD matrix it is SPD and it follows that A−111 is also SPD.
Hence, AT12A
−1
11 A12 is also SPD since x
TAT12A
−1
11 A12x = (A12x)TA−111 (A12x) ≥ 0,∀x.
This in turn implies that xT (A22 − AT12A−111 A12)x ≤ xTA22x,∀x, or equivalently,
[A22 − (A22 − AT12A−111 A12)] is SPD.
By Proposition 8.5.5 of [25], this implies that [(A22 − AT12A−111 A12)−1 − A−122 ] is SPD and hence
δEb − δEs ≥ 0. 
4. Numerical experiments
This section reports numerical results for the algebraic block smoothing algorithm introduced in Section 3.6. For each
experiment, this new method’s performance will be compared to that of pointwise Gauss–Seidel.
Unless otherwise stated α = 0.23. Furthermore, unless otherwise stated, we solve the homogeneous problem (f = 0)
with a random initial vector, x0, with entries between 0 and 1. A convergence factor which is the ratio
∥rk∥2/∥rk−1∥2 for
each iteration k is also included.
Keep in mind that such methods can be used within a multigrid method that dampens remaining components of the
error with a coarse-grid correction process. This paper focuses on suchmethods as linear solvers of themselves, and in some
cases we will see that the methods succeed as such a solver.
In the numerics to follow,we look at threemain classes of problems: scalar PDEs, coupled systemPDEs and linear systems
related to the PageRank vector used by search engines such as Google. Within these classes of problems, we will consider
both symmetric and nonsymmetric systems. Note that system PDEs and nonsymmetric linear systems are traditionally
difficult for multigrid methods to solve efficiently. It is notable that the smoothers of this paper can be extended to such
problems without adjustment to the algorithm.
A variety of the linear systems to follow could be efficiently solved with a block smoother formed with, instead of LSA,
an adaptation of traditional AMG’s strength of connection measure for this context. For such an implementation, S ij could be
taken to equal Ai, the submatrix of A containing nonzero connections in the 1-neighborhood of i. Again, the entries would
be scaled such that the largest is 1 and a block that contains node i would also contain any node j that is larger than a
threshold α.
Especially in the case of scalar PDEs whose discretizations lead to symmetricM-matrices, this would be a wise decision
as the theory of AMG was developed for such system [13,12] and AMG’s strength measure only involves examining the
entries in a row of the matrix. However, recall that LSA is not affected by diagonally scaling unlike AMG as discussed at the
beginning of Section 3.4. Further, AMG’s measure is less robust. For example, for the nonsymmetric systems in Section 4.3,
the AMG measure will lead to unacceptably large blocks without necessarily decreasing convergence rates by a noticeable
amount. Given this lack of robustness of AMG’s measure of strength, the following numerics use LSA as outlined in previous
sections of this paper, which again demonstrates the ease of using this approach over a wide variety of problems.
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Fig. 2. Lines created by adaptive algebraic smoother for (a) anisotropic Poisson problem and (b) PDE defined in (20) with anisotropies varying in four
regions of the domain. Dots represent blocks of size 1.
Table 4
Eq. (5) on a 35×35 gridwith full Dirichlet boundary conditions. Algebraic block smoothing created 33 blocks.
Pointwise Block
∥r∥ Conv. Fac. ∥r∥ Conv. Fac.
1.75042e+02 1.00000 1.75042e+02 1.00000
3.75857e+01 0.21472 8.94206e+00 0.05109
1.12387e+01 0.29902 5.98658e−01 0.06695
4.90205e+00 0.43618 5.25415e−02 0.08777
3.08755e+00 0.62985 6.61093e−03 0.12582
4.1. Scalar partial differential equations
To begin, we demonstrate the ability of such a method to produce blocks desirable for scalar PDEs.
4.1.1. Isotropic Laplacian
We begin by considering the isotropic Laplacian again from (4). Table 1, shows the sensitivities as the grid sizes are
increased. From the stencils of sensitivities shown we see that each point is most strongly coupled to itself though the
sensitivities to neighboring points does increase. As such, the method produces a pointwise Gauss–Seidel method, which
would be expected for this problem.
4.1.2. Anisotropic Laplacian
We now consider system (4) for ϵ = 1/100. Table 2 shows that while the strongest coupling to the variable i is itself,
a strong connection also exists to the north and south. Finding the strength of couplings in this way for both interior and
boundary variables, and then using Algorithm 1, creates the lines seen in Fig. 2(a). As such, the method creates the line
smoother considered a standard option for such a problem. We see in Table 4 how the method compares to pointwise
Gauss–Seidel. For such a problem, a multigrid method would overcome the slower convergence of pointwise Gauss–Seidel
with semi-coarsening, line smoothing, or a combination of both.
4.1.3. Varying anisotropy within the domain
We next turn to an example from Section 1.3 in [26]. The underlying PDE is:
− (aux)x − (buy)y + cuxy = f (x, y) (20)
defined on a unit square with full Dirichlet boundary conditions. The problem is defined such that a = b = 1 everywhere
except in the upper left quarter of the unit square where b = 103 and the lower right quarter where a = 103. To split the
domain into four regions with varying anisotropies, c = 0 except in the upper right quarter where c = 2.
The discretized system is formed using a standard 5-point stencil and a (left-oriented) 7-point stencil for the diffusion
and mixed derivative points of the PDE, respectively. As a result of these varying coefficients, the system is isotropic in
the lower left quarter of the unit square but strongly anisotropic in the remaining quarters. The direction, however, of the
anisotropy varies in the remaining three quarters of the unit square with the direction of strong connection lying in the x, y
and diagonal directions for the upper left, lower right, and upper right quarters, respectively. The varying directions of these
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Fig. 3. Algebraically smooth error after four iterations of (a) pointwise smoother and (b) block smoother for the scalar PDE (20).
Table 5
Pointwise and block smoothing results for PDE given in (20) defined with full Dirichlet boundary conditions.
Algebraic block smoothing created 271 blocks.
Pointwise Block
∥r∥ Conv. Fac. ∥r∥ Conv. Fac.
1.64395e+07 1.00000 1.64395e+07 1.00000
2.62512e+06 0.15968 3.05954e+03 0.00019
7.20048e+05 0.27429 9.83819e+02 0.32156
3.84240e+05 0.53363 6.28077e+02 0.63841
2.80055e+05 0.72886 4.79059e+02 0.76274
anisotropies are reflected in the smooth error produced after four iterations of pointwise Gauss–Seidel seen in Fig. 3(a). Note
that the numerics use the discretized system which included both A and fwere supplied by Klaus Stüben.
In Table 5, pointwise Gauss–Seidel converges toward the solution. However, the adaptive algebraic smoother performs
much better particularly in the first iteration which is important for multigrid methods. The adaptive algebraic smoother
forms blocks that geometrically follow the anisotropieswithin each region as seen in Fig. 2(b), which results in geometrically
smooth error, as seen in Fig. 3(b), suggesting its usefulness for geometric multigrid methods. Note that the largest error
occurs in the quarter of the domain that is isotropic which is where the block smoother chooses only pointwise smoothing.
It should be noted that of the 271 blocks, one block does contain 136 variables and can be seen in the upper left-hand region
of Fig. 2(b). This block contains several diagonals in the graph. While raising α to 0.25 disconnected these diagonals, it also
resulted in the lower right-hand region being solved with blocks of one variable each.
4.1.4. Discontinuous coefficients
Our next example is with strongly discontinuous coefficients. The following model problem comes from Section 8.4.1
in [26]. The underlying diffusion problem is:
− (aux)x − (buy)y = f (x, y), (21)
on a unit square with discontinuous coefficients a > 0 and b > 0 as defined in Fig. 4. Note that f (x, y) = 0 except at
the points (0.25, 0.25), (0.5, 0.5) and (0.75, 0.75) where f (x, y) = 10. The problem has the following Dirichlet boundary
conditions
u = 1 for x ≤ 0.5, y = 0 and x = 0, y ≤ 0.5; otherwise u = 0.
The system is discretized using a standard 5-point stencil on a regular grid with a mesh of h = 1/N . The numerics use the
discretized system supplied by Klaus Stüben.
In Table 6, pointwise Gauss–Seidel converges toward the solution. However, the adaptive algebraic smoother performs
much better particularly in the first iteration which is important for multigrid methods. Further, the block smoother
produces geometrically smooth error as seen in Fig. 5 suggesting its usefulness for geometric multigrid methods. In regions
1 and 4 of Fig. 4 the algorithm constructs a point smoother. In regions 2 and 3 a line smoother is constructed with the lines
being in the x and y directions respectively, each line a block of size 49. Finally, the algorithm also constructs one large block
of size 192 along the perimeter of the inner rectangle created by regions 2 and 3 that intersect with regions 1 and 4 and two
small blocks of size 3 at corners of discontinuity where regions 1 and 4 intersect in the interior of the domain. Table 7 shows
the performance when α is changed to 0.25.
The next example considers an application where adaptively altering α would be advantageous.
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Fig. 4. Distribution of discontinuous coefficients in (21).
Table 6
Pointwise and block smoothing results for PDE given in (21) definedwith strongly discontinuous coefficients
on a 65× 65 grid with full Dirichlet boundary conditions. Algebraic block smoothing created 2430 blocks.
Pointwise Block
∥r∥ Conv. Fac. ∥r∥ Conv. Fac.
3.75139e+01 1.00000 3.75139e+01 1.00000
3.07687e+01 0.82019 7.39852e+00 0.19722
3.02140e+01 0.98197 4.54620e+00 0.61447
2.99211e+01 0.99031 3.42014e+00 0.75231
2.97010e+01 0.99264 2.80756e+00 0.82089
Fig. 5. Algebraically smooth error after four iterations of (a) pointwise smoother and (b) block smoother for the scalar PDE (21)with strongly discontinuous
coefficients with α = 0.1 for the adaptive block smoother.
Table 7
Pointwise and block smoothing results for PDE given in (21) definedwith strongly discontinuous coefficients.
Algebraic block smoothing created 2342 blocks with α = 0.25.
Pointwise Block
∥r∥ Conv. Fac. ∥r∥ Conv. Fac.
1.14838e+008 1.00000 1.14838e+008 1.00000
1.69170e+007 0.14731 4.31595e+006 0.03758
3.86860e+006 0.22868 9.89439e+005 0.22925
1.65386e+006 0.42751 4.55776e+005 0.46064
1.01471e+006 0.61354 3.10844e+005 0.68201
4.1.5. Oil reservoir modeling system
The following linear system (consisting of both A and f) is from the Harwell–Boeing collection available from Matrix
Market (http://math.nist.gov/MatrixMarket/). It is the SHERMAN2 matrix which comes from a three dimensional thermal
simulation with steam injection (from the description on the website) and is one of the oil reservoir simulation challenge
matrices from Andy Sherman. The matrix A is a 1080× 1080 real non-symmetric matrix with 23094 non-zero entries. It is
not diagonally dominant and has a condition number estimate of 1.4e+ 12. Gauss–Seidel diverges for this problem due to
the lack of diagonal dominance. Table 8 shows the convergence history as we vary the threshold, α, from 0.02 to 0.01. For
α = 0.02 and above the block iteration does not converge at all, while forα = 0.015we obtainmarginally good convergence
of the smoother. By then lowering α even further to 0.01 we are able to obtain good convergence for this system. Table 9
shows that as α is varied the number and size of the blocks can vary considerably. This example is not meant to imply that
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Table 8
Convergence of block smoothers for SHERMAN2 problem with varying α.
α = 0.02 α = 0.015 α = 0.01
∥r∥ Conv. Fac. ∥r∥ Conv. Fac. ∥r∥ Conv. Fac.
1.7440e+08 1.00000 1.74403e+08 1.00000 1.74403e+08 1.00000
1.6789e+09 9.62652 2.07175e+02 0.00000 6.33395e+01 0.00000
2.1287e+12 1267.93 1.65739e+02 0.80000 2.94528e+00 0.04650
2.6978e+15 1267.35 1.04408e+02 0.62995 1.26511e−01 0.04295
3.4189e+18 1267.28 6.54539e+01 0.62691 5.43414e−03 0.04295
Table 9
Block statistics for SHERMAN2 problem with varying α.
α Number of blocks Max. block size Min. block size
0.020 227 500 1
0.015 220 575 1
0.010 215 725 1
Table 10
For α = 0.1, algebraic block smoothing created 66 blocks for ϵ = 0.01 and k = 0.01 in system (22).
Pointwise Block
∥r∥ Conv. Fac. ∥r∥ Conv. Fac.
3.36744e+01 1.00000 3.36744e+01 1.00000
4.98483e+00 0.14803 6.52906e−02 0.00194
1.33386e+00 0.26758 2.42908e−02 0.37204
7.24956e−01 0.54350 4.34561e−03 0.17890
5.30071e−01 0.73118 2.07235e−03 0.47688
larger block sizes necessarily lead to better convergence rates. Counterexamples are provided in [5]where this is not the case.
However, larger block sizes can lead to better convergence rates as this experiment demonstrates. Furthermore, this example
illustrates how αmight be reduced by an adaptive algorithm, which should balance convergence and work requirements in
the resulting block iterative smoother. Other research on multigrid methods that construct multigrid components based on
measures that strive to balance convergence and work include [27,19].
4.2. Systems of partial differential equations
System PDEs are traditionally difficult problems for algebraic multigridmethods. This section demonstrates the ability of
the adaptive algebraic smoother to define strong couplings for such problems and its affect on the block smoothing iteration.
For simplicity the examples presented in this section are 2×2 coupled systems of PDEswhere AMG is known to have trouble.
4.2.1. Model systems
In this section, we consider two model systems where the anisotropy in each variable differs. These systems were
provided in [28]. In order to introduce the system of interest, define
−∆ϵ:x ≡
 −1
−ϵ 2+ 2ϵ −ϵ
−1

and −∆ϵ:y ≡
 −ϵ
−1 2+ 2ϵ −1
−ϵ

.
Therefore, this section considers the linear system:−∆ϵ:x kI
−kI −∆ϵ:y

u
v

=

f
g

. (22)
For the numerics to follow, we will set ϵ = 0.01.
In the first system, the diagonal blocks have the 5-point anisotropic Laplacian with ϵ = 0.01. Again, the direction of the
anisotropy differs between the blocks. First we set k = 0.01, which results in weak coupling between the u and v variables.
In Table 10, pointwise Gauss–Seidel converges toward the solution. However, the adaptive algebraic smoother performs
much better both in early and later iterations. The system is 2178×2178with a total of 66 blocks where each block contains
33 variables.
In the second system, we keep ϵ = 0.01. However, we create large off-diagonal coupling by setting k = 100. In fact, the
linear system is no longer (and far from being) diagonally dominant. The adaptive algebraic smoother’s success on problems
difficult for pointwise Gauss–Seidel is clearly seen in this example. In Table 11 we see clear divergence for pointwise
Gauss–Seidel. The adaptive algebraic smoother performs with low convergence rates. Again, the system is 2178 × 2178.
The block smoother chooses 1089 blocks with each being a 2× 2 block.
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Table 11
For α = 0.1, the adaptive algebraic smoother created 1089 blocks for ϵ = 0.01 and k = 100 in system (22).
Pointwise Block
∥r∥ Conv. Fac. ∥r∥ Conv. Fac.
2.69586e+03 1.00000 2.69586e+03 1.00000
2.88770e+09 1071160.82977 2.65708e−01 0.00010
1.06156e+14 36761.62942 2.61880e−05 0.00010
3.95519e+18 37258.11459 2.56550e−09 0.00010
1.48261e+23 37485.12355 2.52011e−13 0.00010
Table 12
Linear elasticity discretized with square elements (hx = 1/32 and hy = 1/32) on a 32 × 32 grid. Algebraic
block smoothing created 154 blocks.
Pointwise Block
∥r∥ Conv. Fac. ∥r∥ Conv. Fac.
1.02898e+02 1.00000 1.02898e+02 1.00000
1.55244e+01 0.15087 6.71144e+00 0.06522
4.23511e+00 0.27280 1.31698e+00 0.19623
1.86418e+00 0.44017 5.44928e−01 0.41377
1.16999e+00 0.62762 3.79121e−01 0.69573
Table 13
Linear elasticity discretized with stretched rectangular elements (hx = 1/32 and hy = 1/320) on a 32× 32
grid. Algebraic block smoothing created 1059 blocks.
Pointwise Block
∥r∥ Conv. Fac. ∥r∥ Conv. Fac.
6.48406e+02 1.00000 6.48406e+02 1.00000
1.47308e+02 0.22719 4.47162e+01 0.06896
4.32406e+01 0.29354 8.85885e+00 0.19811
1.67276e+01 0.38685 3.50303e+00 0.39543
8.82532e+00 0.52759 2.01024e+00 0.57386
4.2.2. Linear elasticity
Next, we apply the adaptive algebraic block smoothing method to the 2D linear elasticity system
uxx + 1− β2 uyy +
1+ β
2
vxy = f1,
1+ β
2
uxy + 1− β2 vxx + vyy = f2,
(23)
where u and v are displacements in the x and y directions, respectively. Throughout the numerical tests, we employ the
value β = 1/2, which yields the Poisson ratio ν = β/(1 + β) = 1/3. The problem has free boundaries, except on the left
where u = v = 0. We discretize (23) with bilinear finite elements on a uniform nx × ny rectangular array of cells with
spacing hx × hy. The actual domain (nxhx by nyhy) varies in size, depending on the values of nx, ny, hx, and hy.
We begin by discretizing with square elements (hx = 1/32 and hy = 1/32) on a 32 × 32 grid. Setting α = 0.23
leads to 2075 blocks with most variables in blocks of single variables. The block smoother is slightly better than pointwise
Gauss–Siedel. However, decreasingα to 0.11, leads to 154 blockswith blocks of size 32, 33, 66 and 196 occurring 28, 28, 1 and
1 times, respectively; the remaining blocks consisted of a single variable. The numerical results for this decreased α appear
in Table 12. We see that the adaptive algebraic smoother has efficient dampening in the early iterations which again bodes
well to its role in the multigrid process. Note also that α = 0.12 leads to 1112 blocks with the largest block consisting of 77
degrees of freedom. The results for α = 0.12 are better than α = 0.23 but only slightly. Recall that Section 3.5.1 outlines an
approach in which such parameter tuning would not be necessary through the use of order lists. Such an approach would
enable a user to adaptively lower α in a desire to improve the convergence of the block smoother. Again, the use of ordered
lists, however, would remove a dependence on the parameter α as the algorithm would group variables according to their
sensitivities.
We next stretch the grid and consider linear elasticity discretized with stretched rectangular elements (hx = 1/32 and
hy = 1/320) on a 32 × 32 grid. Beginning again with α = 0.23 leads to a smoother with a very low convergence in the
first iteration, which can be very useful for multigrid methods. The results for this α are contained in Table 13. The block
smoother contains 91, 1, 30 and 1 blocks of size 2, 4, 33, and 66 with all remaining blocks consisting of a single variable.
Next, themethod is tested on the single-element thick 2-Dplane-stress cantilever beamdiscretizedwith square elements
on a 64×1 grid. In this example, it is sufficient to choose α = 0.35 to produce the results in Table 14. In this example, blocks
of 2, 4, and 69 variables occur 60, 1 and 1 times with remaining variables existing in a block of a single degree of freedom.
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Table 14
Single-element thick 2-D plane-stress cantilever beam discretized with square elements on a 64 × 1 grid.
For α = 0.35, the algebraic block smoothing created 129 blocks.
Pointwise Block
∥r∥ Conv. Fac. ∥r∥ Conv. Fac.
1.85134e+01 1.00000 1.85134e+01 1.00000
2.53012e+00 0.13666 2.31088e+00 0.12482
1.07796e+00 0.42605 7.44074e−01 0.32199
6.15243e−01 0.57075 3.34014e−01 0.44890
4.24397e−01 0.68980 1.98868e−01 0.59539
Table 15
Single-element thick 2-D plane-stress cantilever beam discretized with rectangular elements on a 64 × 1
grid. Stretched elements use a 10:1 aspect ratio. For α = 0.5, the algebraic block smoothing created 129
blocks.
Pointwise Block
∥r∥ Conv. Fac. ∥r∥ Conv. Fac.
1.39403e+02 1.00000 1.39403e+02 1.00000
1.20062e+00 0.00861 7.84326e+00 0.05626
8.75675e−01 0.72935 2.68457e+00 0.34228
7.37977e−01 0.84275 1.30862e+00 0.48746
6.39986e−01 0.86722 8.06594e−01 0.61637
We see from the iterates that after 4 smoothing steps, the residual is approximately half that of the residual resulting from
pointwise Gauss–Seidel. Using α = 0.23 produces slightly better results but utilizes a block with 189 degrees of freedom.
The final problem from linear elasticity is a single-element thick 2-D plane-stress cantilever beam with stretched
rectangular elements. The elements have a 10 : 1 aspect ratio. Setting α to 0.5 results in 129 blocks producing the numerics
in Table 15. For this problem, α = 0.23 results in essentially a direct solve due to a large block of of size 256 (of the total 260
variables). Of the 129 total blocks formed, 124 and 1 blocks contained 2 and 8 variables, respectively with the remaining 4
blocks containing a single variable. Note that pointwise Gauss–Seidel performs much better for the first iteration but then
degrades. This was true over multiple runs with various random initial guesses.
4.3. Linear systems related to PageRank
Finally, we consider linear systems associated with search engine analysis and the PageRank algorithm. At the core of
the PageRank algorithm is a Markov Chain model of internet activity. The states of the Markov process are web pages. The
PageRank vector is the steady-state vector of the transitionmatrix. Rather than finding an eigenvector of a stochasticmatrix,
we will solve an associated nonsymmetric linear system.
To form this linear system, we first form the transition matrix. LetW be a connected network of n web pages. Then G is
defined as the n× n adjacency matrix ofW , that is, gij is 1 if there is a hyperlink to page i from page j and 0 otherwise. Note,
G is a sparse matrix. Define the matrix H where
hij =

gij/ci if ci ≠ 0,
gij if ci = 0 ,
and ci is the column sum of G. That is,
ci =

1≤j≤n
gji.
Finally, define the vector v = 1n1.
In this paper, we find the PageRank vector by solving a corresponding linear systemwhich preserves the sparsity of G. In
particular, we are interested in the system:
(I − αH)y = v. (24)
Note, I − αH is a nonsingularM-matrix. After solving this linear system, the PageRank vector x is then computed by letting
x = y/y1T . For a more thorough discussion on the properties of this matrix and for a proof that such a process produces the
PageRank vector, see [29].
The purpose of this section is to demonstrate the effectiveness of the the adaptive algebraic smoothing method on a
representative sample of web networks. Note again, that unless otherwise stated,α = 0.23. In particular the networks come
from [30] and are formed according to the guidelines of Kleinberg [31]. Briefly, the search engine AltaVista was queried for
one or more keywords. When a query consisted of more than one word, the ‘+’ symbol was used to ensure that every page
in the network contained the keywords. For more information, see [32,33].
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Table 16
Algebraic block smoothing applied to linear formulation of PageRank on a network with 3410 web pages.
The algorithm chose 3395 blocks.
Pointwise Block
∥r∥ Conv. Fac. ∥r∥ Conv. Fac.
2.59212e+00 1.00000 2.59212e+00 1.00000
6.06500e−01 0.23398 6.07978e−01 0.23455
2.22497e−02 0.03669 2.11573e−02 0.03480
7.57690e−03 0.34054 6.44165e−03 0.30446
3.47985e−03 0.45927 2.16959e−03 0.33681
2.05188e−03 0.58965 7.63709e−04 0.35201
1.37409e−03 0.66968 2.77293e−04 0.36309
9.60892e−04 0.69929 1.02414e−04 0.36934
6.81373e−04 0.70910 3.81806e−05 0.37281
4.85753e−04 0.71290 1.43038e−05 0.37464
3.47258e−04 0.71489 5.37245e−06 0.37560
Table 17
Algebraic block smoothing applied to linear formulation of PageRank on a network with 5354 web pages.
The algorithm chose 5340 blocks.
Pointwise Block
∥r∥ Conv. Fac. ∥r∥ Conv. Fac.
2.43871e+00 1.00000 2.43871e+00 1.00000
6.72147e−01 0.27562 6.85112e−01 0.28093
7.19090e−02 0.10698 3.88805e−02 0.05675
3.95497e−02 0.55000 1.16343e−02 0.29923
2.59383e−02 0.65584 4.20766e−03 0.36166
1.80366e−02 0.69536 1.63230e−03 0.38793
1.27886e−02 0.70903 6.52036e−04 0.39946
9.13197e−03 0.71407 2.64205e−04 0.40520
6.54160e−03 0.71634 1.07880e−04 0.40832
4.69460e−03 0.71765 4.42438e−05 0.41012
3.37341e−03 0.71857 1.81927e−05 0.41119
Table 18
Algebraic block smoothing applied to linear formulation of PageRank on a network with 1196 web pages.
The algorithm chose 1192 blocks.
Pointwise Block
∥r∥ Conv. Fac. ∥r∥ Conv. Fac.
2.60461e+00 1.00000 2.60461e+00 1.00000
1.31657e−01 0.05055 1.31426e−01 0.05046
2.02106e−02 0.15351 1.85671e−02 0.14127
1.02146e−02 0.50541 8.14526e−03 0.43869
6.42538e−03 0.62904 4.52498e−03 0.55554
4.37016e−03 0.68014 2.83732e−03 0.62703
3.02891e−03 0.69309 1.84068e−03 0.64874
2.11352e−03 0.69778 1.20572e−03 0.65504
1.48144e−03 0.70093 7.92893e−04 0.65761
1.04242e−03 0.70366 5.22536e−04 0.65902
7.36066e−04 0.70611 3.44833e−04 0.65992
The first network consisted of 3410 web pages and was formed from the keywords amusement parks. Algebraic
smoothing created 3395 blocks. Most blocks consisted of a single variable. More notably, given the improvement in
convergence, the method chose 7, 1, and 2 blocks of size 2, 3, and 4, respectively. Such results, seen in Table 16 underscore
the method’s ability to judiciously select blocks. Moreover, a relatively small number of blocks contain more than a single
variable but result in a marked decrease in the rate of convergence.
The second network consisted of 5354 web pages formed from the keyword blues. Algebraic smoothing created 5340
blocks with most blocks consisting again of a single variable. For this network, 10 and 2 blocks were formed of size 2 and 3,
respectively. Table 17 again reflects the increased efficiency resulting from the algebraic choices of the method.
We do not see the same level of speed-up on all networks. For instance, the network formed from the keywords
automobile industries led to the results in Table 18. Note, only 5 blocks consisted of more than one variable. More
specifically, 2 blocks consisted of two variables and three blocks consisted of 3 variables. Note that the residual is lower on
the last iterate but the asymptotic convergence rate, while better, is not significant.
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Table 19
Algebraic block smoothing applied to linear formulation of PageRank on the same network of 1196 web
pages as in Table 18. In this numerical test, the algorithm chose 1111 blocks when α is decreased from 0.23
to 0.001.
Pointwise Block
∥r∥ Conv. Fac. ∥r∥ Conv. Fac.
2.60461e+00 1.00000 2.60461e+00 1.00000
1.31657e−01 0.05055 2.75561e−01 0.10580
2.02106e−02 0.15351 7.89509e−04 0.00287
1.02146e−02 0.50541 1.20704e−06 0.00153
6.42538e−03 0.62904 1.92228e−09 0.00159
4.37016e−03 0.68014 3.13887e−12 0.00163
3.02891e−03 0.69309 5.19720e−15 0.00166
2.11352e−03 0.69778 5.97956e−17 0.01151
It is interesting to note that parameter tuning can dramatically improve the convergence rate of the method for this
problem. Setting α = 0.001 leads to less blocks and the numerical results in Table 19. The method does result in larger
blocks. Again, 3 blocks consisted of 2 variables. Now, 3 blocks contain 2 variableswith the five remaining blocks (that contain
more than a single variable) containing 4, 7, 22, 24, and 30 degrees of freedom. This choice results in a convergence factor
of 0.001 on most iterates.
This section underlines that ability of the algebraic block smoothing method of this paper to be applied successfully to
nonsymmetric linear systems that do not arise from PDEs.
5. Conclusions and future work
This paper presented a new method of adaptively and algebraically constructing block iterative methods based on
LSA that can be used in the context of multigrid methods as smoothers and in the context of Krylov methods as block
preconditioners. As presented, the method can be used in the context of both geometric and algebraic multigrid methods.
Current research includes work on implementing LSA into traditional AMG for the purposes of widening the scope of
problems it can solve effectively.
Numerical results of this paper reflect the seamless way the adaptive algebraic method can transition between scalar
and system PDEs and also how the method is effective on nonsymmetric linear systems that are not generated from PDEs.
The adaptive algebraic method of this paper allows the smoothing process in the context of multigrid to adapt to various
problem types and to algebraically design such smoothers to be more effective than pointwise Gauss–Seidel. The simplicity
of the method will allow it to be easily incorporated into existing codes. The methods provide a powerful tool for adaptively
constructing block iterative smoothers and can complement existing research on coarse-grid correction components.
There are several newdirections inwhich the presentwork can be extended. Firstly, it isworthwhile consideringwhether
our measure can be used as a criteria for coarsening non-symmetric and coupled system PDE systems in AMG. Secondly,
LSA provides a matrix reordering based on strength of coupling as opposed to alternatives based on minimizing fill-in or
finding independent subsets. It is worthwhile to consider whether a matrix reordering scheme based on some combination
of these schemeswill offer better solver performance in a variety of applications. Thirdly, the adaptivity of the block iterative
smoothers presented here are attractive in the context of fully adaptive multigrid methods. These are directions we are
currently pursuing.
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