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ABSTRACT
In this paper, we study the problem of reconstructing a 3D point
source model from a set of 2D projections at unknown view angles.
Our method obviates the need to recover the projection angles by ex-
tracting a set of rotation-invariant features from the noisy projection
data. From the features, we reconstruct the density map through a
constrained nonconvex optimization. We show that the features have
geometric interpretations in the form of radial and pairwise distances
of the model. We further perform an ablation study to examine the
effect of various parameters on the quality of the estimated features
from the projection data. Our results showcase the potential of the
proposed method in reconstructing point source models in various
noise regimes.
Index Terms— 3D reconstruction, rotation-invariant features,
point-source model, 3D tomography, unassigned distance geometry.
1. INTRODUCTION
In 3D unknown view tomography the task is to reconstruct a 3D map
from a large set of 2D noisy projections taken from unknown view
angles. This paradigm appears in a multitude of applications includ-
ing cryo-electron microscopy and medical imaging [1, 2]. In this
paper we address this problem for a specific form of 3D maps, point-
source models. Point-source models are a superposition of a finite
number of translated kernels that are well concatenated in space. Re-
covering a point-source model also appears in a variety of signal and
image processing problems, such as compressed sensing [3], super-
resolution [4], radio astronomy [5, 6], array signal processing [7],
unassigned distance geometry [8, 9], molecular imaging in X-ray
crystallography [10], atomic modeling in cryo-electron microscopy
[11], powder diffraction [12], to name a few.
Reconstructing a 3D structure from a set of projection images
has been extensively studied in the literature. Techniques targeting
this problem can be broadly classified into two categories. In the
first category, the projection orientations or their distribution along-
side the 3D structure are recovered. One set of such approaches first
estimates the projection orientations through common-line based
methods [13], and then recovers the 3D structure through direct
filtered backprojection based [14] or regularized optimization-based
methods [15, 16]. On the other hand, projection matching [17] and
maximum-likelihood based methods [11, 18] iteratively estimate the
projection orientations and the 3D structure. These conventional
methods have major drawbacks such as, 1) they rely on estimating
the projection orientations which is a challenging task especially in
severe low signal-to-noise ratio (SNR) regimes, 2) they are compu-
tationally demanding.
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In the second category that is mainly specialized for ab ini-
tio modeling, recovering the projection orientations is bypassed
through the use of rotation-invariant features in an autocorrelation
form known as method of moments [19, 20, 21, 22]. Although this
method avoids the estimation of the projection orientations, it does
not address how the prior of the signal model could be incorporated
in the reconstruction process.
In this paper we propose a two-step procedure to recover a 3D
point-source model directly from a set of projection images taken at
random unknown orientations. As illustrated in Fig. 1, our method
consists of: (1) estimating rotation-invariant features from the pro-
jection data; and (2) reconstructing the density map using the esti-
mated features. We extend our previous work in the 2D point-source
tomography [23]-[24] to 3D, construct new rotational invariant fea-
tures from the projection data, and derive analytically the link be-
tween the features and the radial and pairwise distances of the points.
The features and the derivations are different from our previous re-
sults for 2D tomography. Through the use of rotation-invariant fea-
tures, we bypass the recovery of the projection angles. Compared
to other related works on using method of moments to reconstruct
3D density maps [21, 22], our approach explicitly takes the prior of
the signal, i.e. point-source model, into account in both feature gen-
eration and reconstruction step. In the second step of our pipeline,
we recover the density map from the estimated features by solving a
constrained nonconvex problem using the approach in [25].
We assess the quality of the estimated features through an abla-
tion study and compare the estimated features with their analytical
forms. Numerical experiments show that the proposed pipeline is ro-
bust to noise when the number of random projections is sufficiently
large.
2. IMAGE FORMATION MODEL
We assume the following forward model,
s`[u, v] = D{Pω`φ}[u, v] + ε`[u, v], ` ∈ {1, 2, ..., L} (1)
φ(x) =
∑K
n=1 ψ(x− xn) , (2)
where φ : R3 → R+ ∪ {0} is an unknown density map. We further
assume that φ is a point source model consisting of K point sources
located at {xn}Nxn=1 where x represents a point in the Cartesian co-
ordinates. The kernel ψ is well concentrated in space, for example,
a Gaussian kernel (source). Here, inspired by the atomic modeling
for proteins using cryo-electron microscopy images, we assume a
simplified model with point sources.
The operator Pω projects the 3D density map φ by first rotating
the volume with a 3×3 rotation matrixRω corresponding to the rota-
tion ω in 3D rotation group SO(3), i.e. ω ∈ SO(3), and then taking
the line integral of the rotated density map along the z-direction,
(Pωφ) (x, y) =
∫ ∞
−∞
φ(R>ωx)dz. (3)
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Fig. 1. The forward model in (1) and the 3D point source localization pipeline. The rotation-invariant features are estimated from the
projection images (section 3.1). Finally, the point source model is reconstructed from the features (section 3.2).
To take into account the finite resolution of the digitized projec-
tion data, we introduce the sampling operator D as,
D(f)[u, v] =
∫ (v+ 12 )∆
(v− 12 )∆
∫ (u+ 12 )∆
(u− 12 )∆
f(x, y)dydx, (4)
where [u, v] ∈ {−M, . . . ,M} × {−M, . . . ,M}, and the pixel
width is ∆. The observed discretized projection data is further
contaminated by additive white Gaussian noise ε with zero mean
and variance σ2. The inverse problem we would like to address is
to estimate the point source locations in 3D from the collection of
noisy projection images {s`}L`=1. We emphasize that the rotations
{ω`}L`=1 of the projection images are unknown, and we assume ω is
uniformly distributed on SO(3).
3. METHOD
We start by deriving the rotation invariant features extracted from the
projection data for a “general” 3D density map φ, then narrow down
to the features for a Gaussian-source model that is later on used in
the numerical experiments. Finally, we formulate the reconstruction
as a constrained nonconvex optimization problem.
3.1. Rotation invariant features
Let the Fourier transform Φ of the density map φ be defined as,
Φ(k) =
∫∫∫
φ(r)e−j〈k,r〉dr, (5)
where r and k denote coordinates in spatial and Fourier domains
respectively with ‖r‖2 = r and ‖k‖2 = k. From now on, any triple
integral with respect to r is written as a single integral for the sake of
brevity. To obtain the first invariant feature, we average Φ(k) over
all angular directions of k to obtain B1(k),
B1(k) =
∫
sin(kr)
kr
φ(r)dr. (6)
Note that after averaging, B1(k) is only a function of k. Taking the
sine transform of kB1(k) and then multiplying it by t, we have
µ(t) =
2t
pi
∫ ∞
0
kB1(k) sin(k t) dk =
∫
φ(r)δ(t− r) dr , (7)
for t ≥ 0. In (7), µ(t) integrates φ(r) on a sphere with radius t, and
it is thus invariant to the global rotation of the density map around
origin. We call µ(t) the mean feature as it is the result of averaging
Φ(k) over all possible directions of k.
For the second feature, we average |Φ(k)|2 over all angular di-
rections of k to get,
B2(k) =
∫
sin(k‖r1 − r2‖2)
k‖r1 − r2‖2 φ(r1)φ(r2) dr1dr2. (8)
We then apply the sine transform to kB2(k) to get the autocorrela-
tion feature,
C(t) =
2t
pi
∫ ∞
0
kB2(k) sin(kt) dk =
∫
A(h)δ(t− ‖h‖2) dh,
(9)
whereA(h) is the autocorrelation of φ(r), A(h) =
∫
φ(r1)φ(r1−
h) dr1. As C(t) integrates the autocorrelation function A(h) on
the sphere with radius t (hence the name of the feature), it is also
rotation-invariant.
Note that we are calling µ andC as features as they are functions
(or features) of the density map φ. Equations (6)-(9) reveal how
the mean and autocorrelation features are linked to the density map
φ. However, since φ is unknown, we cannot directly compute the
features according to (6)-(9). Thus, our task is to estimate them from
the projection data, as described in the following.
The Fourier slice theorem states that the 2D Fourier transform of
the projection of a 3D density map taken along direction ω is exactly
the slice of the 3D Fourier transform of the density map perpendicu-
lar to ω [26]. Consequently, the set of all the 3D radial lines of Φ(k)
is the same as the union of all the 2D radial lines of the projection
images taken from all possible angles. Consequently, the set con-
taining Φ(k) along all 3D radial lines can be obtained by collecting
the Fourier transform of all the projection images along the 2D radial
lines. Hence, we can write B1(k) in terms of the projection images
B1(k) =
1
2pi
∫
SO(3)
2pi∫
0
(FPωφ) (k, ϕ)dϕdω, (10)
As we only have access to L projection images, the sample esti-
mate of the feature B1 is,
B˜1(ki) ≈ 1
LNϕ
L∑
`=1
Nϕ∑
p=1
ŝ`(ki, ϕp), (11)
where ŝ`(k, ϕ) denotes the polar Fourier transform of the projec-
tion image s` at a given point (k, ϕ). Also, {(ki, ϕp)} for i ∈
{1, ..., Nk} and p ∈ {1, ..., Nϕ} denote a set of non-uniformly
spaced points in the 2D Fourier space. We use NFFT package [27]
(a) log10 SNR = −0.6,∆ = 0.005, (Nk, Nϕ) = (400, 400) (b) SNR =∞, L = 104, (Nk, Nϕ) = (400, 400)
(c) log10 SNR = −0.6,∆ = 0.005, L = 2× 104, Nk = Nϕ (d) L = 2× 104,∆ = 0.005, (Nk, Nϕ) = (400, 400)
Fig. 2. The ablation study to examine the effect of various parameters on the quality of the estimated mean (solid curves) and autocorrelation
features (dashed curves). The parameters under consideration are, (a) L: number of projections, (b) ∆: the sampling step, (c) (Nk, Nϕ): the
number of radial and angular points in the polar Fourier grid, (d) SNR of the projection images.
to compute the DFT of the projection images sampled on a non-
uniformly spaced grid in Fourier domain. Finally, the mean feature
µ(t) is approximated by,
µ˜(tj) ≈ 2tj
pi
Nk∑
i=1
w(ki)kiB˜1(ki) sin(ki tj), (12)
where the upper limit of the integral in (7) is replaced with a cutoff
frequency c, t is discretized to the finite set {tj}Tj=1 and the integral
is computed using the Gauss-Legendre quadrature rule [28, Chap. 4]
onNk points in the interval [0, c] with the associated weights w(ki).
Following the same steps, the finite sample estimate of the auto-
correlation feature C(t) from the projection images is,
B˜2(ki) ≈ 1
LNϕ
L∑
`=1
Nϕ∑
p=1
|ŝ`(ki, ϕp)|2 (13)
C˜(tj) ≈ 2tj
pi
Nk∑
i=1
w(ki)kiB˜2(ki) sin(ki tj). (14)
When the density map φ is a summation of Gaussian sources, the
mean and autocorrelation features have closed form expressions, i.e.
they become noncentral χ distributions with three degrees of free-
dom. In fact, it can be shown that the analytical expressions of the
features for Gaussian sources are functions of the radial and pairwise
distances of said Gaussian sources. However, due to limited space,
we do not further elaborate upon their analytical forms.
3.2. Reconstructing 3D map
We divide the compact support of the density map in 3D into N =
(2M + 1)3 voxels {o1, · · · ,oN}, following the corresponding dis-
cretization of the projection image in (4). Let φ ∈ (R+ ∪ {0})N
denote the nonnegative density values of the N voxels. The approx-
imated mean feature µ˜(t) in (7) and the autocorrelation feature C˜(t)
in (9) can be written in the following discrete forms accordingly,
µ˜(t) = gTt φ (15)
C˜(t) = φTEtφ , (16)
where gt ∈ {0, 1}N is the measurement vector that produces the
mean feature µ(t), andEt ∈ {0, 1}N×N is the measurement matrix
that produces the autocorrelation feature C(t),
gt[i] =
{
1
0
if ‖oi‖2 = t
otherwise (17)
Et[i, j] =
{
1
0
if ‖oi − oj‖2 = t
otherwise. (18)
We then reconstruct the 3D density map φ using the approach pro-
posed in [25] to solve the following nonconvex optimization prob-
lem,
min
φ
TC∑
i=1
(
C˜(ti)− φTEtiφ
)2
(19)
subject to µ˜(tj) = gTtjφ, ∀j ∈ {1, · · · , Tµ}, (20)
where TC and Tµ are the number of correlation and mean features
respectively. As detailed in [25], using a redesigned spectral initial-
izer, the projected gradient descent method can be used to recover
a solution φ subject to the set of linear constraints imposed by the
mean features in (20). By using a denoised image s as a reference,
we can further reduce the set of possible voxels the density map oc-
cupies, thus reducing the search space of the reconstruction process.
4. NUMERICAL RESULTS
To test the algorithm performance, we generate the coordinates of
K = 5 points randomly in the 3D volume [−0.5, 0.5]×[−0.5, 0.5]×
[−0.5, 0.5]. We set ψ to be a Gaussian blob centered at the origin.
We generateL projection images following the forward model in (1),
with projection views obtained by samplingL points uniformly from
SO(3). From the projection images, we then compute the rotation-
invariant features using (12),(14). Also, we define signal-to-noise
ratio (SNR) of the projection data as the average power of the clean
projection image divided by the noise power. We set the center of the
mass for each blob in the reconstructed density map as the recovered
location of the corresponding point-source. Because the features
introduced in (12),(14) are rotationally invariant, the reconstructed
density map is determined up to a rotation. For visualization and
quantifying the error, we align the reconstruction with the ground
truth and compute the root mean squared distance (RMSD) between
the estimated point source locations and the ground truth (see Fig. 3).
(a) RMSD = 3.9069 (b) RMSD = 1.0000
(c) RMSD = 3.6016 (d) RMSD = 55.7578
Fig. 3. A comparison between the reconstructed and ground truth
3D maps for four randomly generated point-source models. The re-
construction results of our pipeline are illustrated as green blobs and
the original density map is depicted by black meshes. The arrows
mark the X-Y-Z axes as red, yellow, blue. In each figure, the co-
ordinate system is rotated accordingly for better visualization. The
density maps are rendered using Chimera package [29]. The param-
eters of this experiment are L = 3 × 104, log10 SNR = −12 dB,
∆ = 0.005, Nk = Nϕ = 400.
4.1. Ablation study
Obtaining high quality estimations of the features is an important
step towards the successful point-source reconstruction. Here we
study the effect of various parameters involved in the estimation of
the features. To assess the quality of the features, we rely on the
`2 distance between the estimated features derived in (12),(14) with
their analytical expressions. Figure 2 presents the quality of the esti-
mated features with respect to the parameters including, ∆ (the sam-
pling step), σ (the noise standard deviation), (Nk, Nϕ) the number
of discretizations over k and ϕ to compute the polar FFT of projec-
tion images. Figures 2(a)-2(c) demonstrate that in order to have ac-
curately estimated features in (12),(14) that are close to their ground
truth values, we need more projection images, small-enough pixel
size (i.e. sampling step ∆) and sufficiently fine discretization in the
Fourier domain. In addition, for a fixed L, higher noise regimes lead
to more deviation of the estimated features from the ground truth
(Fig. 2(d)).
4.2. 3D Gaussian source reconstruction
Figure 3 showcases the reconstruction results (green blobs) in com-
parison to the ground truth density map (black meshes), alongside
the evaluated RMSD for each reconstruction. After alignment, a
reconstruction is successful if the point sources recovered by our
pipeline and the ground truth are close and the final RMSD is
smaller than a threshold of 10. Figures 3(a)-3(c) are examples of
successful reconstruction where the reconstructed map overlaps with
the ground truth map, leading to small RMSD. On the other hand,
Fig. 3(d) shows an example of a failed reconstruction with a large
RMSD. We ran our pipeline for 50 randomly generated point-source
(a) (b)
(c)
Fig. 4. Results of the experiment in low SNR regime (log10 SNR =
−24.83 dB). (a) An example of the noisy projection image (left)
and its clean version (right). (b) Comparison between the 3D recon-
structed (green blob) and ground truth density map (black mesh).
(c) Comparison between the estimated mean and auto-correlation
features from the projection data (black curves), the groundtruth ex-
pressions of the features (blue dashed curves), the radial and pair-
wise distances of the Gaussian point source model.
models, and 72% of them were successfully reconstructed. As the
problem in (19) is nonconvex, a failed reconstruction may occur
when the solution gets stuck in a local optimum far from the ground
truth.
4.3. Reconstruction in a low SNR regime
We further tested the robustness of our pipeline in a significantly low
SNR regime (log10 SNR = −24.83 dB). In Fig. 4(a) we show one
example of the noisy projection images used to estimate the features.
The clean projection image is also provided for reference. In order
to estimate the features, we ended up using L = 106 noisy projec-
tion images. The estimated mean and autocorrrelation features are
displayed in Fig. 4(c). Note that, as expected, the peaks of the mean
and autocorrelation features coincide with the radial and pairwise
distances of the Gaussian point source model. In addition, we see
that the estimated features (solid black curves) closely resemble the
ground truth (blue dashed curves). Finally, Fig. 4(b) compares the
3D reconstructed model (green blobs) with the ground truth density
map (black meshes), confirming the successful reconstruction of the
point source model from the features with RMSD = 1.9.
5. CONCLUSION
In this paper, we considered the problem of reconstructing a 3D
point-source model from a set of 2D noisy projection data taken from
unknown view angles. Compared to conventional approaches that it-
eratively estimate the view angles, our proposed approach relies on
mean and autocorrelation features computed from a large collection
of projection images. The reconstruction problem is then formulated
as a constrained nonconvex problem, which can be solved using the
projected gradient descent with a spectral initialization strategy. Nu-
merical experiments show the potential of our approach in extract-
ing robust interpretable features and operating in extremely low SNR
settings. In the future work we would like to explore how to incor-
porate other rotation invariant features and apply our method on real
projection data with general 3D density map.
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