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This article describes a numerical procedure designed to tune the parameters of periodically-driven
dynamical systems to a state in which they exhibit rich dynamical behavior. This is achieved by
maximizing the diversity of subharmonic solutions available to the system within a range of the
parameters that define the driving. The procedure is applied to a problem of interest in compu-
tational neuroscience: a circuit composed of two interacting populations of neurons under external
periodic forcing. Depending on the parameters that define the circuit, such as the weights of the
connections between the populations, the response of the circuit to the driving can be strikingly rich
and diverse. The procedure is employed to find circuits that, when driven by external input, exhibit
multiple stable patterns of periodic activity organized in complex tuning diagrams and signatures
of low dimensional chaos.
This article introduces a numerical procedure
designed to tune dynamical models of inter-
acting populations of neurons towards states
in which an incoming periodic signal may
trigger a variety of qualitatively different re-
sponses. Even in the simple case of two inter-
acting populations, there are specific connec-
tivities for which the circuit can entrain non-
linearly with an incoming signal. The proce-
dure consists of optimizing an objective func-
tion that measures the diversity of responses
by counting how many different subharmonic
resonances are within the range of the incom-
ing signal. When driven by periodic input,
the resulting circuits can present a multitude
of stable oscillatory responses organized by
complex locking diagrams. The procedure
presented here may be useful to further elu-
cidate the role of chaos and nonlinear oscilla-
tions in biological phenomena.
I. INTRODUCTION
The brain is a multi-rhythmic system with spa-
tiotemporal activity spanning several orders of mag-
nitude which range from fast localized spiking at
the single unit level to macroscopic oscillations that
involve many units firing in synchronous patterns.
Neural oscillations are believed to underlie a wide
spectrum of brain functions (see Buszaki et al. for a
review1). The coordination of motor patterns uti-
lized in animal locomotion and maintenance pro-
cesses such as breathing are controlled in part by
central pattern generators2,3. There is a growing
a)Electronic mail: leandro.alonso.ruiz@gmail.com
view that rhythmic neural activity plays an ac-
tive role in shaping neural processing and behav-
ior by transiently binding cells into synchronized
assemblies4. Different rhythms may shape the effec-
tive connectivities of local circuits and alter the way
information is processed and routed. Recently, ex-
periments in rodents have shown that theta (8 Hz to
9 Hz) oscillations in the rats hippocampus encode
the animals position in an arena5. The emerging
view is that neuronal oscillators may provide a basis
for a variety of neural functions including cognition6.
Nonlinear resonances in periodically-driven neu-
ral circuits have previously been studied both the-
oretically and experimentally in several contexts.
Thalamo-cortical interactions were studied using
models of weakly connected oscillators in which com-
munication between cortical columns is enabled by
resonances7. Additional examples in the neuro-
science literature include the amplification of gamma
rhythms in inhibition-stabilized networks8. Re-
cently, studies of periodic stimulation in models of
spiking neurons have shown that intrinsic network
oscillations can be shaped by changing the ampli-
tude and frequency of the stimulation, suggesting
possible implications for trans-cranial stimulation
methods9. Periodic stimulation of nonlinear phys-
ical and biological systems constitutes a traditional
approach to characterizing their intrinsic dynamical
properties. This approach was used to investigate
the intrinsic dynamics of a small network of elec-
trically coupled neurons in the pyloric central pat-
tern generator of the lobster10. More recently, it was
shown that periodic stimulation of telencephalic nu-
clei in songbirds creates subharmonic entrainments
of the respiratory network11.
The notion that chaotic dynamics might underlie
neural dynamics has been explored by many authors.
Two aspects of chaotic dynamics that are argued to
be relevant for brain function are sparse exploration
of the phase space and built-in multipurpose flexibil-
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2ity. Even though the dimension of a chaotic attrac-
tor is in general smaller than the allowed state space,
chaotic motions explore a broad region of the be-
haviors available to the system, providing a mean to
seize opportunities upon environmental changes12.
Neural systems are required for different purposes
at different times and under different conditions. A
chaotic system can accommodate this type of mul-
tipurpose flexibility by switching the temporal pro-
gramming of a small parametric perturbation in or-
der to stabilize the different orbits embedded within
the attractor13. More recently, Mindlin et al. ex-
plored the possibility that the diversity of respira-
tory motor gestures in birdsong can be partly ex-
plained by nonlinear entrainments and bifurcations
of a driven hierarchy of neural nuclei14–19.
This article introduces a numerical procedure de-
signed to tune dynamical models of neural activity
toward special regimes in which many qualitatively
different behaviors are available. The procedure is
applied to the case of simple circuits composed of
interacting subpopulations of neurons which receive
oscillatory input from elsewhere. The response of
a circuit to a given stimuli will vary depending on
the parameters which define the architecture. Ad-
ditionally, the response of a given circuit may be
quite different as the frequency or the amplitude of
the incoming stimuli change. Here we are interested
in a hypothetical scenario in which the response of
the circuit exhibits maximal diversity when receiv-
ing external stimuli within a given range. This sce-
nario can be attained by asking that the circuits can
be entrained to many different nonlinear resonances.
The procedure specifically consists of computing a
low resolution approximation of the Arnold tongues
diagram of the circuit over a fixed range of stimuli
parameters. Each point in the range is assigned an
integer corresponding to the period of the response
(if it is periodic) in units of the stimuli period. The
resulting diagrams are scored by counting how many
subharmonic solutions occur in the inspected range
and asking that there is an equal number of solu-
tions for each subharmonic type. This approach
yields simple circuits that exhibit patterns of peri-
odic activity with multiple timescales and diverse
waveforms, as well as complex non-periodic behav-
ior. The procedure can be used to further explore
links between chaos theory and neural oscillations.
This work is organized as follows. A numerical
procedure to generate circuits which respond sub-
harmonically to a family of periodic stimuli is pre-
sented in Sections 2a and 2b. The procedure is ap-
plied in a simple setting of two interacting popula-
tions of neurons described in Section 2c. Several ex-
amples of such circuits are presented and discussed
in Section 3. Section 4 contains final remarks and
future directions.
II. METHODS
A. Definition of locking period. Description of the
algorithm.
This section introduces a numerical procedure de-
signed to tune the parameters of periodically-driven
dynamical systems towards regimes in which several
subharmonic entrainment regimes are possible. Let
F (x, p) : Rm×q → Rm be a smooth vector field with
state variables x ∈ Rm and parameters p ∈ Rq. It
is further assumed that the system is driven by a
family of periodic signals of period τ , γα(t) param-
eterized by α,
x˙ = F (x, p+ γα(t))
x(0) = x0. (1)
The purpose of this procedure is to find parame-
ters p such that the system will exhibit subharmonic
entrainments with the driving signal γ, ie: that there
is an integer number of periods p ≥ 1 such that
x(t+ k(pτ)) = x(t) ∀k ∈ Z ∀t ∈ R. (2)
In order to test if a given solution is entrained to
the driving signal, a Poincare´ section of the flow is
computed by annotating the state of the system x
stroboscopically using the frequency of the driving
signal20,21. This is done by taking regularly spaced
timestamps every period of the forcing τ for a max-
imum number of periods M . This yields a sequence
of states {x0, x1, ..., xM} which are used to compute
the mismatch between the first state x0 and succes-
sive states xn,
En =‖ xn − x0 ‖2 . (3)
Finally, the locking period lp is defined as the lower
n such that En < ,
lp = min
n
{n ∈ [1,M ] : En < }, (4)
where  is a parameter of the procedure correspond-
ing to the numerical accuracy utilized to determine
the mismatch between the state of the system in
the control sections. If there is no n that satisfies
En < , we assign the value M + 1 indicating that
the system does not entrain up to period M .
In order to compute the Poincare´ sections, the sys-
tem is integrated using a Runge Kutta O(4) method
using dt = τ100
22. Before the Poincare´ section is com-
puted, the system is allowed to relax to the attractor
for a number of transient periods Mt. This provides
3a simple numerical way to check if the system is en-
trained, but it may provide the wrong answer if the
transient decays to the attractors are too slow or if
the numerical resolution parameter  is set too high.
An additional caveat is that a fixed point solution
will be identified as a period 1 locking. This ambigu-
ity was found to be unimportant for the purposes of
this work. This definition provides a map between
the parameters of the driving signal α and an integer
number corresponding the period of the resulting so-
lution. It is employed here to roughly quantify the
diversity of dynamical responses available to a given
set of inputs. In the case of weakly interacting os-
cillators these diagrams have specific shapes in the
space of frequencies and amplitudes which resemble
a V. They are known as Arnold tongues after V.I.
Arnold and they are the objects which inspired this
procedure23.
B. Objective function
Next we introduce an objective function to drive
the parameters of system (1) towards nontrivial en-
trainment regimes. In general, nonlinear systems
will exhibit complex resonances when driven with
periodic input. Small variations in the features of
the input may result in different locking regimes
which can be partially characterized by an integer.
This maps the space of stimuli features into a set of
integers which define the different entrainment re-
gions. The set of external stimuli is specified by
defining a domain for the stimuli parameters α, and
the locking period is computed in a grid of N regu-
larly spaced points in this domain. A discrete distri-
bution of locking periods {Lj} is built by counting
how many solutions of each period were found over
the chosen domain. The goal of this procedure is
to obtain circuits that are close to many nonlinear
resonances. One way to achieve this is to ask that
the distribution of locking periods is flat, ie: that
there is an equal number of solutions for each lock-
ing period (up to period M) within range. This is
attained by minimizing an objective function,
C(x0, p) =
M∑
j=1
(
Lj
N
− 1
M
)2. (5)
Evaluation of the objective function requires de-
termining the locking period of a number N of so-
lutions. This is the computationally intensive part
of the procedure. To summarize, the computational
effort required to evaluate the objective function (5)
scales linearly with the number of solutions to eval-
uate N , and linearly with the maximum number of
periods M and with the transient periods Mt. As
discussed in the next section, there are choices of
these values for which evaluation of this function is
fast enough so that the problem can be tackled by
several heuristic optimization approaches.
C. The model
As a case study, this article considers dynamical
models of neural activity which can be cast in the
form of an ordinary differential equation or vector
field. The procedure is applied to study the dy-
namics of neural populations using the celebrated
Wilson-Cowan model24. This model and its exten-
sions have been widely used to model neural popu-
lations and it is a common approach to address sev-
eral problems in computational neuroscience25. Here
we consider the simplest case of two populations of
interconnected neurons of excitatory and inhibitory
subtypes. The state variables are a measure of the
activity of each population. In the absence of stim-
ulus, this system can present limit cycles and fixed-
point behavior. However, when driven by periodic
input, the dynamics can be extremely complex de-
pending on the precise weights of the connections
and other parameters which define the architecture.
Here we study a family of circuits given by
1
τ1
x˙1 = −x1 + S(C11x1 + C12x2 + ρ1 + γ(t)) (6)
1
τ2
x˙2 = −x2 + S(C21x1 + C22x2 + ρ2),
where S is the sigmoid function,
S(x) =
1
1 + e−x
. (7)
.
The timescale of each population is controlled by
parameters τi. Each population receives input from
the rest via the connectivities Cij and a constant
input ρi. We assume that an external input γ(t)
is injected into population 1 and we are interested
in the possibility that the circuits will respond in
qualitatively different ways when driven by similar
stimuli. Alternatively, the incoming signal can be
thought of as produced by another neural oscillator
and therefore the full circuit would present multi-
ple stable patterns of periodic activity which can be
switched by changing the weights of the connectivi-
ties or the offsets activities. We assume a particular
family of periodic signals γ that models an external
neural oscillation defined by
γ(t) = ρ+AS(η(cos(ωt)− µ))). (8)
Here A is the amplitude, ω is the frequency and ρ is a
constant offset. Parameter ρ is included in equation
4(8) in order to study modulations both in the ampli-
tude and frequency (ω,A) as well as modulations in
the amplitude and offset (ρ,A). Parameters η = 0.75
and µ = −1 are used to control the waveform of the
oscillation and are kept fixed in this work. These
parameters were chosen so that the forcing is close
to a purely sinusoidal function. Because the focus of
this article is to obtain circuits that respond differ-
ently to similar stimuli, these parameters were kept
fixed for clarity but they can be included in the op-
timization procedure in the same way as the rest of
the parameters. These parameters were kept fixed
so that the forcing signal is the same for all the cir-
cuits discussed in this work. Therefore, differences
in the dynamical properties of each circuit arise from
different architectures and not from changes in the
spectral content of the forcing signal γ.
III. RESULTS
In this section we discuss circuits defined by equa-
tions (6) which were obtained by optimization of the
objective function (5). For visualization purposes,
two scenarios are considered independently. In the
first case, the driving signal γ can be modulated in
amplitude and frequency, α = (ω,A). In the second
case, the amplitude and constant offsets are allowed
to vary, α = (ρ,A). The connectivities are allowed
to take a wide range of values Cij ∈ [−20, 20], ρj ∈
[−20, 20] and the timescales τi = 1 are kept fixed
for simplicity. In order to evaluate the cost function
we specified a domain for the stimulus parameters
α = A ∈ [0, 10], ω ∈ [1− 0.2, 1 + 0.2], ρ ∈ [−5, 5].
For each scenario, we took a regular grid of 10× 10
values in the corresponding domains. We set the
maximum number of locking periods M = 10 and
the numerical resolution parameter  = 0.001. The
solutions were allowed to decay to the attractors for
Mt = 10 periods. Evaluation of the cost function
thus entails determining the locking period for N =
100 regularly spaced points in the corresponding α
domain up to period M = 10. For these parameters
and in our current implementation we achieve about
15 evaluations per second in a commercially avail-
able linux server. This makes the problem tractable
by many heuristic approaches which do not require
knowledge of the target function. The objective
function (5) is optimized by a genetic algorithm
starting from 50 random seeds in the search domain
which were evolved for 200 generations26. Each of
the circuits presented here were found in about 10
minutes of computer work and their parameters are
summarized in table I.
Figure 1 shows the locking diagrams correspond-
ing to several evaluations of the objective function
(5). The locking period is computed in a 10 × 10
grid and indicated in colors (color bar in Fig. 2).
Values close to 1 correspond to circuits which do
not respond to the periodic stimuli or wherein the
response is trivial, while lower values correspond to
more colorful diagrams for which several different en-
trainments occur. The key realization is that the un-
derlying structure of the locking regions is such that
it can be detected by sampling only a few points.
The system can accommodate locking regions which
consist of well-defined, connected large “blobs” in
the space of stimulus features α. The problem of
optimizing the objective function is computation-
ally feasible because the structure of the locking dia-
grams can be partially characterized by sampling the
space of stimuli features with low resolutions. The
main result of this article is that optimization of this
function is possible and yields a procedural mecha-
nism to generate neural circuits with rich dynamical
properties.
Figure 2 shows the response of a circuit as the am-
plitude and the frequency of the periodic forcing are
allowed to change. We are interested in the case in
which multiple timescales emerge out of the inter-
action of the populations. Figure 2A shows the re-
sponse of the circuit for different values of the ampli-
tude A. The system can be entrained to a multitude
of oscillatory patterns with diverse temporal struc-
ture while the frequency of the stimuli remains fixed.
Figure 2B corresponds to the locking period dia-
gram over the inspected domain. Note that while the
structure of the diagram is complex, there are large
connected regions for each locking period. These re-
gions are in turn separated by smaller nested struc-
tures of bands that exhibit beautiful patterns. In
many cases, the waveform of the oscillations is dif-
ferent for each region. The dashed line in Figure
2B indicates the frequency of the stimulus used in
2A. This value was chosen so that several different
regions became available by changing only the am-
plitude.
The dynamics of the system in areas of the dia-
grams in-between the larger regions is often associ-
ated with strange attractors. Transitions from peri-
odic to chaotic dynamics are known to exhibit uni-
versal scaling rules and there are specific routes by
which chaotic attractors can develop in low dimen-
sional systems27,28. Figure 2C shows the dynamics
of the circuit as the amplitude values are changed in
small decrements towards a transition between re-
gions (A ∈ [2.705, 2.740]). The solutions are shown
in full phase space (x1, x2, γ) in order to visualize
changes. As the amplitude is increased, the initial
curve seems to split in two copies of itself which fail
to intersect, in what appears to be a period dou-
bling bifurcation. Further decrements of the am-
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FIG. 1. Evaluations of the objective function. The circuits are obtained by minimizing the objective function.
A single evaluation of the objective function consists of computing the locking period between the circuits response
and the stimulus in a 10× 10 fixed grid of stimulus parameters (A,ω) within a specified domain. This yields a map
between stimulus parameters and integers, and a distribution of locking periods over the computed domain. The
objective function measures how far this distribution is from being flat (the red line corresponds to a flat distribution).
(A) Distribution of locking periods over the computed domain (range shown in figure). (B) Map between stimulus
parameters and locking period. Locking periods are color coded ranging from period 1 (blue) to period higher than
10 or no locking (red). The color bar is shown in Fig. 2. (C) Increasing the resolution of (B) reveals the intricacies
of the response diagrams.
plitude result in successive folds of this mechanism
until the rightmost attractor which is non-periodic
and possibly chaotic. Period doubling bifurcations
and possible chaotic behavior in neural models of
the sort studied here, were previously reported by
Ermentrout29. The underlying dynamical mecha-
nisms by which these different oscillations emerge is
beyond the scope this work as it depends on the spe-
cific details of each circuit. While in many cases the
transitions from one region to another seem to corre-
spond to local bifurcations, such as period doubling,
there are other mechanisms by which complicated
dynamics may emerge. Despite the complexity of
the solutions there are a finite number of ways by
which this can occur due to the low dimensional-
ity of the system. The mechanisms underlying the
generation of complex dynamics in low dimensional
systems can be partly characterized and classified by
topological analysis30,31.
This procedure can also be applied to the poten-
tially more interesting scenario in which the stim-
ulus frequency is fixed and only the connectivities
are changed. This results in circuits which can be
slowly modulated to produce patterns on multiple
timescales while being driven at a unique fixed fre-
quency. We obtained circuits with this property by
allowing A and ρ to change and optimizing the ob-
jective function (5). Figure 3 shows the locking dia-
grams of one such circuit. The leftmost panel corre-
sponds to the domain used in the optimization, while
the successive panels zoom into the spiral. As be-
fore, the diagrams exhibit beautiful nested patterns
which look self-similar. There are wide connected
regions which are associated with a particular lock-
ing period, and typically, these regions are separated
by thin bands that correspond to different periods.
We can think of an extended system by including
A˙ = 0, ω˙ = 0, ρ˙ = 0 and then the diagrams can be
interpreted as different basins of attraction in the
space of initial conditions (A0, ω0, ρ0). From this
point of view, the observed nested band structure is
reminiscent of the Wada property for the basins of
attraction of multi-stable nonlinear systems32.
Finally, in order to allow for more biological re-
alism in the resulting circuits, the optimization was
performed in an extended domain including the pos-
sibility that the time scales of the populations are
different. This additional degree of freedom results
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FIG. 2. Emergence of multiple stable rhythms with complex organization. When neural circuits are close
to nonlinear resonances many dynamical behaviors become possible. The figure shows the response of a neural circuit
consisting of two interacting populations of neurons (x1, x2) receiving periodic input γ(t), for increasing values of the
amplitude of the input. (A) Responses of the circuit (red) as the amplitude of the stimulus (green) is increased. Both
for low and high values of A the system entrains 1 to 1 and the amplitude of the response is low. For intermediate
values of A, the system displays a multiplicity of stable periodic rhythms with complex waveforms. (B) Locking
period diagram for the considered domain of stimulus parameters A and ω. The locking period is color coded ranging
from 1 (blue) to 11 (red, no locking or higher than 10). The dashed line indicates the frequency of the stimulus for all
shown solutions. The symbols indicate solutions shown in (A). There are large connected regions for any considered
locking period separated by nested structures of bands. This structures are in turn associated with complex dynamics
shown in (C). (C) Simulations for decreasing values of A near a transition between large regions plotted in phase
space (A ≈ 2.705). As the amplitude is decreased the solutions undergo period doubling bifurcations and possibly
low-dimensional chaos.
in lower values of the cost function and into the stun-
ningly diverse locking diagrams shown in Figure 4.
It is noteworthy that these type of models are able
to accommodate such remarkable properties despite
being relatively simple. This scenario might not be
achievable in other systems for meaningful ranges of
their parameters. Neural models of the sort studied
here are remarkably flexible not only because they
can be connected in many different ways, but also
because the intrinsic properties of the nodes can be
different.
In the case considered here, the dynamics of the
non-driven autonomous systems differ radically from
the driven case. Because the circuits are composed
of two populations, the dimension of the autonomous
systems is 2, implying that their solutions are either
fixed points or limit cycles, for all values the pa-
rameters that define the architectures. As discussed
7FIG. 3. Locking period diagrams for modulations in amplitude and offset. Circuits can also be tuned close
to nonlinear resonances by considering modulations in other parameters. The diagrams show the locking period as
the amplitude A and the constant offset ρ of the stimuli are allowed to change. There are large regions corresponding
to the same locking period which are separated by complex structures of nested bands. This is highlighted in the
zoomed in diagrams (b,c,d) to the right. The rightmost panel is zooming to the point (A, ρ) = (8.010, 1.4965)±0.001.
in this article, this is not the case when the system
receives periodic input. Since the dimension of the
driven system is 3, the system can in principle ac-
commodate complex dynamical attractors, as those
shown in Figure 2. The results presented here show
that optimization of function (5) constitutes an ef-
ficient procedure to achieve rich dynamical proper-
ties in circuits composed of two neural populations,
and suggest that the procedure may be applicable
to other systems of interacting nonlinear oscillators.
IV. CONCLUSIONS
This article describes a numerical procedure de-
signed to tune the parameters of periodically-driven
dynamical systems towards regimes in which sev-
eral subharmonic solutions are possible. The proce-
dure was employed to tune the parameters of simple,
low-dimensional models of neural circuits to a state
in which an incoming periodic stimuli can result in
many different dynamical behaviors. The procedure
makes it possible to find simple architectures consist-
ing of two populations of neurons that can accom-
modate such a scenario by nonlinearly entraining to
the incoming signals. These circuits can be found as
the result of optimizing an objective function that
measures the diversity of entrainment types by com-
puting a low resolution approximation of the locking
regions of the circuits. While it is likely that a simi-
lar approach would be applicable to other systems, it
is unclear whether a given system may be able to ac-
commodate many nonlinear resonances in ranges of
the parameters that are physically and biologically
plausible. Neural circuits of the sort discussed in
this article possess a remarkable flexibility to sup-
port this type of dynamical behavior, even in the
simple case of only two interacting populations.
Neural circuits that support an array of functions
might be desirable in several contexts33. The proce-
dure presented here is useful to design multipurpose
pattern generators34. This in turn can be used as
an encoder: a long complex sequence of oscillatory
commands can be encoded as different responses to
simpler signals consisting of parametric modulations
to the circuit35. The procedure presented here facil-
itates exploration of the hypothesis that nonlinear
resonances in neural circuits may play a role in neu-
ral function by providing a tool to find the special
connectivities that give rise to these dynamical prop-
erties. This procedure also enables the investigation
of the dynamics of large scale models of weakly inter-
acting neural circuits when the parameters of each
circuit are tuned close to nonlinear resonances. From
a dynamical systems perspective it would also be in-
teresting to see if circuits that exhibit these prop-
erties also share other dynamical properties such as
the bifurcations diagrams of the non-driven system.
Finally, the procedure makes it easy to identify tran-
sitions between regimes in which universal scaling
rules are expected to arise. Therefore, the topologi-
cal mechanisms by which complex dynamics emerge
in simple neural circuits can be systematically inves-
tigated.
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FIG. 4. Stunning complexity of locking diagrams as more diversity is allowed in the circuits. The
diagrams correspond to circuits which were obtained by optimization of the objective function in a more general
domain which includes the possibility of having different timescales for each population. The resulting circuits yield
better scores in the optimization function and they exhibit a remarkable diversity of behaviors which are available
by small modulations of the input.
Location τ1 C11 C12 ρ1 τ2 C21 C22 ρ2
Fig 1.1 1.00 5.84 12.84 -16.00 1.00 -12.48 5.44 6.60
Fig 1.2 1.00 15.64 -14.32 -0.32 1.00 19.12 10.64 -8.36
Fig 1.3 1.00 1.08 -10.72 4.32 1.00 16.28 8.72 -18.96
Fig 1.4 1.00 15.56 -9.32 -4.80 1.00 13.08 14.00 -15.32
Fig 1.5 1.00 8.04 6.80 -10.00 1.00 -19.92 11.52 -3.28
Fig 2 1.00 4.92 -6.76 -3.00 1.00 14.96 18.76 -14.96
Fig 3 1.00 2.32 -17.32 8.52 1.00 15.16 16.44 -18.88
Fig 4.1.1 1.838 11.44 -8.76 -3.64 1.751 19.40 10.28 -7.12
Fig 4.1.2 1.8395 10.96 -12.00 -3.68 1.088 8.4 10.00 -6.84
Fig 4.1.3 1.7705 14.28 -9.72 -3.64 0.701 16.96 7.60 -4.92
Fig 4.2.1 1.9145 14.68 -9.72 -3.84 1.9085 11.32 10.56 -7.80
Fig 4.2.2 1.802 10.36 -9.44 0.56 0.545 16.60 7.24 5.00
Fig 4.2.3 1.9355 11.20 -8.24 -3.56 0.7745 12.88 19.28 -16.76
TABLE I. The parameters for all the circuits shown in this article are listed here. Circuits in Figure 1 are numbered
1 through 5 from left to right. The circuits in Figure 4 are numbered according to their row and column numbers.
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