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摘  要 
I 




































Chinese words segmentation is a basic issue of Chinese information 
processing. It is an urgent and difficult task to find out and to resolve 
out-of-vocabulary words. The traditional method is rule-based, statistical-based 
or both of them which have their own merits yet also have the deficiency on the 
theory respectively. 
First, the article summarizes the on-time research on the Chinese words 
segmentation. It presents several different representative algorithms of 
segmentation and out-of-vocabulary words' detecting algorithm, then analyzes 
the deficiency of them which to be improved. 
After doing these, the article puts the emphases on the on-line words 
segmentation and unknown words' detecting, and research on the new words 
detecting. The article designs the taxonomy of the words, an improved PPM 
algorithm - the classical compression algorithm - to apply on the segmentation, a 
word-based segmentation algorithm to improve the effect of the ambiguity and a 
new word detecting algorithm based on extracting the information of the local 
context which makes use of Suffix Array structure to extracting the longest 
common co-occurrence parts to improve the effect of the segmentation. And it 
proves on theory the algorithms can do a good job. 
Finally, the article presents in details the structure of the segmentation 
system, which exceeds some famous segmentation system to a certain extent. 
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第一章 绪 论 
1 










Meeting of the Association for Computational Linguistics, 41th ACL )
下设的汉语特别兴趣研究组(the ACL Special Interest Group on Chinese 
Language Processing, SIGHAN)于2003年4月22日至25日举办了第一届国际

















































高分词精度的空间依然很大。根据 863 智能接口技术专家组 2004 年度对国
内自动分词软件的评测结果的分析,中国人名、中国地名和外国译名的正确
率分别为 91. 26 % ,69. 12 %,82. 83 % ,召回率仅为 68. 77 % ,60. 47 %




























































































































































































































的词条数为 L ，即， { }LwwwV ,,, 21 Κ= 。现在从V 中任意选择 M 个词

















*W ，那么 *W 应该是使条件概率 )|Pr( CW 为 大的词序列W ，即 





WWCCW =         (2.2) 
因为 )Pr(C 为汉字串的概率，对于各个候选词串都是一样的，与W 无
关，所以， 
)}Pr(*)|max{Pr(arg* WWCW =       (2.3) 


















                 (2.4) 
)Pr(W 对某种自然语言来说是一个先验概率，是建立统计语言模型的
基本根据。 
从 )Pr(W 的计算公式中可以看到，词序列W 中第 i 个词 iw 的出现概
率与这个上文 121 ,...,, −iwww 有非常多的组合形式，这一条件的概率的计
算是非常艰巨的。考虑到词序列中两个词距越近关系越大，距离越远关系
越小的这一规律，可以对 )Pr(W 进行近似计算，给假定词序列中的每个词
只受前 k 个词的影响。这样， 
)|Pr()Pr( 11 −+−−∏== ikikii
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