Abstract. We prove, in ZFC, that there is an infinite strictly descending chain of classes of theories in Keisler's order. Thus Keisler's order is infinite and not a well order. Moreover, this chain occurs within the simple unstable theories, considered model-theoretically tame. Keisler's order is a central notion of the model theory of the 60s and 70s which compares first-order theories (and implicitly ultrafilters) according to saturation of ultrapowers. Prior to this paper, it was long thought to have finitely many classes, linearly ordered. The model-theoretic complexity we find is witnessed by a very natural class of theories, the n-free k-hypergraphs studied by Hrushovski. This complexity reflects the difficulty of amalgamation and appears orthogonal to forking.
are to all theories. The main constructions of [24] allowed one of the cardinal parameters to be either ℵ 0 or an uncountable compact cardinal. However, the technology of that paper applies directly, in ZFC, to simple theories which have relatively little forking.
This result revises both the picture of Keisler's order and the picture of simple theories. Simple theories, a generalization of stable theories which include the random graph and pseudofinite fields, are an active area of model-theoretic research as well as a fertile interface for applications of model theory to geometry and combinatorics [1] , [7] , [9] . Though simple theories retain some of the good behavior and structure theory available in stability, many basic questions about how simple theories may differ essentially from stable theories had remained open. Theorem 6.6 can be understood as showing that the asymptotic structure of simple theories is significantly more complex than that of stable theories (see diagram below). Moreover, the theories in question are low, with trivial forking. Building on [24] , our methods here initiate a program of classifying the simple theories according to the complexity of coloring, that is, of the range µ of a coloring function G as it is used in §5 below.
The key model-theoretic objects in our proof are the generic m-free k-hypergraphs, 0.2 below. The results from combinatorial set theory have to do with existence of free subsets in set mappings, combined with a major set-theoretic advance already mentioned, the existence theorem for so-called optimal ultrafilters recently proved by the authors in [24] (see §3 below).
Definition 0.2. T m,k is the model completion of the theory with one symmetric irreflexive (k + 1)-ary relation R and no complete graphs on m + 1 vertices. We say (m, k) is nontrivial to mean that m > k ≥ 2, and say that T m,k is nontrivial if (m, k) is. We will assume T m,k is nontrivial unless otherwise stated.
When m > k = 1 (so the edge relation is binary), the theory is non-simple and in fact SOP 3 , but in the case of hyperedges the situation is different.
Theorem 0.A. (Hrushovski [8] ) For m > k ≥ 2, the theory T m,k is simple with trivial forking.
Our argument will be guided by the following informal thesis.
Thesis 0.3. The theories T m+r,k+r become in some sense less complicated (closer to the random graph) as r → ∞.
Note that this thesis does not yet account for each coordinate growing separately. 3) The "forbidden configurations" in the graphs T m,k are essentially barriers to amalgamation. In the Rado graph T rg , or equivalently in the random hypergraphs T n for each n < ω, there are no such barriers. As r → ∞, the freedom to extend given configurations persists for up to r steps before being impeded by an amalgamation constraint.
Finally, what are the implications of our main theorem for Keisler's order?
As the diagram indicates, Theorem 6.6 -drawn here according to its full statement in Section §6 below -may be understood in parallel to the results of [22] proving that any theory with the strong tree property SOP 2 is already maximal in Keisler's order. The unstable theories admit a natural structure/randomness dichotomy; any unstable theory either contains something akin to a bipartite random graph (the "independence property") or akin to a strict linear ordering (the "strict order property"), and possibly both. From the point of view of Keisler's order, all linear orders, and indeed any theory with the much weaker property SOP 2 , are in the maximum class, indicated by the large shaded region on the right. The infinite descending sequence of theories we find occurs in a comparatively tiny region of the class of independent or random theories, indicated by the arrow. This region had appeared, to previous instruments, to be relatively tame. This new picture supports the striking suggestion, hinted at already in [18] and [22] , that Keisler's order is tied up with many such structure/randomness dichotomies within instability. Moreover, while linear order ("structure") is maximally complex, this framework is able to illuminate significant but previously undetected jumps in the complexity of independence. The complexity we find here, using the lens of Keisler's order, has to do with failures of amalgamation and appears orthogonal to forking. 
Preparation
Our model-theoretic approach is guided by the framework of [24] and in particular its program of stratifying the complexity of simple theories according to their so-called explicit simplicity. As explained there, to capture the problem of realizing types in ultrapowers it is helpful to remember that at each index model, Los' theorem may guarantee that the 'projections' of various finite fragments of the type are correct but it will not, in general, preserve their relative position. An informative translation of the complexity which may arise in such projections is to ask: given a type p ∈ S(N ), ||N || = λ not forking over some small M * , when can we color the finite pieces of p (or more correctly, sufficiently closed sets containing them) with µ colors so that any time we move finitely many pieces of the same color by piecewise automorphisms which are the identity on M * , agree on common intersections and introduce no new forking, the union of the images is a consistent partial type?
The main theorems of the present paper will imply that for each finite k ≥ 2, for T k+1,k it is necessary and sufficient to have µ colors when λ = µ +k . To see that, for instance, the tetrahedron-free three-hypergraph T 3,2 requires multiple colors, consider a type {R(x, a, b), R(x, b, c), R(x, a, c)} in the monster model, where |= ¬R(a, b, c) but piecewise automorphisms of {R(x, a, b)}, {R(x, b, c)}, {R(x, a, c)} may move the parameters onto a triangle.
Before making further remarks on strategy, we review a family of classical results on set mappings. Proofs of Theorems 1.B, 1.C, 1.D may be found in Erdös, Hajnal, Mate, and Rado [4] , as noted. We use λ, κ, µ for infinite cardinals and k, , m, n for integers. Definition 1.1. Let m, n be integers, α an ordinal, and λ, µ infinite cardinals.
(1) We say
We say the set X ⊆ λ is free with respect to
Notation 1.2. We write: (λ, m, µ) −→ n to mean that for every set mapping
<µ there is a set X of size n which is free with respect to F , and write (λ, m, µ) −→ n to mean that for some set mapping
<µ no set of size n is free with respect to F .
A celebrated theorem of Sierpiński [31] states that the continuum hypothesis holds precisely when R 3 admits a decomposition into three sets A x , A y , A z such that for w = x, y, z, A w intersects all lines in the direction of the w-axis in finitely many points. In other words, this property characterizes ℵ 1 . Kuratowski and Sierpiński then characterized all ℵ n s via set mappings: Theorem 1.B. (see [4] Theorem 46.1) For any m < ω and ordinal α we have that [4] Theorem 45.7) For any m < ω and ordinal α we have that
Proof. (a) Suppose we are given a set mapping
Clearly F is a set mapping. Since (λ, m, µ) → n, there is a free set v * for F , |v * | = n. Fix v * * ⊆ u with |v * * | = n 0 ≤ n. Let us check that v * * is as required for
and α ∈ v * * \ u. Since F is a set mapping, it suffices to prove that α / ∈ F (u). Towards this, choose w ⊆ v * \ (u ∪ {α}) of size m − m 0 , which is possible because
|u ∪ w| = m 0 + (m − m 0 ) = m elements and α ∈ v * \ (u ∪ w). As v * was chosen to be a free set for F , necessarily α / ∈ F (u ∪ w). Now recalling the definition of F ,
Since α / ∈ (u ∪ w) and we know that α / ∈ F (u ∪ w), we conclude α / ∈ F (u) as desired. (b) This holds by the contrapositive of (a), i.e. (a) applied to m 1 , n 1 , m, n instead of m, n, m 0 , n 0 .
The general situation for free sets of large finite size relative to m is less clear. For instance, it is known that: Theorem 1.D. (see [4] Theorem 46.2) For any n < ω and ordinal α we have that
However, we note there are also consistency results. 1 In the following theorem, τ (n + 1) is the least natural number such that τ (n + 1) → (τ (n), 7) 5 . (Further results are in a forthcoming paper [26] .) Theorem 1.E. (Komjáth and Shelah 2000 [13] , Theorem 1) There is a function τ : ω → ω such that whenever µ is regular, n < ω, λ = µ +n , µ = µ <µ , and
. forcing notion P of cardinality λ collapsing no cardinals, in V P we have 2 µ = µ +n and there is a set mapping
<µ with no free subset of size τ (n). In symbols, under these assumptions,
We now briefly motivate our use of these theorems for realizing and omitting types. A first adjustment is that we would like to enclose fragments of types in suitable larger parameter sets, so we will want to replace the condition x∩F (x) = ∅ in the definition of set mapping with the condition that x ⊆ F (x) as in 1.4(1) and also to replace "not free" with 1.4(2). Definition 1.4. Let k < n be integers, α an ordinal, and λ, θ infinite cardinals.
n is covered with respect to F if there exists
Briefly, working in one of the theories T k+1,k (k ≥ 2), we will want to associate to each finite subtype a larger 'enveloping' set, and to color these envelopes in such a way that within any fixed color class, any time a near-forbidden configuration (e.g. an R-triangle on the parameters) appears it must already be contained in one of the associated envelopes. In the course of our analysis, we will be able to ensure the individual envelopes correspond to consistent partial types over submodels. As will be explained, this property of absorbing forbidden configurations will then give sufficient leverage for a proof (by contradiction) of amalgamation within each color class. The right formalization for our present arguments is the following. We will use the case θ = ℵ 0 .
1 We carry out the present proof entirely in ZFC. It will be very interesting to see whether future work will show such independence results to also be reflected in the model-theoretic structure of simple theories, or whether the connection goes no further than what we develop here. Definition 1.5. Let Pr n,k (λ, µ, θ) say that we can find G : [λ] <θ → µ such that:
The full proof of saturation involves a detailed analysis of model-theoretic amalgamation problems arising in ultrapowers with Definition 1.5 as a key ingredient.
A crucial point of this definition appears in the existence proof, Lemma 2.5 below: for the hypergraphs in question we may always take µ < λ, and in fact, the subscript k is tied to the cardinal distance of λ and µ. The (λ, µ)-optimal (or: perfect) ultrafilters of [24] play an important role, as will be explained in due course.
If failures of freeness, which is to say of covering, help with saturation, when will existence of free sets yield omitted types? A priori, given a model N = (λ, R) |= T n,k , we cannot directly apply Theorem 1.B to omit a type, because that theorem does not guarantee that the free set will occur on an R-complete graph. The right analogue for non-saturation will be the following. Lemma 1.6 (proved in §2). Suppose that n > k ≥ 2 and (λ, k, µ) → n. Then there is a model M of T n,k of size ≥ λ, and λ elements of its domain b α : α < λ , such that writing
we have that for any strong set mapping
For orientation, the reader may now wish to read the statement of Theorem 6.1, as well as of the Main Theorem 6.6. Keisler's order is defined in §6. Further background on Keisler's order and saturation of ultrapowers appears in [23] and in the introduction to [24] . Earlier sources are [11] , [12] .
We now turn to the proofs.
Key covering properties
In this section, we give the the existence proof corresponding to Definition 1.5 above, Lemma 2.5. We also prove Lemma 1.6 from p. 6 above. "Pr" abbreviates "property."
It is convenient to also have the following weaker property. We will establish results for both Pr 0 and Pr 1 in this section, although only Pr 0 is central for our proofs.
Definition 2.2. Let Pr 1 n,k (λ, µ, θ) be the statement that: if N = (λ, R) |= T n,k then we can find G : [λ] <θ → µ such that:
is suitable for θ 2 (and M 2 if i = 1) and has range ⊆ µ 1 ⊆ µ 2 . (2) is immediate.
Although we will not use it, note that Pr 0 n,k (λ, µ, θ) is preserved by forcing not collapsing λ, µ, or θ. The next Claim 2.4 reduces to the case where θ = ℵ 0 , and in fact, isolates a finite bound.
Proof. There are three clauses. The first implies the second implies the third by Observation 2.3(1). We will prove the main case we use, second implies first, but the proof will show that in fact the third implies the second (and thus the first). First, fix M : if i = 1, let M be the given model on λ, and if i = 0, let M be the complete hypergraph on λ. Note that Pr 0 implies Pr 1 by 2.3(2). We will show that Pr
, and use it to build a function G 2 : [λ] <θ → µ as follows. The notation "OP y,x " is well defined when x, y ⊆ Ord have the same order type and denotes the one-to-one and onto order preserving map from x to y. Define a two-place relation E * on [λ] <θ by:
Clearly E * is an equivalence relation with ≤ µ <θ = µ equivalence classes. Let
Suppose then that we are given such a w ∈ [λ] n and sequence
k , the elements of this sequence are all E * -equivalent and so have the same order type ζ. For each v ∈ [w] k define f v : ζ → u v to be the 1-to-1 and onto order preserving map. Now define h :
k by:
is the canonical preimage of v in ζ (recall that v ⊆ u v by hypothesis so this is well defined). Let the union of these canonical preimages be
At this point, the problem is finitary:
k is a sequence of elements of [λ] <ℵ0 , and by construction
k } are pairwise E * -equivalent. The definition of E * entails that pushing forward a finite set via an order preserving map doesn't change the value of G 1 , and evidently each u v has the same preimage u * . Thus
k for which w ⊆ u v , thus w ⊆ u v . This shows that G 2 witnesses Pr i n,k (λ, µ, θ), which completes the proof.
We arrive to a fundamental lemma. Appropriately, its proof works like a proof of amalgamating diagrams of models.
Proof. By Claim 2.4, without loss of generality, θ = ℵ 0 . Let M be given, either as the model of T n,k on λ given with the data of Pr 1 or else as the complete graph on λ, or recall Observation 2.3(2). We proceed in stages.
First, when U ⊆ λ, G : [U] <ℵ0 → µ, say that the pair (U, G) satisfies the requirements of Pr i to mean:
Second, we define a family of approximations. For each = 0, . . . , k let AP be the set of -approximations x, where x = U, α, G and these objects satisfy: 
AP , we say that "G is a solution for x" to mean that:
Third, we prove by induction on ≤ k that each x ∈ AP has a solution. Case 1: = 0. In this case, writing U + = U x ∪ {α x,m : m < k}, we will need to extend the coloring to all elements of [U + ] <ℵ0 . On one hand, let u i :
: m < k} with no repetition: these are the < µ sets whose coloring needs to be determined. On the other hand, let X = {range(G x,αm ) : m < k}. As = 0, |X| < µ. Enumerate µ \ X as γ : < µ , without repetition. Then there is enough room to trivially satisfy Pr i by avoiding further monochromaticity: simply define G(u) to be G x,αm (u) if α x,m / ∈ u ∧ m < k and otherwise to be γ if u = u .
Case 2: > 0. In this case we build a solution by induction. Let β i : i < |U x | list U x with no repetition. For each i < |U x |, let σ i = {β j : j < i} ∪ {α x,m : m < k − } be the initial segment along with the new points.
By induction on i ≤ |U x | < µ + , we choose G i such that:
e. the initial segment is finite: trivial. Subcase 2: i is a limit. Since each function extends its predecessors, let G i = j<i G j . Subcase 3: i = i * + 1 is an infinite successor. In this case we reduce to a previous amalgamation problem as follows.
2 Define y i ∈ AP −1 by:
. G α is given by G x,αx,m for m < k − and by G i * (i.e., by the inner inductive hypothesis on i) for m = k − . This data defines an element (U, α, G) of AP −1 , so now use the (outer, i.e. on ) inductive hypothesis to complete the proof.
3
Claim 2.6. Suppose (λ, k, µ) → n and k < n. Then for any
Proof. If F is a set mapping, this is immediate. If not, identify λ with λ \ {0} and define
We now prove Lemma 1.6, promised on p. 6 above.
Proof of Lemma 1.6. Let us define a model N = (λ, R N ) by:
N is irreflexive, symmetric, and
n+1 then w is not a complete R Nhypergraph. If |w| = n + 1, for some α 1 = α 2 ∈ w we have α 1 = α 2 mod n. 2 The induction allows us to reduce the n-amalgamation problem over a set of size κ to an n + 1-amalgamation problem over a set of size less than κ.
3 Note that the argument does not extend to = k + 2: there is no freedom left in Case 2, Subcase 3, so we cannot extend this proof to λ = µ +k+2 .
Choose v ⊆ w such that α 1 ∈ v, α 2 ∈ v, and |v| = k + 1. Then by definition R cannot hold on {α : α ∈ v}, so w cannot be a complete R-hypergraph. So N is a submodel of some N |= T n,k of cardinality λ. Second, let us show that if
<µ is a given strong set mapping then for some w ∈ P we have (∀v
As we have assumed (λ, k, µ) → n, by Claim 2.6 there is
. Define β i = nα * i + i for i < n and let w 2 = {β i : i < n}, and let us show w 2 is as required for F . First, trivially |w 2 | = n, as
[This is because for each α * i , i < n we presently have β i ∈ F (u) so there is an element k , w 2 ⊆ F (u), so w 2 is as required which completes the proof. Lemma 1.6. Convention 2.7. In the remainder of the paper, (1) "Pr" used without a superscript means Pr 0 . (2) All theories are complete and countable unless otherwise stated.
Separation of variables and optimal ultrafilters
In this section we explain the advances from [20] and [24] , Theorems 3.F and 3.G below, which frame the rest of the proof.
The gold standard for saturation is the following class of ultrafilters, called good, introduced by Keisler [10] . Keisler proved that good ultrafilters exist, assuming GCH, and Kunen eliminated the assumption of GCH [14] . 
We will informally say "D is good for T " to mean that for all
Thus, D is good precisely when it is good for every (complete, countable) T . For more on this correpondence, see [24] §2.
In this paper a main object is to show certain regular ultrafilters are good for some of the T k+1,k while not for others. Our first point of leverage for seeing gradations in goodness will be from [20] . Towards this, let us set notation for Boolean algebras arising as the completion of the Boolean algebra generated by α (usually, 2 λ ) independent partitions of size µ. 
Convention 3.4. We will assume that giving B determines α, µ, and a set of generators (1) D 0 is a regular, |I| + -excellent filter on I (for the purposes of this paper, it is sufficient to use regular and good) (2) B is a Boolean algebra (3) D * is an ultrafilter on B (4) there exists a surjective homomorphism j :
It was verified in [20] Theorem 8.1 that whenever µ ≤ λ and B = B each finite u ⊆ λ, the Los map L sends u → B u where
The key model-theoretic property of the sequence
in B is captured by the following definition.
Definition 3.7. (Possibility patterns [20] Definition 6.1) Let B be a Boolean algebra, normally complete, andφ = ϕ α : α < λ a sequence of formulas. Say that b is a (λ, B, T,φ)-possibility when:
<ℵ0 is a sequence of elements of B
<ℵ0 and c ∈ B + satisfies
then we can find a model M |= T and a α ∈ M for α ∈ u * such that for every u ⊆ u * ,
If ∆ is any set of formulas, we say b is a (λ, B, T, ∆)-possibility if it is a (λ, B, T,φ)-possibility for some sequenceφ of formulas from ∆.
In some sense, 3.7 says that the "Venn diagram" of the elements ofb accurately reflects the intersection patterns of the given sequence of formulas in the monster model. We will often keep track of a full type p ∈ S(N ), but recall that it suffices to deal with ϕ-types for each ϕ because saturation of ultrapowers reduces to saturation of ϕ-types, [16] Theorem 12. 
<ℵ0 which is a sequence of elements
We write (λ, B, T )-moral in the case where ∆ is all formulas of the language.
The following key theorem of [20] connects "morality" of D * to goodness of D in the natural way. [20] . It also focuses the regular ultrafilter construction problems essential to Keisler's order on to the problem of constructing ultrafilters D * on complete Boolean algebras, where one has a priori much more freedom and is not bound by regularity. Much recent work has focused on building such D * . In the paper [24] , which is foundational for the present argument, we built a powerful family of so-called optimal ultrafilters over any suitable tuple of cardinals (λ, µ, θ, σ), along with their simpler avatars the perfect ultrafilters. In the present paper, we use θ = σ = ℵ 0 so the criterion of "suitable" reduces to requiring that λ > µ ≥ ℵ 0 . Given the transparency of the theories involved, we have written the present proof to use only the more easily quotable definition of "perfect."
<ℵ0 be a sequence of elements of B = B 
The saturation condition
In this section we prove that whenever n, k, λ, µ are such that the property Pr n,k (λ, µ) from 1.5 above holds, then any (λ, µ) perfect(ed) ultrafilter will be able to handle the theory T n,k . Theorem 4.1. Suppse we are given k < n, µ < λ, D, and T , where:
(1) λ, µ, n, k are such that Pr n,k (λ, µ) holds.
Proof. To begin let us fix several objects.
•
Then, by our choice of theory, it suffices to consider p ∈ S ∆ (A), |A| ≤ λ where ∆ = {R(x, x 1 , . . . , x k ), ¬R(x, x 1 , . . . , x k )}. With these objects in hand let us proceed with the analysis. We will generally use u, v, w ⊆ λ for sets of i's and s ⊆ λ for sets of β's. When w ∈ n λ is a finite sequence or a finite set (which, for this purpose, we consider as a sequence, in increasing order) letā w mean a i : i ∈ w . Then for some function t : λ → {0, 1}, (4.2) induces an enumeration of p as
Recall that here ϕ 0 = ¬ϕ,
<ℵ0 , we will denote the set of indices for vertices appearing in {R(x,ā v β ) t(β) : β ∈ s} as follows:
In the other direction, let the index operator ind accept a finite set of indices for elements of A and return the relevant indices for formulas in the type:
As we assumed the list (4.2) was without repetition, ind :
<ℵ0 . Now for each s ∈ Ω, the Los map L: Ω → D sends s → B s where (4.6)
Define b s = j(B s ). We now have a possibility pattern for T = T n,k , see Defn. 3.7:
With this setup, the strategy for the remainder of the proof will be to construct a sequence b s : s ∈ Ω which, along withb, satisfies the hypotheses of Definition 3.10(A). Then 3.10(B) will guarantee thatb has a multiplicative refinement in B and thus, by separation of variables, that D is good for T . We will proceed as follows. First, we build an appropriate support forb. Second, we use this data to define associated equivalence relations. Third, we define the sequenceb . It will be immediate from the definition that this sequence is multiplicative and refinesb on singletons. Fourth, we show that the sequenceb is not trivial, i.e. it satisfies 3.10(A)(b). Finally, we show thatb is a refinement ofb, and thus satisfies 3.10(A)(a).
Our first task is to choose an appropriate support forb in the sense of 3.9. Following an idea from [21] , whenever i, j ∈ λ let (4.8)
A ai=aj := {t ∈ I : a i [t] = a j [t]} and let a ai=aj := j(A ai=aj ).
For each i < λ let F {i} be the set of all f ∈ FI µ (2 λ ) such that for some j ≤ i, both (4.9) and (4.10) hold: (4.9)
x f ≤ a ai=aj .
(4.10) for all k < j, x f ∩ a ai=a k = 0.
For each finite u ⊆ λ, define F u to be {F {i} : i ∈ u}. Note that each F u is upward closed, i.e. f ∈ F u and g ⊇ f implies g ∈ F u . For each s ∈ Ω, the benefit of working with elements of F vert(s) will be that we may consider the partial function i → ρ i (f ) on FI µ (2 λ ) where
The key point is that if f ∈ F vert(s) and i ∈ vert(s) and ρ i (f ) = j, then for no f ⊇ f does there exist j < j such that x f ≤ a ai=a j . As a result, for each choice of s ∈ Ω and f ∈ F vert(s) we may naturally collect all the "active" indices by mapping (4.12) (s, f ) → w s,f := {j ≤ i : for some i ∈ vert(s), we have ρ i (f ) = j}∪vert(s).
The map (4.12) is really like a finite closure operator: for each s ∈ Ω and f ∈ F vert(s) , we have that vert(s) ⊆ w s,ζ ∈ [λ] <ℵ0 , f ∈ F w s,f , and w ind(w s,f ),f = w s,f . Moreover, if f ∈ F vert(s) then f ∈ F w s,f . Notice also that (4. 13) for any s ∈ Ω and any c ∈ B + , there is f ∈ F vert(s) with x f ≤ c.
Why? Recall that for a, c ∈ B + , we say that c supports a when either c ≤ a or c ≤ 1 − a. Without loss of generality, c supports b s . Since vert(s) is finite, it will suffice to prove that for a given i ∈ vert(s) we can find f such that x f ≤ c and f ∈ F {i} . As the generators are dense in the completion, there is f ∈ FI µ (2 λ ) with x f ≤ c, and (4.9) trivially holds of f in the case j = i. If (4.10) does not hold in the case j = i, there are i 1 < i and f 1 ⊇ f such that (4.9) holds of f 1 in the case j = i 1 . Since the ordinals are well ordered, after iterating this for finitely many steps we find j = i k and f k ⊇ · · · ⊇ f 1 ⊇ f for which (4.10) also holds. This proves (4.13).
We need one more ingredient to construct the support: the partitions should decide not only equality but also the formulas R on elements from w s,ζ . Towards this, for each u ∈ [λ] k+1 , write (4.14) a R(āu) = j( {t ∈ I : M |= R(ā u )}).
We may also say that 1 − a R(x,āv) = a ¬R(x,āv) and 1 − a R(āu) = a ¬R(āu) , naturally defined. We may now state a definition. There is a component of support and a component of coherence across all s ∈ Ω.
(4.15)f = f s = (f s,ζ , w s,ζ ) : ζ < µ : s ∈ Ω is a good support forb when:
(1) for each s ∈ Ω, (a) for each ζ < µ, f = f s,ζ ∈ F vert(s) . (b) for each ζ < µ, w s,ζ = w s,f s,ζ , which is well defined by (a).
(c) the sequence x f s,ζ : ζ < µ is a maximal antichain of B supporting each element of the set
(2) for each s, s ∈ Ω with s ⊆ s,f s refinesf s . (3) for every finite X ⊆ {dom(f s,ζ ) : s ∈ Ω, ζ < µ} and every s ∈ Ω, there is s * ∈ Ω such that s ⊆ s * and ζ < µ =⇒ X ⊆ dom(f s * ,ζ ). One way of building a good partition is to miniaturize the argument from [24] , as follows. First, we address (1)(a)+(c). For each s ∈ Ω, we try to choose f s,ζ by induction on ζ < µ + such that 0 ∈ dom(f s,ζ ). Arriving to ζ, suppose we have some remaining unallocated c ∈ B + , i.e. a nonzero c disjoint to {x fs,γ : γ < ζ}. Without loss of generality, c supports b s . By (4.13), we may choose f ∈ F vert(s) so that x f ≤ c. Condition (1)(c) asks that x f also support each element of a finite set, so without loss of generality (by taking intersections) we may assume (c) is satisfied. This completes the inductive step. As no antichain of B has cardinality greater than µ, the construction will stop at an ordinal < µ + , but as 0 ∈ dom(f s,ζ ) for each ζ the ordinal is ≥ µ. Without loss of generality the sequence is indexed by µ. Then (1)(b) holds by (4.12).
To ensure conditions (2) and (3), we refine the partitions just obtained. Let s : < λ list Ω. We update f s = f s ,ζ : ζ < µ by induction on < µ as follows. Arriving to , if (∃k < )(s ⊆ s k ) then let k( ) = min{k < : s ⊆ s k } and let f s = f s k . If there is no such j, we choose f s such that it refines f s k (i.e. every f s ,ζ extends f s k ,ζ for some ζ < µ) whenever k < and s k ⊆ s . There are at most 2 |s | < ℵ 0 such j so this can be done. At the end of this process, if necessary, we may re-index the partitions so that they are of order type µ. By construction, for each s ∈ Ω and ζ < µ the set w s,ζ is well defined by (1)(b). This completes the construction of a good support forb. (4.16) For the remainder of the proof, we fix a good supportf forb.
Finally, for each s ∈ Ω and each ζ < µ, define 6 (4.18) G s,ζ to be the set of functions g = g s,ζ : ind(w s,ζ ) → {0, 1} such that:
n and x f s,ζ ≤ a R(āu) for each u ∈ [w] k+1 , then g s,ζ ind(w) is not constantly 1.
5 By condition (1)(a), {aa i =a j : i, j ∈ w s,ζ } are implicitly also here. 6 Informally, elements of G s,ζ specify consistent R-types over the parameters with indices in ind(w s,ζ ). Edges only hold on distinct tuples since R is irreflexive. Given two tuples which "collapse" to the same values, either both or neither have an edge. The type extends p s if possible, that is, if the Los map allows it. In the case where j is the identity so the elements x f s,ζ are subsets of I, the reader may think of g s,ζ as coding an R-type over {a i [t] : i ∈ w s,ζ } which is consistent for any t ∈ w s,ζ . We will essentially arrive at this picture towards the end of the proof; we will find a set C such that (among other things) j(C) ⊆ x f s,ζ , choose t ∈ C and consider the type given by g s,ζ at t. k is v β for some β ∈ s, then x f s,ζ ≤ 1 − a R(āu) . Thus, we may set g(γ) = 1 if and only if γ ∈ ind(w s,ζ ) and
In other words, since each ρ i is s-accurate, it is sufficient to give the behavior of g on the set {ρ i (f s,ζ ) : i ∈ w s,ζ }, as the condition of s-accurate and the definition (4.14) for each s ∈ Ω and ζ < µ, fix g s,ζ ∈ G s,ζ .
We will informally refer to these objects g s,ζ as "floating types."
Our second task is to organize the data already obtained in terms of a family of equivalence relations. This will elide some of the background noise and so give us a cleaner picture of any barriers to realizing the type. By hypothesis (1) of the Theorem, Pr n,k (λ, µ) holds. Thus, identifying λ with the set of indices for elements of A as in (4.1), let us fix G : [λ] <ℵ0 → µ such that:
Let E be the equivalence relation on W = Ω × µ × µ given by: 
Since the sets and ordinals in question are all finite, but ζ < µ may vary, it is easy to see that there are precisely µ equivalence classes of E. Choose an enumeration of these classes as
Fix a representative function
In the rest of the proof, we will often denote the values of ζ, ξ at h( ) by ζ h( ) , ξ h( ) respectively. The next definition will be central. For each β < λ, < µ let us collect all elements of Ω which occur as part of an -template tuple (s, ζ, ξ) where β ∈ s and x f s,ζ ≤ b s :
A useful property of these sets is the following: for each < µ,
This completes our construction of the equivalence relations. We now have the necessary scaffolding for the third task.
Our third task is to define the sequenceb . Recalling V from (4.17), fix α < 2 λ so that V ⊆ α. Without loss of generality, α ≥ λ. We now copy the functions f s,ζ onto a new domain where new partitions will allow us to code additional information.
7
Let Code m denote some fixed one-to-one m-fold coding function from λ m to λ. Let tv denote the truth value of an expression (either 0 or 1).
and f * is determined by the remaining conditions.
This completes the definition (4.25). Of course, this definition could be made more efficient and the domain smaller (say, by more judicious use of Code m ). Finally,
This new antichain will help us to divide the work in the next definition. Notice that any of its elements will have nonzero intersection with any of the elements from B + α+α+λ·5 . We have all the ingredients to defineb . For each β < λ, let
Let us justify that (4.27) is not zero: for each < µ such that U β, = ∅, and for each s ∈ U β, ,
This is because domains of the functions corresponding to x f s,ζ h( ) , c and x f * Our fourth task is to prove that the sequenceb defined in (4.29) satisfies Definition 3.10(A)(b) along withb and the choice of supportf determined earlier in the proof (i.e. α * of Definition 3.9 may be taken to be the α of the present proof). Compare this to the Step 8 Claim of [24] 6.2.
As the generators are dense in the completion, it will suffice to show that for any f ∈ FI µ (α), any finite I ⊆ λ, and any a ∈ D * such that supp(a) ⊆ α,
Taking intersections if necessary, we may write I as the disjoint union of I 0 and I 1 where for each β ∈ I 0 , a ≤ 1 − b {β} and for each β ∈ I 1 , a ≤ b {β} . Recalling that b s ≤ b s when |s| = 1, we suppose that I 1 is nonempty (otherwise we are done) and it will suffice to show that (4.31) a ∩ {b {β} : β ∈ I 1 } > 0.
As b I1 ∈ D * , without loss of generality a ≤ b I1 and we can find f ∈ FI µ (α) such that x f ≤ a. Recall V from (4.17). Write f as the disjoint union
gives rise to a partition, let ζ * < µ be such that (4.32)
Recall the function G which was given as a witness to Pr. Let ξ * = G(w I1,ζ * ) and let < µ be such that (
Going forward, we will write ζ h( ) instead of ζ * for clarity. As we have x f ≤ b I1 , it follows from the definition (4.23) that (4.33) I 1 ∈ U β, for each β ∈ I 1 . Now let us verify that
The reason is that conflicts can only arise when the domains of the relevant functions intersect. By construction,
do not interfere with each other and the first three do not interfere with x f in or with b I1 . By (4.32)
and quoting the definition of b I1 in (4.27) and (4.28), we are done. This completes the proof of (4.30).
To complete the proof of Theorem 4.1, it remains to show that for each s ∈ Ω, b s ≤ b s . This will suffice for 3.10(A)(a). The background template for our argument is [24] Claim 6.2, Step 10, item (5). Before beginning this proof, note that by our definition of the sequenceb , whenever 0 < c ≤ c ∩ b {β} , necessarily
In particular, under this hypothesis, there is s ∈ U β, such that
Now suppose for a contradiction thatb is not a multiplicative refinement ofb. Then for some finite I ⊆ λ and some c 0 ∈ B + , (4.37)
Without loss of generality, c 0 ≤ c for some < µ and c 0 = x f for some f ∈ FI µ (2 λ ). Enumerate I as β i : i < |I| . Working in B, by induction on i < |I| (4.38)
we choose functions f i and sets s βi such that:
Let f −1 = f . Suppose we have defined f j for −1 ≤ j < j + 1 = i, and we define f i and s βi as follows. By hypothesis, (4.39)
First note that by (4.39) and monotonicity ofb ,
Second, by (4.37), c 0 ≤ c ∩ b {βi} . Thus by (4.35), U βi, = ∅. Apply (4.36) to choose s βi ∈ U βi, such that
Combining this equation with (4.40),
. This completes the induction.
(4.41) Let f * := i<|I| f i and let s βi : i < |I| = s β : β < β * be as given by this proof.
Note that by construction, (4.42) for each β ∈ I, x f * ≤ x f s β ,ζ h( ) .
Consider the set of indices for 'active' elements:
To finish the argument, we will move back to the index model. Informally, the point will be that x f * holds open a 'space' in the Boolean algebra which reflects a particular configuration at some index t ∈ I (a configuration which we will show cannot happen). First, we shall be careful to choose an appropriate t, as follows.
Since the theory T n,k is ℵ 0 -categorical, let Γ = Γ(W ) be the finite set of formulas in the variables {x i : i ∈ W }. For v ⊆ W , let ϕ(x v ) denote that the free variables of ϕ are among x i : i ∈ v , and as above letā v denote a i : i ∈ v . For each ϕ = ϕ(x v ) ∈ Γ, the Los map gives
Γ is finite, so we may assume, without loss of generality (by increasing f * if necessary), that x f * supports (decides) each of the finitely many c ϕ(āv) . More precisely, we may assume Γ admits a partition into disjoint sets Γ 0 ∪ Γ 1 where
The "accurate" subset of I is the one defined by
Since j(C) ≥ x f * > 0, necessarily C is nonempty.
(4.44) Fix some t ∈ C (so t ∈ I) for the remainder of the proof.
Now consider the picture in the model M given by index t. The set of elements {a i [t] : i ∈ W } accurately reflects the picture given by x f * in the following ways.
) if and only if x f * ≤ a R(āu) in the sense of (4.14). Moreover, for each β ∈ I, x f * ≤ a R(āu) if and only if x f s β ,ζ h( ) ≤ a R(āu) .
At the given index t, the "floating types" of (4.18) have become actual partial types, which we now name. For each β ∈ I, let
Condition 4.18(b) ensures that each r β (x) is a complete, consistent R-type over
, because β ∈ s β ∈ U β, . However, {r β (x) : β ∈ I} is not a consistent partial type. This is because something even stronger is true:
is not a consistent partial type.
As we are working in T n,k , the inconsistency of (4.46) can come from one of two sources (collisions or edges), which we rule out in turn.
The first possible problem is collision of parameters, i.e. perhaps there are β = γ ∈ I such that t(β) = t(γ) but {a i [t] : i ∈ v β } = {a j [t] : j ∈ v γ }. By condition (4.38)(iv) in the inductive construction of f * , we know that for each β ∈ I, f * extends an element off s β . Thus, for each i ∈ w s β ,ζ h( ) , the 'minimum collision' functions ρ i (f * ) from (4.11) are well defined. Translating,
k was arbitrary, this shows that r β * (x) includes {R(x,ā v ) :
k+1 , this contradicts r β * being a consistent partial type. This shows that an occurrence of R on the parameters cannot be responsible for inconsistency of the partial type.
We have ruled out the only two possible causes of inconsistency for (4.46). This contradiction proves that the situation of (4.37) never arises. This completes the proof thatb is a multiplicative refinement ofb.
This completes the proof of Theorem 4.1.
Conclusion 4.2.
Suppose that for some ordinal α and integers , k,
Then there is a regular (λ, µ)-perfect ultrafilter on λ which is good for T but not µ ++ -good for any non-low or non-simple theory.
Proof. Theorem 3.G gives a (λ, µ)-perfected ultrafilter which is not µ ++ -good for any non-simple or non-low theory. For the saturation condition, Lemma 2.5 proves that Pr n,k (λ, µ) holds for these cardinals so the hypotheses of Theorem 4.1 are satisfied.
The non-saturation condition
In this section we prove the complementary result to Theorem 4.1, by connecting non-saturation of T k+1,k to existence of large free sets in set mappings.
Claim 5.1. Suppose that:
(1) for some ordinal α and integers k ≤ , µ = ℵ α , λ = ℵ α+ , or just: (λ, k, µ
Remark 5.2. Note that there is no mention of optimality or perfection of the ultrafilter. The only factor is the distance of λ and µ as reflected in the Boolean algebra B (or what amounts to the size of a maximal antichain at the "transfer point" in Theorem 3.F).
Proof. Our strategy will be to build a sequenceb of elements of B + and prove that it is a possibility pattern for T but does not have a multiplicative refinement. We continue with much of the notation and terminology of the previous section.
By Theorem 1.B above (and monotonicity), for k < , (ℵ α+ +1 , k, ℵ α+1 ) → k + 1, so we can apply Claim 1.6 to (λ, k, µ + ). [Notice that µ + here replaces µ there.] Thus, we may fix a model M of T k+1,k with λ distinguished elements b = b α : α < λ with the following property. Let
The property is that whenever
≤µ is a strong set mapping, for some w ∈ P we have
Without loss of generality we may extend M to be λ + -saturated. For the remainder of the proof, fix a choice of ordinals α w : w ∈ P with no repetitions, where each α w < 2 λ . Choose also for each w ∈ P a corresponding function g w ∈ FI µ (α * ) such that dom(g w ) = {α w } and x gw = ∅ mod D * .
Overview in a special case. Before giving the construction in the generality of the Boolean algebra B, we describe for the reader the picture in the special case where we consider an ultrapower N = M I /D where D is built from a regular filter D 0 and B is identified with some independent family F ⊆ I µ of cardinality 2 λ . What we would like to do is choose a set A of size λ in the ultrapower which is an empty graph in N , i.e. for all u ∈ [A] k+1 , N |= ¬R(ā u ). As a result, the type
k+1 } will be a consistent partial type in N . However, by judicious choice of the parameter set A, we will be able to show that p cannot be realized. To do this we need to ensure that edges appear on the projections of A to the index models, but not too many and not too often.
We begin with the idea that for each i < λ, a i is the equivalence class in N of the sequence which is constantly equal to b i . We then essentially doctor this sequence by winnowing P, i.e. erasing some of the edges. Formally, of course, at each index t we choose a sequence b i [t] : i < λ of distinct elements of M (using the fact that M is universal for models of T of size ≤ λ) such that for all w ⊆ λ, if M |= R(b w ) then M |= R(b w ), but not necessarily the inverse. We will then set a i = b i [t] : t ∈ I /D for each i < λ. How to winnow edges? Following the notation of the proof of 4.1, fix an enumeration of [λ] k as v β : β < λ without repetition, so the eventual type will be enumerated by {R(x,ā v β ) :
<ℵ0 . For each s ∈ Ω, let the 'critical set' cs(s) be the set of w ∈ P such that each v ∈ [w] k is v β for some β ∈ w. (Note that this is generally weaker than saying that w ⊆ vert(s).) The rule is that for each t ∈ I, and each w ∈ P, we leave an edge on {b i : i ∈ w} if and only if t ∈ x gw . By the choice of g w , no edge will persist in the ultrapower, so a i : i < λ is an empty graph in N . It remains to prove the type is not realized. Before giving this argument, we carry out the construction just described in the generality of the Boolean algebra. (The type just described easily converts to a possibility pattern using the Los map as in (4.6) p. 14, so we may conclude this argument using the more general proof.)
<ℵ0 collect the indices for all relevant vertices. Let
<ℵ0 . For each s ∈ Ω, let
Essentially, we omit the formal representative of any bad configuration once our type fragment s includes indices for all of the edges (in the type) connecting to it. Let us show that b s : s ∈ Ω is a possibility pattern for T k+1,k . Fix for awhile s ∈ Ω and c ∈ B + . Decreasing c if necessary, we may assume that for any w ∈ P ∩ [vert(s)] We can do this by choosing our parameters so that for any i 0 , . . . , i k−1 ∈ vert(s) we have b i : < k ∈ R M if and only if: |{i : < k}| = k [i.e. they are distinct] and {i : < k} ∈ P and c ≤ x g {i : <k} . Note that there is such a sequence of parameters in the monster model (forgetting edges on theb as described above) so it suffices to show such a sequence works. If c ≤ b s , then by definition of b s , there is no w ∈ P such that [w] k ⊆ {v β : β ∈ s } and c ≤ x gw . So there are never enough edges on the parameters to produce an inconsistency in the set
If c ∩ b s = 0 B , then because c ∈ B \ {0 B }, it must be that b s = 1 B . By definition of the sequenceb, there is w ∈ P with [w] k ⊆ {v β : β ∈ s } and (since c decides all relevant edges) c ≤ x gw . Then M |= R(b w ). Recalling that
the left hand side cannot be consistent. This completes the proof thatb is a possibility pattern.
No multiplicative refinement. Now let us assume for a contradiction that b s : s ∈ Ω is a multiplicative refinement of the possibility pattern just described. That is, s 1 , s 2 ∈ Ω implies b s1 ∩ b s2 = b s1∩s2 and for each s ∈ Ω, b s ≤ a s . As each b {β} ∈ B + , we may write b {β} = {x h β,i : i < i(β) ≤ µ} where h β,i : i < i(β) is a set of pairwise inconsistent functions from FI µ (2 λ ). Let S β = {dom(h β,i ) : i < i(β)}, so S β ⊆ 2 λ has cardinality ≤ µ. First, we show that for each w ∈ P the domain of g w is detected by the supports of at least one of the the k-element subsets of w. k ⊆ {v β : β ∈ x}}.
So as [w]
k ⊆ {v β : β ∈ x}, necessarily x g ∩ x gw = 0 B . Since our Boolean algebra B was generated freely, it must be that dom(g w ) ∩ dom(g) = ∅, but dom(g w ) = {α w }. This shows that α w ∈ {S β : v β ∈ [w] k } as desired. This proves Subclaim 5.3. k such that α w ∈ S β . Thus w ⊆ F (v). We have proved that for all w ∈ P,
This is a contradiction, so the possibility pattern b does not have a solution. Thus, D * cannot be moral for T k+1,k . This completes the proof of Claim 5.1.
Conclusion 5.4. Suppose that for some ordinal α and integers , k, Proof. By Claim 5.1 and Theorem 3.F. Note that if we allow = k = 1, T k+1,k is not simple so we can likewise avoid saturation of T .
Infinitely many classes
We emphasize that all results in this section are in ZFC. (1) if k * < k 2 then D is good for T k2,k2+1 (2) if k 1 < k * then D is not good for T k1,k1+1 .
Proof. By Theorem 6.1 and §3 Theorem 3.G.
We now recall the definition of Keisler's order. For a current account of what is known, see [22] and for further intuition, see the introductory sections of [19] . Note that this allows us to compare any two theories, regardless of language.
Definition 6.4. (Keisler's order, Keisler 1967 [11] ) Let T 1 , T 2 be complete countable theories. We write T 1 T 2 if: for any λ ≥ ℵ 0 , any M 1 |= T 1 , any M 2 |= T 2 and any regular ultrafilter on λ,
Here "regular" entails that the relation is independent of the choice of M 1 , M 2 .
Corollary 6.5. Let mean in Keisler's order. Then:
(1) If 2 ≤ k 1 < k 2 then T k1,k1+1 T k2,k2+1 .
(2) Keisler's (partial) order contains either an infinite descending chain or an infinite antichain within the simple unstable theories.
Proof.
(1) is immediate by 6.3 and (2) follows by Ramsey's theorem.
Note that Keisler's order is a partial order on equivalence classes of theories, and the following theorem proves existence of an infinite descending chain in this partial order already within the simple unstable rank one theories; there may indeed be additional structure. Theorem 6.6. There is an infinite descending sequence of simple rank 1 theories in Keisler's order. More precisely, there are simple theories {T * n : n < ω} with trivial forking such that, writing
• T A for the class of theories without fcp • T B for the class of stable theories with fcp • T C for the minimum unstable class, i.e. the Keisler-equivalence class of the random graph • T max for the Keisler-maximal class, i.e. the Keisler-equivalence class of linear order (or SOP 2 ) • and T n for the Keisler-equivalence class of T * n for all m < n < ω we have:
Proof. The structure of the order on T A , T B , T C , T max was known, see [19] §4. To obtain the infinite descending chain, let T * n be the disjoint union of the theories T k,k+1 for k > n. Here "disjoint union" is understood naturally, for instance, the theory of the model M formed by taking the disjoint union of models M k |= T k,k+1 in disjoint signatures. Clearly, > k implies T * T * k and is by Theorem 6.3. This completes the proof.
