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Introduction
The pattern of sales growth of an innovation-a new product or service-and the factors underlying the diffusion process have been an important subject of study in marketing, from a theoretical and behavioral perspective as well as from a quantitative modeling viewpoint. The diffusion modeling tradition in marketing (Bass 1969) owes its conceptual foundation to mathematical models of contagion in such applications as the diffusion of news and rumors (Bartholomew 1967 ). The modeling approach takes an aggregate perspective and formulates a differential equation (or a set of equations) to specify the flow(s) between mutually exclusive and collectively exhaustive subgroups (e.g., adopters and nonadopters in a two-state model). This modeling paradigm has produced a rich stream of literature. For detailed reviews, see Mahajan and Peterson (1985) for descriptive models; Kalish and Sen (1986) for normative models incorporating marketing mix variables in a monopoly setting; Eliashberg and Chatterjee (1985) and Dolan, Jeuland, and Muller (1986) for normative models extended to competitive settings; and Eliashberg and Chatterjee (1986) for models explicitly incorporating stochastic considerations.
The diffusion of an innovation in a population involves the adoption of the innovation by individuals in the relevant population. Adoption, in turn, involves a deliberate choice decision on the part of the individual, especially in the case of high involvement products (such as consumer durables). Heterogeneity in the population suggests systematic differences in adoption times across individuals. Aggregate diffusion models that conceptualize the innovation diffusion process as analogous to the spread of diseases or news (where no deliberate decision is involved) limit their consideration of the determinants of adoption at the individual level. Gatignon and Robertson ( 1986) state that "the behavioral assumptions underlying [aggregate level] consumer diffusion models are typically simple and do not provide a behavioral explanation for the rate or pattern of diffusion" (p. 38). As has been pointed out (e.g., by Tanny and Derzko 1988) , the mathematical form of the Bass model requires the assumption that the potential adopter population is homogeneous.' The assumption of homogeneity implies that, at any point in the process, all individuals who are yet to adopt have the same probability of adopting in a given time period, so that differences in individual adoption times are purely stochastic.
In this article we develop an analytical model of the innovation diffusion process for a high involvement durable or service that explicitly considers the determinants of adoption at the individual level and allows for heterogeneity with respect to these determinants across the population. The micromodeling approach adopted here thus postulates individual adoption times as an explicit function of the characteristics of potential adopters. The resulting aggregate model consequently incorporates a microlevel behavioral basis to describe the innovation diffusion process in a heterogeneous population. The approach employs the following general framework. An individual's perception of the innovation determines his evaluation of the innovation which in turn determines his adoption decision.2 Perceptions of the innovation are initially uncertain: these perceptions change over time as the potential adopter receives additional information about the innovation. An individual's timing of adoption is thus determined by the dynamics of perceptions, given his preference structure. Aggregation across individuals yields the penetration curve; the distribution of individual adoption times determines the rate and pattern of adoption.
Models of adoption of innovations using the micromodeling approach originally appeared in the economics literature (Hiebert 1974 We adopt a decision analytic conceptualization of the dynamics of individual behavior developed in economics and introduced to marketing in an integrated framework by Roberts and Urban. Like them, we invoke a von Neumann-Morgenstern utility function and Bayesian updating of perceptions. Our focus, however, is on the analytical derivation of the diffusion curve for a major innovation (rather than a new brand in an existing product category), explicitly incorporating the impact of consumer heterogeneity. Further, we model diffusion in a given population so that once a consumer adopts the innovation he drops out of the subpopulation of potential adopters, which is consistent with the basic phenomenon of diffusion in a social system (Rogers 1983 ). In contrast, Roberts and Urban assume an exogenous flow of potential buyers, since they focus on the probability of choosing the new brand given purchase in the product category. Oren and Schwartz (1988) also use a Bayesian decision analytic framework to model the dynamics of market share of a new product (e.g., a new medical technology) assuming an exogenous flow of potential adopters. Their analytical model formally incorporates heterogeneity with respect to the potential adopters' degree of risk aversion. An extension to a quality-heterogeneous population is briefly discussed.
Our analytical focus is similar to the work in economics by Feder and O'Mara (1982) and Jensen (1982) , as well as Oren and Schwartz (1988) . However, our approach provides a richer conceptualization of the process. First, we allow heterogeneity with respect to: (i) initial consumer perceptions of the innovation's performance, including confidence in initial beliefs; (ii) consumers' preference structure, captured by the price/performance tradeoff and degree of risk aversion; and (iii) the perceived reliability of information. Second, we explicitly model the dynamics of adoption in a stochastic process framework to allow for variability of information. We seek to derive a parsimonious representation of the process based on the combined effects of the various individual-level and innovationspecific determinants of adoption behavior.
We develop the model in ?2. Next, we discuss some of its key analytical properties and implications, contrasting our micromodeling approach with the more traditional aggregate-level diffusion models in the marketing science literature (?3). We demonstrate that our approach yields a flexible diffusion model that provides a microlevel behavioral basis for explaining a variety of diffusion patterns, and illustrate special cases where combinations of the distribution of population characteristics and the pattern of information reproduce some well known aggregate diffusion curves, including the Bass model.
A major advantage of the micromodeling approach is that the individual-level variables postulated to determine adoption timing can be measured via a consumer survey prior to launch. In ?4, we report a pilot study that outlines procedures for data collection and estimation of the individual level parameters and provides a preliminary test of the predictive ability of the model. While the major focus of-our exposition in analytical, the possibility of prelaunch measurement of individual characteristics (based on established marketing science procedures) points to potential applications of the model for segmentation of the potential adopter population. Conceptually, the individual measures may be used to forecast the aggregate penetration curve, given estimates of the nature and extent of information about the innovation that will be generated over time. However, it should be noted that our objective is not to present a comprehensive methodology for prelaunch forecasting; such a methodology would entail the consideration of issues beyond the scope of this paper. We briefly discuss some of these issues in our conclusion (?5).
The Model

Modeling Approach and Assumptions
Potential adopters are assumed to evaluate the innovation along two attributes, performance and price. Prior to adoption, a consumer knows the price but is uncertain about performance. The potential adopter's (uncertain) perception of the innovation's performance is revised over time as he receives information about it. The micromodel predicts individual-level adoption timing. These predictions are then aggregated over the potential adopter population to yield the penetration curve.
Consumers' Preference Structure. Given uncertainty in the potential adopter's assessment, an important factor in the adoption decision is his attitude toward risk. The importance of perceived risk in the context of high involvement decision making under uncertainty has triggered extensive research in consumer behavior since the pioneering work of Bauer (1960) (see also Bettman 1973 and Ross 1974) . We assume that for high involvement innovative products all potential adopters are risk averse, although the degree may vary across the population. We capture the potential adopter's risk aversion via the following uniattribute utility function in a von Neumann-Morgenstern (1947) framework: u,(xi) = 1 -exp(-c_ci),
where xZi denotes the potential adopter's uncertain perception of performance after receiving i "units" of information about the innovation and c (>0) is the coefficient of risk aversion (Pratt 1964 
where k, and kp are the scaling constants (which may be interpreted as importance weights) associated with the uniattribute utility functions for price and performance respectively. Assuming that a consumer's utility for price is linear in its argument, the two-attribute utility function (2) may be written, without loss of generality, as
where k is a measure of the relative importance of price. Note that u(0, 0) = 0, so that, with the attributes scaled relative to status quo, the utility associated with status quo (i.e., not adopting) is zero. Under these assumptions, the adoption decision rule for a utility maximizing consumer is' 
From (4) and (5), we obtain the condition for adoption. An individual adopts the innovation when (and if) the following condition is met:
3Throughout this paper, we use the tilde sign over the notation to indicate a random variable. Technically, von Neumann-Morgenstem theory posits utility as a function of asset levels, rather than deviations (gains or losses) from base levels, as postulated here, and as commonly used in marketing. Under the assumption of constant risk aversion, it can be easily shown that the adoption decision rule (4) holds even if utility is expressed as functions of asset levels rather than deviations from status quo. mi > cs2/2 -(1I/c) In (1 -kp).
This condition has an intuitive interpretation: the consumer adopts the innovation as soon as his expectation of its performance (mi) exceeds the sum of the "risk hurdle" (csb'2) and the "price hurdle"5 [-( 1/c) In (1 -kp)]. (6) corresponds to Roberts and Urban's brand choice condition (equation (6), p. 171 ), with the addition of the "price hurdle" resulting from our explicit inclusion of price as a separate attribute in the utility function.
Updating Perceptions: Information Integration. Note that the condition for adoption (6) is based on current perceptions. To forecast an individual's adoption timing, we must predict the dynamics of perceptions, given initial perception about performance (at the time of product launch) and the nature of the information flow. We conceptualize the potential adopter's information integration process as follows. Over time, a stream of information about the innovation's performance is received (for example, by wordof-mouth from adopters). The potential adopter behaves as if the level of performance conveyed by a unit of information is sampled from a normal distribution with mean A, the true performance of the innovation relative to status quo, which is unknown to the potential adopter, and variance, 2, which is an inverse measure of the perceived (i.e., subjective) reliability of the information.6
Under these assumptions, we can apply Bayes' rule ( Viscusi (1985) , for example, found that behavior patterns were consistent with the principal predictions of a Bayesian learning process. However, past laboratory studies (Slovic and Lichtenstein 1971) indicate systematic deviations in people's revised judgments from the Bayesian norm-in particular, subjects are conservative in updating their uncertain beliefs, i.e., they revise their judgments in the correct direction but to an insufficient degree. More recent literature (Winkler and Murphy 1973; Navon 1978) suggests such systematic deviations are a result of subjects' real world experience of the nature of information, which is perceived as being less than perfectly reliable and possibly conditionally dependent (i.e., some of the information is already contained in previous information). The issue is that the Bayesian learning model, modified to incorporate subjective perceptions about the reliability of the data generating process, can be employed as a reasonable paramorphic, representation of the information integration process, Specifically, in our model, the "effective" data generating process has a variance that captures the potential adopter's perception about the reliability of the information; the smaller the .subjective variance 2 (implying higher perceived reliability), the larger the extent of revision in perceptions about performance due to a given piece of information. We also allow the population of potential adopters to be heterogeneous in terms of initial perceptions (mo and s2) and perceived reliability of information (a2).
Predicting Adoption Time for an Individual Consumer
We can now combine the condition for adoption (6) 
with yo = a defined by (9). The stochastic process represented by ( 14) and (9) defined. In substantive terms, this means that the probability of eventual adoption (as i so ) is less than 1. Indeed, a consumer with a > 0 and : > , tends to drift away from adoption, and the nonzero probability of eventual adoption is a consequence of the variability of information. Table 1 summarizes the implications for adoption behavior for the three "types" of consumers in the potential adopter population. Type I consumers (a < 0) will adopt the innovation as soon as it is launched. Type II consumers (a > 0,5 < u) will eventually adopt the innovation (on receiving the required amount of information), while for Type III consumers (a ? 0, 3 ? ,) eventual adoption is uncertain.
So far, our discussion has focussed on the adoption process in terms of cumulative information rather than time. Let n(t) denote the rate of information at time t, where t -0 is the point of product launch.8 Therefore, the cumulative amount of information received by the consumer by time t is i(t)= J'n(T)dt.
The critical time to adoption is distributed according to the density function n(t)g(i(t) I a, p). The probability of adoption by time t for the consumer with a > 0 is (Cox and Miller 1965) 
Aggregation: The Diffusion Curve
The diffusion curve is obtained by aggregating the predicted individual adoption behavior over the population. Analytically, if we assume that the population is sufficiently large so that a and ,B may be treated as continuous and the joint distribution of a and ,B across the population can be represented by the density functionf(., *), the cumulative penetration curve is
where (19)
o 00
is the fraction of the population that adopts the innovation immediately when it is launched (the Type I customers in Table 1 ). The rate of penetration is
Equations ( 
Analytical Implications of the Model
In this section, we discuss some key properties and analytical implications of the model. We compare and contrast our micromodeling approach with the aggregate-level diffusion models, e.g. Bass (1969), to illustrate the benefits of the micromodeling approach in terms of conceptualizing and interpreting the diffusion process.
Aggregate-level models are parsimonious, but their underlying theory, drawn from mathematical models of contagion, is simple since they do not consider the determinants of the adoption decision by individuals. In contrast, our micromodeling approach focuses on these determinants at the disaggregate level by considering initial perceptions, key determinants of preference (risk attitude and price sensitivity), and responsiveness to information about the innovation. The decision analytic framework provides a paramorphic description of the adoption process at the individual level. The perspective that consumers behave as though they follow some normative decision rule underlies much of preference and choice modeling in marketing ( 
A Parsimonious Measure of Innovativeness
In Table 1 , we identified three types of consumers: Type I, who will adopt the innovation immediately after launch, Type II, who will eventually adopt the innovation, given the required amount of information, and Type III, who tend to drift away from adoption with additional information. These three consumer types form natural segments. The segment of interest in terms of predicting the dynamics of adoption over time comprises the Type II consumers. For a high-involvement product or service for which performance information will be available largely after launch (when the performance can be observed), and the target market has been carefully selected (given the price), we would expect this segment to be large relative to the other two.
For Type II consumers, the expected "critical" amount of information required for adoption is al/ (Au -,B) (see ( 16) ). For ease of exposition, let us define a T=Iy -d-
,U-f
The y-value can be interpreted as a composite measure of innovativeness as defined by Rogers ( A Deterministically Approximated Diffusion Model. For analytical purposes, the diffusion model given by ( 19)-(21) is cumbersome. Our aim here is to find a reasonable approximation of this model that is more amenable to analytical manipulation. Our approach involves the following deterministic approximation: instead of considering the probability distribution of the critical amount of information "* I a, ,B, our aggregation across individuals is based on the mean of the distribution of * I a, ,B. This is equivalent to ignoring the variability of information (i.e., 6 = 0) and treating individual adoption times as deterministic. Support for this approximation is provided by numerical simulation based on ( 19)-(2 1), which shows that in situations where the population is "sufficiently" heterogeneous (in terms of a and 3) and the fraction of Type II customers is large relative to Type III (i.e., situations we would expect in practice, with a well-defined target populaiion), the cumulative penetration and penetration rate curves are relatively insensitive to the value of 6, as long as the ratio 1/,u is small. See Figure 2 for an illustration of the impact of 6 on the diffusion curve. For the specific parameters selected for this illustration, the deterministically approximated curves (( = 0) are almost identical to the curves for 6 = 25 (( /,u = 0.25), while deviations are small for (/,u less than 1. These results suggest that aggregation based on the assumption of deterministic individual adoption times may 
A(t) = {jjn(t)fy(i(t))
Equations (24) and (25) define our diffusion model based on the deterministic approximation. Equation (25) shows that the rate of penetration at any point in time is determined by the interaction between the rate of information and the concentration of consumers who are "ready" to adopt, captured by the density f(i(t)). Our micromodeling approach enables us to identify these customers. (In the stochastic model, these customers are identified probabilistically.) Equation (25) also implies that the rate of diffusion at a given level of penetration will be greater when (a) the rate of information is higher and (b) the population is more homogeneous in terms of -y. Shape of the Diffusion Curve. As Mahajan and Wind (1986) point out, the Bass model and some other popular aggregate diffusion models are structurally limited in terms of flexibility. They suggest further work in the area of "basic diffusion models . that are flexible and can accommodate various diffusion patterns and are based on clearly explicated behavioral assumptions" (p. 23). We believe our micromodeling approach meets these criteria.
The determinants of the shape of the diffusion curve are the distribution of y and the rate of information. The cumulative penetration in the Type II consumer segment as a function of cumulative information is the distribution of y in the segment, since y predicts the cumulative amount of information required for adoption. A time-varying information rate modifies the shape of the penetration curve when time replaces cumulative information as the argument by "stretching" (low information rate) or "compressing" (high information rate) the curve.
For purposes of illustrating the implications of the model for the shape and, in particular, the number and location(s) of inflection point(s), we assume that -has a unimodal distribution (so that the cumulative distribution is S-shaped with a single inflection point, though not necessarily symmetric) and consider three patterns of information flows over time-constant, monotonically decreasing, and monotonically increasing. We define t* as the time by which all Type II consumers with y less than the modal value of the distribution have adopted.
Property. If y has a unimodal distribution over Type II customers then the implications of the pattern of information over time are as follows: Table  2 . For example, we can conclude that for a population comprising Type II consumers only, with y having a logistic distribution across the population with scale parameter a and shape parameter b, and a constant information rate n, the implied cumulative penetration curve is identical to the Bass model. The parameter p of the Bass model is directly proportional to the scale parameter a and information rate n but inversely related to the shape parameter b. The parameter q of the Bass model is increasing in all three micromodel parameters a, b, and n.
Another interesting comparison between the aggregate level models and the micromodeling approach is illustrated by contrasting the differential equation specifying the Bass model (see Table 2 ) with our penetration rate equation (25). The first term of the Bass model [p + qA ] represents the "pressure" from external and internal influences to adopt, and is conceptually similar to the information rate n(t) in our model. The Bass model, however, treats the population as homogeneous and thus all those yet to adopt are equally likely to adopt: hence the term [1 -A (t)] in contrast to the density fl( i( t)) in our model, which captures only those consumers who are "ready" to adopt.
The diffusion patterns implied by various aggregate level models can be reproduced by our model for patterns of information other than the constant information rate case considered above. In particular, the correspondence between the "pressure to adopt" term in the Bass model and the information rate term in our model suggests the following information rate: The above discussion illustrates special cases of our general model that provide diffusion patterns corresponding to the Bass and other aggregate models. It should be noted that other combinations of y-distributions and information patterns can also lead to the same diffusion patterns. The key aspect is that the micromodeling approach provides a rigorous theoretical basis for explaining a wide variety of diffusion patterns under various scenarios.
A Pilot Study
This section describes a pilot study conducted in an experimental setting. This study outlines procedures for surveying subjects and estimating the individual level and information specific parameters of the model from the data collected. The results provide a preliminary test of the predictive performance of the model at the individual level (adoption times) and at the aggregate level (the number of new adopters in each time period).
Description of the Study
Sixty-five Wharton students participated in the study, which used an interactive computer program that provides career counseling as the innovation. Subjects responded to a paper-and-pencil questionnaire. The session, including oral briefing and debriefing, lasted about one hour. The product, its price, and an explanation of the performance rating scale were described, then data were collected to estimate the parameters of the utility function for each respondent. Next, respondents recorded their initial perceptions of performance and also indicated whether they would adopt the innovation at the indicated price, based on the product description.
Respondents then received three pieces of information, with each piece presented as a subjective evaluation of the product by an "adopter" (that is, the information simulated word-of-mouth from previous adopters). After each piece, respondents recorded their perceptions and their adoption intentions. Each questionnaire section focusing on dynamics of perceptions (and adoption intentions) was administered separately.
Measurement and Estimation9
Preference 
where N is the number of times the first alternative is chosen over the second (over the ten choice problems). To estimate the price importance parameter k, two distinct sets of questions were used. The first set asked for the maximum price respondents would be willing to pay for a product with a specified performance level (varied over four questions). In the second set (comprising two questions) the respondent compared two alternatives, with performance levels xl and x2 and prices Pi and P2 respectively. Three of the values are specified, and the respondent provides the missing attribute level (performance or price) such that he is indifferent between the two alternatives.
The individual-level data collected are used to estimate k for each respondent as follows:
An OLS estimate of k, say k( 1), is obtained, based on the responses to the first set of questions. Similarly, an OLS estimate k( 2) is obtained from the responses to the second set. Next, we derive estimates of the variances for the error terms in the linear models employed to obtain k( 1) and k(2), pooling across respondents. Using estimates of the two error variances, a single weighted least squares estimate k is obtained for each individual. Perception Parameters. Our model assumes that each respondent's uncertain perceptions of performance may be represented by a normal distribution, with mean mi and variance s2, where i indicates the number of pieces of information received.
There is a vast body of literature on encoding, or quantifying, subjective probabilities (for a recent review, see Wallsten and Budescu 1984). The literature suggests that an encoding method using odds (relative likelihoods) may be operationally more appropriate in marketing studies, when responses are self-elicited. Woodruff ( 1972) has suggested an approach based on this method, which has been used in marketing studies to quantify uncertain perceptions (Pras and Summers 1978; Gatignon 1984) . We used the Woodruff scale (with minor modifications) in our study. Respondents recorded their uncertain perceptions of product performance after the product description but before receiving any of the pieces of simulated word-of-mouth information (i = 0) and again after receiving the ith piece of information (i = 1, 2, 3) .
The scale is used as follows: the respondent (i) marks the performance level he considers most likely on the 0-100 scale, (ii) marks the highest and lowest performance levels expected, (iii) assigns 100 likelihood points to the most likely performance level, and (iv) assigns likelihood points to the lowest and highest performance levels (relative to the 100 points assigned to the most likely level) and then to all round numbered ratings in the range between the lowest and highest levels identified in (ii). For each respondent, the parameters mi and s2 are then estimated by 
The left-hand sides of (32) and (33) are known (from the estimates given by (30) and 
Note that ni and rj cannot be estimated independently. In substantive terms, the unit of information quantity must be defined. We arbitrarily fix n1 = 1 (that is, the first piece of information is assumed to correspond to one unit of information). Then ni and the product nizi are estimated by ni= aij/ a1j, i = 2, 3; and (36) j j nizi = E bij/ a1j, i = 1, 2, 3.
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Given these estimates, the perceived source reliability rj is estimated for respondent j as follows: An OLS estimate, f ( 1), is obtained from (34), which provides three individual level data points (for i = 1, 2, 3) . A similar OLS estimate Aj(2) is obtained from (35), again providing three data points. Next, we estimate the variance of the error terms in (34) and (35) Note that we test the model and the measurement procedure, since both model misspecification and measurement errors are at issue here. Further, the model's predictions are generated entirely from the measures of individual characteristics obtained via the survey, not on the basis of parameters estimated from fitting the model to given observations of the dependent variable. The "dependent" variable in our study (adoption timing) is used only for evaluating the predictions obtained.
A limitation of the pilot study is that adoption "timing" is based on stated intentions rather than actual behavior. Further, the study asks the adoption intention question after each piece of information, increasing errors and possible bias due to demand and testing effects. These errors have no impact on model calibration; however, they will adversely affect the model performance evaluation measures. Viewed in this perspective, we believe the results of our pilot study encourage larger scale applications to validate the model. Note that in our pilot study, the information stream was "controlled" by the experimenter. In a full scale field application, the nature and extent of information over time must be either assumed or predicted in order to generate a long-term forecast.
A measurement issue relating to risk attitude is that 16 respondents had to be omitted because of "extreme" values (0 or oo) obtained for their risk coefficients (see Footnote 10). An increase in the number of binary questions (from 10 to possibly 20) would increase the sensitivity of the scale, while a higher value of c* would increase its range (see (28) and (29)), thereby reducing the number of cases with indeterminate risk coefficients. It is possible that some subjects may not be risk averse; operationally, for forecasting purposes, such cases can be handled separately using a modified model with a linear (risk neutral) utility function. Our study is the first empirical application of the Eliashberg and Hauser (1985) approach to estimating consumers' risk coefficients; we believe that this approach holds considerable promise in consumer survey settings.
Gamma-values for Type II consumers. For illustrative purposes, we further analyzed -y-values for Type II consumers. 30 subjects (out of 49) fell in this segment (of the rest, 7 were Type I and 12 Type III). The rank order correlation between the y-values and the stated timing of adoption for these 30 subjects was modest in terms of statistical significance (Spearman correlation coefficient = 0.21; p-value = 0.13 for one-tailed test). These y-values were next correlated with 14 background measures (media habits, credibility of information sources) collected during the study. Interestingly, all four items on the importance of advertising (external information source) had significant negative correlations with y, while other correlations were insignificant. Specifically, subjects with low y (i.e., those expected to adopt earlier) tended to agree more strongly with the following statements (where responses were on 5-point "strongly disagree-strongly agree" scales): 
Conclusions
In this paper, we have taken an individual level decision analytic approach to examine the pattern of diffusion of an innovation. The approach considers the dynamics of consumers' perceptions and their impact on expected utility and thereby on the timing of adoption. An important focus of our endeavor has been the explicit and rigorous consideration of heterogeneity in the population along various dimensions that influence adoption at the individual level, in a parsimonious stochastic process framework. Specifically, the individual-level determinants of adoption timing considered in our model are initial perceptions of the performance of the innovation (both expectation of performance and the degree of perceptual uncertainty), key determinants of preference (degree of risk aversion and price sensitivity), and responsiveness to information about the innovation. These determinants can be measured at the individual level via a consumer survey prior to launch, as illustrated by the pilot study. The diffusion curve is obtained by aggregating individual-level behavior (in terms of adoption timing) across the potential adopter population.
The individual-level characteristics, combined with the true performance and price of the innovation, can be parsimoniously described by two composite parameters, a and a (defined by (9) and (10)). The parameter a may be interpreted as a measure of how "far" the consumer is from adoption prior to product launch, while : measures the price hurdle and is conceptually equivalent to the consumer's reservation price for the product under full information, measured in the same units as performance. (If performance is evaluated in dollar terms, 3 is the reservation price in dollars under full information.) Consumers with a below zero will adopt when the innovation becomes available; consumers with positive a will eventually adopt if their price hurdle a is less than the innovation's true performance level ,u; on the other hand, consumers with a greater than ,u will drift away from adoption as they receive more information. These three consumer types form natural segments. For a high involvement innovation and with a properly defined target market, Type II consumers (with a 2 0,5 < tu) constitute the major segment of interest. These consumers will adopt once they receive the "critical" amount of information predicted by the ratio al/(Au -3), denoted by -y. The y-value can be interpreted as a composite measure of innovativeness as defined by Rogers ( 1983 ) . This composite variable is a theoretically appealing basis for segmenting Type II consumers. Such a segmentation may be used by the manager to target the firm's marketing efforts, particularly advertising.
The micromodeling framework model is flexible and, given its conceptualization of the adoption process, provides a behavioral basis for explaining a variety of diffusion patterns, as demonstrated for some popular aggregate level diffusion models. In essence, the pattern of diffusion is determined by the heterogeneity of the population with respect to y and the characteristics of the information generated about the innovation. The dynamics of the rate of penetration over time, for example, are governed by the interaction between the rate of information and the concentration of consumers who are "ready" to adopt at that point in time, captured by the density function. This is in contrast to aggregate diffusion models that assume that the population is homogeneous and therefore consider the entire fraction of the population that has not yet adopted.
Our modeling focus has been on a rigorous consideration of the individual characteristics determining adoption. While the innovation's price and performance are included in the model, they are assumed constant over time. Dynamic pricing and product performance can conceptually be accommodated if discrete changes are considered by employing a sequential approach in which the model is applied to successive time periods between changes in price and/or performance (see Chatterjee 1986 for an illustrative example). A normative extension of our work, deriving implications for marketing policies, is left for future research. We have considered a monopolistic setting, which may be reasonable when limited time horizons are considered, particularly if the innovation enjoys patent protection. However, extending the model to consider competing brands in an innovative product category is a promising direction for future research.
While the primary focus of our exposition has been analytical, we believe that the illustrative pilot study encourages a large scale empirical application. A full scale field application would entail (1) identification of the potential adopter population, (2) sample selection, (3) estimation of the individual-level parameters, (4) assessment of the levels of performance conveyed by the information stream and (5) an estimate of the rate of information over time. The level of performance (,u) can be based on the firm's "expert" assessment of the innovation and / or consumer response to prototypes (depending on the innovation). The variation in consumers' assessments may be used to estimate the variability in information (62) . If this variability is small, the deterministic approximation (that ignores 3) may be appropriate. In the context of modeling the diffusion of information, the basic premise of contagion models (considering information from external sources as well as word-of-mouth) may be conceptually relevant as a basis for specifying the information rate. Such a field application would permit an empirical assessment of the model and the measurement procedures as a tool for segmentation prior to product launch, as well as a potential component of the new product forecasting process.11 "We thank John R. Hauser, the Associate Editor, and three anonymous reviewers for their valuable comments. 
Appendix. Proof of Property
(i(t))h(t). (A.1I)
Now n(t) < 0 and, for t > t*, f; (i(t)) ? 0. Hence, from (A. 1), A(t) < 0 for t > t*; therefore, the penetration curve must be concave for t* < t < oo. In the absence of any specific functional forms assumed for n(t) and fg(*), it is not possible to derive the specific number of points of inflection in the range 0 < t c t*; in general, there may be any number of such points. In particular, if n(t) < -((i(( [n(t)]2 for 0 < t < t*, fi(i(t)) (c) MonotonicallyIncreasingInformation Rate. Since n(t)> 0 and f(i(t)) 2 0 and 0 <t c t*, A(t)> 0 for 0 < t c t*. Therefore, the penetration curve must be convex in this range.
In the absence of any specific functional forms for n (t) and f,( * ), it is not possible to derive the number of points of inflection in the range t * < t < oo. However, if the right tail of the distribution of -y tapers smoothly, i.e.,f,(i(t)) -O 0 as i(t) --oo, A(t) asymptotically approaches 6, + ijj. Thus, as t -o oc, the penetration curve must be concave. Since the first segment of the penetration curve is convex, there must exist an odd number of inflection points in the range t * < t < oo. Q.E.D.
