In this paper, we use a multifractal approach based on the computation of two spectrums for image analysis and texture segmentation problems. The two spectrums are the Legendre Spectrum, determined by classical methods, and the Large Deviation Spectrum, determined by kernel density estimation. We propose a way for the fusion of these two spectrums to improve textured image segmentation results. An unsupervised k-means is used as clustering approach for the texture classification. The algorithm is applied on mosaic image built using IKONOS images and various natural textures from the Brodatz album. The segmentation obtained with our approach gives better results than the application of each spectrum separately.
Introduction
This work has been conducted within the CESAR project (Arborescent species classification). The main objective is to reinforce monitoring measurements and to improve durable management of forest resources for ecological considerations. The first step is to obtain a forest identification using very high satellite images such as QUICKBIRD or IKONOS images.
Since we consider that forests could be identified using their texture features our approach is to segment the images into homogeneous textured regions. Indeed, natural images are composed of different and various textures often considered as an infinite combination. With the apparition of very high resolution satellite images, small structures are now textured instead of having a homogeneous mean intensity.
Texture analysis has been studied for a long time using different approaches. A lot of methods are directly based upon the intensity of an image. These include grey-level co-occurrence matrices (GLCM) [1] , [2] , autocorrelation function analysis [1] , moment based texture segmentation [3] , two-dimensional filtering in the spatial and frequency domain [4] , [5] , and the fractal analysis [6] .
In order to perform the segmentation we have to characterize each texture. To achieve this goal we have used the multifractal tool based on the Legendre and Large Deviation Spectrum (LS and LDS) [7] . Both spectrums exploit the local and global regularity of the image using the distribution of singularity exponent [8] (Hölder coefficient or Lipschitz exponent). We justify our choice by the fact that studied images are taken from natural scenes having non-stationary characteristics resulting in complex structures (multifractal) [9] . The analysis of the singular structures of the image [10] enables as to establish a relation between a geometrical description and a statistical description for local and global grey-levels.
These two spectrums are two different ways to compute the same parameter. LS is a statistical approach and LDS a geometrical approach [7] .
The article is composed as follow: section 2 explains different approaches used in literature for texture segmentation. Section 3 defines the multifractal approach and the spectrum computation in a two-dimensional case. Section 4 describes the algorithm we use to compute the texture features. Experiments and results are given in Section 5. Section 6 gives some concluding remarks.
Texture Segmentation Approach
In the literature there are two important aspects of texture image segmentation procedures, namely feature extraction and classification. There are several methods allowing to extract texture features of images that we can regroup in four large topics: statistical methods (co-occurrence matrices, autocorrelation features [1] , [2] moment features [11] ), geometrical methods (Voronoi tessellation features [11] , structural methods [12] ), model based methods (random field models [13] , [14] , fractals [15] , [16] ), and signal processing methods (spatial domain filters [17] , Fourier domain filtering [18] , Gabor and wavelet models [5] ). Classification methods are grouped in two categories: supervised and unsupervised classification methods (maximum likelihood classifier [19] , Bayesian classification [20] , neural networks [21] , …).
In the scope of this article we have chosen a multifractal approach and an unsupervised k-means classification.
Multifractal Approach
The multifractal formalism is a nice tool for characterizing and describing the statistical and geometrical properties of images from real world scenes [10] . The main idea in this approach is to built a positive measure μ on the image ( ) 
hence μ is compactly supported and thus finite.
We quickly present in the following the computation of Legendre and Large Deviation Spectrum.
Legendre Spectrum (LS)
We define here μ as a Borel probability measure over [ ] [ ]
increasing sequence of positive integers, and let us define:
We directly compute some kind of "moments" or generalized dimensions of our measure. To perform this calculation, we will use the Differential Box Counting (DBC) method defined by Chaudhuri and Sarker (1992) [22] . The generalized dimension of order q , ℜ ∈ q , is defined by :
Where ( ) j i P n , is the probability estimation in a ball of radius n ν .
Then the multifractal spectrum is defined as follows: 
The wavelet projection provides the same singularity exponents as μ ( [9] ), that is:
It has been established in [9] that natural images can be modelled by this equation.
Starting from this equation we can estimate the singularity exponents as being the slope of the linear regression in the following way: After the computation of the singularity exponent at each point by using the above equation, the LDS is estimated [7] by ( ) ( )
Proposed Algorithm
In this section, we expose the method which will allow us to fuse the two previous spectrums (LS and LDS) in order to obtain a single value for each pixel ( ) j i, . This value will be denoted ( ) j i F , and explained in the following as well as the resulting algorithm.
EPNSQ Filtering Approach
The Edge Preserving Noise Smoothing Quadrant (EPNSQ) filtering approach was introduced by [23] with the objective of estimating the local statistics and to reduce the misclassification inside texture regions.
This method could be applied on any feature computed from the original image. It has often been applied on fractal dimension estimations and on laws filter, etc. but never on LS and LDS. The EPNSQ can be applied on these two spectrums given the fact that there are two different approaches (geometrical and statistical) to compute the same parameter.
The EPNSQ algorithm performs as follow. Let us consider q features computed from the image. A sliding window of size ( ) ( ) (11) This value will be considered as being the most representative spectrum value for each pixel.
Our Algorithm
The block diagram of our algorithm is described in the following figure and consists in the following steps: 
Experimental Results
This approach, texture features extraction and segmentation, has been tested on different mosaic images built using Brodatz album textures (D9, D57 and D92) ( fig. 3 ) and textures extracted from IKONOS images (fig. 4) . Brodatz textures have been chosen because they are close to forest textures extracted from satellite images.
The size of each mosaic image is 256×256 pixels. The texture feature ( )
computed using a sliding window of size 17×17. The number of classes for the kmean classification algorithm is set to the number of textures (3 in fig. 3 The results show that the classification algorithm applied on texture features ( ) j i F , gives a better segmentation on the two kinds of images than the segmentation applied on both spectrums separately. (b) and (c) of fig. 3 and fig. 4 shows that the segmentation based in LDS is better that LS. The main contribution is that spectrum fusion improves the homogeneity of the regions.
Conclusion
In this paper we have developed a texture feature segmentation algorithm based on the multifractal spectrums. This approach first computes the Legendre and Large Deviation spectrum within localized regions of the image around each pixel. Then it computes the features ( ) j i F , for each pixel using the EPNSQ filtering approach.
Finally it classifies these features using a k-means clustering algorithm.
We note that the segmentation applied on ( ) j i F , gives more homogeneous and compact regions. The classification error using ( ) j i F , is lower than the error using LS or LDS.
In future works we will try to exploit the LDS using different kernel density estimation methods and we will integrate colour information.
