Three related features of the astrophysical S-factor, S 17 , for low energies are an upturn as the energy of the proton goes to zero, a pole at the proton separation energy and a long ranged radial integral peaking at approximately 40 fm. These features, particularly the last, mean S 17 at threshold is largely determined by the asymptotic normalization of the proton bound-state wave function. In this paper we show that by taking the pole explicitly into account, S 17 can be calculated in terms of purely short range integrals involving the two-body potential. Much of the discusion is relevant to other radiative capture processes especially those wth weakly bound final states.
Since the decay of 8 B is a main source of neutrinos produced by the sun its production plays a crucial role in the estimating the number of solar neutrinos that should be observed. The 8 B is produced in the 7 Be (p, γ) 8 B reaction. In the sun this reaction is peaked for protons with an energy of about 18 keV. The reader is referred to Adelberger et al [1] for a review. Unfortunately the low cross-sections makes it highly unlikely that earth based experiments will go below about 100 keV and even that is very difficult.
Thus experimental results have to be extrapolated from above 100 keV to 18 keV in order to be useful. This extrapolation would not seem like much of a problem, except that S 17 has an upturn near threshold and that upturn does not play an important role in the region accessible to experiment. Thus the upturn has to be determined by purely theoretically considerations -a worrying situation.
The long range of the radial integrals at low energy makes the calculations difficult.
For example shell model calculation are rarely valid in the extreme tail region. In addition the long range of the integral can also make the calculation numerically difficult or time consuming even if the tail can be well determined.
On the other hand the long range of the integrals can be turned into an advantage.
Since most of the contribution at the low energies required in the solar calculations comes from the asymptotic region outside the range of the nuclear force, the low energy S 17 is determined mainly by the asymptotic normalization of the bound state wave function and properties of Coulomb wave-fucntions. Thus S 17 (0) is given once the asmyptotic normalization is known [2] without the need for additional calculations. From ref. [3] S 17 (0) = 38A n where A n is the asymptotic normalization. This is accurate to about 1%.
As has been recently pointed out, ref.
[2] the asymptotic normalization also determines the pole of the t-matrix for elastic scattering of protons on 7 Be . Using this as a starting point we will derive expressions for the asymptotic normalization and the S factor that depend only on the wave-function in the nuclear interior. We start by writing the t-matrix as:
where T is the t-matrix, V is the potential and G is the full (not free) Greens function.
Inserting the eigenstates, |ψ i >, of the full Hamiltonian as a complete set of states we have:
where the E i are the eigenenergies of the full Hamiltonian and E k is the energy corresponding to the plane wave |k >. The residue of the pole corresponding to the lowest state is just |< k|V |ψ 1 >| 2 . Since the potential limits the radial integral to relatively small values of r, this results shows that the residue is determined purely by short-ranged parts of the wave function; seemingly in contridiction with the claim that the residue is determied by the asymptotic normalization. This apparent contridiction can be overcome if there is a relation between the short range and long range parts of the wave-function.
One of the simplest methods of demonstrating such a relationship is by the following equation:
where H is the full Hamiltonian and H o is the free Hamiltonian. Rewriting this equation we have:
The right hand side of this equation has an explicit pole and the residue is plainly seen to be < k = κ i |V |ψ i > where κ i is the value of k corresponding to the pole location. On the left hand side the pole will be due to the radial integral diverging, ref. [3] , and will be sensitive only to the asymptotic part of ψ i which is just the Whittaker function times the asymptotic normalization [2] . Thus < k|ψ i >∝
. Combining eq. 2 and eq. 3 we get:
The residue of the pole is now seen to be proportional to |A n | 2 or the absolute value squared of the asymptotic normalization. This is in agreement with ref. [2] .
The key to the above result is Eq. 4 which is just the momentum-space bound-state Lippmann-Schwinger equation. It has the amazing property of relating short and long range properties of the wave-function -an integral over the interior of the nucleus to the asymptotic normalization. In fact if we take |k > to be a Coulomb distorted wave function rather than a plane wave then the V in eq. 4 is just the nuclear potential and the range of the integral is the range of the nuclear potential. Eq. 4 can easily be extended to the case of a two body potential which is needed for realistic calculations. Again the integrals will be short ranged but will be two-body matrix elements. Eq. 4 is of use in determining S 17 only in the low energy region where the integrals are long ranged and the S-factor is determined mainly by the asymptotic normalization. It is, however, possible to derive an experssion that is short ranged but vaild for all energies. This is done by identifying the singularity in the full expression for S 17 . We start with the matrix element of the dipole operator and consider first the case of a single particle in a potential. The matrix element can be written:
where ψ i (k) is the fully-distorted wave in the initial channel and ψ f is the wave function of the final state bound proton. This matrix element has a second order pole [3] as the energy of the scattering state goes to the unphysical energy corresponding to bound state energy. To explicitly identify the singularity we proceed as follows:
where E k and E f are the energies of the initial and final states respectively and we have assumed a local potential. Repeating the above procedure gives:
The second order pole is now explicit. This equation differs from eq. 4 in having a higher power divergence and in using the fully interacting wave-function for both the initial and finial state.
The integral in the matrix element on the right hand side of eq. 8 is restricted to the range of the potential. For a proton the potential has a 1/r tail from the Coulomb potential so the integrand will fall off a factor of r 3 faster then that in eq. 6. The integral in eq. 6 typically peaks at 40 fm [3] with non-negligible contribution coming from beyond 100fm. With eq. 8 the integral can be cut off at about 50-60fm. While this is an improvement, there is still a large range of r involved. As we will see considering a two-body potential will reduce this to the range of the nuclear force.
The physical case, of course, does not involve a one body potential but rather a two or higher body interaction. For a many-body system the dipole interaction is
and for a local two-body interaction the potential is
Repeating the above procedure of introducing the second order commutator we have :
For a purely two body interaction Newton's third law (conservation of moemtum) gives
Thus if e 1 /m 1 = e 2 /m 2 , the j = 1,k = 2 term cancels the j = 2,k = 1 term. Applying this result for all like pairs the matrix element reduces to :
where j is restricted to protons and k to neutrons, e p is the charge of the proton and m p is its mass. Thus the matrix element only depends on the neutron-proton potential and not on the proton-proton force.
In one-body models, such as Christy and Duck [5] , a factor of
where e 7 and m 7 are the charge and mass of the target nucleus is included to take into account that the photon can couple either to the proton or the nucleus. Ignoring the binding energy this factor is just
. The factor of e p /m p is explicitly present in eq. 10, If the the proton-proton and proton-neutron potential were the same, the restriction on the sum over k in eq. 10 could be eliminated and the full sum multiplied by
. The result is then the same as the one-body model. However because of the Coulomb potential the proton-proton and proton-neutron potentials are very different. In contrast to eq. 8 the potential in eq. 10 is short ranged and does not have a Coulomb tail; the integrals will be restricted to the range of the nuclear potential. This difference suggests that one-body models can not be used to accurately calculate the asymptotic normalization. They should, however, still give the correct energy dependence for low energies since they have the correct singularity structure and asymptotic r dependence.
The cancellation of Coulomb potential in eq. 10 is unique to dipole transitions. If e i were proportional to the particle mass, m i , then the dipole operator would be just the center-of -mass coordinate which can not change the internal structure of the nucleus and total cross-section would be zero. This follows from eq. 9.
Eq. 10 may lead to significant gains in computing the E 1 transition since the range of the integral has deceased to less then 15 fm from over 100 fm. Part of gain is lost since the new expression involve two-body rather then one-body matrix elements. There is another less obvious drawback. For the 7 Be (p, γ) 8 B reaction the scattering wave function has a node in the nuclear interior. This leads to canceling negative and positive contributions to the integrals in eqs. 8 and 10 and will make the numerical calculation of these matrix elements less stable.
Eq. 10 was derived on the assumption that the two-body potential had a simple local form. Non-localities or charge exchange potentials will change this. Consider a general many body Hamiltonian, H = i
In eq. 7 we take the commutator of the Hamiltonian with the dipole operator. This will, in general, give two terms. One comes from the kinetic energy and is just i
. The second contribution is from the commutator of the potential with the dipole operator. Since the second term is already short ranged we take the second communtator only with the first term This gives:
This equation will be correct for any two-body potential. Since the Coulomb potential is local it will not contribute to the first commutator and as we saw above cancels in the second commutator. All the remaining contributions in either term will be of the same range as the nuclear potential. Thus we see that even in the more general case the matrix element can be reduced to short ranged potentials.
We note in passing that eq. 12 is quite general depending only on having the initial and final wave-functions satisfying the same Hamiltonian. In the principle the wavefunction should be the full many body wave-function. Thus effects like the spectroscopic factor will be included if the wave-functions are sufficiently accurate.
Neither eq. 4 nor 12 prove that the matrix elements on the left hand sides have singularities since the matrix elements on the right hand side may go to zero. However since we know independently [3] that the left hands side have singularities these equations allow us to calculate the residue from short range information on the wave-functions.
The results for the matrix element M are obviously valid for any dipole transition.
The present results may then be useful for other radiative transitions.
To summarize we have shown that the asymptotic normalization needed to calculated S 17 can be obtained from an integral over the nuclear interior. The matrix element needed in the calculation for S 17 can also be reduced to a from that involves only the nuclear interior and is valid for all energies. These expressions, besides making the singularity explicit, may simplify calculating S 17 .
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