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Abstract
The present paper is devoted to the classification problem of the quasi-isomorphism classes of free differential graded algebras
(dgas) over a (P.I.D) R. We introduce the notion of coherent homomorphisms, perfect and quasi-perfect dgas (the Adams–Hilton
model of simply connected CW-complex such that H∗(X, R) is free is a such a dga) and our first main result asserts that two perfect
(quasi-perfect) dgas are quasi-isomorphic if and only if their Whitehead exact sequences are coherently isomorphic. Moreover we
define the notion of a strong isomorphism between the Whitehead exact sequences and we show that two free R-dgas, of which
their Whitehead exact sequences are strongly isomorphic, are quasi-isomorphic.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Let R be a principal ideal domain. To each free differential graded algebra (free dga for short) (T (V ), ∂), where
V = V≥1, is associated a long exact sequence, called the Whitehead exact sequence:
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1. INTRODUCTION
Let R be a principal ideal domain. To each free differential graded algebra (free dga
for short) (T (V ), ∂), where V = V≥1, is associated a long exact sequence, called the
Whitehead exact sequence:
· · · → Hn+1(V, d) bn+1−→ Γ T (V )n → Hn(T (V ))→ Hn(V, d) bn−→ · · · → H3(V, d)
H2(V, d) H2(T (V ))← H1(V, d)⊗ H1(V, d) = Γ T (V )2
?
b3
where Γ T (V )n = ker (Hn(T (V≤n)) → Vn) and where (V, d) is the chain complex of the
indecomposables of (T (V ), ∂).
Originally this sequence was introduced by J.H.C Whitehead in [10] in order to clas-
sify the homotopy types of simply connected CW-complexes of dimension 4 and later
J.H Baues [3] constructed this sequence for free dgas and he proved that two free dgas
(T (V ), ∂) and (T (W ), δ) such that Hi (V, d) = Hi (W, d ′) = 0, for all i ≥ 4, are quasi-
isomorphic if and only if their Whitehead exact sequences are isomorphic in the following
sense given by Baues:
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where Γ T (V )n = ker (Hn(T (V≤n)) → Vn) and where (V, d) is the chain complex of the indecomposables of
(T (V ), ∂).
Originally this sequence was introduced by Whitehead in [8] in order to classify the homotopy types of simply
connected CW-complexes of dimension 4 and later Baues [2] constructed this sequence for free dgas and he proved
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that two free dgas (T (V ), ∂) and (T (W ), δ) such that Hi (V, d) = Hi (W, d ′) = 0, for all i ≥ 4, are quasi-isomorphic
if and only if their Whitehead exact sequences are isomorphic in the following sense given by Baues: there exist
isomorphisms fi : Hi (V, d) → Hi (W, d ′), 1 ≤ i ≤ 3 and h2 making the following diagram commutes:
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there exist isomorphisms fi Hi (V, d) → Hi (W, d ′), 1 ≤ i ≤ 3 and h2 making the
following d agram commutes:
H3(V, d)
b3−→ H1(V, d)⊗ H1(V, d)→ H2(T (V )) H2(V, d)
H3(W, d ′)
b′3−→ H1(W, d ′)⊗ H1(W, d ′)→ H2(T (W )) H2(W, d ′)
?
f3
?
f2
?
f1 ⊗ f1
?
h2
Recall that a dga morphism α (T (V ), ∂)→ (T (W ), δ) is called a quasi-isomorphism if
α induces an isomorphism in homology. In this case we say that (T (V ), ∂) and (T (W ), δ)
are quasi-isomorphic.
The Whitehead exact sequence does not determine the quasi-isomorphism class in gen-
eral. So three natural questions arise from this observation. They can be formulated as
follows:
1- Can one define a notion of homomorphism between two Whitehead exact sequences
associated with two given free dgas generalizing the notion given by Baues?
2- For which class of free dgas do the Whitehead exact sequences determine the quasi-
isomorphism classes?
3- Let (T (V ), ∂) and (T (W ), δ) be two free dgas such that their Whitehead exact se-
quences are isomorphic in the sense of question 1. What condition should we add to have
a quasi-isomorphism between (T (V ), ∂) and (T (W ), δ)?
This paper is devoted to answering these questions. For the first and second one we
introduce the notion of coherent homomorphisms between Whitehead exact sequences
and we define two new classes of free dgas called “perfect” and “quasi-perfect”. These
classes contain all free dgas (T (V ), ∂) such that H∗(V, d) is free and a free dga is not
necessary quasi n-perfect. We extend Baues’ theorem as follows:
Two perfect (or quasi-perfect) dgas are quasi-isomorphic if and only if their Whitehead
exact sequences are coherently isomorphic.
As a consequence we establish the following topological result:
Let X and Y be two simply connected CW-complexes such that H∗(X, R) and H∗(Y, R)
are free and let AH(X) and AH(Y ) be their respective Adams-Hilton models [1]. Then
AH(X) and AH(Y ) are quasi-isomorphic if and only if their Whitehead exact sequences
are coherently isomorphic.
For the third question we introduce the notion of a strong isomorphism between the
Whitehead exact sequences associated with two given free dgas and we show that:
If the Whitehead exact sequences associated with two free dgas are strongly isomorphism,
then the two given free dgas are quasi-isomorphic.
Consequently we derive:
Let X and Y be two simply connected CW-complexes for which the Whitehead exact
sequences associated with AH(X) and AH(Y ) are strongly isomorphic, then AH(X)
and AH(Y ) are quasi-isomorphic.
Recall that a dga morphism α : (T (V ), ∂) → (T (W ), δ) is called a quasi-isomorphism if α induces an isomorphism
in homology. In this case we say that (T (V ), ∂) and (T (W ), δ) are quasi-isomorphic.
The Whitehead exact sequence does not determine the quasi-isomorphism class in general. So three natural questions
arise from this observation. They can be formulated as follows:
1. Can one define notion of homomorphism b tween two Whitehead exact sequences associated with two given free
dgas generalizing the notion given by Baues?
2. For which class of free dgas do the Whitehead exact sequences determine the quasi-isomorphism classes?
3. Let (T (V ), ∂) and (T (W ), δ) be two free dgas such that their Whitehead exact sequences are isomorphic in the
sense of question 1. What condition should we add to have a quasi-isomorphism between (T (V ), ∂) and (T (W ), δ)?
This paper is devoted to answering these questions. For the first and second one we introduce the notion of coherent
homomorphisms between Whitehead exact sequences and we define two new classes of free dgas called ‘perfect’ and
‘quasi-perfect’. These classes contain all free dgas (T (V ), ∂) such that H∗(V, d) is free and a free dga is not necessary
quasi perfect. We extend Baues’ theor m as follows:
Two perfect (or quasi-perfect) dgas are quasi-isomorp ic if and only if their Whitehead ex ct sequences are
coherently isomorphic.
As a consequence we establish the following topological result:
Let X and Y be two simply connected CW-complexes such that H∗(X, R) and H∗(Y, R) are free and let AH(X) and
AH(Y ) be their respective Adams–Hilton models [1]. Then AH(X) and AH(Y ) are quasi-isomorphic if and only if
their Whitehead exact sequences are coherently isomorphic.
For the third question we introduce the notion of a strong isomorphism between the Whitehead exact sequences
associated with two given free dgas a d we show that:
If the Whitehead exact sequences associated with two free dgas are stro gly isomorphic, then the two given free dgas
are quasi-isomorphic.
Consequently we derive:
Let X and Y be two simply connected CW-complexes for which the Whitehead exact sequences associated with
AH(X) and AH(Y ) are strongly isomorphic, then AH(X) and AH(Y ) are quasi-isomorphic.
This article is organized as follows. In Section 2, the Whitehead exact sequences associated with free dgas are
defined as well as perfect (quasi-perfect) dgas and their essential properties are given. Section 3 is devoted to the
notion of coherent homomorphism as well as the notion of adapted systems which constitutes the technical part on
w ich this work is based and that allows us to derive the main first results in this paper. At th end of Section 3 we
give an algorithm showing how the obtained results can be used in order to compute the set of the quasi-isomorphism
classes of perfect dgas and in the end of this section we illustrate our results by giving some geometric applications.
Finally Section 4 is devoted to the proof of the second main result in this paper.
2. Whitehead exact sequence
Let (T (V ), ∂) be a free dga, where V = V≥1. For all n ≥ 2, let T (V≤n) be the free sub-dga of T (V ) generated by
the graded module (Vi )i≤n . Define the pair (T (V≤k), T (V≤k−1)) as the quotient:
(T (V≤k), T (V≤k−1)) = T (V≤k)T (V≤k−1) .
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From the following sequence:
Hn+1(T (V≤n+1), T (V≤n)) ∼= Vn+1 βn+1−→ Hn(T (V≤n)) jn−→ Hn(T (V≤n), T (V≤n−1)) ∼= Vn (2.1)
where the connecting βn+1 is defined by:
βn+1(vn+1) = ∂n+1(vn+1)+ Im ∂n+1|T (V≤n), (2.2)
and the homomorphism jn is defined by:
jn(vn + qn + Im ∂n+1|T (V≤n)) = vn . (2.3)
Recall that every element in Hn(T (V≤n)) can be represented by (vn + qn + Im ∂n+1|T (V≤n)), where vn ∈ Vn, qn ∈
Tn(V≤n−1) and ∂n(vn + qn) = 0. Here ∂n+1|T (V≤n) denotes the restriction of the differential to T (V≤n).
We define the graded module: (Γ T (V )n )n≥2 by setting:
Γ T (V )n = ker jn . (2.4)
Since the following sequence:
Hn(T (V≤n−1))
in−→ Hn(T (V≤n)) jn−→ Vn
is exact we deduce that Γ T (V )n = Im in . Therefore if Zn(T (V≤n−1)) denotes the submodule of the n-cycles in
Tn(V≤n−1), then we deduce the following projection:
p : Zn(T (V≤n−1)) Hn(T (V≤n−1)) Γ T (V )n . (2.5)
The linear part d of the differential, which is a differential on the graded module V , satisfies the relation:
dn = jn−1 ◦ βn, ∀n ≥ 2, (2.6)
so the chain complex (V, d) can be identified with the graded module of the indecomposables [2] of (T (V ), ∂). Hence
one obtains the graded module:
H∗(V, d) =
(
ker dn+1
Im dn+2
)
n≥1
.
Recall that if α : (T (V ), ∂) → (T (W ), δ) is a dga-morphism, then α induces a chain map α˜ : (V, d) → (W, d ′)
which induces the graded homomorphism:
H∗(˜α) : H∗(V, d) → H∗(W, d ′). (2.7)
The Whitehead exact sequence associated with (T (V ), ∂) is by definition the following long exact sequence:
· · · → Hn+1(V, d) bn+1−→Γ T (V )n −→ Hn(T (V )) −→ Hn(V, d) bn−→· · ·
where:
bn+1 ◦ pr(z) = βn+1(z). (2.8)
Note that βn+1(z) ∈ Γ T (V )n = ker jn since 0 = dn+1(z) = jnβn+1(x) and bn+1 is well defined by the definition of
βn+1. Here pr : ker dn+1  Hn+1(V, d) denotes the projection and z ∈ ker dn+1.
Now recall first that we have vn ∈ kerβn ⇔ ∂n(vn) ∈ Im ∂n|T (V≤n) ⇔ vn ∈ Im jn and consider the homomorphism
jn : Hn(T (V≤n))  Im jn = kerβn . Since Vn is a free module, there exists a section µn : Im jn = kerβn →
Hn(T (V≤n)) of jn satisfying jn ◦ µn = id . So, the short exact sequence Γ T (V )n  Hn(T (V≤n))  kerβn = Im jn ,
extracted from the long sequence (2.1), splits. Therefore we get an isomorphism µn : Hn(T (V≤n)) → Γ T (V )n ⊕kerβn
given by the following formula:
µn(x) = (x − µn ◦ jn(x))⊕ jn(x), x ∈ Hn(T (V≤n)). (2.9)
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Since the Whitehead exact sequence is functorial, a dga-morphism α : (T (V ), ∂) → (T (W ), δ) induces the following
commutative diagram:
which, by using the isomorphism µn defined in (2.9), induces the following diagram:
where αn : (T (V≤n), ∂) → (T (W≤n), δ), where α˜n is given by the relation (2.7) and where γ αn is the restriction of
Hn(αn) to Γ
T (V )
n which, for any choice of µn and µ′n , by using the commutativity of diagram (A) and the relation
(2.9) show that for every x ∈ Hn(T (V≤n)) we have:
(γ αn ⊕ α˜n) ◦ µn(x) = (γ αn ⊕ α˜n)(x − µn ◦ jn(x)⊕ jn(x))
= γ αn (x − µn ◦ jn(x))⊕ α˜n ◦ jn(x)
= Hn(αn)(x)− Hn(αn) ◦ µn ◦ jn(x)⊕ α˜n ◦ jn(x)
µ′n ◦ Hn(αn)(x) = Hn(αn)(x)− µ′n ◦ j ′n ◦ Hn(αn)(x)⊕ j ′n ◦ Hn(αn)(x).
This implies that:
(γ αn ⊕ α˜n) ◦ µn − µ′n ◦ Hn(αn) = µ′n ◦ j ′n ◦ Hn(αn)− Hn(αn) ◦ µn ◦ jn (2.10)
so j ′n ◦ [(γ αn ⊕ α˜n) ◦ µn − µ′n ◦ Hn(αn)] = 0 and therefore:
Im((γ αn ⊕ α˜n) ◦ µn − µ′n ◦ Hn(αn)) ⊂ Γ T (W )n . (2.11)
Remark 2.1. Since Γ T (V )n ⊆ Hn(T (V≤n)) the inverse isomorphism (µn)−1 : Γ Xn ⊕ kerβn → Hn(T (V≤n)) satisfies:
(µn)
−1(a ⊕ b) = (a + µn(b)) (2.12)
so (µn)−1 is the identity on Γ T (V )n .
The differential dn+1 : Vn+1 → Vn leads to the following decomposition:
Vn+1 = (Im dn+1)′ ⊕ ker dn+1 (2.13)
where (Im dn+1)′ ⊂ Vn+1 is an isomorphic copy of Im dn+1 ⊂ Vn via the isomorphism dn+1(x ′) = x . Consequently
the short exact sequence:
(Im dn+1)′
dn+1 ker dn  Hn(V, d) (2.14)
may be chosen as a free resolution of the module Hn(V, d) and since dn+1((Im dn+1)′) ⊂ kerβn , the short exact
sequence:
(Im dn+1)′
dn+1 kerβn  ker bn (2.15)
may be also chosen as a free resolution of the sub-module ker bn ⊂ Hn(V, d).
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If (zn+1,σn+1)σn+1∈Σn+1 (respect. (ln+1,σ ′n+1)σ ′n+1∈Σ ′n+1 ) denotes a basis of the free sub-module ker dn+1 (respect. of
(Im dn+1)′), the set {zn+1,σn+1 + ln+1,σ ′n+1}σn+1∈Σn+1,σ ′n+1∈Σ ′n+1 may be considered as a basis of the free module Vn+1.
We call the graded set:
{zn+1,σn+1 + ln+1,σ ′n+1}σn+1∈Σn+1,σ ′n+1∈Σ ′n+1 , n ≥ 1 (2.16)
a basis of the graded module V∗. So if we relate to such a basis of Vn+1 and by using the relations (2.13) and (2.9), the
homomorphism µn ◦ βn+1 : Vn+1 → Hn(T (V≤n)) → Γ T (V )n ⊕ kerβn satisfies the formula:
µn ◦ βn+1(zn+1,σn+1 + ln+1,σ ′n+1) = (βn+1(ln+1,σ ′n+1)− µndn+1(ln+1,σ ′n+1))
+ bn+1 ◦ pr(zn+1,σn+1)⊕ dn+1(ln+1,σ ′n+1). (2.17)
Recall that jn ◦ βn+1 = dn+1 (see (2.6)).
Now define the homomorphism ϕµn : (Im dn+1)′ → Γ T (V )n by setting:
ϕµn (ln+1,σ ′n+1) = βn+1(ln+1,σ ′n+1)− µndn+1(ln+1,σ ′n+1) (2.18)
and let:
ϕµn : (Im dn+1)′ → Γ T (V )n  Coker bn+1 (2.19)
be the homomorphism induces by ϕµn on the quotient. If we consider the resolutions of Hn(V, d) and ker bn defined
in (2.14) and (2.15), the homomorphism ϕµn gives us two extensions:
[ϕµn ] ∈ Ext1R(Hn(V, d),Coker bn+1) =
Hom
(
(Im dn+1)′,Coker bn+1
)
(dn+1)∗ (Hom(ker dn,Coker bn+1))
{ϕµn } ∈ Ext1R(ker bn,Coker bn+1) =
Hom
(
(Im dn+1)′,Coker bn+1
)
(dn+1)∗ (Hom(kerβn,Coker bn+1))
(2.20)
where (dn+1)∗( f ) = f ◦ dn+1, for f ∈ Hom(ker dn,Coker bn+1) or f ∈ Hom(kerβn,Coker bn+1).
Definition 2.1. [ϕµn ] is called a characteristic n-extension of the dga (T (V ), ∂).
Definition 2.2. A free dga (T (V ), ∂) is called n-perfect if for a fixed basis of Vn+1 as in (2.16) there exists a section
µn such that the homomorphism ϕµn is trivial.
Definition 2.3. A free dga (T (V ), ∂) is called quasi n-perfect if for a fixed basis of Vn+1 as in (2.16) there exists a
section µn such that the extension [ϕµn ] is trivial.
Remark that an n-perfect free dga is quasi n-perfect.
Remark 2.2. Consider the resolutions defined in (2.14) and (2.15), to say that the extension [ϕµn ] is trivial means
that there exists a homomorphism gn : ker dn → Coker bn+1 satisfying the relation:
ϕµn = gn ◦ dn+1 (2.21)
and since kerβn ⊆ ker dn , we deduce that the extension {ϕµn } is also trivial in Ext1R(ker bn,Coker bn+1).
Observe that from Definition 2.2 and the formula (2.17) we deduce that a dga is n-perfect if and only if for a fixed
basis of Vn+1 as in (2.16) there exists a section µn such that:
µn ◦ βn+1(zn+1,σn+1 + ln+1,σ ′n+1) = bn+1 ◦ pr(zn+1,σn+1)⊕ dn+1(ln+1,σ ′n+1). (2.22)
Example 2.1. Every free dga (T (V ), ∂) such that Hn(V, d) is free, is n-perfect. Indeed; first the relations (2.6) and
(2.13) imply that:
(Im dn+1)′
dn+1∼= Im dn+1 ⊆ Im jn = kerβn ⊆ ker dn,
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so Im jndn+1(Im dn+1)′ is a sub-module of Hn(V, d). Hence it is free which implies that dn+1(Im dn+1)
′ is a direct summand
of Im jn . Now if we define µn : Im dn+1 → Γ T (V )n by the the following requirement
βn+1 |(Im dn+1)′ = µn ◦ dn+1 |(Im dn+1)′ (2.23)
then we can extend µn arbitrarily to any section of jn which implies that the homomorphism ϕµn in (2.18) is nil.
Therefore this dga is n-perfect.
Example 2.2. Every free Z-dga (T (V ), ∂) such that:
H3(V, d) = Zp H2(V, d) = Zq H1(V, d) = Zs
where p, q and s are relatively prime, is quasi 2-perfect. Indeed; first from its definition it is easy to show that:
Γ T (V )2 = H1(V, d)⊗ H1(V, d) = Zs .
Therefore Hom(H3(V, d),Γ
T (V )
2 ) = Hom(Zp,Zs) = 0, so b3 = 0 and:
Ext1Z(H2(V, d),Coker b3) = Ext1Z(Zq ,Zs) = 0.
So for any section µ2 of j2 the characteristic 2-extension [ϕµ2 ] of (T (V ), ∂) is nil.
Now the following example shows that a free dga is not necessary quasi n-perfect and a quasi n-perfect dga need not
to be n-perfect.
Example 2.3. Define the free graded abelian group V par the following relations:
V4 = Z{e1, e2}, V3 = Z{c1, c2}, V2 = Z{b1, b2}, V1 = Z{a1}, Vi = 0, i ≥ 5.
Next define the differentials ∂ and δ on T (V ) as follows:
∂4(e1) = 3c2 ∂3(c2) = 0 ∂2(b1) = 0 ∂1(a1) = 0,
∂4(e2) = b1 ⊗ a1 ∂3(c1) = 2b1 + a1 ⊗ a1 ∂2(b2) = 2a1
δ4(e1) = 0 δ3(c2) = a1 ⊗ a1 δ2(b1) = 0 δ1(a1) = 0,
δ4(e2) = b1 ⊗ a1 δ3(c1) = 2b1 + 3a1 ⊗ a1 δ2(b2) = 0.
For the dga (T (V ), ∂) an easy computation shows that:
H3(V, d) ∼= Z3, H2(V, d) ∼= Z2, H1(V, d) ∼= Z2,
ker d2 = Z{b1}, (Im d3)′ ∼= Z{c1}
Γ T (V )2 = H1(V, d)⊗ H1(V, d) ∼= Z2
H2(T (V≤2)) ∼= ker d2 ⊕ Γ T (V )2 ∼= Z{b1} ⊕ Z2
so V3 ∼= ker d3⊕ (Im d3)′ ∼= Z{c2}⊕Z{c1} and V2 ∼= ker d2⊕ (Im d2)′ ∼= Z{b1}⊕Z{b2} and d3 : (Im d2)′ → ker d2 is
the multiplication by 2. Therefore the homomorphism j2 : H2(T (V≤2)) → V2 is the identity on Z{b1} and nil on Z2.
Assume that this dga is quasi 2-perfect, then there exists a section µ2 : Im j2 → H2(T (V≤2)) of j2 and since
j2 ◦µ2 = id , we deduce that µ2(b1) = b1 + ra1 ⊗ a1, where r = 0, 1 and where a1 ⊗ a1 ∈ H2(T (V≤2)) denotes the
homology class of the 2-cycle a1 ⊗ a1.
Now consider the homomorphism ϕµ2 : (Im d3)′ ∼= Z{c1} → Γ T (V )2 ∼= Z2. From its definition (see (2.18)) we get:
ϕµ2(c1) = β3(c1)− µ2 ◦ d3(c1)
= 2b1 + a1 ⊗ a1 − 2µ2(b1)
= 2b1 + a1 ⊗ a1 − 2b1 − 2ra1 ⊗ a1 = a1 ⊗ a1.
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So the homomorphism ϕµ2 is not nil. Therefore there is no homomorphism f making the following diagram com-
mutes:
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ker d2 = Z{b1}, (Im d3)′ ∼= Z{c1}
Γ T (V )2 = H1(V, d)⊗ H1(V, d) ∼= Z2
H2(T (V≤2)) ∼= ker d2 ⊕ Γ T (V )2 ∼= Z{b1} ⊕ Z2
so V3 ∼= ker d3 ⊕ (Im d3)′ ∼= Z{c2} ⊕Z{c1} and V2 ∼= ker d2 ⊕ (Im d2)′ ∼= Z{b1} ⊕Z{b2}
and d3 (Im d2)′ → ker d2 is the multiplication by 2. Therefore the homomorphism
j2 H2(T (V≤2))→ V2 is the identity on Z{b1} and nil on Z2.
Assume that this dga is quasi 2-perfect, then there exists a sectionµ2 Im j2→ H2(T (V≤2))
of j2 and since j2 ◦µ2 = id, we deduce that µ2(b1) = b1+ ra1 ⊗ a1, where r = 0, 1 and
where a1 ⊗ a1 ∈ H2(T (V≤2)) denotes the homology class of the 2-cycle a1 ⊗ a1.
Now consider the homomorphism ϕµ2 (Im d3)
′ ∼= Z{c1} → Γ T (V )2 ∼= Z2. From its
definition (see (2.18)) we get:
ϕµ2(c1) = β3(c1)− µ2 ◦ d3(c1)
= 2b1 + a1 ⊗ a1 − 2µ2(b1)
= 2b1 + a1 ⊗ a1 − 2b1 − 2ra1 ⊗ a1 = a1 ⊗ a1
So the homomorphism ϕµ2 is not nil. Therefore there is no homomorphism f making the
following diagram commutes:
?
(Im d3)′ ∼= Z - Z ∼= ker d2
Coker b3 = Γ T (V )2 ∼= Z2

ϕµ2 = ϕµ2
d3 = ×2
f
Therefore (T (V ), ∂) is not quasi 2-perfect.
For the dga (T (V ), δ) a similar computation shows that:
H3(V, d) = ker d3 = Z{c2}, H1(V, d) = Z{a1}, ker d2 = Z{b1, b2}, (Im d3)′ ∼= Z{c1}
Γ T (V )2 = H1(V, d)⊗ H1(V, d) = Z{a1 ⊗ a1}
H2(T (V≤2)) ∼= ker d2 ⊕ Γ T (V )2 ∼= Z{b1, b2, a1 ⊗ a1}
so the homomorphism b3 ∈ Hom(H3(V, d),Γ T (V )2 ) satisfies b3(c2) = a1 ⊗ a1 which
implies that Coker b3 = 0. Hence (T (V ), δ) is obviously quasi-2 perfect. In this case the
homomorphism d3 (Im d3)′ → ker d2 is also the multiplication by 2 and the homomor-
phism j2 H2(T (V≤2))→ V2 is the identity on ker d2 and nil on Γ T (V )2 .
Assume that this dga is 2-perfect, then there exists a section µ2 V2→ H2(T (V≤2)) of j2
such that:
β3(c1) = µ2 ◦ d3(c1). (2.24)
Therefore (T (V ), ∂) is not quasi 2-perfect.
For the dga (T (V ), δ) a similar computation shows that:
H3(V, d) = ker d3 = Z{c2}, H1(V, d) = Z{a1}, ker d2 = Z{b1, b2}, (Im d3)′ ∼= Z{c1}
Γ T (V )2 = H1(V, d)⊗ H1(V, d) = Z{a1 ⊗ a1}
H2(T (V≤2)) ∼= ker d2 ⊕ Γ T (V )2 ∼= Z{b1, b2, a1 ⊗ a1}
so the homomorphism b3 ∈ Hom(H3(V, d),Γ T (V )2 ) satisfies b3(c2) = a1 ⊗ a1 which implies that Coker b3 = 0.
Hence (T (V ), δ) is obviously quasi-2 perfect. In this case the homomorphism d3 : (Im d3)′ → ker d2 is also the
multiplication by 2 and the ho omorphism j2 : H2(T (V≤2)) → V2 is the identity on ker d2 and nil on Γ T (V )2 .
Assume that this dga is 2-perfect, then there exists a section µ2 : V2 → H2(T (V≤2)) of j2 such that:
β3(c1) = µ2 ◦ d3(c1). (2.24)
Since j2 ◦ µ2 = id , we deduce that µ2(b1) = b1 + ra1 ⊗ a1, where r ∈ Z. Therefore we get:
µ2 ◦ d3(c1) = µ2(2b1) = 2µ2(b1) = 2b1 + 2ra1 ⊗ a1. (2.25)
But β3(c1) = 2b1 + 3a1 ⊗ a1 so by combining (2.24) and (2.25) we get 3 = 2r in Z which is impossible. Hence
(T (V ), δ) is not 2-perfect.
Definition 2.4. A free dga (T (V ), ∂) is called perfect if it is n-perfect for all n.
Definition 2.5. A free dga (T (V ), ∂) is called quasi-perfect if it is quasi n-perfect for all n.
Example 2.4. As it is shown in Example 1 if the free dga (T (V ), ∂) is such that H∗(V, d) is free, then it is perfect.
Therefore when R is a field then by Lemaire and Baues work [3] it is well-known that every dga (A, ∂) is quasi-
isomorphic to a unique, up to isomorphism, free dga (T (V ), ∂) called a minimal model of (A, ∂). So we conclude
that every dga over a field is quasi-isomorphic to a perfect dga.
Proposition 2.1. If (T (V ), ∂) is a quasi-perfect dga, then we have:
Hn(T (V )) ∼= Coker bn+1 ⊕ ker bn, ∀n ≥ 2. (2.26)
Proof. On the one hand, we remark that the following short exact sequence:
Coker bn+1 Hn(T (V )) ker bn
extracted from the Whitehead exact sequence associated with (T (V ), ∂) defines an extension [Coker bn+1 
Hn(T (V ))  ker bn] ∈ Ext(ker bn,Coker bn+1), where Ext(ker bn,Coker bn+1) denotes the set of the equivalent
extensions of ker bn by Coker bn+1. On the other hand, from the exact sequence Vn+1
βn+1−→ Hn(T (V≤n)) →
Hn(T (V≤n+1)) → 0 and the isomorphism (2.9) we get:
Hn(T (V≤n+1)) ∼= Γ
T (V )
n ⊕ kerβn
Imβn+1
. (2.27)
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Substituting the relation (2.17) together with (2.18), the formula (2.27) becomes:
Hn(T (V≤n+1)) ∼= Γ
T (V )
n ⊕ kerβn
Imϕµn + (Im bn+1 ⊕ Im dn+1)
. (2.28)
But Hn(T (V≤n+1)) = Hn(T (V )) and:
Γ T (V )n
Imϕµn + Im bn+1
∼= Coker bn+1
Imϕµn
via the isomorphism sending the element x + (Imϕµn + Im bn+1), where x ∈ Γ T (V )n , to (x + Im bn+1)+ Imϕµn , so
the relation (2.28) may be written:
Hn(T (V )) ∼= Coker bn+1 ⊕ kerβnImϕµn ⊕ Im dn+1
.
The last expression means that the following square:
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The last expression means that the following square:
?
(Im dn+1)′
dn+1 kerβn  ker bn
Coker bn+1 Hn(T (V )) ker bn
ϕµn
?
is a push out. Therefore by the isomorphism
8 Ext1R(ker bn,Coker bn+1)
∼=−→ Ext(ker bn,Coker bn+1),
we deduce that Hn(T (V )) = 8({ϕµn}) for all n ≥ 2, where the extension {ϕµn} is
defined in (2.19). Now since (T (V ), ∂) is quasi-perfect , the extension ϕµn is trivial
in Ext1R(Hn(V, d),Coker bn+1), which implies that the extension {ϕµn} is also trivial in
Ext1R(ker bn,Coker bn+1). It results that the extension Hn(T (V )) is trivial. 
3. ADAPTED SYSTEMS OF ORDER n
This section is the technical part of this work. We begin by defining the adapted systems
of order n and their morphisms, a notion which we need to prove the main results in this
paper.
Definition 3.1. An adapted system of order n is a pair
(
(T (V ), ∂), an+1
)
consisting of a
free dga (T (V ), ∂) such that (T (V≤n), ∂) is a perfect dga and a homomorphism an+1
Hn+1(V, d)→ Γ T (V )n . Recall that Γ T (V )n is given by the relation (2.4).
Definition 3.2. A morphism between two adapted systems of order n is a pair (ξ, α)(
(T (V ), ∂), an+1
)→ ((T (W ), δ), a′n+1) with the following properties:
α (T (V≤n), ∂)→ (T (W≤n), δ) is a dga-morphism and ξ (V, d)→ (W, d ′) is a chain
map satisfying ξi = α˜i , i ≤ n, and for which the following diagram commutes:
Hn+1(V, d) - Hn+1(W, d ′)
an+1 a′n+1
? ?
Hn+1(ξ)
γ αnΓ T (V )n - Γ
T (W )
n
(C)
where γ αn is the restriction of Hn(α) to Γ
T (V )
n and where α˜ (V≤n, d)→ (W≤n, d ′) is the
chain map induced by α. Note that the commutativity of the diagram (C) means that:
γ αn ◦ an+1 ◦ pr(z) = a′n+1 ◦ pr ′ ◦ ξn+1(z) (3.1)
where z ∈ ker dn+1 and where pr ker dn+1  Hn+1(V, d), pr ′ ker d ′n+1  Hn+1(W, d ′)
is a push out. Therefore by the isomorphism
Φ : Ext1R(ker bn,Coker bn+1)
∼=−→Ext(ker bn,Coker bn+1),
we deduce that [Hn(T (V ))] = Φ({ϕµn }) for all n ≥ 2, where the extension {ϕµn } is defined in (2.19). Now
since (T (V ), ∂) is quasi-perfect, the extension [ϕµn ] is trivial in Ext1R(Hn(V, d),Coker bn+1), which implies that
the extension {ϕµn } is also trivial in Ext1R(ker bn,Coker bn+1). It results that the extension [Hn(T (V ))] is trivial. 
3. Adapted systems of order n
This section is the technical part of this work. We begin by defining the adapted systems of order n and their
morphisms, a notion which we need to prove the main results in this paper.
Definition 3.1. An adapted system of order n is a pair ((T (V ), ∂), an+1) consisting of a free dga (T (V ), ∂) such that
(T (V≤n), ∂) is a perfect dga and a homomorphism an+1 : Hn+1(V, d) → Γ T (V )n . Recall that Γ T (V )n is given by the
relation (2.4).
Definition 3.2. A morphism between two adapted systems of order n is a pair (ξ, α) : ((T (V ), ∂), an+1) →(
(T (W ), δ), a′n+1
)
with the following properties:
α : (T (V≤n), ∂) → (T (W≤n), δ) is a dga-morphism and ξ : (V, d) → (W, d ′) is a chain map satisfying
ξi = α˜i , i ≤ n, and for which the following diagram commutes:
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The last expression means that the following square:
?
(Im dn+1)′
dn+1 kerβn  ker bn
Coker bn+1 Hn(T (V )) ker bn
ϕµn
?
is a push out. Therefore by the isomorphism
8 Ext1R(ker bn,Coker bn+1)
∼=−→ Ext(ker bn,Coker bn+1),
we deduce that Hn(T (V )) = 8({ϕµn}) for all n ≥ 2, where the extension {ϕµn} is
defined in (2.19). Now since (T (V ), ∂) is quasi-perfect , the extension ϕµn is trivial
in Ext1R(Hn(V, d),Coker bn+1), which implies that the extension {ϕµn} is also trivial in
Ext1R(ker bn,Coker bn+1). It results that the extension Hn(T (V )) is trivial. 
3. ADAPTED SYSTEMS OF ORDER n
This sectio is the technical part of this work. We begi by defining he adapted systems
of order n and their morphisms, a notion which we need to prove the main results in this
paper.
Definition 3.1. An adapt d sys em of order n is a pair
(
(T (V ), ∂), an+1
)
consisting of a
free dga (T (V ), ∂) such that (T (V≤n), ∂) is a perfect dga and a homomorphism an+1
Hn+1(V, d)→ Γ T (V )n . Recall that Γ T (V )n is given by the relation (2.4).
Definition 3.2. A morphism between two adapted systems of order n is a pair (ξ, α)(
(T (V ), ∂), an+1
)→ ((T (W ), δ), a′n+1) with th following properties:
α (T (V≤n), ∂)→ (T (W≤n), δ) is a dga-morphism and ξ (V, d)→ (W, d ′) is a chain
map satisfying ξi = α˜i , i ≤ n, and for which the following diagram commutes:
Hn+1(V, d) - Hn+1(W, d ′)
an+1 a′n+1
? ?
Hn+1(ξ)
γ αnΓ T (V )n - Γ
T (W )
n
(C)
where γ αn is the restriction of Hn(α) to Γ
T (V )
n and where α˜ (V≤n, d)→ (W≤n, d ′) is the
chain map induced by α. Note that the commutativity of the diagram (C) means that:
γ αn ◦ an+1 ◦ pr(z) = a′n+1 ◦ pr ′ ◦ ξn+1(z) (3.1)
where z ∈ ker dn+1 and where pr ker dn+1  Hn+1(V, d), pr ′ ker d ′n+1  Hn+1(W, d ′)
where γ αn is the restriction of Hn(α) to Γ
T (V )
n and where α˜ : (V≤n, d) → (W≤n, d ′) is the chain map induced by α.
Note that the commutativity of the diagram (C) means that:
γ αn ◦ an+1 ◦ pr(z) = a′n+1 ◦ pr′ ◦ ξn+1(z) (3.1)
where z ∈ ker dn+1 and where pr : ker dn+1  Hn+1(V, d), pr′ : ker d ′n+1  Hn+1(W, d ′).
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Example 3.1. Let (T (V ), ∂) be a perfect dga and let:
· · · → Hn+1(V, d) bn+1−→Γ T (V )n −→ Hn(T (V )) −→ Hn(V, d) bn−→· · ·
be its Whitehead exact sequence. Then the pair ((T (V ), ∂), bn+1), where (V, d) is the module of the indecomposables
of (T (V ), ∂), is an adapted system of order n. Likewise if α : (T (V ), ∂) → (T (W ), δ) is a dga morphism between
perfect dgas, then the pair (˜α, α(n)) : ((T (V ), ∂), bn+1) → ((T (W ), δ), b′n+1), where α(n) : (T (V≤n), ∂) →
(T (W≤n), δ) is the restriction of α to T (V≤n) and where α˜ : (V, d) → (W, d ′) is the chain transformation given
in (2.7), is a morphism of adapted systems of order n.
Definition 3.3. We say that a morphism of adapted systems (ξ, α) is an equivalence if H∗(ξ) is an isomorphism of
graded modules.
Let us denote by PDGA the category of perfect dgas, by PDGAn+1 the full subcategory of PDGA consisting with
(T (V ), ∂) such that Vi = 0 for all i ≥ n + 2, by ADn the category of the adapted systems of order n and their
morphisms and by ADn+1n the full subcategory of ADn whose objects are the adapted systems ((T (V ), ∂), bn+1) such
that Vi = 0 for all i ≥ n+ 2. Example 3.1 allows us to define, for all n ≥ 2, a functor Fn : PDGA→ ADn by setting:
Fn((T (V ), ∂)) = ((T (V ), ∂), bn+1) , Fn(α) = (˜α, α(n)) (3.2)
and let Fn+1n : PDGAn+1 → ADn+1n be its restriction to PDGAn+1.
3.1. Properties of the functor Fn
This paragraph is devoted to the properties of the functor Fn which we shall use later to prove the main results in
this paper. We begin with the following proposition:
Proposition 3.1. For every object ((T (V ), ∂), an+1) in ADn+1n , there exists an object (T (V≤n+1), δ) in PDGAn+1
such that:
Fn+1n ((T (V≤n+1), δ)) = ((T (V ), ∂), an+1) . (3.3)
Proof. Let us use the decomposition of Vn+1 given in (2.13) and the isomorphism defined in (2.12). For the given
homomorphism an+1 corresponds a homomorphism Ωn+1 making the following diagram commutes:
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Example 3.1. Let (T (V ), ∂) be a perfect dga and let:
· · · → Hn+1(V, d) bn+1−→ Γ T (V )n −→ Hn(T (V )) −→ Hn(V, d) bn−→ · · ·
be its Whitehead exact sequence. Then the pair
(
(T (V ), ∂), bn+1
)
, where (V, d) is the
module of the indecomposables of (T (V ), ∂), is an adapted system of order n. Like-
wise if α (T ( ), ∂) → (T (W ), δ) is a dga morphism between perfect dgas, then the
pair (˜α, α(n))
(
(T (V ), ∂), bn+1
) → ((T (W ), δ), b′n+1), where α(n) (T (V≤n), ∂) →
(T (W≤n), δ) is the restriction of α to T (V≤n) and where α˜ (V, d) → (W, d ′) is the
chain transformatio given in (2.7), is a morphism of adapte syst s of order n.
Definition 3.3. We say that a morphism of adapted systems (ξ, α) is an equivalence if
H∗(ξ) is an isomorphism of graded modul s.
Let us denote by PDGA the category of perfect dgas, by PDGAn+1 the full sub-
category of PDGA consisting with (T (V ), ∂) such that Vi = 0 for all i ≥ + 2, by
ADn the category of the adapted systems of order n and their morphisms and by ADn+1n
the full sub-category of ADn whose objects are the adapted systems
(
(T (V ), ∂), bn+1
)
such that Vi = 0 for all i ≥ n + 2. Example 3.1 allows us to define, for all n ≥ 2, a
functor Fn P GA→ ADn by setting:
Fn((T (V ), ∂)) =
(
(T (V ), ∂), bn+1
)
, Fn(α) = (˜α, α(n)) (3.2)
and let Fn+1n PDGAn+1→ ADn+1n be its restriction to PDGAn+1.
3.1. Properties of the functor Fn . This paragraph is devoted to the properties of the
functor Fn which we shall use later to prove the main results in this paper. We begin by
the following proposition
Proposition 3.1. For every object
(
(T (V ), ∂), an+1
)
in ADn+1n , there exists an object
(T (V≤n+1), δ) in PDGAn+1 such that:
Fn+1n ((T (V≤n+1), δ)) =
(
(T (V ), ∂), an+1
)
. (3.3)
Proof. Let us use the decomposition of Vn+1 given in (2.13) and the isomorphism defined
in (2.12). For the given homomorphism an+1 corresponds a homo orphismΩn+1 making
the followi g diagram commutes:
Zn(T (V≤n))
Γ T (V )n ⊕ kerβn (µn)
−1
−→ Hn(T (V≤n))an+1 ◦ pr ⊕ dn+1
?
Vn+1 = ker dn ⊕ (Im dn+1)′ -






:
Ωn+1(D)
where Zn(T (V≤n)) is the sub-module of the n-cycles of T (V≤n). Thus we define the dga (T (V≤n+1), δ) by setting:
δn+1 = Ωn+1 δ≤n = ∂≤n .
Since ImΩn+1 ⊂ Zn(T (V≤n)) we deduce that δ is a differential. Now let (zn+1,σ + ln+1,σ ′)σ∈Σ ,σ ′∈Σ ′ be the fixed
basis of Vn+1. According to the diagram (D) and the relation (2.2), an easy computation shows that:
βn+1(zn+1,σ + ln+1,σ ′) = δn+1(zn+1,σ + ln+1,σ ′)+ Im δn+1|T (V≤n)
= Ωn+1(zn+1,σ + ln+1,σ ′)+ Im δn+1|T (V≤n)
= (µn)−1 ◦ (an+1 ◦ pr⊕ dn+1)(zn+1,σ + ln+1,σ ′)
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so we get:
µn ◦ βn+1(zn+1,σ + ln+1,σ ′) = an+1 ◦ pr(zn+1,σ )⊕ dn+1(ln+1,σ ′).
According to Remark 2.2, the last relation means that the dga (T (V≤n+1), δ) is n-perfect. Now since, by hypothesis,
(T (V≤n), ∂) is perfect we deduce that (T (V≤n+1), δ) is also perfect. Finally from the definition of the functor Fn+1n
we easy get the relation (3.3). 
Proposition 3.2. Let (T (V≤n+1), ∂), (T (W≤n+1), δ) be two perfect dgas and let:
(ξ, α) : ((T (V≤n+1), ∂), an+1)→ ((T (W≤n+1), δ), a′n+1)
be a morphism between their respective adapted system of order n. Then there exists a dga-morphism ω :
(T (V≤n+1), ∂) → (T (W≤n+1), δ) satisfying:
ω˜ = ξ. (3.4)
In order to prove Proposition 3.2 we need the following lemma.
Lemma 3.1. Let (T (V≤n+1), ∂) and (T (W≤n+1), δ) be two free dgas. Assume that there exists a dga morphism
α : (T (V≤n), ∂) → (T (W≤n), δ) and a homomorphism ρn+1 making the following diagram commutes:
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where Zn(T (V≤n)) is the sub-module of the n-cycles of T (V≤n). Thus we define the dga
(T (V≤n+1), δ) by setting:
δn+1 = Ωn+1 δ≤n = ∂≤n
Since ImΩn+1 ⊂ Zn(T (V≤n)) we deduce that δ is a differential. Now let (zn+1,σ +
ln+1,σ ′)σ∈6,σ ′∈6′ be the fixed basis of Vn+1. According to the diagram (D) and the rela-
tion (2.2), an easy computation shows that:
βn+1(zn+1,σ + ln+1,σ ′) = δn+1(zn+1,σ + ln+1,σ ′)+ Im δn+1|T (V≤n)
= Ωn+1(zn+1,σ + ln+1,σ ′)+ Im δn+1|T (V≤n)
= (µn)−1 ◦ (an+1 ◦ pr ⊕ dn+1)(zn+1,σ + ln+1,σ ′)
so we get:
µn ◦ βn+1(zn+1,σ + ln+1,σ ′) = an+1 ◦ pr(zn+1,σ )⊕ dn+1(ln+1,σ ′).
According to remark 2, the last relation means that the dga (T (V≤n+1), δ) is n-perfect.
Now since, by hypothesis, (T (V≤n), ∂) is perfect we deduce that (T (V≤n+1), δ) is also
perfect. Finally from the defin tion of the functor Fn+1n we easy get th relation (3.3) 
Proposition 3.2. Let (T (V≤n+1), ∂), (T (W≤n+1), δ) be two perfect dgas and let:
(ξ, α)
(
(T (V≤n+1), ∂), an+1
)→ ((T (W≤n+1), δ), a′n+1)
be a morphism between their respective adapted system of order n. Then there exists a
dga-morphism ω (T (V≤n+1), ∂)→ (T (W≤n+1), δ) satisfying:
ω˜ = ξ. (3.4)
In order to prove proposition 3.2 we need the following lemma.
Lemma 3.1. Let (T (V≤n+1), ∂) and (T (W≤n+1), δ) be two free dgas. Assume that there
exists a dga morphism α (T (V≤n), ∂)→ (T (W≤n), δ) and a homomorphism ρn+1 mak-
ing the following diagram commutes:
Vn+1 - Wn+1
βn+1 β ′n+1
? ?
ρn+1
Hn(α)Hn(T (V≤n)) - Hn(T (W≤n))
(E)
Then there exists a dga-morphism ω (T (Vn+1), ∂)→ (T (W≤n+1), δ) such that:
ω˜≤n = α˜≤n ω˜n+1 = ρn+1. (3.5)
Recall that α˜≤n (respect. ω˜≤n+1) is the chain transformation induced by α (respect. ω)
on the indecomposables (see (2.7)).
Then there exists a dga-morphism ω : (T (Vn+1), ∂) → (T (W≤n+1), δ) such that:
ω˜≤n = α˜≤n ω˜n+1 = ρn+1. (3.5)
Recall that α˜≤n (respect. ω˜≤n+1) is the chain transformation induced by α (respect. ω) on the indecomposables (see
(2.7)).
Proof. Choose (vσ )σ∈Σ as a basis of Vn+1. Recall that we have by relation (2.2):
Hn(α)βn+1 − β ′n+1ρn+1(vσ ) = (αn∂n+1 − δn+1ρn+1)(vσ )+ Im δn+1.
Since the diagram (E) commutes, for each vσ , the element (αn ◦ ∂n − δn ◦ ρn+1)(vσ ) ∈ Im δn+1|T (W≤n), therefore
there exists an element yn+1,σ ∈ Tn+1(W≤n) such that:
αn ◦ ∂n+1 − δn+1 ◦ ρn+1(vσ ) = δn+1|T (W≤n)(yn+1,σ ). (3.6)
Thus we define ω : (T (V≤n+1), ∂) → (T (W≤n+1), δ) by setting:
ωn+1(vσ ) = ρn+1(vσ )+ yn+1,σ
ω≤n = α≤n .
Since by (3.6) we have:
δn+1 ◦ ωn+1(vσ ) = δn+1(ρn+1(vσ ))+ δn+1(yn+1,σ )
= αn ◦ ∂n+1(vσ )
= ωn ◦ ∂n+1(vσ )
we deduce that ω is a dga-morphism. Finally since yn+1,σ ∈ Tn+1(W≤n) it is clear that ω satisfies the relations
(3.5). 
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Proof of Proposition 3.2. First consider the following diagram:
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Proof. Choose (vσ )σ∈6 as a basis of Vn+1. Recall that we have by definition (2.2):
Hn(α)βn+1 − β ′n+1ρn+1(vσ ) = (αn∂n+1 − δn+1ρn+1)(vσ )+ Im δn+1
Since the diagram (E) commutes, for each vσ , the element (αn ◦ ∂n − δn ◦ ρn+1)(vσ ) ∈
Im δn+1|T (W≤n), therefore there exists an element yn+1,σ ∈ Tn+1(W≤n) such that:
αn ◦ ∂n+1 − δn+1 ◦ ρn+1(vσ ) = δn+1|T (W≤n)(yn+1,σ ). (3.6)
Thus we define ω (T (V≤n+1), ∂)→ (T (W≤n+1), δ) by setting:
ωn+1(vσ ) = ρn+1(vσ )+ yn+1,σ
ω≤n = α≤n
Since by (3.6) we have:
δn+1 ◦ ωn+1(vσ ) = δn+1(ρn+1(vσ ))+ δn+1(yn+1,σ )
= αn ◦ ∂n+1(vσ )
= ωn ◦ ∂n+1(vσ )
we deduce that ω is a dga-morphism. Finally since yn+1,σ ∈ Tn+1(W≤n) it is clear that ω
satisfies the relations (3.5). 
Proof. (of proposition 3.2) First consider the following diagram:
Vn+1 - Wn+1
βn+1 β ′n+1
? ?
ξn+1
Hn(α)Hn(T (V≤n)) - Hn(T (W≤n))
Γ T (V )n ⊕ kerβn - Γ T (W )n ⊕ kerβ ′n
µn µ
′
n
∼= ∼=
? ?
γ αn ⊕ α˜n
Vn - Wn
 
 
 
 
 
 
 
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d ′n+1
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(F)
where the left and right triangles commute by definition of the differentials (see (2.6)),
where the lower trapezoid commutes (ξn ◦ jn = j ′n ◦ Hn(α)) by the given dga-morphism
α and where the lower square is the diagram (B).
Let (zn+1,σ + ln+1,σ ′)σ∈∑,σ ′∈∑′ be a basis of Vn+1 as in (2.16). Since by definition 3.2
we have α˜n = ξn and the dgas (T (V ), ∂), (T (W ), δ) are perfect, by the formula (2.22)
where the left and right triangles commute by definition of the differentials (see (2.6)), where the lower trapezoid
commutes (ξn ◦ jn = j ′n ◦ Hn(α)) by the given dga-morphism α and where the lower square is the diagram (B).
Let (zn+1,σ + ln+1,σ ′)σ∈Σ ,σ ′∈Σ ′ be a basis of Vn+1 as in (2.16). Since by Definition 3.2 we have α˜n = ξn and the dgas
(T (V ), ∂), (T (W ), δ) are perfect, by the formula (2.22) we deduce that:
(γ αn ⊕ α˜n) ◦ µn ◦ βn+1(z + l) = (γ αn ⊕ ξn)(an+1 ◦ pr(z)⊕ dn+1(l))
= γ αn ◦ bn+1 ◦ pr(z)⊕ ξn ◦ dn+1(l)
µ′n ◦ β ′n+1 ◦ ξn+1(z + l) = a′n+1 ◦ pr′ ◦ (ξn+1(z))⊕ d ′n+1 ◦ ξn+1(l).
Using relation (3.1) and the fact that ξ is a chain map we deduce that:
(γ αn ⊕ α˜n) ◦ µn ◦ βn+1 = µ′n ◦ β ′n+1 ◦ ξn+1. (3.7)
Now from the formula (2.10) we get:
µ′n ◦ Hn(α) ◦ βn+1 − (γ αn ⊕ α˜n) ◦ µn ◦ βn+1 = Hn(α)µn jnβn+1 − µ′n j ′nHn(α)βn+1
= Hn(α)µn jnβn+1 − µ′nξn jnβn+1
= [(Hn(α)µn − µ′nξn) ◦ jn]βn+1. (3.8)
Put θn = Hn(α)µn − µ′nξn . Combining (3.7) and (3.8) we get the following relation:
µ′n ◦ Hn(α) ◦ βn+1 − µ′n ◦ β ′n+1 ◦ ξn+1 = θn ◦ jn ◦ βn+1 (3.9)
which may by written as:
Hn(α) ◦ βn+1 − β ′n+1 ◦ ξn+1 = (µ′n)−1 ◦ θn ◦ jn ◦ βn+1. (3.10)
But:
j ′n ◦ θn = j ′n ◦ Hn(α) ◦ µn − j ′n ◦ µ′n ◦ ξn = ξn ◦ jn ◦ µn − ξn = ξn − ξn = 0 (3.11)
so Im θn ⊂ ker j ′n = Γ T (W )n . But we know by Remark 1 that (µ′n)−1 is the identity on Γ T (W )n . Hence the relation
(3.10) becomes:
Hn(α) ◦ βn+1 − β ′n+1 ◦ ξn+1 = θn ◦ jn ◦ βn+1. (3.12)
The relation (3.12) may also by written as:
(Hn(α)− θn ◦ jn) ◦ βn+1 − β ′n+1 ◦ ξn+1 = 0. (3.13)
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Since Im θn ⊂ ker j ′n = Γ T (W )n we can find a homomorphism gn which makes the following diagram commutes:
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we deduce that:
(γ αn ⊕ α˜n) ◦ µn ◦ βn+1(z + l)= (γ αn ⊕ ξn)(an+1 ◦ pr(z)⊕ dn+1(l))
=γ αn ◦ bn+1 ◦ pr(z)⊕ ξn ◦ dn+1(l)
µ′n ◦ β ′n+1 ◦ ξn+1(z + l)=a′n+1 ◦ pr ′ ◦ (ξn+1(z))⊕ d ′n+1 ◦ ξn+1(l)
Using relation (3.1) and the fact that ξ is a chain map we deduce that:
(γ αn ⊕ α˜n) ◦ µn ◦ βn+1 = µ′n ◦ β ′n+1 ◦ ξn+1 (3.7)
Now from the formula (2.10) we get:
µ′n ◦ Hn(α) ◦ βn+1 − (γ αn ⊕ α˜n) ◦ µn ◦ βn+1 = Hn(α)µn jnβn+1 − µ′n j ′nHn(α)βn+1
= Hn(α)µn jnβn+1 − µ′nξn jnβn+1
= (Hn(α)µn − µ′nξn) ◦ jnβn+1 (3.8)
Put θn = Hn(α)µn − µ′nξn . Combining (3.7) and (3.8) we get the following relation:
µ′n ◦ Hn(α) ◦ βn+1 − µ′n ◦ β ′n+1 ◦ ξn+1 = θn ◦ jn ◦ βn+1 (3.9)
which may by written as:
Hn(α) ◦ βn+1 − β ′n+1 ◦ ξn+1 = (µ′n)−1 ◦ θn ◦ jn ◦ βn+1 (3.10)
But:
j ′n ◦ θn = j ′n ◦ Hn(α) ◦ µn − j ′n ◦ µ′n ◦ ξn = ξn ◦ jn ◦ µn − ξn = ξn − ξn = 0 (3.11)
so Im θn ⊂ ker j ′n = Γ T (W )n . But we know by remark 1 that (µ′n)−1 is the identity on
Γ T (W )n . Hence the relation (3.10) becomes:
Hn(α) ◦ βn+1 − β ′n+1 ◦ ξn+1 = θn ◦ jn ◦ βn+1. (3.12)
The relation (3.12) may also by written as:
(Hn(α)− θn ◦ jn) ◦ βn+1 − β ′n+1 ◦ ξn+1 = 0 (3.13)
Since Im θn ⊂ ker j ′n = Γ T (W )n we can find a homomorphism gn which makes the follow-
ing diagram commutes:
?
Q
Q
Q
Q
Q
Qs
gn
Vn
Γ T (W )n 
p′
Zn(T (W≤n−1))
θn(G)
where p′ is the projection defined in (2.5). Now we define χ : (T (V≤n, ∂)) → (T (W≤n, δ)) by setting:
χn = αn − gn on Vn
χi = αi , ∀i 6= n on Vi . (3.14)
Since Im gn ⊂ Zn(T (W≤n−1)) we deduce that χ is a dga-morphism and the homomorphism χ˜n : Vn → Wn satisfies
χ˜n = α˜n . Now we shall prove that the homomorphism Hn(χ) : Hn(T (V≤n)) → Hn(T (W≤n)) satisfies the relation
Hn(χ) = Hn(α)− θn ◦ jn . Indeed: let (vn + qn + Im ∂|T (V≤n)) ∈ Hn(T (V≤n)), where vn ∈ Vn and qn ∈ Tn(V≤n−1).
According to the commutativity of the diagram (G) and the definition of the homomorphism jn (see (2.3)) we have:
(Hn(α)− θn ◦ jn)(vn + qn + Im ∂|T (V≤n)) = Hn(α)(vn + qn + Im ∂|T (V≤n))− θn ◦ jn(vn + qn + Im ∂|T (V≤n))
= αn(vn + qn)+ Im δ|T (W≤n) − θn(vn)
= αn(vn)+ αn−1(qn)+ Im δ|T (W≤n) − gn(vn)+ Im δ|T (W≤n)
= (αn − gn)(vn)+ αn−1(qn)+ Im δ|T (W≤n)
= χn(vn)+ χn−1(qn)+ Im δ|T (W≤n)
= Hn(χ)(vn + qn + Im ∂|T (V≤n)) (3.15)
so Hn(χ) = Hn(α)− θn ◦ jn . Hence by (3.13) the following diagram commutes:
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where p′ is the projection defined in (2.5). Nowwe define χ (T (V≤n, ∂))→ (T (W≤n, δ))
by setting:
χn = αn − gn on Vn
χi = αi , ∀i 6= n on Vi . (3.14)
Since Im gn ⊂ Zn(T (W≤n−1)) we deduce that χ is a dga-morphism and the homomor-
phism χ˜n Vn → Wn satisfies χ˜n = α˜n . Now we shall prove that the homomorphism
Hn(χ) Hn(T (V≤n)) → Hn(T (W≤n)) satisfies the relation Hn(χ) = Hn(α) − θn ◦ jn .
Indeed: let (vn + qn + Im ∂|T (V≤n)) ∈ Hn(T (V≤n)), where vn ∈ Vn and qn ∈ Tn(V≤n−1).
According to the commutativity of the diagram (G) and the definition of the homomor-
phism jn (see (2.3)) we have:
(Hn(α)− θn ◦ jn)(vn + qn + Im ∂|T (V≤n)) = Hn(α)(vn + qn + Im ∂|T (V≤n))−
θn ◦ jn(vn + qn + Im ∂|T (V≤n))
= αn(vn + qn)+ Im δ|T (W≤n) − θn(vn)
= αn(vn)+ αn−1(qn) Im δ|T (W≤n) −
gn(vn)+ Im δ|T (W≤n)
= (αn − gn)(vn)+ αn−1(qn)+ Im δ|T (W≤n)
= χn(vn)+ χn−1(qn)+ Im δ|T (W≤n)
= Hn(χ)(vn + qn + Im ∂|T (V≤n)) (3.15)
so Hn(χ) = Hn(α)− θn ◦ jn . He ce by (3.13) the following diagram com utes:
Vn+1 - Wn+1
βn+1 β ′n+1
? ?
ξn+1
Hn(χ)Hn(T (V≤n)) - Hn(T (W≤n))
Now by lemma 3.1 we get a dga-morphism ω (T (V≤n+1, ∂)) → (T (W≤n+1, δ)) such
that ω˜n = χ˜n = α˜n , ω˜≤n−1 = χ˜≤n−1 = α˜≤n−1 and ω˜n+1 = ξn+1. But by definition 3.2
we have α˜≤n = ξ≤n . So the relation (3.4) is satisfied. 
3.2. Notion of coherent morphisms betweenWhitehead exact sequences. Let (T (V ), ∂)
and (T (W ), δ) be two free dgas and let:
· · · → Hn+1(V, d) bn+1−→ Γ T (V )n −→ Hn(T (V )) −→ Hn(V, d) bn−→ · · ·
· · · → Hn+1(W, d)
b′n+1−→ Γ T (W )n −→ Hn(T (W )) −→ Hn(W, d)
b′n−→ · · ·
be their respective Whitehead exact sequences. In order to prove the main result in this
paper which says that (T (V ), ∂) and (T (W ), δ) are quasi-isomorphic if and only if their
Whitehead exact sequences are coherently isomorphic, we first need to define the notion
Now by Lemma 3.1 we get a dga-morphism ω : (T (V≤n+1, ∂)) → (T (W≤n+1, δ)) such that ω˜n = χ˜n = α˜n, ω˜≤n−1 =
χ˜≤n−1 = α˜≤n−1 and ω˜n+1 = ξn+1. But by Definition 3.2 we have α˜≤n = ξ≤n . So the relation (3.4) is satisfied. 
3.2. Notion of coherent morphisms between Whitehead exact sequences
Let (T (V ), ∂) and (T (W ), δ) be two free dgas and let:
· · · → Hn+1(V, d) bn+1−→Γ T (V )n −→ Hn(T (V )) −→ Hn(V, d) bn−→· · ·
· · · → Hn+1(W, d)
b′n+1−→Γ T (W )n −→ Hn(T (W )) −→ Hn(W, d)
b′n−→· · ·
be their respectiveWhitehead exact sequences. In order to prove the main result in this paper which says that (T (V ), ∂)
and (T (W ), δ) are quasi-isomorphic if and only if their Whitehead exact sequences are coherently isomorphic, we first
need to define the notion of coherent morphism between these exact sequences. An example of a such morphism comes
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from a chain morphism α : (T (V ), ∂) → (T (W ), δ) which induces as we know the following commutative diagram:
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of coherent morphism between these exact sequences. An example of a such morphism
comes from a chain morphism α (T (V ), ∂) → (T (W ), δ) which induces as we know
the following commutative diagram:
. . .→ Hn+1(V, d) bn+1−→ Γ T (V )n −→ Hn(T (V )) −→ Hn(V, d) bn−→ ...
??
. . .→ Hn+1(W, d ′)
b′n+1−→ Γ T (W )n −→ Hn(T (W )) −→ Hn(W, d ′) b
′
n−→ ...?
Hn+1(˜α) Hn (˜α)
?
γ αn Hn(α)(H)
and in ([6], th.13 p. 127) it is shown that the homomorphism γ α2 Γ
T (V )
2 = H1(V, d) ⊗
H1(V, d)→ Γ T (W )2 = H1(W, d ′)⊗ H1(W, d ′) satisfies:
γ α2 = H1(˜α)⊗ H1(˜α). (3.16)
So let ( f∗, γ∗,Ω∗) be a triple of graded homomorphisms such that f∗ H∗(V, d) →
H∗(W, d ′), γ ∗ Γ T (V )∗ → Γ T (W )∗ and h∗ H∗(T (V ))→ H∗(T (W )). To be what we call a
coherent morphism between the Whitehead exact sequences associated respectively with
the dgas (T (V ), ∂) and (T (W ), δ) it is not sufficient that this triple makes the diagram
(H) commutes, it is also necessary that the homomorphism γ2 satisfies the following
relation γ2 = f1 ⊗ f1. Hence:
Definition 3.4. We say that the triple ( f∗, γ∗, h∗) is a coherent morphism between the
Whitehead exact sequences associated respectively with the dgas (T (V ), ∂) and (T (W ), δ)
if the following holds:
1- the following diagram commutes:
. . .→ Hn+1(V, d) bn+1−→ Γ T (V )n −→ Hn(T (V )) −→ Hn(V, d) bn−→ ...
??
. . .→ Hn+1(W, d ′)
b′n+1−→ Γ T (W )n −→ Hn(T (W )) −→ Hn(W, d ′) b
′
n−→ ...?
fn+1 fn
?
γn hn
2- For every n, if there exists a dga morphism α(n) (T (V≤n), ∂) → (T (W≤n), δ) and a
chain transformation ξ (V, d) → (W, d ′) satisfying H∗(ξ) = f∗ such that α˜(n) = ξ≤n ,
where α˜(n) is the graded homomorphism induced by α(n) on the indecomposables, then
γn = γ α(n)n .
Note that γ α
(n)
n is the restriction of the homomorphism Hn(α
(n)) Hn(T (V≤n))→ Hn(T (W≤n))
to Γ T (V )n . Recall that the existence of ξ is assured by the homotopy extension theorem
[8].
Definition 3.5. A coherent morphism ( f∗, γ∗, h∗) is called a coherent isomorphism if
f∗ is an isomorphism of graded modules. In this case we say that the Whitehead exact
and in ([5], th. 13 p. 127) it is shown that the homomorphism γ α2 : Γ T (V )2 = H1(V, d) ⊗ H1(V, d) → Γ T (W )2 =
H1(W, d ′)⊗ H1(W, d ′) satisfies:
γ α2 = H1(˜α)⊗ H1(˜α). (3.16)
So let ( f∗, γ∗,Ω∗) be a triple of graded homomorphisms such that f∗ : H∗(V, d) → H∗(W, d ′), γ ∗ : Γ T (V )∗ →
Γ T (W )∗ and h∗ : H∗(T (V )) → H∗(T (W )). To be what we call a coherent morphism between the Whitehead exact
sequences associated respectively with the dgas (T (V ), ∂) and (T (W ), δ) it is not sufficient that this triple makes the
diagram (H) commutes, it is also necessary that the homomorphism γ2 satisfies the following relation γ2 = f1 ⊗ f1.
Hence:
Definition 3.4. We say that the triple ( f∗, γ∗, h∗) is a coherent morphism between the Whitehead exact sequences
associated respectively with the dgas (T (V ), ∂) and (T (W ), δ) if the following holds:
1. The following diagram commutes:
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of coherent morphism between these exact sequences. An example of a such morphism
comes from a chain morphism α (T (V ), ∂) → (T (W ), δ) which induces as we know
the following commutative diagram:
. . .→ Hn+1(V, d) bn+1−→ Γ T (V )n −→ Hn(T (V )) −→ Hn(V, d) bn−→ ...
??
. . .→ Hn+1(W, d ′)
b′ 1−→ Γ T (W )n −→ Hn(T (W )) −→ Hn(W, d ′) b
′
n−→ ...?
Hn+1(˜α) Hn (˜α)
?
γ αn Hn(α)(H)
and in ([6], th.13 p. 127) it is show that the homomorphism γ α2 Γ
T (V )
2 = H1(V, d) ⊗
H1(V, d)→ Γ T (W )2 = H1(W, d ′)⊗ H1(W, d ′) satisfies:
γ α2 = H1(˜α)⊗ H1(˜α). (3.16)
So let ( f∗, γ∗,Ω∗) be a triple of graded homomorphisms such that f∗ H∗(V, d) →
H∗(W, d ′), γ ∗ Γ T (V∗ → Γ T (W )∗ and h∗ H∗(T (V ))→ H∗(T (W )). To be what we call a
coherent morphism between the Whitehead exact sequences associated respectively with
the dgas (T (V ), ∂) and (T (W ), δ) it is n t sufficient that t is triple makes the diagram
(H) commutes, it is also necessary that the homomorphism γ2 satisfies the following
relation γ2 = f1 ⊗ f1. Hence:
Definition 3.4. We say that the triple ( f∗, γ∗, h∗) is a coherent morphism between the
Whitehead exact sequences associated respectively with the dgas (T (V ), ∂) and (T (W ), δ)
if the following holds:
1- the following diagr m com utes:
. . .→ Hn+1(V, d) bn+1−→ Γ T (V )n −→ Hn(T (V )) −→ Hn(V, d) bn−→ ...
??
. . .→ Hn+1(W, d ′)
b′ 1−→ Γ T (W )n −→ Hn(T (W )) −→ Hn(W, d ′) b
′
n−→ ...?
fn+1 fn
?
γn hn
2- For every n, if there exists a dga morphism α(n) (T (V≤n), ∂) → (T (W≤n), δ) and a
chain transformation ξ (V, d) → (W, d ′) satisfying H∗(ξ) = f∗ such that α˜(n) = ξ≤n ,
where α˜(n) is the graded homomorphism induced by α(n) on the indecomposables, then
γn = γ α(n)n .
Note that γ α
(n)
n is the restriction of the homomorphism Hn(α
(n)) Hn(T (V≤n))→ Hn(T (W≤n))
to Γ T (V )n . Recall that the existence of ξ is assured by the homotopy extension theorem
[8].
Definition 3.5. A coherent morphism ( f∗, γ∗, h∗) is called a coherent isomorphism if
f∗ is an isom rphism of gr ded modules. In this case we say that t e Whitehead exact
2. For every n, if there exists a dga morphis α(n) : (T (V≤n), ∂) → (T (W≤n), δ) and a chain transformation
ξ : (V, d) → (W, d ′) satisfying H∗(ξ) = f∗ such that α˜(n) = ξ≤n , where α˜(n) is the graded homomorphism
induced by α(n) on the indecomposables, then γn = γ α(n)n .
Note that γ α
(n)
n is the restriction of the homomorphism Hn(α
(n)) : Hn(T (V≤n)) → Hn(T (W≤n)) to Γ T (V )n . Recall
that the existence of ξ is assured by the homotopy extension theorem [6].
Definition 3.5. A coherent morphism ( f∗, γ∗, h∗) is called a coherent isomorphism if f∗ is an isomorphism of graded
modules. In this case we say that the Whitehead exact sequenc s associated respectively with the dgas (T (V ), ∂) and
(T (W ), δ) are coherently isomorphic.
Remark 3.1. From the condition 2 in Definition 3.4 we deduce that γ2 = f1 ⊗ f1. Indeed; this condition asserts
that if there exists a dga morphism α(2) : (T (V≤2), ∂) → (T (W≤2), δ) such that α˜≤2 = ξ≤2, then γ2 = γ α(2)2 .
Now as in formula (3.16) we have γ α
(2)
2 = H1(˜α) ⊗ H1(˜α). But H1(˜α) = H1(ξ≤2) = f1, so we get γ2 = γ α
(2)
2 =
H1(˜α)⊗ H1(˜α) = f1 ⊗ f1.
Example 3.2. If α : (T (V ), ∂) → (T (W ), δ) is a chain morphism, then the triple (H∗(α), γ α∗ , H∗(α)), given in
diagram (H), is a coherent morphism. Moreover if α is a quasi-isomorphism then by a theorem of Moore [7]
which asserts that α : (T (V ), ∂) → (T (W ), δ) is a quasi-isomorphism if and only if the induced chain map on
the indecomposables α˜ : (V, d) → (W, d ′) is a quasi-isomorphic we deduce that H∗(˜α) is an isomorphism and the
triple (H∗(α), γ α∗ , H∗(α)) is a coherent isomorphism.
Note that if α is a quasi-isomorphism, then H∗(α) is an isomorphism and by Moore’s theorem quoted above H∗(˜α) is
also an isomorphism. So from the commutativity of the diagram (H) we deduce that γ α∗ is also an isomorphism.
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Now from the last proposition we derive the following theorem which constitutes the first main result in this work.
Theorem 3.1. Let (T (V ), ∂) and (T (W ), δ) be two perfect dgas and let ( f∗, γ∗, h∗) be a coherent morphism between
their respective Whitehead exact sequences. Then there exists a dga-morphism α : (T (V ), ∂) → (T (W ), δ) such that
H (˜α) = f∗. Moreover (T (V ), ∂) and (T (W ), δ) are quasi-isomorphic if and only if their Whitehead exact sequences
are coherently isomorphic.
Proof. Let (T (V ), ∂) and (T (W ), δ) be two perfect dgas such that their Whitehead exact sequences are isomorphic
and assume, by induction, that we have constructed a dga-morphism α(n) : (T (V≤n), ∂) → (T (W≤n), δ) such that
α˜≤n = ξ≤n . By Definition 3.4 we deduce that γn = γ α(n)n . Now consider the following pair:
(ξ, α(n)) : Fn(T (V ), ∂) = ((T (V ), ∂), bn+1) →
(
(T (W ), δ), b′n+1
) = Fn(T (W ), δ).
By the commutativity of the diagram (H) we deduce that (ξ, α(n)) is a morphism in ADn . Then Proposition 3.2
provides us a dga-morphism α(n+1) : (T (V≤n+1), ∂) → (T (W≤n+1), δ) satisfying α˜≤n+1 = ξ≤n+1 and by
Definition 3.4 we deduce that γn+1 = γ α(n+1)n+1 . Again by the commutativity of the diagram (H) we deduce that
the pair:
(ξ∗, α(n+1)) = ((T (V ), ∂), bn+2) →
(
(T (W ), δ), b′n+2
)
is a morphism in ADn+1. This achieves the step of the induction. So the iteration define a dga-morphism α :
(T (V ), ∂) → (T (W ), δ) satisfying the relation α˜ = ξ and γn = γ α(n)n for all n. Finally if f∗ = H∗(ξ) is an
isomorphism, then so is H∗(˜α) andMoore’s theorem quoted above asserts that α is a quasi-isomorphism. The converse
it given by Example 3.2. 
Remark 3.2. If ( f∗, γ∗, h∗) is a coherent isomorphism between two Whitehead exact sequences associated with two
free dgas, then by definition f∗ is an isomorphism and by Theorem 3.1 there exists a quasi-isomorphism α satisfying
α˜ = ξ and γn = γ α(n)n for all n. Now Example 3.2 asserts that γ α(n)n is an isomorphism, so γn is also an isomorphism for
all n. Since a coherent isomorphismmakes the diagram (H) commutes then we deduce that the graded homomorphism
h∗ is also an isomorphism.
We can summarize Propositions 3.1 and 3.2 in the following theorem:
Theorem 3.2. The Functor Fn+1n provides a bijection between the set of the quasi-isomorphism classes in the category
PDGAn+1 and the set of equivalence classes in the category ADn
Proof. Let us denote by h¯PDGAn+1 the set of all the quasi-isomorphism types of objects of PDGAn+1 and by
(ADn)/∼ the set of all equivalence classes of objects of the category ADn . The correspondence Ψ : h¯PDGAn+1 →
(ADn)/∼ defined by Ψ({(T (V ), ∂)}) = {Fn+1n ((T (V ), ∂))} is a bijection. Indeed; first Ψ is well-defined: if α is a
quasi-isomorphism, then by Moore’s theorem H∗(˜α) is an isomorphism therefore the morphism Fn+1n (α) = (α, α˜) is
an equivalence. Finally Propositions 3.1 and 3.2 imply that Ψ is surjective and injective. 
We have seen that free dgas (T (V ), ∂) such that H∗(V, d) is free are a kind of perfect dgas, therefore from Theorem
1 we derive:
Corollary 3.1. If the two free dgas (T (V ), ∂) and (T (W ), δ) are such that H∗(V, d) and H∗(W, d) are free graded
modules, then (T (V ), ∂) and (T (W ), δ) are quasi-isomorphic if and only if their Whitehead exact sequences are
coherently isomorphic.
Corollary 3.1 can be interpreted geometrically as follows. Recall that the Adams–Hilton model [1] of a simply
connected CW-complex is a quasi-isomorphism of algebras (T (s−1CellX), ∂) '−→C∗(ΩX), where C∗(ΩX) is the
singular chain complex of the loop space of X and where T (s−1CellX) is the free dga of the free R-module generated
by the desuspension of the set of the cells of X .
Corollary 3.2. If X and Y are two simply connected CW-complexes such that H∗(X, R) and H∗(Y, R) are free, then
their respective Adams–Hilton models are quasi-isomorphic if and only if the Whitehead exact sequences associated
to these models are coherently isomorphic.
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Proof. According to the properties of Adams–Hilton model we know that:
H∗(X, R) = H∗(s−1CellX , d), H∗(Y, R) = H∗(s−1CellY , d ′)
therefore the proof follows from Corollary 3.1. 
3.3. Algorithm
Let H∗ be a graded R-module such that Hi = 0 for i ≤ 0. Denote by S(H∗) the set of quasi-isomorphism classes
of perfect dgas (T (V ), ∂) satisfying H∗(V, d) = H∗. In this section we shall use the results already obtained in the
previous paragraph in order to describe an algorithm that allows us to compute the cardinality of S(H∗) which we
denote by Card S(H∗).
First choose a free chain complex (V, d) such that H∗ = H∗(V, d) and consider the dga (T (V≤2), d). Clearly
(T (V≤2), d) is perfect.
A coherent system is a family of homomorphisms (an)n≥3 defined in the following recursive manner:
a3 is a homomorphism H3 → Γ T (V≤2)2 such that the pair ((T (V ), ∂), a3) is an adapted system of order 3. So by
Proposition 3.1 we can get a perfect dga (T (V≤3), ∂(3)). Next a4 is a homomorphism H4 → Γ T (V≤3)3 such that
the pair ((T (V ), ∂), a4) is an adapted system of order 4 and Proposition 3.1 provides a perfect dga (T (V≤4), ∂(4)).
Assume now that we have constructed a perfect dga (T (V≤n), ∂(n)) by the process described as above, then an+1 is a
homomorphism Hn+1 → Γ T (V≤n)n which implies that the pair ((T (V ), ∂), an+1) is an adapted system of order n. If we
iterate this process we find a perfect dga (T (V ), ∂) satisfying for all n the relation Fn(T (V ), ∂) = ((T (V ), ∂), an+1)
where Fn is the functor defined in (3.2).
We say that two coherent systems (an)n≥3, (a′n)n≥3 are equivalent, and we write (an)n≥3 ∼ (a′n)n≥3, if there exists an
graded isomorphism f∗ : H∗ → H∗ making the following diagram commutes for all n ≥ 2:
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3.3. Algorithm. Let H∗ be a graded R-module such that Hi = 0 for i ≤ 0. De-
note by S(H∗) the set of quasi-isomorphism classes of perfect dgas (T (V ), ∂) satisfying
H∗(V, d) = H∗. In this section we shall use the results already obtained in the previous
paragraph in order to describe an algorithm that allows us to compute the cardinality of
S(H∗) which we denote by Card S(H∗)
First choose a free chain complex (V, d) such that H∗ = H∗(V, d) and consider the
dga (T (V≤2), d). Clearly (T (V≤2), d) is perfect.
A coherent system is a family of homomorphisms (an)n≥3 defined in the following
recursive manner:
a3 is a homomorphism H3→ Γ T (V≤2)2 such that the pair
(
(T (V ), ∂), a3
)
is an adapted sys-
tem of order 3. So by proposition 3.1 we can get a perfect dga (T (V≤3), ∂(3)). Next a4 is
a homomorphism H4 → Γ T (V≤3)3 such that the pair
(
(T (V ), ∂), a4
)
is an adapted system
of order 4 and proposition 3.1 provides a perfect dga (T (V≤4), ∂(4)). Assume ow that
we have constructed a perfect dga (T (V≤n), ∂(n)) by the process d scr bed as above, then
an+1 is a homomorphism Hn+1→ Γ T (V≤n)n which implies that the pair
(
(T (V ), ∂), an+1
)
is an adapted system of order n. If we iterate this proces we find a perfect dga (T (V ), ∂)
satisfying for all n the relation Fn(T (V ), ∂) =
(
(T (V ), ∂), an+1
)
where Fn is the functor
defined in (3.2).
We say that two coherent systems (an)n≥3, (a′n)n≥3 are equivalent, and we write (an)n≥3 ∼
(a′n)n≥3, if there exists an graded isomorphism f∗ H∗ → H∗ making the following dia-
gram commutes for all n ≥ 2:
??
Hn+1 - Γ T (V )n
fn+1 =
Hn+1 - Γ T (V )nan+1
a′n+1
Let (an)n≥3 be the an equivalence class of the coherent system (an)n≥3. From theorem
3.2 we deduce that Card S(H∗) is equal to the number of such equivalence classes.
Now we shall illustrate with examples how we can compute Card S(H∗) by using the
algorithm described above.
Example 3.3. - If H≤n is a graded abelian group such that H1 = H3 = Z, then S(H≤n)
is infinite. This observation comes from the fact that in this case we have an infinity of
homomorphisms a3 ∈ Hom(H3, H1 ⊗ H1) = Hom(Z,Z) = Z and if a3 6= a′3, then
(an)n≥3  (a′n)n≥3. Recall that here we have used that Γ
T (V )
2 = H1 ⊗ H1. We conclude
that there exist an infinitely many classes (an)n≥3. Therefore the set S(H≤n) is infinite for
all n ≥ 4.
- If the graded module H≤n is such that Hi is finite for all i ≤ n, then we deduce that
the set S(H≤n) is also finite.
Let [(an)n≥3] be the an equivalence class of the coherent system (an)n≥3. From Theorem 3.2 we deduce that
Card S(H∗) is equal to the number of such equivalence classes.
Now we shall illustrate with examples how we can compute Card S(H∗) by using the algorithm described above.
Example 3.3. – If H∗ is a graded abelian group such that H1 = H3 = Z, then S(H∗) is infinite. This observation
com s from the fact that in this case we have an infinity of homomorphisms a3 ∈ Hom(H3, H1⊗H1) = Hom(Z,Z) =
Z and if a3 6= a′3, then (an)n≥3 6∼ (a′n)n≥3. Recall that here we have used that Γ T (V )2 = H1 ⊗ H1. We conclude that
there exist an infinitely many classes [(an)n≥3]. Therefore the set S(H∗) is infinite for all n ≥ 4.
– If the graded module H≤n is such that Hi is finite for all i ≤ n, then we deduce that the set S(H≤n) is also finite.
– Let H≤10 be an abelian graded group such that:
H3 = H7 = Z2, H4 = Z3, H8 = Z4
H6 = H5 = Z5, H9 = Z3, H10 = Z, Hi = 0 otherwise.
Then Card S(H∗) = 54. Indeed; on the one hand by the above algorithm we know that Card S(H∗) is equal to the
number of equivalence classes [(a10, a9, a8, a7, a6, a5, a4, a3)], where ai ∈ Hom(Hi ,Γi−1). On the other hand in
([5], th. 13 p. 127) it is shown that:
Γ6 = (H3 ⊗ H3), Γi = 0, ∀i ≤ 5
Γ7 = (H3 ⊗ H4)⊕ (H4 ⊗ H3)⊕ Tor(H3, H3)
Γ8 = (H3 ⊗ H5)⊕ (H4 ⊗ H4)⊕ (H5 ⊗ H3)⊕ Tor(H3, H4)⊕ Tor(H4, H3)
Γ9 = (H3 ⊗ H6)⊕ (H4 ⊗ H5)⊕ (H5 ⊗ H4)⊕ (H3 ⊗ H6)⊕ Tor(H3, H5)
⊕Tor(H4, H4)⊕ Tor(H5, H3)⊕ H3 ⊗ H3 ⊗ H3Im a7 ⊗ H3 + H3 ⊗ Im a7
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where b7 ∈ Hom(H7,Γ6), therefore according to the hypothesis we derive:
Γ6 = Z2 Γ7 = Z2 Γ8 = Z3.
Now since Γi = 0, ∀i ≤ 5 we deduce that bi = 0, ∀i ≤ 6. So we shall compute the adapted systems on the form
(a10, a9, a8, a7, 0, 0, 0, 0).
We have: Hom(H7,Γ6) = Hom(Z2,Z2) = Z2; it results from this two homomorphisms: a(1)7 = 1 and a(0)7 = 0 for
which correspond two adapted systems which are:
(a10, a9, a8, 0, 0, 0, 0, 0) (a10, a9, a8, 1, 0, 0, 0, 0).
Next we have Hom(H8,Γ7) = Hom(Z4,Z2) = Z2, so we find two homomorphisms: a(1)8 = 1 et a(0)8 = 0 for which
correspond 4 adapted systems which are:
(a10, a9, 0, 0, 0, 0, 0, 0) (a10, a9, 1, 0, 0, 0, 0, 0)
(a10, a9, 0, 1, 0, 0, 0, 0) (a10, a9, 1, 1, 0, 0, 0, 0).
Next we have Hom(H9,Γ8) = Hom(Z6,Z3) = Z3 so we get 3 homomorphisms: a(0)9 = 0, b(1)9 = 1 and a(2)9 = 2 for
which correspond 12 adapted systems which are:
(a10, 0, 0, 0, 0, 0, 0, 0) (a10, 1, 0, 0, 0, 0, 0, 0) (a10, 2, 0, 0, 0, 0, 0, 0)
(a10, 0, 1, 0, 0, 0, 0, 0) (a10, 1, 1, 0, 0, 0, 0, 0) (a10, 2, 1, 0, 0, 0, 0, 0)
(a10, 0, 0, 1, 0, 0, 0, 0) (a10, 1, 0, 1, 0, 0, 0, 0) (a10, 2, 0, 1, 0, 0, 0, 0)
(a10, 0, 1, 1, 0, 0, 0, 0) (a10, 1, 1, 1, 0, 0, 0, 0) (a10, 2, 1, 1, 0, 0, 0, 0).
Now we shall determine Hom(H10,Γ9). Since Γ9 depends on the homomorphism b7 we deduce that we have two
abelian groups Γ
b(0)7
9 = Z2 ⊕ Z3 et Γ
b(1)7
9 = Z3, so we get:
Hom(H10,Γ
b(0)7
9 ) = Hom(Z,Z2 ⊕ Z3) = Z2 ⊕ Z3
Hom(H10,Γ
b(1)7
9 ) = Hom(Z,Z3) = Z3.
Hence from the first case results six homomorphisms: a(i)10 = i, 0 ≤ i ≤ 5 for which correspond 36 adapted systems
which are:
(0, 0, 0, 0, 0, 0, 0, 0) (0, 0, 1, 0, 0, 0, 0, 0) (0, 1, 0, 0, 0, 0, 0, 0) (0, 1, 1, 0, 0, 0, 0, 0)
(1, 0, 0, 0, 0, 0, 0, 0) (1, 0, 1, 0, 0, 0, 0, 0) (1, 1, 0, 0, 0, 0, 0, 0) (1, 1, 1, 0, 0, 0, 0, 0)
(2, 0, 0, 0, 0, 0, 0, 0) (2, 0, 1, 0, 0, 0, 0, 0) (2, 1, 0, 0, 0, 0, 0, 0) (2, 1, 1, 0, 0, 0, 0, 0)
(3, 0, 0, 0, 0, 0, 0, 0) (3, 0, 1, 0, 0, 0, 0, 0) (3, 1, 0, 0, 0, 0, 0, 0) (3, 1, 1, 0, 0, 0, 0, 0)
(4, 0, 0, 0, 0, 0, 0, 0) (4, 0, 1, 0, 0, 0, 0, 0) (4, 1, 0, 0, 0, 0, 0, 0) (4, 1, 1, 0, 0, 0, 0, 0)
(5, 0, 0, 0, 0, 0, 0, 0) (5, 0, 1, 0, 0, 0, 0, 0) (5, 1, 0, 0, 0, 0, 0, 0) (5, 1, 1, 0, 0, 0, 0, 0)
(0, 2, 0, 0, 0, 0, 0, 0) (0, 2, 1, 0, 0, 0, 0, 0)
(1, 2, 0, 0, 0, 0, 0, 0) (1, 2, 1, 0, 0, 0, 0, 0)
(2, 2, 0, 0, 0, 0, 0, 0) (2, 2, 1, 0, 0, 0, 0, 0)
(3, 2, 0, 0, 0, 0, 0, 0) (3, 2, 1, 0, 0, 0, 0, 0)
(4, 2, 0, 0, 0, 0, 0, 0) (4, 2, 1, 0, 0, 0, 0, 0)
(5, 2, 0, 0, 0, 0, 0, 0) (5, 2, 1, 0, 0, 0, 0, 0)
and from the second case we derive 3 homomorphisms: a(i)10 = i, 0 ≤ i ≤ 2, for which correspond 18 adapted systems
which are:
(0, 0, 0, 1, 0, 0, 0, 0) (0, 0, 1, 1, 0, 0, 0, 0) (0, 1, 0, 1, 0, 0, 0, 0) (0, 1, 1, 1, 0, 0, 0, 0)
(1, 0, 0, 1, 0, 0, 0, 0) (1, 0, 1, 1, 0, 0, 0, 0) (1, 1, 0, 1, 0, 0, 0, 0) (1, 1, 1, 1, 0, 0, 0, 0)
(2, 0, 0, 1, 0, 0, 0, 0) (2, 0, 1, 1, 0, 0, 0, 0) (2, 1, 0, 1, 0, 0, 0, 0) (2, 1, 1, 1, 0, 0, 0, 0)
(0, 2, 0, 1, 0, 0, 0, 0) (0, 2, 1, 1, 0, 0, 0, 0)
(1, 2, 0, 1, 0, 0, 0, 0) (1, 2, 1, 1, 0, 0, 0, 0)
(2, 2, 0, 1, 0, 0, 0, 0) (2, 2, 1, 1, 0, 0, 0, 0).
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In total we find 54 adapted systems which are obviously not equivalent, so we deduce that Card S(H≤10) = 54.
4. General case
Our aim now is to generalize Theorem 3.1 to any free dga (not necessarily perfect). Let (T (V ), ∂) and (T (W ), δ)
be two free dgas, let [ϕµn ] and [ϕµ′n ] be two characteristic n-extensions of (T (V ), ∂) and (T (W ), δ) respectively (see
Definition 2.1) and let ( f∗, h∗, γ∗) be a coherent homomorphism between their respective Whitehead exact sequences.
Remark 4.1. Recall that by the homotopy extension theorem [6], the given graded isomorphism f∗ : H∗(V, d) →
H∗(W, d ′) yields a chain map ξ : (V, d) → (W, d ′) such that H∗(ξ) = f∗.
Definition 4.1. We say that ( f∗, h∗, γ∗) is a strong homomorphism if:
( fn)∗([ϕµ′n ]) = (γ˜n)∗([ϕµn ]), ∀n ≥ 2 (4.1)
where the homomorphism γ˜n : Coker bn+1 → Coker b′n+1 is defined by γ˜n(x + Im bn+1) = γn(x) + Im b′n+1 and
where ( fn)∗, (γ˜n)∗ are such that:
(γ˜n)∗ : Ext(Hn(V, d),Coker bn+1) → Ext(Hn(V, d),Coker b′n+1)
( fn)∗ : Ext(Hn(W, d ′),Coker b′n+1) → Ext(Hn(V, d),Coker b′n+1).
Moreover if ( f∗, h∗, γ∗) is a coherent isomorphism we say that these Whitehead exact sequences are strongly
isomorphic.
Remark 4.2. The relation (4.1) means the following:
Choose the two resolutions (Im dn+1)′
dn+1→ ker dn  Hn(V, d) and (Im d ′n+1)′
d ′n+1→ ker d ′n  Hn(W, d ′) of Hn(V, d)
and Hn(W, d ′) given in (2.14). For the given characteristic n-extensions [ϕµn ] and [ϕµ′n ] we have the following two
commutative diagrams:
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where the homomorphism γ˜n Coker bn+1→ Coker b′n+1 is defined by γ˜n(x+ Im bn+1) =
γn(x)+ Im b′n+1 a d where ( fn)∗ , (γ˜n)∗ are such that:
(γ˜n)∗ Ext(Hn(V, d),Coker bn+1)→ Ext(Hn(V, d),Coker b′n+1)
( fn)∗ Ext(Hn(W, d ′),Coker b′n+1)→ Ext(Hn(V, d),Coker b′n+1)
Moreover if ( f∗, h∗, γ∗) is a coherent isomorphism we say that these Whitehead exact
sequences are trongly isom rphic.
Remark 4.2. The relation (4.1) means the following:
Choose the two resolutions (Im dn+1)′
dn+1→ ker dn  Hn(V, d) and (Im d ′n+1)′
d ′n+1→
ker d ′n  Hn(W, d ′) of Hn(V, d) and Hn(W, d ′) given in (2.14). For the given char-
acteristic n-extensions ϕµn and ϕµ′n we have the following two commutative diagrams:
?
(Im dn+1)′
dn+1 ker dn  Hn(V, d)
(Im d ′n+1)′
d ′n+1 ker d ′n  Hn(W, d ′)
(Im dn+1)′
dn+1 ker dn  Hn(V, d)
Coker b′n+1 pr ′ Γ
T (W )
n
Coker bn+1 
pr
Γ T (V )n
ϕµn
?
ϕµn
Coker b′n+1 pr ′ Γ
T (W )
n
?
? ?
γ˜n γn ϕµ′n ϕµ′n
ξn+1 fn
Z
Z
Z
Z
Z~
Z
Z
Z
Z
Z~
?
(K )
ϕµn ∈ Ext1R(Hn(V, d),Coker bn+1) =
Hom
(
(Im dn+1)′,Coker bn+1
)
(dn+1)∗
(
Hom(ker dn,Coker bn+1)
)
ϕµ′n ∈ Ext1R(Hn(W, d ′),Coker bn+1) =
Hom
(
(Im d ′n+1)′,Coker b
′
n+1
)
(d ′n+1)∗
(
Hom(ker d ′n,Coker b′n+1)
)
It is well-known that the homomorphisms (γ˜n)∗ and ( fn)∗ are defined by the following
formulas:
(γ˜n)∗(ϕµn) = γ˜n ◦ ϕµn (Hn(α))∗(ϕµ′n) = ϕµ′n ◦ ξn+1.
So the relation (4.1) is equivalent to:
γ˜n ◦ ϕµn = ϕµ′n ◦ ξn+1 in Ext(Hn(V, d),Coker b′n+1)
which implies the existence of a homomorphism sn ker dn −→ Coker b′n+1 satisfying:
γ˜n ◦ ϕµn − ϕµ′n ◦ ξn+1 = sn ◦ dn+1. (4.2)
Since ker dn is free, sn implies there exists a homomorphism s˜n making the following
diagram commutes:
where:
[ϕµn ] ∈ Ext1R(Hn(V, d),Coker bn+1) =
Hom
(
(Im dn+1)′,Coker bn+1
)
(dn+1)∗ (Hom(ker dn,Coker bn+1))
[ϕµ′n ] ∈ Ext1R(Hn(W, d ′),Coker b′n+1) =
Hom
(
(Im d ′n+1)′,C ker b′n+1
)
(d ′n+1)∗
(
Hom(ker d ′n,Coker b′n+1)
) .
It is well-known that the homomorphisms (γ˜n)∗ and ( fn)∗ are defined by the following formulas:
(γ˜n)∗([ϕµn ]) = [γ˜n ◦ ϕµn ] (Hn(α))∗([ϕµ′n ]) = [ϕµ′n ◦ ξn+1].
So the relation (4.1) is equivalent to:
[γ˜n ◦ ϕµn ] = [ϕµ′n ◦ ξn+1] in Ext(Hn(V, d),Coker b′n+1)
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which implies the existence of a homomorphism sn : ker dn −→ Coker b′n+1 satisfying:
γ˜n ◦ ϕµn − ϕµ′n ◦ ξn+1 = sn ◦ dn+1. (4.2)
Since ker dn is free, sn implies there exists a homomorphism s˜n making the following diagram commutes:
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?





+
ker dn
Coker b′n+1  Γ
T (W )
n ⊂ Hn(T (W≤n))
s˜n(L) sn
Now according to the diagrams (K ) and (L), we get:
Im (γn ◦ ϕµn − ϕµ′n ◦ ξn+1 − s˜n ◦ dn+1) ⊂ Im b′n+1. (4.3)
Finally since ker dn is a direct summand of Vn (2.13), we can extend the homomorphism
s˜n to Vn which we denote also by s˜n .
Now we generalize theorem 3.1 as follows:
Theorem 4.1. Let (T (V ), ∂) and (T (W ), δ) be two free dgas and let ( f∗, h∗, γ∗) a strong
homomorphism between their respective Whitehead exact sequences. Then there exists
a dga-morphism α (T (V ), ∂) → (T (W ), δ) satisfying H∗(˜α) = f∗. Moreover if the
Whitehead exact sequences associated with (T (V ), ∂) and (T (W ), δ) are strongly iso-
morphic, then (T (V ), ∂) and (T (W ), δ) are quasi-isomorphic.
Recall that α˜ (V, d)→ (W, d ′) is the homomorphism induced by α on the indecompos-
ables.
Proof. Assume, by the way of induction, that we have constructed a dga-morphism α(n)
(T (V≤n), ∂) → (T (W≤n), δ) such that α˜(n)k = ξk, ∀k ≤ n, where ξ is given by remark
4.1. Let us consider again the diagram (F) and let (zn+1,σ , ln+1,σ ′)σ∈∑,σ ′∈∑′ be a fixed
basis of Vn+1 as in (2.16). The formula (2.17) implies that:
(γ αn ⊕ α˜(n)n ) ◦ µn ◦ βn+1(z + l)= (γ α
(n)
n ⊕ ξn)(bn+1 ◦ pr(z)+ ϕµn(l)⊕ dn+1(l))
=γ α(n)n ◦ bn+1 ◦ pr(z)+ γ α
(n)
n ◦ ϕµn(l)⊕ ξn ◦ dn+1(l)
µ′n ◦ β ′n+1 ◦ ξn+1(z + l)=b′n+1 ◦ pr ′ ◦ (ξn+1(z))+ ϕµ′n ◦ ξn+1(l)⊕ d ′n+1 ◦ ξn+1(l)
But ξ is a chain map and by definition 3.4 we have γ α
(n)
n = γn . So according to the
relation (3.1) we deduce that:
(γn ⊕ α˜(n)n ) ◦ µn ◦ βn+1 − µ′n ◦ β ′n+1 ◦ ξn+1 = γn ◦ ϕµn − ϕµ′n ◦ ξn+1 (4.4)
and by applying the relation (3.8) we get the following formula:
µ′n ◦ Hn(α(n)) ◦ βn+1 − µ′n ◦ β ′n+1 ◦ ξn+1 = θn ◦ jn ◦ βn+1 + γn ◦ ϕµn − ϕµ′n ◦ ξn+1 (4.5)
which may by written as:
Hn(α(n)) ◦ βn+1 − β ′n+1 ◦ ξn+1 = (µ′n)−1 ◦ (θn ◦ jn ◦ βn+1 + γn ◦ ϕµn − ϕµ′n ◦ ξn+1) (4.6)
Now according to the diagrams (K ) and (L), we get:
Im (γn ◦ ϕµn − ϕµ′n ◦ ξn+1 − s˜n ◦ dn+1) ⊂ Im b′n+1. (4.3)
Finally since ker dn is a direct summand of Vn (2.13), we can extend the homomorphism s˜n to Vn which we denote
also by s˜n .
Now we generalize Theorem 3.1 as follows:
Theorem 4.1. Let (T (V ), ∂) and (T (W ), δ) be two free dgas and let ( f∗, h∗, γ∗) a strong homomorphism between
their respective Whitehead exact sequences. Then there xists a dga-morphism α : (T (V ), ∂) → (T (W ), δ) satisfying
H∗(˜α) = f∗. Moreover if the Whitehead exact sequences associated with (T (V ), ∂) and (T (W ), δ) are strongly
isomorphic, then (T (V ), ∂) and (T (W ), δ) are quasi-isomorphic.
Recall that α˜ : (V, d) → (W, d ′) is the homomorphism induced by α on the indecomposables.
Proof. Assume, by the way of induction, that we have constructed a dga-morphism α(n) : (T (V≤n), ∂) →
(T (W≤n), δ) such that α˜(n)k = ξk, ∀k ≤ n, where ξ is given by Remark 4.1. Let us consider again the diagram
(F) and let (zn+1,σ , ln+1,σ ′)σ∈∑,σ ′∈∑′ be a fixed basis of Vn+1 as in (2.16). The formula (2.17) implies that:
(γ αn ⊕ α˜(n)n ) ◦ µn ◦ βn+1(z + l) = (γ α
(n)
n ⊕ ξn)(bn+1 ◦ pr(z)+ ϕµn (l)⊕ dn+1(l))
= γ α(n)n ◦ bn+1 ◦ pr(z)+ γ α
(n)
n ◦ ϕµn (l)⊕ ξn ◦ dn+1(l)
µ′n ◦ β ′n+1 ◦ ξn+1(z + l) = b′n+1 ◦ pr′ ◦ (ξn+1(z))+ ϕµ′n ◦ ξn+1(l)⊕ d ′n+1 ◦ ξn+1(l).
But ξ is a chain map and by Definition 3.4 we have γ α
(n)
n = γn . So according to the relation (3.1) we deduce that:
(γn ⊕ α˜(n)n ) ◦ µn ◦ βn+1 − µ′n ◦ β ′n+1 ◦ ξn+1 = γn ◦ ϕµn − ϕµ′n ◦ ξn+1 (4.4)
and by applying the relation (3.8) we get the following formula:
µ′n ◦ Hn(α(n)) ◦ βn+1 − µ′n ◦ β ′n+1 ◦ ξn+1 = θn ◦ jn ◦ βn+1 + γn ◦ ϕµn − ϕµ′n ◦ ξn+1 (4.5)
which may by written as:
Hn(α(n)) ◦ βn+1 − β ′n+1 ◦ ξn+1 = (µ′n)−1 ◦ (θn ◦ jn ◦ βn+1 + γn ◦ ϕµn − ϕµ′n ◦ ξn+1). (4.6)
Now we know that Im θn ⊂ Γ T (W )n (see (3.11)) and by diagram (K ) we also know that Im (γ αn ◦ ϕµn − ϕµ′n ◦ ξn+1) ⊂
Γ T (W )n . But, by Remark 2.1, (µ′n)−1 is the identity on Γ
T (W )
n . Hence the relation (4.6) becomes:
Hn(α(n)) ◦ βn+1 − β ′n+1 ◦ ξn+1 = θn ◦ jn ◦ βn+1 + γn ◦ ϕµn − ϕµ′n ◦ ξn+1. (4.7)
By substituting the relation (4.7) in (4.3) we get:
Im (Hn(α(n)) ◦ βn+1 − β ′n+1 ◦ ξn+1 − θn ◦ jn ◦ βn+1 − s˜n ◦ dn+1) ⊂ Im b′n+1 (4.8)
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and by using the fact that dn+1 = jn ◦ βn+1 the formula (4.8) may be written as:
Im (Hn(α(n))− (θn ◦ jn + s˜n ◦ jn) ◦ βn+1 − β ′n+1 ◦ ξn+1) ⊂ Im b′n+1. (4.9)
Since Zn(T (V≤n)) is a free sub-module of (Tn(V≤n)) we can find a homomorphism sn making the following diagram
commutes:
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Since Zn(T (V≤n)) is a free sub-module of (Tn(V≤n)) we can find a homomorphism sn
making the following diagram commutes:
?
Q
Q
Q
Q
Q
Qs
sn
Vn
Hn(T (W≤n)) ⊃ Γ T (W )n 
p′
Zn(T (W≤n−1))
s˜n(M)
where p′ is the projection defined in (2.5). Nowwe define ζ (T (V≤n), ∂))→ (T (W≤n), δ))
by setting:
ζn = α(n)n − gn − sn on Vn
ζi = α(n)i , ∀i 6= n on Vi (4.10)
where gn (respect. sn) is given by the diagram (G) (respect. by the diagram (M)). Since
Im gn and Im sn are subsets of Zn(T (W≤n−1)) we deduce that ζ is a dga-morphism and
that the homomorphism ζ˜n Vn → Wn satisfies ζ˜n = α˜(n)n . Now as we have done in (3.15)
we can show that the homomorphism Hn(ζ ) Hn(T (V≤n))→ Hn(T (W≤n)) satisfies the
relation Hn(ζ ) = Hn(αn) − θn ◦ jn − s˜n ◦ jn . Hence by (4.9) the following diagram
commutes:
Vn+1 - Wn+1
βn+1 β ′n+1
? ?
ξn+1
Hn(ζ )Hn(T (V≤n)) - Hn(T (W≤n))
Now by virtues of lemma 3.1 we get a dga-morphism α(n+1) (T (V≤n+1, ∂))→ (T (W≤n+1, δ))
such that α˜(n+1)n = ζ˜n = α˜(n)n , α˜(n+1)≤n−1 = ζ˜≤n−1 = α˜(n)≤n−1 and α˜(n+1)n+1 = ξn+1. So the step
of the induction is proved. Finally the iteration defines a dga-morphism α (T (V, ∂))→
(T (W, δ)) satisfying α˜ = ξ which implies that H∗(˜α) = H∗(ξ) = f∗.
here p′ is the projection defined i (2.5). Now we define ζ : (T (V≤n), ∂) → (T (W≤n), δ) by setting:
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the relation Hn(ζ ) = Hn(αn)− θn ◦ jn − s˜n ◦ jn . Hence by (4.9) the following diagram commutes:
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where gn (respect. sn) is given by the diagram (G) (respect. by the diagram (M)). Since
Im gn and Im sn are subsets of Zn(T (W≤n−1)) we deduce that ζ is a dga-morphism and
that the homomorphism ζ˜n Vn → Wn satisfies ζ˜n = α˜(n)n . Now as we have done in (3.15)
we can show that the homomorphism Hn(ζ ) Hn(T (V≤n))→ Hn(T (W≤n)) satisfies the
relation Hn(ζ ) = Hn(αn) − θn ◦ jn − s˜n ◦ jn . Hence by (4.9) t e following diagram
commutes:
Vn+1 - Wn+1
βn+1 β ′n+1
? ?
ξn+1
Hn(ζ )Hn(T (V≤n)) - Hn(T (W≤n))
Now by virtues of lemma 3.1 we get a dga-morphism α(n+1) (T (V≤n+1, ∂))→ (T (W≤n+1, δ))
such that α˜(n+1)n = ζ˜n = α˜(n)n , α˜(n+1)≤n−1 = ζ˜≤n−1 = α˜(n)≤n−1 a d α˜(n+1)n+1 = ξn+1. So the step
of the induction is proved. Finally the iteration defines a dga-morphism α (T (V, ∂))→
(T (W, δ)) satisfying α˜ = ξ which implies that H∗(˜α) = H∗(ξ) = f∗.
Now by virtues of Lemma 3.1 we get a dga-morphism α(n+1) : (T (V≤n+1, ∂)) → (T (W≤n+1, δ)) such that
α˜
(n+1)
n = ζ˜n = α˜(n)n , α˜(n+1)≤n−1 = ζ˜≤n−1 = α˜(n)≤n−1 and α˜(n+1)n+1 = ξn+1. So the step of the induction is proved.
Finally the iteration defines a dga-morphism α : (T (V, ∂)) → (T (W, δ)) satisfying α˜ = ξ which implies that
H∗(˜α) = H∗(ξ) = f∗.
Now if the Whitehead exact sequences associated with (T (V ), ∂) and (T (W ), δ) are strongly isomorphic, then f∗ is
an isomorphism and so is H∗(˜α). Therefore by Moore’s theorem we deduce that α is a quasi-isomorphism. 
Recall that the notion of quasi-perfect dgas is defined in Definition 2.5. As a consequence of Theorem 4.1 we derive
the following useful result:
Corollary 4.1. Two quasi-perfect dgas are quasi-isomorphic if and only if their Whitehead exact sequences are
coherently isomorphic.
Proof. If (T (V ), ∂) and (T (V ), δ) are two quasi-perfect dgas such that their Whitehead exact sequences are
coherently isomorphic, then there exists a coherent isomorphism ( f∗, h∗, γ∗).
Now according to Definition 2.3 we can find a section µn (respect. µ′n) such that the characteristic n-extensions
[ϕµn ] ∈ Ext1R(Hn(V, d),Coker bn+1) (respect. [ϕµ′n ] ∈ Ext1R(Hn(W, d ′),Coker b′n+1) are trivial for all n. So the
condition (4.1) is trivially satisfied. It follows that ( f∗, h∗, γ∗) is also a strong isomorphism and by Theorem 4.1 we
conclude that (T (V ), ∂) and (T (V ), δ) are quasi-isomorphic. The converse is given by Example 3.2. 
In [4] Baues and Hennes showed that there exist 4732 homotopy types of a simply connected CW-complex having
the following (reduced) homology groups (n ≥ 4):
H˜n(X) = Z4 ⊕ Z4 ⊕ Z H˜n+1(X) = Z8 ⊕ Z
H˜n+2(X) = Z2 ⊕ Z4 ⊕ Z H˜n+3(X) = Z.
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By the method developed in this work we may show, with a simple computation as we have done in the Example 3.3,
that there exist 36 quasi-isomorphism classes of the Adams–Hilton model (T (s−1CellX), ∂) of this space X . Note
that by hypothesis it is easy to check that the dga (T (s−1CellX), ∂) is quasi-perfect.
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