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Abstract. In this paper we classify the isolated singularities of positive
solutions to Choquard equation
−∆u+ u = Iα[u
p]uq in RN \ {0}, lim
|x|→+∞
u(x) = 0,
where p > 0, q ≥ 1, N ≥ 3, α ∈ (0, N) and Iα[u
p](x) =
∫
RN
u(y)p
|x−y|N−α
dy. We
show that any positive solution u is a solution of
−∆u+ u = Iα[u
p]uq + kδ0 in R
N
in the distributional sense for some k ≥ 0, where δ0 is the Dirac mass at the
origin. We prove the existence of singular solutions in the subcritical case:
p+ q < N+αN−2 and p <
N
N−2 , q <
N
N−2 and prove that either the solution u has
removable singularity at the origin or satisfies lim|x|→0+ u(x)|x|
N−2 = CN
which is a positive constant. In the supercritical case: p + q ≥ N+αN−2 or p ≥
N
N−2 , or q ≥
N
N−2 we prove that k = 0.
1. Introduction
In this paper, we are concerned with the classification of all positive solutions to Choquard
equation
−∆u+ u = Iα[u
p]uq in RN \ {0},
lim
|x|→+∞
u(x) = 0,
(1.1)
where p > 0, q ≥ 1, N ≥ 3, α ∈ (0, N) and
Iα[u
p](x) =
∫
RN
u(y)p
|x− y|N−α
dy.
AMS Subject Classifications: 35J75, 35B40.
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When N = 3, α = p = 2 and q = 1, problem (1.1) was proposed by P. Choquard as
an approximation to Hartree-Fock theory for a one component plasma, which has been
explained in Lieb and Lieb-Simon’s papers [21, 22] respectively. It is also called Choquard-
Pekar equation after a more early work of S. Paker for describing the quantum mechanics
of a polaron at rest [32], or sometime the nonlinear Schro¨dinger-Newton equation in the
context of self-gravitating matter [36]. The Choquard type equations also arise in the
physics of multiple-particle systems, see [19]. Furthermore, the Choquard type equations
appear to be a prototype of the nonlocal problems, which play a fundamental role in some
Quantum-mechanical and non-linear optics, refer to [18, 31]. When α ∈ (0, 2), the Riesz
potential Iα is related to the fractional Laplacian, which is a nonlocal operator, so the
Choquard equation (1.1) could be divided into a system with the Laplacian in the linear
part of the first equation and fractional Laplacian in the second one. For the related topics
on the fractional equation we can refer for example to [7, 8, 10, 11].
The study of isolated singularities is initiated by Brezis and Lions in [5], where an useful
tool to connect the singular solutions of elliptic equation in punctured domain and the
solutions of corresponding elliptic equation in the distributional sense was built, by the
study of
∆u ≤ au+ f in Ω \ {0}, u > 0 in Ω \ {0},
u ∈ L1(Ω), ∆u ∈ L1(Ω \ {0}),
where Ω is a bounded domain in RN containing the origin, the parameter a > 0 and function
f ∈ L1(Ω). Later on, the classification of isolated singular problem
−∆u = up in Ω \ {0},
u > 0 in Ω
(1.2)
was performed by Lions in [23] for p ∈ (1, NN−2), by Aviles in [1] for p =
N
N−2 , by Gidas-
Spruck in [16] for NN−2 < p <
N+2
N−2 , by Caffarelli-Gidas-Spruck in [6] for p =
N+2
N−2 . For the
case that p > N+2N−2 , the classification of isolated singularities for (1.2) is still open. In the
particular case of p ∈ (1, NN−2), any positive solution of (1.2) is a solution of
−∆u = up + kδ0 in Ω (1.3)
in the distributional sense for some k ≥ 0. Furthermore, for suitable k, problem (1.3) has
at least two positive solutions including the minimal solution. More related topics could be
referred to the references [2, 3, 4, 13, 14, 26, 35].
Our interest in this paper is to classify the singularities of positive classical solutions for
Choquard equation (1.1). Here u is said to be a classical solution of (1.1) if u ∈ C2(RN \{0}),
Iα[u
p] is well-defined in RN \ {0} and u satisfies (1.1) pointwisely. The first result can be
stated as follows.
Theorem 1.1. Assume that N ≥ 3, α ∈ (0, N), p > 0, q ≥ 1 and u is a positive classical
solution of (1.1) satisfying u ∈ Lp(RN ).
Then Iα[u
p]uq ∈ L1(RN ) and there exists k ≥ 0 such that u is a solution of
−∆u+ u = Iα[u
p]uq + kδ0 in R
N , (1.4)
in the distributional sense, that is the following identity holds,∫
RN
[u(−∆ξ + ξ)− Iα[u
p]uqξ] dx = kξ(0), ∀ξ ∈ C∞c (R
N ), (1.5)
where C∞c (R
N ) is the space of all the functions in C∞(RN ) with compact support.
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Furthermore, (i) when
p+ q ≥
N + α
N − 2
or p ≥
N
N − 2
or q ≥
N
N − 2
, (1.6)
then k = 0.
(ii) When
p+ q <
N + α
N − 2
and p <
N
N − 2
and q <
N
N − 2
(1.7)
and if k = 0, then u is a classical solution of
−∆u+ u = Iα[u
p]uq in RN ,
lim
|x|→+∞
u(x) = 0;
(1.8)
if k > 0, then u satisfies that
lim
|x|→0+
u(x)|x|N−2 = cNk, (1.9)
where cN is the normalized constant.
The solution of (1.1) in the distributional sense are sometimes called the very weak
solution. We call also the pair exponent (p, q) is supercritical if (1.6) holds and (p, q) is
subcritical if (1.7) does. Theorem 1.1 shows that in the supercritical case, the singularities
of positive solutions of (1.1) are not visible in the distribution sense by the Dirac mass. In
the subcritical case the solutions of (1.1) may have the singularity as |x|2−N or removable
singularity at the origin. In the subcritical case and when k = 0, we improve the regularity
of u by separating the factors Iα[u
p], uq of nonlinearity and using the bootstrap argument,
however, the factors Iα[u
p], uq have different growth rates in Lt estimates and the key point
is to balance them; while k > 0, in order to study (1.9), our strategy is to divide u into
u ≤ un +
n−1∑
i=1
Γi + kΓ0,
where Γ0 is the fundamental solution of −∆u+ u = δ0 in R
N , Γi are generated by Γ0 but
with lower singularities, un is the remainder term. Our aim here is to find some n0 such that
un0 is bounded at the origin. The difficulty in this procedure is to control the singularity
of
∑n−1
i=1 Γi and to improve the regularity of un at the same time. To this end, we develop
the bootstrap argument, to reduce the singularity of Γn first until to be bounded and then
to improve the regularity of un without the influence of singularities from Γn. We mention
that [18, 24, 28] show that the nonlinear Choquard equation admits variational solutions in
the case of q = p − 1, which have no singularities at the origin. See a survey [29] and the
references therein.
Our second aim of this paper is to decide whether (1.1) has singular solutions in the
subcritical case. To this end, we shall search the weak solutions of (1.4), where the restriction
lim|x|→+∞ u(x) = 0 in (1.4) is viewed as
lim
r→+∞
esssupx∈RN\Br(0)u(x) = 0.
Now it is ready to state the existence and nonexistence of weak solutions of (1.4).
Theorem 1.2. Assume that N ≥ 3, α ∈ (0, N), p > 0, q ≥ 1 satisfy (1.7) and denote
kq =
(
1
c1(p+ q)
) 1
p+q−1 p+ q − 1
p+ q
,
where c1 is the constant from (1.11). Then there exists k
∗ ≥ kq such that
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(i) for k ∈ (0, k∗), problem (1.4) admits a minimal positive weak solution uk;
(ii) for k > k∗, problem (1.4) admits no positive weak solution.
Furthermore, if k ≤ kq, uk is a classical solution of (1.1) and satisfies (1.9).
When q = p−1, V. Moroz and J. Van Schaftingen [27] have derived groundstates of (1.8)
for N+αN < p <
N+α
N−2 by variational method. Furthermore, this existence result is sharp
in the sense that there is no nontrivial regular variational solution to (1.8) for p ≤ N+αN
and p ≥ N+αN−2 . Usually, the derivation of the very weak solution is different by using
nonvariational methods. The solution uk of (1.4) is derived by iterating procedure:
v0 = kG[δ0], vn = G[v
p
n−1] + kG[δ0],
where G is the Green’s operator defined by the Green kernel G(x, y) of −∆+id in RN×RN .
Here the main difficulty is to find a barrier function to control the sequence {vn}n. It is well-
known that in the bounded domain Ω and γ ∈ (1, NN−2 ) the barrier function is constructed
by the fact that
GΩ[G
γ
Ω[δ0]] ≤ c2GΩ[δ0] in Ω \ {0}, (1.10)
where c2 > 0 and GΩ[·] is the Green’s operator defined by Green’s kernel of −∆ + id in
Ω × Ω. However, the estimate (1.10) is no longer valid for G. In order to find a barrier
function when the domain is the whole space, our strategy here is to establish the following
estimate
G[Iα[Φ
p
0]Φ
q
0] ≤ c1Φ0 in R
N \ {0}, (1.11)
where c1 > 0 and Φ0 satisfies that
−∆u+
1
4
u = δ0 in R
N .
Recently, M.Ghergu and S.D. Taliaferro [15] have studied the behavior near the origin in
R
n for the Choquard-Pekar type inequality
0 ≤ −∆u ≤ (|x|−α ∗ uλ)uσ in B2(0) \ {0}. (1.12)
Here u is assumed to be in C2(Rn \ {0}) ∩ Lλ(Rn) and ∗ is the convolution operator.
In particular, they proved that for some suitable range of λ, σ depending on n and α,
the existence of pointwise bounds for nonnegative solutions of (1.12). We mention that
the nonnegative solutions they considered are superharmonic functions, and the operator
−∆ + id in our case make a great difference on the analysis of the singularities and the
existence of singular solutions.
We emphasize that in this paper we consider the case where q ≥ 1. When q < 1, [28, 27]
show that the solutions of problem (1.1) may have polynomial decay at infinity, which makes
the classification of singularities of (1.1) difficult and interesting. In fact, the polynomial
can not guarantee that Iα[u
p] is well defined and then it may cause the nonexistence. The
existence and nonexistence of isolated singular solution of (1.5) when q ∈ (0, 1) is considered
in [12].
The rest of this paper is organized as follows. In Section 2, we show the integrability
of the solutions for equation (1.1) and the singularity of the functions generated by the
fundamental solution of −∆u+ u = δ0 in R
N . Section 3 is devoted to the classification of
the singularities of positive solutions for (1.1) and in Section 4, we search the weak solutions
of (1.4) in the subcritical case.
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2. Preliminary
We start the analysis from the integrability of the solutions to (1.1) near the origin. In
what follows, we denote by ci a generic positive constant.
Lemma 2.1. Assume that N ≥ 3, α ∈ (0, N), p > 0, q > 0 and u is a positive classical
solution of (1.1) such that u ∈ Lp(RN ). Then we have
Iα[u
p]uq ∈ L1loc(R
N ). (2.1)
Proof. If Iα[u
p]uq 6∈ L1loc(R
N ), then
lim
r→0+
∫
B1(0)\Br(0)
Iα[u
p]uq dx = +∞
by the facts that u ≥ 0 and u ∈ L∞loc(R
N \ {0}). Thus there exists a decreasing sequence
{Rn}n ⊂ (0, 1) such that limn→∞Rn = 0 and∫
B1(0)\BRn (0)
Iα[u
p]uq dx = n. (2.2)
Let wn be the solution of
−∆wn + wn = χB1(0)\BRn (0)Iα[u
p]uq in RN ,
lim
|x|→+∞
wn(x) = 0,
where χD denotes the standard characteristic function of a domain D. Let Γ0 be the
fundamental solution of −∆+ id, then
lim
|x|→0+
(u+ Γ0)(x) = +∞ and lim
|x|→+∞
(u+ Γ0)(x) = 0,
so it follows by Comparison Principle that for any n ∈ N,
u+ Γ0 ≥ wn in R
N \ {0}. (2.3)
Note that G(x, y) ≥ c3 for any x, y ∈ B1(0), then by (2.2), we have that
wn(x) = G[χB1(0)\BRn (0)Iα[u
p]uq](x) =
∫
B1(0)\BRn (0)
G(x, y)Iα[u
p](y)u(y)qdy
≥ c3
∫
B1(0)\BRn (0)
Iα[u
p](y)u(y)qdy = c3n
→ +∞ as n→∞, ∀x ∈ B1(0),
which, together with (2.3), implies that u + Γ0 ≡ +∞ in B1(0) and this is impossible.
Therefore we have that Iα[u
p]uq ∈ L1loc(R
N ). 
The following asymptotic behavior of positive solutions to problem (1.1) plays an impor-
tant role in the control of the integrability at infinity.
Lemma 2.2. Assume that N ≥ 3, α ∈ (0, N), p > 0, q ≥ 1 and u is a positive classical
solution of (1.1) such that u ∈ Lp(RN ). Then Iα[u
p] ∈ L∞(RN \B1(0)),
lim
|x|→+∞
Iα[u
p](x) = 0 (2.4)
and for any θ ∈ (0, 1), there holds
lim
|x|→+∞
u(x)eθ|x| = 0. (2.5)
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Proof. For any x ∈ RN \B1(0), we have that
Iα[u
p](x) =
∫
RN
u(y)p
|x− y|N−α
dy
=
∫
RN\B 1
2
(x)
u(y)p
|x− y|N−α
dy +
∫
B 1
2
(x)
u(y)p
|x− y|N−α
dy
≤
(
1
2
)α−N
‖u‖p
Lp(RN )
+ ‖u‖pL∞(B 1
2
(x))
∫
B 1
2
(x)
1
|x− y|N−α
dy
≤
(
1
2
)α−N
‖u‖p
Lp(RN )
+ c4‖u‖
p
L∞(RN\B 1
2
(0))
,
thus Iα[u
p] ∈ L∞(RN \B1(0)).
Similarly, for x ∈ RN \B2(0) and r ∈ (0,
|x|
2 ) depending on |x|, which will be chosen later,
we have
Iα[u
p](x) ≤ rα−N‖u‖p
Lp(RN )
+ ‖u‖p
L∞(Br(x))
∫
Br(x)
1
|x− y|N−α
dy
≤ rα−N‖u‖p
Lp(RN )
+ rα‖u‖p
L∞(RN\B|x|−r(0))
≤ rα−N‖u‖p
Lp(RN )
+ rα‖u‖p
L∞(RN\B |x|
2
(0))
.
Since
lim
|x|→+∞
‖u‖L∞(RN \B |x|
2
(0)) = 0,
then r := min{‖u‖
− p
2α
L∞(RN\B |x|
2
(0))
, |x|4 } → +∞ as |x| → +∞, and thus
lim
|x|→+∞
rα−N‖u‖p
Lp(RN )
= 0 and lim
|x|→+∞
rα‖u‖p
L∞(RN\B |x|
2
(0))
= 0,
which imply that (2.4) holds.
Now for any θ′ ∈ (θ, 1), since q ≥ 1, there exists r1 > 2 such that
Iα[u
p](x)u(x)q−1 ≤ 1− θ′ for |x| ≥ r1
and
−∆e−θ
′|x| + θ′e−θ
′|x| ≥ 0, x ∈ RN \Br1(0).
Then we have that
−∆u+ θ′u ≤ 0 in RN \Br1(0),
lim
|x|→+∞
u(x) = 0.
It follows by Comparison Principle that
u(x) ≤ c5e
−θ′|x| for |x| ≥ r1,
which implies that (2.5) holds. 
When q ≥ 1, exponential decay of the solutions to equation (1.1) enables us to focus
on the singularities at the origin. Precisely, from Lemma 2.1 and Lemma 2.2, we have the
following conclusion.
Proposition 2.1. Under the assumptions of Lemma 2.2, we have that
Iα[u
p]uq ∈ L1(RN ) and u ∈ L1(RN ).
Furthermore, if u ∈ Lt(B1(0)) for t ∈ [1,+∞], then u ∈ L
t(RN ).
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Proof. From Lemma 2.1, we know that Iα[u
p]uq ∈ L1loc(R
N ) and by Lemma 2.2, we have
that Iα[u
p]uq ∈ L1(RN ). Since u is a positive solution, then
u ≥ c6 in B2(0) \B 1
2
(0)
and for x ∈ B1(0) \ {0},
Iα[u
p](x) ≥
∫
B2(0)\B 1
2
(0)
u(x)p
|x− y|N−α
dy ≥ c7. (2.6)
Then ∫
B1(0)
u(x)dx ≤ |B1(0)|
1− 1
q
(∫
B1(0)
u(x)qdx
) 1
q
≤ |B1(0)|
1− 1
q
(
1
c7
∫
B1(0)
Iα[u
p]uqdx
) 1
q
< +∞,
that is, u ∈ L1loc(R
N ). By Lemma 2.2, it implies that u ∈ L1(RN ).
If u ∈ Lt(B1(0)) for t ∈ [1,+∞], it infers by Lemma 2.2 that u ∈ L
t(RN ). 
To tackle the singularity estimate (1.9), we establish the following lemma.
Lemma 2.3. Assume that α, τ ∈ (0, N) and Vτ : R
N \ {0} → R+ satisfies
Vτ (x) ≤ c8|x|
−τ for x ∈ B2(0).
If Vτ ∈ L
∞(RN \B1(0)), then for x ∈ B 1
2
(0) \ {0},
G[Vτ ](x) ≤


c9|x|
−τ+2 if τ > 2,
−c9 log |x| if τ = 2,
c9 if τ < 2.
(2.7)
If Vτ ∈ L
1(RN ), then for x ∈ B 1
2
(0) \ {0},
Iα[Vτ ](x) ≤


c9|x|
−τ+α if τ > α,
−c9 log |x| if τ = α,
c9 if τ < α.
(2.8)
Proof. Since the Green’s function G(x, ·) decays exponentially, then for x ∈ B 1
2
(0)\{0}, we
have that
G[Vτ ](x) ≤ c10
∫
B1(0)
1
|x− y|N−2
1
|y|τ
dy + c10‖Vτ‖L∞(RN\B1(0))
= c10|x|
2−τ
∫
B 1
|x|
(0)
1
|ex − y|N−2
1
|y|τ
dy + c10‖Vτ‖L∞(RN\B1(0))
≤ c11|x|
2−τ
∫
B 1
|x|
(0)
1
1 + |y|N−2+τ
dy + c10‖Vτ‖L∞(RN\B1(0))
≤


c9|x|
−τ+2 if τ > 2,
−c9 log |x| if τ = 2,
c9 if τ < 2,
where ex =
x
|x| . This implies (2.7).
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Observing that the Riesz potential decays polynomially, it infers that for x ∈ B 1
2
(0)\{0},
Iα[Vτ ](x) ≤ c10
∫
B1(0)
1
|x− y|N−α
1
|y|τ
dy + c10‖Vτ‖L1(RN )
= c10|x|
α−τ
∫
B 1
|x|
(0)
1
|ex − y|N−α
1
|y|τ
dy + c10‖Vτ‖L1(RN )
≤ c12|x|
α−τ
∫
B 1
|x|
(0)
1
1 + |y|N−α+τ
dy + c10‖Vτ‖L1(RN )
≤


c9|x|
−τ+α if τ > α,
−c9 log |x| if τ = α,
c9 if τ < α.
This ends the proof. 
Applying Lemma 2.3, we have the following corollary about the estimates for G[(Iα[V
p
τ ])t]
and G[(V qτ )t].
Corollary 2.1. Let α ∈ (0, N), p ∈ (0, NN−2), q ∈ (1,
N
N−2 ) and Vτ (x) ≤ c8|x|
−τ for x ∈
B2(0) with τ ∈ (0, N − 2].
If Vτ ∈ L
p(RN \B1(0)) ∩ L
∞(RN \B1(0)) and (pτ − α)t < N , then for x ∈ B 1
2
(0) \ {0},
G[(Iα[V
p
τ ])
t](x) ≤


c13|x|
t(α−pτ)+2 if τ > 1p(α+
2
t ),
−c13 log |x| if τ =
1
p(α+
2
t ),
c13 if τ <
1
p(α+
2
t ).
(2.9)
If Vτ ∈ C(R
N \ {0}) ∩ L∞(RN \B1(0)) and τqt < N , then for x ∈ B 1
2
(0) \ {0},
G[(V qτ )
t](x) ≤


c13|x|
−τqt+2 if τ > 2qt ,
−c13 log |x| if τ =
2
qt ,
c13 if τ <
2
qt .
(2.10)
Proof. For y ∈ RN \B1(0), we have that
Iα[V
p
τ ](y) ≤ c
p
8
∫
B1(0)
1
|y − z|N−α
1
|z|pτ
dz + c10‖Vτ‖
p
Lp(RN\B1(0))
≤ cp8‖Vτ‖
p
L∞(RN\B1(0))
+ c10‖Vτ‖L1(RN\B1(0)),
that is, Iα[V
p
τ ] ∈ L∞(RN \B1(0)). Now we apply Lemma 2.3 to obtain (2.9). It is similar
to obtain (2.10). 
Lemma 2.4. Assume that α ∈ (0, N), p > 0, q ≥ 1 and u ∈ L1(RN ) is a positive weak
solution of (1.4) with k ≥ 0. Then
u ≥ kΓ0 a.e. in R
N ,
where Γ0 is the fundamental solution of −∆+ id.
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Proof. Let w = u− kΓ0, then w is a weak solution of
−∆w + w = Iα[u
p]uq in RN ,
lim
|x|→+∞
w(x) = 0,
in the distribution sense, that is∫
RN
w(−∆ξ + ξ)dx =
∫
RN
Iα[u
p]uqξdx, ∀ ξ ∈ C∞c (R
N ).
For any n ∈ N, denote
ξn(x) = G[sign(w−)](x)η0(
x
n
), ∀x ∈ RN ,
where t− = min{t, 0} and η0 : R
N → [0, 1] is a C∞-function with the support in B2(0) and
satisfying η0 = 1 in B1(0), then ξn ∈ C
∞
c (R
N ) for any n ∈ N. Thus, we have that∫
RN
w (−∆ξn + ξn)dx =
∫
RN
w(x)sign(w−)(x)η0(
x
n
) dx+∫
RN
w(x)∇G[sign(w−)](x) · ∇η0(
x
n
) dx+
∫
RN
w(x)G[sign(w−)](x)(−∆)η0(
x
n
) dx,
where ∫
RN
w(x)sign(w−)(x)η0(
x
n
) dx = −
∫
RN
w−(x)η0(
x
n
) dx ≥
∫
Bn(0)
|w−(x)| dx,
∣∣∣∣
∫
RN
w(x)∇G[sign(w−)](x) · ∇η0(
x
n
) dx
∣∣∣∣ ≤ c14n
∫
B2n(0)\Bn(0)
|w(x)| dx,
and ∣∣∣∣
∫
RN
w(x)G[sign(w−)](x)(−∆)η0(
x
n
) dx
∣∣∣∣ ≤ c14n2
∫
B2n(0)\Bn(0)
|w(x)| dx.
Since Iα[u
p]uq ∈ L1(RN ) and ξn is non-positive in R
N , we have∫
RN
Iα[u
p]uqξndx ≤ 0,
which implies that∫
Bn(0)
|w−(x)|dx ≤
∣∣∣∣
∫
RN
w(x)G[sign(w−)](x)(−∇)η0(
x
n
) dx
∣∣∣∣
+
∣∣∣∣
∫
RN
w(x)G[sign(w−)](x)(−∆)η0(
x
n
) dx
∣∣∣∣ .
Therefore by taking n→∞, we obtain that
w− = 0 a.e. in R
N ,
that is, u− kΓ0 ≥ 0 a.e. in R
N . 
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3. Classification of singularities
In this section, we classify the singularities of positive solutions to equation (1.1).
Proposition 3.1. Assume that N ≥ 3, α ∈ (0, N), p > 0, q ≥ 1 and u is a positive classical
solution of (1.1) satisfying u ∈ Lp(RN ). Then u is a weak solution of (1.4) for some k ≥ 0.
Furthermore, if (p, q) satisfies (1.6), then k = 0.
Proof. From Proposition 2.1, we know that Iα[u
p]uq ∈ L1(RN ) and u ∈ L1(RN ). Define the
operator L by the following
L(ξ) :=
∫
RN
[u(−∆ξ + ξ)− Iα[u
p]uqξ] dx, ∀ξ ∈ C∞c (R
N ). (3.1)
First we claim that for any ξ ∈ C∞c (R
N ) with the support in RN \ {0},
L(ξ) = 0.
In fact, since ξ ∈ C∞c (R
N ) has the support in RN \ {0}, then there exists r ∈ (0, 1) such
that ξ = 0 in Br(0) ∪ (R
N \B 1
r
(0)) and then
L(ξ) =
∫
B 1
r
(0)\Br(0)
[u(−∆ξ + ξ)− Iα[u
p]uqξ] dx
=
∫
B 1
r
(0)\Br(0)
(−∆u+ u− Iα[u
p]uq)ξ dx
= 0.
From Theorem 1.1 in [23], it implies that
L = kδ0 for some k ≥ 0, (3.2)
that is,
L(ξ) =
∫
RN
[u(−∆ξ + ξ)− Iα[u
p]uqξ] dx = kξ(0), ∀ξ ∈ C∞c (R
N ). (3.3)
Then u is a weak solution of (1.4) for some k ≥ 0.
Next we prove that k = 0 if (p, q) satisfies (1.6). By contradiction, if k > 0, then Lemma
2.4 implies that
u ≥ kΓ0 in B1(0) \ {0}.
It is well known that
Γ0(x) ≥ c15|x|
2−N , ∀x ∈ B1(0) \ {0}.
Case I: p+ q ≥ N+αN−2 . For x ∈ B1(0) \ {0}, we have that
Iα[u
p]uq(x) ≥ kp+qIα[Γ
p
0]Γ
q
0(x)
> c15k
p+q
(∫
B1(0)
|y|(2−N)p
|x− y|N−α
dy
)
|x|(2−N)q
= c15k
p+q
(∫
B 1
|x|
(0)
|z|(2−N)p
|ex − z|N−α
dz
)
|x|(2−N)(p+q)+α
≥ c15k
p+q
(∫
B1(0)
|z|(2−N)p
|ex − z|N−α
dz
)
|x|(2−N)(p+q)+α,
where ex =
x
|x| . But in Case I, the function | · |
(2−N)(p+q)+α does not belong to L1loc(R
N ).
This contradicts Lemma 2.1 and we have that k = 0.
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Case II: p ≥ NN−2 . We note that
Γp0(x) ≥ c
p
15|x|
p(2−N) ≥ cp15|x|
−N for 0 < |x| < 1,
then Iα[Γ
p
0] ≡ +∞ in B1(0) \ {0} and then for x ∈ B1(0) \ {0}, we have that
Iα[u
p](x) ≥ kp+qIα[Γ
p
0](x) = +∞,
which is impossible. Thus k = 0.
Case III: q ≥ NN−2 . We note that Γ
q
0(x) ≥ c
q
15|x|
q(2−N) for 0 < |x| < 1, where q(2−N) ≤
−N . It follows from (2.6) that Iα[u
p] ≥ c7 in B1(0) \ {0}, then
Iα[u
p]uq(x) ≥ c7k
qΓq0(x) ≥ c7k
qcq15|x|
q(2−N) ≥ c7c
q
15k
q|x|−N for 0 < |x| < 1,
which contradicts Lemma 2.1. Therefore we have that k = 0. 
Now we focus on the subcritical case.
Proposition 3.2. Assume that N ≥ 3, α ∈ (0, N), (1.7) holds for p > 0, q ≥ 1 and u is
a positive classical solution of (1.1) satisfying u ∈ Lp(RN ). Assume more that u is a weak
solution of (1.4) with k = 0. Then u is a classical solution of (1.8).
Proof. Since Iα[u
p]uq ∈ L1(RN ) and k = 0, we have that
−∆u+ u = Iα[u
p]uq in the distribution sense
and then u ∈ Lt(RN ) with t < NN−2 .
Case 1: p < αN−2 . it follows from Proposition 5.2 that Iα[u
p] ∈ L∞loc(R
N ). Then applying
the standard bootstrap argument, we have that u ∈ L∞(RN ) and then u is a classical
solution of (1.8).
Case 2: p = αN−2 . Again by Proposition 5.2, we see that Iα[u
p] ∈ Ltloc(R
N ) for any t > 1.
By Ho¨lder’s inequality, we have that
∫
B1(0)
(Iα[u
p]uq)sdx ≤
[∫
B1(0)
(Iα[u
p])stdx
] 1
t
[∫
B1(0)
uqs
t
t−1dx
]1− 1
t
(3.4)
for s, t > 1 satisfying 

st < +∞,
s
t
t− 1
<
1
q
N
N − 2
.
Since q < NN−2 , we choose t big enough, then
Iα[u
p]uq ∈ Ls(RN )
for any s ∈ (1, 1q
N
N−2). Then by Proposition 5.1, u ∈ L
Ns
N−2s (RN ) and 1p
Ns
N−2s−αs >
N
α , thus
Iα[u
p] ∈ L∞(RN ) and by standard elliptic regularity theory, u is a classical solution of (1.8).
Case 3: p > αN−2 . We have that Iα[u
p] ∈ L
Nθ
N−αθ
loc (R
N ) for any θ < 1p
N
N−2 . By Ho¨lder’s
inequality, (3.4) holds for s ≥ 1, t > 1 satisfying

st <
N 1p
N
N−2
N − α1p
N
N−2
=
N
p(N − 2)− α
,
s
t
t− 1
<
1
q
N
N − 2
.
(3.5)
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When s = 1, (3.5) reduces to
N
N − q(N − 2)
< t <
N
p(N − 2)− α
. (3.6)
Clearly the existence of t salifying (3.6) is guaranteed by (1.7). Now choose
t = t1 :=
(p+ q)(N − 2)− α
p(N − 2)− α
(3.7)
such that
1
t1
N
p(N − 2)− α
=
t1 − 1
t1
1
q
N
N − 2
, (3.8)
holds, then (3.5) becomes to
s <
N
(p + q)(N − 2)− α
and
Iα[u
p]uq ∈ Ls(RN ) for any s <
N
(p+ q)(N − 2)− α
.
If N(p+q)(N−2)−α >
N
2 , by Proposition 5.1, it implies that u ∈ L
∞(RN ), then u is a classical
solution of (1.8).
If N(p+q)(N−2)−α ≤
N
2 , fix some s1 ∈ (1,
N
(p+q)(N−2)−α ), then u
p ∈ Lθ(RN ) with θ ≤ 1p
Ns1
N−2s1
and it follows by Proposition 5.2 that Iα[u
p] ∈ L
Nθ
N−αθ
loc (R
N ) for any θ ≤ 1p
Ns1
N−2s1
. Now (3.4)
holds for s, t > 1 satisfying 

st ≤
Ns1
p(N − 2s1)− αs1
,
s
t
t− 1
≤
1
q
Ns1
N − 2s1
.
(3.9)
Take s = s1, then (3.9) reduces to
N
N − q(N − 2s1)
≤ t ≤
N
p(N − 2s1)− αs1
. (3.10)
Choose t = t2 :=
(p+q)(N−2s1)−αs1
p(N−2s1)−αs1
and then
1
t2
Ns1
p(N − 2s1)− αs1
=
t2 − 1
qt2
Ns1
N − 2s1
.
Condition (3.9) becomes to
s ≤
1
t2
Ns1
p(N − 2s1)− αs1
. (3.11)
Choose s = s2 :=
1
t2
Ns1
p(N−2s1)−αs1
= Ns1(p+q)(N−2s1)−αs1 , then Iα[u
p]uq ∈ Ls2(RN ) and
s2 >
N
(p + q)(N − 2)− α
s1.
If s2 >
N
2 , we are done. If not, step by step, assume that u ∈ L
sn−1(RN ) with sn−1 <
N
2 ,
then we can find s > sn−1 such that Iα[u
p]uq ∈ Ls(RN ) and (3.4) holds for s, t > 1 satisfying

st ≤
Nsn−1
p(N − 2sn−1)− αsn−1
,
s
t
t− 1
≤
1
q
Nsn−1
N − 2sn−1
.
(3.12)
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Choose tn :=
(p+q)(N−2sn−1)−αsn−1
p(N−2sn−1)−αsn−1
and
sn =
N
(p+ q)(N − 2sn−1)− αsn−1
sn−1.
Observing that sn > 1 and {sn}n is increasing with respect to n satisfying
sn ≥
N
(p+ q)(N − 2)− α
sn−1
≥
(
N
(p+ q)(N − 2)− α
)n−1
s1 → +∞ as n→ +∞.
Then there exists n0 such that sn0−1 ≤
N
2 and sn0 >
N
2 , thus we have that G[Iα[u
p]uq] ∈
L∞(RN ) and the rest of the proof is standard to obtain that u is a classical solution of
(1.8). 
Next we consider the subcritical case with k > 0. We have the following
Proposition 3.3. Assume that α ∈ (0, N), (1.7) holds for p > 0, q ≥ 1 and u is a positive
classical solution of (1.1) satisfying u ∈ Lp(RN ). Assume more that u is a weak solution of
(1.4) with k > 0.
Then
lim
|x|→0+
u(x)|x|N−2 = cNk. (3.13)
Proof. Observe that
lim
|x|→0+
Γ0(x)|x|
N−2 = cN
and
u = G[Iα[u
p]uq] + kΓ0, (3.14)
then up ∈ Lt(RN ) with t < 1p
N
N−2 .
Case 1: p < αN−2 . We see that
1
p
N
N−2 >
N
α , then it follows from Proposition 5.2 that
Iα[u
p] ∈ L∞(RN ).
In this case, (3.14) could be reduced to
u ≤ c16G[u
q] + kΓ0, (3.15)
then it follows by [23, Theorem 1.1] that (3.13) holds.
Case 2: p = αN−2 . We observe that Iα[u
p] ∈ Lt(RN ) for any t > 1. For any s < 1q
N
N−2 ,
there exists t¯ > 1 such that
s
t¯
t¯− 1
<
1
q
N
N − 2
holds. Then by using again (3.4) with t = t¯, we get Iα[u
p]uq ∈ Ls(RN ) for any s < 1q
N
N−2 .
Let u1 := G[Iα[u
p]uq], then u = u1+kΓ0. By Young’s inequality and the fact that (a+b)
r ≤
2r(ar + br) for a, b, r > 0, we have that
u1 = G[Iα[(u1 + kΓ0)
p](u1 + kΓ0)
q]
≤ c17 (G[Iα[u
p
1]u
q
1] + k
p
G[Iα[Γ
p
0]u
q
1] + k
q
G[Iα[u
p
1]Γ
q
0] +G[Iα[Γ
p
0]Γ
q
0])
≤ c18G
[
Iα[u
p
1]
t¯
]
+ c18G
[
u
qt¯
t¯−1
1
]
+ Γ1,
where
Γ1 = c18G
[
Iα[Γ
p
0]
t¯ + Γ
qt¯
t¯−1
0
]
≤ c19 + c18G
[
Γ
qt¯
t¯−1
0
]
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by the fact that Iα[Γ
p
0](x) ≤ −c9 log |x| for 0 < |x| <
1
2 and G
[
Iα[Γ
p
0]
t¯
]
∈ L∞(RN ). Since
Iα[u
p
1]
t¯ ∈ Lθ(RN ) for any θ > 1, we obtain that G
[
Iα[u
p
1]
t¯
]
∈ L∞(RN ). Therefore (3.14)
deduces into
u ≤ c18G[u
q t¯
t¯−1
1 ] + c18‖G
[
Iα[u
p
1]
t¯
]
‖L∞(RN ) + Γ1 + kΓ0 in B1(0) \ {0}. (3.16)
Then we repeat the procedure in Case 1 since q t¯t¯−1 <
N
N−2 .
Case 3: p > αN−2 . We take again t1 > 1 given by (3.7) such that (3.8) holds. Since
Iα[u
p] ∈ Lst1(RN ) and uq ∈ L
s
t1
t1−1 (RN ) for s < 1t1
N
p(N−2)−α , we obtain that:
if N(p+q)(N−2)−α >
N
2 , we have u1 ∈ L
∞(RN ) and we are done;
if not, re-denote u1 = G[Iα[u
p]uq] ∈ L
Nθ
N−2θ (RN ) for θ ∈ (1, N(p+q)(N−2)−α ) if (p + q)(N −
2) − 2 − α > 0, or for θ ∈ (1,∞) if (p + q)(N − 2) − 2− α = 0. By Young’s inequality, we
have that
u1 = G[Iα[(u1 + kΓ0)
p](u1 + kΓ0)
q]
≤ c19 (G[Iα[u
p
1]u
q
1] + k
p
G[Iα[Γ
p
0]u
q
1] + k
q
G[Iα[u
p
1]Γ
q
0] +G[Iα[Γ
p
0]Γ
q
0])
≤ c20G
[
Iα[u
p
1]
t1 + u
qt1
t1−1
1
]
+ Γ1,
where
Γ1 = c20G
[
Iα[Γ
p
0]
t1 + Γ
qt1
t1−1
0
]
.
Let T0 := 2−N < 0. We notice that if (p + q)(N − 2)− 2− α > 0, we have
N N(p+q)(N−2)−α
N − 2 N(p+q)(N−2)−α
=
N
(p + q)(N − 2)− α− 2
>
N
N − 2
,
and
Γ1(x) ≤ c21|x|
T1 for 0 < |x| < 1,
where
T1 := 2 +
qt
t1 − 1
T0 = 2 + α− (p + q)(N − 2) > T0
and thus u1 ∈ L
N
N−2 (RN ).
If (p+ q)(N − 2)− 2− α = 0,
Γ1(x) ≤ −c21 ln |x| for 0 < |x| <
1
2
,
and it is obvious that u1 ∈ L
N
N−2 (RN ) and
Iα[u
p
1]
t1 ∈ L
1
t1
N
p(N−2)−α
loc (R
N ) and u
qt1
t1−1
1 ∈ L
t1−1
qt1
N
N−2 (RN ).
Letting
s1 =
N
(p + q)(N − 2)− α
and u2 = c20G
[
Iα[u
p
1]
t1 + u
qt1
t1−1
1
]
,
we have that NN−2 < s1 <
N
2 and u1 ≤ u2 + Γ1, where u2 ∈ L
Ns1
N−2s1 (RN ).
By Young’s inequality, we have that
u2 ≤ c22G
[
Iα[u
p
2]
t1 + u
qt1
t1−1
2
]
+ Γ2,
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where
Γ2 = c22G
[
Iα[Γ
p
1]
t1 + Γ
qt1
t1−1
1
]
.
We notice that
2 + (α+ pT1)t1 > 2 +
qt1
t1 − 1
T1 > T1
and
Γ2(x) ≤ c23|x|
T2 for 0 < |x| < 1,
where
T2 := 2 +
qt1
t1 − 1
T1 > T1.
Note that
Iα[u
p
2]
t1 ∈ L
1
t1
Ns1
p(N−2s1)−αs1
loc (R
N ) and u
qt1
t1−1
2 ∈ L
t1−1
qt1
s1(RN ),
where
1
t1
Ns1
p(N − 2s1)− αs1
>
1
t1
N
p(N − 2)− α
,
t1 − 1
qt1
s1 >
1
t1
N
p(N − 2)− α
. (3.17)
Then we have that
u2 ∈ L
Nθ
N−2θ (RN ) for θ ∈
(
1,
N
(p + q)(N − 2)− α
]
.
Inductively, we assume that
un−1 ≤ cn−1G[Iα[u
p
n−1]
t1 + u
qt1
t1−1
n−1 ] + Γn−1
for some suitable constant cn−1. Denote
un := cn−1G
[
Iα[u
p
n−1]
t1 + u
qt1
t1−1
n−1
]
,
then un−1 ≤ un + Γn−1 and
un ≤ cnG
[
Iα[u
p
n]
t1 + u
qt1
t1−1
n
]
+ Γn, (3.18)
where
Γn = c24G
[
Iα[Γ
p
n−1]
t1 + Γ
qt1
t1−1
n−1
]
.
We notice that
Iα[u
p
n−1]
t1 ∈ L
1
t1
Ns1
p(N−2s1)−αs1
loc (R
N ) and u
qt1
t1−1
n−1 ∈ L
t1−1
qt1
s1(RN ),
where t1, s1 satisfy (3.17). Then we get again
un ∈ L
Nθ
N−2θ (RN ) for θ ∈
(
1,
N
(p + q)(N − 2)− α
]
.
Furthermore, we have that for 0 < |x| < 12 ,
Γn(x) ≤


c25|x|
Tn if Tn < 0,
−c25 ln |x| if Tn = 0,
c25 if Tn > 0,
where
Tn := 2 +
qt1
t1 − 1
Tn−1.
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Since qt1t1−1 > 1 and T1 − T0 > 0, then
Tn − Tn−1 =
qt1
t1 − 1
(Tn−1 − Tn−2)
=
(
qt1
t1 − 1
)n−1
(T1 − T0)→ +∞ as n→∞.
Then there exists n0 ≥ 1 such that
Tn0 > 0 and Tn0−1 ≤ 0.
Thus, Γn0 ∈ L
∞(RN ) and
u ≤ un0 +
n0−1∑
i=1
Γi + kΓ0.
Finally, our aim is to prove un0 ∈ L
∞(RN ). Observing that (3.18) holds for n = n0 and
Γn0 ∈ L
∞(RN ), that is,
un0 ≤ c26
(
G
[
Iα[u
p
n0 ]
t1 + u
qt1
t1−1
n0
]
+ 1
)
,
where un0 ∈ L
Ns1
N−2s1 (RN ). Then
Iα[u
p
n0 ]
t1 ∈ L
1
t1
Ns1
p(N−2s1)−αs1
loc (R
N ) and u
qt1
t1−1
n0 ∈ L
t1−1
qt1
Ns1
N−2s1 (RN ).
We see that, by the definition of t1, s1,
1
t1
Ns1
p(N − 2s1)− αs1
−
t1 − 1
qt1
Ns1
N − 2s1
=
1
t1
Ns1
p(N − 2)− α
[
αN(s1 − 1)
[p(N − 2s1)− αs1](N − 2s1)
]
> 0
and
s2 :=
t1 − 1
qt1
Ns1
N − 2s1
=
N − 2
(p+ q)(N − 2)− α
N
N − 2s1
s1 > s1
by the fact that p+ q < N+αN−2 . Therefore by Proposition 5.1 we obtain that
un0 ∈ L
Ns2
N−2s2 (RN ).
Inductively, assume that
un0 ∈ L
Nsn−1
N−2sn−1 (RN )
for sn−1 ∈ (1,
N
2 ). then we have that
Iα[u
p
n0 ]
t1 ∈


L
1
t1
Nsn−1
p(N−2sn−1)−αsn−1
loc (R
N ) if p(N − 2sn−1)− αsn−1 > 0,
Ltloc(R
N ) for any t > 1 if p(N − 2sn−1)− αsn−1 = 0,
L∞loc(R
N ) if p(N − 2sn−1)− αsn−1 < 0
and
u
qt1
t1−1
n0 ∈ L
t1−1
qt1
Nsn−1
N−2sn−1 (RN ).
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For p(N − 2sn−1)− αsn−1 > 0, we see that
1
t1
Nsn−1
p(N − 2sn−1)− αsn−1
−
t1 − 1
qt1
Nsn−1
N − 2sn−1
=
1
t1
Nsn−1
p(N − 2)− α
[
αN(sn−1 − 1)
[p(N − 2sn−1)− αsn−1](N − 2sn−1)
]
> 0
and
sn :=
t1 − 1
qt1
Nsn−1
N − 2sn−1
=
N − 2
(p+ q)(N − 2)− α
N
N − 2sn−1
sn−1 > sn−1
due to the facts that p+ q < N+αN−2 and sn−1 > 1, then we obtain that
un0 ∈


L
Nsn
N−2sn (RN ) if sn <
N
2
,
Lt(RN ) for any t > 1 if sn =
N
2
,
L∞(RN ) if sn >
N
2 .
For sn >
N
2 , we are done, for sn =
N
2 , we may repeat the above process again to have
un0 ∈ L
∞(RN ), and then we are done. For sn <
N
2 , we have that
sn ≥
(
t1 − 1
qt1
N
N − 2s1
)n−1
s1 → +∞ as n→ +∞.
Thus, there exists n1 such that sn1 ≥
N
2 and then
un0 ∈ L
∞(RN ).
Therefore,
kΓ0 ≤ u ≤ un0 +
n0−1∑
i=1
Γi + kΓ0. (3.19)
Note that for i = 1, 2, · · · , n0 − 1,
Γi(x) ≤ c27|x|
Ti ,
where Ti > 2−N . As a consequence, we obtain the conclusion. 
Proof of Theorem 1.1. From Proposition 3.1, we obtain that Iα[u
p]uq ∈ L1(RN ) and u
is a weak solution of (1.4) for some k ≥ 0. Furthermore, if (p, q) is supercritical, we have
that k = 0. For the subcritical case, we derive that u is a classical solution of (1.8) if k = 0
from Proposition 3.2, and (1.9) holds by Proposition 3.3 if k > 0. 
4. Existence
In this section, we give the proof of Theorem 1.2. To this end, denote by Φ0 the solution
of
−∆u+
1
4
u = δ0 in R
N ,
lim
|x|→+∞
u(x) = 0.
By constructing suitable super and sub solution, we derive that
lim
|x|→0+
Γ0(x)
Φ0(x)
= 1, lim
|x|→+∞
Γ0(x)
Φ0(x)
= 0 (4.1)
and
Γ0 ≤ Φ0 in R
N \ {0}. (4.2)
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Proposition 4.1. Assume that p > 0, q ≥ 1 satisfy (1.7), then there exists c28 > 0 such
that
G[Iα[Φ
p
0]Φ
q
0] ≤ c28Φ0 in R
N \ {0}. (4.3)
Proof. Observe that G[Iα[Φ
p
0]Φ
q
0] is in C
2(RN \{0}) and has the singularity |x|(2−N)(p+q)+α+2
near the origin, which is weaker than Φ0 by the fact that
lim
|x|→0+
Φ0(x)|x|
N−2 = cN .
Thus we only need to consider the asymptotic behavior of G[Iα[Φ
p
0]Φ
q
0] at infinity.
Since
lim
|x|→+∞
Φ0(x)|x|
N−1
2 e
1
2
|x| = e
1
2
and Φ0 is radially symmetric and decreasing with respect to |x|, we have that for |x| > 2,
Iα[Φ
p
0](x) =
∫
B |x|
2
(0)
Φp0(y)
|x− y|N−α
dy +
∫
RN\B |x|
2
(0)
Φp0(y)
|x− y|N−α
dy
≤ c29‖Φ0‖
p
Lp(RN )
|x|α−N +Φ
p
2
0 (
|x|
2
)
∫
RN
Φ
p
2
0 (y)
|x− y|N−α
dy
≤ c30‖Φ0‖
p
Lp(RN )
|x|α−N + c33Φ
p
2
0 (
|x|
2
)
≤ c31|x|
α−N ,
thus, there exists r > 2 such that
Φ0 < 1, Iα[Φ
p
0] ≤
1
4
in RN \Br(0).
Moreover, we observe that for |x| ≥ r,
−∆Φ0 +Φ0 =
3
4
Φ0 ≥ Iα[Φ
p
0]Φ
q
0
and
G[Iα[Φ
p
0]Φ
q
0] ≤ c32Φ0 on ∂Br(0),
then it implies by Comparison Principle that
G[Iα[Φ
p
0]Φ
q
0] ≤ c28Φ0 in R
N \Br(0).
This ends the proof. 
Proof of Theorem 1.2. Let v0 := kΓ0 > 0. We define the sequence {vn}n by the iteration
vn = G[Iα[v
p
n−1]v
q
n−1] + kΓ0, n ≥ 1.
Observe that
v1 = G[Iα[v
p
0 ]v
q
0] + kΓ0 > v0
and assume that
vn−1 ≥ vn−2 in R
N \ {0},
for n ≥ 2, then we have
vn = G[Iα[v
p
n−1]v
q
n−1] + kΓ0 ≥ G[Iα[v
p
n−2]v
q
n−2] + kΓ0 = vn−1.
Thus, the sequence {vn}n is increasing with respect to n. Moveover, we have that∫
RN
vn(−∆ξ + ξ) dx =
∫
RN
Iα[v
p
n−1]v
q
n−1ξ dx+ kξ(0), ∀ξ ∈ C
∞
c (R
N ). (4.4)
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We next build an upper bound for the sequence {vn}n. For t > 0, denote by
wt := tk
p+q
G[Iα[Φ
p
0]Φ
q
0] + kΦ0 ≤ (c28tk
p+q + k)Φ0,
where c28 > 0 is from Proposition 4.1, then
G[Iα[w
p
t ]w
q
t ] + kΦ0 ≤ (c28tk
p+q + k)p+qG[Iα[Φ
p
0]Φ
q
0] + kΦ0 ≤ wt,
if
(c28tk
p+q + k)p+q ≤ tkp+q,
that is,
(c28tk
p+q−1 + 1)p+q ≤ t. (4.5)
Note that the convex function fk(t) = (c28tk
p+q−1+1)p+q can intersect the line g(t) = t,
if
c28k
p+q−1 ≤
1
p+ q
(
p+ q − 1
p+ q
)p+q−1
. (4.6)
Let kq =
(
1
c28(p+q)
) 1
p+q−1 p+q−1
p+q , then if k ≤ kq, it always holds that fk(tq) ≤ tq for tq =(
p+q
p+q−1
)p+q
. Hence we have wtq > v0 and
v1 = G[Iα[v
p
0 ]v
q
0] + kΓ0 ≤ tqk
p+q
G[Iα[Φ
p
0]Φ
q
0] + kΦ0 = wtq .
Inductively, we obtain
vn ≤ wtq (4.7)
for all n ∈ N. Therefore the sequence {vn}n converges to some function uk. By (4.4), uk is
a weak solution of (1.4) and satisfies (1.9).
For k ≤ kq, we have that uk ≤ wtq in R
N \ {0}, so uk ∈ L
p(RN ) and Iα[u
p
k]u
q
k is bounded
uniformly locally in RN \ {0}, then uk is a classical solution of (1.1).
We claim that uk is the minimal solution of (1.1), that is, for any positive solution u of
(1.4), we always have uk ≤ u. Indeed, there holds
u = G[Iα[u
p]uq] + kΓ0 ≥ v0,
and then
u = G[Iα[u
p]uq] + kΓ0 ≥ G[Iα[v
p
0 ]v
q
0] + kΓ0 = v1.
We may show inductively that
u ≥ vn
for all n ∈ N. The claim follows.
Similarly, if problem (1.4) has a positive solution u for some k1 > 0, then (1.4) admits a
minimal solution uk for all k ∈ (0, k1]. As a result, the mapping k 7→ uk is increasing. So
we may define
k∗ = sup{k > 0 : (1.4) has minimal positive solution for k},
then k∗ ≥ kq.
We next prove that k∗ < +∞.
Let η0 be a radially symmetric C
∞
c -function such that η0 = 0 in R
N \ B2(0) and η0 = 1
in B1(0). For ǫ ∈ (0, 1), denote
ξǫ(x) = η0(ǫx)G[η0](x), x ∈ R
N .
By the direct computation, we have that
−∆ξǫ(x) + ξǫ(x) = ǫ
2(−∆)η0(ǫx)G[η0](x) + 2ǫ∇η0(ǫx) · ∇G[η0](x) + η0(ǫx)η0(x).
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Choosing ǫ > 0 small, we deduce that∫
RN
uk
(
−∆ξǫ + ξǫ
)
dx =
∫
RN
uk(x)[−ǫ
2∆η0(ǫx)G[η0](x) + 2ǫ∇η0(ǫx) · ∇G[η0](x)
+η0(ǫx)η0(x)] dx
≤
∫
B2(0)
uk(x) dx+ c33(ǫ+ ǫ
2)
∫
B 2
ǫ
(0)\B 1
ǫ
(0)
uk(x) dx
≤ 2
∫
B2(0)
uk(x) dx,
where we have used esssupRN\B 1
ǫ
(0)uk(x)→ 0 as ǫ→ 0.
Since
uk ≥ kΓ0 ≥ c34k in B1(0)
and
Iα[u
p
k] ≥ c35k
p in B1(0)
for some c40 > 0 independent of k, then
2
∫
B2(0)
uk(x) dx ≥
∫
RN
uk[(−∆)ξǫ + ξǫ] dx =
∫
RN
Iα[u
p
k]u
q
kξǫ dx
≥ c36k
p+q−1
∫
B2(0)
uk(x) dx,
where p+ q > 1. Thus,
k ≤ c37,
so does k∗ which ends the proof. 
Remark 4.1. Concerning the existence of weak solutions of (1.4) for 0 < k < k∗ in the
subcritical case, we may consider the stability of the minimal solution uk and then construct
the second solution by using Mountain Pass Theorem [34, Theorem 6.1].
5. Appendix
It is well-known that the Green kernel G(x, y) of −∆+ id in RN ×RN is Γ0(x−y), which
has exponential decay at infinity. We recall that G[·] the Green operator defined as
G[f ](x) =
∫
RN
G(x, y)f(y)dy.
Proposition 5.1. [30, Lemma A.3] Assume that h ∈ Ls(RN ) with s ≥ 1, then
(i)
‖G[h]‖L∞(RN ) ≤ c38‖h‖Ls(RN ) if
1
s
<
2
N
; (5.1)
(ii)
‖G[h]‖Lr(RN ) ≤ c38‖h‖Ls(RN ) if
1
s
≤
1
r
+
2
N
and s > 1; (5.2)
(iii)
‖G[h]‖Lr(RN ) ≤ c38‖h‖L1(RN ) if 1 <
1
r
+
2
N
. (5.3)
Recall that
Iα[h](x) =
∫
RN
h(y)
|x− y|N−α
dy for h ∈ L1(RN ).
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Proposition 5.2. Suppose that α ∈ (0, N), Ω ⊂ BR/2(0) for some R > 0 and h ∈
Ls(BR(0)) ∩ L
1(RN ) for some s ≥ 1. Then
‖Iα[h]‖L∞(Ω) ≤ c39
(
‖h‖Ls(BR(0)) + ‖h‖L1(RN )
)
if
1
s
<
α
N
, (5.4)
‖Iα[h]‖Lr(Ω) ≤ c39
(
‖h‖Ls(BR(0)) + ‖h‖L1(RN )
)
if
1
s
≤
1
r
+
α
N
and s > 1 (5.5)
and
‖Iα[h]‖Lr(Ω) ≤ c39‖h‖L1(RN ) if 1 <
1
r
+
α
N
. (5.6)
Proof. Observe that |x− y| > R2 for x ∈ Ω and y ∈ R
N \BR(0) and then for x ∈ Ω,
|Iα[h](x)| ≤
∫
BR(0)
|h(y)|
|x− y|N−α
dy +
∫
RN\BR(0)
|h(y)|
|x− y|N−α
dy
≤
∫
BR(0)
|h(y)|
|x− y|N−α
dy + (R/2)α−N‖h‖L1(RN ).
Without loss of generality, we can assume h ≥ 0 and in the following, we only need to
consider
Jα[h](x) :=
∫
BR(0)
h(y)
|x− y|N−α
dy, x ∈ Ω.
First we prove (5.4). By Ho¨lder’s inequality,
Jα[h](x) ≤
( ∫
BR(0)
1
|x− y|(N−α)s′
dy
) 1
s′
( ∫
BR(0)
|h(y)|sdy
) 1
s
≤ c40‖h‖Ls(BR(0))
∫
BR(0)
1
|x− y|(N−α)s′
dy,
where s′ = ss−1 . Since
1
s <
2
N and (N − α)s
′ < N , we have∫
BR(0)
1
|x− y|(N−α)s
′ dy = c41
∫ R
0
rN−1−(N−α)s
′
dr ≤ c42R
N−(N−α)s′ ,
then (5.4) holds.
Next, we prove (5.5) for r ≤ s and (5.6) for r = 1. There holds[∫
BR(0)
Jα[h]
r(x)dx
] 1
r
≤
{∫
RN
[ ∫
RN
h(y)χBR(0)(x)χBR(0)(y)
|x− y|N−α
dy
]r
dx
} 1
r
=
{∫
RN
[∫
RN
h(x− y)χBR(0)(x)χBR(0)(x− y)
|y|N−α
dy
]r
dx
} 1
r
.
By Minkowski’s inequality, we have that[∫
BR(0)
Jα[h]
r(x)dx
] 1
r
≤
∫
RN
[ ∫
RN
hr(x− y)χBR(0)(x)χBR(0)(x− y)
|y|(N−α)r
dx
] 1
r
dy
≤
∫
B2R(0)
[ ∫
RN
hr(x− y)χBR(0)(x)χBR(0)(x− y)dx
] 1
r 1
|y|N−α
dy
≤ ‖h‖Lr(BR(0))
∫
B2R(0)
1
|y|N−α
dy
≤ c43‖h‖Ls(BR(0)).
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Finally, we prove (5.5) in the case r > s ≥ 1 and 1s ≤
1
r +
2
N , and (5.6) for r > 1 and
1 < 1r +
α
N . We claim that if r > s and
1
r∗ =
1
s −
α
N , the mapping h→ Jα(h) is of weak-type
(s, r∗) in the sense that
|{x ∈ Ω : |Jα[h](x)| > t}| ≤
(
As,r∗
‖h‖Ls(BR(0))
t
)r∗
, h ∈ Ls(BR(0)), ∀t > 0, (5.7)
where As,r∗ is a positive constant. Defining
J0(x, y) =
{
|x− y|α−N if |x− y| ≤ ν,
0 if |x− y| > ν
for ν > 0 and J∞(x, y) = |x− y|
α−N − J0(x, y). Then we have that
|{x ∈ Ω : Jα[h](x) > 2t}| ≤ |{x ∈ Ω : J0[h](x) > t}|+ |{x ∈ Ω : J∞[h](x) > t}|,
where J0[h] =
∫
BR(0)
J0(x, y)h(y) dy and J∞[h] =
∫
BR(0)
J∞(x, y)h(y) dy. By Minkowski’s
inequality, we obtain that
|{x ∈ BR(0) : |J0[h](x)| > t}| ≤
‖J0(h)‖
s
Ls(BR(0))
ts
≤
‖
∫
BR(0)
χBν(x−y)|x− y|
α−N |h(y)|dy‖sLs(BR(0))
ts
≤
[
∫
BR(0)
(
∫
BR(0)
|h(x− y)|sdx)
1
s |y|α−NχBν (y)dy]
s
ts
≤
‖h‖sLs(BR(0))
∫
Bν
|x|−N+αdx
ts
= c44
‖h‖sLs(BR(0))ν
α
ts
.
On the other hand,
‖J∞[h]‖L∞(BR(0)) ≤ ‖
∫
BR(0)
χBcν (x− y)|x− y|
α−N |h(y)|dy‖L∞(BR(0))
≤ (
∫
BR(0)
|h(y)|sdy)
1
s ‖(
∫
Ω\Bν(y)
|x− y|(α−N)s
′
dy)
1
s′ ‖L∞(BR(0))
≤ c45‖h‖Ls(BR(0))ν
α−N
s ,
where s′ = ss−1 if s > 1, and if s = 1, s
′ =∞. Choosing ν = ( tc45‖h‖Ls(BR(0))
)
1
α−Ns , we obtain
‖J∞[h]‖L∞(BR(0)) ≤ t,
which means that
|{x ∈ Ω : |J∞[h](x)| > t}| = 0.
With this choice of ν, we have that
|{x ∈ Ω : |Jα[h]| > 2t}| ≤ c46
‖h‖sLs(BR(0))ν
αs
ts
≤ c47
(
‖h‖Ls(BR(0))
t
)r∗
.
The claim for r > s follows from the Marcinkiewicz interpolation theorem. 
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