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Abstract
We define and study generalized Hessenberg matrices, i.e. square matrices which have
subdiagonal rank one. Here, subdiagonal rank means the maximum order of a nonsingular
submatrix all of whose entries are in the subdiagonal part. We prove that the property of being
generalized Hessenberg matrix is preserved by post- and premultiplication by a nonsingular
upper triangular matrix, by inversion (for invertible matrices), etc. We also study a special
kind of generalized Hessenberg matrices.
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1. Introduction
As is well known, Hessenberg matrices are square matrices which have zero en-
tries in the lower triangular part below the second diagonal. Formally, for a matrix
A = (aik), aik = 0 whenever i > k + 1.
These matrices occur e.g. in numerical linear algebra as a result of an orthogo-
nal transformation of a matrix using Givens or Householder transformations when
solving the eigenvalue problem for a general matrix.
 Research supported by grant A1030003.∗ Corresponding author.
E-mail address: fiedler@math.cas.cz (M. Fiedler).
0024-3795/$ - see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0024-3795(03)00555-X
96 M. Fiedler, Z. Vavrˇín / Linear Algebra and its Applications 380 (2004) 95–105
We intend to generalize the class of Hessenberg matrices, find some properties
and applications. Our main tool will be the subdiagonal rank of a square matrix
defined (cf. [1,4]) as the order of the maximal nonsingular submatrix all of whose
entries are in the subdiagonal part.
In the following theorem, we recall its main properties.
Theorem A [4, Theorem 2]. Let A be a square matrix (over an arbitrary field). If
A is nonsingular then the subdiagonal ranks of A and A−1 coincide. If A has an
LU-decomposition A = LU, then the subdiagonal ranks of A and L coincide.
We define generalized Hessenberg matrices, shortly GH-matrices, as square ma-
trices which have subdiagonal rank one. 1 In fact, all matrices will have entries in an
arbitrary field.
As usual, for an m× n matrix A, M = {1, . . . , m}, N = {1, . . . , n}, and α ⊆ M ,
β ⊆ N , we denote by A[α|β] the submatrix of A with row indices in α and column
indices in β.
In the whole paper, we denote the subdiagonal rank of a matrix A as sr(A).
Similarly as in [4], we use the following theorem [5, Corollary 3].
Theorem B. Let A be a nonsingular n× n matrix, and let α, β be subsets of N =
{1, . . . , n}. Then for the ranks
rankA−1[α|N\β] = rankA[β|N\α] + |α| + |β| − n. (1)
Finally, we use a special case of a result proved in [6, Theorem 3].
Theorem C. Let n > 1, letA be an n× nmatrix, N = {1, . . . , n}, Nk = {1, . . . , k}
for k = 1, . . . , n− 1. Then
sr(A) = max
k=1,...,n−1
rankA[N\Nk|Nk]. (2)
2. Results
The first result is an immediate consequence of Theorem A.
Theorem 2.1. The inverse of a nonsingular GH-matrix is again a GH-matrix.
Next, let us observe some simple properties of lower triangular GH-matrices, i.e.
of lower triangular matrices having subdiagonal rank one. It is easily seen that the
structure of zero and nonzero entries of such matrices has to satisfy some conditions
1 Elsner [2] defines generalized Hessenberg matrices recurrently. Our definition is more general.
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since every submatrix of order two completely contained in the subdiagonal part
which has a zero entry has to contain at least another zero entry. Also, the inverse of
a nonsingular lower triangular matrix which has all entries in the second subdiagonal
different from zero and all other entries (except the diagonal) zero, has subdiagonal
rank one and no subdiagonal entry zero. The converse is, of course, not true. How-
ever, if we add to the structure (in the sense of [4]) all the diagonal entries (except
the first and the last) then such full nonsingular matrix with the “extended” subdi-
agonal rank one has indeed as inverse the mentioned bidiagonal matrix. The more
complicated general case is presented in the sequel. To simplify the formulations,
we say that a GH-matrix is complete, shortly CGH-matrix, if all entries in the first
subdiagonal (i.e., in the positions (k + 1, k), k = 1, . . .) are different from zero.
Theorem 2.2. Let A = (aik) be an n× n CGH-matrix, n  2. Then the subdiago-
nal part of A is uniquely determined by the first two subdiagonals, i.e. by the entries
ak,k−1, k = 2, . . . , n, and ak,k−2, k = 3, . . . , n.
More explicitly, if i, k satisfy k − i > 2, then
aki = ak,k−2a−1k−1,k−2ak−1,k−3a−1k−2,k−3 · · · ai+2,i . (3)
Conversely, if A = (aik) is an n× n matrix, n  2, such that all entries ak,k−1,
k = 2, . . . , n, are different from zero and (3) is satisfied for all i, k, n  k > i + 2 
3, then A is a CGH-matrix.
Proof. We use induction w.r.t n. It is easily seen that for n = 2, the assertion is
correct. LetA = (aij ) be an n× nCGH-matrix, n > 2 and suppose the first assertion
is true whenever the size of the matrix is less than n.
Denote by Â the (n− 1)× (n− 1) upper left-corner principal submatrix of A.
Since Â is again a CGH-matrix, it satisfies (3) for all k  n− 1. Now, an,n−1 being
different from zero,  = minj=1,...,n−1{anj /= 0} exists.
Case 1.  = n− 1. Then an,n−2 = 0 and (3) is fulfilled for k = n.
Case 2.   n− 2. Then an−1, is the first nonzero entry in the (n− 1)st row, and
the rank one property in the submatrix(
an−1, · · · an−1,n−2
an, · · · an,n−2
)
yields the assertion also for k = n.
The converse follows also easily by induction. 
Remark 2.3. Observe that the theorem states that there is a “zig-zag” polygon
which separates the all-zeros region from the rest which consists of nonzeros only.
The first region is determined by the “peaks” at, say, s positions (ik + 1, ik − 1),
k = 1, . . . , s, for which aik+1,ik−1 = 0. Thus, s is the number of peaks of the first
region. The peaks of the second region of nonzeros are then the s + 1 positions
(ik, ik−1), k = 1, . . . , s + 1, where i0 is set as 1 and is+1 as n.
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Remark 2.4. The situation described in Remark 2.3 can also be characterized as
follows:
The lower triangular part of A consisting of zeros is the union of submatrices
A[N\Nik |Nik−1], for k = 1, . . . , s which are all zero matrices. The remaining entries
are all different from zero.
We shall be using the following simple corollary to Theorem B.
Lemma 2.5. Let A be an n× n nonsingular matrix with subdiagonal rank one. Let
k be an integer, 1 < k < n. Then the following are equivalent:
1. The subdiagonal rank of A remains one even if we extend the subdiagonal struc-
ture by the diagonal position (k, k).
2. In A−1, there is a block of zeros A−1[N\Nk|Nk−1].
Proof. It is immediate that 1 can be described by
rankA[N\Nk−1|Nk] = 1
whereas 2 is described by
rankA−1[N\Nk|Nk−1] = 0.
However, both these assertions are equivalent since by Theorem B
rankA−1[N\Nk|Nk−1] = rankA[N\Nk−1|Nk] − 1. 
We are now able to prove
Theorem 2.6. Let A be an n× n nonsingular matrix which has all entries in the
second subdiagonal different from zero. Then the following are equivalent:
1. The subdiagonal rank of A is one and the nonzero subdiagonal structure of A has
s + 1 peaks (i1, i0), (i2, i1), . . . , (is+1, is), where i0 = 1 and is+1 = n.
2. The inverse of A has subdiagonal rank one even if we extend the subdiagonal
structure by s, and not more, diagonal positions (i1, i1), (i2, i2), . . . , (is, is).
Proof. Follows from Remark 2.4 and Lemma 2.5. 
Let us state now simple formulae for the inverse of a lower triangular CGH-
matrix.
Theorem 2.7. Let A = (aik) be a nonsingular n× n lower triangular CGH-matrix,
n  2. Then its inverse B = (bik) is also a CGH-matrix and has entries
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bii = a−1ii , i = 1, . . . , n,
bi+1,i = −a−1i+1,i+1ai+1,ia−1ii , i = 1, . . . , n− 1,
bi+1,i−1 = a−1i+1,i+1
(
ai+1,ia−1ii ai,i−1 − ai+1,i−1
)
a−1i−1,i−1, i = 2, . . . , n− 1.
The remaining entries are obtained from the formulae (3).
Proof. The first set of formulae is immediate, the second follows from (BA)i+1,i =
0. Thus, B is CGH. To prove the third set, start from
bk+2,kakk + bk+2,k+1ak+1,k + bk+2,k+2ak+2,k = 0
and subtract
bk+2,k+1ak+1,k+1 + bk+2,k+2ak+2,k+1 = 0
multiplied (from the right) by a−1k+1,k+1ak+1,k.
We obtain
bk+2,k = a−1k+2,k+2
(
ak+2,k − ak+2,k+1a−1k+1,k+1ak+1,k
)
a−1kk ,
which, together with Theorems 2.1 and 2.2, completes the proof. 
In the sequel, we call (similarly to [3,6]) elementary lower bidiagonal matrix a
matrix which has ones along the diagonal and a single nonzero entry in the first
subdiagonal. The height of such matrix is then the number n− k + 1 if the matrix is
n× n and the nonzero off-diagonal entry is in the position (k, k − 1). We denote the
set of all such matrices as Lk.
The following observation is immediate.
Observation 2.8. For fixed order, matrices inLi andLj commute unless |i − j | = 1.
Theorem 2.9. Suppose we have n− 1 n× n matrices Bi ∈ Li, i = 1, . . . , n− 1.
Let (k1, . . . , kn−1) be some permutation of the indices 1, . . . , n− 1. Then the prod-
uct
A = Bk1Bk2 · · ·Bkn−1 (4)
has the following properties:
1. All diagonal entries are equal to one, all entries in the first subdiagonal are dif-
ferent from zero.
2. The subdiagonal rank of A is one, and thus the zero–nonzero structure of A is as
in Remark 2.4. The number of peaks of the zero-structure is equal to the number
of pairs among the pairs (2, 1), (3, 2), (4, 3), . . . , (n− 1, n− 2) which appear
in the permutation (k1, . . . , kn−1) in the same order. More explicitly, whenever
(k + 1, k) appears in the permutation in the same order, then the position (n−
k + 1, n− k − 1) is a peak of the zero-structure, and conversely.
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3. In addition, the extended subdiagonal rank of A is one, where by the extension
is meant adding to the subdiagonal structure those diagonal positions (q, q) for
which (n− q + 1, n− q) appears in the permutation in the reverse order.
Proof. We first use the commutativity of the Bi’s stated in Observation 2.8 to sim-
plify the product expression ofA. In the product of theBi’s, moveB1 as far to the left
as possible. Then either it can be moved into the first position, or it will be stopped
by meeting B2. In this second case, move the pair B2B1 as far to the left as possible,
either into the first two places, or up to B3. Continuing this procedure, we arrive at
(Bj1Bj1−1 · · ·B1)(Bj2Bj2−1 · · ·Bj1+1) · · · (Bn−1Bn−2 · · ·Bjt−1+1) (5)
where j1 < j2 < · · · < jt−1 < jt = n− 1 is an increasing sequence of positive in-
tegers ending by n− 1. Observe also that in both expressions Bk1Bk2 · · ·Bkn−1 and
(Bj1Bj1−1 · · ·B1)(Bj2Bj2−1 · · ·Bj1+1) · · · (Bn−1Bn−2 · · ·Bjt−1+1), the number of
pairs among the pairs (2, 1), (3, 2), (4, 3), . . . , (n− 1, n− 2) which appear in the
permutation (k1, . . . , kn−1) in the same order is the same as the number of such
pairs in the permutation (j1, j1 − 1, . . . , 1, j2, j2 − 1, . . . , j1 + 1, . . . , n− 1,
n− 2, . . . , jt−1 + 1) which is easily seen to be (j1 − 1)+ (j2 − j1 − 1)+ · · · +
(n− 1 − jt−1 − 1), i.e. n− 1 − t.
Denote now the products in the brackets in (5) by C1, . . . , Ct so that C has the
form I + bjEn−j+1,n−j + · · · + bj−1+1En−j−1+1,n−j−1 ,  = 1, . . . , t, where
Ep,q is as usual the elementary matrix with 1 in the position (p, q) and zeros else-
where.
Return to the proof of the theorem. Assertion 1 is clear since the entries in the first
subdiagonal cannot cancel. The rest will be proved by induction w.r.t t.
For t = 1, the assertions are correct. The number of peaks of the zero structure
is then indeed n− 2 and no extension in 3 is possible. Suppose now that t > 1 and
that 2 and 3 hold for matrices with t − 1 factors. The product C2 · · ·Ct has the block
form (
Â 0
0 I
)
,
where Â is (n− j1)× (n− j1), C1 has the block form(
I 0
X Ĉ1
)
,
where X is a j1 × (n− j1) matrix with a single nonzero entry bj1 in the upper-right
corner and Ĉ1 is a lower bidiagonal j1 × j1 matrix.
Thus
A =
(
Â 0
XÂ Ĉ1
)
.
Clearly, XÂ has only the first row nonzero, equal to the multiple of the last row in
Â. By the induction hypothesis Â satisfies assertions 2 and 3 since it can be written
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as product of t − 1 factors, each, of course, being of reduced order n− j1. Thus it
has subdiagonal rank one. Further, XÂ has only the first row nonzero, equal to the
multiple of the last row in Â. Therefore,A has also the subdiagonal rank one, and this
is even true if we add to the structure the diagonal position (n− j1 + 1, n− j1 + 1).
Indeed, the 2 × 2 submatrix in the rows n− j1 + 1, n− j1 + 2 and columns n− j1,
n− j1 + 1 is singular and, in addition, no other diagonal entry can be added. 
We call a matrix of the form (4) a basic lower triangular matrix. The form (5) of
such matrix is then uniquely determined and we call it standard form of A. Finally,
we call extended positions those diagonal positions mentioned in 3 of Theorem 2.9.
The following is easy.
Observation 2.10. Let A = (aij ) be a basic lower triangular matrix. Then, (k, k) is
an extended diagonal position if and only if the entry ak+1,k−1 is different from zero.
Theorem 2.11. The inverse of a basic lower triangular n× n matrix A always
exists and is again a basic lower triangular matrix. The sets of extended diagonal
positions of A and A−1 form complementary subsets in the set (2, 2), (3, 3), . . . ,
(n− 1, n− 1).
Proof. It is immediate that the inverse of every elementary bidiagonal matrix is
again an elementary bidiagonal matrix and both such matrices belong to the same
set Lk. Thus the inverse of the matrix A of the form (4) corresponds to the class
obtained by reversing the order of the classes Li and is thus basic. In addition, each
position (k + 1, k) mentioned in 2 of Theorem 2.9 has in A−1 reverse status than in
A. The property 3 of this theorem then completes the proof. 
Corollary 2.12. Let B = (bij ) be the inverse of a basic triangular n× n matrix
A = (aij ). Then ak+1,k−1bk+1,k−1 = 0 for k = 2, . . . , n− 1.
Theorem 2.13. A lower triangular matrix A = (aij ) with ones along the diagonal
is basic if and only if it has all entries ak,k−1 different from zero and its subdiagonal
rank is one, even if we extend the subdiagonal structure by those diagonal positions
(k, k) for which ak+1,k−1 is different from zero.
In addition, such matrix is uniquely determined by all n− 1 entries ak,k−1, k =
2, . . . , n and the set of extended positions.
Proof. Necessity follows from Theorem 2.9 and Observation 2.10. To prove
sufficiency, observe that given the nonzero entries ak,k−1 for k = 2, . . . , n and
the structure of the zero entries in the positions (k + 1, k − 1), the rank one
conditions allow to reconstruct the whole matrix A. It is then easy to identify A
with the matrix obtained by multiplication of the elementary bidiagonal matrices
determined by the entries ak,k+1 in the appropriate order satisfying condition 3 in
Theorem 2.9. 
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We prove now a lemma; the notation is as in Theorem C.
Lemma 2.14. Let n > 1, let A be an n× n matrix, let U be a nonsingular upper
triangular n× n matrix. Then for every k,  in {1, . . . , n− 1},
rank(AU)[N\Nk|N] = rankA[N\Nk|N],
as well as
rank(UA)[N\Nk|N] = rankA[N\Nk|N].
Proof. For all k,  ∈ {1, . . . , n− 1}
(AU)[N\Nk|N] = A[N\Nk|N]U [N|N],
as well as
(UA)[N\Nk|N] = U [N\Nk|N\Nk]A[N\Nk|N].
Since U is nonsingular, the result follows. 
Corollary 2.15. Let A be a square matrix, let U be a nonsingular upper triangular
matrix of the same order. Then sr(A) = sr(AU), as well as sr(A) = sr(UA).
Proof. Let A be n× n. By Theorem C,
sr(A) = max
k∈N rankA[N\Nk|Nk].
The result follows now from Lemma 2.14 for  = k. 
Remark 2.16. It is immediate that Corollary 2.15 implies the second part of Theo-
rem A since both matrices A and AU have the same (possibly up to multiplication
by a diagonal nonsingular matrix) lower triangular matrix in the LU -decomposition
and this matrix can be obtained as one of the matrices AU.
In the sequel, we use the following notation for the extended subdiagonal rank of
a square matrix.
Let A be an n× n matrix, let S be a subset of N = {1, . . . , n}. We denote by
extS sr(A)
the structure rank of A for the structure obtained from the subdiagonal structure by
completing it by all diagonal positions (k, k) for k ∈ S.
Theorem 2.17. Let A be an n× n matrix. Then, in the notation of Theorem C, for
S ⊆ N,
extS sr(A) = max
k=1,...,n−1
rankA[Mk|Nk], (6)
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where
Mk =
{
N\Nk if k /∈ S,
N\Nk ∪ {k} if k ∈ S.
Proof. Denote by T the subdiagonal structure extended by S and denote by K the
right-hand side of (6). Since Mk ×Nk ⊆ T for each k ∈ {1, . . . , n− 1}, rankT A 
rankA[Mk|Nk], which implies
rankT A  K.
On the other hand, rankT A = rankA[α0|β0] for some α0 × β0 ⊆ T . Denote m =
mini{i ∈ α0},M = maxj {j ∈ β0}. Observe that m  M, and equality is attained if
and only if (m,m) ∈ S.
Ifm = M, thenα0 × β0 ⊆ Mm ×Nm.But the same is true ifm > M. It follows that
rankT A  K. 
Corollary 2.18. Let A be a square matrix, let U be a nonsingular upper triangular
matrix of the same order. Then extS sr(A) = extS sr(AU), as well as extS sr(A) =
extS sr(UA) for every diagonal extension S of the subdiagonal structure.
Proof. Follows from Theorem 2.17 and Lemma 2.14. 
We call a GH-matrix H = (hij ) basic if it has an LU -factorization with both
factors nonsingular, H = LU, and the matrix L is basic.
As usual, we say that a square matrix is strongly nonsingular if the nested sequence
of the upper-left corner principal submatrices consists of nonsingular matrices only, or
equivalently, that the matrix has an LU -factorization with both factors nonsingular.
Theorem 2.19. Let A = (aij ) be an n× n matrix. Then A is a basic GH-matrix if
and only if it is strongly nonsingular, has all entries ak,k−1 different from zero and
its subdiagonal rank is one, even if we extend the subdiagonal structure by those
diagonal positions (k, k) for which ak+1,k−1 is different from zero.
Proof. Let first A be a basic GH-matrix. Then it has an LU -factorization A = LU
with both factors nonsingular and L basic. By Corollary 2.18, the subdiagonal part
of A, together with the diagonal part, is also basic.
The converse also follows from Corollary 2.18. 
In the concluding theorem, we say that a square matrix is reversely strongly non-
singular if all its square submatrices in the lower right corner are nonsingular. Equiv-
alently, this means that the matrix has a UL-factorization.
Theorem 2.20. Let A be an n× n basic GH-matrix which is reversely strongly
nonsingular. Then A−1 is also a basic GH-matrix. If n  3, the sets of extended
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diagonal positions of A and A−1 form complementary subsets of the set {2, . . . , n−
1}. Equivalently, in every position in the second subdiagonal, either the entry of A,
or the entry of A−1 is zero.
Proof. The matrix A has an LU -factorization A = LU with both factors nonsingu-
lar. Thus, by Corollary 2.18, the lower triangular factor L (which can even have ones
on the diagonal) is also basic. By Theorem 2.11, L−1 is basic with complementary
set of extended diagonal positions.
Now, A−1 = U−1L−1 can be written as L1U1 by the reverse nonsingularity of A.
Corollary 2.18 implies then that L1 is again basic with the set of extended diagonal
positions which is complementary to that of L. 
Remark 2.21. The assumption that A is reversely strongly nonsingular cannot be
omitted as already the 2 × 2 example( 1 1
1 0
)
=
( 1 0
1 1
) ( 1 1
0 −1
)
shows.
3. Concluding remarks
First, it is immediate that the class of GH-matrices enjoys nice properties, such
as:
The Hadamard (entrywise) product of GH-matrices of the same order is again a
GH-matrix.
Also, it is possible to extend the theory to the case that the entries belong to
a noncommutative ring with identity. This then includes the case of block square
matrices of the same order. A lower triangular matrix with the “block subdiagonal
rank one” can be defined by the formula (3) under the assumption that all entries
ak+1,k are invertible. We were careful enough to formulate the inverse in Theorem
2.7 in such a way that the result remains true even in this case.
There are also connections with the theory of totally nonnegative matrices, as is
shown in [3], and with results in [2].
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