An outstanding feature of the amplitude mapping closure is its ability to relax an arbitrary initial probability density function (PDF) to a Gaussian PDF asymptotically. Due to the difficulties in computing either the analytical or numerical solution, the mapping closure has never been applied to multiple scalars with finite reaction rates. In this work, the generalized IEM (GIEM) model is combined with the mapping closure to model the molecular mixing terms in the PDF balance equation. The GIEM model assumes a linear relationship between the rates of change of the reactive scalars and an inert scalar (shadow scalar) during the mixing step. By applying the mapping closure for binary mixing to the shadow scalar, the GIEM model yields excehent agreement for both oneand two-step reactions with DNS data, the conditional moment closure (CMC) and reactiondiffusion in a random lamellar system for a wide range of initial volume ratios and reaction rates. 0 1995 American Institute of Physics.
INTRODUCTION
Probability density function (PDF) methods offer a promising approach for modeling reactive scalar mixing. ',' As is well known, in the PDF balance equation chemical source terms appear in closed form, thereby avoiding the difficult closure problems faced by moment methods. Nevertheless, in the balance equation for the one-point PDF of a diffusing scalar, the turbulent molecular mixing term must be modeled. Thus the ultimate success or failure of PDF methods will depend on the availability of realistic models for scalar mixing. The purpose of this work is to introduce a new molecular mixing model that is applicable to cases with an arbitrary number of reactive scalars. The new model has some similarity with the well-known IEM (or LMSE4) model and thus will be referred to as the generalized IEM (GIEM) model. The formulation of the model presented here is restricted to nonpremixed, binary mixing such as is found in turbulent jets, mixing layers and homogeneous reactors.5 Extensions to more complicated nonpremixed flows will be the subject of future communications.
The primary target application of the GIEM model is rapid, homogeneous, reactive mixing of reactants with large initial volume ratios.6-8 Although uncommon in combustion applications and DNS, such flows are ubiquitous in the chemical process industry where initial volume ratios of over 1000: 1 (e.g., free-radical polymerization of ethylene') have been reported. For these applications, the IEM model fails to predict the experimentally observed dependence of product yield on volume ratio6-' primarily due to the lack of diffusive relaxation of the mixture-fraction PDF predicted by the IEM model. (It is well known that in homogeneous flows without mean scalar gradients, the IEM model predicts a constant-shape PDF with decreasing variance.4*2) In largevolume-ratio cases, the resultant PDF are highly unphysical and result in physically unrealistic product distributions. "-8 The effect is exacerbated as more complex, finite-rate chemistry is included. The GIEM model surmonts this difficulty by introducing diffusive relaxation of the scalar PDF without sacrificing the ability of the full PDF methods to handle arbitrarily complex, finite-rate chemistry.
The GIEM model requires a closure for an inert scalar field (i.e., the mixture fraction), referred to here as the shadow scalar. For example, any of the available closures for inert-scalar mixing such as the mapping closure,'"*" an assumed PDF closure,r2 or the FP closure'3.'4 could be employed. The question of choosing the mixing time scale is not addressed by the GIEM model. This information is provided by the closure for the shadow scalar. Typically, available closures require external time scale information to link the scalar dissipation rate to lluid dynamics (e.g., ~+mlcl~ for turbulent mixing). Of the closures mentioned above, only the FP closure includes such time-scale information, but at the expense of modeling the joint scalar, scalar gradient PDF. Alternatively, the spectral relaxation model of the scalar dissipation rate recently proposed by Fox" could be employed.
The GIEM model has some similarities with other recently proposed closures. For example, Valiiioi6 presented a new method to attack two-dimensional diffusion problems using the mapping closure. Although the PDF evolution found with this method shows a striking similarity to DNS data, its extension to include multiscalar reactions, which would require resetting the initial mapping functions at each time step, is difficult to achieve with reasonable accuracy. Furthermore, its application to inhomogeneous flows is impractical due to its computational cost. The GIEM model avoids these difficulties by assuming a linear relationship between the inert and reacting scalars during the diffusion process. The realizability can be guaranteed through a simple algorithm based on the bounds of scalars and their unchanged mean values during the diffusion process.
The GIEM model also has some similarity with the conditional moment closure (CMC).r7 A detailed comparison of the two closures is presented in Sec. III. In Sec. IV the GIEM model is validated by comparing its results to the DNS data of Mel1 et ~1." for a one-step reaction with nonpremixed initial conditions in homogeneous turbulence. These authors have shown that the CMC model performs well for this flow, and thus a direct comparison between the CMC and the GIEM mode1 can be made. In Sec. V, GIEM model predictions for a two-step reaction are compared with simulation results for reaction-diffusion in a random lamellar system." Unlike the one-step reaction where mixing is dominated by the reaction term, the two-step reaction has true finite-rate kinetics for which the reaction and mixing terms are of equal order in magnitude. The two-step reaction thus offers a more severe test of the closure's performance, especially for predicting reaction intermediates that are typically present at relatively low concentrations. Finally, in Sec. VI, an extension of the GIEM model to binary mixing in inhomogeneous flows is outlined.
II. THE GIEM MODEL
The GIEM model is a closure for the molecular mixing term in the joint composition PDF balance equation.2 Assuming constant density and passive scalar transport, the general evolution equation for the one-point composition PDF in inhomogeneous turbulence can be written ast*' (repeated indices imply summation)
where uj= Vj -(Vi) are the fluctuating components of the velocity field, Sk($) is the chemical source term, and Jf is the diffusive flux of species k. Note that e5 is the physical variable and 1c, is the corresponding phase variable. The unclosed turbulent convection term (Ujl r,@ is usually closed using a gradient-diffusion assumption.2 The molecular mixing term on the right-hand side of Eq. (1) must be modeled and is the subject of this work. Note, however, that
implying, for instances, that the mean scalar values remain unchanged by the effect of molecular mixing. The general treatment of the PDF equation for inhomogeneous flows can be found in Pope" and is not repeated here. Nevertheless, it is important to note that no new unclosed terms are introduced for inhomogeneous flows as is the case for moment methods or with the CMC approach. For the homogeneous flows considered in this work, the PDF balance equation simplifies to df+ 3
Thus, given a closure for the molecular mixing term on the right-hand side, the evolution of the joint composition PDF can be computed exactly. Numerically, this expression is solved by representing the PDF by an ensemble of notional (stochastic) particles, which mimics the shape of the transported PDF in composition space.2 A successful molecular mixing model should thus allow a particle-based numerical implementation, as described below for the GIEM model.
In this work, the GIEM model will be formulated for binary mixing of nonpremixed reactive scalars with equal molecular difusivities. Let 4,y(x,t) denote an inert scalar and &(X,tj a possibly reactive scalar for which +k(x,O) =ak(P,(x,O)+bk, (i.e., the initial scalar fields are linearly dependent). Hereinafter, it will be assumed that all scalars obey a transport equation of the form: so that" (;f$)=-(I-$$I*).
(4) (5) Note that for nonpremixed flows, the mixture fraction field can be used for +S(x,t). However, in general, this need not be the case and so we shall refer to +S(x,t) as the shadow scalar field.
In the IEM model, the evolution of a nonreacting scalar field (e.g., the conditional expected value of Eq. (4) without the chemical source term) is modeled by (6) Assuming, as is usually done, that r+ is the same for both the shadow and the reactive scalar field, we can rewrite the 1EM model as and (~/w)=$;:; (g?
Equation (7) represents the change of the shadow scalar due to molecular mixing. From Eq. (5). it can be seen that the change of the reactive scalars due to molecular mixing is equal to the rate of change of the shadow scalar multiplied by a linear function of the reactive scalar. Conceptually, Eq. (8) is the starting point for the GIEM model. In the GIEM model the final equality in Eq. (7) is dropped and, in order to ensure that (+k) is unchanged by molecular mixing, Eq. (S) is modified as follows:
where Pk and p,Y are computable time-dependent functions. The unknown change of the shadow field due to molecular mixing is provided as input to the GIEM model. Equivalently, a solution to the mapping closure that relates the shadow field to a known reference field may be employed. In either case, it is assumed that the cumulative distribution function (CDF) of the shadow scalar is continuous and invertible. For example, letting F,( 4, ,t) denote the CDF, we define its inverse with respect to +,* as H(u,t)=F, '(u,tj, where u is a uniform (0,l) reference field.20
In general, using either a shadow scalar CDF (i.e., from an assumed PDF) or the mapping closure, there exists an invertible mapping from a time-independent reference field z to the shadow field that we denote as H: 4,= H(z,t), and z = H- ' ( 4, , t) . In terms of H, the evolution of the shadow field for a given eS can be found from 04, ( I) Dt r,b$ = g [H-'(~sr,,t),tl. (10)
Note that since the mixing process is dissipative. the variance of 4, decreases for increasing t. Thus, for a fixed value of z, 4, will approach p, (defined below) determinist&ally as t increases. However, since z is a time-independent random field, the rate of approach will be a random variable whose time dependence is a deterministic function of t. Thus, the shape of the PDF of & will evolve in the GIEM model, as opposed to remaining constant as in the IEM model.' Note also that unlike in Lagrangian models for the velocity field,' the GIEM model does not attempt to capture the time-dependent stochastic behavior of 4, moving with a fluid particle.
The value of /3, is determined by specifying that for all flS. This is equivalent to choosing
where Z, is a solution to (13) In general, Eq. (13) will have multiple solutions. For example, if H is found from the mapping closure for a doubledelta initial PDF (nonpremixed binary mixing casej with a Gaussian reference field, i.e.,"
where T(t) is a normalized time scale and Co determines the area under the left-hand peak:
then z,=( -a,COe -w) + a). However, of these three solutions, the first and 1as.i correspond to the extrema of the shadow field (-1,l) for which Eq. (11) is not satisfied. Thus, /3, is found from Fq. (12) using zS= C,,eeflr) and is a function oft with p,(O)=0 and limf+,/3S(t)=(+,).
In terms of thefrux of probability in 4, space, the roots of Eq. (13) correspond to points of zero fzux. Thus, if the PDF of 4, is unimodal or bimodal, then a unique value of p, exists in the interval between the extrema of $$. This case is the most frequently encountered in reactive flow applications such as nonpremixed combustion or acid-base chemistry in turbulent jets, mixing layers, and homogeneous chemical reactors.5 Hereinafter, we shall consider the binary mixing case exclusively.
The value of Pk is determined from the condition that (+& can not change due to the effects of molecular mixing. With p, determined as described above, this condition yields (g$(g+PJ)=o where the outermost expected value is with respect to the joint PDF of 4, and &. Alternatively, Eq. (16) can be rewritten as Note that from the definition of p, (18) and thus /?k is Wd defined. Note also that if sk( $!J) is null so that & and 4, are linearly dependent for all t, then Eq. (17) yields Pk= akPs+ bk so that
as required. In general, Pk for reactive scalars will differ from (+k), even for cases where p,= (4,). The molecular mixing rate for +k, or equivalently its microscale, will thus be dependent on the source term sk( $) in a nontrivial manner. Equation (8) of IEM model is recovered from the GIEM model only for the special case where the PDF of 4, is symmetric and & is nonreactive.
III. RELATIONSHIP BETWEEN THE GIEM AND CONDITIONAL MOMENT CLOSURES
The CMC is expressed in terms of the expected value of the reactive scalars conditioned on the value of the mixture fraction. In terms of the GI'EM model, this can be written as (&I (cr,) where the conditional expected value is, with respect to the conditional PDF, where f, is the marginal PDF of the shadow scalar. The joint composition PDF equation (homogeneous case),
may be employed to obtain the evolution equation for f414, and, ultimately, (&I f+!~~).
Integration of Eq. (21) over @ yields the evolution equation for the shadow scalar PDF: (22) Multiplying Eq. (21) (24), it appears that the molecular mixing and chemical reaction terms are handled very differently in each case. However, using an alternative formulation of the probability flux f -$-mkki h 9 cl/)fd 
We can then use the fact that for a homogeneous scalar field & that is initially a deterministic function of +# [i.e., &.(x,I+ok~ +,(X,0))], the GIEM model yields c,bk(x,t)=(+kl qSs(x,t)) with probability one for all t as is evident from the examples in Sec. IV This fact implies that, with probability one, 
Thus, if Eq. (32) is satisfied for the GIEM model, then by employing the equivalent expressions for the probability flux of the shadow scalar, i I) g +h fs=-$-me3 4af,i, s
Eq. (32) can be used to rewrite the molecular mixing term in Eq. (24) One case where the two models yield identical results is in the limit of fast chemistry where (+kl+,) = &( 4,). In this limit, the scalar dissipation is exactly balanced by chemical reactions yielding the well-known result5721 o=fs,id)+r ( Zd2Y ,,,,), es w
where the expected value is with respect to the joint PDF of the shadow scalar and its gradients. The same result is also obtained from the GIEM equation. Multiplying Eq. (24) by f integrating over & and using the fact that ( ykI 4,) = &( $,) depends on t only through $J~, we find
The second term on the right-hand side is zero, according to Eq. (16), and the last term can be rewritten so that (37) Using the condition of homogeneity and applying the chain rule to the last term on the right-hand side yields o=(Skw)+r ( d% es d2&
which is identical to Eq. (35).
It is worth noting that for the CMC, (,$I es) and f, must be supplied by the user. (Actually, in order to be consistent with Eqs. (22) and (33), only (~fl$~) or f, can be chosen independently. Indeed, the mean scalar values will be conserved only when they are chosen consistently as shown below.) On the other hand, for the GIEM model, these functions are uniquely determined by the mapping closure. As will be seen in Sec. IV for a one-step reaction, the agreement between the two closures and with DNS results in excellent when the mapping closure form of (&I Q$) is used in the CMC with f, found from DNS. Nevertheless, if ([:',"I tis) is not chosen to be consistent with f, in the CMC, e.g., if (6:) is employed for arbitrary f, as has been proposed elsewhere,'6*'8 the two closures will definitely not yield the same result. Likewise, when applied to inhomogeneous scalar fields where ~~(~,t)#(~~l~~(x,t)), the closures can also not be expected to yield the same result.
As noted above, another important criterion for a molecular mixing model is that it leave the scalar means unchanged. The first two terms on the right-hand side of this expression are obtained using Eq. (25) with the conditional scalar dissipation rate assumed to be independent of 1cI, and the last term using Eqs. (22) and (33). Applying integration by parts twice to the final term, the scalar mean equation becomes
confirming that the molecular mixing term in the CMC generates an unphysical source (sink) term when f, and ( E~, 'I $,,) are not chosen consistently.
IV. RESULTS FOR A ONE-STEP REACTION
To illustrate the GIEM model, we shall first appIy it to the one-step reaction A + B--r P in homogeneous turbulence with no mean scalar gradients. We will begin by comparing the model results to known theoretical limits for the scalar PDFs valid for arbitrary time scales. For this comparison, the shadow field will be modeled by the mapping closure solution given in Eq. (14). and the normalized time scale 7(t) will be determined by forcing (+I') =e-st where d '=+-(4) .
A comparison of the model predictions with DNS and CMC results will then be presented with the time scale taken directly from the DNS data.
A. Comparison with theoretical results
Since the scalar fields are assumed to be homogenous and linearly dependent on the shadow scalar field at time zero, they can be initialized using 
$P(o)=o?
where, by definition of the mapping closure, 9,(O) = 1+ H(z,Oj.
(43) In the GIEM simulations, the time-independent reference field z is generated at time zero by sampling from a standard normal distribution. Since there are no mean scalar gradients, the GIEM model reduces to a set of ordinary differential equations with random initial conditions. The reaction rates for the one-step reaction are given by S, = S,= -S, = -Da +A +B. The GIEM model is then completely specified and can be solved to find the evolution of the joint composition PDF of all the scalars.
The marginal scalar pdf for Da=2.0 and u,=O.7 are shown in Fig. 1 For the statistically homogeneous case, the joint PDFs lie on a curve with no scatter. This fact is due to the deterministic nature of Eq. (9) and is reminiscent of CMC.16
Note that since the GLEM closure is linear, all initially linearly dependent fields remain so for al1 t. This property ensures, for example, that
31-----1 so that all the well-known properties of the joint PDF of 4 and B in the limit Da+a follow immediately.
A consequence of the above remark can be seen in the unmixedness ratio, defined by
and shown in Fig. 4 for several values of Da. Z is a key quantity in moment closure methods since it is needed to close the reaction term. In the fast chemistry limit, Z can be computed directly from the PDF of shadow scalar due to the fact that scalars A and B can not coexist. (Note from Eq. (44) that the shadow scalar has a range that is a factor of two larger than the mixture fraction. The shadow scalar PDF thus is a factor of 2 smaller than the mixture fraction PDF. This fact must be taken into account when applying the wellknown empirical correlations for one-step reactions. the case shown in Fig. 4 (uo=0.7) , reactant B is in excess and hence reactant A is depleted before reactant B, resulting in values of Z that are strongly dependent on t and Da. In contrast to moment methods, the limiting properties of Z follow naturally from the GIEM model. Thus, using the GIEM model, dubious closure assumptions that are sometimes invoked to model Z can be avoided.'3 For the often studied case of equal-volume mixing (ao=0.5) it is well known that Z--+2/7r as t-++a for Da= +m,24 and the GIEM model correctly predicts this result. For example, as shown in Fig. 5 , at Da=lOOO, the GIEM model predicts Z-0.64, compared with the analytical value 0.6367.
B. Comparison with DNS and CMC results
The examples given above illustrate the favorable properties of the GIEM model. Nevertheless, a more stringent test of the mode1 is to compare it directly to DNS data for the one-step reaction. Mel1 et al." have generated DNS data for the one-step reaction with nonpremixed initial conditions and used it to test the CMC. In their simulations, the one-step, second-order reaction is given by Since the scalar fields are again homogeneous for this case, the GIEM model has been applied as described above, but with the time-scale information taken directly from the DNS data for the variance of the mixture fraction (multiplied by a factor of 2). The initial PDF of shadow scalar has been approximated by the mapping closure solution with a,=0.5 (r=l) and a0=0.75 (r=3). The species mass fraction variables were initialized as described above. Likewise, the reaction rate expressions were modified to account for the stoichiometric ratio by multiplying them by the appropriate factor of r.18 Results comparing the CMC to the DNS data for the mean reaction rate illustrate some important aspects of the CMC. Shown in As can be seen from the figure, the predictions of CMC depend strongly on the assumption adopted. As noted in Sec. III, the consistent application of the CMC requires that (c:I Icr,) correspond to the form of f, . The relatively large differences between CMC(a) and the DNS results are most likely due the error in the expression for the mean scalar concentrations noted in Sec. III. For this case, the mapping closure provides an excellent description of f, and thus CMC(b) agrees closely with the DNS data. In contrast to the CMC, PDF methods have no difficulties with the mean scalar concentration balance equation. Figure 7 shows the predictions of both the GIEM and the IEM models for the same DNS data. Both models show excellent agreement with the DNS data shown in Fig. 6 . This is particularly noteworthy given the fact that the IEM model yields a poor prediction for the shape of the marginal scalar PDF. However, the validity of this result is limited by the Damkiihler numbers used in the DNS. As the reaction rate becomes larger, the shape of scalar PDF becomes more important for predicting the mean values of reactive scalars. Since the GIEM model gives correct results for infinitely fast chemistry, the accuracy of IEM model can be tested using the equal-volume mixing case. Figure 8 shows the difference between these two models using the time-scale information from the DNS data and Da=a. It is clear that the IEM model underestimates the mixing rate which results from the fact that the mixture fraction PDF is non-Gaussian in the IEM model. This phenomenon will result in substantial errors when applied to the two-step reaction discussed in the next section. Overall, it can be stated that the GIEM model yields excellent agreement with the one-step reaction DNS data for homogeneous scalar fields. cal reaction rather than molecular diffusion. Since the shape of the PDF is mainly determined by molecular diffusion at small scales, an alternative to DNS is to use simulation of reaction-diffusion in a one-dimensional random lamellar system. t9*i3*t4 As with DNS, the time-scale information can be taken directly from the simulation data for the variance of the shadow scalar. Fox'~ has shown that the limiting PDF of the shadow scalar is Gaussian in random lamellar systems and it can be expected that the mapping closure will provide an excellent description of the shadow scalar PDF given the correct time scale. 
The GIEM and IEM models were applied as discussed in Sec. IV using the time-saIe information for diffusion of a nonreacting scalar.
Figures 9 and 10 show the evolution of mean concentra- tions predicted by the GIEM and IEM models, respectively, compared with the simulation results for the random lamellar system. It can be clearly seen that the GEM model provides an excellent description of the mean concentrations. On the other hand, although the IEM model performed well for the one-step reaction with moderate reaction rates, its predictions for the two-step reaction deviate significantly from the simulation results. Because the first reaction rate is much higher than the second in Figs. 9 and 10, the reaction is mixing controlled. Unlike in one-step reactions, the production rate of R is much more sensitive to the local mixing rate, which subsequently controls the production rate of S in the two-step reaction. The difference between these two models can be seen from the PDFs of reactants shown in Figs. 11 and 12, respectively. The IEM model predicts a double-delta shape for product R, while the GEM model gave a much broader distribution. The GIEM model results for the marginal PDF are nearly identical to the simulation results shown in Fig. 13 . The only observable difference is in the marginal PDF of R where the shapes of the PDF differs for concentrations above 0.8. Figure 14 compares the predictions of GEM model with the simulation results for k,= 100 and k,=lOO. Although the result is not as good as in the previous case, the predicted values are still reasonably accurate. The largest error occurs in the mean value of R, which can be understood by noting that (B)+(R)+2 (S) is a conserved scalar. Because B is correctly predicted, the error in R should be twice as big as the error in S. Our studies indicate that the larger deviations occur when the rate constants are large and nearly equal. For example, when k,=lOO and k,= 1000, the GEM model again gives adequate predictions for the mean concentrations as shown in Fig. 15 . For this case, the second reaction is much faster than the first, thereby depleting R faster which limits the largest error associated with the model prediction of R. (The precent error in R actually grows but is offset by the decreasing magnitude.)
From the results presented above, it is obvious that in order to have reasonable predictions for the two-step reac- tion, a model that predicts the correct shape of the marginal scalar PDF is crucial. The small difference between the simulation results and the GIEM model for the two-step reaction may be due to two causes: l R is initially produced at the interface between A and B, therefore, its dissipation rate may be locally much higher than that of the shadow scalar.
l As shown in Fig. 16 , the GIEM model predicts that scalar mixing occurs with zero scatter about the conditional mean, which is a result of the linear assumption between the shadow scalar and reactive scalars. However, in real systems, the mixing induces nonneglible scatter about the conditional mean as shown in Fig. 17 .
The solution to the fiist problem will require a multiscale model, which would not be practical for use with irihomogeneous flows. The second problem may be attacked using higher-order models which include mixing frequency as another phase variable.t3.i4 However, since both approaches will require additional closure assumptions, neither can be guaranteed a priori to yield better agreement with the simulation results. Overall, given its ease of application, the GIEM model should provide an adequate closure for predicting the scalar PDFs for many nonpremixed reactive flows.
VI. CONCLUSIONS
A new scalar mixing model, which can be easily extended to multiscalar reactions, has been proposed for binary mixing of nonpremixed reactants. Assuming a linear relationship between the inert scalar and reactive scalars, the GIEM model is able to achieve accurate predictions for both one-and two-step reactions as compared to DNS and reaction-diffusion simulation results. By adopting the mapping closure solution for the inert scalar, the limiting value of the unmixedness ratio for one-step reactions can be correctly obtained without any ad hoc assumptions. The comparisons between the simulation results and the GIEM model for a two-step reaction are also impressive. Although small devia- tions were found for the two-step reaction, the closure predictions are vastly superior to those found using moment methods. The GIEM model can also be applied to the extremely important case of n&premixed, inhomogeneous scalar tields. Most PDF codes are designed to treat, this case and generally employ the IEM model to describe scalar mixing." For inhomogeneous scalar fields, spatial transport results in additional terms in the PDF balance equation. In a fractional time-stepping approach, the molecular mixing term and the spatial transport terms can be treated separately. Thus, assuming the scalar time scale can be found from the turbulence fields, the molecular mixing step can be handled as done in this work, namely, by advancing the mapping closure by dt.
In general, the spatial transport terms will lead to changes in the mean and variance of the shadow field 4,(t) . We propose that after these changes, the mapping closure solution [Eq. (14) ] be assumed valid, and T(t) and CO be determined uniquely from (4,(t)) and (c&t)). Given these parameters, H-i (4, , t) can be used to map b,(t) back to the timeiindependent Gaussian field z. The latter is then used with H (z,t+dt) in the mixing step to find +,T(t+dt). While this approach bears some resemblance to an assumed PDF method, it is in fact much more general since, when combined with the GIEM model, it offers a complete closure for multiple reactive scalars that can be easily incorporated in existing PDF codes.
Generally speaking, the GIEM model provides a simple and useful method for the simulation of multiscalar turbulent reacting. flows. When coupled with an accurate model for predicting the time-scale information based on the turbulence fieldsi the GIEM model will provide a complete description of the evolution of the joint composition PDF. Further applications of this model to more general chemical reactions and inhomogeneous tlows should thus be of great interest and will be reported in future communications.
