Observations of H + 3 in the Galactic diffuse interstellar medium (ISM) have led to various surprising results, including the conclusion that the cosmic-ray ionization rate (ζ 2 ) is about 1 order of magnitude larger than previously thought. The present survey expands the sample of diffuse cloud sight lines with H + 3 observations to 50, with detections in 21 of those. Ionization rates inferred from these observations are in the range (1.7 ± 1.3) × 10
ABSTRACT
Observations of H + 3 in the Galactic diffuse interstellar medium (ISM) have led to various surprising results, including the conclusion that the cosmic-ray ionization rate (ζ 2 ) is about 1 order of magnitude larger than previously thought. The present survey expands the sample of diffuse cloud sight lines with H + 3 observations to 50, with detections in 21 of those. Ionization rates inferred from these observations are in the range (1.7 ± 1.3) × 10 −16 s −1 < ζ 2 < (10.6 ± 8.2) × 10
s −1 with a mean value of ζ 2 = (3.5
−3.0 ) × 10 −16 s −1 . Upper limits (3σ) derived from non-detections of H + 3 are as low as ζ 2 < 0.4 × 10 −16 s −1 . These low upperlimits, in combination with the wide range of inferred cosmic-ray ionization rates, indicate variations in ζ 2 between different diffuse cloud sight lines. A study of ζ 2 versus N H (total hydrogen column density) shows that the two parameters are not correlated for diffuse molecular cloud sight lines, but that the ionization rate decreases when N H increases to values typical of dense molecular clouds. Both the difference in ionization rates between diffuse and dense clouds and the variation of ζ 2 among diffuse cloud sight lines are likely the result of particle propagation effects. The lower ionization rate in dense clouds is due to the inability of low-energy (few MeV) protons to penetrate such regions, while the ionization rate in diffuse clouds is controlled by the proximity of the observed cloud to a site of particle acceleration.
INTRODUCTION
The rich chemistry responsible for producing many of the small molecular species observed in the interstellar medium (ISM) is thought to be driven primarily by ion-molecule reactions (Watson 1973; Herbst & Klemperer 1973) . To initiate this reaction network, a source of ionization is required that operates in both diffuse molecular (n ∼ 100 cm −3 , T ∼ 70 K) and dense molecular (n ∼ 10 4 cm −3 , T ∼ 30 K) clouds. As absorption by atomic hydrogen severely attenuates the flux of photons capable of ionizing many of the most abundant species in the molecular ISM (e.g., H 2 , He, O), cosmic rays are the dominant ionization mechanism in such regions. This makes the cosmic-ray ionization rate a vital parameter in modeling interstellar chemistry.
Several estimates of the cosmic-ray ionization rate have been made over the past 50 years. Both theoretical calculations (e.g., Hayakawa et al. 1961; Spitzer & Tomasko 1968; Webber 1998 ) and observational inferences (e.g., O'Donnell & Watson 1974; Black & Dalgarno 1977; Black et al. 1978; Hartquist et al. 1978a,b; van Dishoeck & Black 1986; Federman et al. 1996; van der Tak & van Dishoeck 2000; McCall et al. 2003; Indriolo et al. 2007; Gerin et al. 2010; Neufeld et al. 2010 ) produced a wide range of ionization rates, from a few times 10 −18 s −1 to a few times 10 −15 s −1 . However, many of the more recent values inferred for diffuse clouds have tended to be on the order of 10 −16 s −1 .
Following its initial detection in the ISM (Geballe & Oka 1996) , H + 3 has widely been regarded as the most direct tracer of the cosmic-ray ionization rate (Dalgarno 2006) due to a simple underlying chemistry. Observations of H + 3 in dense clouds Kulesa 2002; Brittain et al. 2004; Gibb et al. 2010) , diffuse clouds (McCall et al. 1998 Indriolo et al. 2007 Indriolo et al. , 2010 Crabtree et al. 2011) , and toward the Galactic Center Goto et al. 2002 Goto et al. , 2008 Goto et al. , 2011 Oka et al. 2005; Geballe & Oka 2010 ) can be and have been used to constrain the ionization rate in each of these environments. Here we present the most comprehensive survey of H + 3 in diffuse molecular cloud sight lines to date, expanding and improving upon our analysis from Indriolo et al. (2007) . is formed in a two-step process, beginning with the ionization of H 2 by cosmic rays,
H
and quickly followed by a reaction of H 
Some amount of H + 2 will be destroyed by dissociative recombination with electrons,
or charge transfer to atomic hydrogen,
before it can form H + 3 , but these processes are slow compared to reaction (2). Overall, reaction (1) is the rate-limiting step (it is many orders of magnitude slower than reaction (2)) and can be taken as the formation rate of H + 3 . Photoionization of H 2 also occurs, but is negligible compared to ionization by cosmic rays. This is because the ultraviolet and soft X-ray photons capable of ionizing H 2 (E > 15.4 eV) are severely attenuated in the outer layers of diffuse clouds by atomic hydrogen, which has a lower ionization potential (13.6 eV). While higher energy photons (e.g., hard X-rays and γ-rays) can penetrate diffuse molecular clouds, the lower ionization cross sections at these energies and smaller flux of such photons make their contribution to the ionization rate minimal. As a result, H 
In dense clouds however, where the electron fraction is much lower, H + 3 is destroyed by proton transfer to neutrals such as CO, O, and N 2 :
These ion-molecule reactions demonstrate how H + 3 essentially drives the chemistry in the ISM by generating molecular ions which can then go on to form even more complex species. Because the chemistry surrounding H + 3 is so simple, and because its formation arises directly as a result of ionization by cosmic rays, observations of H + 3 can be a powerful probe of the cosmic-ray ionization rate.
METHODS

Observations
In diffuse molecular clouds, conditions are such that only the 2 lowest energy levels of H + 3 -the (J, K)=(1, 1) para and (1, 0) ortho states-are expected to be significantly populated. As a result, observations that probe transitions arising from these 2 states will trace the entire content of H + 3 along a line of sight. We targeted 3 such transitions-the R(1, 1) u , R(1, 0), and R(1, 1) l -which are observable at 3.668083 µm, 3.668516 µm, and 3.715479 µm, respectively. As the weak H + 3 lines are located near various atmospheric CH 4 and HDO lines, precise removal of the telluric lines is vital for the purpose of accurately determining H + 3 column densities, and is facilitated by the observation of telluric standard stars. Because the R(1, 1) u and R(1, 0) transitions are easily observed simultaneously (being separated by about 4Å), and because together they probe the entire population of H + 3 , they are the most frequently observed transitions.
Although observations of H + 3 have become more commonplace, as evidenced by the publication list in Section 1, they are still rather difficult. Given the transition dipole moments (see, e.g., Goto et al. 2002 , and references therein) and a typical relative abundance of about 10 −7 -10 −8 with respect to H 2 , H + 3 absorption lines in diffuse molecular clouds are usually about 1-2% deep, and thus require a signal-to-noise ratio (S/N) greater than about 300 on the continuum to achieve 3σ detections. As a result, background sources must have L-band (3.5 µm) magnitudes brighter than about L = 7.5 mag to be feasible targets for 8 m (or L = 5.5 mag for 4 m) class telescopes. Ideally, these background sources should also be early-type stars (OB) such that the continuum is free of stellar absorption features. A list of all background sources targeted in our study, along with select line-of-sight properties, is presented in Table 1 . Additionally, to adequately sample the intrinsically narrow interstellar absorption lines requires high spectroscopic resolving power (R 20, 000).
Observations used in this study were taken between 1998 and 2010 with a variety of instrument/telescope combinations, including CGS4 (Mountain et al. 1990 ) at UKIRT, NIR-SPEC (McLean et al. 1998) at Keck, Phoenix (Hinkle et al. 2003) at both KPNO and Gemini South, and CRIRES (Käufl et al. 2004) at VLT. A log of all H + 3 observations in diffuse molecular clouds utilized herein-including those previously published-can be found in Table  2 .4 of . For specifics regarding instrument configurations, observing methods and the like, the reader is referred to the following sources: McCall et al. (1998 McCall et al. ( , 2002 McCall et al. ( , 2003 McCall (2001) ; Geballe et al. (1999); Indriolo et al. (2007 Indriolo et al. ( , 2010 ; Crabtree et al. (2011) .
Data Reduction
Beginning with raw data frames, our reduction procedure employed standard IRAF 1 routines commonly used in spectroscopic data reduction. Upon extracting one-dimensional spectra, data were tranferred to Igor Pro 2 where we have macros written to complete the reduction (McCall 2001) . Spectra published in Indriolo et al. (2007) were reprocessed here using a method that better accounts for bad pixels in the CGS4 array. A full description of the new reduction procedure used for CGS4 data-and all of our reduction procedures applying to H + 3 data in general-is presented in Indriolo (2011).
UPDATED RESULTS
Fully reduced spectra are presented in Figures 1-13 As mentioned above, all of the spectra presented in Indriolo et al. (2007) were reprocessed for this study. In most cases the differences between the resulting spectra are minimal, but spectra presented herein, along with any results derived from them, should be regarded as superseding any previously published results. There are 4 sight lines in particular where further discussion of new versus old spectra is warranted: BD -14 5037, HD 154368, ζ Per, and X Per. In Indriolo et al. (2007) we reported a detection of H + 3 toward BD -14 5037-albeit marginal at best-but with the updated reduction procedure this sight line is now considered to be a non-detection (see Figure 6 herein versus Figure 3 from Indriolo et al. (2007) ). Spectra toward HD 154368, ζ Per, and X Per were reported in Crabtree et al. (2011) , but we later realized that an important step in the reduction process was omitted for these 3 sight lines; spectra taken at the A and B nod positions had been combined based solely on pixel number without accounting for any potential shift in the dispersion direction. For both HD 154368 and ζ Per the effects of re-processing the data were minimal, and newly derived column densities and para fractions agree with those reported in Crabtree et al. (2011) within uncertainties. For X Per though, individual spectra had relatively low S/N and a large number of frames were shifted in the dispersion direction, thus the new reduction is significantly different from that reported in Crabtree et al. (2011) .
By using the new X Per results (see Table 2 ) in the analysis presented by Crabtree et al. (2011) , the conclusions in that study are actually strengthened, as the erroneous X Per data used therein consistently made that sight line the only outlier in the reported trends.
ANALYSIS
Extraction of Column Densities and Upper Limits
Absorption features due to H + 3 were fit with Gaussian functions in order to determine equivalent widths, velocity FWHM, and interstellar gas velocities. The fitting procedure uses the functional form of a Gaussian where the area (as opposed to amplitude) is a free parameter, and includes a fit to the continuum level; i.e.,
and was developed in Igor Pro. The free parameters here are the continuum level, I 0 , the area of the Gaussian, A, the central wavelength of the Gaussian, λ 0 , and the line width, w (n.b., the width used here is related to the "standard" Gaussian width, σ, by w 2 = 2σ 2 ). As the continuum level has already been normalized, an area determined using this fit is by definition an equivalent width, W λ . In the case of the R(1, 1) u and R(1, 0) lines, both absorption features are fit simultaneously and a single best-fit continuum level is found. Uncertainties on the equivalent widths (δW λ ) and continuum level (δI) -both at the 1σ level -are output by the fitting process. To estimate the systematic uncertainties due to continuum placement, the continuum level was forced to I 0 + δI and I 0 − δI and the absorption lines refit. Variations in the equivalent widths due to this shift are small compared to those reported by the fitting procedure and so have been ignored (i.e., σ(W λ ) = δW λ ). Assuming optically thin absorption lines and taking transition dipole moments and wavelengths from Goto et al. (2002, and references therein) , column densities are derived from equivalent widths using the standard relation:
where N(J, K) is the column density in the state from which the transition arises, h is Planck's constant, c is the speed of light, λ is the transition wavelength, and |µ| 2 is the square of the transition dipole moment.
In cases where H + 3 absorption lines are not detected, upper limits to the equivalent width are computed as
where σ is the standard deviation on the continuum level near the expected H + 3 lines, λ pix is the wavelength coverage per pixel, and N pix is the number of pixels expected in an absorption feature. Upper limits to the column density are then determined via equation (11) . Column densities, equivalent widths, velocity FWHM, and interstellar gas velocities for all of the sight lines presented in Figures 1-13 are reported in Table 2 .
Determination of the Cosmic-Ray Ionization Rate
As discussed in Section 2, the chemistry associated with H + 3 in diffuse molecular clouds is rather simple. Assuming steady-state conditions, the formation and destruction rates of H + 3 can be equated. In the simplified version of diffuse cloud chemistry -where destruction occurs only via dissociative recombination with electrons -the result is
where ζ 2 is the ionization rate of H 2 , n's are number densities, and k e is the H + 3 -electron recombination rate coefficient (see Table 3 ). Substituting the electron fraction (defined as x e ≡ n e /n H , where n H ≡ n(H) + 2n(H 2 )) into equation (13) and solving for the ionization rate gives
Observations cannot measure changes in these parameters along a line-of-sight, so we assume a uniform cloud with path length L and constant x e , k e , n H , and n(H 
gives the cosmic-ray ionization rate in a diffuse molecular cloud.
While equation (15) only considers one formation and destruction mechanism for H + 3 , comparison to a more complete chemical reaction network shows that it is a robust approximation given diffuse cloud conditions. Assuming steady-state for H + 2 where destruction by electron recombination and charge transfer to protons (reactions 3 and 4) are considered, and steady-state for H + 3 where destruction by proton transfer to CO and O (reactions 6, 7, and 8 ) is accounted for, gives the equations
Solving for the ionization rate and making similar substitutions as before results in
where relevant rate coefficients are given in Table 3 , k CO = k 6 + k 7 , and f H 2 ≡ 2n(H 2 )/n H is the fraction of hydrogen nuclei in molecular form.
The cosmic-ray ionization rate as a function of electron fraction is plotted in Figure  14 for both equations (15) and (18). In all four panels the thick solid line shows the linear relationship given by equation (15), while the various other curves show the ionization rate determined using equation (18) and different values of x(CO), x(O), and f H 2 . In the first panel x(CO) is set to 10 −6 , 10 −5 , and 10 −4 with x(O) = 10 −8 and f H 2 = 1. In the second panel x(O) is set to 10 −6 , 10 −5 , 10 −4 and 3 × 10 −4 with x(CO) = 10 −8 and f H 2 = 1. In the third panel f H 2 is set to 0.67, 0.5, and 0.1 with x(CO) = x(O) = 10 −8 .
The first and second panels show that equation (18) only differs significantly from equation (15) when x e 10 −5 , and for high fractional abundances of CO and O ( 10 −4 ). These deviations occur when proton transfer to CO and O come to dominate over electron recombination as the primary destruction pathways for H + 3 . The third panel shows that f H 2 affects the ionization rate for all values of x e , but that rather low molecular hydrogen fractions are necessary to significantly alter the inferred value of ζ 2 . With f H 2 = 0.5 (i.e., twice as many H atoms as H 2 molecules) the value output by equation (18) is about 1.6 times that from equation (15), while for f H 2 = 0.67 (i.e., equal number of H and H 2 ) the value output by equation (18) (15) and (18) when x e ∼ 10 −2 .
Although some of the sight lines studied herein have molecular hydrogen fractions of f H 2 = 0.2 as determined from observations of H and H 2 Rachford et al. 2002 Rachford et al. , 2009 , it must be remembered that these are line-of-sight fractions, while equation (18) requires local fractions. As it is expected that there will be atomic gas along a line of sight that is not associated with a cloud containing H 2 , the line-of-sight value of f H 2 always underestimates the value of f H 2 within a diffuse molecular cloud. It is generally assumed that the interior of a diffuse molecular cloud has conditions where 0.67 < f H 2 < 1 (i.e. somewhere between half and all of the hydrogen is in molecular form), such that reaction (4) will not be very important. (18) produces the dashed curve in the last panel of Figure 14 , and at x e = x(C + ) = 1.5 × 10 −4 (Cardelli et al. 1996; Sofia et al. 2004 ) the resulting ionization rate is only 1.33 times larger than that inferred from equation (15). This demonstrates that equation (15) is a good approximation to equation (18) in the regions we study, and so we adopt equation (15) in computing ζ 2 .
With equation (15), the cosmic-ray ionization rate (ζ 2 ) can be determined from the H + 3 column density (N(H + 3 )), H 2 column density (N(H 2 )), total hydrogen density (n H ), electron fraction (x e ), and H + 3 -electron recombination rate coefficient (k e ). The electron fraction can be approximated by the fractional abundance of C + assuming that nearly all electrons are the result of singly photoionized carbon. In sight lines where C + has been observed, the measured value of x(C + ) is used for x e . For all other sight lines, the average fractional abundance measured in various diffuse clouds, x(C + ) ≈ 1.5 × 10 −4 (Cardelli et al. 1996; Sofia et al. 2004) , is adopted for x e . Uncertainties in x e are assumed to be ±20%, i.e., ±3 × 10 −5 . The H + 3 -electron recombination rate coefficient has now been measured in multiple laboratory experiments (e.g., McCall et al. 2004; Kreckel et al. 2005 Kreckel et al. , 2010 with consistent results and is presented in Table 3 . When available the spin temperature of H 2 , T 01 , and its uncertainty are used in calculating k e ; otherwise, an average value of 70 ± 10 K is adopted. The total hydrogen number density is difficult to determine, but various studies have estimated n H using a rotational excitation analysis of observed C 2 lines (Sonnentrucker et al. 2007) , an analysis of H and the J = 4 level of H 2 (Jura 1975) , or a thermal pressure analysis of fine structure lines of C i (Jenkins et al. 1983 ). Number densities from these studies are presented in Table 4 when available. For sight lines without estimated densities, the rough average value of n H = 200 cm −3 is adopted. In all cases, uncertainties in n H are assumed to be ±50% of the reported values. Absorption lines from electronic transitions of H 2 have been observed in the UV along many of the sight lines in this study (from which the aforementioned values of T 01 are derived; Savage et al. 1977; Rachford et al. 2002 Rachford et al. , 2009 ). In sight lines where H 2 has not been observed, two other methods were used to estimate N(H 2 ). The preferred method uses column densities of CH determined from observations in combination with the relation N(CH)/N(H 2 ) = 3.5 Sheffer et al. (2008) . In sight lines where neither H 2 nor CH has been observed, N(H 2 ) is estimated from the color excess, E(B − V ), using the relation N H ≈ E(B − V )5.8 × 10 21 cm −2 mag −1 from Bohlin et al. (1978) , and assuming f H 2 ≈ 2N(H 2 )/N H = 0.67. Molecular hydrogen column densities determined both from observations and estimates are presented in Table 4 .
While Table 2 gives individual column densities for the lowest lying ortho and para levels of H Table 4 are equal to the sum of the column densities in the (1, 1) and (1, 0) states (i.e., N(H
is used to determine N(1, 1). Because there are only 2 independent measurements of N(1, 1), the uncertainty of the weighted average, S[N(1, 1)], is determined using an unbiased estimator of a weighted population variance for small samples. This is given by
where
and µ * is the weighted average determined from equation (19) . The uncertainty in the total H (15), and taking the values described above and in Table 4 , cosmic-ray ionization rates are inferred for all diffuse molecular clouds where H + 3 observations have been made. These values of ζ 2 are presented in column 10 of Table 4 , with uncertainties in column 11. As for the H + 3 column densities, upper limits to the cosmic-ray ionization rate should be taken as 3σ(ζ 2 ).
For one sight line however, that toward NGC 2024 IRS 1, a different analysis is used because recent observations suggest that the interstellar material is more likely dense than diffuse (T. Snow 2011, private communication) . In this case, values appropriate for dense clouds (x e = 10 −7 , f H 2 = 1) are adopted, effectively simplifying equation (18) to
The density and temperature are also set to average dense cloud values (n H = 10 4 cm −3 , T = 30 K). The large CO column density (N(CO) = 1.26×10
18 cm −2 ; T. Snow 2011, private communication) results in x(CO) = 1.28 × 10 −4 , demonstrating that most of the carbon is in molecular form, and thus validating the low value of x e assumed above. Oxygen abundances are typically about two times carbon abundances (Lodders 2003) , such that half of all O is expected to be in the form of CO. We assume the remainder to be in atomic form, and use x(O) = x(CO) in equation (21). The resulting upper limit on the cosmic-ray ionization rate toward NGC 2024 IRS 1 is ζ 2 < 4.2 × 10 −17 s −1 . This lower value is expected in dense cloud conditions, as will be discussed below, and is excluded from our analysis of the distribution of ionization rates in diffuse clouds.
The Distribution of Cosmic-Ray Ionization Rates in Diffuse Clouds
With ionization rates and upper limits inferred for 50 diffuse cloud sight lines, it is interesting to study the distribution of our entire sample. Cosmic-ray ionization rates with 1σ uncertainties and 3σ upper limits are plotted in Figure 15 . In order to find the probability density function for the cosmic-ray ionization rate in our sample, all of these data points are combined. Each sight line with an H + 3 detection is treated as a gaussian function with mean and standard deviation equal to the ionization rate and uncertainty reported in columns 10 and 11 of Table 4 . Each sight line with a non-detection of H + 3 is treated as a gaussian function with mean equal to zero and standard deviation equal to the uncertainty in column 11 of Table 4 . The cosmic-ray ionization rate cannot be negative, and it is reasonable to assume that in diffuse clouds there is some "floor" value below which ζ 2 does not fall caused by the continuous diffusion of particles throughout the Galactic disk (Webber 1998) . We set this floor value to 10 −17 s −1 -a rough average of ionization rates computed from proposed local interstellar proton spectra (e.g., Spitzer & Tomasko 1968; Webber 1998 ) -and truncate all of the gaussian functions at this floor.
3 Each function is then re-normalized so that the area under the curve above the floor ionization rate is equal to 1. The truncated gaussians are added together, and the final distribution is again normalized to have an area equal to 1.
The resulting probability density function, f (ζ 2 ), is plotted in the top panel of Figure  16 . Because of the logarithmic x-axis, it is difficult to tell "by eye" which ionization rates are most probable. However, this is easily seen by scaling f (ζ 2 ) by ζ 2 , as shown in the middle panel of Figure 16 . By integrating ζ 2 f (ζ 2 ), we find the mean value of the cosmic-ray ionization rate to be 3.5 × 10 −16 s −1 , marked by the vertical dashed line. The minimum range of ionization rates (in log space) that contains 68.3% (gaussian 1σ equivalent) of the area under f (ζ 2 ) is bounded by 5.0 × 10 −17 s −1 on the left and 8.8 × 10 −16 s −1 on the right, and is shown by the shaded region. The bottom panel of Figure 16 shows the cumulative distribution function, F (ζ 2 ), which gives the probability that the ionization rate is below a particular value. Given that the H + 3 formation process starts with H 2 , one might expect that abundances of the 2 species should be correlated. Figure 17 shows N(H + 3 ) versus N(H 2 ) for the entire sample of sight lines studied herein. Also included are H + 3 column densities in sight lines near the supernova remnant IC 443 (Indriolo et al. 2010) , as well as in dense clouds Kulesa 2002; Brittain et al. 2004; Gibb et al. 2010) . It is clear that for diffuse cloud sight lines where H + 3 has been detected, relative abundances tend to cluster about 10 −7 . A re-arrangement of equation (15),
suggests that scatter about a central value of N(H by CO is about 2 orders of magnitude slower than by electrons (see Table 3 ), the density of dense clouds is about 2-3 orders of magnitude larger than diffuse clouds (Snow & McCall 2006) , and the fractional abundance of electrons in diffuse clouds should be about equal to that of CO in dense clouds. This means that ζ 2 must be about 0-2 orders of magnitude lower in dense clouds than in diffuse clouds to produce the observed results, and several studies of ionized species in dense clouds support such a trend (e.g., van der Tak & van Dishoeck 2000; Kulesa 2002; Hezareh et al. 2008) .
The Cosmic-Ray Ionization Rate and Location
Beyond studying the cosmic-ray ionization rate in and of itself, it is insightful to search for correlations between ζ 2 and various other sight line parameters. One of the most fundamental relationships to study is that between ζ 2 and location within the Galaxy. The cosmic-ray ionization rate is plotted against Galactic longitude in the bottom panel of Figure 18 . The top panel is a map in Galactic coordinates and the middle panel gives the distance to background sources such that the reader can easily trace the ionization rates in the bottom panel to an actual on-sky position. There are no apparent gradients in Fig-ure 18, and comparisons of ζ 2 with both heliocentric distance and Galactocentric radius of background sources do not show any trends, thus suggesting that the mechanism responsible for variations in the cosmic-ray ionization rate does not operate on large scales. To study variations of ζ 2 on small spatial scales, we investigate some of the closest sight line pairings from our data.
HD 168607 & HD 168625
The sight lines with the smallest angular separation in our survey are HD 168607 and HD 168625, separated by only 1. ′ 1. The H + 3 spectra for both targets are very similar (see Figure 2) , suggesting that the absorption arises from a common cloud that must be in front of the closer target (HD 168607) at 1100 pc. At this distance, 1.
′ 1 corresponds to an on-sky separation of 0.35 pc. Ionization rates for these two sight lines are consistent with each other within uncertainties, demonstrating uniformity of ζ 2 on the smallest spatial scales probed by our observations.
Cyg OB2 Association
Three of our target sight lines use stars in the Cyg OB2 association as background sources: Cyg OB2 5, Cyg OB2 12, and Cyg OB2 8A. Taking the OB association to be at 1.7 kpc (Torres-Dodgen et al. 1991) , the on-sky distance between No. 5 and No. 12 is 2.6 pc, between No. 5 and No. 8A is 4.9 pc, and between No. 12 and No. 8A is 3.8 pc. Spectra toward No. 5 and No. 12 are somewhat similar, with components at about 6 km s −1 and 12 km s −1 LSR in a few molecular species . While the ionization rates in these two sight lines differ by about a factor of 3, the inability to meaningfully separate the H + 3 absorption features into the different velocity components makes this analysis very uncertain, and ζ 2 for Cyg OB2 5 and Cyg OB2 12 have overlapping 1σ uncertainties. Cyg OB2 8A, although not far removed from the other two sight lines, does not show H + 3 absorption (see Figure 12) , and may only contain the 6 km s −1 component . Still, the 3σ upper limit on ζ 2 toward No. 8A is consistent with the ionization rates inferred for the other two sight lines, and nothing conclusive can be drawn from this region.
A complementary method of tracing the cosmic-ray flux relies on gamma-ray emission from π 0 decay, and observations of the Cygnus X region by Fermi LAT are suggestive of a large flux of recently accelerated hadronic cosmic rays (Ackermann et al. 2011 ) near the Cyg OB2 association. This is one of a few select regions where both gamma-rays and H + 3 have been observed, and presents the opportunity for a rather unique study based on both cosmic ray tracers. However, this analysis is beyond the scope of the current paper, and such a study would best be served by an expanded survey of H + 3 that probes a larger extent of the gas traced by the gamma-ray emission presented in Ackermann et al. (2011) .
Per OB2 Association
The targets ζ Per, X Per, and o Per are all in the Perseus OB2 association (although the latter two may only be in the association by projection; de Zeeuw et al. 1999) . X Per and ζ Per show very similar spectra (see Figure 1 ) with H LSR, and the ionization rate inferred for each sight line is nearly identical. At a distance of 301 pc, the angular separation of 0.
• 88 corresponds to 4.6 pc in the plane of the sky. Among our targeted sight lines o Per is the next closest to these two, and, assuming a distance of 283 pc, is 10.5 pc away from ζ Per and 13.2 pc away from X Per. H + 3 is not detected toward o Per, and the 3σ upper limit inferred for ζ 2 in this sight line is about equal to the lower 1σ bounds on the ionization rates toward X Per and ζ Per. While o Per is about 20 pc closer than ζ Per, the similar E(B − V ) values for both sight lines make it unlikely that we do not see H + 3 simply because it is behind the target. Although not definitive, these results strongly suggest variations in the cosmic-ray ionization rate on a size scale of order 10 pc.
Ophiuchus-Scorpius Region
Many of our target sight lines probe the nearby Ophiuchus-Scorpius region, and some of the most closely spaced include o Sco, ρ Oph D, HD 147889, and χ Oph. The first three are all separated by 2-3 pc (assuming a distance of 136 pc), with χ Oph about 12-14 pc away. This is one of a few regions where H + 3 is not detected in any of the target sight lines, and aside from ρ Oph D where the low continuum S/N level (∼ 175) of the spectrum limits our analysis, the 3σ upper limits on ζ 2 are in the range 3-19 × 10 −17 s −1 . These are some of the smaller inferred upper limits on ζ 2 , and likely pertain to the material closest to the sun probed in our survey as background sources are only 100-200 pc away. It is interesting then, that these upper limits are consistent with the ionization rate of a few times 10
predicted by the local interstellar cosmic-ray spectrum (Webber 1998).
The Cosmic-Ray Ionization Rate and Hydrogen Column Density
Given that there is no evidence for large-scale gradients in the cosmic-ray ionization rate, it is possible that properties of the observed clouds themselves are responsible for variations in ζ 2 , and will show some correlation with the cosmic-ray ionization rate. A parameter with which ζ 2 has been predicted to vary is the hydrogen column density, N H (Padovani et al. 2009 ). This is because the energy spectrum of cosmic-rays is expected to change with depth into a cloud. Lower-energy particles -those most efficient at ionization -will lose all of their energy to ionization interactions in the outer regions of a cloud, leaving only higher-energy particles to ionize the cloud interior. As such, the ionization rate in a cloud interior should be lower than in a cloud exterior. Because lower-energy particles can operate through a larger portion of clouds with lower column densities (Cravens & Dalgarno 1978) , it is expected that the inferred ζ 2 will decrease with increasing N H . A plot of ζ 2 versus N H (and equivalent E(B −V )) is shown in Figure 19 . In sight lines with multiple distinct velocity components, the total line-of-sight N H has been divided by the number of components to better approximate the size of each individual cloud. Included in Figure 19 are data from 4 dense cloud sight lines observed in H (2000), and 1 dense cloud sight line observed in HCNH + by Hezareh et al. (2008) for the purpose of extending the relationship to much higher N H . There does not appear to be a correlation between ζ 2 and N H when only the diffuse molecular cloud sight lines are considered. However, when the dense cloud ionization rates (most of which are of order a few times 10 −17 s −1 ) are included, it seems that ζ 2 does decrease in sight lines with higher column densities.
DISCUSSION
Given that ζ 2 does not decrease with increased N H among diffuse cloud sight lines, but does when switching from the diffuse to dense cloud regime, the following conclusions can be drawn. First, the cosmic rays that are primarily responsible for ionization in diffuse clouds must be able to propagate entirely through such clouds. This could easily be done by 10 MeV protons, which have a range of Rn ≈ 2 × 10 22 cm −2 (Cravens & Dalgarno 1978) , about equal to the largest values of N H in diffuse clouds studied here. However, a cloud with a large line-of-sight column density does not necessarily have a large column density in the plane of the sky. Even lower-energy particles then (e.g., 2 MeV protons with Rn ≈ 10 21 cm −2 ) could potentially cause ionization through the entire extent of an observed cloud.
Second, the cosmic rays that are responsible for most of the ionization in diffuse clouds must not be able to penetrate to the interiors of dense clouds. Again, something like 2-+ 3 is observed in dense clouds use embedded objects as background sources. Regions surrounding these sources have been mapped in various molecular species (via emission at radio wavelengths), implying large column densities in the plane of the sky in addition to the large column densities observed along the line of sight. This increases the likelihood that much of the material being probed is deep within the observed cloud.
Taken together, the higher ionization rates inferred in diffuse clouds and lower ionization rates inferred in dense clouds suggest that differences in ζ 2 can be explained by the inability of low-energy cosmic rays to penetrate large columns of material. However, under the assumption that the cosmic-ray spectrum is uniform throughout the Galactic disk (Webber 1998 ), this does not adequately explain differences in the cosmic-ray ionization rate amongst diffuse clouds. Instead, it would seem that the cosmic-ray spectrum -at least for particles in the energy range most efficient at ionization -must vary in space.
Despite the previously held assumption of a uniform cosmic-ray spectrum, it should not be surprising that the flux of low-energy particles varies across the Galaxy. Given a hydrogen density of 1 cm −3 , a 2 MeV proton will only travel about 320 pc (not necessarily in a straight line) before losing all of its energy, meaning that any point that is a few hundred parsecs away from a site of particle acceleration will not experience the same flux of 2 MeV protons as a point that is much closer to an acceleration site. For low-energy particles to even enter a diffuse cloud then, the cloud must be relatively close to a site of particle acceleration.
Regardless of where most low-energy cosmic rays are accelerated, it is possible that differences in ζ 2 among diffuse cloud sight lines can be attributed to the distance between a cloud and acceleration site. Sight lines that probe material in close proximity to an acceleration site should show high ionization rates, while those that probe material farther away should show lower ionization rates. Unfortunately, defining acceleration sites and actually computing physical distances between those and the sample of observed clouds is difficult at best.
There are a few special cases, however, where the ionization rate can be inferred in molecular clouds known to be in close proximity to a site of cosmic-ray acceleration such as a supernova remnant. Shocked gas (e.g., Huang et al. 1986; Dickman et al. 1992) and OH (1720 MHz) masers (Claussen et al. 1997; Hewitt et al. 2006 ) observed toward the supernova remnant IC 443 demonstrate that the expanding shell is physically interacting with a foreground cloud, and gamma-ray observations of the remnant (Albert et al. 2007; Acciari et al. 2009; Abdo et al. 2010; Tavani et al. 2010) show a signature indicative of π 0 decay that suggests the cloud is experiencing a large flux of energetic protons. In Indriolo et al. (2010) we presented observations of H +0.8 −1.2 × 10 −15 s −1 -much higher than the mean value reported above-while in the remaining sight lines 3σ upper limits on ζ 2 were consistent with typical diffuse cloud values. Not only do these findings support the hypothesis that proximity to a site of particle acceleration controls the cosmic-ray ionization rate, but they also demonstrate variations in ζ 2 on length scales of a few pc.
SUMMARY
The survey of H Comparisons of ζ 2 with various line-of-sight properties (including Galactic latitude, Galactic longitude and heliocentric distance) show no clear trends. This suggests that variations in the cosmic-ray ionization rate between different sight lines are caused not by large scale, but local effects. A comparison of ζ 2 with the total hydrogen column density (N H ) shows no strong correlation when only diffuse clouds are considered. When ionization rates inferred for dense cloud sight lines with much higher N H are included though, ζ 2 is seen to decrease with increased N H . This correlation is expected as low-energy cosmic rays -those most efficient at ionization -will lose all of their energy before reaching the interiors of dense clouds. The lack of a correlation amongst diffuse cloud sight lines suggests that the particles primarily responsible for ionization must be able to completely penetrate diffuse clouds, while the difference in ζ 2 between diffuse and dense clouds indicates that these same particles must be stopped in the outer layers of dense clouds.
Given that total column density -at least in the case of diffuse clouds -is unable to explain variations in the ionization rate, the concept of a cosmic-ray spectrum that is uniform throughout the Galaxy must be reconsidered. Instead, the flux of low-energy (MeV) cosmic rays is most likely controlled by proximity to local sites of particle acceleration. Our recent observations showing a high ionization rate toward the supernova remnant IC 443 (Indriolo et al. 2010 ) support this conjecture.
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