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Velice ra´d bych podeˇkoval sve´mu vedoucı´mu diplomove´ pra´ce panu Ing. Jaromı´rovi
Konecˇne´mu za jeho rady a prˇipomı´nky prˇi tvorbeˇ diplomove´ pra´ce, prˇedevsˇı´m za rady
prˇi implementaci matematicke´ho modelu do programovacı´ho jazyka.
Take´ bych ra´d podeˇkoval sve´ rodineˇ a prˇı´telkyni za podporu nejen prˇi tvorˇenı´
diplomove´ pra´ce, ale i prˇi cele´m pru˚beˇhu studia.
Abstrakt
Na´sledujı´cı´ diplomova´ pra´ce se zaby´va´ realizacı´ ICP algoritmu, ktery´ se pouzˇı´va´ pro
lokalizaci autonomnı´ho robota prˇi jeho pohybu v rea´lne´m prostrˇedı´. Diplomova´ pra´ce
nejprve popisuje nejbeˇzˇneˇjsˇı´ algoritmy, ktere´ se vyuzˇı´vajı´ pro zarovna´nı´ laserovy´ch
snı´mku˚.
Dalsˇı´ cˇa´stı´ pra´ce je vytvorˇenı´ matematicke´ho modelu ICP algoritmu. K te´to realizaci
je vyuzˇit program Matlab. Poslednı´ cˇa´stı´ diplomove´ pra´ce je vytvorˇenı´ programu pro on-
line nasazenı´ ICP algoritmu a jeho pouzˇitı´ na rea´lny´ch datech, ktere´ jsou zı´ska´ny pomocı´
laserove´ho skeneru LMS SICK 100. K te´to realizaci je pouzˇit programovacı´ jazyk C#.
Klı´cˇova´ slova: Zarovna´nı´, lokalizace, algoritmus, ICP, laserovy´ skener, LMS SICK 100,
Matlab, C#
Abstract
The following master thesis is dealing with the implementation of ICP algorithm, which
is used for localization of autonomous robot in real environment during movement.
Master thesis the first describe the most common algorithms, which are used for laser
scans aligning.
The next step of master thesis is to create mathematical model of ICP algorithm. To
realization of this program is used Matlab program. The final part of master thesis is to
create a program for on-line deployment and testing them on real data sets get by LMS
SICK 100 laser scanner. For program realization is used C# programming language.
Keywords: Aligning, localization, algorithm, ICP, laser scanner, LMS SICK 100, Matlab,
C#
Seznam pouzˇity´ch zkratek a symbolu˚
A – skutecˇna´ hodnota [mm]
A – obecna´ matice bodu˚
APR – Anchor Point Relationship
ASCII – American Standard Code for Information Interchange
{Americky´ Standardnı´ Ko´d pro Vy´meˇnu Informacı´}
BSD – Berkeley Software Distribution
C – vektor kovariancˇnı´ matice
CAN – Controller Area Network
CLS – Complete Line Segment
CPU – Central Processing Unit
D – vzda´lenost [mm]
DSp – vzda´lenostnı´ spektrum referencˇnı´ho snı´mku
DSq – vzda´lenostnı´ spektrum aktua´lnı´ho snı´mku
F – cı´lova´ (u´cˇelova´) funkce
FLANN – Fast Library for Approximate Nearest Neighbors
GUI – Graphical User Interface {Graficke´ uzˇivatelske´ rozhranı´}
H (xn) – hessia´n u´cˇelove´ funkce
HSM – Hough Scan Matching
HSp – Houghovo spektrum referencˇnı´ho snı´mku
HSq – Houghovo spektrum aktua´lnı´ho snı´mku
HT – Hough Transform {Houghova Transformace}
ICP – Iterative Closests Point
IP – Internet Protocol
LGPL – Lesser General Public License
LMS – Laser Measurement Systems {Laserove´ Meˇrˇı´cı´ Syste´my}
M – matice mnozˇiny bodu˚
Mt+1 – matice nove´ mnozˇiny bodu˚
MCL – Monte Carlo Localization {Monte Carlo Localizace}
N – pocˇet bodu˚
NDT – Normal Distributions Transform
P – pravdeˇpodobnost
PSM – Polar Scan Matching {Pola´rnı´ porovna´va´nı´ snı´mku˚}
QIM – Quadratic Interpolation Method {Kvadraticka´ Interpolacˇnı´
Metoda}
R – matice rotace
SLAM – Self Localization And Mapping
TCP – Transmission Control Protocol
b – heuristicka´ konstanta
c – konstanta
c – vektor teˇzˇisˇteˇ
d – vzda´lenost [mm]
di – vzda´lenost bodu od prˇeka´zˇky [mm]
g (xn) – gradient u´cˇelove´ funkce
mi – vektor bodu mnozˇiny M
pi – vektor bodu referencˇnı´ho snı´mku
pn – vektor nejveˇtsˇı´ho spa´du
px – sourˇadnice bodu referencˇnı´ho snı´mku v ose x
py – sourˇadnice bodu referencˇnı´ho snı´mku v ose y
qi – vektor bodu aktua´lnı´ho snı´mku
qx – sourˇadnice bodu aktua´lnı´ho snı´mku v ose x
qy – sourˇadnice bodu aktua´lnı´ho snı´mku v ose y
r – polomeˇr [mm]
t – vektor rotace
tx – parametr transformace v ose x
tx0 – pocˇa´tecˇnı´ podmı´nky translace v ose x
ty – parametr transformace v ose y
ty0 – pocˇa´tecˇnı´ podmı´nky translace v ose y
vi – va´ha bodu
x – sourˇadnice v ose x
xi – sourˇadnice bodu v ose x
xi – vektor stavovy´ch promeˇnny´ch
xn – vektor parametru˚ transformace v n-te´ iteraci
xn+1 – vektor parametru˚ transformace v n+ 1-te´ iteraci
x∗ – vektor bodu ostre´ho minima
y – sourˇadnice v ose y
yi – sourˇadnice bodu v ose y
∆ – absolutnı´ chyba [mm]
∆φ – zmeˇna u´hlu [rad]
α – de´lka kroku
β – u´hel dane´ zmeˇrˇene´ vzda´lenosti [rad]
γ – nameˇrˇena´ hodnota [mm]
δ – relativnı´ chyba [%]
θ – orientovany´ u´hel [rad]
φ – u´hel natocˇenı´ (rotace) [rad]
φ0 – pocˇa´tecˇnı´ u´hel natocˇenı´ (rotace) [rad]
⋆ – krˇı´zˇova´ korelace
0 – index pocˇa´tecˇnı´ fa´ze
i – index i-te´ fa´ze
n – index n-te´ fa´ze
p – index referencˇnı´ho snı´mku
q – index aktua´lnı´ho snı´mku
x – index pro osu x
y – index pro osu y
φ – index u´hlu φ
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11 U´vod
V mobilnı´ robotice, ktera´ se rozsˇirˇuje cˇı´m da´l do vı´ce oblastı´, je hlavnı´m u´kolem robota
spra´vneˇ se zorientovat ve zna´me´m i nezna´me´m prostoru. Autonomnı´ roboti vyzˇadujı´
u´plnou samostatnost sve´ navigace v tomto prostrˇedı´. Dnes se tato orientace prova´dı´
pomocı´ srovna´nı´ a zarovna´nı´ neˇkolika laserovy´ch snı´mku˚, dı´ky ktery´m je robot schopen
zjistit nejen tvar prostrˇedı´ ve ktere´m se pohybuje, ale i svou vlastnı´ polohu v tomto
prostrˇedı´. Existuje neˇkolik mozˇny´ch algoritmu˚ a metod, ktere´ toto zarovna´nı´ prova´deˇjı´.
Cı´lem te´to diplomove´ pra´ce je nejprve pochopit du˚vody lokalizace autonomnı´ho
robota v dane´m prostrˇedı´, kde lokalizace se prova´dı´ pomocı´ zarovna´nı´ neˇkolika
laserovy´ch snı´mku˚. Dalsˇı´m cı´lem je nastudovat a porozumeˇt metoda´m, ktere´
zprostrˇedkova´vajı´ zarovna´va´nı´ snı´mku˚ a teoreticky tyto metody popsat. Jednou
z mozˇny´ch metod pouzˇı´vany´ch k lokalizaci autonomnı´ch robotu˚ v rea´lne´m prostrˇedı´ je
ICP algoritmus, ktery´m se podrobneˇji zaby´va´ tato diplomova´ pra´ce.
Prvnı´m cı´lem prakticke´ cˇa´sti diplomove´ pra´ce je vytvorˇit na´vrh matematicke´ho
modelu ICP algoritmu. Tento na´vrh a jeho na´sledne´ zrealizova´nı´ je provedeno pomocı´
softwaru Matlab. Dalsˇı´m cı´lem prakticke´ cˇa´sti je implementace algoritmu pro online
vyuzˇitı´. Tato implementace mu˚zˇe by´t provedena pomocı´ neˇktere´ho z programovacı´ch
jazyku˚.
Jednı´m z poslednı´ch cı´lu˚ diplomove´ pra´ce je odzkousˇenı´ matematicke´ho modelu i
programu urcˇene´ho pro online nasazenı´ na rea´lny´ch datech, ktere´ jsou zı´ska´ny pomocı´
laserove´ho senzoru. Po u´speˇsˇne´m odzkousˇenı´ programu˚ poslednı´m cı´lem diplomove´
pra´ce je zhodnocenı´ dosazˇeny´ch vy´sledku˚ zı´skany´ch z programu vytvorˇene´ho
softwarem Matlab i z programu urcˇene´ho pro mozˇnost lokalizace robota v rea´lne´m cˇase.
Mezi tyto vy´sledky mu˚zˇe by´t zahrnuto porovna´nı´ programu˚ a statisticke´ vyja´drˇenı´
jejich prˇesnosti.
22 Rozbor metod pro zpracova´nı´ laserovy´ch snı´mku˚
V dnesˇnı´ dobeˇ je veˇtsˇina pohyblivy´ch robotu˚ vybavena laserovy´m snı´macˇem. Laserovy´
snı´macˇ meˇrˇı´ vzda´lenost mezi robotem a objekty v okolı´ s vysoky´m u´hlovy´m rozlisˇenı´m
s rozsahem typicky 180◦ azˇ 360◦. Take´ umozˇnˇujı´ meˇrˇenı´ s vysoky´m cˇasovy´m rozlisˇenı´m,
a to nejme´neˇ 20 snı´mku˚ za sekundu. Nameˇrˇene´ vzda´lenosti mohou by´t pouzˇity
k rekonstrukci objektu˚ v blı´zkosti prostrˇedı´ robota, ktere´ je tvorˇeno sadou bodu˚. Cı´lem
zpracova´nı´ snı´mku˚ je porovnat dveˇ sady skenu˚ a z nich zı´skat informaci o aktua´lnı´
poloze robota. Tato operace se v literaturˇe oznacˇuje jako mapova´nı´. Samotne´ mapova´nı´
je da´no 2D translacı´ a 2D rotacı´. K vypocˇtenı´ tohoto posunutı´ a otocˇenı´ mu˚zˇe by´t
pouzˇito neˇkolik metod (algoritmu˚), ktere´ jsou uvedeny da´le v textu diplomove´ pra´ce. [1]
2.1 Algoritmus ICP
ICP (Iterative Closest Point) je algoritmus, ktery´ byl navrzˇen Beslem a McKayem [2] pro
minimalizaci rozdı´lu˚ sumy cˇtvercu˚ vzda´lenosti mezi dveˇma sadami bodu˚. Tato
minimalizace je zalozˇena na prˇedesˇle´m vytvorˇenı´ dvojic nejblizˇsˇı´ch bodu˚ z referencˇnı´ho
a aktua´lnı´ho skenu. Z nalezeny´ch sourˇadnic teˇchto bodu˚ je vypocˇtena transformace,
ktera´ provede jizˇ zmı´neˇnou minimalizaci rozdı´lu vzda´lenosti. Z du˚vodu, zˇe pru˚beˇh
minimalizace vzda´lenosti mezi pa´ry bodu˚ se opakuje do splneˇnı´ neˇktere´ z podmı´nek
pro ukoncˇenı´ algoritmu, je algoritmus iteracˇnı´. ICP algoritmus je mozˇne´ pouzˇı´t i pro 3D
mapova´ni prostoru. Naopak jeho nevy´hodou je veˇtsˇı´ vy´pocˇetnı´ na´rocˇnost. Samotny´





4. Urcˇenı´ hodnoty cı´love´ funkce
5. Minimalizace cı´love´ funkce
Tyto uvedene´ kroky budou podrobneˇ popsa´ny v dalsˇı´ cˇa´sti textu diplomove´ pra´ce 3.
2.2 Algoritmus NDT
Algoritmus NDT (Normal Distributions Transform), vytvorˇeny´ Biberem [1], pracuje na
jine´m principu nezˇ ostatnı´ SLAM algoritmy. Funkce algoritmu je takova´, zˇe rozdeˇluje
3snı´mane´ body do buneˇk mrˇı´zˇky v pravidelny´ch intervalech a pote´ je cela´ tato mrˇı´zˇka
aproximova´na norma´lnı´m rozdeˇlenı´m. Prakticky NDT algoritmus prˇirˇazuje body
z aktua´lnı´ho skenu k norma´lnı´mu rozdeˇlenı´ referencˇnı´ mrˇı´zˇky. Aproximace a prˇirˇazenı´
jednotlivy´ch bodu˚ snı´mku je uka´za´no na obra´zku (obr. 1). [4]
Obr. 1 Princip NDT algoritmu
NDT algoritmus je rychlejsˇı´ z du˚vodu, zˇe nepotrˇebuje hledat pro aktua´lnı´ snı´mek
zˇa´dne´ referencˇnı´ mrˇı´zˇky. Postup prˇirˇazenı´ aktua´lnı´ho bodu k referencˇnı´mu podle [1] lze
popsat:
1. Nacˇtenı´ vsˇech 2D bodu˚ qi=1..N v aktua´lnı´m snı´mku.







kde N prˇedstavuje pocˇet bodu˚ v bunˇce mrˇı´zˇky






(qi − c) (qi − c)T (2)
kde c je teˇzˇisˇteˇ bodu˚
4. Vypocˇtenı´ pravdeˇpodobnosti nalezenı´ bodu v dane´m mı´steˇ bunˇky:
P (x) = exp

−(pi − c)




kde C je kovariancˇnı´ matice a
pi je bod referencˇnı´ho snı´mku
4Pomocı´ zjisˇteˇne´ pravdeˇpodobnosti algoritmus doka´zˇe prˇirˇadit bod do spra´vne´
bunˇky. Kazˇda´ bunˇka musı´ mı´t vhodne´ rozmeˇry, ktere´ se volı´ podle velikosti
jednotlivy´ch skenu˚. Dı´ky tomuto rozdeˇlenı´ zı´ska´me po cˇa´stech spojitou dvou
dimenziona´lnı´ funkci, ktera´ v 2D rovineˇ vytva´rˇı´ funkci hustoty pravdeˇpodobnosti.
Poslednı´m krokem NDT algoritmu je zarovna´nı´ nove´ho snı´mku s referencˇnı´m snı´mkem,
kde prˇi neˇkolikana´sobne´ iteraci zı´ska´me co nejprˇesneˇjsˇı´ zarovna´nı´. [4]
2.3 Metoda APR
Jeden z dalsˇı´ch algoritmu˚, pouzˇı´vajı´cı´ se pro zpracova´nı´ laserovy´ch skenu˚, je APR
(Anchor Point Relationship) algoritmus. U´kolem tohoto algoritmu je najı´t shodu mezi
aktua´lnı´m laserovy´m snı´mkem a sadou referencˇnı´ch snı´mku˚. K tomuto prˇirˇazenı´ se
pouzˇı´vajı´ takzvane´ kotevnı´ body (anchor points). Tyto vy´znamne´ body jsou podle




Jump edge body jsou nejsna´ze detekovatelne´. Tyto body se objevujı´ na hranicı´ch dvou
kolmy´ch ploch prˇi prˇechodu laserove´ho paprsku z jedne´ plochy na druhou. Prˇi tomto
skoku se bod objevı´ na blizˇsˇı´ plosˇe. [5]
Angle (hranovy´) bod se objevuje prˇi spojite´m prˇechodu mezi dveˇma plochami. Da´le
se take´ mu˚zˇe objevit takzvany´ Visibility rim, cozˇ je druh jump edge bodu, objevujı´cı´ se
mezi prˇechodem kulate´ho prˇedmeˇtu a rovne´ plochy. Tyto trˇi prˇı´pady kotevnı´ch bodu˚
jsou vyobrazeny na obra´zku (obr. 2). [5]
Poslednı´m kotevnı´m bodem v APR algoritmu je Virtual edge bod. Tyto body jsou
vytvorˇeny z maxima´lnı´ch sˇpicˇek x a y-histogramu˚, ktere´ prˇedstavujı´ u´hlovy´ rozdı´l mezi
orientacı´ robota a u´hlem svı´rajı´cı´m s okolnı´ zdı´. Tento druh kotevnı´ho bodu spolecˇneˇ s x
a y-histogramem uveden na obra´zku (obr. 3).
Vsˇechny tyto kotevnı´ body poma´hajı´ s prˇirˇazenı´m aktua´lnı´ho laserove´ho snı´mku
k sadeˇ referencˇnı´ch, ktere´ obsahujı´ kotevnı´ body cele´ skenovane´ oblasti. Urcˇenı´ konecˇne´
transformace mezi skeny se prova´dı´ vytvorˇenı´m dvojic kotevnı´ch bodu˚ mezi snı´mky. [5]
5Obr. 2 Kotevnı´ body APR algoritmu
Obr. 3 Virtual edge body
2.4 Metoda CLS
Pro pravou´hla´ prostrˇedı´ s rovny´mi liniemi se hojneˇ vyuzˇı´va´ CLS (Complete Line
Segment) algoritmus. Algoritmus je zalozˇen na shodeˇ mezi aktua´lnı´m a referencˇnı´m
(globa´lnı´m) snı´mkem. Samotne´ skeny se skla´dajı´ z neˇkolika u´secˇek, ktere´ jsou senzorem
zaznamena´ny proti smeˇru hodinovy´ch rucˇicˇek. Prˇirˇazenı´ aktua´lnı´ho a referencˇnı´ho
6snı´mku je zalozˇeno na porovna´va´nı´ vztahu˚ jednotlivy´ch u´secˇek prostoru. Po na´sledne´m
prˇirˇazenı´ je mozˇne´ zjistit aktua´lnı´ pozici robota. [6]
Prvnı´m u´kolem algoritmu je vytvorˇenı´ globa´lnı´ mapy snı´mane´ho prostoru. Po
vytvorˇenı´ globa´lnı´ mapy se nasnı´ma´ loka´lnı´ mapa, ktera´ se sloucˇı´ s vytvorˇenou globa´lnı´
mapou prostoru. Na obra´zku (obr. 4) je vyobrazen cely´ proces, kde obra´zek 1. je
vytvorˇena´ globa´lnı´ mapa, obra´zek 2. je loka´lnı´ mapa a obra´zek 3. je sloucˇenı´ teˇchto map.
[6]
Obr. 4 Tvorˇenı´ globa´lnı´ mapy
Po vytvorˇenı´ globa´lnı´ mapy a aktua´lnı´ho skenu se urcˇuje pozice robota. Tato pozice
se stanovuje pomocı´ prˇirˇazenı´ aktua´lnı´ho skenu k referencˇnı´mu. Prˇirˇazenı´ se prova´dı´
pomocı´ vy´pocˇtu pravdeˇpodobnosti shody u´secˇek referencˇnı´ho a aktua´lnı´ho snı´mku. Po
prˇirˇazenı´ snı´mku˚ je stanovena orientace snı´mku φ, dı´ky ktere´ je schopno vypocˇı´tat
pomocı´ rovnice (4) aktua´lnı´ pozici robota,
x = xp − (xq cos (φ) + yq sin (φ))
y = yp − (yq cos (φ) + xq sin (φ))
(4)
kde xp, yp jsou sourˇadnice u´secˇky v referencˇnı´m snı´mku a
xq, yq jsou sourˇadnice u´secˇky v aktua´lnı´m snı´mku
2.5 Metoda PSM
PSM (Polar Scan Matching) metoda je zalozˇena´ na podobne´m principu jako ICP
algoritmus, vytvorˇena´ v roce 2007 Diosim [12]. Stejneˇ jako v ICP algoritmu se
7porovna´vajı´ nejblizˇsˇı´ body (suma cˇtvercu˚ vzda´lenostı´) z aktua´lnı´ho a referencˇnı´ho
snı´mku. Jeho hlavnı´ vy´hodou oproti ICP algoritmu je ve vy´pocˇetnı´ rychlosti nejblizˇsˇı´ch
sousedu˚.[12]
Prvnı´m krokem PSM algoritmu je prˇedzpracova´va´nı´ (preprocessing), kde se pomocı´
media´nove´ho filtrova´nı´ odstranı´ odlehle´ body z referencˇnı´ho a aktua´lnı´ho
snı´mku (obr. 5).
Obr. 5 PSM Algoritmus
Druhy´m krokem algoritmu je promı´tnutı´ aktua´lnı´ho snı´mku do sourˇadnic
referencˇnı´ho snı´mku. Trˇetı´m krokem algoritmu je odhadnutı´ translace. V tomto kroku
PSM algoritmus je pomocı´ odometru zmeˇrˇen co nejsˇirsˇı´ u´hlovy´ rozsah. Pro zobrazene´







wi ∥ pi − qi (xc, yc) ∥2

(5)
kde qi (xq, yq) je bod otocˇeny´ o sourˇadnice xq a yq z aktua´lnı´ho snı´mku.
Pote´ je pomocı´ kvadraticke´ interpolacˇnı´ metody (QIM) vypocˇı´ta´na u´hlova´ rotace
aktua´lnı´ho snı´mku k referencˇnı´mu, kde vy´sledne´ otocˇenı´ je vypocˇteno pomocı´ :
φ = φ0 + b∆φ (6)
kde b je heuristicka´ konstanta a ∆φ je zmeˇna mozˇne´ho u´hlu
Toto je pouze strucˇny´ popis algoritmu, podrobna´ funkce algoritmu je napsa´na
v literaturˇe [8, 12].
82.6 Monte Carlo lokalizace
Monte Carlo lokalizace (MCL) je algoritmus, ktery´ byl v 70. letech objeven Handschinem
[13]. Po dalsˇı´ch dvaceti letech byl neza´visle na prˇedchozı´m objevu znovuobjeven a vyuzˇit
k urcˇova´nı´ pozice robota [14]. V tomto textu bude pouze strucˇneˇ popsa´n hlavnı´ princip
MCL algoritmu, podrobneˇjsˇı´ popis lokalizace je uveden v [14, 15]. Principem MCL je
takovy´, zˇe prezentuje pravdeˇpodobnost stavu prostrˇedı´ konecˇnou mnozˇinou va´zˇeny´ch
bodu˚. V te´to mnozˇineˇ M je kazˇdy´ bod urcˇen (7):
mi = (vi,xi) (7)
kde vi je va´ha dane´ho bodu a
xi je vektor stavovy´ch promeˇnny´ch
Z tohoto vyja´drˇenı´ vyply´va´, zˇe pravdeˇpodobnost prˇı´tomnosti robota v urcˇite´m mı´steˇ
je da´na va´hami bodu˚ a jejich hustotou v dane´m mı´steˇ. Se zvysˇujı´cı´m se pocˇtem bodu˚
v blı´zkosti robota se prˇesnost zvysˇuje, viz. obra´zek (obr. 6). Hlavnı´m u´kolem lokalizace
je u´prava te´to mnozˇiny bodu˚. Tato mnozˇina pak obsahuje informaci o pozici robota.[14]
Obr. 6 Aproximace s ru˚zny´m pocˇtem bodu˚





Predikcˇnı´ krok vyuzˇı´va´ takzvany´ prˇechodovy´ model. Pohybem robota zı´ska´me novou
mnozˇinu bodu˚ Mt+1 tak, zˇe ke kazˇde´mu bodu mjt z mnozˇiny Mt prˇida´me novou
9hodnotu vektoru promeˇnny´ch xi(t+1). Tento vektor se generuje pouzˇitı´m prˇechodove´ho
modelu. Po tomto kroku se zvysˇuje nejistota pozice robota (obr. 7).
Obr. 7 Zvysˇujı´cı´ se nejistota
Translacˇnı´ krok pracuje se zmeˇnou polohy robota. U tohoto kroku vsˇak samotny´ pohyb
robota nahradı´me cˇtenı´m dat ze senzoru.
Korekcˇnı´ krok pouze zpracova´va´ u´daje zı´skane´ snı´macˇem. Oproti predikcˇnı´mu a
translacˇnı´mu kroku nijak neupracuje vektor xj , pouze upravuje va´hy jednotlivy´ch
bodu˚.
Prˇevzorkova´nı´ je poslednı´m krokem MCL algoritmu. Tato cˇa´st algoritmu ma´ za cı´l
z aktua´lnı´ mnozˇiny bodu˚ zı´skat novou mnozˇinu bodu˚. Tato nova´ mnozˇina musı´
obsahovat body se stejny´mi va´hami jako mnozˇina prˇedchozı´. Korelacˇnı´ krok a
prˇevzorkova´nı´ je zobrazeno na obra´zku (obr. 8), kde jednotlive´ obra´zky ukazujı´ postup
prˇi opakova´nı´ cele´ho procesu.[16]
2.7 Metoda HSM
Metoda HSM (Hough Scan Matching), vytvorˇena Censi a kol. [7], vyuzˇı´va´ k zarovna´nı´
laserovy´ch snı´mku˚ Houghovu transformaci.
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Obr. 8 Princip Monte Carlo lokalizace
Houghova transformace je metoda, ktera´ slouzˇı´ k hleda´nı´ jednoduchy´ch
geometricky´ch tvaru˚ v obraze. U prˇı´mky definovane´ vztahem (8) , lze urcˇit vzda´lenost
prˇı´mky od pocˇa´tku. Po vypocˇtenı´ vzda´lenosti d a velikosti orientovane´ho u´hlu θ je








Obr. 9 Vyja´drˇenı´ prˇı´mky
Po vytvorˇenı´ tohoto bodu v obraze je umozˇneˇno bodem prone´st vsˇechny mozˇne´
prˇı´mky. Tı´mto postupem v obraze vnikne sinusoida. Pokud hleda´me parametry mezi
dveˇma prˇı´mkami vzniknou na´m dveˇ protı´najı´cı´ se sinusoidy. Vytvorˇeny´ bod protnutı´
pote´ urcˇuje hledane´ parametry (obr. 10).
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Obr. 10 Dva body vyja´drˇenı´ pomocı´ Houghovy transformace
Oproti ICP algoritmu, HSM metoda je neiteracˇnı´ a neporovna´va´ jednotlive´ body
prostoru, ale mı´sto toho porovna´va´ Houghovy spektra jednotlivy´ch snı´mku˚. Podle [8]
HSM metoda pracuje v neˇkolika krocı´ch:
1. Vytvorˇenı´ Houghova spektra pro referencˇnı´ a aktua´lnı´ snı´mek (obr. 11).
Obr. 11 Vytvorˇene´ Houghovy spektra
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2. Vypocˇtenı´ jejich krˇı´zˇove´ korelace (Cross-correlation).
(f ⋆ g) (φ) =

θ
HSq (θ) ·HSp (θ − φ) (9)
kde
HSp je Houghovo spektrum referencˇnı´ho snı´mku a
HSq je Houghovo spektrum aktua´lnı´ho snı´mku
3. Urcˇenı´ transformacˇnı´ho u´hlu z maxima vza´jemne´ho vztahu.
φ = argmaxφ (f ⋆ g) (φ0) (10)
4. Vy´pocˇet vzda´lenostnı´ho spektra referencˇnı´ho a aktua´lnı´ho snı´mku.




DSq (d) ·DSp (d− k) (11)
kde
DSp je vzda´lenostnı´ spektrum referencˇnı´ho snı´mku a
DSq je vzda´lenostnı´ spektrum aktua´lnı´ho snı´mku
6. Vypocˇtenı´ maxima´lnı´ vzda´lenosti mezi referencˇnı´m a aktua´lnı´m vzda´lenostnı´m
spektrem.
|D| = argmaxkDC (k) (12)
7. Vypocˇtenı´ sourˇadnic x, y posuvu aktua´lnı´ho snı´mku od referencˇnı´ho.
tx = |D| cos (φ0)
ty = |D| sin (φ0)
(13)
2.8 Korelacˇnı´ metoda na za´kladeˇ histogramu
Tato korelacˇnı´ metoda, vytvorˇena´ Weissem [9], vyuzˇı´va´ pro zarovna´nı´ snı´mku˚ neˇkolik
histogramu˚, ve ktery´ch pomocı´ jejich loka´lnı´ch maxim je mozˇne´ zjistit zmeˇnu natocˇenı´ a
posuv mezi aktua´lnı´m a referencˇnı´m snı´mkem. [9]
U zjisˇt’ova´nı´ zmeˇny natocˇenı´ mezi jednotlivy´mi snı´mky se po nasnı´ma´nı´ prostoru
pomocı´ laserove´ho skeneru vypocˇı´tajı´ u´hly, ktere´ senzor svı´ra´ s nameˇrˇeny´mi prˇedmeˇty.
Pote´ je z nameˇrˇeny´ch u´hlu˚ vytvorˇen u´hlovy´ histogram, ve ktere´m jsou pro orientaci
vyja´drˇeny nejvı´ce svı´rane´ u´hly mezi snı´macˇem a prostrˇedı´m (obr. 12).
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Obr. 12 U´hlovy´ histogram
Stejny´ postup je pak proveden u aktua´lnı´ho snı´mku a pote´ je pomocı´ krˇı´zˇove´ korelace
urcˇen rozdı´l natocˇenı´ mezi aktua´lnı´m a referencˇnı´m snı´mkem.[10]






f (x) g (x+ y) dx (14)
V rea´lne´m prostrˇedı´ se vsˇak snı´mky od sebe nelisˇı´ pouze zmeˇnou natocˇenı´, ale i
polohou snı´macˇe. Toto zarovna´va´nı´ se prova´dı´ tak, zˇe se nejprve odfiltrujı´ body
neobjevujı´cı´ se v obou typech snı´mku˚. Po te´to filtraci se provede vy´pocˇet zmeˇny rotace.
Po urcˇenı´ zmeˇny rotace pomocı´ rovnice (14), se jednotlive´ snı´mky u´hloveˇ srovnajı´. Pote´
se provede vy´pocˇet translace mezi snı´mky. Nejprve se obrazy naklonı´ na osu x a vytvorˇı´
se histogram pro osu y. Z neˇj se vypocˇten rozdı´l mezi posunutı´m aktua´lnı´ho a
referencˇnı´ho skenu v ose y a na´sledneˇ jsou snı´mky zarovna´ny(d). Nakonec se tento
postup provede i pro osu x, ktere´ vede ke konecˇne´mu zarovna´n snı´mku˚. Cely´ tento
postup je zobrazen na obra´zku (obr. 13).[11]
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Obr. 13 Postup zarovna´va´nı´ snı´mku˚ pomocı´ histogramu˚
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3 Sezna´menı´ se s ICP algoritmem
Jak jizˇ bylo zmı´neˇno v kapitole 2, ICP algoritmus mu˚zˇeme popsat v neˇkolika krocı´ch,
dı´ky ktery´m je schopen zarovnat aktua´lnı´ a referencˇnı´ snı´mek. Sbeˇr teˇchto snı´mku˚ je
umozˇneˇn pomocı´ laserove´ho skeneru SICK LMS, ktery´ je popsa´n v kapitole 4.1.1. V te´to
cˇa´sti diplomove´ pra´ce jsou vı´ce rozvedeny principy jednotlivy´ch kroku˚ a co znamenajı´
pro samotny´ ICP algoritmus.
Podle literatury [2, 3, 17] lze rˇı´ci, zˇe ICP algoritmus ve 2D prostrˇedı´ hleda´ parametry
transformace (tx, ty, φ), dı´ky ktery´m je schopen minimalizovat Euklidovskou vzda´lenost
mezi jednotlivy´mi body referencˇnı´ho a aktua´lnı´ho snı´mku.
Z na´zvu samotne´ho algoritmu je patrne´, zˇe se jedna´ o takzvany´ iteracˇnı´ algoritmus.
To znamena´, zˇe jednotlive´ kroky algoritmu se opakujı´ do te´ doby, nezˇ je splneˇna (v tomto
prˇı´padeˇ) jedna z podmı´nek optimalizacˇnı´ metody.
3.1 Prˇedzpracova´nı´
Prvnı´m krokem ICP algoritmu je takzvane´ prˇedzpracova´nı´, neboli preprocessing.
V tomto kroku algoritmu se prova´dı´ filtrace bodu˚,za u´cˇelem redukce velikosti dat
souboru. Mezi tyto filtrovane´ body mu˚zˇeme zarˇadit naprˇı´klad vzda´lene´ body, ktere´
nepoma´hajı´ z lokalizaci robota v dane´m prostrˇedı´. Da´le mohou by´t odfiltrova´ny body,




Druhy´m krokem algoritmu je takzvane´ prˇirˇazenı´ (matching). U prˇirˇazenı´ se hledajı´
nejle´pe korespondujı´cı´ body mezi aktua´lnı´m a referencˇnı´m snı´mkem. Tento krok je
z cele´ho algoritmu nejvı´ce cˇasoveˇ na´rocˇny´. Existuje neˇkolik metod pro nalezenı´
korespondujı´cı´ch bodu˚ mezi snı´mky, kde v te´to diplomove´ pra´ci jsou pouzˇity metody:
• Metoda rˇesˇenı´ hrubou silou (brute force)
• k-d strom
3.2.1 Metoda rˇesˇenı´ hrubou silou
Metoda rˇesˇenı´ hrubou silou je nejjednodusˇsˇı´ metoda pro hleda´nı´ nejblizˇsˇı´ch sousedu˚
mezi aktua´lnı´m a referencˇnı´m snı´mkem. Funguje tak, zˇe se vypocˇı´ta´ vzda´lenost mezi
bodem referencˇnı´ho snı´mku a kandida´ty ze snı´mku aktua´lnı´ho. Po vypocˇtenı´
vzda´lenosti se vybere ten, ktery´ je bodu z referencˇnı´ho snı´mku nejblı´zˇe. Nejveˇtsˇı´
nevy´hoda te´to metody je jejı´ kvadraticka´ slozˇitost O N2. Dı´ky te´to slozˇitosti je tento
algoritmus nevhodny´ pro snı´mky s veˇtsˇı´m pocˇtem bodu˚. Z tohoto du˚vodu se tato
metoda v diplomove´ pra´ci nevyuzˇı´va´. [17]
3.2.2 k-d strom
Jednou z dalsˇı´ mozˇnosti hleda´nı´ nejblizˇsˇı´ho souseda je za pomocı´ takzvane´ho
k-dimenziona´lnı´ stromu (k-d tree). Jeho princip je takovy´, zˇe rozdeˇlı´ mnozˇinu bodu˚ P,
ktera´ je v urcˇite´m dimenziona´lnı´m zobrazenı´ (naprˇı´klad 2D zobrazenı´), na neˇkolik
polorovin tak, zˇe kazˇdy´ bod je umı´steˇn ve vlastnı´m prostoru. Toto rozdeˇlenı´ prostoru na
podprostory se prova´dı´ pomocı´ vy´pocˇtu media´nu dane´ho prostoru. Ve 2D prostoru je
kazˇdy´ bod z mnozˇiny P da´n sourˇadnicemi (px, py). Prˇi rozdeˇlenı´ prostoru pomocı´ k-d
stromu se nejprve vyhleda´ media´n osy x , ktery´m se prostor rozdeˇlı´ na dva podprostory.
Pote´ se v kazˇde´m podprostoru vyhleda´ media´n osy y a podprostor se rozdeˇlı´ na dalsˇı´
dveˇ cˇa´sti. Takto se pokracˇuje da´le azˇ do te´ doby, dokud nenı´ splneˇna podmı´nka
o konecˇne´m pocˇtu listu˚. Tento cely´ postup je uka´za´n na obra´zku (obr. 15). [17]
U hleda´nı´ nejblizˇsˇı´ch sousedu˚ mezi referencˇnı´m a aktua´lnı´m snı´mkem se na
jednotlive´ podprostory rozdeˇlı´ snı´mek referencˇnı´. Pote´ se na takto rozdeˇleny´ snı´mek
polozˇı´ snı´mek aktua´lnı´ a hledajı´ se korespondujı´cı´ body v jednotlivy´ch rovina´ch
(obr. 16). Hlavnı´ vy´hoda hleda´nı´ nejblizˇsˇı´ho souseda pomocı´ k-d stromu je jeho
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Obr. 15 Hleda´nı´ nejblizˇsı´ch sousedu˚ pomocı´ kd stromu
logaritmicka´ slozˇitost O (log2N), dı´ky ktere´ je vy´pocˇetnı´ rychlost neˇkolikana´sobneˇ vysˇsˇı´
nezˇ u metody rˇesˇenı´ hrubou silou. [17]
Obr. 16 Hleda´nı´ nejblizˇsˇı´ch sousedu˚ mezi referencˇnı´m a aktua´lnı´m snı´mkem
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3.3 Odmı´tnutı´
Ve trˇetı´m kroku, ktery´ se nazy´va´ odmı´tnutı´ (rejecting), se prova´dı´ eliminace pa´ru bodu˚
referencˇnı´ho a aktua´lnı´ho snı´mku. Odmı´tnutı´ je prova´deˇno na za´kladeˇ vy´pocˇtu
vzda´lenosti mezi teˇmito dveˇma pa´ry, kdy se ponecha´va´ pa´r s nejmensˇı´ vzda´lenostı´.
Tento proces je vyobrazen na obra´zku (obr. 17). Da´le take´ u cˇa´stecˇneˇ prˇekryty´ch snı´mku˚
mu˚zˇou by´t odstraneˇny body, ktere´ zahrnujı´ okrajove´ vrcholy snı´mku˚. Tomuto
odstraneˇnı´ se rˇı´ka´ odmı´tnutı´ vrcholu˚ hran a je pouzˇito spı´sˇe ve 3D prostrˇedı´. [17]
Obr. 17 Odmı´tnutı´ bodu˚
3.4 Urcˇenı´ hodnoty cı´love´ funkce
V kroku urcˇenı´ hodnoty cı´love´ funkce se vypocˇte hodnota u´cˇelove´ funkce mezi pa´ry
bodu˚ aktua´lnı´ho a referencˇnı´ho snı´mku, kde urcˇenı´ je mozˇne´ videˇt na obra´zku (obr. 18).
Tato hodnota u´cˇelove´ funkce je minimalizova´na kazˇdou iteracı´ algoritmu. O kroku
minimalizace cı´love´ funkce je napsa´no vı´ce v podkapitole 3.5. Samotna´ hodnota u´cˇelove´
funkce je pak pouzˇita k:
• Point to point minimalizaci, nebo
• Point to plane minimalizaci.
U Point to point minimalizace je cı´lova´ funkce vyja´drˇena sumou cˇtvercu˚ vzda´lenostı´
(Euklidovska´ norma) bodu˚ aktua´lnı´ho snı´mku k bodu˚m snı´mku referencˇnı´ho. Cı´lova´
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Obr. 18 Urcˇenı´ hodnoty cı´love´ funkce
funkce pak mu˚zˇe by´t vyja´drˇena pomocı´ rovnice (15):
F (tx, ty, φ) =
N
i=1
∥ (Rqi + t)− pi ∥2 (15)
prˇicˇemzˇ ve 2D prostoru R3 → R a kde:
pi ∈ (px, py) a jedna´ se o sourˇadnice bodu referencˇnı´ho snı´mku,
qi ∈ (qx, qy) jsou sourˇadnice bodu aktua´lnı´ho snı´mku,
R je matice rotace a
t je vektor translace (posuvu).
Matici rotace R mu˚zˇeme pak vyja´drˇit pomocı´ rovnice (16):
R =

cos (φ) − sin (φ)
sin (φ) cos (φ)

(16)
Point to plane minimalizace je naopak vyja´drˇena sumou vzda´lenostı´ bodu˚ aktua´lnı´ho
snı´mku k tecˇneˇ roviny, ve ktere´ jsou umı´steˇny body snı´mku referencˇnı´ho. Toto tvrzenı´
lze matematicky zapsat pomocı´ rovnice (17):
F (tx, ty, φ) =
N
i=1
∥ (Rqi + t) · nk − pi ∥2 (17)
kde nk vyjadrˇuje zarovnane´ tecˇne´ norma´ly v k-te´m bodu referencˇnı´ho snı´mku.
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3.5 Minimalizace cı´love´ funkce
V poslednı´m kroku ICP algoritmu se iteracˇneˇ prova´dı´ minimalizace cı´love´ funkce.
Abychom mohli minimalizovat sumu cˇtvercu˚ rozdı´lu mezi aktua´lnı´m a referencˇnı´m
snı´mkem, musı´me vypocˇı´tat parametry transformace tx, ty, φ. Tyto parametry lze urcˇit
pomocı´ optimalizacˇnı´ch metod, ktere´ obecneˇ spadajı´ do kategorie nelinea´rnı´ho
programova´nı´. Jednou z cˇasto vyuzˇı´vany´ch metod je Newtonova metoda. [19, 18]
Newtonova metoda se cˇasto vyuzˇı´va´ pro rˇesˇenı´ soustavy nelinea´rnı´ch rovnic.
Nicme´neˇ ji lze vyuzˇı´t take´ pro optimalizaci, kde v tomto prˇı´padeˇ ma´ tvar rovnice (18),
xn+1 = xn − α [H (xn)]−1 g (xn) , n ≥ 0 (18)
kde α je de´lka kroku (u klasicke´ metody je α = 1),
g (xn) je vypocˇteny´ gradient v n-te´ iteraci a
H (xn) je vypocˇteny´ Hessia´n v n-te´ iteraci.
Da´le take´ Newtonovu metodu lze pouzˇı´t k nalezenı´ extre´mu funkce. Postacˇujı´cı´
podmı´nky pro urcˇenı´ ostre´ho minima v bodeˇ x∗ jsou:
1. g (x∗) = 0
2. H (x∗) je pozitivneˇ definitnı´
Matice je pozitivneˇ definitnı´ za prˇedpokladu, zˇe se jedna´ o symetrickou matici a take´
pokud ma´ kladna´ vlastnı´ cˇı´sla. Pokud jsou splneˇny tyto podmı´nky, potom x∗ je bodem
ostre´ho loka´lnı´ho minima funkce F. V te´to diplomove´ pra´ci se vyuzˇı´va´ Newtonovy






(qx,i cos (φ)− qy,i sin (φ) + tx − px,i)2 + (qx,i sin (φ) + qy,i cos (φ) + ty − py,i)2

(19)
kde qxi a qyi jsou sourˇadnice i-te´ho bodu z pu˚vodnı´ matice,
φ je u´hel rotace,
pxi a pyi jsou sourˇadnice bodu referencˇnı´ho snı´mku a
tx a ty je posuv ve smeˇru x a y.
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U klasicke´ Newtonovy metody je de´lka kroku α = 1. Pro urychlenı´ konvergence se α
meˇnı´ v kazˇde´m iteracˇnı´m kroku programu. Vı´ce o te´to volbeˇ kroku je uvedeno
v podkapitole 3.5.3.
3.5.1 Vy´pocˇet gradientu
Pro vy´pocˇet gradientu se vycha´zı´ z rovnice (19), ktery´ se derivuje podle jednotlivy´ch
parametru˚ tx, ty, φ. Z toho plyne, zˇe gradient je vektorem o prvcı´ch g1, g2, g3.

































(xi cos (φ)− yi sin (φ) + tx − bxi)
· (−xi sin (φ)− yi cos (φ))
· (yi cos (φ) + xi sin (φ) + ty − byi)
· (−yi sin (φ) + xi cos (φ))
(23)
3.5.2 Vy´pocˇet Hessia´nu
Stejneˇ jako u vy´pocˇtu gradientu, vycha´zı´ vy´pocˇet Hessia´nu z rovnice (19), kde jesˇteˇ navı´c
po prvnı´ derivaci se provede druha´ derivace funkce podle rovnice (24), prˇicˇemzˇ se jedna´
o symetrickou matici.
H (tx, ty, φ) =











































































−txxi cos (φ) + txyi sin (φ)
+ bxixi cos (φ)− bxiyi sin (φ)
− tyxi sin (φ)− tyyi cos (φ)
+ byixi sin (φ) + byiyi cos (φ)
(33)
3.5.3 Volba de´lky kroku
Jedna z nejjednodusˇsˇı´ch metod pro volbu vhodne´ de´lky kroku α je takzvane´ Armijovo
zpeˇtne´ vyhleda´va´nı´, ktere´ vyzˇaduje splneˇnı´ nerovnice (34). Jeho hlavnı´m cı´lem je snı´zˇenı´
pocˇtu iteracı´ nutny´ch k nalezenı´ parametru˚ cı´love´ funkce. [19]
F (xn + αpn) ≤ F (xn) + cαpTnHF (xn) (34)
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kde xn jsou parametry transformace v n-te´ iteraci,
α je de´lka kroku,
pn je vektor nejveˇtsˇı´ho spa´du, ktery´ je da´n rovnicı´ pn = −H−1g a
c je konstanta, ktera´ podle literatury [18] c = 10−4.
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4 Na´vrh a realizace matematicke´ho modelu
Prvnı´m bodem prakticke´ cˇa´sti diplomove´ pra´ce je vytvorˇenı´ na´vrhu a realizaci
matematicke´ho modelu ICP algoritmu. K vytvorˇenı´ matematicke´ho modelu byl pouzˇit
program Matlab. Pomocı´ zı´skany´ch teoreticky´ch znalostı´ ICP algoritmu sepsa´ny´ch
v kapitole 3, byl sestrojen vy´vojovy´ diagram (obr. 19) pro zrealizova´nı´ matematicke´ho
modelu. Nejprve byly pro spra´vny´ chod programu vyuzˇı´va´ny prˇı´davne´ toolboxy
programu Matlab, konkre´tneˇ statisticky´ a optimalizacˇnı´ toolbox.
Po celkove´m zprovozneˇnı´ programu byla snaha se te´to za´vislosti na toolboxech
zbavit, bud’ nahrazenı´m vlastnı´ho ko´du, nebo vyuzˇitı´m externı´ knihovny. Toto
odstraneˇnı´ za´vislosti na prˇı´davny´ch toolboxech programu Matlab bylo velmi du˚lezˇite´,
z du˚vodu˚ dalsˇı´ implementace algoritmu vhodne´ho pro online nasazenı´, ktere´ bylo
navrzˇeno a zrealizova´no pomocı´ programovacı´ho jazyku C#. Jednotlive´ bloky
vy´vojove´ho diagramu jsou popsa´ny v na´sledny´ch podkapitola´ch.
4.1 Vy´beˇr referencˇnı´ho, aktua´lnı´ho snı´mku a filtrace bodu˚
Prvnı´mi bloky vy´vojove´ho diagramu jsou vy´beˇry aktua´lnı´ho a referencˇnı´ho snı´mku.
Samotne´ snı´mky jsou porˇı´zeny pomocı´ laserove´ho senzoru SICK LMS 100, ktery´ je vı´ce
popsa´n v podkapitole 4.1.1. Podle nastavenı´ senzor v cele´m sve´m rozsahu (azˇ 270◦) meˇrˇı´
vzda´lenost k nejblizˇsˇı´ prˇeka´zˇce. Pomocı´ vyhodnocovacı´ho programu v pocˇı´tacˇi, se
ktery´m senzor komunikuje prˇes wi-fi prˇipojenı´, se nasbı´rane´ data prezentujı´cı´ cely´
snı´mek ulozˇı´ do souboru s na´mi pozˇadovany´m forma´tem. V prˇı´padeˇ te´to diplomove´
pra´ce je vybra´n forma´t textove´ho dokumentu (.txt) kvu˚li snadne´ manipulaci jak
v prostrˇedı´ programu Matlab, tak i pomocı´ programovacı´ho jazyka C#. Takto vytvorˇene´
data pak jsou prezentova´ny v jednom rˇa´dku. Jelikozˇ kazˇdy´ datovy´ soubor obsahuje
1080 hodnot vzda´lenostı´, mu˚zˇeme podle u´daju˚ senzoru uvedeny´ch v (tab. 1) zjistit, zˇe
u´hlove´ rozlisˇenı´ je 0, 25◦.
Aby bylo mozˇne´ tyto data graficky prezentovat, musejı´ by´t urcˇeny sourˇadnice x, y
kazˇde´ho bodu ze souboru. Tyto sourˇadnice kazˇde´ho bodu jsou vypocˇteny pomocı´
rovnice (36),
xi = di cos (βi)
yi = di sin (βi)
(35)
kde
di vzda´lenost zı´skana´ senzorem od prˇeka´zˇky a
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Obr. 19 Vy´vojovy´ diagram matematicke´ho modelu
βi u´hel dane´ zmeˇrˇene´ vzda´lenosti.
Pomocı´ teˇchto dvou rovnic se urcˇı´ sourˇadnice kazˇde´ho bodu z dat zı´skany´ch
senzorem. Pote´ uzˇ bylo mozˇne´ pomocı´ funkce programu Matlab plot vykreslit referencˇnı´
a aktua´lnı´ snı´mek (obr. 20). Vy´beˇr referencˇnı´ho a aktua´lnı´ho skenu se prova´dı´
odkomentova´nı´m prˇı´slusˇne´ho textove´ho souboru s daty a na´sledny´m zakomentova´nı´m
prˇedesˇle´ho souboru, kde tyto soubory jsou nacˇı´ta´ny na zacˇa´tku ko´du programu.
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Obr. 20 Vykreslenı´ aktua´lnı´ho a referencˇnı´ho snı´mku
Dalsˇı´m blokem vy´vojove´ho diagramu je vzda´lenostnı´ filtr, ktery´ ma´ za u´kol
odfiltrovat prˇı´lisˇ vzda´lene´ body od pocˇa´tku, podle nastavene´ hodnoty v programu,
ktera´ lze libovolneˇ meˇnit. V te´to diplomove´ pra´ci je vzda´lenostnı´ filtr nastaven na
hodnotu 6 metru˚, ktera´ se osveˇdcˇila jako optima´lnı´.
4.1.1 Laserovy´ senzor SICK LMS 100
Laserovy´ senzor LMS 100 firmy SICK (obr. 21) je sˇirokopa´smovy´ detekcˇnı´ skener, dı´ky
ktere´mu je mozˇno pomocı´ opticke´ho paprsku snı´mat svu˚j okolnı´ prostor. Princip
laserove´ho senzoru je takovy´, zˇe se prˇı´mo meˇrˇı´ vzda´lenost od snı´macˇe, nejen tedy jestli
vyslany´ odrazˇeny´ paprsek byl prˇı´jmut nebo ne. Samotne´ meˇrˇenı´ vzda´lenosti od snı´macˇe
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se prova´dı´ podle meˇrˇenı´ doby od vypusˇteˇnı´ paprsku, do doby jeho prˇı´jmu. Laserovy´
snı´macˇ totizˇ nevysı´la´ paprsek sta´le, ale v pravidelny´ch intervalech. Mezi teˇmito
intervaly vnitrˇnı´ elektronika senzoru pocˇı´ta´ uplynuly´ cˇas mezi vysla´nı´m a prˇı´jmem
laserove´ho paprsku, a podle toho urcˇı´ vzda´lenost od dane´ prˇeka´zˇky.
Obr. 21 Laserovy´ senzor SICK LMS 100
Meˇrˇı´cı´ rozsah senzoru je azˇ 270◦, kde senzor ma´ mozˇnost krokova´nı´ po 0, 25◦ nebo
po 0, 50◦. Samotny´ sbeˇr informacı´ zı´skany´ch senzorem je mozˇne´ uskutecˇnit pomocı´ linky
RS-232, sbeˇrnice RS-285, CAN sbeˇrnice nebo pomocı´ Ethernetu. Jednotlive´ parametry
skeneru jsou pak uvedeny v tabulce (tab. 1).
Tab. 1 Vlastnosti laserove´ho senzoru SICK LMS 100
Vlastnosti
Provoznı´ dosah 20 m
Skenovacı´ frekvence 25 Hz nebo 50 Hz
Rozsah skenu max. 270◦
Uhlove´ rozlisˇenı´ 0, 25◦ nebo 0, 50◦
Odezva 20 ms nebo 40 ms
Datova´ komunikace RS-232, RS-285, CAN bus, Ethernet
Napa´jenı´ 10, 8 V DC azˇ 30 V DC
Rozmeˇry 105 mm x 102 mm x 152 mm
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4.2 Aplikace transformace
Dalsˇı´m krokem vy´vojove´ho diagramu matematicke´ho modelu ICP algoritmu je aplikace
transformace. Tato afinnı´ transformace vycha´zı´ z rovnice pro u´cˇelovou funkci (15). Lze
tedy pomocı´ te´to rovnice zı´skat matici bodu˚ o sourˇadnicı´ch x, y,
x = qx cos (φ)− qy sin (φ) + tx
y = qy cos (φ) + qx sin (φ) + ty
(36)
kde
qx, qy jsou sourˇadnice bodu aktua´lnı´ho snı´mku,
tx, ty sourˇadnice posuvu (translace) a
φ je u´hel rotace.
Na za´kladeˇ takto vytvorˇene´ transformacˇnı´ matice je mozˇne´ vytvorˇit matici bodu˚ pro
dane´ parametry tx, ty, φ.
4.3 Hleda´nı´ nejblizˇsˇı´ho souseda, kvantilovy´ filtr
Velmi du˚lezˇity´m krokem vy´vojove´ho diagramu, a take´ samotne´ho ICP algoritmu je
hleda´nı´ nejblizˇsˇı´ho souseda mezi aktua´lnı´m a referencˇnı´m snı´mkem. Jak jizˇ bylo
zmı´neˇno v kapitole 3.2, existuje neˇkolik metod pro hleda´nı´ korespondujı´cı´ch bodu˚ mezi
snı´mky. V te´to diplomove´ pra´ci je vyuzˇit pro tento u´cˇel takzvany´ k-d strom, ktery´ je
takte´zˇ podrobneˇji popsa´n v kapitole 3.2.
Prˇı´davny´ statisticky´ toolbox programu Matlab obsahuje funkci knnsearch, ktera´
umozˇnˇuje hleda´nı´ korespondujı´cı´ch bodu˚ mezi dveˇma mraky dat. Tato funkce ma´
logaritmickou slozˇitost a ke kazˇde´mu bodu z referencˇnı´ho snı´mku najde indexy
nejblizˇsˇı´ho souseda z odhadovane´ matice bodu˚. Jak jizˇ bylo zmı´neˇno, v diplomove´ pra´ci
je snaha zbavit se jaky´chkoliv za´vislostı´ na prˇı´davny´ch toolboxech, a proto funkce
knnsearch je nahrazena vlastnı´ funkcı´ flann search vyuzˇı´vajı´cı´ externı´ knihovnu FLANN,
viz. kapitola 4.3.1.
Po vyhleda´nı´ nejblizˇsˇı´ho souseda (sousedu˚) je zarˇazen do vy´vojove´ho diagramu
kvantilovy´ filtr. Tento filtr ma´ za u´kol odstranit body, ktere´ jsou od dane´ho bodu
referencˇnı´ho snı´mku daleko a nechceme je pouzˇı´t v dalsˇı´ch krocı´ch algoritmu. Tento filtr
se jmenuje kvantilovy´, protozˇe se zada´va´ hodnota kolik procent (kolika procentnı´
kvantil) serˇazeny´ch bodu˚ podle vzda´lenosti chceme odfiltrovat a kolik jich chceme
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zanechat. V matematicke´m modelu je hodnota filtru dist quantil cutoff nastavena na 0,5,
cˇili je nastaven kvantil na 50% (media´n).
Program Matlab s vyuzˇitı´m statisticke´ho toolboxu obsahuje funkci quantile, ktera´
byla v pru˚beˇhu cˇasu nahrazena vlastnı´ funkcı´ quan apx. Tato vlastnı´ funkce nenı´ prˇı´mo
rovnocenna´ kvantilu, ale jejı´ vy´pocˇet je rychlejsˇı´. Funkce pouze jednotlive´ body snı´mku
serˇadı´ podle jejich vzda´lenosti od senzoru (od nejkratsˇı´ po nejdelsˇı´) a vyna´sobı´ ji na´mi
zadanou hodnotou kvantilu. Tı´m se vypocˇte hodnota vzda´lenosti, ktera´ je hranicˇnı´ pro
filtraci.
4.3.1 FLANN knihovna
FLANN knihovna, vytvorˇena´ dvojicı´ Muja a Lowe [20], slouzˇı´ k rychle´mu vyhleda´va´nı´
nejblizˇsˇı´ch sousedu˚ mezi jednotlivy´mi snı´mky, zvla´sˇteˇ ve vı´cedimenziona´lnı´m prostoru.
Tato opensource knihovna, vyda´va´na pod BSD licencı´, je napsa´na v programovacı´m
jazyku. Da´le take´ obsahuje rozhranı´ pro pouzˇitı´ v programovacı´m jazyku Python, C a
softwaru Matlab. Za povsˇimnutı´ stojı´, zˇe pro jazyk C# nenı´ dostupne´ rozhranı´ pro pra´ci
s knihovnou. Vı´ce o te´to problematice je napsa´no v kapitole 5. Knihovna obsahuje
neˇkolik ru˚zny´ch druhu˚ algoritmu˚ pro vyhleda´nı´ nejblizˇsˇı´ch sousedu˚, jako naprˇı´klad:
• kdtreesingle pouzˇı´vajı´cı´ klasicke´ho k-d stromu s volitelny´m pocˇtem listu˚
• kdtree, ktery´ vytva´rˇı´ jeden nebo vı´ce randomizovany´ch k-d stromu˚
• kmeans hledajı´cı´ nejblizˇsˇı´ho souseda prˇes takzvany´ clustering
V te´to diplomove´ pra´ci je vyuzˇit typ k-d stromu kdtreesingle, ktery´ s nastavenı´m
parametru˚ podle tabulky (tab. 2) nejvı´ce odpovı´da´ chova´nı´ funkci statisticke´ho toolboxu
programu Matlab. Jednotlivy´mi nastaveny´mi parametry jsou:
• algorithm urcˇuje, jaky´ algoritmus pro vyhleda´nı´ nejblizˇsˇı´ch sousedu˚ bude pouzˇit.
• checks omezuje maxima´lnı´ hloubku stromu, ktera´ bude prohleda´na prˇi hleda´nı´
nejblizˇsˇı´ho souseda. Pokud check = −1 se hleda´ bez limitu˚.
• eps parametr pro aproximativnı´ hleda´nı´ nejblizˇsˇı´ch sousedu˚ za prˇedpokladu, zˇe
eps > 0.
• leaf max size parametr urcˇuje maxima´lnı´ pocˇet listu˚ zamezujı´cı´ dalsˇı´mu veˇtvenı´
stromu (bucket size).
30





leaf max size 32
4.4 Minimalizace cı´love´ funkce
Jednou z poslednı´ cˇa´stı´ vy´vojove´ho diagramu matematicke´ho modelu je samotna´
minimalizace cı´love´ funkce. Podle teorie z kapitoly 3.5, je potrˇeba vypocˇı´tat parametry
dane´ transformace, a tı´m minimalizovat Euklidovskou normu (suma cˇtvercu˚ rozdı´lu
vzda´lenostı´ mezi aktua´lnı´m a referencˇnı´m snı´mkem).
Program na sve´m zacˇa´tku potrˇebuje zna´t pocˇa´tecˇnı´ parametry u´cˇelove´ funkce. Aby
s veˇtsˇı´ pravdeˇpodobnostı´ dosˇlo k zarovna´nı´ snı´mku˚, je zada´no hned neˇkolik mozˇny´ch
pocˇa´tecˇnı´ch podmı´nek. Tı´m vznikne neˇkolik u´cˇelovy´ch funkcı´ s ru˚zny´mi pocˇa´tecˇnı´mi
podmı´nkami. Kazˇda´ u´cˇelova´ funkce ma´ pocˇa´tecˇnı´ parametry tx0, ty0 = 0 a lisˇı´ se













Dı´ky teˇmto hodnota´m vznikne sˇest cı´lovy´ch funkcı´ s jiny´mi pocˇa´tecˇnı´mi parametry.
K zarovna´nı´ snı´mku˚ se pouzˇije ta, ktera´ ma´ nejmensˇı´ konecˇnou sumou cˇtvercu˚ rozdı´lu
mezi snı´mky. Prˇi pouzˇitı´ vı´ce u´cˇelovy´ch funkcı´ se zvysˇuje pravdeˇpodobnost zarovna´nı´,
avsˇak naru˚sta´ take´ vy´pocˇetnı´ doba minimalizace.
Da´le take´ bylo rˇecˇeno v kapitole 3.5, zˇe k urcˇenı´ parametru˚ transformace je vyuzˇita
Newtonova optimalizacˇnı´ metoda, viz kapitola 4.4.1. U te´to metody jsou pro program
take´ du˚lezˇite´ optimalizacˇnı´ podmı´nky. Tyto podmı´nky zarucˇujı´, zˇe iteracˇnı´ minimalizace
cı´love´ funkce bude ukoncˇena, pokud funkce splnˇuje alesponˇ jednu z podmı´nek. Tyto
podmı´nky jsou:
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• OptTol podmı´nka, prˇi ktere´ dojde k zastavenı´ minimalizace cı´love´ funkce, pokud je
maxima´lnı´ hodnota gradientu pod nastavenou hodnotou:
max |g (xn)| < OptTol (38)
• RelTolX podmı´nka, prˇi ktere´ dojde k zastavenı´ minimalizace cı´love´ funkce, pokud
maxima´lnı´ relativnı´ zmeˇna hledany´ch parametru˚ klesne pod nastavenou mez:
max
xn+1 − xnxn
 < RelTolX (39)
• RelTolFun podmı´nka, prˇi ktere´ dojde k zastavenı´ minimalizace cı´love´ funkce, kdyzˇ
relativnı´ zmeˇna cı´love´ funkce je pod nastavenou hodnotou:F (xn+1)− F (xn)F (xn)
 < RelTolFun (40)
Da´le pak v matematicke´m modelu kromeˇ teˇchto trˇı´ hodnot jsou nastaveny dalsˇı´
parametry, ktere´ lze libovolneˇ meˇnit. Nastavene´ hodnoty teˇchto parametru˚ jsou
spolecˇneˇ uvedeny s hodnotami konvergencˇnı´ch podmı´nek v (tab. 3):
• MaxIter parametr urcˇujı´cı´ maxima´lnı´ pocˇet iteracı´, ktere´ mu˚zˇe optimalizacˇnı´
metoda udeˇlat.
• ArmijoEnabled pokud je tento parametr nastaven na hodnotu 1, vyuzˇı´va´ se
k nalezenı´ vhodne´ de´lky kroku v Newtonoveˇ metodeˇ Armijova zpeˇtne´ho
vyhleda´va´nı´. Pokud je vsˇak hodnota tohoto parametru nastavena´ na hodnotu 0,
de´lka kroku α = 1.
• ArmijoAlphaMax tento parametr uda´va´ maxima´lnı´ hodnotu, se kterou se spousˇtı´
Armijovo zpeˇtne´ vyhleda´va´nı´ pro nalezenı´ vhodne´ de´lky kroku.
4.4.1 Newtonova metoda v programu Matlab
Optimalizacˇnı´ toolbox programu Matlab obsahuje funkci fminunc, ktera´ prova´dı´
Newtonovu optimalizacˇnı´ metodu. Po vytvorˇenı´ funkcˇnı´ho programu s vyuzˇitı´m tohoto
toolboxu byla snaha se te´to za´vislosti zbavit a byla vytvorˇena vlastni funkce fminnew,
ktera´ funkci minFunc nahrazuje.
Z obecne´ho tvaru Newtonovy metody (rovnice (18)) je patrne´, zˇe je potrˇeba
k vytvorˇenı´ vlastnı´ funkce vypocˇı´tat gradient a hessia´n cı´love´ funkce (rovnice (19)).
Vlastnı´ vy´pocˇet gradientu a hessia´nu je jizˇ zmı´neˇn v podkapitola´ch 3.5.1 a 3.5.2.
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Tab. 3 Parametry Newtonovy metody
Parametr Hodnota parametru
optTol 1 · 10−5
relTolX 1 · 10−3




Z obecne´ rovnice Newtonovy metody je take´ jasne´, zˇe je potrˇeba vypocˇı´tat inverznı´
matici hessia´nu. Pro tuto funkci se vyuzˇı´va´ prˇı´kazu inv, obsazˇenou ve statisticke´m
toolboxu. Aby se opeˇt odstranila za´vislost na prˇı´davne´m toolboxu, musı´ se zna´t obecny´




A D GB E H
C F I
 (41)




H22H33 −H23H23 H13H23 −H13H22H23H13 H11H33 −H13H13 −H11H23
−H22H13 −H11H23 H11H22
 (42)
Ke spra´vne´mu vy´pocˇtu inverznı´ Hessovy matice je nutne´ take´ urcˇit determinant matice.
Toho je mozˇne´ urcˇit pomocı´ programu Matlab pomocı´ funkce det, ktera´ vycha´zı´ ze
Sarrusova pravidla pro urcˇenı´ determinantu 3x3 matice (43).[21]
det (A) =
A11 A12 A13A21 A22 A23
A31 A32 A33




Dı´ky tohoto pravidla je mozˇne´ vypocˇı´tat determinant i pro Hessovu matici. Jelikozˇ
v Hessoveˇ matici jsou prvky H11 a H21 nulove´, lze rovnici pro vy´pocˇet determinantu
zjednodusˇit na rovnici (44).
det (H) = H11H22A33 −H13H22H31 −H12H21H33 (44)
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Po tomto urcˇenı´ determinantu Hessovy matice je mozˇne´ vypocˇı´tat inverznı´ matici
hessia´nu. Poslednı´m krokem k vytvorˇenı´ funkce pro Newtonovu metodu je urcˇit
vhodnou de´lku kroku α. Tato volba vhodne´ de´lky kroku je provedena pomocı´ Armijova
zpeˇtne´ho vyhleda´va´nı´ popsane´ho v podkapitole 3.5.3. Metoda se pouzˇı´va´ ke snı´zˇenı´
pocˇtu iteracı´ Newtonovy optimalizacˇnı´ metody potrˇebne´ k nalezenı´ parametru˚ cı´love´
funkce.
4.5 Konvergence
Poslednı´m blokem vy´vojove´ho diagramu je zarovna´nı´, ve ktere´m se kontrolujı´
ukoncˇovacı´ podmı´nky. U vsˇech ze sˇesti pocˇa´tecˇnı´ch podmı´nek cı´lovy´ch funkcı´ se
prova´dı´ aplikace transformace, hleda´nı´ nejblizˇsˇı´ho souseda a minimalizace cı´love´
funkce do te´ doby, dokud nenı´ splneˇna alesponˇ jedna z konvergencˇnı´ch podmı´nek. Po
vy´pocˇtech se pouzˇije ta cı´lova´ funkce s takovy´mi pocˇa´tecˇnı´mi podmı´nkami, ktera´ ma´
nejmensˇı´ sumu rozdı´lu˚ odchylek. V programu Matlab je cely´ tento beˇh programu
vypsa´n do prˇı´kazove´ho okna (obr. 22).
Obr. 22 Vypsane´ parametry prˇi zarovna´nı´ snı´mku˚
Z vypsany´ch hodnot lze zjistit, ktera´ optimalizacˇnı´ podmı´nka u vsˇech sˇesti cı´lovy´ch
funkcı´ s ru˚zny´mi pocˇa´tecˇnı´mi podmı´nkami transformace byla splneˇna, a take´ v jake´
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iteraci programu k tomuto splneˇnı´ dosˇlo. Da´le jsou zde zobrazeny vy´sledne´ parametry
transformace u cı´lovy´ch funkcı´ a jaky´ z teˇchto mozˇny´ch vy´sledku˚ je nejlepsˇı´. Jako
poslednı´m prvkem vypsany´m v prˇı´kazove´m okneˇ je konecˇny´ cˇas zarovna´nı´. Take´ je
kromeˇ vypsany´ch hodnot v prˇı´kazove´m okneˇ graficky zna´zorneˇno samotne´ zarovna´nı´
referencˇnı´ho a aktua´lnı´ho snı´mku (obr. 23).
Obr. 23 Zarovna´nı´ aktua´lnı´ho a referencˇnı´ho snı´mku
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5 Implementace ICP algoritmu pro online nasazenı´
Jednı´m z poslednı´ho u´kolu diplomove´ pra´ce je implementovat ICP algoritmus, ktery´ by
byl vhodny´ pro lokalizaci robota v rea´lne´m cˇase. Tato implementace je vytvorˇena pomocı´
programovacı´ho jazyka C#. Software Matlab je problematicˇteˇjsˇı´ pro tuto implementaci
pouzˇı´t, protozˇe z du˚vodu veˇtsˇı´ho zpozˇdeˇnı´ cˇasto nevyhovuje pozˇadavku˚m pro online
nasazenı´. Stejneˇ jako v kapitole 4 je nejprve navrzˇen vy´vojovy´ diagram cele´ho algoritmu
(obr. 24).
Obr. 24 Vy´vojovy´ diagram algoritmu pro online nasazenı´
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V tomto diagramu je nejveˇtsˇı´m rozdı´lem oproti vy´vojove´mu diagramu
matematicke´ho modelu mozˇnost volby mezi pracı´ se soubory, nebo pracı´ se sı´t’ovy´m
klientem. Obeˇ dveˇ mozˇnosti jsou podrobneˇji popsa´ny v prˇı´slusˇny´ch kapitola´ch.
Zbyle´ jednotlive´ kroky algoritmu pracujı´ velmi podobneˇ jako u matematicke´ho
modelu. Jelikozˇ program vytvorˇeny´ v prostrˇedı´ Matlab nevyuzˇı´va´ zˇa´dne´ prˇı´davne´
toolboxy, je tedy mozˇne´ prˇi implementaci algoritmu pomocı´ programovacı´ho jazyka
vycha´zet prˇı´mo z neˇj. Da´le ma´ take´ matematicky´ model s programem vytvorˇeny´m
jazykem C# spolecˇne´ vypsa´nı´ parametru˚ transformacı´, doby vy´pocˇtu a vybra´nı´m
u´cˇelove´ funkce s nejlepsˇı´mi pocˇa´tecˇnı´mi podmı´nkami do prˇı´kazove´ho rˇa´dku programu.
Stejneˇ jako v matematicke´m modelu se pro nalezenı´ nejblizˇsˇı´ho souseda pouzˇı´va´
externı´ knihovna FLANN. Jak bylo rˇecˇeno v kapitole 4.3.1, knihovna je naprogramova´na
v jazyku C++, prˇicˇemzˇ pro pra´ci v prostrˇedı´ C# je nutne´ vytvorˇit rozhranı´ (wrapper) pro
komunikaci s touto knihovnou. Autor toto rozhranı´ nedoda´va´, a proto bylo nutne´
v ra´mci te´to diplomove´ pra´ce jej vytvorˇit.
Velmi du˚lezˇity´m rozdı´lem mezi implementacemi Matlabu a jazyka C# je mozˇnost
paralelnı´ho vy´pocˇtu u´cˇelovy´ch funkcı´ s ru˚zny´mi pocˇa´tecˇnı´mi podmı´nkami. V Matlabu
je tento vy´pocˇet prova´deˇn za sebou po jednotlivy´ch u´cˇelovy´ch funkcı´ch. Zde je mozˇne´
vypocˇı´tat parametry transformace u vsˇech u´cˇelovy´ch funkcı´ najednou, a tı´m urychlit
vy´pocˇet. K vlastnı´ paralelizaci se pouzˇı´va´ vı´cevla´knovy´ prˇı´stup, prˇicˇemzˇ jednotliva´
vla´kna jsou zı´ska´na z fondu vla´ken (trˇı´da ThreadPool), ktere´ poskytuje beˇhove´ prostrˇedı´
.NET. Vy´sledky vlastnı´ho zrychlenı´ zarovna´nı´ snı´mku˚ jsou uvedeny v kapitole 6.1.
5.1 Pra´ce se soubory
U bloku vy´vojove´ho diagramu pra´ce se soubory, se postupuje podobneˇ jako v programu
Matlab. Nejprve se nacˇte textovy´ soubor, zı´skany´ pomocı´ vyhodnocovacı´ho programu
nebo pomocı´ programu vlastnı´ho, s pevneˇ nastaveny´m pocˇtem bodu˚. Pro graficke´
zna´zorneˇnı´, stejneˇ jako v kapitole 4.1, se pomocı´ rovnic ze vzda´lenosti bodu˚ ze souboru
vypocˇı´tajı´ sourˇadnice x,y.
5.2 Pra´ce se sı´t’ovy´m klientem
Komunikace mezi senzorem a programem je zajisˇteˇna dı´ky sı´t’ove´mu klientu. Tento
klient komunikuje se senzorem pomocı´ TCP. Vı´ce o architekturˇe protokolu je mozˇne´
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najı´t v [23]. Data vysı´lane´ senzorem majı´ podobu ASCII znaku˚. Prˇi komunikaci mezi




Prvnı´ dva druhy pouze kontrolujı´ komunikaci a prˇipravenost senzoru na posı´la´nı´
dat. Trˇetı´m typem paketu je uzˇ samotny´ datovy´ paket, ktery´ zacˇı´na´ hlavicˇkou
s obecny´mi informacemi o senzoru. Z dokumentace k senzoru [24] je zrˇejme´, zˇe hlavicˇka
paketu je ukoncˇena bajtem 0x03. Po tomto bajtu jsou v paketu obsazˇeny nameˇrˇene´ data,
ktere´ jsou ukoncˇeny bajtem 0x02. Na´sledneˇ vytvorˇeny´ datovy´ paket je posla´n do
bufferu, kde jsou jednotlive´ pakety tvorˇı´cı´ sken zkompletova´ny. Tyto data majı´ jizˇ
podobu nacˇı´tany´ch skenu˚ ze souboru˚. [24]
Sı´t’ovy´ klient je realizova´n pomocı´ vı´cevla´knove´ho asynchronnı´ho prˇı´stupu. Aby se
zabra´nilo zahlcenı´ programu senzorem, prˇedem zvoleny´ pocˇet datovy´ch paketu˚
zahazuje. Tento prˇı´stup je nezbytny´, nebot’ senzor SICK LMS 100 podle podle
uzˇivatelske´ prˇı´rucˇky [24] posı´la´ data co 120 ms a vytvorˇeny´ ICP algoritmus zarovna´
snı´mky za delsˇı´ dobu.
5.3 Graficke´ uzˇivatelske´ rozhranı´
Program pro online nasazenı´ umozˇnˇuje vybı´rat z neˇkolika mozˇny´ch funkcı´ (pra´ce se
soubory/online, vy´beˇr snı´mku˚ atd.), a proto je vhodne´ vytvorˇit graficke´ uzˇivatelske´
rozhranı´ (GUI). Toto rozhranı´ i s cely´m programem je vytvorˇeno ve vy´vojove´m
prostrˇedı´ Microsoft Visual Studio 2010. Pomocı´ editoru a externı´ knihovny pro GUI
ZedGraph, volneˇ stazˇitelna´ z [25] pod licencı´ LGPL, je vytvorˇeno uzˇivatelske´ rozhranı´
(obr. 25), ktere´ lze rozdeˇlit na peˇt cˇa´sti:
1. Graficke´ okno pro vykreslenı´
2. Pra´ce se soubory
3. Online komunikace se senzorem
4. Obecne´ funkce
5. Vy´sledky lokalizace
Graficke´ okno slouzˇı´ k vykreslenı´ aktua´lnı´ho, referencˇnı´ho i zarovnane´ho snı´mku. Toto
okno je spolecˇne´ jak prˇi pra´ci se soubory, tak i prˇi pra´ci se sı´t’ovy´m klientem.
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Obr. 25 GUI pro ovla´da´nı´ programu
Cˇa´st uzˇivatelske´ho rozhranı´ Pra´ce se soubory obsahuje dveˇ tlacˇı´tka pro vy´beˇr
aktua´lnı´ho a referencˇnı´ho snı´mku. Po stisknutı´ tlacˇı´tek se zobrazı´ okno s vy´beˇrem
mozˇny´ch snı´mku˚, ktere´ musı´ by´t ve forma´tu .txt a take´ musı´ splnˇovat podmı´nku
o dane´m pocˇtu bodu˚. Tento pocˇet bodu˚ je nastaven stejneˇ jako v matematicke´m modelu
na hodnotu 1080 a prˇi jejı´m nesplneˇnı´ nenı´ mozˇne´ soubor nacˇı´st.
Online komunikace se senzorem slouzˇı´ k prˇipojenı´ a na´sledne´ komunikaci s laserovy´m
senzorem. V te´to cˇa´sti se zada´va´ IP adresa senzoru a prˇı´slusˇny´ port, kde po zada´nı´
spra´vny´ch hodnot a stisknutı´ tlacˇı´tka Prˇipojit zacˇne probı´hat komunikace mezi
senzorem a programem. Po stisknutı´ tlacˇı´tka se v graficke´m okneˇ zobrazı´ aktua´lnı´
snı´mek a rezˇim offline se prˇepne do pozice online. Da´le pomocı´ tlacˇı´tka Nastav Ref Scan se
urcˇı´ referencˇnı´ snı´mek, se ktery´m se bude pracovat. Jako poslednı´ tato cˇa´st obsahuje
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mozˇnost volby parametru Skip uda´vajı´cı´, kolik datovy´ch packetu˚ poslany´ch senzorem
se ma´ prˇeskocˇit, nezˇ dojde k jejich vykreslenı´.
Obecne´ funkce obsahujı´ tlacˇı´tka spolecˇne´ pro pra´ci se soubory i pro sı´t’ovou
komunikaci. Pro zarovna´nı´ snı´mku˚ je nejdu˚lezˇiteˇjsˇı´ tlacˇı´tko Zarovnej, ktere´ prova´dı´
samotne´ zarovna´nı´ snı´mku˚. Da´le je zde mozˇnost zatrhnutı´ automaticke´ho zarovna´nı´,
ktere´ spousˇtı´ zarovna´nı´ prˇi kazˇde´m nove´m aktua´lnı´m snı´mku. Je tedy nezbytne´ prˇi
online nasazenı´. V obecny´ch funkcı´ch je take´ mozˇne´ zobrazit mrˇı´zˇku pro lepsˇı´ orientaci.
Take´ je zde tlacˇı´tko na vy´beˇr slozˇky pro ulozˇenı´ snı´mku. Tlacˇı´tkem Ulozˇ scany se vytvorˇı´
textove´ soubory od aktua´lnı´ho, referencˇnı´ho ale i zarovnane´ho snı´mku a ulozˇı´ se do
vybrane´ slozˇky. Tyto textove´ soubory majı´ na´zev podle data ulozˇenı´ a typu snı´mku.
Prakticky to vypada´ jako rok meˇsı´c den hodina minuta vterˇina TypScanu.txt, kde TypScanu
mu˚zˇe naby´vat hodnot ref,read nebo refEst.
Vy´sledky lokalizace je poslednı´m prvkem graficke´ho rozhranı´. V te´to cˇa´sti se zobrazujı´
parametry posuvu senzoru mezi snı´mky (jak translacˇnı´, tak i rotacˇnı´) a take´ je zde uveden
cˇas vy´pocˇtu teˇchto parametru˚.
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6 Testova´nı´ programu˚ a zhodnocenı´ dosazˇeny´ch vy´sledku˚
Poslednı´ cˇa´stı´ diplomove´ pra´ce je testova´nı´ programu˚ a zhodnocenı´ dosazˇeny´ch
vy´sledku˚ ICP algoritmu jak z matematicke´ho modelu, tak z programu pro online
nasazenı´. Pro zı´ska´va´nı´ vy´sledku˚ je pouzˇita meˇrˇı´cı´ soustava (obr. 26), ktera´ obsahuje
laserovy´ senzor LMS 100 propojeny´ s wi-fi routerem ethernetovy´m kabelem pro online
komunikaci. Da´le take´ soustava obsahuje napa´jecı´ vedenı´ pro senzor a router. Hlavnı´m
vy´sledkem cele´ diplomove´ pra´ce je vytvorˇenı´ funkcˇnı´ho programu pro zarovna´nı´
snı´mku˚ vyuzˇı´vajı´cı´ ICP algoritmus a na´sledne´ graficke´ zobrazenı´. Dalsˇı´ vy´sledky
prˇedstavujı´:
• Porovna´nı´ rychlosti zarovna´nı´
• Vy´pocˇet absolutnı´ a relativnı´ chyby meˇrˇenı´
• Odzkousˇenı´ robustnosti algoritmu
Obr. 26 Meˇrˇı´cı´ soustava
Vy´sledkem matematicke´ho modelu je graficke´ zna´zorneˇnı´ zarovna´nı´ referencˇnı´ho a
aktua´lnı´ho skenu (obr. 27). Soucˇa´stı´ vy´sledku je vypsa´nı´ parametru˚ transformace a doby
trva´nı´ vy´pocˇtu do prˇı´kazove´ho okna programu, viz. kapitola 4.5.
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Obr. 27 Zarovna´nı´ snı´mku˚ v matematicke´m modelu
V programu pro online nasazenı´ vytvorˇene´ho pomocı´ jazyka C# je graficke´
zna´zorneˇnı´ obdobne´ (obr. 28). Vy´pis parametru˚ transformace a doba vy´pocˇtu jsou
jednak vypsa´ny v graficke´m rozhranı´ a take´ jsou obsazˇeny v prˇı´kazove´m rˇa´dku
programu (obr. 29).
6.1 Porovna´nı´ rychlosti zarovna´nı´
Prˇi porovna´nı´ rychlosti zarovna´nı´ aktua´lnı´ho a referencˇnı´ho snı´mku v obou programech
se postupovalo tak, zˇe se prˇi online zarovna´va´nı´ ukla´daly jednotlive´ snı´mky. Pote´ byly
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Obr. 28 Zarovna´nı´ snı´mku˚ v programu pro online nasazenı´
snı´mky zarovna´ny pomocı´ matematicke´ho modelu a zjistila se doba potrˇebna´ k nalezenı´
parametru˚ transformace. Prˇi tomto porovna´nı´ se zjistilo, zˇe matematicky´ model,
implementovany´ v prostrˇedı´ Matlab, je prˇi vy´pocˇtu transformace minima´lneˇ dvakra´t
pomalejsˇı´ nezˇ program vytvorˇeny´ pomocı´ programovacı´ho jazyka C#, viz. (tab. 4). Toto
je da´no paralelizacı´ vy´pocˇtu parametru˚ transformacı´ prˇi neˇkolika ru˚zny´ch pocˇa´tecˇnı´ch
podmı´nka´ch. Du˚lezˇite´ je take´ poznamenat, zˇe doba zarovna´nı´ je velmi za´visla´ na
vy´konu vyhodnocujı´cı´ho pocˇı´tacˇe a jeho pocˇtu CPU.
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Obr. 29 Vypsane´ parametry zarovna´nı´
Tab. 4 Porovna´nı´ rychlostı´ programu˚
Snı´mek Program Matlab [ms] Program C# [ms] C# oproti Matlabu [%]
1. 266 133 50
2. 211 113 53
3. 162 69 42
4. 259 109 42
5. 195 98 50
6. 187 111 59
6.2 Absolutnı´ a relativnı´ chyba meˇrˇenı´
Du˚lezˇity´m vy´sledkem pro urcˇenı´ prˇesnosti lokalizace senzoru prˇi posuvu je vy´pocˇet
absolutnı´ a relativnı´ chyby meˇrˇenı´. K jejı´mu urcˇenı´ byl prova´deˇn posuv soustavy v ose y
(posuv doprˇedu/dozadu) v rozsahu 2 metru˚, s krokem 5 centimetru˚ a zmeˇnu natocˇenı´
v hodnota´ch φ = (0◦, 45◦, 90◦, 180◦). Pomocı´ vyhodnocovacı´ho programu (obr. 30) bylo
provedeno 100 meˇrˇenı´ vzda´lenosti a natocˇenı´ vypocˇı´tane´ programem. Tyto hodnoty
byly pouzˇity k vy´pocˇtu chyb meˇrˇenı´.
U meˇrˇenı´ chyb vzda´lenosti se zjistilo, zˇe po urcˇite´ de´lce posuvu (cca 1, 5 m) prˇesta´va´
algoritmus uspokojiveˇ zarovna´vat snı´mky. Po nastavenı´ nove´ho referencˇnı´ho snı´mku
44
Obr. 30 Vyhodnocovacı´ program algoritmu
algoritmus opeˇt pracuje jak ma´. Tı´mto vsˇak vznika´ integracˇnı´ chyba meˇrˇenı´. Tato chyba
mu˚zˇe by´t odstraneˇna optimalizacı´ algoritmu (u´prava pocˇa´tecˇnı´ch podmı´nek u´cˇelovy´ch
funkcı´, zmeˇnou nastavenı´ pouzˇity´ch filtru˚ atd.), avsˇak toto jizˇ nenı´ na´plnı´ diplomove´
pra´ce. Stanovene´ hodnoty absolutnı´ a relativnı´ chyby meˇrˇenı´ prˇi translacˇnı´m i rotacˇnı´m
posuvu jsou uvedeny v tabulce (tab. 5) spolecˇneˇ s 95% intervalem spolehlivosti.
K vy´pocˇtu jsou pouzˇity rovnice (45) a (46), zı´skane´ z [22]. K urcˇenı´ chyb prˇi posuvu je
vyuzˇit 99% kvantil dat, z du˚vodu˚ odstraneˇnı´ odlehly´ch hodnot meˇrˇenı´, ktere´ vznikly
nezˇa´doucı´m pohybem senzoru. Na obra´zku (obr. 31) jsou uvedeny krabicove´ grafy pro
relativnı´ chybu posuvu a rotace skenerem.
∆ = |A− γ| (45)
δ =
∆
|A| · 100% (46)
kde ∆ je absolutnı´ chyba,
δ je relativnı´ chyba,
A je skutecˇna´ hodnota a
γ je nameˇrˇena´ hodnota
Tab. 5 Stanovene´ chyby meˇrˇenı´
∆ [mm] δ [%]
Posuv 17, 27± 2, 22 3, 15± 0, 38
Rotace 0, 32± 0, 06 0, 45± 0, 12
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Obr. 31 Krabicove´ grafy relativnı´ chyby meˇrˇenı´ posuvu a rotace
6.3 Robustnost algoritmu
Dalsˇı´m du˚lezˇity´m parametrem algoritmu je jeho vlastnı´ robustnost. Zmı´neˇna´ robustnost
je stanovena pomocı´ neˇkolika dynamicky´ch objektu˚, cozˇ jsou naprˇı´klad osoby
pohybujı´cı´ se po snı´mane´m prostrˇedı´. K simulaci dynamicky´ch objektu˚ v te´to
diplomove´ pra´ci je pouzˇito peˇt karto´novy´ch beden, ktere´ jsou rozmı´steˇny okolo senzoru
v urcˇite´m polomeˇru. Prˇi testova´nı´ robustnosti se tento polomeˇr rozestaveˇnı´ snizˇuje do te´
doby, nezˇ program vykazuje urcˇite´ chyby v zarovna´nı´ aktua´lnı´ho a referencˇnı´ho
snı´mku. S meˇrˇı´cı´ soustavou se po nastavenı´ referencˇnı´ho snı´mku nehy´be a sledujı´ se
vy´sledne´ parametry zarovna´nı´, ktere´ v idea´lnı´m prˇı´padeˇ jsou (tx; ty;φ) = (0; 0; 0).
Urcˇene´ hodnoty polomeˇru objektu˚ od senzoru jsou r = (2; 1, 5; 1; 0, 5) m. Prˇi prvnı´ch
trˇech hodnota´ch zarovna´nı´ probeˇhlo bez vy´razny´ch odchylek. U polomeˇru r = 0, 5 m
zarovna´nı´ neprobeˇhlo u´speˇsˇneˇ. Z tohoto du˚vodu je snaha najı´t takovy´ polomeˇr
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rozmı´steˇnı´ dynamicky´ch objektu˚, prˇi ktere´m jesˇteˇ k zarovna´nı´ snı´mku˚ dojde. Pomocı´
dalsˇı´ho meˇrˇenı´ je zjisˇteˇn polomeˇr rozmı´steˇnı´ objektu˚ r = 0, 7 m, u ktere´ho dojde ke
spra´vne´mu zarovna´nı´ snı´mku˚ (obr. 32). Pomocı´ vyhodnocovacı´ho programu je take´
zjisˇteˇno, zˇe aby dosˇlo ke spra´vne´mu zarovna´nı´, musı´ mı´t aktua´lnı´ a referencˇnı´ snı´mek
okolo 30% spolecˇny´ch bodu˚.
Obr. 32 Testova´nı´ robustnosti algoritmu (r = 0, 7m)
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7 Za´veˇr
Tato diplomova´ pra´ce byla zameˇrˇena na aplikaci metody zarovna´va´nı´ snı´mku˚
laserove´ho skeneru a na´slednou lokalizaci autonomnı´ho robotu. Nejprve byly
nastudova´ny a teoreticky zpracova´ny mozˇne´ metody, ktere´ jsou vyuzˇitelne´ k lokalizaci
robota v rea´lne´m prostrˇedı´. Po nastudova´nı´ mozˇny´ch metod, kde kazˇda´ z nich ma´ sve´
vy´hody i nevy´hody, byl podrobneˇji zpracova´n ICP algoritmus, ktery´ je pra´veˇ jednou
z mozˇnostı´ pro zarovna´nı´ snı´mku˚ vytvorˇeny´ch laserovy´m senzorem a na´slednou
lokalizacı´ autonomnı´ho robota v rea´lne´m prostrˇedı´.
Po sepsa´nı´ teoreticke´ho u´vodu diplomove´ pra´ce bylo jako prvnı´ cˇa´stı´ prakticke´ho
zpracova´nı´ vytvorˇenı´ matematicke´ho modelu ICP algoritmu pomocı´ programu Matlab.
U te´to realizace byl postup nejprve takovy´, zˇe se k realizaci funkcˇnı´ho matematicke´ho
modelu vyuzˇı´valy prˇı´davne´ toolboxy softwaru. Teˇmito prˇı´davny´mi toolboxy byly
statisticky´ a optimalizacˇnı´ toolbox. Po spra´vne´ funkci programu byla snaha se te´to
za´vislosti na prˇı´davny´ch funkcı´ch zbavit. Z tohoto du˚vodu byly vytvorˇeny nove´ vlastnı´
funkce nahrazujı´cı´ funkce z toolboxu˚, a nebo byla pouzˇita externı´ knihovna FLANN.
Tato externı´ knihovna byla v programu pouzˇita k nalezenı´ korespondujı´cı´ch bodu˚ mezi
aktua´lnı´m a referencˇnı´m snı´mkem.
Po zrealizova´nı´ matematicke´ho modelu byl navrzˇen program, ktery´ by byl vhodny´
pro online nasazenı´. Tato implementace algoritmu do programovacı´ho prostrˇedı´ byla
provedena pomocı´ programovacı´ho jazyku C#. Pomocı´ vy´vojove´ho prostrˇedı´ Microsoft
Visual Studio 2010 bylo vytvorˇeno graficke´ uzˇivatelske´ rozhranı´. V tomto rozhranı´,
vyuzˇı´vajı´cı´ externı´ knihovnu ZedGraph, bylo umozˇneˇno pracovat jak se soubory, tak
pracovat s daty zı´skany´mi v rea´lne´m cˇase pomocı´ laserove´ho senzoru SICK LMS 100.
Poslednı´ cˇa´stı´ diplomove´ pra´ce bylo otestova´nı´ funkcˇnosti programu vytvorˇene´ho
softwarem Matlab i programu vytvorˇene´ho pomocı´ programovacı´ho jazyka C#. Po
odzkousˇenı´ jejich funkcˇnosti byla snaha tyto dva programy mezi sebou porovnat.
Porovna´vala se hlavneˇ jejich rychlost vy´pocˇtu a zarovna´nı´ aktua´lnı´ho a referencˇnı´ho
snı´mku. Rychlost zarovna´nı´ pomocı´ programu vytvorˇene´ho jazykem C# byla nejme´neˇ
dvakra´t rychlejsˇı´, a to z du˚vodu paralelizace vy´pocˇtu cı´love´ funkce. Dalsˇı´m mozˇny´m
vy´sledkem diplomove´ pra´ce bylo urcˇenı´ prˇesnosti lokalizace meˇrˇı´cı´ soustavy prˇi jejı´m
pohybu po rea´lne´m prostrˇedı´. Tato prˇesnost byla vyja´drˇena pomocı´ urcˇenı´ absolutnı´ a
relativnı´ chyby meˇrˇenı´ s 95% intervalem spolehlivosti jak v translacˇnı´m pohybu, tak i
v pohybu rotacˇnı´m. U translacˇnı´ho pohybu vsˇak vznikla integracˇnı´ chyba, a to
z du˚vodu znovunastavenı´ referencˇnı´ho snı´mku prˇi posuvu meˇrˇı´cı´ soustavy
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o vzda´lenost 1, 5 m. Poslednı´m vy´sledkem bylo odzkousˇenı´ robustnosti algoritmu. Tato
robustnost byla oveˇrˇena pouzˇitı´m dynamicky´ch objektu˚, ktere´ byly simulova´ny pomocı´
neˇkolika kartonovy´ch krabic. U te´to robustnosti se zjistilo, zˇe algoritmus pracuje
spra´vneˇ do te´ doby, dokud objekty rozlozˇene´ okolo senzoru jsou vzda´leny minima´lneˇ
v polomeˇru 70 cm a snı´mky majı´ alesponˇ 30% bodu˚ shodny´ch.
Dalsˇı´ mozˇnou budoucı´ pracı´ vycha´zejı´cı´ z te´to diplomove´ pra´ce by mohlo by´t
nahrazenı´ FLANN knihovny pro nalezenı´ nejblizˇsˇı´ch sousedu˚ mezi snı´mky vlastnı´
knihovnou. Na´sledujı´cı´m krokem by mohlo by´t urychlenı´ programu jeho optimalizacı´,
hlavneˇ v pocˇtu u´cˇelovy´ch funkcı´ s ru˚zny´mi pocˇa´tecˇnı´mi podmı´nkami a hodnotami
teˇchto podmı´nek. Zmı´neˇna optimalizace programu by take´ mohla minimalizovat
integracˇnı´ chybu, ktera´ vznikla prˇi posuvu meˇrˇı´cı´ soustavy.
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