Abstract-Swarms of satellites, intended as a large number of spacecraft performing a common mission, appear to be particularly apt for an application of the so-called behavioral control strategies in the astrodynamics.
(1) Dipartimento di Ingegneria Aerospaziale e Astronautica (2) Scuola di Ingegneria Aerospaziale Università di Roma La Sapienza Via Eudossiana, 18 -00184 Roma, Italy +39-06-44565981 / +39-06-44585335 marcosabatini@hotmail.it, fabrizio.reali@uniroma1.it, giovanni.palmerini@uniroma1.it Abstract-Swarms of satellites, intended as a large number of spacecraft performing a common mission, appear to be particularly apt for an application of the so-called behavioral control strategies in the astrodynamics. 12 The basic concept of the behavioral strategies lies in the imitation of natural swarms of social animals, like flocks of birds, which are characterized by a global group organization acquired in absence of a centralized control. In particular, an on-orbit self assembly manoeuvre is analyzed. Since every satellite takes its own decisions being able to consider only a small number of neighbor satellites and limited intercommunication, full autonomy is achieved. However optimality in terms of control cost and required time for complete self assembly is an issue which is not even taken in consideration.
In this work, the behavioral results are compared with a typical centralized control, with an active leader which is able to detect the position and the dynamics of each swarm member and to compute the optimal guidance towards the fittest slot around the leader. In such a way, the optimality of the swarm manoeuvre is reached, at the cost of a great complication in the system architecture of the leader. Special attention will be dedicated to the filtering strategies, in particular to particle filters, apt to solve navigation problems including a large number of close members, when measurements ambiguity can occur. An extensive simulation campaign, for various orbit configurations and swarm dimensions, is performed in order to clearly assess and quantify the advantages and drawbacks of the behavioral and centralized strategies. 
INTRODUCTION
Even if the complex motion of swarms has been object of study since the beginning of human observation of nature, it is in the last two decades that this interest involved disciplines different from biology or ethology. Reynolds [1] was one of the first to extend the natural swarm properties in other fields of study. In fact, a number of characteristics of swarms of social animals are so appealing for many researchers in robotics, computer science and space science. First of all, the overall motion results to be coordinated and directed towards the accomplishing of a global task, as the survival of the maximum number of members. Secondarily, there is not the need for a central control. This means that the members can be functionally homogeneous, achieving in this way a great robustness to single failures, because no member is essential.
When switching to engineering, the task of the swarm can be selected at will. Robotic science has been deeply investigating the matter (Desai et al., [2] , Gazi [3] , Gazi and Passino [4] , and Dorigo et al., [5] ), but also space researchers have soon been attracted by the potentials of reproducing swarm dynamics (Ayre et al. [6] , Izzo and Pettazzi [7] ).
Challenging space missions often face a physical limit in the quantity of mass that can be injected on orbit at once: the solution to the problem can be the launch of different modules at different times, and then assemble them. Particular tasks, on the other hand, require by themselves the need for a distributed payload. Possible examples are deep space missions to the asteroids belt: in this case the agents would be not assembled but should operate separately for the whole life time (Clark et al. [8] ). Also remote sensing missions exploiting synthetic aperture radars and interferometric technologies by means of payloads distributed on different platforms are commonly considered as the most performing solution (Vane and Stephens [9] ): trains or formations of several satellites will be more and more often designed to carry out these concepts. In these cases, the presence of a large number of satellites which must act individually, in the frame of a task which requires a global behaviour, strongly recalls the natural swarm behaviour, such as the school of fishes or the flocks of birds (somewhat like the starlings in Figure 1 ) This paper proposes to take advantage of the results reached in evolutionary robotics, redirecting and completing these findings in the frame of a more accurate knowledge of astrodynamics.
The basic suggestion coming from evolutionary robotics (Gazi and Passino, [4] ) is to learn from natural collective behaviour how to manage a large number of individuals in order to obtain a global behaviour. Two topics characterizing the behaviour of natural swarms will be considered basic to this study:
1)
Selfish drivers for the agents behaviour 2) Limited knowledge of the swarm itself
In nature (Reynolds, [1] and Couzin [10] ) the individual rules followed by the birds -the selfish drivers -are quite simple: mimic the behaviour of the closest neighbor, keep its direction and velocity, and avoid collisions. A fourth rule is added in this paper, called the goal rule, which enables the possibility of reaching a global task which is not the pure swarm survival (the first three rule would be sufficient for the purpose). These drivers are here described as "selfish", since they only concern individuals goals, while they do not deal with group global behaviors.
We propose to implement very simple logics for the agents, based on their accurate knowledge of the space environment (as the birds with their natural knowledge of the aerodynamics) and on the limited knowledge of the other members' state. The limitation of the knowledge is significant because, as seen for example in the giant formations of starlings, a member of the swarm acts on the basis of the sensorial knowledge of a very small percentage of the total number of flockmates (Ballerini et al., [11] ). A deterministic (i.e. "astrodynamic") approach is therefore maintained at a individual level, while the multiple interactions autonomously evolve in a global behaviour. If the strategy at individual level is well conceived, the swarm will organize in the desired way without the need of a central global control.
Since every satellite takes its own decisions being able to consider only a limited number of neighbor satellites and limited intercommunication, full autonomy is achieved; however, optimality in terms of control cost and required time is an issue which is not even taken in consideration. In some cases, the introduction of special individuals, acting as pivot-members of the swarm, enables features, such as an on-orbit self-assembly, which could be hardly performed by a totally homogeneous swarm. The behavioral strategy allows to consider the pivot-member just as a passive central element for the self assembly, a sort of multidirectional "lighthouse", while the individual actions of the members lead to a random but complete occupation of the admissible slots around the pivot.
In this work, the behavioral results are compared with a centralized strategy that includes an active leader. Opposite to the pivot satellite, the leader member is able to actively detect the motion of each swarm member and to compute the optimal guidance to make each spacecraft to occupy the fittest slot around the leader. In such a way, the optimality of the swarm manoeuvre is reached, at the cost of a great complication in the system architecture of the leader. Special attention will be dedicated to the navigation system, in particular to particle filters, apt to solve navigation problems including a large number of close members, when measurements ambiguity can occur.
An extensive simulation campaign, for various orbit configurations and swarm dimensions, is performed in order to clearly assess and quantify the advantages and drawbacks of the behavioral and centralized strategies.
BEHAVIORAL CONTROL LAWS
Following Couzin [10] , the behaviour of the individual spacecraft is simulated as resulting from local repulsion, alignment and attractive tendencies, based upon the position of individuals relative to each other. The behavioral basic rules of the individuals can be therefore summarized as an attempt to maintain a safety distance between themselves and others at all times (collision avoidance manoeuvre), an attraction towards other individuals (in order to avoid isolation) and finally in an alignment manoeuvre with neighbors. These three basic rules, frequently observed in animal behaviour in nature, are completed by adding a fourth rule, called goal rule, depending on the particular task of the swarm mission. Moreover, a limitation to the number of visible satellites available for any individual is imposed. A selfish behaviour (i.e., oriented towards individual tasks) characterized by limited knowledge of the individual is in this way simulated The following sections will demonstrate that, if control parameters are correctly tuned, the resulting collective behaviour can satisfy the mission objectives more autonomously than traditional centralized control. In the simulations, an initial random distribution of the swarm is described by the Eq. 1:
, , velocity (km/s) of the i th swarm member with respect to an orbital reference frame, n is the orbital angular velocity (the geostationary case is considered), rand is a uniformly distributed random number between 0 and 1, and D determines the dimensions of the initial box (D=0.5km when not differently specified). A two-dimensional (i.e., in the xy orbital plane) initial distribution is always considered in the simulations of the present paper.
The regulator for the basic behaviors of attraction and alignment is based on linear optimal control. The nonlinearity of the space environment could suggest nonlinear methods based on Lyapunov approach (McInnes [12] , Palmerini [13] , Vaddi and Vadali [14] ); however, the distances between the agents are very small (order of some km) compared to the orbital radius, leading to consider the implementation of a well known tool such as the Linear Quadratic Regulator (Ulibishev [15] , Lee and Cochran [16] ), which will be used in the examples of this work. For simplicity, for the dynamics embedded in the regulator all orbital perturbation are neglected, and the classical HillClohessy-Wiltshire linear model are adopted ( [17] ); the state vector is represented by relative position ( )
, , x y z and velocity ( )
, , x y z in the Local Vertical Local Horizontal (LVLH) orbital reference frame. The intensity of the control commands is dependant on the LQR weight matrices, namely R and Q. R is the weight matrix for the control action: larger elements correspond to a less demanding (but more inaccurate) regulator; Q is the weight matrix for the errors: greater are its elements correspond to enhanced precision (but also more expensive commands); r is the desired state the agent is aiming to reach. For each of the proposed individual behaviour (with the exception of the collision avoidance rule) the values of these parameters will be specified.
First rule: collision avoidance
When the in-plane relative distance between the satellites i and j is less than a fixed threshold (i.e. ,
, then a collision avoidance manoeuvre is performed. Each of the spacecraft sets the reference frame upon any other satellite in the repulsion zone, and manoeuvres in order to increase the relative distance. In this case, it is opportune to avoid deterministic LQR manoeuvres in order to skip from undesired local equilibria. The manoeuvre consists in firing an instantaneous ∆V orthogonal to the direction along which the i th member is approaching the j th member, with a random contribution, simulated as:
where rel x V Δ and rel x V Δ are the relative velocities at the maneuvering instanct and t Δ the integration time. Of course this manoeuvre will be performed by the i th satellite with respect to any other j th satellite crossing the repulsion zone. Therefore, the control actions of the i th member due to the collision avoidance rule are described by:
where N rep is the number of colliding spacecraft and 
Second rule: alignment
The spacecraft will tend to align to its neighbors, which are the satellites whose relative distances are in the range:
In a formation flying concept, this command has been translated as a minimization of the difference in semimajor axis. In fact, this operation produces neither an attraction nor a repulsion, but it cancels any possible drift. The theory (Alfriend et al. [18] ) states that the difference in semiaxis between the two satellites is proportional to 2nx y − + , at least at linear approximation level, which in this case is by far sufficient. Therefore the reference trajectory which must be followed by the i th satellite with respect to j th member inside its "zone of alignment" is given by:
where the elements 2 to 6 are actually neglected and the control is focused only on the zero-drift condition. This is accomplished by modeling the control matrices as: 
The total alignment control for a certain individual, as in Eq. 5, is given by: 
Also in this case the harmonic out of plane motion is not considered a dangerous component for the integrity of the swarm, once the in-plane distance is regulated. The total attraction control for a certain individual, as above, is given by:
It is important to remark that only the closest N satellites are taken in consideration by each member; this means that if the i th individual has N members in the repulsion and alignment zones, it will not perform attraction control, even if there are satellites in the attraction zone.
Fourth rule: Goal
A goal rule must be introduced to obtain final tasks which are different from simple swarm acquisition and maintenance (see Palmerini and Sabatini, [19] ). The present paper focuses on a self-assembly manoeuvre, which can be accomplished by introducing a special member, which will act as a passive pivot spacecraft for the assembled structure. The objective of the swarm is to assemble a rigid-like structure, by filling the free rendezvous slots around the pivot (similar to the virtual beacons in Leonard and Fiorelli [20] ), as sketched in Figure 2 . In such a way, a virtual platform is realized. According to the particular mission, this could represent the final goal, or the initialization for the eventual docking of the members to the pivot. The goal rule can be expressed as:
"The swarm members along a given direction (beacon) with respect to the pivot member are attracted by the corresponding rendezvous slot; once this slot is reached, the individual satellite cannot be removed"
The overall control action is described by:
In order to implement these rules, each of the individuals will perform the following procedure:
1) At every time step, the satellite i th "looks around" at the closest N satellites and sets the reference upon each of the j th other members;
2) It evaluates the relative distance ij d , in order to classify the action that must be performed with respect to the j th other member: collision avoidance ( jk
or goal rule (depending on the goal).
3) The agent i th performs all the control actions with respect to the other visible satellites (with a maximum of N). By properly dimensioning the control parameters, the manoeuvre is performed in an autonomous way, independently on the number of swarm members considered.
CENTRALIZED STRATEGY
In the centralized strategy, there is a chief unit ("the leader" in the following, not to be confused with the passive pivot member of the behavioral strategy) which is in charge of deciding, given a certain desired configuration, which, among the swarm members, has to occupy a certain slot. It must then communicate to the members the final relative position (with respect to the leader itself) that they must reach. In this work, an exhaustive analysis is performed in order to assess the possible permutation (i.e. the association of a given satellite to a given slot) which produces the minimum cost in terms of total ∆V required. Of course, this approach limits the population of the swarm, since there are N! possible permutations of the N members which must fill the N slot: therefore the computation time required for finding the optimal configuration increases dramatically with the population dimension.
Another serious issue concerns the navigation system. In fact, the leader should be able to detect univocally all the swarm members. This scenario is not a classical tracking problem, since we are in presence of a dense target (constituted by several members). In this case ambiguities in measurement-source association can arise due to errors in measurements and to uncertainties in initial location of the targets. Specifically, if the standard deviation of errors on the position from a swarm spacecraft to the leader is larger than the relative distances among the swarm members, the attribution of the measurements to a specific satellite becomes clearly questionable. A way to take into account this attribution issue is to build a feasible association hypothesis table (evaluated on the basis of available data up to the current time) and to include the table's values directly into a standard tracking algorithm. Classical radar measurements (including range, azimuth and elevation) performed by the leader unit have been chosen for the identification of the swarm members. The adopted measurement accuracies are shown in Table 1 ; it must be noted that the precision simulated for the swarm detection would be not sufficient for a precise self-assembly or even docking, but only for the acquisition and first navigation phases.
Table 1 Accuracy assumed for measurements (1 σ)

Azimuth
1°
Elevation 1°
Range
m
Following this approach the probability of each hypothetical association is computed in real time and affects the current state of tracking process. The prediction-update loop of a Bayesian filter represents a suitable choice, because it allows the sequential processing of received data and so an "in step" estimation of state vector. Specifically a "bootstrap" or SIR (Sequential Importance Re-sampling, [21] ) filter has been chosen as tracking algorithm for its handiness and robustness properties. The state vector includes the relative motion kinematic components of each target (namely single satellite position and velocity as observed by the leader). Then, assuming that the swarm is constituted by T N (known) individual satellites, for every spacecraft has been assumed the following dynamical model: 
R , is the measurement error covariance matrix and η the chosen value for the association threshold. As stated in Bar-Shalom and Li, [22] , in our case η =10 correspond to nearly % 98 probability of a correct attribution. It must be noted that in such a class of problems it is typically assumed that the probability to detect a single source . In addition, the eventuality of clutter will be rejected (because deemed as non realistic for the problem investigated), so that the table of possible associations will be prepared by evaluating the probability of association among all k N measurements and all T N satellites. Finally the SIR filter sample weights have been computed through the likelihood function ) (
where ) ( j k λ is the table (introduced above) defining the valid associations between the measurement j and the swarm members, so that the attribution issue is taken into account.
Two scenarios are analyzed in the following: in Case a the leader is in the center of a randomly distributed swarm. In Case b, instead, the swarm has been deployed at a certain distance from the leader, as sketched in the second subplot of Figure 3 . The performance of the proposed navigation architecture is deeply affected by the initial configuration. We choose an acquisition time of 1000 seconds, with a sampling time of 10 seconds. 
Case a
In Case a, any measurement is correctly associated to the corresponding satellite, even in cases of quite large number of satellites, as shown in Figure 4 for the 8 satellites -plus leader-swarm. In such a configuration, the dimension of the swarm does not affect the steady state performance of the filter. In Figure 5 the estimated and measured range error (average on the number of swarm members) is reported, showing a fairly good uniformity. 
Case b
The effects of an along-track offset between the leader and the swarm members is larger as the distance grows. In fact, it is in particular the angular error (of the azimuth, in this 2D simulations) the most serious, since it increases the possibility of an erroneous attribution of a measurement to the satellite. As an example, when the along track offset is set to 10 km, the measurement actually corresponding to spacecraft number 4 is at the same time assigned to even three satellites, identified as number 2, 3 and 4, as shown in Figure 6 . However, the performance of the filter at steady is maintained for the three different values of the offset considered, 2.5, 5 and 10 km. b (10 km offset) . Measurement corresponding to satellite 4 is erroneously assigned also to satellites number 2 and 3. Table 2 shows that the errors of the range estimates are approximately the same for the three offsets considered, but these steady state values are reached after transient convergence times which grow with the offset distance, as reported in Figure 7 . In fact, for clear geometrical reasons, while the along-track component of the relative distance does not need long acquisition times, the radial component is affected by quite large initial errors, due to the errors on the azimuth measurements. Of course, when the offset distance becomes too large, the ambiguity grows and all the measurements are assigned to all the swarm members, resulting in a wrong estimate. It is then necessary to increase the measurement accuracy, or to switch to other navigation architectures. 
COMPARISON BETWEEN BEHAVIORAL AND CENTRALIZED STRATEGY
Since the initial distribution is random, the required ∆V for accomplishing the self-assembly task is not linearly increasing with the dimension of the swarm, in fact not all the spacecraft require the same amount of propellant to reach the designed slot around the leader. Moreover, the addition of a member changes the initial configuration, leading to a totally different slot assignation performed by the leader in the centralize strategy. However, Figure 8 clearly remarks that a comparison between behavioral and centralized strategy should not be performed only in terms of propellant consumption, but also in terms of predictability of the performance. In fact, while the total required ∆V is nearly linear for the centralized strategy, it is highly variable in the behavioral strategy. The control effort is given by the random interaction (repulsion, attraction and so on) among the swarm members, and, even for a given swarm dimension, two different initializations can lead to completely different costs. In the same way, the addition of a satellite can even produce a propellant saving, if the particular configuration is more favorable for a minimum number of conflicting behaviors. On the contrary, an unfortunate swarm configuration can enforce a satellite to a large number of trials before finding a free slot. This is what happens for example in the 6 members -plus pivot-case, which requires the highest ∆V, mainly because of one of the spacecraft that tries to occupy three full slot before finding a free one, as shown in Figure 9 (the trajectory of the "unlucky" member is the red dotted line). Figure 10 reports the radial and along-track behaviors of the same configuration. Of course, just like in the ∆V analysis, the necessary time for the complete assembly cannot be determined analytically, since it depends on the initial random distribution of the spacecraft, and on the random interactions among them; therefore Figure 11 , concerning the maneuvering time, is almost identical to Figure 8 , which is instead referred to the ∆V study. As an example of a configuration in which the initial configuration is such that no collision avoidance manoeuvre is needed, Figure 12 reports the trajectories of the spacecraft of the 8 members -plus leader -case, both for the behavioral (black solid lines) and the centralized strategy (red dotted lines). In this case the required ∆V is almost the same in the two approaches, though it must be noted ( Figure  13 ) that in the centralized strategy the propellant consumption seems to be more uniformly distributed among the swarm members. The advantages of the behavioral strategy can hardly be measured by means of a graph. In fact, there is no doubt that centralized strategy shows a supremacy in terms of ∆V or maneuvering time, or uniformity in propellant consumption. However, it requires a complex architecture for the leader navigation system, due to the need to precisely detect and recognize the single spacecraft. As seen in Section 3, this task can be failed for particular configurations, for example when the distance between leader and swarm is too large. Moreover, the computation load required for assigning the optimal free slots to each member (once it has been recognized) is concentrated in the leader, and becomes unacceptably heavy when the number of spacecraft grows. Finally, the mission success is totally dependant on the full efficiency of the leader, whose systems should be as fault tolerant as possible, with a large number of redundant components.
In the behavioral strategy, on the other hand, actually the leader is only a passive pivot member, a sort of multidirectional lighthouse, with no navigation or optimal control tasks. Not even the members need complex navigation, since they just receive signals from a limited number of satellites, being interested only in the relative distance, without the need for assigning a given measurement to a precisely identified spacecraft. The control action are autonomously evaluated and perfomed, leading to a very robust and adaptive strategy.
TWO-LEVEL ARCHITECTURE
Let us assume the need to manage a large number of spacecraft, 30 in the proposed example. The centralized strategy would have great difficulties in solving the navigation and control issues. In this case, a two-level architecture can be implemented, similarly to what proposed in [7] . The upper level is constituted by a certain number of pivot satellites (5, in the example) which are commanded by means of a centralized strategy by the actual leader (or even from ground). In this way, an ordered, predictable and smooth behavior for the pivots is obtained, achieving the task of a self assembly around the leader (be it virtual or real). The remaining members of the swarm are divided into subgroups, each one assigned to a given pivot satellite. In this way, while the pivot satellites are maneuvering in a deterministic (centralized) way, the rest of the swarm is behaving according to the four basic rules: this leads first to an aggregation (attraction rule) then to the search for a free slot around the assigned pivot (goal rule), with the trial and error process regulated by means of the pseudo-random collision avoidance rule. Figure 14 shows six snapshots related to different time instants of this two-level manoeuvre. At time T=0 s the entire swarm (pivots and members) are randomly distributed in a 10x10 km area around the leader (black star). At times T=2000, 4000 and 8000 seconds the swarm is aggregating, with pivot satellites maneuvering to reach their slots around the leader, and the members maneuvering according to behavioral rules. At time T=20000 s it is possible to see that the pivot satellites have reached their slots, and most of the members have reached their equilibrium position. Finally, at T=40000 s also the last members have found their way to the last free slots and the mission can be considered accomplished. A large, organized virtual space platform has been realized, with possible applications in space science (telescope function), telecommunication (distributed antenna) and remote sensing (interferometric techniques).
With this approach a complex guidance problem is solved with quite a little computational cost, without the need of heavy optimization procedures or ground inline resources. The results shown in this example closely resemble the simulations reported in [7] , with the remarkable difference that there is no need to solve for the so called "equilibrium shaping" formula. In fact, each swarm member behaves just following its instinct, i.e. the four behavioral rules, and the guidance, navigation and control system is distributed among the swarm members. 
FINAL REMARKS
Swarm of satellites are still an advanced and widely unexplored concept. Yet, more and more missions are oriented towards the exploitation of formations formed by numerous satellites. Traditional control architectures could be not satisfactory if the population of the swarm increases too much. The behavioral strategies, based on the imitation of the natural laws followed by animal swarms (or flocks, or schools) can be a valid alternative. In this work we proposed both approaches, behavioral and centralized, assessing the main topics and problems of each one. A comparison in terms of the classic performance parameters is accomplished, highlighting however that some of the advantages of the behavioral strategy, such as the great autonomy achieved, can be hardly reported into a graph, and should be taken into careful consideration when designing this kind of missions. Finally, for very large swarms, a combination of the two strategies, resulting in a two-level architecture, is proposed, showing how even largely populated swarms can be configured according to any possible task, with a low level of complexity and great autonomy.
