ABSTRACT In existing studies, the problem of maximizing aggregation information based on a given particular tree in deadline-and energy-constrained unreliable wireless sensor networks was addressed. However, these studies did not consider the effect of the aggregation tree structure on the maximum available aggregation information, which in this paper is proved to be important. In this paper, we focus on constructing optimal trees for maximizing aggregation information in unreliable sensor networks under a deadline constraint imposed on the sink and the energy constraints of each sensor. First, we propose an adaptive scheduling algorithm that efficiently implements scheduling in a given aggregation tree to maximize aggregation information. Second, we propose a distributed efficient algorithm to construct optimal aggregation trees and describe the design of an efficient state transition method of Markov chain that is implemented in the algorithm. Finally, we verify the performance of our proposed algorithms in a set of representative simulation scenarios. The experimental results show that, as compared with the methods examined in the existing research studies, our proposed algorithms significantly improve the maximum available aggregation information.
I. INTRODUCTION
A wireless sensor network (WSN) consists of a number of resource-constrained sensors that are deployed in a monitoring region in order to detect a certain aspect of information, such as temperature, humidity, and pressure. All the information sensed by the sensors is eventually transmitted to the sink node. WSNs have been widely used in military and civilian applications, such as battlefield surveillance, environment monitoring [1] , and traffic control.
Recently, data aggregation [2] , [3] has become a hot research topic in the field of WSNs. In data aggregation, every intermediate node aggregates data from its predecessors and itself and then performs a certain computation function (e.g., maximum, minimum, sum, and average) to generate aggregated data. Finally, the intermediate nodes need to transmit only the aggregated data to their parents. Since the data aggregation operation aggregates multiple data packets into single data packet, data aggregation reduces data redundancy and internal communication overhead and thus saves energy [4] . Therefore, because of the limited energy of sensor nodes, data aggregation plays an important role in WSNs.
In WSNs, sensor nodes are classified into two categories: source and non-source nodes. Source nodes sense an event and then transmit the sensed data. Non-source nodes cannot sense events, but can forward data transmitted to them by their predecessors. Data aggregation is generally performed in a tree structure, the root of which is the sink node.
In WSNs, the handling of signal interference is a common problem. No two sensors can transmit data simultaneously if signal interference between them is present. To address this interference problem, a collision-free scheduling algorithm is needed to schedule sensors such that they can transmit data without interference. The interference model that we consider in this paper is a one-hop node-exclusive interference model [5] - [7] . In this type of interference model, two nodes that are one hop away from each other cannot transmit simultaneously.
In many applications, the delay in data aggregation is a critical parameter. For example, in a target tracking system based on a WSN, a large error in the detected location relative to the actual location of the moving target may occur if the delay in data aggregation is too long [8] . Some existing research studies have addressed minimization of the aggregation delay, where all sensor nodes participate in data aggregation [9] , [10] . However, it takes a long time for all sensor nodes to participate in data aggregation, and thus, the time delay may exceed the tolerable range in many applications, such as a target tracking system. Recently, deadline-constrained data aggregation [5] , [6] was proposed for resolving the delay problem. In deadline-constrained data aggregation, the goal is to maximize the information aggregated in the sink. The information aggregated in the sink represents the quality of the aggregation (QoA). For instance, the information could be the sum of the inverses of the error variances of the data from various source nodes [11] . The information could also be other metrics, such as the log-likelihood ratio or distortion. The quality of information improves with the increase in the number of participating nodes.
In existing papers [5] , [7] , [8] , optimal scheduling algorithms for maximizing the information on data aggregation in a given tree under deadline-constrained WSNs were propsoed. These algorithms render transmissions interference-free and maximize the number of participating nodes in a given tree under deadline-constrained WSNs. Hariharan et al. [8] addressed the problem of maximizing information in unreliable sensor networks under deadline and energy constraints. However, they did not consider the effect of the tree structure on maximizing the information on data aggregation, although the structure of the data aggregation tree does significantly influence it. Alinia et al. [12] proposed algorithms for constructing optimal aggregation trees under a deadline constraint imposed on the sink, but in the construction did not consider the reliability of the wireless link and the energy constraint. In the construction of optimal aggregation trees under deadline constraint WSNs, this consideration is necessary, as sensors are energy limited and wireless links are inherently prone to error because of energy attenuation and environmental factors.
In this study, we investigated the problem of constructing optimal trees for maximizing aggregation information in unreliable sensor networks under a deadline constraint imposed on the sink and the energy constraints of every sensor. The link errors are considered to be independent of each other. Various error-recovery technologies, such as retransmission and coding, can be used to tackle link unreliability. To address the above problem, we propose algorithms to construct maximum-information aggregation trees.
However, the task of constructing such trees is nontrivial, even in a centralized manner. Centralized algorithms incur a large amount of communication and energy overhead, and therefore, are inherently inefficient. Distributed algorithms, however, use mainly local information and incur a low communication cost, as well as being more practical and operational. The main contributions of this paper are as follows:
1) The algorithms ''Optimal Scheduling Assignment, '' which is based on the ''Job Interval Selection Problem'' (JISP) and ''Suboptimal Scheduling Assignment,'' which is based on the ''Increasing Independent Set on rectangle graphs'' (IIS), were proposed by Hariharan et al. [8] . The ''Optimal Scheduling Assignment'' has a higher performance and higher time complexity, whereas the ''Suboptimal Scheduling Assignment'' has a lower performance and lower time complexity. In this paper, we propose an adaptive scheduling algorithm. This algorithm dynamically selects the ''Optimal Scheduling Assignment'' or ''Suboptimal Scheduling Assignment'' algorithm for each node to schedule its child nodes according to their number. The adaptive scheduling algorithm takes both high performance and low time complexity into account. 2) A Markov approximation algorithm is proposed to construct the approximately optimal maximuminformation aggregation trees in unreliable WSNs under a deadline constraint imposed on the sink and the energy constraints of every sensor. Markov approximation [13] is a potential method for dealing with similar optimization problems. In the Markov approximation algorithm, the Markov chain causes an aggregation tree to migrate toward optimal trees. As compared with the method in [8] , which maximizes the information on data aggregation without considering the effect of the tree structure, our proposed algorithm significantly improves the results. Our proposed Markov approximation algorithm is distributed and near-optimal and has an upper-bounded approximation gap. 3) In the method in [12] , each node generates a timer value τ i that follows exponential distribution with a mean equal to
In our system, the timer value τ i also follows exponential distribution but with a mean equal to exp(β.x ψ ) α.|Nr i | , which can be far greater than 1 
Nr i
. An increase in the timer value τ i reduces the energy expended by the sensor nodes, because every change in the parents of the sensor nodes leads to an algorithm operation that consumes energy. However, a large timer value τ i would lead to the convergence time of the Markov chain being long. If an appropriate value is set for τ i , our proposed algorithm can not only save energy, but also guarantee an acceptable convergence time. Therefore, our proposed algorithm is a lightweight algorithm.
In the study in [12] , to compute the state transition rate q ψ,ψ = 1 exp (α) .
exp (βx ψ ) exp (βx ψ )+exp (βx ψ ) , the state values x ψ , x ψ were evaluated. The evaluation values of x ψ , x ψ can lead to errors in the results. In our system, the state transition rate is designed to be q ψ,ψ = α exp (β.x ψ ) −1 , and we need only to precisely calculate state value x ψ . Therefore, our proposed algorithm is more efficient and obtains better results. 4) In their ''Suboptimal Scheduling Assignment'', Hariharan et al. [8] ordered the transmission times of the nodes that have the same parent such that a node with a greater number of source nodes in its sub-tree transmits after a node with a smaller number of source nodes in its sub-tree. In our system, the transmission times of nodes that have the same parent are ordered such that a node with a greater sum of reliability of source nodes in its sub-tree transmits after a node with a smaller sum of reliability of source nodes in its sub-tree. Our ordering method considers not only the number of source nodes but also the total reliability of all the source nodes in the sub-tree. Thus, it is more comprehensive and improves the performance of the suboptimal solution.
In summary, our algorithms improve the QoA, save energy, and increase the network lifetime. Our simulation experiments show that, as compared with the method presented in [8] , our methods significantly improve the QoA.
The rest of this paper is organized as follows. In Section II , related work is reviewed. In Section III , the system model is described. In Section IV the problem is formulated and proved to be non-deterministic polynomial (NP-hard). In Section V , we propose algorithms to resolve the problem. In Section VI , simulation results are shown. Finally, we conclude this paper in Section VII .
II. RELATED WORK
Previous research studies in the field of data aggregation in general can be divided into two classes. The first class addressed the trade-offs between energy, delay, and the quality of data aggregation and the second class addressed the construction of optimal data aggregation trees [2] , [12] , [14] - [17] , which has been proved to be NP-hard.
Boulis et al. [18] addressed the tradeoff between energy and accuracy in a given particular data aggregation tree. Yu et al. [19] addressed the tradeoff between energy and latency in a given particular data aggregation tree. Ye et al. [20] addressed the tradeoff between energy and the delay in data aggregation by maximizing the discounted reward at each node. Chen et al. [21] addressed the Minimum Latency Aggregation Scheduling (MLAS) problem. Given a WSN and a sink, a subset S of sensors in the WSN sends and aggregates their data to the sink. The goal of MLAS is to determine a scheduling scheme such that the data aggregation time is minimal and data transmission is conflict-free.
Chen et al. [21] proved that this problem is NP-hard and designed a shortest data approximation (SDA) algorithm for MLAS, which aggregates data along the shortest paths toward the sink. The SDA algorithm is an a( − 1) approximation algorithm, where is the maximum node degree of sensors. Xu et al. [10] proposed an efficient data aggregation scheduling algorithm for minimizing the delay; the upper bound of latency is 16R + − 14, where R is the network radius. In [22] , the MLAS problem was addressed in the context of multi-hop wireless networks under the assumption that all nodes have a unit communication range and an interference range of ≥ 1. Yu and Li [23] described an extension of the method in [22] to consider multiple sinks, and the upper bound of latency is O( +kR), where k is the number of sinks. Nguyen et al. [24] proposed a scheduling algorithm based on neighboring dominators to minimize latency. Hariharan and Shroff [25] examined the problem of maximizing information under energy constraints.
Most studies were conducted under a protocol interference model. However, this model is not an accurate abstraction in reality, and the physical interference model is more practical and has more potential to increase network capacity. Li et al. [26] created a minimum-latency scheduling algorithm under physical interference that has a constant approximation ratio by bounding the latency at O( + R). Li et al. [9] extended the method in [26] such that it is suitable for any arbitrary network topology. Li et al. [27] proposed a distributed algorithm, based on clustering protocol to solve the problem of minimum-latency scheduling under physical interference .
In deadline-constrained data aggregation, the goal is to maximize the number of participating nodes. Hariharan and Shroff [5] proposed a polynomial time optimal algorithm to maximize the quality of aggregation under a deadline constraint and one-hop interference constraint, and Hariharan and Shroff [7] extended the problem in [5] to consider the reliability of links. Hariharan et al. [8] extended the problem in [7] to consider the constraint of sensor nodes' energy. Alinia et al. [6] extended the problem in [5] to consider the effect of the data redundancy and spatial dispersion of the participant nodes. The aforementioned studies were based on a given tree and did not take into account the effect of the tree structure.
Krishnamachari et al. [2] described the construction of a data aggregation tree for minimizing the number of transmissions. Li et al. [16] addressed the problem of constructing a data aggregation tree, which included the minimum number of non-source nodes in a WSN composed of source and nonsource nodes. Wu et al. [28] described the construction of an optimal data aggregation tree for maximizing the lifetime for single sink WSNs. Zhu and Hu [29] placed the WSN in a plane and then divided the plane into small cells. A shortest path tree was constructed on the plane for data aggregation, and then, a scheduling algorithm was run on the aggregation tree to minimize latency. Malhotra et al. [30] proposed a heuristic algorithm that constructs a minimum-time data convergecast tree and implements an optimal scheduling strategy on the tree. Bagaa et al. [31] assumed that sensors could transmit data over multi-frequency radio links and proposed a heuristic algorithm to construct an aggregation tree with the objective of minimizing aggregation latency. Yu et al. [32] first constructed a connected dominating set tree, and then, a distributed scheduling algorithm was run on the tree to reduce aggregation latency. However, the construction of a dominating set tree does not consider aggregation latency; the minimum latency problem is solved through performing the distributed scheduling algorithm on the constructed dominating set tree. Huang et al. [33] constructed a breadth first search tree, and then, a scheduling algorithm was run on the constructed tree to minimize data aggregation latency. Wu et al. [15] examined the problem of maximizing the lifetime of data aggregation trees for multi-sink WSNs. Trent [17] presented the construction of a data aggregation tree for minimizing energy costs. Tan et al. [14] studied the problem of constructing a minimum cost data aggregation tree under an information quality constraint. Alinia et al. [12] studied the problem of constructing maximum-quality aggregation trees in deadline-constrained WSNs; however, they did not consider the reliability of the link and energy constraint.
Hariharan et al. [8] addressed the problem of maximizing information in unreliable sensor networks under deadline and energy constraints. However, they did not consider the effect of the tree structure on maximizing the information of data aggregation. The structure of the data aggregation tree significantly affects the maximization of information of data aggregation, which is subsequently proved. In this study, we aimed to construct maximum-information aggregation trees in unreliable sensor networks under deadline and energy constraints. To the best of our knowledge, no studies on this problem thus far exist.
III. SYSTEM MODEL
We consider a WSN to be a graph G = (V ∪ {S}, E), where V is the set of sensor nodes, S is the sink node, and E is the set of links. The system has N nodes and a sink. Source nodes sense events and generate data. All nodes (source and non-source nodes) aggregate data from their child nodes and then send the aggregated data to their parent nodes. Eventually, the data are aggregated and sent to the sink within a deadline. Data aggregation and transmission are conducted in a spanning tree ψ of the graph G. We assume that the communication ranges of all sensors are the same and fixed. Nodes i and j are adjacent (i.e., (i, j) ∈ E), if they are within communication range of each other. The system is assumed to be time-slotted and synchronized. We assume that transmitting a packet requires one time slot and each link has a unit capacity. We consider a one-hop node-exclusive interference model [5] - [7] , where two nodes that are one hop away from each other cannot transmit simultaneously. The one-hop interference model captures the key characteristic of practical WSNs and is typical. The notations that are used in this paper are defined in Table 1 . Tr(G) is defined as the set of all possible spanning trees of the graph G. D is the deadline imposed on the sink, which means that the data must be aggregated and transmitted to the sink before the deadline. We consider that wireless links are unreliable, and their data packet dropout rates are mutually independent. To address link unreliability, a variety of error recovery strategies, such as retransmission and coding, can be used. In this paper, we use retransmission to address link unreliability. However, because of the deadline and energy constraints, the retransmission number is limited. For dealing with the problem of link unreliability, we define a reliability function f ψ i (t 
. The information generated by node i is defined as ω i . The information represents the data quality, such as error variance, distortion, and log-likelihood. Data aggregation refers to the information (i.e., data quality) that is computed by participating nodes. Finally, the information received at a node is defined as the weighted sum of the information from each source node. For example, the sum of the inverses of the error variances of participating nodes represents the overall error variance of the aggregation data. The information received at the sink is our concern. The information that is received at node i from node j is defined as ω ψ i (j). The value of ω ψ i (j) is equal to the product of ω j and the product of reliability of all the links that are on the path from j to i, i.e., ω Fig. 1 shows how nodes are scheduled to achieve the maximum QoA in a given tree under deadline and energy constraints, where the hatched nodes are the participating nodes. The deadline D imposed on the sink is 4. All the nodes are assumed to be source nodes. In Fig. 1(a) , all the links are completely reliable and E i = 6, i ∈ {1, . . . 15}. To maximize the QoA, the optimal scheduling is that W 1,4,6,7,11,12,13,15 = 0, W 2,8,9,14 = 1, W 3,10 = 2, W 5 = 3, t 1,2,...,15 = 1. This indicates that all nodes participate in the data aggregation and the maximum QoA is 15. In Fig. 1(b) , the links are unreliable and E i = 6, i ∈ {1, . . . 15}. To maximize the QoA, the optimal scheduling is that W 1,6,7,11 = 0,
The participating nodes are {1, 2, 3, 6, 7, 8 and 11}. Since there are some unreliable links, the maximum QoA is 6. In Fig. 1(c) , the reliability of links to nodes {4, 5, 9, 10, 12, 13, 14, and 15} is different from that in Fig. 1(b) . Therefore, to maximize the QoA in Fig. 1(c) , the optimal scheduling is that W 1,4,6,7,11,12,13,15 = 0, W 2,8,9,14 = 1, W 3,10 = 2, W 5 = 3, t 1,2,...,15 = 1, which is the same as that in Fig. 1(a) . However, since some links are unreliable, the maximum QoA is 6.6875, which is different from that in Fig. 1(a) . In Fig. 1(d) , E i = 5, i ∈ {1, . . . 15} is different from that in Fig. 1(b) . To maximize the QoA in Fig. 1(d) , the optimal scheduling is that W 1,6,7,11,12,13,15 = 0, W 2,8,9,14 = 1, W 3,10 = 2, W 5 = 3, t 1,2,...,15 = 1 and the maximum QoA is 5.3056. In Fig. 1 , we can see that both the unreliability of links and energy constraint affect the optimal scheduling and thus the maximum available QoAs in deadline constraint WSNs.
Hariharan et al. [8] proposed an optimal scheduling algorithm to maximize the QoA in unreliable sensor networks under a deadline constraint imposed on the sink and the energy constraints of each sensor. The optimal scheduling algorithm in [8] is based on a given tree and does not consider the effect of the data aggregation tree structure, although it does significantly affect the maximum available QoA. When a deadline D is imposed on the sink, because of the deadline constraint, nodes having a height greater than or equal to D cannot participate in aggregation. Therefore, chain-like long trees are not optimal and trees in which the height of most of the nodes is less than or equal to D are better. If the height of a node A is h, because of the deadline constraint its waiting time should be less than or equal to D − h, and up to D − h child nodes of node A are allowed to participate in aggregation. Thus, star-like fat trees also are not optimal. In general, an aggregation tree that is neither very long nor very fat is optimal. Fig. 2 shows the maximum available QoAs in different spanning trees of a WSN. For convenience, we assume that all nodes are source nodes and have the same energy constraint, E i = 7, ∀i ∈ {1, 2, 3, . . . , 15}, and all links have the same unreliability, PE
The topology of the WSN consists of all nodes and links (dotted lines and solid lines). Nodes and solid lines form the data aggregation trees. The deadline imposed on the sink is 4. The hatched nodes are participating nodes under deadline and energy constraints. In the following four examples, the maximum available QoAs are computed by using the optimal scheduling algorithm [8] . Fig. 2(a) shows a long tree. In this tree, nodes having a height greater than 4 do not participate in data aggregation. In Fig. 2(a) , the participating nodes are nodes 1, 2, 6, 9, 11, 12, and 15. However, because of link unreliability the information of the participating nodes may not be transmitted to the sink. The maximum available QoA is 5.63. Fig. 2(b) shows a star-like fat tree. The sink has seven child nodes, but only four can participate in data aggregation because of the deadline constraint. Because of the link unreliability, the maximum available QoA of Fig. 2(b) is 6.76. Fig. 2(c) is a random tree and the maximum available QoA is 7.16. Fig. 2(d) shows an optimal data aggregation tree: all the nodes participate in data aggregation. Similarly, because of link unreliability, the information of the participating nodes may not be transmitted to the sink, and the maximum QoA is 12.03. In the examples shown in Fig. 2 , we can see that the structure of the tree significantly influences the maximum available QoA.
In a WSN where all nodes are source nodes and all links are completely reliable, Alinia et al. [12] proved that for an imposed deadline D ≤ log |V |, the maximum available QoA is 2 D − 1 in the optimal tree and D in the worst-case tree. Assuming all nodes are source nodes, Theorem 1 shows the maximum gap between the maximum achievable QoAs in the optimal tree and in the worst-case tree in unreliable WSNs under deadline and energy constraints.
Theorem 1:
For an imposed deadline D ≤ log |V |, where all nodes are source nodes, links are unreliable, and the energy of each sensor is constrained, the maximum gap between the maximum achievable QoAs of two aggregation trees is 2 D −1. Proof: To prove this theorem, we assume that the network topology graph is sufficiently dense, such as a complete graph. We also assume that there are 2 D −1 nodes whose reliability is equal to 1, and the other nodes whose reliability is equal to 0. Because the network topology graph is sufficiently dense, the sink and the 2 D − 1 nodes form a subgraph that is a complete graph. It was proved in [6] that the maximum number of touchable nodes is bounded to 2 D −1, regardless of the aggregation tree structure. Therefore, the maximum QoA is 2 D −1 in the best case. We assume a tree whose root node is the sink and the sink has one child node whose reliability is equal to 0. The maximum QoA is 0 in this case. Therefore, the maximum gap between the maximum achievable QoAs of two aggregation trees is 2 D − 1. When the scale of the network is large, the construction of an optimal aggregation tree is an NP-hard problem. This is proved in the following section.
IV. PROBLEM DEFINITION AND NP-HARDNESS A. PROBLEM DEFINITION
In this section, we model the problem of constructing optimal trees for maximizing aggregation information in unreliable WSNs under deadline and energy constraints as a combinatorial network optimization problem. We define the combinatorial network optimization problem as follows.
We now explain the constraints in problem Z . Constraints (4)-(6) are based on the definitions. Constraint (2) represents the constraint of the energy that is allocated for node i to receive and transmit data. The most important and complex constraint is constraint (3), which represents the relation between interference and delay. Under the onehop interference constraint, only one of the child nodes can transmit its packets to its parent node during a particular time slot. However, when a child node transmits packets to its parent node, the other child nodes that have the same parent can receive packets from their child nodes according to the one-hop interference model. Constraint (3) means that, in a feasible scheduling, the total time of the transmission of participating child nodes of a parent node i should be less than or equal to the difference between the waiting time of the parent and the minimum waiting time of the participating child nodes.
B. NP-HARDNESS
The number of spanning trees is exponential of |V |, which is extremely large. For example, in a complete topology graph, the number of spanning trees is |V | |V −2| . Therefore, the construction of optimal aggregation trees under deadline and energy constraints in unreliable WSNs is an NP-hard problem. In this section, we prove that the problem Z is as hard as the Maximum Coverage Problem with Group Budgets Constraint (MCPG) [34] , which is NP-hard. The MCPG problem is a variant of the classical Maximum Cover Problem (MCP), which is also NP-hard.
The MCP is defined as follows. Let S be a ground set and U = {S 1 , S 2 , . . . , S m } be a collection of the subsets of S (i.e., S i ⊆ S, i = 1, 2, . . . , m). Given an integer k (0 ≤k≤ m), the MCP consists of choosing at most k elements (i.e., subsets of S) S 1 , . . . , S l (l ≤ k) from U to maximize the sum of elements in l chosen subsets. The MCP is formulated as max i∈{1,2,...,l}
In this study, we were concerned with the profit version of MCP, where each S i is accompanied with a profit Pro(S i ). The objective of the profit version of MCP is to maximize the total profit in l chosen subsets. The profit version of MCP is formulated as max i∈{1,2,...,l}
The MCPG is a variant of the MCP [34] . In MCPG, the set U is partitioned into k groups G 1 , G 2 , . . . , G k and at most one element is allowed to be chosen in each group. We were concerned with the profit version of MCPG in this study.
The problem Z and MCPG have two aspects in common. The first is that the goal of both is to maximize the profit and the second is that in both at most one set is chosen from each group. In problem Z , each node forms a group G i ; it consists of sub-trees that are all rooted at node i and are generated according to different time slots.
Theorem 2: Problem Z is NP-hard. Proof: In order to prove Theorem2, we add l non-source nodes S 1 , S 2 , . . . , S l to the network graph G and directly connect them to the sink. All the other nodes of the network graph G, except for the sink, are connected to the l nonsource nodes added either directly or indirectly. Each nonsource node S i generates many trees according to different time slots. All the trees generated by non-source nodes S i consist of the group G i . We use g(i, j) to represent a tree generated by non-source nodes S i , and then we obtain the formula
g(i, j) . Each tree g(i, j) has a profit Pro(g(i, j)).
In problem Z , to handle the signal interference, each nonsource node can be assigned at most one different time slot for generating one sub-tree, which is consistent with MCPG, where at most one set of each group G i is chosen. Each generated sub-tree in problem Z has a profit that is the aggregated data under the time slot constraint. Therefore, problem Z is essentially the same as MCPG, which completes the proof.
V. APPROXIMATE OPTIMAL SOLUTION
For an NP-hard problem, it is difficult to design a polynomial time algorithm for obtaining an accurate solution. Usually, a polynomial time and computationally efficient approximated algorithm is used for dealing with NP-hard problems. The Markov approximation method is a potential method for dealing with similar optimization problems. By employing this method, a near optimal solution can be obtained. In this study, the Markov approximation framework [12] was leveraged to design distributed algorithms for solving problem Z . In the distributed manner, the Markov approximation method first constructs a target steady-state distribution and then devises a Markov chain structure that is amenable to distributed implementation. In the next subsection, the theory of the Markov approximation framework [13] is sketched.
A. MARKOV APPROXIMATION METHOD
There exists a network that consists of a set of users R and a set of network configuration F. A network configuration is composed of each user using one of its local configurations.
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Under a configuration f , each user r can obtain a performance x r (f ). Consider the problem of maximizing the system performance by selecting an optimal configuration. This problem is a combinatorial optimization problem.
In the problem of constructing a maximum-information aggregation tree, a tree ψ is a configuration f , Tr(G) is the configuration set F that denotes all possible aggregation trees, and the number of elements of F is extremely large (exponential of |V |).
. Formula (10) can be redefined as
Formula(11) has same optimal value as the following problem:
where p ψ is the percentage of time that the aggregation tree ψ is in use. According to log-sum-exp approximation [13] , we deduce the following function as the approximation solution of the MWC problem.
where β is a positive constant. By calculating conjugate function g * β (p) of g β (x) and the conjugate function of g * β (p), we deduce that g β (x) has the same optimal value as the following problem:
Using (13) as the approximation function of the MWC and MWC-EQ problems introduces an entropy term
, where β controls the approximation accuracy. Since Function (14) is a convex and closed function, we can obtain its optimal solution p * ψ by solving the Karush-Kuhn-Tucker conditions [35] .
The approximation gap is upper-bounded by 1 β log |F|. When β is infinite, the approximation gap is zero. However, it is not practical to use a large β because of the practical constraints and overhead concerns [13] . Further, a large β leads the algorithm to converge too fast and fall into local optimum.
In summary, we solve the MWC and MWC-EQ problems approximately by time-sharing among different configuration states according to p * ψ .
B. DESIGN OF THE MARKOV CHAIN
In this section, the design of the Markov chain is described. The state space of our Markov chain is Tr(G) and the stationary distribution is p * ψ (ψ ∈ Tr(G)). By resorting the Markov chain, the aggregation trees of state space Tr(G) are used for data aggregation with probability p * ψ . From Formula (15), we can see that a tree that has a greater performance x ψ is used as the aggregation tree with a higher probability. This means that in most instances the best aggregation trees are used for data aggregation. When the Markov chain converges to stationary distribution, the average performance of the system approaches the optimal solution with an approximation gap 1 β log |F|. In order to devise a time-reversible Markov chain for state space Tr(G), state transition rates q ψ,ψ ≥ 0, ∀ψ, ψ ∈ Tr(G) need to be designed. The framework of the Markov chain allows two degrees of freedom for a time-reversible Markov chain:
1) The Markov chain is irreducible, which means that any two states are reachable from each other. 2) The detailed balance equation is satisfied:
In the distributed algorithm, each node uses local information, which consumes less communication overhead. Therefore, the distributed algorithm is more efficient than the centralized algorithm. In the design of a distributed Markov approximation algorithm, only two trees having one different edge are allowed to directly transfer to each other. Any two trees that have more than two different edges are not allowed to directly transfer, since they are still able to be mutually reachable through other trees. The modified Markov chain is still time-reversible and the stationary distribution is still p * ψ (ψ ∈ Tr(G)). For example, in Fig. 3, Fig. 3(a) is a timereversible Markov Chain. Fig. 3(b), Fig. 3(c) , and Fig. 3(d) are derived from Fig. 3(a) by adding/removing transition edge pairs and are still time-reversible and their stationary distributions are the same as the stationary distribution of Fig. 3(a) . For more details, please refer to [13] . According to the transition rules, we set the transition rate as follows, where α ≥ 0 is a constant:
In this section, we propose an adaptive scheduling algorithm called ''Adaptive Waiting Assignment Scheduling'' and a distributed Markov approximation algorithm called ''Changing Parent Node''. The purpose of the adaptive scheduling algorithm is to schedule nodes to realize collisionfree transmission and maximize the QoA in a given aggregation tree. As mentioned previously, Hariharan et al. [8] proposed ''Optimal Scheduling Assignment'' and the ''Suboptimal Scheduling Assignment'' algorithm to schedule nodes to maximize the information in unreliable WSNs under deadline and energy constraints. The ''Optimal scheduling Assignment'' algorithm is based on the JISP, which has a higher performance and time complexity. The ''Suboptimal Scheduling Assignment'' is based on the IIS, which has a lower performance and time complexity. The adaptive scheduling algorithm dynamically selects the ''Optimal Scheduling Assignment'' [8] or ''Suboptimal Scheduling Assignment'' algorithm [8] for each node to implement scheduling according to the number of its child nodes. Therefore, a threshold TS is set. When the number of child nodes is greater than or equal to TS, the adaptive scheduling algorithm selects ''Suboptimal Scheduling Assignment'' algorithm to implement scheduling; otherwise it selects ''Optimal Scheduling Assignment''. The adaptive scheduling algorithm takes both high performance and low time complexity into account and has a high performance and low time complexity. As described in [8] , the ''Suboptimal Scheduling Assignment'' algorithm orders nodes that have the same parent according to the number of source nodes in their sub-tree such that a node with a greater number of source nodes in its sub-tree transmits after a node with a smaller number of source nodes in its sub-tree. We ordered nodes by the sum of the reliability of all source nodes in their subtrees. Our ordering method improves the performance of the ''Suboptimal Scheduling Assignment'' algorithm.
The ''Changing Parent Node'' algorithm implements the Markov chain for constructing optimal aggregation trees. In order to implement our proposed algorithms, an initial aggregation tree is constructed based on the Greedy Incremental Tree (GIT) algorithm [36] . To compute state transition rates, the maximum QoA of the current state is required according to Formula (16). The maximum QoA of current state x ψ can be computed by the ''Adaptive Waiting Assignment Scheduling'' algorithm. The ''Changing Parent Node'' algorithm proceeds to migrate to a target aggregation tree ψ with transition rate q ψ,ψ in an iterative manner, according to the underlying Markov chain. The ''Adaptive Waiting Assignment Scheduling'' and ''Changing Parent Node'' algorithms are described as follows. 
if the total number of child nodes is more than the threshold TS then 2: First, all child nodes are sorted according to the sum of the reliability of the source nodes in their sub-tree in ascending order, so that the child nodes ranked in front are transmitted before the back child nodes.
3:
Second, the ''Suboptimal Scheduling Assignment'' algorithm [8] is implemented for scheduling child nodes 4: else 5: The ''Optimal Scheduling Assignment'' algorithm [8] is implemented for scheduling child nodes 6: end if Algorithm 2 ''Changing Parent Node'' Algorithm for Node i ∈ V Require: α, β Ensure: New parent node of node i 1:
Node i generates a timer value τ i ∼ exp (λ i ) that follows exponential distribution with mean
α.|Nr i | , and then begins counting down 4: When τ i expires, node i randomly selects one node from set Nr i as the new parent P i of node i 5: Send a RESET message to all other nodes to terminate their current countdown process 6: ∀j ∈ {Pth ψ (P i , S) ∪ Pth ψ (P i , S)} invoke ''Adaptive Waiting Assignment Scheduling'' algorithm 7: Node i refreshes the timer and begins counting down Algorithm 2 is described as follows. In Line 3, an exponentially distributed random timer value τ i ∼ exp (λ i ) with mean λ i = exp(β.x ψ ) α.|Nr i | is generated. The random timer value τ i ensures the convergence of the Markov chain. The random timer value proposed in this paper is far greater than the exponentially distributed random timer value τ i ∼ exp (λ i ) with mean λ i = 1 |Nr i | [12] . The sensor energy consumption is reduced with the increase in τ i , because every change in the parent nodes of sensors leads to an algorithm operation, which consumes energy. However, the convergence time of the Markov chain is long when τ i is large. By setting an VOLUME 6, 2018 appropriate value for τ i , our proposed algorithm saves energy and therefore is a lightweight algorithm.
In [12] , to compute the state transition rate q ψ,ψ = 1 exp (α) .
exp (βx ψ ) exp (βx ψ )+exp (βx ψ ) , the state values x ψ , x ψ were evaluated. Since reliability and energy were considered in this study, evaluating x ψ , x ψ instead of precisely calculating them leads to large errors in the results. The state transition rate is designed to be q ψ,ψ = α exp (β.x ψ ) −1 , and it is necessary only to precisely calculate state value x ψ . Therefore, our proposed algorithm is more efficient and yields better results. In Line 4, in order to ensure that the structure of the data aggregation still remains a tree after the changes in the parent node, node i selects a new parent P i , the W P i of which is greater than or equal to W i . In Line 6, nodes that are in the paths from P i to sink and from P i to sink invoke the ''Adaptive Waiting Assignment Scheduling'' algorithm.
The time complexity of our algorithms depends on algorithms ''Optimal Scheduling Assignment'' and ''Suboptimal Scheduling Assignment'' which are used in our algorithms. The time complexity of ''Optimal Scheduling Assignment'' algorithm is O(hDk 3 2 k ) and the time complexity of ''Suboptimal Scheduling Assignment'' algorithm is O(hDk 2 log k), where D is the deadline and h is the height of aggregation tree and k is the maximum node degree.
Proposition 1: The ''Changing Parent Node'' algorithm realizes a time-reversible Markov chain with the stationary distribution shown in Equation (15) .
Proof: First, the designed Markov chain is a finite state space Markov chain. Second, any two tree configurations are reachable from each other by a finite number of transitions. Now, we prove that the stationary state of this Markov chain is Equation (15) . Let Pr ψ,ψ denote the transition probability from state ψ to ψ upon the expiration of a timer value. All the i∈V |Nr i | states have equal probability to become the next state ψ .
In the algorithm, node i counts down with rate
, and the rate of leaving state ψ is j∈V α.|Nr j| exp(β.x ψ ) . The transition rate q ψ,ψ can be calculated as
From Equations (15) and (18), we can see that p * ψ . q ψ,ψ = p * ψ . q ψ ,ψ . Therefore, the balance equation holds and our constructed Markov chain is a time reversible Markov chain with stationary distribution (15) .
VI. EVALUATION
In this section, we describe the setup of the simulation scenes and then the evaluation of the algorithms' performance by simulation experiments. We first compare the performance of our proposed algorithms to the optimal solution and then compare the algorithms' performance to that of the existing best methods. The results of the experiments show that the performance of our proposed algorithms is near-optimal and better than that of the existing best methods.
A. SIMULATION SCENE
In this section, we describe the setup of two simulation scenes to compare the performance of our proposed algorithms to the optimal solution and to the performance of the existing best methods. We assumed that E R = 1, E T = 2, ES i = 1, ∀i ∈ V , which represents that one unit of energy is needed for receiving a data packet, two units for transmitting a data packet, and one unit for sensing information and generating data. Unless otherwise specified, the unreliability of each link is set to a random number between 0 and 0.2 and
To compare the algorithms' performance to the optimal solution, a small scale WSN shown in Fig. 2 was setup, since the optimal solution can be found by enumeration in a small scale network. A large scale WSN consisting of 100 sensors and a sink was also set up. When a network is large, the feasible solution space is extremely large and the problem of computing the optimal solution is NP-hard. Therefore, in the large scale WSN, we could not compare the algorithms' performance to the optimal solution, but only to the performance of the existing best methods. In the large scale WSN, 80% of nodes was chosen randomly as source nodes, and the remaining nodes as non-source nodes. All the sensor nodes were uniformly dispersed in a square area having a side measuring 300m. The sink was located at the middle of the top side of the square area, i.e., its position coordinate was (150,300). The communication range of every sensor was 75m.
We report the results of our proposed algorithms after 200 iterations. An iteration ends when the timer value of the sensor nodes expires.
B. PERFORMANCE COMPARISON WITH THE OPTIMAL SOLUTION
In this section, by means of a simulation experiment, we compare the algorithms' performance to the optimal solution in the small scale WSN shown in Fig. 2 . In order to facilitate the comparison of the performance of our methods and the optimal solution, we assumed that all the nodes were source nodes and all the links were completely reliable. The parameters α and β were set to 0.2 and 1, respectively, in this experiment.
In [12] , the transition rate of any two states ψ and ψ was q ψ,ψ = 1 exp (α) .
exp (βx ψ ) exp (βx ψ )+exp (βx ψ ) . To calculate the transition rate, the state values x ψ , x ψ are estimated first. In Approx Method-1,
In this study, the transition rate of any two states ψ and ψ was designed to be q ψ,ψ = α exp (β . x ψ ) −1 . To calculate the transition rate, our method needs only to precisely calculate state value x ψ . Therefore, our proposed algorithm is more efficient and can obtain better results. Fig. 4 shows that the results of our method are very close to the optimal solution and better than those of Approx Method-1 and Approx Method-2.
C. UNIFORMLY DISTRIBUTED TOPOLOGICAL SETTING
In this section, according to the results of a simulation experiment, we compare the algorithms' performance to that of the existing best methods. An initial tree was first constructed based on the GIT algorithm [36] . In this simulation experiment, the parameters α and β were set at 0.2 and 0.5, respectively. Fig. 5 shows the results for different sizes of networks, from 50 to 100 nodes, using Step 10. In Fig. 5 , we can see that the results of the method in [8] do not monotonically increase but fluctuate with the growth of the network scale. However, the QoAs of our method increase with the growth of the network scale. This is because the larger the scale of the network, the higher are the states and the greater the probability to stay in better states, which results in a better QoA. Our proposed method improves the performance by at least 19%, at most 41%, and on average 31% as compared with the method in [8] . In this study, not only the deadline constraint but also the reliability and energy constraints were VOLUME 6, 2018 considered. Therefore, Approx Method-1 and Approx Method-2 are no longer suitable, since their results are even worse than those of the method in [8] .
1) EFFECT OF NETWORK SIZE
2) EFFECT OF DEADLINE Fig. 6 shows the results for different deadline constraints. In this figure, we can see that the QoAs of our method increase with the increase in the deadline. This is because more sensors can participate in aggregation and unreliable links have more time slots for re-transmitting data when the deadline increases. Our proposed method improves the performance by at least 3%, at most 94%, and on average 43% as compared with the method in [8] . The results indicate that the aggregation tree structure has an important influence on the QoA. The QoAs of Approx Method-1 show little improvement on the QoAs achieved by the method in [8] . The QoAs of Approx Method-2 are even worse than those of the method in [8] . This means that Approx Method-1 and Approx Method-2 are not suitable for addressing this problem. Fig. 7 shows the results for different link reliabilities. In Fig. 7 , the abscissa is the link unreliability, which is between 0 and 1. The value on the abscissa means that the link unreliabilities are a random value between 0 and the value on the abscissa. For example, 0.4 on the abscissa means that link unreliabilities are a random value between 0 and 0.4. When the unreliability of a link increases, the packet loss rate increases, and therefore, the amount of data that can be transmitted to the sink decreases. In Fig. 7 , we can see that both the QoAs of our method and the performance improvement as compared to those in [8] decrease with the increase in link unreliability. Our proposed method improves performance by at least 33%, at most 56%, and on average 50% as compared with the method in [8] . The results of Approx Method-1 and Approx Method-2 are worse than the result of the method in [8] . Fig. 8 shows the results for varying maximum energy that the sensor is allowed for sensing, transmitting, and receiving data. In Fig. 8 , we can see that the QoAs increase with the growth of the maximum allowed energy. With the increase in the maximum allowed energy, the sensor has more energy to re-transmit a lost data packet, and therefore, the QoAs increase. When the maximum allowable energy increases to 6, the QoAs are moderate because of the deadline constraint. Our proposed method improves performance by at least 40%, at most 75%, and on average 58% as compared with the method in [8] . The results of Approx Method-1 and Approx Method-2 are worse than the result of the method in [8] . Fig. 9 shows the results for different thresholds TS. The adaptive scheduling algorithm dynamically selects the ''Optimal Scheduling Assignment'' or ''Suboptimal Scheduling Assignment'' algorithm for each node to schedule its child nodes according to their number. A sensor node selects the ''Suboptimal Scheduling Assignment'' algorithm when the number of its child nodes is greater than or equal to the threshold TS; otherwise it selects the ''Optimal Scheduling Assignment'' algorithm. In Fig. 9 , we can see that both the QoAs of our method and the performance improvement as compared to the method in [8] increase with the increase in the threshold TS. When the threshold TS increase to 5, the QoAs of our method are moderate. This is because very few nodes have more than five child nodes. Our proposed method improves performance by at least 1%, at most 33%, and on average 23% as compared with the method in [8] . The results of Approx Method-1 and Approx Method-2 are worse than those of the method in [8] .
3) EFFECT OF UNRELIABILITY OF LINK

4) EFFECT OF E i
5) EFFECT OF THRESHOLD TS
6) EFFECT OF PARAMETER β Fig. 10 shows the results for different parameters β. As stated in IV .A, the gap between the approximation value and the optimal value theoretically decreases as β increases. As the ''Method of [8] '' is unrelated to the parameter β, its performance is not depicted in Fig. 10 . In Fig. 10 , we can see that the QoAs of our method increase with the increase in parameter β. When the parameter β increases to 1, the QoAs of our method are moderate. This is because, when the results are close to the optimal value, the improvement momentum becmes increasingly smaller . The results of Approx Method-1 and Approx Method-2 are much lower than those of our method. Fig. 11 shows the results for different iteration numbers. An iteration ends when a timer value of nodes expires and then the Markov chain transfers from the current state to the next state. In Fig. 11 , we can see that the QoAs increase with the increase in the iteration number. When the iteration number increases to 200, the QoA converges to a global optimal value.
7) EFFECT OF ITERATION NUMBER
8) ITERATION PROCESS
In our proposed Markov chain algorithm, a state randomly transfers to another state in state space. However, when the QoA of a passed iteration state is greater, the residence time of the passed iteration state is greater. Fig. 12 shows the iteration process. Fig. 12(a) shows the QoAs of passed iterations. In this figure, we can see that the QoAs of passed iterations fluctuate with the state transition. Fig. 12(b) shows the ratios of time that are spent in different QoAs to the total time of 200 iterations. In this figure, we can see that the greater the QoA, the greater the ratio in general.
VII. CONCLUSION
In this study, we examined the problem of constructing optimal trees for maximizing aggregation information in unreliable WSNs under deadline and energy constraints. The objective of this problem is to maximize the number and reliability of participating nodes under deadline and energy constraints. The problem was proved to be NP-hard. First, we proposed an adaptive scheduling assignment algorithm. This algorithm schedules nodes to realize collision-free transmission and maximize the number and reliability of nodes participating in a given particular data aggregation tree. Then, a distributed Markov approximation algorithm was proposed for constructing maximum-information aggregation trees. Our experiments verified that the construction of optimal aggregation trees significantly influences the QoA. Our experiment results showed that the proposed algorithms significantly improve the QoA as compared with the existing best methods and obtain a close-to-optimal solution. In future research, we intend to address extensions to multi-sink WSN models. JIRUI LI is currently pursuing the Ph.D. degree with the Beijing University of Posts and Telecommunications. She has authored many papers in journals and conference proceedings and participated in several projects above the provincial level. Her current research interests mainly include mobile cloud computing, distributed computing, trusted services, and Internet of Things.
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