, their effects on internal, non-motor neurons were studied for only pattern recognition tasks. In this paper, we study their effects on sequential tasksrobot navigation under different settings. They are sequential tasks because the outcome of behavior depends on not only the current behavior as in pattern recognition but also the previous behaviors and environment (e.g., previous navigational trajectories). Analytically, we show that the serotonin and dopamine systems affect the performance of sequential tasks in a compound way. Experimentally, we show that the effect on the learning rate of internal feature neurons (in the Y area) allows the agent to approach a friend and avoid an enemy faster as compounding effects of sequential states in static and dynamic environment. Further, we test the effect of punishment and reward schedule with the same initial locations. These simulation experiments all indicate that the reinforcement learning via the serotonin and dopamine systems is beneficial for developing desirable behaviors in this set of sequential tasks-staying statistically close to its friend and away from its enemy. As far as we know, this is the first work that investigates the effects of reinforcer (via serotonin and dopamine) on internal neurons (Y neurons) for sequential tasks using emergent representations.
Introduction
Developmental experiences are not always equally important. Modulatory system in the human brain is in charge of shaping how an agent estimate a specific experience, that is, how neurons in the brain employ neural transmitters to show particular feature of information. In the neural modulatory systems, some neurons can generate and release certain kinds of neural modulatory transmitters. These neurotransmitters can diffuse to large scope regions in the nervous system, and produce influence on a sea of other neurons. Analyzed from the function, it is known that the neural modulation is very important in reinforcement learning, non-associative learning, emotion, motivation, classical conditioning and homeostasis.
Except the sensorimotor behaviors and information processing, the modulatory system also offers various mechanisms to an agent to make it generate likes and dislikes (Weng 2012a) . Without the modulatory system, the brain does not know what is significant and what it should learn.
Motivational system
Psychological and biological studies have afforded plentiful proof about the existence of the motivational system (Asher et al. 2010; Baldassarre et al. 2013; Cavallaro 2008; Chelian et al. 2012; Ji et al. 2007 ; Kakade and Dayan 2002; Kubisch et al. 2010; Niekum et al. 2010; Oudeyer et al. 2007; Weng 2012a; Weng et al. 2013; Wersing et al. 2006) . It is obvious that the motivational system is very necessary for the brain's autonomous learning.
The motivational systems are often considered as diffuse systems in that individual modulatory neuron in these systems applies certain neurotransmitters (e.g., glutamate, dopamine or serotonin) and produces diffuse connections, through these neurotransmitters, with an ocean of other neurons (Weng 2012a) . Without executing detailed sensorimotor information processing, these cells often implement modulatory functions, modulating a multitude of postsynaptic neurons, such as the thalamus, and the cerebral cortex, thus they become more or less excitable, or produce fewer or more connections.
Serotonin and dopamine are two important neurotransmitters, and their effects have not been completely known, according to the literature Kakade and Dayan (2002) . Both serotonin and dopamine arise from a host of various forms, since the brain can conveniently apply a particular neurotransmitter for different purposes in different parts of the body. For example, some forms of dopamine are regarded to be related to reward, while some serotonin is considered to be related to aversion and punishment. In the brain, there also exist other forms of serotonin and dopamine which have different influences that are not totally understood (Kakade and Dayan 2002; Merrick 2010) . In this work, the forms of dopamine and serotonin that affect the brain as reward and punishment, respectively, will be studied. Figure 1 shows that dopamine neurons are generated in the ventral tegmental area (VTA) and the substantial nigra. Their neurons diffuse the dopamine to the striatum, limbic and frontal cortical regions. If an agent achieves a reward, then dopamine is released in the brain. If the agent desires to get a reward, dopamine is also released.
Figure 2 displays that some serotonin neurons are produced in the raphe nuclei (RN). Their neurons diffuse serotonin to an army of regions of the central nervous system. The dorsal Fig. 1 The dopamine system. The ventral tegmental area (VTA) and the substantial nigra synthesize dopamine and their neurons project dopamine to the striatum and limbic and frontal cortical regions. Source: Bear et al. (2007) Fig. 2 The serotonin system. The raphe nuclei synthesize serotonin and their neurons project serotonin to many areas of the central nervous system. Source: Bear et al. (2007) raphe connects serotonin to all of the areas that have dopamine connections (Krichmar 2008) . Serotonin often seems to be dopamine's counterpart (Daw et al. 2002) .
Symbolic motivated system versus emergent motivated system
Conceptually, Table 1 compares agents along two conceptual axes: motivated, and symbolic versus emergent. Many models are included in the symbolic motivated systems because (Cox and Krichmar 2009; Huynh and Reggia 2012; Mahvash and Parker 2013; Oudeyer et al. 2007; Russel and Norvig 2010; Singh et al. 2010; Thangavelautham and D'Eleuterio 2012) Emergent motivated agents (Asher et al. 2010; Chelian et al. 2012; Daly et al. 2011; Palaski et al. 2011; Weng et al. 2013; Zheng et al. 2013) models in these systems are manually designed and task-specific (Huynh and Reggia 2012; Mahvash and Parker 2013; Thangavelautham and D'Eleuterio 2012 ). An emergent motivated system demands that calculation in the system seems a neuron, which means that the description should be emergent and self-organized. Moreover, the modulatory system should also be emergent. Just like an emergent sensorimotor system, how an agent interacts with the environments can generate key influence on the functions of the modulatory system. Baldassarre et al. (2013) analyzed the effect of neuromodulators on extrinsic motivational system and intrinsic motivational system. Purpose of this model is to permit an agent to achieve actions without the extrinsic rewards. They modeled the function of dopamine signals driven by abrupt variation in the surroundings.
In order to discuss the effects of dopamine and serotonin in decision-making in conflict games, Asher et al. (2010) designed an emergent computational model of neuromodulation and action-selection, according to the assumption that dopamine level is related to the desired reward of an action, while serotonin level is related to the expected punishment of an action.
Emergent representation
According to the definition by Weng (2012b) , an emergent representation generates autonomously from system's interacting with the external world and the internal world with its sensors and effectors, without using the handcrafted (or gene-specified) content or the handcrafted boundaries for concepts about extra-body environments.
If an agent wants to use an emergent representation, its internal network must autonomously self-organize its internal representation (inside the skull) through learning. Specifically, the programmers do not have to choose extra-body concepts (e.g., objects, edges). Because there are no extra-body concepts to start with, so the programmers do not manually design any concept boundaries inside the "skull" for the agent brain. That is to say, the internal self-organization is autonomous. As far as we know, works in Asher et al. (2010) , Chelian et al. (2012) , Daly et al. (2011 ), Palaski et al. (2011 and Zheng et al. (2013) supplied the general goal of framework for an emergent state-based motivated system to learn autonomously through reward and punishment, without employing any action-supervision. Hence, an internal emergent representation relies on not only the sensory inputs, but also the motor inputs, each of which stands for a single concept or a mixture of concepts.
Episodic and sequential tasks
In terms of context dependence, there are two types of tasks, episodic and sequential. In an episodic task environment, the agent's experience is divided into atomic episodes. Each episode consists of the agent perceiving and then performing a single action. Crucially, the next episode does not depend on the actions taken in previous episodes. In episodic environments, the choice of action in each episode depends only on the episode itself. Moreover, the current decision does not affect whether the next part is defective. In sequential environments, on the other hand, the current decision could affect all future decisions. For example, Chess playing and taxi driving are sequential tasks. Robot navigation is also a typical sequential task because the behavior of the agent also depends on its past actions. In these cases, short-term actions can have long-term consequences (Russel and Norvig 2010) .
In recent years, to deal with the sequential tasks, such as robot navigation in unknown environment, a multitude of approaches have been presented. Pfotzer et al. (2017) proposed a navigation approach for reconfigurable snake-like robots to autonomously overcome unknown and challenging obstacles. To calculate convenient motions, they employed a planning algorithm that took different optimization criteria like distance, time or energy into account, to determine whether an obstacle can be overcome or not. To handle constraints like inholonomity of the robot, they used a purely geometric planner together with an extension, the Secondary Nearest Neighbor Space, to increase the efficiency of the planning algorithm. Three different scenarios had been chosen for evaluation on the robot KAIRO 3. The results showed that their approach enabled the robot to overcome previously unknown obstacles fully autonomously. Charalampous et al. (2016) presented an integrated robot framework that allowed navigation in a human populated environment. It employed the performed actions of individuals to replan and design a collision-free trajectory and incorporated an unconstrained number of actions and subsequently responses, according to the needs of the task in hand and the environment in which the robot operated. During its perambulation, the robot could detect humans while it exploited deep learning strategies to recognize their activities. The memorized actions were seamlessly associated with specific rules-deriving from the proxemics theory-and were organized in an efficient manner to be recalled during robot's navigation.
Moreover, many scholars also presented a host of other algorithms (Matveev et al. 2017; Masmoudi et al. 2016; Hank and Haddad 2016; Choi et al. 2017; Kostavelis et al. 2016) to resolve the robot navigation in unknown environment, while almost all these methods are task-specific and handcrafted rules, thus symbolic systems.
Novelty and importance
Our improvement on the motivated developmental network lies in the following three aspects: Zheng et al. (2013) and Weng et al. (2013) studied the effect of serotonin and dopamine on the neurons in Y u in face recognition which is a typical pattern recognition problem. Recognition result is determined by only the current decision. But robot navigation is a typical sequential problem since the current decision can affect the following one, and the final result is determined by all the former decisions instead of the last one.
Secondly, previous works Daly et al. (2011) and Weng et al. (2013) studied the effect of serotonin and dopamine on the learning rate of Z qualitatively. This work studied their effect on not only the learning rate of motor Z but also that of the Y u quantitatively.
Thirdly, we studied the effects of different environments (i.e., different "teachers") on the sequential tasks. To the strict "teacher", while you do something well, the "teacher" may consider that you have not done it enough. Conversely, to the tolerant "teacher", while you do not do something well, he may think you have done quite well. For the same case, different "teachers" will bring different effects. So it is of importance to study the effects of different "teachers" on the sequential tasks. Zheng et al. (2013) , Weng et al. (2013) Sequential tasks Daly et al. (2011 This work
The differences between this work and the main references are displayed in Table 2 . The remainder of the paper is organized as follows. Section 2 describes the theory of developmental network and the sub-systems of serotonin and dopamine. In Sect. 3, we design the simulation experiment, illustrate and analyze the simulation results. Section 4 gives the conclusions.
Theory for developmental network

Developmental network
Developmental Network (DN) is an emergent network which simulates the developmental mechanism of human brain (Weng 2012a) . The simplest developmental network consists of three areas, the sensory area X , the internal area Y , and the motor area Z . Figure 3 provides an example which relates a "skull-open" Agent Finite Automata (AFA) with a "skull-closed" DN. In DN, the internal area Y works as a "bridge" to connect its two "banks"-the sensory area X and the motor area Z . Mathematically, it can be described as
where represents two one-way connections. The most basic function of the area Y is prediction-predict the signals of its two "banks" X and Z through space and time. The prediction function executes when part of a bank is not supervised. The second function of the Y area is to produce bias (like or dislike) to the signals in its two banks, through a neuromodulatory system.
The DN algorithm can be depicted as follows. Its input areas are X and Z , and output areas are X and Z . Moreover, Y area is skull-closed inside the brain which cannot directly accessed by the external world after born. 
where f is the unified area function depicted in the following Eq. Each neuron in area A has a weight vector v = (v b ,v t ) which corresponds to the area input (b, t), if bottom-up input and top-down input are both available to the area. Otherwise, the missing input of the two should not be taken into account in the notation. For each neuron in area A, its pre-action energy is the sum of two normalized inner product:
wherev is the unit vector of the normalized synaptic vector v = (v b ,v t ), andṗ is the unit vector of the normalized synaptic vector p = ḃ ,ṫ . In order to simulate lateral inhibition (winner takes all) in each area A, only top-k neurons can fire and update. Taking k = 1 as the example, the winner neuron j can be recognized by the following expression:
where c is the neuron number in the area A. Each area can dynamically scale top-k winners, thus the top-k neurons response with values in [0, 1] . For k = 1, only the single winner neuron fires with response value y j = 1, while all other neurons in area A do not fire.
All the connections in the DN are learned incrementally according to Hebbian learning rule-co-firing of the pre-synaptic activityṗ and the post-synaptic activity y of the firing neuron. Here, we take area Y as an example, since other areas can learn in a similar manner.
If the pre-synaptic end and the post-synaptic end fire together, the synaptic vector of the neuron has a synapse gain yṗ. Other non-firing neurons do not update their memories. If a neuron j fires, its weight can be modified in accordance with the Hebbian-like mechanism:
where ω 2 (n j ) is the learning rate relying on the firing age n j of the neuron j and ω 1 (n j ) is the retention rate with ω 1 (n j ) + ω 2 (n j ) ≡ 1. The simplest version of ω 2 (n j ) is 1/n j , which provides a recursive calculation of the sample mean of inputṗ:
where t i is the firing time of the neuron. Age of the winner neuron j is added with 1 every time it fires, that is, n j ← n j + 1. A more complicated version of ω 2 (n j ) is presented in the following section when we discuss the learning rate of the motivated DN. Figure 4 shows the architecture of the Motivated Developmental Network (MDN) after it is augmented with serotonin and dopamine sub-systems. It connects all pain receptors with RN located in the brain stem-represented as an area, which has the same number of neurons as the number of pain sensors. Similarly, it also connects all sweet receptors with VTArepresented as an area, which has the same number of neurons as the number of sweet sensors. In the MDN, the sensory area is described as X = (X u , X p , X s ), where the X u is an unbiased array. By unbiased, we mean that the area is not affected by the motivational system at the birth time (Choi et al. 2017) . X p is a pain array and X s is a sweet array. Their innate values are recognized by the neurotransmitters from RN and VTA, respectively.
Architecture of the MDN
Connect all pain receptors with RN located in the brain stem, shown as Fig. 4 . Each neuron in RN generates only serotonin. According to Fig. 4 , the serotonin subsystem can be depicted as follows:
In the above expressions, → means diffuse. Similarly, connect all sweet receptors with VTA located in the brain stem, shown as Fig. 4 . Each neuron in VTA generates only dopamine. Based on Fig. 4 , the dopamine subsystem can be described as follows:
Hence, it is clear that the motor area Z integrates the multiple pathways, e.g., glutamate, serotonin and dopamine pathways, and multiple sensors, e.g., X u , X p and X s . The area Y consists of five areas:
, connecting bidirectionally with its two "banks": X = (X u , X p , X s ) and Z . The general expression (1) still applies. Figure 4 indicates that RN and VTA can be considered as the serotonin and dopamine versions of X p and X s , respectively, and the number of neurons in RN and VTA are fewer than those of the X p and X s , respectively, due to the diffusion feature of serotonin and dopamine.
Neurons in Y p and Y s have serotonin and dopamine receptors. Neurons in Y u have glutamate, serotonin and dopamine receptors. The role of GABA neurotransmitters is simulated by the top-k competition. In Fig. 4 , a color mode combination is adopted to donate neurons which synthesize, or have receptors for, a specific kind of neurotransmitter, e.g., glutamate, serotonin, dopamine, respectively.
Glutamate, serotonin and dopamine integration
In MDN, we permit multiple Z neurons to fire together to complete composite actions. For example, the Z motor area is broken down into concept zones, each of which is composed of many neurons. In each zone, only the top-k neurons can fire. Namely, the three neurons in the same zone can stretch, contract or do nothing, respectively. Therefore, neurons in different zones can fire simultaneously.
In the simulation, it is supposed that every neuron in the motor area denotes a different action among many mutually exclusive actions. Namely, there is one concept zone.
In MDN, the motor area is described as a series of neurons Z = (z 1 , z 2 , . . . , z m ), where m is the number of motor neurons. Each z i has three neurons z i = z iu , z i p , z is , where z iu , z i p and z is (i = 1, 2, . . . , m) are unbiased, pain and sweet motor, respectively. These neurons can calculate the effects of glutamate synapses, serotonin synapses and dopamine synapses, respectively, of each motor neuron i, i = 1, 2, . . . , m, as shown by the three elements of every Z neuron in Fig. 4 .
Whether the action i fires is decided by the response of z iu , as well as by those of z i p and z is . z i p and z is denote how much negative value and positive value are related with the i-th action, respectively, in accordance with the past action and experience. z iu , z i p and z is produce a triplet for the pre-action energy value of every motor neuron i, resulting from glutamate, serotonin and dopamine, respectively.
Through analyzing the internal interactions of the three neurotransmitters, we can compute the composite pre-action value of a motor neuron as follows:
where α, β and γ are positive constants. That is, z i p prevents the action while z is inspires it. α is a relatively larger constant than β because punishment typically generates a variation in behavior much more rapidly and significantly than the reward. Then the j-th motor neuron fires and action j is released where
In other words, the primitive action with the highest value is released at this moment after the excitatory effect through dopamine and inhibitory effect through serotonin, respectively, by its bottom-up synaptic weights. Other Z neurons do not fire. Learning rate of every Z neuron still uses the formula described in Eq. (5). In Z neurons, only the firing neuron learns, and it records the single (or top-k) firing neuron in each of Y u , Y p and Y s .
Learning rate of the MDN
After augmenting the serotonin and dopamine subsystem, the MDN should also achieve dual optimality-sample spatial optimality and temporal optimality, just like the CCI LCA (Weng and Luciw 2009) . The sample spatial optimality means that the spatial resource distribution in the cortical level is optimal in minimizing the representational error. For this optimality, according to Weng and Luciw (2009) , the cortical level developmental program modeled by CCI LCA computes the best feature vectors V = (V 1 , V 2 , . . . , V c ) so that the expected square approximation error is statistically minimized
where
is the feature vector, representing the c mutually non-overlapping regions divided from the sample space, X is input vector. This spatial optimality leads to Hebbian learning of optimal directions. Similarly, for the MDN, we can get
where 
Temporal optimality means optimal approximation of limited temporal sample towards its theoretical target (Weng and Luciw 2009) . Inspired by the biological synaptic learning, let u(t) be the neuronal internal observation (NIO), which for LCA is defined as responseweighted input
The synaptic weight vector v (t) is estimated from a series of observations U (t) = {u(1), u (2), . . . , u(t)} drawn from a probability density p(u). Let S(t) be the set of all possible estimators for the parameter vector v (synaptic weight vector) from the set of observations U (t). Suppose the learning rate η t is for NIO u(t) at time t. How can we automatically determine all the learning rates η 1 , η 2 , . . . , η t , . . ., so that the estimated neuronal weight vectorv(t) at every time t has the minimum error while the search proceeds along its nonlinear trajectory toward its intended target weight vector v * ? Mathematically, this means that every update at time t reaches
for all t = 1, 2, 3, . . .. The candid version of v i is equal to the average:
The above expression is the most efficient estimator that minimizes the Eq. (15). The mean in Eq. (16) is a batch method. For incremental estimation, we can use
to substitute the above Eq. (16). To get the temporally optimal estimatorv(t), we need to not only select an automatically determined learning rate ω 1 (t) = 1/t, but also automatically scheduled retention rate ω 2 (t) = (t − 1)/t. In other words, ω 1 and ω 2 jointly determine the optimal scheduling of step sizes. The above Eq. (17) gives the straight incremental mean, which is temporally optimal in the sense of Eq. (15) due to statistical efficiency. Further, from the above Eq. (17), we can obtain its optimal Hebbian learning
From the above Eq. (12), we can get
Similarly, let x(t)=ωu(t), for the MDN, we can achieve
Comparing the above expression (20) with the expression (5), we can get the new learning rate of MDN as follows:
where ω 5−H T and ω D A denotes the variables related with RN and VTA. The above new learning rate reflects the effects of not only the firing age of neurons but also the serotonin and dopamine. If X p and X s do not work, no punishment and reward will be produced, and no neurons in Y p and Y s will be fired, so ω 5−H T = 0, ω D A = 0, thus the learning rate in Eq.
(21) will turn into its original form 1/n j . As we can see from the above analysis, changing the rate using serotonin and dopamine transmitter should improve the performance of learning sequential tasks. According to the work of Zheng et al. (2013) , serotonin and dopamine levels are released at different levels rather than binary values. The release gives particular Y p and Y s neurons a non-zero response which will have effect on the learning rate of Y u neurons in the MDN. Furthermore, the roles of an inter neuron and a motor neuron are very different. The inter neuron (Y neurons) corresponds to the memory of the corresponding event, while the motor neuron (Z neurons) roughly corresponds to the action that is responsible for the corresponding punishment and reward. Thus, serotonin and dopamine should increase the efficiency of learning in Y u , instead of directly discouraging or encouraging the firing. One manner to achieve such effect is to increase the learning rate described as follows:
The above formula indicates that reward and punishment can change the learning rate in Y u neurons. When the sample number n is small, both ω 5−H T and ω D A must be nonnegative.
If ω 2 (n j ) > 1, then the retention rate ω 1 (n j ) < 0. Thus in the incremental estimation, we do not expect the ω 2 (n j ) > 1. Therefore, we add the min function in Eq. (22). When the n is relatively big, 1
Simulation experiments
In the simulations, six entities are used to test the theory and algorithm mentioned above. One of the robots is the simulated agent which can think and act. Except the simulated agent, there are four enemies (obstacles) and one friend (objective) in the environment. During the navigation, the simulated agent will be rewarded with dopamine when it approaches the friend and punished with serotonin when it closes the enemy. Thus, the agent can search the suitable trajectory to approach the objective under the double constraints of reward and punishment. But it must learn this behavior through its own trial and error experiences.
Simulation design
The simulated agent's brain is the MDN with three areas, X , Y and Z , as illustrated in Fig. 4 , where X is the sensor area which has three sub-areas, X u , X p and X s . At each time step, each area produces a response vector based on the physical state of the world. The X u vector comes directly from the sensors' input. The X p vector identifies in which way the agent is punished and represents the release of the serotonin in RN. The X s vector identifies in which way the agent is rewarded and represents the release of the dopamine in VTA. If the agent and its friend and enemies lie in certain distance scopes, RN will release the serotonin to punish the agent and VTA will release the dopamine to reward the agent, thus influence the moving trajectory of the agent. Y area is also divided into three sub-areas, Y u , Y p and Y s , corresponding to the three sub-areas in X . If X p and X s work, punishment and reward will be produced. The neurons with the largest pre-action energy in Y p and Y s will fire and their weights and ages will be updated. Z is the motor area, and it is also divided into three layers: Z u , Z p and Z s . All of the Y p , Y s and Z areas compute their response vectors in the same way. At the end of each time step, the fire neurons in Y p , Y s and Z areas update their weights and ages. The Z area recombines the results from its collaterals to calculate a single response vector to determine the moving direction of the agent.
Input and output
The Y and Z u areas are initialized with small random number in their state vectors. The Z p and Z s areas are initialized with zero vectors because the agent does not know which actions will cause pleasure or pain. The ages of all neurons are initialized with 1. Neuron number in Y area and the fire number k can be selected based on the resources available. The size of Z area is equal to the number of actions that the agent can perform. At any time, the agent can perform one of the nine possible actions, it can move along each of the cardinal or inter-cardinal directions or keep its current position. So the neurons in Z area has nine rows and three columns. Three columns denote the Z u , Z p and Z s , respectively.
The values of each vector in the X area are determined by the transformation function through which the agent can sense the locations of its friend and enemy. If there are two or more enemies in the scanning scope, only the closest one to the agent is considered and influences of other enemies are neglected. After the agent moves a time step, if there are still two or more enemies in the scanning scope, the distances between the agent and the enemies are calculated and again only the closest enemy is considered.
If we define the following entities, a (agent), f (friend), e (enemy), we can draw a sketch of the location relation among the three objects, as illustrated in Fig. 5 , and get the following expressions:
where θ f and θ e are the angle between the heading of the agent and the direction of the friend and enemy, respectively; d f and d e are the distance between the agent and the friend and the enemy, respectively. x u , x p and x s are the inputs of the network, and Z is the output. The enemy in Fig. 5 is the closest one to the agent.
Simulation setup
Two simulation scenarios (one static and one dynamic) are designed to illustrate how such a motivated agent to response in the presence of the friend and enemy. The motivated agent Fig. 5 The setting of the wandering plan which includes the agent, the friend robot and enemy robot. The size of the square space used is 500 × 500 θ θ is controlled by the motivated "brain" which is actually a motivated developmental network. The "brain" releases serotonin and dopamine for the enemy and friend based on the specific circumstances. Through the simulation, the agent will learn by reinforcement, deciding which one to avoid and which one to go after, based on the release of the serotonin or dopamine. At each time step, the horizontal and vertical coordinates are collected for each entity. With these data, the distances and angles between the agent and its friend and enemy can be calculated. In the simulation, the moving direction of the agent is calculated and determined by choosing the closest to one of the eight directions. By observing the distances of the agent to its friend and enemy, we can measure the learning procedure of the agent.
The pain sensor and the sweet sensor has just one value to denote the fear and desire. Figure 6 provides an example of the activation patterns of the MDN in sequential task. Next, we will explain how the internal neurons to response in details, namely, how it determines the moving direction.
Detailed explanation about MDN in sequential task
Layer X senses the environment, and collects the position information depicting the agent and its friend and enemy (with formula 23). At the same time, it decides whether the agent gets the reward and/or punishment, according to the corresponding rules and thresholds. It is only a sense layer and only distinguishes whether the agent gets the reward and/or punishment. As for the values of the reward and/or punishment, they are decided by the Y layer.
The Y u neurons in layer 1 receives the bottom-up input from the layer X . Each layer Simply speaking, we hope the agent to distinguish the different cases and produce different responses efficiently and quickly, such as persuing the friend quickly, with the dopamine and serotonin sub-systems. Then neurons in layer 1 carry out the lateral inhibition (with formula 4), and output of the wining neuron will be set to 1 and other neurons to 0. The neurons in layer 3 receive the supervision input from layer Z (since the neurons in layer Z denote one of the nine moving directions, when the layer Z is supervised, its topdown output is a 9 × 1 matrix, output of the chosen direction is set to 1 and other directions are set to 0), then it calculates the preresponse value with formula 3, achieving the wining neuron with the same manner as layer 1.
Neurons in layer 2 receive the outputs of layer 1 and 3, and the preresponse value of each neuron in layer 2 is set to be the average of the bottom-up input from layer 1 and top-down input from layer 3, corresponding to the same position in layer 1 and 3. Similarly, it gets the wining neuron through lateral inhibition.
Winning neuron in layer 2 updates its weights with formula 5, and during this procedure, output of the layer X and supervision of the layer Z are strengthened. In other word, if the agent gets same or similar input from layer X in late time, it can still fire the correct neuron in layer Z with the strengthened path, making right decision, just like the training.
The above 5 steps are the network reaction in training. In test, there is no supervision input from layer Z to layer Y , namely, no information transmission from layer 3 to layer 2. There is only the sense information from the layer X transmitted to layer 2 through layer 1. Calculation methods are totally same as the training procedure. Output of the layer Y is transmitted to layer Z to calculate their final values with formula 9, and the winning neuron, chosen with formula 10, denotes the correct moving direction.
Static simulation results and analysis
In order to testify (compare) the performance of current MDN (this work designs, it considers not only the effects of serotonin and dopamine on the motor area, but also their effects on the Y u area) and original MDN [based on Daly's work (2011) , it only considers the effects of serotonin and dopamine on the motor area qualitatively]. In static simulation scenario shown as Fig. 7 , we use six entities, i.e., four static obstacles (denoted by the black circles), agent (denoted by a green six-star) and its friend (denoted by a red five-star). To compare the performance more directly and obviously, in each static simulation, initial positions of the six entities are set to the corresponding same locations.
The first group simulation
To test the effect of serotonin and dopamine on the algorithm performance of current MDN, we compare the routes of the agent from its initial location towards the friend, between the original MDN and the current MDN. The comparison results are displayed in Fig. 7 . Figure 7a shows that the current MDN with big punishment can make the agent to avoid the enemies more efficiently, and Fig. 7b displays that the current MDN with big reward can make the agent to approach the friend faster (i.e., a shorter route). In network training phase, the current MDN has studied the effect of serotonin and dopamine. Due to the influence of serotonin and dopamine, the learning rate in Y u of current MDN is larger than that of the original MDN, namely, the learning speed of current MDN is faster than that of the original MDN, thus the effect of independent punishment or reward is very obvious for the current MDN.
The above simulations testify the effect of serotonin and dopamine qualitatively. In the following, we test and compare their effects on minimal distance to enemy and total running steps quantitatively, between the original MDN and the current MDN with big punishment (or big reward). The corresponding results are displayed in Tables 3 and 4 , respectively. Table 3 shows that both the minimal distance between the agent and the enemy and the total running steps in current MDN with big punishment are larger than those of the original MDN. These results indicate that punishment from serotonin has an obvious effect on the learning rate in Y u of current MDN which makes the agent to avoid the enemy better. So it has a larger minimal distance to the enemy, and larger total running steps. It should be noted that all the values in Table 3 and the following tables are averages of 30 operating times. For the total running steps, only their integer parts are adopted and their fractional parts are omitted.
Similarly, Table 4 indicates that both the minimal distance between the agent and the friend and the total running steps in current MDN with big reward are smaller than those of the original MDN. These results indicate that reward from dopamine also has an obvious effect on the learning rate in Y u of current MDN which makes the agent to approach its friend faster. Hence it has a smaller minimal distance to the friend, and smaller total running steps.
Moreover, in Table 3 , difference of the minimal distance to enemy between the original MDN and the current MDN is 17.3173, and difference of total running steps is 15. In Table 4 , however, the two differences are 2.8271 and 2, respectively. Two differences in Table 3 are both larger than those in Table 4 . These differences indicate that the effect of punishment is more obvious than that of the reward. As mentioned above, in Eq. (10), the constant α is relatively larger than β, hence the effect of serotonin should be more significant than that of the dopamine. Table 3 and 4 support this viewpoint directly.
The second group simulation
In this part, effects of different punishments and rewards (corresponding to different environments or "teachers") on the robot navigation are studied. Initially, the six entities are set to the same locations as in the first simulation scenario. Then we analyze the effects of these different punishments and rewards on the agent behavior. The effects are shown in Fig. 8 . From Fig. 8 , we can see that:
(I) Case of big reward and small punishment with punishment value α = 0.1, reward value β = 2. When the reward is big, compared with the punishment, basically, the agent moves towards the friend along the shortest route and approach its friend quickly (due to the big reward), and no obvious avoidance to the obstacles occurs during the moving (due to the small punishment). Thus, the agent has a short distance from the enemies. Figure 11b indicates that after the 25 time steps, agent with big reward and small punishment can approach the friend faster than other two methods. (II) Case of small reward and big punishment with reward value β = 0.2, punishment value α = 3. Because of the big punishment, the agent will consider to avoid the obstacles firstly and keep long distance from the enemies. But due to the influence of the reward, and the learning of Y u , the agent will not completely break away from the direction towards the friend and it can approach the friend gradually (due to the small reward), thus the time consumed will be increased and the route is relatively longer. (III) Case of teacher-reinforcement with punishment value α = 2, reward value β = 0.88.
In this case, the agent can not only keep certain distance to the enemy, but also can approach the friend in relatively short time. The performance of teacher-reinforcement is between the above two methods. Analogous to the first group simulation, the quantitative analysis is also executed. Minimal distance to the enemy and total running steps in different punishment and reward settings are also compared and displayed in Table 5 .
From Table 5 , we can see that in the case of big reward and small punishment, the total running steps are smallest (due to the big reward), and the minimal distance to the enemy is also smallest (due to the small punishment). It means that this case can make the agent approach the friend fastest. Conversely, in the case of big punishment and small reward, due to the avoidance behavior, the agent can be far away from the enemy, which leads to the maximal minimal distance to enemy and maximal total running steps among the three cases. In the teacher-reinforcement, the punishment and reward values give consideration to avoidance the enemy and approaching the friend better. All the results demonstrate the effect of serotonin and dopamine on the sequential tasks in static environment. Figure 9 displays the initial locations of the six entities and the initial moving directions of the two dynamic enemies and the friend, in dynamic simulation scenario (there are also two static enemies). To watch and check the avoidance effect, we set these initial locations and moving directions which can ensure the agent meets the enemies during its move. The corresponding simulation results are displayed in Fig. 10 and Table 6 .
Dynamic simulation results and analysis
The first group simulation
Similar with the static simulation scenario, from Fig. 10 and Table 6 , we can see that in dynamic scenario, under the same initial condition, the current MDN can track the friend more quickly and get a smaller d f , and avoid the enemy in a relatively short distance, thus get a relatively small total running steps than the original MDN. These differences come from the effects of the serotonin and dopamine on the learning of Y u . Learning rate of Y u in current MDN considers the effect of serotonin and dopamine as shown in Eq. (22), but in original MDN, the learning rate of Y u is its initial expression ω 2 (n j ) = 1/n j . So the learning rate of current MDN is larger than that of the original MDN, and its learning speed is faster than that of the original MDN. Graphically, the current MDN can get a smaller d f than the original MDN.
In addition, the neurons in Y u area can memorize the corresponding events (e.g., punishment or reward) from its previous experience and actions, and these events will affect the agent's psychology if it often receives punishments or rewards. Consequently, it will generate like or dislike for certain environment, and this will affect its future actions of the Z neurons [depicted in Eq. (10)]. In other words, the firing (winning) neurons in Y or Z will recruit other neurons moving towards its vicinity, thus the neuron density in its neighbor will improve, as described in Fig. 11 . More dense the neurons are, more chances for these neurons to fire in the future actions. For example, if the neuron often receives reward, it will strengthen the corresponding behavior to repeat the similar behaviors in the following actions. Graphically, it represents a shorter distance d f . On the contrary, if the neuron often receives punishment, it will also strengthen the corresponding behavior to avoid the similar behaviors in the following actions. Graphically, it represents a longer distance d e . (a) (b) Fig. 11 The neurons distribution scheme of a firing status, b normal status
The second group simulation
In this part, effects of different punishments and rewards on the robot navigation in dynamic scenario are studied. Initially, the six entities are set to constant locations in different cases. Then we analyze the effects of these different punishment and reward values on the entity behavior. The effects are depicted in Fig. 12 . From Fig. 12 , we can see that:
(I) Case of big reward and small punishment with punishment value α = 0.1, reward value β = 1.5. The agent can approach the friend with the fastest speed, and the total running steps is the smallest among the three cases. Analogous to the static simulation, when the reward value is big, the effect of punishment can be omitted, thus the agent moves along the route as fast as possible towards the friend. This implicates that minimal punishment should be larger than the maximal reward, and it is still consistent with the rules in determining the α and β values in Eq. (10). (II) Case of small reward and big punishment with punishment value α = 3, reward value β = 0.2. When the punishment value is big, the agent will avoid the enemy as far as possible, so when the agent meets the enemy, its avoidance route will longer than those of other two cases. This phenomenon shows that under the condition of relatively small reward, when the agent is far away from the enemy, the effect of weights is more obvious than that of the reward. (III) Case of teacher-reinforcement with punishment value α = 2.5, reward value β = 0.8.
This setting can ensure the agent not only avoids the enemy efficiently but also moves towards the friend as soon as possible, which also means that the punishment and reward values set are suitable. Table 7 provides the similar results with Table 5 . Table 7 indicates that the serotonin and dopamine systems appear to work as expected.
Based on the above simulations (static and dynamic), we can see that the serotonin system and dopamine system enable the MDN to develop dislikes and likes. These above behaviors indicate that the reinforcement learning (via dopamine and serotonin) is useful in teaching the agent to stay close its friend and away from its enemy. The agent is able to figure out how to react rather than having to be explicitly taught where to go. They are different from the traditional symbolic reinforcement learning in the sense that the system does not give 
Comparative experiments
In order to demonstrate the performance of the emergent system further, in this part, we compare the distances between the agent and enemy (friend) in emergent system and symbolic system, in static and dynamic environments, respectively. Effects of serotonin and dopamine on the agent's behavior can be displayed by the distance between the agent and enemy (d e ) or friend (d f ). Here, d e denotes the average distance of the agent and the four obstacles. d f denotes the real time distance between the agent and its friend. Punishment and reward values in the emergent system are set in accordance with the Sect. 3.3.
Static environment
In the static environment, the agent transverses across the four static obstacles to approach its friend. Punishment and award in the symbolic system are manually set to 2 and 0.8, respectively. Figure 13 is the initial scene setting of the static environment. Figure 14a , b are the distance between the agent and enemy and friend, respectively.
Dynamic environment
In dynamic environment, during the agent's moving, in order to observe the obstacle avoidance effect, two dynamic and two static obstacles are set to collide with the agent on purpose. Punishment and award in the symbolic system are manually set to 2.5 and 0.5, respectively. Figure 15 is the initial setting scene and the moving directions of the agent and its friend and enemies, in the dynamic environment. Figure 16a , b are the distance between the agent and enemy and friend, respectively.
According to Figs. 14 and 16, we can see that in both the static and dynamic environments, the agent in emergent system can approach its friend and avoid the enemies faster than the symbolic system, which testify the modulation effect (via the serotonin and dopamine) of the emergent system is more obvious than that of the symbolic system. 
Comparison with the latest reference
In the final experiment, we compare the performance between the emergent system in this work and the symbolic system in the latest reference Pfotzer et al. (2017) , both considering Fig. 17 Performance comparisons between the emergent system in this work and the symbolic system in Pfotzer et al. (2017) the effects of the punishment and reward. The emergent system uses the punishment and reward rules depicted in Sect. 3.3, but the symbolic system uses the handcrafted values. In the two systems, at initial time, the agent, its friend and opponent locate at the corresponding same positions. Performance comparison is presented in Fig. 17 .
From Fig. 17 , we can see that the performance of the emergent system is better than that of the symbolic system. In the emergent system, the punishment and reward from the physical world (from the simulated environment here) potentially enable the agent to learn its own behavior without requiring a human teacher to tediously provide the exactly correct action at every time frame. That is, the environment gives easier "bad" or "good" information through the serotonin or dopamine subsystems, instead of the correct action itself as in the symbolic system.
There have been many models that considered the effects of punishments and rewards, but most of these models use the symbolic representations. Fully emergent motivated models are very few. As far as we know, this is the first emergent value system that study the effects of serotonin and dopamine on internal Y neurons for sequential tasks.
We analyze the effect of serotonin and dopamine systems on Y neurons for robot navigation and derived the new learning rate of the Y u neurons. Then static and dynamic simulation experiments are conducted to testify the effects of reinforcement learning (via serotonin and dopamine) on the sequential task. All the static and dynamic simulation results demonstrate that it is indeed the punishment and reward from serotonin and dopamine that cause the agent's behaviors. The agent can decide how to react in given situations by itself rather than being explicitly taught where to go.
The model here is an approximation of the complex biological systems, as we can never claim to have fully modeled any natural system, not even for physical phenomena. The experimental settings are also greatly simplified, such as the limited nine motion directions. In future, we plan to study the motivated developmental network in more realistic settings using the principles in the above reported experiments as a guide.
