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In solving the data interpolation problem, which is fundamental in data analysis, we
typically deal with the data samples spread in a finite interval [a, b], which results
in the operations involving finite-dimensional matrices. There are many interesting
results developed under this framework. However, when the data samples are given
from an infinite interval [a,∞) (for certain special types of real-world applications),
many existing results would not work anymore due to the special properties of the
infinite data samples. A new framework should be established to support the infinite
data samples.
In this dissertation, we develop a special tool called local linear quasi-interpolant
for an infinite interval with the following properties: 1) Each linear functional of the
quasi-interpolant is determined by at most three data samples, so that the spline
coefficients can be calculated in real-time; 2) The quasi-interpolant preserves all the
linear polynomials; 3) Our framework does not impose any restriction on the rela-
tionship between the sample locations and the spline knots, which provides us the
necessary flexibility in the real-world applications.
Our construction is based on a matrix factorization method with respect to infinite-
dimensional matrices. In order to ensure that the infinite version of the Shoenberg-
Whitney matrices are invertible, we take the constructive approach that results in
both the left-inverses and the right-inverses. Furthermore, since the associative law
of the matrix multiplication does not work for the infinite matrices, we verify all the
formulas derived from the infinite matrix operations. Finally, our local method al-
lows us to calculate the spline interpolating coefficients in real-time on the fly for the
infinite data samples.
Key Words:B-spline/ Reproduction and Marsden’s Identity/ Shoenberg-Whitney/
Quasi interpolation/ Coefficients of the Marsden’s Identities.
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In data analysis, interpolation is a fundamental technique to represent given data us-
ing functions with “good” properties. Interpolation is a type of estimation, a method
of constructing new data points within the range of a discrete set of known data
points. It is the process of deriving a simple function from a set of discrete data
points so that the function passes through all the given data points. The spline in-
terpolation is the most commonly used method due to the excellent properties of
the B-splines. The quasi-interpolation is a very useful concept in that it emphasizes
polynomial preservation aspect of data approximation. Many applications rely on
quasi-interpolation to represent data samples. After that, we can apply many pow-
erful mathematical transforms to process data.
In this dissertation, we will construct local quasi-interpolants for the linear B-splines
on unbounded intervals. The current research results in this field are basically estab-
lished on the special settings for the B-spline knots and data sampling locations. We
will consder the more general setting for which only the Shoenberg-Whitney condi-
tion is needed, so that it can provide the flexibility for many real-world applications.
The linear operators associated the quasi-interpolants are required to be local, which
means that each coefficient of the spline representation only needs O(1) computation,
so that it supports the real-time data processing.
We focus our constructions on the interval [0,∞), which could be useful for some
special types of applications. To this end, we need to deal with operations of the
infinite matrices which have different properties from their finite conterpart. More
specifically, we need to use the inverses of the Shoenberg-Whitney matrices for the
linear B-splines on [0,∞). We need to overcome many technical difficulties to find
those inverse matrices. To calculate the infinite inverses of the Shoenberg-Whitney
matrices, we divide them into 5 categories based on their structures.
4
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Another important part of this dissertation is developing a special matrix fac-
torization technique that is used to explore the structures of the inverse of the
Shoenberg-Whitney matrices. Since the inverse matrices of the Shoenberg-Whitney
matrices could be very complicated in general, we have to use an indirect way to
avoid working on those inverse matrices. The polynomial preservation property for
the quasi-interpolants can be represented in some matrix conditions based on the
coefficients of the Marsden’s identity. This technique could be generalized to more
general B-splines.
Finally, we have a good chance to extend our method to other basis functions, for
example, many refinable functions, because they have their versions of the “Marsden’s
identitties”, and our method is based on the matrix factorization on the matrices re-
lated to the Marsden’s coefficients. Another interesting generalization is on 2-d basis




Setting for the interval [0,∞)
We consider a set of B-spline basis functions of order m with m > 0 as {Bi,m(x)}∞i=0
on the interval [0,∞) that are defined on the knot sequence {tj}∞j=−m+1. The knot
sequence satisfy the following conditions:
0 = t−m+1 = · · · = t0 < t1 ≤ t2 ≤ · · · ≤ tn <∞, (2.1.1)
and
tj−m < tj, for j = 1, · · · , n, · · · . (2.1.2)








for x ∈ [0,∞), with
Bi,1(x) =
{
1, if ti ≤ x < ti+1,
0, otherwise.
One can see that Bi,m(x) relies on the m+ 1 knots: {ti−m+1, . . . , ti, ti+1}, that is,
the subscript i of the basis function Bi,m(x) corresponds to the rightmost inner knot
ti, not the rightmost knot ti+1. In this way, we can make the subscript i running
through all nonnegative integers.
To do data interpolation, we are given a sequence of n sample locations {xi}∞i=0
that satisfy the following condition:
0 = x0 < x1 < x2 < · · · < xn <∞. (2.1.4)
6
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Eventually, the data interpolation will occur on these sample points: {(xi, yi)}∞i=0.
We observe some obvious properties of the sample locations:
• The left boundary sample location is x0 that matches the left endpoint of the
interval 0;
• The inner sample locations are {x1, x2, . . . , xn, . . . , }, and they are distinct.
Similarly, we can get the basic properties for the knot squence {tj}∞j=−m+1 as fol-
lows:
• The left boundry knot is t0 that matches the left endpoint of the interval 0;
• The left boundary knot is repeated m times, that is,
0 = t−m+1 = · · · = t0;
• The inner knots {t1, t2, . . . , tn, . . .} are not necessarily distinct,
t1 ≤ t2 ≤ · · · ≤ tn <∞,
with
tj−m < tj, for j = 1, · · · , n, · · · .
2.2 Data Interpolation





cjBj,m(x) | cj ∈ R for 0 ≤ j <∞
}
. (2.2.1)
The space Sm,t is a linear space, and we will use it to approximate the continuous





that satisfies the interpolation condition:
f(xi) = yi, for i = 0, 1, . . . , n, . . . , (2.2.2)
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we need to find the coefficients c0, c1, . . . , cn, . . ., such that




































Based on the finite interval Shoenberg-Whitney theorem, we have the following
condition between knots and samples
ti−m+1 < xi < ti+1, for all i = 1, 2, . . . , n, . . . . (2.2.5)
For the linear case, i.e. m = 2, it becomes
ti−1 < xi < ti+1, for all i = 1, 2, . . . , n, . . . . (2.2.6)
Equivalently, we can also write as
xi−1 < ti < xi+1, for all i = 1, 2, . . . , n, . . . . (2.2.7)
In our discussion below, we assume that B2 is invertible, which will be shown in














2.3 Local Quasi-Interpolation Operator
In order to define a quasi-interpolant on C[0,∞), we need to construct a sequence of





qkif(xi), for 0 ≤ k <∞, (2.3.1)
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with certain real coefficients qk0, qk1, . . . , qk,n, . . .. With these linear functionals, we





In particular, a quasi-interpolant should have the polynomial preservation property.
That is, for any polynomial p(x) of degree up to m− 1, denoted by p(x) ∈ πm−1, we
have
(Qp)(x) = p(x). (2.3.3)
We are more interested in the local quasi-interpolants, that is, for each linear func-
tional λk with 0 ≤ k < ∞, the nonzero coefficients can only appear in the sequence
{qk,k−a, . . . , qkk, . . . , qk,k+b} for some fixed non-negative integers a and b. Of course, we
need to exclude those coefficients whose subscripts are out of bounds of {0, 1, . . . , }.
2.4 Three-Point Quasi-Interpolant
Our goal for constructing a local quasi-interpolant is: Find a tridiagonal matrix Q2
in the form of
Q2 :=

q00 q01 0 · · · · · · · · ·
q10 q11 q12
. . . . . . . . .
0
. . . . . . . . . . . . . . .
...
. . . qn,n−1 qn,n qn,n+1
. . .
...
. . . . . . . . . . . . . . .

, (2.4.1)
which defines the linear functionals {λk}∞k=0 in two parts:
• For the internal linear functionals with 1 ≤ k <∞, we have
λkf = qk,k−1f(xk−1) + qk,kf(xk) + qk,k+1f(xk+1). (2.4.2)
• For the boundary linear functionals, we have
λ0f = q00f(x0) + q01f(x1). (2.4.3)
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preserves the linear polynomials as follows
(Qp)(x) = p(x), for all p(x) ∈ π1. (2.4.5)
In other words, we will find the formulas for the entries of Q2: qkj in terms of the
knots {ti}∞i=−1 and the samples {xi}∞i=0. The definition of matrix Q2 can be easily
generalized to that of Qm for m-th order B-splines.
2.5 General Expression of B2
A straightforward application of the recurrence relation (2.1.3) gives us the explicit












, if ti−1 ≤ x < ti,
ti+1 − x
ti+1 − ti
, if ti ≤ x < ti+1,
0, otherwise.
(2.5.1)
To write the explicit formula for B2, we consider the (k+ 1)-th row of the infinite
matrix B2 for 0 ≤ k <∞, which has the form of[
B0,2(xk) B1,2(xk) · · · Bk,2(xk) · · ·
]
. (2.5.2)
We still need to resolve the uncertainty about the sample locations {xk}∞k=0 with re-
spect to the knots {tk}∞k=−1. Specifically, for each internal xk with k = 1, 2, . . . ,, we
have that either xk ∈ (tk−1, tk] or xk ∈ (tk, tk+1) by condition (2.2.6). To examine
what entries in the above row are nonzero, we consider the following two cases:
• When xk ∈ (tk−1, tk], notice that the support of Bi,2(x) is [ti−1, ti+1]. We can see
that only the supports of Bk−1,2(x) and Bk,2(x) have an overlap with (tk−1, tk].
Thus, we can write the above row as[
0 · · · 0︸ ︷︷ ︸
k−1
Bk−1,2(xk) Bk,2(xk) 0 · · ·
]
.
• When xk ∈ (tk, tk+1), with similar analysis, we can write (4.2.2) as[
0 · · · 0︸ ︷︷ ︸
k
Bk,2(xk) Bk+1,2(xk) 0 · · ·
]
.
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If we combine the above two cases, we can say that the only possible nonzero
entries of the (k + 1)-th row are: Bk−1,2(xk), Bk,2(xk), and Bk+1,2(xk), and we can
write the general form of the row as[
0 · · · 0︸ ︷︷ ︸
k−1
Bk−1,2(xk) Bk,2(xk) Bk+1,2(xk) 0 · · ·
]
.
In order to use a more compact way to write the matrix B2, we use the notation
bij := Bi,2(xj). Thus, we have
B2 :=

1 0 0 · · · · · · · · ·
b01 b11 b21
. . . . . . . . .
0
. . . . . . . . . . . . . . .
...
. . . bn−1,n bn,n bn+1,n
. . .
...
. . . . . . . . . . . . . . .

. (2.5.3)
We need to address the uncertainty that which of the intervals (tk−1, tk] and




1 if xi ∈ (ti−1, ti)
0 if xi ∈ [ti, ti+1).
(2.5.4)
















for i = 1, 2, . . .. With this new notation, we can verify the partition of unity property
of the linear B-splines easily as follows,
































for i = 1, 2, . . .. The partition of unity property of the linear B-splines can also be
written as a matrix form
1 0 0 · · · · · · · · ·
b01 b11 b21
. . . . . . . . .
0
. . . . . . . . . . . . . . .
...
. . . bn−1,n bn,n bn+1,n
. . .
...
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which will be a critical property in our matrix factorization technique.
2.6 Marsden’s Identity
In 1970, Marsden expressed in [1] (·−y)α in terms of a linear combination of B-splines,
which is called Marsden’s identity. This identity plays an important role in change of
basis procedures and B-spline curve approximation. Moreover this identity is deeply
studied and extended in various setting by many researchers. Denote {ρrk,m, r =








tj1tj2 . . . tjr , 1 ≤ r ≤ m− 1
for k ∈ Z. We use the Marsden’s identity to develop a matrix version criterion for
the polynomial preservation property.
When we use the B-splines to represent the polynomials, we need the Marsden’s
identity, which rely on the following dual polynomial corresponding to Bj,m(x) using
its internal knots {tj−m+2, tj−m+3, . . . , tj} as follows{
ρj,1(y) = 1
ρj,m(y) = (y − tj−m+2)(y − tj−m+3). . . (y − tj), m ≥ 2.
(2.6.1)
Then the Marsden’s identity tells that
(y − x)m−1 =
∞∑
j=0
ρj,m(y)Bj,m(x), for x ∈ [0,∞). (2.6.2)
When we view the above identity, we fix x and treat y as a variable. Then we can
expand both sides of (2.6.2) as polynomials of y and compare their coefficients, which




ρrj,mBj,m(x), for x ∈ [0,∞), (2.6.3)





)∑ tj1tj2 . . . tjr (2.6.4)
and the sum is over all integers j1, j2, . . . , jr such that
j −m+ 2 ≤ j1 < . . . < jr ≤ j
CHAPTER 2. PRELIMINARIES 13





. When r = 0, 1, 2, we can write (2.6.3) in the












t∗∗j,mBj,m(x), for m ≥ 3
(2.6.5)

















3.1 Matrix Criterion for Polynomial Preserva-
tion




ρri,mBi,m(xj), for j = 0, 1, . . . , n, . . . , (3.1.1)














If we combine m equations of (3.1.2) for r = 0, 1, . . . ,m − 1, we get the following
matrix equation 
1 x0 · · · xm−10
1 x1 · · · xm−11
...
... · · · ...
1 xn · · · xm−1n
...




1 ρ10,m · · · ρm−10,m
1 ρ11,m · · · ρm−11,m
...
... · · · ...
1 ρ1n,m · · · ρm−1n,m
...
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Assume that Bm is invertible (use the generalization of the Shoenberg-Whitney theorem
to be proved), we can write (3.1.3) to the following equivalent form
B−1m

1 x0 · · · xm−10
1 x1 · · · xm−11
...
... · · · ...
1 xn · · · xm−1n
...




1 ρ10,m · · · ρm−10,m
1 ρ11,m · · · ρm−11,m
...
... · · · ...
1 ρ1n,m · · · ρm−1n,m
...
... · · · ...

. (3.1.4)
To ensure that our quasi-interpolant has the polynomial preservation property,
(here we can consider the general m case, not necessarily restricted to m = 2), we
need our quasi-interpolantion operator Qf defined as in (2.4.4) to have the following
property:
(Qp)(x) = p(x), for all p(x) ∈ πm−1. (3.1.5)
Since {1, x, x2, . . . , xm−1} form a basis for the linear space πm−1, we can use an equiv-
alent form of (3.1.5) as follows
(Qηr)(x) = ηr(x), for r = 0, 1, . . . ,m− 1, (3.1.6)
where ηr(x) is the monomial xr. (The reason that we use a new symbol η for the mono-
mials is that we want to avoid the confusion when we apply the quasi-interpolation





r)Bj,m(x), for r = 0, 1, . . . ,m− 1. (3.1.7)




ρrj,mBj,m(x), for x ∈ [0,∞). (3.1.8)
From (3.1.6), (3.1.7), and (3.1.8), we get
λjη
r = ρrj,m, r = 0, 1, . . . ,m− 1, j = 0, 1, . . . , n, . . . . (3.1.9)
Let us look at the expressions of (λjη
r)’s with respect to the samples {xi}∞i=0. By






r(xi), for 0 ≤ k <∞. (3.1.10)
CHAPTER 3. CONSTRUCTION OF LOCAL QUASI-INTERPOLATION OPERATOR 16
Since ηr(xi) = x
r














r by ρrk,m in (3.1.11) based on (3.1.9), we simply get
[








 = ρrk,m. (3.1.12)


















With the above investigation, we summarize our findings as the following theorem.
Lemma: Given a set of data samples {xi}∞i=0 that satisfy the conditions (2.1.4)
and (2.2.6) with respect to the B-spline space Sm,t as in (2.2.1), let Qm be an infinite




1 x0 · · · xm−10
1 x1 · · · xm−11
...
... · · · ...
1 xn · · · xm−1n
...
... · · · ...
 =

1 ρ10,m · · · ρm−10,m
1 ρ11,m · · · ρm−11,m
...
... · · · ...
1 ρ1n,m · · · ρm−1n,m
...
... · · · ...
 , (3.1.14)
where ρr0,m, . . . , ρ
r
n,m, . . . are the Marsden’s coefficients defined as in (2.6.4), then the
Q operator preserves the polynomials in πm−1, that is,
(Qp)(x) = p(x), for all p ∈ πm−1([0,∞)).
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With this criterion, we can convert our construction of local linear quasi-interpolant
problem to a linear algebra problem: Find an infinite tridiagonal matrix Q2 in the




















for the data samples {xi}∞i=0 and the linear B-spline space S2,t. In this way, we can
apply certain linear algebra techniques to solve this problem.
3.2 Matrix Factorization Procedure:
To find an infinite tridiagonal matrix Q2 that satisfies (3.1.15), we would like to
convert it to a matrix factorization problem. First we rewrite equation (3.1.4) for


















































 = 0. (3.2.2)
An obvious advantage of the form of (3.2.2) comparing with the one in (3.1.15) is that
we do not need to deal with the Marsden’s coefficients ρ1j,2’s directly, which reduces
the complexity of the problem significantly.
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To solve equation (3.2.2), we split it into two equations, so that we can apply the

















 = 0. (3.2.4)









 = 0. (3.2.5)
Comparing the structures of equations (3.2.3) and (3.2.5), we write Q2 in the forl-
lowing form
Q2 = I + T0, (3.2.6)








 = 0. (3.2.7)








 = 0. (3.2.8)




. . . . . .
1 −1








 = 0. (3.2.9)
We take T0 in the form of
T0 = T1D0, (3.2.10)





. . . . . .
1 −1
. . . . . .
 , (3.2.11)
and T1 is an infinite matrix to be determined.
In other words, if we take Q2 in the following form
Q2 = I + T1D0, (3.2.12)
for any infinite matrix T1, then equation (3.2.3) is automatically satisfied. Next, we
















 = 0. (3.2.13)
Next we will simplify each term of the left-hand side in (3.2.13), so that we can de-
termine the structure of T1.
• Simplify the first term of (3.2.13):
Equation (3.2.5) implies that there exists an infinite matrix X1, such that
B2 − I = X1D0 (3.2.14)
using the similar discussion from (3.2.8) to (3.2.11). Furthermore, we can find
the explicit expression for X1. To solve the equation (3.2.14) for X1, we multiply
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both sides by the pseudo-inverse of D0, which is given by
D+0 =

1 1 · · · 1 · · ·
0 1
. . . 1
. . .
...
. . . . . . . . . . . .
0
. . . . . . 1
. . .
0






0 = I, (3.2.16)
we get
X1 = (B2 − I)D+0 .
From (4.2.3), we can write B2 − I as
B2 − I =

0 0 0 · · · · · · · · ·
b01 b11 − 1 b21
. . . . . . . . .
0
. . . . . . . . . . . . . . .
...
. . . bn−1,n bn,n − 1 bn+1,n
. . .
0
. . . . . . . . . . . . . . .

, (3.2.17)
which has the property that the sum of all the entries in each row is zero by
the partition of unity for the linear B-splines. Thus,
X1 = (B2 − I)D+0 =

0 0 · · · · · · · · ·
b01 −b21
. . . . . . . . .
0
. . . . . . . . . . . .
0
. . . bn−3,n−2 −bn−1,n−2
. . .
0
. . . . . . . . . . . .

. (3.2.18)























Denote, for 0 < k ≤ m
dkj := xj − xj−k, for k ≤ j <∞. (3.2.19)
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It follows from (3.2.18) and (3.2.20) that
X̃1 =

0 0 · · · · · · · · ·
d11b01 −d12b21
. . . . . . . . .
0
. . . . . . . . . . . .
0
. . . d1n−1bn−2,n−1 −d1nbn,n−1
. . .
0
. . . . . . . . . . . .

. (3.2.22)
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• Simplify the second term of (3.2.13):
In view of (3.2.23) through (3.2.26), we would like to write T1D0 as








































 = 0. (3.2.30)
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Now our problem becomes (3.2.30). Specifically, find an appropriate infinite ma-





























. . . 0
. . . 0











































We can represent the (i+ 1)-th row of the above matrix equation as
bi−1,it̃i−1 + bi,it̃i + bi+1,it̃i+1 = −d1i bi−1,i + d1i+1bi+1,i (3.2.35)
for i = 1, 2, . . . , n, . . ., and we assume that t̃0 = 0. After we do the symbolic compu-
tation using the Maple, we get the following result:
t̃i = xi − ti, for i = 1, 2, . . . , n, . . . . (3.2.36)
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Using (3.2.19) and (3.2.36) in (3.2.35), we get the following expression for (3.2.35)
(xi−1−ti−1) bi−1,i + (xi − ti) bi,i + (xi+1 − ti+1) bi+1,i
=− (xi − xi−1) bi−1,i + (xi+1 − xi) bi+1,i.
Notice that bi,j = Bi,2(xj), we apply (4.2.5) for bi,j in the above equality and get an













+ (xi+1 − ti+1) (1− σi)
xi − ti
ti+1 − ti
=− (xi − xi−1)σi
ti − xi
ti − ti−1





Next we will verify that the identity (3.2.37) is true.
























− xi − ti−1
ti − ti−1
)








=− (xi − xi−1)σi
ti − xi
ti − ti−1




which is exactly the same as the right-hand-side of (3.2.37). Thus, we verified the
identity (3.2.35) for t̃i given by (3.2.36).
To summarize our analysis above, we get this result: If we take Q2 in the following
form
Q2 = In + T̃1E1, (3.2.38)
where T̃1 is given by (3.2.32) and (3.2.36), and E1 is given by (3.2.24), then we have
(3.2.2), and hence (3.1.15). Thus, the matrix defined in (3.2.38) already gives us a
local quasi-interpolant for the linear B-splines. Since the solution for a local quasi-
interpolant is not unique, we would like to see if there is any other interesting solution.
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We go back to examine T̃1 as in (3.2.32), and notice that there is some flexibility






. . . . . .
σnt̃n (1− σn)t̃n
. . . . . .

, (3.2.39)
where σi’s are the indicator variables defined by (4.2.5), it still satisfies (3.2.33). In
other words, if we choose T̃1 defined by (3.2.39) and (3.2.36), thenQ2 given by (3.2.38)
also gives us another local quasi-interpolant for the linear B-splines. Moreover, we
would like to view the explicit form of the second solution. To this end, we calculate
Q2 in the following steps.
First, we calculate T̃1E1 using the following expression:




, . . . ,
1
d1n
, . . .
)
D0





, . . . ,
1
d1n
























. . . . . .

.
To represent the matrix T̃1E1, in order to handle its large size, we just write its
(i+ 1)-th row general expression for 1 ≤ i <∞, because its first row and last row are
all-zero rows. By (3.2.36), (3.2.19), and (3.2.11), we get the (i + 1)-th row of T̃1E1
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for 1 ≤ i <∞.
To write the expression for Q2, which is In + T̃1E1, we only need to add 1 to each
of the diagonal entries of T̃1E1. Thus, we simplify the following expression, which




































for 1 ≤ i <∞.
In order to compare B2 and Q2, we use two vector variables: the first one is the
knot vector defined as ~t := [t0, t1, . . . , tn, . . .]; and the second one is the sample vector
defined as ~x := [x0, x1, . . . , xn, . . .]. Now we can view both infinite matrices B2 and
Q2 as matrix-valued functions with variables ~t and ~x. Specifically, we write them as
B2(~t, ~x) and Q2(~t, ~x), respectively.
First, B2 and Q2 have the same top row: [1, 0, . . . , 0, . . .]. Next, we compare their
general (i+ 1)-th row for 1 ≤ i <∞ at their corresponding nonzero entries, i.e. i-th,





























We can see that there is a duality property between B2(~t, ~x) and Q2(~t, ~x) in the sense
that when we switch ~t and ~x, one becomes the other, i.e.
Q2(~x,~t) = B2(~t, ~x). (3.2.43)
CHAPTER 3. CONSTRUCTION OF LOCAL QUASI-INTERPOLATION OPERATOR 27
3.3 General 3-Point Solutions
To get a general expression for the 3-point solutions, we would like to make T̃1 more






. . . . . .
ωnt̃n (1− ωn)t̃n
. . . . . .

, (3.3.1)
where ω1, . . . , ωn, . . . are free parameters to be determined for specific properties in
applications. It is easy to see that T̃1 in (3.3.1) satisfies (3.2.33), and Q2 given by
(3.2.38) gives us general 3-point quasi-interpolants for the linear B-splines. With this
T̃1, and by the similar calculation above, we can get that the nonzero entries of the
















for 1 ≤ i <∞.
3.4 3-Point Solutions for Digital Filters
Since the sum of each row is 1 (we can give a short proof ), the linear functional λkf
in the following form
λkf = qk,k−1fk−1 + qk,kfk + qk,k+1fk+1,
can be treated as a weighted average of fk−1, fk, and fk+1. In some of the applications,
such as Computer Graphics and Image Processing, we would like to have these weights
qk,k−1, qk,k, and qk,k+1 connect to digital filters. In other words, we want to make
{qk,k−1, qk,k, qk,k+1} correspond to low-pass or high-pass filters. To this end, we want
to enforce the following condition:
qk,k−1 qk,k+1 > 0 and qk,k > 0. (3.4.1)
Under this condition, qk,k−1 and qk,k+1 must have the same sign: either both positive
that corresponds to the low-pass filter case, or both negative that corresponds to the
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which can be written as
ωi (ωi − 1)
(xi − ti)2
(xi − xi−1)(xi+1 − xi)
> 0.
Notice that the fraction part must be positive. Thus, we get the condition for ωi as
follows
ωi < 0 or ωi > 1. (3.4.2)
In order to make our discussion focus on a positive variable, we introduce a new
variable ω̃i, which is derived from ωi as follows{
ω̃i = −ωi when ωi < 0;
ω̃i = ωi − 1 when ωi > 1.
(3.4.3)
This condition takes care of the case that qk,k−1 qk,k+1 > 0. Next, we will work on the
condition for the case that qk,k > 0.
• σi = 1, which implies that xi ∈ (ti−1, ti];


















































(ti − xi)(xi+1 − xi−1)
(xi − xi−1)(xi+1 − xi)
.
Thus, we get
0 < ω̃i <
(xi+1 − ti)(xi − xi−1)
(ti − xi)(xi+1 − xi−1)
. (3.4.5)
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In order to make the structure as simple as possible, we introduce another
variable ξi associated with ω̃i as follows,
ω̃i = ξi
(xi+1 − ti)(xi − xi−1)
(ti − xi)(xi+1 − xi−1)
. (3.4.6)
In this way, we can get an equivalent inequality for (3.4.5), which is as simple
as
0 < ξi < 1. (3.4.7)
Here ξi is an independent parameter in (0, 1), which does not rely on {xi} and
{ti}. We can use it to control ω̃i. Next we will write (3.4.4) in terms of ξi.













(xi+1 − ti)(xi − xi−1)
(xi+1 − xi)(xi+1 − xi−1)
.
(3.4.8)



















0 < ωi < 1.
Obviously, we have qk,k > 0.
• σi = 0, which implies that xi ∈ (ti, ti+1).
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For the high-pass case: qk,k−1 > 0 and qk,k+1 > 0, we have the following expres-
sions: 
















































(xi − ti)(xi+1 − xi−1)
(xi − xi−1)(xi+1 − xi)
.
Thus, we get
0 < ω̃i <
(xi+1 − xi)(ti − xi−1)
(xi − ti)(xi+1 − xi−1)
. (3.4.11)
In order to make the structure as simple as possible, we introduce another
variable ξi associated with ω̃i as follows,
ω̃i = ξi
(xi+1 − xi)(ti − xi−1)
(xi − ti)(xi+1 − xi−1)
. (3.4.12)
In this way, we can get an equivalent inequality for (3.4.11), which is as simple
as
0 < ξi < 1.
Here ξi is an independent parameter in (0, 1), which does not rely on {xi} and
{ti}. We can use it to control ω̃i. Next we will write (3.4.10) in terms of ξi.
















4.1 Properties of infinite matrices
Since the behaviors of the infinite matrices are quite different from those of the regular
finite matrices, we would like to study some basic properties of the infinite matrices
in this section.
To represent a general infinite matrix, we use the following notation:
A = [aij]
∞
i=0,j=0, aij ∈ R. (4.1.1)
In this case, we write it as A ∈M(∞×∞).
We need to consider a special type of infinite matrices that have the property: For
each row, only finitely many entries are nonzero. We denote this kind of matrices as
M0(∞×∞).
• (Two infinite matrices are equal.)
For two matrices A,B ∈ M(∞ × ∞), if A = B, where A = [aij]∞i=0,j=0 and
B = [bij]
∞
i=0,j=0, if and only if
aij = bij, for all 0 ≤ i, j <∞.
• (An infinite matrix is zero.)
For a matrix A ∈M(∞×∞), if A = 0, where A = [aij]∞i=0,j=0, if and only if
aij = 0, for all 0 ≤ i, j <∞.
31
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• (Transpose operation)
For two matrices A,C ∈ M(∞×∞) with A = [aij]∞i=0,j=0 and C = [cij]∞i=0,j=0,
if C = AT , then we have
cij = aji, for all 0 ≤ i, j <∞.
• (Addition operation)
For three matrices A,B,C ∈ M(∞×∞) with A = [aij]∞i=0,j=0, B = [bij]∞i=0,j=0,
and C = [cij]
∞
i=0,j=0, if C = A+B, then we have
cij = aji + bij, for all 0 ≤ i, j <∞.
• (Scalar-matrix multiplication operation)
For two matrices A,C ∈ M(∞×∞) with A = [aij]∞i=0,j=0 and C = [cij]∞i=0,j=0,
if C = αA for some α ∈ R, then we have
cij = α aji, for all 0 ≤ i, j <∞.
• (Multiplication operation)
For three matrices A,B,C ∈ M(∞×∞) with A = [aij]∞i=0,j=0, B = [bij]∞i=0,j=0,
and C = [cij]
∞




aikbkj, for all 0 ≤ i, k, j <∞.
• (No associative law for multiplications)
For three matrices A,B,C ∈ M(∞×∞) with A = [aij]∞i=0,j=0, B = [bij]∞i=0,j=0,
and C = [cij]
∞
i=0,j=0, the two products (AB)C and A(BC) could be different.
• (Identity matrix )
We call a matrix A ∈ M(∞×∞) with A = [aij]∞i=0,j=0 an identity matrix, if
aii = 1 for all 0 ≤ i < ∞, and the remaining entries of A are all zero. We
denote it as I∞.
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• (Inverse matrix: Left-inverse and right-inverse)
Given a matrix A ∈ M(∞×∞) with A = [aij]∞i=0,j=0, if there exists another
matrix B ∈ M(∞×∞) with B = [bij]∞i=0,j=0, such that AB = I∞, then we say
that B is a right-inverse matrix of A.
Given a matrix A ∈ M(∞×∞) with A = [aij]∞i=0,j=0, if there exists another
matrix C ∈ M(∞×∞) with C = [cij]∞i=0,j=0, such that CA = I∞, then we say
that C is a left-inverse matrix of A.
The left-inverse and the right-inverse of the same matrix usually are different.
4.2 General representation for linear Shoenberg-
Whitney matrix












, if ti−1 ≤ x < ti,
ti+1 − x
ti+1 − ti
, if ti ≤ x < ti+1,
0, otherwise.
(4.2.1)
Consider the (k + 1)-th row of the infinite matrix B2 for 0 ≤ k <∞,[
B0,2(xk) B1,2(xk) · · · Bk,2(xk) · · ·
]
. (4.2.2)
When xk ∈ (tk−1, tk], we can write the above row as[
0 · · · 0︸ ︷︷ ︸
k−1
Bk−1,2(xk) Bk,2(xk) 0 · · ·
]
.
• When xk ∈ (tk, tk+1), we can write (4.2.2) as[
0 · · · 0︸ ︷︷ ︸
k
Bk,2(xk) Bk+1,2(xk) 0 · · ·
]
.
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Combine the above two cases,[
0 · · · 0︸ ︷︷ ︸
k−1
Bk−1,2(xk) Bk,2(xk) Bk+1,2(xk) 0 · · ·
]
.
In order to use a more compact way to write the matrix B2, we use the notation
bij := Bi,2(xj). Thus, we have
B2 :=

1 0 0 · · · · · · · · ·
b01 b11 b21
. . . . . . . . .
0
. . . . . . . . . . . . . . .
...
. . . bn−1,n bn,n bn+1,n
. . .
...
. . . . . . . . . . . . . . .

. (4.2.3)
Address the uncertainty that which of the intervals (tk−1, tk] and (tk, tk+1) con-
tains xk.
To this end, we introduce a set of indicator variables {σi}∞i=1 as follows,
σi =
{
1 if xi ∈ (ti−1, ti)
0 if xi ∈ [ti, ti+1).
(4.2.4)
















for i = 1, 2, . . ..
The partition of unity property of the linear B-splines can be written as a matrix
form 
1 0 0 · · · · · · · · ·
b01 b11 b21
. . . . . . . . .
0
. . . . . . . . . . . . . . .
...
. . . bn−1,n bn,n bn+1,n
. . .
...














which will be a critical property in our matrix factorization technique.
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Although our matrix factorization technique does not require the explicit forms
of the inverse matrices of the Shoenberg-Whitney matrices, we require the exis-
tence of those inverse matrices. To show the existence for those infinite inverse
matrices, it is a very challenging task. So we take the constructuve approach to
solve this problem.
In general, finding the inverse matrices of the Shoenberg-Whitney matrices di-
rectly is very complicated. Here we propose a feasible approach to solve this
problem. We get into the concrete structure of the Shoenberg-Whitney matri-
ces, and characterize them into the following 5 special forms.
We start with the general expression of the Shoenberg-Whitney matrices for the
linear B-splines as follows,
B2 :=





















 , σi =
{
1 if xi ∈ (ti−1, ti)

















for i = 1, 2, . . .. We will examine all the possibilities for the indicator variables
{σi}∞i=1.
Case I : Infinite bi-diagonal upper triangular matrix that corresponds to σi = 0
for i = 1, . . . , n, . . .:
BI2 =

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Case II : Infinite bi-diagonal lower triangular matrix that corresponds to σi = 1
for i = 1, . . . , n, . . .:
BII2 =








































Case III : Infinite block-diagonal matrix that corresponds to σ1 = σ3 = · · · =
σ2k−1 = · · · = 0 and σ2 = σ4 = · · · = σ2k = · · · = 1:
BIII2 =





















. . . 0





























The first three cases are very simple, and we can find their inverses in the
straightforward way. Then we will move to the more general cases.
Case IV : Assume that σ2 = σ3 = · · · = σk = 0 and σk+1 = · · · = σn = · · · = 1
for 2 ≤ k <∞.
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Then B2 has the form of
BIV2 =

















































. . . · · ·

(4.2.11)
We will use this case as the building block for the lase case.
Case V : Assume that σ2 = σ3 = · · · = σk1 = 0, σk1+1 = · · · = σk2 =
1, · · · , σk2s−2+1 = · · · = σk2s−1 = 0 and σk2s−1+1 = · · · = σk2s = 1, · · · .
Then B2 has the form of
BV2 :=

B12 0 · · · · · · · · ·
... B22
. . . . . . . . .
...
. . . . . . . . . . . .
...
. . . . . . Bk2
. . .
...
. . . . . . . . . . . .

, (4.2.12)




5.1 Inverse Shoenberg-Whitney Matrix Case I:
Let us modify the existing results for the finite case.
• Case I : σi = 0 for i = 1, . . . , n, . . .











B2 becomes an upper triangular matrix in the form of
BI2 =

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In order to make sure that the inverse of BI2 exists, we require that all the di-
agonal entries are nonzero, i.e. xi 6= ti+1 for all i = 1, 2, . . ..








1 0 0 · · · · · · · · · · · · · · ·
0 η2,1 1− η2,1 0
. . . . . . . . . . . .
0 0 η3,2 1− η3,2
. . . . . . . . . . . .
...
. . . . . . . . . . . . . . . . . . . . .
...
. . . . . . . . . . . . . . . . . .
0
. . . . . . . . . 0 ηn,n−1 1− ηn,n−1
. . .
0
. . . . . . . . . . . . . . . . . . . . .

(5.1.4)



















for i > j and ξi,i = 1.















































. . . − tn−1 − tn−2
xn−2 − tn−2
ξn−2,n−1 0
0 · · · · · · · · · · · · tn−1 − tn−2
xn−2 − tn−2
ξn−1,n−1 0
0 · · · · · · · · · · · · 0 1

(5.1.6)
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1 0 0 · · · · · · · · · · · ·
0 ξ2,2 −ξ2,3 ξ2,4 · · · (−1)n+1ξ2,n−1
. . .
...






. . . ξ4,4





































Define CI2 ∈M∞×∞ as follows,
CI2 =

















. . . . . . . . .
...








. . . . . . 0









. . . . . . . . . . . . . . . . . .

(5.1.7)
For convenience, we can define ξi,j = 0 for i < j.
Goal : Verify that
BI2C
I
2 = I∞. (5.1.8)
In order to show that BI2C
I
2 = I∞, we would like to find the representation of
the (i, j) entry of the matrix BI2C
I
2 for 1 ≤ i, j <∞.
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The i-th row of BI2 : [
0 · · · 0︸ ︷︷ ︸
i−1
ηi,i−1 1− ηi,i−1 0 · · ·
]
.





· · · (−1)0 ξj,j
ηj,j−1
0 · · ·
]T
.
For j ≥ i, (the upper triangular entries, including the diagonal entries), the




+ (1− ηi,i−1) · (−1)j−i−1
ξi+1,j
ηj,j−1
To verify that BI2C
I






2 with its entries aij at (i, j).
Main diagonal case: For i = j,
aii = ηi,i−1 ·
ξi,i
ηi,i−1






[ηi,i−1 · 1− (1− ηi,i−1) · 0] = 1.
The lower triangular case: For i > j,
aij = ηi,i−1 · (−1)j−i
ξi,j
ηj,j−1




The upper triangular case: For i < j,
aij = ηi,i−1 · (−1)j−i
ξi,j
ηj,j−1





[ηi,i−1 · ξi,j − (1− ηi,i−1) · ξi+1,j].
In order to show that aij = 0 in this case, we just need to show that
ηi,i−1 · ξi,j − (1− ηi,i−1) · ξi+1,j = 0,















































) = ti − xi−1
xi−1 − ti−1
. (5.1.9)
Thus, this case is verified. So we can say that CI2 is the right-inverse of B
I
2 .
Now we would like to find GI2 ∈ M(∞×∞), such that GI2BI2 = I∞. To this
end, we take GI2 as an upper triangular matrix, and determine its entries sub-
diagonal by sub-diagonal.
Define GI2 ∈M∞×∞ as follows,
GI2 =

g11 g12 g13 · · · · · · g1,n · · ·
0 g22 g23 g24 · · · g2,n
. . .
... 0 g33 g34
. . . . . . . . .
...
. . . 0 g44
. . . . . . . . .
...
. . . . . . 0
. . . gn−1,n
. . .
...
. . . . . . . . . 0 gn,n
. . .
...
. . . . . . . . . . . . . . . . . .

. (5.1.10)
we would like to find the representation of the (i, j) entry of the matrix GI2B
I
2
for 1 ≤ i, j <∞.
The i-th row of GI2 with i ≥ 1:[
0 · · · 0︸ ︷︷ ︸
i−1
gi,i gi,i+1 · · · gi,n · · ·
]
.
The j-th column of BI2 with j > 2:[
0 · · · 0︸ ︷︷ ︸
j−2
1− ηj−1,j−2 ηj,j−1 0 · · ·
]T
.
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To ensure that GI2B
I






2 with its entries aij at (i, j).
Main diagonal case: For i = j and i > 2,




The lower triangular case: For i > j > 2, i.e. i− 1 ≥ j,
aij = 0 · (1− ηj−1,j−2) + 0 · ηj,j−1 = 0.
It is easy to see that
ai2 = 0 for i > 2, and ai1 = 0 for i > 1.
The upper triangular case: For j − i = 1,
aij = (1− ηj−1,j−2) · gi,i + ηj,j−1 · gi,i+1 =
1− ηi,i−1
ηi,i−1
























For j − i = 2,
aij = (1−ηj−1,j−2) ·gi,i+1 +ηj,j−1 ·gi,i+2 = (1−ηi+1,i) ·gi,i+1 +ηi+2,i+1 ·gi,i+2 = 0.
Thus,
gi,i+2 = −
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For j − i = 3,
aij = (1−ηj−1,j−2) ·gi,i+2+ηj,j−1 ·gi,i+3 = (1−ηi+2,i+1) ·gi,i+2+ηi+3,i+2 ·gi,i+3 = 0.
Thus,
gi,i+3 = −











































· · · xi−1 − ti−1
ti − xi−1
. (5.1.11)
We have verified that it is true for k = 1, 2, 3. Based on mathematical induction,
assume that it is true for 1 ≤ k ≤ s with s ≥ 3. Now we consider the case that
j − i = s+ 1. We can write
aij = (1−ηj−1,j−2)·gi,i+s+ηj,j−1·gi,i+s+1 = (1−ηi+s,i+s−1)·gi,i+s+ηi+s+1,i+s·gi,i+s+1 = 0.
Thus,
gi,i+s+1 = −













· · · xi−1 − ti−1
ti − xi−1






· · · xi−1 − ti−1
ti − xi−1
.
We complete the verification.
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5.2 Inverse Shoenberg-Whitney Matrix Case
II:
• Case II : We consider two subcases: A) σ1 = σ2 · · · = σn = · · · = 1; B)
σ1 = σ2 = · · · = σk = 0 and σk+1 = · · · = σn = · · · = 1.











B2 is a lower bidiagonal matrix in the form of
BII2 =






















. . . . . .
...
. . . . . . . . . . . . . . . . . .
...











We can write BII2 in a simpler version:
BII2 =

1 0 · · · · · · · · · · · · · · ·
η1,1 1− η1,1 0
. . . . . . . . . . . .
... η2,2 1− η2,2 0
. . . . . . . . .
...
. . . η3,3 1− η3,3 0
. . . . . .
...
. . . . . . . . . . . . . . . . . .
...
. . . . . . . . . ηn,n 1− ηn,n
. . .
...
. . . . . . . . . . . . . . . . . .

. (5.2.3)
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the following two lower tridiagonal matrices:
CII2 =

c11 0 · · · · · · · · · · · · · · ·
c21 c22 0
. . . . . . . . . . . .
c31 c32 c33 0
. . . . . . . . .
... c42 c43 c44 0
. . . . . .
...
. . . . . . . . . . . . 0
. . .
cn,1 cn,2
. . . . . . . . . cn,n
. . .
...






g11 0 · · · · · · · · · · · · · · ·
g21 g22 0
. . . . . . . . . . . .
g31 g32 g33 0
. . . . . . . . .
... g42 g43 g44 0
. . . . . .
...
. . . . . . . . . . . . 0
. . .
gn,1 gn,2
. . . . . . . . . gn,n
. . .
...










2 = I∞. (5.2.6)
To ensure that BII2 C
II






2 with its entries aij at
(i, j) for 1 ≤ i, j < ∞. Notice that aij = 0 for j > i with the given structures
of BII2 and C
II
2 . We only consider the cases for aij with i ≥ j.
Main diagonal case: For i = j,
aii = (1− ηi−1,i−1) · cii = 1
with η00 = 0 for convenience. Based on our assumption ti−1 ≤ xi < ti, we have




, for 1 ≤ i <∞.
The lower triangular case: For i = j + 1,
ai+1,i = ηii · cii + (1− ηi,i) · ci+1,i = 0,








For i = j + 2,



















Similarly, to ensure that GII2 B
II







entries aij at (i, j) for 1 ≤ i, j < ∞ without causing much confusion. Notice




2 . We only con-
sider the cases for aij with i ≥ j.
Main diagonal case: For i = j,
aii = gii · (1− ηi−1,i−1) = 1
with η00 = 0 for convenience. Based on our assumption ti−1 ≤ xi < ti, we have




, for 1 ≤ i <∞.
The lower triangular case: For i = j + 1,








For i = j + 2,
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Here we notice that gi+k,i = ci+k,i (We need to double-check this case later).























B2 becomes a special tridiagonal matrix in the form of
BII2 =




































































































In order to make the inverse calculation easier to handle, we would like to
work on a special example with concrete numbers first. We will calculate the
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left-inverse and the right-inverse for the following infinite matrix:
BII2 =

1 0 · · · · · · · · · · · · · · · · · · · · · · · ·
0 1/2 1/2
. . . . . . . . . . . . . . . . . . . . .
... 0 1/2 1/2
. . . . . . . . . . . . . . . . . .
...
. . . 0 1/2 1/2
. . . . . . . . . . . . . . .
...
. . . . . . 0 2/3 1/3
. . . . . . . . . . . .
...
. . . . . . . . . 1/3 2/3 0
. . . . . . . . .
...
. . . . . . . . . . . . 1/2 1/2 0
. . . . . .
...
. . . . . . . . . . . . . . . . . . . . . 0
. . .
...
. . . . . . . . . . . . . . . . . . 1/2 1/2
. . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .

, (5.2.9)
where we take the knots {tj}∞j=0 and the sample locations {xj}∞j=0 as follows:
tj = j, for j = 0, 1, 2, . . . ,

















xj = j −
1
2
, j = 6, 7, 8, . . . .
Now we apply a rotation transform Rθ on B
II




1 0 · · · · · · · · · · · · · · · · · · · · · · · ·
0 1 0
. . . . . . . . . . . . . . . . . . . . .
... 0 1 0
. . . . . . . . . . . . . . . . . .
...
. . . 0 1 0
. . . . . . . . . . . . . . .
...
. . . . . . 0 cos θ sin θ
. . . . . . . . . . . .
...
. . . . . . . . . − sin θ cos θ 0 . . . . . . . . .
...
. . . . . . . . . . . . 0 1 0
. . . . . .
...
. . . . . . . . . . . . . . . . . . . . . 0
. . .
...
. . . . . . . . . . . . . . . . . . 0 1
. . .
...
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1 0 · · · · · · · · · · · · · · · · · · · · · · · ·
0 1/2 1/2
. . . . . . . . . . . . . . . . . . . . .
... 0 1/2 1/2
. . . . . . . . . . . . . . . . . .
...
. . . 0 1/2 1/2
. . . . . . . . . . . . . . .
...
. . . . . . 0 (2 cos θ + sin θ)/3 (cos θ + 2 sin θ)/3
. . . . . . . . . . . .
...
. . . . . . . . . (cos θ − 2 sin θ)/3 (2 cos θ − sin θ)/3 0 . . . . . . . . .
...
. . . . . . . . . . . . 1/2 1/2 0
. . . . . .
...
. . . . . . . . . . . . . . . . . . . . . 0
. . .
...
. . . . . . . . . . . . . . . . . . 1/2 1/2
. . .
...




We would like to choose θ = tan−1(1/2) to make cos θ − 2 sin θ = 0. Let
θ0 = tan




1 0 · · · · · · · · · · · · · · · · · · · · · · · ·
0 1/2 1/2
. . . . . . . . . . . . . . . . . . . . .
... 0 1/2 1/2
. . . . . . . . . . . . . . . . . .
...
. . . 0 1/2 1/2
. . . . . . . . . . . . . . .
...





. . . . . . . . . . . .
...
. . . . . . . . . 0
√
5/5 0
. . . . . . . . .
...
. . . . . . . . . . . . 1/2 1/2 0
. . . . . .
...
. . . . . . . . . . . . . . . . . . . . . 0
. . .
...
. . . . . . . . . . . . . . . . . . 1/2 1/2
. . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .

. (5.2.12)
To make the non-zero entry in the 6th row to 1, we multiply the above matrix
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with a scale matrix from the left:
S√5 =

1 0 · · · · · · · · · · · · · · · · · · · · · · · ·
0 1 0
. . . . . . . . . . . . . . . . . . . . .
... 0 1 0
. . . . . . . . . . . . . . . . . .
...
. . . 0 1 0
. . . . . . . . . . . . . . .
...
. . . . . . 0 1 0
. . . . . . . . . . . .
...
. . . . . . . . . 0
√
5 0
. . . . . . . . .
...
. . . . . . . . . . . . 0 1 0
. . . . . .
...
. . . . . . . . . . . . . . . . . . . . . 0
. . .
...
. . . . . . . . . . . . . . . . . . 0 1
. . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .

. (5.2.13)




1 0 · · · · · · · · · · · · · · · · · · · · · · · ·
0 1/2 1/2
. . . . . . . . . . . . . . . . . . . . .
... 0 1/2 1/2
. . . . . . . . . . . . . . . . . .
...
. . . 0 1/2 1/2
. . . . . . . . . . . . . . .
...





. . . . . . . . . . . .
...
. . . . . . . . . 0 1 0
. . . . . . . . .
...
. . . . . . . . . . . . 1/2 1/2 0
. . . . . .
...
. . . . . . . . . . . . . . . . . . . . . 0
. . .
...
. . . . . . . . . . . . . . . . . . 1/2 1/2
. . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .

, (5.2.14)








1 0 0 0 0
0 1/2 1/2 0 0
0 0 1/2 1/2 0
0 0 0 1/2 1/2
0 0 0 0
√
5/3
 , C =

0 · · · · · · · · · · · ·
0
. . . . . . . . . . . .
0
. . . . . . . . . . . .
0 0
. . . . . . . . .
4
√
5/15 0 · · · · · · · · ·
 ,





. . . . . . . . .
1/2 1/2 0
. . . . . .
. . . . . . . . . 0
. . .
. . . . . . 1/2 1/2
. . .











Let us find A−1 and B−1 first. We get
A−1 =

1 0 0 0 0
0 2 −2 2 −3/
√
5
0 0 2 −2 3/
√
5
0 0 0 2 −3/
√
5








. . . . . . . . .
−1 2 0 . . . . . .
1 −2 2 0 . . .
−1 2 −2 2 . . .




A−1CB−1 = A−1C =

0 0 · · · · · · · · ·
−4/5 0 . . . . . . . . .
4/5 0
. . . . . . . . .
−4/5 0 . . . . . . . . .
4/5 0 · · · · · · · · ·
 .
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1 0 0 0 0 0 0 · · · · · · · · ·
0 2 −2 2 −3/
√
5 −4/5 0 . . . . . . . . .
0 0 2 −2 3/
√
5 4/5 0
. . . . . . . . .
0 0 0 2 −3/
√
5 −4/5 0 . . . . . . . . .
0 0 0 0 3/
√
5 4/5 0
. . . . . . . . .
...
. . . . . . . . . 0 1 0
. . . . . . . . .
...
. . . . . . . . . . . . −1 2 0 . . . . . .
...
. . . . . . . . . . . . 1 −2 2 0 . . .
...
. . . . . . . . . . . . −1 2 −2 2 . . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .

.









1 0 0 0 0 0 0 · · · · · · · · ·
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=

1 0 0 0 0 0 0 · · · · · · · · ·































































































































































































































































































































1 0 0 0 0 0 0 · · · · · · · · ·




















































































































































































































































































































































1 0 0 0 0 0 0 · · · · · · · · ·
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Finally, we need to verify that GII2 B
II
2 = I∞, i.e.
=

1 0 0 0 0 0 0 · · · · · · · · ·























































































































































































































































































































(When we do verification using the above matrix, it does not give us the inverse
matrix. We can use this example as an counter example against the associative
law for the infinite matrices.)




1 0 · · · · · · · · · · · · · · · · · · · · · · · ·
0 2 −2 2 −2 1 . . . . . . . . . . . .
... 0 2 −2 2 −1 . . . . . . . . . . . .
...
. . . 0 2 −2 1 . . . . . . . . . . . .
...
. . . . . . 0 2 −1 . . . . . . . . . . . .
...
. . . . . . . . . −1 2 0 . . . . . . . . .
...
. . . . . . . . . 1 −2 2 0 . . . . . .
...
. . . . . . . . . −1 2 −2 2 0 . . .
...
. . . . . . . . . 1 −2 2 −2 2 . . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .

. (5.2.15)
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1 0 · · · · · · · · · · · · · · · · · · · · · · · ·






























































1 0 · · · · · · · · · · · · · · · · · · · · · · · ·



































































































































That is, CII2 is the inverse of B
II
2 in this example.
Next, we consider the following general case:
BII2 =
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1 0 · · · · · · · · · · · · · · · · · · · · · · · ·
0 η21 1− η21
. . . . . . . . . . . . . . . . . . . . .
... 0 η32 1− η32
. . . . . . . . . . . . . . . . . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .
...
. . . . . . 0 ηk+1,k 1− ηk+1,k
. . . . . . . . . . . .
...
. . . . . . . . . ηk+1,k+1 1− ηk+1,k+1 0
. . . . . . . . .
...
. . . . . . . . . . . . ηk+2,k+2 1− ηk+2,k+2
. . . . . . . . .
...
. . . . . . . . . . . . . . . . . . . . . 0
. . .
...
. . . . . . . . . . . . . . . . . . ηn,n 1− ηn,n
. . .
...















. . . . . . . . . . . . . . . . . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .
...




. . . . . . . . . . . .
...





. . . . . . . . .
...





. . . . . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .
...










Next, we do the elementary transformations to get the inverse of BII2 .
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
1 0 · · · · · · · · · · · · · · · · · · · · · · · ·
0 1 x1−t1
t2−x1
. . . . . . . . . . . . . . . . . . . . .
... 0 1 x2−t2
t3−x2
. . . . . . . . . . . . . . . . . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .
...
. . . . . . 0 (tk+1−tk)(xk+1−xk)
(tk+1−xk)(xk+1−tk)
0
. . . . . . . . . . . .
...
. . . . . . . . . tk+1−xk+1
xk+1−tk
1 0
. . . . . . . . .
...
. . . . . . . . . . . . tk+2−xk+2
xk+2−tk+1
1 0
. . . . . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .
...









1 0 · · · · · · · · · · · · · · · · · · · · · · · ·
0 t2−t1
t2−x1 0
. . . . . . . . . . . . . . . . . . . . .
... 0 t3−t2
t3−x2 0
. . . . . . . . . . . . . . . . . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .
...




. . . . . . . . . . . .
...
. . . . . . . . . 0 tk+1−tk
xk+1−tk
0
. . . . . . . . .
...
. . . . . . . . . . . . 0 tk+2−tk+1
xk+2−tk+1
0
. . . . . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .
...
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→

1 0 · · · · · · · · · · · · · · · · · · · · · · · ·
0 1 x1−t1
t2−x1
. . . . . . . . . . . . . . . . . . . . .
... 0 1 x2−t2
t3−x2
. . . . . . . . . . . . . . . . . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .
...
. . . . . . 0 1 0
. . . . . . . . . . . .
...
. . . . . . . . . tk+1−xk+1
xk+1−tk
1 0
. . . . . . . . .
...
. . . . . . . . . . . . tk+2−xk+2
xk+2−tk+1
1 0
. . . . . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .
...









1 0 · · · · · · · · · · · · · · · · · · · · · · · ·
0 t2−t1
t2−x1 0
. . . . . . . . . . . . . . . . . . . . .
... 0 t3−t2
t3−x2 0
. . . . . . . . . . . . . . . . . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .
...




. . . . . . . . . . . .
...
. . . . . . . . . 0 tk+1−tk
xk+1−tk
0
. . . . . . . . .
...
. . . . . . . . . . . . 0 tk+2−tk+1
xk+2−tk+1
0
. . . . . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .
...




. . . . . . . . . . . . . . . . . . . . . . . . . . .

(5.2.21)
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→

1 0 · · · · · · · · · · · · · · · · · · · · · · · ·
0 1 x1−t1
t2−x1
. . . . . . . . . . . . . . . . . . . . .
... 0 1 x2−t2
t3−x2
. . . . . . . . . . . . . . . . . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .
...
. . . . . . 0 1 0
. . . . . . . . . . . .
...
. . . . . . . . . 0 1 0
. . . . . . . . .
...
. . . . . . . . . . . . tk+2−xk+2
xk+2−tk+1
1 0
. . . . . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .
...









1 0 · · · · · · · · · · · · · · · · · · · · · · · ·
0 t2−t1
t2−x1 0
. . . . . . . . . . . . . . . . . . . . .
... 0 t3−t2
t3−x2 0
. . . . . . . . . . . . . . . . . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .
...




. . . . . . . . . . . .
...





. . . . . . . . .
...
. . . . . . . . . . . . 0 tk+2−tk+1
xk+2−tk+1
0
. . . . . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .
...








To see the transformation chain better, we split the above two matrices into
upper and lower blocks, and do the transformations respectively.
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
1 0 · · · · · · · · · · · · · · ·
0 1 x1−t1
t2−x1
. . . . . . . . . . . .
... 0 1 x2−t2
t3−x2
. . . . . . . . .
...
. . . . . . . . . . . . . . . . . .
...








1 0 · · · · · · · · · · · · · · ·
0 t2−t1
t2−x1 0
. . . . . . . . . . . .
... 0 t3−t2
t3−x2 0
. . . . . . . . .
...
. . . . . . . . . . . . . . . . . .
...












1 0 · · · · · · · · · · · · · · ·
0 1 γ2
. . . . . . . . . . . .
... 0 1 γ3
. . . . . . . . .
...
. . . . . . . . . . . . . . . . . .
...
. . . . . . 0 1 γk
. . .
...




1 0 · · · · · · · · · · · · · · ·
0 1 + γ2 0
. . . . . . . . . . . .
... 0 1 + γ3 0
. . . . . . . . .
...
. . . . . . . . . . . . . . . . . .
...
. . . . . . 0 1 + γk 0
. . .
...




1 0 · · · · · · · · · · · · · · · · · ·
0 1 γ2
. . . . . . . . . . . . . . .
... 0 1 γ3
. . . . . . . . . . . .
...
. . . . . . . . . . . . . . . . . . . . .
...
. . . . . . 0 1 0
. . . . . .
...
. . . . . . . . . 0 1 0
. . .
...




1 0 · · · · · · · · · · · · · · · · · ·






























. . . 0 1− φk+1 φk+1

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→

1 0 · · · · · · · · · · · · · · · · · ·
0 1 γ2
. . . . . . . . . . . . . . .
... 0 1 γ3
. . . . . . . . . . . .
...
. . . . . . . . . . . . . . . . . . . . .
...
. . . . . . 0 1 0
. . . . . .
...
. . . . . . . . . 0 1 0
. . .
...




1 0 · · · · · · · · · · · · · · · · · ·


































1 0 · · · · · · · · · · · · · · · · · ·
0 1 0
. . . . . . . . . . . . . . .
... 0 1 0
. . . . . . . . . . . .
...
. . . . . . . . . . . . . . . . . . . . .
...
. . . . . . 0 1 0
. . . . . .
...
. . . . . . . . . 0 1 0
. . .
...




1 0 · · · · · · · · · · · · · · · · · · · · ·






























































. . 0 1 + γj −γj(1 + γj+1)
.
.




















































. 0 1− φk+1 φk+1

.
Its general row can be written as:
[ 0, · · · 0,︸ ︷︷ ︸
j−1
1+γj, −γj(1+γj+1), · · · , (−1)k+1−jγj · · · γk(1−φk+1), (−1)k+1−jγj · · · γkφk+1 ].
Lower Part :
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. . . . . . . . .
. . . tk+2−xk+2
xk+2−tk+1
1 0
. . . . . .
. . . . . . . . . . . . . . . . . .
. . . . . . . . . tn−xn
xn−tn−1 1
. . .









. . . . . . . . .
. . . 0 tk+2−tk+1
xk+2−tk+1
0
. . . . . .
. . . . . . . . . . . . . . . . . .
. . . . . . . . . 0 tn−tn−1
xn−tn−1
. . .





. . . . . . . . . . . . . . . . . .
. . . ωk+2 1 0
. . . . . . . . . . . . . . .
. . . . . . ωk+3 1 0
. . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . ωj 1
. . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . ωn 1
. . .




1− ψk+1 ψk+1 0
. . . . . . . . . . . . . . . . . .
. . . 0 1 + ωk+2 0
. . . . . . . . . . . . . . .
. . . . . . 0 1 + ωk+3 0
. . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . 0 1 + ωj
. . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . 0 1 + ωn
. . .
. . . . . . . . . . . . . . . . . . . . . . . . . . .





. . . . . . . . . . . . . . . . . .
. . . 0 1 0
. . . . . . . . . . . . . . .
. . . . . . ωk+3 1 0
. . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . ωj 1
. . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . ωn 1
. . .



































































5.3 Inverse Shoenberg-Whitney Matrix Case
III:
• Case III : σ1 = σ3 = · · · = σ2k−1 = · · · = 0 and σ2 = σ4 = · · · = σ2k = · · · = 1
.
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B2 becomes a block diagonal matrix in the form of
BIII2 =


































































































Then we can write BIII2 as
BIII2 =

1 0 · · · · · · · · · · · · · · ·
0 D2
. . . . . . . . . . . . . . .
...
. . . D4
. . . . . . . . . . . .
...
. . . . . . . . . . . . . . . . . .
...
. . . . . . . . . . . . . . . . . .
...
. . . . . . . . . . . . Dn
. . .
...
. . . . . . . . . . . . . . . . . .

. (5.3.5)
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1 0 · · · · · · · · · · · · · · ·
0 D−12
. . . . . . . . . . . . . . .
...
. . . D−14
. . . . . . . . . . . .
...
. . . . . . . . . . . . . . . . . .
...
. . . . . . . . . . . . . . . . . .
...
. . . . . . . . . . . . D−1n
. . .
...
. . . . . . . . . . . . . . . . . .

. (5.3.6)











































































































5.4 Inverse Shoenberg-Whitney Matrix Case IV:
Case IV : Assume that σ1 = · · · = σk1 = 0, σk1+1 = · · · = σk2 = 1, · · · , σk2s−2+1 =
· · · = σk2s−1 = 0, σk2s−1+1 = · · · = σk2s = 1, · · · .
Note: In order to make the discussion a little easier, we allow k1 = 0. When it
happens, we have σ1 = · · · = σk2 = 1 and we treat the part σ1 = · · · = σk1 = 0 empty.
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Under this assumption, B2 can be written as a block-diagonal matrix as follows,
BIV2 :=

B12 0 · · · · · · · · ·
0 B22
. . . . . . . . .
...
. . . . . . . . . . . .
...
. . . . . . Bs2
. . .
...
. . . . . . . . . . . .

, (5.4.1)
where B12 has different structures based on the value of k1.
More specifically, when k1 > 0, we have a tridiagonal matrix
B12 :=

1 0 · · · · · · · · · · · · 0
0 b11 b21
. . . . . . . . .
...
...
. . . . . . . . . . . . . . .
...
...
. . . 0 bk1,k1 bk1+1,k1 0 0
...
. . . . . . bk1,k1+1 bk1+1,k1+1 0
...
...
. . . . . . . . . . . . . . . 0
0 · · · · · · · · · · · · bk2−1,k2 bk2,k2

. (5.4.2)
When k1 = 0, its structure becomes a lower bidiagonal matrix
B12 :=





. . . . . . 0
0 · · · bk2−1,k2 bk2,k2
 . (5.4.3)
For Bs2 with s > 1, we have a tridiagonal matrix. In order to see the structure
clearly, we write the case for s = 2 as follows
B22 :=

bk2+1,k2+1 bk2+2,k2+1 0 0 0 0
0
. . . . . . 0 0 0
0
. . . bk3,k3 bk3+1,k3 0 0
0
. . . bk3,k3+1 bk3+1,k3+1 0
. . .
0
. . . . . . . . . . . . . . .
0
. . . . . . · · · bk4−1,k4 bk4,k4

. (5.4.4)
We can use B22 as a representative for the general case. In other words, if we can write
out the inverse of B22, then we can easily write out the inverse of Bs2 for any s > 1.
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To find the inverse matrix formula for the above matrix, we define a special tri-
diagonal matrix from the given independent variables u1, . . . , up, v1, . . . , vq with p ≥ 1
and q ≥ 1 as follows,
Ω(~u,~v) =

u1 1− u1 0 · · · · · · · · · · · · 0
0 u2 1− u2
. . . . . . . . . . . .
...
...
. . . . . . . . . . . . . . . . . .
...
...
. . . 0 up 1− up
. . . . . .
...
...




. . . . . . . . . v2 1− v2
. . . 0
...
. . . . . . . . . . . . . . . . . . 0




where we denote ~u := (u1, . . . , up) and ~v := (v1, . . . , vq) and m = p+ q. In the follow-
ing lemma, we give the formula for Ω−1(~u,~v).
Lemma. Given a p-vector ~u := (u1, . . . , up) and a q-vector ~v := (v1, . . . , vq)
that satisfy the conditions: p ≥ 1, q ≥ 1 and p + q = m, define a tridiagonal matrix
Ω(~u,~v) as above. In order to make Ω(~u,~v) invertible, we require that
ui 6= 0 for 1 ≤ i ≤ p, up 6= v1, and vj 6= 1 for 2 ≤ j ≤ q. (5.4.6)
Then we can write Ω−1(~u,~v) as [αij], where the non-zero entries in {αij} are given by
the following formulas:















for p+ 2 ≤ j ≤ m.
• For the lower triangular entries αi,j with p ≤ j < i ≤ m, we represent them in
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• For the upper triangular entries, for s = 1, . . . , q,






and for t = q + 1, . . . ,m− 1,






Since each diagonal block matrix Bj2 in BIV2 is invertible for j ≥ 1, we can easily








0 · · · · · · · · ·
0 (B22)
−1 . . . . . . . . .
...
. . . . . . . . . . . .
...
. . . . . . (Bs2)
−1 . . .
...







can also be given by the result of the lemma above.




with j ≥ 1 in BIV2 can be given in the following
two cases:
• For j = 1, when k1 = 0, we choose ~u1 := (1) and ~v1 := (b01, . . . , bk2−1,k2). Then
(B12)
−1
= Ω−1( ~u1, ~v1).







0 Ω−1( ~u1, ~v1)
]
.
• For j ≥ 2, we note by ~uj := (bk2(j−1)+1,k2(j−1)+1, . . . , bk2j−1,k2j−1) and ~vj :=





CHAPTER 5. INVERSES OF LINEAR SHOENBERG-WHITNEY MATRICES:70
5.5 Inverse Shoenberg-Whitney Matrix Case V:
Case V : There are two subcases to be considered: A) σ1 = · · · = σk1 = 0, σk1+1 =
· · · = σk2 = 1, · · · , σk2s+1 = · · · = 0; and B) σ1 = · · · = σk1 = 0, σk1+1 = · · · = σk2 =
1, · · · , σk2s−2+1 = · · · = σk2s−1 = 0, σk2s−1+1 = · · · = 1.
For subcase A, we can write BV2 as the following block diagonal matrix
BV2 :=

B12 0 · · · · · ·
0 B22
. . . . . .
...
. . . . . . . . .
...
. . . . . . Bs2
 , (5.5.1)




bks+1,ks+1 bks+2,ks+1 0 · · · · · · · · ·
0 bks+2,ks+2 bks+3,ks+2
. . . . . . . . .
...
. . . . . . . . . . . . . . .
...
. . . . . . bks+w,ks+w bks+w+1,ks+w
. . .
...











0 · · · · · ·
0 (B22)
−1 . . . . . .
...
. . . . . . . . .
...









can be written using the formulas in Case IV, and (Bs2)
−1
can be written using the formulas in Case I with both the left inverse and the right
inverse.
For subcase B, we can write BV2 as the following block diagonal matrix
BV2 :=

B12 0 · · · · · ·
0 B22
. . . . . .
...
. . . . . . . . .
...
. . . . . . Bs2
 , (5.5.4)
where B12, . . . ,Bs−12 are the same as those in Case IV, and Bs2 has the following struc-
ture:
Bs2 :=
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and its inverse can be found using the method in Case II.
Chapter 6
Conclusion and Future Research
Our technique to construct a local quasi-interpolant for linear B-splines on the in-
finite interval [0,∞) heavily relies on the operations of the infinite matrices that
have quite different properties comparing with their finite-dimensional counterpart.
To our knowledge, there is no existing theory developed for the operations of the
general infinite-dimensional matrices. People tend to use the properties for the finite-
dimensional matrices on the infinite-dimensional matrices directly, which could result
in incorrect results. In our theory development, we encounter several examples for
the infinite-dimensional matrices that do not follow certain obvious properties for
the finite-dimensional matrices. In order to ensure that the results developed on the
infinite-dimensional matrices correct, we verify all our results based on the original
definitions.
More specifically, we found that in the following three situations, the behaviors
for the infinite-dimensional matrices are quite different.
• On invertible matrices and singular matrices
In the following example,
1 −1 0 · · · · · · · · · · · ·
0 1 −1 0 . . . . . . . . .
0 0 1 −1 . . . . . . . . .
...
. . . 0 1 −1 . . . . . .
...
. . . . . . . . . . . . . . . . . .
0
. . . . . . . . . 0 1 −1
0






















we observe that an infinite-dimensional upper triangular matrix with all the
diagonal entries 1’s, which is supposed to be invertible, multiplies a non-zero
72
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vector and results in the zero vector. This behavior cannot happen in the finite-
dimensional matrix case, in which if an invertible matrix multiplies a non-zero
vector, the result vector can never be zero. Thus, we have to re-examine the
meaning of the invertible infinite-dimensional matrices. Should we use the view
of the linear operators or linear transformations to study the invertibility of the
infinite-dimensional matrices?
• On associative law for matrix products
The associative law for the matrix products is an ordinary property for the
finite-dimensional case. Unfortunately, we lose this fundamental property for
the infinite-dimensional matrices. Look at the following example: Given three
infinite matrices A,B, and C,
A =

1 0 0 0 0 0 0 · · · · · · · · ·
0 2 −2 2 −3 −4/5 0 . . . . . . . . .
0 0 2 −2 3 4/5 0 . . . . . . . . .
0 0 0 2 −3 −4/5 0 . . . . . . . . .
0 0 0 0 3 4/5 0
. . . . . . . . .
...
. . . . . . . . . 0 1 0
. . . . . . . . .
...
. . . . . . . . . . . . −1 2 0 . . . . . .
...
. . . . . . . . . . . . 1 −2 2 0 . . .
...
. . . . . . . . . . . . −1 2 −2 2 . . .
...





1 0 · · · · · · · · · · · · · · · · · · · · · · · ·
0 1 0
. . . . . . . . . . . . . . . . . . . . .
... 0 1 0
. . . . . . . . . . . . . . . . . .
...
. . . 0 1 0
. . . . . . . . . . . . . . .
...
. . . . . . 0 2/5 1/5
. . . . . . . . . . . .
...
. . . . . . . . . −1 2 0 . . . . . . . . .
...
. . . . . . . . . . . . 0 1 0
. . . . . .
...
. . . . . . . . . . . . . . . . . . . . . 0
. . .
...
. . . . . . . . . . . . . . . . . . 0 1
. . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .

, (6.0.3)




1 0 · · · · · · · · · · · · · · · · · · · · · · · ·
0 1/2 1/2
. . . . . . . . . . . . . . . . . . . . .
... 0 1/2 1/2
. . . . . . . . . . . . . . . . . .
...
. . . 0 1/2 1/2
. . . . . . . . . . . . . . .
...
. . . . . . 0 2/3 1/3
. . . . . . . . . . . .
...
. . . . . . . . . 1/3 2/3 0
. . . . . . . . .
...
. . . . . . . . . . . . 1/2 1/2 0
. . . . . .
...
. . . . . . . . . . . . . . . . . . . . . 0
. . .
...
. . . . . . . . . . . . . . . . . . 1/2 1/2
. . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .

, (6.0.4)
we compare two matrix products using different orders: (AB)C and A(BC),
and get
A (BC) = A

1 0 · · · · · · · · · · · · · · · · · · · · · · · ·
0 1/2 1/2
. . . . . . . . . . . . . . . . . . . . .
... 0 1/2 1/2
. . . . . . . . . . . . . . . . . .
...
. . . 0 1/2 1/2
. . . . . . . . . . . . . . .
...
. . . . . . 0 1/3 4/15
. . . . . . . . . . . .
...
. . . . . . . . . 0 1 0
. . . . . . . . .
...
. . . . . . . . . . . . 1/2 1/2 0
. . . . . .
...
. . . . . . . . . . . . . . . . . . . . . 0
. . .
...
. . . . . . . . . . . . . . . . . . 1/2 1/2
. . .
...








1 0 0 0 0 0 0 · · · · · · · · ·
0 2 −2 2 −2/5 −11/5 0 . . . . . . . . .
0 0 2 −2 2/5 11/5 0 . . . . . . . . .
0 0 0 2 −2/5 −11/5 0 . . . . . . . . .
0 0 0 0 2/5 11/5 0
. . . . . . . . .
...
. . . . . . . . . −1 2 0 . . . . . . . . .
...
. . . . . . . . . 1 −2 2 0 . . . . . .
...
. . . . . . . . . −1 2 −2 2 0 . . .
...
. . . . . . . . . 1 −2 2 −2 2 . . .
...





1 0 0 0 0 0 · · · · · · · · · · · ·
0 1 0 0 0 −8/5 . . . . . . . . . . . .
... 0 1 0 0 8/5
. . . . . . . . . . . .
...
. . . 0 1 0 −8/5 . . . . . . . . . . . .
...
. . . . . . 0 1 8/5
. . . . . . . . . . . .
...
. . . . . . . . . 0 1 0
. . . . . . . . .
...
. . . . . . . . . . . . 0 1 0
. . . . . .
...
. . . . . . . . . . . . . . . . . . 1 0
. . .
...
. . . . . . . . . . . . . . . . . . 0 1
. . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .

6= I∞. (6.0.7)
Since we cannot use the associative law for the products of infinite-dimensional
matrices, the impact is huge. Many ordinary matrix operations will not be true
anymore. Another consequence of this property is that the left inverse and the
right inverse for certain matrix could be different.
• On left inverse and right inverse
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We consider the following matrix,
A =

1 0 · · · · · · · · · · · · · · · · · · · · · · · ·
0 1/2 1/2
. . . . . . . . . . . . . . . . . . . . .
... 0 1/2 1/2
. . . . . . . . . . . . . . . . . .
...
. . . 0 1/2 1/2
. . . . . . . . . . . . . . .
...
. . . . . . 0 1/3 4/15
. . . . . . . . . . . .
...
. . . . . . . . . 0 1 0
. . . . . . . . .
...
. . . . . . . . . . . . 1/2 1/2 0
. . . . . .
...
. . . . . . . . . . . . . . . . . . . . . 0
. . .
...
. . . . . . . . . . . . . . . . . . 1/2 1/2
. . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .

. (6.0.8)
We found its left inverse as follows,
A−1L =

1 0 0 0 0 0 0 · · · · · · · · ·






















































We also found its right inverse as follows,
A−1R =

1 0 0 0 0 0 0 · · · · · · · · ·
0 2 −2 2 −3 4/5 0 . . . . . . . . .
0 0 2 −2 3 −4/5 0 . . . . . . . . .
0 0 0 2 −3 4/5 0 . . . . . . . . .
0 0 0 0 3 −4/5 0 . . . . . . . . .
...
. . . . . . . . . 0 1 0
. . . . . . . . .
...
. . . . . . . . . . . . −1 2 0 . . . . . .
...
. . . . . . . . . . . . 1 −2 2 0 . . .
...
. . . . . . . . . . . . −1 2 −2 2 . . .
...
. . . . . . . . . . . . . . . . . . . . . . . . . . .

. (6.0.10)
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We would like to extend our results to more general B-splines. But the main
difficulty is at the manipulations of the infinite-dimensional matrices. If we do not
understand the infinite-dimensional matrices well, it is very hard to get the correct
results. To this end, we should find good explanations for the above three proper-
ties. We hope that we can develop a theory that provides reliable operations for the
infinite-dimensional matrices.
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