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Abstract. The INEX 2010 Focused Relevance Feedback track offered
a refined approach to the evaluation of Focused Relevance Feedback al-
gorithms through simulated exhaustive user feedback. As in traditional
approaches we simulated a user-in-the loop by re-using the assessments
of ad-hoc retrieval obtained from real users who assess focused ad-hoc
retrieval submissions.
The evaluation was extended in several ways: the use of exhaustive rele-
vance feedback over entire runs; the evaluation of focused retrieval where
both the retrieval results and the feedback are focused; the evaluation
was performed over a closed set of documents and complete focused
assessments; the evaluation was performed over executable implementa-
tions of relevance feedback algorithms; and finally, the entire evaluation
platform is reusable.
We present the evaluation methodology, its implementation, and exper-
imental results obtained for nine submissions from three participating
organisations.
1 Introduction
This paper presents an overview of the INEX 2010 Focused Relevance Feedback
track. The purpose behind the track is to evaluate the performance of focused
relevance feedback plugins in comparison to each other against unknown data.
The data used for this track is the document collection and the assessments col-
lected for the INEX 2010 Ad Hoc track. Organisations participated in the track
by submitting their algorithms in the form of dynamic libraries implementing a
ranking function capable of receiving relevance information from the evaluation
platform and acting on it to improve the quality of future results. The interface
also allows the algorithms to provide back more detailed information, such as
the section or sections within a document that it believes are most relevant,
enabling focused results to be returned.
The result of running the algorithms against a set of topics is a set of relevance
assessments, which can then be scored against the same assessments used to
provide feedback to the algorithms. The result is a reflection of how well the
algorithms were able to learn from the relevance information they were given.
2 Focused Relevance Feedback
The relevance feedback approach that is the focus of this track is a modified
form of traditional approaches to relevance feedback, which typically involved
nominating whole documents as either relevant or not relevant. The end user
would typically be presented with a list of documents which they would mark as
relevant or not relevant before returning this input to the system which would
search the remainder of the collection for similar documents and present them
to the user.
Due to a fundamental paradigm change in how people use computers since
these early approaches to relevance feedback, a more interactive feedback loop
where the user continues to provide relevance information as they go through
the results is now possible. We adopted a refined approach to the evaluation
of relevance feedback algorithms through simulated exhaustive incremental user
feedback. The approach extends evaluation in several ways relative to traditional
evaluation. First, it facilitates the evaluation of retrieval where both the retrieval
results and the feedback are focused. This means that both the search results
and the feedback are specified as passages, or as XML elements, in documents
- rather than as whole documents. Second, the evaluation is performed over a
closed set of documents and assessments, and hence the evaluation is exhaustive,
reliable and less dependent on the specific search engine in use. By reusing the
relatively small topic assessment pools, having only several hundred documents
per topic, the search engine quality can largely be taken out of the equation.
Third, the evaluation is performed over executable implementations of relevance
feedback algorithms rather than being performed over result submissions. Fi-
nally, the entire evaluation platform is reusable and over time can be used to
measure progress in focused relevance feedback in an independent, reproducible,
verifiable, uniform, and methodologically sound manner.
3 Evaluation
The Focused Relevance Feedback track is concerned with the simulation of a
user interacting with an information retrieval system, searching for a number
of different topics. The quality of the results this user receives is then used to
evaluate the relevance feedback approach.
The INEX Ad-Hoc track, which evaluates ranking algorithms, makes use of
user-collected assessments on which portions of documents are relevant to users
searching for particular topics. These assessments are perfect, not just for the
evaluation of the rankings produced by the algorithms, but also for providing
Focused Relevance Feedback algorithms with the relevance information they
need.
As such, a Focused Relevance Feedback algorithm can be mechanically evalu-
ated without a need of a real user by simulating one, looking up the appropriate
assessments for each document received from the algorithm and sending back
the relevant passages.
To be able to accurately evaluate and compare the performance of different
focused relevance feedback algorithms, it is necessary that the algorithms not be
trained on the exact relevance assessments they are to receive in the evaluation.
After all, a search engine isn’t going to know in advance what the user is looking
for. For this reason, it becomes necessary to evaluate an algorithm with data
that was not available at the time the algorithm is written. Unlike in the Ad-Hoc
track, the relevance submissions used to evaluate the plugins are also required for
input to the plugins, so there is no way to provide participating organisations
with enough information for them to provide submissions without potentially
gaining an unrealistic advantage.
There are at least two potential ways of rectifying this. One is to require
the submission of the algorithms a certain amount of time (for example, one
hour) after the assessments for the Ad Hoc track were made available. This
approach, however, is flawed as it allows very little margin for error and that it
will unfairly advantage organisations that happen to be based in the right time
zones, depending on when the assessments are released. In addition, it allows the
relevance feedback algorithm to look ahead at relevance results it has not yet
received in order to artificially improve the quality of the ranking. These factors
make it unsuitable for the running of the track.
The other approach, and the one used in the Focused Relevance Feedback
track, is to have the participating organisations submit the algorithms them-
selves, rather than just the results. The algorithms were submitted as dynamic
libraries written in Java, chosen for its cross-platform efficiency. The dynamic
libraries were then linked into an evaluation platform which simulated a user
searching for a number of different topics, providing relevance results on each
document given. The order in which the documents were submitted to the plat-
form was then used to return a ranking, which could be evaluated like the results
of any ranking algorithm.
4 Task
4.1 Overview
Participants were asked to create one or more Relevance Feedback Modules
intended to rank a collection of documents with a query while incrementally
responding to explicit user feedback on the relevance of the results presented to
the user. These Relevance Feedback Modules were implemented as dynamically
linkable modules that implement a standard defined interface. The Evaluation
Platform interacts with the Relevance Feedback Modules directly, simulating a
user search session. The Evaluation Platform instantiates a Relevance Feedback
Module object and provides it with a set of XML documents and a query.
The Relevance Feedback Module responds by ranking the documents (with-
out feedback) and returning the ranking to the Evaluation Platform. This is so
that the difference in quality between the rankings before and after feedback can
be compared to determine the extent of the effect the relevance feedback has on
the results. The Evaluation Platform is then asked for the next most relevant
document in the collection (that has not yet been presented to the user). On
subsequent calls the Evaluation Platform passes relevance feedback (in the form
of passage offsets and lengths) about the last document presented by the Rele-
vance Feedback Module. This feedback is taken from the qrels of the respective
topic, as provided by the Ad-Hoc track assessors. The simulated user feedback
may then be used by the Relevance Feedback Module to re-rank the remaining
unseen documents and return the next most relevant document. The Evalua-
tion Platform makes repeated calls to the Relevance Feedback Module until all
relevant documents in the collection have been returned.
The Evaluation Platform retains the presentation order of documents as gen-
erated by the Relevance Feedback Module. This order can then be evaluated as
a submission to the ad-hoc track in the usual manner and with the standard
retrieval evaluation metrics. It is expected that an effective dynamic relevance
feedback method will produce a higher score than a static ranking method (i.e.
the initial baseline rank ordering). Evaluation is performed over all topics and
systems are ranked by the averaged performance over the entire set of topics,
using standard INEX and TREC metrics. Each topic consists of a set of doc-
uments (the topic pool) and a complete and exhaustive set of manual focused
assessments against a query. Hence, we effectively have a ”classical” Cranfield ex-
periment over each topic pool as a small collection with complete assessments for
a single query. The small collection size allows participants without an efficient
implementation of a search engine to handle the task without the complexities
of scale that the full collection presents.
4.2 Submission format
Participating organisations submitted JAR files that implemented the following
specification:
package rf;
public interface RFInterface {
public Integer[] first(String[] documentList, String query);
public Integer next();
public String getFOL();
public String getXPath();
public void relevant(Integer offset, Integer length,
String Xpath, String relevantText);
}
In the call to first, the algorithm is given the set of documents and the query
used to rank them and must return an initial ranking of the documents. The
purpose of this is to quantify the improvement gained from providing the rele-
vance assessments to the Relevance Feedback Module. The Evaluation Platform
then calls next to request the next document from the algorithm, making a call
to relevant to provide feedback on any relevant passages in the document. The
optional methods getFOL and getXPath, if implemented, allow the Relevance
Feedback Module to provide more focused results to the Evaluation Platform in
order to gain better results from the focused evaluation. None of the submitted
algorithms implemented these methods, however.
A subset of 10 topics that assessments were created for in the Ad-Hoc track
were selected to evaluate the topics. Between them these topics covered a total
of 7488 documents (with some overlap), of which 1421 were marked as relevant.
Each Relevance Feedback Module receives a call to first for each topic, but
is not otherwise reinitialised, giving the module opportunity to implement some
form of learning to rank approach. It is difficult to tell if any of the submissions
made use of this.
5 Results
5.1 Submissions
Three groups submitted a total of nine Relevance Feedback Modules to the
INEX 2010 Relevance Feedback track. While this submission pool is small, it
was to be expected given that this is the first time the track has been run. QUT
resubmitted the reference Relevance Feedback Module. The Indian Statistical
Institute (ISI) submitted three modules and Peking University submitted five.
To provide a starting point for participating organisations, a reference Rele-
vance Feedback Module, both in source and binary form, was provided by QUT.
This reference module used the ranking engine Lucene[2] as a base for a modified
Rocchio[3] approach. The approach used was to provide the document collec-
tion to Lucene for indexing, then construct search queries based on the original
query but with terms added from those selections of text nominated as relevant.
A scrolling character buffer of constant size was used, with old data rolling off
as new selections of relevant text were added to the buffer, and popular terms
(ranked by term frequency) added to the search query. The highest ranked doc-
ument not yet returned is then presented to the Evaluation Platform and this
cycle continues until the collection is exhausted. The reference algorithm does
not provide focused results and as such does not implement the getFOL or getX-
Path methods.
The Indian Statistical Institute (ISI) submitted a relevance feedback algo-
rithm that was designed around finding non-overlapping word windows in the
relevant passages and modifying the query to include these terms.
Peking University submitted an algorithm that used a Rocchio-based algo-
rithm revised to include negative feedback and criterion weight adjustments.
5.2 Evaluation
The Relevance Feedback Modules submitted by participating organisations were
run through the Evaluation Platform. As none of the submitted Relevance Feed-
back Modules returned focused results, trec eval [1] was used to evaluate the
results.
The two measures used in this evaluation are average precision and R-
precision. R-precision is calculated as the precision (number of relevant doc-
uments) after R documents have been seen, where R is the number of relevant
documents in the collection. Average precision is calculated from the sum of the
precision at each recall point (a point where a certain fraction of the documents
in the collection have been seen) divided by the number of recall points.
Run Organisation Average Precision R-Precision
Reference QUT 0.4827 0.5095
1367 ISI 0.3770 0.3845
1366 ISI 0.3617 0.3503
1365 ISI 0.3445 0.3307
1368 Peking 0.2275 0.2171
1373 Peking 0.2210 0.2015
1369 Peking 0.2196 0.2015
1371 Peking 0.2185 0.2015
1370 Peking 0.2177 0.1962
Table 1. Average precision and R-precision for submitted modules
To see how the different Relevance Feedback Modules compared over the en-
tire evaluation, a recall-precision curve can be plotted to show how they stack
up. These recall-precision curves were created with trec eval and consist of pre-
cision values at 11 points from 0.0 to 1.0 recall. The precision value used is the
highest precision within that recall point.
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Fig. 1. Recall-precision comparison of Relevance Feedback Modules
The ranking results returned by the Relevance Feedback Modules show how
each module would have ranked the documents if feedback was not available.
This information can then be used to show how use of feedback changes the
results from each algorithm:
Without feedback With feedback
Run Organisation Average R-Precision Average R-Precision
Reference QUT 0.2796 0.3240 0.4827 0.5095
1367 ISI 0.2771 0.2718 0.3770 0.3845
1366 ISI 0.2771 0.2718 0.3617 0.3503
1365 ISI 0.2768 0.2718 0.3445 0.3307
1368 Peking 0.2286 0.2031 0.2275 0.2171
1373 Peking 0.2231 0.2158 0.2210 0.2015
1369 Peking 0.2231 0.2158 0.2196 0.2015
1371 Peking 0.2292 0.2159 0.2185 0.2015
1370 Peking 0.2292 0.2159 0.2177 0.1962
Table 2. Average precision and R-precision for submitted modules, before and after
feedback
The results can also be compared on a recall-precision curve to show how the
use of feedback data changed the results of each algorithm.
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Fig. 2. Recall-precision comparison for the reference submission (QUT)
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Fig. 3. Recall-precision comparison for submission 1365 (ISI)
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Fig. 4. Recall-precision comparison for submission 1366 (ISI)
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Fig. 5. Recall-precision comparison for submission 1367 (ISI)
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Fig. 6. Recall-precision comparison for submission 1368 (Peking)
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Fig. 7. Recall-precision comparison for submission 1369 (Peking)
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Fig. 8. Recall-precision comparison for submission 1370 (Peking)
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Fig. 9. Recall-precision comparison for submission 1371 (Peking)
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Fig. 10. Recall-precision comparison for submission 1373 (Peking)
6 Conclusion
We have presented the Focused Relevance Feedback track at INEX 2010. Despite
the limited pool of participating organisations, the track has provided a good
starting point for further work in this area and it is hoped that the Focused
Relevance Feedback track will be more successful at INEX 2011.
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