We derive analytic expressions for the biases, to O(n -1 ) of the maximum likelihood estimators of the parameters of the generalized Pareto distribution. Using these expressions to bias-correct the estimators is found to be extremely effective in terms of bias reduction, and generally results in a small reduction in relative mean squared error. In general, the analytic bias-corrected estimators are also found to be superior to the alternative of bias-correction via the bootstrap.
Introduction
This paper discusses the calculation of analytic first-order bias expressions for the maximum likelihood estimators (MLE's) of the parameters of the generalized Pareto distribution (GPD). This distribution is widely used in extreme value analysis, and the motivation for its use in such studies arises from asymptotic theory that is specific to the tail behaviour of the data. Accordingly, in practice, the parameters may be estimated from a relatively small number of extreme order statistics (as is the case if the so-called "peaks over threshold" procedure is used), so the finite-sample properties of the MLE's for the parameters of this distribution are of particular interest. Specifically, we consider the O(n -1 ) bias formula introduced by Cox and Snell (1968) , as re-expressed by Cordeiro and Klein (1994) . This methodology is particularly appealing here, as it enables us to obtain analytic bias expressions, and hence "bias-corrected" MLE's, even though the likelihood equations for the GPD do not admit a closed-form solution.
It should be noted that the Cox-Snell approach that we adopt here is "corrective", in the sense that a "bias adjusted" MLE can be constructed by subtracting the bias (estimated at the MLE's of the parameters) from the original MLE. An alternative "preventive" approach, introduced by Firth (1993) , involves modifying the score vector of the log-likelihood function prior to solving for the MLE, but we do not discuss this approach here. Interestingly, Cribari-Neto and Vasconcellos (2002) find that these two approaches are equally successful with respect to (finite sample) bias reduction without loss of efficiency in the context of the MLE for the parameters of the beta distribution. In that same context, they find that the bootstrap performs poorly with respect to bias reduction and efficiency. We do not pursue preventive methods in this study.
We find that bias-correcting the MLE's for the parameters of the GPD, using the estimated values of the analytic O(n -1 ) bias expressions, is extremely effective in reducing absolute relative bias. In addition, in general this is accompanied by a modest reduction in relative mean squared error. We compare this analytic bias correction with the alternative of using the bootstrap to estimate the O(n -1 ) bias, and then correcting accordingly. In common with other related studies, we find that the bootstrap bias-correction is quite ineffective, and is not to be recommended.
Section 2 summarizes the required background theory, and this is then used to derive analytic expressions for the first-order biases of the MLE's of the parameters of the generalized Pareto distribution in section 3. Section 4 reports the results of a simulation experiment that evaluates the properties of bias-corrected estimators that are based on our analytic results, as well as the corresponding bootstrap bias-corrected MLE's. Some concluding remarks appear in section 5.
First-order biases of maximum likelihood estimators
For some arbitrary distribution, let ) ( l be the (total) log-likelihood based on a sample of n observations, with p-dimensional parameter vector, θ. ) ( l is assumed to be regular with respect to all derivatives up to and including the third order.
The joint cumulants of the derivatives of ) ( l are denoted:
and all of the 'k' expressions are assumed to be O(n).
Extending earlier work by Tukey (1949) , Bartlett (1953a Bartlett ( , 1953b , Haldane (1953) , Haldane and Smith (1956) , Shenton and Wallington (1962) and Shenton and Bowman (1963) , Cox and Snell (1968) showed that when the sample data are independent (but not necessarily identically distributed) the bias of the s th element of the MLE of θ ( )
where k ij is the (i,j) th element of the inverse of the (expected) information matrix, Cordeiro and Klein (1994) noted that this bias expression also holds if the data are non-independent, provided that all of the k terms are O(n), and that it can be re-written as:
Notice that (6) has a computational advantage over (5), as it does not involve terms of the form Cordeiro and Klein (1994) show that the expression for the O(n -1 ) bias of the MLE of θ ( )  can be rewritten in the convenient matrix form:
A "bias-corrected" MLE for θ can then be obtained as:
where
It can be shown that the bias of  will be O(n -2 ).
Application to the generalized Pareto distribution
We now turn to the problem of reducing the bias of the MLE's for the parameters of a distribution that is widely used in the context of the peaks over threshold method in extreme value analysis. The generalized Pareto distribution (GPD) was proposed by Pickands (1975) , and it follows directly from the generalized extreme value (GEV) distribution (Coles, 2001, pp.47-48, 75-76) that is used in the context of block maxima data. The distribution and density functions for the GPD, with shape parameter, or tail index, ξ and (modified) scale parameter σ, are:
respectively. Note that
Our particular interest in this distribution arises in the context of modeling extreme values in the returns on financial assets.
The (integer-order) central moments of the GPD can be shown (see part A of the Appendix) to be:
and the r th moment exists if
We will be concerned with the MLE for ) , ( '
. The finite-sample properties of this estimator have not been considered analytically before, although Jondeau and Rockinger (2003) provide some limited Monte Carlo results for a modified MLE of the shape parameter in the related GEV distribution. Other estimators are available -for example, Hosking and Wallis (1987) discuss the method of moments (MOM) and probability-weighted moments estimators of θ; Castillo and Hadi (1997) propose the "elemental percentile method"; and Luceño (2006) considers various "maximum goodness of fit" estimators, based on the empirical distribution function. The above condition for the existence of moments can, of course, limit the applicability of MOM estimation for this distribution. In what follows, it is important to note that the MLE is also defined only in certain parameter ranges.
More specifically, the MLE's of ξ and σ do not exist if 1    because in that case the density in (4.2) tends to infinity when y tends to
. In addition, the usual regularity conditions (Dugué, 1937; Cramér, 1946, p Luceño, 2006, p.905) . Essentially for these reasons, maximum likelihood estimation of the parameters of the GPD can be challenging in practice, as is discussed more fully by Castillo and Hadi (1997) .
Assuming independent observations, the full log-likelihood based on (12) is:
So,
In this case the first-order conditions that are obtained by setting (14) and (15) to zero do not admit a closed-form solution. However, we can still determine the bias of the MLE's of the parameters and then obtain their "bias-adjusted" counterparts by modifying the numerical solutions (estimates) to the likelihood equations by the extent of the (estimated) bias.
As is shown in part B of the Appendix, the following results are obtained readily by direct integration after a simple change of variable:
Using the same change of variable, and integrating by parts, we also have:
We can now evaluate the various terms needed to determine the Cox-Snell biases of the MLE's of ξ and σ, as discussed in section 2. Note that the k ij,l terms defined in (3) are not needed in the CordeiroKlein variant of the Cox-Snell bias formula -see (9) and the associated definitions.
The following results are easily obtained:
Note that all of (33) to (45) are O(n), as is required for the Cox-Snell result. The information matrix is
The elements of
and the corresponding elements of
, the Cox-Snell/Cordeiro-Klein expression for the biases of the MLE's of ξ and σ to order O(n -1 ) is
which can be evaluated by using (46) - (52).
Noting that all of the ) (l ij a terms are of order n, and that (from (46)) 1  K is of order n -1 , we see that the bias expression in (53) is indeed O(n -1 ), as required. Finally, a "bias-corrected" MLE for the parameter vector can be obtained as
, where B can be obtained by replacing  and σ in (53) with their MLE's. This modified estimator is unbiased to order O(n -2 ).
Simulation results
The bias expression in (53) (R, 2008) . Generalized Pareto variates were generated using the evd package (Stephenson, 2008) , and the log-likelihood function was maximized using the maxLik package (Toomet and Henningsen, 2008) , primarily using the Newton-Raphson method. The use of this algorithm in similar problems is supported by Prescott and Walden (1980) , for example. The NelderMead algorithm was used for 50  n in Table 1 to avoid the very occasional failure of the NewtonRaphson algorithm when the sample size is this small. Chaouche and Bacro (2006) discuss some related issues associated with solving numerically for the MLE of the GPD parameter vector. Each part of our experiment uses 50,000 Monte Carlo replications.
The results in Table 1 are percentage biases and MSE's, the latter being defined as 100 (MSE / ξ 2 ) and 100 (MSE / σ 2 ). These quantities are invariant to the value of the scale parameter, so we have set 1   . We report results for several positive values of  that are in the range considered by Castillo and Hadi (1997) in their simulation study of other estimators for the GPD, and are also of practical relevance. We restrict our attention to positive values for the shape parameter as (at least positive) returns on financial assets are potentially unbounded. However, other computations that we have undertaken show that the qualitative nature of our conclusions are unaltered if 0   . The range of sample sizes that we consider is also motivated by practical applications. For example, Brooks et al. (2005) deal with sample sizes of 40  n , while Bali and Neftci (2003) have a sample with n = 300, in each case in the context of fitting the GPD to financial data.
In Table 1 we see that the MLE's of the shape and scale parameters are negatively and positively biased, respectively. In addition, the percentage biases of the MLE's for  (and  ) decrease In addition to ˆ,  , ˆ and  , we have also considered the bootstrap-bias-corrected estimator (Efron, 1979) . The latter is obtained as terms, for two-thirds of the 21 cases considered. When estimating the shape parameter, the analytical correction results in a gain in relative bias that is at least an order of magnitude better than that of the bootstrap correction in a number of cases -e.g., when n = 50 and ξ = 1.0, or n = 200 and ξ = 0.5). The percentage mean squared errors of the bootstrap-corrected estimators are generally very close to those of the analytically corrected estimators. With the exception of two cases (when n = 25), the analytical correction leads to slightly lower mean squared error than does the bootstrap correction. In addition, in a few cases (e.g., for   when n = 150 and ξ = 1.0) the variance inflation that is induced by the bootstrap correction actually increases the percentage mean squared error above that of the original MLE. Overall, our results provide a strong case for using the Cox-Snell analytic bias correction for the MLE's of the parameters of the GPD
Conclusions
We have derived analytic expressions for the bias to O(n -1 ) of the maximum likelihood estimators of the parameters of the generalized Pareto distribution. These have then been used to bias-correct the original estimators, resulting in modified estimators that are unbiased to order O(n -2 ). We find that the negative relative bias of the shape parameter estimator, and the positive relative bias of the scale parameter estimator are each reduced by using this correction. This reduction is especially noteworthy in the case of the shape parameter. Importantly, these gains are usually obtained with a small improvement in relative mean squared error, at least for sample sizes of the magnitude likely to be encountered in practice. Using the bootstrap to bias-correct the maximum likelihood estimator is also quite effective for this distribution. However, on balance it is inferior to the analytic correction, especially once the effect on mean squared error is considered.
While reducing the finite-sample bias of the MLE's of the parameters of the GPD is important in its own right, there is also considerable interest in managing the bias of the MLE's of certain functions of these parameters. Specifically, in risk analysis we are concerned with value at risk (VaR) and the expected shortfall (ES), both of which are non-linear functions of the shape and scale parameters when the GPD is used in the context of the peaks over threshold method. Work in progress by the authors addresses this issue by deriving the ) biases for the estimators of VaR and ES, and evaluating the bias-corrected estimators in a manner similar to that adopted in the present paper. 
Moments of the Generalized Pareto Distribution
A general expression for the moments of the GPD does not appear to be well documented, so it is derived here. When 0   the GPD collapses to the exponential distribution, whose moments are well known, so we consider only the case where 0   . We will use the following result (Gradshteyn, and Ryzhik, 1965, p. 292; integral 3.241, no.4 
