Abstract. We derive abstract as well as deterministic conditions for the absence and existence of arbitrage and financial bubbles in a general (multi-and infinite-dimensional) semimartingale-diffusion markets, and a Heath-JarrowMorton-Musiela framework. We also provide deterministic conditions for the martingale property of stochastic exponentials which are driven by solution to generalized martingale problems, respectively stochastic partial differential equations. As an application, we construct a financial market in which the number of assets determines the absence of arbitrage while the sources of risk have the same dimension.
Introduction
The question when a financial model is free of arbitrage is typically ask for each financial model individually. Our goal is to provide a systematic discussion for classes of models driven by multi-and infinite-dimensional semimartingale-diffusions, respectively solutions to stochastic partial differential equations (SPDEs).
Let us explain our setting and aims in more detail. On one hand, we assume that the discounted price process S = (S i ) i∈K is given by dS i t = S i t e i , dX t , S i 0 = 1, where X is a semimartingale-diffusion with values in a real and separable Hilbert space with orthonormal basis (e i ) i∈K . We define X in terms of a generalized martingale problem, which extends the martingale problem of Stroock and Varadhan [86] to Hilbert spaces and introduces the possibility of explosion. If X is R d -valued, we canonically recover classical finite-dimensional diffusion markets. For this framework we study the notions of no free lunch with vanishing risk (NFLVR), c.f. Delbaen and Schachermayer [14, 18] , no generalized arbitrage (NGA), c.f. Cherny [8] and Yan [93] , and no unbounded profit with bounded risk (NUPBR), c.f. Karatzas and Kardaras [56, 53] , and Kabanov [48] . This is done by considering the sets of equivalent (local) martingale measures (E(L)MMs), respectively equivalent local martingale deflators (ELMDs). More precisely, we characterize the sets of E(L)MMs by sets of solutions of generalized martingale problems, and provide mild deterministic conditions for the existence of an ELMD. Employing comparison arguments and explosion conditions, we derive deterministic sufficient and necessary conditions for the existence of an E(L)MM that are convenient to verify. Moreover, we provide deterministic conditions for the existence of a financial bubble in the sense of Cox and Hobson [11] .
On the other hand, we study a Heath-Jarrow-Morton-Musiela (HJMM) term structure framework. Starting from the classical view of Heath, Jarrow, and Morton [36] , for each maturity T the forward rate process f (·, T ) is assumed to follow Itô dynamics. In this case, Musiela's [4, 69] parametrization r(t, x) ≡ f (t, t + x) solves, in the mild sense, the SPDE dr(t, x) = dr dx (t, x) + µ(t, x) dt + σ(t, x) dW t , (1.1) where W is a cylindrical Brownian motion. For the homogeneous case, we show that Lipschitz conditions, which are typically imposed in SPDE settings, imply the classical notion of no arbitrage (NA).
The absence of arbitrage for a class of (finite-dimensional) diffusion models were studied by Lyasoff [64] , Delbaen and Shirakawa [20] , and Mijatović and Urusov [67] . Lyasoff works in a market driven by an Itô process. He shows that (NFLVR) is determined by the equivalence of two probability measures, one of them being the Wiener measure. His results differs in an important aspect from ours. While we characterize explicitly the set of ELMMs as a set of solutions to generalized martingale problems, and thereby obtain explicit deterministic criteria for (NFLVR), Lyasoff's characterization does not provide deterministic conditions which are suitable for applications. The spirit of the work of Delbaen and Shirakawa, and Mijatović and Urusov is close to ours. However, they work in a one-dimensional setting, while we are particularly interested in multidimensional cases, which differs in many aspects from the one-dimensional one. To illustrate this, we construct a d-dimensional market which allows for arbitrage opportunities if and only if d ≥ 3, c.f. Section 3.1.3. This is particularly surprising when noting that the sources of risk in this market have the same dimension.
To derive our characterizations of arbitrage, we need a powerful technical tool which is robust in terms of dimensions. This tool is a generalized Girsanov theorem, relating solutions of two generalized martingale problems to a candidate density process. Thanks to the theorem we can study the two important questions, when two generalized martingale problems are equivalent, and when the candidate density process is a martingale. These are exactly those two questions one has to answer when studying the existence and absence of arbitrage. Our generalized Girsanov theorem has three interesting byproducts. First, it allows us to give a collection of sufficient and necessary deterministic conditions for stochastic exponentials to be strict local, respectively true, martingales. Second, it implies that SPDEs with different drift coefficients and the same diffusion coefficient and deterministic initial condition are equivalent in law if they have unique solutions for all deterministic initial conditions. This result seems to be new for SPDEs, and extends the discussion of Da Prato and Zabczyk [13] . Third, it allows us to relate the Föllmer measure [30] to solutions of generalized martingale problems. We prove the generalized Girsanov theorem by combining a technique based on a local change of measure, introduced by Sin [84] to the financial literature, and a local uniqueness observations which is related to the concept of local uniqueness introduced by Jacod [43] .
We shortly summarize the structure of the article. In Section 2 we recall the mathematical background of the financial models studied in this article. In Section 3.1, we state our abstract and our deterministic conditions in the semimartingalediffusion framework. In particular, we discuss the one dimensional case in Section 3.1.4. In Section 3.2 we state deterministic Lipschitz conditions implying (NA) in the HJMM framework. The proofs are given in Section 4, where Corollary 4.4 relates the Föllmer measures to solutions of generalized martingale problems, Corollary 4.5 provides deterministic necessary and sufficient conditions for the martingale property of a non-negative stochastic exponential, and Corollary 4.6 gives sufficient conditions for the equivalence in law of two SPDEs with different drift. We collected our notations, as well as important observations concerning generalized martingale problems and S(P)DEs, in Appendix A. To be self-contained, at least up to some level, we have added proofs for of all results in the appendix.
Concepts of No Arbitrage in a Semimartingale-Diffusion Framework
In this section we introduce the two financial markets studied in this article. For notations, as well as definitions of generalized martingale problems and weak solution of SPDEs, we refer to Appendix A.
2.1.
A Semimartingale-Diffusion Framework.
2.1.1. The Model. We define the real-world measure P of our financial market to be a solution to the generalized martingale problem (0, σ, µ, x 0 , ∞) for some x 0 ∈ H\{0}. Denote by (e n ) n∈K an orthonormal basis of H, where K is some countable index set whose cardinality equals the Hilbert space dimension of H. We define the discounted price process S ≡ (S n ) n∈K by
where E denotes the stochastic exponential.
Notions of Arbitrage.
In a semimartingale-diffusion market, the classical concept of no arbitrage is (NFLVR) which was introduced by Delbaen and Schachermeyer [14, 18] . For a detailed economical interpretation and an overview on the historical development we refer to their monograph [19] . A slightly stronger condition is (NGA) as introduced by Cherny [8] and Yan [93] . We refer to Cherny's article for a comparison of (NFLVR) and (NGA). Let us, however, point out, that the difference between (NFLVR) and (NGA) can be economically interpreted as the absence or existence of a financial bubble as defined by Cox and Hobson [11] . A financial bubble can be seen as an opponent of the classical equilibrium theory. More precisely, if (NFLVR) holds, while (NGA) fails, then the price of the underlying stock is too high compared to the price one should pay. Many subtle things can happen due to the occurrence of a financial bubble. For example, Cox and Hobson noted that in the presence of a financial bubble many folklore results may fail. This includes the put-call parity, the fact that the price of an American call exceeds the price of an European call, and the fact that the call prices are increasing in its maturity. For a comprehensive overview on the mathematics of financial bubbles we refer to the article of Protter [75] and the articles of Jarrow, Protter, and Shimbo [45, 46] . From the perspective of portfolio optimization, one should not a priori rule out the possibility of arbitrage. This motivated Karatzas and Kardaras [53] to study the notion of (NUPBR), which they proved to be the minimal a priori notion to solve problems of portfolio optimization in a meaningful manner. It is equivalent to (BR) as defined by Kabanov [48] and in the one-dimensional setting equivalent to the No Arbitrage of the First Kind as studied by Kardaras [56] . The importance of (NUPBR) was also noticed by Delbaen and Schachermayer [16] , who related (NFLVR) to (NUPBR) and the classical notion (NA). Moreover, (NUPBR) allows to study optimal arbitrage, c.f. [28, 81] , to establish a modified put-call parity, c.f. [81] , and to evaluate call-type American options in the presence of financial bubbles, c.f. [1] .
In this article we define (NFLVR), (NGA), and (NUPBR) by their corresponding fundamental theorems of asset pricing. The story of the fundamental theorems goes back to the seminal work of Harrison, Pliska, and Kreps [33, 34, 59] , who noted that the absence of arbitrage is connected to the existence of an equivalent martingale measure. For the notion (NFLVR) and general semimartingale markets this important result was proven in the seminal work of Delbaen and Schachermayer [14, 18] . For (NGA) the fundamental theorem was given by Cherny [8] . In the case of (NUPBR), fundamental theorems in various degrees of generality were discussed in the work of Imkeller and Perkowski [42] , Karatzas and Kardaras [53] , Kardaras [56] , and Schweizer and Takaoka [87] .
Let T ∈ (0, ∞] be a time horizon. If T ≡ ∞, we identify [0, T ] with [0, ∞). In particular, we write X T ≡ (X t∧T ) t∈[0,∞) , and denote the filtration
T is an uniformly integrable (F T , Q)-martingale. We denote the set of EMMs by M(T ).
Obviously, if T < ∞ we may drop the uniform integrability in the definition of an EMM. By definition, M (l) (∞) ⊂ M loc (l) . Moreover, it can be deduced form [44, Proposition III.3.8] , that for each Q ∈ M l (T ) the F T -density process of Q w.r.t. P is an ELMD. Note, however, that the ELMD may only be a strict local (F T , P)-martingale, i.e. a local (F T , P)-martingale which is no true (F T , P)-martingale, while the density process is always a true (F T , P)-martingale. We give conditions for such a situation in Section 3.1.1 below. Examples and properties of strict local martingales can be found in the works [15, 17, 23, 68, 72] . Let us stress that the definition of a strict local martingale given by Delbaen and Schachermayer [15] is slightly different from ours, which is the classical definition of Elworthy, Li, and Yor [23] . Being more precise, Delbaen and Schachermayer define a strict local martingale to be a local martingale which is no uniformly integrable martingale. In contrast to the finite time horizon, on the infinite time horizon this definitions does not coincide with ours. For example, consider the process E(B), where B is a onedimensional Brownian motion. It is easy to see that this process is a martingale which is not uniformly integrable as it converges a.s. to zero as t → ∞. However, we note that each strict local martingale in our sense is also a strict local martingale in the sense of Delbaen and Schachermayer. Takaoka and Schweizer [87] study the concept of equivalent sigma martingale deflators (ESMDs). In our setting the sets of ESMDs and ELMDs coincide, since non-negative sigma martingales are local martingales. The following definitions are in the spirit of the corresponding fundamental theorems which we note in each definition. 
These definitions are in line with the properties we mentioned before, i.e. 
2.
2. An infinite-dimensional HJMM Framework. In this section we recall the (homogeneous) infinite-dimensional HJMM framework as introduced by Musiela [4, 69] and Filipović [29] , which models the forward rate as a (mild) solution process to the SPDE
where W is a cylindrical Brownian motion. The equation (2.2) is typically called the HJMM equation.
Remark 2.4. Let us shortly relate the (non-homogeneous) HJMM equation (1.1) to the classical formulation of Heath, Jarrow, and Morton. We assume that the dynamic of the forward rare f (·, T ) for maturity T are given by the Itô dynamics
Then, we may relate
In the case of the Hull and White model [37] , for instance, we have σ ′ (t, T ) ≡ σ exp(−a(T − t)), σ, a > 0, which simply yields σ(t, x) = σ exp(−ax).
From a mathematical point of view, an SPDE approach is typically more challenging than classical SDE approaches. To name only one reason, mild solution processes to SPDEs are in general no semimartingales and, therefore, much of classical theory is not accessible. However, under typical Lipschitz conditions, mild solutions are (analytically) weak solutions and we can pose ourselves in a setting based on generalized martingale problems.
2.2.1. The Model. We start with a description of an economically meaningful state space H. We assume that the evaluation functional δ x g ≡ g(x), g ∈ H, x ∈ [0, ∞), is well-defined as an element in the dual of H. Moreover, we suppose that the right-shift semigroup S is strongly continuous on H.
(ii) We are given the measurable map
(iii) We are given two Borel maps λ : H → U and ζ : H → D, and a fixed initial value f 0 ∈ H.
Example. Filipović [29] proposed the following weighted Sobolev space as concrete choice of H. For a positive increasing function w :
where Df denotes the weak derivative of f . Now, endowed with the scalar product
H is a real separable Hilbert space, δ is well-defined as an element of the dual of H, and the right-shift semigroup S is strongly continuous on H, c.f. [6, 29] . In particular, if the weight w satisfies the growth condition ∞ 0 [6, 29] . For a related example c.f. e.g. [89] .
The operator A ≡ d/ dx is the generator of the right-shift semigroup S. Let ((Ω, F , F, P); W ; r) be a triplet consisting of a filtered probability space (Ω, F , F, P) which satisfies the usual conditions, and supports a cylindrical Brownian motion W and an H-valued continuous process r so that
where α ≡ F HJM ζ − ζλ. In other words, ((Ω, F , F, P); W ; r) is a so-called martingale solution to the SPDE (A, ζ, α, r 0 , ∞), c.f. e.g. [13, 31, 63] . We additionally assume that ζ, λ, and α are bounded on bounded subsets of H, and that ((Ω, F , F, P); W ; r) is also a weak solution to the S(P)DE (A, ζ, α, r 0 , ∞). Mild and weak solutions of SPDEs are closely related, c.f. [63, Appendix G] . Under typical Lipschitz and linear growth conditions, any mild solution is also a weak solution, c.f. e.g. [88, Corollary 53] .
We define the money market account B by
and the bond price processe P by
Notion of Arbitrage.
The notion of arbitrage used in this HJMM framework is the classical no arbitrage (NA) notion as introduced by Harrison and Pliska [34] . Moreover, the easy implication of the fundamental theorem also holds in this setting, c.f. e.g. [6, Theorem 2.1].
Definition 2.5. We say that (NA) holds on [0, T ], if there exists a probability measure Q on (Ω, F ) which is equivalent to P such that for all
The question when (NA) holds for this infinite-dimensional HJMM framework was systematically studied by Filipović [29] . He imposed Novikov-type integrability conditions that are in general hard to verify. In Section 3.2 we derive Lipschitz-type conditions that replace these exponential moment conditions.
Main Results
In this section we present our main contributions. In Section 3.1 we study the existence and absence of arbitrage in the sense of (NUPBR), ((L)NFLVR) and ((L)NGA), as well as the existence and absence of financial bubbles, for the (infinitedimensional) semimartingale-diffusion setting introduced in Section 2.1. In Section 3.2 we give sufficient conditions for (NA) in the HJMM framework introduced in Section 2.2.
3.1. Conditions for (No) Arbitrage in a Semimartingale Framework. We consider the framework introduced in Section 2.1, and denote a ≡ σσ * .
Conditions for (NUPBR) and ((L)NFLVR).
The intuitive candidate for an ELMD in our continuous setting is Z given by
Under fairly mild conditions, given in following proposition, Z is indeed an ELMD. For a proof we refer to Section 4.2 below. Many of the following conditions are based on the assumptions of Proposition 3.1. Let us shortly give the intuition behind our characterizations of (NFLVR) which we present below. Recalling the classical Girsanov theorem, by a locally equivalent change of probability measure, only the drift of X ⋆ can be influenced. Hence, since continuous local martingales with bounded variation are constant up to indistinguishability, a LELMM has to be a solution to the generalized martingale problem (0, σ, 0, x 0 , ∞). Conversely, a solution to the generalized martingale problem (0, σ, 0, x 0 , ∞) is an LELMM if it is locally equivalent to P, which holds true under mild deterministic conditions thanks to Proposition 4.1 below. A similar argumentation allows for a description of the set of ELMMs on finite time intervals.
Besides these characterizations of the sets of LELMM and ELMMs in terms of generalized martingale problems, we ask for classical characterizations in terms of the martingale property of the ELMD Z given by (3.1). For finite T , if Z is an (F o , P)-martingale, then we can define a probability measure Q by the RadonNikodym density Z T and the classical Girsanov theorem yields that Q is an ELMM on [0, T ]. In fact, the converse direction also holds true, which we deduce from Proposition 4.1 below.
On the infinite time horizon the situation is typically more delicate and one typically has to assume that the candidate density process is a uniformly integrable martingale. In our case, we benefit from the fact that the filtered space (Ω o , F o , F o + ) allows extensions of consistent families of probability measures, which implies that we may define a (locally) equivalent measures in the case where Z is only a martingale. Employing this fact and again the classical Girsanov theorem, one obtains that Z being an (F o , P)-martingale implies the existence of a LELMM. As on the finite time horizon, also the converse holds, i.e. if a LELMM exists, then Z is an (
To show all these claims we assume the following mild structural assumptions on the coefficients µ and σ. 
and that a −1 µ is bounded on bounded subsets of R d . (ii) Suppose that a −1 exists, a −1 µ is bounded on bounded subsets of H, and that σ is Lipschitz continuous on bounded subsets of H.
Note that the first part of (3.2) implies that a −1 exists. Part (i) of Condition 3.1 is related to the Engelbert-Schmidt conditions [24, 25] in the one-dimensional diffusion setting, i.e. for d = 1 the first part translates to a(x) > 0 for all x ∈ R, and the continuity of a implies a −1 ∈ L 1 loc (R). The first main result of this section is the following. 
where Z is given as in (3.1). In particular, if the generalized martingale problem (0, σ, 0, x 0 , ∞) has a solution, then |M 
are also true if (e k ) k∈K is no basis.
Next, we aim for deterministic conditions. In a one-dimensional diffusion setting such conditions are given by Mijatović and Urusov [67] . In Section 3.1.4 below we compare their results to ours. Let us draw the readers attention on a difficulty which arises on the way to deterministic conditions for the existence of arbitrage on the finite time horizon. In view of Theorem 3.2, (NFLVR) fails on [0, T ] if the generalized martingale problem (0, σ, 0, x 0 , T ) has no solution. Let us suppose that Q(τ ∆ < ∞) > 0, where Q ∈ IG(0, σ, 0, x 0 , τ ∆ −), then it is a priori not clear that Q(τ ∆ ≤ T ) > 0 for finite T . Hence, we can only conclude that (NFLVR) fails on the infinite time horizon, but not necessarily on any finite time interval. However, especially from an applications point of view, we are naturally interested in any finite time interval. In fact, under mild conditions on the diffusion coefficient, it was recently proven by Karatzas and Ruf [54] in the case where H ≡ R, that Q(τ ∆ < ∞) > 0 implies Q(τ ∆ ≤ T ) > 0 for all T > 0. This result was extended by Bruggeman and Ruf [5] to a more general one-dimensional diffusion setting. Employing a comparison argument and thereby reducing our multi-and infinite-dimensional case to one dimension, we use the result of Karatzas and Ruf to prove Proposition A.21 in Appendix A, which provides deterministic conditions for arbitrarily fast explosion. These deterministic conditions allow us to deduce the following corollary from Theorem 3.2. 
Conditions for (NGA).
To motivate this section, let us have a short look on the special situation where µ ≡ 0. In this case, P is already an ELMM and (NFLVR) and (NUPBR) hold. However, S might not be a true (F T , P)-martingale and (NGA) can fail. In other words, the financial market may still include a financial bubble which influences many folklore results. To be aware of the consequences of the existence of a financial bubble, it is important to know whether (NGA) holds or fails. The main result of this section is given by the following. 
Moreover, |M loc | ≤ 1, and
In particular, if for all n ∈ K the generalized martingale problems (0, σ, 0, x 0 , ∞) and (0, σ, σσ * e n , x, ∞) (resp. (0, σ, σσ * e n , x 0 , T ) and (0, σ, σσ * e n , x, T )) are wellposed, then |M loc | = 1 (resp. |M(T )| = 1), (LNGA) holds, (NGA) holds and no financial bubble exists on all finite time intervals (resp. on [0, T ]). Moreover, if the generalized martingale problem (0, σ, 0, x 0 , T ) has a solution, while for some n ∈ K the generalized martingale problem (0, σ, σσ * e n , x 0 , T ) has no solution, then (NFLVR) holds, while (NGA) fails on [0, T ]. In this case a financial bubble exists
For a proof we refer to Section 4.4 below. We now give explicit deterministic conditions, which are consequences of Theorem 3.5 and the explosion conditions given by Proposition A.21 in Appendix A. Corollary 3.6. Suppose that Condition 3.1 holds, and that σ is of linear growth, or that Condition A.2 in Appendix A holds with µ ∈ {0}.
(i) In addition, assume that either for all n ∈ K, σσ * e n is of linear growth, or that Condition A.2 in Appendix A holds with µ ∈ {σσ * e n , n ∈ K}, then |M loc | = 1, (LNGA) holds, (NGA) holds and no financial bubble exists on all finite time intervals.
(ii) In addition, assume that for some n ∈ K, Condition A.1 and (A.15) in Appendix A hold for µ ∈ {σσ * e n }, then for T > 0 large enough M(T ) = ∅, (NFLVR) holds, while (NGA) fails, and a financial bubble exists on [0, T ]. (iii) In addition, assume that for some n ∈ K, Condition A.1 holds, w 1/2 is locally of h-class, wv is locally Lipschitz continuous, (A.15) and (A.16) in Appendix A hold for µ ∈ {σσ * e n }, then for all T > 0, M(T ) = ∅, (NFLVR) holds, while (NGA) fails, and a financial bubble exists on [0, T ].
In the following section we restrict ourselves to a finite-dimensional setting.
3.1.3. The Influences of the Market Dimension. The number of assets in a market plays a crucial role for the decision whether (NFLVR) holds or fails. In this section we give an example for a financial market in which the dimensions of the sources of risk coincide, but depending on the number of assets, (NFLVR) holds, respectively fails.
Let us suppose that H = R d , the coefficient a is given by a ij ≡ a ⋆ 1 {i=j} , where
In the case d ≥ 3, by using v(z) = 
for ρ > 0 and |x| = ρ, and As we will see in the next section, in contrast to (NFLVR), the current assumptions do not imply that (NGA) holds for d = 1, 2. We can also give a condition such that (NFLVR) and (NGA) fail on arbitrarily small finite time intervals. Note that (3.8) indicates the influence of the dimension in (A.15). We now turn to the one-dimensional case.
3.1.4. The One-Dimensional Case. In the case H ≡ R we have already seen that (NFLVR) holds typically. Now, we give also very sharp conditions for (NGA). Let us furthermore stress that all conditions are considerably weaker than the classical exponential moment conditions of Novikov-type which are typically imposed to assure (NFLVR) in semimartingale settings, c.f. e.g. [33, 52, 76] .
Corollary 3.9. Suppose that a is continuous, and that (3.6) holds with a ⋆ replaced by a. If it holds that In this section we compare our one-dimensional results to those of Mijatović and Urusov [67] , who defined the discounted stock price S as an one-dimensional homogeneous diffusion with state space J ≡ (0, ∞). By posing ourselves in the setting of Pinsky [74] and modifying the definition of Ω ⋆ to be the space of all continuous functions α : [0, ∞) → J ∆ such that α t = ∆ for all t ≥ τ ∆ (α), we may identify the exit time from J with τ ∆ . Now, S is assumed to be a solution process to the SDE (0, σ, µ, S 0 , τ ∆ −), where S 0 ∈ J, and µ : J → R and σ : J → R are Borel functions which satisfy the Engelbert-Schmidt conditions [24, 25] , i.e.
These conditions imply the existence of S, c.f. for instance [55, Section 5.5] for precise statements. Let us restrict ourselves to the case where a.s. τ ∆ = ∞, and
We remark that this is a subset of the setting studied by Mijatović and Urusov. Under the current assumptions, their main results read as follows, where we denote I(x) = x.
(i) (NFLVR) holds on a finite time interval ⇐⇒ I/σ 2 ∈ L 1 (0+), i.e. I/σ 2 is not integrable on (0, x) for any x ∈ J.
(ii) (NGA) holds on a finite time interval
In our setting, Corollary 3.7 implies that the notion (NFLVR) is typically satisfied in dimension one. This is in contrast to the setting of Mijatović and Urusov where this is, even under the additional assumption of locally bounded or continuous coefficients, in general not true. The reason for this difference lies in the fact that in the setting of Mijatović and Urusov the SDE (0, σ, 0, S 0 , τ J −) must have a non-explosive solution. In our setting, we only need the well-posedness of generalized martingale problem (0, σ, 0, x, ∞) which is always true if σ is continuous and σ(x) = 0 for all x ∈ J. For (NGA) we provide the sufficient and necessary additional condition (3.9), c.f. Corollary 3.9, which is in the spirit of the additional condition in (ii).
The proof of Mijatović and Urusov is based on the concept of separating times, c.f. also [9, 68] . Let us shortly explain a related, but slightly different, derivation of (ii) above under the current assumptions without employing results on separating times. Note that
where Log denotes the stochastic logarithm. Assuming additionally that σ is continuous, an application of Proposition 4.1 below with µ ≡ 0 and c ≡ I −1 yields that
where the generalized martingale problem is well-posed for any initial condition thanks to [74 The main ingredients of proof are a stochastic Fubini theorem and Girsanov's theorem for cylindircal Brownian motion, which were also used in the first systematic study of no arbitrage conditions by Filipović [29] . One main assumption of Filipović is Novikov's condition, i.e.
Using classical salami tactics, c.f. e.g. [55, Corollary 3.5.14], this condition can for instance be checked in special cases when ζ is constant, c.f. e.g. [63, Proposition I.0.8]. However, allowing for a higher degree of generality, if at all possible, checking (3.11) requires a considerable amount of work. Theorem 3.10 states that the exponential moment condition (3.11) can be replaced by Lipschitz conditions which are typically already imposed to assure the existence of r. for all y ∈ H, and that P ∈ IG(0, σ, µ, x, τ ∆ −), and Q ∈ IG(0, σ, µ + σσ * c, x, τ ∆ −). For all F ⋆ -stopping times ρ and G ∈ F ⋆ ρ we have
Proofs of Main Results

Generalized Girsanov
In particular, if P(τ ∆ = ∞) = 1, then Z is an (F o , P)-martingale if and only if Q(τ ∆ = ∞) = 1.
Proof: Before we prove the proposition, let us note that Z is well-defined as a local (F ⋆ 
as a process in the ordinary sense. The claim concerning the martingale property of Z is an immediate consequence of the formula (4.1), since non-negative local martingales are supermartingales, and a supermartingale is a martingales if and only if it has constant expectation.
Let us prove the formula (4.1). We define the F ⋆ -stopping time
τn is a uniformly integrable (F ⋆ , P)-martingale due to Novikov's condition together with the assumption that c is bounded on bounded subsets of H. Hence, we may define the probability measure Q n by the Radon-Nikodym derivative dQ n = Z τn dP. The Girsanov theorem [ 
which concludes the proof.
We now pose ourselves in an S(P)DE setting.
Proposition 4.2. Let c : H → H be Borel and bounded on bounded subsets of H. Suppose that we are given a weak solution ((Ω, F, F, P); W ; X) to the S(P)DE (A, σ, µ, x 0 , τ ∆ −). Assume that the generalized martingale problem (A, σ, µ+σc, x, τ ∆ −) is well-posed for all x ∈ H, and denote the solution for x ≡ x 0 by Q. Then, for all F ⋆ -stopping times ρ and G ∈ F
In particular, if P(τ ∆ (X) = ∞) = 1, then Z is an (F, P)-martingale if and only if Q(τ ∆ = ∞) = 1.
Proof: By the same arguments as used in the proof of Proposition 4.1 we only have to establish the formula (4.3). Define the F-stopping time
and note that Z τn is an uniformly integrable (F, P)-martingale thanks to Novikov's condition. Defining Q n by the Radon-Nikodym derivative dQ n = Z τn dP, applying Girsanov's theorem for cylindrical Brownian motion, c.f. e.g. [13, Theorem 10.14] or [63, Proposition I.0.6], and rearranging yields that ((Ω, F , F, Q n ), W * , X), where
is a weak solution to the S(P)DE (A, σ, µ + σc, x 0 , τ n ). Thanks to Lemma A.10, Q n • X −1 ∈ IG(A, σ, µ + σc, x 0 , τ n ). Now, Proposition A.15 yields that
Hence, by an application of the optional sampling theorem, we obtain for all F ⋆ -stopping times ρ and G ∈ F
Let us now give three interesting consequences of these theorems. We believe that each of them has independent interest on its own.
Föllmer measures in Terms of Generalized Martingale Problems.
Let us stress that the first theorem has an interesting relation to the so-called Föllmer measure, c.f. [30, 73] , which has for instance important applications in potential theory, c.f. [30] . Definition 4.3. Let P and Q be two probability measure defined on (Ω ⋆ , F ⋆ ), let τ be an F ⋆ -stopping time, and let Z be a process defined on the stochastic interval
We call (Q, τ ) a Föllmer pair for (P, Z), if P(τ = ∞) = 1, and for all finite F ⋆ -stopping times ρ and G ∈ F ⋆ ρ we have
In this case, Q is called a Föllmer measure for (P, Z, τ ).
We now obtain the following immediate consequence of Proposition 4.1.
Corollary 4.4. Let c : H → H be Borel and bounded on bounded subsets of H.
Suppose that the generalized martingale problem (0, σ, µ+σσ * c, y, τ ∆ −) is well-posed for all y ∈ H, and that P ∈ IG(0, σ, µ, x, ∞), and Q ∈ IG(0, σ, µ + σσ * c, x, τ ∆ −), then (Q, τ ∆ ) is a Föllmer pair for (P, Z).
Deterministic Conditions for Martingale Properties.
Next we collect deterministic conditions for the martingale property of certain stochastic exponentials, which are immediate consequences of the Propositions 4.1 and 4.2 together with Lemma A.13 and Proposition A.21 in Appendix A. We believe that a collection of deterministic conditions is valuable from an applications point of view. In the one-dimensional diffussion setting related conditions where obtained by Hulley and Platen [38, 39] , Kotani [58] , and Mijatović and Urusov [68] . 
) which is locally equivalent to P (resp. equivalent to P on 
·∧T is a local (F T , Q)-martingale) and, in view of Lemma B.1 in Appendix B, we only have to show that Q and P are locally equivalent (resp. equivalent on F o T ). Since Condition 3.1 implies that for all x ∈ H the generalized martingale problem (0, σ, 0, x, τ ∆ −) is well-posed, c.f. Lemma A.13 in Appendix A, and we have Q(τ ∆ = ∞) = 1 (resp. Q(τ ∆ > T ) = 1), the local equivalence (resp. equivalence on F o T ) of P and Q follows immediately from Proposition 4.1 by setting c ≡ −a −1 µ, which is bounded on bounded subsets of H due to assumption.
The well-posedness of the generalized martingale problem (0, σ, 0, x, τ ∆− ) also implies that |M 
t+ for all t ∈ [0, ∞). In particular, Q and P are locally equivalent. Now, Girsanov's theorem [44, Theorem III.3.24] yields that Q ∈ IG(0, σ, 0, x 0 , ∞), where we again silently use Lemma B.2 in Appendix B. If Z T is an (F T , P)-martingale, then we may simply define a probability measure Q on (Ω o , F o ) by the Radon-Nikodym derivative dQ = Z T dP, and Girsanov's theorem yields that Q ∈ IG(0, σ, 0, x 0 , T ), again employing Lemma B.2 in Appendix B.
, then the first part of this theorem yields that IG(0, σ, 0, x 0 , ∞) = ∅ (resp. IG(0, σ, 0, x 0 , T ) = ∅), and Proposition 4.1 yields that Z is an (F o , P)-martingale (resp. (F T , P)-martingale). Therefore, we have proven (3.3) .
The remaining claims are immediate consequences. This concludes the proof.
4.4.
Proof of Theorem 3.5. We only have to prove (3.4) and (3.5), all succeeding claims follow readily.
In view of Theorem 3.2, for the implication =⇒ we have to show that if Q ∈ M loc (resp. Q ∈ M(T )), then for all n ∈ K the generalized martingale problem (0, σ, σσ * e n , x 0 , ∞) (resp. (0, σ, σσ * e n , x 0 , T )) has a solution. If σ is Lipschitz continuous on bounded subsets of H, so is σ * , and, since σ, σ * as Hilbert-Schmidt operators map bounded sets into bounded sets, also the compositions σσ * and σσ * e n are Lipschitz continuous on bounded subsets of H. Therefore, an inspection of Lemma A.13 in Appendix A and Condition 3.1 yields that for all x ∈ H the generalized martingale problem (0, σ, σσ * e n , x, τ ∆ −) is well-posed under our assumptions. An application of Proposition 4.1 with µ ≡ 0 and c ≡ e n yields that for Q ∈ IG(0, σ, σσ * e n , x, τ ∆ −) we have
We now prove the converse implication ⇐=. In view of Theorem 3.2, we only have to show that for all n ∈ K the process S n is an (F o , Q)-martingale (resp. (F T , Q)-martingale) for Q ∈ IG(0, σ, 0, x 0 , ∞) (resp. Q ∈ IG(0, σ, 0, x 0 , T )). Since, again thanks to Lemma A.13 in Appendix A, for all x ∈ H the generalized martingale problem IG(0, σ, σσ * e n , x, τ ∆ −) is well-posed, this follows immediately from Proposition 4.1.
4.5.
Proof of Theorem 3.10. For the first part of the proof we closely follow [29] .
where we used [13, Proposition 4.30] and the classical Fubini theorem. Now, employing the linear growth of ζ, which is implied by the assumption that ζ is Lipschitz continuous, and denoting the linear growth constant by K, we have
which is P-a.s. finite as r has P-a.s. paths in Ω o , and sup z∈[0,t] δ z is finite due to the Banach-Steinhaus theorem, c.f. e.g. [91, Theorem IV.21] . Hence, we may apply the stochastic Fubini theorem given by [90, Theorem 26 .1] to obtain Now, noting that log P (0, T ⋆ ) = −I T ⋆ r(0), we obtain
Therefore, we have
By the chain rule we obtain d dx
Now integrating yields
Therefore, by substituting α = F HJM ζ − ζλ, we obtain
where we set
Due to continuity in t, for fixed T ⋆ , this equality holds P-a.s. for all t ∈ [0, T ⋆ ]. If we find an equivalent probability measure Q on (Ω, F) such that (W * t ) t∈[0,T ] is a cylindrical (F, Q)-Brownian motion, then Q is an ELMM. Thanks to Girsanov's theorem for cylindrical Brownian motion, c.f. e.g. [13, Theorem 10.14] or [63, Proposition I.0.6], it suffices to show that (E · 0 λ(r s ), dW s t ) t∈[0,T ] is an (F, P)-martingale. In this case we may define Q by the Radon-Nikodym derivative dQ = E( · 0 λ(r s ), dW s ) T dP. The martingale property holds thanks Corollary 4.5, and the proof is finished.
Appendix A. Notations, S(P)DEs, and Generalized Martingale Problems
In this appendix we introduce notations and the important concepts of stochastic (partial) differential equations and generalized martingale problems. For a comprehensive treatment of infinite-dimensional stochastic analysis we refer to the monographs [13, 31, 63, 66] .
A.1. Notations. Throughout this article we will consider two real separable Hilbert spaces H and U. The first one will serve as the state space for the driver of our financial model, and the second will be the state space of the underlying noise. Let us emphasis that ·, · always denotes a scalar product, where we hope that the corresponding Hilbert space is obvious from the context, while the bracket process is denoted by [ 
A.2. Weak solutions to S(P)DEs and Generalized Martingale Problems.
In this section we introduce the concepts of stochastic (partial) differential equations (S(P)DEs) and generalized martingale problems. Moreover, we summarize the relation of both concepts. Throughout this section, let ξ and ρ be two F ⋆ -stopping times, and (ρ n ) n∈N be an increasing sequence of F ⋆ -stopping times such that ρ n ↑ ρ as n → ∞.
A.2.1. Weak Solutions to S(P)DEs. In this section we recall the concept of (analytically and probabilistically) weak solutions to S(P)DEs. Let us fix the following objects.
(i) A : D(A) ⊆ H → H is the infinitesimal generator of a C 0 -semigroup S on H.
(ii) µ : H → H is Borel and bounded on bounded subsets of H.
is Borel and bounded on bounded subsets of H.
is a filtered probability space which satisfies the usual conditions, i.e. F ′ is right-continuous and 
Consequently, in this case the stopped solution process X ·∧ξ(X) is a semimartingale and we speak of SDEs.
Definition A.5. We say that uniqueness holds for the S(P)DE (A, σ, µ, x 0 , ξ), if any two weak solutions
We say that the S(P)DE (A, σ, µ, x 0 , ξ) satisfies uniqueness up to equivalence, if for two solution processes X and Y which are defined on the same filtered space w.r.t. the same cylindrical Brownian motion it holds X ·∧ξ(X) = Y ·∧ξ(Y ) up to indistinguishability. We say that the S(P)DE (A, σ, µ, x 0 , ρ−) satisfies uniqueness, respectively uniqueness up to equivalence, if for all n ∈ N the S(P)DE (A, σ, µ, x 0 , ρ n ) satisfies uniqueness, respectively uniqueness up to equivalence.
is a local (F ⋆ , P)-martingale. We say the generalized martingale problem has a unique solution, if all solutions coincide on F ⋆ ξ . In the same spirit as for S(P)DEs, we call a probability measure P on (Ω ⋆ , F ⋆ ) a solution to the generalized martingale problem (A, σ, µ, x 0 , ρ−), if for all n ∈ N the probability measure P solves the generalized martingale problem (A, σ, µ, x 0 , ρ n ). We say that this generalized martingale problem satisfies uniqueness, if all solutions coincide on F ⋆ ρ− . If there exists a unique solution, we call the generalized martingale problem well-posed. Moreover, we denote the set of solutions IG(A, σ, µ, x 0 , ξ), respectively IG(A, σ, µ, x 0 , ρ−).
Remark A.9. A solution to the generalized martingale problem (A, σ, µ, x 0 , ξ) can be seen as a probability measure on (Ω o , F o ). If for a solution Q to the generalized martingale problem (A, σ, µ, x 0 , ρ−) we have Q(ρ = ∞) = 1, we may also consider it to be a probability measure on (Ω o , F o ) and as a solution to the generalized martingale problem (A, σ, µ, x 0 , ∞).
Let W be the canonical path space for a cylindrical Brownian motion, which may be equipped with a metric turning it into a separable Banach space, and hence a Polish space, c.f. [85, pp. 358] or [32] for the details. The following classical Yamada-Watanabe result can be shown similarly to the finite-dimensional case, c.f. also [61, 70, 78] .
Lemma A.11. If the S(P)DE (A, σ, µ, x 0 , ξ) satisfies uniqueness up to equivalence, then it also satisfies uniqueness. In particular, there exists a Borel function F : W → Ω o such that for any cylindrical Brownian motion W , F (W ) is a solution process to the S(P)DE (A, σ, µ, x 0 , ξ).
Proof: We sketch the classical proof. Let W be the unique probability measure on (W, B(W)) which turns the coordinate process into a cylindrical Brownian motion, c.f. e.g. [85, Theorem 8.6.6] . Furthermore, denote by (B(W) t ) t∈[0,∞) the natural filtration of the coordinate process on (W, B(W)). Set
, 2 be two weak solutions to the S(P)DE (A, σ, µ, x 0 , ξ). Since we are working with Polish spaces equipped with its topological Borel σ-fields, there exist two regular conditional probabilities P i such that
c.f. e.g. [85, Theorem 9.2.1]. Now, set
With a little abuse of notation we denote by (Ω, F , F ≡ (F t ) t∈[0,∞) , P) also the Paugmentation of (Ω, F , F, P), and W t (x, y, z) ≡ z t for t ∈ [0, ∞ [78, pp. 253] . We conclude that X and Y are two solution processes to the S(P)DE (A, σ, µ, x 0 , ξ). Moreover, thanks to the construction of P and the assumption of uniqueness up to equivalence, X and Y are P-indistinguishable. Therefore, we obtain for all
i.e. the S(P)DE (A, σ, µ, x 0 , ξ) satisfies uniqueness thanks to Remark A.6. Let us finish the proof by sketching the argument to establish the existence of F as claimed in the lemma. First, note that
This implies that there exists a W-null set N ∈ B(W) such that for all z ∈ ∁N we have
and z ∈ ∁N . Here, ε x denotes the Dirac measure on x. We extend F in the trivial manner to W. It only remains to establish that z → F (z) is Borel, since then
Hence, since the map z → P i (·, z) is Borel, so is the map z → F (z). This concludes the proof.
If ρ is given by τ ∆ we always assume that ρ n ≡ τ ⋆ n , c.f. Lemma A.1. Lemma A.12. Suppose that the S(P)DE (A, σ, µ, x 0 , τ ∆ −) satisfies uniqueness up to equivalence, then the generalized martingale problem (A, σ, µ, x 0 , τ ∆ −) satisfies uniqueness. If furthermore there exists Q ∈ IG(A, σ, µ, x 0 , τ ∆ −), then the S(P)DE (A, σ, µ, x 0 , τ ∆ −) has a weak solution so that the law of the solution process is given by Q. Moreover, the solution process may be realized on any filtered probability space which satisfies the usual conditions and supports a cylindrical Brownian motion.
Proof: The claim that the generalized martingale problem (A, σ, µ, x 0 , τ ∆ −) satisfies uniqueness follows from the Lemmata A.7 and A.11.
Suppose now Q ∈ IG(A, σ, µ, x 0 , τ ∆− ). Since the S(P)DE (A, σ, µ, x 0 , ρ n ) satisfies uniqueness up to equivalence, thanks to Lemma A.11 for each n ∈ N we find a Borel function F n : W → Ω o such that ((Ω,F ,F,P); W ; F n (W )) is a weak solution to the S(P)DE (A, σ, µ, x 0 , ρ n ), whenever (Ω,F,F,P) satisfies the usual conditions and supports the cylindrical Brownian motion W . Set
∆, otherwise, with ρ 0 ≡ 0. The uniqueness up to equivalence yields that for all k ≤ n 
, and alsoP-a.s. ρ n (F (W )) = ρ n (F n (W )). Clearly, F (W ) has paths in Ω ⋆ , and ((Ω,F ,F,P); W ; F (W )) is a weak solution to the S(P)DE (A, σ, µ, x 0 , τ ∆ −). This concludes the proof.
A.2.3. Explicit Conditions for Existence and Uniqueness. In the following lemma we give some conditions which imply existence and uniqueness of weak solutions to S(P)DEs and of solutions to generalized martingale problems. Let us denote a ≡ σσ * .
Lemma A.13. , where we note that nothing has to be changed when exchanging the trace class Brownian motion considered in [88] by the cylindrical Brownian motion used in this article.
Remark A.14. In the case (i) of Lemma A.13 it even holds that the unique solution to the generalized martingale problem (0, σ, µ, x 0 , τ ∆ −) is supported on the set of continuous functions α : [0, ∞) → R d ∆ such that α t = ∆ for all t ≥ τ ∆ (α), c.f. the monograph of Pinsky [74] .
We realize the weak solution on the enlargement of (Ω ⋆ , F ⋆ , F ⋆ ψ , Q) using the onedimensional Brownian motion W . We denote the solution process by X. Thanks again to our assumptions that w 1/2 is locally of h-class, and wv is locally Lipschitz continuous, it only remains to localize Le Gall's argument for the comparison result of Yamada [92] and Ikeda and Watanabe [40, 41] The following proposition can be seen as a multidimensional Feller test for explosion, c.f. [27, 41, 55, 65, 74] . Essentially, it goes back to Khas'minskii [57] who stated it in his supplement without proof. A rigorous derivation of his condition in a finite-dimensional case can be found in [41, 65, 74, 86] .
Besides the Feller-type explosion conditions, also linear growth conditions imply that a generalized martingale problem does not explode. These have advantages and disadvantages. On one hand, linear growth conditions are typically easy to verify. However, on the other hand, these conditions do not capture the dependence of dimension, and the interaction between the drift coefficient µ and the diffusion coefficient σ. = u(n)E Q e −ρn 1 {ρn<ρ} + E Q e −ρ 1 {ρ<ρn} .
If Q(τ ∆ = ∞) = 1, by letting n → ∞, we may deduce that u(z) ≤ 1, which is a contradiction. Hence, we conclude that Q(τ ∆ < ∞) > 0, which is the first part of (i).
Let us now focus on the second part of (i). Note that the Feller test for explosion, c.f. the proof of [74, Theorem 5.1.5], yields that P-a.s. Let P be a probability measure on a measurable space (Ω, G). Proof: In all three cases we can choose (inf(t ∈ [0, ∞) : |Y t | ≥ n) ∧ n) n∈N to be localizing sequence consisting of G o -stopping times. Hence, it suffices to show that the following are equivalent.
(i) Y is a (G o , P)-martingale. (ii) Y is a (G, P)-martingale.
(iii) Y is a (G P , P)-martingale.
The implications (iii) =⇒ (ii) =⇒ (i) follow from the tower rule, and the implication (i) =⇒ (iii) is given by [79, Lemma II.67.19] . This concludes the proof.
