Abstract. The set of all positive selfadjoint extensions of a positive operator T (which is not assumed to be densely defined) is described with the help of the partial order which is relevant to the theory of quadratic forms. This enables us to improve and extend a result of M. G. Krein to the case of not necessarily densely defined operators T .
1.
In the present paper we continue our investigations of the extension problem we started in [19] (see [1] for the case of closed positive operators and [16, 17, 21] for the case of bounded positive operators; see also [12, 6, 5, 13, 14, 2, 20, 18, 3, 4] for related papers). Our aim is to describe the set of all positive selfadjoint extensions of a given positive operator (not necessarily densely defined) using the language of If A is a densely defined operator in H, then its adjoint is denoted by A * . A densely defined operator A in H is called selfadjoint if A = A * . We write B(H) for the C * -algebra of all bounded operators in H whose domains are equal to H. An operator A in H is said to be positive if Ah, h 0 for all h ∈ D(A) (we do not assume A to be densely defined). Positive operators may not be closable. If A is a positive selfadjoint operator in H, then there exists a unique positive selfadjoint operator X in H solving the equation A = X 2 (cf. [11, 7] ); such X is usually denoted by A 1/2 . If A and B are positive selfadjoint operators in H which satisfy the condition 
−1 for all real x < 0 or equivalently for some real x < 0 (cf. [11, page 330, Theorem 2.21]). For more details on this subject we refer the reader to [11] or [23] .
2.
Given a positive operator T in H, we define
It may happen that Ext(T ) is an empty set and D * [T ] is not dense in H (see [20] for explicit examples illustrating this phenomenon). We now list some basic properties of the function 
is a closed positive quadratic form 2 in H.
Proof. The proof of 1 and 2 is straightforward. It follows from 2 that
Since the reverse inequality is obvious, the proof of 3 is complete.
, which yields h = 0. Hence T is closable.
5 Applying the Schwarz inequality to the positive definite sesquilinear form
Since the operator T is positive, the set N T = {g ∈ D(T ): T g, g = 0} is a linear subspace of D(T ), and the formula
defines an inner product on the quotient linear space D(T )/N T . Denote by H T the completion of D(T )/N T with respect to the so-defined inner product (this construction appears in [19]). It is now a matter of routine to show that a vector f ∈ H belongs to D * [T ] if and only if there exists a continuous linear functional
This in turn, by the Riesz representation theorem applied to the functional ξ f , is equivalent to the existence of a (unique) vector T f ∈ H T such that
It follows from (4) and (5) that
In turn, (6) leads to
which shows that t T is a positive quadratic form in H. To prove its closedness, take a sequence
This implies that f ∈ D(t T ) and T f = h. Thus, by (7),
This means that the form t T is closed.
3.
The following theorem is a recapitulation of [19, Theorem 1 and Corollary 3] . In view of Proposition 1, Theorem 2 can also be deduced from [1, Theorem 1 and Corollary 1], where closed positive operators are considered. For the reader's convenience, we sketch the proof of Theorem 2, focusing our attention on the last part of the conclusion (see [13, 14] for other variants of the proof). 
A sketch of the proof (see [19] for more details). Assume that Ext(T ) is nonempty. Then there exists a complex Hilbert space K and a linear mapping Q : 
This, the definition of V * and (11) yield
, we conclude that T N satisfies the conditions (8) and (9) .
The uniqueness of T N satisfying (8) and (9) is a direct consequence of (1).
If the operator T is densely defined, then the operator T N defined in Theorem 2 is called the Krein-von Neumann extension of T (cf. [24, 12]). Note that if S is a positive selfadjoint operator in H, then Ext(S) = {S}. Thus Theorem 2 yields
4.
In this section we give an example of the application of Theorem 2.
Corollary 3. Suppose T is a positive operator in H and Ext(T ) is nonempty. Then there exists a net {S σ } σ∈Σ ⊆ B(H) such that
Before proving Corollary 3, we formulate a useful lemma which is of independent interest (compare with [1, Corollary 3]; see also [12] ).
Lemma 4. Suppose T is a positive operator in H and Ext(T ) is nonempty. If
dim D(T ) < ∞, then (a) T N ∈ B(H), (b) R(T N ) = R(T ), (c) dim R(T N ) = dim D(T ) − dim D(T ) ∩ R(T ) ⊥ dim D(T ).
Proof. It follows from dim D(T ) < ∞ that dim R(T ) < ∞ and R(T ) is a closed linear subspace of H. By [18, Theorem 2(v)], we have N(T N ) = R(T )
⊥ . Since the kernel of any selfadjoint operator reduces it, we obtain
where A ∈ B(R(T )) is positive and N(A) = {0}. The injectivity of A and dim R(T ) < ∞ imply that R(A) = R(T ). This and (14) . The interested reader is referred to the monograph [22] in which Stone worked out a different procedure for approximating a symmetric operator in an infinite-dimensional separable Hilbert space by a sequence of bounded selfadjoint operators; this approximation procedure enabled him to solve the extension problem in the case of densely defined semi-bounded operators (cf. [22, Theorems 5.1 and 9.21]).
5.
The ensuing theorem is the main result of the paper.
Theorem 6. Suppose T is a positive operator in H and R ∈ Ext(T ).
If S is a positive selfadjoint operator in H satisfying the following three conditions:
Proof. Define the map γ :
According to (iii), γ is a semi-inner product. By (i), (ii), (iii) and T ⊆ R, we have
which gives us
This and the Schwarz inequality applied to the semi-inner product γ leads to
which, together with T ⊆ R, yields
Exploiting the fact that the operator S 1/2 is selfadjoint, we obtain
This combined with (16) gives us the inclusion D(T ) ⊆ D(S).
By the density of D(S 1/2 ) in H, we deduce from (15) that Sg = T g for all g ∈ D(T ), which completes the proof.
Corollary 7. Suppose T is a positive operator in H and Ext(T ) is nonempty. A positive selfadjoint operator S in H extends T if and only if the following three conditions hold:
Proof. In view of Theorem 2, it is enough to show that conditions (i), (ii) and (iii) imply T ⊆ S. However this is a direct consequence of Theorem 6.
Notice that Theorem 6 can be inferred form Theorem 2 and Corollary 7.
6.
Our next aim is to translate Corollary 7 into the language of quadratic forms. Given a positive selfadjoint operator S in H, we attach to it the closed densely defined positive quadratic form t S in H via
In view of (13), the above definition agrees with the one given in (2) 
Proof. Since t T ≺ t implies D(t T ) = H, Corollary 8 follows from Theorem 2 and Corollary 7.
7.
M. G. Krein gave a complete characterization of the class Ext(T ) in the case in which T is densely defined (cf. [12, 15] ; see also [6, 3, 4] for further investigation in this direction). The next theorem extends this characterization to the case in which T is not assumed to be densely defined.
Theorem 9. Let T be a positive operator in H. If R, Q ∈ Ext(T ) and S is a positive selfadjoint operator in H such that R ≺ S ≺ Q, then S ∈ Ext(T ).
Proof. Since
and
we can apply Theorem 6 to complete the proof.
The ensuing corollary is a consequence of Theorems 2 and 9. On the other hand, Theorem 9 follows from Theorem 2 and Corollary 10. If T is a densely defined positive operator in H, then Ext(T ) is nonempty and there exists the largest member T F of Ext(T ) with respect to the partial order ≺. T F is called the Friedrichs extension of T (cf. [9, 8, 11, 23] ; see also [15] for historical comments). We conclude this paper with a result which is due to M. G. Krein [12] . It is an immediate consequence of Corollary 10. 
