Dualities of locally compact modules over the rationals  by Dikranjan, Dikran & Milan, Chiara
Journal of Algebra 256 (2002) 433–466
www.academicpress.com
Dualities of locally compact modules
over the rationals ✩
Dikran Dikranjan a,∗ and Chiara Milan b
a Dipartimento di Matematica e Informatica, Università di Udine, Via delle Scienze 206,
33100 Udine, Italy
b Dipartimento di Matematica “U. Dini”, Università di Firenze, Viale Morgagni 67/A,
50134 Firenze, Italy
Received 20 May 2001
Communicated by Kent R. Fuller
Dedicated to Adalberto Orsatti on his 65th birthday
Abstract
The concept of continuity of a duality (i.e., involutive contravariant endofunctor) of
the category LR of locally compact modules over a discrete commutative ring R, was
introduced by Prodanov. Orsatti and the first-named author proved that the category LR
admits discontinuous dualities when R is a large field of characteristic zero. We prove that
all dualities of LR are continuous when R = Q is the discrete field of rationals numbers,
while this fails to be true for the discrete fields R and C of the real and of the complex
numbers, respectively. More generally, we describe the finitely closed subcategories L of
LQ such that all dualities of L are continuous. All dualities of such a category L turn out
to be naturally equivalent to the Pontryagin duality. This property extends to R and C. The
continuity of all dualities of LQ is related to the fact that the adele ring AQ of the rationals
has no ring automorphisms beyond the identity.
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1. Introduction
Let R be a locally compact commutative ring with unit and let LR be the
category of locally compact topological unitary R-modules. Following [15] we
call duality of LR a contravariant functor # :LR → LR such that # ◦ # is naturally
equivalent to the identity of LR and (rf )# = rf # for every morphism f :X→ Y
in LR and r ∈ R (where, as usual, rf is the morphism X → Y defined by
(rf )(x) = rf (x)). The classical example is the Pontryagin duality defined by
X → X∗ := ChomZ(X,T), where X ∈ LR,T = R/Z is the unit circle group
in additive notation and X∗ carries the natural structure of R-module and the
compact-open topology.
Roeder [17] proved that the Pontryagin duality is the unique duality of the
category LZ of locally compact abelian groups. Prodanov, unaware of this fact,
obtained much more general results and raised the question how many dualities
can carry LR , and in particular, when the Pontryagin duality is the unique duality
of LR [15,16]. Uniqueness of the Pontryagin duality in the case of a compact
commutative ring R was established by Stoyanov [19]. Gregorio and Orsatti
[6,8] extended this result to the general case of a compact (not necessarily
commutative) ring R.
From now on R will be always equipped with the discrete topology. Now
uniqueness may fail. Let CR (respectively DR) denote the full subcategory of
LR with objects all compact (respectively discrete) modules. Then every dual-
ity # :LR → LR preserves exact sequences and sends CR to DR . Moreover, the
compact module T = R# (the torus of the duality #) is an injective cogenerator
of CR with ChomR(T ,T )∼=R canonically. Vice versa, for every compact cogen-
erator T of CR with ChomR(T ,T ) ∼= R, the functor X → ∆T (X) is a duality
where, for every X ∈ LR, ∆T (X) is the module ChomR(X,T ) of continuous
R-module homomorphisms equipped with the compact-open topology. The nat-
ural equivalence ω : 1LR → ∆T∆T is defined by the evaluation homomorphism
ωX :X→ ∆T (∆T (X)) (i.e., for x ∈ X and χ ∈ ∆T (X),ωX(x)(χ) = χ(x)). In
other words, these two properties characterize the tori of dualities, so that in the
sequel we call torus any compact cogenerator T of CR with ChomR(T ,T ) ∼= R
[2,16].
In general, for every duality # :LR → LR the module X# is algebraically
isomorphic to ∆T (X) for every X ∈ LR (such a natural isomorphism can be
obtained adapting the original construction of Morita [11,13,16]). The duality
# is called continuous if for each X this isomorphism is also topological
(i.e., the dualities X → ∆T (X) are continuous), otherwise # is discontinuous
(an equivalent definition will be given below). Thus, continuous dualities
are classified by their tori, hence by means of their discrete duals. Namely,
the projective finitely generated R-modules V with EndR(V ) ∼= R, i.e., the
continuous dualities can be classified through the Picard group Pic(R) of R.
In particular, the unique continuous duality on LR is the Pontryagin duality if
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and only if Pic(R) = 0 [2, Theorem 5.17]. Prodanov proved that every duality
on LZ is continuous which, in view of Pic(Z) = 0, gives immediately Roeder’s
result [15], [3, Section 3.4]. This was extended to algebraic number rings R in
[1] as follows: all dualities on LR are continuous when R is a totally real ring
of algebraic numbers (i.e., all conjugates of the elements of R are real), while
discontinuous dualities exist for the ring R = Z[i] of Gauss integers.
It is more convenient to introduce an equivalent definition of continuity
that involves only the torus of a duality. Indeed, for a duality # :LR → LR
the isomorphism X# ∼= ∆T (X) allows to consider the elements of X# as
continuous homomorphisms X → T (characters), but the topology of X#
need not be the compact-open one [2, Proposition 4.2]. Then there exists a
(not necessarily continuous) automorphism κ :T → T , such that the natural
equivalence E : 1LR → # ◦ # satisfies EX(x)= κ ◦ ωX(x) for every X ∈ LR and
x ∈X [2, Theorem 4.4]. Moreover, κ2 :T → T is a topological isomorphism, so
a multiplication by an invertible element r ∈ R. For this reason κ is called the
involution of #. The duality # is (dis)continuous when κ is (dis)continuous. The
torus T and the involution κ determine the duality # up to natural equivalence;
the question which involutions of a torus T are involutions of a duality with torus
T is highly non-trivial [2]. Here we give a complete answer for R =Q,R, and C
making use of an appropriate simultaneous “parameterization” of involutions of
the torus and subcategories of LR (Theorems 1.11, 5.2).
Let L0R be the full subcategory of LR with objects all modules having
a compact open submodule. This subcategory contains the subcategories CR and
DR and every duality # :LR → LR sends L0R to L0R . This permits us to consider
the restriction of # to L0R as a duality of L0R . On the other hand, since both
LR and DR are contained in L0R , we can associate to each duality # of L0R
a torus and an involution as we did for LR and speak of (dis)continuity of #.
Then a compact module T is a torus in L0R if and only if it is a torus in LR .
Prodanov proved that L0R has always discontinuous dualities. Since LZ does not
admit discontinuous dualities, we see in this way that dualities of L0
Z
need not be
extendible to dualities of the whole LZ. Orsatti and the first-named author noticed
that LR = L0R for a field R of cardinality > c and char(R) = 0, hence one gets
examples of discontinuous dualities [2, Theorem 10.2].
Motivated by this result we study in this paper the dualities of the category LQ
when R =Q is the smallest field with char(R)= 0 and consequently the category
LQ is the largest possible (containing all other categories LR with R a field with
char(R) = 0). We also choose to consider the cases R = R and R = C to taste
the limits of the cardinality restraint |R| > c. For R = Q the situation changes
substantially: here all dualities are continuous (cf. Theorem 1.5), whereas for
R =R,C discontinuous dualities are available even if LR = L0R (Theorem 1.13).
More details about the main results of the paper are described in Sections 1.1–1.2,
the proofs are given in Sections 2–5.
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Continuous dualities in the non-commutative context were studied by Menini
and Orsatti [11] and Gregorio [7]. For a categorical treatment of the question see
[5]. In both cases non-involutive dualities are considered.
1.1. Notation and terminology
We denote by N and P the sets of positive naturals and primes, respectively;
by Z the integers, by Q the rationals, by R the reals, by C the complex numbers,
by Zp the ring of p-adic integers and by Qp the field of p-adic numbers (p ∈ P).
The (compact) Pontryagin dual Q∗ of the discrete group Q is denoted by K.
If R is a commutative ring, X an R-module and r ∈ R, then we denote by
mXr :X → X the multiplication by r . When no confusion is possible we write
simply mr .
For a set π of prime numbers we denote by Sπ the divisible hull of
∏
p∈π Zp
equipped with the group topology that makes
∏
p∈π Zp an open subgroup of Sπ
(actually, Sπ becomes a locally compact Q-algebra). In particular, SP will be
abbreviated simply to S.
We denote byL the arc component of zero inK (it will be proved in Section 2.1
that L coincides with the trace of R in K, so that L carries a natural structure of
an abstract R-module).
Let G be an abelian topological group. We denote by c(G) the connected
component of G. For p ∈ P an element x ∈ G is quasi-p-torsion if either the
cyclic subgroup 〈x〉 of G generated by x is a finite p-group or 〈x〉, when endowed
with the induced topology, is isomorphic to Z equipped with the p-adic topology
([18], see also [3, Chapter 4]). The subset of quasi-p-torsion elements of G is
a subgroup and is denoted by tdp(G). We denote by td(G) the subgroup of G
consisting of all elements x such that either x is torsion or the induced topology
of 〈x〉 is non-discrete and linear (i.e., has a local base at 0 consisting of open
subgroups of 〈x〉). For X ∈ LQ, the subgroups td(X) and tdp(X) are functorial
Q-submodules [3, Proposition 4.1.2].
1.2. The structure of the modules in LQ and finitely closed subcategories of LQ
The structure of a module X ∈LQ is described as follows:
Theorem 1.1. For X ∈ LQ there exist integers n,np ∈N ( for p ∈ P) and cardinal
numbers α,β such that
X ∼=Rn ×Kα ×Q(β)×X0, (1)
where X0 is a closed submodule of X having a compact open essential subgroup
K isomorphic to
∏
p∈PZ
np
p . Under this identification,
(a) Kα is the biggest compact Q-submodule of X,
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(b) c(X)=Rn ×Kα ,
(c) the closure of td(X) coincides with Kα ×X0.
Since |Rn×X0| c, Theorem 1.1 immediately yields LR = L0R for every field
R with char (R)= 0 and |R|> c [2, Theorem 11.1(a)].
Obviously, the cardinals α,β and the integers n,np determine the module
X up to isomorphism. The topological properties (a)–(c) guarantee uniqueness
of the factors Kα , Rn × Kα , and Kα × X0 in the decomposition (1). As a
consequence, also the factor Rn × Kα × X0 is uniquely determined as a sum
of c(X) and the closure of td(X) (note that this is also the largest submodule
of X with no proper open submodules). None of the remaining factors has this
uniqueness property. One of the factors destroying uniqueness is Kα . Indeed,
consider a module X of the form X = X1 ×Kα with α = 0, 0 = X1 ∈ LR , and
α(X1) = 0. For every continuous homomorphism f :X1 → Kα,X decomposes
also as X =X2 ×Kα , where X2 ∼=X1 is a closed submodule of X and X2 =X1
whenever f = 0. Moreover, the product topologies on X1 × Kα and X2 × Kα
coincide (cf. Lemma 2.5). Since such an f always exists when α = 0 and X1 = 0,
the decomposition X = X1 ×Kα is never uniquely determined. In particular, to
see that the first factor, the third one and the last one in the decomposition (1)
are not uniquely determined, it suffices to take, e.g., X1 =R,Q,D(Zp). Arguing
as above, one can show that also the factor Q(β) destroys uniqueness, namely,
a decomposition of the form X = X1 × Q(β), with β = 0, 0 = X1 ∈ LR , and
β(X1)= 0 is not uniquely determined (in such a case, it suffices to exploit non-
zero continuous homomorphisms f :Q(β)→X1).
Finally, the factor Rn ×X0 is a maximal submodule of X that has no proper
open submodules and no compact submodules beyond {0}, but it is not determined
by this property as a submodule of X when α(X) = 0. Furthermore, X0 has
the additional property to be totally disconnected and non-discrete. Again, these
properties do not uniquely determine X0 as a submodule of X when α(X) = 0.
The proof of Theorem 1.1 will be given in Section 2.2 after a detailed
description of the topological group structure of K. In order to do that, we
recall that there exists a topological group embedding ι :
∏
p∈PZp →K such that
K/H ∼= T, where H = Im(ι) (cf. also [3, Proposition 3.6.2]). The embedding ι
will be fixed throughout the paper. Therefore, we fix also the closed subgroup H
of K, along with the subgroupsHπ = ι(∏p∈π Zp) for every π ⊆ P. In particular,
we set Hp = ι(Zp) for every p ∈ P. We give more details about the embedding ι
and its relation with the arc component L of K in Section 2.1.
Definition 1.2. A full subcategory L of LQ containing L0Q is finitely closed if it
is closed with respect to isomorphisms, taking quotients (with respect to closed
submodules), finite products and closed sub-modules.
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Example 1.3. (i) The subcategory Lcon
Q
of LQ consisting of all modules X ∈ LQ
with np(X) = 0 for every p ∈ P, is finitely closed. Equivalently, these are the
modules of the form X ∼=Rn×Kα ×Q(β), i.e., the connected component of X is
open.
(ii) For every subset π ⊆ P the subcategory L(π)
Q
of LQ consisting of all
modules X ∈ LQ, with n(X) = 0 and np(X)= 0 for every p ∈ P\π , is a finitely
closed subcategory of LQ such that R /∈ L(π)Q . The assignment π → L(π)Q is
monotone and Qp ∈ L(π)Q if and only if p ∈ π . In particular, L(∅)Q = L0Q and for
p ∈ P, the category L({p})
Q
is minimal among the finitely closed subcategories
of LQ containing properly L0Q but not containing the Q-module R. If π ⊆ P is
finite, L(π)
Q
coincides with the finitely closed subcategory of L0
Q
generated by all
Qp with p ∈ π . If π is infinite, this is not true.
A complete description of the finitely closed subcategories of LQ is given in
Section 4.1.
1.3. Dualities of finitely closed subcategories of LQ and their extensions
Since Pic(Q) = 0,K is the only possible torus of a duality of LQ, hence the
Pontryagin duality is the unique continuous duality of LQ (cf. the introduction).
For every X ∈ LQ, we identify the Pontryagin dual X∗ with ∆K(X) via the
canonical isomorphism X∗ ∼= ChomQ(X,K). In particular, from now on, we omit
the subscript and write simply ∆(X).
Let L be a finitely closed subcategory of LQ and let # be a contravariant
involutive functor # :L→ L. Arguing as in [3, Proposition 3.4.7] one can easily
prove additivity of #. This automatically yields the axiom (rf )# = rf # for r ∈Q
and every homomorphism f in L. This allows for a representation of the functor
# as in [2, Sections 4.1–4.3], i.e., for every X ∈ L, the dual X# coincides as an
abstract module with the module ∆(X), but the topology on X# need not be the
compact-open one. From now on we call such a functor # :L→ L a duality of L.
It will be shown in Section 4.2 that the Pontryagin duality ∆ sends L to itself,
so it defines a duality of L which for brevity will be still denoted by ∆.
Since every finitely closed subcategory L of LQ contains L0Q, one can prove
(arguing as in the case of LQ) that if # :L→ L is a duality, then there exists an
automorphism κ :K→ K such that for the natural equivalence E : 1L → # ◦ #,
for every X ∈ L, x ∈ X, and χ ∈ X#, one has EX(x)(χ) = κ(χ(x)), i.e.,
EX(x)= κ ◦ωX(x) (so that κ ◦χ ∈∆(X#) for every χ ∈∆(X)). Moreover, κ2 is a
topological automorphism ofK (i.e., the multiplication by some non zero rational
number). We say that # is (dis)continuous if and only if κ is (dis)continuous.
This motivates the following definition.
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Definition 1.4. We call involution of K any (not necessarily continuous)
automorphism κ :K→ K such that κ2 is continuous, i.e., κ2 coincides with the
multiplication mKs by some non-zero rational s ∈Q.
The next theorem classifies the finitely closed subcategories of LQ that admit
discontinuous dualities.
Theorem 1.5. A finitely closed subcategoryL of LQ does not admit discontinuous
dualities if and only if R× S ∈ L.
According to Theorem 1.5, the smallest finitely closed subcategoryL(∞) ofLQ
having only continuous dualities is the one generated by R× S (clearly, a module
X as in (1) belongs to L(∞) if and only if the sequence (np)p∈P is bounded). In
particular, we have the following corollary.
Corollary 1.6. There exist discontinuous dualities on Lcon
Q
and on L(π)
Q
for every
π ⊆ P.
Now we see that the discontinuous dualities (e.g., as in Corollary 1.6) do not
add essentially new dualities beyond the Pontryagin duality:
Theorem 1.7. Every finitely closed subcategory L of LQ admits a unique, up to
natural equivalence, duality (namely the Pontryagin duality).
The proof of this theorem (given in Section 5.1) is based on specific properties
of LQ. We do not know whether this remains true in general.
Question 1.8. Let R be a commutative ring. Is every duality of LR naturally
equivalent to a continuous one? Is this true when R is a PID?
The discontinuous duality of LZ[i] produced in [1] is easily seen to be naturally
equivalent to a continuous one (namely, the Pontryagin duality as Pic(Z[i])= 0).
Theorem 1.5 will be proved in Section 5.1. Its proof is based on a technique
of building discontinuous dualities developed in Theorem 1.11 (see below infra).
More precisely, after introducing appropriate invariants of the involutions κ of K
and of the finitely closed subcategories L of LQ (cf. Definition 1.9), it is possible
to prove that the above theorems are particular cases of a more general result
characterizing the involutions κ :K→ K that correspond to some duality # of
a finitely closed subcategory L of LQ.
Definition 1.9. For a module X ∈ LQ the support of X is the set supp(X) :=
{p ∈ P: np(X) > 0}.
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(a) For a finitely closed subcategory L of LQ set I(L) := {supp(X): X ∈ L}.
(b) For an involution κ of K set I(κ) := {π ⊆ P: κ |Hπ is continuous}.
Then both I(L) and I(κ) are ideals of the Boolean algebra 2P = P(P) of all
subsets of P (see Corollary 3.2 for the proof of the fact that I(κ) is an ideal).
Conversely, to an ideal I of 2P assign the finitely closed subcategory X(I)
consisting of all modules X ∈ LQ such that supp(X) ∈ I and n(X) = 0. It easily
follows that X(
⋂
λ∈Λ Iλ)=
⋂
λ∈ΛX(Iλ) for every family of ideals {Iλ}λ∈Λ of 2P.
Moreover, the inclusion L ⊆ X(I(L)) holds precisely for those finitely closed
subcategories L not-containing the module R. Otherwise, L is contained in the
finitely closed subcategory of LQ generated by R and X(I(L)). To unify these
two cases, we give the following definition.
Definition 1.10. For every finitely closed subcategory L of LQ, the finitely closed
subcategory sat(L) generated by L and X(I(L)) will be called the saturation
of L. We call L saturated if L= sat(L).
It easily follows that L(∞) is non-saturated (in fact, sat(L(∞)) = LQ), while
L(π) is saturated with ideal I(L(π))= (π), i.e., the principal ideal of 2P generated
by π .
The next theorem will be used in the proof of Theorem 1.5.
Theorem 1.11. Let L be a finitely closed subcategory of LQ and let κ :K→K be
an involution. Then there exists a duality of L with involution κ if and only if the
following conditions are fulfilled:
I(κ)⊇ I(L) (2)
and
there exists ρ ∈R such that κ |L = mρ in case R ∈ L. (3)
The above theorem allows us to answer all questions related to extensions of
a duality and to characterize, in particular, the non-extendible one’s.
Corollary 1.12. Let L be a finitely closed subcategory of LQ. A duality # of L
with involution κ can be extended to a duality of a finitely closed subcategory
L′ ⊇ L if and only if I(L′) ⊆ I(κ) and κ |L = mρ , ρ ∈ R, in case R ∈ L′. In
particular, every duality of L can be extended to a duality of L′ ⊇ L if and only if
sat(L)= sat(L′).
It immediately follows from the above theorem that a finitely closed subcat-
egory L admits a duality that cannot be extended to any larger finitely closed
subcategory of LQ if and only if L is saturated.
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The proofs of Theorem 1.11 and Corollary 1.12 are given in Section 5.1. The
necessity of (2) and (3) in Theorem 1.11 follows from properties of the modules
R and Sπ established in Lemma 4.6. To prove them we use the fact that the adele
ring AQ =R× S of the rationals has no ring automorphisms beyond the identity.
We feel that this fact must be probably known, but since we found no reference
we give a proof in Theorem 2.8.
Moreover, Theorem 1.11 gives rise to a Galois connection between the class of
finitely closed subcategories L of LQ and all involutions κ of K that may appear
as an involution of some duality of L. More details about this Galois connection
are given in Section 6.
In the sequel R and C are considered as discrete fields. The next theorem
answers a question of Prodanov [16] and positively answers Question 1.8 for
R =R,C.
Theorem 1.13. Both categories LR and LC admit discontinuous dualities.
Moreover, for both categories the Pontryagin duality is the unique, up to natural
equivalence, duality.
The proof of Theorem 1.13, based on a counterpart of Theorem 1.11 for R, is
given in Section 5.2.
2. The structure of the modules in LQ
2.1. Structure of the group K
The structure of the compact group K is described in terms of the embedding
ι mentioned in Section 1.1 (or equivalently, in terms of its closed subgroup
H ∼=∏p∈PZp). The existence of embeddings with these properties is easy to
obtain applying Pontryagin duality to the quotient map Q→Q/Z (more details
about the relation between such embeddings will be given in Remark 2.10). In
order to better explain how this embedding is related to the arc component L
of K, we recall its construction from [3, Exercise 3.8.19]. Take the cartesian
product B = R ×∏p∈PZp and consider the element (1,1) ∈ B , where 1 ∈ R,
1 = (. . . ,1p, . . .) and 1p is the identity of Zp for every p ∈ P. Then the quotient
B/〈(1,1)〉 is a compact, connected, torsion-free abelian group isomorphic to K
since the Pontryagin dual of B/〈(1,1)〉 is topologically isomorphic to Q (being a
divisible, torsion-free, discrete abelian group of rank 1). In the sequel we identify
K with this quotient and consider the canonical homomorphism ψ :B→K.
Identify the subgroups {0}×∏p∈PZp and R×{0} of B with∏p∈PZp and R,
respectively. Observe that the restriction ι of ψ to the subgroup
∏
p∈PZp of B is
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injective since ∏p∈PZp trivially intersects kerψ . Moreover,
K/Im(ι)∼= B
/(
Z×
∏
p∈P
Zp
)
∼=R/Z= T.
Hence ι is the desired embedding
∏
p∈PZp →K, so we write
Im(ι)=ψ
(∏
p∈P
Zp
)
=H and ψ(Zp)=Hp for every p ∈ P.
In particular, we consider 1 and 1p as elements of H⊆K.
The embedding ι :
∏
p∈PZp →K can be (uniquely) extended to a continuous
group monomorphism i :S→ K that necessarily sends S onto the divisible hull
D(H) of H in K. This allows us to identify Sπ with D(Hπ) for every π ⊆ P.
Since in the sequel D(H) (and its submodules D(Hπ )) will also be considered
with the topology induced by K, in this way we shall emphasize better which of
both topologies is taken on D(H) (we recall that otherwise S carries the locally
compact topology that makes H an open compact subgroup).
Analogously, the restriction ψ|R :R → K is injective since R trivially
intersects kerψ . Let L = ψ(R). Note that K = L + H but this sum is not
direct as 0 = ψ(1,0)+ ψ(0,1) (in fact kerψ = 〈(1,1)〉), consequently, ψ(1,0)
and ψ(0,1) generate the same cyclic subgroup L ∩ H = 〈ψ(1,0)〉 = 〈ψ(0,1)〉.
Observe that the subgroup L∩H is dense in H since 〈1〉 is dense in H.
The next proposition characterizes the dense subgroups of K.
Proposition 2.1 [3, Lemma 3.6.6]. A subgroup G of K is dense in K if and only
if for every n ∈ N there exists χn ∈ G such that nχn /∈ H. In particular, every
non-trivial divisible subgroup of K is dense.
The proof of the next proposition is an immediate application of Pontryagin
duality.
Lemma 2.2. For every pair of continuous homomorphisms ψ1 :R → K and
ψ2 :R → K, there exists a real number ρ ∈ R such that ψ2 = ψ1 ◦ mρ . In
particular, Im(ψ1)= Im(ψ2).
Remark 2.3. (a) Lemma 2.2 implies that Im(χ) = Im(ψ|R) = L for every
continuous homomorphismχ :R→K. More precisely, there exists a real number
ρ ∈ R such that ψ|R ◦ mρ = χ , where mρ is the multiplication by ρ. Hence L is
the unique image of R in K which coincides with the arc component of zero (cf.
[10, Theorem 8.30]).
(b) Moreover, as L is dense inK, every continuous endomorphism ofL extends
to a continuous endomorphism ofK. Since ChomZ(K,K)∼=Q, it follows that the
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only continuous group endomorphisms of L are the multiplications mLr by non-
zero rationals r ∈Q.
2.2. Canonical factorization in LQ
Every module X ∈ LQ is a divisible, torsion-free locally compact abelian
group. In particular, if K is a compact module in LQ, then it is isomorphic to
a power of K, i.e., K ∼= Kα for some cardinal α. Indeed, since K is a divisible,
torsion-free compact abelian group, its Pontryagin dual K∗ is a divisible, torsion-
free group. Therefore, K∗ ∼= Q(α), with α = dimQK∗, so we can conclude that
K ∼=K∗∗ ∼=Kα .
For every compact torsion-free abelian group K the divisible hull D(K) of K
will be endowed with the (locally compact) group topology that makes K an open
subgroup, so that D(K) ∈ LQ.
Proof of Theorem 1.1. Take a module X ∈ LQ and consider a decomposition
X ∼=Rn×Y , where Y is a closed subgroup of X having a compact-open subgroup
K [9]. Since Y is a direct summand of X, it is divisible too, so that Y ∈ LQ. The
integer n 0 is uniquely determined by X.
The divisible hull D(K) of K in Y is open in Y , hence it splits; consequently,
Y ∼=D(K)×YD topologically, where YD ∼= Y/D(K) is discrete, torsion-free and
divisible. Therefore, YD ∼=Q(β) for some appropriate cardinal β .
Since K is a compact torsion-free abelian group, its Pontryagin dual K∗ is
divisible, hence its torsion part splits. Therefore, c(K) is a topological direct
summand of K , i.e., K ∼= c(K)×K0 as topological groups, where K0 ∼=K/c(K)
is compact and totally disconnected. On the other hand, since c(K) is divisible,
we get c(K)=D(c(K)). Consequently, D(K)∼= c(K)×D(K0).
As K0 is a torsion-free totally disconnected compact abelian group, its
Pontryagin dual K∗0 is a torsion divisible group. Hence K∗0 ∼=
⊕
p∈PZ(p∞)(np)
for some cardinals np . Applying Pontryagin duality, we get K0 ∼=∏p∈PZnpp . Let
us prove now that the cardinals np are non-negative integers.
Indeed, for every fixed prime p ∈ P, tdp(K0) is open in tdp(D(K0))
since tdp(K0) = K0 ∩ tdp(D(K0)) and K0 is an open subgroup of D(K0).
The multiplication by 1
p
∈ Q is a topological isomorphism of D(K0) and
1
p
tdp(D(K0))⊆ tdp(D(K0)). In particular, the multiplication by 1p is continuous
in tdp(D(K0)). Since tdp(K0) is open in tdp(D(K0)), there exists an open
neighborhoodU of zero in tdp(D(K0)) such that 1p ·U ⊆ tdp(K0). Consequently,
U ⊂ p · tdp(K0). In particular, it follows that p · tdp(K0) is open in tdp(K0).
On the other hand, tdp(K0) ∼= Znpp , so that this is possible only if np < ∞.
This proves that D(K)∼= c(K)×D(K0), where K0 is a compact open essential
subgroup of D(K0) isomorphic to
∏
p∈PZ
np
p , np ∈ N. On the other hand, c(K)
is a compact module in LQ, hence it is isomorphic to a power Kα of K for
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some appropriate cardinal α. Hence the decomposition (1) holds, where X0 is
the divisible hull D(K0) of K0 and c(X)∼=Rn ×Kα .
It easily follows from [3, Proposition 4.1.6] that the closure of td(X) coincides
with Kα ×X0.
We also observe that no factor in the product (1), beyondKα , contributes with
compact Q-submodules, hence Kα is the biggest compact Q-submodule of X.
In fact, Q(β) × Rn does not contain even non-trivial compact subgroups, since
its cyclic submodules are discrete. Suppose now that C is a non-zero compact
submodule of X0 and let p :X0 →X0/K0 be the quotient homomorphism. Then
C is divisible, hence its image p(C) in the discrete quotient group X0/K0 is
divisible and finite (being compact). Therefore, p(C)= {0} so that C is contained
in the kernel K0 of p—a contradiction since K0 is reduced. ✷
The next corollary follows directly from Theorem 1.1.
Corollary 2.4. Q,R,K, and Qp ( for all p ∈ P) are the only topologically simple
modules of LQ.
It is helpful to note the (distinct) topological properties (discrete, connected
and non-compact, compact, quasi-p-torsion, respectively) distinguishing each
case.
The following lemma is crucial for the proof of Theorem 1.11 and for the
uniqueness of the decomposition (1) of a module X ∈ LQ (see the comment
after Theorem 1.1). Let X = X1 × K be an abelian group. There is a bijective
correspondence between direct summands X2 of X that are complements to K
and homomorphisms f :X1 → K (so that the graph Γf = {(x, f (x)): x ∈X1}
of f is the direct summand of X corresponding to f ). We consider also
the automorphism γf of X associated to f (and X2) defined by γf (x, y) =
(x, f (x)+ y) for every x ∈X1, y ∈K . Note that Γf =X2 = γf (X1); moreover,
X2 =X1 if and only if f = 0.
Lemma 2.5. Let (X1, σ1) be a locally compact abelian group, let (K,σ) be
a non-zero compact abelian group and let X be the group X1 × K endowed
with the product topology τ . Let X2  X be a τ -closed complement of K and
let f :X1 →K be the abstract homomorphism associated to X2. Then:
(a) the topologies γf (σ1) and τ |X2 of X2 coincide (where γf is the automor-
phism associated to X2);
(b) the following conditions are equivalent:
(b1) f :X→K is continuous;
(b2) γf is a topological automorphism of (X, τ);
(b3) τ coincides with the product topology σ2 × σ of the abstract group
X=X2 ×K , where σ2 = γf (σ1)= τ |X2 .
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Proof. (a) Let us note that the restriction γf |X1 : (X1, σ1)→ (X2, τ |X2) has as
inverse the restriction p1|X2 , where p1 : (X1 ×K,τ)→ (X1, σ1) is the canonical
projection. Hence p1|X2 is continuous. Moreover, as K is compact, p1 is a
closed map by the Kuratowski’s closed projection theorem. Since X2 is τ -closed,
the restriction p1|X2 :X2 → X1 is closed too. Being injective, it is also open.
Therefore, γf |X1 is a homeomorphism between (X1, σ1) and (X2, τ |X2) so that
γf (σ1)= τ |X2 .
(b1) → (b2) To prove that the automorphism γf : (X1 ×K,τ)→ (X1 ×K,τ)
is continuous, note that the compositions p1 ◦ γf = p1 and p2 ◦ γf = f ◦p1 +p2
are continuous. The continuity of −f implies that γ−f = γ−1f is continuous too,
hence γf is a topological automorphism of (X, τ).
(b2) → (b3) Since γf : (X, τ)→ (X, τ) is a homeomorphism, γf (τ )= τ . On
the other hand, X = (X1 × K,σ1 × σ) and γf = 〈γf |X1 × idK〉 :X1 ×K →
X2 ×K , where γf |X1 : (X1, σ1) → (X2, γf (σ1)) and γf |K = idK : (K,σ) →
(K,σ). Consequently, γf (τ ) = γf (σ1) × σ , so that γf (σ1) × σ coincides with
τ = γf (τ ).
(b3) → (b1) Observe that the homomorphism f :X1 → K can be viewed as
the composition of
(X1, σ1)
γf |X1−−−→ (X2, σ2) p2|X2−−−→K,
where γf |X1 is a homeomorphism by the choice of the topology on X2 and the
restriction p2|X2 is continuous since τ = σ1 × σ = σ2 × σ by hypothesis. ✷
2.3. The modules Sπ
Since the locally compact Q-modules of the form Sπ , π ⊆ P, play a central
role in the study of dualities of the finitely closed subcategories of LQ, we collect
in this section some results concerning their topological and algebraic properties
that will be crucial in the sequel.
We have already mentioned (cf. Notation and terminology and Section 2.1)
that, for every π ⊆ P, the module Sπ is identified with the submodule D(Hπ)
of K provided with the group topology that makes Hπ an open subgroup.
Equipped with this topology, Sπ becomes a locally compact topological ring
(more precisely, it has a structure of Q-algebra) with identity element 1π defined
by setting
1π(p)=
{0p when p /∈ π ,
1p when p ∈ π .
Moreover, the invertible elements of the ring Sπ are those of the form ξ =
(ξp)p∈π ∈ Sπ with ξp = 0 for every p ∈ π and ξp ∈Hp\pHp for all but finitely
many p ∈ π .
Let us denote by Cπ the cyclic Q-submodule of Sπ generated by 1π . Observe
that the cyclic subgroup 〈1π 〉 of Cπ is non-discrete, hence Cπ is a non-discrete
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module isomorphic toQ as an abstract module. Therefore, the closure ofCπ in Sπ
contains the subgroupHπ , so coincides with Sπ being divisible. This is why in the
sequel we can considerQ as a submodule of Sπ identifying it with Cπ . Moreover,
the introduction of the module Cπ allows us to prove the following proposition.
Proposition 2.6. The continuous group automorphisms of Sπ are the multiplica-
tions by the invertible elements of Sπ . In particular, they are topological isomor-
phisms.
Proof. Since Sπ is a topological ring, the multiplications by invertible elements
are obviously continuous automorphisms. On the other hand, let α :Sπ → Sπ
be a continuous group automorphism. If we define α(1π ) := ξ , then obviously
α|Cπ = mξ |Cπ . By the density of Cπ in Sπ we can conclude that α = mSπξ .
Note that every continuous automorphism of Sπ is necessarily a topological
isomorphism since Sπ is σ -compact so that the open mapping theorem can be
applied [9, Theorem 5.29]. Consequently, the inverse of α is continuous too, hence
α−1 = mSπη , where η = α−1(1π). Thus ηξ = 1π , i.e., ξ is an invertible element
of Sπ . ✷
Remark 2.7. If we consider the submodule D(Hπ ) of K provided with the
induced topology, then the situation changes substantially. Indeed, if h :D(Hπ)→
D(Hπ) is a continuous group homomorphism with respect to the induced
topology, then it extends to a continuous endomorphism of K (since D(Hπ )
is dense in K by virtue of Proposition 2.1), hence it is the multiplication by a
non-zero rational number r . Thus the only continuous group homomorphisms
D(Hπ)→ D(Hπ) are those of the form mD(Hπ )r , with r ∈ Q. This fact shows
that D(Hπ ) cannot be a topological Hπ -module with respect to the natural
multiplication (otherwise, the multiplications by all elements of Hπ would be
continuous too). The above observation also implies that the topology of D(Hπ )
induced by K is not a ring topology, while this is true for the smaller subring Hπ .
We give now the counterpart of Proposition 2.6 concerning the automorphisms
of the abstract rings Sπ , π ⊆ P.
Theorem 2.8. Let π and π ′ be sets of primes and let ϕ :Sπ → Sπ ′ be a ring
isomorphism. Then π = π ′ and ϕ = id.
Proof. The case when the sets π = {p} and π ′ = {q} are singletons seems to be
a widely known fact from number theory. This is why we are giving here only a
brief sketch of its proof that splits into two steps (the reader can find a proof of the
theorem in full detail in [4] in the more general setting for commutative rings).
First one shows that p = q since otherwise there exists an integer n ∈ Z that is a
square in one of the fields Qp and Qq , but n is not a square in the other. Then, an
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application of Hensel’s lemma entails ϕ(Zp)⊆ Zp , hence continuity of ϕ. Now
the density of Q in Qp and ϕ|Q = idQ, imply ϕ = idQp .
Now assume π = π ′ = P, i.e., ϕ ∈ Aut(S). Note that 1π , for π ⊆ P, are all
idempotents of S and the principal ideal of S generated by 1π is precisely Sπ with
S= Sπ × SP\π . (4)
Clearly, ϕ sends idempotents to idempotents, preserves the order of idempotents
(recall that e  e′ for two idempotents e, e′ ∈ S when e · e′ = e) and fixes the
minimal idempotents 1p (by the first part of the argument). Hence ϕ fixes all
idempotents 1π of S. Moreover, ϕ|Qp = idQp for all p ∈ P. Since Ap := SP\{p}
is the annihilator of 1p in S, we have ϕ(Ap)= Ap and ⋂p∈PAp = 0. Hence, to
verify x = ϕ(x) for every x ∈ S, it suffices to check that x − ϕ(x) ∈Ap for every
p ∈ P. Indeed, for x = (xp)p∈P ∈ S, the decomposition (4) with π = {p} gives
x = u+ v with u ∈ Sp , v ∈Ap . Consequently, ϕ(x)= u+ ϕ(v), as ϕ(u)= u and
ϕ(v) ∈Ap. This gives x − ϕ(x)= v − ϕ(v) ∈Ap for every p ∈ P.
In the general case one has to get first π = π ′ from the fact that 1π ′ =
ϕ(1π) = 1π (see above). Finally, to prove ϕ = idSπ it suffices to combine (4)
and Aut(S)= {1}. ✷
The next lemma follows from Theorem 1.1 and from the choice of the topology
on Sπ .
Lemma 2.9. (a) Let X ∈ LQ. Then Ssupp(X) is isomorphic to a closed submodule
of X0.
(b) Let X = X0 admit a continuous monomorphism i :X ↪→ K. Then i(X) 
Ssupp(X).
Proof. (a) Follows from the definition of X0 in (1).
(b) Let K be a compact open subgroup of X, so that K ∼= ∏p∈PZnpp and
X = D(K). Since i is a monomorphism, np(X)  1 for every p ∈ P. Note that
the restriction of i to the compact subgroup K of X is still a monomorphism and
consequently,K ∼=∏p∈π Zp , where π = supp(X). Let N = i(K). Then N ∼=Hπ
since Hπ ∼= K by the definition of Hπ . Consider the canonical homomorphism
f :K→K/H∼= T. Being a totally disconnected compact subgroup of T, f (N) is
finite, then there existsm ∈N such thatm ·N ⊆H. Since tdp(N)= 0 for p ∈ P\π ,
this givesm ·N ⊆Hπ . Now we can claim that i(X)=D(N)D(Hπ)= Sπ . ✷
Remark 2.10. With a slight modification of the proof of item (b) of the above
lemma, one can show that for any pair of embeddings ι, ι′ :
∏
p∈PZp → K
satisfying the conditionK/Im(ι)∼= T∼=K/Im(ι′), there exists a non-zero rational
r such that ι′ = rι (now π = P and after proving m ·N ⊆H as above, one has to
exchange the roles of N and H to get also m′ ·H⊆N for some m′ ∈N).
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3. The involutions κ :K→K
The continuity of an involution κ :K→ K is a rather stringent condition.
This is why we consider in this section some weaker versions of continuity, e.g.,
continuity of the restrictions of κ (to subgroups of H in Section 3.1 and to L in
Section 3.2). SinceK= L+S, it is not surprising that combining all these weaker
versions we obtain continuity of κ (cf. Theorem 3.9).
3.1. The ideal of an involution
Lemma 3.1. For an involution κ ofK and a non-empty subset π ⊆ P the following
are equivalent:
(1) κ |Hπ is continuous, i.e., π ∈ I(κ);
(2) κ |Sπ is continuous;
(3) there exists an invertible element ξ = (ξp)p∈π ∈ Sπ such that κ |Sπ = mξ .
Proof. (3) → (2) is obvious. Moreover, conditions (1) and (2) are equivalent
since Hπ is open in Sπ . To prove the implication (2) → (3), assume that κ |Sπ
is continuous. Let p ∈ π . Since Sp = tdp(K) is a functorial subgroup of K, one
has κ(Hp) Sp , hence there exists a non-zero ξp ∈ Sp such that κ |Sp = mξp . By
κ2 = s · idK, with s non-zero rational, we conclude that ξ2p = s ∈ Sp . This entails
that ξp ∈Hp\pHp for all but finitely many p ∈ π . Thus ξ = (ξp)p∈π ∈ Sπ is an
invertible element of Sπ . To conclude that κ |Sπ = mξ , it suffices to note that the
submodule M =⊕p∈π Sp of Sπ is dense and κ |M = mMξ . ✷
The next corollary directly follows from item (3) of the above lemma.
Corollary 3.2. I(k) is an ideal of 2P for every involution κ of K.
Remark 3.3. (a) Note that the ξp’s of the above lemma are all ±1p when
κ2 = idK.
(b) If π is infinite and κ is supposed only to be an automorphism of K,
then the continuity of κ |Hπ always implies that κ |Sπ is continuous, but now the
element ξ ∈ Sπ such that κ |Sπ = mξ , need not be invertible. Indeed, if κ is not
an involution, one may have κ(Sπ) < Sπ . For example, if π = P and ξp = p for
every prime p, then κ is a topological isomorphism between S and its image. An
involution κ cannot have such a “degenerate” behaviour.
For an ideal I of 2P define the support of I as the set supp(I) := {p ∈ P:
{p} ∈ I }. Clearly, the principal ideal of 2P generated by supp(I) contains I . For
the ideal I consider now the abstract submodule AI :=∑{Sπ : π ∈ I } of K. We
shall equip this submodule with the topology induced by Ssupp(I ).
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Corollary 3.4. For an involution κ of K and an ideal I of 2P with Π = supp(I)
the following are equivalent:
(1) there exists an invertible element ξ = (ξp)p∈Π ∈ SΠ such that κ |AI = mξ ;
(2) κ |AI is continuous;
(3) I(κ)⊇ I .
Proof. The implications 1→ 2 → 3 are obvious. The implication 3→ 1 follows
from the above lemma. ✷
Remark 3.5. Note that continuity of the restriction κ |SΠ always implies
continuity of the restriction κ |AI but, as we shall see later (cf. the proof of
Lemma 3.6), the converse is not true.
Note that the ideal of an involution κ of K depends on its restriction to S.
Therefore, one can define the ideal of any involution κ of S.
Lemma 3.6. Let I be an ideal of 2P. Then there exists an involution κ of S such
that I(κ)= I and κ(1)=−1.
Proof. Set Π := supp(I) and observe that S splits as S= SΠ × SP\Π . We shall
define an involution κ of S such that:
(a) κ restricted to Sp is discontinuous for every p ∈ P,p /∈Π ;
(b) κ restricted to AI is continuous (this will guarantee the inclusion I(κ) ⊇ I
according to Corollary 3.4);
(c) κ restricted to Sπ is continuous for no infinite π ⊆Π such that π /∈ I ;
(d) κ(1)=−1.
Since (a) involves only the restriction of κ to SP\Π , we construct first this
restriction of κ . In Step 2 we build the restriction of κ to SΠ , involving (b) and (c).
Step 1. To guarantee (a) fix a splitting Sp = Cp ⊕Dp for every p ∈ P\Π . Now
define κ(1p)=−1p and let κ be the identity on the complementDp . This defines
κ on M =⊕p∈P\Π Sp . If |P\Π |<∞, then M = SP\Π . If P\Π is infinite, then
M ∩CP\Π = 0. Since M is a direct summand of SP\Π , we can find a complement
N of M in SP\Π containing CP\Π . Now we can extend κ to the whole SP\Π by
setting κ |N =−idN . In particular, κ(1P\Π) =−1P\Π , where 1P\Π is defined as
in Section 2.3.
Step 2. When Π ∈ I , to guarantee (b), let κ |AI coincide with −idAI . Now (c) is
vacuously satisfied and κ(1Π)=−1Π .
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We assume from now on that Π /∈ I . To guarantee (b) in this case, let κ |AI be
the identity of AI .
Our leading idea to guarantee (c) will be the following. Consider an infinite
subset π ⊆ Π such that π /∈ I . Then κ |Sπ is continuous if and only if it is a
continuous extension of its restriction on the direct sum
⊕
p∈π Sp where it is
already determined as the identity. Hence, to ensure discontinuity of κ |Sπ for some
infinite π ⊆ Π , it suffices to have κ(1π) = 1π . We consider now families F of
infinite subsets π ⊆Π such that π /∈ I . For such a family F set EF =
∑{Cπ :
π ∈F}. We shall be interested in families F that satisfy
EF ∩AI = (0). (5)
It is easy to see that the singleton-family F = {Π} satisfies (5). Indeed, assume
that k · 1Π ∈ AI for some non-zero integer k. Then there exists π ∈ I such that
k · 1Π ∈ Sπ and consequently Π ⊆ π ∈ I . This contradicts the choice of Π .
Since (5) is checked on finite subsets of F , one can easily show that the
families F satisfying (5) form an inductively ordered (with respect to inclusion)
set. Hence we can apply Zorn’s lemma to claim that there exists a maximal family
F containing {Π} and satisfying (5). Then, by definition, the sum B =EF+AI is
direct. In order to extend κ toB , define κ(x)=−x for every x ∈EF . In particular,
κ(1Π)=−1Π . Moreover, for x ∈ B
κ(x)= x iff x ∈AI . (6)
Indeed, if x = y + z, with y ∈ EF and z ∈ AI , then κ(x) = −y + z, so that
κ(x)= x yields y = 0.
Let us prove next that B = (∑π⊆Π Cπ) + AI . Indeed, the inclusion “⊆”
follows from EF ⊆
∑
π⊆Π Cπ , so it remains to prove the other inclusion. Since
AI contains 1π for all π ∈ I , it suffices to show that 1π ∈B for all infinite π ⊆Π
such that π /∈ I . If π ∈ F then clearly 1π ∈ B . Assume that π /∈ F . Then, by
the maximality of F , there must exist a finite subset F0 = {π1, . . . , πn} ⊆F such
that {π}∪F0 does not satisfy (5). Since F0 satisfies (5), this yields that there exist
non-zero integers k, ki such that k ·1π −∑ni=1 ki ·1πi ∈ Sπ ′ for some π ′ ∈ I . This
yields 1π ∈B .
To see that κ defined in this way on B satisfies (c), take infinite π ⊆ Π
such that π /∈ I . Then 1π ∈ B and 1π /∈ AI . Hence (6) applied to x = 1π gives
κ(1π) = 1π and consequently κ |Sπ is discontinuous. This ensures (c) as was
pointed out above.
Our next goal is to extend κ to the whole module SΠ . To this end, observe
that the restriction of κ to the direct summand B of SΠ has already been defined
above. Now we can extend κ to the whole SΠ by setting κ |Z = idZ where Z is
a complement of B in SΠ . This completes Step 2.
Now it remains to extend κ to the whole module S so that (d) holds. This is
possible since S splits as S= SΠ × SP\Π , so that the involution κ is completely
determined by Steps 1 and 2. Moreover, condition (d) is satisfied as κ(1Π)=−1Π
and κ(1P\Π)=−1P\Π .
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Items (a)–(c) entail that κ is an involution of S with ideal I(κ)= I . ✷
Corollary 3.7. Let I be an ideal of 2P. Then there exists an involution κ ofK such
that I(κ)= I .
3.2. L-continuous involutions
Definition 3.8. An involution κ :K→K is calledL-continuous if the composition
κ ◦ χ is continuous for every continuous homomorphism χ :R→K.
It follows immediately that if the restriction of κ to L is continuous, then κ is
L-continuous, so this latter property is weaker than continuity of the restriction
κ |L. According to Lemma 2.2, κ is L-continuous if and only if for every
continuous homomorphism χ :R→ K there exists ρχ ∈ R such that κ ◦ χ =
ψ ◦ mRρχ .
The following theorem shows the importance of this new notion.
Theorem 3.9. Let κ be an involution of K. Then the following are equivalent:
(a) κ is continuous;
(b) κ is L-continuous and I(κ)= 2P.
Proof. Obviously, (a) implies (b). Assume that κ is L-continuous and I(κ)= 2P.
One can introduce on L the structure of an R-module by defining ρ · x = ψ(ρz)
for ρ ∈ R and x = ψ(z), z ∈ R. In such a case, the L-continuity of κ implies
that κ |L coincides with the multiplication mLρ for some ρ ∈R. On the other hand,
by Lemma 3.1, there exists an invertible element (ξp)p∈P ∈ S such that for y =
(yp)p∈P ∈ S the involution κ :S→ κ(S) ⊆K is defined by y → κ(y)= (ξpyp).
By L ∩ S= CP, κ(L)= L (since κ is L-continuous) and κ(S)= S, we conclude
that κ(〈1〉)⊆ CP. In particular, κ(1)= ρ ·1 yields ρ ∈Q since the R-module L is
torsion-free. On the other hand, κ(1)= (ξp)= ρ · 1. This means that ξp = ρ for
every p ∈ P. Hence κ = mKρ since K= L+ S. To finish the proof it is enough to
observe that this obviously entails continuity of κ . ✷
Corollary 3.10. Assume that I(κ)= 2P. Then κ is continuous if and only if it is
L-continuous.
Remark 3.11. (a) Let π ⊆ P. By Proposition 2.6, a continuous involution α
of Sπ (i.e., the continuous automorphisms α :Sπ → Sπ such that α2 = idSπ ) is the
multiplication mSπε by some ε = (εp)p∈π ∈ Sπ such that ε2 = 1π , i.e., εp =±1p
for every p ∈ π . We call mSπε the standard involution of Sπ associated to ε.
In the same way, for every π = P and every involution mSπε of Sπ , we call stan-
dard involution of L+ Sπ (associated to ε) the involution κε :L+ Sπ → L+ Sπ
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that coincides on Sπ with the standard involution of Sπ associated to ε and with
idL on L.
(b) Let us see that if the restriction of κ to the subgroup L of K is continuous
with I(κ) = P, then this substantially improves the global properties of κ , which
is due to the fact that the real number ρ in (3) is actually rational. Indeed, being
a continuous homomorphism, κ |L sends L to L so it extends to a continuous
homomorphism κ˜ :K→ K. Then κ(L) = κ˜(L) = L and κ˜ = mKr for some non-
zero rational r . On the other hand, by the definition of involution ofK, there exists
a non-zero rational s ∈ Q such that κ2 = s · idK and consequently, r2 = s. Now,
for every p ∈ π ∈ I(κ), the restriction κ |Sp coincides with mSpξp for some non-
zero ξp ∈ Sp . Moreover, ξ2p = s = r2. Therefore, for every p ∈ π , there exists
εp = ±1p such that ξp = εpr . Thus κ |L+Sπ = r · κε , where κε is the standard
involution of L+ Sπ associated to ε = (εp)p∈π .
(c) If κ is an involution ofK in the usual sense, i.e., κ2 = idK (see Remark 5.1),
then we have the equality ξ2p = s = 1p , where p ∈ π ∈ I(κ), for free without any
continuity assumption on the restriction κ |L. So that in this case we can claim that
κ itself is a standard involution of K.
Theorem 3.12. Let I be an ideal of 2P. Then:
(a) there exists an involution κ of K such that I(κ) = I and κ is not
L-continuous;
(b) there exists an L-continuous involution κ of K such that I(κ)= I ;
(c) if I = 2P, there exists an L-continuous involution κ of K such that I(κ)⊇ I
and κ is discontinuous.
Proof. By Lemma 3.6 there exists an involution κ of S such that I(κ) = I and
κ(1)=−1. Therefore, in order to define a non L-continuous involution ofK with
ideal I , it suffices to extend κ on L so that κ |L = −idL. To define an L-continuous
involution ofK, it is enough to extend κ on L in such a way that κ |L =−idL. This
settles (a) and (b).
(c) Note that P /∈ I since by assumption I = 2P. This yields L ∩ AI ⊆
L ∩ S ∩ AI ⊆ 〈1〉 ∩ AI = (0). Therefore, the direct summand L of K admits
a complement N containing AI . Let us define κ |L = −idL and κ |N = idN , so
that I(κ)⊇ I and κ is L-continuous. Note finally that κ is not continuous since
the only continuous automorphisms of K are the multiplications mKr by non-zero
rationals r ∈Q while κ |L =−idL and κ |N = idN . ✷
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4. Finitely closed subcategories of LQ and their dualities
4.1. The ideal of a finitely closed subcategory of LQ
In the sequel we consider dualities of finitely closed subcategories L of LQ,
i.e., contravariant involutive functors L→ L. In order to see that any such duality
preserves the smaller finitely closed subcategories of LQ, we define now a second
invariant of such subcategories of LQ. The first one was the ideal I(L) of the
Boolean algebra 2P defined in Section 1.2 (having as elements the sets of the
form supp(X) when X varies in L). We observe that P ∈ I(L) if and only if L
contains the Q-module S.
Remark 4.1. To an ideal I of 2P we may assign also the finitely closed
subcategory Y(I) generated by DQ,CQ and all Sπ with π ∈ I . Then Y(2P) is
the finitely closed subcategory of LQ generated by S and
Y
(I(L))⊆ L⊆ sat(L)
holds for every finitely closed subcategory L. This shows that the assignment
L → I(L) is not one-to-one as all three categories have the same ideal. In
particular, one cannot describe all finitely closed subcategories of LQ by means
of the ideals I(L).
In order to describe all finitely closed subcategories of LQ, one has to consider
ideals of the following lattice L instead of ideals of the Boolean algebra 2P.
Let P0 = {0} ∪ P and L = NP0 = N × NP equipped with the lattice structure
given by the natural order of N. For X = Rn × Kα × Q(β) × D(∏p∈PZnpp ),
let φ(X) = (n, (np)) ∈ L. When L is a finitely closed subcategory, then the set
{φ(X): X ∈L} is an ideal of L that we denote by J (L). The ideal J (L) uniquely
determines the subcategory L. Indeed, for every ideal I of L one can define
the finitely closed subcategory LI in the following way. For f ∈ I , let Xf be
the module Rf (0) ×D(∏p∈PZf (p)p ) and now let LI := {Xf ×D × C: f ∈ I ,
D ∈DQ, C ∈ CQ}. Varying the ideal I of L, we get through LI all finitely closed
subcategories of LQ, i.e., one has L= LJ (L). This proves the next lemma.
Lemma 4.2. The correspondence L → J (L), I → LI defines a bijection
between finitely closed subcategories of LQ and ideals of the lattice L.
This lemma shows that the class of all finitely closed subcategories of LQ is in
fact a set which splits in two disjoint subsets. Namely, the set F of all finitely
closed subcategories L of LQ not-containing the Q-module R (i.e., such that
n(X) = 0 for every X ∈ L), and the set F′ of all finitely closed subcategories
L of LQ containing the Q-module R (i.e., such that n(X) = 0 for some X ∈L).
454 D. Dikranjan, C. Milan / Journal of Algebra 256 (2002) 433–466
If we order the finitely closed subcategories L ∈ F by inclusion, then the
category L(P) = {X ∈ LQ: n(X) = 0} turns out to be the top element of F
while the bottom element is obviously the category L0
Q
. Moreover, the set F is
a complete lattice where the join∨λ∈ΛLλ of a family (Lλ)λ∈Λ in F is the finitely
closed subcategory L= 〈Lλ: λ ∈Λ〉 generated by all Lλ, λ ∈Λ. It is easy to see
that L coincides with the subcategory of all modulesZ ∈ LQ for which there exist
λ1, . . . , λn ∈ Λ, Xi ∈ Lλi , closed submodules Y  X1 × · · · × Xn, and Y1  Y
such that Z ∼= Y/Y1. In particular, it follows that I(∨λ∈ΛLλ) coincides with the
ideal of 2P generated by all I(Lλ), λ ∈Λ.
As we have mentioned above, one cannot describe all finitely closed sub-
categories of F by means of the ideals I(L). Nevertheless, the correspondence
L → I(L), I →X(I) restricted to the subclass S of F of saturated finitely closed
subcategories, defines a bijection between the class S and the complete lattice of
all ideals of the Boolean algebra 2P. In particular, the finitely closed subcategory
L(P) is the top element of S with ideal I(L(P))= (P)= 2P.
Analogously, one establishes that also the set F′ is a complete lattice with
top element the whole category LQ and bottom element the finitely closed
subcategory Lcon. According to Theorem 1.1, every module X ∈ L ∈ F′ admits
a canonical factorization of the form X ∼= Rn × Kα × Q(β) × X0. Since all the
considered subcategories are finitely closed, this implies that the assignments
F
τ
F′
σ
defined by
L → τ (L) := 〈L,R〉, L′ → σ(L′) := {X/Rn(X): X ∈L′}
determine an isomorphism between the lattices F and F′ = τ (F). In particular,
τ (L(P))= LQ and τ (L0Q)= Lcon.
The next diagram represents the finitely closed subcategories of LQ as the
disjoint union F∪F′, where the saturated ones are placed on the vertical segments
S and τ (S) denoted by double parallel lines, while L (respectively τ (L))
represents a generic member of F (respectively F′):
LQ
F′
τ (sat(L)) L(P)
F
τ (S) τ (L) sat(L)
Lcon S L
L0
Q
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4.2. Dualities of a finitely closed subcategory of LQ
Let L be a finitely closed subcategory of LQ. Then φ(X∗) = φ(X) for X =
Rn×Kα×Q(β)×X0 ∈ LQ, since X∗ ∼=Rn×Kβ×Q(α)×X0. By Lemma 4.2 the
subcategory L is determined by its ideal J (L), so this yields that the Pontryagin
duality ∗ preserves L. This can be obtained also from the following proposition.
Proposition 4.3. Let L be a finitely closed subcategory of LQ and let # :L→ L
be a duality. Then:
(a) # sends DQ to CQ and vice versa; in particular, K# ∼=Q and Q# ∼=K;
(b) if R ∈ L, then R# ∼=R;
(c) if Qp ∈L for some p ∈ P, then Q#p ∼=Qp;
(d) n(X#) = n(X), np(X#) = np(X), α(X#) = β(X), and β(X#) = α(X) for
every X ∈ L and every p ∈ P;
(e) X# ∼=X whenever X=X0 ∈L.
Proof. We note first that due to the closure properties of finitely closed
subcategories of LQ, a homomorphism f :X→ Y in L is an epimorphism if and
only if f (X) is dense in Y and f is a monomorphism if and only if f is injective.
Therefore, # sends kernels to cokernels and vice versa (see [2, Proposition 1.5]). In
particular, # sends embeddings to quotient maps and vice versa, preserves short
exact sequences and finite direct products. Hence # sends topologically simple
modules to topologically simple modules.
(a) The first part follows from [2, Proposition 1.6]; the isomorphisms K# ∼=Q
and Q# ∼=K follow from Corollary 2.4.
(b) Since R is topologically simple, non-compact and non-discrete, also R#
has the same properties. If R# were isomorphic to Qp for some prime p, then the
ring R= ChomQ(R,R) would be isomorphic to the ring Qp = ChomQ(Qp,Qp)
—a contradiction. By Corollary 2.4, R# ∼=R. This proves (b).
(c) SinceQp is topologically simple as aQ-module,Q#p is topologically simple
too. Q#p cannot be discrete or compact, hence we get Q#p ∼= R or Q#p ∼= Qq for
some prime q ∈ P. By item (b) R#  Qp, hence Q#p  R## ∼= R. Therefore, we
conclude that Q#p ∼= Qq for some prime q ∈ P. This gives rise to the following
ring isomorphism:
ChomQ
(
Q#p,Q
#
p
)∼= ChomQ(Qq,Qq)∼=Qq .
On the other hand, by the properties of a duality
ChomQ
(
Q#p,Q
#
p
)∼= ChomQ(Qp,Qp)∼=Qp.
By Theorem 2.8 the isomorphism Qp ∼= Qq implies p = q . This gives an
isomorphism Q#p ∼=Qp of topological Q-modules.
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To prove (d) note that if there exists an embedding Rm ↪→ X, then we get
a quotient map X# → Rm in view of (b). This proves that n(X#)  n(X).
Since X ∼=X##, we get n(X#)= n(X). Analogously, every embeddingQmp ↪→X
produces a quotient map X# → Qmp by (c). Hence np(X#)  np(X) and we
conclude as before that np(X#)= np(X) for every p ∈ P. In the same way, every
embeddingKα ↪→X (Q(β) ↪→X), gives a quotient map X# →Q(α) (respectively
X# → Kβ ). Hence β(X#)  α(X) (respectively α(X#)  β(X)). Arguing as
above, we get β(X#)= α(X) and α(X#)= β(X).
To prove (e) note that if X = X0, then n(X) = 0 and X is completely
determined by its invariants np(X). Now (d) applies to give X# ∼=X. ✷
The next corollary directly follows from Lemma 4.2 and the above proposition.
It shows that smaller subcategories may easier have discontinuous dualities.
Corollary 4.4. For finitely closed subcategories L ⊇ L′ of LQ, every duality
# :L→ L sends L′ to itself. In particular, if L admits a discontinuous duality,
then so does L′.
Proof. To see that # sends L′ to itself, it suffices to note that φ(X) determines a
moduleX ∈L′ up to isomorphism, hence every module of the form X =Rn×X0
is autodual, i.e., X# ∼= X ∈ L′. To conclude, observe that (dis)continuity is
checked by the restriction of # to L0
Q
⊆ L′. ✷
4.3. The equivalence µ of a duality of a finitely closed subcategory of LQ
Now we prove that if L is a finitely closed subcategory of LQ and # :L→ L
is a duality with involution κ :K→ K, then there exists a concrete equivalence
µ :L→ L (i.e., µ(X) and X have always the same underlying module) having
the same properties as the natural equivalence associated to a duality of the whole
category LQ introduced by Prodanov (cf. also [2, Section 6]):
Lemma 4.5. Let L be a finitely closed subcategory of LQ and let # :L→ L
be a duality. Then there exists an involutive covariant concrete equivalence
µ :L→ L associated to #, such that:
(a) µ is exact and preserves finite products;
(b) µ is identical on DQ;
(c) for every X ∈ L a homomorphism χ :X → K is continuous if and only if
κ ◦ χ :µ(X)→K is continuous;
(d) a homomorphism f :X→ Y is continuous if and only if the homomorphism
f :µ(X)→ µ(Y ) is continuous.
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Proof. We argue as in [2, Theorem 6.2] to define µ(X) via property (c) and
Varopoulos’ Theorem [20]. According to this theorem, one can recover the
topology of a locally compact module X knowing its characters χ :X→K, i.e.,
if X,Y ∈ LQ have the same underlying abstract module and the same characters,
then they coincide topologically. More precisely, the topological module µ(X)
will be the module X equipped with a locally compact Q-module topology such
that the K-characters of µ(X) are precisely the module homomorphisms of the
form κ ◦ χ where χ is any K-character of X. To see that there exists a locally
compact Q-module topology on X with these continuous characters, just choose
Y such that X =∆(Y ) (up to isomorphism, Y is the Pontryagin dual of X). Then
the abstract module X is the carrier of both ∆(Y ) and Y #. Now it suffices to note
that every χ ∈∆(X)=∆(∆(Y )) has the form χ = ωY (y) for some y ∈ Y , so that
κ ◦χ = κ ◦ωY (y)=EY (y) holds by the definition of κ . This proves the existence
of µ(X) and gives a concrete covariant functor µ :L→ LQ. Finally, note that
the modules X and µ2(X) have the same underlying abstract module and the
sameK-characters (since κ2 is continuous), therefore they coincide topologically.
Hence µ is an involution with µ(CQ)= CQ, µ(DQ)=DQ. Observe now as in [2,
Theorem 6.2] that, up to composition with the natural equivalence ω,µ can be
viewed as a composition of two dualities, namely # and the Pontryagin duality ∆.
Indeed, if Y = ∆(Z), then the topology induced on Z through the algebraic
isomorphism ωZ :Z → ∆(Z)# is precisely that of µ(Z). This yields that µ
satisfies the properties (a)–(d) and L is invariant under µ by Proposition 4.3. ✷
In the sequel, we denote the module µ(X) also by Xµ.
The next lemma gives some necessary conditions that the equivalence µ
associated to a duality must satisfy.
Lemma 4.6. For a finitely closed subcategory L of LQ, a duality # :L→ L with
involution κ and associated equivalence µ, the following hold:
(a) if Sπ ∈Lπ for some π ⊆ P, then µ(Sπ)= Sπ and π ∈ I(κ);
(b) if Qp ∈L for some p ∈ P, then µ(Qp)=Qp;
(c) if R ∈ L, then µ(R)=R;
(d) n(µ(X))= n(X) and np(µ(X))= np(X) for every X ∈L and every p ∈ P;
(e) more generally, if X =X0 ∈L, then µ(X)=X.
Proof. (a) From item (e) of Proposition 4.3 we get S#π ∼= Sπ . Therefore,
µ(Sπ) ∼= Sπ topologically since µ is the composition of two dualities. Let
j :µ(Sπ) → Sπ be a topological isomorphism. To finish the proof we argue
as in [1, Lemma 2.4]. Indeed, for every ξ ∈ Sπ , let us consider the following
commutative diagram:
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µ(Sπ)
j
mξ
Sπ
h
µ(Sπ)
j
Sπ
(7)
where h = j ◦ mξ ◦ j−1. Since mξ :Sπ → Sπ is continuous and the underlying
group of µ(Sπ) is Sπ , from item (d) of Lemma 4.5 it follows that mξ :µ(Sπ)→
µ(Sπ) is continuous too. Hence h :Sπ → Sπ is continuous as a composition
of continuous maps. Then there exists an element η ∈ Sπ such that h is the
multiplication by η, i.e., h= mη. Therefore,
j (ξx)= j(mξ (x))= h(j (x))= ηj (x) (8)
for every x ∈ Sπ . Clearly, η is uniquely determined by ξ and the map ϕ :Sπ → Sπ
defined by ϕ(ξ) = η is a ring automorphism of Sπ . Therefore, ϕ = idSπ by
Theorem 2.8. Now, setting x = 1π in (8), we get j (ξ)= ξj (1π) for every ξ ∈ Sπ .
Hence j preserves the topology of Sπ being the multiplication by j (1π) in Sπ . In
other words,µ(Sπ)= Sπ . To prove π ∈ I(κ), we have to see that the restriction of
κ to Sπ is continuous. This follows from (c) of Lemma 4.5, since κ |Sπ coincides
with the composition of κ with the continuous inclusion character Sπ ↪→K.
(b) It follows from (a) with π = {p}.
(c) By Proposition 4.3 we can conclude as above that µ(R)∼=R topologically.
Now argue as in (a) to find a ring automorphism of R. To finish the proof, it
suffices to observe that the only ring endomorphism of R is the identity (since
the positive reals are squares in R and consequently, every endomorphism of R
is order-preserving, hence continuous with respect to the archimedean absolute
value).
(d) Follows from (b) and (c).
(e) Let X = D(∏p Znpp ). By (c) of Lemma 4.5 it suffices to see that for
an arbitrary continuous homomorphism χ :X → K the composition κ ◦ χ is
continuous too. Indeed, let us factorize χ through the inclusion i :χ(X) ↪→ K,
i.e., one has χ = i ◦f where f :X→ χ(X). In the sequel we consider χ(X) with
its quotient topology, so that χ(X) ∈ L since X ∈ L. Let π = supp(χ(X)). By
(b) of Lemma 2.9, χ(X)  Sπ . The restriction of κ to Sπ is continuous by (a),
hence the restriction of κ to χ(X) is continuous too. Therefore, κ ◦ χ = κ ◦ i ◦ f
is continuous too. This proves that µ(X)=X. ✷
We see now that µ does not alter the modules X that have no compact
submodules.
Corollary 4.7. If X ∈ L and α(X)= 0, then µ(X)=X.
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5. Proofs of the main theorems
5.1. The case R =Q
Proof of Theorem 1.11. (a) Here we prove the necessity of (3) and (2).
AssumeR ∈L. By Lemma 4.6µ(R)=R hence item (c) of Lemma 4.5 applied
to ψ :R→ K, yields that the composition φ = κ ◦ ψ :R→ K is continuous.
By Lemma 2.2 there exists a real number ρ ∈ R such that φ = ψ ◦ mρ , i.e.,
κ(x)= ρ · x for every x ∈ L. This proves the necessity of (3).
The necessity of (2) was proved in item (a) of Lemma 4.6 (indeed, if π ∈ I(L),
then Sπ ∈L so that π ∈ I(κ), loc. cit.).
(b) To prove the sufficiency, assume that the involution κ :K→ K satisfies
conditions (3) and (2).
We shall define the duality through its natural equivalence µ, so that we start
the construction of µ on CQ. Following [2, Section 10], we note that there exists
a unique functorial homomorphism
κ˜ :CQ→ CQ
of the category CQ associated to κ . Namely, since every compact module (C, τ ) ∈
CQ has the form Kα for some cardinal α, for such a module set
κ˜C = κα :Kα →Kα.
Now equip C with the topology τµ that makes κ˜C : (C, τµ) → (C, τ )
a topological isomorphism and denote (C, τµ) by µ(C) or simply Cµ. Clearly,
theK-characters of the compact module µ(C) are exactly the homomorphisms of
the form κ ◦ χ , when χ is a K-character of C.
Therefore, a Q-homomorphism f between compact modules C,C′ ∈ CQ is
continuous if and only if f :Cµ → C′µ is continuous. In this way we get an
additive covariant equivalence
µ :CQ→ CQ
that we will extend to an involutive equivalence µ of L.
To this end, it suffices to observe that every module X ∈ L decomposes as
X = X1 ×Kα , where X1 ∈ L has no compact submodules beyond 0 (i.e., X1 =
Rn ×Q(β)×X0 or, equivalently, α(X1)= 0). The construction of the restriction
of µ to CQ was described above so it remains to define the effect of µ on modules
of the form X1. For these modules we set µ to be identical, i.e., µ(X1) = X1.
This means that µ does not alter the topology σ1 of X1. Consequently, for every
module X ∈L, we have
µ(X) = µ(Rn)×µ(Q(β))×µ(X0)×µ(Kα)
= Rn ×Q(β)×X0 ×µ
(
Kα
)
.
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Therefore, we get a concrete functor
µ :L→L, X → µ(X)=X1 ×µ
(
Kα
)
,
where µ(X) is equipped with the product topology σ1 × τµ (and τ , as before, is
the topology of Kα).
Let us see that the definition of µ(X) does not depend on the decomposition of
the module X. Indeed, suppose the module X decomposes also as X =X2 ×Kα ,
where α(X2)= 0. Let σ2 be the induced topology of X2 and let σ1 × τ, σ2 × τ be
the product topologies on X1 ×Kα and X2 ×Kα , respectively. Since σ1 × τ =
σ2 × τ , by the implication (b3) → (b1) of Lemma 2.5, the homomorphism
f :X1 → Kα associated to the direct summand X2 is continuous. Let us show
that the topologies σ1 × τµ and σ2 × τµ coincide. Indeed, since the composition
(κα)−1 ◦f : (X1, σ1)→ (µ(Kα), τµ) is continuous, the graph Γ(κα)−1◦f =X2 is a
closed submodule of µ(X). So we are in position to apply Lemma 2.5 and by the
implication (b1)→ (b3), we can conclude that the topologies σ1× τµ and σ2× τµ
coincide. Therefore, the definition of µ(X) does not depend on the decomposition
of the module X.
The functor µ has the following properties:
(1) µ(R)= R if R ∈L, and µ(Qp)=Qp if Qp ∈L;
(2) µ(X0)=X0 for every X =X0 ∈L;
(3) µ is an involutive covariant equivalence of L;
(4) µ is identical on DQ (actually, µ(X)=X for every X ∈L with α(X)= 0);
(5) µ is exact and preserves finite products.
To define on L a duality with involution κ and equivalenceµ, we need to check
the condition (c) from Lemma 4.5. To this end, let us consider the full subcategory
L′ of L consisting of all modules X satisfying this condition (i.e., for every
continuous character χ :X→ K also κ ◦ χ :µ(X)→ K is continuous) and note
that L′ contains DQ and CQ. Moreover, X1,X2 ∈ L′ implies X = X1 ×X2 ∈ L′
since every character χ :X1×X2 →K is the sum of the restrictions χ1 :X1 →K,
χ2 :X2 → K, and µ(X) = µ(X1) × µ(X2). Furthermore, if R ∈ L, then also
R ∈ L′ (henceRn ∈ L′ for every n ∈N). Indeed, by Lemma 2.2, there exists σ ∈R
such that χ = ψ ◦ mσ while, by condition (3), κ ◦ ψ = ψ ◦ mρ for some ρ ∈ R.
Therefore, κ ◦χ = κ ◦ψ ◦mσ = ψ ◦mρ ◦mσ =ψ ◦mρσ is continuous. Analogous
argument shows that L′ contains also every module X = X0 ∈ L. Indeed, if
χ :X→K is continuous, then χ factorizes through the inclusion Sπ ↪→K (as in
the proof of Lemma 4.6(e)). Moreover, according to condition (2), the restriction
of κ to Sπ is continuous. This proves that the composition κ ◦ χ is continuous
too. Therefore, L′ = L.
Let us consider now the Pontryagin duality ∆ and let s be the rational number
such that κ2 = s · idK. We have seen that for every X ∈ L one has χ ∈ ∆(X) if
and only if κ ◦ χ ∈∆(Xµ), so we get an isomorphism of abstract modules
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ηX :∆(X)→∆(Xµ)
by setting ηX(χ) = s−1κ ◦ χ for every χ ∈ ∆(X). Since ∆(X)µ has the same
underlying abstract module as ∆(X), one can see (as in [2, Theorem 6.7]) that
ηX :∆(X)µ → ∆(Xµ) is a topological isomorphism (with inverse η−1X given by
ξ → κ ◦ ξ for every ξ ∈ ∆(Xµ)) and η = {ηX: X ∈ L} is a natural equivalence
between µ ◦∆ and ∆ ◦µ.
Define a duality # on L by setting X# :=∆(Xµ) for every X ∈L.
Note that Q# = ∆(Qµ) = ∆(Q) = K. For every X ∈ L define the canonical
isomorphism eX :X→X## as follows. Since ηX :∆(X)µ→∆(Xµ) is a topolog-
ical isomorphism, then ηX : (∆(X)µ)µ = ∆(X)→ ∆(Xµ)µ is an isomorphism
too. Therefore, ∆(ηX) sends ∆(∆(Xµ)µ) = X## isomorphically onto ∆∆(X).
Consequently, eX = ∆(ηX)−1 ◦ ωX :X → X## is a natural topological isomor-
phism. This proves that # is an involutive duality on L with torus K. It remains to
see that the involution of # is κ . In fact, if χ ∈X# and x ∈X, then
eX(x)(χ) =
(
∆(ηX)
−1 ◦ ωX
)
(x)(χ)= (∆(ηX)−1(ωX(x)))(χ)
= (ωX(x) ◦ η−1X )(χ)
and (
ωX(x) ◦ η−1X
)
(χ)= ωX(x)
(
η−1X (χ)
)= ωX(x)(κ ◦ χ)= κ(χ(x)). ✷
Remark 5.1. It is proved in [12] that every duality # admits a representation
such that the involution κ :K → K satisfies the stronger property κ2 = idK.
With such an involution κ the number ρ ∈ R in (3) can be proved to be ±1,
i.e., κ |L = ±idL (actually, this is proved in [12] for dualities # :LR → LR with
arbitrary commutative ring R).
Proof of Corollary 1.12. The first part of the assertion directly follows from
Theorem 1.11. Moreover, it implies that every duality of L can be extended to
a duality of L′ if both finitely closed subcategories have the same saturation.
Now assume that this fails to be true, i.e., I = I(L) < I(L′). By Corollary 3.7
we can build an involution κ of K such that I(κ) = I . Moreover, if R ∈ L,
item (b) of Theorem 3.12 ensures that κ can be chosen to be also L-continuous.
By Theorem 1.11 there exists a duality # of L with involution κ , but there is no
duality on L′ with involution κ . Hence # cannot be extended to L′. ✷
Proof of Theorem 1.5. Let L be a finitely closed subcategory of LQ such that all
dualities of L are continuous. We will show that L contains the Q-module R× S,
i.e., the necessity of the conditionR×S ∈ L. Since L is finitely closed, it suffices
to prove that S ∈ L and R ∈ L. The proof of the necessity splits in two steps that
separately deal S and R.
Step 1. Assume that S /∈ L. Then I = I(L) = 2P. According to (c) of
Theorem 3.12, there exists an L-continuous involution κ of K such that I(κ)⊇ I
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and κ is discontinuous. Since conditions (3) and (2) of Theorem 1.11 are fulfilled,
there exists a duality # of L with involution κ . As κ is discontinuous, the duality
# is discontinuous too—a contradiction. This proves that S ∈ L.
Step 2. Assume now that R /∈ L, i.e., n(X) = 0 for every X ∈ L. Hence we can
assume without loss of generality that L coincides with the biggest finitely closed
subcategory L(P) of LQ defined with the condition n(X) = 0 for every X ∈ L.
Then I = I(L) = 2P. By (a) of Theorem 3.12, there exists an involution κ of
K such that I(κ) = I and κ is not L-continuous. This ensures condition (2) of
Theorem 1.11 and the proof proceeds as above to produce a discontinuous duality
of L. This proves the necessity of the condition given in Theorem 1.5.
To prove the sufficiency, suppose that L is a finitely closed subcategory of
LQ containing the Q-module R × S. Then, clearly, R ∈ L and S ∈ L. Let #
be a duality of L with involution κ . By Theorem 1.11, κ is L-continuous and
I(κ) ⊇ I(L) = 2P. Hence, by Theorem 3.9, κ is continuous. By definition, the
duality # is continuous. ✷
Proof of Theorem 1.7. Let # be a duality of L with involution κ :K→ K and
natural equivalenceµ. By Lemma 4.6, the action of µ is essentially on CQ, i.e., for
X ∈L with X =Rn×Q(β)×X0 ×Kα , one has Xµ =Rn×Q(β)×X0 ×µ(Kα).
Let us recall now that κ˜ :µ(Kα)→Kα , defined as in the proof of Theorem 1.11,
is a topological isomorphism. Therefore, the isomorphism ρX :Xµ →X defined
by ρX = idRn × idQ(β) × idX0 × κ˜Kα is topological. It is easy to prove that
{∆(ρX): X ∈ L} defines a natural equivalence between the Pontryagin duality
∆ and the duality #. ✷
5.2. The case R =R,C
Let us consider now the case R = R. To enhance the fact that R carries the
discrete topology when considered as a ring, we write sometimesRd or simply R.
In this case, the torus T =R∗ is isomorphic toKc as a topological group. Arguing
as in the case of Q, we get a continuous monomorphism Ψ :R→ T with dense
image L such that every non-trivial continuous homomorphismR→ T in LR has
image L.
More precisely, the counterpart of Lemma 2.2 holds true. Finitely closed
subcategories L of LR can be introduced analogously. Furthermore, for every
duality # :L→ L, one can introduce the involution κ :T → T . The counterpart
of Theorem 1.11, characterizing the involutions κ :T → T that correspond to
dualities of finitely closed subcategories of LR , has the following simple form:
Theorem 5.2. Let L be a finitely closed subcategory of LR containing R and let
κ :T → T be an involution. Then there exists a duality of L with involution κ if
and only if κ |L = mLρ for some ρ ∈ R.
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Proof. The necessity of the condition κ |L = mLρ , ρ ∈ R, is verified as in the
proof of Theorem 1.11. To prove the sufficiency, one has to build a duality
corresponding to a given involution κ :T → T with this property.
Note that no power of Qp may belong to LR for any prime p ∈ P. Indeed,
if Qnp ∈ LR , then there would exist a ring embedding j :R ↪→ Mn(Qp) =
ChomQ(Qnp,Qnp). Since every scalar multiplication mρ , ρ ∈ R, commutes with
the continuous group endomorphisms, j (R) is contained in the center of the ring
Mn(Qp). This is impossible since the center is isomorphic to Qp . Indeed, choose
an integer a > 0 that is not a quadratic residue modulo p. Then a is not a square in
Qp , while a = (√a )2 with √a ∈ R—a contradiction. Therefore, every module in
LR has the form Rn × T α ×R(β). Thus the construction of Theorem 1.11 works
again to produce a natural equivalenceµ defined by setting µ(Rn×T α×R(β))=
Rn×µ(T α)×R(β), where, as before, the topology of µ(T α) is defined as the one
transported from T α by the functorial isomorphism κα . As in Theorem 1.11, this
gives the required duality of LR . ✷
We observe that Remark 5.1 applies also to R = R, i.e., the number ρ ∈ R in
Theorem 5.2 can be proved to be ±1 so that κ |L =±idL.
The same argument and observation apply to the caseR =C. We are not giving
the formulations explicitly.
Proof of Theorem 1.13. We begin with the case R = Rd . From the proof
of Theorem 5.2, it follows that there are no proper finitely closed subcate-
gories of LR . Since the subcategory L0R always admits discontinuous dualities
[2, Theorem 10.2], we can assume without loss of generality that L= LR . As we
have mentioned above, the torus T = R∗ is topologically isomorphic to Kc so it
has size 2c. Note that the submodule L of T splits and T = L⊕M algebraically,
with |M| = |T | = 2c. Since M admits at least |M|> |R| involutions, there exists
one, say κ ′, that is not a multiplication by any real number ρ ∈R. Since all contin-
uous endomorphisms of T are multiplications by some ρ ∈ R, we conclude that
κ ′ cannot be the restriction of a continuous endomorphism of T . Furthermore, one
can choose the involution κ :T → T such that κ |M = κ ′ and κ |L = idL. Then, by
Theorem 5.2, there exists a duality # :LR → LR with involution κ :T → T . As κ
is discontinuous, the duality # is discontinuous too.
To finish the proof of the case R =Rd , argue as in the proof of Theorem 1.7 to
show that every duality of LR is naturally equivalent to Pontryagin’s duality.
The same argument works for R =C. ✷
6. The Galois correspondence related to dualities of finitely closed
subcategories of LQ
The above theorems suggest to define a Galois connection between the class
of all finitely closed subcategories L of LQ and all involutions κ of K that may
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appear as an involution of some duality of L. We will split the construction of
such a Galois correspondence in two steps.
Let us consider first the set F of all finitely closed subcategories L of LQ
non-containing the Q-module R introduced in Section 4.1. Let I be the set of all
involutions of K.
Definition 6.1. Given a subcategory L ∈ F and an involution κ ∈ I, we call the
pair (L, κ) compatible if κ appears as an involution of some duality of L. In such
a case, we say that L is compatible with κ and κ is compatible with L.
Roughly speaking, the Galois correspondence is obtained by assigning to each
L ∈ F the set ϕ(L) of all involutions κ compatible with L and by assigning to
each involution κ ∈ I the set of all subcategories L ∈ F that are compatible with
κ (note thatX(I(κ)) is the largest saturated finitely closed subcategory of Fwhere
κ may appear as an involution of some duality, cf. Corollary 1.12).
For every ideal I of 2P define now the sets:
LI :=
{L ∈ F: I(L)⊆ I} and TI := {κ ∈ I: I(κ)⊇ I}.
Then, according to Theorem 1.11, for every L ∈ LI and κ ∈ TI the pair (L, κ)
is compatible. Conversely, for every compatible pair (L, κ), there exists an ideal
I of 2P such that L ∈ LI and κ ∈ TI (it suffices to consider any ideal I such that
I(L)⊆ I ⊆ I(κ)).
Now we discuss the Galois correspondence in these terms. If L ∈ F, then
ϕ(L) coincides with TI(L) ∈ P(I) and we note that the application ϕ :F→P(I)
is monotonically decreasing and “continuous,” i.e., ϕ(
∨
λ∈ΛLλ) =
⋂
λ∈Λ ϕ(Lλ)
when (Lλ)λ∈Λ is a family of elements of F (indeed, an involution κ ∈
ϕ(
∨
λ∈ΛLλ) if and only if I(κ) ⊇ I(Vλ∈ΛLλ) if and only if I(κ) ⊇ I(Lλ) for
every λ ∈Λ if and only if κ ∈⋂λ∈Λ ϕ(Lλ)).
On the other hand, for every κ ∈ I let ψ(κ) := X(I(κ)) and extend ψ to an
application ψ :P(I)→ F by setting
ψ(W) :=
⋂
κ∈W
ψ(κ)
for W ⊆ I. Obviously, ψ commutes with intersections.
By Corollary 3.7, for every L ∈ F there exists κ0 ∈ I such that I(κ0)= I(L),
hence κ0 ∈ ϕ(L). Consequently, I(κ)⊇ I(κ0) for every κ ∈ ϕ(L). Therefore,
ψ
(
ϕ(L)) = ⋂
κ∈ϕ(L)
ψ(κ)=
⋂
κ∈ϕ(L)
X
(I(κ))= X(I(κ0))=X(I(L))
= sat(L)
since the assignment I → L(I) is monotone. This proves the following proposi-
tion.
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Proposition 6.2. The assignments
F
ϕ
P(I)
ψ
define a Galois correspondence between the complete lattices F and P(I) such
that the Galois closure of any L ∈ F is precisely sat(L). In particular, the above
correspondence induces a Galois equivalence between S and the image of ϕ.
Remark 6.3. At this point we note that the continuity of the application ϕ permits
us to extend it to P(F) by setting
ϕˆ
({Lλ}λ∈Λ) := ⋂
λ∈Λ
ϕ(Lλ)
and this intersection coincides with ϕ(
∨
λ∈ΛLλ).
On the other hand, for every finitely closed subcategoryL ∈ F one can consider
the principal ideal
CL := {L′ ∈ F: L⊇ L′}
of the lattice F and observe that the assignment L→ CL defines an embedding
of F into P(F).
If we define ψ̂(κ) := Cψ(κ) for every κ ∈ I, as before we can extend ψ̂ to an
application ψ̂ :P(I)→P(F) by setting
ψ̂(W) :=
⋂
κ∈W
ψ̂(κ)
for W ⊆ I. Obviously, ψ̂ commutes with intersections.
This implies that the Galois correspondence defined in Proposition 6.2 can
be extended to a higher level (as far as F is concerned) by considering the
assignments
P(F)
ϕˆ
P(I).
ψ̂
Let us consider now the set F′ of all finitely closed subcategories L of LQ
containing theQ-moduleR described in Section 4.1. If κ ∈ I and L ∈ F′, then, as
in Definition 6.1, we can introduce compatibility of the pair (L, κ). According to
Theorem 1.11, the pair (L, κ) is compatible if and only if I(L)⊆ I(κ) and κ is
L-continuous.
Moreover, since I(L) = I(σ (L)) for every L ∈ F′ (where σ is the isomor-
phism introduced in Section 4.1), the definition of ϕ can be extended to F′ by
setting ϕ(L) := ϕ(σ(L)), for every L ∈ F′.
In order to obtain a Galois correspondence related to dualities of arbitrary
finitely closed subcategories of LQ, it remains to consider only those contained
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in F′. In particular, for these finitely closed subcategories it suffices to restrain our
attention to the subset C⊆ I of all L-continuous involutions of K and define
ϕ˜(L) := ϕ(L)∩ C for every L ∈ F′ and
ψ˜(κ) := 〈ψ(κ),R〉 for every involution κ ∈ C.
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