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Abstract
We study the strong approximation of a rough volatility model, in which the log-volatility is given by
a fractional Ornstein-Uhlenbeck process with Hurst parameter H < 1/2. Our methods are based on an
equidistant discretization of the volatility process and of the driving Brownian motions, respectively.
For the root mean-square error at a single point the optimal rate of convergence that can be achieved
by such methods is n−H , where n denotes the number of subintervals of the discretization. This rate
is in particular obtained by the Euler method and an Euler-trapezoidal type scheme.
Keywords: optimal approximation, lower error bounds, fractional Ornstein Uhlenbeck process, asset
models with rough volatility, Euler and trapezoidal methods
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1. Introduction and Main Results
Let B = {Bt , t ∈ R} be a fractional Brownian motion (fBm in what follows) with Hurst parameter
H ∈ (0,1/2), i.e. B is a centered Gaussian processes with continuous sample paths, B0 = 0 and mean
square smoothness
E|Bt −Bs|2 = |t− s|2H , s, t ∈ R.
Moreover, let V = {Vt , t ≥ 0}, W = {Wt , t ≥ 0} be two independent Brownian motions, µ ∈R,λ ,θ ,s0 >
0, ρ ∈ (−1,1) and consider
St = s0eXt ,
Xt =−12
∫ t
0
e2Ysds+ρ
∫ t
0
eYsdVs +
√
1−ρ2
∫ t
0
eYsdWs, (1)
Yt = µ +θe−λ t
∫ t
−∞
eλ sdBs.
Here X = {Xt, t ≥ 0} models the log-price of an asset, whose log-volatility Y = {Yt , t ≥ 0} is given
by the stationary solution of the Langevin equation
dYt = λ (µ −Yt)dt +θdBt .
The fractional Brownian motion B and the Brownian motion V are correlated, i.e.
EBtVs = γ(t,s), t ∈ R, s ≥ 0,
for some suitable, i.e. in particular positive definite, function γ : R× [0,∞)→ R, while B and W are
independent, i.e.
EBtWs = 0, t ∈ R, s ≥ 0.
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Such a model has been proposed by Gatheral, Jaisson and Rosenbaum based on striking empirical evi-
dence that the log-volatility of assets behaves essentially as fBm with with H ≈ 0.1, see Gatheral et al.
(2014). This model has been further analysed in Bayer et al. (2015).
In this manuscript, we will study the optimal mean square approximation of XT based on
V0,VT/n, . . . ,VT , W0,WT/n, . . . ,WT , Y0,YT/n, . . . ,YT . (2)
The fractional Ornstein-Uhlenbeck process (fOUp) Y is a Gaussian process with known mean covari-
ance function and thus exact joint simulation of V,W,Y at a finite number of time points is possible.
Clearly, the optimal mean square approximation of XT using (2) is given by
Xoptn = E
(
XT
∣∣VkT/n,WkT/n,YkT/n, k = 0, . . . ,n) (3)
and the corresponding minimal errors are
e(n) =
(
E|XT −Xoptn |2
)1/2
. (4)
We will show that rough volatility models are numerically tough in the sense that they admit only
low convergence rates for the mean square approximation based on the information given by (2).
More precisely, we will show that
liminf
n→∞
( n
T
)2H
e(n)2 ≥ (1−ρ2) 1
(2H +1)(2H +2)
T θ 2E|eY0 |2,
see Theorem 2. Moreover, the optimal convergence rate n−H is obtained by the Euler method
XEn =−
1
2
n−1
∑
k=0
e2Yk∆∆+ρ
n−1
∑
k=0
eYk∆∆kV +
√
1−ρ2
n−1
∑
k=0
eYk∆∆kW, (5)
and the trapezoidal scheme
XTrn =−
1
4
n−1
∑
k=0
(
e2Yk∆ + e2Y(k+1)∆
)
∆+ρ
n−1
∑
k=0
eYk∆∆kV +
1
2
√
1−ρ2
n−1
∑
k=0
(
eYk∆ + eY(k+1)∆
)
∆kW, (6)
where ∆ = T/n and
∆kV =V(k+1)∆−Vk∆, ∆kW =W(k+1)∆−Wk∆, k = 0, . . . ,n−1.
For these schemes we have
lim
n→∞
( n
T
)2H
E|XT −XEn |2 =
1
2H +1
T θ 2E|eY0 |2,
and
lim
n→∞
( n
T
)2H
E|XT −XTrn |2 =
(
1
2H +1
− 1−ρ
2
4
)
T θ 2E|eY0 |2,
see Theorem 1. Note that
E|eYt − eYs |2 = θ 2E|eY0 |2 · |t− s|2H +o(|t− s|2H) for |t− s| → 0,
i.e. the limiting constants on the right hand side of the above expressions depend on the Ho¨lder
constant of the mean square smoothness of the volatility process {eYt , t ≥ 0} .
The remainder of the manuscript is structured as follows. In the next section, we collect several
properties of the stationary fractional Ornstein-Uhlenbeck process and other auxiliary results. Section
3 is devoted to the analysis of the Euler and the trapezoidal method, while in Section 4 we establish
the lower bound for the minimal errors. Finally, in Section 5, we discuss the joint simulation of the
fractional Ornstein-Uhlenbeck process and Brownian motion.
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Remark 1. Bayer et al. (2015) proposed that the correlation between B and V is introduced using the
Mandelbrot–van Ness representation of fBm (Mandelbrot and Van Ness (1968)), i.e. V is in fact a
two-sided Brownian motion V = {Vt , t ∈ R} and
Bt = G(H)
∫
R
((t− s)H−1/2+ − (−s)H−1/2+ )dVs, t ∈ R,
with
G(H)2 = 2H Γ(3/2−H)
Γ(H +1/2)Γ(2−2H) .
This leads to a correlation structure with
γ(t,s) = G(H)
H +1/2
(
tH+1/2− (t−min{t,s})H+1/2
)
1[0,∞)×[0,∞)(t,s), t,s≥ 0.
Remark 2. For Ito¯ stochastic differential equations (SDEs) driven by Brownian motion the minimal
errors e(n) have been studied in detail, also for more general discretizations of the Brownian motion,
see Mu¨ller-Gronbach and Ritter (2008) for a survey of the respective results. For stochastic differen-
tial equations driven by fractional Brownian motion minimal errors have been studied for H > 1/2 in
Neuenkirch (2008) for the scalar case, respectively in Neuenkirch and Shalaiko (2016) for the frac-
tional Le´vy area.
Remark 3. In Section 5 we will point out that simulating
V0,VT/n, . . . ,VT , W0,WT/n, . . . ,WT , Y0,YT/n, . . . ,YT
exactly has a computational cost (number of random numbers and number of arithmetic operations)
of order n2, up to the best of our knowledge. This makes the barrier of order H even worse. In our
future work, we will therefore study the approximation of Y and B via the Mandelbrot-van Ness rep-
resentation of fBm similar to the recent work of Bennedsen et al. (2015) and also weak approximation
methods.
2. Preliminaries
2.1. Fractional Brownian motion
Let (Ω,F ,P) be a probability space and recall that a centered Gaussian process B = {Bt, t ∈ R}
is called a fractional Brownian motion with Hurst index H ∈ (0,1) if its covariance function equals
K(s, t) =
1
2
(t2H + s2H −|t− s|2H), s, t ∈ R.
Since E|Bt −Bs|2 = |t− s|2H there exists a modification with γ-Ho¨lder trajectories for any γ < H,
which we consider in what follows. The process BH is moreover H-self-similar, i.e. for all c > 0 we
have {
c−HBct , t ∈ R
} law
= {Bt, t ∈ R},
and is shift invariant, i.e. for any s∈R the process {Bt+s−Bs, t ∈R} is a again an fBm. Furthermore,
fBm has polynomial growth as |t| → ∞, i.e. there exists a set A ∈ F with P(A) = 1 and a random
variable K such that
|Bt(ω)| ≤ K(ω)(1+ |t|2), t ∈ R, ω ∈A , (7)
see Maslowski and Schmalfuss (2004). In the sequel we will change Ω such that B·(ω) = 0 for
ω /∈A .
3
2.2. Young integration
Let α,β ∈ (0,1) such that α +β > 1 and consider two Ho¨lder functions f ∈ C α([0,T ];R), g ∈
C β ([0,T ];R). Then the Young integral
∫ T
0 f (t)dg(t) is defined as the limit of the corresponding
Riemann-Stieltjes sums, see e.g. Young (1936).
Therefore, due to the Ho¨lder smoothness of the sample paths of fBm the pathwise Riemann-
Stieltjes integrals ∫ t
s
a(τ)dBτ , −T ≤ s < t ≤ T,
exist if a ∈Cα([−T,T ];R) with α +H > 1. Moreover, if −T ≤ s1 < t1 ≤ s2 < t2 < T , we have the
fractional Ito¯ isometry
E
∫ t1
s1
a(τ1)dBτ1
∫ t2
s2
a(τ2)dBτ2 = H(2H−1)
∫ t1
s1
∫ t2
s2
a(τ1)a(τ2)|τ1− τ2|2H−2 dτ2dτ1. (8)
Property (7) implies that the improper Riemann-Stieltjes integrals
∫ t
−∞
eλ sdBs(ω), t ∈ R, ω ∈ Ω,
are well-defined and that the integration by parts relation
∫ t
−∞
eλ sdBs(ω) = eλ tBt(ω)−λ
∫ t
−∞
eλuBu(ω)du, t ∈ R, ω ∈ Ω, (9)
holds.
Moreover, for these integrals the isometry (10) is still valid, see Cheridito et al. (2003):
E
∫ t1
−∞
eλτ1 dBτ1
∫ t3
t2
eλτ2 dBτ2 = H(2H−1)
∫ t1
−∞
∫ t3
t2
eλ (τ1+τ2)|τ1− τ2|2H−2 dτ2dτ1 (10)
for −∞ < t1 ≤ t2 ≤ t3 < ∞.
2.3. Ito¯ integration
Throughout this manuscript, we assume that (Bt ,Wt ,Vt)t≥0 are (Ft)t≥0-adapted, where this filtra-
tion is constructed from the canonical filtration by the usual extension procedure, see e.g. Chapter 2.7
in Karatzas and Shreve (1991), and that (Bt)t<0 is F0-measurable. Consequently, we must have that
γ(t,s) = γ(t, t) for all s ≥ t, (11)
since the adaptedness implies that Bt and Vt+h−Vt with h > 0 are independent, and in particular
γ(t,s) = 0 for all t ≤ 0 ≤ s. (12)
Under the above adaptedness assumption the stochastic integrals
∫ t
0
eYsdVs,
∫ t
0
eYsdWs, t ∈ [0,T ],
are standard Ito¯ integrals and we can use all classical tools as the Ito¯ isometry, Burkholder-Davis-
Gundy inequality etc.
Furthermore, we have the following Lemma:
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Lemma 1. Let R = (Rt)t∈[0,T ] be a process, which is (Ft)t∈[0,T ] adapted, independent of W =
(Wt)t∈[0,T ], and has root mean-square smoothness of order α ∈ (0,1), i.e. there exist C > 0, α ∈ (0,1),
such that (
E|Rt −Rs|2
)1/2 ≤C|t− s|α , s, t ∈ [0,T ].
Moreover, let tk = kT/n, k = 0, . . . ,n, and
W nt =Wtk +
(nt
T
− k
)(
Wtk+1 −Wtk
)
, t ∈ [tk, tk+1], k = 0, . . . ,n−1.
Then, it holds
E
∣∣∣∣∣
∫ T
0
RsdWs− 12
N−1
∑
k=0
(Rtk +Rtk+1)∆kW
∣∣∣∣∣
2
=
n−1
∑
k=0
∫ tk+1
tk
E
∣∣∣∣Rt − 12(Rtk +Rtk+1)
∣∣∣∣
2
dt
and
E
∣∣∣∣
∫ T
0
RsdWs−
∫ T
0
RsdW
n
s
∣∣∣∣
2
=
n−1
∑
k=0
∫ tk+1
tk
E
∣∣∣∣Rt − nT
∫ tk+1
tk
Rsds
∣∣∣∣
2
dt.
Proof. To simplify our notation we put T = 1. We only proof the second assertion, the other proof is
similar. First note that ∫ tk+1
tk
RsdW
n
s = n∆kW
∫ tk+1
tk
Rsds.
Therefore we have
E
(∫ tk+1
tk
RsdW
n
s
∫ tl+1
tl
RsdW
n
s
)
= n2E
(∫ tk+1
tk
Rsds
∫ tl+1
tl
Rsds
)
E(∆kW∆lW ) = 0
for k 6= l by independence of R and W . Moreover, using additionally the adaptedness of R and the
properties of the Ito¯ integral it holds
E
(
∆kW
∫ tk+1
tk
Rsds
∫ tl+1
tl
RsdWs
)
= E
(
∆kW
∫ tk+1
tk
RsdsE
(∫ tl+1
tl
RsdWs
∣∣∣Ftk+1
))
= 0
and
E
(∫ tk+1
tk
RsdWs ∆lW
∫ tl+1
tl
Rsds
)
= E
(∫ tk+1
tk
RsdWs E
(
∆lW
∫ tl+1
tl
Rsds
∣∣∣Ftk+1
))
= 0
for k < l. So we end up with
E
(∫ tk+1
tk
RsdWs−
∫ tk+1
tk
RsdW
n
s
)(∫ tl+1
tl
RsdWs−
∫ tl+1
tl
RsdW
n
s
)
= 0.
for k 6= l.
Hence it remains to study
E
∣∣∣∣
∫ tk+1
tk
RsdWs−
∫ tk+1
tk
RsdW
n
s
∣∣∣∣
2
=
∫ tk+1
tk
E|Rs|2ds+nE
∣∣∣∣
∫ tk+1
tk
Rsds
∣∣∣∣
2
−2nE
(∫ tk+1
tk
RsdWs
∫ tk+1
tk
Rsds∆kW
)
.
For the last term consider the approximation
∫ tk+1
tk RsdWs = L
2− limN→∞ S(k)N with
S(k)N =
N−1
∑
l=0
RsNl ∆lNW,
5
where {sNl }Nl=0 is a sequence of partitions of [tk, tk+1] with meshsize going to zero and ∆lNW =WsNl+1 −
WsNl . (The L
2
-convergence holds due to the mean-square smoothness assumption.) Then we have
E
(∫ tk+1
tk
RsdWs
∫ tk+1
tk
Rsds∆kW
)
= lim
N→∞
N−1
∑
l=0
E
(
RsNl
∫ tk+1
tk
Rsds
)
E(∆lNW∆kW ) = limN→∞
N−1
∑
l=0
E
(
RsNl
∫ tk+1
tk
Rsds
)
(sNl+1− sNl )
=
∫ tk+1
tk
E
(
Rt
∫ tk+1
tk
Rsds
)
dt.
Hence we obtain
E
∣∣∣∣
∫ tk+1
tk
RsdWs−
∫ tk+1
tk
RsdW
n
s
∣∣∣∣
2
=
∫ tk+1
tk
E|Rs|2ds+nE
∣∣∣∣
∫ tk+1
tk
Rsds
∣∣∣∣
2
−2n
∫ tk+1
tk
E
(
Rt
∫ tk+1
tk
Rsds
)
dt
and summing over the subintervals yields the assertion.
2.4. Stationary fractional Ornstein-Uhlenbeck process
As already mentioned
Yt = µ +θe−λ t
∫ t
−∞
eλudBu, t ∈ R,
is the stationary solution of the Langevin SDE
dYt = λ (µ −Yt)dt +θdBt ,
see e.g. Cheridito et al. (2003); Garrido-Atienza et al. (2009). The stationarity is a simple conse-
quence of the shift invariance of fBm which gives in particular
(Yt ,Ys) = µ +
(
e−λ t
∫ t
−∞
eλudBu,e−λ s
∫ s
−∞
eλudBu
)
(13)
law
= µ +
(
e−λ t
∫ t
−∞
eλud(Bu−s−B−s),e−λ s
∫ s
−∞
eλud(Bu−s−B−s)
)
= µ +
(
e−λ (t−s)
∫ t−s
−∞
eλudBu,
∫ 0
−∞
eλudBu
)
= (Yt−s,Y0)
for any s, t ∈ R.
The process Y is Gaussian with mean
EY0 = µ
and covariance
E(Ys−EYs)(Yt −EYt) = RY (|t− s|), s, t ∈ R,
where
RY (τ) = θ 2
(
Γ(2H +1)cosh(λτ)
2λ 2H −H
∫ τ
0
cosh(λ (τ−u))u2H−1du
)
, τ ≥ 0. (14)
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In particular we have
V(Yt) = RY (0) = θ 2
Γ(2H +1)
2λ 2H , t ∈ R.
For a derivation see the Appendix. Note that another representation of the covariance function in
terms of the confluent hypergeometric function 1F2 has been given in Proposition 4.1.2 in Scho¨chtel
(2013), starting from the Fourier representation
RY (τ) = θ 2
Γ(2H +1)sin(piH)
2pi
∫
∞
−∞
eiτx
|x|1−2H
λ 2 + x2dx, τ ≥ 0.
By straightforward calculations using (14) and 2cosh(λ (τ −u)) = eλτe−λu + e−λτ eλu we have:
Lemma 2. We have RY ∈ C ∞((0,∞);R) and
RY (τ) = RY (0)− θ
2
2
τ2H +o(τ2H), τ → 0.
The process
Z(a)t = ea(Yt−µ), t ∈ R,
is again stationary with mean
EZ(a)0 = exp
(
a2
2
RY (0)
)
and covariance, again in terms of RY ,
RZ(a)(|t− s|) = exp(a2RY (0))
(
exp(a2RY (|t− s|))−1
)
.
Here we have exploited that the moment generating function of a d-dimensional Gaussian random
variable ξ with mean m and covariance matrix C is given by
Ee〈a,ξ 〉 = exp
(
〈a,m〉+ 1
2
〈a,Ca〉
)
, a ∈ Rd.
We have the following asymptotic expansion:
Lemma 3. Let a 6= 0. We have RZ(a) ∈ C ∞((0,∞);R) and
RZ(a)(τ) = c0− c1τ2H +o(τ2H), τ → 0,
with
c0 = c0(a,RY (0)) = exp
(
a2RY (0)
)(
exp
(
a2RY (0)
)−1) ,
c1 = c1(a,θ ,RY (0)) =
a2θ 2
2
exp
(
2a2RY (0)
)
.
The previous Lemma allows to use results from Benhenni (1998) for the approximation of ∫ T0 Z(a)s ds.
We need another Lemma, which follows again by straightforward computations:
Lemma 4. Let the notation of the Lemma (3) prevail and s ≤ u ≤ t. We have
E|Z(a)t −Z(a)s |2 = 2c1|t− s|2H +o(|t− s|2H), |t− s| → 0,
and
E
∣∣∣Z(a)u − 12(Z(a)s +Z(a)t )
∣∣∣2 = c1(|t−u|2H + |s−u|2H − 12 |t− s|2H)+o(|t− s|2H), |t− s| → 0.
It also holds
E
(
Z(a)t −Z(a)u
)(
Z(a)t −Z(a)s
)
= c1
(|t− s|2H + |t−u|2H −|u− s|2H)+o(|t− s|2H), |t− s| → 0.
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3. Analysis of the Euler- and Trapezoidal scheme
Let
XRST =
∫ T
0
e2Ysds = e2µ
∫ T
0
Z(2)s ds.
Since Z(a) is stationary and the covariance function is infinitely differentiable away from zero and
admits the expansion given in Lemma 3, one can apply Theorem 1 in Benhenni (1998) to obtain
E
∣∣∣∣∣XRST − 12
n−1
∑
k=0
(
e2Yk∆ + e2Y(k+1)∆
)
∆
∣∣∣∣∣
2
= O(∆1+2H). (15)
Since
1
2
n−1
∑
k=0
(
e2Yk∆ + e2Y(k+1)∆
)
∆ =
n−1
∑
k=0
e2Yk∆∆+ 1
2
(
e2YT − e2Y0)∆
and H < 1/2, we also have
E
∣∣∣∣∣XRST −
n−1
∑
k=0
e2Yk∆∆
∣∣∣∣∣
2
= O(∆1+2H).
Theorem 1. Suppose XEn and XTrn , n ≥ 1, are given by (5) and (6), respectively. It holds
E
∣∣∣XT −XEn ∣∣∣2 =CE ·n−2H +o(n−2H),
E
∣∣∣XT −XTrn ∣∣∣2 =CTr ·n−2H +o(n−2H),
with
CE =CE(µ,λ ,θ ,H,T ) =
2e2µc1(1,θ ,RY (0))T 2H+1
2H +1
,
CTr =CTr(µ,λ ,θ ,ρ ,H,T ) =CE− (1−ρ2)e
2µ c1(1,θ ,RY (0))T 2H+1
2
.
Note that
θ 2E|eY0 |2 = θ 2e2µ E|Z(1)0 |2 = θ 2e2µ e2RY (0) = 2e2µ c1(1,θ ,RY (0)).
Proof. The Riemann integral part of XT , i.e. XRST , is considered above. Recalling ∆=T/n, Yt = eµZ(1)t
and using the Ito¯ isometry and Lemma 4 we have
E
∣∣∣∣∣
∫ T
0
eYsdVs−
n−1
∑
k=0
eYk∆∆kV
∣∣∣∣∣
2
= E
∣∣∣∣∣
n−1
∑
k=0
∫ (k+1)∆
k∆
(eYs − eYk∆)dVs
∣∣∣∣∣
2
= e2µ
n−1
∑
k=0
∫ (k+1)∆
k∆
E|Z(1)s −Z(1)k∆ |2ds
= 2c1e2µ
n−1
∑
k=0
∫ (k+1)∆
k∆
(
(s− k∆)2H +o(|s− k∆|2H))ds
=
2c1e2µ
2H +1
n∆2H+1(1+o(1)),
with c1 = c1(1,θ ,RY (0)) and analogously
E
∣∣∣∣∣
∫ T
0
eYsdWs−
n−1
∑
k=0
eYk∆∆kW
∣∣∣∣∣
2
=
2c1e2µ
2H +1
n∆2H+1(1+o(1)).
8
Summing up both terms using the orthogonality of the stochastic integrals we end up with the state-
ment for the Euler scheme.
For the analysis of the trapezoidal scheme we have that
E
∣∣∣∣∣
∫ T
0
Z(1)s dWs− 12
N−1
∑
k=0
(Z(1)k∆ +Z
(1)
(k+1)∆)∆kW
∣∣∣∣∣
2
=
n−1
∑
k=0
∫ (k+1)∆
k∆
E
∣∣∣∣Z(1)t − 12(Z(1)k∆ +Z(1)(k+1)∆)
∣∣∣∣
2
dt
by Lemma 1. Due to Lemma 4 we have
n−1
∑
k=0
∫ (k+1)∆
k∆
E
∣∣∣∣Z(1)t − 12(Z(1)k∆ +Z(1)(k+1)∆)
∣∣∣∣
2
dt
= c1
n−1
∑
k=0
∫ (k+1)∆
k∆
(
|t− k∆|2H + |(k+1)∆− t|2H − 1
2
∆2H +o(∆2H)
)
dt
= c1
(
2
2H +1
− 1
2
)
n∆2H+1 +o(∆2H).
Using this estimate, taking into account the correlation and the Euler estimate for the dV -integral, we
obtain our assertion.
4. The order barrier
4.1. Conditional Expectations
Let
Gn = σ(VkT/n,WkT/n,YkT/n, k = 0, . . . ,n), Hn = σ(Vt ,Yt , t ≥ 0,WkT/n, k = 0, . . . ,n) (16)
and
XVT = ρ
∫ T
0
eYsdVs, XWT =
√
1−ρ2
∫ T
0
eYsdWs. (17)
We start with some representation formulae for the involved conditional expectations.
Lemma 5. (i) We have
E(XWT |Gn) =
√
1−ρ2
∫ T
0
E
(
eYs
∣∣VkT/n,YkT/n, k = 0, . . . ,n)dW ns , (18)
where
W nt =WkT/n +
(nt
T
− k
)(
W(k+1)T/n−WkT/n
)
, t ∈ [kT/n,(k+1)T/n], k = 0, . . . ,n−1,
and
E(XWT |Hn) =
√
1−ρ2
∫ T
0
eYs dW ns . (19)
(ii) It holds
E(XVT |Gn) = ρVT eYT −ρ lim
ε→0
1
ε
E
(∫ T
0
VseY
ε
s (Ys−Ys−ε)ds
∣∣∣VkT/n,YkT/n, k = 0, . . . ,n)
with
Y εt =
1
ε
∫ t
t−ε
Ysds, t ∈ R, ε > 0.
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Proof. The proof relies on the fact that for any sub-σ -algebra G of F and random variables Z, Zn,
n ∈ N, we have that
L
2− lim
n→∞Zn = Z =⇒ L
2− lim
n→∞ E(Zn|G ) = E(Z|G ). (20)
(i) We start with the first equality. Consider the L2-approximation XWT /
√
1−ρ2 = limN→∞ SN
where
SN =
N−1
∑
l=0
eYT l/N(W(l+1)T/N −WT l/N), N ∈ N.
Since W is independent of (V,Y ), one can write
E(SN |Gn) =
N−1
∑
l=0
E(eYT l/N |VkT/n,YkT/n,k = 0, . . . ,n)E(W(l+1)T/N −WT l/N|WkT/n,k = 0, . . . ,n).
Due to the normal correlation theorem we have
E(WT (l+1)/N −WT l/N|WkT/n,k = 0, . . . ,n) =W nT (l+1)/N −W nT l/N
and hence
E(SN |Gn) =
N−1
∑
l=0
E(eYT l/N |VkT/n,YkT/n,k = 0, . . . ,n)(W n(l+1)T/N −W nT l/N).
Since W n· (ω) is piecewise differentiable, it follows
lim
N→∞
E(SN|Gn) P−a.s.=
∫ T
0
E(eYs |VkT/n,YkT/n,k = 0, . . . ,n)dW ns ,
which finishes the proof of (19) using (20).
The second assertion can be shown analogously.
(ii) To prove the second equality introduce the following family of random variables
XV,εT = ρ
∫ T
0
eY
ε
t dVt , ε > 0.
The Ito¯ isometry, the mean value theorem and Ho¨lder’s inequality give that
E|XV,εT −XVT |2 =
∫ T
0
E|eY εt − eYt |2dt ≤
∫ T
0
(
E
(∫ 1
0
eλY
ε
t +(1−λ )Ytdλ
)4)1/2 (
E|Y εt −Yt |4
)1/2
dt.
Since
|Y εt | ≤ sup
t∈[−1,T ]
|Yt | for t ∈ [0,T ], ε ∈ (0,1],
it follows that
E|XV,εT −XVT |2 ≤C
∫ T
0
(
E|Y εt −Yt |4
)1/2
dt
for ε ∈ (0,1] with
C2 = Ee4supt∈[−1,T ] |Yt | < ∞
due to Fernique’s theorem. Finally we have
(
E|Y εt −Yt |4
)1/2
= cE|Y εt −Yt |2 ≤ c sup
s∈[t−ε,t]
E|Yt −Ys|2, t ∈ [0,T ],
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for some constant c > 0 (again by Gaussianity of (Y,Y ε), respectively the definition of Y ε ) and so
Lemma 2 implies that
lim
ε→0
∫ T
0
(
E|Y εt −Yt |4
)1/2
dt = 0,
which shows that
lim
ε→0
E|XV,εT −XVT |2 = 0.
Consequently, we have
E(XVT |Gn) = lim
ε→0
E(XV,εT |Gn).
For all ε > 0 the map [0,T ] ∋ t 7→ Y εt (ω) ∈ R is differentiable, so partial integration gives
XV,εT = ρeY
ε
T VT − ρ
ε
∫ T
0
Vt(Yt −Yt−ε)eY εt dt
and thus
E(XVT |Gn) = ρVT eYT −ρ lim
ε→0
1
ε
E
(∫ T
0
Vt(Yt −Yt−ε)eY εt dt
∣∣∣VkT/n,YkT/n,k = 0, . . . ,n
)
,
since Y and V are independent of W .
The previous Lemma in particular implies that
E(XWT |Gn) =
√
1−ρ2
n−1
∑
l=0
n
T
∆lW
∫ (l+1)T/n
lT/n
E
(
eYs
∣∣VkT/n,YkT/n, k = 0, . . . ,n)ds
and that E(XVT |Gn) = E(XVT |VkT/n,YkT/n, k = 0, . . . ,n). Consequently we obtain that
E(E(XWT |Gn)XVT ) = E(E(XVT |Gn)XWT ) = E(E(XVT |Gn)E(XWT |Gn)) = 0,
since (V,Y ) and W are independent. Since moreover E(XWT XVT ) = 0 by independence of W and V it
follows that
E(XWT −E(XWT |Gn))(XVT −E(XVT |Gn)) = 0.
This yields
E
∣∣XWT +XVT −E(XWT +XVT |Gn)∣∣2 = E ∣∣XWT −E(XWT |Gn)∣∣2 +E ∣∣XVT −E(XVT |Gn)∣∣2
≥ E ∣∣XWT −E(XWT |Gn)∣∣2 , (21)
i.e. we can establish a lower bound for the minimal error by considering only the Ito¯ integral with
respect to W .The optimal approximation of the dV -integral seems to be much harder to analyse due
the dependence of Y and V .
After these preparations we can establish our lower error bound:
Theorem 2. In the notation above the following holds
liminf
n→∞ n
2H E(XT −E(XT |Gn))2 ≥ (1−ρ2) 2
(2H +1)(2H +2)
T 2H+1e2µ c1(1,θ ,RY (0)).
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Proof. First note that
lim
n→∞n
2H E|XRST −E(XRST |Gn)|2 = 0
by (15). Using this, (21) and Gn ⊂Hn it follows that
liminf
n→∞ n
2H E|XT −E(XT |Gn)|2 ≥ liminf
n→∞ n
2H E|XWT −E(XWT |Gn)|2 ≥ liminf
n→∞ n
2H E|XWT −E(XWT |Hn)|2.
The Lemmata 5 and 1 imply
E|XWT −E(XWT |Hn)|2 = (1−ρ2)
n2
T 2
n−1
∑
k=0
∫ (k+1)T/n
kT/n
E
∣∣∣∣
∫ (k+1)T/n
kT/n
(eYt − eYs)ds
∣∣∣∣
2
dt.
Since
E
∣∣∣∣
∫ (k+1)T/n
kT/n
(eYt − eYs)ds
∣∣∣∣
2
= e2µ
∫ (k+1)T/n
kT/n
∫ (k+1)T/n
kT/n
E(Z(1)t −Z(1)s1 )(Z(1)t −Z(1)s2 )ds1ds2
= e2µ c1(1,θ ,RY (0))
∫ (k+1)T/n
kT/n
∫ (k+1)T/n
kT/n
(|t− s1|2H + |t− s2|2H −|s1− s2|2H)ds1ds2 +o(n−2H−2)
by Lemma 4, it follows
1
c1e2µ
∫ (k+1)T/n
kT/n
E
∣∣∣∣
∫ (k+1)T/n
kT/n
(eYt − eYs)ds
∣∣∣∣
2
dt
=
∫ (k+1)T/n
kT/n
∫ (k+1)T/n
kT/n
∫ (k+1)T/n
kT/n
(|t− s1|2H + |t− s2|2H −|s1− s2|2H)ds1ds2dt
+o(n−2H−3)
=
∫ T/n
0
∫ T/n
0
∫ T/n
0
|s1− s2|2Hds1ds2dt +o(n−2H−3)
=
2
(2H +1)(2H +2)
∆2H+3 +o(n−2H−3),
and summing up yields the assertion.
5. Joint Simulation of fOUp and Brownian motion
Set Y ct =Yt −µ, t ∈ R. Since integration by parts (9) gives
Y ct = θ
(
Bt −λe−λ t
∫ t
−∞
eλ sBudu
)
,
it follows that
EY ct Vs = θ
(
γ(t,s)−λe−λ t
∫ t
0
eλuγ(u,s)du
)
, s, t ≥ 0
In particular we have
EY ct (Vs2 −Vs1) = θ
(
(γ(t,s2)− γ(t,s1))−λe−λ t
∫ t
0
eλu(γ(u,s2)− γ(u,s1))du
)
. (22)
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Hence for a given γ the covariance matrix C ∈ R2n+1,2n+1 of
(Y c,∆V )disc = (Y c0 ,Y cT/n, . . . ,Y
c
T , ∆0V,∆1V, . . . ,∆n−1V ),
can be computed explicitly and has the form
C =
(
C11 C12
C21 C22
)
=
(
(EY ciT/nY
c
jT/n)i, j=0,...,n (EY
c
iT/n∆ jV )i=0,...,n, j=0,...,n−1
(E∆iVY cjT/n)i=0,...,n−1, j=0,...,n (E∆iV∆ jV )i, j=0,...,n−1
)
.
Considering the increments rather than point evaluations of V has the advantage that
C22 = (E∆iV∆ jV )i, j=0,...,n−1 = ∆ · In,
where In is the n-dimensional identity matrix. Additionally, by (11) and (22) we have that
EY ciT/n∆ jV = 0 for i≤ j,
and therefore
C12 = (EY ciT/n∆ jV )i=0,...,n, j=0,...,n−1 =C
′
21
is a lower triangular matrix. Consequently, C is a banded matrix.
We have
(Y c,∆V )′disc
law
= L


ξ1
ξ2
.
.
.
ξ2n+1

 ,
where L ∈ R2n+1,2n+1 is the lower triangular matrix, which arises from the Cholesky decomposition
of C, i.e. C = LL′, and ξi, i = 1, . . . ,2n+ 1, are iid standard Gaussian random variables. After
precomputation of the matrix L, the computational cost (number of standard normal random numbers
and arithmetic operations) to generate a sample of (Y c,∆V )disc is O(n2).
Due to its stationarity the random vector (Y c0 ,Y cT/n, . . . ,Y
c
T ) alone can be sampled with a compu-
tational cost of O(n log(n)) using the Davis-Harte algorithm, see e.g. Davies and Harte (1987). This
method relies on the fact that after embedding C11 in a circulant matrix Cce of size m = 2⌈log2(n+1)⌉+1
this matrix can be decomposed as
Cce = QΛQ∗,
where Λ is the diagonal matrix of eigenvectors of Cce, and Q is the unitary matrix given by
Q j,k =
1√
m
exp
(
−2ipi jk
m
)
, j,k = 0, ...,m−1.
Here Q∗ denotes the adjoint of Q, i.e. (Q∗) j,k is the complex conjugate of Qk, j. Moreover the eigen-
values of Cce are
λk =
m−1
∑
j=0
Ccej,1 exp
(
2ipi jk
m
)
, k = 0, ...,m−1.
Thus, we have
QΛ1/2Q∗ξ law=


Y c0
Y cT/n
.
.
.
Y c(m−1)T/n

 , (23)
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where ξ is a vector of m independent standard normal random variables. The actual computation of
the left hand side of the previous equation is carried out by using fast Fourier transformation, which
leads to the computational cost of O(n log(n)).
Since
√
∆QInQ∗ξ =
√
∆ξ law=


∆0V
∆1V
.
.
.
∆m−1V,

 , (24)
it might be tempting to use
(Y c,∆V )′disc
law
=
( QΛ1/2Q∗ξ√
∆ξ
)
,
which would have a computational cost of O(n log(n)). However, this sampling procedure yields the
covariance structure
C12 =
√
∆QΛ1/2Q∗,
which neither incorporates the covariance structure γ nor is an upper triangular matrix, which is
required by the adaptedness assumption for B,V,W .
6. Appendix: Covariance function of the fOUp
Recall that Y ct = Yt −µ , t ∈ R. By stationarity, i.e. (13), we only have to compute EY c0 Y ct , t ≥ 0.
(i) First note that
EY c0 Y ct = EY c0 (Y ct −Y c0 )+E|Y c0 |2,
and moreover
E|Y c0 |2 = θ 2
Γ(2H +1)
2λ 2H , (25)
see e.g. Gatheral et al. (2014).
(ii) So it remains to consider EY c0 (Y ct −Y c0 ). Since
Y ct −Y c0 = θ exp(−λ t)
∫ t
0
exp(λτ)dBτ +(exp(−λ t)−1)Y c0
the fractional Ito¯ isometry (10) now gives
EY c0 (Y ct −Y c0 ) = θ 2H(2H−1)exp(−λ t)
∫ t
0
∫ 0
−∞
exp(λ (τ1+ τ2))|τ1− τ2|2H−2dτ1dτ2
+θ 2(exp(−λ t)−1)Γ(2H +1)
2λ 2H .
Hence, using step (i), we have
EY c0 Y ct = θ 2H(2H−1)exp(−λ t)
∫ t
0
∫ 0
−∞
exp(λ (τ1+ τ2))|τ1− τ2|2H−2dτ1dτ2 (26)
+θ 2 exp(−λ t)Γ(2H +1)
2λ 2H .
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(iii) Using τ1 = u+ τ2 we have∫ t
0
∫ 0
−∞
exp(λ (τ1 + τ2))|τ1− τ2|2H−2dτ1dτ2 =
∫ t
0
∫ −τ2
−∞
exp(λ (u+2τ2))|u|2H−2dudτ2.
Exchanging the order of integration and using the transformation u 7→ −u we obtain
∫ t
0
∫ −τ2
−∞
exp(λ (u+2τ2))|u|2H−2dudτ2
=
∫ −t
−∞
∫ t
0
exp(λ (u+2τ2))|u|2H−2dτ2du
+
∫ 0
−t
∫ −u
0
exp(λ (u+2τ2))|u|2H−2dτ2du
=
1
2λ (exp(2λ t)−1)
∫
∞
t
exp(−λu)|u|2H−2du
+
1
2λ
∫ t
0
(exp(λu)− exp(−λu)) |u|2H−2du
and therefore
exp(−λ t)
∫ t
0
∫ 0
−∞
exp(λ (τ1+ τ2))|τ1− τ2|2H−2dτ1dτ2
=
1
λ sinh(λ t)
∫
∞
t
exp(−λu)|u|2H−2du
+
1
λ exp(−λ t)
∫ t
0
sinh(λu)|u|2H−2du
Integration by parts gives
2H−1
λ sinh(λ t)
∫
∞
t
exp(−λu)|u|2H−2du
= sinh(λ t)
∫
∞
t
exp(−λu)|u|2H−1du− sinh(λ t)exp(−λ t)λ t
2H−1
and
2H−1
λ exp(−λ t)
∫ t
0
sinh(λu)|u|2H−2du
=
1
λ exp(−λ t)sinh(λ t)t
2H−1
− exp(−λ t)
∫ t
0
cosh(λu)|u|2H−1du,
since H < 1/2. Thus, we have
H(2H−1)exp(−λ t)
∫ t
0
∫ 0
−∞
exp(λ (τ1 + τ2))|τ1− τ2|2H−2dτ1dτ2
= H sinh(λ t)
∫
∞
t
exp(−λu)|u|2H−1du−H exp(−λ t)
∫ t
0
cosh(λu)|u|2H−1du.
So, using
∫
∞
0
tb exp(−at)dt = Γ(b+1)
ab+1
(27)
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for b >−1, a > 0 it follows
H(2H−1)exp(−λ t)
∫ t
0
∫ 0
−∞
exp(λ (τ1+ τ2))|τ1− τ2|2H−2dτ1dτ2
= sinh(λ t)
(
Γ(2H +1)
2λ 2H −H
∫ t
0
exp(−λu)|u|2H−1du
)
−H exp(−λ t)
∫ t
0
cosh(λu)|u|2H−1du.
Plugging this into (26) we have derived that
EY c0 Y ct = θ 2 cosh(λ t)
Γ(2H +1)
2λ 2H −Hθ
2
∫ t
0
cosh(λ (t−u))|u|2H−1du. (28)
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