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Основні наукові результати 
Запропонований новий евристичний метод для пошуку найкоротшого маршруту у ком-
пьютерній мережі, який може використовуватись для побудови віртуальних мереж передачі да-
них і відрізняється від існуючих тим, що для визначення найкоротшого маршруту не потребу-
ється обчислення всіх можливих маршрутів; даний метод дозволяє розраховувати маршрути у 
графах надвеликої розмірності без суттєвої втрати швидкодії; результати моделювання показа-
ли, що сумарне загальне відхилення часу запропонованого методу за знаходження найкоротших 
маршрутів для графів великої розмірності дорівнює 5,72%, тоді як за застосування алгоритму 
Дейкстри для графів великої розмірності отримано відхилення часу 99,80%. 
Запропоновані модифікований метод управління комп’ютерною мережею, що забезпечує 
передачу динамічного трафіку великих об’ємів із забезпеченням необхідного рівня якості обслу-
говування та модель управляючого комутатора для систем та мереж передавання даних, що за-
безпечує гнучкість та оперативність управління розподіленням даних, високу швидкість комута-
ції з’єднань, на відміну від існуючих забезпечує виконання логічних операцій над вхідними інфо-
рмаційними потоками і сигналами управління, що дозволяє виконувати динамічну реконфігура-
цію мереж передачі даних та враховувати необхідну якість обслуговування. Запропоновані мето-
ди та засоби дозволяють підвищити ефективність функціонування РОС на мережному рівні. 
Запропонована методологія розв′язання систем лінійних алгебричних рівнянь з нечіткими 
змінними з матричною формою представлення параметрів моделі, яка спрямована на розширення 
класу задач виконуваних у РОС, та полягає в формуванні блочної чіткої СЛАР, розв′язок якої ви-
конується стандартними методами, що істотно спрощує процедуру обчислень, та підвищує їх 
ефективність на 40% відносно застосування відомого інтервального методу Гауса. 
Визначено, що для сучасних розподілених обчислювальних систем, що характеризують-
ся властивістю багатовимірністі та все більше орієнтовані на рішення задач в умовах невизна-
ченості, в якості найбільш перспективного напрямку підвищення ефективності обчислень доці-
льно застосування тензорних нейромережевих технологій, доведено, що невизначеність, яка 
розглядається у вигляді інтервалу допускає однозначне узагальнене уявлення у вигляді тензора, 
при цьому подання невизначеності у вигляді тензору дозволяє розширити клас задач обробки 
інформації в РОС за рахунок реалізації тензорних моделей нечіткої математики та логіки. 
Розроблено алгоритми та програмне забезпечення для виконання арифметичних та логіч-
них операцій та рішення систем алгебраїчних рівнянь з нечіткими змінними за подання невизна-
ченості у вигляді тензора, методом трансформації їх в матричні рівняння, наближене вирішення 
яких в практичній більшості випадків ефективно вирішуються в паралельному Toolbox pMatLab. 
Запропонований новий метод кластерізації штучних нейронних мереж, заснований на 
новому алгоритмі моніторингу обмежень та міграції призначений для використання у багато-
шарових штучних нейронних мережах, який не порушує структуру нейронної мережі і залишає 
можливість використання стандартних алгоритмів навчання багатошарових мереж. 
На основі запропонованої вдосконаленої класифікації Стоунбрейкера та нароблених ви-
мог до нової гібридної архітектури запропонована нова паралельна гібридна архітектура, що 
найбільш відповідає ефективному рішенню прикладних задач у розподілених обчислювальних 
системах та, на відміну від існуючих архітектур паралельних СБД, задовольняє повному ком-
плексу умов критично значимих для ефективної паралельної обробки надвеликих, і в тому числі 
багатомірних, масивів даних, зокрема умовам високого масштабування, високошвидкісних 
міжпроцесорних комунікацій, рівномірного балансу завантаження, когерентності кешів. 
Запропонований метод оптимізації мови запитів для роботи з SQL сервером, який дозво-
ляє значно збільшити швидкість обробки запитів до надвеликих БД та поліпшити якість обслу-
говування за рахунок використання механізмів паралельної обробки даних SQL сервера, клас-
теризованих і некластеризованих індексів, завдання вибіркових критеріїв пошуку; 
Розроблена теоретико-імовірнісна модель на основі методу заміщення сторінок LFU-K, 
яка дозволяє здійснювати ефективне кешуваня даних в інформаційних системах, які працюють 
з БД великих обсягів для забезпечення доступу до даних великої кількості користувачів. 
Запропонована структура спеціалізованої реконфігурованої обчислювальної системи та 
розроблений співпроцесор на ПЛІС для реалізації стандартних методів розв’язання блочних чі-
тких СЛАР, які, на відміну від серійних процесорів та універсальних ЕОМ, дозволяють удоско-
налити логічну структуру розподіленої обчислювальної мережі на архітектурному рівні, забез-
печуючи динамічну адаптацію до класів вирішуваних задач та, за рахунок застосування швид-
кодіючої елементної бази, підвищити продуктивність та швидкодію обчислень.  
Практична цінність 
Розроблені підходи, методи, алгоритми, апаратно-програмі засоби, ефективні технології 
призначені для підвищення ефективності високопродуктивних розподілених обчислювальних 
систем, кластерних структур, розподілених технологій, розробки паралельних СБД, створення 
новітніх інформаційних технологій для обробки розподілених даних. 
Застосування розробленого програмного інтерфейсу для зв’язку між СУБД MS SQL Server 
і багатомашинною розподіленою обчислювальною системою, на базі запропонованої паралельної 
гібридної архітектури, що здійснює ефективне управління навантаженням мережі в обчислюва-
льній структурі під час обробки великих масивів даних, дозволяє значно збільшити швидкість 
обробки даних великого обсягу в РОС за рахунок використання механізмів оптимізації заванта-
ження вузлів мережі, може бути застосований в РОС, для яких ефективність роботи з даними 
критично залежить від можливостей системи швидко обробляти великі масиви інформації. 
Запропоновані реконфігуровані апаратні засоби на базі ПЛІС для виконання високопро-
дуктивних обчислень можуть бути застосовані для реалізації нестандартних, спеціалізованих 
вузлів РОС, з метою вдосконалення їх архітектури. Основний показник, що визначає ефектив-
ність застосування запропонованої технології це досягнення найкращої відповідності «вартість 
– продуктивність». Запропоновані технології реалізації нестандартного цифрового устаткуван-
ня на базі ПЛІС можуть бути використані в різних галузях для реалізації вузькоспецифічних але 
критичноважливих проектів, особливо це стосується вирішення задач у режимі реального часу, 
що в першу чергу актуально для авіаційної галузі. В той же час властивість реконфігурації при-
строїв на базі ПЛІС має високу практичну цінність з точки зору розробки високопродуктивних 
обчислювальних систем що мають перспективи розростання у подальшому використанні в за-
лежності від збільшення складності вирішуваних задач. Також ці технології можуть буди вико-
ристані у подальших наукових дослідженнях для розробка нових архітектур РОС, ієрархій 
пам’яті, способів міжпроцесорної взаємодії, і таке інше.  
Розроблене програмне забезпечення штучних нейронних мереж у вигляді базових класів 
та бібліотек для формування прикладних додатків, яке розроблене на підставі запропонованиї 
технології побудови спеціалізованих штучних нейронних мереж та запропонованих методів 
кластерізації, може бути застосоване для побудови різноманітних розподілених динамічних 
кластерізованих нейронних мереж для вирішення прикладних задач великої розмірності в тому 
числі інтелектуальних обчислень в різних галузях. 
Розроблена програма автоматизоване робоче місце «Економіст» може бути застосована 
для аналізу діяльності авіапідприємства з аеронавігаційного обслуговування повітряного руху в 
авіаційних галузях для збільшення швидкості та надійності обробки великих масивів даних. 
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– Заявлено 11.02.2011. – Зареєстровано 11.04.2011. 
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