We prove that, for a hyperbolic two-bridge knot, infinitely many Dehn fillings are rigid in SO0(4, 1). Here rigidity means that any discrete and faithful representation in SO0(4, 1) is conjugate to the holonomy representation in SO0(3, 1). We also show local rigidity for almost all Dehn fillings.
Introduction
Along this paper we consider compact, orientable three-manifolds M , whose boundary is a torus ∂M ∼ = T 2 and whose interior admits a complete hyperbolic metric of finite volume. We will specialize to the case where M is the exterior of a hyperbolic two-bridge knot, in particular its fundamental group is generated by two peripheral elements.
We tacitly assume that a basis for H 1 (∂M ; Z) ∼ = Z 2 has been fixed, and for (p, q) ∈ Z 2 coprime, we denote by M p/q the manifold obtained by Dehn filling with meridian curve (p, q). According to Thurston's hyperbolic Dehn filling theorem, for all but finitely many p/q ∈ Q ∪ {∞}, the Dehn filled manifold M p/q is hyperbolic. In particular, its holonomy representation is the only discrete and faithful representation of π 1 (M p/q ) in SO 0 (3, 1) up to conjugation. Here SO 0 (3, 1) denotes the identity component of SO (3, 1) and is isomorphic to Isom + (H 3 ), the orientation preserving isometry group of hyperbolic three space.
In this paper we address the question of whether M p/q has other discrete and faithful representations in SO 0 (4, 1) ∼ = Isom + (H 4 ). For the unfilled manifold M , M. Kapovich proved global rigidity [7] . That is to say, every discrete and faithful representation of π 1 (M ) in SO 0 (4, 1) is conjugated to a representation in SO 0 (3, 1) , and therefore to the holonomy of the hyperbolic metric. Moreover M. Kapovich [7] proved infinitesimal rigidity for infinitely many Dehn fillings M p/q , which are therefore locally rigid: there is no continuous non-trivial deformation in SO 0 (4, 1) of the holonomy of M p/q . That result was then generalized by K. Scannell to Dehn fillings on a larger class of manifolds [16] .
Here we prove global rigidity for infinitely many Dehn fillings on M , and local rigidity for almost all of them. Theorem 1.1. Let M be the exterior of a hyperbolic two-bridge knot. Then, for infinitely many p/q ∈ Q ∪ {∞}, the Dehn filled manifold M p/q has no discrete and faithful representation in SO 0 (4, 1) other than its holonomy in SO 0 (3, 1).
The following definition can be found in [16] . Here we consider the action of the holonomy representation in the Lie algebra so(4, 1) via the adjoint representation.
Definition 1.2. Let M be a compact three manifold with boundary consisting of tori and whose interior is hyperbolic. Its parabolic cohomology is defined to be the kernel

P H
1 (M, so(4, 1)) = ker(H 1 (M, so(4, 1)) → H 1 (∂M, so(4, 1)))
In [16] Scannell proves that, for two-bridge knot exteriors, P H 1 (M, so(4, 1)) = 0. The following improves a theorem of [16] : Convergence of representations will be understood in the variety of representations of M , in particular algebraic convergence. For a discrete group Γ, the set of all representations of Γ in SO 0 (n, 1) is denoted by R(Γ, SO 0 (n, 1)). It is well known that it is a real algebraic variety, cf. [6, 11] . We are interested in representations up to conjugacy, but the space of conjugacy classes does not seem to have a structure easy to work with. For results about this set of conjugacy classes we refer to [6, 7, 11, 15] .
When Γ = π 1 (M ), it is customary to write R(M, SO 0 (n, 1)) = R(π 1 (M ), SO 0 (n, 1)). 
Suppose that, for each n, the representation ρ n factorizes through a discrete and faithful representation of π 1 (M pn/qn ) with p If each ρ n comes from a discrete and faithful representation of M pn/qn , not conjugated to a representation in SO 0 (3, 1), then p n /q n → l for some l ∈ R ∪ {∞} depending only on M.
Here is the idea of the proof of Theorem 1.4. Take a sequence {ρ n } n∈N , so that each ρ n is a discrete and faithful representation of M pn/qn with p 2 n + q 2 n → ∞. By theorems of Bestvina, Morgan-Shalen and Paulin, the space of discrete and faithful representations of M in SO(4, 1) is compact [2, 12, 14] . Even if ρ n is not a faithful representation of M , the proof can be adapted to say that a subsequence of ρ n converges to ρ, a representation of M . Moreover, the so called Chuckrow-Wielenberg's theorem can also be adapted to say that ρ is discrete and faithful. Since M is generated by two peripheral elements, by a theorem of M. Kapovich [7] ρ must be the holonomy representation of M in SO(3, 1). Theorem 1.5 involves an analysis of R(M, SO(4, 1)) in a neighborhood of ρ 0 , following closely the results obtained by Scannell in [16] . The tangent space to
is the space of cocycles valued on the Lie algebra so(4, 1), and the space tangent to the orbits by conjugation is the space of coboundaries. Thus, to get relevant information, we study the cohomology group H 1 (M, so(4, 1)). We need to understand how a sequence of representations in SO(4, 1) can approach ρ 0 , and we shall study which elements in H 1 (M, so(4, 1)) are tangent vectors of deformations of ρ 0 in R(π 1 (M ), SO 0 (4, 1)), what in Subsection 4.1 is called the differentiable tangent cone.
Since ρ 0 is contained in SO(3, 1), the Lie algebra splits as π 1 (M )-module as follows so(4, 1) = so(3, 1) ⊕ R 3,1 ,
where R 3,1 denotes the Minkowski space equipped with the linear action of SO (3, 1) . That splitting induces a direct sum of cohomology groups
The subspace H 1 (M, so(3, 1)) has dimension 2 and it is the tangent space to the variety of representations in SO(3, 1) up to conjugation, described by Thurston's proof of the hyperbolic Dehn filling theorem, cf. [8] . By a theorem of Scannell [16] , H 1 (M, R 3,1 ) has dimension one. In Proposition 4.2, we show that the tangent cone is contained in the union
With the help of the curve selection lemma, this implies that if we have a sequence of non-Fuchsian representations approaching ρ 0 , then the sequence must be contained in a semialgebraic set tangent to H 1 (M, R 3,1 ). In the proof we need to understand how elements in H 1 (∂M, R 3,1 ) are realized by deformations in the boundary ∂M , viewed as isometries of R 3 = ∂H 4 \ {∞}. Those are realized by deforming a lattice in R 2 ⊂ R 3 as a group of screw motions whose axis is contained in R 2 . This kind of deformation imposes some restriction on the Dehn filling coefficients, that we use to prove the theorem.
Our study of the variety of representations relies on previous work of Scannell [16] , where he shows that this is a singular point of the variety of representations.
The paper is organized in four sections. In Section 2 we prove Theorem 1.4. Section 3 is devoted to the preliminaries about infinitesimal deformations, and Section 4 to the analysis of a neighborhood of the variety of representations. The results of both sections are used in Section 5, where Theorem 1.5 is proved.
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Convergence of representations
In this section we prove Theorem 1.4. Even if most of the arguments and techniques we use can be found in the literature, we give a proof for completeness, stressing the changes required in our situation. We mention in particular the recent work of M. Kapovich [9] on convergence of groups.
Proof of Theorem 1.4. The proof goes through two main steps:
-Step 2. Each accumulation point of {ρ n } is discrete and faithful, whence conjugate to ρ 0 by [7, 16] .
Each step is explained in a different subsection.
Ultralimits and asymptotic cones
We concentrate here on the first step of the proof of Theorem 1.4. We start by recalling the following result of Morgan and Shalen [13] . We will show that, if {ρ n } was unbounded, then it would induce an action of π 1 (M ) on an R-tree as the one forbidden by Theorem 2.1, deducing therefore that {ρ n } must be bounded. The way to do that uses standard techniques of asymptotic cones (see for example [8] for details on asymptotic cones.)
Let ω be a non-principal ultrafilter, that we think of as a family of subsets of natural numbers such that:
2. if S ∈ ω, and S ′ ⊃ S, then S ′ ∈ ω;
We say that a sequence {x n } in a topological space ω-converges to a point x, and we write ω lim x n = x, if for each open neighborhood U of x, the set {i ∈ N : x i ∈ U } belongs to ω. It is an easy exercise that any sequence in a compact space has a unique ω-limit.
Let {γ i } be a finite set of generators of π 1 (M ). Let * = { * n } be a sequence of points such that * n ∈ H 4 realizes the minimum
and let
Let (X, d) be the asymptotic cone of H 4 made using the ultrafilter ω, the sequence of rescaling parameters {λ n } and the base-points sequence { * n }. Namely,
where we identify two sequences {x n } and {y n } whenever
and we set
The following lemma is a standard fact about asymptotic cones of hyperbolic spaces, see for example [8] .
Proof. The action ρ ω on X is tautologically defined by
We have to check that such a definition is well-posed; namely, that for all {x n } ∈ X and all γ ∈ π 1 (M ) we have {ρ n (γ)(x n )} ∈ X. In other words, we need to check that
Let γ = γ i1 · · · γ i k be a decomposition of γ in terms of the fixed generators of π 1 (M ). We have:
Therefore ρ ω is well-defined. The fact that it is an action by isometries is obvious.
Proof. Let {x n } be any point of X. By construction of * n and λ n , the index i n that realizes realizes max i d(ρ n (γ i )(x n ), x n ), satisfies:
It follows that {x n } ∈ X is not globally fixed.
Notice that the previous two lemmas, as well as the following one, do not use the hypothesis that {ρ n } is unbounded. Indeed, such hypothesis is only needed to show that X is an R-tree.
Lemma 2.5. The representation ρ ω has small arc-stabilizers.
Proof. Let I ⊂ X be an arc, and let Γ < π 1 (M ) be its ρ ω -stabilizer:
Let {x n } and {y n } be the end-points of I, and let γ ∈ Γ. Up to replacing γ by γ 2 we have ρ ω (γ){x n } = {x n } and ρ ω (γ){y n } = {y n } as elements of X. That is to say,
and the same holds true for y n . Since the ω-limit of d(x n , y n )/λ n is the length of I, there exists a subsequence of indices {n k } such that
Given any other ψ ∈ Γ, the same limit hods true up to subsequence. Now we use Proposition 4.5 of [2] (a Margulis-type argument, together with some hyperbolic trigonometry) to deduce that the group generated by ρ n k (γ) and ρ n k (ψ) is abelian for large enough k.
It follows that the commutator [γ, ψ] belongs to the kernel of ρ n k for large enough k.
Since ρ n factorizes through a faithful representation of π 1 (M pn/qn ), the following lemma shows that [γ, ψ] is in fact trivial in Γ. This implies that Γ is abelian, and therefore cannot contain rank-two free sub-groups.
Proof. For large enough n, the Dehn-filling on M with parameters (p n , q n ) is hyperbolic by Thurston's hyperbolic Dehn-filling theorem. Let γ ∈ ∩ ker(P n ). Then, the holonomy of γ is trivial in each M pn/qn . Again, by Thurston's theorem, the holonomy of γ in M pn/qn converges to the holonomy of γ in the complete hyperbolic structure of M , which is therefore trivial. This is possible only if γ = 1. So, ρ ω is an isometric action on X with no global fixed points and small arc stabilizers. By Theorem 2.1 such an action cannot exist. Therefore X cannot be an R-tree, whence we get that λ n must be bounded. Then, up to conjugation by isometries of H 4 , we can suppose that * n is constant, and the sequence {ρ n } is in that case bounded. This ends the proof of Step 1.
Accumulation point of Dehn-fillings
We deal now with the last step of the proof of Theorem 1.4. Let ρ be an accumulation point of {ρ n }. Let V be an open neighborhood of the identity in Isom(H 4 ) such that any discrete group finitely generated by elements in V is virtually nilpotent. Such a V exists by the Margulis lemma. Let U be an open neighborhood of the identity such that U ⊂ V . Lemma 2.7. Let Γ < π 1 (M ) be the subgroup generated by the elements γ such that ρ(γ) ∈ U . Then Γ is abelian.
Proof. Let Γ 0 < Γ be a group finitely generated by elements whose ρ-image is in U . For n large enough, ρ n (Γ 0 ) is a discrete subgroup of Isom(H 4 ), finitely generated by elements of V . Then, ρ n (Γ 0 ) is virtually nilpotent.
Since ρ(Γ 0 ) is virtually nilpotent, it is also elementary, because the limit set of a nontrivial normal subgroup is the same as the limit set of the whole group. In particular, ρ n (Γ 0 ) is elementary. Moreover, ρ n (Γ 0 ) is torsion-free because ρ n is faithful as a representation of π 1 (M pn/qn ).
An elementary and torsion-free group of isometries in H 4 must be one of the following:
• either a subgroup of the stabilizer of a geodesic, R ⋊ O(3);
• or a parabolic subgroup fixing a point at ∂H 4 , i.e. a subgroup of Isom(
In particular, all such groups are nilpotent of order two, cf. [19] . Thus, for n large enough,
It follows that any γ ∈ Γ 0 of the form γ = [[γ 1 , γ 2 ], γ 3 ] belongs eventually to ker ρ n , and by Lemma 2.6, this forces γ to be trivial. That is to say, Γ 0 itself is virtually nilpotent. Since Γ 0 is a subgroup of the fundamental group of a hyperbolic manifold, this implies that Γ 0 is abelian. Since this holds for any Γ 0 , we get that Γ itself is abelian.
Proof. If ker(ρ) were not trivial, then it would be abelian by Lemma 2.7, but π 1 (M ) has no abelian, non-trivial, normal subgroups.
The very same argument shows the following corollary.
Corollary 2.9. The representation ρ is discrete.
Proof. Let H 0 be the connected component of the identity of the topological
, and since ρ is faithful,
On the other hand, Γ 0 is generated by elements in U , and then, by Lemma 2.7, Γ is abelian. Therefore, Γ = {1} and H 0 = {1}, that is to say, ρ is discrete. This concludes Step 2 and so the proof of Theorem 1.4.
Infinitesimal isometries and deformations
This section contains the background material and tools that we need in the proof of Theorem 1.5.
Let R n,1 denote the Minkowski space, i.e. R n+1 equipped with the usual Lorentz product, that has matrix
We shall use the hyperboloid model for hyperbolic space
so that the orientation preserving isometry group of H n is identified with the identity component of the group of linear transformations of R n+1 that preserve J as a bilinear form:
We are interested in the cases n = 3 and n = 4. We shall consider the inclusion SO 0 (3, 1) ⊂ SO 0 (4, 1) induced by the inclusion R 3,1 ⊂ R 4,1 consisting in adding a fifth coordinate x 4 . Namely:
Infinitesimal isometries
The Lie algebra of SO(n, 1) is
Elements in so(n, 1) are viewed as infinitesimal isometries: a matrix a ∈ so(n, 1) is the tangent vector to the path exp(t a) ∈ SO 0 (n, 1) at t = 0. The action of the isometry group on itself by conjugation induces the adjoint action of SO 0 (n, 1) on the Lie algebra so(n, 1). Since we have an inclusion SO 0 (3, 1) ⊂ SO 0 (4, 1), so(4, 1) is also a SO 0 (3, 1)-module. Proof. Explicit construction. Given a matrix a ∈ so(3, 1) and a (column) vector v ∈ R 3,1 , we consider the following matrix:
where v t is the transpose matrix. It is easy to check that this gives the isomorphism of the lemma, compatible with inclusion (1).
The Lie algebra of infinitesimal deformations can be identified with the Lie algebra of Killing vector fields. Proof. Given a ∈ so(4, 1), the corresponding field V evaluated at x ∈ H 4 is
Since we are working in a linear model, so that x ∈ H 4 ⊂ R 4,1 :
In this model, H 3 = H 4 ∩{x 4 = 0}. Thus the Killing vector fields perpendicular to H 3 correspond to matrices in so(4, 1) whose entries are zero, except for the last column or the last row, which is the image of the embedding of R 3,1 in so(4, 1).
The splitting of Lemma 3.1 can be also understood by using the action on the de Sitter space
which is naturally identified to the space of oriented hyperplanes in H 4 , cf. [5] . Since SO(4, 1) acts transitively on S 3,1 with stabilizers SO(3, 1), we have that
Moreover the fibration
whose projection maps A ∈ SO(4, 1) to A · p for some fixed p ∈ S 3,1 , induces an exact sequence of so(3, 1)-modules:
which splits, by using either the Killing form or Lemma 3.1.
Remark 3.3. We have a canonical identification
where p ∈ S 3,1 is the hyperplane stabilized by so(3, 1) ⊂ so(4, 1).
In order to be compatible with the previous computations, we shall assume that we choose the point
The Zariski tangent space to the variety of representations
For a representation ρ : Γ → SO 0 (n, 1), the Zariski tangent space of the variety of representations at ρ is naturally identified to the space of cocycles [18] . Namely, the space of cocycles is defined as
Weil's correspondence maps the cocycle d ∈ Z 1 (Γ, so(n, 1) ρ ) to the infinitesimal deformation
which is a representation mod t 2 , hence a Zariski tangent vector, cf. [10] . The space of coboundaries is
for some a ∈ so(n, 1)} and it is identified to the Zariski tangent space of orbits by conjugation. The quotient is the cohomology group:
Under some circumstances, H 1 (Γ, so(n, 1)) can be viewed as the tangent space to the space of conjugacy classes of representations. However, for technical reasons, since R is not algebraically closed, it is easier to work with the variety of representations. Now we focus on the case Γ = π 1 (M ), where M is a cusped manifold and ρ 0 is the holonomy representation of its complete structure. We omit the representation ρ 0 when writing the Lie algebra as π 1 (M )-modules via the adjoint action of ρ 0 . We also write H 1 (M, V ) for H 1 (π 1 (M ), V ). Recall that the parabolic cohomology is defined as:
Next lemma is due to Scannell [16] . To prove that ker(H 1 (M, so(4, 1)) → H 1 (∂M, so(4, 1))) vanishes, the idea is that an element in the kernel corresponds to a deformation that keeps the generators parabolic. By a geometric argument due to Kapovich and Scannell, such a representation must preserve a hyperbolic space of dimension three. has half dimension.
The proof consists in applying the long exact sequence of the pair and Poincaré duality.
Recall from Lemma 3.1 that, as ρ 0 -module by the adjoint action, we have a decomposition so(4, 1) = so(3, 1) ⊕ R 3,1 ,
where R 3,1 is the four dimensional real vector space equipped with the linear action of SO(3, 1) ⊂ GL(R, 4). In particular:
The dimensions of those spaces for the torus are well known.
Lemma 3.6 ( [7, 16] ). dim(H 1 (∂M, so(3, 1))) = 4 and dim(H 1 (∂M, R 3,1 )) = 2.
From Lemmas 3.6 and 3.5, we get:
The following lemma can be easily proved using the formalism of the previous section. Recall that the projection SO(4, 1) → S 3,1 maps A ∈ SO(4, 1) to A · p ∈ S 3,1 , for some fixed p ∈ S 3,1 . Notice that this lemma uses the natural interpretation of points in S 3,1 as hyperplanes in H 4 .
Trace functions
For γ ∈ Γ, let tr γ : R(Γ, SO 0 (4, 1)) → R denote the trace function. Since tr γ is constant on orbits by conjugation, d tr γ : Z 1 (Γ, so(4, 1)) → R vanishes on B 1 (Γ, so(4, 1)), and it induces a linear map, d tr γ : H 1 (Γ, so(4, 1)) → R. (See also [1] for properties of the trace function) Lemma 3.9. For a representation ρ : Γ → SO 0 (3, 1) ⊂ SO 0 (4, 1), it holds
Proof. Using the embedding SO(3, 1) ⊂ SO(4, 1) of equation (1), the corresponding embedding of R 3,1 in so(4, 1) maps the vector v ∈ R 3,1 to the matrix
Then a path of representations ρ t tangent to a vector in H 1 (Γ, R 3,1 ) can be written, up to fist order and up to conjugation as
∀γ ∈ Γ. Hence tr(ρ t (γ)) = tr(ρ 0 (γ)) + o(t 2 ) and
. This isomorphism comes from identifying the conformal sphere S 2 = ∂ ∞ H 3 with the projective line P 1 C. The relation between traces in SO(3, 1) and SL 2 (C) is the following one. 
Proof. Assertions (a) and (b) are the contents of hyperbolic Dehn filling theorem, cf. [8] . To prove (c), we follow [4, Appendix B], and of course Thurston's notes [17] . We write a deformation as φ t (γ i ) = ± e ui(t)
x(γ i )(t) 0 e −ui(t) . The parameter t is not a parameter of the deformation space because the trace function
defines a local parameter of R(M, SL 2 (C))//SL 2 (C). However one can take t and u i (t) as analytic functions, by working in a double branched covering, cf. [4] . Following Thurston's notes, the commutativity relation becomes:
and (c) follows from straightforward computation.
The variety of representations around ρ 0
In this section we study the geometry of R(M, SO(4, 1)) in a neighborhood of the holonomy representation ρ 0 for the complete structure of M , namely the differentiable tangent cone in Subsection 4.1, and the partial slice in Subsection 4.2. Both tools are going to be used in the proof of Theorems 1.3 and 1.5.
The differentiable tangent cone
There are several notions of tangent cone. For our purpose, we consider the following one: As the cocycles project to cohomology, we look at the image of the differentiable tangent cone in
The aim of this section is to prove: Proposition 4.2. If P H 1 (M, so(4, 1)) = 0, then the image of the differentiable tangent cone in cohomology is contained in
Before, we need a couple of remarks and a lemma. The remarks can be proved by straightforward computation. 1) ) is not zero. Then, there is ε > 0 such that for all 0 < t < ε, c(t) is conjugate to SO (3, 1) . In particular, the
Proof. Let us identifyċ(0) with its projection in cohomology. Let u be the so(3, 1) component ofċ(0), i.e.ċ(0) − u ∈ H 1 (∂M, R 3,1 ). By Lemma 3.9,
As a representation in P SL 2 (C), c(0) is conjugated to
The map x : π 1 (∂M ) → C is a morphism and it defines a lattice of C. From the formula tr SO(4,1) = tr SO(3,1) +1 = | tr SL(2,C) | 2 + 1 and taking a lift such that tr SL(2,C),γ (c(0)) = 2, we get d tr SO(4,1),γ (u) = 4 Re(d tr SL(2,C),γ (u)).
Since x : π 1 (∂M ) → C is a lattice, the set of arguments
is dense in the unit circle S 1 . By Lemma 3.11 (c), and since d tr SL(2,C),γ (u) = 0, one can find γ such that Re(d tr SL(2,C),γ (u)) > 0.
Therefore, for small enough t the representation c(t) contains loxodromic elements because of Remark 4.3, and is conjugated to SO(3, 1) by Lemma 4.4.
Proof of Propostion 4.2.
Since P H 1 (M, so(4, 1)) vanishes, the restriction from
and it is sufficient to show the corresponding statement for ∂M instead of M . Namely, we have to check that "mixed" elements (u, v) ∈ H 1 (∂M, so(3, 1)) ⊕ H 1 (∂M, R 3,1 ) with u = 0 and v = 0 are not contained in the image of the differentiable tangent cone, and this is true by Lemma 4.5. 1) ) is integrable, using the computations of Subsection 5.3 and an argument analogue to [3, Thm. 9.4 ].
Remark 4.6. Further work would yield that the inverse image of the subspace
H 1 (M, R 3,1 ) ⊂ H 1 (M, so(4, 1)) in Z 1 (M, so(4,
The partial slice
Instead of working with the space of conjugacy classes of representations in R(M, SO(4, 1)), we shall construct a partial slice to the orbit by conjugation. Since SO(4, 1) is a real group, the space of conjugacy classes is not an algebraic variety, though the partial slice is.
For ρ ∈ R(M, SO(4, 1)), the orbit of ρ by conjugation is denoted by O(ρ). 1) ) of ρ 0 , with the following properties: SO(3, 1) ).
Proof. Let γ 1 , γ 2 be a pair of peripheral elements that generate a non elementary subgroup of π 1 (M ). Define S as the subset of representations ρ in R(M, SO(4, 1)) that satisfy the conditions (a)-(d) below:
(a) ρ(γ 1 ) fixes the same point of ∂H 4 as ρ 0 (γ 1 ).
(b) ρ(γ 2 ) fixes the same point of ∂H 4 as ρ 0 (γ 2 ).
Let µ 1 ∈ π 1 (M ) be an element such that γ 1 and µ 1 generate a peripheral subgroup π 1 (∂M ). We fix an identification of ∂H 4 \ F ix(ρ 0 (γ 1 )) with R 3 , so that ρ ∈ S restricted to R 3 acts by affine transformations. Let 0 ∈ R 3 denote the origin, ρ 0 (γ 1 )( 0) = 0. The remaining conditions defining S are:
The ordered pairs of vectors (ρ(γ 1 )( 0), ρ(µ 1 )( 0)) and (ρ 0 (γ 1 )( 0), ρ 0 (µ 1 )( 0)) span the same oriented plane of R 3 .
Given a representation such that its restriction to ∂M fixes a point in ∂H 4 , conditions (a) to (d) can be achieved by conjugation. Notice also that this determines the representation up to conjugacy. Namely, conditions (a) and (b) fix a representation of the conjugacy class, up to isometries that preserve a pair of points in ∂H 4 = R 3 ∪ {∞}. Hence we may assume that the fixed points are {∞} for ρ(γ 1 ) in (a) and 0 for ρ(γ 2 ) in (b). Thus the group of elements that fix those points is the product of the orthogonal group with the group of homotethies in R Notice that representations such that its restriction to ∂M is contained in SO(4) are excluded by this set S, this is why we call it partial slice.
Non-Fuchsian representations
This last section is devoted to the proof of Theorem 1.5. In Subsection 5.1 we deform a parabolic group of translations in the plane as a group of screw motions in Euclidean space. Viewing R 3 as ∂H 4 \ {∞}, those give infinitesimal deformations in so(4, 1) that take values in R 3,1 . We claim in Lemma 5.4 that those are all possible deformations of Z ⊕ Z that take values in R 3,1 . Subsection 5.2 is devoted to the proof of Theorem 1.5, assuming Lemma 5.4 which is proved in Subsection 5.3.
Deformations with peripheral screw motions
In this section we construct explicit examples of deformations of a parabolic representation of Z⊕Z that give cocycles valued in R 3,1 . The aim will be to show later that those are all the possible infinitesimal non-Fuchsian deformations. Consider the translation that maps x ∈ R to x+a. We extend it to a translation of the plane with vector a 0 ∈ R 2 . For a ∈ R, consider the family of rotations of R 2 parametrized by 0 < t < ε, centered at the point 0 1/t and of angle α = a t. They can be written as:
Obviously, when t → 0, this converges to the translation of vector a 0 .
We now want to compute the derivative of this expression with respect to t. 
where ω ∈ R 2 satisfies |ω| = 1 and identifying R 2 ∼ = C, i ω denotes the result of rotating ω by π/2. Then in the direction ω we do not make any deformation, and in the direction of i ω we do the construction of Example 5.1.
Assume we have a representation φ : Γ → R 2 into the group of translations Let rot : Isom(R 3 ) → so(3) denote the projection induced by taking the linear part of an isometry. There is a natural identification so(3) ∼ = R 3 . An elementary computation then shows:
Here the dot denotes the Euclidean scalar product, so that φ(γ) · i ω denotes the orthogonal projection of φ(γ) in the direction perpendicular to ω.
We are interested in the restriction of the holonomy ρ 0 of the complete structure, that we view as a representation into the group of translations ρ 0 :
(b) Every cohomology class is represented by a cocycle d, so that there exists a unit vector ω ∈ R 2 , and a parameter λ ∈ R such that
Moreover the cohomology class is trivial iff rot •d is trivial.
The proof is postponed to Subsection 5.3.
Sequences of non-Fuchsian representations
For all n ∈ N, let ρ n : π 1 (M ) → SO(4, 1) be a representation induced by a discrete and faithful representation of M pn/qn not conjugated to SO(3, 1). We claim that the restriction of ρ n to π 1 (∂M ) fixes a point in ∂H 4 , because its restriction to π 1 (∂M ) is a discrete and faithful representation of Z, and therefore it cannot fix an interior point of H 4 . Thus we can apply Proposition 4.7, and assume, possibly up to conjugation, that ρ n belongs to the partial slice S.
From now on, all statements are up to subsequence. This can be done because the limit l will depend only on M .
Lemma 5.5. There exists a cocycle d ∈ T ρ0 S and a sequence of positive real numbers ε n → 0 satisfying:
Here o(ε n ) denotes a term such that o(ε n )/ε n → 0.
Proof. This is a compactness argument. Embed R(M, SO(4, 1)) in some R N as an algebraic subvariety, let ε n be the distance between ρ n and ρ 0 and take a converging subsequence of unitary vectors 1 εn (ρ n − ρ 0 ). The limit must be a vector Zariski tangent to S, and therefore it is a cocycle d.
Lemma 5.6. The cocycle d projects to a nontrivial element in
Proof. By Proposition 4.7 (Assertion 3) the cocycle d is non trivial in cohomology. Assume that it is not contained in H 1 (M, R 3,1 ), we look for a contradiction by applying the curve selection lemma for semialgebraic sets.
Let S ⊂ R(M, SO(4, 1)) denote the slice of Proposition 4.7. Working with an embedding of S ⊂ R(M, SO(4, 1)) in the Euclidean space R N and putting ρ 0 as the origin, let α > 0 denote the angle between d and the linear subspace Z 1 (M, R 3,1 ). Consider the semialgebraic cone C consisting of those vectors of R N whose angle with Z 1 (M, R 3,1 ) is ≥ α/2. By the curve selection lemma applied to C∩S\R(M, SO(3, 1)), there exists a semialgebraic curve c : [0, 1] → S such that: SO(3, 1) ).
The first non-trivial derivative c (n) (0) gives an element of the differential tangent cone whose projection to H 1 (M, so(3, 1)) is nontrivial, by the choice of α. Thus, by Proposition 4.2 applied to c(t 1/n ), the cohomology class of d must be contained in H 1 (M, so (3, 1) ). Now, we argue with the inclusion of ∂M in M and the projection of SO(4, 1) to the de Sitter space S 3,1 = SO(4, 1)/SO(3, 1). On one hand, by Lemma 4.5 the restriction of c to ∂M gives a path c ∂ : [0, 1] → R(∂M, SO(4, 1)) that must be contained in SO(3, 1). In particular, the projectionc ∂ of such path to S 3,1 is the trivial path.
On the other hand, since c is not contained in R(M, SO(3, 1)), its projectionpairwise dinstinct such representations must converge to the holonomy of the complete hyperbolic structure of M . By Theorem 1.5 it now follows that the set C is asymptotic to the line p/q = l, where l is a number -possibly ∞ -depending only on M . Thus C cannot be co-finite in the set of all filling coefficients.
Cohomology of Z ⊕ Z with coefficients in R
3,1 rotation of vector (α, β, 0) ∈ R 2 × {0}. Using the coordinates in Equation 6, the projection rot: Isom(R 3 ) → so(3) ∼ = R 3 restricts to:
rot : {λ = 0} ⊂ R 3,1 → R 2 × {0} v → (α, β, 0) .
Here rot denotes the tangent map of the epimorphism Isom(R 3 ) → O(3).
Proof of Lemma 5.4 . Fix a system of generators g 1 , g 2 for π 1 (∂M ), so that ρ 0 (g 1 ) is a translation of vector (x 1 , y 1 ) ∈ R 2 , and ρ 0 (g 2 ), of vector (x 2 , y 2 ) ∈ R 2 . For a cocycle d ∈ Z 1 (∂M ; R 3,1 ), define λ 1 , λ 2 , α 1 , α 2 , β 1 , β 2 , z 1 and z 2 ∈ R so that It follows immediately that if α 1 = α 2 = β 1 = β 2 = 0, then d is a coboundary. Now the remaining of the proof is an elementary but tricky computation. The equality −β 2 x 1 + α 2 y 1 = −β 1 x 2 + α 1 y 2 , may be seen as an inequality of imaginary parts:
ℑ((x 1 − i y 1 )(α 2 + i β 2 )) = ℑ((x 2 − i y 2 )(α 1 + i β 1 )).
Next we claim that, by adding a cocycle, we can remove imaginary parts. Namely the expression (x 1 − i y 1 )(α 2 + i β 2 ) − (x 2 − i y 2 )(α 1 + i β 1 )
may have nontrivial real part, but we can assume that it vanishes, because adding the cocycle such that α j = Ly j and β j = −Lx j for some L ∈ R and j = 1, 2, it means changing the expression (7) by adding 2 L(x 1 y 2 − y 1 x 2 ) = 0. Since (7) vanishes, there exist λ ∈ R and ω ∈ C with |ω| = 1 such that :
Adding the coboundary such that α j = λ 2 y j and β j = − λ 2 x j , for j = 1, 2, we deduce:
. Hence, expressing the scalar product · in terms of real parts, we have:
(α 1 , β 1 ) = α 1 + i β 1 = ℜ((x 1 − i y 1 ) i ω)λ ω = ((x 1 , y 1 ) · i ω) λ ω (α 2 , β 2 ) = α 2 + i β 2 = ℜ((x 2 − i y 2 ) i ω)λ ω = ((x 2 , y 2 ) · i ω) λ ω And we conclude the proof of the lemma by linearity.
