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Abstract. Gaussian processes (GPs) belong to a class of probabilistic
techniques that have been successfully used in different domains of ma-
chine learning and optimization. They are popular because they provide
uncertainties in predictions, which sets them apart from other modelling
methods providing only point predictions. The uncertainty is particu-
larly useful for decision making as we can gauge how reliable a prediction
is. One of the fundamental challenges in using GPs is that the efficacy
of a model is conferred by selecting an appropriate kernel and the as-
sociated hyperparameter values for a given problem. Furthermore, the
training of GPs, that is optimizing the hyperparameters using a data set
is traditionally performed using a cost function that is a weighted sum
of data fit and model complexity, and the underlying trade-off is com-
pletely ignored. Addressing these challenges and shortcomings, in this
article, we propose the following automated training scheme. Firstly, we
use a weighted product of multiple kernels with a view to relieve the users
from choosing an appropriate kernel for the problem at hand without any
domain specific knowledge. Secondly, for the first time, we modify GP
training by using a multi-objective optimizer to tune the hyperparame-
ters and weights of multiple kernels and extract an approximation of the
complete trade-off front between data-fit and model complexity. We then
propose to use a novel solution selection strategy based on mean stan-
dardized log loss (MSLL) to select a solution from the estimated trade-off
front and finalise training of a GP model. The results on three data sets
and comparison with the standard approach clearly show the potential
benefit of the proposed approach of using multi-objective optimization
with multiple kernels.
Keywords: Machine learning · Kriging · Bayesian optimization · multi-
objective optimization · model selection
1 Introduction
Gaussian processes (GPs) have been widely used in machine learning and op-
timization communities. Some of the problems where GPs have gained their
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popularity are non-linear regression (also known as Kriging in geostatistics),
classification [23] and Bayesian optimization [24]. The main advantage of using
GPs is that they provide a predictive distribution instead of point predictions
as in other models like neural networks and support vector regression. This un-
certainty can be used in making the decisions [22, 20] and in selecting samples
by optimizing an acquisition function in Bayesian optimization [15, 13].
Despite their wide applicability, little attention has been paid to the prob-
lem of selecting kernels and the hyperparameters. As mentioned in [23], multiple
choices exist and it is not straightforward to select a kernel and its hyperparam-
eters. It often requires prior knowledge about the underlying function that we
are trying to model. To select the hyperparameters, the traditional approach is
to maximize the marginal likelihood for a given kernel. A characteristic of this
likelihood function is that it tries to balance between data-fit and complexity.
For instance, the data-fit decreases monotonically with the length scale result-
ing in increasing the complexity of the model. A simple illustration of the model
fit and complexity by varying the length scale when using a Gaussian kernel is
shown in Fig. 1.
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Fig. 1: Left plot: Data generated with a GP realization of length scale = 1, signal
variance = 1 and noise variance = 0.1, Right plot: Data fit and minus complexity
with length scale of the data set in the left plot.
As can be seen, the data fit decreases with the increase in complexity of
models with different length scales. In selecting a kernel, several options like
Gaussian (or RBF), exponential, linear, matern 5/2, matern 3/2 and periodic
exist. In the literature, some studies are devoted to the concern of selecting a
kernel. For example, in [17], a genetic programming approach was applied to
find a composite kernel and in [8], different combinations like sum and product
of kernels were used. In [21], a weighted sum of kernels was used in training of
GPs. Recently, in [4], different kernels were studied in the context of Bayesian
optimization and different correlations were observed between a kernel and other
elements in Bayesian optimization.
In applying multi-objective optimization in machine learning, some stud-
ies exist in building models like neural networks [9, 12] and decision trees [10].
Approaches in these studies considered different objectives like bias and vari-
ance, model fit and complexity to find the number of hidden layers and number
of nodes in neural networks and number and depth of trees in decision trees.
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However, to the best of our knowledge, no study exist in using multi-objective
optimization in GPs, despite the fact that the inherent property of the likelihood
function when building the model is to balance between model fit and complex-
ity. Therefore, in this work, by optimizing two objectives, maximizing model
fit and minimizing complexity, we find the optimal hyperparameter values and
weights for different kernels.
We use a non-dominated sorting genetic algorithm, NSGA-II [6] to find ap-
proximated Pareto optimal solutions, where each solution on the Pareto front
represents a model with different accuracy, complexity, hyperparameter values
and weights to different kernels. It should be noted that using a multi-objective
optimization algorithm does not increase the computational complexity in op-
timizing the hyperparameter values as both the standard and the proposed ap-
proach aim to solve an optimization problem. Also, one is free to choose another
multi-objective optimizer.
We then use MSLL [23] to select a model from the approximated Pareto front.
The results of the proposed approach using multi-kernel and multi-objective
(MKL-MO) is compared then with standard (with single kernel and maximiz-
ing the marginal likelihood) and single-kernel and multi-objective (SKL-MO)
approaches. This comparison shows the effect of using multi-objective optimiza-
tion and multiple kernels. We can summarize the main contributions of this
paper as follows:
– We use weighted product of multiple kernels to relieve users from selecting
one or more kernels for the problem at hand.
– We use multi-objective optimization to estimate the trade-off between data
fit and complexity.
– We utilize the MSLL performance metric to select a model from the approx-
imated Pareto front, and derive predictions from a GP model.
The rest of the article is structured as follows. In Section 2, we provide a
brief description of GPs and different kernels used in this work. In section 3, we
explain the proposed approach of using multi-objective optimization with single
and multiple kernels. We conduct experiments and discuss the results in Section
4. Finally, we conclude and mention the future research directions in Section 5.
2 Gaussian Processes for Regression
A typical regression task is to model the relationship between some independent
variables (or features) and a dependent variable. Consider a data set of M ob-
servations D = {(xm, f(xm)) | m = 1, . . . ,M}, where x ∈ Rn is a n-dimensional
feature vector, and a function f : x → R produces a response (i.e. the depen-
dent variable) based on x. In the regression task, we are therefore interested in
making predictions about fi = f(xi) for any arbitrary feature vector xi given
the data set D.
As mentioned, GPs have grown in popularity for non-linear regression tasks
in recent years. This is primarily due to its efficacy in providing a posterior
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probability density indicating how confident the prediction is. Essentially, a GP
is a collection of random variables such that any finite number of these have a
joint Gaussian distribution [23]. This means that the posterior predictive density
of the function f(x) given some data set D and a feature vector x is normally
distributed:
p(f | x,D,θ) = N (f | µ(x), σ2(x)), (1)
where the mean and the variance of the prediction are given by:
µ(x) = κ(x, X,θ)(K + σ2eI)
−1f (2)
σ2(x) = κ(x,x,θ)− κ(x, X,θ)>(K + σ2eI)−1κ(X,x,θ) (3)
Here X ∈ RM×n is the matrix of observed feature vectors and f ∈ RM is the
corresponding vector of the responses f = (f1, . . . , fM )
>; thus D = {(X, f)}. The
covariance matrix K ∈ RM×M represents the covariance function κ(x′,x′′,θ)
evaluated for each pair of observations x′,x′′ ∈ X and κ(x, X,θ) ∈ RM is the
vector of covariances between an arbitrary x and each of the observations. The
kernel hyperparameter vector θ ∈ Rk is a vector of parameters that controls
the shape of the kernel. σ2e is a homoscadastic Gaussian noise variance that
encapsulates the potential error which may occur while measuring the responses
f . The overall hyperparameter vector is therefore t = (θ, σ2e)
>.
2.1 Kernels
A kernel (or covariance function) is usually defined as κ(xi,xj ,θ), where xi and
xj are two feature vectors, and θ ∈ Rk is a vector of k hyperparameters. In
essence, the kernel captures the intuition that two feature vectors that are spa-
tially closer should have similar response, and this relationship is defined by the
hyperparameters θ. A kernel with its hyperparameters thus imposes a reproduc-
ing kernel Hilbert space for all possible functions that may be represented given
data set D.
To describe the relationship between responses fi and fj for a pair of feature
vectors xi and xj , typically we consider a distance measure in the feature space
r2 =
∑n
v=1
(xi[v]−xj [v])2
l[v]2 with a hyperparameter l[v] that determines the length
scale in the vth dimension. Here, l[v] scales the vth dimension and thus controls
the importance of the respective dimension in determining the response. In ad-
dition, an amplitude hyperparameter σf that controls how much the function
response may vary with distance in the feature space. Hence, the hyperparam-
eter vector may be constructed as θ = (σf , l[1], . . . , l[n])
>. With this, we can
define the following five popular kernels used in this paper [23].
Radial basis function or Gaussian. This is the most popular kernel with
infinitely many derivatives, and therefore can produce very smooth function re-
alisations. It may be expressed as:
κ(xi, xj ,θr) = σ
2
f exp
(
−r
2
2
)
. (4)
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Exponential. Closely related to the Gaussian kernel, but can produce rougher
function realisations. It can be defined as:
κ(xi, xj ,θe) = σ
2
f exp (−r) . (5)
Matern. A class of functions defined by:
κ(xi, xj ,θν) = σ
2
f
21−ν
Γ (ν)
(
√
2νr)ν+1βν , (6)
where, ν is a smoothness parameter that is set to either 32 for once differentiable
functions or 52 for twice differentiable functions in this paper and βν is the
modified Bessel function. In the above kernels, the hyperparameter vector have
the same attributes, i.e. θr = θe = θm = (σf , l[1], . . . , l[n])
>, and the number of
hyperparameters is k = n+ 1.
Periodic. To capture periodicity that may occur in a response, we may also
consider the following periodic kernel [19]:
κ(xi, xj ,θp) = σ
2
f exp
−1
2
n∑
v=1
 sin
(
pi
t[v] (xi[v]− xj [v])
)
l[v]
2
 , (7)
where the additional hyperparameter t[v] represents the distance between rep-
etitions in the vth dimension. Thus, in this case, the hyperparameter vector is
θp = (σf , l[1], . . . , l[n], t[1], . . . , t[n])
>, and hence the number of hyperparameters
is k = 2n+ 1.
Clearly, the kernels above (and many others in the literature) can represent
functions with varying degree of smoothness and periodicity. Nonetheless, a spe-
cific kernel on its own may not be appropriate for modelling all responses; no
free lunch theorem applies here [27]. That is why choosing an appropriate kernel
is an important step in training a GP model, and often requires domain specific
knowledge.
3 Multi-objective Training of Gaussian Processes
As mentioned in the introduction, improving the data fit increases the model
complexity, i.e. most complex model can fit the given data best. Therefore,
data fit and complexity are conflicting objectives. This is because a very com-
plex model may not generalise the training data well, and consequently perform
poorly on unseen data set. We, therefore, want to control complexity such that
it avoids over fitting without compromising performance on both training and
validation data set in GP training.
Typically, training a GP model constitutes estimating the overall hyperpa-
rameter vector t = (θ, σ2e)
> that brings together the kernel hyperparameters θ
and the Gaussian error noise variance σ2e by maximising the marginal likelihood
of the data:
log p(D | t) = −1
2
f>(K + σ2eI)
−1f − 1
2
log |K + σ2eI| −
M
2
log(2pi) (8)
= gd(D, t)− gc(D, t) + C, (9)
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where, I ∈ RM×M is an identity matrix. The first term is representing the data
fit gd(D, t) and the second term is representing model complexity gc(D, t) [7, 23].
The last term is a normalisation constant C.
Clearly, the desire to strike a balance between data fit and complexity is
evident from (8): when data fit gd(D, t) is maximised and the model complex-
ity gc(D, t) is minimised simultaneously, it results in maximising the marginal
likelihood. Intuitively, this means we improve data fit as much as possible while
penalising the complexity at the same time. Interestingly, despite the recogni-
tion of the obvious conflict between the objectives (e.g. [23]), a multi-objective
optimization approach has never been adopted. Instead, the training of a GP
model is posed as a single objective optimization problem for locating suitable
hyperparameters and error variance:
t∗ = argmax
t
log p(D | t). (10)
The estimated optimal solution for t∗ = (θ∗, σ2∗e )
> is then used in (2) and (3) to
produce the posterior predictive distribution. In this work, we propose to deal
with the conflicting objectives as a multi-objective optimization problem (MOP)
of maximising both data fit and complexity penalty simultaneously:
max
t
gd(D, t) = −1
2
f>(K + σ2eI)
−1f , (11)
min
t
gc(D, t) = 1
2
log |K + σ2eI|. (12)
Generally, there is not a unique solution to this multi-objective problem, but
a range of solutions t that trade-off between the data fit and complexity. The
trade-off relationship is characterised by the notion of dominance [5]. A solution
t is said to (weakly) dominate another shape t′, denoted as t ≺ t′, iff,
gd(D, t) > gd(t′) and gc(t) ≤ gc(t′)
or gd(D, t) ≥ gd(t′) and gc(t) < gc(t′). (13)
The set of solutions that provide an optimal trade-off between the objectives is
referred to as the Pareto set:
P = {t | t′ ⊀ t ∀t, t′ ∈ τ ∧ t 6= t′}, (14)
where τ is the space that consists of all permissible hyperparameter vectors t.
The image of the Pareto set P in the objective space is known as the Pareto front
F . It may not be possible to locate the exact Pareto set within a practical time
limit, even if the objective functions were computationally cheap. Therefore, the
goal of an effective optimization approach is to generate a good approximation
of the Pareto set, denoted as P∗ ⊆ τ , and the associated Pareto front, denoted
as F∗. In this paper, we used the popular NSGA-II optimizer to approximate
the optimal trade-off front (and one is free to chose another multi-objective
optimizer).
Clearly the maximum likelihood solution t∗ in (10) is achieved by optimizing
a weighted sum of the MOP in equations (11) and (12). In this case, both
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objectives are equally weighted, i.e. they both have the same importance. It is
well-known that the optimal solution of a weighted sum must reside in the Pareto
set [5], and therefore t∗ ∈ P. However, intuitively there is no reason to believe
that for all problems data fit and model complexity are equally important, and
this specific set of weights will outperform others. This is precisely why, in this
paper, we attempt to estimate the optimal trade-off front, and decide on which
solution to select based on the estimated performance.
3.1 Training with Multiple Kernels
Thus far, we introduced a single kernel, associated hyperparameters, and how to
optimize these in a multi-objective manner to train a GP model. In this section,
we present how we can combine multiple kernels so that a user does not have to
select a kernel for a given problem.
There are various avenues to combine multiple kernels, for instance weighted
sum or weighted product of kernels [8]. In this paper, we use a composite kernel
consisting of L kernels as a weighted product [25]:
κc(x
i,xj ,Θ) =
L∏
l=1
ωlκl(x
i,xj ,θl), (15)
where ω = (ω1, . . . , ωL)
> is a weight vector with
∑
l ωl = 1, and composite
hyperparameter vector Θ = (θ1, . . . ,θL)
>. In this case, the overall hyperparam-
eter vector becomes t = (Θ, σ2e ,ω)
>. With this, we now search over all possible
t in equations (11) and (12). Note that it is straightforward to compute the
covariance matrix K using the kernel defined in equation (15).
In this paper, we used five kernels as described in Section 2.1. Thus we
have L = 5, |ω| = 5 and Θ = (θr,θe,θm32,θm52,θp)> with |Θ| = 6n + 5.
Therefore the number of overall hyperparameters that we optimize is: |t| =
6n+ 11 (including parameters for noise variance).
3.2 Constructing a Model from The Estimated Pareto Front
As discussed, solving the MOP will result in a range of solutions for the over-
all hyperparameter vector t = (θ, σ2e)
> for SKL-MO and t = (Θ, σ2e ,ω)
> for
MKL-MO, each of which is a potential GP model with a distinct posterior pre-
dictive distribution for f(·). It is, therefore, required to select one solution or
combine multiple solutions to produce a single GP model for predictions. Differ-
ent approaches may be adopted for this purpose: using ensemble of models [18,
11], selecting a model representing a knee point (or maximum trade-off) on the
Pareto front [2] and using Bayesian information criterion [3].
In this paper, our goal is to shed light on the efficacy of SKL-MO and MKL-
MO in comparison to the standard approach. To do so, intuitively, we want to
estimate how good a model may be given a solution from the P∗ and the data set.
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Number of variables Size of data set
Mauna CO2 1 108
Concrete 8 100
Sarcos 21 100
Table 1: Number of variables and size of different data used
Hence, we use an performance metric called mean standardized log loss (MSLL)
[23] which is defined as:
− log p(µ(x) | D, x, t) = 1
2
log(2piσ2(x)) +
(µ− f(x))2
2σ2(x)
(16)
The main benefit of using MSLL is that it is not sensitive to overall scale of the
response variable values and considers both predicted values and their standard
deviations.
In our approach, we split the data set into ten-folds leaving randomly chosen
90% for training and 10% for validation in each fold. For each fold, we perform
multi-objective optimization to approximate the Pareto front, and select a so-
lution with minimum MSLL value on the test set. This, of course, do not give
us an idea on how to construct a model when we want to train on 100% of the
data, but clearly shows which approach may yield better generalisation results.
We expect to investigate this further in future.
4 Numerical experiments
This section provides the results and discussion of numerical experiments con-
ducted on three popular data sets. First data set used was Mauna Loa monthly
mean of CO2 concentrations (in parts per million by volume (ppmv)) from 2010-
2018 [14] 4 and is shown in Figure 2. The second data set used was the concrete
data set [28] in which strength of the concrete depends on the concentration
of cement, furnace slag, fly ash, water, superplasticizer, coarse aggregate, fine
aggregate used and the age of the concrete5. The third data set used was sar-
cos data set [26], in which 21 dimensions representing positions, velocities and
accelerations map to the torque of the robot arm 6. In this work, we used 100
uniformly distributed set of points in concrete and sarcos data sets. A summary
of different data bases used with number of variables and size is provided in
Table 1.
To show the potential of using multi-objective optimization and multiple
kernels, we compared the proposed multi-kernel and multi-objective (MKL-MO)
approach with standard and with single-kernel and multi-objective approach
(SKL-MO) approaches. In both standard and SKL-MO approaches, we used the
Gaussian kernel. Further, we used 10-fold cross validation and calculated the
root mean square (rmse) values. In doing multi-objective optimization in SKL-
MO and MKL-MO, we used NSGA-II algorithm. In using NSGA-II, we kept an
4
available from: https://www.esrl.noaa.gov/gmd/ccgg/trends/data.html
5
available from http://archive.ics.uci.edu/ml/datasets/concrete+compressive+strength
6
available from http://www.gaussianprocess.org/gpml/data/
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Fig. 2: The 108 observations of CO2 concentrations in years 2010-2018
archive to store all solutions and nondominated solutions from the archive were
used as the final solutions. The parameter values of different elements in NSGA-II
were: population size: 50, number of generations: 50, crossover: simulated binary
with 0.8 probability, mutation: polynomial with 1/number of variables.
The approximated Pareto optimal solutions (of a random fold among 10 folds)
representing negative of data fit and complexity of different approaches on three
data sets are shown in Figure 3. Each solution on the Pareto front has its own
set of parameters i.e. kernel parameters, noise variance and weights. In solving
standard approach, only one solution could be obtained which is represented
with a circle in the figures. As both SKL-MO and MKL-MO solves a MOP, it
is not surprising to get many solutions. However, one key observation from the
results is that a much better distribution (or diversity) of solutions was obtained
in MKL-MO when compared to SKL-MO approach. This is because the multi-
objective optimization algorithm was able to explore in diverse regions with the
help of multiple kernels. Finding a good distribution of solutions is one of the
main features when solving a MOP and the proposed MKL-MO approach was
able to achieve it.
Next, we selected a model with the least MSLL values from the P∗ for SKL-
MO and MKL-MO approaches, and calculated the rmse values. The box plots of
the rmse values of all three different approaches on different data sets are shown
in Figure 4, and the corresponding MSLL values are shown in Figure 5. To test
whether one of the methods statistically significantly wins in all folds and prob-
lems, we performed Mann-Whitney-U test [16] as the folds were independently
chosen. We also adjusted for multiple comparisons using Bonferroni correction
[1]. The significance level was set to ρ = 0.05. The tests revealed that MKL-
MO performed better than its competitors in concrete (rmse), mauna (rmse,
MSLL), sarcos (rmse). Otherwise, we found no statistically significant results at
the desired level. Visually, it is clear that MKL-MO outperforms other methods.
5 Conclusions
In this article, we focused on multi-objective optimization of two conflicting
objectives, maximizing data fit and minimizing complexity when training a GP
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Fig. 4: Root mean square error (rmse) values of standard, SKL-MO and MKL-
MO approaches on (a) Mauna, (b) concrete, and (c) sarcos data sets
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Fig. 5: Mean standardized log loss (MSLL) values of standard, SKL-MO and
MKL-MO approaches on (a) Mauna, (b) concrete, and (c) sarcos data sets
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model. In addition, we combined the multi-objective approach with multiple ker-
nels to handle the challenges of selecting a particular kernel. For this, we used
the weighted product of kernels where weights and the kernel parameters were
calculated during the multi-objective optimization. The mean standardized log
loss values were used in selecting a model from the approximated Pareto front af-
ter solving multi-objective optimization problem. The results on three different
data sets and comparison with standard and single kernel-multi-objective ap-
proach clearly showed the potential of the proposed multi-kernel multi-objective
approach. In future, we will investigate more methods of combining kernels and
selecting a solution from the estimated Pareto front for a diverse set of data sets
from practical applications with varying sizes.
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