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DIRAC’S THEOREM ON CHORDAL GRAPHS AND ALEXANDER DUALITY
J ¨URGEN HERZOG, TAKAYUKI HIBI AND XINXIAN ZHENG
ABSTRACT. By using Alexander duality on simplicial complexes we give a new and
algebraic proof of Dirac’s theorem on chordal graphs.
INTRODUCTION
One of the fascinating results in classical graph theory is Dirac’s theorem [3] on chordal
graphs. Recall that a finite graph G is chordal if each cycle of G of length≥ 4 has a chord.
Using our terminology ‘quasi-trees’ (introduced in the beginning of Section 2), Dirac
proved that a finite graph G is chordal if and only if G is the 1-skeleton of a quasi-tree.
In commutative algebra, the chordal graph first appeared in the work of Fro¨berg [6].
Let S = K[x1, . . . ,xn] denote the polynomial ring in n variables over a field K. Given a
finite graph G on [n] = {1, . . . ,n}, we associate the monomial ideal I(G) ⊂ S, called the
edge ideal of G, generated by those monomials xix j such that {i, j} is an edge of G. In
[6] it is proved that I(G) has a linear resolution if and only if the complementary graph ¯G
of G is chordal. Recently, in [7] it is proved that if ¯G is chordal, then all powers of I(G)
have linear resolutions. The Dirac’s theorem plays an essential role in [7].
Explaining the results of [7] to David Eisenbud when the first two authors visited MSRI,
he expressed his opinion that the quasi-trees appearing in Fro¨berg’s theorem on edge
ideals should be related via Alexander duality to trees that are naturally attached to the
relation matrix of a monomial ideal which is perfect of codimension 2. The main purpose
of this paper is to show that this is indeed the case, and thereby giving a new and algebraic
proof of Dirac’s theorem.
The present paper is organized as follows. In Section 1 we discuss basic concepts
related to simplicial complexes such as Stanley–Reisner ideals, facet ideals, Alexander
duality, skeletons and flag complexes.
The crucial Lemma 2.1 is proved in Section 2, where it is shown that a quasi-tree is
characterized in terms of the Taylor relations of a certain monomial ideal. Combining this
fact with the Hilbert–Burch theorem we show in Corollary 2.2 that a simplicial complex
∆ is a quasi-tree if and only if the facet ideal I(∆c) has projective dimension one, where
∆c is the simplicial complex whose facets are the complements of the facets of ∆.
Our algebraic proof of Dirac’s theorem is presented in Section 3, see Theorem 3.3.
There we also discuss a sort of higher Dirac theorem. Finally in Section 4 we extend the
main result of [7] showing that all powers of non-skeleton facet ideals of a quasi-tree have
linear resolutions.
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1. STANLEY–REISNER IDEALS AND FACET IDEALS
Let S = K[x1, . . . ,xn] denote the polynomial ring in n variables over a field K. Write [n]
for the finite set {1, . . . ,n} and
([n]
i
)
the set of all i-element subsets of [n].
Let ∆ be a simplicial complex on the vertex set [n]. Thus ∆ is a collection of subsets
of [n] such that (i) {i} ∈ ∆ for all i ∈ [n] and (ii) if F ∈ ∆ and G ⊂ F , then G ∈ ∆. Each
element F ∈ ∆ is called a face of ∆. The dimension of a face F is |F|−1. Here |F| is the
cardinality of a finite set F . The dimension of ∆ is dim∆ = max{|F| : F ∈ ∆}−1. A facet
of ∆ is a maximal face of ∆. A nonface of ∆ is a subset G of [n] with G 6∈ ∆. Let F (∆)
denote the set of facets of ∆. A simplicial complex ∆ is called pure if all the facets of ∆
have the same cardinality.
Naturally attached to ∆ are two squarefree monomial ideals in S. The first, more com-
monly known ideal, is the Stanley–Reisner ideal I∆, which is generated by all monomials
xF such that F 6∈ ∆. Here xF = xi1 · · ·xik for F = {i1, . . . , ik}. The second is the so-calledfacet ideal I(∆) which is generated by all monomials xF where F is a facet of ∆. In case
∆ = G is a graph, I(G) is called the edge ideal of G. Suppose F (∆) = {F1, . . . ,Fm}. Then
we write ∆ = 〈F1, . . . ,Fm〉, and we have I(∆) = (xF1, . . . ,xFm).
In this section we want to discuss the relationship between these two ideals.
Suppose ∆ is a pure (d−1)-dimensional simplicial complex. We then define
¯∆ = 〈F : F 6∈ ∆, |F| ∈
(
[n]
d
)
〉.
Recall that that the i-skeleton of a simplicial complex ∆ is the simplicial complex
skel∆(i) whose facets are the i-dimensional faces of ∆.
We have the following very simple
Lemma 1.1. Let ∆ be a (d− 1)-dimensional pure simplicial complex, and let Γ be the
simplicial complex such that I(∆) = IΓ. Then
¯∆ = skelΓ(d−1).
Proof. Let F ∈F ( ¯∆), then F 6∈ ∆. Therefore xF 6∈ I(∆), and hence xF 6∈ IΓ. This means
that F ∈ Γ. Since |F| = d, this implies that F ∈ skelΓ(d−1). The converse inclusion is
proved similarly. 
Next we express the Stanley–Reisner ideal of the Alexander dual of a simplicial com-
plex ∆ in terms of a facet ideal. Recall that the simplicial complex
∆∨ = {[n]\F : F 6∈ ∆}
is called the Alexander dual of ∆. It is easy to see that (∆∨)∨ = ∆.
We also define
∆c = 〈[n]\F : F ∈F (∆)〉.
We denote [n]\F by Fc. As usual, we use G(I) to denote the unique minimal generating
system of the monomial ideal I.
Lemma 1.2. Let ∆ be a simplicial complex. Then
I∆∨ = I(∆c).
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Proof. By definition, ∆∨ = 〈Fc : F is a minimal nonface of ∆〉. Furthermore, xG ∈G(I∆∨)
if and only if G is a minimal subset of [n] such that G 6∈ ∆∨. This means that Gc does not
contain any minimal nonface of ∆, and for any proper subset H of G, the complement Hc
contains a minimal nonface of ∆. This is equivalent to say that any subset of Gc is a face
of ∆, and for any proper subset H of G, Hc is not a face of ∆. In another words, Gc is a
facet of ∆. Hence I(∆c) = I∆∨ , as required. 
Recall that a simplicial complex is called flag, if all minimal nonfaces consist of two
elements, equivalently, I∆ is generated by quadratic monomials. We also consider the
simplex on [n] as a flag complex. Note that if ∆ has only two facets, then ∆ is flag.
Proposition 1.3. Let Σ be a flag complex with n vertices, and let ∆ and ∆′ be the simplicial
complexes defined by
I∆ = I(skelΣ(ℓ)) and I∆′ = I(skelΣ(1)).
Then ∆∨ = skel(∆′)∨(n− ℓ−2).
Proof. By Lemma 1.2 we have ∆∨ = (skelΣ(ℓ))c and (∆′)∨ = (skelΣ(1))c. Since Σ is flag,
any facet of skelΣ(ℓ) contains a nonedge of Σ which is a facet of skelΣ(1). Therefore, any
facet of ∆∨ is a face of (∆′)∨. It is clear that the facets of ∆∨ are all of dimension n−ℓ−2,
so that ∆∨ ⊂ skel(∆′)∨(n− ℓ−2).
On the other hand, for any (n− ℓ−2)-dimensional face F of (∆′)∨ its complementary
set Fc contains one nonedge of Σ. Therefore, Fc ∈ skelΣ(ℓ) and hence F is a facet of
∆∨. 
We quote the following two results relating combinatorial or algebraic properties of a
simplicial complex ∆ to algebraic properties of the Alexander dual of ∆∨.
Theorem 1.4. Let K be field, and ∆ be a simplicial complex. Then
(a) (Eagon–Reiner [5]) K[∆] is Cohen-Macaulay⇐⇒ I∆∨ has a linear resolution.
(b) (Terai [8]) projdimK[∆] = reg(I∆∨).
(c) ∆ is shellable⇐⇒ I∆∨ has linear quotients.
For the convenience of the reader we give the easy proof of statement (c): recall that
∆ is called shellable if ∆ is pure and there is an order F1, . . . ,Fm of the facets of ∆ (called
a shelling order), such that for all 0 < j < i and x ∈ Fi \Fj, there exists k < i such that
Fi \Fk = {x}, while an ideal I is said to have linear quotients, if I = ( f1, . . . , fm) and for
all i > 0 the colon ideals ( f1, . . . , fi−1) : fi are generated by linear forms.
For a monomial ideal I we require that the fi belong to the unique minimal set of
monomial generators G(I) of I. Then I has linear quotients if for all i > 1, and any
j < i, there exists k < i such that fk/[ fi, fk] is a monomial of degree 1, say xℓ, and xℓ| f j.
Here [ fi, fk] denotes the greatest common divisor of fi and fk. By Lemma 1.2 one has
I∆∨ = (xFc1 , . . . ,xFcm), the equivalence of the statements in (c) are obvious.
It is well known that K[∆] is Cohen-Macaulay for any field K, if ∆ is shellable, see for
instance [1], and it is easy to see that an ideal with linear quotients has a linear resolution.
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Corollary 1.5. Let Σ be a flag complex, and let ∆ and ∆′ be the simplicial complexes
defined by I∆ = I(skelΣ(ℓ)) and I∆′ = I(skelΣ(1)). Suppose that I∆′ has linear quotients,
then so does I∆.
Proof. It follows from Theorem 1.4(c) that (∆′)∨ is shellable. Since ∆∨ is a skeleton of
(∆′)∨, the next lemma implies that ∆∨ is shellable, too. Applying again Theorem 1.4(c),
the assertion follows. 
Lemma 1.6. Let ∆ be a shellable complex with dim∆ = d−1. Then for each 1 ≤ i < d
the i-skeleton skel∆(i) of ∆ is shellable.
Proof. Let i < d− 1. Fix a shelling F1, . . . ,Fm of the facets of ∆. If m = 1, i.e., ∆ is the
simplex on [n], then F (skel∆(i)) =
( [n]
i+1
)
, and skel∆(i) is shellable. Let m > 1 and ∆′ =
∆\{Fm}. By using induction on m, we may assume that skel∆′(i) is shellable. Let V ⊂ [n]
denote the set of those b ∈ [n] such that there is 1 ≤ s < m with dim(Fs ∩Fm) = d − 2
and with Fm \Fs = {b}. It then follows that a subset G ∈
( [n]
i+1
)
belongs to F (skel∆(i)) \
F (skel∆′(i)) if and only if V ⊂ G ⊂ Fm. Hence the simplicial complex Γ with F (Γ) =
F (skel∆(i))\F (skel∆′(i)) turns out to be shellable.
Let G1,G2, . . . ,Gp be a shelling of the facets of skel∆′(i) and Gp+1, . . . ,Gq a shelling
of Γ. We claim that G1,G2, . . . ,Gp,Gp+1, . . . ,Gq is a shelling of skel∆(i). In fact, let
1≤ j≤ p < k≤ q and G j ⊂ Fs with s< m. Then there is s′< m with dim(Fs′∩Fm) = d−2
such that Fs∩Fm ⊂ Fs′ ∩Fm. Let Fs′ \Fm = {a} and Fm \Fs′ = {b}. Since p < k, one has
b ∈ Gk. Let Gk′ = (Gk \{b})∪{a} with k′ ≤ p. Then Gk′ ∩Gk = Gk \{b} ∈
([n]
i
)
. Since
b 6∈ Fs, one has b 6∈ G j. Hence G j ∩Gk ⊂ Gk′ ∩Gk, as desired. 
2. QUASI-TREES AND RELATION TREES OF IDEALS OF PROJECTIVE DIMENSION 1
Let ∆ be a simplicial complex. A facet F ∈F (∆) is called a leaf, if either F is the only
facet of ∆, or there exists G ∈F (∆), G 6= F such that H ∩F ⊂G∩F for each H ∈F (∆)
with H 6= F . A facet G with this property is called a branch of F . A vertex i of ∆ is called
a free vertex if i belongs to precisely one facet.
Faridi [4] calls ∆ a tree if each simplicial complex generated by a subset of the facets
of ∆ has a leaf, and Zheng [9] calls ∆ a quasi-tree if there exists a labeling F1, . . . ,Fm of
the facets such that for all i the facet Fi is a leaf of the subcomplex 〈F1, . . . ,Fi〉. We call
such a labeling a leaf order. It is obvious that any tree is a quasi-tree, but the converse is
not true. For us however the quasi-trees are important.
Let ∆ be a simplicial complex on [n] with F (∆)= {F1, . . . ,Ft}. We introduce the
(t
2
)
×t
matrix
M∆ = (a
(i, j)
k )1≤i< j≤t,1≤k≤t
whose entries a(i, j)k ∈ S are a
(i, j)
i = xFi\Fj , a
(i, j)
j = xFj\Fi , and a
(i, j)
k = 0 if k 6∈ {i, j} for all
1 ≤ i < j ≤ t and for all 1 ≤ k ≤ t.
Lemma 2.1. A simplicial complex ∆ = 〈F1, . . . ,Ft〉 on [n] is a quasi-tree if and only if the
matrix M∆ contains a (t−1)× t submatrix M♯∆ with the property that, for each 1 ≤ j ≤ t,
if M♯∆( j) is the (t − 1)× (t − 1) submatrix of M♯∆ obtained by removing the jth column
from M♯∆, then |det(M♯∆( j))|= x[n]/xFj .
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Proof. (“only if”) Let ∆ be a quasi-tree on [n] and fix a leaf ordering F1, . . . ,Ft of the facets
of ∆. Let t > 1. Let Fk with k 6= t be a branch of Ft and ∆′ = ∆\Ft . Since ∆′ is a quasi-tree,
by assumption of induction, it follows that M∆ contains a (t−2)× t submatrix M′ with the
property that, for each 1≤ j < t, if M′( j, t) is the (t−2)×(t−2) submatrix of M′ obtained
by removing the jst and tth columns from M′, then |det(M′( j, t))|= x[n]\(Ft\Fk)/xFj . Let
M♯∆ denote the (t − 1)× t submatrix of M∆ obtained by adding the (k, t)th row to M′.
Since a(k,t)t = xFt\Fk , it follows that, for each 1 ≤ j < t, one has |det(M♯∆( j))| = x[n]/xFj .
Moreover, since |det(M♯∆(t))|= |xFk\Ft det(M
′(k, t))|, one has |det(M♯∆(t))|= x[n]/xFt .
(“if”) Now, suppose that the matrix M∆ contains a (t − 1)× t submatrix M♯∆ with the
property that, for each 1 ≤ j ≤ s, if M♯∆( j) is the (t − 1)× (t − 1) submatrix of M♯∆ ob-
tained by removing jth column from M♯∆, then |det(M♯∆( j))|= x[n]/xFj . Let Ω denote the
subgraph on [t] whose edges are those {i, j}with 1≤ i < j ≤ t such that the (i, j)th row of
M∆ belongs to M♯∆. Then Ω contains no cycles. To see why this is true, if C is a cycle of Ω
with E(C) its edge set. If {i0, j0} ∈ E(C), then in the matrix M♯∆(i0), the (i, j)th rows with
{i, j} ∈ E(G) are linearly dependent. Thus det(M♯∆(i0)) = 0. This is impossible. Hence Ω
contains no cycles. Since the number of edges of Ω is t−1, it follows that Ω is a tree, i.e.,
a connected graph without cycles. Hence there is a column of M♯∆ which contains exactly
one nonzero entry. Suppose, say, that the tst column contains exactly one nonzero entry
and the (k, t)th row of M∆ appears in M♯∆. Then, for each 1 ≤ j < t, the monomial xFt\Fk
divides |det(M♯∆( j))|. Hence (Ft \Fk)∩Fj = /0 for all 1 ≤ j < t. It then follows that Ft is
a leaf of ∆ and Fk is a branch of Ft . Let ∆′ = ∆\Ft and M♯∆′ the (t−2)× (t−1) submatrix
of M∆′ which is obtained by removing the (k, t)th row and the tst column from M♯∆. Since
∆′ is a simplicial complex on [n] \ (Ft \Fk) and since xFt\Fk(x[n]\(Ft\Fk)/xFj) = x[n]/xFj for
each 1 ≤ j < t, working with induction on t, it follows that ∆′ is a quasi-tree. Hence ∆ is
a quasi-tree. 
Let I be an arbitrary monomial ideal with G(I) = {u1, . . . ,ut}, and let T be the Taylor
complex associated with I. Then Ti = S(
t
i), and the matrix AI representing the differential
T2 → T1 is a
(t
2
)
× t-matrix. To be more precise, if T1 =
⊕t
i=1 Sei, then T2 =
⊕
i< j Sei∧e j,
and ∂ (ei∧ e j) = u jiei−ui je j, where ui j = ui/[ui,u j] for all i, j ∈ [t] with i 6= j.
Note that for any simplicial complex ∆ we have M∆ = AI(∆c), because if ui = xFci and
u j = xFcj , then u ji = xFcj \Fci = xFi\Fj .
Assume now that I has projective dimension 1, and that the elements of G(I) have no
common factor. Then I is perfect of codimension 2.
A subset R of the Taylor relations is called irreducible if R generates the first syzygy
module syz1(I) of I, but no proper subset of R generates syz1(I). Fortunately it is known
(see [2, Corollary 5.2]) that an irreducible subset of the Taylor relations is in fact a mini-
mal system of generators of syz1(I). In particular it follows that we can always choose a
minimal free resolution
0 −−−→ St−1 ϕ−−−→ St −−−→ I −−−→ 0
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such that the rows of the matrix of ϕ correspond to Taylor relations. However the choice
of an irreducible set R of Taylor relations is in general not unique.
For example, let I = (x4x5x6,x1x5x6,x1x2x6,x1x2x5). Then ϕ can be represented by the
matrix 
x1 −x4 0 00 x2 −x5 0
0 x2 0 −x6

 ,
or by 
x1 −x4 0 00 x2 −x5 0
0 0 x5 −x6

 or

x1 −x4 0 00 x2 0 −x6
0 0 x5 −x6

 .
Nevertheless for a given choice R of t−1 Taylor relations which generate syz1(I) we can
define a (1-dimensional) tree Ω as in the proof of 2.1 with {i, j}∈E(Ω) if u jiei−ui je j ∈ R
for i < j. We call Ω the relation tree of R. This relation tree was first considered in [2,
Remark 6.3].
In the above example the relation tree for the first matrix is
◦ ◦
◦
◦
1 2
3
4
while for the other matrices it is
◦ ◦ ◦ ◦
1 2 3 4
or ◦ ◦ ◦ ◦
1 2 4 3
Next we want to describe how the generators ui of I can be computed from the ui j and
the relation trees. To this end we introduce for each i = 1, . . . , t an orientation to make Ω a
directed graph which we denote Ωi. We fix some vertex i. Let j be any other vertex of Ω.
Since Ω is a tree there is a unique directed walk from i to j. This defines the orientation of
the edges along this walk. The following picture explains this for the first of our relation
trees in the above example.
◦ ◦
◦
◦
1 2
3
4
◦ ◦
◦
◦
1 2
3
4
◦ ◦
◦
◦
1 2
3
4
◦ ◦
◦
◦
1 2
3
4
By the Hilbert–Burch theorem [1, Theorem 1.4.17] one has
ui = (−1)i det(Ai) for i = 1, . . . , t,
6
where the matrix Ai is obtained from the relation matrix A of I by deleting the ith col-
umn of A. Computing det(Ai) by the determinantal expansion formula as in the proof of
Lemma 2.1 one sees that
ui = ∏
(k, j)
uk j,
where the product is taken over all oriented edges (k, j) of Ωi.
Corollary 2.2. A simplicial complex ∆ is a quasi-tree if and only if projdim I(∆c) = 1.
Proof. Let F (∆)= {F1, . . . ,Ft}. By Lemma ??, the simplicial complex ∆ is a quasi-tree if
and only if M∆ contains a (t−1)×t submatrix M#∆ whose ideal of maximal minors is I(∆c).
Hence, if ∆ is a quasi-tree, the Hilbert–Burch theorem implies that projdim I(∆c) = 1.
Conversely, suppose projdimI(∆c) = 1, and let A be a (t − 1)× t relation matrix of this
ideal consisting of Taylor relations. By the Hilbert-Burch theorem, I(∆c) is the ideal of
maximal minors of A. Since M∆ = M∆c, it follows that A is a submatrix of M∆. Hence ∆
is a quasi-tree. 
In our example I may be viewed as I = I(∆c) where the facets of ∆ are
{{a,b,c},{b,c,d},{c,d,e},{c,d, f}}.
See the following picture:
a
b
c
d
e
f
This is a quasi-tree, as it should be by Corollary 2.2.
Inspecting the proof of Lemma 2.1, we see that all possible relation trees Ω of I(∆c) can
be recovered from the quasi-tree ∆ = 〈F1, . . . ,Fm〉 as follows: start with some leaf Fi of ∆,
and let Fj be a branch of Fi. Then {i, j} will be an edge of Ω. According to Corollary 3.4,
〈F (∆) \ {Fi}〉 is again a quasi-tree. Then remove the leaf Fi, and continue in the same
way with the remaining quasi-tree in order to find the other edges of Ω. Of course, at each
step of the procedure there may be different choices. This gives us the different possible
relation trees.
Geometrically a relation tree is obtained from a given quasi-tree by connecting the
barycentric centers of the leaves and branches according to the above rules. In our exam-
ple we get
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3. AN ALGEBRAIC PROOF OF DIRAC’S THEOREM
Let G be a finite graph on [n] without loops and multiple edges and E(G) its edge set.
A stable subset of G is a subset F of [n] such that {i, j} ∈ E(G) for all i, j ∈ F with i 6= j.
We write ∆(G) for the simplicial complex on [n] whose faces are the stable subsets of
G. It is clear that G is the 1-skeleton of ∆(G), and that if Γ is a simplicial complex with
G = skelΓ(1), then Γ is a subcomplex of ∆(G). Hence, in a certain sense, ∆(G) is the
‘largest’ simplicial complex whose 1-skeleton is G.
The following example demonstrates this concept:
G ∆(G)
Recall that a graph G is called chordal if each cycle of length > 3 has a chord.
Lemma 3.1. Let G be a graph, and ∆ the simplicial complex defined by I∆ = I( ¯G). Then
(a) ∆ = ∆(G);
(b) G = skel∆(1);
(c) ∆ is a quasi-tree⇐⇒G is chordal.
Proof. (a) Since the 1-skeleton of ∆(G) = G, it follows that I( ¯G) ⊂ I∆(G). Conversely,
let F be a minimal nonface of ∆(G). If |F| > 2, then each subset G ⊂ F with |G| = 2 is
an edge of G. Therefore F is a stable subset of G, and hence F ∈ ∆(G), a contradiction.
Thus for every minimal nonface F of ∆(G) one has |F|= 2. This shows that I∆(G) = I( ¯G).
Therefore, ∆ = ∆(G).
(b) follows from Lemma 1.1 (or from (a) and the remarks preceding this lemma).
(c) The theorem of Fro¨berg [6] guarantees that the complementary graph G of ¯G is
a chordal graph if and only if I( ¯G) = I∆ has a 2-linear resolution. By Theorem 1.4,
reg(I∆) = projdim I∆∨ + 1, and so the ideal I( ¯G) has a 2-linear resolution if and only if
projdim I∆∨ = 1. Since by Lemma 1.2, I∆∨ = I(∆c), the assertion follows from Corollary
2.2. 
For our proof of Dirac’s theorem we also need
Lemma 3.2. A quasi-tree is a flag complex.
Proof. Let ∆ be a quasi-tree on [n] and fix a leaf ordering of the facets F1, . . . ,Ft of ∆. We
work induction on t. Let t > 2. Since ∆′ = 〈F1, . . . ,Ft−1〉 is a quasi-tree, by assumption of
induction it follows that ∆′ is flag. Let Fk with k < t be a branch of Ft . Then ∆′ consists
of all faces G of ∆ with G∩ (Ft \Fk) = /0. Suppose H is a minimal nonface of ∆ having
at least three elements of [n]. We then show that H is a minimal nonface of ∆′, i.e.,
H∩ (Ft \Fk) = /0. Since H is a nonface, there is p ∈H with p 6∈ Ft . If q ∈ Ft belongs to H,
then {p,q} ∈ ∆. Thus there is Fj with j 6= t such that {p,q} ⊂ Fj. Hence {q} ⊂ Ft ∩Fj.
Thus q ∈ Fk. Hence H ∩ (Ft \Fk) = /0, as desired. 
8
Theorem 3.3 (Dirac). A finite graph G on [n] is a chordal graph if and only if G is the
1-skeleton of a quasi-tree on [n].
Proof. The statements (b) and (c) of Lemma 3.1 imply that a chordal graph is the 1-
skeleton of quasi-tree. Conversely, suppose that G is the 1-skeleton of a quasi-tree Γ.
Since by Lemma 3.2, Γ is flag, the ideal IΓ is generated by all monomials xF with |F|= 2
and F 6∈ Γ. This shows that IΓ = I( ¯G), and so Γ = ∆(G), by Lemma 3.1(a). Hence G is
chordal by Lemma 3.1(c). 
Corollary 3.4. Let ∆ be a quasi-tree, and F a leaf of ∆. Then 〈F (∆) \ {F}〉 is again a
quasi-tree.
Proof. Let ∆′ = 〈F (∆) \ {F}〉. Let G be the 1-skeleton of ∆ and G′ the 1-skeleton of
∆′. Then G′ is obtained by removing all free vertices of F and all edges containing these
vertices from G. Since G is chordal by Theorem 3.3, it follows that G′ is also chordal.
Hence again by Theorem 3.3, ∆′ is a quasi-tree. 
We conclude this section with a sort of higher Dirac theorem.
Theorem 3.5. Let ∆ be a pure ℓ-dimensional simplicial complex on the vertex set [n], and
Γ its 1-skeleton. Then the following conditions are equivalent:
(a) ∆ is the ℓ-skeleton of a quasi-tree;
(b) (i) Γ is a chordal graph;
(ii) ∆ is the ℓ-skeleton of ∆(Γ).
Proof. (b) ⇒ (a) follows from Lemma 3.1(c). For the implication (a) ⇒ (b), suppose that
∆ is the ℓ-skeleton of the quasi-tree Σ. Then Γ is also the 1-skeleton of Σ. As in the
proof of Theorem 3.3 we conclude that Σ = ∆(Γ). This implies (b)(ii). Finally, by Dirac’s
theorem Γ is chordal. 
4. POWERS OF FACET IDEALS RELATED TO QUASI-TREES
We now consider powers of facet ideals of complementary simplicial complexes of
skeletons of quasi-trees. We first show that such ideals have linear quotients.
Theorem 4.1. Let ∆ be a quasi-tree of dimension d−1. Then I = I(skel∆(ℓ)) has linear
quotients for any ℓ≤ d−1. In particular, I has a linear resolution.
Proof. Let IΓ = I and IΓ′ = I(skel∆(1)). Since by the Lemma 3.2, ∆ is flag we have I∆ =
IΓ′ . In [7] we showed using Dirac’s theorem that IΓ′ has linear quotients. By Corollary
1.5, I has linear quotients, too. 
In [7] a certain converse of Theorem 4.1 is shown for ℓ = 1, namely, that if I is a
monomial ideal generated in degree 2 and has linear quotients, then there exists a quasi-
tree ∆ such that I = I(skel∆(1)). However, for ℓ > 1, such a converse is not true: let
∆ = 〈{1,2,3},{3,4,5},{2,4,6}〉, and I = I( ¯∆). Then I has linear quotients. However, if
I = I(skelΓ(2)), then ∆ = skelΓ(2). In particular, dimΓ ≥ 2. If dimΓ > 2, then skelΓ(2)
contains at least 4 facets. But ∆ has only 3 facets. Thus dimΓ = 2, and hence Γ = ∆. But
∆ is not a quasi-tree.
The main theorem of this section is the following
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Theorem 4.2. Let ∆ be a quasi-tree of dimension d−1. Then for any ℓ≤ d−1, all powers
of I = I(skel∆(ℓ)) have a linear resolution.
We need the following two lemmata.
Lemma 4.3. Let 2 ≤ ℓ ≤ d−1, I1 = I(skel∆(1)) and Iℓ = I(skel∆(ℓ)). Then Iℓ is gener-
ated by all squarefree monomials u of degree ℓ+1 such that u is divided by a monomial
generator of I1.
Proof. Let u= xF be a squarefree monomial of degree ℓ+1. If u is divided by a monomial
generator xix j of I1, then F contains the 2-element subset {i, j} 6∈ ∆. Thus F 6∈ ∆ and u
is a monomial generator of Iℓ. Conversely, suppose that u is divided by no monomial
generator of I1. Then each 2-element subset of F is a face of ∆. Since ∆ is flag, it follows
that F is a face of ∆. Thus u 6∈ Iℓ. 
Given integer vectors a = (a1, . . . ,an) and b = (b1, . . . ,bn), we write a≤ b if ai ≤ bi for
all i. Let I ⊂ S be an arbitrary monomial ideal, and a = (a1, . . . ,an) an integer vector with
each ai ≥ 0. We write I≤a for the monomial ideal generated by all u = xb ∈ G(I) with
b ≤ a. Here xb = xb11 · · ·xbnn if b = (b1, . . . ,bn).
Lemma 4.4. Let I ⊂ S be a monomial ideal,
F : 0 −→ Fp −→ Fp−1 −→ ·· · −→ F1 −→ F0 −→ S/I −→ 0
the multigraded minimal free resolution of I with Fi =⊕ j S(−qi j), and G the subcomplex
of F with
Gi =
⊕
qi j≤a
S(−qi j).
Then G is a multigraded minimal free resolution of I≤a. In particular, if I has a linear
resolution, then so does I≤a.
Proof. It is clear that H0(G) = S/I≤a. Thus it remains to show that G is acyclic. We
proceed by induction on the homological degree. Suppose that our claim is true up to
homological degree i, and let r be a multihomogeneous element belonging to a minimal
set of generator of the kernel of Gi →Gi−1. Let v be the multidegree of r. It is known [2]
that v ≤ a.
Now r belongs to the kernel C of Fi → Fi−1 as well. Let {c1, . . . ,cm} be the minimal
set of generators of C corresponding to the chosen basis of Fi+1. Then r = ∑i hici where
each hici has the same multidegree as r. It is then clear hi 6= 0 only if the multidegree of
ci is bounded by a. Hence r belongs to the image of Gi+1 →Gi, as required. 
Proof of Theorem 4.2. Let I = I(skel∆(1)) and J = I(skel∆(ℓ)). By Lemma 4.3 it follows
that J = (I〈ℓ+1〉)≤(1,...,1), where for some graded ideal L, we denote by L〈 j〉 the ideal gener-
ated by the elements of the jth graded component of L. Note that Jk = ((Ik)〈k(ℓ+1)〉)(k,...,k).
By [7, Theorem 3.2], Ik has a linear resolution. Hence (Ik)〈k(ℓ+1)〉 has a linear resolution.
Then Lemma 4.4 guarantees that Jk has a linear resolution.
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