SYNOPSIS. Integrating proximate and ultimate causes and effects simultaneously in the study of behavior is challenging and complex, but useful. This is equivalent to asking both "How?" (in the sense of proximate mechanisms) and "Why?" (in the sense of ultimate evolutionary payoffs) an organism operates in one way and not another. Sex differences in rattlesnake (i) size and growth and (ii) mating and reproductive strategies and tactics, provide a good theoretical and empirical context in which to attempt such integration. We employ interdisciplinary and multidisciplinary approaches in our behavioral and physiological work, but we mean something different by "integrative," that amounts to the simultaneous study of both proximate and ultimate levels of causation and explanation. Though not always feasible, this approach represents an important goal to work towards because it attempts to represent faithfully the complexity inherent in living systems. To this end, we also employ a variety of modeling approaches, which entrain intuition, generate new hypotheses, and sharpen inference. Individual-based simulations, for example, offer promise for broad, integrative programs of biological research.
INTRODUCTION
Understanding the variability and diversity of living systems remains a fundamental challenge in biology. Causation in biological systems occurs simultaneously at multiple levels of organization. Progress in the explanation of pattern and process thus requires the simultaneous study of the "whole system," or fairly complete representations of it. We have always known that biology is inherently interdisciplinary. Thus, in order to address many challenging problems investigators increasingly use multidisciplinary methods and literatures {e.g., Alcock, 1993; Drickamer et al, 1996; Ferraris and Palumbi, 1996; Real, 1994; Wainwright and Reilly, 1994; Crews, 1998, this Symposium) .
We differentiate between interdisciplinary or multidisciplinary approaches, and 'integrative' ones, however. An integrative approach involves simultaneous considera- ' tion of multiple levels of organization and explanation, as well as proximate and ultimate mechanisms from different subdisciplines {e.g., behavior, physiology, or genetics). Though not a novel perspective {e.g., Bock, 1980; Mayr, 1970; cf. Nussbaum, 1978) , integrative approaches are important. Given current, advanced methodological technology it is surprising that so much biological research remains methodologically and conceptually compartmentalized.
WHY IS CAUSAL INTEGRATION IMPORTANT IN BEHAVIOR AND BIOLOGY?
The need for integration and synthetic study of both proximate and ultimate causes in behavior derives from many sources. First, ultimate outcomes are emergent properties of the holistic operation (proximate functions and mechanisms) of complex, integrated living systems. Thus, how can we hope to study and understand one level of causality without the other?
Second, though different in theory and operation, these two levels of causation are inseparably united because of the way in which adaptive evolution proceeds. Phenotypic selection acts on properties of organisms that are the result of an interaction be-tween genetics and environment-specific trait ontogeny. Proximate processes that affect phenotypic distributions produce the raw material on which selection operates. Consider a single behavioral or morphological phenotype that arises by different proximate mechanisms in different taxa. In such a case, one of two possibilities must obtain: Either (i) differences in proximate mechanisms are evolutionarily informative and the phenotypes are analogs, having evolved independently in the different taxa, or (ii) the phenotypes are homologous (perhaps subject to stabilizing selection), and the proximate mechanistic pathways have evolved independently, subject to the constraint that the original phenotype remains invariant. In either case, the ultimate explanation of the origin and maintenance of the trait in question has benefited from knowledge of the proximate pathways. Finally, the philosophical and historical call for such conceptualization and integrative study is long-standing. It can be found in the works of Aristotle (e.g., Nussbaum, 1978) and Charles Darwin (e.g., Lennox, 1992) , and more recently, for example, in Bock (1980) , Mayr (1970) , and Wilson (1975) .
IMPORTANCE OF MODELING
If integration is a goal, then strong inference utilizing common conceptual and methodological currencies is important. Such goals are easier to reach when formal modeling is utilized. Modeling provides a framework that simultaneously entrains intuition, generates novel hypotheses, and provides a check on the mathematical rationality of new ideas. Causal integration requires simultaneous consideration of multiple mechanisms acting at different levels of function and organization. The first step in any integrative modeling exercise is to consider important currencies that mediate connections between different classes and levels of mechanisms, and then to develop specific simulations or mathematical tests.
COMMON CURRENCIES AND GENERAL PHENOMENA
Central to any attempt to integrate divergent methods, approaches, and ideas in biology is a uniform lexicon. We have employed several currencies that are general, but yet important to key specific processes. These include time (activity budgets for behavior, episodes of activity), mass-energy relations (bioenergetics), spatial and temporal resource availability, and encounter rates (renewal theory).
Time
Most animals must move about to solve problems in living (Baker, 1978; Dingle, 1996) . This requires time, time is limited, and this is precisely why it is so important to measure. Accordingly, dependent measures like accumulated time, latencies to act, rates of movement and behavior can be good general currencies, regardless of the classes or units of behavior one is scoring. This has been long-appreciated (e.g., Holling, 1959; Lehner, 1996; Parker, 1970) .
Activity budgets
Though one of the most useful things a biologist or behaviorist can assemble when studying creatures in nature, robust and complete activity budgets for important classes of behavior are rarely reported. This was not lost on the "classical ethologists " (e.g., Lorenz, 1981) . Time devoted to various activities translates directly into net energy acquired and allocated, and, ultimately, variation in fitness.
Functionally dedicated episodes of activity
Some animals devote sequential and identifiable blocks of time to the solution of specific, discrete problems in living. Moreover, these different blocks of time, or episodes of activity, may sum to equal most or all of the time an animal may be active during a growing season, or even its entire life (Baker, 1978) . Here, too, we have a potential currency to account for simultaneous causal and functional effects of time allocations.
Male and female prairie rattlesnakes (Crotalus v. viridis) in some Wyoming populations, for example, are known to search only for food (and nothing else) for weeks at a time during the first half of the 100-day summer "growing" season (King and Duvall, 1990 . These effects are independent of density, hold for temporal distributions, and are important in analyses of probability and randomness (e.g., Zar, 1996) . See also tive only in late summer [Duvall and Schuett, 1997; King and Duvall, 1990] .) A primary function of activity during this period is to find food {e.g., widely dispersed and spatially unpredictable deermouse "patches," or, more accurately, clusters; Fig. 1 ). Many other problems are also solved as the snakes travel about at this time, such as avoiding predators and finding safe and acceptably warm overnight refugia. Nevertheless, when all alternative explanations for movement and travel at this time are considered concurrently, the major function or ultimate goal served is location of sparse deermouse clusters (Duvall et al, 1990) . Subsequently, in approximately the middle of summer, a 7-week mating season ensues and continues until just about season's end (late August most years). Though females continue to search for and consume prey during this period, males become aphagic and switch over to mate-searching exclusively (Duvall and Schuett, 1997) .
Male western diamondback rattlesnakes (Crotalus atrox) in upper Sonoran Desert communities in central Arizona are at the other end of the 'searching versus handling continuum,' doing almost nothing but handling competitors and potential mates during the roughly 6-week, spring mating season. Little time need be dedicated to searching for receptive females, since males and receptive females emerge from their communal overwintering dens together (O'Leile et al, 1994) . Female C. atrox are sexually receptive upon emergence from dens in the spring, and this mating season extends from ca. mid-February to early April (see below). Crotalus v. viridis and C. atrox, being large-bodied and slow-moving, are easy to follow and observe using radiotelemetry. Accompaniment, courtship, mate-persuasion, and copulation may last several days and are thus easy to observe and score.
Accordingly, the assembly of activity budgets for these animals, comprised of functionally dedicated episodes of movement, can facilitate simultaneous causal and functional analyses of several critically important processes. These include (i) costs and benefits for trade-offs between one kind of activity episode versus another, (ii) associated energetic allocation and expenditure, and (iii) mating strategy and reproductive success.
Mass-energy allocation
Physiological ecologists appreciate the central role of mass-energy budgets in determining distributions and abundances of organisms, as well as other properties of individuals and populations (e.g., Congdon et al, 1982; Dunham et al, 1989; Hirschfield and Tinkle, 1975; Perrin and Sibly, 1993; Porter and Gates, 1969; Williams, 1966) . Energy and mass are obtained simultaneously through the consumption of other organisms. Because energy is extracted from chemical bonds, there is an intricate connection between mass and energy budgets. In practice, however, budgets for energy and many materials (e.g., water, carbon, nitrogen, lipids, limiting nutrients) can be constructed variously, depending on one's aims.
Energy and mass available to an organism likewise are limited. The source of this limitation may be resource availability (a characteristic of the environment) or physiological process limitation (sensu Congdon, 1989 ). Thus, a limited amount of energy and mass must be allocated to mutually exclusive operations. These operations encompass maintenance, growth, reproduction, activity, and storage (Congdon et al., 1982) , and much has been published about the importance of energy-mass allocation to both individual fitness and the dynamics of populations. Energy allocation is also intricately linked to the allocation of time among various behaviors because each behavioral allocation carries with it a cost of activity. Likewise, the bioenergetic condition of an animal may direct or constrain time allocation decisions. An understanding of mass and energy flux through organisms can be a powerful tool for the analysis of proximate and ultimate causation. For example, we applied a bioenergetic analysis to the explanation of sexual size dimorphism (SSD) in the western diamondback rattlesnake, Crotalus atrox see below) .
The degree and direction of SSD among snakes has been ascribed to ultimate effects of male-male fighting and competition for mates (e.g., Shine 1978 Shine , 1994 , and not so much to mass-energy allocations in demographic and life-history contexts. A strong correlation between the degree of SSD and agonism among males (even when corrected for phylogeny; Shine 1994) has led to the hypothesis that large male body size confers a selective advantage in fights for access to females. While this argument is clear regarding the conferred advantage of large size to males, the presence or absence of male-male agonism makes no prediction about female body size and variables that may affect it (Shine, 1993; Duvall et al, 1992 Duvall et al, , 1993 Duvall and Schuett, 1997) . As Arnold and Duvall (1994) emphasize, however, symmetrical considerations of males and females at once is best, both in theory and application. The ontogeny of body size is surely subject to different selection pressures in males and females respectively (Dunham and Gibbons, 1990) . Among most snakes but within species, larger females produce larger litters (Diller and Wallace, 1984; Duvall et al, 1993; Ford and Seigel 1989; Seigel and Ford, 1987) . Thus, some sexual selection also may operate on large size in female snakes. Therefore, we propose (i) that an explanation for the direction and degree of SSD in a target species or population requires independent explanations for growth and ontogeny (proximate mechanisms) in both sexes, and (ii) that adult body size of females, as in males, likely is derived from a balance between opposing selection forces (ultimate causes). Indeed, operating via constraints imposed by the Breeding Sex Ratio (BSR; see below), sexual selection acting on one sex may constrain or sometimes determine this force in the other (Arnold and Duvall, 1994) . Knowledge of proximate mechanisms affecting the ontogeny of growth in males and females will inform and direct ultimate evolutionary explanations of the degree and direction of SSD. For example, western diamondbacks exhibit SSD throughout their range, with males larger than females. We examined the ontogeny of growth in male and female C. atrox in our Sonoran Desert study system, one that exhibits SSD (Fig.  2) . Through mark-release-recapture analyses, and studies of growth and rattle morphology, we established that male and female diamondbacks from our target population are born at approximately the same size, grow similarly as juveniles, but rapidly diverge in size at the onset of repro-ductive activity (between 70 and 75 cm snout-vent length; . Once we had identified the ontogenetic stage where growth rates diverged, we then focused on bioenergetic explanations for this difference. At equivalent size and temperature, male and female C. atrox had indistinguishable resting metabolic rates . By virtue of their larger average size, however, males exhibited higher daily resting metabolic expenditures than females. There were no significant differences between males and females in field metabolic rate or body temperature. These preliminary results suggest that males and females are equivalent in their general patterns of growth and bioenergetics. The only detectable difference between sexes occurs at maturity, when males continue to grow and females begin to shunt most, if not all, incoming energy into reproduction. Proximate mechanisms surrounding size at maturity in female C. atrox therefore emerge as fundamental in affecting SSD. Thus, we included in our studies considerations of the fitness benefits that may derive from variation in female size at sexual maturity.
The determinants of size and age at maturity in ectotherms have been variously discussed (reviewed in Bernardo, 1993) . Perhaps most informative from our perspective is an hypothesis concerning the determinants of size at maturity first alluded to by Gibbons (1972) , and then formalized mathematically for finches by Downhower (1976) . In its most streamlined form the argument states that under conditions of resource limitation, larger females incur greater maintenance expenditure. Therefore, and in the absence of a steep positive relationship between body size and resource acquisition, smaller rather larger females are expected to accumulate more rapidly the energy required for production of a litter or clutch (Downhower, 1976) . Conceivably, a reduction in maintenance by females, accomplished by reducing resting metabolic rate or field metabolic expenditure via physiological adaptations, temperature selection, or dynamic activity, could alleviate this constraint and allow females to attain sizes similar to those of males. In C. atrox, there is no evidence for such adjustment, rendering Downhower's hypothesis a reasonable and potentially testable alternative. Without scrutiny of proximate bioenergetic mechanisms leading to SSD in growth of C. atrox, it is unlikely that we would have arrived at our current working hypothesis/ explanation for growth and size in western diamondback females. Sexual size dimorphism in these snakes appears therefore to result from combined effects of (i) selection for large size in males via success in combat, or "handling," and (ii) the operation of Downhower's hypothesis for size at sexual maturity among females. Again, symmetrical and simultaneous considerations of both sexes is key to a comprehensive perspective.
Predictable spatial and temporal variation in resource availability
Resource units needed to solve key problems in living always vary in spatiotemporal distribution. Accordingly, the nature of such variation on either local or geographic scales will constrain adaptive timeenergy budgets for behavior and growth, including any adaptive episodes of activity that may characterize the search for resources. Thus, to the extent that both (i) spatiotemporal variation in key resource units and (ii) strategies for locating and acquiring them can be predicted, then the more specific can one's hypotheses be. Risk sensitivity analysis and optimality theory have had much to contribute here, but they assume omniscience on the part of foragers regarding target location (see Smallwood and Carter, 1996) . Using the 68K, Macintosh multimedia simulation RattleSnake©, however, Mintzer et al., 1989) find that target location success varies significantly among naive searchers, when they are tested in a comprehensive and realistic set of spatial worlds (Fig. 3) . Specifically, naive searchers that followed fixed, high vector bearings (or near-straight line search paths), did best, particularly in worlds with (i) sparse and widely dispersed, and (ii) clustered, targets. See 
Encounter rate and renewal theory, and fitness measures
Holling (1959), Parker (1970) , Baylis (1981) , Sutherland (1985) , and Arnold and Duvall (1994) are just a few of many biologists who have applied encounter rate and renewal theory (Cox, 1962) to behavioral activity budget data, particularly as it relates to social and mating system strategy. Arnold and Duvall (1994) also have attempted to map the measurement of key sexual and social traits for both males and females, via trait-fitness covariance relationships, onto partial regression slopes, or gradients, reflecting dynamic sexual selection forces (cf. Phillips and Arnold, 1989) .
We propose that dynamic sexual selection gradients for males and females in most local mating systems can be predicted and explained concomitantly and simultaneously using either (i) activity budget and encounter rate or (ii) parental fecundity data separately.
This feature of our models derives from a result we call the BSR (Arnold and Duvall, 1994) , and is the ratio of actual male to female parents in a population. It can be used to generate many useful values, including point estimates for fitness of males and females in a study population. Also, the BSR usually will be about equal to the inverse of the "operational sex ratio" (OSR; Emlen and Oring, 1977) , particularly when the OSR is taken as the ratio of potential male to female parents in polygynous mating systems. The real utility of the OSR may be the extent to which it predicts the BSR. Unfortunately, the correspondence between these measures is usually unclear. Ims (1988), for example, found OSR to be only weakly predictive of mating success, and, thus, BSR as we employ it, in some common mating system types. However, since the BSR can be estimated from episodic activity budget data alone, it is possible to calculate estimations of sexual selection gradients from behavioral information alone (Arnold and Duvall, 1994) . Moreover, relationships between relative male and female sexual selection gradients may be used to characterize any local mating system, and in turn facilitate general comparisons of many kinds (Arnold and Duvall, 1994) .
INDIVIDUAL-BASED APPROACHES
Organisms in nature experience a dramatic complexity of interacting factors that influence their behavioral, as well as time and energy, decisions and allocations. Dynamic and environment-dependent feedback also exists between the allocation of time and the allocation of energy and mass. Any modeling technique that holds promise for increasing our understanding of environmental influences on dynamic time-energy allocation, as well as for understanding the consequences of time-energy allocation for individual behavior, fitness and population dynamics, must be capable of incorporating a high degree of complexity.
Individual-based simulations (IBSs) hold promise for meeting these criteria and for satisfying these needs (DeAngelis and Gross, 1992; Huston et al, 1988; Judson, 1994 ). An IBS is a modular computer program that simulates populations by predicting and following the progress of any number of discrete "individuals" (DeAngelis et al, 1991; Huston et al, 1988) . In contrast to traditional calculus-based approaches, which require continuous variables and often sacrifice biological realism for mathematical tractability, IBS models are limited in their complexity only by the availability of appropriate data and the number of variables an investigator may choose to study. The modular nature of these computer programs allows continuous testing and refinement of each subroutine as more data become available. Because individual performance is tracked, important local interactions and the effects of local environmental heterogeneity may be incorporated easily (Huston et al, 1988 ). Furthermore, model parameters do not necessarily have to be continuous; they may be discrete if the situation dictates. For example, in natural populations, offspring, individuals themselves, and sex, social status, and food items controlled or consumed are discrete quantities, whereas, length, mass, metabolic rate, and fat stores are continuous. All of this complexity may be codified into an IBS model. The IBS formulation also allows critical functions to vary stochastically, such as prey capture success and mortality. It has been suggested that IBS models accurately represent systems with small population size, high stochasticity, poor mixing, and complex individual interactions (DeAngelis and Rose, 1992). Thus, the IBS approach seems particularly well suited to studies of a variety of vertebrate organismal systems and populations.
Individual-based simulations are generally composed of two parts, an individual time-energy model and a population model. Time-energy models specify the effects of environmental variability on individual behavior, physiology, and fitness. The population model specifies how interactions among separate individual time-energy models result in emergent population dynamics (DeAngelis et al, 1991; Trebitz, 1991) .
Construction of time-energy models entails (i) choosing state variables that will characterize the individual (e.g., size, energy reserves, hydration level, age, temperature, position) and (ii) describing changes in these state variables with respect to environmental variation and rules for behavior. State variables are chosen based on the investigator's understanding of the mechanisms that influence population dynamics. These mechanisms are hypotheses that can be tested by comparing predictions of the model to the behavior of the target system (Dunham et al., 1989) . State variables are updated at biologically meaningful time steps, and are chosen to adequately reflect variation in important mechanisms.
The IBS approach allows the fitness effects of any interesting factor to be examined without sacrificing mathematical tractability. The effects of variation in multiple factors {e.g., means and extremes of temperature, season length, disease or toxicants that impair physiology, density dependent effects on resources, competing behavioral or bioenergetic allocations) may be assessed singly or simultaneously. Simulations generate a rich array of individual physiological parameters such as trajectories for energy reserves, growth, and reproduction, each of which may be used to compare efficacy among competing behavioral strategies. IBS models thus are especially helpful in generating evolutionary hypotheses. Indeed, IBSs hold promise for integrating certain (i) encounter rate and renewal theory models, (ii) spatially-and physiologically-structured simulations, and (iii) more traditional microevolutionary and population models.
AN IBS FRAMEWORK: INTEGRATING SOME SAMPLE CURRENCIES AND GENERAL PHENOMENA
Heuristic models of the relationship between environmental variation and time and energy allocation have been previously developed (Dunham et al., 1989; Dunham, 1993) . A primary obstacle to formulating quantitative models of tandem time and mass-energy allocation is the complexity of the interrelationships between time and energy allocation, (see Dunham et al. [1989] for a discussion). Here we focus primarily on relationships between time and energy allocation. For example, each activity that an organism engages in has an energetic cost per unit time. Likewise, each time allocation decision affects bioenergetics through direct influences on foraging time {e.g., time allocated to mate searching may not be available for allocation to foraging), and indirectly through incurred activity cost {e.g., ambush foraging and active mate searching have different bioenergetic costs). An organism's bioenergetic condition also will influence behavioral decisions and time allocations {e.g., animals in poor bioenergetic condition may forego reproductive activities in favor of foraging). These interdependencies may be visualized as two stacked bar charts; one for time and one for energy (Fig. 4) . The components of each bar represent both the fractional and absolute allocations of time and energy devoted to each of several possible functions. For a typical north-temperate pit viper, tandem time-energy allocations might be similar to those presented in Figure 4 . It is clear that time-energy allocations are temporally dynamic. The differing properties of time and energy allocation constitute key considerations for the way in which a given modeling framework integrates decision processes. Figure 4 also highlights a fundamental property of the relation between time and energy allocation. An organism's time allocation decision at time t + 1 is dependent on the result of its time allocation at time t. Nevertheless, this interdependency must begin at some point. It is convenient to think of an animal as making a series of time-energy allocation decisions from birth until death (Dunham et al., 1989) . This allocation trajectory results in a series of ontogeny-dependent decisions. If we imagine a precocial animal {e.g., a pit viper) on the day of its birth, it makes decisions about how much of its time to devote to searching for and handling prey. This decision has an influence on the bioenergetic state of the animal. The behavioral decision made on the following day is likely to be dependent on the results of the decision process made on the first day, and so on. Therefore, allocation decision processes are continuously and dynamically modified and updated, and are based upon all available information.
Accordingly, when considering dynamic interactions between time and mass-energy allocation, it is important to recognize that the dynamic linkages between time and mass-energy allocation constitute mechanisms that connect environmental variation to individual fitness, as well as to population dynamics. Understanding these interactions is fundamental to both proximate and ultimate causal explanations in biological systems. A modeling framework which seeks to accurately represent these dynamic linkages would help, but it must possess certain critical features. First, such an approach must be capable of representing interactions among multiple independent variables ("state variables"; e.g., mass, snout-vent length (SVL), stored lipid, sex, reproductive condition in females). Second, the mathematical approach used to solve the model should not constrain model complexity by blurring or omitting important natural variables. Finally, the model should focus on individual organisms, but also be capable of representing interactions between them. Individuals are the fundamental unit of behavioral interaction in most animal systems, and it is within them that time-energy allocation decisions are made. In our opinion, the IBS approach meets these criteria. 
Modeling rattlesnake behavior and bioenergetics
Here we present a simple individual time-energy model of the western diamondback rattlesnake based on data collected during our field work in central Arizona. For the purposes of modeling the effects of behavioral decisions on individual fitness, we can borrow the concept of an individual time-energy model (dispensing with the population level formulation temporarily) and construct a simulation that incorporates important behavioral and physiological mechanisms. The model is in development and will be described fully in subsequent publications. Nevertheless, in its current state it provides a useful demonstration of the potential of the IBS approach for the integrative study of time and energy allocation.
The general structure of the model is represented by a program flow diagram (Fig.  5) . The model simulates the results of dynamic behavioral and bioenergetic allocation decisions by iterating each day of an hypothetical individual snake's life. The simulation computes changes in state variables over time. Relevant state variables for our model include SVL, body mass, stored energy (fat), sex, and amount of food in a snake's gut. The "current values" of state variables affect behavioral decisions and physiological processes. For example, the amount of stored energy affects a female's decision to reproduce. Likewise, metabolic expenditures are determined in large part by a snake's current body mass.
Thus, the first step on each day is for the simulated snake to decide how to use its available time. This behavioral decision also is made based on current season and the amount of food in its digestive tract. The simulated snake then decides to forage, digest or to engage in a functionally dedicated episode of activity that involves neither of these {e.g., gestation or mate searching). The Forage module computes foraging success in mass of prey captured, if any, as a result of a stochastic process that randomly determines whether the snake captured prey and what the size of the captured prey item was. The Digest sub-routine converts food captured to assimilated energy. The Metabolism sub-routine estimates daily metabolic expenditure based on empirically derived allometric relationships (MR = aM b T 0 ; Beaupre and Duvall, in review) and field metabolic rate. Finally, net assimilated energy is allocated to growth or reproduction by the Allocate subroutine. At the end of each simulated day state variables are updated, and the Output & Update sub-routine writes state variable values to a file which may then be accessed for subsequent analyses.
Growth and reproduction of simulated snakes can be plotted against simulation time (Fig. 6) . The simulation faithfully reproduces several important features of rattlesnake biology including sigmoidal growth trajectories and biennial/superennial reproductive cycles, though annual reproduction also occurs in simulations with high foraging success. In its current form the simulation allows assessment of the fitness effects of coarse-grain time allocation decisions. The utility of the simulation model is illustrated by the following two examples.
Example 1: Season length.-Geographic variation in rattlesnake phenology suggests an important role for variation in growing or active season length. For example, and as alluded to above, the prairie rattlesnake in some parts of its range may have as little as 3 months of summer to carry out its schedule of growth and reproduction {e.g., Graves and Duvall, 1990, 1993) . Conversely, western diamondbacks in our central Arizona population were active from late February until mid November. Lengthy hibernation represents a behavioral time allocation driven by environmental conditions that has bioenergetic and fitness consequences. By adjusting active season length in our simulation we can compare growth trajectories of male snakes, for example, from two hypothetical populations-one with 3 and with 6 months of summer in which activity is possible. Not surprisingly, and when all else is held equal, simulated snakes with shorter active seasons exhibit lower annual prey capture and asymptote at smaller body sizes as adults (Fig. 7) . In reality, many variables will differ between populations with differing active season lengths. The strength of the IBS approach is that there is no barrier to incorporating many complex factors that may vary among populations. Example 2: Searching and handling.-Adult male prairie rattlesnakes abandon foraging activities in mid Summer in favor of episodic mate searching behavior (King and Duvall, 1990; Duvall and Schuett, 1997) . Undoubtedly, activities involved in mate searching and handling are energetically costly, thus, adult male prairie rattlesnakes not only elect to forgo foraging but also likely suffer increased energetic expenditure associated with demands of the mating season. Because size is important in terms of the outcome of male contests, though fights are uncommon in the eastern Red Desert of Wyoming, it is interesting to consider what the cost of lost foraging may be in terms of growth potential. Accordingly, we simulated growth trajectories of two male snakes, one which abandoned foraging and engaged in search behavior (incurring a hypothetical 25% increase in metabolic expenditure) in the second half of summer, once maturity was attained. The other, conversely, continued to forage and grow throughout adulthood. Not surprisingly, decreased growth and smaller asymptotic body size were observed in the male that searched and handled (Fig. 8) .
We make no claim that the results of this simulation represent actual growth costs to male snakes, because the exact specification of all relevant parameters has yet to be accomplished. Nevertheless, IBSs provide a tool for assessing tradeoffs attendant to particular behavioral decisions. In the case of searching and handling, such tradeoffs are exceedingly important in systems where multiple strategies for mating may occur. For example, the western diamondback in central Arizona exhibits two distinct peri- Fio. 8. Simulation of the effects of reproductive behavior on male growth potential. Males that searched for and handled females during the second half of summer experienced decreased foraging and increased activity costs. These, in turn, resulted in smaller asymptotic body size.
ods of mating activity, as discussed above. The spring mating period is characterized by much male handling (i.e., fighting, mate guarding) and the late summer period by searching for widely dispersed, receptive females (O'Leile et al., 1994) . In such a circumstance, individuals must choose between energetically costly searching behavior and potential growth that may enhance fitness in the spring. The IBS approach provides a simple and formal context in which to model the many complex tradeoffs affecting this and probably many other living systems.
The forgoing examples illustrate the potential utility of an IBS for assessing effects of behavioral and physiological variation on fitness components. The model we present is simple because only the time-energy allocations of a single individual are considered. However, such time-energy models for individuals may be "summed" into population-level representations as well (DeAngelis et al, 1991) . In a populationlevel formulation, for example, it is also possible to model effects of behavior-dependent mortality and spatial relationships among individuals, as well as relationships between individuals and target resource units in their environment. Thus, outcomes and predictions generated via RattleSnake© , as well as in the conceptual context generated by Arnold and Duvall (1994) , could be incorporated. The only limits on complexity and power in IBS models are creativity and the data necessary to parameterize key variables and functional relationships. And, as always, models and simulations make for better science simply by helping us to entrain our intuition, to generate new hypotheses, and to become more precise in our explanations and predictions.
SYNTHESIS AND CONCLUSIONS
In attempting to predict and explain "How?" and "Why?" living things operate in nature as they do, integrating proximate mechanisms and ultimate causes is important. Proximate causes are important because they (i) comprise the stuff upon which selection may act, and (ii) may constrain phenotypic elaboration generated via ultimate causation over time (e.g., evolution or drift). Ultimate causes, in turn, are equally important because their history of operation and 'pay-off will determine the range of variability in proximate mechanisms and organismal properties available for selection to operate at any point in time. Thus, an integrative perspective is required to understand complex connections between proximate and ultimate causal mechanisms in behavior, just as in any other area of integrative biology. Integrative organismal biology as practiced today, thus departs immeasurably in complexity from the purely proximate causation-based physical sciences.
We have sought modeling frameworks that facilitate integration. We favor the IBS approach because it is flexible, it is versatile, and it allows the incorporation of great complexity in modeling simple to complex interactions among behavioral, bioenergetic, environmental, and evolutionary processes. Accordingly, IBSs offer solid potential for integrating proximate and ultimate variables and explanations in biology and behavior, in ways that neither Aristotle nor Darwin ever could have imagined.
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