Software reliability growth models were used since long time to access the quality of the software which was developed. Past few decades several papers describes reliability growth phenomenon. As the time progress, the number of errors detection and correction also increases. A Large effort is required in testing to increases the rate of detection and correction of error to increase the reliability of the software. Generally a Testing-effort is better described by number of persons involved; number of test cases used and calendar time. When the software is lagging by schedule time then there is need of automated testing tools to cop up with lagging. Use of automated tools can increase the testing efficiency to a greater extent. This paper we proposed a software reliability growth model which incorporates the Gompertz testing-effort function and an analysis is made on optimal release. Experiments are performed on two real datasets. Parameters are estimated. The results show our model is better fit than other.
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INTRODUCTION
Software is ruling this world past few years. Communication, business and any other area where there is need of software. Every customer needs a more efficient and error free software. Generally software is developed by humans, so there is change that error may propagate through it. Reliability is considered to be one of the primary important factors for software industry. Many papers are presented in this context. Reliability of software defined as the probability that the software will work before it struck with an error in the given conditional environment. Several authors described the behavior of the software reliability in terms of different failure rates. Describing the complete software resting in terms of mathematical equations are called reliability growth model. People like Goel and Okumato, Yamada and Musa proposed different reliability growth models [1, 21, 22, 23] . During the software testing the failure rate shows different characteristic and cannot be predicted its behavior. The software reliability growth models describe the behavior of software testing process. During the development of software many resources were consumed. The consumption curve of testing resource over the testing period [17] can be thought of as a testing effort curve. The test effort [11, 12, 22, 23] can be described by the man power spent during the test phase, number of CPU hours and the number of executed test cases and so on. In several papers describes the effect of [3, 7, 8, 11, 12, 19, 22, 23] testing effort in the software reliability growth model. Generally software testing effort can be described by Rayleigh, Weibull, exponential and logistic curve [8, 11, 12, 22, 23] . Testing is conducted either manually or incorporating the automated tools [8, 9] . Manual testing is a time consuming process, but development of the software time bound process. As the time progress more and more resources are being consumed. Manual testing can leads to delay in the progress of testing. By incorporating the new automated testing into testing can improve the performance by certain extent [8, 9] . These automated testing tools work efficiently, by tracking the more and more errors but it; increases the cost of adopting new automated tool. The rest of the paper is organized as section 2 describes the testingeffort function. Section 3 proposed new reliability growth models based on Gompertz TEF. Section 4 describes the model evaluation criterion. 5 model performance analysis. Section 6 Optimal release policy based on reliability and cost. Section 7 Numerical examples. And section 8 conclusions.
TESTING-EFFORT FUNCTIONS
In general software testing effort can be defined as the amount of effort spends during the software testing. Testing-effort can be described by following curves. Plenty of curves are proposed in literature to express the testing-effort [3, 5, 7, 14, 22, 23] a) Exponential curve [22] : Cumulative testing effort can described in (0,t]:
(1) Current testing-effort (2) Where α is the total amount of testing expenditure and β is the consumption rate of the testing-effort b) Rayleigh Curve [22, 23] : Cumulative testing-effort is described in (0, t]: Rayleigh curve is used by Yamada (1989) to describe the testing effort. Rayleigh curve increases to the maximum peak and decreases gradually [Huang 2007 ].The Rayleigh distribution is a Weibull one with the shape factor set to two. Cumulative testing-effort (3) Current testing-effort (4) β is a scale parameter represents the consumption rate of the testingeffort. c) Weibull Curve [22, 23] : Cumulative testing-effort is described in (0, t]: Weibull curve is very flexible curve to model software testingeffort in (0,t]( Yamada 1986) : Weibull curve is flexible curve to model the reliability of the given system. Based on its nature it can take variety of forms based on the shape parameter. When m=2 its shows the Rayleigh curve and m=1 it describes the property of exponential curve. Cumulative testing-effort (5) Current testing-effort (6) Where m is a shape parameter and β is a scale parameter d) Logistic Curve [5, 7, 12] : Cumulative testing-effort is described in (0, t] (Huang 2002): logistic curve has been used as the growth curve. It is an S shaped curve, describing the first decreasing and then increasing phenomenon. The shape of the logistic distribution is similar to normal distribution. Cumulative testing-effort (7) Current testing-effort (8) e) Log-Logistic curve [3] : The log-logistic distribution is the probability distribution of a random variable whose logarithm has a logistic distribution. It is similar in shape to the log-normal distribution but has heavier tails. Cumulative testing-effort (9) Current testing-effort (10) W (t) cumulative testing-effort function and w (t) is current testingeffort function in (0,t] "α" is total testing effort expenditure ,λ > 0 scale parameter and β >0 shape parameter. f) Gompertz Curve: generally the testing-effort consumption is slow at the beginning of the test phase; all the members of the testing team should be familiar with the testing process and its internal details. One all the team members are familiar with testing consumption of testing effort increases. This unusual nature gives the testing-effort to derive the S shaped. Gompertz Curve has been used for many years for fitting to statistical data [4, 20] . The Gompertz Cumulative Testing-effort in (0, t] is given by 
3.1) SRGM WITH GOMPERTZ TESTING-EFFORT FUNCTION
The following assumptions are made for software reliability growth modeling [2, 5, 7, 8, 12, 19, 22, 23] The fault removal process follows the Non-Homogeneous Poisson process (NHPP) The software system is subjected to failure at random time caused by fault remaining in the system.
The mean time number of faults detected in the time interval (t, t+Δt) by the current test effort is proportional for the mean number of remaining faults in the system. The proportionality is constant over the time.
(ii) Consumption curve of testing effort is modeled by a Gompertz TEF.
Each time a failure occurs, the fault that caused it is immediately removed and no new faults are introduced. We can describe the mathematical expression of a testing-effort based on following (13) Now the equation 13 has been solved under boundary conditions m(0)=0 and r(t)= r (0< r <1). (14) Substituting W (t) from eq. (11), we get (15) In general failure intensity function is given by (16) Now failure intensity for proposed model is given by (17) And (18) The number of faults remaining in the system is a-m(t)= (19) the number of faults remains in the systems after infinite amount of time is given by (20) 
YAMADA DELAYED S-SHAPED MODEL WITH GOMPERTZ TESTING-EFFORT FUNCTION
The delayed "S" shaped model originally proposed by Yamada [25] and it is different from NHPP by considering that software testing not only of error detection but error isolation. And the cumulative errors detected follow the S-shaped curve. This behavior is indeed initial phases testers are familiar with type of errors and residual faults become more difficult to uncover [6, 16, 17] . From the above steps 3 (A) described we will get a relationship between m(t) and w(t). For extended Yamada S-shaped software reliability model. The extended S-shaped model [Yamada 1983 ] is modeled by [11, 25] At this stage we assume r 2 ≈ r 1 ≈r, then using "L" Hospitals rule the Delayed S-shaped model with TEF is given by (24) The failure intensity function for Delayed S-shaped model with TEF is given by (25) 
4) EVALUATION CRITERIA

4.1) THE GOODNESS OF FIT TECHNIQUE FOR RELIABILITY GROWTH MODEL
Here we used MSE [11, 18, 21] which gives real measure of the difference between actual and predicted values. The MSE defined as c) In order to check the performance of the Gompertz testing-effort and make a comparisons criteria for our SSE criteria: SSE can be calculated as: [18] (28) Where y i is total number of failures observed at a time t i according to the actual data and m(t i ) is the estimated cumulative number of failures at a time t i for i=1,2,…..,n. [11] (29) (30) (31) (32)
4.2) EVALUATION OF EFFORT FUNCTION
5) MODEL PERFORMANCE ANALYSIS
5.1) DS1
: the first set of actual data is from the study by Ohba(1984) [16] .the system is PL/1 data base application software , consisting of approximately 1,317,000lines of code .During nineteen weeks of experiments, 47.65 CPU hours were consumed and about 328 software errors are removed. Fitting the model to the actual data means by estimating the model parameter from actual failure data. Here we used the LSE (non-linear least square estimation) to estimate the parameters [13] . Calculations are given in appendix A All parameters of other distribution are estimated through MLE. The unknown parameters of Gompertz TEF are α=70.55(CPU hours), β=3.304, c=0.1109 and the curve reaches its maximum value at t max =10.77 weeks. Correspondingly the estimated parameters of Logistic TEF are N=54.84(CPU hours), A=13.03 and b=0.2263/week and Rayleigh TEF N=49.32 and b=0.00684/week. Fig.1 , and MSE. We observed that our proposed model has smallest MSE and SSE value when compared with other models. The 95% confidence limits for the all models are given in the Table III. All the calculations can found in the appendix. Fig .3 shows the RE curves for the different selected models. 
FIG.3 RE CURVES OF SELECTED MODELS COMPARED WITH ACTUAL FAILURE DATA (DS1)
5.2) DS2
FIG 5. CUMULATIVE AND RESIDUAL ERROR FOR SRGM WITH GOMPERTZ TEF FOR DS2
FIG.6 RE CURVES OF SELECTED MODELS COMPARED WITH ACTUAL FAILURE DATA (DS2)
6) OPTIMAL SOFTWARE RELEASE POLICY
6.1) OPTIMAL RELEASE POLICY BASED ON COST
One of the major challenges for software industry is to know, how much of test should be conducted, what is its reliability and when the software has be released into the market [15, 26] . The total cost of the software is summation of cost of correcting the errors before and after the release of the software. C 1 cost of correcting an error during the testing, C 2 cost of correcting an during operation and C 3 cost of testing per unit testing expenditure (C 2 > C 1 ) 
6.2) RELEASE TIME BASED ON RELIABILITY
Generally software release problem associated with the reliability of a software system. Here in this first we discuss the optimal time based on reliability criterion. If we know software has reached its maximum reliability for a particular time. By that we can decide right time for the software to be delivered out. Goel and Okumoto [1] first dealed with the release problem considering the software cost-benefit. The conditional reliability function after the last failure occurs at time t is obtained by
Taking the logarithm on both sides of the above equation and rearrange the above equation we obtain 
6.3) SOFTWARE RELEASE TIME BASED ON COST AND EFFICIENCY
Automated testing tools are useful in facilitating speedup the testing process [8, 9, 10] . Complexity of software can increase the time to test the software, it is often seen the allotted time for testing of software can exceed its required schedule time. When the situation like that arises, we adopt a new automated testing tool to increase the efficiency of the system. The new adopted automated testing tools not only speedup the testing process; it increases the efficiency of the testing by certain extent. The total cost of the testing will increase by adopting the new automated testing tools. P is described as fractions of extra errors found during the software testing phase. The overall cost of software is rearranged to (40) From above C 0 (T) is cost of adopting the new automated testing tools into testing phase. P is defined as the number of addition faults that has to be detected during the [8, 9, 10] testing. As the P value increases it increases the total cost of the software. C 0 (T) cost may not be constant during the testing, it all depends on the nature of the testing tool used in the testing. The cost of C 0 (T) is increase with testing time. In order to minimize the cost C2(T) the following relation holds between C2(T) and C1(T). From the above equation C 0 (T)≤ P × m(T) ×(C 2 -C 1 ) [ 8, 9] (43) There are several possibilities of C 0 (T) which satisfies the cost of adopting the automated testing tools during the testing phase [8, 9] . a) C 0 (T) is constant: in this the cost of the automated testing tools remains constant, due to engaging same type of tool in different instant of time in testing. b) C 0 (T) is proportional to test expenditure : in this an additional automated cost is added by introducing different automated tools like fixing patches, upgrading, and maintenance support into testing. c) C 0 (T) is exponentially related to the test expenditure: for a large data base and certain complex software they need some extra sophisticated automated tools. By introducing these tools in different time interval during the testing phase, increases the cost of testing. A large tools require large cost, by that it increases the total cost. As the testing is progress the cost of adopting the new testing tool increases exponentially. 
7) NUMERICAL EXAMPLES
7.1) TOTAL COST AND RELIABILITY WITHOUT EFFICIENCY
For the dataset one from its calculated parameters α=70.55(CPU hours), β=3.304, c=0.1109, a=437.3 and r=0.03251 ,C 1 =10$, C 2 =40$, C 3 =100$ and T LC =100 from the equation (35) the cost and reliability of the software are From above table it observed that optimal software release time is around T * =19.18 at total cost of 10251.
7.2) COST AND RELIABILITY BASED ON EFFICIENCY
For the dataset one from its calculated parameters α=70.55(CPU hours), β=3.304, c=0.1109, Assume C 01 =1000$, C 0 =10$, C 1 =10$, C 2 =40$, C 3 =100$, T LC =100, k=1, T s =19. It is observed that the from eq.(33) optimal time T * =19.18 and the cost C1(T * )=10251 ; whereas from the eq.(40) the cost of the software is 9667 at P=0.18 and T * =19.18 and its reliability has been increased from 0.51 to 0.9067. From this we can conclude that C1(T) > C2(T). From above table we observed that as the value of P increases the optimal time increases and total cost decreases. Increases in P means we will find more and more errors during the testing. It also describes the efficiency of the software testing.
CONCLUSION
In this paper an analysis is made on software reliability growth model with Gompertz TEF. Our model fairly fit to the data, but Gompertz Curve is little optimistic in nature. It reaches to its peak value very quickly. If we neglect this phenomenon this model gives the realistic value in software. It is also seen that proposed Gompertz TEF in SRGM can fit for any kind of software failure data. By incorporating both TEF and test efficiency we can reduce the total testing cost and increase in the reliability. 
And (55) Appendix -B Using the estimated parameters α, β, and c above, we estimate the reliability growth parameters a and r in (14) . Suppose that the data on the cumulative number of detected errors y k in a given time interval (0, t k ] (k = 1, 2,..., n) are observed. Then, the joint probability mass function, i.e. the likelihood function for the observed data, is given by 
