We consider a new class of routing requests or partial permutations for which we give optimal on-line routing algorithms on the hypercube and shu e-exchange network. For well-formed words of parentheses our algorithm establishes communication between all matching pairs in logarithmic time. It can be applied to the membership problem for Dyck languages and a number of problems for algebraic expressions.
Introduction
One of the major di culties in implementing e cient PRAM algorithms on a network is the problem of routing data between speci ed processors. For some constant degree networks with special expansion properties, the problem of routing a permutation can be solved in logarithmic time AKS83] and L85], U89]. For the more feasible networks such as the hypercube, shu e-exchange or cube-connected-cycle networks, it is also possible to route every single permutation in logarithmic time (given appropriate preprocessing). But it is still an open problem, whether there is a deterministic algorithm for routing an arbitrary permutation in logarithmic time, given for each item its destination address. The best known deterministic routing algorithm is Sharesort CP90] with a running time of O(log p(log log p) 2 ). A possible practical solution for the routing problem are randomized routing algorithms ALMN90], HLN89], LP90], RV83], VB81] achieving logarithmic running time with high propability. In some cases, the required routings are known to belong to a special class of routings that can be performed more e ciently. Classes of routings, for which logarithmic time algorithms on the hypercube are known, are the linear permutations RB91] and the monotone routings NS81a]. The linear permutations on a d-dimensional hypercube are the a ne linear bijections of GF (2) d . The monotone routings are all those partial permutations that don't change the ordering of the items. In this paper, we consider a new class of routing requests which, on the hypercube, can also be performed in logarithmic time. The de nition of this class is completely independent of the hypercube architecture and describes the kind of problems it can be used for in a rather intuitive way. This class essentially contains all the permutations of well-formed words of parentheses mapping (some of the) parentheses to the location of their matching partner. There is a variety of problems dealing with algebraic expressions and subclasses of DCFL that can be solved work-optimally in logarithmic time on the EREW PRAM. One example is the recognition problem for Dyck languages TLC89]. These languages consist of wellformed words of parentheses, possibly allowing more than one type of parentheses. To solve this problem, essentially the types of matching parentheses have to be compared. Using our technique of parentheses matching, it is also possible to e ciently compute a tree representation from a partially parenthesized expression containing di erent operators (with a precedence order) BV85]. The tree representation essentially is the expression with all the parentheses resulting from the precedence order and right or left associativity of operators inserted. The importance of this representation as well as its post x and pre x form for parsing and compiling has been discussed in DS83] .
It is also known how an algebraic expression containing the operands +; ?; ; = given in tree form can be evaluated work-optimally in logarithmic time on an EREW PRAM GMT88]. As noted in GR86], this dynamic expression evaluation problem can be used to solve the recognition problem for bracket and input-driven languages. These are the most complicated subclasses of DCFL known to be recognizable in logarithmic time on a PRAM, performing an optimal amount of work. In GR86], Gibbons and Rytter stated the problem whether their algorithms could be simulated on hypercubic networks without substantially increasing the complexity. Rytter showed in R85] that general context-free recognition can be done on a shu e-exchange or cubeconnected-cycles network in O(log 2 n) time using n 6 processors. In PS91], Pietsch and Sch omer analyzed the problem of recognizing Dyck languages on the hypercube. Using facts from the theory of random walks, they noted that, in an average well-formed word of parentheses, the two parentheses of most matching pairs are not too far apart. They used this property to show that their algorithm is work-optimal for average inputs of length (p 2 ) on a p processor hypercube. In this paper, we present much more e cient algorithms for this and a number of related problems. We exhibit algorithms running, with inputs of size p, in O(log p) time on a p processor hypercube for the word problem for Dyck languages and for all the other problems described above. For most of these problems, this is the best one can hope for since most of the data may have to be moved across a distance of (log p). For the word problem for Dyck languages we can even do better, if the number of di erent types of parentheses is bounded by a constant. Coding groups of parentheses into a single O(log p) bit machine word, a hypercube can solve this problem in logarithmic time for inputs of length O(p log p), which is work-optimal. We should also like to point out some other contexts where permutations corresponding to parentheses-structured routings are relevant, like graph embeddings in books with a constant number of pages HI87], certain channel routing problems, or applications in computational geometry like Jordan matching. It should be noted that all algorithms presented in this paper can be implemented as well on a shu e-exchange network, using the same time bounds.
Fundamental Concepts and Notation
A routing problem consists of a set of items in a network of processors, such that each processor stores at most one item. Each item has a distinct destination address, and the routing problem can therefore be viewed as a partial permutation on the set of processors. This partial permutation can be given in di erent forms. We consider, for instance, partial permutations given by the structure of a well-formed word w of parentheses, i.e. a word w of parentheses derived by the grammar
Let a matching pair of parentheses be a pair that is generated in a single step in the derivation of w, and let the height of a parenthesis in w be the number of matching pairs surrounding it. The word w is stored in the processor network, with each processor with an item to be routed storing an opening parenthesis, and some of the other processors storing each a closing parenthesis. The destination address of each item is de ned by w in the sense that an item should be routed to the processor with the closing parenthesis that matches the opening parenthesis at the item's processor. We refer to partial permutations described in this way as parentheses-structured routing requests. Note that the sequence of heights in w can be computed by a parallel-pre xcomputation. Also note that this computation can easily be extended to test whether a given string of parentheses is well-formed. We will show that parentheses-structured routings can be performed in O(log p) time on a p processor hypercube or shu e-exchange network if they are given by a well-formed word of parentheses. First, we solve the somewhat simpler problem of routing the parentheses and associated items in such a way that every matching pair of parentheses meets at some processor. It is then easy to solve the given parentheses-structured routing problem: Intuitively, every opening parenthesis passes the item to its matching partner which then retraces the way back to its original location. The second part of this routing algorithm can be implemented by having each processor store adequate information about the moves of the closing parentheses in which it is involved. To remember these moves, each processor requires additional storage of O(log p log log p) bits. We can thus concentrate on the task of moving pairs of parentheses to a common meeting point. This problem and other, similar problems (e.g. algebraic expression evaluation) can be solved e ciently on a hypercube architecture using a divide-and-conquer approach. We divide our problem { this is essentially the string w { into a large number of local subproblems and one global subproblem. The e ect of removing the local subproblems is that the remaining problem (which may still be quite large) can e ciently be solved either directly or subdivided further. For the problem of moving pairs of parentheses to a meeting point we don't require a \con-quer" phase. Viewing a single pair of parentheses as an elementary subproblem we only have to identify and separate subproblems as long as possible. Solving the elementary subproblems is trivial (actually, the algorithm stops when subproblems of some constant size are produced). To achieve logarithmic running time overall, the \divide" step must be performed in logarithmic time, and the logarithm of the sizes of the generated subproblems must shrink by a constant factor in each phase of the recursion. In section 3, we show how to achieve these bounds. The divide step will be implemented using a constant number of certain basic operations known to be executable in logarithmic time on a hypercube or shu e-exchange network:
parallel-pre x-operation and segmented parallel-pre x-operation S80]; bit-permute-complement-routing, a subclass of the linear permutations NS81b]; concentration routing, inverse concentration routing, monotone routing NS81a]; sparse-enumeration-sort, sorting p 1? items on a p-processor hypercube NS82].
The fourth section deals with a general problem of divide-and-conquer algorithms on networks, the allocation of subsets of processors to the subproblems generated in the recursion. In our case, a non-trivial problem arises since we generate many subproblems of smaller, but unequal sizes. In section 5, several applications of our basic routing algorithm are presented. We show that parentheses-structured routing requests can be given in several ways without incurring any substantial penalty, for instance by well-formed words of parentheses, or by destination addresses stored with the items to be routed. In the latter case, it is not necessarily obvious whether the routing request is a parentheses-structured routing. A necessary and su cient condition for this property is that the source addresses s(x) and the destination addresses d(x) are all distinct and
A test of this condition can be included in our routing algorithm with little modi cation and without increasing its complexity. Our algorithm for routing pairs of matching parentheses to a common meeting point can also be used to solve work-optimally and in time O(log n) the word problem for Dyck languages D k . The Dyck language D k is the language generated by the grammar S ! ( 1 S ) 1 : : : ( k S ) k SS :
E cient Divide and Conquer
In this section, we solve the following problem: Clearly, w 0 is well-formed. 2. Subdivide w 0 into the maximal intervals determined by the following conditions: the parentheses in an interval are either all opening or all closing; the height of all parentheses within an interval is jb and < (j + 1)b, for some j. Let v 00 be the subword of w 0 consisting of those intervals strictly shorter than b or containing a parenthesis matched by a parenthesis in an interval shorter than b, and let w 00 be the remainder. Note that w 00 is formed by intervals of b identical parentheses To bound jv 00 j, consider the structure of w 0 , as depicted in Figure 1 . From each block formed in step 1, w 0 receives a string of closing parentheses followed by a string of opening parentheses. Thus, the sequence given by the heights of the parentheses in w 0 has no more than dn=ae ? 1 local maxima and no more than dn=ae local minima (including the rst and last element). The intervals of v 00 can be associated with these local extrema in such a way that at most two intervals get assigned to each maximum, and at most four intervals to each minimum. Thus, jv 00 j 6nb a ;
and our choice of a and b guarantees the third condition. We now show how all computations and routings required by the two steps can be implemented using a constant number of the basic operations presented in section 2.
(1) Let h be the height of some opening parenthesis in w belonging to block i. This parenthesis becomes part of v 0 i i there is a parenthesis to its right, but within block i, with height h. Performing two segmented-parallel-pre x-operations, we can determine whether this condition (or the corresponding condition for closing parentheses) is satis ed. Another parallel-pre x-operation is used to compute the destinations of all parentheses, and two concentration-routings su ce to move them there.
(2) It is straightforward to determine the interval boundaries. The processors assigned to the leftmost element in each interval then compute the layer of the interval, i.e. the unique j such that all heights in the interval are jb and < (j + 1)b. Performing a stable sort of the layer sequence (using sparse-enumeration-sort NS82]), those intervals belonging to v 00 can be determined. We use two concentration-routings to separate v 00 and w 00 
Processor Allocation
Our algorithms for parenthesis routing are based on a recursive, divide-and-conquer approach. To obtain e cient or optimal solutions on a binary hypercube architecture, the subproblems generated by the divide step have to be solved by appropriately sized subcubes to which the data constituting the subproblems have to be routed rst. Note that the subproblems generated by the algorithm in general won't have sizes which are powers of 2, causing some waste in processor allocation which has to be distributed carefully since the time available for processor allocation becomes smaller and smaller in lower levels of the recursion. Our solution to these problems is based on the idea to use recombination of subproblems to generate bigger subproblems whose size is in a narrow range, thus avoiding excessive waste in the processor allocation step. . Let s j , j = 0; : : : ; c ? 1, be the subwords corresponding to the c groups. Employing (at most two) monotone routings, we route s j to the jth d 0 -dimensional subcube and apply the algorithm recursively for these subcubes. The recursion stops when the dimension of the cube is no more than a certain constant d 0 . To solve our problem in a cube of dimension d d 0 , we simply perform a stable sort of the parentheses according to their height, thus putting matching parentheses into adjacent locations.
De 
Applications

Routing with Destination Addresses
Consider a routing problem where some processors have items together with destination addresses. We want to check whether such a routing problem is a parentheses-structured routing problem as de ned in section 2 (and, if so, perform the routing). Below, we describe a time-optimal algorithm for such parentheses-structured routing problems. With just a constant factor increase in the time complexity, this algorithm can be modi ed so that it determines whether the input constitutes a parentheses-structured routing problem. To reduce the problem at hand to the problem solved in the previous sections every processor with an item must generate an opening parenthesis, and every processor which is the destination of an item must generate a closing parenthesis. The main di culty is to let processors know whether they are the destination of an item. To solve the problem, we build groups of processors of size c = 2 dd=2e . We rst route the items between di erent groups, and then the items staying within their group. The second part obviously is handled by a recursive call of our procedure, for dd=2e-dimensional subcubes, and it su ces to describe the rst part (note that we assume that the input is a parenthesesstructured routing request):
1. Compute n i;j , the number of items that have to be moved from the ith group to the jth group (i < j), and store it in processor ic + j. This is easy since, within every group, the out-of-group destinations form a strictly decreasing sequence because of condition ( ) as given in section 2. 2. Do a bit-permute-complement permutation to route every n i;j to processor jc + i, and compute s j = P 0 i<j n i;j . 3. Have each processor with an item generate an opening parenthesis; also, have the rst s j processors of the jth group each generate a closing parenthesis, for all j. Since we assume that the given routing request is parentheses-structured there is no out-ofgroup parenthesis in the rst s j processors of the group, and the word obtained by putting the s j closing parentheses there and disregarding the in-group parentheses is well-formed. According to this word, route each item (together with their destination address) to the location of the closing parenthesis that matches the item's opening parenthesis. 4. Within every group, apply an inverse concentration route to send the items to their nal destination addresses.
The above steps can be performed in O(d) time. The total execution time for the algorithm is also O(d) because the dimension of the subcubes in the recursive calls is reduced each time by a constant factor. To test whether the given routing request is parentheses-stuctured, condition ( ) has to be tested for items x; y treated in the recursive call (in-group items), for items treated in steps 1 -4 (out-of-group items) and for mixed pairs. The in-group items are treated recursively. To test ( ) for out-of-group pairs we just have to test whether after step 3 there is a monotone routing in each group of all the generated parentheses leaving the opening parentheses xed and moving the closing parentheses to their original destination addresses. For the mixed pairs, we have to test whether, after step 4, each maximal subsequence of in-group parentheses is well formed. Thus, we obtain Theorem 3 A p processor hypercube, with some of the processors storing an item and a destination address, can decide whether the given routing problem is parentheses-structured and, if so, perform the routing in at most O(log p) steps.
Recognition of Dyck-Words
A simple application of our basic routing algorithm is to decide whether a word w = hb 0 ; t 0 ihb 1 ; t 1 i hb n?1 ; t n?1 i of length n p stored in a p processor hypercube is an ele- for words w of length p log p, thus obtaining a work-optimal algorithm. To achieve this goal,
we transform w into a more structured wordŵ such that w 2 D k ,ŵ 2 D k .ŵ will be built of p subsequences each consisting of log p opening typed parentheses or log p closing typed parentheses. After substituting each subsequence by a single parenthesis and encoding the log p associated types into a single combined type we can apply the test described in the previous paragraph.
To transform w, we rst compare the types of matching pairs of parentheses stored by the same processor. After deleting these pairs, each processor contains a sequence of closing parentheses followed by a sequence of opening parentheses. Now we determine for each parenthesis its class, de ned as the maximal dimension i, 0 i < d (i.e. the most signi cant bit) in which its processor-id and that of its matching partner di er. Note that an intervall of processors j2 To obtainŵ, we cut each sequence of class i parentheses in some class i block just before those parentheses whose height is an integral multiple of d = log p. We obtain packets of length log p, and possibly two shorter packets at the ends which will be treated separately. The parentheses in the partially lled packets are not part ofŵ, they are matched in the preprocessing. The full packets are concentrated at the location of the parenthesis with maximal height. By this operation, parentheses of di erent classes will be permuted but it is easy to see that matching pairs remain matching pairs. In this way,ŵ is stored in p packets of log p parentheses each. As some processors may end up storing two packets we have to smooth their distribution by monotone routings. We now describe how this preprocessing can be implemented by a constant number of pipelined parallel pre x operations. Plaxton and Mayr show in PM89] that k independent pre x operations can be performed in a pipelined fashion on a d-dimensional hypercube or shu e-exchange network resulting in an overall running time of O(d+k). To compute the class of each parenthesis, we perform d independent pre x operations similar to the one used for the rst step in section 3. For each i = 1; : : : ; d, each processor computes the minimal height of a parenthesis to its right and to its left within its class i block. From these heights, the class of each parenthesis can easily be computed. The packets constisting of log p parentheses are built within each class as follows. A parenthesis hb; ti is stored as a bitstring of length dlog(k + 1)e representing the integer t (since we only need the type t and not the information whether b is opening or closing). For convenience, we assume that the word length of the hypercube is log(p) dlog(k + 1)e so that each packet can be stored in one machine word. To compute the packets, we concatenate some strings which corresponds to the bitwise OR-operation of the corresponding machine words shifted appropriately. Since concatenation is an associative operation the packets ofŵ can be computed by d independent segmented pre x operations. The matching of the partially lled packets can be included in this operation within the same time bound. Using this preprocessing yields the following result:
Theorem 4 Given a word w of p log p parentheses with a constant number of di erent types, stored in a p processor hypercube, it can be decided in time O(log p) whether w is a Dyck word.
Transformations of Algebraic Expressions
Consider an algebraic expression given in post x, pre x or fully parenthesized in x notation, consisting of operands, binary operators and, in the case of in x notation, parentheses. The sequence of the left and right ends of subexpressions has the structure of a well-formed word of parentheses. Thus, each left end of a subexpression can communicate with its corresponding right end using the algorithm for parentheses-structured routing (Theorem 2). To perform any transformation between in x, pre x or post x notation of an expression, the operators simply have to be moved from one end of a subexpression to the other, and some parentheses have to be inserted or deleted. All these steps can be performed using a constant number of parallel-pre x-computations, monotone routings and parentheses-structured routings. Thus, we have
Theorem 5 An expression of length at most p consisting of operands, binary operators and parentheses, stored one element per processor on a p processor hypercube, can be transformed between post x, pre x and fully parenthesized in x notation in O(log p) steps.
An expression given in in x notation may be partially parenthesized. The order of operators is determined by a precedence order, and by left or right associativity of operators with the same precedence. For example, the expression a ? (b + c d ? e) + f should be fully parenthesized with left associativity as ((a? ((b+(c d) )?e))+f). An algorithm to perform this transformation is given in BV85]. It can be implemented to run in logarithmic time on the hypercube. This algorithms proceeeds in two phases. In the rst phase, for each parenthesis and each operator according to its precedence a certain constant number of additional parentheses is inserted and redundant parentheses are deleted. In an expression we can associate with each operator its innermost enclosing pair of matching parentheses. For the expression resulting from the rst phase all operators associated with one pair of parentheses are of the same precedence. In the second phase, these operators have to be parenthesized from left to right (or in the other direction according to the given speci cation). As in section 5.2, these two phases can be implemented using the parentheses-structured routing algorithm and the pipelined parallel pre x operation. For the rst phase, after the generation of the additional parentheses, the redundant parentheses can be identi ed by communication between matching pairs. In the second phase, we primarily have to compute the number of associated operators for each opening parenthesis. This number (minus one) is the number of additional parentheses that have to be inserted. For each parenthesis we de ne its class as in section 5.2. We de ne the class of an operand as the class of the associated parentheses. In a rst step, each class i parenthesis computes the number of associated operators within its class i block. This can be done by a pre x operation independently for each class. The total number of associated operators of an opening parenthesis is the sum of its count and the count of its matching partner. This sum can be computed after routing the counts with our routing algorithm. Now it is easy to generate the remaining required parentheses and to smooth the distribution of the tokens.
Theorem 6 A partially parenthesized algebraic expression of length at most p, consisting of operands, parentheses and binary operators with a precedence order and left or right associativity, can be fully parenthesized in O(log p) steps on a p processor hypercube.
Dynamic Expression Evaluation
If the set of operators satis es certain closure properties, as do for instance the set f+; ?; ; =g or operations on nite sets, algebraic expressions built from these operators can be evaluated in logarithmic time on a EREW PRAM GMT88] or on a CREW PRAM GR86] KD88] MR85], using work-optimal algorithms. These algorithms and the one presented in the sequel assume that all numbers given or computed by the algorithm can be stored in a constant number of machine words.
On hypercubes a work-optimal logarithmic time algorithm for expression evaluation is known only for expressions containing just one associative operator type. In this case the structure of the expression is irrelevant, and it is selected by the algorithm so that the expression tree has logarithmic depth, nodes nearby in the expression tree are nearby in the hypercube.
For general parenthesized expressions, we have to deal with the problem that the given tree does not satify these two properties. There are numerous tree contraction techniques dealing with the rst problem. We use the algorithm given by Kosaraju and Delcher in KD88] . Concerning the second problem, our routing algorithm establishes communication between all pairs of adjacent nodes in the tree in logarithmic time, assuming the tree is stored in in-order (which corresponds to the usual in x notation). We remark that this logarithmic overhead for communication between adjacent nodes of the tree seems to be the reason why we have not been able to design a work-optimal algorithm for expression evaluation on the hypercube. In the following we sketch how to evaluate an expression of length O(p) on a p-processor hypercube in logarithmic time. We assume the reader to be familiar with tree contraction techniques for arithmetic expression evaluation MR85], KD88]. In a rst phase, we identify local subproblems and solve them recursively. For this, we divide the 2 d processors into 2 bd=4c blocks of size 2 d 3 4 de . The local subproblems are the maximal subexpressions contained in a single block. They can be identi ed as described in step 1 of the routine in section 3.
After the recursive calls complete the remaining expression contains at most 2 bd=4c+1 ? 2 runs of opening and closing parentheses. This expression corresponds to a tree containing 2 bd=4c ? 2 nodes having two non-leaf children. In a second phase all interior nodes having at least one leaf as a child are eliminated together with this child. If all the children are left children, this can be achieved by a segmented parallel pre x operation. To obtain this condition we use our parentheses-structured routing algorithm to in essence switch the two children of a node when necessary (some non commutative operators may have to be marked as \switched" in this process).
The reduction in the second phase yields an expression with at most 2 bd=4c ?2 operators. In a third phase this expression is evaluated simulating the Kosaraju and Delcher tree contraction algorithm on the hypercube. Note that the communication structure for the contraction of a tree T corresponds to a tree T 0 with logarithmic depth and the nodes of T as its leaves. In our case this T 0 is a ternary tree of depth d=2 which can easily be embedded in a ddimensional hypercube. Thus, the third phase consists of computing T 0 and its embedding, and simulating the PRAM tree contraction algorithm with just constant overhead. The details of this algorithm will be given in a forthcoming paper. Since the second and third phase of this algorithm can be carried out in logarithmic time, and the rst phase recursively treats Theorem 7 An algebraic expression of length p, containing the operators +; ?; ; = and given in fully parenthesized in x notation, can be evaluated in O(log p) steps on a p processor hypercube.
The above two theorems show that the exact notation for algebraic expressions is immaterial. We remark, however, that unlike in the PRAM model, our approach cannot solve the algebraic expression evaluation problem in a work-optimal fashion as noted earlier. With the reduction given in GR86] our last theorem yields a logarithmic time recognition algorithm for bracket and input-driven languages on a p processor hypercube with an input of length p.
A simple observation shows that all algorithms described above for the hypercube can also be implemented within the same time bounds on the shu e-exchange graph and equivalent networks.
Conclusion and Open Problems
We have shown that parentheses-structured routing requests can be implemented with a constant number of concentration routings and bit-permute-complement routings, together with one recursive call. Hence, these routings can be performed in logarithmic time on a hypercube, and a variety of related problems can be solved e ciently or even optimally. Compared to other logarithmic time routing algorithms described in the literature (for different classes of routing problems), this new algorithm sends the items to their destinations in a less direct manner, and it su ers from a larger constant factor for its complexity. To reduce this factor is one immediate open problem. It would also be interesting to nd more new classes of useful routings that can be performed in logarithmic time, and to develop a work-optimal algorithm for algebraic expression evaluation on the hypercube. For the bracket and input-driven languages, we have been able to give a logarithmic time algorithm only for inputs of size p on a p processor hypercube; it remains open whether there is also a work-optimal algorithm for these languages on networks. For general DCFL's, we are still much further from optimal parallel recognition algorithms. The best known CREW PRAM algorithms for deterministic CFL's use O(log 2 n) time and n 2 processors CCMR91].
