Abstract. Let f (x) = (x − a 1 ) · · · (x − a m ), where a 1 , . . . , a m are distinct rational integers. In 1908 Schur raised the question whether f (x) ± 1 is irreducible over the rationals. One year later he asked whether (f (x)) 
Introduction
In 1908 Schur [33] raised the question of the irreducibility of polynomials of the form P ± (x) := (x − a 1 )(x − a 2 ) · · · (x − a m ) ± 1 where a 1 , a 2 , . . . , a m are distinct rational integers. One year later Westlund [47] and Flügel [16] found that P − (x) is always irreducible over Q, and that P + (x) can be reducible only if, for some c ∈ Z, P + (x − c) = x(x − 2) + 1 = (x − 1) 2 .
We call polynomials P 1 (x) and P 2 (x) with integral coefficients equivalent if P 1 (x) = P 2 (x − c) for some integer c. Clearly, equivalent polynomials are either both reducible or both irreducible in Z [x] . In 1919 Pólya [30] found the following irreducibility criterion. where the integers a 1 , a 2 , . . . , a m are distinct. Schur [34] (see also [6] ) also asked whether (f (x)) 2 k + 1 is irreducible for k ≥ 1. In 1926 A. Brauer, R. Brauer and Hopf [7] answered the question in the affirmative for k = 1 and 2, and treated many other polynomials of the type g(f (x)) where g(x) is an irreducible polynomial of low degree. For example, they treated the irreducibility of g(f (x)) for g(x) = ax 2 + 1, ax 4 + 1, ax 6 + 1 where a ∈ Z >0 and g(x) = x 8 + 1. See also Ille [26] . Similarly Wegner [45] proved the irreducibility of (f (x)) 4 + d where
In 1933 Dorwart and Ore [12] generalized various of the above mentioned results. They showed that a polynomial P (x) ∈ Z[x] of degree n taking the values ±1 at points a 1 , . . . , a m ∈ Z where 4 < m ≤ n can have factors only of the form h(x)f (x) ± 1 for some h(x) ∈ Z [x] . The degree of a nonconstant factor of P (x) is therefore never less than m, and when m > n/2, P (x) is irreducible over Q. They derived a similar result for polynomials taking many values ±p with p prime. They further proved that g(f ( Seres ([35] , [36] , [37] ) answered the question of Schur [34] in full generality, proving the irreducibility of the polynomials g(f (x)) for all g(x) = x 2 k + 1 with k ≥ 3 and, more generally for all cyclotomic polynomials g(x), except for the case g(x) = x 4 − x 2 + 1, f (x) = (x + a)(x + a + 1)(x + a + 2), a ∈ Z. Further, he extended his results (cf. [38] ) to every irreducible g(x) of degree > 5 whose zeros are nonreal units of a cyclotomic field. Later, Győry [17, 18, 19, 20] generalized Seres' results to the even more general case when the zeros of f (x) are distinct integers from a fixed totally real number field and the splitting field of g(x) is a CM field, i.e. a totally imaginary quadratic extension of a totally real number field.
In the present paper we want to add some new results to the investigations mentioned above. We distinguish two types of results and present them in two parts. In both parts we study the irreducibility of polynomials with coefficients in Z or, more generally, in the ring of integers of an imaginary number field. More precisely, in some cases we investigate those k as well for which the polynomials under consideration can have a factor of degree k.
In Part I we study so-called Pólya-type results in which we consider polynomials with integer coefficients which at many integer points take small, nonzero absolute values. In Section 2 we derive the above mentioned result of Pólya and some refinements (essentially) due to Levit [27] . In Section 3 we extend these results to the case that the coefficients and the integer points come from a quadratic imaginary number field.
In Part II we obtain so-called Schur-type results by which we mean irreducibility criteria for polynomials of the form g(h(x)f (x)) where
, f (x) has only simple zeros from some algebraic number field, and g(x) is an irreducible polynomial. In Sections 4-6 we assume that g(x) is linear. In Section 7 the degree of g(x) is 2 or 3. The degree of g(x) in Section 8 is unrestricted, but here g(x) is of CM-type. 
where a 1 , . . . , a m ∈ Z are distinct and g 1 (x), . . . , g t (x) ∈ Z[x] are of degree 2 and have negative discriminants. Such polynomials occur in relation with so-called ABC-fields.
In Section 6 Corollary 6.1 gives an upper bound for |c| for which the polynomial h(x)f (x) + c is irreducible if f (x) is given by (1) and h(x)f (x) has only simple zeros, where the upper bound depends only on the degrees of f (x) and h(x) and the minimal distance between the zeros of h(x)f (x).
In Theorems 7.1 and 7.2 we deal with the case when the degree of g(x) equals 2 or 3 and g(f (x)) is reducible. Finally Theorem 8.1 is a quantitative version of the main result of [20] . It gives an upper bound for the number of equivalence classes of monic polynomials f (x) ∈ Z[x] of degree m with distinct zeros in a fixed totally real algebraic number field K of degree d for which g(f (x)) is reducible over Q, where g(x) ∈ Z[x] is a fixed monic irreducible polynomial having splitting field of CM-type. This upper bound depends only on d, m, g(0), the degree of g and the discriminant of K.
PART I. PÓLYA-TYPE RESULTS

The rational case. Results of Levit
Pólya's irreducibility result on integral polynomials P (x) having small nonzero absolute values at many distinct integers was based on a lemma proved by interpolation theory (cf. the proof of Lemma 3.1). The lemma has been sharpened by several authors, see Tatuzawa [42] , Brauer and Ehrlich [8] , and Levit [27] . We note that Tverberg [43] , [44] has given asymptotic results which are asymptotically better than Proposition 2.1 below. We write (a) k for a(a + 1) · · · (a + k − 1). 
The original lower bound of Pólya was 2 −k k!. Pólya's argument combined with Proposition 2.1 leads immediately to the following result.
Then P (x) has no factor of degree k over Q.
Put N := m/2 . A straightforward extension of Levit's argument yields the following result in which the upper bound for |P (a)| is independent of k in contrast to Proposition 2.2.
Proof. If P (x) has a factor Q(x) ∈ Z[x] of degree k, then it has a factor of degree m − k. In view of Proposition 2.2 it therefore suffices to prove that
Then it suffices to prove that
This inequality is valid if (m − k)(m + k − 2) ≥ 16, thus for m ≥ 10.
If k − N is odd, then it suffices to prove that
This is satisfied if both (m − k)(m + k − 2) ≥ 16 and m − N − 1 ≥ 4, so if m ≥ 10. The remaining cases (m, k) can be checked one by one.
Levit [27] , Theorem 3, obtained a similar result in case l = m − 2. Besides, his Theorem 4 (and its proof) says that, for m−N ≤ l < m−2, if there are l + 1 distinct integers a such that 0 < |P (a)| < (l 2 + 4)/8 , then P (x) has no factor of degree k with 2 ≤ k ≤ m − 2, and that this upper bound for |P (a)| cannot be improved upon.
By applying Theorem 2.1 for l = m − 1 we obtain the following irreducibility result due to Levit.
is irreducible over Q.
The imaginary quadratic case
We extend the results to imaginary quadratic fields. In what follows, we write, for a positive integer m,
Here we define the empty product to be 1. As an immediate consequence of the above theorem we obtain the following statement.
Corollary 3.1. Using the notation of Theorem 3.1, assume that
To prove Theorem 3.1 we need the following lemma similar to Proposition 2.1. 
. The proof of this lemma is based on the following assertion which will also be used later on. 
Hence we immediately obtain that Proof of Lemma 3.1. By the interpolation formula of Lagrange we have
Since the absolute value of the leading coefficient of P (x) is at least 1, we get
Let t be an index such that
Then we have
Using that |a r − a s | ≥ 1 for all r = s and taking z = a s in Lemma 3.2, we get
Hence the statement follows by a simple calculation.
Proof of Theorem
m is a monotone increasing function of m for m ≥ 10. Hence, as m ≥ 27 and Q(a) = 0, we get that
is valid for l + 1 distinct integers a. However, this contradicts Lemma 3.1, and the statement follows.
PART II. SCHUR-TYPE RESULTS
Polynomials with many rational integer zeros
By τ (c) we denote the number of positive divisors of a nonzero integer c. Further, for α ∈ R we define the integers α and α by α − 1 < α ≤ α ≤ α < α + 1. Let f (x) be given by (1) , h(x) a polynomial with integral coefficients and put 
where h 1 (x), h 2 (x) are nonzero polynomials with integral coefficients and c 1 , c 2 are integers with c 1 c 2 = c.
Proof. It is easy to see that with the above choice of h(x) we have
On the other hand, if P (x) is reducible, then by Theorem 4.1 it has a factorization of the above shape with c 1 c 2 = c and it follows that h(x) is as in the statement of Corollary 4.1. [12] , cf. Seres [39] , Pirgov [29] ) Suppose the conditions of the theorem hold. 
Corollary 4.2. (Dorwart and Ore
However, x(x − 1)(x − 3) 2 − 1 is not of the form given in the theorem. Dorwart also classified all polynomials which take the values ±1 at more places than their degrees, see [11] p. 378.
Remark 4.2.
In case c is a prime p, Dorwart and Ore [12] , Theorem 14, obtained an absolute lower bound for m. Let P (x) take the values
They further showed that a polynomial af (x) ± p is irreducible if m is odd and m = 3, and when m is even it may have only two factors of the degree m/2. The exceptions for m = 3 are given by
Brauer [5] and Dorwart [10] have investigated the situation more closely, see Dorwart [11] for more information. Weisner [46] studied for general nonzero integer c the polynomials of degree n which assume the value c for n distinct integral values of x. 
A similar result is proved in [24] , Theorem 1, with a smaller lower bound when h(x) is constant.
The argument in the proof below is an extension of proofs given by Dorwart and Ore [12] .
Proof of Theorem 4.1. Put S = τ (c), T = 2 + log 2 |c| . Assume that
Suppose that there exists a c 1 such that H 1 (a r ) = c 1 for more than T + 1 integers a r , say a 1 , . . . , a T +2 . Since H 1 (x) is nonconstant, it follows that deg(H 1 ) ≥ T + 2 and
for some polynomial H 3 (x) with integral coefficients. If now
for some H 4 (x) with integral coefficients, and hence, by (3),
At most two factors on the left-hand side are ±1. Each other factor contributes at least one prime factor to the product. Hence the number of prime factors of c 2 − c 1 counted according to multiplicities is at least T which contradicts that
where
Suppose next that for every divisor c 1 of c the number of a r with H 1 (a r ) = c 1 is at most T + 1. Then m ≤ 2S(T + 1). Since the total number of divisors of c is 2S and m > 2ST , there exists some c 1 such that H 1 (a r ) = c 1 for exactly T + 1 integers a r , say a 1 , . . . , a T +1 . We distinguish between the cases S = 1 and S > 1. If S = 1, then c 1 ∈ {−1, 1}, T = 2 and m is 5 or 6. We get that the only possibility is that H 1 (a r ) = c 1 for r = 1, 2, 3 say, and H 1 (a r ) = −c 1 for r = 4, 5 (and also for r = 6 if m = 6). Then by a similar argument as before we deduce that
The first relation gives that two out of the numbers |a 4 − a 1 |, |a 4 − a 2 | and |a 4 − a 3 | equal 1 and the third one is 2, while the second one yields the same conclusion for the numbers |a 5 
However, since a r = a s for r = s, this is impossible. Hence we get that (5) is valid anyhow, and the same is true for (6).
If (4) we derive
T −1 we obtain (5) and (6) in this case too.
Remark 4.4. The condition on m in Theorem 4.1 and Corollary 4.1 can be improved upon when c is large. In the first place in (4) the left-hand side can be bounded from below by
! by using that at most two factors are ±2, at most two are ±3, and so on. The result is an improvement of order log log |c| for large |c|. Another improvement is obtained by replacing the upper bound 2|c| in the above proof by |c| + 1: If |c 1 | = |c|, |c 2 | > 1 or |c 2 | = |c|, |c 1 | > 1, then we consider the corresponding expression for H 2 . We find instead of (4) that
, and in each case |c 1 − c 2 | ≤ |c| + 1.
In the following variant of Theorem 4.1 we only require that P (a r )|c for r = 1, . . . , m. m > 2τ (c)(3 + log 2 |c| ).
and c 1 is an integer dividing c.
As in Remark 4.4 the lower bound on m can be improved if |c| is large.
Remark 4.5. In case c is a prime p, Dorwart and Ore [12] proved Theorem 4.2 with m > 10 instead of (7) . It follows that a polynomial from Z[x] taking the values dividing p at more than 10 integer points cannot have factors of degree less than m/2.
The method was used by Ore [28] to show that a polynomial P (x) ∈ Z[x] of degree m taking values dividing a prime at m + 5 integer points is irreducible. The bound m + 5 is best possible in view of the example
taking prime values or their opposites for x = 0, 1, 2, 3, 4, 5, 6, 7.
Proof of Theorem 4.2. As in the proof of Theorem 4.1 put S = τ (c) and T = 2 + log 2 |c| . Assume that
is constant then the statement is trivial.) For each r = 1, . . . , m we have H 1 (a r )|c.
Using the box principle we know that there exists a c 1 such that H 1 (a r ) = c 1 for more than T + 1 integers a r . Following the proof of Theorem 4.1 we conclude that
is an arbitrary divisor of P (x), the conclusion follows.
Polynomials with rational and imaginary quadratic zeros
In the formulation of Theorems 4.1 and 4.2 the condition that the zeros of f and the coefficients of g are in Z can be replaced by the condition that they are in the ring of integers of Q( √ −d) where d is some positive integer, not a square. However, in this case the lower bound on m will depend on c and d. We do not work this out as it is straightforward.
In this section we investigate the irreducibility of polynomials of the shape
where m, t ≥ 0, the a r -s are distinct integers and the distinct monic polynomials g s (x) ∈ Z[x] are of degree two and have negative discriminants. Under the assumption that all the zeros of the polynomials g s (s = 1, . . . , t) belong to the same quadratic number field, Dorwart and Ore [12] have described all reducible polynomials of the form (9) . Getting rid of the assumption, our next theorem yields a complete characterization of the reducible polynomials of the form (9) . As a motivation of our work, we remark that irreducible polynomials of the form (9) 
are distinct monic quadratic polynomials with negative discriminants. Then P ± (x) is irreducible over Q except for the following cases: reducible if and only if either F (x) is equivalent to one of the polynomials [1, 5] , [1, 8] , [2, 8] , [1, 3, 5] , [1, 3, 7] , [1, 3, 8] , [1, 5, 7] , [1, 5, 8] , [1, 5, 9] , [1, 7, 8] , [2, 3, 10] , [2, 6, 8] , [1, 2, 4, 5] , [1, 2, 5, 10] , [1, 2, 6, 9] , [1, 3, 5, 7] , [1, 3, 5, 8] , [1, 3, 7, 8] , [1, 5, 6, 7] , [1, 5, 7, 8] , [2, 3, 5, 9] , [2, 3, 6, 10] , [2, 5, 8, 10] , [5, 6, 9, 10 
where p(x) is an arbitrary monic linear polynomial or a monic quadratic polynomial with negative discriminant.
• P − (x) is reducible if and only if F (x) is equivalent to one of the polynomials [5] , [8] , [3, 5] , [3, 7] , [3, 8] , [4, 5] , [5, 7] , [5, 8] , [7, 8] , [2, 6, 7] , [3, 5, 7] , [3, 5, 8] , [3, 5, 10] , [3, 7, 8] , [4, 5, 9] , [5, 7, 8] , [6, 7, 8] , [2, 5, 7, 9] , [3, 5, 6, 8] , [3, 5, 7, 8] . 
where β s is a zero of g s . Thus, using that the β s -s are quadratic imaginary algebraic integers, we deduce that
where ε = (1 + i √ 3)/2. Certainly, the same holds for H 1 (β s ), while H 1 (a s ) (s = 1, . . . , m) may assume the values ±1 only.
We split the proof into several parts, in accordance with (10) .
holds with some
. Taking complex conjugates we obtain that
Write β s = u + vi with some integers u, v with v = 0. Then β s = u − vi, which by (12) implies that v = ±1 (and further that β s − β s = ±2i).
Observe that this also implies g s (x + u) = x 2 + 1. From this point on we shall always assume that β s = u + i, which we can do without loss of generality.
Now we look at all the possible other factors of F (x) in turn. Assume first that F (x) has a linear factor x − a r . Then by
. Hence we deduce that β s −a r divides 1+i in Z[i], whence one of a r = u−1, u, u+1 must be valid. This clearly yields that
Assume next that for some β r with r = s we have H 1 (β r ) = ±i. Then by the previous argument we already know that β r = w ± i must be valid for some w ∈ Z. Further, we also get that either
Since β s − β s = ±2i, and without loss of generality we may assume that (β r ) ≥ u, this implies that w = u + 1. Hence we can write g r (x + u) = x 2 − 2x + 2. Suppose now that H 1 (β r ) ∈ {±ε, ±(1 − ε)} for some r. Then we have β r ∈ Q(ε), and further,
holds with some u 0 ∈ {∓ε, ∓(1 − ε)} and h 6 
. Taking conjugates we get that
is also valid with some
. Using the last two equalities we obtain
. Let β r = w + zε with w, z ∈ Z, z = 0. Then as ε = 1 − ε, we get β r = w + z − zε, whence z = ±1. Obviously, without loss of generality we may assume that β r = w + ε. Now a similar argument as before yields that u − w + i − ε divides an element of the following set
in the ring of integers of the number field L := Q(i, ε). A simple calculation shows that all elements of H are units in L. Hence u − w + i − ε should be a unit of this field, which after taking norm, turns out to be possible only if w = u or w = u − 1. Hence we get that either g r (x + u) = x 2 − x + 1, or g r (x + u) = x 2 + x + 1 must hold. Finally, let g r (x) be a polynomial with H 1 (β r ) = ±1. Observe that then we also have H 1 (β r ) = ±1, which implies that g r (x) divides
. Then using our previous arguments, we get that g r (u + i) ∈ {±1, ±i, ±1 ± i}. Hence a simple calculation gives that g r (x + u) is one of
Summarizing the above facts, we conclude that if H 1 (β s ) = ±i is valid for some s, then there exists an integer u such f (x + u) should have factors exclusively from the following set:
Considering now all subsets of the above set and checking the irreducibility of the implied polynomials P ± (x), we obtain that all the reducible cases are included in the statement. From each equivalence class we selected one representative. (For example, [1, 2, 9] is not mentioned, since it is equivalent to [2, 3, 10] .) Case II. Suppose that H 1 (β s ) ∈ {±ε, ±(1 − ε)} for some s. As we have already seen in Case I, we may assume that β s = u + ε with some integer u. This yields g s (x + u) = x 2 − x + 1. As before, we look at all the possible other factors of F (x) in turn. In view of Case I, without loss of generality we may clearly assume that there is no β r with H 1 (β r ) = ±i.
Assume first that F (x) has a linear factor x − a r . Then using again H 1 (a r ) = ±1, we get that H 1 (x) ∓ 1 = (x − a r )h 8 (x) with some h 8 (x) ∈ Z[x]. Similarly as above, we can deduce that β s − a r divides one of ±ε, ±1 ± ε, ±(2 − ε) in Z[ε]. Hence we obtain that one of a r = u − 1, u, u + 1, u + 2 must be valid. This clearly yields that
Assume next that for some β r with r = s we also have H 1 (β r ) ∈ {±ε, ±(1 − ε)}. We already know that β r = w ± ε must be valid with some w ∈ Z. Without loss of generality we may assume that w ≥ u. Further, we also have that
and
. Using (13) and (14) we get that
Checking all the possibilities one can easily verify that w = u + 1 must be valid. Then we clearly have g r (x + u) = x 2 − 3x + 3. Finally, suppose that H 1 (β r ) = ±1 holds for some r. Then we also have
. Applying our previous argument, we get that g r (u + ε) divides one of ±ε, ±1 ± ε, ±(2 − ε) in Z[ε]. Hence a simple calculation gives that g r (x + u) is one of
Gathering all the above information, we get that in this case there is an integer u such that f (x + u) can have factors exclusively from the following set:
Now by a similar process as for Case I we get that also in Case II all the reducible polynomials of the form P ± (x) are listed in the statement.
Case III. Since H 1 (a s ) = ±1 for all s = 1, . . . , m and since H 1 (x) ± 1 and H 1 (x) are of the same degree, we have 2 deg(
. . , t. We distinguish two subcases. i) Assume first that there exists a β s of the form β s = u + α with u ∈ Z and
In these cases we have that g s (x + u) is given by
respectively. Write H 1 (β s ) = u 0 with u 0 ∈ {−1, 1}. Then by similar arguments as before, using that H 1 (x) − u 0 − (H 1 (x) + u 0 ) = ±2, we get that for the above values of α the only possible factors of f (x + u) dividing H 1 (x + u) + u 0 are given by
/2), respectively. We handle these cases in turn. We only explain our method for α = i, the other cases are similar. We take a subset of the possible factors of
However, these factors immediately restrict the possible factors of H 1 (x+u)−u 0 . Namely, we get that the only possible factors of f (x + u) dividing
Hence we obtain a finite (in fact rather small) set, such that all possible factors of f (x + u) belong to it. In other cases we have to produce similar lists and to compare them. Checking all possibilities, a computer calculation shows that all the cases with P ± (x) reducible are given in the statement. ii) Finally, we are left with the case where there is no β s of the form u + α with α satisfying (15) . In this case a simple calculation shows that if g s (x) | H 1 (x) − u 0 then there is no linear polynomial dividing H 1 (x) + u 0 . Let now g r (x) | H 1 (x) + u 0 for some r = s. We recall the well-known fact (which can also be readily checked) that if 2 has a divisor different from ±1, ±2 in the ring of integers of an imaginary quadratic number field K then we have K = Q(α) with α satisfying (15) . Hence a simple calculation yields that now g r (β s ) ∈ {−2, −1, 1, 2} must be valid. However, since g s (β s ) = 0, this implies that g s (x) − g r (x) ∈ {−2, −1, 1, 2}. Hence using that 2 deg(H 1 ) = deg(P ± ), fixing any p(x) := g s (x), all the possible factors of F (x) can be listed, in terms of p(x). Hence the statement follows by a simple calculation. Case IV. Finally, assume that t = 0, i.e. F (x) has only linear factors. This case has been completely treated by Flügel [16] , however, for the sake of completeness we include this possibility as well. Let x − a s | g 1 (x) − u 0 with u 0 = ±1. Then for any r = s we have that x − a r | g 1 (x) + u 0 , which implies a s − a r ∈ {−2, −1, 1, 2}. Hence the statement easily follows in this case, too.
Polynomials of the form h(x)f (x) + c
In this section we use some lemmas from Section 3 to derive some new Schur-type results. These results depend on the minimal distance Sep(P ) between the zeros of a polynomial P (x) ∈ Z[x]. 
Then the polynomial P (x) := h(x)f (x) + c has no factor of degree k over Z. Further, if all the zeros of h(x) are real, then the statement remains valid with T k replaced by
Remark 6.1. Observe that the expression (k − 1)! is larger than T k , so in the real case c can come from a larger interval.
We immediately obtain the following consequence of Theorem 6.1, since every factorization of P (x) implies a factor of degree at most n/2 and a factor of degree at least n/2. To prove Theorem 6.1 we need some lemmas. The first one will be used in the real case.
have real zeros such that α r+1 − α r ≥ δ for r = 1, 2, . . . , n − 1. Let c be a real number satisfying |c| < (n − 1)!|a|(
Then, for r = 1, 2, . . . , n, the number β r is real and, if
Proof. Let α r,r+1 denote the real number with α r+1 − α r,r+1 = α r,r+1 − α r . We put α 0,1 = α 1 − δ and α n,n+1 = α n + δ. Then, for r = 0, . . . , n,
Observe that P (α 0,1 ), P (α 1,2 ), . . . , P (α n,n+1 ) have alternating signs. By continuity it follows that for r = 1, . . . , n there is a zero β r of P (x) between α r−r,r and α r,r+1 . Hence the numbers β r are all real. It further follows that, for r = 1, 2, . . . , n, the number α r is the zero of Q(x) which is the nearest to the number β r . We have, for such an r,
One of the basic tools in the proof of Theorem 6.1 in the complex case is the following lemma which is a straightforward consequence of Rouché's theorem. Lemma 6.2. Let Q(z) be a nonzero polynomial with complex coefficients and c ∈ C. Further, let α ∈ C, R ∈ R, R > 0, and put C(α, R) = {z ∈ C : |α − z| < R}.
If for every z ∈ C with |α − z| = R we have |Q(z)| > |c| then the numbers of complex zeros of the polynomials Q(z) and Q(z) + c in C(α, r), counted according to multiplicities, coincide.
The following lemma is the complex variant of Lemma 6.1. 
Let c ∈ C with
Then for each zero α r of Q(z) there exists a unique zero β r of the polynomial P (z) = Q(z) + c such that
Further, if β s 1 , . . . , β st are distinct zeros of P (z) all different from β r , then we have
Proof. Let α r be any zero of Q(z), and let z be an arbitrary complex number with |z − α r | = δ/2. Let γ 1 , γ 2 , . . . , γ n be a rearrangement of the zeros α 1 , . . . , α n such that
following the proof of Lemma 3.2 we obtain that, for r > 1,
This yields
we get, by Lemma 6.2, that the polynomials P (z) and Q(z) have the same number of zeros in the open disc C(α r , δ/2) of radius δ/2 with center α r . As by the definition of δ the only zero of Q(z) in this disc is α r , there exists a unique zero β r of P (z) with β r ∈ C(α r , δ/2). Then we have
whence, by (19) ,
Finally, using (19) again one can easily check that (18) is also valid, and the lemma follows.
Proof of Theorem 6.1. Assume first that all the zeros of h(x) are real. Write α 1 , . . . , α m and α m+1 , . . . , α n for the zeros of f (x) and h(x), respectively. According to Lemma 6.1, for every r with 1 ≤ r ≤ n there exists a zero β r of P (x) such that (17) holds. Let β 1 , . . . , β n be the zeros of P (x), indexed according to this property. Suppose P (x) = P 1 (x)P 2 (x) with P 1 (x), P 2 (x) ∈ Z[x] and deg(P 1 ) = k. Write
Since k < m, there exists an r 0 with k +1 ≤ r 0 ≤ n such that P 2 (β r 0 ) = 0. Then for the corresponding zero α r 0 of f (x) we have (16) holds with T k replaced by (k − 1)!, then P (x) cannot have a factor of degree k.
Suppose now that h(x) has nonreal zeros, too. Assume that P (x) has a factor of degree k. Following the proof in the real case, but using Lemma 6.3 in place of of Lemma 6.1, we obtain
This contradiction with (16) proves the statement.
7. Polynomials of the form g(f (x)) with g(x) of degree 2 and 3
Let f (x) be given by (1). Brauer, Brauer and Hopf [7] proved that
is irreducible of degree at most 3, then g(f (x)) is reducible over K for only finitely many equivalence classes of polynomials f . Here O K denotes the ring of integers of K, and
Dorwart and Ore [12] showed that if g(x) = ax
is also irreducible when m ≥ 5. Moreover, they were able to classify all cases in which g(f (x)) is reducible when m < 5. In particular, P (x) = a(f (x)) 2 + 1 is irreducible if a = −b 2 and P (x) is not equivalent to
The following result on general polynomials g(x) = ax 2 + bx + c follows immediately from Theorem 4.1. 
with c 1 c 2 = c. Hence h 1 and h 2 are integers with h 1 h 2 = a and
The next result deals with the case that the degree of g(x) is 3. We say that {a 1 , . . . , a 2r } is a Prouhet-Tarry-Escott set if it splits into two subsets of equal cardinality, A := {a 1 , . . . , a r } and B := {a r+1 , . . . , a 2r } say, such that (
We call (A, B) a PTE pair. For information on PTE pairs see [25] , [3] , [4] . PTE pairs in the context of this paper occur already in [10] and [32] . 
Proof. By Corollary 4.1 we have
and 
Polynomials of the form g(f (x)) with g(x) of CM-type
In this section we deal with the reducibility of polynomials of the form g(f (x)) over Q, where g(x) is a monic irreducible polynomial in Z[x] and f (x) is a monic polynomial in Z[x] with distinct zeros in Q or, more generally, in a given algebraic number field. We assume throughout that the splitting field of g(x) over Q is a CM-field, i.e., a totally imaginary quadratic extension of a totally real algebraic number field. In this case g(x) is called of CM-type. For example, cyclotomic polynomials and quadratic polynomials with negative discriminant are of CM-type.
It was proved in [17] that for given g(x), there are only finitely many pairwise inequivalent monic polynomials f (x) ∈ Z[x] with distinct zeros in Q for which g(f (x)) is reducible. In [18] , [19] and [20] this result was extended to polynomials f (x) having all their zeros in a given totally real algebraic number field K. It turned out that in this more general situation there can exist infinitely many pairwise inequivalent quartic exceptions f (x) for which g(f (x)) is reducible for a suitable g(x). These exceptions have been completely described in [20] .
In [17] - [20] and [15] some effective and quantitative versions were also established. For example, it was shown in [15] that under the above assumptions concerning f and g there is an effectively computable positive constant c 1 which depends only on the degree, class number and discriminant of K such that if (20) deg
then g(f (x)) is irreducible over Q. We now prove the following. Together with (20) , this gives a quantitative version of the main result (the Theorem) of [20] . An important feature of our bound (21) is that apart from the constant term g(0), it does not depend on the coefficients of g(x).
As was pointed out in [20] , if K has a quadratic subfield then, for a suitable g(x) ∈ Z[x], there exist infinitely many pairwise inequivalent monic quartic polynomials f (x) ∈ Z[x] with distinct zeros in K for which g(f (x)) is reducible over Q. Following our proof, it is easy to see that Theorem 8.1 is true for m = 4 as well, provided that K has no quadratic subfield. Finally, we note that Theorem 8.1 does not remain valid if we drop the restriction that g is of CM-type or that the zeros of f belong to a fixed number field.
For the proof of Theorem 8.1 we shall use some arguments from the proof of the Theorem in [20] .
Let M be an arbitrary algebraic number field, and let A = {α 1 , . . . , α m } be a finite subset of O M , the ring of integers of M . For given N ≥ 1, let G M (A, N) denote the simple graph whose vertex set is A and whose edges are the unordered pairs [α r , α s ] having the property
Proof. See Lemma 7 in [18] and Lemma 4 in [20] .
In general the bound given for the degrees of the irreducible factors of F is best possible. As is pointed out in [17] and [18] This is a quantitative version of Lemma 5 of [20] . It is an important feature of our bound in (22) Now (22) is an immediate consequence of (23), (24) and (25) .
Proof of Theorem 8. d/n where c 3 and c 4 , c 5 below are effectively computable positive numbers which depend only on d and the discriminant of K; for an explicit value of c 3 we refer to [41] . For each pair of distinct positive integers r, s with 1 ≤ r, s ≤ m, we select an element of N , denoted by δ r,s , for which δ r,s = δ s,r . In this way we get a set, say C, of Remark 8.1. In the proof of the Theorem of [20] the author arrived also at the relations (27) . However, there he followed another argument which cannot be made quantitative.
