Abstract-In this paper, a communication system including n interfering additive white Gaussian noise (AWGN) links is considered. Each transmitter uses a Gaussian codebook and each receiver only decodes the data of the corresponding transmitter. For the case that the transmit powers are subject to arbitrary linear constraints, a mathematical expression for the boundary points of the signal-to-interference-plus-noise-ratio (SINR) region is obtained. Moreover, when the channels are time-varying and the average powers are constrained, the zero-outage SINR region of the system is derived. In addition, a scenario where the demanded SINR of the users is out of the SINR region is considered. A common approach is to remove a subset of the users such that the demanded SINR can be provided for the remaining users; the removed users are serviced in a later time slot. With the aim of maximizing the number of serviced users in each time slot, a suboptimal algorithm is developed, which outperforms the other known alternatives.
The systems including interfering links have been the subject of research for many years. Based on the network structure, these systems have been approached in different ways, e.g., by power control [1] , [2] , feasible region description [3] [4] [5] [6] [7] [8] , bandwidth allocation [9] , transmission scheduling [10] , [11] , routing [12] , base station selection [13] , etc. In this paper, we are mainly concerned with characterizing the feasible SINR region of such systems when the transmission powers can take any value within some linear constraints. According to our assumption, there is a one-to-one logarithmic relation between the rate and the SINR of the users. Hence, by describing the feasible SINR region, we are describing the feasible rate region, as well.
In general, a feasible region for interfering links is defined based on a network parameter such as SINR, rate, capacity, processing gain, etc. In [3] , it is shown that the feasible processing gain region when the power is unbounded is convex. Note that for a constant bandwidth, the processing gain is inversely proportional to the rate. Some topological properties of the mentioned feasible region are investigated in [4] for the cases when there are constraints on the power of individual users and when there is no constraint on the power. It is shown that the boundary of the capacity region with one user's power fixed and the rest unbounded is a shift of the boundary of some capacity region with modified parameters, but unlimited power. However, this result is not in a closed form and cannot be extended to the other forms of power constraints.
The study of the feasible SINR region shows that it is not convex in general [5] , [6] . In [7] , it is shown that in the case of unlimited power, the feasible SINR region is log-convex. The authors in [3] also consider a CDMA system without power constraints, and show that the feasible inverse-SINR region is convex. In [5] , it is proved that for a given quality of service (QoS) parameter, the corresponding feasible region is convex, if the SINR is a log-convex function of that QoS parameter. Reference [8] shows that under a total power constraint, the infeasible SINR region is not convex.
In this paper, we consider the feasible SINR region and describe it by analytically obtaining its boundary points. Our approach is to find the farthest point of the feasible SINR region from origin in a given direction. This makes the problem of SINR region characterization closely related to the problem of maximizing the minimum SINR. There has been some effort to evaluate the maximum achievable SINR in a system of interfering links. In [14] , the maximum achievable SINR of a system with no constraint on the power is expressed in terms of the Perron-Frobenius (PF) eigenvalue of a nonnegative matrix. Then, this expression is utilized to develop an SINR-balancing scheme for satellite networks. This formulation for the maximum achievable SINR is deployed in many other wireless communication applications such as [15] , [16] .
0018-9448/$26.00 © 2010 IEEE It is not a straightforward task to generalize the elegant result of [14] for the realistic scenario when the transmit powers are constrained. As a result, [14] remained as the only work of this kind for many years. Recently, for a special case when the total power is constrained, the maximum achievable SINR is obtained based on the PF-eigenvalue of an primitive nonnegative matrix [17] . In this paper, we adopt an approach that enables us to obtain mathematical expressions for the maximum achievable SINR in systems of interfering links with power constraints. Our approach is general in the sense that it can be applied to systems with various number of arbitrary linear power constraints. Moreover, this result yields an explicit solution for the SINR region of the systems with power constraints, in terms of the PF-eigenvalue of an irreducible matrix.
Later, we apply the aforementioned approach to a time-varying system where the channel gains are selected from a finite set with certain probabilities, and the average power of users are subject to some linear constraints. For this system, we obtain the SINR region which is achievable regardless of the channel realizations. This region is known as the zero-outage SINR region [18] , [19, pp. 111, 112] . In [18] , the optimal zero-outage SINR for a point-to-point channel is obtained. Our result implements the same concept when we have interfering links with finite number of channel realizations. It is likely in practical communication systems that the required SINR of the users is a point out of the feasible SINR region. In this case, one possible solution is to remove some of the users such that the required SINR of the remaining users falls in the feasible region of those users; the removed users are serviced in the subsequent time slots when their channel is in a better condition. This approach is inherent to any opportunistic scheduling problem [10] . With this approach, it is desirable to find a feasible subset of users (i.e., a subset of users which satisfy the required SINR) with maximum cardinality [20] . This problem is claimed to be NP-complete [21] . In the literature, some heuristic algorithms are presented for this problem. In [15] , a stepwise removal algorithm (SRA) has been proposed for the case that the transmit power is unbounded. In [22] , another algorithm named as stepwise-maximum-interference-removal-algorithm (SMIRA) is proposed and it is shown that this algorithm outperforms SRA. For the systems with constraint on the power of the individual transmitters, an algorithm known as gradually removal-distributed-constrained-power-control (GRX-DCPC) is proposed in [21] . This algorithm is presented in the forms of centralized, distributed, restricted, and nonrestricted user selection. In the restricted algorithm known as GRR-DCPC, the user to be removed is selected from the users attaining the maximum power in the power updating procedure. Whereas, in the nonrestricted algorithm (GRN-DCPC), the user to be removed is selected from all active users. The simulation results show that GRN-DCPC (centralized nonrestricted algorithm) outperforms other mentioned schemes in [21] .
In this paper, we exploit the obtained results on the maximum achievable SINR, to develop a suboptimal algorithm which maximizes the number of active users satisfying a required SINR and some power constraints. The algorithm is flexible for any linear power constraint. We consider two sorts of constraints on power: i) individual constraints on the power of all users, and ii) constraint on the total power of all users. Simulation results show that the proposed algorithm outperforms the alternative schemes in both cases in terms of the number of active users.
The rest of the paper is organized as follows: In Section II, the system model and problem formulation are presented. The SINR region for this system is characterized in Section III. Section IV is dedicated to the systems with time-varying channels. The removal algorithms are proposed in Section V. Finally, the paper is concluded in Section VI.
A. Notation
All boldface letters indicate column vectors (lower case) or matrices (upper case). and represent the entry and column of the matrix , respectively. A matrix is called nonnegative and denoted by if and . Also, is equivalent to where and are nonnegative matrices of compatible dimensions [23] . A square nonnegative matrix is said to be irreducible if for every pair of its index set, there exists a positive integer such that , where is the element of [23] . , , , and denote the determinant, the trace, the transpose, and the Euclidean norm of the matrix , respectively. is an identity matrix with compatible size. represents the Kronecker product operator.
is a diagonal matrix whose main diagonal is . We define the reciprocal of a polynomial of degree as . For a matrix , a vector , and a set of indices , the matrix is defined as otherwise.
In other words, the function , adds to the columns of , whose index is in set . In addition, is the matrix whose column and row is removed. We use a similar notation for a vector whose element is removed.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a communication system of transmitter-receiver pairs, where each transmitter aims to send data to its corresponding receiver. Each pair is named a link ( user). The channels between the transmitter and receiver terminals are represented by the gain matrix where is the attenuation of the power from transmitter to receiver . This attenuation can be the result of fading, shadowing, or the processing gain of the CDMA system. A white Gaussian noise with zero mean and variance is added to each signal at the receiver terminal. The receivers are conventional receivers in the sense that each receiver only decodes its corresponding data and multiuser detection is not employed. Assuming the transmitters utilize Gaussian codebooks, the distribution of the interference will be Gaussian, as well. Hence, the SINR of user denoted by is obtained as (1) where is the power of transmitter . In practice, the power vector is subject to the trivial constraint (2) and a set of constraints in the form of (3) where and is the number of constraints. Note that the scenarios of individual power constraints and total power constraints can be considered as special cases of (3). A power vector is said to be admissible if it satisfies the power constraints (2) and(3).
Proposition 1: For any two power vectors and that satisfy , if is admissible then, is admissible as well, i.e., the set of admissible power vectors is downward comprehensive.
Proof:
The proof follows from the fact that in the power constraints (3), all powers appear with nonnegative coefficients.
The main goal is to find the feasible SINR region, i.e., the set of all points which are obtained from all admissible power vectors . Since the feasible SINR region is downward comprehensive, it is enough to find the boundary points of the feasible region. Any boundary point of the feasible region is the farthest feasible point from the origin in a direction . If we can obtain such a point for an arbitrary , then the whole boundary can be obtained by changing to different directions (see Fig. 1 ). As a result, the boundary of the SINR region is parametrically described in terms of the parameter . Note that if , we naturally remove user from the set of users. By introducing a new variable and for a unit-length vector , the above discussion can be formulated as the problem of finding the largest such that is feasible. This problem can be written as
The numerical solution of this problem can be obtained through geometric programming [24] , [25] ; however, we propose a different approach which leads to a mathematical expression for the solution.
III. SINR REGION CHARACTERIZATION
The purpose of this section is to obtain a mathematical expression for the boundary points of the feasible SINR region by using (4) and the discussion preceding it. First, we consider a special case, where there is only one power constraint involved in the problem, i.e. (5) where . Later, we show how to obtain the solution of (4) by utilizing the solution of (5).
By defining the normalized gain matrix as (6) the constraint in (5) is rewritten as (7) where (8) After reformulating (7) in a matrix form, we have (9) This is a system of linear equations in . The objective is to find the maximum such that the solution for this system of linear equations satisfies the power constraints of (5). We assume that matrix is irreducible all over the paper. When there is no constraint on the power vector (other than the trivial constraint of ), it is well known [14] that an SINR is achievable if and only if (10) where is the Perron-Frobenius eigenvalue 1 of the associated matrix [23] . We aim to obtain the range of achievable SINRs under the additional constraint . Let us define as (11) Then, the system of linear equations in (9) is reformulated as (12) 1 See Theorem 4 for the definition of the Perron-Frobenius eigenvalue.
where is defined in (8) . According to the Cramer's rule, the solution to (12) is obtained by (13) where . Note that the numerator and the denominator in (13) are polynomials in . Therefore, the constraint can be written as
Defining and , (14) is equivalent to (15) Let and denote the smallest positive real simple root of and , respectively. To proceed with the problem of finding the feasible range of , we should first find these values. The following lemma states one of the properties of matrices that will help us through the problem analysis.
Lemma 2:
If square matrices and differ only in column , i.e., , then
Lemma 3: The polynomial can be described as
Proof: Without loss of generality, we assume that , i.e., the first users are subject to the total power constraint. From the definition of and , we have (16) where . Equation (16) is rewritten as (17) Since and are the same except for the first column, using Lemma 2, we have (18) On the other hand, using the fact that adding a multiple of a column to another column does not change the value of the determinant, we have (19) Then, using (18) and (19) and regarding we can rewrite (17) as (20) Since and are the same except for the column , we can easily see that the matrices and are the same except for the th column. Therefore By successively applying this procedure to (20) , the claim is proved.
The representation of in Lemma 3 lends itself to finding the smallest positive simple root of . To this end, we need the Perron-Frobenius theorem for irreducible matrices. is irreducible. Hence, according to Theorem 4, the PF-eigenvalue of this matrix is real and positive and has the largest norm among all eigenvalues. Also, it is a simple root of the characteristic polynomial of the aforementioned matrix. Therefore, the inverse of the PF-eigenvalue of gives the smallest positive simple root of and the first part of the claim is proved. To find , note that (22) where the definition of in (11) has been used. Therefore, is the reciprocal of the characteristic polynomial of . Hence, with the same argument as for , it can be shown that the inverse of the PF-eigenvalue of gives the smallest positive simple root of . This completes the proof.
Lemma 6:
The smallest positive root of and satisfy . Proof: Since and is irreducible, using Theorem 4, we have According to Lemma 5, this inequality can be rewritten as (23) This completes the proof.
Theorem 7:
In a system of interfering links and the normalized gain matrix , under the power constraints an SINR is feasible if and only if (24) To prove the theorem, we need the following lemma.
Lemma 8: Consider two SINR vectors and , which correspond to the power vectors and , respectively. A necessary condition for the inequality to hold is that .
Proof: This is a special case of [26] Theorem 1 (a).
Proof of Theorem 7:
According to Lemma 5, (24) is equivalent to (25) For the achievability part, we should show that any satisfying (25) corresponds to an admissible power vector. Recall that the condition for the positivity of the power vector is given in (10) and the total power constraint is equivalent to (15) . The positivity constraint is guaranteed due to the fact that the right-hand side (RHS) of (10) equals and (see Lemma 6) . To prove that (15) , is achievable. This is in contradiction to the fact that is not achievable.
The authors in [17] and [27] have shown that, under sumpower constraint, the maximum achievable SINR can be presented by an matrix. The elegance of presenting the maximum achievable SINR as in (24) is that it explicitly shows the connection between the case with power constraint and the one without power constraint. As pointed out by the anonymous reviewer, an alternative proof to Theorem 7 would be using the results of [17] and [27] and converting it to the form presented in (24) .
As aforementioned, the geometric programming can also solve the optimization (4). Although, these two approaches have similar polynomial complexity [28, p. 166] , [24, p. 74] , our solution has the advantage of providing mathematical expression which can be helpful in solving other problems. As an example, we can extend this result to more complicated cases and also use this expression to develop removal algorithms through some approximations.
Theorem 7 describes the feasible SINR region when there is only one power constraint as shown in problem (5). The next theorem shows how to utilize the result of Theorem 7 to obtain the solution of the original problem (4), where multiple power constraints exist.
Theorem 9:
Assume is the solution of (4) and is the solution of the same problem when only the th power constraint of (4) exists. Then, we have (26) Proof: For a general maximization problem with constraints, it is obvious that the solution is at most equal to the minimum of the solutions of the same problems with single constraints, i.e. (27) By defining , (27) can be rewritten as (28) Assume is the power vector corresponding to for all . According to Lemma 8, we have for all . Hence, is an admissible power vector for (4) . As a result, we have (29) The theorem is proved by comparing (28) and (29) .
In the common scenario when the power of individual users and the total power are constrained, Theorems 7 and 9 yield the following result on the maximum achievable SINR .
Corollary 10:
The maximum achievable in (4), where power vector is subject to the following constraints: is equal to The boundary of the SINR region in any direction can be obtained by choosing , accordingly. Due to the explicit relationship between the SINR and the rate in Gaussian channels, obtaining the SINR region in these channels amounts to the rate region characterization.
As an example, Fig. 2 depicts the SINR region of a system with the gain matrix as while the power of individual users and the total power are upper-bounded by , and .
IV. TIME-VARYING CHANNEL
So far, we have assumed that the channel gains are fixed with time. However, in practice, channel gains vary with time due to the users movement or environment changes.
In this section, we consider a communication system with interfering links whose channel gain matrix is randomly selected from a finite set with probabilities , respectively. Modeling of the channel with discrete states not only facilitates the analyses in this paper, but also it is justifiable from a practical perspective. Indeed, the feedback links in communication systems have limited capacity and only quantized values of the channel state (partial channel state information) can be sent to the transmitter. Hence, our channel model is an approximation of the more common continuous channel model. Of course, the accuracy of this approximation can be improved by choosing a larger value of . A similar model has been adopted in [29] and [30] .
If the transmitters are subject to instantaneous power constraints, as in the previous section, the achievable SINR region is the intersection of the achievable regions in each channel realization. In other words, assuming denotes the achievable region in state , we have (30) A more common scenario for time-varying channels is the case where the average transmit powers are constrained. In this case, the transmitters enjoy the flexibility of using less power when the channel conditions are good and save the power for unfavorable channel states. Fig. 3 provides a comparison for the two scenarios with an example of a system with two interfering links. The dashed curves determine the boundaries of the SINR regions for two different realizations of the channel with instantaneous total-power constraint. The intersection of these two regions is the zero-outage SINR region with instantaneous power constraints. The solid curve is the boundary of the SINR region of the same time-varying channel with average power constraint. It is observed that the feasible region in the instantaneous power constraint scenario is a subset of the feasible region in the average power constraint scenario. In [18] , it is shown that in a point-to-point system, the maximum zero-outage SINR is equal to , where is the average transmit signal power and is the power gain of the channel in the th realization. In accordance with the concept of zero-outage SINR, in this section we consider the zero-outage SINR region defined as the set of SINRs which are achievable regardless of the channel realization. The objective is to characterize the zero-outage SINR region when we have interfering links with finite number of channel realizations and the average transmitter powers are subject to some linear constraints. Following the same discussions as in the previous sections, it is concluded that this problem is equivalent to finding the maximum which is achievable by all users in all channel states, while the average power of the users are constrained. In mathematical notations, we have the following optimization problem (31) where and are respectively the SINR and the power of transmitter , when the channel gain matrix is . Note that the constraint guarantees that the SINR of user is greater than , regardless of the channel state . If there were more power constraints in (31), similar to the previous section, the solution would be equal to the minimum solution of the same problems with separate single power constraints. Hence, in this section we solely concentrate on the above problem with a single power constraint.
We define an expanded system including users with block diagonal matrices and as the channel gain matrix and the normalized gain matrix, respectively. Let matrix denote the normalized gain matrix in the state . We assume that is irreducible . Matrices and are block diagonal matrices, where the submatrix on the diagonal is and , respectively. It is clear that block diagonal format of these matrices reflects the fact that there is no interference between the virtual links associated with different states. In the new system, denotes the power of transmitter , when the channel gain matrix is . Similar to the previous discussions, the requirements on these links form a system of linear equations with the following formulation in a matrix form: (35) and Therefore, the constraint in is equivalent to Like before, it is easy to show that the maximum achievable SINR satisfying the power constraints of (31) Noting that is an irreducible matrix and using Theorem 4, it is concluded that (see the equation at the bottom of the page). To obtain , we first note that since is block diagonal, it is not irreducible and Theorem 4 cannot be directly applied. However, the eigenvalues of are the union of the eigenvalues of each block matrix . Therefore, the smallest positive root of , i.e., , exists and is equal to where and denote the largest eigenvalue and the PF-eigenvalue of the corresponding matrices, respectively. Note that (38) Hence, according to Theorem 4, the PF-eigenvalue of the LHS of (38) is greater than the greatest eigenvalue of the RHS. Consequently, we have Therefore, using (36), we have the following theorem.
Theorem 11:
The maximum achievable in a time-varying communication system with interfering links and probability vector , with the power constraints is equal to (see the equation at the bottom of the page), where is an block diagonal matrix whose diagonal submatrix is the normalized gain matrix at the state .
V. REMOVAL ALGORITHM
The solution of (4) for corresponds to a specific point on the SINR region, where all users have the same SINR. Sometimes the required SINR is above this point and accordingly it is not achievable. Therefore, like any opportunistic scheduling problem, a subset of users should be serviced and the rest are serviced in a later time-slot when the channel gains are changed. This approach exploits the channel variations and schedules the users that are in a better channel condition for transmission to improve the performance.
To find the largest set of active users satisfying the SINR requirement, we have to examine all the combinations of the users and select a feasible subset with the maximum cardinality. Clearly, this scheme is computationally exponential. As a suboptimum alternative scheme, we propose a greedy removal algorithm. The main idea behind the presented algorithm is as follows. At each step, if the active users do not satisfy the required SINR, one user is removed. This user is the one which provides the highest increase in the maximum achievable SINR if it is removed. We call this user the worst user. The proposed algorithm is presented for different sorts of power constraints.
According to (10) and Theorem 7, in general, the maximum is equal to the inverse of the PF-eigenvalue of a matrix , i.e.,
. In a system with a large number of users, computing the PF-eigenvalue is computationally extensive. In this case, it is beneficial to use an approximation of the PF-eigenvalue as follows. According to [31] , the eigenvalues of the matrices and are related as Furthermore, we have where is the th eigenvalue of the matrix . Since the PF-eigenvalue of an irreducible matrix has the largest norm among all the eigenvalues of that matrix [31] , we can approximate with the , i.e., . This approximation is stronger if the power is larger. However, the simulation results show that yields a very good approximation of the exact value in our problem. Therefore, we use (39) as an approximate value for 2 . In what follows, we investigate the problem of user removal for two more common cases of power constraints and present an efficient algorithm for each case.
A. Case One: Constraints on the Power of Individual Transmitters
Assume there is a constraint on the power of individual transmitters. We design an efficient suboptimal algorithm to find the maximum cardinality subset of the users satisfying a minimum SINR requirement. We define the matrix as the matrix whose column and row are removed. Therefore, the worst link is (40) where (41) is the maximum achievable SINR when user is removed. Equation (41) is obtained from (26) . The users are removed one by one based on (40) until all of the active users satisfy the rate requirement. We call this algorithm the Removal Algorithm II-A.
To reduce the complexity of this algorithm, which is due to the calculation of the PF-eigenvalue, we use the following approximation scheme. According to (39) and (41), we have By some straightforward calculations, this approximation can be rewritten as where 2 This approximation also follows from the fact that (X) = lim k X k , where k : k implies any matrix norm. According to [32] , (40) can be simplified to Based on this result, the following algorithm is developed when the required SINR is .
Removal Algorithm II-B 1) Set as in (6) , and go to step 2.
B. Case Two: Total Transmit Power Constraint
When the total power is constrained by , the worst user is determined as (42) We call this algorithm the Removal Algorithm III-A. Similar to the previous discussions, we propose the following low-complexity algorithm for the user removal with total power constraint (see [32] for details).
Removal Algorithm III-B 1) Set as in (6), , , and . 2) Find the maximum achievable SINR as
3) If
, is the set of active users, stop. 4) Update the coefficients as 
C. Numerical Results
The simulation results are presented for a Rayleigh fading channel with . For the results in a cellular network see [32] . The parameters follow an exponential distribution with mean and variance one for the forward gains, and mean and variance for the cross gains. We define Outage Probability as the ratio between the number of the inactive users to the total number of the users. This probability shows the percentage of the users that fail to attain the required SINR. We use this function as a metric to compare different algorithms, as it is used in [15] and [33] .
In [21] , a number of removal algorithms when the power of transmitters are individually constrained are proposed. We selected centralized GRN-DCPC to compare it with our results since according to [21] , it outperforms the other presented algorithms in that work. The simulation results in Fig. 4 show a significant improvement in the outage probability of the algorithms II-A and II-B compared to GRN-DCPC. As depicted in Fig. 5 , when the total power is bounded, the performance of algorithms III-A and III-B is very close to the optimum result (which is obtained by exhaustive search). To the best of our knowledge, there are no alternative algorithms for the case that the total power is bounded.
VI. CONCLUSION
In this paper, a communication system including interfering AWGN links is considered. Each transmitter uses a Gaussian codebook and each receiver only decodes the data of the corresponding transmitter. We have obtained a mathematical expression for the maximum achievable SINR in such a system, utilizing the Perron-Frobenious theorem, when the sum-power on any subset of the users is constrained. This result leads to characterizing the boundary of SINR region for the system. In addition, we consider a time-varying channel where channel gains are selected randomly from a finite set with a certain probability and the average power of the users are constrained linearly. We obtain the zero-outage SINR region for such a system. In addition, we consider the scenario in which the required SINR is out of the SINR region. We develop a user removal algorithm which maximizes the number of users which are active simultaneously and satisfy the SINR requirement. This algorithm is compared with other alternatives and it is shown that it outperforms the other ones.
