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Abstract.  
Purpose: Manual medical image segmentation is an exhausting and time-consuming task along with high inter-
observer variability. In this study, our objective is to improve the multi-resolution image segmentation performance 
of U-Net architecture.  
Approach: We have proposed a fully convolutional neural network for image segmentation in a multi-resolution 
framework. We used U-Net as the base architecture and modified that to improve its image segmentation performance. 
In the proposed architecture (mrU-Net), the input image and its down-sampled versions were used as the network 
inputs. We added more convolution layers to extract features directly from the down-sampled images. We trained and 
tested the network on four different medical datasets, including skin lesion photos, lung computed tomography (CT) 
images (LUNA dataset), retina images (DRIVE dataset), and prostate magnetic resonance (MR) images (PROMISE12 
dataset). We compared the performance of mrU-Net to U-Net under similar training and testing conditions. 
Results: Comparing the results to manual segmentation labels, mrU-Net achieved average Dice similarity coefficients 
of 70.6%, 97.9%, 73.6%, and 77.9% for the skin lesion, LUNA, DRIVE, and PROMISE12 segmentation, respectively. 
For the skin lesion, LUNA, and DRIVE datasets, mrU-Net outperformed U-Net with significantly higher accuracy 
and for the PROMISE12 dataset, both networks achieved similar accuracy. Furthermore, using mrU-Net led to a faster 
training rate on LUNA and DRIVE datasets when compared to U-Net.  
Conclusions: The striking feature of the proposed architecture is its higher capability in extracting image-derived 
features compared to U-Net. mrU-Net illustrated a faster training rate and slightly more accurate image segmentation 
compared to U-Net. 
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1 Introduction 
Image segmentation plays a vital role in radiology and radiation oncology. An accurate and 
repeatable segmentation could be helpful to either better diagnosis of the abnormalities or more 
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effective treatment of the diseases. For most of the current clinical procedures, medical image 
segmentation is done manually by an expert. However, manual image segmentation is usually a 
time-consuming and complicated process with high intra- and inter-observer variability (1). A fast 
and reliable computer-assisted segmentation algorithm could speed-up the clinical procedures, 
decrease the costs, and increase the repeatability of the task. It could also facilitate image-guided 
procedures and make them more efficient by enabling fast intraoperative segmentation. 
Many different medical image segmentation algorithms have been proposed in the literature that 
offer faster performance with higher repeatability than manual segmentation (2-6). Some of these 
algorithms were developed based on handcrafted image feature extraction (7-9). They were usually 
optimized for image segmentation on a specific image dataset. They demonstrated high 
segmentation accuracy, but their performance strongly depended on the selected feature set. 
Therefore, in order to adopt these algorithms for segmenting a new dataset, a new set of features 
must be selected, and the algorithm needs to be reoptimized for the new application. Besides, 
depending on the dimension of the feature set, feature extraction in these algorithms could be 
computationally intensive and the discriminative power of the features is questionable. Recently, 
deep learning algorithms have shown fast, reliable, and robust performance in various signal 
processing fields like medical image processing. Fully convolutional neural networks (FCNNs) 
have been widely used for image segmentation (10-12). U-Net is an FCNN presented by 
Ronneberger et al. in 2015 (13) that has been widely used for medical image segmentation (14-
17).  Yu et al. (18) proposed a new 3D CNN named DenseVoxNet for the cardiac and vascular 
MR image segmentation problem. To address volumetric brain segmentation, Chen et al. (19) 
presented a voxel residual network referred to as VoxResNet. They integrated a low-level image 
appearance feature, high-level context, and shape information to improve their performance. Yan 
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et al. (20) proposed a model in which multi-level features are extracted and combined. Their 
network is designed to segment prostates on magnetic resonance (MR) images. Milletari et al. 
presented V-Net in 2016 (10) as another FCNN similar to U-Net used for 3D image volumes, 
which is also widely used in medical image segmentation. In both U-Net and V-Net, a multi-
resolution paradigm for extracting the features was used. This helped the networks to extract 
features from different image scales. However, in both architectures, the features extracted in 
lower resolutions were not directly extracted from the input image. It makes it challenging for the 
network to extract low-frequency features that can be extracted easier from low-resolution versions 
of the image. Zeng et al. proposed a modified version of U-Net called RIC_Unet (residual-
inception-channel attention-U-Net) for nuclei segmentation in histology images (21). They 
employed a combination of three techniques to improve the segmentation performance; using 
residual blocks, extracting multi-scale features, and applying channel attention mechanism. Their 
network showed improved performance over the original U-Net. In another study, Jin et al. (22) 
presented a new architecture called RA-UNet and tested that for three-dimensional (3D) liver and 
tumor segmentation in computed tomography (CT) images and 3D brain tumor segmentation in 
magnetic resonance imaging (MRI). They used a hybrid approach to improve the U-Net 
architecture by using residual learning combined with attention mechanisms. Their network 
outperformed the prior algorithms presented for liver CT segmentation and showed comparable 
performance to prior algorithms had been presented for brain tumor segmentation in MRI. Their 
network outperformed the prior algorithms presented for liver CT segmentation and showed 
comparable performance to prior algorithms had been presented for brain tumor segmentation in 
MRI. 
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In this paper, we hypothesize that incorporating features extracted directly from down-sampled 
versions of the input image improves the segmentation performance of the U-Net architecture. To 
test our hypothesis, we used a cascading architecture to incorporate features directly extracted from 
lower-resolution versions of the input image into the network. Then we trained U-Net and the 
proposed network, hereafter called multiresolution U-Net (mrU-Net) using different datasets under 
the same training conditions. We tested the trained networks on the same test datasets and 
compared the performance of mrU-Net to that of U-Net. 
The outline of this study is as follows. In Sec. 2, we briefly review the details of the datasets used 
in this study. We also present the architecture of mrU-Net and the error metrics used for 
performance evaluation. In Sec. 3, we provide explanations of the training and validation process 
for each dataset in detail and the achieved validation and test results for both mrU-Net and U-Net. 
We discuss and analyze the obtained outcomes in Sec. 4 and describe future directions and end 
with conclusions. 
2 Materials and Methods 
2.1 Materials 
To evaluate our proposed method, four datasets were used in this study; the dataset of ISIC 2018 
Skin Lesion Analysis Towards Melanoma Detection grand challenge (23, 24),  lung computed 
tomography (CT) images (LUNA dataset) (25), the Digital Retinal Images for Vessel Extraction 
(DRIVE) dataset (26), and a prostate magnetic resonance imaging dataset (PROMISE12) provided 
by the MICCAI 2012 grand challenge (27).  For each of the images, one manual segmentation 
label was provided by an expert. Fig. 1 depicts some sample images and their segmentation labels 
from the datasets. For the skin, LUNA, and PROMISE12 datasets, we divided each dataset into 
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two parts; 75% of the images were used for training purposes and the remaining 25% were used 
for final testing. About 10% of the training images were allocated as a validation dataset for 
evaluation of our model fit while tuning its hyperparameters. DRIVE dataset consists of 20 training 
and 20 test images. We selected four of the training images for validation. Due to limited data, we 
used data augmentation for the training and validation sets using all the eight unique combinations 
of 90, 180, and 270 degrees image rotation with vertical and horizontal image reflection to 
generated new training images. PROMISE12 dataset contains 3D images. In this study, we picked 
the 2D axial slices on which prostate tissue is available. Table 1 shows the number of total training, 
validation, and test images in each dataset, separately. For simplicity and consistency, all the 
images were resized to 512×512 pixels using bicubic interpolation and the original pixel intensity 
values were converted to eight-bit values. 
Table 1 The number of training, validation, and testing images for each dataset. 
Dataset Training Validation Test Bit Numbers 
Initial 
image size 
Final image 
size 
Skin lesion 1751 195 648 8-bit, RGB 
Varies from 
1024×768×3 
to 
512×384×3 
512×512×3 
LUNA 177 20 66 8-bit, grayscale 512×512 512×512 
DRIVE 16×8* 4×8* 20 8-bit, RGB 512×512×3 512×512×3 
PROMISE
12 526 58 185 
8-bit, 
grayscale 
256×256, 
320×320, 
512×512 
512×512 
* Augmented data 
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Fig. 1 Sample images and their manual segmentation labels from the four datasets. Rows (a) and (c) show the images 
and rows (b) and (d) impart the ground truth of the corresponding images from the rows above them. Each column 
shows one dataset; form left to right, skin lesion, LUNA, DRIVE, and PROMISE12 dataset. 
 
 
For each image, we normalized the intensity values to the range of zero to one. More specifically, 
for PROMISE12 images, we normalized the intensity of the pixels to the range of zero to one 
,  by using Eq. 1 in which ,  denotes the intensity value of the pixel, and 	
 and  
shows the minimum and maximum value of the pixels in the prostate region across all the training 
images, respectively. The same method was followed to obtain LUNA CT normalized images. For 
skin lesion and DRIVE datasets, pixel values in all the RGB channels were normalized to the range 
of zero to one by dividing the values by 255. 
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2.2 Multiresolution U-Net (mrU-Net) 
2.2.1 Network architecture 
In this study, a four-level U-Net was used as the basic end-to-end network architecture. We 
modified the architecture to improve its multiscale image feature extraction. We added some 
convolutional layers to each level of the contracting path (left side of the network) to extract some 
of the features directly from the down-sampled versions of the input image. Fig. 2 illustrates a 
general block diagram of the proposed network. We used zero-padding before each convolution 
layer to keep the size of the output of the layers the same as its input. We used 3×3 convolutional 
kernels for all the convolutional layers except the last layer of the network for which we used 1×1 
convolutional kernel size. In the contracting path, we applied a cascading image down-sampling 
to the input image and after each down-sampling, the down-sampled image went through two 
convolutional layers. Then the feature maps were incorporated by concatenating them with the 
corresponding feature maps of the contracting path of the original U-Net network (see Fig. 2). 
2.2.2 Training 
To train the network, we used Adadelta (28) gradient-based optimizer and a loss function defined 
based on soft Dice Similarity Coefficient (sDSC) (10) defined as follows: 
Loss = 1 − sDSC (2) 
 
where, 
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	 and *	 are the ith pixels of the input image and the reference binary label, respectively, and ,	 
is the output probability value corresponds to 	. For both U-Net and mrU-Net, softmax output 
activation function  is used which produces a probability value in the range (0, 1) for each of the 
pixels. The batch size and initial learning rate used for training the networks on each dataset is 16 
and 1.0, respectively.  
We applied thresholding with the threshold level of 50% to the output probability maps to build 
binary segmentation labels and compare them to the reference segmentation binary mask for 
evaluation purposes. 
2.3 Evaluation 
To evaluate the segmentation performance of the FCNNs, we used different error metrics such as 
Dice Similarity Coefficient (DSC) (29), sensitivity rate,  and specificity rate (30) to compare the 
algorithm segmentation results against manual segmentation labels. Sensitivity rate and specificity 
rate were defined as follows: 
  -./0/1 =  23
23)45
 (4) 
  ,-6/7/6/1 = 25
25)43
 (5) 
 
where TP (true positive) denotes the pixels correctly segmented as foreground, FP denotes the 
pixels incorrectly segmented as foreground, TN denotes pixels correctly segmented as background, 
and FN denotes the pixels incorrectly segmented as background. In this paper, we reported all the 
metrics in percentage.  
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3 Experiments and Analytic Results 
3.1 Training 
For each network and each dataset, we continued training for 5000 epochs and chose the model 
that achieved the highest validation accuracy. For skin data, after about 1800 epochs both U-Net 
and mrU-Net started overfitting to the training data, and we stopped the training. Table 2 shows 
the number of iterations at the training stop point for each dataset and network separately. Fig. 3 
shows the trends of validation sDSC during training for all four datasets. For each dataset, the 
validation accuracy of U-Net and mrU-Net were compared.   
Table 2 The number of iterations for training the networks. 
Dataset Network  Model 
Number of iterations 
(epochs) 
 
Fig. 2 Four-level mrU-Net architecture. The hashed layers are added layers to the U-Net 
architecture. The numbers above the feature maps indicate the number of feature channels. 
The size of the original input image is 512×512 and it has either one channel for grayscale 
images or three channels for RGB images.   
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Skin lesion U-Net 1700 
mrU-Net 1450 
LUNA 
 
U-Net 4950 
mrU-Net 4850 
DRIVE 
 
U-Net 4800 
mrU-Net 4950 
PROMISE12 
 
U-Net 4750 
mrU-Net 4700 
 
3.2 Testing results 
To assess the segmentation performance of the proposed model, we compared the performance of 
the trained mrU-Net models with the corresponding trained U-Net models on the same test 
datasets. Table 3 shows the validation and testing results in terms of DSC, sensitivity rate, and 
specificity rate for the two networks. For each corresponding result pair, we applied a one-tailed 
t-test (31) with the null hypothesis that the modifications applied to the U-Net architecture did not 
improve the metric value. In Table 3, the metric values in bold show where the null hypothesis 
was rejected with α = 0.05. Figs 4, 5, 6, and 7 depict the qualitative segmentation results of U-Net 
and mrU-Net for the skin lesion, LUNA, DRIVE, and PROMISE12 datasets, respectively. 
Table 3 Validation and testing performance of the U-Net and mrU-Net models in terms of DSC, sensitivity rate, and 
specificity rate on four different datasets. The metric values in bold indicate statistically significant differences 
detected between the U-Net and mrU-Net models (P < 0.05). 
Dataset 
Network 
Model 
Validation Test 
DSC Sensitivity Specificity DSC Sensitivity Specificity 
Skin lesion 
U-Net 66.3±24% 81.6±26% 96.1±5% 70.4±20% 88.6±19% 89.1±12% 
mrU-Net 66.7±24% 81.0±26% 96.3±4% 70.6±20% 87.7±18% 89.5±11% 
LUNA  
U-Net 96.4 ±2% 98.9 ±0.4% 98.5±0.7% 97.3±2% 98.8±0.6% 98.9±0.7% 
mrU-Net 97.6 ±1% 99.3 ±0.4% 98.9±0.4% 97.9±2% 99.2±0.5% 99.1±0.5% 
DRIVE 
U-Net 69.7±2% 93.2±2% 93.4±0.9% 73.1±2% 89.6±3% 94.9±0.9% 
mrU-Net 71.6±2% 93.5±1% 94.0±1% 73.6±2% 90.6±3% 94.9±0.9% 
PROMISE1
2 
U-Net 82.9±10% 93.5±9% 99.1±0.4% 79.7±16% 91.8±14% 98.9± 0.7% 
mrU-Net 82.2±10% 88.3±15% 99.2±0.6% 77.9±20% 85.2±21% 99.1±0.7% 
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Fig. 3 Validation sDSC for (a) skin, (b) LUNA, (c) DRIVE, and (d) PROMISE12 datasets during training. 
 
4 Discussion 
The proposed neural network architecture has provided a better or similar segmentation 
performance when compared to the U-Net architecture in the context of medical images. 
According to Fig. 3, the mrU-Net also showed a faster training rate on three of the four datasets 
used in this study, when compared to U-Net. These observations can be justified taking into 
account that the convolutional layers have been added to the U-Net architecture extracted features 
directly from the input image in multiple resolutions. Validation results presented in Table 3 and 
Fig. 3 show that after enough iterations both networks achieve the same level of accuracy. It means 
that U-Net can also extract the low-resolution features indirectly through the feature maps of higher 
levels but after more iterations. It implies the higher capability of mrU-Net in learning compared 
to U-Net.  
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The qualitative results have shown in Figs. 4 to 7 show that there are fewer false-positive objects 
detected by mrU-Net compared to U-Net. The slightly higher specificity rates of mrU-Net 
compared to U-Net in Table 3 also support this finding. 
The low DSC values of the skin dataset could be explained by the high variability in the data. For 
the DRIVE dataset, due to the narrow and long structure of the retina vessels, DSC is not an 
appropriate error metric to evaluate the segmentation performance. It could be one reason for low 
DSC values observed for this dataset while the qualitative results in Fig. 6 show reasonable 
performances of the networks. In addition, as it is obvious from the figure, both U-Net and mrU-
Net were unable to detect and segment small vessels. A DSC-based loss function could make it 
challenging for the networks to segment fine details like those small vessels. Another training 
optimization approach could improve the performance of the networks for such datasets. 
4.1 Limitations 
In this study, our goal was to compare the proposed architecture to U-Net architecture under the 
same training and testing conditions. Therefore, optimizations were not considered over the 
hyperparameter of the networks or post-processing of the output labels.  The potential exists for 
the hypothesis to be tested and confirm obtained results after optimizing the hyperparameters of 
the networks through future work. A post-processing step could be helpful to improve the results. 
Furthermore, our observations are based on testing the proposed algorithm on four sample datasets. 
The hypothesis could be tested and verified more thoroughly with more datasets as a future 
research. 
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Fig. 4 Qualitative segmentation results for skin lesion dataset on five sample images. Each row shows the results for 
one image. For each image, the ground truth segmentations are indicated in the second column and the U-Net and 
mrU-Net segmentations are exposed in the third and last columns, respectively. The DSC value for each algorithm 
result when compared to the ground truth is mentioned at the bottom of the segmentation label. 
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Fig. 5 Qualitative segmentation results for the LUNA dataset on five sample images. Each row shows the results for 
one image. For each image, the ground truth segmentations are indicated in the second column and the U-Net and 
mrU-Net segmentations are exposed in the third and last columns, respectively. The DSC value for each algorithm 
result when compared to the ground truth is mentioned at the bottom of the segmentation label. 
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Fig. 6 Qualitative segmentation results for retina blood vessel (DRIVE) dataset on five sample images. Each row 
shows the results for one image. For each image, the ground truth segmentations are shown in the second column 
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and the U-Net and mrU-Net segmentations are shown in the third and last columns, respectively. The DSC value for 
each algorithm result when compared to the ground truth is mentioned at the bottom of the segmentation label. 
 
17 
 
Fig. 7 Qualitative segmentation results for the PROMISE12 dataset on five sample images. Each row shows the results 
for one image. For each image, the ground truth segmentations are indicated in the second column and the U-Net and 
mrU-Net segmentations are exposed in the third and last columns, respectively. The DSC value for each algorithm 
result when compared to the ground truth is mentioned at the bottom of the segmentation label. 
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4.2 Conclusions 
We have proposed a new fully convolutional deep neural network architecture for the segmentation 
of medical images, which has been demonstrated high capability in learning and extracting image-
derived features that could be helpful for image segmentation. We have tested our network on four 
different medical imaging datasets (skin lesion, LUNA, DRIVE, and PROMISE12) and have 
compared the performance of our algorithm against manual segmentation to evaluate the 
performance of the proposed method. We compared our network to the U-Net architecture as a 
state-of-the-art fully convolutional neural network widely used in medical image segmentation and 
demonstrated that it could be faster in learning and being trained in fewer iterations compared to 
the U-Net. Our proposed approach is expected to be deploy not only for medical image 
segmentation but also for object detection and segmentation on non-medical images.  
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Caption List 
 
Fig. 1 Sample images and their manual segmentation labels from the four datasets. Rows (a) and 
(c) show the images and rows (b) and (d) impart the ground truth of the corresponding images 
from the rows above them. Each column shows one dataset; form left to right, skin lesion, LUNA, 
DRIVE, and PROMISE12 dataset. 
Fig. 2 Four-level mrU-Net architecture. The hashed layers are added layers to the U-Net 
architecture. The numbers above the feature maps indicate the number of feature channels. The 
size of the original input image is 512×512 and it has either one channel for grayscale images or 
three channels for RGB images.   
Fig. 3 Validation sDSC for (a) skin, (b) LUNA, (c) DRIVE, and (d) PROMISE12 datasets during 
training. 
Fig. 4 Qualitative segmentation results for skin lesion dataset on five sample images. Each row 
shows the results for one image. For each image, the ground truth segmentations are indicated in 
the second column and the U-Net and mrU-Net segmentations are exposed in the third and last 
columns, respectively. The DSC value for each algorithm result when compared to the ground 
truth is mentioned at the bottom of the segmentation label. 
Fig. 5 Qualitative segmentation results for the LUNA dataset on five sample images. Each row 
shows the results for one image. For each image, the ground truth segmentations are indicated in 
the second column and the U-Net and mrU-Net segmentations are exposed in the third and last 
columns, respectively. The DSC value for each algorithm result when compared to the ground 
truth is mentioned at the bottom of the segmentation label. 
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Fig. 6 Qualitative segmentation results for retina blood vessel (DRIVE) dataset on five sample 
images. Each row shows the results for one image. For each image, the ground truth segmentations 
are shown in the second column and the U-Net and mrU-Net segmentations are shown in the third 
and last columns, respectively. The DSC value for each algorithm result when compared to the 
ground truth is mentioned at the bottom of the segmentation label. 
Fig. 7 Qualitative segmentation results for the PROMISE12 dataset on five sample images. Each 
row shows the results for one image. For each image, the ground truth segmentations are indicated 
in the second column and the U-Net and mrU-Net segmentations are exposed in the third and last 
columns, respectively. The DSC value for each algorithm result when compared to the ground 
truth is mentioned at the bottom of the segmentation label. 
Table 1 The number of training, validation, and testing images for each dataset. 
Table 2 The number of iterations for training the networks. 
Table 3 Validation and testing performance of the U-Net and mrU-Net models in terms of DSC, 
sensitivity rate, and specificity rate on four different datasets. The metric values in bold indicate 
statistically significant differences detected between the U-Net and mrU-Net models (P < 0.05). 
