In this paper we consider the integral orthogonal group with respect to the quadratic form of signature (2, 3) given by ( 0 1 1 0 ) ⊥ ( 0 1 1 0 ) ⊥ (−2N ) for squarefree N ∈ N. The associated Hecke algebra is commutative and the tensor product of its primary components, which turn out to be polynomial rings over Z in 2 algebraically independent elements. The integral orthogonal group is isomorphic to the paramodular group of degree 2 and level N , more precisely to its maximal discrete normal extension. The results can be reformulated in the paramodular setting by virtue of an explicit isomorphism. The Hecke algebra of the non-maximal paramodular group inside Sp(2; Q) fails to be commutative if N > 1.
Introduction
The Hecke theory plays an important role in the arithmetic theory of modular forms. Dealing with Siegel modular forms, a structure theorem was derived by Shimura [16] (cf. [1] , [2] ). Considering paramodular groups, such a result does not seem to be known. Dealing with orthogonal groups, authors (cf. [8] , [17] ) usually define their Hecke algebra as the tensor product of local components. On the other hand, several authors have investigated the connection between the paramodular group and the orthogonal group SO(2, 3) (cf. [4] , [5] , [6] , [14] ).
In this paper we derive a structure result for the Hecke algebra associated with SO (2, 3) . By means of an explicit isomorphism we obtain analogous results for the paramodular group of degree 2 and squarefree level N . Moreover, we show that the Hecke algebra for the non-maximal paramodular subgroup inside Sp 2 (Q) also coincides with the tensor product of its primary components, but fails to be commutative similar to the case of the Fricke groups in [11] . Most of these results are contained in [3] , where also results on the Hecke theory for O(2, n + 2) are given.
Let us fix some notation. Let (U, G) be a Hecke pair, i.e. U is a subgroup of G and each double coset U gU , g ∈ G, decomposes into finitely many right cosets U h, h ∈ G. Denote by H(U, G) the Hecke algebra over Z of (U, G) just as in [1] , [2] , [10] , [16] .
The orthogonal group SO(2, 3)
We fix further notation throughout the whole paper. Given N ∈ N let where the prime stands for the transpose and A[B] := B ′ AB for matrices A, B of suitable size. Let SO 0 (S N ; R) resp. SO 0 ( S N ; R) stand for the connected component of the identity matrix E (of suitable size), which was characterized in [12] , sect. 2. For the integers instead of the reals we use the analogous notations for the subgroups, in particular
Just as in [12] we consider the matrices
in SO 0 ( S N ; R) as well as
in SO 0 (S N ; R). Lemma 1. Let N ∈ N be squarefree. a) Given g ∈ Z 3 with S N [g] = 0, there exists a matrix K ∈ Γ N such that
Proof. a) Apply Corollary 4 and (15) in [12] . b) Multiply by a suitable matrix M F , F ∈ SL 2 (Z), in (4) in order to assume g = ( * , * , * , * , 0) ′ without restriction. Then use a) and (5) in order to obtain g = ( * , * , 0, 0, 0) ′ . Finally, we get the result by a matrix M G , G ∈ SL 2 (Z), from (4).
Lemma 1 does not hold for arbitrary N ∈ N as the example
shows, because the first and last entry of Kg, K ∈ Γ N , are always even.
We use the results in order to obtain suitable representatives for right cosets in 
where L has the form (7) and α is the gcd of the first column of M .
Proof. a) For the existence apply Lemma 1 and (6) with an appropriate µ ∈ Z. As block triangular matrices form a group, we obtain the last row in the form (0, 0, * ) from the explicit form of the inverse in [12] . As this matrix belongs to the connected component of E, we get α * , δ * ∈ N. Given two matrices in the right coset of such a form multiply by the inverse of one from the right. Then one successively sees that they need to be equal. b) This part follows along the same lines using Lemma 1, a), (5) and (2) with an appropriate λ ∈ Z 3 . The shape of the first row is a consequence of
A necessary condition that the matrices in (7) and (8) occur is that they are integral, which is not the case for freely chosen integral α, α * , µ, c. Lemma 2 can be helpful in order to compute canonical representatives of right cosets in a given double coset or only for its calculation.
A direct consequence is
Next we consider double cosets. 
The double coset is uniquely determined by the Smith invariants of K.
Proof. The result follows from Theorem 4 in [11] in combination with Corollary 4 in [12] .
Finally, we consider ( Γ N , G N ).
The double coset is uniquely determined by the Smith invariants of M .
Proof. Let α be the smallest positive (1, 1)-entry of the matrices in Γ N M Γ N . By Lemma 2 including its notations we may assume that M is upper triangular. Using Lemma 3 and the embedding (5), we may assume
If we apply the Smith normal form to the upper left 2× 2 block and multiply by suitable matrices in (4), we obtain a matrix with gcd(α, α * , a 1 ) as
The choice of α and Lemma 2 lead to α | α * and α | a 1 . (2) from the right leads to
If we multiply by a matrix
If we cancel the second and fourth row and column in 1 m M , we obtain a matrix in G N . Using this embedding of Γ N into Γ N instead of (5), Lemma 3 gives us the desired form. As the Smith invariants are unique even for all double cosets with respect to GL 5 (Z), the result follows.
3 The Hecke algebra for the orthogonal groups Γ N and Γ N First, we obtain a kind of multiplicativity in the Hecke algebras. Lemma 4. Let N ∈ N be squarefree and let l, m ∈ N be coprime.
Proof. The double cosets are uniquely determined by the Smith invariants, which are multiplicative due to [13] , Theorem II.5. Hence, only the double coset of Given a prime p, i.e. p ∈ P, we consider the subgroups
Theorem 2. If N ∈ N is squarefree, the Hecke algebras H(Γ N , G N ) and H( Γ N , G N ) are commutative and coincide with the tensor product of their primary components
Proof. For Γ N the result is due to [11] in combination with [12] . According to Theorem 1, the mapping M → M −1 is an involution which induces the identity on each double coset. Hence, the Hecke algebra is commutative by virtue of the standard argument (cf. [10] , Corollary I(7.2)). The tensor product decomposition is a consequence of Theorem 1 and Lemma 4.
It follows from [11] and [12] that
Now we define
Representatives of the right cosets in these double cosets can be computed from Lemma 2 with m = p. One just has to check the integrality of M and (8) and then calculates the rank of these matrices over Z/pZ according to Theorem 1. For instance, the number of right cosets in T N,1 (p) is
and the number of right cosets in T N,2 (p) is
in accordance with [15] , p. 192-193. Precise representatives in the symplectic setting are given in [7] . N,p , r ∈ N 0 , denote the Z-module spanned by all the double cosets
Hence, we have
due to Theorem 1. Now let
By Theorem 1 we may assume that
If s 1, the p-rank of this matrix is 1,
The same arguments as in [10] , Proposition V(8.1), show that
Just as above we conclude that
where R 1 ∈ H (r−1) N,p and
Hence, an induction shows that 
N,p if and only if u + v r. As the number of these polynomials also equals 4 The Hecke algebra for the extended paramodular group Σ * N The symplectic group of degree 2
acts on the Siegel half-space of degree 2
The orthogonal group SO 0 ( S N ; R) acts on the orthogonal half-space
We consider the bijection between the complex symmetric 2 × 2 matrices and C 3
There is an isomorphism between Sp 2 (R)/{±E} and SO 0 ( S N ; R), where ±M → M , given by
(cf. [4] , [12] ). Note that (2) and (3) lead to
We obtain an explicit form of this isomorphism if we use the abbreviation
Note that the formulas for the first row of M may be obtained from the last row of ( J N M ) = J * M . Let Σ N denote the (rational) paramodular group given by all the matrices in Sp 2 (Q) of the form 
Note that for M ∈ Σ N the matrices
The extended paramodular group Σ * N is generated by Σ N and W d , d | N , where
It is a maximal discrete normal extension of Σ N (cf. [9] ). Thus, we obtain Lemma 5. Let N ∈ N be squarefree. Then an isomorphism
satisfying (9) is given by (10) . This isomorphism maps
which is the discriminant kernel in Γ N .
Proof. Apply [12] , Corollary 6, and [6] for the last two groups. Clearly, the image of G is contained in SO 0 ( S N ; Q). As the latter group is generated by
the surjectivity follows from [12] , Theorem 4.
As the groups are isomorphic, this is true for the attached Hecke algebras as well (cf. [10] ). Note that for u, v ∈ N
Thus, we can reformate Theorem 1 and Lemma 5 as Lemma 6. Let N ∈ N be squarefree. a) Given M ∈ G, then the double coset Σ * N M Σ * N contains a unique representative of the form
If we define the cases uv = p, p ∈ P, in (14) as
the result of Theorem 3 can be reformulated as Theorem 4. Let N ∈ N be squarefree. Then the Hecke algebra H(Σ * N , G) is commutative, does not contain any zero-divisors, and coincides with the tensor product of its primary components, which are the polynomials over Z in the algebraically independent elements T * N,1 (p) and T * N,2 (p), p ∈ P.
5 The Hecke algebra for the paramodular group Σ N As an application we consider the Hecke algebra with respect to Σ N . Note that
If we denote the double cosets with respect to Σ N instead of Σ * N in (15) by T N,1 (p) resp. T N,2 (p), the result is Corollary 2. Let N ∈ N be squarefree. Then the Hecke algebra H(Σ N , G) is generated by the double cosets
If N > 1, then H(Σ N , G) fails to be commutative and contains zero-divisors.
Proof. Assume that the Hecke algebra is commutative and that N > 1. We may choose
then ( * ) yields L ∈ Z 4×4 and the second column belongs to N Z 4 . This contradicts det L = 1. Moreover, note that (16) yields
The result on the non-commutativity agrees with the fact that T * 1,0 = T 1,0 , so that T 1,0 is not self-dual in [15] , p. 194.
It follows from Lemma 6 and (17) that each double coset Σ N M Σ N , M ∈ G, contains a representative in block diagonal form
If we denote by ν(M ) the minimal m ∈ N such that √ mM is of the form (11), then (16) , (18), (19) and Corollary 3 in [11] applied to the D-block yield 
where M ∈ G such that d and ν(M ) are coprime.
As we may choose α, δ ∈ du 1 Z and β, γ ∈ u 2 Z in (13), we get 
Proof. The existence is a consequence of Lemma 6, (17) and (20). For the uniqueness we observe that u = u 1 u 2 , v are unique due to Lemma 6 and d in view of ν(M ) = du 2 v. By virtue of (12), the rank of diag (u 1 , u 1 u 2 2 v) over Z/pZ is an invariant of the Σ N -double coset for all p ∈ P, p | N . This yields the uniqueness of u 1 and u 2 .
Next, we derive a general form of multiplicativity.
Lemma 9.
Let N ∈ N be squarefree and L, M ∈ G such that ν(L) and ν(M ) are coprime. Then
Proof. We choose representatives over Z/pZ coincide for all p | N . Thus, we have t 1 = u 1 r 1 and t 2 = u 2 r 2 .
The coefficient is 1 due to the standard argument (cf. [10] , Lemma V(6.1)).
The case of general d and e can then be obtained from (18). Lemma 7 and (16) imply
for some diagonal matrix K, since du 2 v and er 2 s are coprime. Thus, the product is a single double coset and we may choose M L or LM as a representative.
For a prime p we define the primary component G p := {M ∈ G; ν(M ) = p r , r ∈ N 0 }.
The analog of Theorem 4 is
Theorem 5. Let N ∈ N be squarefree. Then the Hecke algebra H(Σ N , G) is the tensor product of the primary components H(Σ N , G p ), p ∈ P. One has Proof. According to Lemma 9 and Corollary 2, the result on the commutativity remains to be proved. If p ∤ N we may choose the same representatives of the right cosets as in the case N = 1, where the result follows from the standard case (cf. [1] , [2] , [10] ).
The same calculations as above show that
which is different from T N,2 (p) for p | N due to Lemma 8. Hence we have
We add b) Considering N r 2 , r ∈ N, the paramodular group Σ N r 2 is conjugate to a subgroup of Σ N of finite index. The same is true for the orthogonal groups in section 2 an 3.
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