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ABSTRACT 
----· ----
The problem of designing sharp cutoff filters with 
monotonic step respon es is addressed. The impulse re-
spons e s of the filters are expanded in terms of finite 
. 
duration trigonometric polynomials. The coefficients 
of the trigonometric polynomials are obtained, for ar-
bitrary frequency penalty functions, by solving a gener-
alized eigenvalue problem. Once the trigonometric poly-
nomial is specified the network can be synthesized with 
known techniques. 
T ro theorems which assist in the numerical solution 
are proven. 
iii 
( 
F. 0. Simons, f. 
Director of Research 
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Introduction 
System designers often specify that filter designs 
introduce no overshoot and have monotone step response. 
At the same time there are often some requirements to 
deal ith a variety of frequency dependent noise back-
ground • Consequently we are looking for filters which 
approximately band limit the input signal. Simultaneously 
e require the step response to be monotonely non-decreas-
ing or equivalently, the impulse response to be non-negative. 
Thes·e co bined time domain and frequency domain specifica-
tions lead to an interesting generalized eigenvalue problem. 
Historically there have been a variety of low pass fil-
ters designed for flat amplitude or for linear phase re-
sponse or tran itional filters which are some compromise 
to both. hen the transient response has been in question, 
the tendency has been to choose some sort of linear phase 
characteristic. In fact linear phase is neither necessary 
nor a sufficient condition for a (no overshoot) monotonic 
step response. To wit, a filter which has an impulse re-
sponse 
n 
h(t) = 1 +[ ak cos 2k 7ft, OStSl (1 
1 
h(t) = 0 e+sewhere, 
wi ll have linear phas e for any choice of coefficients, 
ak' for all fre quencie s ; but at the same time the coef-
f i cient can be chos en so that there is .overshoot. On 
the other hand a filter who s e i mpuls e response is 
, 
ill have a monot onic s tep re s ponse whose final value is 
2· 
(2 
~k' but thi s fil ter doe s not have any flat amplitude or 
linear phase r e sponse. It is true however that the so-called 
Bes e.l filter der ived by Thoms on [1] and Storch [2] exh1bit 
linear phase and virtually no overshoot. 
In order t o s olve our problem us ing classical analysis 
e first conve rt t he frequency domain specifications into 
the time domain. Then for eas e in identifying our pulse 
responses \;i t h known lumped ne tv1orks we expand our impulse 
responses in finite duration trigonometric pulses. Accord-
i ng t o [3] thes e re s pons es can . be synthesized as accurately 
as de s ired. In earlier work [ 4] a simple version of our 
pr oblem as s olved. The monotone step responses with maxi-
mum asymptot ic cutoff led to impulse responses all of the 
f orm (s in Tft )n f or 0~ t!S 1. In the following we will aban-
don t he maximum as ymptotic cutoff criterion and consider 
more general criteria. 
Fo~ulation Of The Problem 
e want to construct an impulse response h(t) which 
is positive and of finite time duration, say 0 <t<l. 
The function h(t) is normalized so that the step response 
has a final value equal to its input. This means 
1 
j(h(t) dt = 1. (J 
0 
J 
There is a "badness" function or a "goodness" function 
associated ith the magnitude squared of the Fourier trans-
form of h(t). For our h(t) the Fourier transform is 
1 
H(W) = / e-jWth(t) dt. (4 
Let G(GU) be a prescribed positive real and even function 
of w which ' e call our goodness function. Then the quan-
tity to be maximized is 
~ 
1 f G(W)H(W)H*(w) dW 
27r 
-oo 
• 
Alternately we might want to minimize the quantity, 
Oo 
1 f B(W)H(W)H*(w) d W • 
2Tr 
. - bo 
{5 
(6 
4 
v1here B( W) is an appropriately defined "badness" func-
tion. The s e "goodness" or "badness" · functions are general-
ly derived from systems considerations of the background 
noi s e, of the s pectral occupaney of the data and possi-
bly the sampling rate if the system is also a sampled data 
sys t em. 
e ill firs t treat the form of (5) and then maneu-
ve r t o ge t (6) into the s ame form. 
In our development e will further restrict the h(t). 
Although v, e could theoretically approximate any h(t) with 
arbitrary accuracy, the problem is simplified if we start 
wi th h ( t ) expre s·s ed as sums of known functions. That is, 
~e ant t o f inally express h(t) as the impulse response 
of lumpe d linear networks. Us ing the techniques of l3J we 
can accurate ly synthe s ize responses of the form 
n 
. L ~ cos 2k1ft 
1 
h(t) = 0 elsewhere. 
• 0 (t <1 (7 
Alt ernately we can accurately approximate these time func-
tions ith the form 
n 
h(t) = E-ksin(2k-1) T{t O$.t Sl 
' 
(8 
1 
h(t) = 0 elsewhere. 
The tri gonometric polynomials in (8) can also be expres-
s ed us ing tri gonometric identies as 
n-1 
h( t) = s in 1ft ~kcos 2k TTt 
0 
t (9 
I n general the complexity of our filter is determined by 
the numbe r of terms n. 
5 
Our opti mi zation problem i s then to find the set of 
c oefficients {~} or {bk} which maximizes J1 of (5) and sa-
tisfies t he normalization (3) and which results in a nan-
ne ga ti ve h ( t ) . 
J 1 of (5) is eas ily converted into a double integral 
in the time domain. To this end we use the fact that Fou-
rier transforms pre s erve inner products (generalized Par-
seval theo rem; s ee any text on Fourier Integrals). 
co 
/
00 * 1 . H
1 
(W)H2 (W)dW 2 ff 
= J h 1 (t)h2 (t)dt, · 
-oa 
(10 . 
-OQ 
where t he capital letters are Fourier transforms of the 
small lett ers . Multiplication in the frequency domain be-
come s convolution in the time domain, thus (5) can be writ-
ten 1 
J 1 = f F- 1 { G ( W )H ( W ) } h ( t) d t 
0 1 1 
= J J h(x) g(t-x) h(t) dxdt, 
0 0 . 
( 11 
where g(x) is the Fourier transform of G(GV), and F-1 
denotes inverse Fourier transform ope.rations. The finite 
limit are obtained from the restricted form of h(t) in 
(7) and (8). Since J 1 is positive for all non-zero h(t), 
the double integral in (11) is positive definite for all 
non-zero h{t). 1/le will now prove .. Theorem I. 
For the cosine (polynomial) expansion of (?) or of 
(9) to optimize J 1 of (5) it is necessary that all its 
root occur in the closed interval O~t~1 and the roots 
in the open interval mus t be of even multiplicity. 
Proof: Suppose the trigonometric polynomial had a factor 
either linear or quadratic that did not have its roots in 
6 
the interval 0 ..::::::t..::::::1 , then we could vary that factor by 
E-C 1 Eco 2Trt, for sufficiently small E , since that fac-
tor must be positive in the interval. To maintain our nor-
malization e can solve for c1 , we have 
1 1 
b f h(t)dt =/ Q( E -C 1 E cos 21ft)dt = o , ~12 
0 0 
* here Q represents the rest of the factors of h(t). Note 
1 
* If j Q cos 27T t dt=O we use this same argument wi thqut 
0 
the constant E term. 
that c1 is independent of E. There results a variation 
of the quantity J 1 of (11) which can be written 
1 
$J1 = J J(h(t)+E'2(t)) g(t-x) (h(x)+E2(x)) 
0 1 
-~ J h(t) g(t-x ) h(x) dtdx 
0 1 
= 2Ef J h(t) g(t-x),? (x) dtdx 
0 1 
+ E 2/ fi( t) g(t-x) 2 (x) dtdx • 
0 
dtdx 
(13 
The first term on the R.H.S. of (13) must vanish for op-
7 
timality, but there still remains the second term which is 
al\ays positive contrary to the hypothesis of optimality. 
Therefore all factors must have real roots in the interval 
O~t~l, but for positiveness of h(t) the interior roots 
* ust be of even multiplic ity to avoid changes of sign .a 
In vie of just the even multiplicity of the roots we 
can express h(t) in the ,form 
h(t) = (14 
\.'i th the possible facto~ of sin 1ft, if we use the form of 
( 9). 
* I denotes end of proof 
8 
Substituting in (11) (for even degree) and adjoining 
the constraint of (3) e arrive at the calculus of varia-
tion problem: Maximize J v.ri th re s pect to the coefficients 
here 
1 m J1f (_:g_+ L~cos2k Tft) 2g(t-x) 
0 J2 1 
m 2 
(_:g_ + \~cos2k rrx) dtdx ~ ~ (15 
1 m 
-AJi(~ + =~cos2k rrt) 2 dt . 
0 2 1 
A necessary condition is that = 0 • This results in 
a generalize d eigenvalue problem: 
a. a. 
l. J rv ak , ij I kq (16 
(for q = 0, 1 ••• m) 
-
here the Y array entries are 
1 
.. Y {fcos2i TTt cos2jTTt g(t-x)cos2kJTx cos2q1fx dtdx. (17 
l. J kq 0 
Again there may be possible extra factors in the integrand 
of sin~t sin~x. It is understood that if any index is 
zero its corresponding cosine term in the integrand is re-
placed by the constant of 1/ -J2. 
For the norrnali zed response of (3) A of ( 16) represents 
9 
J1 . This can be s een by multiplying (16) by a and sum-. q 
roing , vhich reproduces. J 1 on the R.H.S. and ~ on the 
L.H S . e t herefore are looking for the largest ~. 
10 
Numerical Methods 
A an aid to finding the solution to our eigenvalue 
problem v1e can prove Theorem II: 
The optimum solution of (16) is such that its vector 
of coefficients , a, corresponds to the largest eigenvalue 
of the matrix a . 5'· a . 
Here e use * the shorthand dot product notation 
a -'Y· a =\a y a L i .. k k 
. k l J q l, 
(18 
To -ee this asstnne that on the contrary a is expandable in 
** normalized eigenvectors as 
(19 
here ~i = 1 and u1 is assumed to be the eigenvector cor-
responding to the maximum eigenvalue. 
Now e vary a by adding E u1 and noting the variation 
in J 1 . ~e s tart with 
* ~.ore dots mean summation over more repeated indicies' 
** The matrix a • Y· a is positive definite symmetric ~ 
11 
- - . - 2 2 == 2 L J 1 = a : y : a = ci \ i (20 
-The modified a mu t be renormalized to satisfY (3) 
(21 
or c 2-., 1 
- 1 +2 E c1 
(22 
Thi re ult in a modified J1 of approximately 
-
1 (a+ fu1 )
2 
: 'Y: (a+ E u1 ) 2 
( 1 +2 t: c1 ) 
2 
{2Ja 
2 2 2 
(a : 'Y: a ·+4 E au1 : 'Y: a ) {2Jb 
(23c 
Choose E with the same sign as c1 and we see · _that there re-
sults an increase in J; since \ 1 is max. 
-+-If c1 is zero then the vector a ul \[2 
* better J 1 • 
\'till result in a 
In thi ca e 
J * - 2. -2 1 - 4 a ! ?": a 2 + u1 a I y I au;_ + i iii I y I 
= i L cf A. i + A. 1 + positive # 
v.hich is certainly bigger than L C ~ A .. 
l l 
In the above discussion ve have used the fact that 
·He ha e a positive definite tensor 
- -for non-zero at b. 
12 
(25 
For the "badness" criterion J 2 of (6) 1e are attemp-
ting to mini ize a positive form or equivalently maximize 
a negative form. e can secure a positive form by adjoin-
' J' ing a con traint of A ([ h(t)dt ) 2 'ith h(t) dt. This 
~ 0 0 
v ill make Y positive definite for sufficiently large A and 
not change the eigenvectors. Consequently the same mathe-
matics applies to this version of the problem. 
The value of Theorem II is that standard iterative 
procedures hich are used to obtain the eigenvector corres-
ponding to the largest eigenvalue (see Hildebrand [s J ! ) 
can be used to solve our problem. 
The procedure is as follo s: 
We take an initial guess a 0 , and form matrix a0 ~ Jl • a 0 • 
We operate on a · a fev it~rations,say m, renonnalizi~g 
as necessary to get 
13 
' 
(26 
a1 is an approximation to the "largest eigenvector" of 
Ca0 . Y· ao) according to Hildebrand [5] • Then v1e form 
the matrix a 1 ·Y· -a1 and repeat the above steps. Accord-
ing to Theorem II the optimum solution ill be such that 
the best a is the "largest eigenvector" of a • 'Y • a and 
that v·e can continually improve our a until this condi-
tion is obtained. 
14 
Example Desig!! 
In almost all cas es we will need numerical methods 
to obtain our ·filter· designs. The maximum asymptotic 
cutoff criterion of ~] is a notable exception. We con-
sidered the following ideal filter "goodness" criterion 
as our first case; 
G(W) = 1 
G(W) = 0 
o~ lwls w, 
LvJ "lwJ . 
Thi as done for several values ofW 1 • 
The correspondin5 kernel in the integrand of (11) 
i the inverse Fourier transform of (27) and is simply 
g(t-x) = sin <..J1 (t-x) 
1f (t-x) • 
One of the simplest non trivial filters is the 4th 
degree trigonometric polynomial 
The ratio of a 1/a0 ought to depend on the parameter W 1 
of ( 27 ). Te kno r from Theorem I that 
~ - 1 
V2 
(27 
(28 
(29 
(30 
is necessary to ensure real roots of (29). The normali-
zing constraint of (3) requires 
(Jl 
15 
Obs erve that for our 4th degree trigonometric polynomial 
we need only solve for one parameter, namely the ratio of 
al/ao. 
Thi s wa s solved us ing the met od outlined in Theorem 
II,but for any value of w 1 we could have simply plotted 
the "goo dne s s" function of ·a 1/a0• 
The )I array has 16 entries but because of the sym-
metries ; 
10 '>'oo = 01 Yoo = 00~10 = oo 'Yo1 
11 'Y 0 0 = 00 y11 (32 
10 ')'10 = 10 l'ol =. 01 Y1o = 01 '>'o1 
11 'Y10 = 11 ~01 = 10 yll = 01 yll • 
Only six different integrals of the form of (17) were 
calculated for every W 1 • This was done by a two dimension-
al Simps on's rule. 
An initial guess of aofJ2 =. t ·, . a1 = .-{) was used. 
After each iteration aofJ2 was reinormalized to 1. The ma-
tricies a ·~· a were reformed every 5th iteration of the 
vector a • 
For a range of ~1 from J to 12 we obtained practi-
cally the same coefficients which yielded 
h(t)~~ (1 -cos 21Tt) 2 :': ~ sin4rrt , 
This is the same result as that of [4] . 
16 
(33 
If we had used a significantly different goodness 
function G( W) v1e could expect considerably different fil-
ters . A practical example which ill be worked in the fu-
ture is one where there is strong narrow band interference. 
This re ults in near impulses in the badness function and 
ill create zeroes of transfer at the interfering frequen-
cies in the resulting monotone s~ep response filter. 
17 
~Results 
A theoretical development is given for finding opti-
mum monotonic step response filters t.mder a variety of 
criteria. The filters are developed in terms of trig-
onometric pulse forming networks. There results an in-
teresting generalized eigenvalue problem. We solved this 
eigenvector problem t1umerically for only low degree cases 
with the "goodness" function of the form 
G(W) = 1 (34 
G( W) = 0 
For a wide range of ~ 1 we obtained answers which differed 
very· little from the maximum asymptotic cutoff criterion 
of [ 4 J . The impulse responses were all nearly 
h ( t) -::::::. ~ (sin TT t) 4 O~t~l (35 
e believe higher degree filters will be ~equired to appre-
ciate a significant difference with this ~ew approach. 
It was found emperically that the numerical method out-
lined in Theorem II yielded local maxima. We had to search 
for what we hoped was a global maximum. ~t this time we do 
' 
! 
not have a sufficient test for global m~ma nor do we even 
~8 
know how many distinct eigenvalues to expect. This phenom-
non is peculiar to our non-linear eigenvalue problem. The 
iterative techniques for the linear eigenvalue problem will 
al ays converge to the extreme magnitude eigenvalues as long 
as they are unique. 
onetheless using our method combined with appropri-
ate s1mple search techniques we should be able to find the 
olutions for higher order filters and for any "goodness" 
or .. badness" functions, and obtain the optimum filters. 
L4J 
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