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Multiplier Ideal Sheaves in Complex and Algebraic Geometry
Yum-Tong Siu 1
This article is an expanded version of the talk I gave on August 23, 2004
in the International Conference on Several Complex Variables in Capital
Normal University, Beijing, China, and will appear in Science in China,
Series A Mathematics 2005 Volume 48, as part of the proceedings of the
conference. There are two parts in this article. The first part, which is the
main part of the article, discusses the application, by the method of multiplier
ideal sheaves, of analysis to complex algebraic geometry. The second part
discusses the other direction which is the application of complex algebraic
geometry to analysis, mainly to problems of estimates and subellipticity for
the ∂¯ operator.
Part I. Application of Analysis to Algebraic Geometry.
For the application of analysis to algebraic geometry. We will start out
with the general technique of reducing problems in algebraic geometry to
problems in ∂¯ estimates for Stein domains spread over Cn. The L2 estimates
of ∂¯ corresponds to the algebraic notion of multiplier ideal sheaves. This
method of multiplier ideal sheaves has been successfully applied to effective
problems in algebraic geometry such as problems related to the Fujita con-
jecture and the effective Matsusaka big theorem. It has also been applied to
solve the conjecture on deformational invariance of plurigenera. There are
indications that it might possibly be used to give a solution of the conjecture
on the finite generation of the canonical ring. Since the application of the
method of multiplier ideals to effective problems in algebraic geometry are
better known, we will only very briefly mention such applications. We will
explain more the application to the deformational invariance of plurigenera
and discuss the techniques and ideas whose detailed implementations may
lead to a solution of the conjecture of the finite generation of the canonical
ring.
(1.1) Algebraic Geometric Problems Reduced to L2 estimate
for domain (spread over Cn).
1Partially supported by a grant from the National Science Foundation.
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The following simple procedure, of removing certain hypersurfaces and
keeping L2 estimates, reduces problems in algebraic geometry to problems in
∂¯ estimates for Stein domains spread over Cn.
Let X be an n-dimensional complex manifold inside PN . Let S be some
linear PN−n−1 inside PN which is disjoint from X . We will use S as the light
source for a projection. Let T be some linear Pn inside PN which is disjoint
from S. We will use T as the target for a projection. We define a projection
π : X → T as follows. For x ∈ X we define π(x) ∈ T as the point of
intersection of T with the linear PN−n in Pn which contains S and x. Then
π : X → T makes X a branched cover over T .
Let L be a holomorphic line bundle over X and s be a global (non iden-
tically zero) meromorphic section of L over X with pole-set A and zero-set
B.
Let Z be some hypersurface inside T which contains the infinity hyper-
plane of T and contains π (A ∪ B) so that π : X−π−1(Z)→ T −Z is a local
biholomorphism. After we identify Cn with T minus the infinity hyperplane
of T , X − π−1(Z) becomes a Stein domain spread over Cn.
Take a metric e−ϕ of L with ϕ locally bounded from above. For any open
subset Ω of X and any holomorphic function f on Ω− π−1(Z) with∫
Ω−π−1(Z)
|f |2 e2 log |s|−ϕ <∞,
the section fs of L can be extended to a holomorphic section of L over Ω.
Algebraic problems concerning X and L involving sections and coho-
mology can be translated, through this procedure, to problems concerning
functions and forms on Ω involving L2 estimates of ∂¯ for the weight function
e2 log |s|−ϕ.
(1.2) Multiplier Ideal Sheaves and Effective Problems in Alge-
braic Geometry.
One important concept to facilitate the translation between algebraic
geometry and analysis is that of multiplier ideal sheaves. For a plurisubhar-
monic function ϕ on an open subset U of Cn the multiplier ideal sheaf Iϕ is
defined as the sheaf of germs of holomorphic function-germs f on U such that
|f |2 e−ϕ is locally integrable [Nad89, De93]. This concept helps to translate
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L2 estimates into algebraic conditions. For a holomorphic line bundle L over
a compact complex manifold X with a (possibly singular) metric e−ψ defined
by a local plurisubharmonic function ψ, the multiplier ideal sheaf Iψ is a
coherent ideal sheaf on X .
Later in Part II we will discuss another kind of multiplier ideals [Ko79] and
modules which arise from formulating, in terms of algebraic conditions, the
problems of subelliptic estimates for smooth weakly pseudoconvex domains.
Multiplier ideal sheaves Iψ have been used to successfully solve, or make
good progress toward the solution of, a number of algebraic geometric prob-
lems such as the Fujita conjecture, the effective Matsusaka big theorem, and
the deformational invariance of the plurigenera. Since the use of multiplier
ideal sheaves in effective problems in algebraic geometry has a somewhat
longer history and is better known, our discussion of the Fujita conjecture
and the effective Matsusaka big theorem will be very brief. We will focus
on the deformational invariance of the plurigenera and the problem of finite
generation of the canonical ring which is related to it and in a certain sense
motivates it.
(1.2.1) Fujita Conjecture. The Fujita conjecture [Fu87] states that, if X is
a compact complex algebraic manifold of complex dimension n and L is an
ample holomorphic line bundle on X , then mL +KX is globally free for all
m ≥ n+ 1 and mL+KX is very ample for all m ≥ n+ 2.
For the first part of global freeness, the conjecture is proved for n = 2 by
Reider [Re88], n = 3 by Ein-Lazarsfeld [EL93, Fu93], n = 4 by Kawamata
[Ka97], general n with weaker m ≥ (1+2+ · · ·+n)+1 (which is of order n2)
instead of m ≥ n + 1 by Angehrn-Siu [AS95], improved by Helmke [Hel97,
Hel99] and by Heier [Hei02] to m of order n
4
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By using the method of higher-order multiplier ideal sheaves the very
ampleness part can be proved for m ≥ mn with some explicit effective mn
depending on n. The detailed argument for n = 2 was given in [Si01] which
can be modified for the case of general dimension n. For the much simpler
problem of the very ampleness of mL+2KX , a bound for m of the order 3
n is
easily obtained by using the multiplier ideal sheaves Iψ and the fundamental
theorem of algebra [De93, De96a, De96b, ELN94, Si94, Si96a, Si96b].
(1.2.2) Effective Matsusaka Big Theorem. For the effective Matsusaka big
theorem for general dimension, the best result up to this point is the following
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[Si02b] (for earlier results see [Si93, De96a] and for a more precise bound in
dimension 2 see [FdB96]).
Let X be a compact complex manifold of complex dimension n and L be
an ample line bundle over X and B be a numerically effective line bundle
over X . Then mL− B is very ample for m no less than
Cn
(
Ln−1K˜X
)2max(n−2,0) (
1 +
Ln−1K˜X
Ln
)2max(n−2,0)
,
where
Cn = 2
n−1+2n−1
(
n∏
k=1
(
k2
(n−k−1)(n−k)
2
)2max(k−2,0))
and K˜X =
(
2n
(
3n−1
n
)
+ 2n + 1
)
L+B + 2KX .
(1.3) Background of Finite Generation of Canonical Ring. We
now very briefly present the background for the problem of the finite gener-
ation of the canonical ring and its relation to the deformational invariance
of plurigenera.
(1.3.1) Pluricanonical Bundle. Let X be a complex manifold of complex
dimension n. Let KX be the canonical line bundle so that local holomorphic
sections of KX are local holomorphic n-forms. A local holomorphic section s
of K⊗mX over X is locally of the form f (dz1 ∧ · · · ∧ dzn)m, where f is a local
holomorphic function and z1, · · · , zn are local coordinates of X . We will use
the additive notation mKX for K
⊗m
X .
(1.3.2) Blowup of a Point. We can blow up the origin 0 of Cn to form C˜n
which is the topological closure of the graph of the map Cn − {0} → Pn−1
defined by (z1, · · · , zn) 7→ [z1, · · · , zn]. The projection C˜n → Cn is from the
natural projection of the graph onto the domain.
(1.3.3) Monoidal Transformation. We can do the blow-up with a parameter
space Ck by using the product Cn × Ck and blowing up {0} × Ck.
For a manifold X and a submanifold D we can blow up D to get an-
other manifold X˜ , because locally the pair (X,D) is the same as the pair(
Cn × Ck, {0} × Ck) (if dimCX = n + k and dimCD = k). This blow-up is
called the monoidal transformation of X with nonsingular center D.
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(1.3.4) Resolution of Singularities. Hironaka [Hi64] resolved singularity of a
subvariety V of a compact complex manifold X by a finite number of succes-
sive monoidal transformations with nonsingular center so that the pullback
of V to the final blowup manifold X˜ becomes a finite number of nonsingular
hypersurfaces in normal crossing (i.e., they are locally like a subcollection of
coordinate hyperplanes).
(1.3.5) Space of Pluricanonical Sections Unchanged in Blowup and Blowdown.
An important property of the pluricanonical line bundle mKX of a compact
complex manifold X is that global holomorphic pluricanonical sections (i.e.,
elements of Γ (X,mKX)) remain global holomorphic pluricanonical sections
in the process of blowing up and blowing down.
More generally, if we have a holomorphic map π : Y → X between
two compact complex manifolds of the same dimension and a subvariety Z
of codimension ≥ 2 in X such that f maps Y − f−1(Z) biholomorphically
onto X − Z, then every element s of Γ (Y,mKY ) comes from the pullback
of some element s′ of Γ (X,mKX), because the pushforward of s|Y−f−1(Z)
is a holomorphic section of the holomorphic line bundle mKX over X − Z
and can be extended across the subvariety Z of codimension ≥ 2 to give a
holomorphic section s′ of mKX over all of X .
(1.3.6) Canonical Ring. The ring (known as the canonical ring)
R (X,KX) =
∞⊕
m=0
Γ (X,mKX)
is invariant under blow-ups and blow-downs.
Two compact projective algebraic complex manifolds related by blowing-
ups and blowing-downs clearly have the same field of meromorphic functions
(i.e., are birationally equivalent).
In order to get a representative in a birationally equivalence class which
is easier to study, a most important question in algebraic geometry is the
existence of good representatives called minimal models.
For simplicity, let us focus on complex manifolds which are of general
type. A complex manifold X of complex dimension n is of general type if
dimC Γ (X,mKX) ≥ cmn for some c > 0 and for all m sufficiently large.
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(1.3.7) Conjecture on Finite Generation of the Canonical Ring. Let X be a
compact complex manifold of general type. Let
R(X,KX) =
∞⊕
m=0
Γ(X,mKX) .
Then the ring R(X,KX) is finitely generated.
If the canonical ring R (X,KX) is finitely generated by elements s1, · · · , sN
with sj ∈ Γ (X,mjKX). Let m0 = max1≤j≤N mj . We can use a basis of
Γ (X, (m0!)KX) to define a rational map.
The image Y may not be regular. We expect its canonical line bundle to
behave somewhat like that of a manifold. More precisely, its canonical line
bundle KY is expected to satisfy the following two conditions.
(i) KY (defined from the extension of the canonical line bundle of the
regular part of Y ) is a Q-Cartier divisor (i.e., some positive integral
power is a line bundle) and is numerically effective.
(ii) There exists a resolution of singularity π : Y˜ → Y such that KY˜ =
π∗KY +
∑
j ajEj , where Y˜ is regular and {Ej}j is a collection of hy-
persurfaces of Y in normal crossing, and aj > 0 and aj ∈ Q.
A compact complex variety Y of general type satisfying (i) and (ii) is called
a minimal model (see [Ka85]). (For the purpose of comparing (ii) with the
manifold case, we note that, for any proper surjective holomorphic map σ :
Z˜ → Z of complex manifolds of the same dimension, KZ˜ = σ∗KZ +
∑
j bjFj ,
where bj is a positive integer and each Fj is a hypersurface of Y .)
(1.3.8) Minimal Model Conjecture (for General Type) Any compact complex
manifold X of general type is birational to a minimal model.
The conjecture is known for general threefolds [Mo88] and is still open
for general dimension. Analysis offers the possibility of new tools to handle
the conjecture.
Some consequences of the conjecture have already been handled with
success by new tools in analysis. A prominent example is the proof of the
deformational invariance of plurigenera for the algebraic case. We will first
look at the deformational invariance of plurigenera and its relation to the
minimal model conjecture. Then we will return to the problem of the finite
generation of the canonical ring later.
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(1.4) Deformational Invariance of Plurigenera and the Two
Ingredients for its Proof.
The most general form of the conjecture on the deformational invariance
of plurigenera is for the Ka¨hler case which is stated as follows.
(1.4.1) Conjecture on Deformational Invariance of Plurigenera. Let π : X →
∆ be a holomorphic family of compact complex Kh¨aler manifolds over the
unit 1-disk ∆ ⊂ C. Let Xt = π−1(t) for t ∈ ∆. Then dimC Γ (Xt, mKXt) is
independent of t for any positive integer m.
By the semi-continuity of dimC Γ (Xt, mKXt) as a function of t, the main
problem is the extension of an element of Γ (X0, mKX0) to an element of
Γ (X,mKX). Consider the short exact sequence
0→ OX (mKX) Θ−→ OX (mKX)→ OX0 (mKX0)→ 0,
where Θ is defined by multiplication by t. From its long exact cohomology
sequence the vanishing of H1 (X,OX (mKX)) would give the extension.
Let us first look at the case of general type. If we have a parametrized
version of the minimal model conjecture, then we have the answer [Nak96],
because pluricanonical sections are independent of blowing-ups and blowing-
downs and the minimal models have numerically effective canonical line bun-
dles for which the theorem of Kawamata-Viehweg [Ka82, Vi82] would still
hold with the kind of mild singularities of the minimal models.
While the minimal model conjecture and the Ka¨hler case of the deforma-
tional invariance of plurigenera are both still open (see [Le83, Le85] for some
partial results in the Ka¨hler case), the algebraic case has been proved [Si98,
Si02a] by using a “two-tower argument” and the following two ingredients
[Si98, p.664, Prop.1 and p.666, Prop.2].
(1.4.2) Global Generation of Multiplier Ideal Sheaves (Ingredient One). Let
L be a holomorphic line bundle over an n-dimensional compact complex
manifold Y with a metric which is locally of the form e−ξ with ξ plurisub-
harmonic. Let Iξ be the multiplier ideal sheaf of the metric e−ξ. Let A be
an ample holomorphic line bundle over Y such that for every point P of Y
there are a finite number of elements of Γ(Y,A) which all vanish to order at
least n + 1 at P and which do not simultaneously vanish outside P . Then
Γ(Y, Iξ ⊗ (L+ A+KY )) generates Iξ ⊗ (L+ A+KY ) at every point of Y .
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(1.4.3) Extension Theorem of Ohsawa-Takegoshi Type (Ingredient Two). Let
Y be a complex manifold of complex dimension n. Let w be a bounded holo-
morphic function on Y with nonsingular zero-set Z so that dw is nonzero at
every point of Z. Let L be a holomorphic line bundle over Y with a (pos-
sibly singular) metric e−κ whose curvature current is semipositive. Assume
that Y is projective algebraic (or, more generally, assume that there exists
a hypersurface V in Y such that V ∩ Z is a subvariety of codimension at
least 1 in Z and Y − V is the union of a sequence of Stein subdomains Ων of
smooth boundary and Ων is relatively compact in Ων+1). If f is an L-valued
holomorphic (n− 1)-form on Z with∫
Z
|f |2 e−κ <∞ ,
then fdw can be extended to an L-valued holomorphic n-form F on Y such
that ∫
Y
|F |2 e−κ ≤ 8π e
√
2 +
1
e
(
sup
Y
|w|2
)∫
Z
|f |2 e−κ .
For the first ingredient we actually need its effective version which is as
follows.
(1.4.4) Theorem (Effective Version of Global Generation of Multiplier Ideal
Sheaves). Let L be a holomorphic line bundle over an n-dimensional compact
complex manifold Y with a metric which is locally of the form e−ξ with ξ
plurisubharmonic. Assume that for every point P0 of Y one has a coordinate
chart U˜P0 = {|z(P0)| < 2} of Y with coordinates
z(P0) =
(
z
(P0)
1 , · · · , z(P0)n
)
centered at P0 such that the set UP0 of points of U˜P0 where
∣∣z(P0)∣∣ < 1 is
relatively compact in U˜P0. Let ω0 be a Ka¨hler form of Y . Let CY be a
positive number such that the supremum norm of dz
(P0)
j with respect to ω0
is ≤ CY on UP0 for 1 ≤ j ≤ n. Let 0 < r1 < r2 ≤ 1. Let A be an ample
line bundle over Y with a smooth metric hA of positive curvature. Assume
that, for every point P0 of Y , there exists a singular metric hA,P0 of A, whose
curvature current dominates cAω0 for some positive constant cA, such that
hA
|z(P0)|2(n+1) ≤ hA,P0
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on UP0 and
sup
r1≤|z(P0)|≤r2
hA,P0(z
(P0))
hA(z(P0))
≤ Cr1,r2
and
sup
Y
hA
hA,P0
≤ C♯
for some constants Cr1,r2 and C
♯ ≥ 1 independent of P0. Let
C♭ = 2n
(
1
r
2(n+1)
1
+ 1 + C♯
1
cA
Cr1,r2
(
2 r2CY
r22 − r21
)2)
.
Let 0 < r < 1 and let
UˆP0,r = UP0 ∩
{∣∣z(P0)∣∣ < r
n
√
C♭
}
.
Let N be the complex dimension of the subspace of all elements
s ∈ Γ (Y, L+KY + A)
such that ∫
Y
|s|2 e−ξ hA <∞ .
Then there exist
s1, · · · , sN ∈ Γ (Y, L+KY + A)
with ∫
Y
|sk|2 e−ξhA ≤ 1
(1 ≤ k ≤ N) such that, for any P0 ∈ Y and for any holomorphic section s of
L+KY + A over UP0 with∫
UP0
|s|2e−ξhA = Cs <∞ ,
one can find holomorphic functions bP0,k on UˆP0,r such that
s =
N∑
k=1
bP0,k sk
9
on UˆP0,r and
sup
UˆP0,r
N∑
k=1
|bP0,k|2 ≤ C♮Cs ,
where C♮ = 1
(1−r)2 C
♭.
(Theorem (1.4.4) was proved in [Si02a, p.234, Th. 2.1] for the case where
the line bundle L is mKY . The proof there works for the case of a general
line bundle L. In its application here and in [Si02a] also, only the case of
L = mKY is used.)
(1.5) Two-Tower Argument for Invariance of Plurigenera.
The detailed proof of the deformational invariance of the plurigenera for
the projective algebraic case was presented in [Si02a] and [Si03]. The proofs
given there are for more general settings. In order to more transparently
present the essence of the argument, we give here the proof just for the
original conjecture without including any setting which is more general.
We now start the proof of the deformational invariance of the plurigenera
for the general case of projective algebraic manifolds not necessarily of general
type.
Let m0 be a positive integer. Take s
(m0) ∈ Γ (X0, m0KX0). For the proof
of the deformational invariance of the plurigenea we have to extend s(m0) to
an element of Γ (X,m0KX). Let A be a positive line bundle over X which
is sufficiently positive for the purpose of the global generation of multiplier
ideal sheaves in the sense of (1.4.2) and (1.4.4). Let hA be a smooth metric
for A with positive curvature form on X . Let sA be a global holomorphic
section of A over X whose restriction to X0 is not identically zero.
(1.5.1) Use of Most Singular Metric Still Giving Finite Norm of Given Initial
Section. Let ψ = 1
m0
log
∣∣s(m0)∣∣2. Fix arbitrarily ℓ ∈ N. Let m1 = ℓm0. For
1 ≤ p < m1 let ϕp−1 = (p− 1)ψ and let Np be the complex dimension of the
subspace of all elements s ∈ Γ (X0, pKX0 + A) such that∫
X0
|s|2 e−ϕp−1 hA <∞.
Let N˜ = sup1≤p<m1 Np. Then N˜ is bounded independently of ℓ. This supre-
mum bound being independent of ℓ is a key point in this proof. (The metric
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e−ψ is chosen to be as singular as possible so as to make Np as small as pos-
sible to guarantee the finiteness of N˜ , and yet the initial section s(m0) still
has finite L2 norm with respect to the appropriate power of e−ψ.)
(1.5.2) Local Trivializations of Line Bundles. Let {Uλ}1≤λ≤Λ be a finite cov-
ering of X0 by Stein open subsets such that
(i) for some U∗λ which contains Uλ as a relatively compact subset, the as-
sumptions and conclusions of Theorem (1.4.4) are satisfied with each Uλ
being some UˆP0,r from Theorem (1.4.4) when L with metric e
−ξ on Y is
replaced by pKX0 with metric e
−pψ on X0 for 0 ≤ p ≤ m1 − 1, and
(ii) for 1 ≤ λ ≤ Λ there exists nowhere zero
ξλ ∈ Γ (U∗∗λ ,−KX0)
for some open subset U∗∗λ of X0 which contains U
∗
λ as a relatively compact
subset.
(1.5.3) Diagram of “Two-Tower Argument.” First we schematically explain
the “two-tower argument” and then we give the details about estimates and
convergence. For the “two-tower argument” we start with
(
s(m0)
)ℓ
sA for a
large integer ℓ at the upper right-hand corner of the following picture and
goes down the tower left of the column
7−→
7−→
·
·
·
7−→
7−→
·
·
·
7−→
7−→
and then goes up the tower right of the column in the following way.
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(
s(m0)
)ℓ
sA σ˜ℓ
ξλ
(
s(m0)
)ℓ
sA s
(m1−1)
1 , · · · , s(m1−1)Nm1−1 7−→
˜
s
(m1−1)
1 , · · · , ˜s(m1−1)Nm1−1
ξλ s
(m1−1)
j s
(m1−2)
1 , · · · , s(m1−2)Nm1−2 7−→
˜
s
(m1−2)
1 , · · · , ˜s(m1−2)Nm1−2
· · ·
· · ·
· · ·
ξλ s
(p+2)
j s
(p+1)
1 , · · · , s(p+1)Np+1 7−→
˜
s
(p+1)
1 , · · · ,˜s(p+1)Np+1
ξλ s
(p+1)
j s
(p)
1 , · · · , s(p)Np 7−→ s˜(p)1 , · · · , s˜(p)Np
· · ·
· · ·
· · ·
ξλ s
(3)
j s
(2)
1 , · · · , s(2)N2 7−→ s˜
(2)
1 , · · · , s˜(2)N2
ξλ s
(2)
j s
(1)
1 , · · · , s(1)N1 7−→ s˜
(1)
1 , · · · , s˜(1)N1
(1.5.4) Going down the left tower. We start out from the top of the left tower
with (
s(m0)
)ℓ
sA ∈ Γ (X0, m1KX0 + A) .
We descend one level down the left tower by locally multiplying it by ξλ to
form ξλ
(
s(m0)
)ℓ
sA. By Theorem (1.4.4) (and because each Uλ equals some
UˆP0,r), we can write
(1.5.4.1) ξλ
(
s(m0)
)ℓ
sA =
Nm1−1∑
k=1
b
(m1−1,λ)
k s
(m1−1)
k
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on Uλ, where b
(m1−1,λ)
k are holomorphic functions on Uλ and where
s
(m1−1)
1 , · · · , s(m1−1)Np ∈ Γ (X0, (m1 − 1)KX0 + A)
with ∫
X0
∣∣∣s(m1−1)k ∣∣∣2 e−(m1−2)ψ hA ≤ 1.
We now inductively go down the left tower one level at a time. For
1 ≤ p ≤ m1 − 2, at the (p+ 1)-st level we have
s
(p+1)
j ∈ Γ (X0, (p+ 1)KX0 + A)
and we descend one level down the left tower to the p-th level by locally
multiplying it by ξλ to form ξλ s
(p+1)
j . Again, by Theorem (1.4.4) (and because
each Uλ equals some UˆP0,r), we can write
(1.5.4.2)p ξλ s
(p+1)
j =
Np∑
k=1
b
(p,λ)
j,k s
(p)
k
on Uλ, where b
(p,λ)
j,k are holomorphic functions on Uλ and where
s
(p)
1 , · · · , s(p)Np ∈ Γ (X0, pKX0 + A)
with ∫
X0
∣∣∣s(p)k ∣∣∣2 e−(p−1)ψ hA ≤ 1.
When we get to the bottom of the left tower, the value of p becomes 1.
Theorem (1.4.4) gives us the estimates:
sup
Uλ
Nm1−1∑
k=1
∣∣∣b(m1−1,λ)k ∣∣∣2 ≤ C♮ ,
sup
Uλ
Np∑
k=1
∣∣∣b(p,λ)j,k ∣∣∣2 ≤ C♮
for 1 ≤ p ≤ m1 − 2. (Here the constant C♮ is chosen to have absorbed also
the contribution of ξ and the norm of the initial
(
s(m0)
)ℓ
sA.) From these
13
estimates and (1.5.4.1) and (1.5.4.2)p we obtain the following estimates:
(1.5.4.3)
∫
X0
∣∣∣(s(m0))ℓ sA∣∣∣2
max1≤j≤Nm1−1
∣∣∣∣˜s(m1−1)j ∣∣∣∣2
≤ C♮,
(1.5.4.4)p
∫
X0
∣∣∣s(p+1)j ∣∣∣2
max1≤j≤Np
∣∣∣∣s˜(p)j ∣∣∣∣2
≤ C♮
for 1 ≤ p ≤ m1 − 2.
(1.5.5) Going up the right tower. Now at the bottom level we move from the
left tower to the right tower and then move up the right tower one level at a
time, by using the extension theorem of Ohsawa-Takegoshi type (1.4.3).
Let C♯ = 8π e
√
2 + 1
e
. At bottom level of p = 1, because of∫
X0
∣∣∣s(1)j ∣∣∣2 hA ≤ 1,
we can extend
s
(1)
j ∈ Γ (X0, KX0 + A)
to
s˜
(1)
j ∈ Γ (X,KX + A)
with ∫
X
∣∣∣∣s˜(1)j ∣∣∣∣2 hA ≤ C♯.
In the picture of the “two towers” the line
s
(1)
1 , · · · , s(1)N1 7−→ s˜
(1)
1 , · · · , s˜(1)N1
signifies the extension of s
(1)
j to s˜
(1)
j .
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Inductively we are going to move up one level at a time on the right tower.
Suppose we have already moved up to the p-th level for 1 ≤ p ≤ m1 − 2 so
that we have the extension of
s
(p)
j ∈ Γ (X0, pKX0 + A)
to
s˜
(p)
j ∈ Γ (X, pKX + A) .
We use
1
max1≤j≤Np
∣∣∣∣s˜(p)j ∣∣∣∣2
as the metric for pKX+A on X and apply the extension theorem of Ohsawa-
Takegoshi type (1.4.3). From the estimate (1.5.4.4)p we can extend
s
(p+1)
j ∈ Γ (X0, (p+ 1)KX0 + A)
to
˜
s
(p+1)
j ∈ Γ (X, (p + 1)KX + A)
with
(1.5.5.1)p
∫
X
∣∣∣∣˜s(p+1)j ∣∣∣∣2
max1≤k≤Np
∣∣∣∣s˜(p)k ∣∣∣∣2
≤ C♮C♯.
In the picture of the “two towers” the line
s
(p+1)
1 , · · · , s(p+1)Np+1 7−→
˜
s
(p+1)
1 , · · · ,˜s(p+1)Np+1
signifies the extension of s
(p+1)
j to
˜
s
(p+1)
j .
When we get to the second highest level on the right tower signified by
the line
s
(m1−1)
1 , · · · , s(m1−1)Nm1−1 7−→
˜
s
(m1−1)
1 , · · · , ˜s(m1−1)Nm1−1 ,
we can use
1
max1≤j≤Nm1−1
∣∣∣∣˜s(m1−1)j ∣∣∣∣2
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as the metric for (m1 − 1)KX +A on X and apply the extension theorem of
Ohsawa-Takegoshi type (1.4.3). From the estimate (1.5.4.3) we can extend(
s(m0)
)ℓ
sA ∈ Γ (X0, m1KX0 + A)
to
σ˜ℓ ∈ Γ (X,m1KX + A)
with
(1.5.5.2)
∫
X
|σ˜ℓ|2
max1≤k≤Nm1−1
∣∣∣∣˜s(m1−1)k ∣∣∣∣2
≤ C♮C♯.
(1.5.6) Limit Metric and Its Convergence. We are going to use
1
lim supℓ→∞ |σ˜ℓ|
2
ℓm0
to define a (possibly singular) metric e−χ for KX with χ plurisubharmonic
so that from ∫
X0
∣∣s(m0)∣∣2 e−(m0−1)χ <∞,
we get an extension s˜(m0) ∈ Γ (X,m0KX) of s(m0).
(1.6) Convergence Argument with the Most Singular Metric.
We need the convergence of
lim sup
ℓ→∞
|σ˜ℓ|
2
ℓm0 ,
which has to come from the L2 estimates (1.5.5.1)p and (1.5.5.2). Since the
L2 estimate of each factor in a product (of at least two factors) would not be
able to yield any estimate of the product, we are forced to use the concavity of
the logarithmic function to convert quotients to differences. For this process
it is essential that the dimension bound N˜ is independent of ℓ. Finally we
get pointwise estimates from integral estimates by using the subharmonicity
of the logarithm of the absolute value of a holomorphic function. The details
of the estimates are as follows.
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(1.6.1) Key Point of Using the Most Singular Allowable Metric and Uniform
Bound of Dimensions of Spaces of Sections. For nonnegative valued func-
tions g1, · · · , gN , in general the coefficient N on the right-hand side of the
inequality ∫
max (g1, · · · , gN) ≤ N max
(∫
g1, · · · ,
∫
gN
)
cannot be lowered, because the supports of g1, · · · , gN may all be disjoint or
close to being disjoint. So from (1.5.5.1)p we get
∫
X
max1≤j≤Np+1
∣∣∣∣˜s(p+1)j ∣∣∣∣2
max1≤k≤Np
∣∣∣∣s˜(p)k ∣∣∣∣2 ≤ Np+1C
♮ C♯,
where the factors Np+1 on the right-hand side cannot be lowered in general.
Since N˜ = sup1≤p<m1 Np, it follows that
(1.6.1.1)p
∫
X
max1≤j≤Np+1
∣∣∣∣˜s(p+1)j ∣∣∣∣2
max1≤k≤Np
∣∣∣∣s˜(p)k ∣∣∣∣2 ≤ N˜ C
♮C♯.
The main point is that the right-hand side N˜ C♮ C♯ is now independent of p,
which is essential for the estimate in passing to the final limit metric.
(1.6.2) Preliminary Notations for Local Trivializations of Line Bundles. Let
0 < r0 < r1 < r2 < 1. Choose a finite number of coordinate charts W˜λ in X
with coordinates (
z(λ), t
)
=
(
z
(λ)
1 , · · · , z(λ)n , t
)
for 1 ≤ λ ≤ Λˆ such that
(ii) each
W ′′λ :=
{∣∣∣z(λ)1 ∣∣∣ < r2, · · · , ∣∣z(λ)n ∣∣ < r2, |t| < r2}
is relatively compact in W˜λ for 1 ≤ λ ≤ Λˆ,
(ii) X ∩ {|t| < r2} =
⋃Λˆ
λ=1W
′′
λ ,
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(iii) X ∩ {|t| < r0} =
⋃Λˆ
λ=1Wλ, where
Wλ =
{∣∣∣z(λ)1 ∣∣∣ < r0, · · · , ∣∣z(λ)n ∣∣ < r0, |t| < r0}
for 1 ≤ λ ≤ Λˆ, and
(iv) there exist nowhere zero
τˆλ,A ∈ Γ (W ′′λ , A) ,
ξˆλ ∈ Γ (W ′′λ ,−KX)
for 1 ≤ λ ≤ Λˆ.
Let dVz(λ),t be the Euclidean volume form in the coordinates system
(
z(λ), t
)
.
Let
W ′λ =
{∣∣∣z(λ)1 ∣∣∣ < r1, · · · , ∣∣z(λ)n ∣∣ < r1, |t| < r1} .
(1.6.3) Concavity of Logarithm for Conversion from Integrals of Quotients to
Differences of Integrals. From the concavity of the logarithmic function we
conclude that
1
(πr21)
n+1
∫
W ′
λ
(
log max
1≤j≤Np+1
∣∣∣τˆλ,A ξˆp+1λ s˜(p+1)j ∣∣∣2) dVz(λ),t
− 1
(πr21)
n+1
∫
W ′
λ
(
log max
1≤k≤Np
∣∣∣τˆλ,A ξˆpλ s˜(p)k ∣∣∣2) dVz(λ),t
=
1
(πr21)
n+1
∫
W ′
λ
log max1≤j≤Np+1
∣∣∣τˆλ,A ξˆp+1λ s˜(p+1)j ∣∣∣2
max1≤k≤Np
∣∣∣τˆλ,A ξˆpλ s˜(p)k ∣∣∣2
 dVz(λ),t
≤ log
 1
(πr21)
n+1
∫
W ′
λ
max1≤j≤Np+1
∣∣∣τˆλ,A ξˆp+1λ s˜(p+1)j ∣∣∣2
max1≤k≤Np
∣∣∣τˆλ,A ξˆpλ s˜(p)k ∣∣∣2 dVz(λ),t

≤ log
sup
W ′
λ
(
1
(πr21)
n+1
∣∣∣ ξˆλ∣∣∣2 dVz(λ),t)∫
W ′
λ
max1≤j≤Np+1
∣∣∣ s˜(p+1)j ∣∣∣2
max1≤k≤Np
∣∣∣s˜(p)k ∣∣∣2

≤ log
(
N˜ C♮C♯ sup
W ′
λ
(
1
(πr21)
n+1
∣∣∣ ξˆλ∣∣∣2 dVz(λ),t)
)
18
for 1 ≤ p ≤ m1 − 2, where (1.6.1.1)p is used for the last inequality. Likewise
1
(πr21)
n+1
∫
W ′
λ
(
log
∣∣∣τˆλ,A ξˆm1λ σ˜ℓ∣∣∣2) dVz(λ),t
− 1
(πr21)
n+1
∫
W ′
λ
(
log max
1≤k≤Nm1−1
∣∣∣τˆλ,A ξˆm1−1λ s˜(m1−1)k ∣∣∣2) dVz(λ),t
≤ log
(
C♮ C♯ sup
W ′
λ
(
1
(πr21)
n+1
∣∣∣ ξˆλ∣∣∣2 dVz(λ),t)
)
Adding up, we get
1
(πr21)
n+1
∫
W ′
λ
(
log
∣∣∣τˆλ,A ξˆm1λ σ˜ℓ∣∣∣2) dVz(λ),t
≤ 1
(πr21)
n+1
∫
W ′
λ
(
log max
1≤k≤N1
∣∣∣τˆλ,A ξˆλ s˜(1)k ∣∣∣2) dVz(λ),t
+ (m1 − 1) log
(
N˜ C♮C♯ sup
W ′
λ
(
1
(πr21)
n+1
∣∣∣ ξˆλ∣∣∣2 dVz(λ),t)
)
.
(1.6.4) Use of Sub-Mean-Value Property of Logarithm of Absolute-Value of
Holomorphic Functions. By the sub-mean-value property of plurisubhar-
monic functions
sup
Wλ
log
∣∣∣τˆλ,A ξˆm1λ σ˜ℓ∣∣∣2
≤ 1(
π (r1 − r0)2
)n+1 ∫
W ′
λ
(
log
∣∣∣τˆλ,A ξˆm1λ σ˜ℓ∣∣∣2) dVz(λ),t.
Choose a positive number C♠ such that 1
m0
log C♠ is no less than(
r1
r1 − r0
)2(n+1)
log
(
N˜ C♮C♯ sup
W ′
λ
(
1
(πr21)
n+1
∣∣∣ ξˆλ∣∣∣2 dVz(λ),t)
)
for every 1 ≤ λ ≤ Λ and 1 ≤ p ≤ m1− 1. Since N˜ is bounded independently
of ℓ, we can choose C♠ to be independent of ℓ. Let Cˆ be defined by
log Cˆ =
1
(πr1)
n+1
∫
W ′
λ
(
log max
1≤k≤N1
∣∣∣τˆλ,A ξˆλ s˜(1)k ∣∣∣2) dVz(λ),t .
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Then
sup
1≤λ≤Λˆ
sup
Wλ
∣∣∣τˆλ,A ξˆℓm0λ σ˜ℓ∣∣∣2 ≤ Cˆ (C♠)ℓm0−1 .
(1.6.5) Final Step of Construction of Limit Metric. For 1 ≤ λ ≤ Λˆ let χλ be
the function on Wλ which is the upper semi-continuous envelope of
lim sup
ℓ→∞
log
∣∣∣ ξˆℓm0λ σ˜ℓ∣∣∣ 2ℓ
which is ≤ m0 log C♠. From the definition of χλ and the fact that σ˜ℓ is the
extension of
(
s(m0)
)ℓ
sA, we have
sup
X0∩Wλ
(∣∣∣ ξˆm0λ s(m0)∣∣∣2 e−χλ) ≤ 1
for 1 ≤ λ ≤ Λˆ. Let e−χ =
∣∣∣ξˆλ∣∣∣2 e− χλm0 be the metric of KX on X ∩ {|t| < r}
so that the square of the pointwise norm of a local section σ of KX on Wλ is∣∣∣σξˆλ∣∣∣2 e−χλ .
Let {ρλ}1≤λ≤Λ˜ be a partition of unity subordinate to the open cover
{X0 ∩Wλ}1≤λ≤Λ˜ of X0. Since∣∣s(m0)∣∣2 e−(m0−1)χ = ∣∣s(m0)∣∣2 ∣∣∣ξ˜λ∣∣∣2(m0−1) e−(m0−1m0 )χλ
=
∣∣∣s(m0) ξ˜m0λ ∣∣∣2
e−
(
m0−1
m0
)
χλ∣∣∣ξ˜λ∣∣∣2
 ≤ e−
(
m0−1
m0
)
χλ∣∣∣ξ˜λ∣∣∣2
on X0 ∩Wλ for 1 ≤ λ ≤ Λ˜, it follows that∫
X0
∣∣s(m0)∣∣2 e−(m0−1)χ = Λ˜∑
λ=1
∫
X0∩Wλ
ρλ
∣∣s(m0)∣∣2 e−(m0−1)χ
≤
Λ˜∑
λ=1
∫
X0∩Wλ
ρλ
e−
(
m0−1
m0
)
χλ∣∣∣ξ˜λ∣∣∣2
 <∞.
Since the curvature current of the metric e−χ of KX on X ∩ {|t| < r} is
nonnegative, by the extension theorem of Ohsawa-Takegoshi type (1.4.3), we
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can extend s(m0) to an element of Γ (X ∩ {|t| < r} , m0KX). Finally, by the
coherence of the zeroth direct image of OX (m0KX) under the projection
π : X → ∆ and by the Steinness of ∆, we can extend s(m0) to an element
of Γ (X ∩ {|t| < r} , m0KX). This concludes the proof of the deformational
invariance of the plurigenera for the general case of projective algebraic man-
ifolds not necessarily of general type.
(1.7) Maximally Regular Metric for the Canonical Line Bun-
dle.
As we have seen in the above proof, the main idea of the proof of the
deformational invariant of the plurigenera is to produce a metric e−χ for
KX with χ plurisubharmonic so that a given element s
(m0) ∈ Γ (X0, m0KX)
satisfies
(1.7.0.1)
∫
X0
∣∣s(m0)∣∣2 e−(m0−1)χ <∞.
The metric e−χ is constructed as
1∑
j |τj |2
,
where each τj is a multi-valued holomorphic section of KX (in the sense that
(τj)
q for some appropriate positive integer q is a global holomorphic section
of qKX over X). The metric e
−χ is singular at points of common zeroes of
τj . In order for (1.7.0.1) to be satisfied, it is natural to choose τj so that∑
j |τj |2 is as large as possible, or equivalently, the metric e−χ is as regular
as possible.
A maximally regular metric for the canonical line bundle KX0 of X0 is
given by Φ−1 with
Φ =
∞∑
m=1
εm
(
qm∑
j=1
∣∣∣σ(m)j ∣∣∣2
) 1
m
,
where
σ
(m)
1 , · · · , σ(m)qm ∈ Γ (X0, mKX0)
form a basis over C and εm is a sequence of positive numbers which decrease
to 0 fast enough to make the above defining series for Φ converge. With the
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maximally regular metric Φ−1 for the canonical line bundle KX0 of X0 the
condition (1.7.0.1) is automatically satisfied. The metric Φ−1 is only for KX0
and not for KX . With the introduction of a holomorphic line bundle A on
X which is sufficiently positive for the global generation of multiplier ideal
sheaves (1.4.2), the “two-tower argument” above could give us
sˆ
(m)
1 , · · · , sˆ(m)qˆm ∈ Γ (X,mKX + A)
whose restrictions to X0 would give a basis of Γ (X0, mKX0 + A) over C. We
could form the metric
(
Φˆm
)−1
for mK + A on X with
Φˆm =
qˆm∑
j=1
∣∣∣sˆ(m)j ∣∣∣2 .
The condition ∫
X0
∣∣s(m0)sA∣∣2 (Φˆm0−1)−1 hA <∞
is clearly satisfied.
A natural way to get rid of the undesirable summand A is to use the limit
of (
Φˆ(m0−1)ℓ
)− 1
ℓ
as a metric of (m0 − 1)KX when some sequence ℓ of positive integers goes
to infinity. The main obstacle is the convergence of the limit. The extension
of orthonormal basis from the initial fibers to the whole family in general
would not preserve the orthonormality property. The use of sub-mean-value
property of the logarithm of the absolute value of holomorphic functions
to get uniform bounds would involve shrinking the domain, which might
eventually disappear completely in an infinite inductive process. The known
techniques of estimates could not yield the needed convergence.
A special method was introduced in [Siu01] to solve this problem in the
special case when manifolds Xt in the family π : X → ∆ are of general type.
For the special case of general type we can write aKX = A + D for some
positive integer a and some effective divisor D of X not containing any fiber
Xt (after replacing ∆ by a smaller disk if necessary). Let sD be the canonical
section of the divisor D. We can use(
Φˆm0ℓ |sD|2
)− m0−1
m0ℓ+a
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as the metric for (m0 − 1)KX for ℓ sufficiently large without passing to the
limit with ℓ→∞. When ℓ is sufficiently large, the condition (1.7.0.1) follows
from using Ho¨lder’s inequality to separate the factor
(|sD|2)− m0−1m0ℓ+a into an
integral of a power of it. The use of this particular step circumvents the
obstacle of proving the convergence of the limit.
Finally a solution of the convergence problem came in [Si02a] when it was
realized that in the construction of the metric for (m0 − 1)KX the priority
should be given to the convergence condition instead of to the finiteness
condition (1.7.0.1). Instead of using the most natural maximally regular
metric for the canonical line bundle, in [Si02a] the most singular metric for
the canonical line bundle is chosen which still fulfils the condition (1.7.0.1).
Though surprisingly it turns out that the most singular metric should
be used for the deformational invariance of the plurigenera, the maximally
regular metric of the canonical line bundle will play an important roˆle in the
problem of the finite generation of the canonical ring which we will discuss
below.
(1.8) Finite Generation of Canonical Ring and Skoda’s Esti-
mates for Ideal Generation.
We now turn to the problem of the finite generation of the canonical ring.
A very powerful tool for this problem is the following estimate of Skoda for
ideal generation [Sk72].
(1.8.1) Theorem (Skoda). Let Ω be a pseudoconvex domain spread over Cn
and ψ be a plurisubharmonic function on Ω. Let g1, . . . , gp be holomorphic
functions on Ω. Let α > 1 and q = inf(n, p−1). Then for every holomorphic
function f on Ω such that∫
Ω
|f |2|g|−2αq−2e−ψdλ <∞,
there exist holomorphic functions h1, . . . , hp on Ω such that
f =
p∑
j=1
gjhj
and ∫
Ω
|h|2|g|−2αqe−ψdλ ≤ α
α− 1
∫
Ω
|f |2|g|−2αq−2e−ψdλ,
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where
|g| =
(
p∑
j=1
|gj|2
) 1
2
, |h| =
(
p∑
j=1
|hj|2
) 1
2
,
and dλ is the Euclidean volume element of Cn.
(1.8.2) Skoda’s Estimate Applied to Sections of Line Bundles. By using the
procedure which reduces the situation of sections of line bundles over compact
algebraic manifolds to functions on Stein domains over Cn with L2 estimates,
we can translate Skoda’s estimate into the following algebraic geometric for-
mulation.
(1.8.3) Theorem. Let X be a compact complex algebraic manifold of di-
mension n, L a holomorphic line bundle over X , and E a holomorphic line
bundle on X with metric e−ϕ (ϕ possibly asssuming −∞ values) such that
ψ is plurisubharmonic. Let k ≥ 1 be an integer, G1, . . . , Gp ∈ Γ(X,L), and
|G|2 =
p∑
j=1
|Gj|2. Let I = I(n+k+1) log|G|2+ϕ and J = I(n+k) log|G|2+ϕ Then
Γ (X, I ⊗ ((n+ k + 1)L+ E +KX)) =
p∑
j=1
GjΓ (X,J ⊗ ((n + k)L+ E +KX)) .
Proof. Clearly the right-hand side is contained in the left-hand side of the
equality in the conclusion. To prove the opposite direction, we take F ∈
Γ(X, I ⊗ (n+ k + 1)L+ E +KX).
Let S be a non identically zero meromorphic section of E on X . We take
a branched cover map π : X → Pn. Let Z0 be a hypersurface in Pn which
contains the infinity hyperplane of Pn and the branching locus of π in Pn
such that Z := π−1(Z0) contains the divisor of G1 and the zero-set of S and
the pole-set of S. Let Ω = X − Z.
Let
gj =
Gj
G1
(1 ≤ j ≤ p)
and define f by
F
Gn+k+11 S
= fdz1 ∧ · · · ∧ dzn,
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where z1, · · · , zn are the affine coordinates of Cn. Use α = n+kn . Let ψ =
ϕ− log |S|2. It follows from F ∈ I(n+k+1) log |G|2+ϕ that∫
X
|F |2
|G|2(n+k+1) e
−ϕ <∞,
which implies that
∫
Ω
|f |2
|g|2(n+k+1) e
−ψ =
∫
Ω
∣∣∣ F
Gn+k+11 S
∣∣∣2∣∣∣ GG1 ∣∣∣2(n+k+1) e
−ψ =
∫
Ω
|F |2
|G|2(n+k+1) e
−ϕ <∞,
where |g|2 = ∑pj=1 |gj|2. By Theorem (1.8.1) with q = n (which we assume
by adding some
Fp+1 ≡ · · · ≡ Fn+1 ≡ 0
if p < n + 1) so that
2αq + 2 = 2 · n + k
n
· n+ 2 = 2(n+ k + 1).
Thus there exist holomorphic functions h1, · · · , hp on Ω such that f =∑p
j=1 gjhj and
p∑
j=1
∫
Ω
|hj |2
|g|2(n+k)e
−ψ <∞.
Define
Hj = G
n+k
1 hjSdz1 ∧ · · · ∧ dzn.
Then ∫
Ω
|Hj|
|G|2(n+k) e
−ϕ =
∫
Ω
|hj|
|g|2(n+k)e
−ψ <∞
so thatHj can be extended to an element of Γ (X,J ⊗ ((n+ k)L+ E +KX)).
Q.E.D.
As an illustration of how Skoda’s estimate could be used to yield readily
results on finite generation, we give the following statement in the case of
globally free line bundles.
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(1.8.4) Theorem (Generation for the Ring of Sections of Multiples of Free
Bundle). Let F be a holomorphic line bundle over a compact projective
algebraic manifold X of complex dimension n. Let a > 1 and b ≥ 0 be
integers such that aF and bF −KX are globally free over X . Then the ring
⊕∞m=0Γ(X,mF ) is generated by ⊕(n+2)a+b−1m=0 Γ(X,mF ).
Proof. For 0 ≤ ℓ < a let Eℓ = (b+ ℓ)F −KX and L = aF . Let G1, · · · , Gp be
a basis of Γ(X,L) = Γ(X, aF ). Let H1, · · · , Hq be a basis of Γ(X, bF −KX).
We give Eℓ the metric
1
(
∑p
j=1 |Gj|
2ℓ
a )(
∑q
j=1 |Hj|2)
.
Since both I and J (from Theorem (1.8.4) when E is set to be Eℓ) are unit
ideal sheaves due to the global freeness of aF and bF −KX , it follows from
Theorem (1.8.4) that
Γ(X, (n+ k + 1)L+ Eℓ +KX) =
p∑
j=1
GjΓ(X, (n + k)L+ E +KX)
for k ≥ 1 and 0 ≤ ℓ < a, which means that
Γ (X, ((n+ k + 1)a+ ℓ + b)F ) =
p∑
j=1
GjΓ (X, ((n + k)a+ ℓ+ b)F )
for k ≥ 1 and 0 ≤ ℓ < a. Thus ⊕(n+2)a+b−1m=0 Γ(X,mF ) generates the ring
⊕∞m=0Γ(X,mF ). Q.E.D.
(1.9) Stable Vanishing Order. The use of Skoda’s esimates in the simple
case of finite generation for the ring of sections of multiples of free line bundles
suggests that the finite generation of the canonical ring for the case of finite
type depends on properties of the stable vanishing order which is defined as
follows.
Let
s
(m)
1 , · · · , s(m)qm ∈ Γ (X,mKX)
be a basis over C. Let
Φ =
∞∑
m=1
εm
(
qm∑
j=1
∣∣∣s(m)j ∣∣∣2
) 1
m
,
where εm is a sequence of positive numbers decreasing fast enough to guar-
antee convergence of the series in the definition of Φ.
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We would like to remark that 1
Φ
is the metric forKX which was introduced
earlier in our discussion of the deformational invariance of plurigenera.
One main difficulty of applying Skoda’s estimates to prove the conjecture
on the finite generation of the canonical ring is the common zero-set of Φ
and the vanishing orders of Φ at its points. A more precise definition of the
vanishing order of Φ is the Lelong number of the closed positive (1, 1)-current
√−1
2π
∂∂¯ log Φ
(see [Si74] for the definition and properties of Lelong numbers). We call the
vanishing orders of Φ the stable vanishing orders. When the canonical ring is
finitely generated, it is clear that all vanishing orders of Φ are rational. As an
intermediate step of the proof of the finite generation of the canonical ring,
one has the following conjecture on the rationality of the stable vanishing
orders.
(1.9.1) Conjecture on Rationality of Stable Vanishing Orders. If X is of
general type, then all the vanishing orders of Φ are rational.
(1.9.2) Approach to Rationality by Degenerate Complex Monge-Ampe`re Equa-
tion. One approach to the conjecture on the rationality of stable vanishing
orders is by degenerate complex Monge-Ampe`re equations and indicial equa-
tions. Let Ω be the open subset of X consisting of all points where Φ is
positive. The degenerate complex Monge-Ampe`re equation is
(1.9.2.1) (
√−1 ∂∂ log ω)n = ω on Ω
with the boundary condition that the quotient(√−1∂∂¯Φ)n
ω
is bounded from above and below by positive constants on Ω ∩ U for some
neighborhood U of ∂Ω, where the unknown ω is a positive smooth (n, n)-form
on Ω so that
√−1 ∂∂¯ logω is strictly positive on Ω.
The motivation of considering the degenerate complex Monge-Ampe´re
equation comes from the following two considerations.
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(i) According to an observation of Demailly, another way of getting a metric
of KX comparable to Φ
−1 is consider the maximum ϕ among all metrics e−ϕ
of KX with ϕ locally plurisubharmonic so that e
−ϕh has infimum 1 on X for
some smooth metric h of KX . The reason is that one can use L
2 estimates
of ∂¯ to get global holomorphic sections of a line bundle L with semipositive
curvature current after twisting L by a sufficiently positive line bundle A
independent of L. Conversely, global sections can be used to define a metric
with semipositive curvature current.
(i) By the work of Bedford and Taylor on the Dirichlet problem for complex
Monge-Ampe`re equations [BT76], a solution of the complex Monge-Ampe`re
equation can be obtained by the Perron method of maximization subject to
certain normalization.
We would like to remark that our degenerate complex Monge-Ampe`re
equation (1.9.2.1) is very different from the kind of degenerate complex
Monge-Ampe`re equations considered by Yau in the last part of his paper
[Ya78].
(1.9.3) Indicial Equations of Regular Singular Ordinary Differential Equa-
tions.
In order to use the degenerate complex Monge-Ampe`re equation to con-
clude the rationality of the stable vanishing orders, one compares the situa-
tion to the method of using undetermined coefficients to get vanishing orders
of solutions of regular singular ordinary differential equation.
In the case of the regular singular ordinary differential equation
(1.9.3.1) x2y′′ + xa(x)y′ + b(x)y = 0
of a single real dependent variable y and a single real independent variable
x, for a solution of the form
y = xr
∞∑
j=0
cjx
j
with undetermined coefficients cj to satisfy (1.9.3.1) the exponent r, known
as the index, has to satisfy the indicial equation
(1.9.3.2) r(r − 1) + ra(0) + b(0) = 0.
The indicial equation is quadratic because in general there are two solutions
of the second-order ordinary equation.
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(1.9.4) Analog of Indicial Equation for Degenerate Complex Monge-Ampe`re
Equation.
For our degemerate complex Monge-Ampe`re equation (1.9.2.1), the analog
of the indicial equation (1.9.3.2) is a system of equations whose unknowns
are the stable vanishing orders.
Because the solution of the degenerate complex Monge-Ampe`re equation
is expected to be unique, instead of the quadratic indical equation (1.9.3.2)
from the ordinary differential equation, the system of equations for the stable
vanishing orders is expected to be linear with rational coefficients, indepen-
dent enough to give the rationality of the stable vanishing orders.
(1.9.5) Finite Generation of Canonical Ring with Assumption of Rationality
of Stable Vanishing Orders.
Suppose we are able to show that all stable vanishing orders are rational.
How far away are we from concluding the finite generation of the canonical
ring? To answer this question, we introduce first the notion of Lelong sets.
For a positive number c, the Lelong set Ec (Φ) of Φ (or more precisely,√−1
2π
∂∂¯ log Φ) means the set of all points x of X such that the Lelong number
of the closed positive (1, 1)-current
√−1
2π
∂∂¯ log Φ is ≥ c at the point x. Note
that Ec(Φ) is always a complex-analytic subvariety [Si74].
An irreducible Lelong set E of Φ means a branch of Ec(Φ) for some
c > 0. The generic Lelong number on a Lelong set E is the Lelong number
at a generic point of E (which is independent of the choice of the generic
point of E). The following statement holds.
(1.9.6) Statement. If the number of all irreducible Lelong sets of Φ is finite
and if their generic Lelong numbers are all rational, then the canonical ring
is finitely generated.
So after the verification of the rationality of all stable vanishing orders,
what remains is the problem of handling an infinite number of irreducible Le-
long sets. For that one uses the fact that an additional copy of the canonical
line bundle is added to play the roˆle of the volume form when one considers
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vanishing theorems and L2 estimates to solve the ∂¯ equation for global holo-
morphic sections. This additional copy of the canonical line bundle has to be
used to enable one to ignore the effect of sufficiently small Lelong numbers.
Note that the “two-tower argument” for the deformational invariance of the
plurigenera also depends crucially on an additional copy of the canonical line
bundle to go down and up the two towers.
Part II. Application of Algebraic Geometry to Analysis.
We now consider the other direction which is the application of algebraic
geometry to subelliptic estimates.
(2.1) Regularity, Subelliptic Estimates, and Kohn’s Multiplier
Ideals.
Let us start out with the setting of the problem of subelliptic estimates.
(2.1.1) Setting of Regularity of the ∂¯-Problem. Let Ω be a bounded domain
in Cn with C∞ boundary ∂Ω which is defined by a single C∞ real-valued
function r on some open neighborhood of the topological closure Ω¯ of Ω
in Cn so that Ω = {r < 0} and ∂Ω = {r = 0} and the differential dr of
r is nowhere zero on ∂Ω. We assume that ∂Ω is weakly pseudoconvex in
the sense that the Hermitian form
√−1∂∂¯r on T 1,0∂Ω = T 1,0Cn ∩ (T∂Ω ⊗ C) is
semipositive, where T∂Ω is the real tangent space of the manifold ∂Ω and
T
1,0
Cn
is the C-vector space of all tangent vectors of type (1, 0) of Cn.
(2.1.2) Global Regularity Problem for (0,1)-Forms. The problem of global
regularity of ∂¯ for (0, 1)-forms asks whether, given a C∞ ∂¯-closed (0, 1)-form
f on Ω which is L2 with respect to the Euclidean metric of Cn, the solution
u of the equation ∂¯u = f on Ω which is orthogonal to all L2 holomorphic
functions on Ω with respect to the Euclidean metric of Cn is C∞ up to the
boundary of Ω. The discussion here applies, with appropriate adaptation,
also to (0, q)-form for general 1 ≤ q ≤ n − 1. For notational simplicity we
will confine ourselves here only to the case of (0, 1)-forms.
(2.1.3) Subelliptic Estimates. The global regularity problem is a consequence
of the subelliptic estimate which is defined as follows. The subelliptic esti-
mate, with subellipticity order ε > 0, holds at a boundary point P of Ω if,
for some open neighborhood UP of P in Cn and some positive number C,
‖|ϕ|‖2ε ≤ C
(∥∥∂¯ϕ∥∥2 + ∥∥∂¯∗ϕ∥∥2 + ‖ϕ‖2)
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for every test (0, 1)-form ϕ supported in UP ∩ Ω¯ which is in the domain of
∂¯ and in the domain of ∂¯∗, where ‖·‖ is the usual L2 norm on Ω and ‖|ϕ|‖2ε
is the Sobolev L2 norm on Ω for derivatives up to order ε in the direction
tangential to ∂Ω (i.e., directions annihilated by dr).
(2.1.4) Kohn’s Multipliers and their Ideals. To quantitatively measure the
failure of subelliptic estimates Kohn introduced multipliers [Ko79]. For a
point P in the boundary of Ω, a Kohn multiplier is a C∞ function germ F
on Cn at P such that, for some open neighborhood UP of P in Cn and some
positive numbers C and ε (which may depend on F ),
‖|Fϕ|‖2ε ≤ C
(∥∥∂¯ϕ∥∥2 + ∥∥∂¯∗ϕ∥∥2 + ‖ϕ‖2)
for every test (0, 1)-form ϕ supported in UP ∩ Ω¯ which is in the domain of ∂¯
and in the domain of ∂¯∗.
The set of all Kohn multipliers forms an ideal known as the Kohn mul-
tiplier ideal which we denote by IP . By definition it is clear that the subel-
liptic estimate holds if and only if IP is the unit ideal (which means that
the function identically 1 belongs to the ideal), in which case the order ε of
subellipticity can be chosen to be the positive number ε for the identically 1
function.
Kohn [Ko79] introduced the following procedures of generating multipli-
ers.
(i) r ∈ IP .
(ii) The coefficient of ∂r ∧ ∂¯r ∧ (∂∂¯r)n−1 belongs to IP .
(iii) IP equals its R-radical
R
√
IP in the sense that if g ∈ IP and |f |m ≤ |g|
for some m ≥ 1, then f ∈ IP .
(iv) If f1, · · · , fn−1 belong to IP and 1 ≤ j ≤ n− 1, then the coefficients of
∂f1 ∧ · · · ∧ ∂fj ∧ ∂r ∧ ∂¯r ∧
(
∂∂¯r
)n−1−j
belong to IP .
(2.2) Finite Type and Subellipticity.
The problem is how to use geometric properties of the boundary of Ω to
conclude that the above procedures of Kohn generate the unit ideal.
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(2.2.1) Finite Type. One natural geometric property is the property of finite
type which is defined as follows [DA82, DK99]. The type m at a point P of
the boundary of Ω is the supremum of the normalized touching order
ord0 (r ◦ ϕ)
ord0ϕ
,
to ∂Ω, of all local holomorphic curves ϕ : ∆ → Cn with ϕ(0) = P , where
∆ is the open unit 1-disk and ord0 is the vanishing order at the origin 0. A
point P of the boundary of Ω is said to be of finite type if the type m at P
is finite. The whole boundary ∂Ω is of finite type if the supremum over the
types of all points in the boundary of Ω is finite.
(2.2.2) Results of Kohn and Catlin. Kohn’s original goal of developing his
theory of multiplier ideals is to show that his procedures of generating mul-
tipliers will yield the unit ideal if ∂Ω is of finite type.
For the case where r is real-analytic, Kohn showed [Ko79], by using a
result of Diederich-Fornaess [DF78], that if his multiplier ideal is not the
unit ideal, it would lead to a contradiction that ∂Ω contains some local
holomorphic curves. His method of argument by contradiction does not yield
an effective ε as an explicit function of the finite type m and the dimension
n of Ω.
Later Catlin [Ca83, Ca84, Ca87], using another approach of multitypes
and approximate boundary systems, showed that subelliptic estimates hold
for smooth bounded weakly pseudoconvex domains of finite type.
The problem remains whether Kohn’s procedures are enough, or some
other procedures need to be found, to effectively generate the unit ideal in
the case of finite type.
Catlin’s use of multitype suggests the possibility of additional procedures
different from Kohn’s which is geared to the approach of multitype and which
may be related to the “Weierstrass systems” for ideals in the sense of Hiron-
aka [AHV75, Hi77] or Grauert [Ga73, Gr72].
(2.2.3) Multiplier Modules. The listing of Kohn’s procedures of generating
multipliers can be better organized with the introduction of multiplier mod-
ules. For a point P in the boundary of Ω, a multiplier-form is a C∞ germ θ
of (1, 0)-form on Cn at P such that, for some open neighborhood UP of P in
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Cn and some positive numbers C and ε (which may depend on θ),
‖|θ · ϕ|‖2ε ≤ C
(∥∥∂¯ϕ∥∥2 + ∥∥∂¯∗ϕ∥∥2 + ‖ϕ‖2)
for every test (0, 1)-form ϕ supported in UP ∩ Ω¯ which is in the domain of
∂¯ and in the domain of ∂¯∗, where θ · ϕ is the inner product between the
(1, 0)-form θ and the (0, 1)-form ϕ with respect to the Euclidean metric of
Cn. The mutliplier module, denoted by AP , is the set of all multiplier-forms
at P . We break up Kohn’s list of procedures into the following three groups.
(A) Initial Membership.
(i) r ∈ IP .
(ii) ∂∂¯jr belongs to AP for every 1 ≤ j ≤ n − 1 if ∂r = ∂zn at P for some
local coordinate system (z1, · · · , zn), where ∂j means ∂∂zj .
(B) Generation of New Members.
(i) If f ∈ IP , then ∂f ∈ AP .
(ii) If θ1, · · · , θn−1 ∈ AP , then the coefficient of
θ1 ∧ · · · ∧ θn−1 ∧ ∂r
is in IP .
(C) Real Radical Property.
If g ∈ IP and |f |m ≤ |g|, then f ∈ IP .
(2.3) Algebraic Formulation for Special Domains.
A special domain Ω in Cn+1 (with coordinates z1, · · · , zn, w) means a
bounded domain defined by
Rew +
N∑
j=1
|hj (z1, · · · , zn)|2 < 0,
where hj (z1, · · · , zn) is a holomorphic function defined on some open neigh-
borhood of the closure Ω¯ which depends only on the first n variables z =
(z1, · · · , zn).
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(2.3.1) Finite Type Condition of Special Domain. The condition of finite type
at a boundary point P of Ω can be formulated in terms of the ideal generated
by h1, · · · , hN . To describe the formulation, we can assume without loss
of generality that P is the origin of Cn+1. Let OCn,0 be the ring of all
holomorphic function germs of Cn at the origin of Cn and mCn,0 be the
maximum ideal of OCn,0. Finite type at the origin means that
(mCn,0)
p ⊂
N∑
j=1
OCn,0hj
for some positive integer p. The number p is related to the type t in the
following way. The inequality
|z|q ≤ C
N∑
j=1
|hj(z)|
holds for some positive constant C on some open neighborhood of the origin
in Cn when q ≤ t ≤ 2q. By Skoda’s theorem (1.8.1), p can be chosen so that
p ≤ q ≤ (n + 2)p.
(2.3.2) Inductively Defined Ideals and Functions. We introduce the following
inductively defined ideals and positive-valued functions.
For ν ∈ N we inductively define ideals Jν and J˜ν of OCn,0 and positive-
valued functions γν on Jν and positive-valued functions γ˜ν on J˜ν as follows.
The ideal J1 is generated by all elements f such that f is defined by
dg1 ∧ · · · ∧ dgn = fdz1 ∧ · · · ∧ dzn,
where each of g1, · · · , gn is a C-linear combination of h1, · · · , hN .
The value γ1(f) is equal always to
1
8
for f ∈ J1. The ideal J˜1 is the radical
of J1. For f ∈ J˜1 the value γ˜1(f) of the function γ˜1 at f is equal to 18m , where
m is the smallest positive integer m such that fm ∈ J1.
For ν ∈ N and ν ≥ 2 the ideal Jν is generated by all elements f such that
f is either an element of J˜ν−1 or an element defined by an expression of the
form
(2.3.2.1) dg1 ∧ · · · ∧ dgn = fdz1 ∧ · · · ∧ dzn,
where for some 0 ≤ k ≤ n each of g1, · · · , gk is a C-linear combination of
h1, · · · , hN and each of gk+1, · · · , gn is an element of J˜ν−1.
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For f ∈ Jν we assign the largest possible positive number a(f) which can
be obtained in one of the following ways. If f is in J˜ν−1, the number a(f) is
the same as γ˜ν−1(f). If f is given by (2.3.2.1),
(i) the number a(f) is the minimum of
1
8
,
1
2
γ˜ν−1 (gk+1) , · · · , 1
2
γ˜ν−1 (gn)
when 1 ≤ k < n ; and
(ii) the number a(f) is the minimum of
1
2
γ˜ν−1 (g1) , · · · , 1
2
γ˜ν−1 (gn)
when k = 0 ; and
(iii) the number a(f) is equal to 1
8
when k = n.
For f ∈ J˜ν the value γ˜ν(f) of the function γ˜ν at f is equal to 1mγν(fm) ,
where m is the smallest positive integer m such that fm ∈ Jν .
The following statement is the algebraic formulation of using Kohn’s pro-
cedures to effectively generate the unit ideal in the case of special domains
of finite type.
(2.3.3) Statement. There exists a positive number ε which depends only on
n and p by an explicit expression such that for some ν ∈ N there exists some
f ∈ J˜ν with f nonzero at the origin and γ˜ν(f) ≥ ε.
From the point of view of local complex-analytic geometry, the above
statement (2.3.3) can be regarded as generalizing in a very elaborate manner,
to the case of ideals of holomorphic functions of n complex variables, the
trivial statement that the vanishing order of the differential of a holomorphic
function germ of a single complex variable at a point is equal to its vanishing
order minus 1. For this very elaborate generalization, the process of taking
differential is replaced by the process of taking the Jacobian determinant of
n holomorphic function germs.
(2.4) Interpretation as Frobenius Theorem over Artinian Sub-
schemes.
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The problem of using Kohn’s procedures to effectively generate the unit
ideal in the case of general type can be interpreted as a Frobenius theorem
over Artinian subschemes.
The usual Frobenius theorem for Rm is the following. Let U be an open
subset of Rm open subset. Consider a smooth distribution x 7→ Vx ⊂ TRm =
Rm of of k-dimensional subspaces of TRm .
The Frobenius theorem can be formulation in terms of Lie brackets or in
terms of differential forms. The Lie bracket formulation states that the dis-
tribution Vx is integrable (i.e. each Vx is the tangent space of a submanifold
of dimension k in a (m − k)-parameter family of such k-folds) if and only if
Vx is closed under taking the Lie brackets of any two of its elements (i.e., the
Lie bracket [Vx, Vx] is contained in Vx for all x ∈ U).
The differential form formulation state that the distribution Vx is inte-
grable if and only if dωj =
∑m−k
ℓ=1 ωℓ∧ηℓ for some 1-forms η1, · · · , ηm−k, where
ω1, · · · , ωm−k are smooth 1-forms defining Vx (i.e., Vx is the intersection of
the kernels of ω1, · · · , ωm−k).
By an Artinian subscheme we mean an unreduced subspace supported at
a single point. In other words, it is a multiple point. For example, the ringed
space (0, OCn /I ), with
(mCn,0)
N ⊂ I
for some integer N ≥ 1, is an Artinian subscheme.
Now instead of considering integrability of the distribution Vx over the
open subset U of Rm we will consider integrability over some multiple point.
For our setting of bounded weakly pseudoconvex domain Ω with smooth
boundary M = ∂Ω, the distribution we consider is the space of all real
tangent vectors of M which are the real parts of elements of T
(1,0)
M , where
T
(1,0)
M is the space of all complex-valued tangent vectors of M of type (1, 0).
The Lie bracket formulation of the integrability of this distribution over an
open subset M ′ of M is the same as M ′ being Levi-flat.
Integrability of this distribution over an Artinian subscheme supported
at a point P ofM means the existence of a local holomorphic curve touching
M at P to an order corresponding to the Artinian subscheme.
The differential form formulation of the usual Frobenius theorem now cor-
responds to the generation of new multipliers by wedge product and exterior
differentiation in Kohn’s procedures.
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(2.5) Sums of Squares and Kohn’s Counter-Example.
In the case of complex dimension two one way in which Kohn obtained
subelliptic estiamtes for weakly pseudoconvex domains of finite type [Ko72]
is to use Ho¨rmander’s subelliptic estimates for sums of squares of real-valued
vector fields whose iterated Lie brackets span the entire tangent space [Ho¨67].
The operator used is ∂¯∂¯∗ + ∂¯∗∂¯. When one decouples the operator from the
domain and asks for subellipticity from iterated Lie bracket conditions, one
has to consider the case of complex-valued vector fields in the setting of sums
of squares. Kohn recently produced the following counter-example [Ko04].
LetM be the boundary of the domain Re z2+|z1|2 < 0 in C2 (with coordinates
z1, z2), which is biholomorphic to the complex 2-ball, so that M is given by
Re z2 = − |z1|2. Let x = Re z1, y = Im z1, z = x+
√−1y, and t = Im z2. Let
L =
∂
∂z1
− 2z1 ∂
∂z2
=
∂
∂z
+
√−1z¯ ∂
∂t
,
L¯ =
∂
∂z1
− 2z1 ∂
∂z2
=
∂
∂z¯
−√−1z ∂
∂t
,
and
X1k = z1
kL, X2 = L¯, Ek = X
∗
1kX1k +X
∗
2X2.
The commutators of X1k, X2 of order ≤ k+1 span the complexified tangent
space of M at 0. Kohn proved that for k > 0 subellipticity does not hold
for Ek, yet hypoellipticity holds for Ek with a loss of k derivatives in the
supremum norm and a loss of k − 1 derivatives in the Sobolev norm for
k > 1.
(2.5.1) Explanation of Failure of Subellipticity. The reason for the failure of
subellipticity can be illustrated by the following domain version correspond-
ing to the boundary version in Kohn’s counter-example. Consider the ball Ω
defined by |z1 − 1|2 + |z2|2 − 1 < 0 in C2 and the vector field
L = z2
∂
∂z1
+ (1− z1) ∂
∂z2
which spans the space T 1,0∂Ω of complex-valued tangent vectors of ∂Ω. Let
X1 = z1L, X2 = L¯.
Then the commutators of X1, X2 of order ≤ 2 span the complexified tangent
space of ∂Ω at 0. Let E = X∗1X1 + X
∗
2X2. Unlike ∂¯∂¯
∗ + ∂¯∗∂¯ which corre-
sponds to the situation with X1 replaced by L, the operator E does not have
subellipticity.
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Take any ε > 0. To see the failure of subellipticity for E with subellipticity
order ε > 0, take p > 2 and C > 0 so that, if g is a function on Ω with L2
norm ≤ 1 and if its Sobolev L2 norm on Ω for derivative up to order ε is also
≤ 1, then the Lp norm of g on Ω is ≤ C. For 0 < η < 1 and 0 < α < 1,
take a branch of ϕη =
1
(z1+η)
α on Ω. The L2 norm of ϕη on Ω is bounded
uniformly in 0 < η < 1. Choose α so close to 1 that the Lp norm of ϕη on Ω
is not bounded uniformly in 0 < η < 1.
Because of the factor z1 in X1, the L
2 norm of X1ϕη on Ω is bounded
uniformly in 0 < η < 1. Since X2ϕη is identically zero, if the subelliptic
estimate holds for E with subellipticity order ε > 0, the Sobolev norm of ϕη
on Ω for derivative up to ε would be bounded uniformly in 0 < η < 1 and,
as a consequence, the Lp norm of ϕη on Ω would be bounded uniformly for
0 < η < 1, which contradicts the choice of α.
(2.5.2) Sums of Squares of Matrix-Valued Vector Fields. The subelliptic-
ity of ∂¯∂¯∗ + ∂¯∗∂¯ for (0, 1)-forms holds on weakly pseudoconvex domains of
finite type. The operator ∂¯∂¯∗ + ∂¯∗∂¯ for (0, 1)-forms can be written as a
sum of squares of matrix-valued vector fields. On the other hand, even for
the strongly pseudoconvex case of the complex 2-ball, when the operator is
decoupled from the domain and different from ∂¯∂¯∗ + ∂¯∗∂¯, Kohn’s counter-
example shows that, unlike the case of real-valued vector fields, in general
subellipticity fails for a sum of squares of complex-valued vector fields with
the iterated Lie bracket condition. An important natural problem is to un-
derstand what additional conditions are involved in the case of ∂¯∂¯∗+ ∂¯∗∂¯ for
(0, 1)-forms on weakly pseudoconvex domains of finite type which would give
subellipticity for sums of squares of matrix-valued vector fields in general.
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