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Hypercomplex Iterated Function
Systems
Peter Massopust
Abstract We introduce the novel concept of hypercomplex iterated function
system (IFS) on the complete metrizable space (Ak
n+1, d) and define its hyper-
complex attractor. Systems of hypercomplex function systems arising from
hypercomplex IFSs and their backward trajectories are also introduced and
it is shown that the attractors of such backward trajectories possess different
local (fractal) shapes.
1 Preliminaries and Notation
This paper intends to merge two areas of mathematics: Clifford Algebra and
Analysis and fractal geometry. The former has a long successful history of
extending concepts from classical analysis and function theory to a noncom-
mutative division algebra setting and the latter has developed into an area
of bourgeoning research over the last few decades. Attractors of so-called
iterated function systems (IFSs) are fractal sets in the sense given first by
B. Mandelbrot.1 Fractals generated by IFSs have the following significant
approximation property, called the Collage Theorem:2 Every nonempty com-
pact subset of a complete metric space can be approximated arbitrarily close
(in the sense of the Hausdorff metric) by the attractor of an IFS, that is by a
fractal set. (For the precise mathematical statement, we refer to.2) This prop-
erty has important and fundamental implications in image compression and
image analysis; cf. for instance,3 Moreover, it has initiated the construction
of fractal functions and fractal surfaces and their application to approxima-
tion and interpolation theory. A collection of related results can be found in,
e.g.,4 This monograph also provides the fundamental result by D. Hardin,5
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namely, that every continuous compactly supported and refinable function,
i.e., every wavelet, is a piecewise fractal function.
Here, we initiate the inclusion of fractal techniques into the Clifford set-
ting. The non-commutativity generates more intricate fractal patterns. The
structure of this paper is as follows. After a short and terse introduction to
Clifford algebras and IFSs, we define hypercomplex IFSs and their attractors.
The final section extends these concepts to systems of function systems as
defined in.6
1.1 A Brief Introduction to Clifford Algebras
In this section, we give a terse introduction to the concept of Clifford algebra,
mainly, to set notation and terminology, and refer to reader to, for instance,7–9
. To this end, denote by {e1, . . . , en} the canonical basis of the Euclidean vector
space Rn. The real Clifford algebra C`(n) generated by Rn is defined by the
multiplication rules eiej + ejei = −2δi j , i, j ∈ {1, . . . , n} =: Nn, where δi j is the
Kronecker symbol. The dimension of C`(n) regarded as a real vector space is
2n.
An element x ∈ C`(n) can be represented in the form x = ∑
A
xAeA with
xA ∈ R and {eA : A ⊆ Nn}, where eA := ei1ei2 · · · eim , 1 ≤ i1 < · · · < im ≤ n, and
e∅ =: e0 := 1. A conjugation on Clifford numbers is defined by x :=
∑
A
xAeA
where eA := eim · · · ei1 with ei := −ei for i ∈ Nn, and e0 := e0 = 1. The Clifford
norm of the Clifford number x =
∑
A
xAeA is |x | :=
√∑
A
|xA |2.
An important subspace of C`(n) is the space of hypercomplex numbers or
paravectors. These are Clifford numbers of the form x = x0+
n∑
i=1
xiei. The sub-
space of hypercomplex numbers is denoted by An+1 := span R{e0, e1, . . . , en} =
R ⊕ Rn.
In addition to the usual multiplication rules amongst the elements of
{e1, . . . , en}, we also impose the existence of real structure constants Γkik such
that eiej = Γkikek , for all i, j, k ∈ Nn. This implies that An+1 ·An+1 ⊆ An+1 and
makes An+1 into a noncommutative associative division algebra.
Note that each hypercomplex number x can be identified with an element
(x0, x1, . . . , xn) =: (x0, x) ∈ R × Rn. For many applications in Clifford theory,
one therefore identifies An+1 with Rn+1.
The scalar part, Sc, and vector part, Vec, of a hypercomplex number An+1 3
x = x0 +
n∑
i=1
xiei is given by x0 and x =
n∑
i=1
xiei, respectively.
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The conjugate x of the hypercomplex number x = s+x is the hypercomplex
number x = s − x. The Clifford norm of x ∈ An+1 is given by |x | =
√
xx =√
s2 + |x |2 =
√
s2 +
n∑
i=1
x2i .
We denote by Mk(An+1) the right module of k × k-matrices over An+1.
Every element H = (Hi j) of Mk(An+1) induces a right linear transformation
L : Ak
n+1 → Akn+1 via L(x) = Hx defined by L(x)i =
k∑
j=1
Hi j xj , Hi j ∈ An+1.
1.2 Iterated Function Systems and Their Attractors
Let (X, d) be a complete metrizable space with metric d. For a map f : X → X,
we define the Lipschitz constant associated with f by
Lip( f ) = sup
x,y∈X,x,y
d
(
f (x), f (y))
d(x, y) .
A map f is said to be Lipschitz if Lip( f ) < +∞ and a contraction if Lip( f ) < 1.
Definition 1 Let (X, d) be a complete metrizable space and let F be a finite
set of contractions on X. Then the pair (X, F ) is called an iterated function
system (IFS) on X.
With the finite set of contractions F on X, one associates a set-valued op-
erator, again denoted by F , acting on the hyperspace H (X) of nonempty
compact subsets of X endowed with the Hausdorff-Pompeiu metric dH by
F (E) :=
⋃
f ∈F
f (E), E ∈ H (X).
The Hausdorff-Pompeiu metric dH is defined by
dH (S1, S2) := max{d(S1, S2), d(S2, S1)},
where d(S1, S2) := sup
x∈S1
d(x, S2) := sup
x∈S1
inf
y∈S2
d(x, y).
The completeness of (X, d) implies that the set-valued operator F is con-
tractive on the complete metrizable space (H (X), dH ) with Lipschitz con-
stant LipF = max{Lip( f ) : f ∈ F }. Therefore, by the Banach Fixed Point
Theorem, F has a unique fixed point in H (X). This fixed point if called the
attractor of or the fractal (set) generated by the IFS (X, F ). The attractor or
fractal F satisfies the self-referential equation
F = F (F) =
⋃
f ∈F
f (F), (1)
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i.e., F is made up of a finite number of images of itself. Eqn. (1) reflects
the fractal nature of F showing that it is as an object of immense geometric
complexity.
The proof of the Banach Fixed Point Theorem also shows that the fractal
F can be iteratively obtained via the following procedure: Choose an arbitrary
F0 ∈ H (X) and set
Fn := F (Fn−1), n ∈ N. (2)
Then F = lim
n→∞ Fn, where the limit is taken in the Hausdorff-Pompeiu metric
dH .
In Figure 1, two examples of fractal sets are displayed. For more details
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Fig. 1 Left: A fractal set in X := [0, 1]2 generated by the maps f1(x, y) := ( 12 x, 12 y),
f2(x, y) := ( 12 (x + 1), 12 y), and f3(x, y) := ( 12 (x + 12 ), 34 y +
√
3
4 ). Right: The graph of a fractal
function in X := [0, 1] × [0, 3] generated by the maps f1(x, y) := ( 12 x, x + 34 y) and f2(x, y) :=
( 12 (x + 1), x2 + 34 y).
about IFSs and fractals and their properties, we refer the interested reader to
the large literature on these topics and list only two references2,4 pertaining
to the present exhibition.
2 Hypercomplex IFSs
Let k ∈ N and consider the set Ak
n+1 :=
k×
i=1
An+1. We represent elements
ξ ∈ Ak
n+1 as column vectors. The hypercomplex conjugate
∗ of ξ ∈ Ak
n+1 is
defined by ©­­«
ξ1
...
ξk
ª®®¬
∗
:=
(
ξ1 · · · ξk
)
.
Similarly, for any matrix H = (Hi j) over An+1, we define (Hi j)∗ := (Hji). The
modulus of ξ ∈ Ak
n+1 is defined to be
Hypercomplex Iterated Function Systems 5
|ξ | :=
√
ξ∗ξ =
√√
k∑
i=1
|ξi |2. (3)
Then (Ak
n+1, d) is a complete metrizable space with metric d(ξ, η) := |ξ − η |.
We define a norm on Mk(An+1) as follows. For H ∈ Mk(An+1), set
‖H‖ := sup
{ |Hξ |
|ξ | : 0 , ξ ∈ A
k
n+1
}
.
Definition 2 Let F := { f1, . . . , fm} be a finite collection of contractions on
Ak
n+1. Then the pair (Akn+1, F ) is called a hypercomplex IFS.
Definition 3 An element F ∈ H (Ak
n+1) is called a hypercomplex attrac-
tor of or the hypercomplex fractal (set) generated by the hypercomplex IFS
(Ak
n+1, F ) if F satisfies the self-referential equation
F = F (F) =
m⋃
i=1
fi(F). (4)
Note that by the Banach Fixed Point Theorem F as defined above is unique.
As an example of a hypercomplex IFS, we consider right linear maps Li :
Ak
n+1 → Akn+1 and define right affine maps by
fi(ξ) := Li(ξ) + bi = Hiξ + bi, (5)
with Hi ∈ Mk(An+1) and bi ∈ Akn+1, i ∈ Nm. It follows immediately from the
definition of contraction applied to Ak
n+1, that each fi is contractive provided
that h := max{‖Hi ‖ : i ∈ Nm} < 1. The unique fractal generated by the
hypercomplex IFS (Ak
n+1, F ) is then given by the nonempty compact subset
F ⊂ Ak
n+1 satisfying
F =
⋃
i∈Nm
Hi(F) + bi .
Example 1 Let n := 3 and k := 2. Then A4 can be identified with the non-
commutative associative division algebra H of quaternions with e0 = 1 and
eiej + ejei = −2δi j , i, j = 1, 2, 3. On H2 we consider the three affine mappings
fi(ξ, η) :=
(
q 0
0 q
) (
ξ
η
)
+ bi,
with b1 := 0, b2 :=
(
1 − q
0
)
, b3 :=
( 1
2 (1 − q)
1 − q
)
, and q := 0.3e0 − 0.1e1 + 0.4e2 −
0.2e3. Note that |q | =
√
0.3 < 1. Hence, the quaternionic IFS (H2, F ) with
F = { f1, f2, f3}, possesses a unique attractor F ∈ H (H2).
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In Figure 2, some projections of the attractor F onto subspaces of H2 are
displayed.
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Fig. 2 Left: The projection of F onto the e0 − e1-plane. Middle: The projection of F onto
the e1 − e3-plane. Right: The projection of F onto the hyperplane spanned by {e0, e1, e2 }.
3 Systems of Hypercomplex Function Systems
Employing the setting first introduced in,6 then generalized in,10 and finally
applied to non-stationary IFSs in,11 we will replace the single set-valued
map F in a hypercomplex IFS by a sequence of function systems consisting
of different families F in order to define an iterative process {Fn}n∈N with
initial F0 ∈ H (Akn+1) as in (2).
To this end, consider the complete metrizable space (Ak
n+1, d) and let
{Tk}k∈N be a sequence of transformations on Akn+1.
Definition 4 A subset I of Ak
n+1 is called a hypercomplex invariant set of
the sequence {Tk}k∈N if
∀ k ∈ N ∀ x ∈ I : Tk(x) ∈ I .
A criterion for obtaining a hypercomplex invariant domain for a sequence
{Tk}k∈N of transformations on a complete metrizable space is the following
which first appeared in.6 We will state the result for our setting.
Proposition 1 Let {Tk}k∈N be a sequence of transformations on the complete
metrizable space (Ak
n+1, d). Assume that there exists an x0 ∈ Akn+1 such that
for all x ∈ Ak
n+1
d(Tk(x), x0) ≤ s d(x, x0) + M, (6)
for some s ∈ [0, 1) and M > 0. Then any ball Br (x0) := {x ∈ Akn+1 : |x−x0 | < r}
with radius r > M/(1 − s) is a hypercomplex invariant set for {Tk}k∈N.
Proof The proof of this statement follows directly from [6, Lemma 3.7] and
[6, Remark 3.8]. 
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In case the transformations Tk are all right affine maps of the form (5)
then condition (6) is satisfied with x0 = 0, M := sup
k∈N
|bk | < ∞, and any Hk
with sup
k∈N
‖Hk ‖ =: s < 1. For, if we choose x0 := 0,
d(Tk(x), 0) = |Tk(x)| = |Hk x + bk | ≤ |Hk x | + |bi |
≤ ‖Hk ‖ |x | + |bi |.
Hence, every ball centered at the origin of Ak
n+1 of radius greater than M/(1−s)
is a hypercomplex invariant set for {Tk}k∈N.
Now suppose that {Fk}k∈N is a sequence of set-valued maps Fk :H (Akn+1) →
H (Ak
n+1) defined by
Fk(F0) :=
nk⋃
i=1
fi,k(F0), F0 ∈ H (Akn+1), (7)
where Fk = { fi,k : i ∈ Nnk } is a family of contractions constituting a hy-
percomplex IFS on the complete metrizable space (Ak
n+1, d). Setting si,k :=
Lip( fi,k), we obtain that Lip(Fk) = max{si,k : i ∈ Nnk } < 1.
The following definition is taken from [6, Section 4] using our setting with
X = Ak
n+1.
Definition 5 Let F0 ∈ H (Akn+1). For any k ∈ N, the sequence
Ψk(F0) := F1 ◦ F2 ◦ · · · ◦ Fk(F0) (8)
is called the backward trajectory of F0.
Backward trajectories converge under rather mild conditions and their limits
generate new types of fractal sets. For more details, we refer the interested
reader to.6,10,11
The next theorem summarizes the convergence result for backward trajec-
tories.
Theorem 1 Let {Fk}k∈N be a family of set-valued maps of the form (7) whose
elements are collections Fk = { fi,k : i ∈ Nnk } of contractions constituting
hypercomplex IFSs on the complete metrizable space (Ak
n+1, d). Suppose that
(i) there exists a nonempty closed hypercomplex invariant set I ⊆ Ak
n+1 for{ fi,k}, i ∈ Nnk , k ∈ N,
(ii) and
∞∑
k=1
k∏
j=1
Lip(Fj) < ∞. (9)
Then the backward trajectories {Ψk(F0)} converge for any initial F0 ⊆ I to
a unique hypercomplex attractor F ⊆ I .
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Proof The proof can be found in.6 Note that, as the proof only involves
point sets and moduli of numbers, it immediately applies to the hypercomplex
setting. 
Example 2 Here, we take n := 3 and k := 1 and write H for A14. Define a family{Fk}k∈N of set-valued epimorphism on H whose members are as follows:
Fk :=
{
F1, 10( j − 1) < k ≤ 10 j − 5,
F2, 10 j − 5 < k ≤ 10 j,
j ∈ N,
where
F1 := {q1x, q1x + 1 − q1},
F2 := {0.7qˆ2xqˆ2 + 0.1, 0.7qˆ2xqˆ2 − 0.1},
with q1 := 0.75e0, 1 := e0+e1+e2+e3, and qˆ2 :=
√
10
3 (0.3e0−0.1e1+0.4e2−0.2e3).
Figure 3 displays the projection of the attractor F of the backward trajec-
tory {Ψk}k∈N onto the e0 − e1-plane at two different levels.
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Fig. 3 The projection of the attractor F of the backward trajectory {Ψ}k∈N onto the
e0 − e1-plane at two different levels. The attractor is smooth at one level (left) and fractal
at another (right).
This example shows that hypercomplex attractors generated by backwards
trajectories exhibit more flexibility in their shapes and that a proper choice
of IFSs reveals different local behavior. This is due to the fact that in the
sequence
F1 ◦ F2 ◦ · · · Fk−1 ◦ Fk(F0), F0 ∈ H (Akn+1),
the global shape of the hypercomplex attractor is determined by the initial
maps F1 ◦ F2 . . . whereas the local shape is determined by the terminal maps
Fk−1 ◦ Fk . . ..
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