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ABSTRACT
This thesis investigates the maximum likelihood estimation of
the parameters in a bivariate polyserial correlation model. The
method of finding the maximum likelihood estimates of the parameters
in this model, with a component variable obtained in polytomous form
and a variable observable in continuous form, is developed. The
underlying random continuous variables are assumed to have a
bivariate elliptical distribution. Situations that based on two
members of the elliptical family, namely, bivariate t distribution
and bivariate contaminated normal distribution are studied in
details. The Fletcher-Powell algorithm is implemented to find the
maximum likelihood estimates. As bivariate normality is a usual
assumption in the literature, the robustness of the estimates
against the normality assumption is interesting to be investigated.
Therefore, finally, simulation studies are conducted for




Chapter 2 The Polyserial Correlation Model
§2.1 General Theory of Maximum Likelihood
Estimation on Elliptical Family
§2.2 Optimization Procedure
§2.3 Elliptical t Distribution
§2.4 Contaminated Normal Distribution
Chapter 3 Technical Details
§3.1 Structure of Program
§3.2 Input and Output of Program
§3.3 Methods for Obtaining Initial
Estimates
Chapter 4 Simulation Study
§4.1 Outline of the Simulation Study
§4.2 Generation of Data
§4.2.1 Elliptical t Distribution
§4.2.2 Contaminated Normal Distribution
Chapter 5 Findings and Conclusion
§5.1 Findings
§5.1.1 Elliptical t Distribution






























In many behavioral and social science studies, investigators
frequently come across with measurements that only coded in
dichotomous or polytomous form. Examples of measurements are
performance items, attitude items and satisfaction items. Typical
illustration is the Likert scale reported on public attitude towards
a controversial statement: (1) Strongly agree (2) Agree (3) Neutral
(4) Disagree (5) Strongly disagree. Nevertheless, it is assumed that
the observed dichotomous or polytomous data are the results of
measurements of some underlying continuous random variables with
thresholds which divide the latent continuous variables into ordinal
data. But other measurements are obtained in continuous form such as
height and time period items. For a deeply study and analysis, it is
often neccessary and interesting to exploit such model in more
details. One of the important parameters to be investigated is the
polyserial correlation, it is the correlation between X and Y
obtained from observed X and Z, where Z is an observed discrete
variable which depends on the value of an underlying latent
continuous random variable Y and thresholds, and X represents
another observed continuous variable. Consequently, the parameters
in this model will include the polyserial correlation between X and
Y and the thresholds.
Under the normality assumption on the distributions of the
2latent variables and when Z is dichotomous, the maximum likelihood
estimation of the correlation between X and Y has been studied by
Tate(1955). Later, Tates' work has been generalized by Hannan and
Tate(1965). In their researches, they obtained the maximum
likelihood estimates of the correlation, thresholds and the
standard error estimates. By treating Z as a polytomous observed
variable, Cox(1974) generalized Tates' work further and obtained
maximum likelihood estimates of the parameters via the scoring
algorithm. Olsson, Drasgow and Dorans(1982) compared the maximum
likelihood estimator with a two-step estimator and with a simple ad
hoc estimator. In a more generalized context and under the normality
assumption, Lee and Poon(1986) developed a method for estimating the
parameters of the polyserial correlation model in which X is an
observable random vector and Z is an observable ordinal polytomous
variable. The parameters estimated in the model contain the mean
vector, covariance matrix of X, the thresholds and the polyserial
correlations between X and Y. Recently, Poon and Lee(1987)
generalized the model to the situation where Z is an observable
polytomous random vector, based on values of Y and the thresholds.
However, as the results cited above depend much-on. the
assumption of normality, validity of this assumption is also fatal
to the validity of the results. Therefore, it should be checked
before analyzing the data. Moreover, we do not know how bias are the
results when the normality assumption is violated. Will the
3behaviour of the estimates vary a lot if the assumption is violated?
Thus, it is desirable to study the estimation of the polyserial
correlation and thresholds based on some other more generalized
distributions. One of the most important generalization is to extend
the theories to the class of elliptical distribution, as it not only
includes the bivariate normal distribution, but also contains
platkurtic and leptokurtic distributions. This means that the
distributional assumption is much less restrictive.
In this thesis, the polyserial correlation model is described,
the maximum likelihood method and the theory for estimating the
polyserial correlation and thresholds under the assumption of two
members of elliptical distributions are studied in chapter 2. The
optimization procedure is included in this chapter. In chapter 3,
the structure of the program and technical details are given.
Methods of generating data and outline of a simulation study are
presented in chapter 4. Finally, as one aim of simulation studies is
to investigate the robustness of the normality assumption, the
discussion of the results and the conclusion are given in chapter 5.
4Chanter 2. The Qolyserial correlation model
g2.1 General theory of ML estimation on elliptical family
. Let T=(X,Y)' be a continuous random vector with mean vector
E(,T) 4, and var(X)= var(Y)= 1, corr(X,Y)= p, and S has a joint
bivariate elliptical distribution with density function
(2.1)
where h is a differentiable function defined on (-°O,°o), C is a
normalizing constant, V is a 2x2 positive definite symmetric matrix.
A discrete observed random variate Z is defined by
Z= i (2.2)
where a.' s are thresholds with al= -oo and ar+1= 00 and r i s the
number of thresholds- 1.
Based on the observed random variables X and Z, we are going
to develop an approach to estimate the unknown parameter vector. -9 in
the model which includes the thresholds and the polyse'rial
correlation,
5Suppose we observe a random sample of (X,Z)' of size N. where
X is collected in continuous form, while Z is obtained in ordinal
form and it is assumed that the variable vector (X,Y)' is bivariate
elliptically distributed with zero mean vector and covariance matrix
V. The probability density function P(x,ze) of (X,Z)' is a function
of the unknown parameter vector e. One of the main objectives of
this thesis is to obtain an estimate of a by using the maximum
likelihood method, and this ML estimate of e will be used to compare
the estimate of a under the incorrect normal distribution
assumption.
For the random vector if it has an elliptical
distribution with parameters then
corresponding characteristic function (t) is given as:
for some function
(2.3)
The characteristic function of the marginal distribution of
the random variable X can be obtained from t(t) by putting t=
(t1iO)' and is shown as
exp(it1 U1) (t1 V11 t1)
which is, in fact, the characteristic function of the random
variable X with a univariate elliptical distribution. Therefore,
marginal distribution of X is also elliptical with parameters p1 and
6V11. Since .1= (X,Y)' has a bivariate elliptical distribution. it is
well-known that the conditional distribution of. Y given X is also
elliptically distributed with parameters pX and vX given by
(2.4)
and (2.5)
for some function g(.).
With these results, the probability density function of
(X,Z)', P(x,ze), can be decomposed into the marginal probability
density function of X, P1 (xp1 ,V11), and the probability of Z= z
given that X= x, and the formulation looks like that
(2.6)
where
Thus, the likelihood function of the sample becomes
Taking the natural logarithm, we have
(2.7)
7To obtain the maximum likelihood estimate of e, ML, we are
required to solve the following system of equations.
(2.8)j= 2,3,....,r
(2.9)
In general, as Log L(e) is a complicated nonlinear function of
8, the estimators cannot be, solved in closed form, and so some
iterative procedures have to be used to search for the estimates. In
fact, since L(B) is non-negative and the natural logarithm is a
strictly increasing function, the maximization of L(e) is equivalent
to the minimization of -Log L(8), and a minimization subroutine
written with FORTRAN IV is utilized to obtain the value of 8 such
that -Log L(e) is minimized.
8%2,2 Optimization Procedure
Of course, the generalized Newton-Raphson method
(House-Holder,1953) has fast convergence, but it requires second
derivatives of the objective function with respect to the parameter
8, and frequently fails to converge from a poor starting
approximation to the minimum. Another powerful iterative method for
finding a local minimum of a function of several variables is the
Fletcher-Powell(1967) method.
The method is based on the Taylor series expansion. With the
series expansion, the standard quadratic form of f(0)= -Log L(0)
about the point 0i can be written as
where E is the remainder is the gradient vector at
namely Hessianthe point
matrix and
When 0 is close to 0i, the remainder can be ignored and we can
expect that the quadratic form
9(2.10)
will approximate f(9). By differentiating equation (2.10) with
respect to 9, the minimum point of Q(9) can be given by the solution
to the linear system of equations
(2.11)
where 2. is the estimate of parameter vector 9 at which Q(9) is
minimum. The equation (2.11) suggests the general iterative scheme
In the Fletcher-Powell method, the matrix G1 is not
evaluated directly, instead, a positive definite symmetric matrix H
is used which is initially chosen to be an identity matrix. This
matrix will be modified after each iteration using the information
gained by moving down the direction.
Let the current estimate be 91 with gradient g(el) and matrix
Hthe value of the estimate 9i'1 at next step and the iteration
algorithm can be stated as follows.
(1) Obtain the step size 'P1 such that f
is a minimum with respect to'A along
by using a line search subroutine.
i 1 J. 1
(3) Evaluate f (£ ) and g(£ ) by objective function and gradient
subroutine.
(6) Set i = i + 1 and repeat above procedure.
The procedure is terminated when every component of -FTg'1 )
is less than a prescribed accuracy level.
In the above procedure, it is neccessary to find the firsr
partial derivative of Log L(£) with respect to £{i.e. namely, the
gradient vector), which is, in turn, a function of the first partial
derivative of ft(a|X=x) with respect to £. For different members of
elliptical distribution family, the exact expressions of
an(a|X=x)3£ are also different, but under some mild conditions on
differentiability and integrability, by the theorem of basic
calculus, it can be shown that
11
then
This expression is only a univariate function in X. Also,
(2.13)
where
The above expressions give the general formula for computing
the gradient vector of the objective function in the context of the
bivariate elliptical distribution family. Although, the expression
of as*/ap are different for different members of elliptical
distribution family, it can be easily deduced exactly for each one.
In the subsequent sections, we will pay more attention on two
members of the bivariate elliptical distribution family, namely, the
elliptical t distribution and the contaminated normal distribution.
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S2.3 Elliptical t distribution
For a m-dimension random vector T, if it is elliptically t
distributed with n degree of freedom, then T has the following
probability density function
(2.14)
where r(.) is the usual Gamma function.
For a bivariate elliptical t distribution (i.e. m=2), the
n 2, israndom vector T= (X,Y)' with p= 0, and V
selected so as to simplify subsequent derivation. The corresponding
probability density function become
(2.15)
To obtain the exact expression of the partial derivatives
aLog L(9)/aaj, j=2,...,r, and aLog L(8)/ap, we denote the
probability density function of the univariate t distribution with




where n is the degree of freedom and
It can be shown that (details of the proof are given in
Appendix A)
(2.17)
where tl(x0,(n-2)/n,n) is the marginal density function of X and
is the conditional
density function of Y given X=x.01
Similar to the previous derivation in the general elliptical
distribution family, the joint probability density function of
(X,Z)' is
where
In fact, T(aZIX=x) is the univariate t distribution function.
For evaluating the probability integrals of T(aZJX=x), we can make




The above equality can be easily proved through the change of
variable, and T(aZIX=x) can be evaluated with high accuracy by using
the computing algorithm published by Cooper(1968). Furthermore, the
natural logarithm of the maximum likelihood function become
(2.20)
Since the first term on the right hand side of above
expression (2.20) is independent of a. and p, the partial derivative
of this term with respect to them will be zero, and the expression
j=2,. .,r andof partial derivatives
can be found as belows.
(2.21)
Since ak is independent of aj for k j, the partial derivative
15
will be zero for k#j. In addition, when k=j, the
partial derivative become
where
As a result, the complete expression of (2.21) is given as
otherwise,
otherwise.
Similarly, with suitable transformation, the expression for the
first partial derivative of Log L(e) with respect to p can be
derived as follows(refer Appendix B for the details of the proof).
16
(2.23)
2.4 Contaminated Normal Distribution
Now, We will look into the details in the case of the bivariate
elliptical contaminated normal distribution, the probability density
function with parameters e and o is given as
In fact, it is the sum of the density function of
two normal distributions, namely, N2(0,V) and N2(0,a2V). In order to
obtain the partial derivative of the corresponding Log-1ikelihood
function with respect to a. and p, we can make use of the results of
J
conditional distribution of Y given X=x, and decompose the density
functions of the distribution N2(J2,V) and N2(£,?2V) into products of
their marginal density functions and their conditional density
functions. Thus, g2(T;£,o) can be written as
18
Let gl (Y;u.v) be the normal density function with mean u and
variance v,
Then, the joint probability density function of (X,Z)' can be
written as
(2.28)
is the univariate normal distributionwhere
function with mean ux and variance VX,







The natural logarithm of the maximum likelihood function Log
19
L (0) become
On differentiating the above expression (2.30) with respect to




















Chapter 3 Technical Details
§3.1 S _ructure of the oro.gram
By using the results developed in Chapter 2, a computer program
written in FORTRAN IV is implemented to estimate the parameter
vector (a2 a3) ...ar ,p)
We are going to study.the estimation of polyserial correlation
and thresholds of two special members of elliptical distribution
family, namely, elliptical t and contaminated normal distribution.
The robustness of estimators proposed by Poon and Lee(1987) against
the normal assumption will be studied also. As a result, four sets
of programs are prepared, and their structure are similar. According
to functions, the subroutines in the programs can be classified into
four groups. The first group composes of subroutines which are used
to generate sample variates of elliptical distribution family. They
include uniform random number, bivariate standard normal
distribution and elliptical distribution generators.
The second group of subroutines are developed especially for
the two elliptical distributions. These subroutines are used to
calculate values of the objective function, and compute its first
partial derivative with respect to parameters. They also involve
some function subroutines used to compute cumulative distribution
22
function values and density function values of univariate
t-distribution and univariate normal distribution. The third group
is the heart of the program, its job mainly deals with minimization
of the objective function, so it includes line search subroutine and
Fletcher-Powell algorithm. The fourth group consists of utility
programs which serve various purposes including computation of
sample correlation coefficients, means and root mean squares of the
estimates. A main program coordinates the operation of every
subroutine, controls the input and output information, sets the
tolerance level of convergence and sets the parameters used to
generate sample variates. In addition, the subroutines from each
group are linked together by the main program to form one set of
programs.
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%3.2 Input and output of the program
To execute the programs, some information such as degree of
freedom, E, a and sample size must be supplied by the user. These
data will be used by the program as references to generate the
sample variates and to estimate the parameters. For elliptical t
distribution, the following data must be supplied before executing
the programs.
(1) Sample Size N.
(2) Degree of freedom.
(3) The tolerance level of convergence.
(4) The number of replication.
(5) Maximum number of iteration allowed.
For the contaminated normal distribution, similar data are
supplied except the degree of freedom. In addition, the parameter E
and a of contaminated normal distribution should be supplied in
advance.
To maintain high degree of accuracy of the estimation, in
handling the problem of infinity, a large number will not be-used to
provide a. substitute for infinity. In fact, for univariate t
distribution and standard normal distribution, the values of
cumulative distribution functions at negative infinity,
and
are substituted by zero, the values of these
24
functions at positive infinity, T( ) and ( ). are
substituted by one, and their corresponding density function at both
infinities are substituted by zero. These substitlons will not only
avoid overflow and underflow problems, but also maintain the
computation accuracy.
Apart from echoes of the user's supplied information, the
computer output also contains values of the estimates of the
thresholds and polyserial correlation in each replication. The mean
of 50 estimates for each parameter and its root mean square is
printed as well.
For detail investigation of each replication, the program can
provide another form of output format. In detail output format. it
gives information such as the values of initial estimates, user's
supplied information and the number of iteration for convergence.
Besides, in each iteration, the values of new estimates. the
gradient vector and the H matrix described in (2.12) are printed for
references. As the aim of the optimization procedure is to minimize
the objective function, the value of the objective function in each
iteration is also given for checking convergency of the procedure.
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%3.3 Methods for obtainin initial estimates
As the minimum of the objective function cannot be solved
algebraically in closed form, nonlinear optimization procedure is
required to compute the optimum estimate. From the nature of the
objective function, we can see that it is very difficult to derive
its Hessian matrix. Hence, it is not worth while to apply the
classical Newton-Raphson algorithm.
In this thesis, the Fletcher-Powell algorithm is used because
it only requires the gradient vector of the objective function, an
initial estimate of 0 and an initial positive definite matrix. This
initial positive definite matrix can be arbitrarily chosen. thus the
identity matrix will be used for simplicity. This matrix will be
updated in each iteration to approximate the inverse of the Hessian
matrix.
In general, the Fletcher-Powell algorithm is very robust to
the starting values of the estimates. However, experience indicates
that a good starting value would reduce the time of convergence.
Therefore, a sample estimate that is based on (x,z)', i=1,2....,N,
is used to estimate the initial value of 0. In our studies, the
initial estimate of p used by Poon Lee(1987) is utilized. That is,
the sample product correlation coefficient of X and Z is taken as an
26
initial estimate of p.
The starting values for a., i=2,3....,r. are obtained from the
cumulative marginal proportions. That is,
(3.1)
where f1 denotes the inverse marginal distribution function of
elliptical t or contaminated normal distribution, and pk is given as
total number of samples whose z values are less than k
Pk
total number of samples
(3.2)
For user's convenience, there is no need for user to input the
initial values of the estimates. Instead, they are automatically
computed by the program. As the initial estimate of p, the sample
product correlation coefficient can be readily obtained by a
subroutine based on the values of (x,z)'.
Fir obtaining initial estimates of the thresholds a k, more
work have to be done. Because the marginal distribution function
of a bivariate elliptical t distribution is not a standard t
distribution, transformation is needed before utilizing a subroutine
to compute the value of the inverse marginal t distribution
function. Since the initial estimate ak k= 2,3,...,r, can be
considered as the 100pk percentiles of the marginal cumulative
distribution function of Y. That is.
27
(3.3)
where is the marginal density function of Y( see




Therefore, by using the expression (3.2), the value of Pk can
be easily obtained from the samples. In addition, with the algorithm
developed by Hill(1970), S(ak) can be computed from the expression
(3.4). Finally, just multiplying S(ak) obtained in the algorithm by
then initial threshold estimate ak is obtained.
Furthermore, under the assumption of the contaminated normal
distribution, we can realize that as the marginal distribution of Y
is a mixture of two univariate normal distribution, namely,
2
NL(0,c/1) and N,(0,a2/c), combined in the ratio(1-E) and E, where C
is defined in the expression (2.24) as c= (1-6)+ a2€, the inverse
marginal distribution function is difficult to find. However, in
general, E is usually small and a is also not too large. In order to
speed up the optimization. procedure and reduce the time of
estimation in each replication, the percentile value of N1(0,c/1) C
will be used to approximate the correct percentile of the
28
contaminated normal distribution.
From the expression (2.25), the marginal density function of Y
can be given as
(3.5)
Similarly, the initial estimate ak can be regarded as the
100pk percentile of the marginal cumulative distribution function of
Y,
i.e. Pk
With the same transformation as before, we have
(3.6)
where w= Y. and T1 (aka) is the cumulative distribution function
of the standard univariate normal distribution. Thus, the starting
values can be obtained by the following expression:
k= 2,3,...,r. (3.7)
As a result, the algorithm written by Beasley and
Springer(1977) which computes the 100pk percentile of standard
normal distribution can be utilized to serve this purpose.
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Chapter 4 Simulation Study
4,1 Outline of the study
In this thesis, two sets of simulation studies are carried out
separately to investigate the performance and the behaviour of the
estimates from the maximum likelihood procedure under two elliptical
distributions with various combination of parameters. In addition,
two sets of studies will be conducted to exploit the effect on the
performance and the behaviour of the estimate when the estimation is
under incorrect normality assumption, while the sample variates are
still come from these two bivariate elliptical distributions. In
order to make comparison, the estimation procedures are executed
repeatly under the same environment. That is, all the default values
used in the program are the same except the parameters and the
distribution assumption in which we are interested. Moreover, the
Monto Carlo data are also generated by the same set of seed numbers.
Except the special parameters concerned with separate
particular bivariate elliptical distribution, e.g. degree of
freedom, s and a, other different combination of parameter values
are the same, e.g. thresholds and correlation p. Furthermore. these
values will be chosen such that the samples may have different
configurations of distribution. In our studies, the polyserial
correlations p are chosen at p= 0.0, 0. 2, 0.5 and 0.7. This means
30
that the samples of X and Y varies from weakly correlated to
strongly correlated. In addition, the thresholds are also selected
such that the marginal distribution of Z change from positively
skewed to negatively skewed, and accordingly, the values of
thresholds are selected as the following.
From the above different combinations of thresholds, we can
clearly see that r is set to 3, values of al and a4 are negative
infinity and positive infinity respectively, and so we are only
interested in estimating and exploiting the behaviour of the
thresholds a2 and a 3. Similarly, three values of sample size are
chosen, namely, small(N=20), moderate(N=40) and large(N=100).
For other special parameters, they are designed for each
member of elliptical distribution family. As an important parameter
of t distribution, degree of freedom must be given in order to
describe the complete distribution, and the values of degree of
freedom are assigned such that the deviation from normality
distribution ranges from large to moderate. Thus, in our studies,
they take the values n=5 and 10.
Similarly, for the contaminated normal distribution, we need
31
both parameters a and a to generate the desired distributions.
0.1, 0.3 and 0.5, and a= 0.1 and 0.5 are chosen in our studies.
For the elliptical t distribution, since two different values
of degree of freedom(i.e. d.f.= 5 and 10), three different values
of sample size(i.e. N= 20, 40 and 100), three different types of
thresholds configuration and four different values of polyserial
correlation(i.e. p= 0.0, 0.2, 0.5 and 0.7) are selected in the
simulation studies, total 72(i.e. 2 x 3 x 3 x 4) combinations will
be considered, and each combination includes 50 replications of
estimation for the parameters a2, a3 and p. Similarly, for the
contaminated normal distribution, same set of sample size,
thresholds and polyserial correlation are used. However, instead of
the degree of freedom, three different values of e(i.e. e.= 0.1, 0.3
and 0.5) and two different values of a(i.e. a= 0.1 and 0.5) are
used in the simulation studies. As a result, there are 216(i.e. 3 x
3 x 4 x 3 x 2) combinations to be investigated, and also each one
involves 50 replications of the estimation for the parameters a2, a3
and p.
For every 50 replications, the means of the estimates and the




where 0k denotes the estimate of a2, a3 and p obtained from the kt
replication and 0 denotes the true value of the parameter a2, a3 and
P.
The RMS so computed is used for assessing the bias of the
estimates, and the mean is a representative of all estimates
obtained in 50 replications. Under one particular set of elliptical
distribution and parameters a2, a 3 and p, the values of RNS and
means are presented with their corresponding counterparts in table
1.1 to table 4.12( see table section of this thesis). Apart from
using the different combination of parameters such as degree of
freedom, e and a in estimating the parameters a2, a3 and p, the
estimation procedure in the program also include the following
default values as references in estimation.
(1) The maximum number of iterations allowed,
(50 is set in our studies).
(2) The tolerance level of convergence for -Hlg(0') (0.001 is set).
These values can be changed easily by user if neccessary. In
addition, every component of -H-g(0), which has been described in
Chapter 2, is a measure, to determine whether the optimization
procedure converges or not. That is, if every component is less than
the prescribed tolerance level for convergence, then the procedure
33
is declared to be convergent, and the most updated estimates will be
considered to be the estimates of the parameters in that
replication. Otherwise, if the convergence criterion is not
satisfied beyond the maximum number of iterations allowed, then the
procedure is sentenced to be divergent, execution of the
optimization procedure will terminate at once, and the next new
replication begin until completing all 50 replications.
34
4.2 Generations of data
§4.2.1 elliptical t distribution
To generate the bivariate elliptical t variates, we can make
use of the following results given in Muirhead(1982, p.48) and the
derivation is given in Appendix C.
For n 2,
(4.3)
has a bivariate elliptical t distribution, where Z is distributed as
N2(O1I2), U is distributed as Xn and are stochastically independent
of., and V1/2 is a symmetric square root of a 2 x 2 positive
definite matrix V given in (2.14).
From the expression (4.3), a bivariate elliptical t generator
is written using FORTRAN IV with single precision and includes three
subroutines. They are (1) uniform generator which is used in
generating normal variates, (2) bivariate normal generator from
which X is obtained using the Marsaglia's(1961) polar method, (3)
Chi-square generator which simulates U as a sum of squares of n
independent standard univariate normal variates.
In this thesis, V is given as
can be obtained by using the expression
35
(4.4)
The derivation of this expression is given in the Appendix D.
Finally, the second component of the simulated random vector T is
transformed to Z according to the thresholds.
4.2.2 Contaminated normal distribution
Since the contaminated normal distribution is a linear
combination of two bivariate normal distribution, namely, N2(O,V)
and N2 (0 ,02V), where V= 1/c [] and C= (1-e)+ 02E By the
P
method given by Marsaglia(1961), this contaminated normal variates
can be simulated by generating random variates from N2(O,V) with
probability (1-E) and from N2(O,o2V) with probability E. Similar to
the case of the bivariate t generator, the contaminated normal
generator is written in FORTRAN IV with single precision, and
includes Tausworthe uniform generator from U(0,1) and standard
bivariate normal generator, but no chi-square generator is needed.
The method of sample simulation is that by using the bivariate
normal generator, a random vector X is simulated from the
distribution N2(.Q,Is), and an independent uniform random number is
generated by using the uniform generator. If this random number is
strictly greater than 6, then X is transformed into with
V1/2X, where V1/2 can be shown to be
(4.5)
The derivation of the expression is similar to that of (4.4).
Otherwise, if this random number is less than or equal to e, then X
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is transformed into T with T= c• V1/2• X. Obviously, in the first
case, T is distributed as N2 (Q,V) and the probability of its
occurance is Similarly, in the second case, T is distributed
as N2(O,02•V) with the probability of occurance E. Thus, the
simulated random vector T is our desired contaminated normal variate
according to the method of Marsaglia(1961). On the same way, the
second component of .T will be further transformed into the discrete
random variate Z based on the thresholds a2 and a3.
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Chanter 5 Findings and conclusion
%5.1 Findings
The results of the simulation studies are summarized in the
table 1.1 to the table 4.12( see the table section of this thesis).
During the estimation procedure, it was observed that, in most
cases, the estimates converge smoothly. About four percentage of
estimations are considered to be diverged. In addition, in most
cases, the value of the objective function and the gradient vector
decrease rapidly in the first few iterations, and the objective
function can attain its minimum in about 25 iterations. From the
results obtained, we have some findings for two members of
elliptical distribution family, and they are presented in Sections
5.1.1 and 5.1.2 respectively.
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%5.1.1 Elliptical t distribution
Firstly, in most cases, when the sample size is large, the
means of the estimates obtained under the elliptical t distribution
assumption are near the true values of the parameters a2, a3 and p.
However, large discrepancies between the means of the estimates and
the true values are observed in the cases where the sample size is
small(e.g. N =20). Moreover, By using the normal theory MLE, the
discrepancies also occur not only in the situation where the sample
size is small, but also in the situation where the degree of freedom
of the true elliptical t distribution is low(e.g. d.f.= 5). This
means that the large discrepancies between the estimates and the
true values of parameters occur when the deviation of the sample
distribution from normality is large or the parameters are estimated
with small sample size.
Secondly, in the simulation studies, we noted that the
magnitudes of most root mean squares obtained under the elliptical t
distribution assumption and those obtained under the incorrect
normal distribution assumption range from 0.1 to 0.3. As-- we- expect,
the root mean square tends to be smaller in *magnitude when the
sample size is large. The reason is that the maximum likelihood
estimator is a consistent estimator, and the root mean square is an
alternative measure of the sample standard error of the estimate, so
40
it is expected to decrease if the sample size increase.
Nevertheless, we noted that most root mean squares of the polyserial
correlation estimates under the elliptical t distribution assumption
are greater than that under the normality assumption, it is believed
that the differences may be due to random errors.
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%5,1,2 ContaMinated normal distribution
Firstly, in most cases, under the contaminated normal
distribution assumption, the means of the estimates obtained with
large sample size(i.e. N=100) are near the true values of the
parameters to be estimated, but the differences between the means of
the estimates and the true values are also noticeable when the
sample size is small. Moreover, under the incorrect normal
distribution assumption, larger discrepancies between the means of
the estimates and their corresponding true values are observed. It
is especially true in the cases where the sample size is small(e.g.
N=20) and the deviation of the sample distribution from normality is
large(e.g. f-=0.5 and 0=0.1). This phenomenon is prominent in the
estimates of the thresholds.
Secondly, with larger sample size, smaller root mean squares
are also obtained. For example, when the sample size is 100, most
root mean squares of the estimates under the contaminated normal
assumption are less than 0.2. That is, lower bias can also be
obtained if the sample size is increased.
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%8.2 Conclusion
In this thesis, we consider the estimation of the polyserial
correlation on two familiar members of the bivariate elliptical
distribution family, namely, elliptical t and contaminated normal
distribution. A method for obtaining the estimates of the polyserial
correlation and thresholds using the maximum likelihood method is
established.
Based on the findings from the simulation studies, we can see
that, under the two elliptical distribution assumptions, the
estimates obtained by using maximum likelihood method with large
sample size are not far away from the true values, and the root
means squares of estimates tend to decrease if a large sample size
is used.
On the other hand, from the results, we are convinced that the
estimators are not robust against normality assumption. This means
that the estimates obtained under the elliptical distribution
assumptions and those obtained under the incorrect normality
assumption are different. The differences are large especially in
the situations where the deviation of the sample distribution from
normality assumption is large. Thus, only if the sample distribution
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do not deviate much from normality, the estimates obtained under the
normality assumption can be used as a crude estimates for the true
values of the parameters, and special attention should be paid to
the interpretation of the results.
The results obtained in this study are only based on the
bivariate elliptical distribution family, no conclusion about the
behaviour of the estimates in higher dimensional space can be made.
As an extension of the research, a polyserial correlation model, in
which X is an observable random vector and has a joint multivariate
elliptical distribution with another latent variable Y, can be
developed, and the maximum likelihood method can also be used for
estimating the parameters of the model.
Table 1.1
Means of Estimates
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't-dist.' denotes estimates based on the t distribution assumptio
'normal' denotes estimates based on the normality assumption.
Table 1.2
Means of Estimates
( t distribution vs normal distribution )
True = -0.5
True a = 0.5


























































































































































































't-dist.' denotes estimates based on the t distribution assumption,
'normal' denotes estimates based on the normality assumption.
Table 1.3
Means of Estimates
i t distribution vs normal distribution
True a = -0.3
True a = 0.7
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0 . 6659 0.752
0.6748 0.7172
't—dist ' denotes estimates based on the t distribution assumption
. ii Qct-i'mst-pq haqprf on the normality assumption.
Table 2.1
Means of Estimates
! con tarn ina ted normal vs normal Hi ?tn'hi!tinn i
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'Cont.-N' denotes the estimates based on the contaminated normal assumption.
'Normal ' denotes the estimates based on the normality assumption.
Table 2.2
Means of Estimates
i—contaminated normal vs normal distribution )
True a2 =-1.0
True = 0.0
True Corr. = 0.2
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'Cont.-N' denotes the estimates based on the contaminated normal assumption.
'Normal' denotes the estimates based on the normality assumption.
Table 2.3
Means of Estimates
1—contaminated normal vs normal distribution )
True = -l.o
True a = 0.0
True Corr. = 0.5





















































































'Cont.-N' denotes the estimates based on the contaminated normal assumption
'Normal' denotes the estimates based on the normality assumption.
Table 2.4
Means of Estimates
-1—contaminated normal vs normal distribution )
True a2 = -1.0
True a = 0.0-
O
True Corr. = 0.7


















































































-1 . 0062 -1.1591
0.0070 0.0094
0.6958 0.7758
'Cont.-N' denotes the estimates based on the contaminated normal assumption.
'Normal' denotes the estimates based on the normality assumption.
Table 2.5
Means of Estimates
! Contaminated normal vs normal distribution )
True = -0.5
True a = 0.5
O ...
True Corr. = 0.0
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'Cont.-N' denotes the estimates based on the contaminated normal assumption.
'Normal' denotes the estimates based on the normality assumption.
Table 2.6
Means of Estimates
contaminated normal vs normal distribution
True a = -0.5
True a = 0.5
O
True Corr. = 0.2
N Para . a = 0 . 1 o = 0.5
0 . 1



















































































'Cont.-N' denotes the estimates based on the contaminated normal assumption.
'Normal' denotes the estimates based on the normality assumption.
Table 2.7
Means of Estimates
! contaminated normal vs normal distribution )
True a = -0.5
£
True a = 0.5
O . .
True Corr. = 0.5
















































































'Cont.-N' denotes the estimates based on the contaminated normal assumption.
'Normal' denotes the estimates based on the normality assumption.
Table 2.8
Means of Estimates
contaminated normal vs normal distribution
True a9 = -0.5
True a = 0.5
O
True Corr. = 0.7




















































































1Cont.-N' denotes the estimates based on the contaminated normal assumptior
'Normal ' denotes the estimates based on the normality assumption.
Table 2.9
Means of Estimates
J Contaminated normal vs normal Hisfrihnfinn
True = -0.3
True a = 0.7
O
True Corr. = 0.0
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'Cont.-N' denotes the estimates based on the contaminated normal assumption
'Normal' denotes the estimates based on the normality assumption.
Table 2.10
Means of Estimates
i contaminated normal vs normal d i ?tr i hot i nri )
True = -0.3
True a = 0.7
O - -
True Corr. = 0.2
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'Cont.-N' denotes the estimates based on the contaminated normal assumption.
'Normal' denotes the estimates based on the normality assumption.
Table 2.11
Means of Estimates
1 contaminated normal vs normal distribution
True a = -0.3
True = 0.7
True Corr. = 0.5
N Pa r a O =0.1 o = 0.5
0 . 1


















































































'Cont.-N' denotes the estimates based on the contaminated normal assumption.
Honntp? t-he estimates based on the normality assumption.
Table 2.12
Means of Estimates
(—contaminated normal vs normal distribution
True a = -0.3
True a = 0.7.
O
True Corr. = 0.7






















































































'Cont -N' denotes the estimates based on the contaminated normal assumption.
'Normal' denotes the estimates based on the normality assumption.
Table 3.1
RMS of Estimates
1—t distribution vs normal distribution )
True a = -1.0
True a = 0.0


























































































































































































•t-dist.' denotes estimates based on the t distribution assumption
'normal' denotes estimates based on the normality assumption.
Table 3.2
RMS of Estimates
i t distribution vs normal distribution )
True a = -0.5
True a = 0.5
~j





























































































































































































't-dist.' denotes estimates based on the t distribution assumption,
'normal' denotes estimates based on the normality assumption.
Table 3.3
RMS of Estimates

































































































































































































't-dist.' denotes estimates based on the t distribution assumption
'normal' denotes estimates based on the normality assumption.
Table 4.1
RMS of Estimates
i contaminated normal vs normal distrihntion 1
True a =-1.0
2
True ao = 0.0O
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'Cont -N' denotes the estimates based on the contaminated normal assumption
'Normal' denotes the estimates based on the normality assumption.
Table 4.2
RMS of Estimates
i contaminated normal vs normal distribution
True a? =-1.0
True a = 0.0.
O
True Corr. = 0.2
XT Para c = 0.5
0.1
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'Cont.-N' denotes the estimates based on the contaminated normal assumption
'Normal' denotes the estimates based on the normality assumption.
Table 4.3
RMS of Estimates
1—contaminated normal vs normal distribution )
True a = -1.0
Cm 0«
True = 0.0
True Corr. = 0.5





















































































i Oont —N' denotes the estimates based on the contaminated normal assumption
'Normal' denotes the estimates based on the normality assumption.
Table 4.4
RMS of Estimates
( COn tain 1 na tied normal us normal H i str1' hut i on 1
True a =-1.0
True a = 0.0
True Corr. = 0.7
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'Cont.-N' denotes the estimates based on the contaminated normal assumption
iMnrmai• Honntps thp ostimates based on the normality assumption.
Table 4.5
RMS of Estimates
-1—contaminate normal vs normal distribution )
True a. = -0.5
w
True a = 0.5
O
True Corr. = 0.0























































































'Cont.-N' denotes the estimates based on the contaminated normal assumption
'Normal' denotes the estimates based on the normality assumption.
Table 4.6
RMS of Estimates
i contaminated normal vs normal distribution )
True a = -0.5
True a0 = 0.5KJ
True Corr. = 0.2





















































































'Cont.-N' denotes the estimates based on the contaminated normal assumption
'Normal' denotes the estimates based on the normality assumption.
Table 4.7
RMS of Estimates
i—contaminated normal vs normal distribution )
True a9 = -0.5
True a = 0.5'
True Corr. = 0.5
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'Cont.-N' denotes the estimates based on the contaminated normal assumption
'Normal' denotes the estimates based on the normality assumption.
Table 4.8
RMS of Estimates
-i—contaminated normal vs normal distribution )
True ao = -0.5
True ao = 0.5
True Corr. = 0.7




















































































'Cont.-N' denotes the estimates based on the contaminated normal assumption
'Mnrma11 denotes the estimates based on the normality assumption.
Table 4.9
RMS of Estimates
i—contaminated normal vs normal distribution )
True a = -0.3
True = 0.7
True Corr. = 0.0






















































































'Cont.-N' denotes estimates based on the contaminated normal assumption
'Normal' denotes estimates based on the normality assumption.
Table 4.10
RMS of Estimates
1 contaminated normal vs normal distribution
True a = -0.3
True a = 0.7
kJ •
True Corr. = 0.2
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0.3816 0.4062











































































'Cont.-N' denotes estimates based on the contaminated normal assumption.
'Normal' denotes estimates based on the normality assumption.
Table 4.11
RMS of Estimates
( contami natpH nnrma 1 tq nnrmal H 1 ctr hut 1 nn
True a2 = -0.3
True a = 0.7
O
True Cnrr. = 0.5
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'Cont.-N' denotes estimates based on the contaminated normal assumption
'Normal' denotes estimates based on the normality assumption.
Table 4.12
RMS of Estimates
( Contaminated normal vs normal Hicfr1 hut 1 on 1
True a9 = -0.3
True a =0.7
O
True Corr. = 0.7





















































































'Cont.-N' denotes estimates based on the contaminated normal assumption
•Normal' denotes estimates based on the normality assumption.
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Appendix A
The left hand side of (2.17) is given as
This joint density function can be decomposed into products of
two density functions as follows.
75
That is, the joint density function of (X,Y)', t2(X,YV,n),
has been decomposed into a product of the marginal density function
of X and the conditional density function of Y given X=x.
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Appendix B
Since involves the partial derivative of
(B1)
we give the expression of its partial derivative as belows first.
thenLet
the expression of (Bi) become
(B2)
andwhere
The integral of (B2) depends only on a*, which is, in turn, a
function of p. Thus, the expression of (B2) can be obtained by using
chain rule as follows.
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We are going to show that has a bivariate
elliptical t distribution with density function
(Cl)
First, we show that is distributed as a
bivariate t distribution with density function
(C2)
which is distributed as Nwhere
and w
X and U are stochastically independent. thus, the joint
density function of (X1 ,X2 ,U)' is
theIn addition, since
joint density function of the new variates wl, w2 and U is obtained
as
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isThe last product term of the expression of (C3),
Jacobian. The joint marginal distribution of (wl,w2)' is
The integral of the expression of (C4) i s in 't .e_` o:'
dY, which is, in fact, the Gamma functiof
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That is, is distributed as a bivariate t distribution
with zero mean vector and covariance parameter matrix I2.
If we take T= V-1/2w, then it is well-known that T is also
distributed as a bivariate t distribution with zero mean vector and
covariance parameter matrix V.
Since T= V1/2 w can be rewritten as w= V 1 2T, the Jocobian
of the transformation is (Vi-1/2, the density function of new
va r i a t e I is




For a correlation matrix A we want to find a 2 x 2
matrix such that
A. From the symmetry pattern of A,
we can see that will be in the form of where a and b
can be found by solving the following system of equations.
Thus, we have a2+b2=1 and 2ab=p. After solving the system of
equations for a and b, we obtain
then'As a result, if V will be given as
It is the expression given in (4.4).
82
Reference
Beasley, J.D. Springer, S.G. (1977) Algorithm AS 111: The
percentage points of the Normal Distributions. Applied
Statistics, 26, p.118-121.
Browne, M.W. (1982) Covariance Structure. In D. M. Hawkins (Ed.),
Topics in Applied Multivariate Analysis (p.72-141). London
: Cambridge University Press.
Cooper, B.E. (1968) Algorithm AS 3: The integral of Student's
t-distribution. Applied Statistics, 17, p.189-190.
Cox, N.R. (1974) Estimation of the correlation between a continuous
and a discrete variable. Biometrics, 30, 171-178.
Donnelly, T.G. (1973) Algorithm 462: Bivariate Normal Distribution,
Communication of the ACM, 16, p.638.
Donnett, C.W. Sobel, M.(1954) A Bivariate Generalization of
Student's t-distribution, with Tables for Certain Special
Cases, Biometrika, 41, p153-169.
Hannan, J. F. Tate, R. F. (1965) Estimation of the parameters for
a multivariate normal distribution when one variable is
dichotomized. Biometrika, 52, 664-668.
Hill G.W. (1970) Algorithm 396: Student's t-Quantiles,
Communications of the ACM, 13, p.619-620.
83
Hill I.D. (1966) Algorithm AS 66: The Normal Integral by I.D. Hill,
Applied Statistics-Algorithm, P.126-129.
Johnson N.L. Kotz, S. (1972) Distributions in Statistics
Continuous Multivariate Distributions, New York: Wiley.
Joreskog, K.G. Sorbom, D.G. (1982) LISREL User's Guide. Chicago
International Eductional Services.
Kennedy, W.J. Jr. Gentle, J.E. (1980) Statistical Computing, New
York: M. Dekker.
Lam M.L. (1987) Estimation of Polychoric Correlation with Non-normal
Latent Variables. Master Thesis, Division of Statistics,
The Chinese University of Hong Kong.
Lazarsfeld, P.F. (1959) Latent Structure Analysis, In S. Koch (Ed.)
Psychology: A study of Science, Vol.3, New York
McGraw-Hill.
Lee, S.Y. Poon, W.Y. (1986) Maximum Likelihood estimation of
polyserial correlation. Psychometrika,, 113-121.
Marsaglia, G. (1961) Expressing a Random Variable in terms of
Uniform Random Variables, Annals of Mathematical
Statistics, 32, p.894-898.
Marsaglia, G. (1962) Random Variables and Computers, Information
Theory Statistical Decision Functions Random Processes
Transactions of the Third Prague Conference, edited by
J. Kozesnik, Czechoslovak Academy of Sciences, Prague,
p.499-510.
84
Muirhead, R.J. (1982) Aspects of Multivariate Statistical Theory.
New York: Wiley.
Olsson, U., Drasgow, F., Dorans, N.J. (1982) The polyserial
correlation coefficient. Psychometrika, 47, 337-347.
Poon, W.Y. Lee, S.Y. (1987) Maximum Likelihood Estimation of
Multivariate Polyserial and Polychoric Correlation
Coefficients, Psychometrika, (1987). Vol. 52, No. 3,
p.409-430.
Tate, R.F. (1955) The Theory of correlation between two continuous
variable when one is dichotomized. Biometrika, 42, 205-216.


