We developed a novel tool for microarray data analysis that can parsimoniously discover highly predictive genes by finding the optimal trade off between fold change and t-test p value through rigorous cross validation. In addition to find a small set of highly predictive genes, the tool also has a procedure that recursively discovers and removes predictive genes from the dataset until no such genes can be found. We applied our tool to a public breast cancer dataset with the goal to discover genes that can predict patient's response to a preoperative chemotherapy. The results show that estrogen receptor (ER) gene is the most important gene to predict chemotherapeutic response and no gene signatures can add much clinical benefit for the whole patient population. We further identified a clinically homogenous subgroup of patients (ER-negative, PR-negative and HER2-negative) whose response to the chemotherapy can be reasonably predicted. Many of the discovered predictive markers for this subgroup of patients were successfully validated using a blinded validation set.
Introduction
Feature selection is one of the most important topics in microarray data analysis. The goal of feature selection is to find informative genes in high dimensional data from a set of examples with known clinical outcome. Feature selection serves two distinct purposes: (a) identify a parsimonious set of genes that yield a predictive model with good performance in independent cases; (b) identify all significantly differentially expressed genes between two outcome groups in order to gain insight into biological processes which differentiate the groups by making use of pathway analysis or gene ontology analysis tools.
In many microarray data analysis algorithms, features need to be ranked using a certain statistic, either before or inside the classifier learning process. For features that follow a normal distribution, a classical t-test is an excellent choice for ranking. However, in many datasets, predictive features are far from being normally distributed. For example, many oncogenes only show large elevation in a small portion of the samples of one phenotype. Feature selection using t-test cannot pick up such genes if stringent p value is used. For such features a simple fold change or mean difference test is a better choice than a classical t-test. For this reason, various modified t-tests, e.g., SAM [1] , Efron-t (equation (2.8) of [2] ), "shrinkage-t" [3] , have been proposed for feature selection in high dimensional array data, primarily to balance the trade-off between a mean difference test and a t-test in order to efficiently detect different types of predictive features.
To address these issues, we have developed a Java based data analysis tool which selects features by searching for the desired thresholds of both mean difference test and t-test p value. For any pair of thresholds, the features that satisfy both thresholds are used to build a diagonal linear discriminate analysis (DLDA) classifier [4] , which is a simple linear classifier similar to weighted voting [5] . By varying the thresholds of these two statistics in certain steps within their acceptable ranges, we can achieve various trade-offs and control the size of the feature sets. The pair of the thresholds of the two statistics solely determines the feature set and thus the DLDA model, as there is no parameter to be tuned for DLDA modelling. The tool can automatically find the optimal balance based on cross-validated model performance and generate an optimal model. In a sense, our tool can be viewed as a generalization of various modified t-tests -instead of using a fixed trade-off, the proposed adaptive method will automatically discover optimal trade-offs for a given dataset.
As different types of biomarker signals can coexist in the same data set, an iterative wrapper procedure was developed to enable the discovery of more features by finding a number of effective trade-offs between the two statistics.
To demonstrate the clinical value of the proposed method, we performed detailed analyses on a publicly available breast cancer chemotherapeutic response dataset [6] .The results show that our tool is very effective in identifying predictive features. The majority of the identified biomarkers from a clinically homogeneous subpopulation were successfully validated using an independent set of patients.
Methods
Our Java tool has three main functions.
The procedure 'findGeneSignature' uses a grid search procedure that searches through various trade-offs of mean difference test and t-test. A prediction model is generated using the optimal trade-off in terms of cross-validated model performance. In our tool, we use area of the ROC (receiver operating characteristic) curve (AUC) to measure model performance.
A nested cross-validation (CV) procedure called 'estimatePerformance' is used to estimate model performance. In this procedure, procedure 'findGeneSignature' is called to tune the parameters using the inner cross-validation. The outer cross-validation is used to estimate model performance.
The procedure 'findImportantGenes' is developed to find more important genes for pathway analysis. It is a wrapper procedure that iteratively collects generated gene signatures and removes those genes from further runs. This process continues until procedure 'estimatePerformance' returns close to random performance (i.e., most informative genes have been identified and removed).
High level pseudo code is listed as follows.
Procedure trainModel (training data, a pair of thresholds for mean difference test and t-test respectively) { 1. Collect mean difference and t-test p value for each gene based on training data 2. Using both statistics to filter genes according to the thresholds.
3. Build DLDA model using the genes that passed the filtering process. 
Experimental results
The chemotherapeutic response dataset we analyzed in this paper is publicly available from NCBI GEO data repository (http://www.ncbi.nlm.nih.gov/geo/; GEO accession GSE20194). It is one of the six datasets analyzed in the FDA led MicroArray Quality Control project (MAQC) [6] . The dataset contains pretreatment gene expression data (Affymetrix HG-U133A) and clinical information from 230 patients with stage I-III breast cancer. The goal of this study was to develop a gene expression based model that can predict pathologic complete response (pCR) to a preoperative paclitaxel + 5-fluoruracil, doxorubicin, and cyclophosphamide (T/FAC) chemotherapy regimen. The dataset was generated at two stages. In the first stage, 130 samples were generated and analyzed. Additional 100 samples were subsequently generated to validate the findings of the first stage. The original analysis result from the samples of the first stage is published in [7] , where a 30 probe set gene signature was developed. In our experiment, we follow the practice of MAQC project, that is, to use the first 130 samples as the training data and the additional 100 samples as the blinded validation data.
Biomarker discovery using the training data
To discover the most predictive features, we applied procedure 'findGeneSignature', which resulted in a signature of 16 probe sets (13 genes), including the estrogen receptor gene (ESR1), which regulates cell division and DNA replication in ~60% of breast cancers, serves as a pathological marker for diagnosis and treatment. In this data set ESR1 has the second largest fold change among the 13 genes. This analysis confirms what is already known, i.e., estrogen receptor (ER) status is a very important factor for predicting chemotherapy response in breast cancers. Interestingly, ESR1 gene is missing from the 30 probe set signature developed in the original publication.
To identify more of the highly predictive genes for further functional analysis, the iterative procedure 'findImportantGenes' is applied. It proved to be more effective to apply this procedure twice: one time for finding features with high average expression values in one class, and the second time for finding features with high average expression value in the other class. Figure 1 shows how the prediction performance drops after important features being iteratively removed. This process returned over 300 probe sets. Through pathway analysis, we found that most of these genes are related to ER gene. To see if there are any predictive biomarkers that are independent of ER status, we separated the dataset into an ER-positive (n=80) set and an ER-negative (n=50) set. Applying procedure 'findImportantGenes' to the ER positive set returned no significant genes, which was probably due to the small number of pCR cases (6 out of 80) in this cohort that has made the analysis underpowered. Applying the same procedure to the ER-negative set only returned four probe sets: three probe sets for the gene hydroxyprostaglandin dehydrogenase (HPGD), a prostaglandin metabolizing enzyme and one probe set for the human gene AK056707 with unknown function. By studying the pattern of HPGD expression in the 50 ER-negative samples, we found that the discriminating pattern is stronger in triple negative (ER-/PR-/HER2-) samples (see Figure  2 ). This led us to search for other biomarkers that can predict pCR in triple negative samples (n=26, 13 are pCR). By applying procedure 'findImportantGenes', we were able to generate a number of significant models using the iterative procedure. In total, 70 probe sets were discovered. The top 31 of the 70 probe sets are listed in Table 1 . 
Biomarker validation using blinded validation set
We first validate the prediction performance (AUC) of our 16 probe set signature trained using the whole training set. The blinded validation AUC performance is 0.74. Although the performance is quite satisfactory, similar performance can be achieved by using the clinical variable ER alone or the ESR1 gene (probe set ID: 205225_at) alone. From the results of different data analysis teams of the MAQC project [6] , we also found that no team can generate models that outperform the ER gene, which means that gene signatures have little added benefit for predicting chemotherapeutic response if the ER-positive and ER-negative patients are analyzed together.
Within the 100 blinded validation samples, 30 samples were from triple negative patients. We used this subset to validate the genes discovered from the 26 triple negative samples of the training set. The result (in the last column of Table 1) shows that 19 of the 31 probe sets have reasonably good predictive power individually (AUC from 0.65 to 0.85). Twelve of them have low or no predictive power on this validation set (AUC < 0.65), including HPGD and AK056707. After checking the expressions of the HPGD gene of the validation set, we found that mean expression level is many times smaller than that of the training samples. We suspect that there may be some data quality issue in the validation set. 
Discussion
Our tool performs feature selection by searching for the best trade off between mean difference test and t-test. The search is guided by cross validated model performance. To make the search effective, it is crucial that the cross-validation is done in an unbiased manner. For instance:
1.
For model tuning, the feature selection must be performed within each run of cross-validation.
2.
The cross-validation performance of the model tuning step cannot be used as an estimation of model performance. For estimating unbiased model performance, nested cross-validation must be performed. That is, the inner cross-validation for model tuning, the outer cross-validation for performance estimation. For stability, the inner cross-validation and outer cross-validation may need to be run multiple times.
Considering the computation cost of proper cross validation, we use DLDA classifier as our modelling tool, which is a simple linear classifier that has no parameters to be tuned. It is been shown that DLDA performance very well compared to other more complicated classifiers [8] . We believe the best way to gain better performance is through improving performance of feature selection, rather than tuning modeling parameters of complex models. Complicated learning schemes can make proper cross-validation too computational expensive to run.
Using the whole chemotherapy response data, we showed that our tool can effectively identify the most important biomarker for predicting chemotherapy response, i.e., the ER gene. We also showed that without grouping the patients into homogeneous subpopulations based on known clinical variable, it is hard to find gene signatures that have added clinical benefit over the clinical variable ER.
By checking the gene expression pattern of a gene (HPGD) selected from the ER-negative patients, we identified a clinically homogeneous set of patients (ER-/PR-/HER2-) whose chemotherapeutic response can be reasonably predicted. A set of genes were identified from this subpopulation. Many of these genes are shown to have good predictive power individually based on blinded validation data.
