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Abstract
Estimates for maximal functions provide the fundamental tool for solving problems on
pointwise convergence. This applies in particular for the Menchoff–Rademacher theorem on
orthogonal series in L2½0; 1 and for results due independently to Bennett and Maurey–
Nahoum on unconditionally convergent series in L1½0; 1: We prove corresponding maximal
inequalities in non-commutative Lq-spaces over a semiﬁnite von Neumann algebra. The
appropriate formulation for non-commutative maximal functions originates in Pisier’s recent
work on non-commutative vector valued Lq-spaces.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
A fundamental theorem proved independently by Menchoff [17] and Rademacher
[24] (see also [1]) says that, whenever ðajÞ is a scalar sequence such that ðaj log
ð j þ 1ÞÞAc2; then for any orthonormal system ðxjÞ in L2½0; 1 the seriesXN
j¼1
ajxj
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converges almost everywhere on ½0; 1: It was observed by Kantorovic [12] that this
result even holds for every weakly 2-summable sequence ðxjÞ in L2½0; 1; i.e.
sup
jjx0jjp1
XN
j¼1
jx0ðxjÞj2
 !1=2
oN:
Moreover, almost everywhere convergence is a consequence of the following
maximal theorem: There exists an absolute constant cX0 such that for every weakly
2-summable sequence ðxjÞ of functions in L2ðmÞ (m some measure) and scalar
sequence ðajÞ with ðaj logð j þ 1ÞÞAc2 the maximal function satisﬁesZ
sup
n
Xn
j¼1
ajxj


2
dm
0@ 1A1=2pcjjðaj logð j þ 1ÞÞjj2 sup
jjx0 jjp1
XN
j¼1
jx0ðxjÞj2
 !1=2
: ð1:1Þ
A counterpart for unconditionally summable (¼ weakly 1-summable) sequences
in L1ðmÞ was conjectured by Kwapien´ and Pe"czyn´ski [13], and was proved
independently by Bennett [2] and Maurey-Nahoum [16] (see also [5,20,30]): The
series XN
j¼1
1
logð j þ 1Þ xj
converges m-almost everywhere whenever ðxjÞ is an unconditionally summable
sequence in L1ðmÞ: Again this result can be seen as an immediate consequence of a
more general maximal theorem:Z
sup
n
Xn
j¼1
1
logð j þ 1Þ xj

 dmpc supjjx0jjp1 X
N
j¼1
jx0ðxjÞj: ð1:2Þ
It was observed by Bennett [2] that (1.1), (1.2) can be viewed as a sort of border
case of the following scale of maximal inequalities: For 1pp; qoNZ
sup
n
Xn
j¼1
ajxj


q
dm
 !1=q
pcjjðaj logð j þ 1ÞÞjjp0 sup
jjx0jjp1
XN
j¼1
jx0ðxjÞjp
 !1=p
; ð1:3Þ
obviously, the cases p ¼ q ¼ 2 and p ¼ q ¼ 1 cover (1.1) and (1.2).
The aim of this paper is to study analogous maximal theorems and their
applications to convergence for series in a non-commutative Lq-space. More
precisely, we consider M to be a von Neumann algebra of operators acting on a
Hilbert Lq-space H; together with a normal trace t and study sequences in the non-
commutative Lq-space LqðM; tÞ: According to the work of Segal [25], Nelson [19]
and others LqðM; tÞ can be realized as the Banach space of all unbounded operators
on H which are afﬁliated to M (commute with each operator in the commutant of
M) and satisfy jjxjjp :¼ tðjxjpÞ1=poN: Here by deﬁnition M equals LNðM; tÞ; and
L1ðM; tÞ turns out to be the predual M of M:
A straightforward translation of the maximal function in non-commutative Lq-
spaces is not possible, because even for a sequence of positive operators ðynÞ there
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might be no linear operator y such that ðyðxÞ; xÞ ¼ supnjðxjynðxÞÞj: However, in the
commutative setting a maximal function f  ¼ supj fnj belongs to LqðmÞ if and only if
there is a uniform factorization fn ¼ czn ¼ znc; where c is q-integrable and ðznÞ a
uniformly bounded sequence in LNðmÞ: This algebraic formulation admits several
generalizations. For special (hyperﬁnite) von Neumann algebras, Pisier [23] deﬁnes
the space LqðM; t; cNÞ as the space of sequences ðxnÞ in LqðM; tÞ such that there
exists c; dAL2qðM; tÞ and a bounded sequence ðznÞ in M for which xn ¼ cznd for all
n: Of course, this deﬁnition makes sense for arbitrary von Neumann algebras, and in
the context of martingales it can be used to prove a non-commutative version of
Doob’s inequality, see [11]. Up to a logarithmic factor, the results of this paper imply
the non-commutative Doob inequality but apply to far more general situations. We
will prove the following non-commutative analogue of (1.3) (see Theorem 4.1):
Theorem 1.1. For 1pp; qoN and 2pr; spN with 1=q ¼ 1=r þ 1=s; each weakly
p-summable sequence ðxjÞ of operators in LqðM; tÞ and each scalar sequence ðajÞ
satisfying ðaj logð j þ 1ÞÞAcp0 ; the sequence ð
Pn
j¼1 ajxjÞn of partial sums allows a
uniform factorization
Xn
j¼1
ajxj ¼ cznd; nAN; ð1:4Þ
where cALrðM; tÞ; dALsðM; tÞ and ðznÞ is a uniformly bounded sequence in M:
As in the commutative setting this maximal theorem has interesting consequences
on the (non-commutative versions of) almost everywhere convergence of
P
j ajxj:
The following deﬁnition (see [9]) is motivated by Egoroff’s theorem. A sequence ðynÞ
in LqðM; tÞ converges to 0 t-almost uniformly whenever there is a sequence ð pmÞ of
projections in M such that limm tð1
 pmÞ ¼ 0 and limn jjynpmjjN ¼ 0 for all m:
Similarly ðynÞ converges to 0 bilaterally t-almost uniformly whenever there is ð pmÞ as
above such that (only) limnjjpmynpmjjN ¼ 0 for all m: The following theorem is our
main result of Section 6, as special cases it includes non-commutative generalizations
of the theorems of Menchoff–Rademacher and Bennett–Maurey–Nahoum.
Theorem 1.2. Let 1pp; qoN: Then for each weakly p-summable sequence ðxjÞ of
operators in LqðM; tÞ and each scalar sequence ðajÞ with ðaj logð j þ 1ÞÞAcp0 ; the seriesPN
j¼1 ajxj converges bilaterally t-almost uniformly, and even t-almost uniformly
provided qX2:
Counterexamples in Schatten von Neumann classes Sq and LqðR; tRÞ; R the
hyperﬁnite factor with its natural trace tR; show that both theorems are (close to
being) sharp (see Examples 4.4 and 6.5).
The ﬁrst attempt to study the Menchoff–Rademacher theorem in a non-
commutative setting is due to Jajte (see [9,10]). In order to state his result let j be
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a faithful and normal state on a von Neumann algebra M; and denote as usual by
L2ðM;jÞ its GNS-representation on which M acts in the standard way with a
seperating and cyclic vector O such that jðxÞ ¼ ðxOjxÞ; xAM: A sequence ðynÞ in
L2ðM;jÞ converges to 0 j-almost everywhere (in the sense of Jajte) if for each d40
there is an orthogonal projection p in M with jð1
 pÞod as well as an inﬁnite
matrix ðynkÞ in M such that
PN
k¼1 ynkO ¼ yn for all n; and limn jj
PN
k¼1 ynkpjjN ¼ 0:
Then Jajte’s non-commutative Menchoff–Rademacher theorem [10, 5.2.1] states that
for each orthonormal sequence ðxjÞ in L2ðM;jÞ and each scalar sequence ðajÞ such
that ðaj logð j þ 1ÞÞAc2 the sequence ðynÞ :¼ ð
Pn
j¼1 aj logð j þ 1ÞxjÞ of partial sums
converges j-almost everywhere.
In [4] we will show that our approach to the Menchoff–Rademacher cycle of ideas
for spaces L2ðM;jÞ is different, and even allows to extend Jajte’s results in various
directions (see also the ﬁnal comments given in Section 7).
2. Preliminaries
We use standard notation and notions from the theories of Banach spaces,
C-algebras, Banach operator ideals and tensor products (see e.g.
[3,5,14,15,18,21,22,26,28,30]). By LðE; FÞ we denote all (bounded and linear)
operators T between two Banach spaces E and F ; and jjT jj stands for the operator
norm.
Here we collect some relevant facts on unbounded operators on Hilbert spaces as
well as non-commutative Lq-spaces; most of this information can be found in
[6,8,27,29]. We write ðjÞ for the scalar product on H: By a projection p we always
mean an orthogonal projection. Recall that ppq if pHCqH; and that for a family
ð piÞI of projections inf I pi is the projection onto
T
I piH and supI pi the projection
onto
S
I piH:
We also have to consider unbounded operators a on H with domain domðaÞ and
rangeðaÞ: By rðaÞ we denote the projection onto rangeðaÞ; the range projection of a:
Clearly, rðaÞ ¼ inf p; the inﬁmum taken over all projections p with pa ¼ a:
Remark 2.1. Let a be a self-adjoint operator on H and p a projection on H with
pa ¼ a: Then a ¼ pa ¼ ap; and the restriction of a to pH is self-adjoint. Moreover, if
p ¼ rðaÞ; then this restriction is injective.
Proof. Obviously, ap ¼ ap ¼ ð paÞ ¼ a (note that p is bounded), and hence the
restriction of a to pH has dense domain and is again self-adjoint. Let us prove
that for p ¼ rðaÞ this restriction is injective: Assume that there is
0ax0AdomðaÞ-pH with aðx0Þ ¼ 0: Let p0 be the projection on H onto the
(orthogonal) complement of span x0 in pH; hence pH ¼ span x0"p0H: Obviously,
p0pp and p0ap: We prove that a ¼ ap0 which then implies that p0a ¼ a; a
contradiction. We have to show that domðaÞ ¼ domðap0Þ and that ax ¼ ap0x for
each xAdomðaÞ: Take xAdomðaÞ ¼ domðapÞ: Then pxAdomðaÞ which gives for
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some l that p0x ¼ px
 lx0AdomðaÞ; and therefore ap0x ¼ að px
 lx0Þ ¼ apx ¼ ax:
Conversely, for xAdomðap0Þ (i.e. p0xAdomðaÞ) we have that px ¼ lx0 þ
p0xAdomðaÞ; hence xAdomðapÞ ¼ domðaÞ: &
Recall that two positive and self-adjoint operators a and b fulﬁll the relation apb
if domðb1=2ÞCdomða1=2Þ and ða1=2xja1=2xÞpðb1=2xjb1=2xÞ for all xAdomðb1=2Þ: The
following remark will be needed.
Remark 2.2. Let x and y be two positive and self-adjoint operators on a Hilbert
space H with xpy; y injective. Then y1=2 is injective and u :¼ x1=2y
1=2 is a
contraction on H:
Proof. Clearly, y1=2 is injective. Since it is also self-adjoint, its inverse y
1=2 is a self-
adjoint operator with domain rangeðy1=2Þ and range domðy1=2Þ: Observe that u :¼
x1=2y
1=2 has dense domain: Since domðy1=2ÞCdomðx1=2Þ; we have that domðuÞ ¼
fxAdomðy
1=2Þjy
1=2xAdomðx1=2Þg ¼ rangeðy1=2Þ: It now sufﬁces to check that u is a
contraction on domðuÞ: But this follows easily from the fact that y
1=2xAdomðy1=2Þ
for each xAdomðuÞ; and hence
ðuxjuxÞ ¼ ðx1=2y
1=2xjx1=2y
1=2xÞpðy1=2y
1=2xjy1=2y
1=2xÞ ¼ ðxjxÞ: &
Throughout this paper M denotes a (semiﬁnite) von Neumann algebra of
operators on a Hilbert space H with a given faithful, semiﬁnite and normal trace
t : Mþ-½0;N: The identity in M is denoted by 1; and Mproj stands for all
(orthogonal) projections in M: A closed and densely deﬁned operator a on H is said
to be afﬁliated with M if yaCay (i.e. ay extends ya) for all y in the commutant M 0 of
M: An operator a afﬁliated with M is said to be t-measurable if for every d40 there
is a projection pAMproj such that tð1
 pÞpd and apAM: Let eM be the set of all
t-measurable operators on H which together with the respective closures of the
algebraic sum and product forms a -algebra. The sets Nðe; dÞ; consisting of all aA eM
for which there is pAMproj such that apAM with jjapjjpe and tð1
 pÞpd; form a
0-neighborhood basis for a metrizable linear topology on eM; called the measure
topology. This way eM becomes a complete metrizable topological -algebra.
A general philosophy is that the operators in eM ‘‘behave almost like’’ those in M:
For example, a ¼ a and ðabÞ ¼ ba for all a; bA eM; aA eM is self-adjoint whenever
it is positive, the range projection of aA eM belongs to Mproj; and any aA eM allows a
polar decomposition a ¼ ujaj; where jaj ¼ ðaaÞ1=2 and u is a partial isometry in M:
Finally, note that xpy for 0px; yA eM (see the above deﬁnition) if and only if
ðxxjxÞpðyxjxÞ for all xAdomðxÞ-domðyÞ:
To see examples, note that for M ¼LðHÞ; with the standard trace tr, eM coincides
with M; and the measure topology is the norm topology. Or if tð1ÞoN; then eM
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equals the space of all operators afﬁliated with M; and in the commutative case
M ¼ LNðmÞ and tðf Þ ¼
R
fdm (m a localizable measure on O) the space eM is nothing
else than the closure of L0 (all measurable functions on O endowed with the usual
topology of convergence in measure).
Remark 2.3. Let c; c1A eM be positive with c21pc2: Then there is a contraction a1AM
which satisﬁes c1 ¼ a1c: Moreover, if c1; c2A eM and c :¼ ðc21 þ c22Þ1=2; then there are
contractions a1; a2AM such that
ck ¼ akc for k ¼ 1; 2 and a1a1 þ a2a2 ¼ rðc2Þ:
Proof. Let p ¼ rðc2ÞAMproj be the range projection of c2: Then c1 ¼ c1p ¼ pc1 and
c ¼ cp ¼ pc; indeed, by assumption and 2.1
0pð1
 pÞc21ð1
 pÞpð1
 pÞc2ð1
 pÞ ¼ c2 
 pc2 
 c2p þ pc2p ¼ 0;
which gives ð1
 pÞc1 ¼ 0 (the same argument works for c). Consider now the
compression Mp of M (all operators on pH that are restrictions of operators
pu; uAM), which is a von Neumann algebra of operators on pH: The restrictions of
c1 and c to pH give positive and selfadjoint operators x1 and y on pH; note that
x21py2; and y2 by 2.1 is injective. Using 2.2 deﬁne the contraction u1 :¼ x1y
1 on pH;
which being afﬁliated to Mp belongs to Mp: But then for the contraction a1 :¼
ipu1ppAMðpp : H-pH and ip : pH-H the canonical mappings), we obtain
c1 ¼ ipx1pp ¼ ipu1ypp ¼ ipu1cp ¼ a1c:
Finally, if c ¼ ðc21 þ c22Þ1=2; then with u1; u2; a1; a2 as above
u1u1 þ u2u2 ¼
X2
k¼1
ðy
1Þxkxky ¼
X2
k¼1
y
1x2ky

1 ¼ y
1y2y
1 ¼ 1
(use that ðy
1ÞxkCðxky
1Þ), which clearly gives as desired a1a1 þ a2a2 ¼
ipðu21 þ u22Þpp ¼ ippp ¼ p: &
Motivated by the commutative Egoroff theorem a sequence ðynÞ in eM is said to
converge t-almost uniformly to yA eM if for each d40 there is pAMproj such that
tð1
 pÞod; ðxn 
 xÞpAM for all n and jjðxn 
 xÞpjj-0: See [9,10] for long lists of
references dealing with all sorts of different notions for almost everywhere/uniform
convergence in M and more generally eM: If only jjpðyn 
 yÞpjj-0 instead of jjðyn 

yÞpjj-0; then we say that ðynÞ converges to y bilaterally t-almost uniformly. See
Example 6.4 and Theorem 6.1 which (as a byproduct) show that t-almost uniform
and bilaterally t-almost uniform convergence in general are really different. Clearly,
t-almost uniform convergence implies convergence in eM:
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In order to realize non-commutative Lq-spaces as spaces of unbounded operators
on H the trace t on M has to be extended to all positive operators xA eM:
tðxÞ :¼ sup
n
t
Z n
0
l dEl
 
A½0;N;
El the spectral resolution of x: Then
LqðM; tÞ :¼ fxA eM j jjxjjq :¼ tðjxjqÞ1=qoNg
deﬁnes a Banach space; in addition, put LNðM; tÞ :¼ M (from now on we will write
jj . jjN for the norm in M). It is well-known that these spaces satisfy all the expected
properties such as duality—in particular, L1ðM; tÞ is the predual M of M:
In the commutative case M ¼ LNðmÞ this construction of non-commutative Lq’s
leads to the classical LqðmÞ’s, and for M ¼LðHÞ with the canonical trace to the
classical Schatten classes Sp: See Section 6 for non-commutative Lq-spaces over the
hyperﬁnite factor R and its natural trace tR:
3. A non-commutative cN-valued Lq
A key ingredient in our non-commutative maximal theorems is an appropriate
deﬁnition of certain non-commutative cN-valued Lq’s together with their elementary
properties—the basic ideas here come from Pisier’s work [23] and has been
successively applied in this more general setting in [11].
Let 1pqoN and 1pr; spN such that 1=q ¼ 1=r þ 1=s: Deﬁne for a given von
Neumann algebra M of operators on a Hilbert space H together with a faithful,
semiﬁnite and normal trace t :Mþ-½0;N the space
Lðr;sÞq ðM; t; cNÞ
of all sequences ðynÞ of operators in LqðM; tÞ for which there is a bounded sequence
ðznÞ in M and operators cALrðM; tÞ; dALsðM; tÞ such that for all n
yn ¼ cznd:
Put
jjðynÞjjq;ðr;sÞ :¼ inf jjcjjr sup
n
jjznjjNjjdjjs;
where the inﬁmum runs over all possible decompositions of ðynÞ as above. The spaces
Lrightq ðM; t; cNÞ :¼ LðN;qÞq ðM; t; cNÞ
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and
Lleftq ðM; t; cNÞ :¼ Lðq;NÞq ðM; t; cNÞ
will be of special interest—all sequences ðynÞ which allow uniform factorizations
yn ¼ znd and yn ¼ czn with c; dALqðM; tÞ and supn jjznjjNoN; respectively.
Moreover, in the symmetric case put
LqðM; t; cNÞ :¼ Lð2q;2qÞq ðM; t; cNÞ;
and note that for hyperﬁnite M this space coincides with Pisier’s deﬁnition from [23].
It is an easy exercise to show that in the commutative case M ¼ LNðmÞ (with the
integral as trace) for all 1pqoN and 1pr; spN with 1=q ¼ 1=r þ 1=s the space
L
ðr;sÞ
q ðM; t; cNÞ consist of all sequences ðynÞ in LqðmÞ such that the maximal function
sup
n
jynjALqðmÞ;
and moreover we have
jjðynÞjjq;ðr;sÞ ¼ jj sup
n
jynj jjq:
Remark 3.1. (1) For xAcN and xALqðM; tÞ
ðxnxÞALðr;sÞq ðM; t; cNÞ and jjðxnxÞjjq;ðr;sÞpjjxjjNjjxjjq:
(2) For each ðynÞALðr;sÞq ðM; t; cNÞ and m
jjymjjqpjjðynÞjjq;ðr;sÞ:
Proof. Condition (2) is trivial since for each appropriate decomposition ðynÞ ¼
ðczndÞ by Ho¨lder’s inequality
jjymjjq ¼ jjczmdjjqpjjcjjrjjzmjjNjjdjjs:
For (1) consider the polar decomposition x ¼ ujxj; u a partial isometry in M: Then
ðxnxÞ ¼ ðujxjq=rðxn1Þjxjq=sÞALðr;sÞq ðM; t; cNÞ;
and
jjðxnxÞjjq;ðr;sÞpjjujxjq=rjjr sup
n
jjxn1jjNjjxjq=sjjspjjxjjq=rq jjxjjNjjxjjq=s ¼ jjxjjNjjxjjq;
which completes the proof. &
The following theorem which is a modiﬁcation of [23, Lemma 3.5], will be crucial.
ARTICLE IN PRESS
A. Defant, M. Junge / Journal of Functional Analysis 206 (2004) 322–355 329
Theorem 3.2. L
ðr;sÞ
q ðM; t; cNÞ is a Banach space whenever r; sX2: In particular,
Lrightq ðM; t; cNÞ and Lleftq ðM; t; cNÞ for every qX2 are Banach spaces.
The proof will show that L
ðr;sÞ
q ðM; t; cNÞ for arbitrary r; s is a quasi-Banach
space—but a counterexample in Section 4 will later show that, in general, the triangle
inequality is not satisﬁed unless r; sX2:
Proof. Let us ﬁrst check that jj  jjq;ðr;sÞ satisﬁes the triangle inequality provided
r; sX2: Take two sequences ðy1ðnÞÞ and ðy2ðnÞÞ in LqðM; tÞ which allow uniform
factorizations
y1ðnÞ ¼ c1z1ðnÞd1;
y2ðnÞ ¼ c2z2ðnÞd2;
jjc1jjr ¼ jjd1jjs ¼ jjy1jj1=2q;ðr;sÞ; sup
n
jjz1ðnÞjjNp1;
jjc2jjr ¼ jjd2jjs ¼ jjy2jj1=2q;ðr;sÞ; sup
n
jjz2ðnÞjjNp1:
By taking the polar decompositions of ck ¼ jckjuk and dk ¼ vkjdkj and substituting
zkðnÞ by ukzkðnÞvk; we may and will assume that the ck’s and dk’s are positive. Deﬁne
the operators
c :¼ ðc21 þ c22Þ1=2ALrðM; tÞ and d :¼ ðd21 þ d22 Þ1=2ALsðM; tÞ;
clearly,
jjcjjr ¼ jjc21 þ c22jj1=2r=2pðjjc21jjr=2 þ jjc22jjr=2Þ1=2 ¼ ðjjy1jjq;ðr;sÞ þ jjy2jjq;ðr;sÞÞ1=2
and similarly
jjdjjspðjjy1jjq;ðr;sÞ þ jjy2jjq;ðr;sÞÞ1=2:
By Remark 2.3 there are positive contractions akAM and bkAM such that
ck ¼ cak; dk ¼ bkd and a1a1 þ a2a2 ¼ rðc2Þ; b1b1 þ b2b2 ¼ rðd2Þ:
Obviously,
y1 þ y2 ¼ ca1z1ðÞb1d þ ca2z2ðÞb2d ¼ cða1z1ðÞb1 þ a2z2ðÞb2Þd:
Deﬁne the sequence
z :¼ a1z1ðÞb1 þ a2z2ðÞb2
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in LqðM; tÞ; and consider for each ﬁxed n the following three mappings:
Uk : M2ðMÞ-M2ðMÞ; k ¼ 1; 2; 3
deﬁned by
U1 :¼
z1ðnÞ 0
0 z2ðnÞ
 
; U2ðAÞ :¼
a1 a2
0 0
 
A
b1 0
b2 0
 
; U3ðAÞ :¼
a11 0
0 0
 
for which obviously
zðnÞ 0
0 0
 
¼ U3U2U1:
We need to show that the Uk’s are contractions: In the case of U1 and U3 this is clear,
and for U2 a consequence of
b1 0
b2 0
 
: c22ðHÞ-c22ðHÞ
  p1; and a1 a20 0
 
: c22ðHÞ-c22ðHÞ
  p1;
indeed, for every x ¼ ðx1; x2ÞAc22ðHÞ this follows from
b1 0
b2 0
 
x1
x2
    ¼ðjjb1x1jj2 þ jjb2x1jj2Þ1=2
¼ððb1b1 þ b2b2Þx1jx1Þ1=2 ¼ ðrðd2Þx1jx1Þ1=2pjjx1jjpjjxjj:
All together we conclude that
jjy1 þ y2jjq;ðr;sÞ ¼ jjczðÞdjjq;ðr;sÞ
p jjcjjr sup
n
jjzðnÞjjNjjdjjs
p jjcjjrjjU3jjjjU2jjjjU1jjjjdjjspjjy1jjq;ðr;sÞ þ jjy2jjq;ðr;sÞ:
For the proof of the completeness let ðykÞ be a Cauchy sequence in Lðr;sÞq ðM; t; cNÞ;
without loss of generality, we may assume that for all k
jjyk 
 ykþ1jjq;ðr;sÞp2
3k=2:
Deﬁne for each N the sequences
uN :¼
XN
k¼N
ykþ1ðÞ 
 ykðÞ
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in LqðM; tÞ; we will show that all of them belong to Lðr;sÞq ðM; t; cNÞ: Choose
factorizations
yk 
 ykþ1 ¼ ckzkðÞdk
with
jjckjjrp2
k; jjdkjjsp2
k; sup
n
jjzkðnÞjjNp2
k;
and assume again, without loss of generality, that the ck and dk are positive.
Obviously, XN
1
c2kALr=2ðM; tÞ and
XN
1
d2kALs=2ðM; tÞ
with XN
1
c2k




r=2
p
XN
1
jjckjj2rp
XN
1
2
kp1;
XN
1
d2k




s=2
p
XN
1
jjdkjj2sp
XN
1
2
kp1:
Deﬁne
c :¼
XN
1
c2k
 !1=2
ALrðM; tÞ and d :¼
XN
1
d2k
 !1=2
ALsðM; tÞ:
According to Remark 2.3 there are contractions ak and bk in M with
cak ¼ ck and bkd ¼ dk:
Deﬁne for each N the sequence
vN :¼
XN
k¼N
akzkðÞbk
in M; and note that supn jjvNðnÞjjNp2
ðNþ1Þ:XN
k¼N
jjakzkðnÞbkjjNp
XN
k¼N
sup
n
jjzkðnÞjjNp
XN
k¼N
2
kp2
ðNþ1Þ:
Then
uN ¼
XN
k¼N
ckzkðÞdk ¼
XN
k¼N
cakzkðÞbkd ¼ cvNðÞd;
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so that uNAL
ðr;sÞ
q ðM; t; cNÞ and moreover
jjuN jjq;ðr;sÞ ¼ jjcvNðÞdjjq;ðr;sÞpjjcjjr sup
n
jjvNðnÞjjNjjdjjsp2
ðNþ1Þ:
Finally, we obtain thatXN
1
k¼1
ðykþ1 
 ykÞ 
 u1




q;ðr;sÞ
¼ jjuN jjq;ðr;sÞp2
ðNþ1Þ;
which clearly shows that in L
ðr;sÞ
q ðM; t; cNÞ
yN ¼
XN
1
k¼1
ðykþ1 
 ykÞ þ y1-u1 þ y1;
the conclusion. &
4. A non-commutative maximal theorem
To start we need a discrete formulation of the commutative Menchoff–
Rademacher theorem in terms of summing norms, and some elementary facts
about operator theory in Banach spaces. For all needed notations and notions we
once again refer to [3,5,21] or [22].
Recall that a sequence ðxjÞ in a Banach space X is said to be weakly p-summable
ð1ppoNÞ whenever
sup
jjx0jjp1
XN
j¼1
jx0ðxjÞjp
 !1=p
oN;
if X does not contain c0; then the weakly 1-summable sequences coincide with the
unconditionally summable ones. An operator T : X-Y between two Banach spaces
is said to be (absolutely) p-summing, 1ppoN; whenever
ppðTÞ :¼ sup
Xn
k¼1
jjTxkjj
x1;y; xnAX with supjjx0 jjp1 X
n
k¼1
jx0ðxkÞjp
 !1=p
p1
8<:
9=;
is ﬁnite; this number is then called p-summing norm of T :
The following result is an equivalent discrete formulation of the Bennett–Maurey–
Nahoum theorem from [2, Theorem 4.1] and [16]: The sum operator
s : c1-cN; sðxÞ :¼
Xn
j¼1
xj
logð j þ 1Þ
 !
n
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is summing(¼ 1-summing), and
p1ðsÞp4 4p2 þ 1
 
c:
By factorization through c1 for each 1ppoN and sequence ðaj logð j þ 1ÞÞAcp0
sa : cp-cN; saðxÞ :¼
Xn
j¼1
ajxj
 !
n
is summing, and
p1ðsaÞpcjjðaj logð j þ 1ÞÞjjp0 :
Since summing operators T with values in cN are integral and their integral norms
iðTÞ equal p1ðTÞ (see e.g. [3, 11.3]), and moreover the integral operators are self-dual
(see e.g. [3, 10.2]), we conclude for the transposed operator s0a that
s0a : c1-cp0 ; s
0
aðenÞ :¼
Xn
j¼1
ajej
 !
n
is integral, and for its integral norm
iðs0aÞpcjjðaj logð j þ 1ÞÞjjp0 :
Finally, recall that the integral and nuclear norm of s0a for 1opoN coincide, iðs0aÞ ¼
nðs0aÞ (see e.g. [3, D.7]).
The following scale of non-commutative maximal inequalities of Menchoff–
Rademacher type is essential (and applies for more general non-commutative Lq
spaces, see Section 7 and [4]):
Theorem 4.1. Let M be a von Neumann algebra and t a faithful, semifinite and normal
trace on M: Moreover, let 1pp; qoN and 1=q ¼ 1=r þ 1=s with 2pr; spN: Then for
each weakly p-summable sequence ðxjÞ in LqðM; tÞ and each scalar sequence ðajÞ with
ðaj logð j þ 1ÞÞAcp0
Xn
j¼1
ajxj
 !
n
ALðr;sÞq ðM; t; cNÞ
and
Xn
j¼1
ajxj
 !
n




q;ðr;sÞ
pcjjðaj logð j þ 1ÞÞjjp0 sup
jjx0 jjp1
XN
j¼1
jx0ðxjÞjp
 !1=p
; ð4:1Þ
where cX1 is the absolute constant defined above.
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Proof. Deﬁne the operator
T : cp0-LqðM; tÞ; Tej :¼ xj ;
which satisﬁes
jjT jj ¼ sup
jjx0 jjp1
XN
j¼1
jx0ðxjÞjp
 !1=p
;
and let R be the composition
R : c1!s
0
a cp0 !T LqðM; tÞ; RðenÞ :¼
Xn
j¼1
ajxj:
By the above discussion we see, that if 1opoN; then s0a is nuclear, hence R is
nuclear, and if p ¼ 1; then R is nuclear being the composition of an integral and a
compact operator (weakly 1-summable sequences in L1ðM; tÞ (which does not
contain c0 since it has cotype 2; see [7]) are unconditionally summable, hence T for
p ¼ 1 is compact, see e.g. [5]); for the nuclear norm nðRÞ of R we obtain
nðRÞpcjjðaj logð j þ 1ÞÞjjp0 jjT jj:
Take a nuclear representation
R ¼
XN
k¼1
xk#ak with xkAcN; akALqðM; tÞ;
XN
k¼1
jjxkjjNjjakjjqpð1þ eÞnðRÞ;
and note that for each k by Remark 3.1(1)
ðxkðnÞakÞnALðr;sÞq ðM; t; cNÞ and jjðxkðnÞakÞnjjq;ðr;sÞpjjxkjjNjjakjjq:
Now consider the series XN
k¼1
ðxkðnÞakÞn
in Lq;ðr;sÞðM; t; cNÞ: Since
XL
k¼K
ðxkðnÞakÞn




q;ðr;sÞ
p
XL
k¼K
jjðxkðnÞakÞnjjq;ðr;sÞp
XL
k¼K
jjxkjjNjjakjjq;
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this series is Cauchy and converges hence to some ðynÞALðr;sÞq ðM; t; cNÞ which
satisﬁes the norm estimate
jjðynÞjjq;ðr;sÞp
XN
k¼1
jjxkjjNjjakjjqpð1þ eÞnðRÞpð1þ eÞcjjðaj logð j þ 1ÞÞjjp0 jjT jj:
Finally, it remains to observe that as a consequence of Remark 3.1(2)
Xn
j¼1
ajxj ¼ Ren ¼
XN
k¼1
xkðnÞak ¼ lim
N-N
XN
k¼1
xkðnÞak ¼ yn;
which completes the proof. &
In the commutative setting Bennett [2] and (independently) Maurey–Nahoum [16]
also proved that the log-term in (4.1) is superﬂuous provided p0oq: The application
of the three line lemma will allow us to transfer the classical results into the non-
commutative setting.
Lemma 4.2. Let 1oqpN; and n; mAN: Let a : cnq-cmN be a linear contraction and
x1;y; xnALqðM; tÞ with ð
Pn
k¼1jjxkjjqqÞ1=qp1; thenXn
k¼1
ajkxk
 !m
j¼1




q;ð2q;2qÞ
p1:
Proof. A (nowadays) standard application of the Hahn–Banach’s Theorem (see [11,
Proposition 3.6]) implies that
jjðyjÞjjq;ð2q;2qÞ ¼ sup
X
jl
tðyjvjlwjlÞ

;
where the supremum is taken over all double index sequences ðvjlÞ; ðwjlÞ such that
X
jl
vjlvjl




1
2
q0
X
jl
wjlwjl




1
2
q0
p1:
Let us therefore ﬁx two such sequences of norm less than 1 and deﬁne v ¼Pjl vjlvjl ;
w ¼Pjl wjlwjl and
Yj ¼ v

1
2
X
l
vjlwjlw

12;
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for simplicity we assume that the support projection of v and w is 1: Now, we choose
0oy ¼ 1
q
o1: Using the well-known interpolation result
cmNðcnq0 Þ ¼ ½cmNðcn1Þ; cmNðcnNÞy;
we can ﬁnd analytic functions ajk : f0pReðzÞp1g-C such that the matrices
aðzÞ ¼ ðajkðzÞÞj¼1;y;m;k¼1;y;n satisfy
sup
t
maxfjjaðitÞ : cnN-cmNjj; jjað1þ itÞ : cn1-cmNjjgp1:
Similarly, we conclude from
lnqðLqðMÞ ¼ ½lnNðLNðMÞ; ln1ðL1ðMÞy
that there are analytic functions xkðzÞ with xkðyÞ ¼ xk and
sup
t
max sup
k¼1;y;n
jjxkðitÞjjN;
Xn
k¼1
jjxkð1þ itÞjj
( )
p1:
Let us consider the analytic function
FðzÞ ¼
X
k;j
ajkðzÞt xkðzÞv
q0ð1
zÞ
2 zYjw
q0ð1
zÞ
2
 
:
For z ¼ it; we have
sup
j¼1;y;m
X
k
ajkðitÞxkðitÞ




N
p sup
j¼1;y;m
X
k
jajkðitÞj sup
k
jjxkðitÞjjN
p jjaðitÞ : cnN-cmNjj sup
k
jjxkðitÞjjNp1:
From the Cauchy–Schwarz inequality, we deduce
Xm
j¼1
v
q0ð1
itÞ
2 Yjw
q0ð1
itÞ
2
  
1
p
Xm
j¼1
v
q0
1
2
X
l
vjlwjlw
q0
1
2




1
p
X
j
t
X
l
v
q0
1
2 vjlvjlv
q0
1
2
 ! !1
2 X
j
t
X
l
w
q0
1
2 wjlwjlw
q0
1
2
 ! !1
2
¼ jjvq0 jj
1
2
1jjwq
0 jj
1
2
1p1:
Combining these two estimates, we deduce
jFðitÞjp1:
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Now, we consider z ¼ 1þ it: For each sequence ðajÞmj¼1 we observe
Xm
j¼1
ajYj




N
¼
X
jl
v

1
2ajv

jlwjlw

1
2




N
p
X
jl
jajj2v

1
2vjlvjlv

1
2




1
2
N
X
jl
w

1
2wjlwjlw

1
2




1
2
N
p sup
j¼1;y;m
jaj j:
Applying this estimate yields
jFð1þ itÞjp
Xn
k¼1
t
Xm
j¼1
ajkð1þ itÞxkð1þ itÞv

q0it
2 zjw

q
0it
2
 !

p
Xn
k¼1
w

q0it
2 xkð1þ itÞv

q0it
2
  
1
Xm
j¼1
ajkð1þ itÞYj




N
p
Xn
k¼1
jjxkð1þ itÞjj1 sup
k;j
jakjð1þ itÞjp1:
Since FðyÞ ¼Pjkl tðajkxkvjlwjlÞ; we deduce the assertion from the three line
lemma. &
Now we formulate the announced log-term free maximal theorem of Mechoff–
Rademacher type.
Proposition 4.3. Let 1op0oqoN: Then for each aAcp0 and weakly p-summable
sequence ðxjÞ in LqðM; tÞ there is a uniform factorizationXn
j¼1
ajxj ¼ cznd; nAN
with c; dAL2qðM; tÞ and supn jjznjjNpcpqjjajjp0 supjjx0 jjp1 ð
PN
j¼1 jx0ðxjÞjpÞ1=p (cpqX1 a
constant only depending on p; q); in other words,
Xn
j¼1
yjajxj
 !
n
ALqðM; t; cNÞ:
It would be interesting to know whether this result holds for other spaces
L
ðr;sÞ
q ðM; t; cNÞ:
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Proof. Fix aAcp0 : We show that for each choice of ﬁnitely many
x1;y; xNALqðM; tÞ
Xn
j¼1
ajxj
 !
npN




q;ð2q;2qÞ
pcpqjjajjp0 sup
jjx0jjp1
XN
j¼1
jx0ðxjÞjp
 !1=p
which by a simple completeness argument in LqðM; t; cNÞ leads to the conclusion.
Bennett [2, Theorem 4.1(ii)] (see also [16]) proved that
pqðsa: cp-cNÞpcpqjjajjp0 ;
hence by Pietsch’s factorization theorem and a well-known approximation
argument, we can ﬁnd a factorization
cNp !
sa cNN
Rk mS
cnN +
Dm
cnq
where DmððakÞÞ ¼ ðmkakÞ is a diagonal operator with
Pn
i¼1 jmkjq ¼ 1 and
R; S are bounded operators with jjRjj jjSjjpcp;qjjajjp0 (independently of N).
Clearly,
jjDmR#id : cNp #ELqðM; tÞ-cnqðLqðM; tÞÞjjpjjRjj
(#e the injective tensor product). However, according to Lemma 4.2 we have
jjflipðS#idÞ : cnqðLqðM; tÞÞ-LqðM; t; cNNÞjjpjjSjj;
here, we formally ﬂip elements on cNN#LqðM; tÞ into LqðM; t; cNNÞ (obvious
meaning) according to Lemma 4.2. Therefore, we deduce that
jjflipðsa#idÞ : cp#ELqðM; tÞ-LqðM; t; cNÞjjpcpqjjajjp0 :
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But then for x1;y; xNALqðM; tÞ we ﬁnally obtain
Xn
j¼1
ajxj
 !
npN




q;ð2q;2qÞ
¼ flipðsa#idÞ
XN
j¼1
ej#xj
 !



q;ð2q;2qÞ
p cp;qjjajjp0
XN
j¼1
ej#xj




cp#ELqðM;tÞ
¼ cp;qjjajjp0 sup
jjx0 jjp1
XN
j¼1
jx0ðxjÞjp
 !1=p
;
the conclusion. &
We will now show that the assumption r; sX2 in Theorem 4.1 is needed to make
sure that jj  jjq;ðr;sÞ satisﬁes the triangle inequality. Consider we obviously always
have that r; sX2: Consider the spaces
Srightq ðcNÞ :¼Lrightq ðLðc2Þ; tr; cNÞ;
Sleftq ðcNÞ :¼Lleftq ðLðc2Þ; tr; cNÞ:
Example 4.4. Let 1pqo2: Then for each 1ppp2 there is a weakly p-summable
sequence ðxjÞ in Sq and a scalar sequence ðajÞ with ðaj logð j þ 1ÞÞAcp0 such that
Xn
j¼1
ajxj
 !
n
eSleftq ðcNÞ;
i.e. there is no uniform factorizationXn
j¼1
ajxj ¼ czn; nAN and cASq; sup
n
jjznjjNoN:
Clearly, by taking adjoints one obtains a counterexample in Srightq ðcNÞ: An
analysis of our proof shows that the same result also holds for 1pqo2 and
2ppoN with qop0: It would be interesting to ﬁnd counterexamples for the case
1pp0pqo2:
Proof. Assume that for each choice of ðxjÞ and ðajÞ we have
Xn
j¼1
ajxj
 !
n
ASleftq ðcNÞ:
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Since Sleftq ðcNÞ is a quasi-Banach space, there is a constant cX1 such that for
arbitrarily given x1;y; xNASq and a1;y; aNAK
Xn
j¼1
ajxj
logð j þ 1Þ
 !
npN




q;left
pcjjðajÞjjp0 sup
jjx0jjp1
XN
j¼1
jx0ðxjÞjp
 !1=p
: ð4:2Þ
Put for N and 1pjpN
xj :¼ N1=2
1=pej1ASq and aj :¼ 1:
For the evaluation of the right-side of (4.2) we observe that we work with a column
matrix and therefore
sup
jjx0 jjS
q0
p1
XN
j¼1
jx0ðxjÞjp
 !1=p
¼ sup
jjðmjÞjjp0p1
XN
j¼1
mjxj




¼ N1=2
1=p sup
jjðmjÞjjp0p1
jjðmjÞjj2 ¼ N1=2
1=pN1=2
1=p
0 ¼ 1:
For the left-hand side of (4.2) note ﬁrst that for 1pnpN
Xn
j¼1
ajxj
logð j þ 1Þ ¼
Xn
j¼1
N1=2
1=p
logð j þ 1Þ ej1 ¼
Xn
j¼1
ljej1 ¼: yn
with
lj :¼ 1
N1=p
1=2 logð j þ 1Þ; 1pjpN:
Hence by (4.2) there is a uniform factorization
yn ¼ czn; 1pnpN;
cASq with jjcjjSqp1;
z1;y; zNALðc2Þ with sup
n
jjznjjNpðC þ 1ÞN1=p
0
: ð4:3Þ
We will show that this leads to a contradiction: Deﬁne
sN : c
N
2-c
N
2 ; sNðxÞ :¼
Xn
j¼1
ljxj
 !
npN
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and note that sN is given by the matrix
l1 l1 l1  l1
0 l2 l2  
  l3  
    
0    lN
0BBBBBB@
1CCCCCCA:
Then
sNen ¼ yne1; 1pnpN
and
jjðsNÞ
1 : cN2-cN2 jjp2 max
1pjpN
jl
1j j; ð4:4Þ
which follows from the factorization
ðsNÞ
1 ¼
1 
1 0  0
0    
    0
    
1
0   0 1
0BBBBBB@
1CCCCCCA
l
11 0   0
0    0
    
    0
0   0 l
1N
0BBBBBB@
1CCCCCCA:
Denote by qN the canonical surjection from c2 onto c
2
N : Then
sNen ¼ yne1 ¼ czne1 ¼ qNczne1;
hence for uN :¼ ðsNÞ
1qNcALðc2; cN2 Þ
en ¼ uNðzne1Þ; 1pnpN: ð4:5Þ
In particular, the vectors zne1Ac2 are linearly independent, and as a consequence
EN :¼ spanfzne1j1pnpNgCc2 has dimension N and the restriction vN of uN to EN
is invertible. Then, we have
jjv
1N : cN2-EN jjSN
2
¼
XN
n¼1
jjv
1N ðenÞjj22
 !1
2
p
ﬃﬃﬃﬃ
N
p
sup
n¼1;y;N
jjv
1N ðenÞjj2
¼
ﬃﬃﬃﬃ
N
p
sup
1pnpN
jjzne1jj
p
ﬃﬃﬃﬃ
N
p
ðC þ 1ÞN1=p0 ;
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and moreover by (4.3) and (4.4)
jjvN jjSNq p jjðs

NÞ
1qNc7EN jjSNq
p jjðsNÞ
1 jjcjjSqp2N1=p
1=2 logðN þ 1Þ:
Altogether we see that for 1=r ¼ 1=q þ 1=2 by the generalized Ho¨lder inequality
N1=qþ1=2 ¼ jjidEN jjSNr pjjvN jjSNq jjv

1
N jjSN
2
p 2ðC þ 1ÞN1=2N1=p0N1=p
1=2 logðN þ 1Þ;
which gives
N1=q
1=2
logðN þ 1Þp2ðC þ 1Þ;
a contradiction. &
Remark 4.5. Modifying this example as follows
XN
j¼1
Ejej1ALqðf
1; 1gN ; SNq Þ
yields a martingale (with respect to the semicommutative ﬁltration ðLNðf
1; 1gn;
LðcN2 ÞÞNn¼1) such that
X
jpn
Ejej1
 !
npN




Lleftq ðcNÞ
XcN
1
p

1
2
XN
j¼1
ejej1




Lqðf
1;1gN ;SNq Þ
:
Hence, the maximal inequality from [11] for non-commutative martingales can only
hold in the two-sided version.
5. The convergence lemma
The following result—called convergence lemma—is crucial. It allows to deduce
from our non-commutative maximal inequalities the desired results on almost
uniform convergence.
Proposition 5.1. Let ðynÞ be a sequence in Lðr;sÞq ðM; t; cNÞ such that
limk-Njjðyn 
 ykÞnXkjjq;ðr;sÞ ¼ 0:
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Then ðynÞ converges bilaterally t-almost uniformly, and even t-almost uniformly
provided r ¼N:
The proof of this result is a consequence of two lemmas of independent interest.
Lemma 5.4 establishes the basic link between t-almost uniform convergence and
inequalities given in terms of norms induced by non-commutative cN-valued Lq’s.
Its proof is based on the following well-known non-commutative Chebychev-type
inequality which is an almost immediate consequence of the important fact that
operators in LqðM; tÞ can be characterized by their generalized singular numbers.
Deﬁne the tth singular number (0otoN) of xA eM by
mtðxÞ :¼ inffjjxpjjNjpAMproj with tð1
 pÞotg;
and recall from [8, 2.8] that xALqðM; tÞ if and only if mðÞðxÞALq½0;N; and in this
case jjxjjq ¼ jjmjjq:
Lemma 5.2. Let xALqðM; tÞ with jjxjjqo1: Then for each e40 there is a projection
pAMproj such that
tð1
 pÞoe and jjxpjjNoe
1=q:
Proof. Clearly
sup
t40
t1=qmtðxÞp
Z N
0
mtðxÞq dt
 1=q
¼ jjxjjqo1;
hence for t ¼ e we obtain
meðxÞoe
1=q ;
which by deﬁnition gives the conclusion. &
The following consequence will be helpful.
Corollary 5.3. Every convergent sequence ðynÞ in LqðM; tÞ has a t-almost uniformly
convergent subsequence.
Proof. Clearly, it sufﬁces to check that for every sequence ðxnÞ in LqðM; tÞ with
jjxnjjqp4
n the series
PN
n¼1 xn converges t-almost uniformly. For a given d40 put
c :¼PNn¼1 2
nq; and choose by Lemma 5.2 projections pnAMproj such that
tð1
 pnÞp d
c
2
nq and jjxnpnjjNp4
n
c
d
 1=q
2n ¼ c
d
 1=q
2
n:
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Then for p :¼ infn pnAMproj we get
tð1
 pÞ ¼ t sup
n
ð1
 pnÞ
 
p
XN
n¼1
tð1
 pnÞpd
and
XN
n¼m
xnp




N
p
XN
n¼m
jjxnpjjNp
XN
n¼m
jjxnpnjjNp
c
d
 1=qXN
k¼m
2
n;
which tends to 0 whenever m tends to N: &
Next, we need a uniform version of Lemma 5.2.
Lemma 5.4. Let ðynÞALðr;sÞq ðM; t; cNÞ with jjðynÞjjq;ðr;sÞo1: Then for each e40 there is
pAMproj such that
tð1
 pÞoe and jjpynpjjNoe
2=q for all n:
If ðynÞALrightq ðM; t; cNÞ with jjðynÞjjq;righto1; then p can be chosen in such a way that
jjynpjjNoe
1=q:
Proof. We only check the ﬁrst statement—the second one follows similarly. By
assumption there is a uniform factorization
yn ¼ cznd; nAN
with supnjjznjjNo1 and jjcjjr ¼ jjdjjso1: Hence by Lemma 5.2 there are p1; p2AMproj
such that
tð1
 p1Þoe=2; jjdp1jjNoe
1=q;
tð1
 p2Þoe=2; jjp2cjjNoe
1=q:
Then for p :¼ inffp1; p2g
tð1
 pÞ ¼ tðsupf1
 p1; 1
 p2gÞptð1
 p1Þ þ tð1
 p2Þoe
and
jjpynpjjNpjjpp2czndp1pjjNpjjp2cjjNjjznjjNjjdp1jjNpe
2=q: &
We are now prepared to give a proof of Proposition 5.1: Let us ﬁrst show that ðynÞ is
a Cauchy sequence in LqðM; tÞ: Indeed, for a given e40; by assumption there is k0
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such that for kXk0
jjðyn 
 ykÞnXkjjq;ðr;sÞpe;
hence by 3.1(2) we have jjyn 
 ykjjqpE for all nXkXk0; put y :¼ limn ynALqðM; tÞ:
In a second step we show there is an increasing sequence ðkjÞ in N and a sequence
ð pjÞ in Mproj such that ðykj Þj converges t-almost uniformly to y; and moreover
for all j
tð1
 pjÞp2
j;
sup
nXkj
jjpjðyn 
 ykj ÞpjjjNp2
j; ð5:1Þ
indeed, for tj :¼ 2
j2
2j=q by assumption there is an increasing sequence ðkjÞ in N
such that
jjðyn 
 ykj ÞnXkj jjq;ðr;sÞotj;
hence by Lemma 5.4 there are pjAMproj which fulﬁll (5.1), and, on the basis of the
ﬁrst observation and Corollary 5.3, we may assume without loss of generality that
ðykj Þ converges to y t-almost uniformly. Now deﬁne for m
qm :¼ inf
jXmþ1
pjAMproj
and observe that
tð1
 qmÞpt sup
jXmþ1
ð1
 pjÞ
 !
p
X
jXmþ1
tð1þ pjÞp2
m: ð5:2Þ
Finally, we prove that yn-y t-almost uniformly: Since ykj-y t-almost uniformly
there is a sequence ðrmÞ in Mproj such that
tð1
 rmÞ-0; m-N;
jjðy 
 ykj ÞrmjjN-0; j-N and all m: ð5:3Þ
For each m put sm :¼ inffrm; qmg; and note that
tð1
 smÞptð1
 rmÞ þ tð1
 qmÞ:
Fix now d40; and choose by (5.2) and (5.3) some m0 such that for p :¼ sm0
tð1
 pÞpd:
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We show that
jjpðy 
 ynÞpjjN-0; n-N:
Fix e40; and choose according to (5.3) some j04m0 such that
jjðy 
 ykj0 Þrm0 jjNpe=2 and 2
j0pe=2:
Then for nXn0 :¼ kj0 by (5.1)
jjpðy 
 ynÞpjjNp jjpðy 
 ykj0 ÞpjjN þ jjpðykj0 
 ynÞpjjN
p jjðy 
 ykj0 Þrm0 jjN þ jjqm0ðykj0 
 ynÞqm0 jjN
p e=2þ jjpj0ðykj0 
 ynÞpj0 jjNpe=2þ 2
j0pe;
which completes the proof. &
6. A non-commutative Menchoff–Rademacher and Bennett–Maurey–Nahoum theorem
We now combine the scale of non-commutative maximal inequalities from Section
4 with the convergence lemma of Section 5.
Theorem 6.1. Let M be a von Neumann algebra and t a faithful, semifinite and normal
trace on M: Then for 1pp; qoN each weakly p-summable sequence ðxjÞ in LqðM; tÞ
and each scalar sequence ðajÞ with aj logð j þ 1ÞÞAcp; the series
XN
j¼1
ajxj
converges bilaterally t-almost uniformly. Moreover, this series even converges t-almost
uniformly provided qX2:
Proof. Put r ¼ s ¼ 2q; then 1=q ¼ 1=r þ 1=s: By Theorem 4.1 we know that
Xn
j¼1
ajxj
 !
n




q;ðr;sÞ
pcjjðaj logð j þ 1ÞÞjjp0 sup
jjx0 jjp1
XN
j¼1
jx0ðxjÞjp
 !1=p
;
cX1 a uniform constant. Hence for the partial sums yn :¼
Pn
j¼1 ajxj we obtain
jjðyn 
 yk
1ÞnXkjjq;ðr;sÞpc
XN
j¼k
jaj logð j þ 1Þjp
0
 !1=p0
sup
jjx0jjp1
XN
j¼1
jx0ðxjÞjp
 !1=p
:
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Since the right-hand side of this inequality tends to 0 whenever k tends to N; the
ﬁrst statement is an immediate consequence of the convergence Lemma 5.1. For
the proof of the second statement repeat the preceding argument with r ¼N
and s ¼ q: &
The same proof together with Proposition 4.3 instead of Theorem 4.1 shows that
the log-term sometimes is superﬂuous.
Remark 6.2. The series
PN
j¼1 ajxj converges bilaterally t-almost uniformly provided
ðxjÞ is weakly q-summable in LqðM; tÞ and aAcp0 with 1op0oqoN:
As a corollary of Theorem 6.1 we obtain the following non-commutative
Menchoff–Rademacher theorem.
Corollary 6.3. Let ðxjÞ be a weakly 2-summable sequence in L2ðM; tÞ (in particular, if
ðxjÞ is an orthonormal system). Then for each scalar sequence ðajÞ such that ðaj logð j þ
1ÞÞAc2 the series
PN
j¼1 ajxj converges t-almost uniformly.
Another special case of the theorem is the following analogue of the Bennett–
Maurey–Nahoum theorem for preduals of von Neumann algebras.
Corollary 6.4. Let ðxjÞ be an unconditionally summable sequences in L1ðM; tÞ: Then
XN
j¼1
xj
logð j þ 1Þ
converges bilaterally t-almost uniformly.
We complete this section with a counterexample which shows that in this corollary
bilateral almost uniform convergence cannot be replaced by almost uniform
convergence. Clearly, such an example cannot be found in S1 since here trivially each
convergent sequence converges in Lðc2Þ; hence tr-almost uniformly.
Recall the deﬁnition of a hyperﬁnite factor R and its natural trace tR build
over the algebra M2; all 2 2 matrices together with the normalized trace
t2 :¼ 12ðx11 þ x22Þ: Endow the algebra M2n with its normalized trace tn :¼ 12n trace:
Clearly, for 1ppoN the identity maps
LpðM2n ; tnÞ-S2np ; x*
1
2n=p
x
are metric bijections. The inﬂation maps
M2n-M2nþ1 ; &*
&
&
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are unitial, and induce metric injections jnm: M2n-M2m ; npm: In particular, the
mappings
jnm : L2ðM2n ; tnÞ-L2ðM2m ; tmÞ
are metric injections and lead to the directed limit H :¼ limn L2ðM2n ; tnÞ; a Hilbert
space. For yAM2n and xAM2m deﬁne yx to be ð jnmyÞxAM2m if npm; and
yð jmnxÞAM2n if mpn: Now let R be the von Neumann algebra given by the weak
closure of all (extensions of) left multipliers
H-H; x*yx; yA
[
n
M2n :
By extension there is a faithful, ﬁnite and normal trace tR on R which satisﬁes
tRðyÞ ¼ tnðyÞ for all yAM2n :
Example 6.5. There is a sequence ðxjÞ in R which in L1ðR; tRÞ is unconditionally
summable, and such that for each projection pARproj with tRð pÞ40 there is xAp H
for which the series
XN
j¼1
xjðxÞ
logð j þ 1Þ
is no Cauchy sequence in H: In particular, the series
XN
j¼1
xj
logð j þ 1Þ
is not tR-almost uniformly convergent.
An analysis of the proof shows (similar to Example 4.4) that for each 1ppp2 and
1pqo2 there exists a series PNj¼1 ajxj in LðR; tRÞ which is not tR-almost uniformly
convergent although ðxjÞ is weakly p-summable and ðaj logð j þ 1ÞÞAcp0 :
Proof. For n and 1pip2n put cn :¼ n
22n=2 and
xn;i :¼ cne1iAM2nCRCL1ðRÞ:
Using the natural ordering these matrices deﬁne a sequence ðxjÞ in R:
x1;1; x1;2; x2;1;y; x2;22 ;y; xn;1;y; xn;2n ;y;
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denote the index of the ith element, 1pip2n; in the nth block by j ¼ kðn; iÞ: Note
ﬁrst that ðxjÞ as a sequence of L1ðRÞ is unconditionally summable:
X
n;i
en;ixn;i




1
p
XN
n¼1
cn
X2n
i¼1
en;ie1i




L1ðM2n Þ
¼
XN
n¼1
cn
1
2n
X2n
i¼1
en;ie1i




S2
n
1
¼
XN
n¼1
n
22
n=2
X2n
i¼1
en;iei




c2
n
2
¼
XN
n¼1
n
2oN:
Now assume the existence of a pARproj with tRð pÞ40 such that the sequence
Xm
j¼1
xjðxÞ
logð j þ 1Þ
 !
m
of partial sums for all xAp H is a Cauchy sequence in H: Then for all xAH
sup
kpl
Xl
j¼k
xjðxÞ
logð j þ 1Þ



oN:
Hence, since all xj are bounded operators, by the uniform boundedness principle
sup
kpl
sup
jjxjjp1
Xl
j¼k
xjð pxÞ
logð j þ 1Þ



oN;
which by taking adjoints, gives that
c :¼ sup
kpl
p
Xl
j¼k
xj
logð j þ 1Þ




N
¼ sup
kpl
Xl
j¼k
xj
logð j þ 1Þp




N
oN:
In particular, for all n and 1prp2n
p
Xr
i¼1
xn;i
logðkðn; iÞ þ 1Þ




N
pc;
so that
p
Xr
i¼1
1
logðkðn; iÞ þ 1Þ ei1




N
pcc
1n :
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If now p1r denotes the matrix in M2n which interchanges the ﬁrst and the rth
coordinate of xAC2
n
; then we obtain
p
Xr
i¼1
1
logðkðn; iÞ þ 1Þ eir




N
¼ p
Xr
i¼1
1
logðkðn; iÞ þ 1Þ ei1p1r




N
p p
Xr
i¼1
1
logðkðn; iÞ þ 1Þ ei1




N
pcc
1n : ð6:1Þ
We will show that (6.1) leads to a contradiction: Consider again the sum operator
s2nðxÞ :¼
Xr
i¼1
1
logðkðn; iÞ þ 1Þ xi
 !
rp2n
; xAK2
n
and check (as in (4.3)) that for all 1prp2n
s2n err ¼
Xr
i¼1
1
logðkðn; iÞ þ 1Þ eir ð6:2Þ
and
jjðs2nÞ
1 : c2
n
2 -c
2n
2 jjNp2 sup
1pip2n
logðkðn; iÞ þ 1Þp8n: ð6:3Þ
Now take a projection qARproj onto s2n pH: Obviously,
qs2n p ¼ s2n p and qH ¼ s2n pH:
Since then
pH ¼ s
12n ðs2n pHÞ ¼ s
12n qH;
we also have
ps
12n q ¼ s
12n q;
and taking adjoints we see that
ps2n q ¼ ps2n ;
qðs2nÞ
1p ¼ qðs2nÞ
1: ð6:4Þ
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Then by (6.1)–(6.4)
sup
1prp2n
jjqerrjjN ¼ sup
1prp2n
jjqðs2nÞ
1s2n errjjN
¼ sup
1prp2n
jjqðs2nÞ
1ps2n errjjN
¼ jjqðs2nÞ
1jjN sup
1prp2n
jjps2n errjjN
p 8n sup
1prp2n
p
Xr
i¼1
1
logðkðn; iÞ þ 1Þ eir




N
p8ncc
1n ¼ 8cn32
n=2:
Let En be the conditional expectation of R onto M2n : Then by the module property
of En (see e.g. [26]) we have
sup
1prp2n
jjEnðqÞerrjjN ¼ sup
1prp2n
jjEnðqerrÞjjN;
hence
jjEnðqÞ : c2n2 -c2
n
2 jjS2n
2
p 2n=2jjEnðqÞ : c2n1 -c2
n
2 jj
¼ 2n=2 sup
1prp2n
jjEnðqÞerjj
p 2n=2 sup
1prp2n
jjEnðqÞerrerjj
p 2n=28cn32
n=2 ¼ 8cn3:
Finally, we calculate a lower bound of jjEnðqÞjjS2n
2
in order to obtain a contradiction.
Note ﬁrst that by (6.4)
tRðqÞ ¼ tRðs2n qðs2nÞ
1Þ ¼ tRðs2n qðs2nÞ
1pÞ
¼ tRð ps2n qðs2nÞ
1Þ ¼ tRð ps2nðs2nÞ
1Þ ¼ tRð pÞ;
hence, since En is trace preserving, also
jjEnðqÞjjS2n
1
¼ 2ntRðEnðqÞÞ ¼ 2ntRðqÞ ¼ 2ntRð pÞ:
But then for all n
2ntRð pÞ ¼ jjEnðqÞjjS2n
1
p2n=2jjEnðqÞjjS2n
2
p2n=2 2ﬃﬃﬃ
p
p 8cn3;
which, since tRð pÞ40; clearly is a contradiction. &
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Remark 6.6. Let 1pqo2; 1ppp2 and cn :¼ n22nð
1
p

1
2
Þ
: A similar argument shows
that the martingale deﬁned byX
n
cn
X
ip2n
Ejðn;iÞe1iALqðLNðf
1; 1gNÞ#RÞ;
and j an injective function on the tuples ð1; 1Þ; ð2; 1Þ;y; ð2; 4Þ;y;
ðn; 1Þ;y; ðn; 2nÞ;y: is convergent in Lq: For j ¼ jðn; iÞ denote xj :¼ cne1;i; then for
every projection p with
sup
m
X
jpm
ejxjð pxÞ



oN; xAH
we have tð pÞ ¼ 0: This is an example of a martingale where uniform convergence
fails in a very strong form.
7. Comments and further results
7.1. As in [11], the deﬁnition of non-commutative cN-valued Lq’s from Section 3 can
be extended to Haagerup’s spaces LqðMÞ; M a not necessary semiﬁnite von
Neumann algebra. It turns out that the scale (4.1) of non-commutative maximal
inequalities also holds true in the setting of Haagerup’s Lq-spaces. In [4] this fact is
used to improve various results of this paper and [9,10] considerably.
7.2. For 1pqo2 the inequalities in (4.1) (and their extensions to Haagerup Lq-
spaces) can be improved as follows: Assume that 1pqo2 and 1ppp2: Then for
each weakly p-summable sequence ðxjÞ in LqðMÞ and scalar sequence a with
ðaj logð1þ jÞÞAcp0
Xn
j¼1
ajxj
 !
n
ALleftq ðM; cNÞ þ Lrightq ðM; cNÞ;
i.e. there is a uniform factorizationXn
j¼1
ajxj ¼ cyn þ znd; nAN
with
c; dALqðMÞ and sup
n
fjjynjjN; jjznjjNgoN:
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It is open whether such a result holds true for martingales without the logarithmic
factor.
7.3. In the semiﬁnite case the Convergence Lemma 5.1 then implies that the
sequence ðPnj¼1 ajxjÞn splits into the sum ðunÞ þ ðvnÞ of two sequences in LqðMÞ
where ðunÞ and ðvnÞ both converge t-almost uniformly (recall that the sequence of
partial sums by the results from Section 6 converges bilaterally almost uniformly, but
in general not almost uniformly).
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