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We report on the existence of temperature induced negative differential conductivity (NDC) for
electrons in gaseous nitrogen. The important role of superelastic rotational collisional processes in
this phenomenon is highlighted. A model cross-section set, utilised to ensure an accurate treatment
of superelastic processes and achieve thermal equilibrium is detailed, and used to illustrate the
role of de-excitation processes in NDC. The criterion of Robson [1] for predicting the occurance of
NDC using only knowledge of the collisional cross-sections is utilised for both the model system
and N2. We also report on the impact of anisotropy in the very low threshold scattering channels
on the transport coefficients, examine the Frost-Phelps finite difference collision operator for the
inelastic channel, in particular its neglect of recoil, and assess other assumptions utilised in existing
Boltzmann equation solvers. We discuss the numerical challenges associated with low reduced
electric field calculations, and detail an alternative representation of the elastic and inelastic collision
operators used in Boltzmann equation solutions that enforce conservation of number density. Finally,
new experimental measurements of the drift velocity and the Townsend ionisation coefficient for an
electron swarm in N2 are reported from a pulsed Townsend experiment. The self-consistency of the
utilised cross-sections is also briefly assessed against these results.
I. INTRODUCTION
As a swarm of electrons drift and diffuse through a
background medium, driven out of equilibrium by an ex-
ternally applied electric field, there can exist a region
where the drift velocity of the electrons decreases with in-
creasing electric field strength. This phenomenon, known
as negative differential conductivity (NDC), has been
comprehensively studied, both experimentally and the-
oretically [2, 3]. In both plasma and swarm physics NDC
is present in gases used for dosimetry and particle detec-
tors [4–6], and has implications on the operating ranges
of gas lasers with NDC-induced electric current oscilla-
tions in electron-beam-sustained discharge switches [7, 8].
For fundamental physics, NDC has played a role in eval-
uating complete and accurate scattering cross-section
sets [9, 10]. Argon, for example, was considered to be
a candidate for NDC in a pure gas, but this was later
shown to be due to the presence of molecular impurities
in Ar samples [11], and in gaseous mercury it has re-
cently been shown that NDC occurs due to the presence
of dimers [12]. Swarms of electrons can also induce NDC
in liquids [13], plasmas and semiconductors [14–16], and
NDC has been shown to be induced by positron swarms
in argon [17]. In addition to NDC for positrons in ar-
gon, the same phenomenon has been observed in water
vapour [18], molecular hydrogen [19] and CF4 [20]. As
such, modelling systems to predict regions of NDC and
the conditions of electron-induced NDC is of particular
interest [1, 2].
In model systems, the work of Petrović et al. [2] and
Vrhovac and Petrović [21] detail different systems involv-
ing elastic, inelastic and ionisation cross-sections that,
under various conditions, either enhance or eliminate the
occurrence of an NDC region. Further to the electron
and position experimental studies, in real systems, the
existence of NDC has been observed experimentally in
gaseous systems of N2 [22], CH4, CF4 [23] and Hg [12],
and predicted theoretically due to electron-electron in-
teractions ([15]) in plasmas of Xe [24, 25], to name but
a few. NDC in gas mixtures also has an extensive his-
tory, observed in mixtures with helium, argon, N2 and
CH4 [3, 14, 23, 26, 27]. In strongly attaching gases, NDC
has also been shown to be induced through a combination
of attachment heating and inelastic cooling [28].
Throughout this broad body of work, the sources of
NDC have been discussed in detail by the various authors
and a number of criteria have been proposed. Some of
the conditions under which NDC can occur include the
presence of inelastic collision channels, favoured partic-
ularly by a decreasing inelastic cross-section, the pres-
ence of a Ramsauer-Townsend minimum in the elastic
momentum-transfer cross-section, or a rapidly increasing
elastic momentum-transfer cross-section. However these
are not necessary and sufficient conditions. The valid-
ity of these early criteria on the understanding of NDC
was discussed in detail in Petrović et al. [2] who address
the analyses of Kleban and Davis [29, 30], Long and co-
workers [11], and Lopantseva and co-workers [7], in par-
ticular, and in Vrhovac and Petrović [21] where consis-
tency with the Shizgal [31] criterion is discussed. Of par-
ticular note are the simulations of Petrović et al. [2] for
N2 that confirm that the presence of inelastic processes,
2other than rotational excitations, decreases the range of
the NDC region, indicating that the rotational collisions
are responsible for the presence of NDC, where the elastic
cross-section is relatively isotropic. This is explored fur-
ther in this work, where the effect of temperature on the
presence or absence of NDC is explored. The thermally
induced NDC region in N2 below room temperature is
detailed. Here, the contribution of inelastic ground-state
and excited-state collisional processes to the nett energy
transfer to and from the electron swarm were shown to
be responsible for the extent of an NDC region.
The various criteria for the presence of NDC, detailed
in these early works, as noted above, have been discussed
in detail by the respective authors. Of particular inter-
est here is the criterion proposed by Robson [1], where
momentum-transfer theory was used to derive an expres-
sion based on the rate of change of the ratio of inelastic
to elastic energy transfer with energy. This criterion al-
lows prediction of NDC using only a knowledge of the
collisional cross-sections, the accuracy of which is high-
lighted using both a simple model system and for N2. The
thermally-induced reduction and deactivation of NDC is
explored further using Robson’s criterion.
A model collisional system is used throughout this
study to simplify discussions around NDC and its tem-
perature dependence. The model system is also used
to verify both our solution method, and explicitly test
the inclusion of temperature dependent inelastic colli-
sions. This system also facilitates further discussion
around some of the assumptions sometimes involved in
swarmmodelling. The explicit effect of anisotropy in low-
threshold inelastic processes is assessed, as well as the
commonly employed two-term approximation [32], as is
the neglect of superelastic collisions in higher-order colli-
sional terms. Also assessed is the neglect of the recoil of
the neutral particle during inelastic collisions in the exci-
tation collision operator, as utilised in many Boltzmann
equation solutions. Truncation of the mass ratio expan-
sion at zeroth order for inelastic collisions is compared
with the exact collision description of Monte Carlo sim-
ulations, for very low-energy threshold processes like ro-
tational excitations, where the energy exchange is much
closer to that for elastic collisions. For application of
this discussion to real gases, these assumptions are also
assessed for electron swarms in N2. For the low energy
regime of interest in this study the discrete rotational col-
lisions in N2 are treated using the Frost-Phelps collision
operator, although in the work of Ridenti et al. [33] the
Chapman-Cowling extension to the continuous approxi-
mation to rotations was developed to bridge the contin-
uous energy loss regime applicable at high fields to the
discrete collision description for use at low energies.
The particular numerical techniques and challenges
associated with modelling low-threshold processes, in
low electric field conditions, are discussed for both our
model system and in N2. For a robust solution method
to reproduce various experimental conditions, standard
collisional benchmarks are employed along with self-
consistency checks of numerical number density conser-
vation, energy and momentum balance. Under particular
conditions we are able to provoke non-physical solutions.
The effect of these problematic solutions is assessed and
addressed using alternative representations of the stan-
dard collision operators, and compared with the results
of an independent Monte Carlo code.
This work is arranged by first detailing our kinetic
theory, our multi-term solution and particular numeri-
cal approaches, in section II and Appendix A. The Monte
Carlo code used for comparison with our results is briefly
outlined in section II E, while the pulsed Townsend ap-
paratus, used for measurement of the drift velocity and
the Townsend ionisation coefficient in N2, is also briefly
detailed in section II F. In section III we consider two
systems that exhibit NDC—a simple model system in
section IIIA and N2 in section III B. For both systems
we present calculations of transport coefficients at vari-
ous temperatures, and discuss the thermal activation of
NDC and the necessity of de-excitation, or superelastic,
collisions for its occurrence. The prediction of NDC using
Robson’s [1] criterion from knowledge of the energy trans-
fer rates is presented for both systems, in sections III A 1
and III B 4. We also consider various physical and nu-
merical elements including: (i) the effect of the neglect
of recoil in the Frost-Phelps differential finite difference
inelastic collision operator, (ii) the two-term approxima-
tion on the Townsend ionisation coefficient, (iii) the effect
of anisotropy in low-threshold inelastic collision channels
of our model cross-section, and (iv) the neglect of higher
order de-excitations sometimes applied in the solution
of similar problems, in sections III A 3 and III B 3. In
section III B 2 and Appendix B, we also present new ex-
perimental measurements of the drift velocity and the
Townsend ionisation coefficient for electron swarms in N2
to compare against our calculations.
II. THEORY
A. The Boltzmann equation and a multi-term
solution framework
The transport of a swarm of charged particles through
a gaseous medium is described by the particle phase space
distribution function f(r,v, t), representing the distribu-
tion of electrons with position r, velocity v and time t,
that is the solution of the linear Boltzmann equation,(
∂
∂t
+ v · ∇+ qE
me
· ∂
∂v
)
f (r,v, t) = −J(f (r,v, t)),
(1)
where me is the mass of the swarm particle, q is the ele-
mentary charge, and E is the externally applied electric
field. The linear collision operator J describes binary col-
lisions between the swarm particles and the background
medium, and accounts for elastic and inelastic collisions,
and particle non-conserving loss (attachment) and gain
3(electron impact ionisation) collisions.
For a solution to the Boltzmann equation, the angular
dependence of the phase space distribution function is
expanded in terms of spherical harmonics, to give:
f(r,v, t) =
∞∑
l=0
l∑
m=−l
f (l)m (r, v, t)Y
[l]
m (vˆ). (2)
In practice, the index l must be truncated at some upper
value lmax, incremented until some convergence criterion
on the distribution function, or its velocity moments, is
met. For this work we do not restrict the truncation at
lmax = 1, as is commonly done for the ‘two-term approxi-
mation’, sometimes leading to an inadequate representa-
tion of the anisotropic parts of the distribution function
and incorrect transport coefficients, see the review [32].
Substitution of the expansion into equation (1) leads to
a system of coupled equations for f (l)m [34].
For the plane parallel geometry representing our ex-
perimental conditions, the preferred direction is taken to
be perpendicular to the electrodes and the spatial gra-
dients are along the z axis so that r = z and E = Ez,
and the m index is restricted to m = 0 by symmetry.
Equation (1), with substitution of the expansion (2) and
recast in energy-space using qU = 12mev
2 for U in eV,
becomes:
∂fl
∂t
+ Jl(fl) +
(
2q
me
)1/2 ∑
p=±1
∆
(p)
l
[
U1/2
∂
∂z
+ Ez
(
U1/2
∂
∂U
+
p
2
(
l +
3p+ 1
2
)
U−1/2
)]
fl+p = 0,
∆
(+)
l =
l + 1
2l+ 3
,
∆
(−)
l =
l
2l− 1 ,
(3)
where Jl is the Legendre decomposition of the collision
operator, detailed in the next section, and Ez is the elec-
tric field defined parallel to the z axis.
B. Collision operators
1. Elastic collisions
For electron swarms in atomic and molecular gases the
small mass ratio is utilised so that the Davydov operator
for elastic collisions may be used [35–37], and is given by:
Jelasl =


− 2me
m0
U−1/2
∂
∂U
[
U3/2νelasm (U)
×
(
f0(U) +
kBT0
q
∂
∂U
f0(U)
)] l = 0
νelasl (U)fl(U), l ≥ 1
where νm is the momentum-transfer collision frequency,
νl is the lth partial collision frequency, in s−1, kB is Boltz-
mann’s constant, and T0 is the temperature of the neutral
background gas.
2. Inelastic collisions
The Frost and Phelps Legendre-decomposed colli-
sion operator [38] is employed here to describe the
effect of inelastic particle-conserving collisions on the
spatially-independent velocity distribution function. The
anisotropic form of the collision operator was detailed by
Makabe and White [39], Phelps and Pitchford [40] and
earlier in Reid [41] (in the second and third terms on the
right hand side of the equation following equation (3)),
and is here extended to include de-excitation, or supere-
lastic, collisions using detailed balance [42]. Expressed
in terms of initial and final internal states j and k of
the neutral particle, where j < k, particles with energy
above the threshold Uth are available for excitations from
j → k. Below the threshold, for non-zero temperatures,
the background neutral particles may be in an excited
state k and are available to undergo superelastic colli-
sions from k → j, where the energy loss, taken to be
the threshold, is gained by the incoming electron in a
de-excitation process and lost by the neutral particle.
The partial cross-sections σl are the coefficients of a
Legendre polynomial (Pl) expansion of the differential
cross-sections, σ(U, χ) for the scattering angle χ, de-
fined by σl(U) = 2π
´ 1
−1 σ(U, χ)Pl(cosχ)d(cosχ). The
de-excitation cross-section σl(kj;U) is expressed in terms
of the excitation cross-section σl(jk;U) using the mi-
croscopic reversibility relation gkUσl(kj;U) = gj(U +
Uth)σl(jk;U + Uth) where gk and gj are the degeneracy
of the kth and jth states. After converting to collision fre-
quencies through νl(U) = n0vσl(U) = n0
√
(2qU/me)σl
in energy space, where n0 is the neutral number density,
the isotropic and anisotropic components of the inelastic
collision operator are given by:
J inel0 =
∑
j,k
n0j
{(
U + Uth
U
)1/2
f0(U + Uth) (4)
×ν0(jk;U + Uth)− f0(U)ν0(jk;U)
}
+
∑
j,k
n0k
gj
gk
{
f0(U − Uth)ν0(jk;U)
−
(
U + Uth
U
)1/2
f0(U)ν0(jk;U + Uth)
}
,
4J inell≥1 =
∑
j,k
n0j
{(
U + Uth
U
)3/2
fl(U + Uth) (5)
×νl(jk;U + Uth)− fl(U)ν0(jk;U)
}
+
∑
j,k
n0k
gj
gk
{(
U − Uth
U
)
fl(U − Uth)
×νl(jk;U)
−
(
U + Uth
U
)1/2
fl(U)ν0(jk;U + Uth)
}
,
where n0j and n0k are the density of neutral parti-
cles in the initial and final states j and k, respec-
tively, νl is the lth partial collision frequency, related
to the momentum-transfer cross-section through σm =
σ0 −
√
U+Uth
U σ1 for inelastic collisions. The number
density of the neutral particles in the state j with en-
ergy Uj , are calculated using standard Boltzmann statis-
tics: n0j = n0Z gj exp
(
−Uj
kBT0
)
where the partition function
sums over all possible internal states j and is given by
Z =
∑
j gj exp
(
−Uj
kBT0
)
.
3. Ionising collisions
The electron-impact ionisation operator J ionl utilised
here, in Legendre-decomposed form, is given by:
J ionl (fl) =


νion(U)f0(U)− 2U−1/2
×
ˆ ∞
0
dU ′U ′1/2νion(U ′)P (U,U ′)f0(U ′),
l = 0
νion(U)fl(U), l ≥ 1,
where νion is the ionisation collision frequency, and
P (U,U ′) is the energy-partitioning function [43].
C. Solution technique
Time-of-flight: When the number density varies
slowly in space, away from boundaries and under the
influence of a uniform electric field, hydrodynamic con-
ditions prevail and the space-time dependence of the dis-
tribution function can be projected onto the number den-
sity so that fl(z, U, t) =
∑
s f
s
l (U)
∂sn(z,t)
∂zs , where s is the
rank of the tensor.
To account for particle non-conserving processes, the
density gradient expansion to second order is required.
In plane-parallel geometry this is given by:
fl(z, U, t) = Fl(U)n(z, t)− F (L)l (U)
∂n(z, t)
∂z
+
√
1
3
F
(2T )
l (U)
∂2n(z, t)
∂z2
−
√
2
3
F
(2L)
l (U)
∂2n(z, t)
∂z2
,
where the L and T superscripts on the distribution Fl
are defined parallel and transverse to the electric field,
respectively. For weak gradients, a density gradient ex-
pansion of the phase-space distribution function may be
taken and the resulting diffusion equation [44]:
∂n
∂t
+W
∂n
∂z
−DL ∂
2n
∂z2
= nR
is used to analyse experimental parameters. The time-
of-flight coefficients of the density gradient expansion are
found from the solution to the hierarchy,
∂
∂t
φl + ω0φl + Ez
(
2q
me
)1/2 ∑
p=±1
∆
(p)
l (6)
×
(
U1/2
∂
∂U
+
p
2U1/2
(
l +
(3p+ 1)
2
))
φl + Jlφl = h
(s)
l
where φl =
{
Fl, F
(L)
l , F
(T )
l , F
(2T )
l , F
(2L)
l
}
and the h(s)l
are given by,
hl = 0,
h
(L)
l =
(
2qU
me
)1/2 (
l + 1
2l+ 3
Fl+1 +
l
2l− 1Fl−1
)
− ω1Fl,
h
(2T )
l =
(
2qU
3me
)1/2 [
l + 1
2l+ 3
(
F
(L)
l+1 + (l + 2)F
(T )
l+1
)
+
l
2l− 1
(
F
(L)
l−1 − (l − 1)F (T )l−1
)]
−ω2Fl −
(
1
3
)1/2
ω1F
(L)
l ,
h
(2L)
l = −
(
qU
3me
)1/2 [
l + 1
2l + 3
(
2F
(L)
l+1 − (l + 2)F (T )l+1
)
+
l
2l− 1
(
2F
(L)
l−1 + (l − 1)F (T )l−1
) ]
−ω¯2Fl +
(
2
3
)1/2
ω1F
(L)
l .
The equation for the first level transverse distribution
5function F (T )l takes a different form:(
Jl + ω0 +
∂
∂t
)
F
(T )
l
+
(
2q
me
)1/2
l + 2
2l+ 3
Ez
(
U1/2
∂
∂U
+
l + 2
2
U−1/2
)
F
(T )
l+1
+
(
2q
me
)1/2
l − 1
2l− 1Ez
(
U1/2
∂
∂U
− l − 1
2
U−1/2
)
F
(T )
l−1
=
(
2qU
me
)1/2(
1
2l− 1Fl−1 −
1
2l + 3
Fl+1
)
.
Each of the expansion coefficients F (s)l satisfy the nor-
malisation condition 2π
(
2q
me
)3/2 ´∞
0
U
1
2F
(s)
0 dU = δs,0.
The coefficients ω, using the density gradient expansion,
are given by:
ω0 = −2π
(
2q
me
)3/2 ˆ
U1/2JR0 (F0) dU, (7)
ω1 =
2π
3
(
2q
me
)2 ˆ
UF1dU
−2π
(
2q
me
)3/2 ˆ
U1/2JR0
(
F
(L)
0
)
dU,
ω2 =
2π
3
(
2q
me
)2 ˆ
U
(
F
(L)
1 + 2F
(T )
1
)
dU
−2π
(
2q
me
)3/2 ˆ
U1/2JR0
(
F
(2T )
0
)
dU,
ω¯2 = −2π
3
(
2q
me
)2 ˆ
U
(
F
(L)
1 − F (T )1
)
dU
−2π
(
2q
me
)3/2 ˆ
U1/2JR0
(
F
(2L)
0
)
dU,
where JRl is the particle non-conserving, or reactive, col-
lision operator. In the presence of non-conservative col-
lisions these coefficients involve an integration over the
density gradient expansion coefficients F (s)l , so that these
expressions become non-linear.
Steady-state Townsend: In modelling the steady-state
Townsend experiment [45–47], for the steady-state time-
asymptotic solution, far from the source where no mem-
ory of the initial source distribution remains, the spatially
varying distribution function takes the form of a sum of
exponentials fl(z, U, t) = ψl(U) exp(ωt + kz), where ω
and k are separation constants [44]. Substitution into
equation (3), leads to the generalised eigenvalue equa-
tion:
ωψl +
(
2q
me
)1/2 ∑
p=±1
∆pl
[
U1/2k
+ Ez
(
U1/2
∂
∂U
+
p
2U1/2
(
l +
(3p+ 1)
2
))]
ψl+p
= −Jl (ψl) , (8)
where the coefficients ∆pl are defined in equation (3) and
the eigenvalues ω and k are related through the dispersion
relation Ωn(ω, k) = 0, n = 0, 1, 2, . . . .
For the steady-state Townsend experiment, the spatial
eigenvalues k are found by setting ω to zero, which im-
plies we are looking at the temporally asymptotic regime
where ∂ψl∂t = 0. The spatial eigenvalues k are assumed to
form a discrete set kn where the lowest magnitude non-
zero eigenvalue k1 represents the reduced macroscopic
Townsend ionisation coefficient αT /n0.
Utility of the generalised eigenvalue method: The gen-
eralised eigenvalue equation (8) may be solved directly as
an eigenvalue problem, the details of which are omitted
here but are described in Boyle [48]. With this technique,
the lowest remaining temporal eigenvalue of a time-of-
flight simulation represents the rate of non-conservative
processes in the long-time limit, equivalent to ω0 in equa-
tion (7), and the corresponding eigenfunction represents
the electron energy distribution function. This provides
an alternative method for calculating the nett rate coeffi-
cient of non-conservative collisional processes for a time-
of-flight simulation that is typically calculated as the in-
tegral of the non-conservative collision frequencies with
the distribution function, defined below in equations (9)–
(10).
Numerics and benchmarking: The particular numeri-
cal methods employed in the solution of equations (6) and
(8) are detailed in reference [48]. Here a non-uniform en-
ergy grid is employed, that is dense at lower energies to
capture the variations near the low-energy thresholds of
the inelastic processes considered throughout this work.
The other explicit changes to the methods of [48] used
here are described in Appendix A. Systematic bench-
marking of the theory and numerical solution has been
performed.
D. Transport coefficients
Knowledge of the full phase-space distribution func-
tion f allows for the calculation of all macroscopic quan-
tities describing the electron swarm. The distribution
function φl(z, U, t), that is the solution to equation (6),
allows the calculation of the time-of-flight transport co-
efficients. The coefficients used here include the mean
energy 〈ε〉, flux (W ) and bulk (WB) drift velocities, the
nett rate coefficient (Rnet) summed over all reactive col-
lision frequencies νR0 (U), and the bulk longitudinal diffu-
sion coefficient DB,L, and are defined as:
〈ε〉 = 2πq
(
2q
me
)3/2 ˆ
U3/2F0(U, t)dU,
WB =
2π
3
(
2q
me
)2 ˆ
UF1(U, t)dU
−2π
(
2q
me
)3/2 ˆ
U1/2JR0
(
F
(L)
0 (U, t)
)
dU, (9)
6Rnet =
∑
R
2π
(
2q
me
)3/2 ˆ
U1/2νR0 (U)F0(U, t)dU,
DB,L =
2π
3
(
2q
me
)2 ˆ
UF
(L)
1 (U, t)dU
−2π
(
2q
me
)3/2 ˆ
U1/2JR0
(
1√
3
[
F
(2T )
0 (U, t)
−
√
2F
(2L)
0 (U, t)
])
dU. (10)
In the absence of non-conservative collisions, the bulk
transport coefficients reduce to the flux coefficients, W
and DL, represented by the first term in each of the bulk
coefficient definitions.
An important self-consistency/accuracy check for an
accurate solution are the rates of energy and momentum
exchange, where the gain from the advective terms (the
external electric field and time rate of change compo-
nents) and loss due to collisions must be balanced. Cal-
culation of energy and momentum-transfer rates due to
individual cross-sections allows assessment of the contri-
bution of not only each collision type, but separation
into inelastic and superelastic channels. For the time-of-
flight experiment, the power exchange due to the advec-
tive terms is given by:
Padv = qEzW +Rnet〈ε〉,
while the power exchange due to each collisional process
is given by:
Pcoll = 2qπ
(
2q
me
)3/2 ˆ ∞
0
U3/2J0(F0)dU.
For the steady-state Townsend configuration, denoted
by the subscript SST , the mean energy and drift velocity
are given by [49, 50]:
〈ǫ〉SST = 2π
(
2q
me
)3/2 ˆ
U3/2ψ0(U, t)dU,
= ε+ k1γ + . . . ,
WSST =
2π
3
(
2q
me
)2 ˆ
Uψ1(U, t)dU,
= W − k1DL + . . . ,
where ε is the spatially averaged mean energy, k1 is the
Townsend ionisation coefficient, γ = γEˆ is the gradient
energy parameter [51], and DL is the flux longitudinal
diffusion coefficient given by the first term in the bulk
coefficient definition. In the absence of non-conservative
collisions, the SST coefficients reduce to the flux coef-
ficients. The Townsend ionisation coefficient, calculated
directly from the solution to equation (8), can also be
related to the bulk hydrodynamic time-of-flight coeffi-
cients, when spatial gradients are weak, through the nett
reaction rate [49, 50]:
Rnet = k1WB − k21DB,L + . . . , (11)
=
∑
R
2π
(
2q
me
)3/2ˆ
U1/2νR0 (U)ψ0(U, t)dU, (12)
where the summation is over all of the reactive processes
R, like ionisation and attachment, and the expression
for the Townsend ionisation coefficient to second order
becomes k1 = WB2DB,L ±
√(
WB
2DB,L
)2
− RnetDB,L . The experi-
mentally measured Townsend ionisation coefficient is re-
lated to the calculated coefficient through k1 = αT /n0.
E. Monte Carlo technique
We have implemented a standard swarm Monte-
Carlo sampling code. The code uses the null-collision
method [52] along with temperature included via ap-
propriate modifications to the total cross-section and
resolution of collisions [53]. Measurements are made
through the ‘box sampling’ style [54], where an inte-
gral over the quantities to be measured is performed be-
tween each collision and binned into time bins. Hence
a time-specific measurement refers to an average of that
quantity during the time bin. To ensure we have con-
sidered a large enough simulation time to have reached
steady-state, we consider a sufficiently fine time grid to
allow a fit of the quantities to the empirical form of:
x(t) = xS + e
−λx(t−T/2)δx, where xS is the steady state
value for quantity x and T is the final time of the simu-
lation. This definition allows us to give δx the meaning
of a deviation from steady-state at the half-way point of
the simulation. The condition, δx/xS < 10−4 is enforced,
and we then average over the latter half of the simulation
to build up the statistics for the Monte-Carlo results.
We estimate the error in these results by the standard
error of the averaged simulations at different times. We
have also ensured that the autocorrelation between con-
secutive points is minimal.
The Monte-Carlo code has been tested against many
benchmarks including pure elastic models of hard sphere
and Maxwell models [48], argon measurements [55], the
inelastic and anisotropic models of Reid [41, 48], the ion-
isation models of Ness and Robson [43, 48], and inclusion
of a static structure factor [56].
As part of the tests to be performed in section III, we
require a different temperature for the elastic and inelas-
tic processes. We have implemented this by considering
a mixed system of two species. The first species possess
only an elastic process, with a gas temperature given by
the elastic temperature. The second species possesses
only an inelastic process, with the ground and excited
populations given by the inelastic temperature. When
the elastic and inelastic temperatures coincide, this is
equivalent to a simulation of a single species with both
processes.
7F. Experimental technique
The fully automated pulsed Townsend experiment,
used to measure the drift velocity and the Townsend ion-
isation coefficient for electrons in gaseous N2, has been
described in detail previously [57–59] and so the experi-
ment is only briefly summarised here. The total displace-
ment current of the electrons, and their ionic products,
that drift through the parallel plate capacitor under a ho-
mogeneous electric field is measured and separated into
a fast component due to the electrons, and a second part
due to the slower ions.
The initial swarm of electrons is generated from the
cathode by an incident 3 ns duration, UV (355 nm)
laser pulse, and the electrons and ions formed by re-
actions with the neutrals drift to their respective elec-
trodes under the action of a highly homogeneous electric
field E, produced by a very stable voltage in the range
0.2-5 kV, according to the density-normalised field E/n0
selected and the density of the gas in the discharge ves-
sel. The electrons and ions drift through the capacitor
with a fixed drift distance of 3.1 cm (±0.025 mm), be-
tween an aluminium cathode and a non-magnetic stain-
less steel anode, each 12 cm in diameter. The electrons
are detected with a low-noise, 40 MHz amplifier with
a transimpedance of 105 V/A. The measurements pre-
sented here were performed over the temperature range
293-300 K, measured with a precision of ±0.5 K, and
with a pressure range of 0.5-30 Torr, as monitored with
an absolute pressure capacitance transducer with 0.15%
uncertainty. The commercial grade sample of N2 used
here from Praxair had a stated purity of 99.995%. The
overall uncertainty in the measurements of the electron
drift velocity was 2.2%, and 7.4 to 9.4% for the Townsend
ionisation coefficient.
III. RESULTS AND DISCUSSION
A. NDC — a model cross-section study
A limitation of the existing collision benchmark models
we use is in testing/verifying the inclusion of superelas-
tic processes in the inelastic channel. In the absence of
superelastic processes, thermal temperatures cannot be
achieved, so a simple model system, verified by an inde-
pendent Monte Carlo method, allows us to confirm that
our solution methods are well representing physical pro-
cesses.
In the pursuit of clear criteria for the existence or pre-
diction of NDC, a number of model cross-sections have
been proposed (see for example [2]). Many of these
models could be adapted to account for the inclusion
of superelastic processes. The model considered in this
work, however, was chosen to illustrate the damping ef-
fect of superelastic populations on NDC at room tem-
perature, similar to the behaviour of electrons in molec-
ular nitrogen. For collisions with neutrals with a mass
m0 = 28 amu, at 0 K, 77 K, and 293 K the transport co-
efficients have been calculated for the model elastic and
excitation cross-sections (in atomic units):
σelasm = A+BU,
σinel0 =
{
0 U ≤ 0.002 eV,
A U > 0.002 eV,
(13)
where A = 1Å
2
and B = 5Å
2
/eV.
Figure 1 shows the drift velocity and mean energy cal-
culated using the multi-term Boltzmann equation solu-
tion and the independent Monte Carlo code, as a func-
tion of the reduced electric field E/n0 in units of the
Townsend (1 Td = 10−21Vm2). The agreement between
the Monte Carlo and Boltzmann solutions is better than
2% for the drift velocities and the mean energies at 0 K,
and with less than a 4% variation in the drift velocity
and a 2% variation in the mean energy at 77 K. How-
ever, this increases to 6% for both the drift velocity and
mean energy at 293 K.
To address the discrepancy between the transport coef-
ficients calculated using our Boltzmann and Monte Carlo
solutions, we consider the neglect of recoil in the inelas-
tic channel in our solution (and similar solutions of the
Boltzmann equation, for example the recent work of Ri-
denti et al. [33] in the continuous energy loss approxi-
mation). Unlike elastic collisions, that are represented
to first order in the mass ratio to take into account the
thermal motion and recoil of the neutral particle during
an elastic collision, recoil of the neutral particle during
inelastic collisions is neglected in most of the existing
Boltzmann equation solutions, and in our solution. This
assumption has been considered previously in White et
al. [60], using the integral form of the inelastic collision
operator that does not restrict collisional representation
to zeroth-order. The transport coefficients, calculated for
electron impact on H2 using a multi-term solution over
the range 0.1–10 Td, differed by less than 0.1% between
no recoil inelastic collisions and the converged collision
description. In their work, the lowest excitation channel
in H2 is the 0→ 2 rotational excitation with a threshold
of 44 meV, while for our model system the energy loss
threshold is 2 meV, much closer to the first order mass
ratio meme+m0 = 0.02 meV for the model system.
To include the thermal motion of the neutrals dur-
ing inelastic collisions in the Frost-Phelps differential fi-
nite difference collision operator, requires an extension
that is outside the scope of this study. However, we still
desire quantification of the effect on the transport coef-
ficients. In Monte Carlo simulations the collisions are
treated exactly, so the Monte Carlo technique described
in section II E was used to assess the effect of recoil in
the low-threshold channel of interest here, as shown in
figure 1. The effect of truncation of the mass ratio for in-
elastic collisions on our calculations is most prevalent at
reduced electric fields between 0.1 Td and 10 Td, where
the nett energy transfer due to elastic collision is increas-
ing relative to the energy transfer due to inelastic colli-
8sions, as shown in figure 2. Here, the difference between
the complete and approximate collision descriptions in
the Monte Carlo calculations is greatest at 293 K, where
the drift velocity and mean energy both differ by up to
7%. At 77 K, the differences are up to 4% and 3% be-
tween the drift velocity and mean energy, respectively,
and at 0 K the drift velocity and mean energy differ by
1.7% and 1.3%, respectively, between the two collision
representations.
When recoil of the neutral particle during inelastic col-
lisions in our Monte Carlo simulation is neglected by arti-
ficially increasing the neutral mass for inelastic collisions
only, to replicate the differential finite difference form of
the inelastic collision operator utilised here, the difference
between our Monte Carlo and Boltzmann calculations re-
duces to 0.9% and 1.3% for the drift velocity and mean
energy, respectively, at 0 K, 1.4% and 0.8% between the
drift velocity and mean energy at 77 K, and generally
below 2.8% (increasing to 4.7% at low fields with statis-
tical noise) and 1.1% between the drift velocity and mean
energy at 293 K, respectively.
The presence of NDC is anticorrelated with the pres-
ence of superelastic collisions, highlighting the damp-
ing effect of the de-excitation process on the presence
of NDC. When properly included through detailed bal-
ance for inelastic collisions, a smaller ratio of neutrals in
the ground-state, caused by an increasing temperature,
increases the mean energy of the swarm and decreases
the drift velocity. The energy transfer profiles given in
figure 2 show the lower nett inelastic energy transfer rate
with increasing temperature, increasing the mean energy
which samples higher-energy regions of the elastic cross-
section, resulting in a reduced average velocity of the
swarm. NDC ceases when the collisional energy transfer
is dominated by the elastic process. At higher tempera-
tures, the increased fraction of neutrals in excited-state
populations reduces the nett power transfer due to inelas-
tic collisions, as shown by the superelastic contribution
to the energy transfer in figure 2. As a direct result of the
superelastic population, the range of NDC is reduced and
the transition to elastic-collision dominated energy trans-
fer occurs at lower reduced electric fields for increasing
temperatures.
1. Criterion for NDC
Using momentum-transfer theory, Robson’s [1] crite-
rion for the presence of NDC uses the energy variation of
the ratio of the elastic to inelastic energy transfer. For a
monotonically increasing elastic collision frequency and
open inelastic channels, the mean energy increases with
increasing reduced electric field, slowly as the inelastic
collisions take energy from system, so that the drift ve-
locity increases with field, as illustrated in figure 1. As
the inelastic collisions become less important relative to
the elastic collisions, the mean energy of the swarm in-
creases at a greater rate, to sample the higher elastic
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Figure 1. The calculated flux drift velocity (upper) and mean
energy (lower) of a swarm of electrons whose collisional be-
haviour is described by the proposed model cross-section set.
The lines represent values calculated at various temperatures
using the multi-term kinetic theory, while the symbols show
the values calculated using an independent Monte Carlo so-
lution method. The solid red symbols represent the Monte
Carlo calculations treating inelastic collisions exactly, while
the open blue symbols correspond to Monte Carlo calcula-
tions with recoil of the neutral particle during inelastic colli-
sions neglected.
collision frequency, causing the drift velocity to begin to
decrease with increasing field. The criterion derived for
the appearance of NDC by Robson [1], at a given mean
energy ε, is given by 1 + ∂Ω∂ε < 0 where Ω represents the
ratio of the total inelastic to elastic energy transfer and
is given by:
Ω ≡
∑
j U
j
th
{
〈νinel,j0 (jk; ε)〉 − 〈ν inel,j0 (kj; ε)〉
}
2me
m0
〈νelasm (ε)〉
, (14)
where the total inelastic energy transfer is taken as the
sum over all inelastic channels j with associated thresh-
olds U jth.
We note that the NDC criteria of Robson [1] and Petro-
vić et al. [2] differ due to a different expression for the
energy balance, where the latter omit energy transfer due
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Figure 2. The energy transfer rates of each of the collision
channels j of the model cross-section, as a fraction of the
power input from the external reduced electric field, at differ-
ent temperatures, as a function of the reduced electric field.
(Upper) The solid lines show the fractional power transfer
rates of the elastic cross-section, the dashed lines represent
the ground-state inelastic process, and the dotted lines repre-
sent the gain in energy due to the superelastic process only.
(Lower) The nett energy transfer rates, as a fraction of the
reduced electric field, where the solid lines represent the elas-
tic channel, and the dot-dashed lines correspond to the nett
power transfer from the inelastic channel.
to elastic collisions, although this is sufficient for the sys-
tems considered in that work.
The criterion proposed by Robson [1] is a very good
predictor for NDC for the model cross-section considered
in this study, as shown in figure 3. The NDC region
for 0 K and 77 K ceases when the energy transfer rate
due to elastic collisions is greater than the nett energy
transfer rate due to the inelastic process, as predicted.
For the calculation of Ω at 293 K, for reduced electric
fields between 0.1 Td and 0.2 Td, the derivative is ≈ −1
and the presence of NDC is only weakly predicted, but
does not occur in our calculations.
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Figure 3. Rate of change of Ω with mean energy as a function
of the reduced electric field, for a swarm of electrons whose
collisional behaviour is described by our model cross-sections.
The solid lines show ∂Ω/∂ε at varying temperatures, where
below −1 (indicated by the dashed horizontal line) NDC is
predicted by Robson’s criterion [1]. The symbols indicate
where NDC is present in our calculated values. We note that
the prediction of NDC at 0 K appears to occur earlier than
its appearance in the calculated data; however, this is only
due to the rapid decrease in the derivative around 0.1 Td.
2. Temperature dependence and detailed balance
To illustrate the physical dependence on the inclusion
of superelastic collisions, in this subsection we consider
two unphysical modifications to our model system that
address the effect of temperature from each of the scatter-
ing channels separately. The two models considered in-
corporate different temperatures for the background gas
through elastic collisions and excited state populations.
The first model includes temperature dependence of
the excited state population, but considers elastic colli-
sions with stationary neutrals, equivalent to a temper-
ature of 0 K in the elastic collision operator, with the
notation Jelas = 0 K, J inel = 293 K in the following fig-
ures. The second model involves elastic collisions with
non-stationary neutrals, at 293 K and 77 K, but inelastic
collisions from ground- to excited-states only, with the
notation Jelas = 77/293 K, J inel = 0 K in figures 4–6.
Figure 4 displays the transport coefficients from our
Boltzmann solution, with a zeroth order mass ratio repre-
sentation in the inelastic collision integral, and compares
them with our independent Monte Carlo solution, with
inelastic collisions treated exactly, for each of these mod-
els. For the model Jelas = 0 K, J inel = 293 K, differences
of less than 6% and 5.4% were found between the drift
velocity and mean energy, respectively. For the two mod-
els with elastic collisions taken to be with non-stationary
neutral particles and inelastic collisions between ground-
state neutrals only, we find differences of less than 2.5%
and 1.4% for elastic collisions at 293 K, and 2% and 1.3%
when elastic collisions are taken at 77 K, between the
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drift velocity and mean energy, respectively.
For properly included superelastic collisions, but when
temperature is not included in the elastic channel, the
mean energies approach the appropriate thermal value of
≈ 32kBT0 with decreasing reduced electric field. At 293 K
a difference of around 3.6% between the model and stan-
dard calculation is observed, generally decreasing with
increasing reduced electric field strength. We find that
the drift velocity calculations lie very close to, but just
above, the standard model calculations at 293 K, by at
most 2.2%. While those differences are not as signifi-
cant as some of the others discussed in this study, these
calculations do illustrate the importance of detailed bal-
ance in swarm calculations for achieving correct thermal
distributions.
A more dramatic difference is observed when temper-
ature effects are taken into account for the elastic colli-
sions, but not in the inelastic channel. Here, the calcu-
lated drift velocity and mean energy approach the 0 K
calculations due to the dominance of the inelastic channel
at low reduced electric fields, as can be seen in the energy
transfer profiles given in figure 5. The difference between
these models and the 0 K profiles shows the explicit con-
tribution of the temperature term in the elastic collision
operator. The variation from the standard temperature
treatment profiles is large, and results in an overestimate
of the drift velocity below 30 Td and the presence of an
NDC region that is larger than that at 77 K and absent
from the 293 K calculations.
When temperature effects are included through the
elastic collision operator and the inelastic ground-state
density, but detailed balance is not achieved due to the
neglect of superelastic collisions altogether, we observe
a dramatic effect on the transport coefficients, given the
large contribution of the de-excitation process to the en-
ergy transfer. Although not shown, the resulting drift
velocity and mean energy profiles lie between the 0 K
and 293 K results, as is expected with less energy lost
in the inelastic channel than the 0 K simulation, but a
greater nett energy loss in the inelastic channel than the
293 K simulation, where the de-excitation collisions con-
tribute to energy gained by the electron swarm. These
model systems highlight the necessity of detailed balance
in collisional processes when modelling real gaseous sys-
tems in the low energy regime.
For these non-physical models, which disregard ther-
mal effects in the elastic, inelastic and superelastic chan-
nels, NDC is present in our results for the two cases where
the de-excitation process is removed. Similar to the re-
sults shown above, the presence of superelastic collisions
increases the mean energy of the electron swarm, increas-
ing the drift velocity monotonically. As demonstrated by
the earlier results, Robson’s criterion for the presence of
NDC gives a very accurate prediction based only on a
knowledge of the energy transfer rates. Illustrated in fig-
ure 6 is the rate of change with energy of the ratio of the
inelastic to elastic energy transfer rate, dΩdε , where the
rapid decrease in this rate to below -1 at around 0.1 Td
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Figure 4. The calculated flux drift velocity (upper) and mean
energy (lower) of a swarm of electrons whose collisional be-
haviour is described by the proposed model cross-section set.
The lines represent values calculated for the various models
using the multi-term kinetic theory solution, while the sym-
bols correspond to values calculated using an independent
Monte Carlo method, where the same colour denotes the same
model. See text for details of the model notation.
corresponds to the start of the NDC region for both of
the models with no superelastic processes. Regardless of
the temperature of the model system, in the absence of
the de-excitation process the ratio of the energy transfers
in equation (14) decreases more rapidly with energy than
it would otherwise, resulting in NDC until the elastic en-
ergy transfer rate starts to dominate.
3. Approximation effects: Anisotropy in the inelastic
channel and higher-order superelastic terms
In this study we are interested in the effect of
anisotropic scattering in low-threshold processes like ro-
tational excitations. The impact on the calculated trans-
port coefficients are explored in this subsection, along-
side our assessment of other assumptions, including the
two-term approximation and those associated with the
inclusion of superelastic collisions.
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Figure 5. The energy transfer rates for each of the collision
channels of the model cross-section, with varying reduced elec-
tric fields, as a fraction of the power input from the external
reduced electric field. (Upper) The solid lines show the trans-
fer rates of the elastic cross-section, the dashed lines repre-
sent the ground-state inelastic process, and the dotted lines
represent the gain in energy due to the superelastic process
only. (Lower) The energy transfer rates for the elastic (solid
lines) and nett inelastic (dashed lines) collisional channels.
For the two models where superelastic collisions are neglected,
the positive values indicate energy is being lost in the elas-
tic channel at very low reduced electric fields to balance the
power gain from the external electric field. See text for details
of the model notation.
The effect of anisotropic scattering in the inelastic
channel has been recently investigated in Janssen et
al. [61], for an excitation scattering channel of (simpli-
fied) argon with a threshold at 11.828 eV. We note this
energy threshold is much higher than the lowest inelastic
thresholds of molecules like N2. For the low threshold
processes considered here, to quantify the effects of the
anisotropic terms in the inelastic operator, given in equa-
tions (4) and 5, we introduce an angular scattering com-
ponent for our model excitation in order to emulate the
forward-peaked nature of rotational excitation. Using a
forward scattering model where the differential inelastic
cross-section is σinel(U, χ) ∝ cos χ2 , the inelastic partial
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Figure 6. Rate of change of Ω with mean energy as a function
of reduced electric field for a swarm of electrons whose colli-
sional behaviour is described by our model cross-section. The
solid lines show ∂Ω/∂ε for the various models, where below
−1 (indicated by the dashed horizontal line) NDC is predicted
by Robson’s criterion [1]. The symbols indicate where NDC
is present in our calculated values. We note the prediction
of NDC in models with all neutrals in the ground state (blue
and red) appears to occur earlier than its appearance in the
calculated data, this appearance is only due to the rapid de-
crease in the derivative around 0.1 Td. See text for details of
the model notation.
cross-sections are given by:
σinell≥1 =
1
5
σinel0 . (15)
To test explicitly the assumption of isotropic scattering
in the inelastic channel, here we modify only the inelas-
tic momentum-transfer, leaving the elastic momentum-
transfer cross-section fixed, as has been considered pre-
viously by Reid [41] and Phelps and Pitchford [40], for ex-
ample. Note that this does not fix the total momentum-
transfer cross-section. Our calculated drift velocities for
the anisotropic model combining equations (13) and (15)
are shown in figure 7. For the various temperatures con-
sidered in this work, the effects of anisotropy in the in-
elastic channel are greatest where momentum exchange
is dominated by the inelastic channel. At 0 K, this dif-
ference occurs over the range 0.02 to 0.2 Td with a vari-
ation of less than 5% in the drift velocity and less than
9% in the mean energy of the swarm (not plotted). For
the 77 K and 293 K simulations, the maximum differ-
ence occurs at the lowest reduced electric fields, where
the momentum exchanged during superelastic collisions
increases the total momentum exchanged in the inelas-
tic channel. At 77 K the drift velocity and mean energy
differ by 11% and 6.5% respectively, and 10% and 4% at
293 K, respectively, decreasing with increasing reduced
electric field for both temperatures.
The validity of using a two-term approximation has
been discussed previously (e.g., in [32, 40]), and we briefly
consider the effects of that assumption on our model cal-
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Figure 7. Variation of the drift velocity with reduced elec-
tric field for the scattering model detailed in equations (13)
and (15), at different temperatures. Results are shown for a
two-term approximation (labelled 2-term), multi-term calcu-
lation for the isotropic model (labelled Iso) and anisotropic
scattering in the inelastic channel (labelled Aniso).
culations here. Figure 7 shows our calculated drift ve-
locity for isotropic and anisotropic scattering using the
model cross-sections of equations (13) and (15). For both
the isotropic and anisotropic models, the difference be-
tween the two-term and multi-term results is greatest at
0 K, with a difference of up to 8% for reduced electric
fields below 0.1 Td in the drift velocity, and 5% in the
mean energy. While at 77 K and 293 K, for both mod-
els, the differences between these transport coefficients
reduces to below 0.3%.
The final assumption we wish to address is that while
de-excitation is considered in the l = 0 equation of
the inelastic operator, it is sometimes neglected in the
l ≥ 1 equations. For our isotropic model detailed in
equation (13), we have removed superelastic collisions
in the l ≥ 1 channels in two ways. First we consider
the proportion of particles in the ground-state calcu-
lated according to the neutral temperature, as is in-
cluded through the l = 0 equation, but simply turn
off the de-excitation channel, denoted by the notation
J inel1 : excit = 77K, de-excit = 0K, for example, in fig-
ure 8. The differences between the calculated drift ve-
locity and mean energy, when compared with our stan-
dard treatment, are up to 33% and 16% at 77 K and
30% and 10% at 293 K, respectively. We also consider
neglecting higher-order superelastic terms by setting all
neutral particles in the ground state, with the notation
J inel1 : excit = 0K, de-excit = 0K, and find much smaller
differences as the total number of excitation collisions re-
mains constant, with differences of less than 9% and 1%
in the drift velocity and mean energy, respectively, at
77 K, and 2% and 0.3% at 293 K. The magnitude of
these differences decreases with increasing reduced elec-
tric field, influenced by the relative strength of the two
cross-sections, and the dominance of the elastic cross-
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Figure 8. Variation of the drift velocity (upper) and mean en-
ergy (lower) with reduced electric field for the isotropic scat-
tering model (13), at 77 K and 293 K when superelastic colli-
sions are included or neglected in the J inell≥1 collision term. For
each calculation temperature is included through the elastic
collision operator, and l = 0 inelastic collision terms. Com-
pared with our standard calculations (solid lines) is a model
with the ground-state population in the l ≥ 1 inelastic colli-
sion operator calculated according to the neutral temperature
and de-excitations neglected (dotted lines), and another with
all neutrals in the ground state in the J inell≥1 equation (dashed
lines).
section above 1 Td. We have also repeated these cal-
culations using our anisotropic model detailed in equa-
tions (13) and (15), and find that the differences are very
similar in magnitude, as is expected by the small differ-
ence (15σ0) between the momentum-transfer cross-section
that enters the inelastic collision operator (equation (5))
for isotropic scattering, and the anisotropic form.
For each of the cases tested, our calculations demon-
strate that significant differences can appear when vari-
ous approximations are made, or detailed balance is ne-
glected. Of particular interest in this study is anisotropic
scattering in the low-threshold inelastic channel for our
model system, where differences up to 11% in the trans-
port coefficients were calculated from the inelastically-
isotropic model.
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B. Electron transport in molecular nitrogen
1. Cross-section set
The set of N2 cross-sections utilised throughout this
work were obtained from the v8.97 Magboltz database
tabulated on LXCat [62]. Other databases of scattering
cross-sections for electron swarms in molecular nitrogen
are available (e.g., see [63]), but our focus here is to il-
lustrate the damping effects of temperature on NDC in a
real gas rather than an analysis of the self-consistency of
the different sets. The cross-section set [62] details elastic
collisions, 15 individual vibrational states, 29 electronic
state collisions and a single ionisation cross-section, with
rotational excitations to be included as in the Magboltz
source code [64], outlined below. We also note that
the elastic momentum-transfer cross-section tabulated on
LXCat is more sparse at lower energies than in the source
work of Itikawa [65], so the tabulation from Itikawa at
lower energies is preferred.
The LXCat Biagi database at present does not include
rotational cross-sections, and although other databases
do include a description of rotational collisions, the rota-
tions of the source work (Magboltz) are preferred for their
consistency with the elastic momentum-transfer cross-
section. The rotational excitations utilised in the Mag-
boltz v8.97 source code [64], to be included with the
LXCat tabulation for low field simulations, were cal-
culated using the Gerjuoy and Stein treatment of the
atoms as point quadrupoles with the Born approxima-
tion [66, 67]. Rotational cross-sections for the transi-
tions j → j ± 2 were considered, using the values for
the quadrupole moment constant Q = 1.045 in units of
qa20, where a0 is the Bohr radius, and the rotational con-
stant B0 = 2.4668 × 10−4 eV [64, 65]. In Magboltz, an
enhancement of the cross-section magnitude in the res-
onance region between 1.2 eV and 5.3 eV was explicitly
included in the rotational cross-sections. This is also in-
cluded here, along with scaling of the rotational cross-
sections above 5 eV to fall at the same rate as the elastic
momentum-transfer cross-section. For the temperatures
considered in this work, sufficient convergence in the cal-
culated transport coefficients is obtained using 40 rota-
tional transition cross-sections, and we adopt no fewer
here. Note that the Born approximation, Gerjuoy and
Stein, rotational cross-sections are arguably valid up to
∼0.6 eV [66]. For the transport coefficients considered
in this work, up to 400 Td, the rotational cross-sections
are each calculated up to 400 eV. At greater than ap-
proximately 20 Td, however, when vibrational processes
are active, the power (figure 10) and momentum-transfer
rates (not shown) indicate that rotational collisions, both
inelastic and superelastic terms, are considerably less im-
portant than for the other processes.
We also consider the energy sharing fraction between
the two post-collision electrons resulting from the ionis-
ing collisions, taken here to be equally shared between
the scattered and ejected electrons. At 360 Td, the high-
est reduced electric field measured in our experiment (see
figure 9 and Appendix B), we find a difference of less than
0.4% and 0.6% between the drift velocities and mean en-
ergies, respectively, from the 50%-50% sharing fraction
and 1%-99% sharing fraction. Comparing the 50%-50%
sharing fraction results with those for all-fractions being
equiprobable, a less than 0.02% difference is calculated
between the drift velocities, and less than 0.3% between
the respective mean energies. The size of these differ-
ences is not unexpected given that the power transfer
from the ionisation channel is of a similar magnitude to
the (individual) electronic state excitations at the highest
reduced electric field considered, as shown in figures 10
and 11.
2. Temperature dependence of the electron transport
properties in N2 — measured and calculated
In figure 9 and Appendix B we present our experimen-
tal values of the drift velocity and the Townsend ioni-
sation coefficient for electrons in molecular nitrogen, as
a function of the reduced electric field E/n0 in units of
the Townsend (1 Td = 10−21Vm2). The experimental
drift velocities measured at 293 K and over the range
0.65–360 Td are in reasonable agreement, but tend to lie
below, the other available experimental data (by at most
±10%, with the exception of the Wedding et al. [68],
Roznerski [69, 70], and Kelly [71, 72] data at the higher
E/n0 where that difference increases up to 19%). Our
measurements also lie below our calculations at 293 K,
with differences of less than 2.8% over the range of re-
duced electric fields measured, which is somewhat larger
the overall uncertainty of ±2.2%.
Our experimental measurements of the Townsend ioni-
sation coefficient compare reasonably well with the other
available experimental measurements; within 5% of the
measurements of DeBitetto and Fisher [73], within 14%
of the Hernández-Ávila et al. measurements [74, 75] and
those from Cookson et al. [76] and Kelly [71, 72], and gen-
erally underestimating the other experimental measure-
ments shown in figure 9 by less than 50%, with the excep-
tion of the measurements of Haydon and Williams [77],
and some of the Wedding et al. [68] measurements, al-
though the bulk of these data lie within ±5% of our
present measurements. Comparison between our exper-
imentally measured Townsend ionisation coefficient and
our calculations showed similar discrepancies. Namely,
our measurements are lower than our calculated values
over the range of reduced electric fields 120–360 Td, with
a difference around 55% at the lower fields where the co-
efficient is rapidly rising, and decreasing to a difference of
around 14% at 360 Td. These differences are larger than
the experimental overall error bars of ±9%. Compared
with the other available measurements, our calculations
tend to overestimate the experiment below 200 Td by
generally less than 60%, decreasing with increasing field,
to be within 15% at the higher reduced electric fields.
14
Comparing our transport coefficients calculated at
293 K with our calculations at 300 K, they show an up to
3% variation, decreasing below 0.1% above 1 Td, in the
drift velocity and mean energies, and a less than 0.01%
difference in the Townsend ionisation coefficient above
100 Td, increasing to 1.25% at 60 Td.
The observed discrepancies between our calculated and
measured transport coefficients are addressed in the fol-
lowing section.
3. Approximation effects: Two-term approximation, drift
velocity definition, and higher order superelastic processes
Before our discussion of the effect of temperature and
superelastic populations on NDC in N2, we digress to
consider the effect of some of the approximations asso-
ciated with calculating transport coefficients for electron
swarms in N2. This subsection details the effect on the
calculated transport coefficients of the different defini-
tions of the drift velocity, the two-term approximation,
and the treatment of superelastic collisions.
In consideration of the differences between our calcu-
lations and the experimental data above, we have inves-
tigated the effect of lmax on the calculated drift velocity
and the Townsend ionisation coefficient, specifically us-
ing a two-term solution. The limitations of the two-term
approximation have been discussed in detail previously
(e.g., [32]) and our calculations here illustrate some of
these differences. Figure 12 shows our results using two-
term and multi-term Boltzmann calculations, where the
agreement with our experimental measurements is im-
proved by using a two-term solution. The errors decrease
from less than 2.8% and 14–56% difference, between our
experimental drift velocity and the Townsend ionisation
coefficient for our multi-term calculations, respectively,
to less than 2.6% and 8–28% for the two-term calculation
results. While this may initially appear to be counter-
intuitive, in fact it simply reflects that the Biagi [62, 64]
cross-section database we used was originally engineered
for application with a two-term code to reproduce a se-
lection of the available measured transport coefficients.
For all calculations other than in this figure, the results
presented are from multi-term calculations.
We also note that the neglect of recoil in the inelastic
channel in our solution may have a similar impact on our
N2 calculations as for our model cross-section. The mass
ratio and rotational threshold in the model are similar to
those for N2, and the power transfer rates show similar
behaviour to the model calculations. This observation
may be able to account for some of the underestimation
of our calculated transport coefficients when compared
with those from the present experiment.
Transport coefficients are dependent on how the exper-
imental current trace is analysed [49, 96], so in figure 12
we compare the calculated flux, bulk, and steady-state
Townsend drift velocities to the drift velocity extracted
from our pulsed Townsend experiment. It is expected
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Figure 9. Comparison of our experimental drift velocity (up-
per) and the Townsend ionisation coefficient (lower) mea-
sured for an electron swarm in N2 as a function of reduced
electric field, with our calculated values, and some of the
other available experimental measurements at various tem-
peratures. Our new drift velocity measurements (blue + sym-
bols) at 293 K are compared with our calculations at 0 K,
77 K, 195 K, and 293 K, depicted by the solid lines, and the
experimental measurements of Pack and Phelps at 77 K and
195 K [22, 78], Lowke at 77.6 K and 293 K [79], Nakamura at
293 K [80], Fischer-Treuenfeld [81, 82], Frommhold [83, 84],
Prasad and Smeaton [85, 86], Hernández-Ávila et al. [74],
Wedding et al. [68], Roznerski [69, 70], Kelly [71](digitised
from Campbell et al. [72]). Our Townsend ionisation co-
efficient measurements (blue dots) are compared with our
calculated values (solid line) and the experimental measure-
ments of Bagnal and Haydon [87], Blair [88], Cookson et
al. [76], Daniel and Harris [89], DeBitetto and Fisher [73],
Dutton et al. [90], Folkard and Haydon [91], Frommhold [84],
Heylen [92], Jones [93], McArthur and Tedford [94], Ward [95],
Haydon and Williams [77], Hernández-Ávila et al. [74, 75],
Kelly [71] (digitised from Campbell et al. [72]), and Wedding
et al. [68].
that the differences between the various possible drift
velocities increase with increasing reduced electric field,
with the particle non-conserving ionisation channel in-
creasing in importance (as shown in the power transfer
rates in figures 10 and 11). At the highest measured re-
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Figure 10. The nett power transfer rates for each collision
type, as a fraction of the advective power transfer, for elec-
tron impact on N2 at 0 K (upper) and 77 K (lower), as a
function of reduced electric field. The solid lines represent
the nett power transfer due to individual collisional channels,
while the dashed lines correspond to the explicit contribution
to power transfer due to superelastic collisions. The coloured
lines represent: black—elastic, blue—sum of rotational exci-
tations (grouped for the figures only), red—vibrations, cyan—
electronic-state, and magenta—ionisation.
duced electric field of our new experimental data, 360 Td,
the difference between the flux and SST drift velocities
is 2.5%, while a 10% difference is calculated between the
bulk and flux drift velocities at this field.
For our calculated Townsend ionisation coefficient we
find less than a 0.1% difference between the coefficient
calculated from a second order approximation to the
Townsend ionisation coefficient using the bulk time-of-
flight coefficients (given in equation 11), and the di-
rect calculation of the coefficient using our steady-state
Townsend simulation over the range of our experimental
values, as shown in the lower pane of figure 12.
The neglect of de-excitation processes in the l ≥ 1
terms of the inelastic collision operator, but inclusion
in the l = 0 term, is considered in N2 to assess their
effect on the drift velocity and the Townsend ionisa-
tion coefficient. Unlike with our model calculations in
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Figure 11. The nett power transfer rates for each collision
type, as a fraction of the advective power transfer, for elec-
tron impact on N2 at 195 K (upper) and 293 K (lower), as
a function of reduced electric field. The solid lines represent
the nett power transfer due to individual collisional channels,
while the dashed lines represent the explicit contribution to
power transfer due to superelastic collisions. The coloured
lines correspond to: black—elastic, blue—sum of rotational
excitations (grouped for the figures only), red—vibrations,
cyan—electronic-state, and magenta—ionisation.
section IIIA 3, with only one excitation channel, in N2
the scaling of the ground-state excitations, when mod-
ifying state populations, requires more consideration as
the number of rotational channels significantly populated
changes with the temperature of the neutrals. There are
multiple scalings of the ground-state equation that may
be considered (for example, with non-zero temperature
or at 0 K, or with or without degeneracy considered), so
we have assessed the two extreme possibilities combined
with setting the superelastic population to zero for l ≥ 1.
We first consider using the proper ground-state density
for n0j , calculated using the neutral temperature, and
secondly with no scaling at all (effectively n0j = 1):
1. When the density of neutrals in the ground state
are calculated according to the temperature of
the neutrals, the differences between our standard
293 K calculations of the drift velocity and the
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Figure 12. Comparison of our experimental and calculated
drift velocity and the Townsend ionisation coefficient for elec-
tron impact on N2 as a function of reduced electric field. (Up-
per) The red symbols represent our new experimental mea-
surements, compared with our two-term (black solid line) and
multi-term (blue dashed line) flux drift velocity. The multi-
term flux drift velocity is also compared with the multi-term
bulk (red dashed line) and steady-state Townsend drift ve-
locities (cyan dotted line). (Lower) Our current experimental
measurements (blue symbols) compared with the Townsend
ionisation coefficient calculated using our multi-term second
order approximation using bulk transport coefficients calcu-
lated in the hydrodynamic regime (black solid line), and the
lowest eigenvalue of the time-independent spatially varying
SST solution using a multi-term (red dashed line) and 2-term
solution (blue dotted line).
Townsend ionisation coefficient change by less than
4% and 0.1–31%, respectively. The differences be-
tween both coefficients decreases with increasing
reduced electric field, as the higher threshold pro-
cesses with lower excited-state densities (being ne-
glected) starting to dominate.
2. For the extreme case of no temperature-dependent
scaling or degeneracy included in the l ≥ 1 equa-
tion, when setting n0j = 1, this is not equivalent
to the case considered in our model calculations
with 0 K in the l ≥ 1 equation of the inelastic
operator. In this case, all of the rotational pro-
cesses would be weighted equally, so the resulting
transport would be influenced by the number of ro-
tational cross-sections included in the set. In our
current set of more than 40 individual rotational
processes, the differences between our standard cal-
culations and this modified set, for the drift ve-
locity and the Townsend ionisation coefficient are
up to 60% and 8–100%, respectively. The much
higher number of neutrals in the ground state for
each excitation channel results in higher momen-
tum exchange with electrons with energies reduced
to U − Uth, resulting in a reduced mean energy
and drift velocity, and a reduced Townsend ionisa-
tion coefficient as sampling of the ionisation cross-
section is delayed to higher reduced electric fields.
For both of these extreme cases, the neglect of superelas-
tic processes has an important impact on the calculated
transport coefficients, particularly the Townsend ionisa-
tion coefficient, when considering the ±0.1% accuracy
required in swarm calculations, and even the 10% error
acceptable in plasma applications [32].
4. NDC in N2
In molecular nitrogen, an NDC region is present in
the measurements of both Pack and Phelps [22] and
Lowke [79] at 77 K and 77.6 K, respectively. Our cal-
culations and those of Petrović et al. [2] are in good
agreement with the experimental measurements of these
authors. Petrović et al. [2] also presented drift velocity
calculations at 293 K with and without superelastic col-
lisions, that our calculations are in similarly good agree-
ment with. An increase in the drift velocity and the
appearance of an NDC region occurs in the absence of
superelastic processes. Highlighted in their work is the
importance of superelastic collisions for both the low-
threshold rotational and vibrational excitation channels.
As with our model cross-section, the temperature depen-
dence of the excitation state populations in N2, and the
reduced nett energy transfer due to inelastic collisions,
compared to the 0 K calculations, is responsible for the
absence of NDC at 195 K and 293 K. At 77 K, the de-
creased population of the excited states for rotational
and vibrational excitations results in a higher nett en-
ergy transfer rate in those channels, and a corresponding
decrease in the drift velocity with increasing reduced elec-
tric field. In figures 10 and 11 the power transfer rates
for each collision type are given for each of the tempera-
tures considered. The explicit power transfer due to the
de-excitation processes (in particular rotational excita-
tions, here grouped into a single line for the figures only)
illustrate that the increased contribution of the supere-
lastic processes at the higher temperatures is responsible
for the decreased range and eventual disappearance of
the NDC region, where the increased mean energy of the
swarm changes the sampled region of the elastic collision
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Figure 13. Rate of change of Ω with mean energy as a func-
tion of reduced electric field for electrons in N2. The solid
lines show ∂Ω/∂ε calculated from the energy transfer rates
for N2 at varying temperatures, where NDC is predicted by
Robson’s criterion when ∂Ω/∂ε < −1 [1] (shown by the hor-
izontal dotted line), and the symbols indicate where NDC is
present in our calculated values.
frequency, resulting in an increased drift velocity. The
temperature dependence of the NDC region has been ob-
served previously through the vibrational channel tem-
peratures in mixtures of 99% argon and 1% N2 [26], and
our present discussion highlights the same dependence
occurring in a pure gas.
The calculation of Ω [1] at each temperature is again a
very good predictor for the presence of NDC in molecular
nitrogen. Observed at 0 K and 77 K, figure 13 shows that
the prediction of NDC using the criterion ∂Ω/∂ε < −1
was consistent with our calculations.
IV. CONCLUDING REMARKS
In this study we have investigated the temperature de-
pendence of NDC using a simple model system, alongside
that of N2. The power transfer rates in the elastic, inelas-
tic and superelastic channels show the damping effect of
the de-excitation processes on the range of NDC. With
increasing temperatures, the higher proportion of neu-
tral background gas particles in excited states increases
the mean energy and subsequently suppresses the NDC
region that arises from the increasing elastic momentum-
transfer cross-section compared with the (decreasing im-
portance of the) inelastic channels at those fields.
To assess the impact of superelastic collisional pro-
cesses on NDC, we employed some model (although un-
physical) cases, with temperature dependence during
elastic, excitation and de-excitation processes manipu-
lated, illustrating the importance of the de-excitation
process to the transport coefficients at low reduced elec-
tric fields. These systems also isolated the physical pro-
cesses responsible for NDC, with the energy gained by the
electron swarm from the de-excitation channel reducing
the range of or eliminating NDC altogether.
We have also presented calculations of Robson’s [1] cri-
terion for the presence of NDC using the rate of change of
the ratio of the nett energy exchange of inelastic to elas-
tic collisions, derived using momentum transfer theory.
That criterion predicts well the region of NDC in all of
the model cases considered, as well as the temperature-
dependent NDC region present in N2, using only a knowl-
edge of the collision frequencies.
The effect of anisotropic scattering, for very-low
threshold inelastic processes on the transport coefficients,
was assessed using a model cross-section to replicate the
forward-peaked nature of rotational collisions. The in-
clusion of an inelastic momentum-transfer cross-section
results in a 5–11% increase in the drift velocity, and be-
tween a 4–9% change in the mean energy of the electron
swarm for the temperatures considered in this work.
In the Frost-Phelps differential finite difference form of
the inelastic collision operator utilised in this work, the
representation of inelastic collisions is truncated at ze-
roth order in the mass ratio, neglecting the recoil of the
neutral particle during an inelastic collision. The effect of
this assumption had been assessed previously and found
to have less than a 0.1% impact on the calculated trans-
port coefficients for electrons in H2 [60]. For the model
cross-section considered in this work, however, the inelas-
tic threshold is more than 20 times lower than the lowest
rotational threshold in H2, and the impact of the trunca-
tion of the mass ratio for inelastics was found to have a
greater influence on the transport coefficients. At 0 K re-
coil accounts for a less than 2% change in the drift veloc-
ity and mean energy, but this difference increased to over
6% at room temperature. To derive the next terms in the
mass ratio expansion for the Frost-Phelps inelastic oper-
ator was beyond the scope of the present work, however
should be considered when adjusting cross-sections de-
rived from swarm transport measurements for processes
with very low thresholds (for example, the derived vibra-
tional cross-sections for H2 [60, 97]).
Finally, we have reported experimental measurements
of the drift velocity and the Townsend ionisation co-
efficient for electron swarms in gaseous N2 using a
pulsed Townsend apparatus. Comparison of our mea-
surements with some of the other available experimen-
tal measurements shows reasonable agreement, generally
within ±10% for the drift velocity, and ±5–50% for the
Townsend ionisation coefficient. We have also presented
our calculations using a multi-term Boltzmann solution,
that well reproduce experimental drift velocities and the
Townsend ionisation coefficients at 293 K, but tend to
somewhat overestimate our current experimental mea-
surements. At lower temperatures, we also tend to un-
derestimate the experimental drift velocities at the lower
reduced electric fields, however addressing this by mod-
ification of the N2 cross-sections we employed through
a swarm analysis was outside the scope of this work.
Rather, our calculations were used to illustrate the physi-
cal processes associated with NDC and the effect of tem-
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perature on its appearance or absence, with the same
dependence on superelastic populations found as in our
model calculations.
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Appendix A: Numerical Considerations
The theory and solution techniques employed in this
study have been systematically benchmarked against in-
dependent Monte Carlo and kinetic theory solutions. Us-
ing model systems, each of the collisional processes have
been validated by comparing against existing solutions
for the hard sphere and Maxwell’s models, Reid’s ramp
and anisotropy models [41], and attachment and ionisa-
tion models [43]. When we investigate these model sys-
tems outside of the reduced electric field and temperature
ranges generally considered, we sometimes find problem-
atic behaviour in their solutions and resulting transport
coefficients. For some real gases we are also able to pro-
voke similar behaviour, where the electron energy distri-
bution function contains a contribution from a solution
that is not part of the physical solution we expect to ex-
tract, as illustrated below. Generally these problematic
regions are outside standard swarm experimental config-
urations, but warrant further investigation nonetheless.
To assess the effect of the non-physical contribution on
our calculations, for all of our results here we compare
with an independent Monte Carlo solution, discussed in
section II E, and find that for the conditions required for
calculations involving real gases, and the model system
employed here, we reproduce the Monte Carlo results,
with the exception of the NDC region of our model sys-
tem where recoil of the neutral during inelastic collisions
becomes important, as discussed in section IIIA. As part
of our investigation into the origin of these problematic
solutions, we have trialed different boundary conditions
from those of Winkler and collaborators [98] that we usu-
ally employ. The generalised eigenvalue method utilised
for our time-of-flight and steady-state Townsend solu-
tions can be solved using inbuilt Matlab functions, or
a benchmarked inverse power method, where we enforce
strict convergence criteria. Using a high minimum num-
ber of iterations in the inverse power method solver, im-
provements in the distribution function are obtained, but
the contributions from the non-physical solution remain.
We illustrate using N2 that a discrepancy exists in our
simulations below the experimental E/n0 values. For
time-of-flight calculations, when solved as a generalised
eigenvalue problem, the lowest temporal eigenvalue is
equivalent to the nett rate coefficient, but is not explicitly
used in calculations of the transport coefficients, given
in section IID. For the steady-state Townsend simula-
tions, however, the lowest spatial eigenvalue represents
the Townsend ionisation coefficient extracted from the
experimental measurements. For any configuration with
conservative collisions only, both spatial and temporal
eigenvalues should be zero, and we use this, along with
the equivalence of the nett rate coefficient and temporal
eigenvalue, as a consistency check for our solution.
Depicted in figure 14 for N2 is the Townsend ionisation
coefficient calculated using these equivalent methods. In
the low field region (below our present experimental mea-
surements) the ionisation cross-section is sampled by the
tail region of the distribution function only, so we would
expect to see the Townsend ionisation coefficient decreas-
ing with decreasing reduced electric field. Using the bulk
transport coefficients from a time-of-flight simulation in a
second order approximation to the spatial rate coefficient
(given in equation 11), our calculations well reproduce
the experimental results, labelled ‘TOF Rnet, standard’
in figure 14.
With the temporal eigenvalue used in place of the
equivalent nett rate coefficient (Rnet in equation 11), la-
belled ‘TOF e’val, standard’ in figure 14, in the low field
region our calculations produce non-zero values for the
Townsend ionisation coefficient, showing an inconsistency
in our time-of-flight simulation.
In our steady-state Townsend simulation (labelled
‘SST, standard’ in figure 14), where the lowest eigenvalue
corresponds directly to the spatial ionisation rate coeffi-
cient, we observe the exact same non-zero contributions
at reduced electric fields below where ionising collisions
should be contributing. The consistency of this non-zero
contribution between the two different simulations sug-
gests a leak of number density stemming from the same
numerical source.
To address these issues, in the following subsections
we consider the numerical representation of the collision
operators, where using an alternative description of the
collision operators results in electron energy distribution
functions where the noise in the tail region is suppressed
to satisfactory higher energies/lower magnitudes. In re-
gions where the distribution function does not drop a
satisfactory amount, all of our results are calculated us-
ing these alternative collision operators and are compared
with an equivalent Monte Carlo solution, see section II E.
Under these circumstances we find very good agreement
between the distributions and resulting transport coef-
ficients. This is illustrated in N2 by the Townsend ion-
isation coefficient calculations labelled ‘Conservative’ in
figure 14, where using the time-of-flight coefficients with
either Rnet or the equivalent temporal eigenvalue, and
our steady-state Townsend code reproduce the expected
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Figure 14. The Townsend ionisation coefficient for electron
impact on N2 as a function of reduced electric field. The
Townsend ionisation coefficient calculated from a time-of-
flight simulation, using a second order approximation with
bulk transport coefficients calculated in the hydrodynamic
regime (solid red line), is compared with (the absolute value
of) the Townsend ionisation coefficient calculated using the
hydrodynamic coefficients with the temporal eigenvalue in
place of Rnet using the standard collision operators (dashed
blue line, directly underneath the cyan line), and the coeffi-
cient calculated directly from our steady-state Townsend sim-
ulation (cyan dash-dotted line). Compared with the standard
collision operator representation are our calculations employ-
ing the conservative representation of the collision operators,
using time-of-flight coefficients using Rnet (black dashed line)
and employing the eigenvalue in place of Rnet (red symbols),
and the direct calculation of the Townsend ionisation coef-
ficient from the steady-state Townsend solution (black sym-
bols).
values. We note that each of the modifications proposed
below reproduce the standard model benchmark systems.
1. Representation of the derivative in the elastic
collision operator
For elastic collisions with non-stationary neutrals,
the collision operator has a single and double deriva-
tive term in the l = 0 expression. Using the col-
lision operator when the first derivative term is ex-
panded with the product rule meets all of the ex-
isting benchmarks. Similarly, if we now numeri-
cally represent the collision operator as Jelas0 (f0) =
− 2mem0 U−1/2 ∂∂U
[
U3/2νelasm (U)
(
f0 +
kBT0
q
∂
∂U f0
)]
, again
all benchmarks are met, and for some situations the con-
tribution of the noise in the tail region of the electron
energy distribution is delayed to higher energies, allow-
ing the solution to capture a sufficient energy range of
the electron swarm. This is illustrated by an example us-
ing Maxwell’s elastic model cross-section at 293 K with
E/n0 = 10
−4 Td, with the resulting f0 and f1 terms of
10-5 10-4 10-3 10-2 10-1  100         
Energy (eV)
10-15
10-10
10-5
100
EE
D
F
f0/n0 U
1/2
, apart
|f1/n0 | 3/(2 ) U, apart
f0/n0 U
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Figure 15. The first two terms of the electron energy distribu-
tion function (EEDF): U1/2f0/n0 (eV−1) and |3/(2pi)Uf1/n0|
(eV−1/2) as a function of energy for Maxwell’s model elastic
cross-section at 293 K under a reduced electric field E/n0 =
10−4 Td. The solid lines represent the distributions calcu-
lated with the derivative term in the elastic collision operator
separated (labelled ‘apart’), while the dashed lines represent
the solution with the derivative term together (labelled ‘to-
gether’). Here the noise in the tail region of the distribution
is suppressed to higher energies so that the distribution cap-
tures a sufficient amount of particles over a sufficient energy
range.
the distribution function shown in figure 15.
This representation is equivalent to a finite volume ap-
proach, where a flux of electron density is moved be-
tween energy grid elements, with conservation of this
density enforced. For our illustration in N2 in figure 14,
using the time-of-flight coefficients and temporal eigen-
value in place ofRnet, this conservation of density reduces
the Townsend ionisation coefficient calculated at reduced
electric fields below where the ionisation channel has a
significant impact on transport, however a non-zero con-
tribution remains, to be addressed in the following sec-
tion that considers the representation of inelastic colli-
sions.
Similar considerations for the representation of the
field term may be taken, representing the derivatives to-
gether as other authors employ (e.g., [99]), or expanding
using the product rule (as in reference [100]), but we have
found very little difference in the resulting distributions
or transport coefficients.
2. Conservation of number density in inelastic
collisions
To address the inconsistency between the eigenvalue
and nett rate coefficient, highlighted for N2 in figure 14
above, we reformulate the inelastic collision operators to
force conservation of electron density in a finite-volume
style. To calculate the change in the distribution func-
20
tion f(U, t), due to an inelastic collisional process j, an
expression is needed for the change of the number density
over time dndt , in terms of known quantities, ν
j(U), and
calculable quantities, f(U) or n(U).
For the flux of particles in and out of each energy bin
element to be conserved, to move (or add for ionising
collisions) particles between pre- and post-collision posi-
tions in the energy grid, a movement matrix M is ap-
plied to move the density of particles in each volume ele-
ment surrounding the solution energy grid U = 0, ..., U∞.
The general form for the change of the distribution func-
tion f0 due to an inelastic collision j is then given by
Jj0 (f0(U)) = n0σ
∗
(
2q
me
)1/2
1√
U
1
∆UM, where n0 is the
neutral number density, σ∗ = 10−20 scales the cross-
section in m2 to Å
2
, and ∆U are the bin widths (i.e.
∆Ui = Ui+1 − Ui). The energy dependent quantities to
the left scale the conserved number density (contained
in M) per energy element per unit time, to the dis-
tribution function modified by the collision j. Here,
the conserved quantity is the number density scaled by
the collision frequency for the process j, taken to be
ρ(U) = νj(U)
√
Uf0(U).
The general form of the movement matrixM calculates
the density of particles from the pre-scattered energy el-
ement Ui+1/2, with associated bin Ui+1 − Ui, that move
into each of the energy bins in the post-collision scatter-
ing region (Ui+1 ± Uth)−(Ui ± Uth), and varies for inelas-
tic, superelastic and ionising collisions. For an expression
for the flux of the density of particles in and out of each
bin, we consider the general case where the boundaries
of the pre- or post-scattered energy bin lie within (not
at the edges of) a volume element surrounding a point
in the solution grid (i.e. for an element of the solution
grid to be scattered, Ui+1−Ui, and post-scattered energy
bin with left and right boundaries Ur − Ul, taken to lie
within a grid element Uj+1−Uj, Ul = Ui−Uth > Uj and
Ur = Ui+1 − Uth < Uj+1). The number density between
a left l and right r boundary can be calculated using the
density at the bin edges, and here we choose to linearly
interpolate the distribution function. For a bin Ur − Ul,
the density of particles, scaled by the collision frequency
for the process j, taken to be ρ(U) = νj(U)
√
Uf0(U),
is given by
´ Ur
Ul
ρ(U)dU =
´ Ur
Ul
νj(U)
√
Uf0(U)dU . When
ρ(U) is assumed to be linearly spread across each bin
width, the expression for ρ(U) at some energy U is given
by: ρ(U) = ρi+1−ρi∆Ui U +
Ui+1ρi−Uiρi+1
∆Ui
, so that
ˆ Ur
Ul
ρ(U)dU =
[(
1
2
U2 − UUi
)
ρi+1
∆Ui
−
(
1
2
U2 − UUi+1
)
ρi
∆Ui
]Ur
Ul
=
[
1
2
(Ur + Ul)− Ui
]
∆Url
∆Ui
ρi+1
−
[
1
2
(Ur + Ul)− Ui+1
]
∆Url
∆Ui
ρi,
where ∆Url = Ur − Ul. When the left and right bound-
ary fall on elements of the solution grid, this expression
reduces to
´ Ur
Ul
ρ(U)dU = 12 (Ui+1 − Ui) (ρi+1 + ρi). For
any valid solution, a fine enough grid must be taken over
the energy range considered. Namely, the bin widths are
sufficiently small so that the choice of linear interpolation
does not affect the solution and a convergence criterion
in the number of grid elements is met. For particles scat-
tered (post-collision) outside the range of the simulation
grid, to maintain conservation of number density for a
physically realistic system with U ≥ 0, those particles
must remain in the system and are allocated to the lowest
(or highest for superelastic collisions) bin of the simula-
tion. For superelastic collisions these expressions remain
the same, with particles lost from the Ui+1 − Ui bin and
gained in the Ur − Ul = (Ui+1 + Uth) − (Ui + Uth) bin,
and ρ is evaluated for the appropriate collision frequency.
In the case of the benchmarks involving conservative
collisions only, the new representation of the inelastic col-
lision operator, when solved as a generalised eigenvalue
problem [48], gives a numerically zero eigenvalue, consis-
tent with the equivalent zero nett rate coefficient.
For ionising collisions, the collision operator takes a
form similar to the inelastic operator for ground to ex-
cited state collisions, except that the two post-collision
electrons must be allocated to a shifted energy bin
(Ur−Ul) based on the particular energy sharing fraction
describing the process. The existing ionisation bench-
marks of Ness and Robson [43] are also satisfied with this
conservative representation of the collision operators.
We also note that since it is the l = 0 equations that
correspond to the change in number density, similar rep-
resentations of the l ≥ 1 collision operators have little ef-
fect on the eigenvalue of the solution and corresponding
transport coefficients, with generally less than a 10−4%
difference.
Using this alternate representation for the excitation
and ionisation collisions all of the collisional benchmarks
we consider are satisfied, and importantly the nett rate
coefficient and eigenvalue from the time-of-flight simula-
tions are consistent.
For N2, using these finite-volume style conservative col-
lision operators, we find the Townsend ionisation coeffi-
cient, below where ionisation contributes, drops off as
we would expect with decreasing reduced electric fields.
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The Townsend ionisation coefficient calculated using the
second-order hydrodynamic coefficients with the eigen-
value in place of Rnet is shown in figure 14 (labelled
‘TOF e’val, conservative’) to be consistent with the coef-
ficient calculated using the nett rate coefficient (labelled
‘TOF Rnet, conservative’). Similarly, the Townsend ion-
isation coefficient calculated directly from a steady-state
Townsend simulation using the conservative operators
(labelled ‘SST, conservative’) shows only the contribu-
tion from ionising collisions, and is consistent with the
experimental measurements, as shown in figure 9.
Appendix B: Measured transport coefficients in N2
Table I. Variation of the present measured drift velocity and
the Townsend ionisation coefficient with reduced electric field
E/n0 for electron impact on N2.
E/n0 (Td) W (m/s) ±2.2% αT /n0 (m
2) ±9%
0.65 3750
0.7 3840
0.8 4020
0.9 4170
1 4350
1.2 4620
1.4 4870
1.6 5160
1.8 5460
2 5750
2.3 6210
2.6 6670
3 7310
3.3 7760
3.6 8230
4 8850
4.5 9650
5 10400
5.5 11100
6 11900
6.5 12600
7 13300
8 14600
9 16000
10 17200
12 19800
14 22100
16 24400
18 26700
20 28900
23 32100
26 35200
30 39200
33 42100
36 45000
40 48600
45 52900
50 57200
55 61500
60 65800
65 69900
70 73900
80 82300
90 91900
100 100000
120 119000 2.13×10−23
140 137000 5.53×10−23
160 157000 1.09×10−22
180 176000 1.86×10−22
200 195000 2.89×10−22
230 220000 4.96×10−22
260 246000 7.44×10−22
300 274000 1.2×10−21
330 295000 1.42×10−21
360 323000 1.94×10−21
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