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Some Cautionary Comments on
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Abstract: Principal component analysis (PCA) is a most frequently used
statistical tool in almost all branches of data science. However, like many
other statistical tools, there is sometimes the risk of misuse or even abuse.
In this short note, we highlight possible pitfalls in using the theoretical
results of PCA based on the assumption of independent data when the
data are time series. For the latter, we state a central limit theorem of
the eigenvalues and eigenvectors, give analytical and bootstrap methods
to estimate the covariance, and assess their efficacy via simulation. An
empirical example is given to illustrate the pitfalls of a common misuse of
PCA. We conclude that while the conventional scree plot continues to be
useful for time series data, the interpretation of the principal component
loadings requires careful attention.
Keywords and phrases: PCA, time series, limiting distribution, boot-
strap, inference.
1. Introduction
Principal component analysis (PCA) is probably one of the most widely used
statistical tools in statistics and fields well beyond. Comprehensive summaries
and numerous empirical examples of PCA can be found in books such as Flury
(1997), Jolliffe (2002) and Tsay (2005, 2014). Now, classical results for PCA
are obtained under the assumption of independent (vectorial) data. However,
applications to dependent data abound in which dependence is ignored. To
cite but a few examples, we mention Stone (1947) in economics, Craddock
(1965) and Maryon (1979) in meteorology, Ahamad (1967) for crime rates,
Feeney and Hester (1967), Tsay (2005), Wei (2019) and Keijsers and Dijk (2019)
in finance, and others.
For independent data, classical results about the limiting distribution of the
principal components (PCs) can be found in Anderson (2003) and are widely
known. For dependent data, the literature are less well known. One of them is
Taniguchi and Krishnaiah (1987), which considers a special case in time series.
In this paper, we will state a central limit theorem for stationary and ergodic
multivariate linear time series by building on Hannan (1976). And the two ex-
isting theories, the classical results for independent data and the method in
∗Tsinghua University, Beijing 100084, China. Email: zhang-xy17@mails.tsinghua.edu.cn.
†University of Electronic Science and Technology of China, Chengdu 611731, China, Ts-
inghua University, Beijing 100084, China, and London School of Economics and Political
Science, London, UK. Email:howell.tong@gmail.com.
1
X. Zhang and H. Tong/PCA for Time Series 2
Taniguchi and Krishnaiah (1987), can be viewed as special cases or approxi-
mations of the theorem. However, we will demonstrate numerically that they
behave poorly and are not practically useful approximations for time series data.
Inference based on the limiting distribution necessitates the estimation of the
asymptotic covariance. For this, we give two methods: the analytical and the
bootstrap. Then, the significance of the PCs can be evaluated. In practice, PCA
for time series is widely implemented but inference is often missing or inappro-
priate. Through an empirical example, we highlight the fact that if dependence
is ignored and an inappropriate inference is made, mis-interpretation of the PCs
can arise.
The paper is organised as follows. In Section 2, we give a central limit the-
orem of the principal components for time series, based on which we can draw
inference. To compare, we recall two existing theories. Two estimation meth-
ods, the analytical and the bootstrap, are given in Section 3. In Section 4, we
conduct simulations to assess the efficacy of the above theoretical results and
highlight pitfalls of using classical results (based on the assumption of indepen-
dent data) for time series. We also evaluate the numerical performance of the
two estimation methods. An empirical example is given in Section 5 to show the
drawbacks of ignoring dependence in practice. We conclude in Section 6.
2. A central limit theorem
Let X(t) be a stationary and ergodic p-dimensional linear vector process gen-
erated as
X(t) =
∞∑
j=0
G(j)e(t− j), t ∈ {...,−1, 0, 1, ...}, (2.1)
where e(t) is a p-dimensional series such that E(e(t)) = 0p and E(e(t1)e(t2)
′) =
δt1t2K withK a p×p nonsingular matrix. Let Ft be the sub σ-algebra generated
byX(n), n ≤ t. Denote the a-th component of e(t) as ea(t), a = 1, ..., p. Suppose
that
E{ea(t)|Ft−1}, E{ea(t)eb(t)|Ft−1},
E{ea(t)eb(t)ec(t)|Ft−1}, E{ea(t)eb(t)ec(t)ed(t)|Ft−1},
(2.2)
are constants for all a, b, c, d = 1, ..., p. Let κabcd be the joint fourth cumulant of
ea(t), eb(t), ec(t) and ed(t).
In (2.1), G(j)’s are p × p matrices with ∑∞j=0 trG(j)KG(j)′ < ∞. Let the
transfer function be h(ω) =
∑∞
j=0G(j)e
−ijω, where i =
√−1. Let the spectral
density matrix of X(t) be f(ω).
Suppose we have observations {X(1), ...,X(n)}. Define the sample covariance
matrix as C(n) = (1/n)
∑n
t=1(X(t) − X¯)(X(t) − X¯)′, where X¯ is the sample
mean. Let Γ = E(X(t)X(t)′). Denote the (i, j)-th component of C(n), Γ, h(ω)
and f(ω) by Cij(n), Γij , hij(ω) and fij(ω), respectively. Denote the conjugate
of fij(ω) as fij(ω).
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Let λ = (λ1, ..., λp) and Φ = (φ1, ..,φp) be the eigenvalues and eigenvectors
of Γ, respectively. Assume all eigenvalues are positive and distinct. Specifically,
λ1 > λ2 > ... > λp > 0. Let l = (l1, ..., lp) and A = (a1, ..,ap) be the eigenvalues
and eigenvectors of C(n), respectively. Let Λ = diag(λ) and L = diag(l). Then
we can express Γ = ΦΛΦ′ and C(n) = ALA′.
The following lemma is from Hannan (1976), after correcting some (possibly
typographical) errors in the second term of his equation (3).
Lemma 2.1. Suppose X(t) is stationary, ergodic, and generated by (2.1) with
the expressions (2.2) all constants. Suppose fkk(ω), k = 1, 2, ..., p, are all square
integrable. Then,
√
n[Cij(n) − Γij ] has a joint asymptotic normal distribution
with zero mean and the asymptotic covariance between
√
n[Cij(n) − Γij ] and√
n[Ckl(n)− Γkl] is given as
2pi
∫ pi
−pi
{
fik(ω)fjl(ω) + fil(ω)fjk(ω)
}
dω
+(4pi2)−1
p∑
a,b,c,d=1
κabcd
∫ pi
−pi
∫ pi
−pi
hia(ω1)hjb(ω1)hkc(ω2)hld(ω2)dω1dω2.
(2.3)
Let Y (t) = Φ′X(t) be the principal components of X(t). Then, the spectral
density matrix of Y (t) is g(ω) = Φ′f(ω)Φ; the transfer function of Y (t) is
q(ω) = Φ′h(ω).
Corollary 2.1. Let T (n) = Φ′C(n)Φ and U =
√
n(T (n) − Λ). Denote the
(i, j)-th component of U by uij. Then, {uij} has a joint asymptotic normal
distribution whose mean is zero and the asymptotic covariance between {uij}
and {ukl} is given as
2pi
∫ pi
−pi
{
gik(ω)gjl(ω) + gil(ω)gjk(ω)
}
dω
+(4pi2)−1
p∑
a,b,c,d=1
κabcd
∫ pi
−pi
∫ pi
−pi
qia(ω1)qjb(ω1)qkc(ω2)qld(ω2)dω1dω2.
(2.4)
Now, we state the main result, a central limit theorem of the eigenvalues and
eigenvectors, as follows.
Theorem 2.1. Let X(t) satisfy the assumptions of Lemma 2.1 and suppose
λ1 > λ2 > ... > λp > 0. Then, the joint distribution of D =
√
n(L − Λ)
and G =
√
n(A − Φ) tends to that of D˜ = diag(u11, ..., upp) and G˜ = ΦW ,
where W = {wij}, with wii = 0, wij = uij/(λj − λi), i 6= j, and the asymptotic
distribution of {uij} is given in Corollary 2.1.
In particular, if the process is Gaussian, then the second term in (2.4) is zero.
Specifically, for k = 1, 2, ..., p, we have the following asymptotic results.
(1) All of the lk are dependent of all of the ak.
X. Zhang and H. Tong/PCA for Time Series 4
(2) l and ak are jointly normally distributed.
(3) E(l) = λ, E(ak) = φk.
(4)
nCov (lk, lk′) = 4pi
∫ pi
−pi
g2kk′ (ω)dω.
(5) nCov (ak,ak′) is available in the theorem although not in a close-form.
Proof of the theorem is similar to that of Taniguchi and Krishnaiah (1987)
and thus omitted. In some special cases, the spectral density matrix g(ω) has
special forms that enable neater results. Some existing theories can be viewed
as special cases or approximations of Theorem 2.1. We discuss two such cases
in Corollaries 2.2 and 2.3. One is when g(ω) is real and diagonal, which con-
tains the case of independent observations and has been extensively studied.
See, e.g., Anderson (2003). It is developed for Gaussian data. The other is to
replace g(ω) by its approximation, the diagonalized version, g˜(ω). By doing so,
a simpler but also less powerful result is obtained. This case has been studied by
Taniguchi and Krishnaiah (1987). To be consistent with the first case, we state
the second case for Gaussian processes, too.
Corollary 2.2. Let X(t) be a Gaussian process that satisfies the assumptions
of Theorem 2.1. Suppose f(ω) = 12piΓ, which means X(t) is i.i.d. and N (0,Γ).
Then g(ω) = 12piΛ, which is real and diagonal. Then the following asymptotic
results hold.
(1) All of the lk are independent of all of the ak.
(2) l and ak are jointly normally distributed.
(3) E(l) = λ, E(ak) = φk.
(4)
nCov (lk, lk′) =
{
2λ2k, k = k
′,
0, k 6= k′.
(5)
nCov (ak,ak′) =


∑p
l=1,l 6=k
λkλlφlφ
′
l
(λl−λk)
2 , k = k′,
−λkλk′φk′φ′k
(λk−λk′ )
2 , k 6= k′.
Corollary 2.3. Let X(t) be a Gaussian process that satisfies the assumptions
of Theorem 2.1, but with g(ω) replaced by g˜(ω), where g˜ij(ω) = gii(ω)I(i = j).
Then the following asymptotic results hold.
(1) All of the lk are independent of all of the ak.
(2) l and ak are jointly normally distributed.
(3) E(l) = λ, E(ak) = φk.
(4)
nCov (lk, lk′) =
{
4pi
∫ pi
−pi
g˜2kk(ω)dω, k = k
′,
0, k 6= k′.
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(5)
nCov (ak,ak′) =


∑p
l=1,l 6=k
2pi
∫
pi
−pi
g˜kk(ω)g˜ll(ω)dωφlφ
′
l
(λl−λk)
2 , k = k′,
− 2pi
∫
pi
−pi
g˜kk(ω)g˜k′k′ (ω)dωφk′φ
′
k
(λk−λk′ )
2 , k 6= k′.
The g(ω) in each corollary above is a diagonal matrix, resulting in the inde-
pendence of l and ak and independence among lk’s.
3. Estimation of the covariance
For given data, inference of the eigenvalues and eigenvectors requires us to
estimate their asymptotic covariance, after which t -test could be implemented
to assess their significance.
Now we give two methods. The first is to use the analytical results of Theorem
2.1. However, this method is practical only when the joint fourth cumulant is
negligible, e.g. Gaussian. Note that it has p4 elements for a p-dimensional time
series. Simulation results in the next section will show that this method has
some scope of application for some light-tailed data.
The second method is to resample and derive the bootstrap covariance esti-
mator. It is applicable to Gaussian as well as non-Gaussian processes. We give
details below.
3.1. Analytical method
For a given Gaussian process, to estimate the asymptotic covariances in Theorem
2.1, we need to estimate Φ,Λ and g(ω). For Φ and Λ, natural estimators are A
and L. For the spectral density matrix f(ω), we estimate it with fˆ(ω), the lag
window spectral density estimator with the Daniell kernel, and it is a consistent
estimator. Thus, the estimator of g(ω) is gˆ(ω) = A′fˆ(ω)A. Then, we obtain
the estimated Cov (lk, lk′) and Cov (ak,ak′) by substituting g(ω), Φ and Λ by
gˆ(ω), A and L.
3.2. Bootstrap method
For general processes, especially non-Gaussian and heavy-tailed processes, to
avoid the difficulty and complexity of estimating the second term in (2.4), we
use bootstrap methods. Various bootstrap methods for dependent data have
been explored by researchers, including block bootstrap, sieve bootstrap, boot-
strap in frequency domain, and others. Comprehensive reviews of bootstrap for
dependent data can be found in Bu¨hlmann (2002), Lahiri (2003) and Politis
(2003).
Our experiences with the surrogate data method, the time frequency tog-
gle method and the moving block bootstrap have narrowed the choice to the
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last method. The first two methods are in the frequency domain. The idea of
the surrogate data method from Theiler et al. (1992) is to bootstrap the phase
of the Fourier coefficients but keep their magnitude unchanged. This method
has limited validity because every surrogated sample has exactly the same pe-
riodogram (and mean) as the original series. For this reason, this method fails
for our problem since it will generate exactly the same eigenvectors.
The time frequency toggle method was proposed by Kirch and Politis (2011),
whose basic idea is to bootstrap the Fourier coefficients of the observed time
series, and then to back-transform them to obtain a bootstrap sample in the
time domain. It is more general than the surrogate data method in that it can
capture the distribution of statistics based on the periodogram, and thus can
work for our problem. However, our simulation results show that its performance
for heavy-tailed data is not good. The reason may lie in the fact that the sample
paths of this method are asymptotically Gaussian, due to the Fourier coefficients
being asymptotically normal. This seems inevitable for almost all methods using
discrete Fourier transforms.
The moving block bootstrap (MBB) originated in Hall (1985) and Carlstein
(1986), and further developed in Ku¨nsch (1989), Liu and Singh (1992) and oth-
ers. It resamples blocks of (consecutive) observations at a time. As a result,
the dependence structure of the original observations is preserved within each
block. Specifically, given a univariate observed time series X(1), ..., X(n), for a
parameter θ which is a functional of the m-dimensional marginal distribution
of the time series, we consider the m-dimensional vectors
Y (t) = (X(t), ..., X(t+m− 1)), t = 1, ..., n−m+ 1.
For fixed block size l, define the blocks in terms of Y (t) as
Bt = (Y (t), ...,Y (t+ l − 1)), t = 1, .., n+ 2− l −m.
For k ≥ 1, select k blocks randomly from the collection {Bt, t = 1, .., n+2−l−m}
to generate the MBB observations Y ∗(1), ...Y ∗(l);Y ∗(l+1), ...,Y ∗(2l); ...,Y ∗(kl).
And k should be the smallest integer such that kl ≥ n. Then, the estimator θˆ
is derived based on the MBB observations.
It can be seen that the above procedure can be easily modified for multivariate
time series, so it can be applied to our PCA problem. However, the eigenvectors
depend on the entire distribution of the process, so the question of decision of
m rises. An ad-hoc solution is to work with the naive block bootstrap (using
m = 1). This will inevitably result in some efficiency loss compared to the
ordinary block bootstrap, but the simulation in the next section suggests that
the numerical performance is good and acceptable. So, we will use MBB for our
problem, while also leaving the door open for other bootstrap methods.
4. Simulation
In this section, we will assess, via simulation, the efficacy of the results in Section
2 and 3, respectively. For Section 2, we will check the efficacy of the asymptotic
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distribution, AD, of Theorem 2.1. Results based on Corollaries 2.2 and 2.3 are
abbreviated as IND and DAG to indicate the case of independent observations
and the case with diagonalized spectral density matrix, respectively. We conduct
PCA to simulated data. Here we only handle Gaussian data since the results
for independent data are developed under the Gaussian assumption. Repeating
the procedure, we can get their empirical distribution, which is denoted as ED.
By comparing the standard deviation given be AD, IND and DAG with that of
ED, we can assess their performance.
To assess the results in Section 3, for each simulated sample, we estimate
the standard deviation using the analytical method and the bootstrap method,
respectively. We average over repeated samples, and denote the average stan-
dard deviation as σAE and σBE , respectively. Then, we compare σAE and σBE
with the empirical standard deviation σED. Here we handle not only Gaussian
processes, but also non-Gaussian ones, including the process with outliers, the
skewed process and the heavy-tailed process.
4.1. Performance of Theories in Section 2
We take finite-order Vector Moving Average models (VMA(q)) as examples. We
set the length of time series as n = 5000 and the dimension as p = 5. Specifically,
we simulate 5-dimensional VMA(q) models,
X(t) = e(t) +
q∑
j=1
G(j)e(t− j),
where e(t) is a white noise series from N (05, 10I5). We repeat N = 2000 times
to get the ED.
As for q and the coefficient matrix G(j), we set up three models.
• Model 1: VMA(1) model with multivariate Gaussian noise.
• Model 2: VMA(2) model with multivariate Gaussian noise.
• Model 3: VMA(3) model with multivariate Gaussian noise.
Elements of G(j) are obtained by first drawing random numbers from the uni-
form distribution and then transformed in order to ensure the invertibility of
the VMA models. And they are shown in Appendix A.
Here we check the covariance matrix of the eigenvalues, Cov (lk, lk′), and
the standard deviation of each element of the eigenvectors, σ(akk′ ), for k, k
′ =
1, ..., p. For σ(akk′ ), we can compute the difference ratio (DR) of AD in percent-
age as
DRAD(akk′ ) = σAD(akk′ )/σED(akk′ )− 1.
Similarly, we compute DRIND(akk′ ) and DRDAG(akk′ ).
For each model, the vectorized Cov (lk, lk′) and DR(akk′ ) for k, k
′ = 1, ..., 5
are each a 25-dimensional vector. For the vectorized Cov (lk, lk′), the 1st, 7th,
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Vectorized covariance matrix of l
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Fig 1. The vectorized Cov (lk, lk′ ) and DR(akk′ ) for k, k
′ = 1, ...,5 for Model 1.
Vectorized covariance matrix of l
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Fig 2. The vectorized Cov (lk, lk′ ) and DR(akk′ ) for k, k
′ = 1, ...,5 for Model 2.
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13rd, 19th and 25th elements are Var (lk), and other elements are Cov (lk, lk′) for
k 6= k′. Fig.1, Fig.2 and Fig.3 show the results of Model 1, 2 and 3, respectively.
Vectorized covariance matrix of l
0.0
0.2
0.4
0.6
0.8
1.0
1 7 13 19 25
ED AD IND DAG
Difference ratios of elements of A (%)
−15
−10
−5
0
5
10
15
a1 a2 a3 a4 a5
AD IND DAG
Fig 3. The vectorized Cov (lk, lk′ ) and DR(akk′ ) for k, k
′ = 1, ...,5 for Model 3.
In all the figures for Cov (lk, lk′), we can see AD fits ED well. IND tends to give
a smaller Var (lk) than AD, while DAG gives the same Var (lk) as AD, both cases
being consistent with the theoretical results. However, for Cov (lk, lk′) , k 6= k′,
IND and DAG claim that lk are uncorrelated, which is not supported by ED.
For σ(akk′ ), AD performs pretty well and the difference ratios are controlled
within 6%. In contrast, IND and DAG have poor performance; the difference
ratio can even reach a figure as big as 25% in Fig.2.
To summarize, the simulation has confirmed the efficacy of Theorem 2.1
and indicated the deficiency of the independent-data (IND) assumption and
the diagonal spectral density matrix (DAG) assumption for time series. On the
positive side, the performance of IND and DAG on the eigenvalues is perhaps
acceptable, indicating that IND and DAG can be used to determine the number
of effective PCs. However, they perform poorly for the eigenvectors, which can
seriously affect the interpretation of PC loadings.
4.2. Performance of the methods in Section 3
In this part, we pay attention to the estimation of the standard deviation of the
eigenvectors. For each simulated sample of time length n = 2000 and dimension
p = 5, we can obtain the standard deviation using the analytical method. Take
average over N = 2000 samples and denote the average standard deviation as
σAE . For each sample, we can bootstrap with the MBB method. The block
size is 20. The decision of block size is by reference to Lahiri (2003), which
suggested that the optimal block size is of order n1/3. Accordingly, the block
number is 100. Then, the bootstrap standard deviation of the eigenvectors are
obtained with 500 bootstrap replications. Take average over N = 2000 samples
and denote the average standard deviation as σBE .
X. Zhang and H. Tong/PCA for Time Series 10
Here we handle not only Model 1-3, but also some non-Gaussian processes,
including a process with outliers, a skewed process and two heavy-tailed pro-
cesses. The models are as follows.
• Model 4: VMA(1) model with multivariate Gaussian noise, but 1% of all
the noises are outliers from other multivariate Gaussian distributions.
• Model 5: VMA(1) model with noise from a multivariate skew normal
distribution.
• Model 6: VMA(1) model with noise from a multivariate t(5) distribution.
• Model 7: VMA(1) model with noise from a multivariate t(8) distribution.
The coefficient matrix of the VMA(1) model is the same as that of Model 1.
Other parameters and details about the models are shown in Appendix A.
As in the previous simulation, we can compute DRAE(akk′ ) and DRBE(akk′ )
for k, k′ = 1, ..., p. Furthermore, to condense and summarize the element-wise
information, we compute the mean absolute difference ratio (MADR) for each
eigenvector as
MADRAE(ak) =
p∑
k′=1
|DRAE(akk′ )|/p, MADRBE(ak) =
p∑
k′=1
|DRBE(akk′ )|/p,
which can represent the accuracy of the standard deviation of the k-th eigen-
vector. The MADRs (%) of each principal component for the seven models are
shown in Table 1.
Table 1
The MADRs (%) of each principal component.
PC1 PC2 PC3 PC4 PC5
Model 1
AE 0.79 1.81 1.80 3.24 1.29
BE 1.14 2.59 8.35 14.93 10.81
Model 2
AE 1.47 1.80 1.59 2.42 1.78
BE 2.72 2.31 2.43 4.11 1.97
Model 3
AE 0.82 2.40 2.13 2.21 1.07
BE 2.83 8.02 5.79 4.59 0.93
Model 4
AE 1.50 2.43 1.86 2.34 1.43
BE 8.09 8.92 8.08 12.95 8.04
Model 5
AE 1.14 1.64 1.47 2.47 0.81
BE 1.36 1.60 2.53 7.57 8.98
Model 6
AE 28.90 27.48 30.36 36.70 37.40
BE 2.63 4.02 7.08 18.41 13.29
Model 7
AE 9.57 8.97 11.59 15.30 18.31
BE 1.76 4.51 5.73 6.22 5.40
From the table, it can be seen that for most models, the MADRs are con-
trolled within 10%. Although some MADRs exceed 10%, such as in Model 1
and 4, they occur in the less consequential 4th or 5th PC. For Models 1 to 5,
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the MADRs of AE are smaller than those of BE, meaning that the analytical
method outperforms the bootstrap method. These models are Gaussian, skew
normal or Gaussian with outliers, and are or are close to a Gaussian process.
This fact might explain the success of the analytical method.
However, for the heavy-tailed processes in Model 6 and 7, the analytical
method behaves poorly. The σAE(akk′ ) is about 30% smaller than σED(akk′ ) for
Model 6. The information that σAE(akk′ ) is smaller is not reflected in MADRs
since they are in absolute value. For Model 7, the tail is lighter, and the perfor-
mance is better. The poor performance for the heavy-tailed process is due to the
joint fourth cumulant of heavy-tailed processes being non-negligible. By adding
the estimate of the joint fourth cumulant term, the result becomes good. How-
ever, we do not recommend to do so for empirical data due to reasons mentioned
before.
5. An empirical example
We present an empirical example to illustrate the importance of Theorem 2.1
and the utility of the bootstrap method, and to sound a warning against cavalier
use of PCA in time series without due attention to the standard errors of the
estimated eigenvectors. We use an example that has been analyzed before and
re-examine the significance of the principal components, namely the daily stock
returns example in Section 4.5 in Wei (2019). In Wei (2019), like others cited
in Section 1, the analysis is based on the classical sampling results quoted from
Anderson (2003) and is for independent data.
In this example, the data set of the daily stock returns of 10 stocks is consid-
ered, consisting of CVX (Chevron), XOM (Exxon), AAPL (Apple), FB (Face-
book), MSFT (Microsoft), MRK (Merck), PFE (Pfizer), BAC (Bank of Amer-
ica), JPM (JP Morgan), and WFC (Wells Fargo & Co.), which are traded in the
New York Stock Exchange. The data are from August 2, 2016 to December 30,
2016, a total of 106 days. Within the 10 stocks, CVX and XOM belong to the
energy industry, while AAPL, FB and MSFT are in the information technology
(IT) sector. MRK and PFE are both health companies. BAC, JPM, and WFC
are in the financial sector.
First we describe the data and roughly check whether the data satisfy the
basic assumptions: ergodicity, stationarity and Gaussianity. From the marginal
distribution, the time series plot in Fig.4 and the QQ plot of the normalized
data in Fig.5, we can see that the time series do not appear to display obvious
trend non-stationarity apart from a few possible outliers. The data appear to be
non-Gaussian, and there are heavy tails. Thus, we consider using the bootstrap
method.
The eigenvalues of the first four components account for 77.8% 1 of the total
sample variance, and like Wei (2019), we choose four PCs. For every element
1 In Wei (2019), the first four components account for 77.5%, and the small difference
is due to a recording error of the fourth eigenvalue in Wei (2019). He recorded 0.00011 but
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Fig 4. The time series plot of the stock returns data.
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Fig 5. The QQ plot the normalized stock returns data.
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of the PC loadings, akk′ , we test the null hypothesis H0 : akk′ = 0 with the
estimated standard deviation by the bootstrap method. We will suppress the
insignificant elements (at 5% significant level)2. The PC loadings and inference
are shown in Table 2. The dash-lines in the tables separate the sectors.
Table 2
The PC loadings and inference with the bootstrap method.
PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9 PC10
CVX 0.166 0.576 0.622
XOM 0.230 0.552 -0.686
AAPL 0.431 -0.639
FB 0.513
MSFT 0.362 0.286 -0.841
MRK 0.470 -0.596 0.396
PFE 0.369 -0.316 -0.725 0.165
BAC 0.539 -0.438 0.416
JPM 0.391 -0.206 -0.827
WFC 0.324 -0.379 0.678
Note: Insignificant elements at 5% significance level are suppressed.
To compare, Table 3 shows the PC loadings in Wei (2019)3. There are also
some screening of the loadings. He truncated the loadings at 0.1, i.e., loadings
smaller than 0.1 (in absolute values) are suppressed. However, compared with
our significance test, the simple truncation is not based on any statistical theory
and seems arbitrary.
Table 3
The PC loadings in Wei (2019).
PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9 PC10
CVX -0.166 -0.104 -0.407 0.576 0.120 0.622 -0.227
XOM -0.230 -0.126 -0.243 0.552 0.203 -0.686 0.215
AAPL -0.431 -0.173 -0.354 0.180 0.377 -0.639 -0.264
FB -0.513 -0.319 -0.231 -0.324 -0.213 0.505 -0.399
MSFT -0.362 -0.286 -0.197 0.127 -0.116 0.841
MRK -0.470 -0.329 0.596 0.396 0.223 0.320
PFE -0.369 -0.167 0.316 0.126 -0.725 -0.118 -0.358 0.136 -0.165
BAC -0.539 0.289 -0.191 -0.222 0.279 -0.438 -0.164 -0.155 -0.217 -0.416
JPM -0.391 0.175 -0.206 0.265 0.827
WFC -0.324 0.379 -0.251 -0.265 -0.266 0.678 0.255 -0.110
Note: Elements smaller than 0.1 are suppressed.
Comparing the two tables, we find that the loading values are the same,
except that the signs of some loadings are reversed, which is not an issue because
sign reversal within a PC is permitted. Now, Table 2 and Table 3 lead to different
interpretations of the first four PCs, as summarized in Table 4.
re-running his R-code we obtained 0.00013. Our value, but not his, is consistent with Figure
4.2 in the book.
2R codes are available in the Supplementary file.
3R codes are available in Wei (2019).
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Table 4
Interpretations of the first four PCs based on Table 2 and Table 3.
Interpretation based on Table 2 Interpretation based on Table 3
PC1
The general market
other than IT sector.
The general market
other than IT sector.
PC2
The contrast between financial
and IT sector.
The contrast between financial
and non-financial sectors.
PC3
The contrast between
health and IT sector.
The contrast between
health and non-health sectors.
PC4 The energy sector.
The contrast between energy
and non-energy sectors.
Table 2 gives sparser coefficients and thus leads to clearer interpretation.
The interpretation based on Table 3 is cited from Wei (2019). The different
interpretations show the importance of an appropriate significance test of the
loadings. By saying appropriate test, we take aim at two issues; one is that
dependence is ignored by Wei (2019) and the procedure is based on the theory
for independent data, and the other is that proper tests are missing. Without
an appropriate test, users of PCA may be unaware of the subtle variability of
loadings, and tend to over-interpret or mis-interpret the eigenvectors.
6. Conclusion
In this note, by building on Hannan (1976), we have made explicit the asymp-
totic sampling properties of the eigenvalues and eigenvectors in a PCA for sta-
tionary and ergodic multivariate linear time series and assessed their efficacy.
The classical PCA results for independent data and the Taniguchi-Krishnaiah
method are shown to be deficient for time series. Although they have led to
simpler theoretical results, simulations have revealed their poor performance for
time series data, especially for the eigenvectors. Thus, while the conventional
scree plot continues to be useful for time series data, the interpretation of the
principal component loadings may be questionable with these methods. Analyt-
ical method and bootstrap method to estimate the asymptotic covariance have
been given to draw inference in practice. We propose that when doing a PCA
to time series, the dependence of data should not be ignored and appropriate
inference can be and should be implemented.
Essentially, the shortcomings of the two commonly employed methods for
time series lie with the fact that they have ignored information contained in
cross covariances. Another way to exploit the omitted information is to adopt a
frequency-domain PCA. See, e.g., Brillinger (2001) and Priestley, Subba Rao and Tong
(1974). However, unsolved problems remain with this approach, the possible
non-causality of the principal components being a major one. They await fur-
ther research.
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Appendix A: Appendix
In this part, we give some details of the simulation in Section 4, including the
coefficient matrix and other distribution parameters. The coefficient matrices of
the VMA models are shown as follows.
Model 1, 4-7: q = 1.
G(1) =


−0.46 0.17 0.23 0.40 −0.22
0.15 −0.59 0.05 −0.26 −0.24
0.13 −0.32 −0.26 −0.28 −0.41
0.15 0.20 0.51 −0.38 −0.55
0.43 0.02 −0.25 −0.32 −0.34

 . (A.1)
Model 2: q = 2.
G(1) =


0.62 −0.73 −0.02 0.52 −0.52
0.71 −0.11 −0.19 0.43 −0.75
0.09 −0.56 0.79 −0.51 −0.08
0.14 0.90 0.07 −0.53 −0.27
−0.23 −0.01 0.59 0.81 0.10

 , (A.2)
G(2) =


0.26 −0.16 −0.16 −0.38 0.27
0.34 −0.27 −0.33 −0.44 0.06
−0.22 −0.18 0.62 −0.08 0.19
0.26 −0.30 0.15 −0.24 0.02
0.11 0.21 0.21 −0.14 0.45

 . (A.3)
Model 3: q = 3.
G(1) =


0.94 −0.35 −0.49 0.17 −0.18
0.58 0.35 −0.43 −0.29 −0.36
0.42 −0.16 1.07 −0.28 0.39
0.59 0.41 −0.38 0.27 −0.03
0.18 0.66 −0.28 0.42 0.91

 ,
G(2) =


−0.14 −0.04 −0.33 0.40 0.02
0.27 −0.32 −0.27 0.02 −0.16
0.45 −0.18 0.03 −0.31 0.16
0.41 0.39 −0.33 −0.36 0.10
0.31 0.47 −0.08 0.14 −0.26

 ,
G(3) =


−0.16 0.24 0.10 0.22 0.17
−0.22 0.17 0.10 0.26 0.14
0.06 −0.03 −0.11 −0.05 −0.17
−0.11 0.02 0.01 0.19 0.11
0.14 −0.11 0.16 −0.21 −0.24

 .
(A.4)
The distributions of the noise of Model 1-3 are shown in Section 4. Now we
give details and parameters of the noise distribution of Model 4-7.
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Model 4: VMA(1) model with multivariate Gaussian noise, but 1% of all
the noises are outliers from another multivariate Gaussian distribution.
First we draw 2000 observations of e(t) from N (05, 10I5). Then, 20 random
numbers from 1 to 2000 are drawn, which will be the positions of the outliers.
The original observations in the first 10 positions are replaced by random vectors
from N (105, 10I5), and those in the last 10 positions are replaced by random
vectors from N (−105, 10I5).
Model 5: VMA(1) model with noise from a multivariate skew normal dis-
tribution.
The multivariate skew normal distribution is discussed by Chan and Tong
(1986) and Azzalini and Capitanio (1999) and here we use the parameterization
in the latter, SN 5(ξ,Ω, α) . We set ξ = 05, Ω = 10I5 and α = (1, 2, 3, 4, 5).
Model 6: VMA(1) model with noise from a multivariate t(5) distribution.
Model 7: VMA(1) model with noise from a multivariate t(8) distribution.
For the multivariate t -distribution tv(µ,Σ), we set µ = 05, Σ = 10I5, v = 5
for Model 6 and v = 8 for Model 7.
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