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Abstract 
We define and solve a two-player perfect information game, the coin-sliding game. Solution 
of this game provides the key to perfect play of certain endgame positions in the game of Go. 
1. Definition of the game 
In the coin-sliding game, coins of various (nonnegative) monetary values, colored 
red or blue, are placed on a (quarter-infinite) checkerboard. Two players - Left and 
Right - move the coins as follows. Left can move a red coin left one square, or a 
blue coin from a square to the leftmost square one row down; Right, similarly, can 
move a blue coin left one square, or a red coin from a square to the leftmost square 
one row down. If a red (or blue) coin is on the leftmost column, Left (or Right) can 
move it off the left edge of the board, and if a blue (or red) coin is on the bottom 
row, Left (or Right) can move it off the bottom of the board. Once coins have been 
moved off the board, they cannot be moved again. Both Left and Right get to keep 
all the money they move off the bottom edge of the board. The player who ends up 
with more money is the winner; if both players get the same amount of money, the 
player who made the last move is the winner. We show the beginning of a sample 
game in Fig. 1. (At the end of the sequence of play shown, Right has essentially won, 
since he has an obvious reflection strategy from this point on.) Given some starting 
position and player to move, who wins, and what is the optimal strategy? We give 
nearly complete answers to both these questions here. 
Coin-sliding is evidently a deterministic game with perfect information. Furthermore, 
since each player moves just one coin on each turn, a game of coin-sliding can be 
decomposed into subgames, with just one coin on the board in each subgame. Because 
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Fig. 1. The start of a sample game of coin-sliding. Only the lower left comer of the board is shown. 
of this, we can use the combinatorial game theory developed in [I] or [3] to analyze 
this game. Taking the monetary values of the coins to be nonnegative real numbers, 
we can identify them with the numbers that occur in this theory. Each red or blue coin 
on a square of the playing field, or in Left’s or Right’s possession, then gives us a 
component combinatorial game in our position. 
2. Terms in the playing field 
A blue (or red) coin of monetary value x that Left (or Right) has already pocketed 
is identified with the combinatorial game x (or -x.) We call combinatorial games 
corresponding to coins on the playing field terms. The squares in Fig. 2 are marked 
with names, from [5, Sections 3.1, 3. lo] or [2, Sections 4. I, 4.111, of these terms, 
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Fig. 2. The original playing field for coin-sliding. 
where coins are assumed to have monetary value x. The term that a red coin gives is 
in the upper left, and the term a blue coin gives is in the lower right. The notation 
0” 1 G is defined inductively by taking 0’ 1 G = 0 1 G and 0” ) G = 0 (( O”-’ ( G for 
all n > 2; G 1 0” is defined by G j 0” = -{On I -G}. Similarly, (0 1 H}+i is defined 
by taking (0 ( H}+’ = 0 1 H and (0 I H}+i = (0 1 H}“-’ 1 H for all i>2, and 
{H ( O}+i is defined by {H I O}+i = -{0 I -H}+i. In the original playing field, 
the term (0 ) H}-i is always used for terms coming from red coins, and the term 
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{H 1 O}+i is always used for terms coming from blue coins. With these definitions it is 
obvious that the values of these terms are consistent with the way we have defined the 
rules for coin-sliding. Since the eventual values to the possessors of red or blue coins 
are the negatives of each other, and the allowable moves for red and blue coins are 
symmetric with each other upon interchanging the roles of Left and Right, it follows 
that if G is a term coming from some coin on some square, the negative of G, -G 
will be the term coming from the coin of the same monetary value and opposite color 
on the same square. 
The coin-sliding game is simplest when all coins are on the leftmost column. In this 
case each player will just try to move coins down the board one square at a time until 
they end up in his pocket, subject to the condition that the other player may remove 
a coin at any time. Taking x = 0, the terms in the leftmost column corresponding to 
red coins may be recognized as Y, t, 2 . r + *, 3 . T, and so on. In fact, the term i 
rows above the bottom row is just * -t i . t*. If we take x > 0, the first terms in the 
leftmost column corresponding to red coins will be 0 ) -x, +,, 0 ( -tX, 0’ ( +X, and so 
on. These terms do not decompose into sums as the terms from coins with monetary 
value 0 did; in fact, they are linearly independent (as we will prove). Because of this, 
we will treat the value 0 coins differently in the rest of our analysis; in fact, we revise 
the playing field and rules of coin-sliding so that terms coming from different squares 
or coins of different monetary value are all linearly independent, except for the relation 
2 . * = 0, and relations implied by 2 . {0 1 -x} = --x and 2 . {x ) 0) =x. 
3. The revised playing field in detail 
Fig. 3 shows our revision of the checkerboard playing field, marked for analysis. We 
have omitted the bottom row squares other than the leftmost. This is because a red (or 
blue) coin n squares to the right of the bipolar square behaves the same in play as a blue 
(or red) coin of the same monetary value n squares above the bipolar square together 
with a red (or blue) coin of the same monetary value that Right (or Left) already has; 
in other words, (0 1 -x}*“+~ =-x + {x 1 On+‘}, and {X ( O}+n+l =x + {O"+' ( -x}. 
We have also created an extra strip at the top to place the coins of zero value on. 
The strip behaves peculiarly in that both Left and Right are allowed to remove both 
red and blue coins from the strip at any time, as well as Left (or Right) being able to 
move red (or blue) coins left one square. It can be shown that a coin of zero value 
on the main board, m rows above and n columns to the right of the bipolar square, 
behaves the same as one coin on the neutral square, one coin n+ 1 squares to the right 
of the neutral square (if m>O), and m - 1 coins one square to the right of the neutral 
square (if m > 1); this fact justifies the names we have given to top strip terms. We 
assume here that the transformation i  the last paragraph as already been made, so 
that n = 0 if m = 0. For n = 0, this fact is the already-noted fact that a red coin i rows 
above the bottom row in the left column has term * + is t*. 
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Fig. 3. The revised playing field for coin-sliding. 
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4. Description of strategy and classification of positions. I
The squares in Fig. 3 are marked with names, from [5, Sections 3.1, 3.101 or [2, 
Sections 4.1, 4.111, of terms for coins on the revised playing field, where coins of 
positive monetary value are assumed to have monetary value X. As before, the term 
that a red coin gives is in the upper left, and the term a blue coin gives is in the lower 
right. We also use labels from Fig. 3 to refer to certain kinds of terms (small, big, 
tiny, and so forth). Throughout the play, we always assume that pairs of terms G and 
-G have been removed, since such pairs sum to 0. In the same way, we cancel * with 
itself if it appears more than once. For the initial position, we always assume that no 
switch terms are present, and that no coins have yet been moved off the bottom of the 
board. Positions like this will be infinitesimal. 
We give nonswitch terms an atomic weight as shown in Fig. 3; blue coins give 
terms with nonpositive atomic weight and red coins give terms with nonnegative atomic 
weight. The atomic weight of an infinitesimal position or group of nonswitch terms is 
the sum of the atomic weights of the terms present. This atomic weight will in fact 
be that defined in [ 1, Ch. 81 or [3, Ch. 161, although we will not need this fact. The 
monetary value of a term is the monetary value of the coin it comes from. Red coins 
give terms called Right’s and blue coins give terms called Left’s, with the following 
exceptions: switch terms are called both Left’s and Right’s terms, and merely associated 
with one of Left and Right, and *, which we call the neutral term as well as a big 
term, is called neither players’. 
To justify the introduction of atomic weight, we define the following strategy, the 
atomic weight strategy, assuming that all coins are on the top strip: 
(1) If we have any terms, move from one of them to 0 - by moving to 0 we mean 
moving on a term and removing it completely, by moving its coin off the left-hand 
edge of the main region or removing its coin from the top row. 
(2) Otherwise, if there are precisely two terms left, move a nonneutral term’s coin 
one square leftward. 
(3) Otherwise, move from any term to 0. 
(4) Otherwise, there are no coins left, and the game is over. 
Lemma 1. If there are terms present, but there are none of our terms left, then this 
strategy wins for us when we move Jirst, 
Proof. We induce on the number of terms present when we move. If there is just one, 
we will move from it to 0 and win. If there are two, we will either move to * + * = 0 
or to a two-term position; the other player must then move from one of the terms to 
0, and we will move from the other to 0 next move. If there are three or more, we 
will move from one to 0 and the other player will move from another to 0, leaving a 
nonempty position on our next move, which we will win, by the induction hypothesis. 
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Theorem 2. Left can win, moving jirst, with the atomic weight strategy if the atomic 
weight is 21; he can win moving second if it is >2; Right can win, moving jirst, 
with the atomic weight strategy if the atomic weight is <-- 1; and he can win moving 
second if it is < - 2. 
Proof. We induce on the complexity of the position. Our claims about players winning 
moving second follow from our claims about players winning moving first, if we 
observe that when Left moves he can increase the atomic weight by no more than 1, 
and when Right moves he can decrease the atomic weight by no more than 1. If Left 
moves first and the atomic weight is 21, we must be in the case covered by Lemma 1 
if there are none of Left’s terms left. Otherwise, we will move from one of our terms 
to 0, increasing the atomic weight by 1 and winning by the induction hypothesis. The 
case where Right moves first and the atomic weight is d - 1 is wholly analogous. 0 
Theorem 3. Zf there is a neutral term present, Left can win with the atomic weight 
strategy, whether he moves first or second, if the atomic weight is 2 1; Right can win 
with the atomic weight strategy if the atomic weight is 6 - 1; and the jirst player 
wins with the atomic weight strategy if the atomic weight is 0. 
Proof. Say we are Left moving second from a position with atomic weight 3 1. If 
Right moves from one of his terms to 0, the atomic weight will decrease by 1 to be 
30, and the neutral term will still be present, so we can win by induction. Otherwise, 
the atomic weight will still be 3 1 when we move, so we will win by Theorem 2. 
If we are Left moving first from a position with atomic weight 20, we will win by 
Lemma 1 if there are none of our terms left; otherwise we will remove one of our 
terms and move to a position with atomic weight > 1, won by the induction hypothesis. 
The cases where Right moves first or second are analogous. 0 
Theorems 2 and 3 show that the atomic weight strategy is a winning strategy when 
all coins are in the top strip, except when we are to move on a position which has no 
neutral term and atomic weight - 1, 0, or 1. In these latter cases, the winning strategy is 
more complicated. At any rate, the atomic weight strategy suffices to show that atomic 
weight is a useful integral measure of how good the position is for Left (or Right), at 
least in the case where all coins are in the top strip. Readers familiar with the theory 
of atomic weights in [l, Ch. 81 or [3, Ch. 161 will observe that Theorem 3 shows that 
* is a remote star for games made up of coins on the top strip - the smallest remote 
star possible! 
We can extend this strategy to the full playing field, justifying our definition of 
atomic weights for the main region, as follows: 
(1) If there is a switch term associated with the opponent, move on it, 
(2) Otherwise, if there is a switch term associated with us, move on it. 
(3) Otherwise, if we have a term, move on it. 
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(4) Otherwise, if the top strip is not empty, apply the atomic weight strategy for the 
top strip to the coins in the top strip. 
(5) Otherwise, if there are terms present, move on any one of them. 
(6) Otherwise, the position is a number, and we consider the game to be over. 
Lemma 4. If there are terms present, all not ours, then we can win moving first on 
an infinitesimal position with this revised atomic weight strategy. 
Proof. We induce on the complexity of the position. Consider the position after our 
move. If the opponent moves from one of his tiny terms to a switch term, we will 
reply on it; this can happen repeatedly. After this, if our opponent is not left without a 
move (in which case we of course win,) our opponent will either move on a nontiny 
term in the main region, or move from a term in the top strip to 0. If he moves on a 
term in the main region, there will still be terms left after his move, so we will win, 
by the induction hypothesis. If he moves in the top strip, there were terms in the top 
strip when we moved, so we made the move given by the atomic weight strategy for 
the top strip. It then follows as in Lemma 1 that there are still terms left for our next 
move, so that we win. 0 
Theorem 5. Left can win an injinitesimal position, moving first, with this atomic 
weight strategy if the atomic weight is 31; he can win moving second if it is >2; 
Right can win an infinitesimal position, moving first, with the atomic weight strategy 
if the atomic weight is < - 1; and he can win moving second if it is d - 2. 
Proof. As usual, we induce on the complexity of the position. Suppose Left moves 
second from a position with atomic weight 22. If Right makes a move that leaves 
the position infinitesimal, it must be to a position with atomic weight 31. Otherwise, 
he will create a switch term from one of his tiny terms, which we will immediately 
move on, leaving the position’s atomic weight unchanged. Eventually, he must move 
to a position with atomic weight >l. 
Suppose we are Left, moving first from a position with atomic weight 21, and using 
rule (3). If this is on one of our tiny terms, it will create a switch term. Right can then 
make a series of moves on his own tiny terms making switch terms not cancelling this 
switch term, which we will immediately reply on. Eventually, he must make some other 
move. If this is on the switch term we made, or if it is from his tiny term to a switch 
term which cancels ours, it leaves the position infinitesimal and with unchanged atomic 
weight. Otherwise, his move is to a position consisting of the switch term together with 
an infinitesimal position; we will reply on the switch term, to a positive number plus 
an infinitesimal position. Since rule (1) of our strategy never allows Right to move 
any coins off the bottom of the board, this position is trivially won by us, even moving 
second. If our move is using (3), and not on a tiny term, it will be to a position with 
atomic weight 22, which we win by the induction hypothesis. Otherwise, if we use 
(4) or (5), our move is from an infinitesimal position with atomic weight 21 and none 
of our terms left, in which case we win by Lemma 4. 
D. Moewsi Theoretical Computer Science 164 (1996) 253-276 261 
The proof is analogous for Right moving first or second. 0 
Theorem 6. If there is a neutral term present, Left can win with this atomic weight 
strategy, whether he moves first or second, if the atomic weight is 21; Right can win 
with this atomic weight strategy, if the atomic weight is f - 1; and the jrst player 
wins with this atomic weight strategy if the atomic weight is 0. 
Proof. The proof of this theorem is given by combining the remarks on switch and 
tiny terms in Theorem 5 with the proof of Theorem 3. 0 
Thus taking * as the remote star works for all coin-sliding positions. In the next 
sections, we clear up the cases where the atomic weight is - 1, 0, or 1 and the winner 
is not given by Theorems 5 or 6. 
5. Description of strategy and classification of positions. II 
We introduce a linear ordering for terms, called desirability. The following rules tell 
when a term coming from coin A is more desirable than a term coming from coin B. 
Lower-numbered rules take precedence over higher-numbered rules. If no rules apply, 
the terms come from coins of the same monetary value on the same square, and are 
equally desirable. 
1. Coin A is below the critical line and coin B is above the critical line. 
2. Coin A is in the main region and coin B is in the top strip. 
3. Coin A is of higher monetary value than coin B, if both coins are below the critical 
line, or of lower monetary value than coin B, if both coins are above the critical line. 
4. Coin A is closer to the critical line than coin B. 
5. Coin A is further to the right than coin B. 
The desirability ordering is summarized in Fig. 4. 
We will usually prefer to move on our most desirable term. In fact, if (in the original 
playing field) all coins start out in the leftmost column, we can win by always playing 
on our most desirable term (after pairs of terms summing to 0 have been removed) 
when some terms are ours, and avoiding a few elementary blunders when no terms 
are ours. If all coins do not start out in the leftmost column, there may be some 
exceptions to this strategy. We will prove that the strategy we just outlined works by 
determining precisely which games are won and lost by each player moving first. This 
classification requires more terminology, which we now introduce. This terminology 
will also be used to describe when we do not wish to move on our most desirable 
term. 
A player is said to have the least desirable term advantage (LDTA) in a group of 
terms if the least desirable term (LDT) in the group belongs to him. 
We group the terms in an infinitesimal position into segments. A small, or tiny, 
segment is a group of all the small, or tiny, terms with the same monetary value. A 
big segment is just a single big term. We call a tiny segment strongly Left’s if there 
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Fig. 4. Terms in desirability order. 
are more +Tk’s than -$’ s, strongly Right’s if there are more -$‘s than +$‘s, 
and weakly Left’s (or Right’s) if it has the same number of +$‘s and --,-“‘s and 
Left (or Right) has the LDTA in the segment. For purposes of desirability comparison 
and monetary value, small and tiny segments hould be viewed as one of their member 
terms (it is irrelevant which one is used). 
We partition the small and big segments into four classes. 
Class u includes all atomic weight 0 small segments in which Right has the LDTA. 
Class j3 includes all Left’s big segments, all small segments in which Left has the 
LDTA, all small segments with atomic weight -1 or less, and *. 
Class y includes all atomic weight 1 small segments in which Right has the LDTA. 
Class 6 includes all small segments of atomic weight 2 or greater in which Right 
has the LDTA, and all Right’s big segments. 
We now define a finite state machine with 4 states, called 1, - 1, 2, and -2, and 
feed our big and small segments into it in order, from least to most desirable. 
When we are in state 1, we stay in state 1 with a segment of class c(, move into 
state 2 with class 6, move into state -2 with class /I, and move into state -1 with 
class y. 
The negative of a segment is the segment consisting of the negatives of all the terms 
appearing in the original segment. (When we negate a segment, its atomic weight will 
be negated, and the LDTA will change hands.) If a segment of class X moves us from 
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Fig. 5. The finite state machine and its segment classes. 
state 1 to state Y, then we let a segment of class -X, by which we mean a segment 
whose negative is of class X, move us from state - 1 to state -Y. 
When we are in state 2, we always remain in state 2, and likewise for state -2. 
This machine and the segment classes are illustrated in Fig. 5. 
We always start either in state 1 or in state -1. Notice that if we start in the same 
state we end in, the total atomic weight must be 0; if we start in state -1 and end in 
state 1, the total atomic weight must be - 1; and if we start in state 1 and end in state 
- 1, the total atomic weight must be 1. 
We say that Right has the tiny advantage (TA) if the least desirable tiny segment 
is strongly Right’s and its monetary value is no more than the monetary value of any 
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small segment, or if it is weakly Right’s and its monetary value is less than any of 
these monetary values. We define Left’s having the TA similarly. 
Theorem 7. We can classijy injinitesimal positions as in Table 1, in terms of the 
outcome for the player who starts. The italic letters next to the outcomes reference 
the section of the proof where the outcome is proved to be as claimed 
In cases D, -D, E, -E, H, -H, I, and -I, we call the segment responsible for 
sending the state machine into state 2 or -2 crucial, and in cases B, -B, F, and -F, 
we call the least desirable tiny segment crucial, provided that it is only weakly Left’s 
or Right’s In all other cases, or if the position is not infinitesimal, no segment is 
considered crucial. If a segment is crucial, its LDT is also called crucial. 
We then claim that the strategy below wins when it is consistently applied starting 
from a won infinitesimal position. 
(1) If we have any terms, move in our most desirable term (OMDT), unless it is 
crucial, equalling Gdk, say, and there is a -G” present, for some 1 > k 9 1. 
(la) In this case, move in our next-to-most desirable term, if it exists. 
(lb) If we have no other terms, move from -G”’ to -G”-‘ . (In this case, -G” 
must be unique.) 
(2) Otherwise, if the top strip is not empty, apply the atomic weight strategy for 
the top strip to the coins in the top strip: 
(2a) If there are precisely two coins in the top strip, move a coin in the top strip 
and not in the neutral square one square leftwards. 
(2b) Otherwise, remove any coin in the top strip. 
(3) Otherwise, if there are terms present, move on any one of them. 
(4) Otherwise, the position is a number, and we consider the game to be over. 
Notice that if all coins are in the leftmost column of the main region or the 
left 2 squares of the top strip, i.e., there are no G’k’s with k>2, part (1) of this 
strategy reduces to always playing on OMDT until we have no terms left, since 
the caveat in (1) never applies. This proves Theorem 5 in [5, Section 3.41 or 
[2, Section 4.41. 
6. Proof of strategy and classification 
Proof. We first claim that our strategy always lets Right win positions that are mon- 
etarily won, by which we mean positions with negative Right stop. This is because 
our strategy always gets Right at least his Right stop, since if there are switch terms 
present we always move on the hottest one, or make a move from one of our tiny 
terms with a greater incentive. 
We now prove that when Right applies his strategy to an infinitesimal position we 
claim is won, he either ends up moving from a monetarily won position, or reaches 
an infinitesimal position that we claim is lost for Left, with Left to move. 
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First take the case where Right’s strategy tells him to move on one of his tiny terms, 
say on +Tk. In this case +$ must be OMDT, since all terms less desirable than the 
crucial term are always non-tiny. The result will be infinitesimal except for a switch 
term 0 1 --x. If our opponent leaves it in this form, we will win since this is monetarily 
won. Hence our opponent must either move from 0 ( --x to 0 or from some -7’ to 
y 1 0. If he moved to y ( 0 and y < X, the position is monetarily won; if he moves to 
y 1 0 and y > X, our strategy will tell us to move from y 1 0 to 0 and our opponent 
will then be in the same position as before. If our opponent moves from 0 ) --x to 0 
or from -,“I to n 1 0, the position again becomes infinitesimal, and when this happens, 
the position will be as it was, except that the term +$ will be missing, along with 
perhaps some -;’ terms with y > x and possibly a -,“’ term. If Right could win the 
position before, he can win it now, unless he needs the TA to win, started with the 
TA, and lost it. We cannot possibly lose the TA unless the minimum-monetary-value 
tiny segment in the original position had monetary value x, so say it did. The monetary 
value x tiny segment always remains strongly Right’s if it started strongly Right’s. If 
it started weakly Right’s, it will remain strongly or weakly Right’s if we need the TA 
to win, since if we need the TA to win our initial move cannot have been on the LDT 
of the tiny segment, which is then crucial. 
Also, suppose that there are none of our terms present, i.e., we are using clauses (2) 
or (3). There must be some terms present, since otherwise we would be in case C. 
We can and must, then, move to a position with none of our terms present, which will 
then have atomic weight GO, and in which Left will then not have the TA. If it has 
atomic weight d - 2, it is already lost for Left, by case -J. If * is present and it has 
atomic weight -1, it is lost for Left, by case -I. If * is not present and it has atomic 
weight 0, it is lost for Left by -C. If * is not present and it has atomic weight - 1, it 
is type -G and hence lost for Left, unless the only one of Left’s nontiny terms present 
is a big term, i.e., a J’k *; but this cannot happen, since when we use rule (2) we 
always leave either zero or at least two terms coming from the top strip. We cannot 
leave an atomic weight 0 position with * present for the same reason. 
So we can suppose that we are using clause (1) and not moving on one of our tiny 
terms. We must, then, move to another infinitesimal position. We split up into cases 
labelled as in Table 1. 
A. In this case, the atomic weight is 6 - 1, and we move on one of our own terms, 
to a position with atomic weight < - 2, which is lost for Left by -J. 
D. Since the crucial term is not a tiny, we can assume that we have no tiny terms, 
or else we would move on one. Call the non-tiny terms more desirable than the crucial 
segment the postfix, and call the terms less desirable than the crucial segment the 
prejix. If there is some term of ours in the postfix, we will move on it, to a position 
of atomic weight - 1. Moving on one of our terms always makes it more desirable, or 
removes it, so the state-machine classification will remain the same and we will move 
to a position lost for Left by -I. 
If we have no term in the postfix, there are 2 cases. Let x be the crucial segment’s 
monetary value, if this value exists. 
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Table 1 
Outcomes of infinitesimal positions in coin-sliding 
Atomic 
weight 
of 
position 
State machine 
classification 
(start state 
--tend state) 
Tiny 
advantage 
Outcome 
for Right 
(if Right 
starts) 
Outcome 
for Left 
(if Left 
starts) 
Q -2 
-1 
-1 
-1 
-1 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 
1 
1 
>2 
-l-+1 
-l-+1 
-l-+2 
-l--2 
-1+-l 
-1-t-l 
-1-2 
-14-2 
l-+1 
I+1 
l-+2 
14-2 
14-l 
14-I 
142 
1-r-2 
Left 
Not Left 
Right 
Not Right 
Left 
Not Let? 
Right 
Not Right 
win 
win 
win 
win 
win 
win 
lose 
win 
lose 
win 
lose 
win 
lose 
lose 
F 
G 
H 
I 
J 
lose -J 
win -F 
lose -G 
lose -I 
win -H 
win -B 
lose -c 
lose -E 
win -D 
win -A 
win -A 
win -A 
win -A 
win -A 
(1) We entered state 2 from state 1 by means of a class 6 segment. In this case 
the prefix must have atomic weight -1. Hence the crucial segment together with the 
postfix has atomic weight 1. 
Say the crucial term is a big term. If it is a t’k*, the postfix must be empty, so 
moving from T +k* to 0 gives a position lost for Left by -G. (Remember that we 
have no tiny terms, so Left cannot have TA.) If it is a (0” ) +,}*’ for some n>3, 
we move on it, to a position of type -I, unless the postfix is -X 1 On-', in which case 
the crucial term will cancel with the postfix, leaving a type -G position as before. If 
it is a {02 1 +x}*‘, the postfix must be {-w ( O}*, for some w<x. Then moving on 
the crucial term either cancels with the postfix, leaving a type -G position, or leaves 
a class y segment followed by a class -y segment, also leaving a type -G position. 
If the crucial segment is a small segment, moving on OMDT in it leaves a type -Z 
position if it is of atomic weight >3. If it is of atomic weight 2, the postfix must be 
{-w ( O}*' for some w -C x, which is then of class -y. Then moving from OMDT in 
the crucial segment leaves a class y segment followed by a class -y segment, as well 
as introducing +X; but this does not give Left the TA, since w < x, so this leaves a 
type -G position. 
(2) We entered state 2 from state -1 by means of a class -/I segment. In this case 
the prefix must have atomic weight 0, so the crucial segment together with the postfix 
also has atomic weight 0. 
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Say we end up using clause (la) or (lb) in our strategy. Since the crucial segment 
together with the postfix has atomic weight 0 it must be just Gek - G”, where 1 > k 
and G is of the form T* or 0” ( +I. If we use clause (lb), there are none of our terms 
in the prefix, so there can be none of our opponent’s terms either. Hence the entire 
position consists of the crucial segment together with the postfix, plus perhaps some 
-;““s, and making the move directed by our strategy leaves a position of type either 
-C or -E. If we use clause (la), we will move on OMDT in the prefix. Our most 
desirable segment in the prefix will have class -a or class 7, and in either case, must 
contain a term of ours, so we in fact move in OMDT in this segment. If class -2, 
the segment becomes class -y upon moving on OMDT in it, and if class ‘/, it either 
becomes class a or disappears upon moving on OMDT in it. Also, a f, is produced 
for some y > X. If G is not of the form 0 1 -I-~, our crucial term is big, so it is of 
class 6 and we leave a position of type -I. If G is of the form 0 / sx, the crucial 
segment is of class CY and the postfix is evidently empty, and the f, does not give 
Left the TA since y > x, so we leave a position of type -G. 
We may then assume that clauses (la) and (lb) are not used, so that we move on 
OMDT. Say the crucial term is a big term. It can’t be * since then we would have 
no terms. If it is a T’k*, the postfix must be a {-x 1 0)” or a l*‘*. If it is the 
former, moving in the l’k * leaves the postfix a class -y segment, so we leave a type 
-G position. If it is the latter we do not move on OMDT. If the crucial term is a 
(0” I +P, n 2 3, and we move on it, it will remain of class -/I and more desirable 
than the postfix, and we will leave a type -I position, unless there is a -* j On-' in 
the postfix, and in this case, the postfix must equal -x 1 O”-’ + {-w ) O}-’ for some 
w<x and 1. Then moving makes the postfix of class -7, and the position becomes of 
type -G. If the crucial term is a {02 1 +x}-tk, and we move on it, the resultant term 
0 1 sx will be a segment of class -fl more desirable than the postfix unless the postfix 
is {-X 1 O}+j + {-w 1 O}-m for some w dx, where we let 1 <m if w = x. If then 
1 > 1, after moving, we have the LDT in the least desirable segment in the postfix, 
which is then of class -/?, so the position is of type -1. If I = I, the postfix becomes 
1-w I ojim after moving, which is of class -y, so the position is of type -G. 
If the crucial segment is not big, it must have atomic weight 20 since the postfix 
has none of our terms and, together with the crucial segment, it has atomic weight 0. 
If the crucial segment has atomic weight 22, moving on OMDT in it leaves it of 
class -/3 and gives a type --I position. If it has atomic weight 1, the postfix must be 
of the form {-,+, 1 O}“, w < x, so moving on OMDT in the crucial segment either 
leaves the segment of class -fl and gives a type -I position, or produces a class --c( 
segment followed by a class -y segment and an additional +,, making a type -G 
position, or wipes out the crucial segment completely, leaving a class -y segment and 
an additional +,, again a type -G position. Finally, if it has atomic weight 0, the 
postfix must be empty and Right must have the LDTA in the segment. Then moving 
in OMDT will leave a class -/I segment and thus a type -I position unless OMDT 
in the segment is also the LDT in the segment, in which case we use clause (la) 
or (lb). 
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H. This is analogous to D, except that the total atomic weight and prefix atomic 
weight are each increased by 1. Also, types -G and -I are replaced by types -C 
and -E, respectively, and we cannot end up using clause (lb) in our strategy. 
B. In this case, if any term is crucial, the only tiny term of ours present is, so we 
must move in our most desirable non-tiny term, if it exists. If there is no non-tiny term 
of ours present, the position must be of the form +Tk + -,“[ with I > k plus other 
--Tm’s, y > x. Our strategy then directs us to move to +$ + -;‘-l plus the other 
-T”“s. This is then lost for Left by -C. 
Otherwise, the most desirable nontiny segment is either of class y or class -a, since 
we finish in state - 1. Let it be of monetary value X, say. If it is of class -c1, we move 
in OMDT in it to a segment of class -y plus a +,. However, adding +X does not give 
Left the TA, since we started with the TA, so the resultant position is of type -G, 
which Left must lose. If it is of class y, we move in OMDT in it, to a segment which 
is either of class CI or vanishes, plus a +X. If it is of class CI, we leave a position of 
type -G, as before. If it vanishes, the +, is still present, and x is now smaller than 
the minimum weight of all small segments. However, our TA is still secure if it was 
caused by a tiny segment of monetary value below X. If not, the smallest tiny segment 
must have been strongly ours, so no term was crucial. Consequently there are no tiny 
terms of ours left, but there is at least one --zk left, and adding +, to this does not 
give Left the TA. So in any case, we leave a position of type -G. 
F. As in B, but we always move in a nontiny term, and instead of type -G, we 
leave a position of type -C. 
We now prove that when Left is to move from any of the infinitesimal positions we 
have claimed are lost for Left, he cannot win, because he must reach a position that is 
monetarily won, or an infinitesimal position which we have claimed is won for Right, 
with Right to move. 
First consider the case where Left moves on one of his tiny terms, from -,“’ to 
x ) 0, say. In this case, Right will reply from some +T to 0 ) -y if such a term is 
present with y > x. Then if we move on x ( 0, on a non-switch term that is not one 
of our tiny terms, or on some -;” with w < y, the resulting position is monetarily 
won. Otherwise we must move on 0 1 -y or some -7”, reaching a position like that 
after our first move, or from some -,“” to z ( 0, where z > y; if we do the latter, 
Right will immediately reply from z ( 0 to 0, so we will be in the same position as 
before. When Right has to move from a position whose only switch term is x 1 0 and 
there are no +;l’ s present with y > x, he will reply on the +,-‘” with biggest n if 
one is present, or if not, on x ) 0. The position will then again be infinitesimal, and 
when this happens, it will be the same as at the outset, except that -Tk will be gone, 
all +jJ+[’ s with y > x will be gone, the +-,“” with biggest n will be gone, if any 
+,-“‘s were present, and some -zm’ s with z > x may also be gone. We claim that 
this does not give us the TA unless we started with the TA; this will show that if we 
lost the original position we must lose this one as well. We could not possibly get 
the TA unless the minimum-monetary-value tiny segment in the original position had 
monetary value x. If this segment started weakly Right’s it remains weakly Right’s or 
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disappears, and if it started strongly Right’s it remains strongly Right’s or disappears. 
If it disappears we do not get the TA because all the +,S”‘s with y > x have been 
removed. 
Now consider the cases where Left does not move on one of his tiny terms, and 
hence moves to an infinitesimal position. Again, we label these cases with letters. 
-J. In this case, the atomic weight is d - 2. We can increase the atomic weight 
by at most 1, so we must move to a position with atomic weight B - 1, which Right 
can win, by A. 
-G. We must increase the atomic weight from -1 to 0, so we must move on one 
of our terms. If we move on a class y segment, it becomes class 6, so the position 
becomes type D and is won by Right; if we move on a class -a segment, it becomes 
class -p, so the position becomes type D. If we move on a segment of class CI, it 
leaves a class “J segment, plus a tiny term of ours. If there is a segment following the 
class a segment, it was of class x or class y, and is hence of class -/?; so the position 
becomes of type D after our move and is won by Right. If there was no segment 
following the class a segment, our extra tiny term suffices to give Right the TA, since 
we did not originally have the TA. Hence we leave a position of type B which is won 
by Right. If we move on a class -y segment, it either becomes class -a or class -/3’ 
or disappears. The same reasoning as before then shows that the position becomes of 
type B or D and is won by Right. 
-I. We must move on one of our terms and make the atomic weight 0. The reasoning 
in case -G shows that we cannot move in the prefix, unless perhaps we move on the 
segment immediately prior to the crucial segment and change it from class x to class 
y, change it from class -y to class -c(, or remove it, when it is of class -y. However, 
in all these cases we must have entered state 2 from state 1 by means of a class 
6 segment, and class 6 segments are class -fl, so we then leave a position of type 
D which Right can win. Moving in the postfix just makes one of our terms more 
desirable, or removes it, so the position becomes of type D. Finally, suppose we move 
in the crucial segment. If state 2 is reached from state 1, the crucial segment is of 
class 6, and moving in it leaves it of class 6. If state 2 is reached from state -1, the 
crucial segment is of class -/3, and moving in it leaves it of class -p. The position 
is then of type D and Right can win it. 
-C, -E. Analogously to cases -G or -I, if we move on one of our own terms, 
the position becomes of type F or H and is then won by Right. However, we have the 
additional option of not moving on one of our own terms. If we are not to immediately 
lose by A, we must either move from a +x to 0 or from a G’k to G’k-‘, where 
k 22 and G is of the form +,, T*, or 0” 1 +l. The term * cannot appear since we 
would then be in case -D. Suppose that there are non-tiny segments present. The least 
desirable segment is then either of class x, class y, or class 6, and is hence of class 
-fi. If we do not move on the least desirable segment, the least desirable segment will 
remain unchanged and we will leave a type D position. If we do move in the least 
desirable segment, its atomic weight will be unchanged and Right will still have the 
LDTA in it if he started with it, so it remains of class -a and we leave a type D 
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position. Finally, if there are no nontiny segments present, we must be in case -C. 
If the position is nonzero, then, Right must have the TA. Then moving from +x to 0 
or from +$ to +Tk--I will not destroy Right’s TA, so we will end up in a type B 
position which Right can win. 
This verifies that our strategy wins Right all the positions we have claimed are won 
for him, and that Left loses all the positions we have claimed are lost for him. To 
prove that Left can win all the supposedly won positions by using our strategy, and 
that Right loses his supposedly lost positions, we negate the position - that is, negate 
every term in the position - and apply the above arguments. (We have set things up 
so that if position P is in case X, then -P is in case -X. This is so because negating 
a position negates its atomic weight and makes the TA change hands, and because if 
position P takes us from state Y to state Z, then -P takes us from state -Y to state 
-Z.) 0 
7. Generalizations of the coin-sliding game 
In our analysis of the coin-sliding game, we saw that in a well-played infinitesimal 
game, no coin actually moves off the bottom row; all coins are slid off the left before 
then. Because of this, we may hope that our analysis does not depend very much on 
the fact that the monetary values of the coins in the main region are mnnbers. We 
could make them other combinatorial games instead (added to the sum of terms upon 
the turn the coin is slid off). 
Theorem 8. The analysis of the coin-sliding game in the last section still holds pro- 
vided that the following conditions are true: 
1. The nonzero monetary values, or x’s, are totally ordered. (This implies that the 
desirability ordering still exists as before. ) 
2. For all nonzero monetary values x, R(x), the Right stop of x, is positive. 
3. R(g) > 0 for all 2. (This condition is automatically satisjied if x is a positive 
number. ) 
4. 2 ’ {x 1 0) <x for all x. (p 2 0 for all p is a sujtkient condition for this. This 
is also satisjed if x is a positive number. ) 
5. For any x2 > x1, x2 - x1 is greater than any sum +,Tal + . . . + +,~“‘-‘, where 
x3,..., xr can stand in any order-relation to x1 and x2. 
Proof. We look at the portion of the proof of Theorem 7 where Left or Right moves 
on one of his tiny terms. We claim that it is still the best strategy to move on your 
most desirable tiny term or switch term until there are none left, unless your opponent 
makes a blunder. 
Suppose that we are Right, moving in a sum G that is supposedly won by us, and 
that we move on one of our tiny terms, from +zk to 0 1 -x. Play will proceed as 
in the analysis in Theorem 7 until Left makes a blunder by moving to a position we 
claimed was monetarily won. Such moves were either to 0 1 -x plus an infinitesimal 
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or to (0 ( -x} + {w ( 0) plus an infinitesimal, with w < x. In the first case, we can 
move to --x plus an infinitesimal. This then has negative Left stop, by 2, so we have 
won. In the second case we reply on 0 ( -x to -x. 
After we have replied, the position will be of the form {w ) 0} - x plus an infinites- 
imal. If Left moves on the infinitesimal and leaves it infinitesimal, we can respond on 
w / 0 and win by 2. If Left moves on -x we can respond on w 1 0, to a position which 
has negative Left stop, by 3, so we have won. If Left moves on some -z”’ to a 1 0, we 
can respond from a 1 0 to 0. If Left moves on w 1 0, we are at w-x plus an infinitesimal. 
For our original position G, we can write G = +yk + -;;” + (other tiny terms) + H. 
Then the position we are in is less than K = H + -,,, for all v, by 5. We can pick v 
small enough to give ourselves the TA in K. Hence, since our criterion gave us the 
win in G, it will also do so in K. Since K is simpler than G, we can now apply this 
Theorem inductively to show that we have won K and hence our position. 
Suppose that we are Left, moving in a sum G that is supposedly lost by us, and that 
we move on one of our tiny terms, from -Tk to x ) 0, say. Right will either respond 
from x 1 0 to 0, in which case the position remains infinitesimal, or from some +;’ 
to 0 1 -y’ with Y’ > x. In this second case, the analysis will then proceed as before, 
until Left makes some move that would have, in Theorem 7, resulted in a monetarily 
won position for Right. Such a move must be made from a position {x 1 0) + (0 / -y} 
plus an infinitesimal, for some Y > X, and will be one of the following: 
1. From x 1 0 to x. Right can reply from 0 1 -y to -y. In this case, if we write 
G = (tiny terms) + H, we will be in a position which is less than K = H + -u, for 
all v, by 5. We can pick v small enough to give Right the TA in K; our criterion will 
then make K lost by us to move, and since K is simpler than G, we can apply this 
Theorem inductively, so we have lost K and hence our position. 
2. In the infinitesimal portion of the game, leaving it infinitesimal. Suppose that we 
had made this infinitesimal move to start with, from G to G’, say. Since our criterion 
tells us that G is lost with us to move, Right should be able to move on G’ and win. 
In fact, if we write G’ = $7” + -,“” + (other tiny terms) + H, our criterion says that 
Right will win H + -“, if v is small enough. It follows that if Right, in our position 
1x IO} + 10 I -Y) Pl us an infinitesimal, moves from (0 / -y} to -y, he can win as 
in the third paragraph of this proof. Hence our position is lost. 
3. From --,“’ to w 1 0, where w < y. In this case, Right can respond from 0 ) -y 
to -y, to a position that is {x 1 0} + {w I 0} - y plus an infinitesimal, H. If v is the 
maximum of w and x, this is no more than 2 . {v 1 0} - y + H, and this is no bigger 
than v - y + H, by 4. This is then lost by us to move as in the first case. Cl 
Hypothesis 5 is necessary because of, for example, the identity +i_, = 3 . +, 
8. A brief introduction to Go 
Go is played on a grid of horizontal and vertical lines. Customarily, a grid of 19 
horizontal and 19 vertical lines is used, although Go can be played on differently sized 
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grids, such as the 9 x 9 examples we show here. Each intersection of a horizontal and 
a vertical line, or point, can contain a black stone, a white stone, or be empty. For 
two players of equal skill, the grid will initially be empty. The first player, or Black, 
then starts the game by placing a black stone on an empty intersection. The second 
player, or White, then places a white stone on an empty intersection. The first player 
then places another black stone, and so on. Either player can opt to pass at any time 
rather than place a stone. The game ends when both players pass successively, and the 
score of the game is then computed in a way we explain below. 
A set of stones will be called connected if each pair of stones in the set can be 
joined by a path of stones in the set, each stone in the path horizontally or vertically 
adjacent to the last. A set of intersections will be called connected under the same 
condition. A connected set of stones, all of the same color, is called a string; an 
empty intersection horizontally or vertically adjacent to a string is called a liberty. 
When a stone is placed that causes any string of stones of the opposite color to have 
no more liberties, that string is captured and its stones are removed from the board. 
The number of the opponent’s stones a player has captured may affect the score; see 
below. A capturing move by White is illustrated at X of Fig. 6. 
Playing a stone may also create a string of your own color with no liberties, or 
cause a string of your own color to have no more liberties. If it does this as well 
as capturing a string, the capture takes precedence, as in White’s move at Y of Fig. 
6. However if it captures no opponent’s string, as in White’s move at 2, the move 
is called suicide and results in the capture of your own string by the opponent. Such 
moves may or may not be legal, depending on the version of Go you are playing. This 
will not matter for us. 
At the end of the game, after both players pass, a score is computed. To do this, 
first, dead strings are identified. Roughly speaking, dead strings are those which would 
be captured if play were to proceed. In Fig. 7 [6], for example, the white stone on the 
top line and the string of two white stones in the second and third lines are dead. The 
White has captured 2 black stones. 
Black has captured 1 white stone. 
Fig. 6. Examples of capturing and suicide in Go. Fig. 7. The end of a Go game. 
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stones in the dead strings are removed from the board and treated as the opponent’s 
captives. After this, the board is partitioned into Black territory, which is those points 
of the board surrounded by black stones, and White territory, which is those points 
surrounded by white stones. In Fig. 7, the Black territory is to the upper left of the 
line and the White territory is to the lower right. 
In Japanese scoring (which we use) each player is given a score equalling the number 
of stones of his color on the board plus the number of captives he has taken. In Fig. 
7, Black has a score of 23 points of territory plus 4 White captives (1 during the game 
and 3 dead stones,) for a total of 27. White is given a score of 19 points of territory 
plus 2 Black captives, for a total of 21. The net score is then 6 in Black’s favor. 
9. Mathematization of Go 
Go acquires greater mathematical interest when we observe that endgame positions 
can break up into subpositions. For example, in Fig. 8, all the moves outside the boxes 
are bad. Hence we can consider the position of the combination of the 2 independent 
positions in Fig. 9. (Here, stones on top of grid lines extending beyond the edge of 
the position are assumed to be immortal [2, Section 4.11, which means that we are 
assuming, for purposes of analysis, that they will never be captured and hence will 
always remain on the board. All the subpositions we treat will be surrounded by 
immortal stones, which we always represent in this way in our diagrams.) 
Each turn, each player may choose to play on either one of the positions A and B. In 
A, Black can move to a terminal position, and so can White: then the net contribution 
to the score inside the box will be 0 if Black moves, and if White moves, it will be 
-2. Similarly, both Black and White can move to a terminal position from B, with a 
net contribution to the score of 0 if Black moves and -4 if White moves. 
Fig. 8. A Go position that decomposes. 
A= 4@ B- - 
Fig. 9. The result of decomposition. 
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By identifying the terminal scores of Go with the integers that occur naturally as 
games in combinatorial game theory, we can write A and B as combinatorial games: 
A = 0 1 -2 and B = 0 1 -4 [5, Ch. 31 [2, Ch. 21. (We identify Black with Left 
and White with Right, so that positive scores are favorable for Black and negative for 
White.) The way A and B are composed into the overall game is then just a sum: the 
overall game is A + B = 0 ( -2 )( -4 1 -6. 
Above, we ignore the possiblity that Black or White might pass. This raises the 
point that Go is a loopy game - that is, play could in theory continue forever - which 
prevents us from uniformly applying the simple theory in [I, Chs. l-81 or [3]. Another 
complication is that Go players have adopted various ko-ban rules to cut down on the 
loopiness of Go. In [4, Chs. l-41 we discuss ko-ban and try to connect the loopy game 
theory in [ 1, Ch. 1 l] with Go. In this paper, however, we consider only simple endgame 
positions, which do not contain complicated loops and for which passing before the 
end is always a poor move, so we can ignore this issue. 
10. Applying coin-sliding to Go 
We will see that many partial endgame positions have the property that their corre- 
sponding combinatorial games correspond, after cooling by 1 [l, Ch. 61 [3, Ch. 91, to a 
position in the coin-sliding game. Call a connected set of intersections, adjacent to no 
empty intersections or nonimmortal stones outside the set, a room. If all intersections in 
the room are on the border of the room, and all intersections in the room are adjacent 
to only immortal Black stones outside the room, except for one intersection, which 
is adjacent to (perhaps) some immortal Black stones outside and just one immortal 
White stone outside, we will call the room a hyper-Black room. In this case, the only 
nondominated move for both Black and White will be to play next to the White stone, 
assuming that this intersection is empty. If Black plays here, the empty intersections 
inside the room will all become Black’s territory, any White stones inside the room 
will become dead, and the value of the position will become a nonnegative integer. 
Of course, by interchanging Black and White we can define hyper- White rooms, with 
similar properties. 
The simplest hyper-Black room is a corridor, as shown in Fig. 10. In this case, after 
any number of White’s moves, the remaining room will still be hyperBlack. Hence 
the value of the Go position in the figure will be 8 )I ( 7 11 6 ] 0. If cooled by 1 [l, 
Ch. 61 [3, Ch. 91, or chilled [5, Section 2.41 [2, Sections 3.5.4, 3.61, this will become 
7 + (0 I $4). This is, up to an integer, the value of the coin in Fig. 10. In general, a 
Black corridor as in Fig. 10 with r > 0 empty spaces and n > 0 stones will correspond 
[5, Section 3.41 [2, Section 4.31, after chilling, to the integer 2n + Y - 2 plus a red coin 
of value 2n - 2, r - 1 squares above the bottom row. 
Coins with an integer value that are not in the left-hand column also correspond 
to something that can occur in Go. See [5, Section 3.101 or [2, Section 4.1 l] for an 
example involving a set of interacting corridors. 
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Fig. 10. Coin-sliding and Go 
Fig. 1 I A more complicated corridor. 
Fig. 12. A still more complicated room. 
If we have a Black corridor with White stones at intervals along it, the position may 
correspond to a coin in the leftmost column with a non-integral value. For example, 
the position in Fig. 11 has value 13 jll(ll 12 (llli 7 (I(1 6 ((1 5 (( 4 ( 0, or, chilled, 
12 + +4+(_2,,,2). This corresponds to a coin with value 4 + (-2 ( 0’). Theorem 8 lets 
us play multiples of this coin together with any number of coins of integral value. 
In fact, we can play arbitrary corridors of this form with each other, as long as the 
gaps between successive strings of White stones in all corridors are always at least 4 
intersections long and always have the same parity (odd or even.) 
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Another application of Theorem 8 is for a hyper-Black room that, at some point, 
breaks up into two hyper-Black rooms, as shown in Fig. 12. After two moves by White, 
the position will break up into two Black corridors, of values 7 1 )I/ 6 )I( 5 (( 4 1 0 and 
9 IllI 8 III 7 II 6 IO. Th e value of Fig. 12 itself will then be 23 11 22 ( ({ 7 I I ) I 6 ( 1 I 5 I( 4 ( 
0) + {9 ](I( 8 I([ 7 I( 6 ( 0}), or, after chilling, 22 + +6+1_4,0Zl+l_2,021. This corresponds 
to a coin of value 6 + (-4 I 02} + (-2 I 02}, w tc we could play together with h’ h 
coins of integral value, or even together with the coin of Fig. 11. We could also handle 
corridors with more than one branching point by applying Theorem 8 recursively. 
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