ABSTRACT For modern enterprises and organizations, new business workflow can be constructed by reusing already available similar workflows in the repository. Workflow reuse is an important method for implementing business workflow management. Semantic workflows contain control-flow, data-flow, and semantic information relevant to a domain, which facilitates workflow reuse and adaptation. A similarity metric for semantic workflows is important for achieving workflow reuse. However, the existing similarity metrics for semantic workflows focus on workflow structures while ignoring their behaviours, which affect the quality of retrieved similar semantic workflows. Therefore, this paper proposes a behavioral similarity metric for semantic workflows based on semantic task adjacency relations with importance (ISTARs) that incorporate domain knowledge. First, ISTARs that involve semantic tasks and importance of semantic task adjacency relations are defined, and the ISTARs set is used to express the behaviour of the semantic workflow. The ISTAR similarity proposal is based on the similarity between two ISTARs sets and represents the similarity between semantic workflows. The ISTAR distance deduced from ISTAR similarity satisfies the properties of distance metrics. An experimental evaluation revealed that the proposed ISTAR similarity resulted in more effective retrieval of similar semantic workflows than did existing popular behavioral similarity measures.
I. INTRODUCTION
In recent years, the use of workflows has significantly expanded from its original domain of business processes towards new areas [1] such as electronic commerce, medical care and scientific analysis. The increasing demand for individual and more flexible workflows has motivated researchers to seek methods to support workflow reuse and adaptation. Recently, business workflow management based on case base reasoning (CBR) and domain knowledge, which is known as process-oriented case-based reasoning (POCBR) [1] , has been proposed. POCBR uses workflow cases to record experience-based knowledge during workflow modelling and execution while reasoning with workflow cases to support domain experts in the creation, reuse and adaptation of workflows. Semantic workflows enrich traditional workflows by adding semantics and constraints to the individual elements of traditional workflows that are relevant to a domain, which facilitates workflow reuse and adaptation. The retrieval of similar semantic workflows is the primary task in semantic workflow reuse and adaptation, and the core of this retrieval process is the similarity measure. Meanwhile, a similarity measure for workflows is an essential part of acquiring, classifying, and integrating workflows, further accelerating the evolution of process-aware information systems (PAISs) in modern enterprises and organizations.
Researches on processes similarity are mainly focused on three aspects: nodes matching similarity, structural similarity and behavioural similarity. Ehrig et al. [2] proposed a similarity measure for semantic business process models (SBPMs) transformed from Petri Nets based on nodes' labels semantic similarity. Although its calculation is fast, ignoring the structural and behavioural characteristics of processes leads to inaccurate results. Dijkman et al. [3] proposed a similarity measure for processes modelled by reduced event-driven process chains (EPC) or Business Process Modeling Notation (BPMN) based on graph edit distance, and Montani et al. [4] presented a similarity measure for processes represented by graphs based on extended graph edit distance. Bergmann et al. [1] focused on structural characteristics of semantic workflows, and proposed a similarity metric based on graph edit distance by use of the map between all nodes or arcs of two semantic workflows. As semantic workflows with similar structures may have different behaviours, ignoring their behavioural characteristics undoubtedly affects the quality of retrieved similar semantic workflows.
Dynamic behaviour is the essential characteristic of the semantic workflow [5] , and therefore, the behavioural similarity is more reasonable and accurate than is the structural similarity. Sun et al. [6] employed the representative traces (RT) set to express the behaviour of the semantic workflow and calculated the similarity among semantic workflows based on the optimal map of sets of RTs. However, semantic workflows with high concurrency have a large number of RTs, which may cause a state space explosion. However, determining how to adequately express the behaviours of semantic workflows is always a difficult problem for researchers.
Researchers have proposed many methods to express process models' behaviours, such as the casual footprint (CF) [7] , [8] , principal transition sequences (PTS) [9] , transition adjacency relations (TAR) set [10] , behavioural profile (BP) [11] , complete firing sequences (CFS) [12] , transition adjacency relations (TAR) set with importance [13] , and task occurrence relations(TOR) [14] . Although these studies expressed business process models' behaviours from different perspectives, their study models were labelled Petri nets, EPCs, or other models without containing dataflow and semantic information. They cannot address the issue of data-flow and semantic information that is relevant to a domain. Consequently, the methods proposed in these studies can not be directly applicable to the expression of semantic workflows' behaviours.
The TARs set with importance [13] expresses the behaviour of the process model more adequately than the previously mentioned other methods and has a concise form, providing some inspiration for us to express semantic workflow behaviours. Therefore, the semantic task adjacency relation with importance (ISTAR) was proposed in this paper. While the ISTARs set is used to express the behaviour of the semantic workflow, a behavioural similarity metric based on ISTAR for semantic workflows is proposed.
The remainder of the paper is structured as follows: the next section introduces the preliminaries. The behavioural similarity metric for semantic workflows based on ISTAR is presented in Section III. An experimental evaluation is discussed in Section IV, and we conclude the paper and provide an outlook for future studies in Section V.
II. PRELIMINARIES
Definition 1 (Semantic Workflow [1] ): A semantic workflow is a semantically labelled directed graph SW = (N , E, S, τ ), where N is a set of nodes and E ⊆ N × N is a set of edges. The nodes N = N T ∪ N C ∪ N D can be task nodes N T , data nodes N D , or control-flow nodes N C . S:N ∪E → associates to each node and each edge a semantic description from a semantic metadata language . Each semantic description contains semantic information relevant to a domain and is mapped to a class( or concept) of ontologies. τ :N ∪ E → type associates to each node and each edge a type from the set Ω, where Ω consists of the following types: task node, data node, control-flow node, control-flow edge and dataflow edge.
The data-flow edges describe the linkages of the data objects consumed and produced by the task node. The control-flow edges represent workflow control.
is the semantic metadata language used to semantically annotate nodes and edges. The classes mapped by semantic descriptions of task nodes and data object nodes are organized into task ontology and data object ontology, respectively, according to the semantic subsumption relationships between these classes. These ontologies are called domain ontologies. As the main focus is on the semantic descriptions of nodes, the semantic descriptions of edges are often taken into account when needed.
Example 1: Fig. 1 displays the semantic workflow SW 1 , which describes the process of cooking baked spaghetti.
Semantic workflow representations are created on the basis of BPMN language when adding data objects to task nodes and can be used to describe both control-centric business workflows and data-centric scientific workflows. For brevity, this paper focuses only on control-centric business workflows.
Under the premise that the semantic descriptions of the task node and its input data objects adequately describe the task node's behaviour, the output data objects of the task nodes are often omitted in the semantically labelled directed graph of semantic workflows, as shown in the semantic workflow SW 2 in Fig. 2 .
Definition 2 (Block-Structured Semantic Workflow): A block-structured semantic workflow is a workflow in which the opening node and the closing node from N C define the control-flow block. Each control-flow block specifies an AND, a XOR, or a LOOP block. The control-flow blocks may be nested but must not be interleaved or empty.
In Fig. 2 , SW 2 is a block-structured semantic workflow. In practice, most workflows are block-oriented; therefore, this study primarily considers block-structured semantic workflows. is a STAR, where a, b ∈ N ST , N ST is a set of semantic task nodes,
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the input data objects set and the output data objects set of task node t, respectively} iff there exists a trace tr∈TrS with tr = st 1 , st 2 , st 3 , . . ., st n , that satisfies st i = a and st i+1 = b (i ∈ {1, 2 . . . , n − 1}). The set of all STARs of SW is referred to as the SW's STARs set.
Using the object-oriented design thought, the task node along with data objects that it processes is represented as an object of the type of semantic task node. The semantic task node st a with only input data objects is expressed as (t x , d in ), and the semantic task node st b without input and output data objects is expressed as (t y ), where t x , t y ∈ N T represents the task nodes of st a and st b , respectively, and d in ⊆ N D is the input data object nodes set of the node st a .
The STAR <a, b> in the sequence or concurrency block is generally considered to have the same importance with the STAR <a, b> in the exclusive or loop block, where a, b are semantic task nodes of a semantic workflow. As a result, the STARs set cannot distinguish the differences among these control-flow blocks, which hinders the use of STARs set for the adequate expression of semantic workflows' behaviours. Therefore, the importance of each STAR in the STARs set is introduced, and then the concept of ISTAR is proposed based on the definitions as follows.
Definition 4 (ISTAR): Let S be the STARs set of the semantic workflow SW = (N , E, S, τ ), and <a, b>∈ S be a STAR, where a, b ∈ N ST . If <a, b> is assigned an importance coefficient (IC) of α > 0 that reflects the degree of importance when a, b occur successively, then it is referred to as an ISTAR with the notation α<a, b>. The set of all ISTARs of SW is referred to as the SW's ISTARs set.
It is obvious that expressing the semantic workflow's behaviour with the ISTARs set is more reasonable than using only the STARs set. To generate the ISTARs set of the semantic workflow, its STARs set must be obtained first. Many studies have addressed the generation of the TARs sets for labelled Petri nets, such as complete prefix unfolding (CPU) [15] to void the state space explosion; however, they are not directly applicable to semantic workflows. Few studies address the generation of the STARs sets for semantic workflows. Therefore, the STARs set generation algorithm 
Algorithm 1 STARs Set Generation Algorithm
Input: block-structured semantic workflow SW Output: SW's STARs set TS for the semantic workflow is presented in this study. The STARs set can be generated with Algorithm 1 as follows:
The pre(nc) and post(nc) in the 3rd line of Algorithm 1 denote the precursor and the successor semantic task nodes of nc, respectively. The dpost(t a ) in the 12th line of Algorithm 1 denotes the direct successor semantic task nodes of t a .
To generate the ISTARs set of the semantic workflow, each STAR in the STARs set must be assigned an IC to form an ISTAR. As a result, the entire ISTARs set can be obtained. Before assigning ICs to STARs, each control-flow edge of the semantic workflow must be assigned an IC, during which the semantically labelled directed graph of the semantic workflow needs to be traversed. The method for assigning ICs to control-flow edges of the semantic workflow is as follows:
As shown in Fig. 3 , four control-flow blocks exist. A, B, C, and D are semantic task nodes' labels that represent the semantic descriptions of the nodes. For brevity, the data objects nodes of these semantic task nodes are omitted here. Assume that the IC of the control-flow edge connected to the source node is α. In general, the stem edge connected to the source node is assigned an IC of 1.
1) In the sequence block, the ICs of the control-flow edges are equivalent to that of the stem edge. Fig. 3 (a) depicts a sequence block, where
2) In the concurrency block, the ICs of the outgoing edges of the AND-split node are equal to that of the incoming edge of the AND-split node. In addition, the IC of the outgoing edge of the AND-join node is equal to that of the incoming edges of the AND-join node. Fig. 3 (b) depicts a concurrency block, where IC (b2,b3) = IC (b2,b4) = IC (b1,b2) = IC (b3,b5) = IC (b4,b5) = IC (b5,b6) = α.
3) In the exclusive block, the ICs of the outgoing edges of the XOR-split node are α/k, and the IC of the outgoing edge of the XOR-join node is βm, where α is the IC of the incoming edge of the XOR-split node, and β are the ICs of the incoming edges of the XOR-join node, and k and m are the number of branches of the XOR-split node and XOR-join node, respectively. Fig. 3(c) depicts an exclusive block, where IC (c1,c2) = α, and IC (c2,c3) = IC (c2,c5) = IC (c4,c7) = IC (c6,c7) = α/2, and IC (c7,c8) = α.
4) In the loop block, for the LOOP-start node, the ICs of all incoming edges are equal, and the IC of its outgoing edge is twice ICs of its incoming edges. For the LOOP-end node, the ICs of all outgoing edges are equal, and the IC of its incoming edge is twice ICs of its outgoing edges. Fig. 3(d) depicts a loop block, where IC (d1,d2) = IC (d3,d2) = α, IC (d2,d4) = IC (d4,d5) = 2α, and IC (d5,d6) = IC (d5,d3) = α.
To assign an IC to the STAR to form an ISTAR, the IC of the STAR must be determined beforehand. The method to determine the IC for an ISTAR is as follows:
1) If the STAR of the ISTAR is composed of two directly connected semantic task nodes, then the IC is equal to that of the connecting edge. In Fig. 3(a) , the IC of <a2, a3> is α and its corresponding ISTAR is α<a2, a3>.
2) If the STAR of the ISTAR is composed of two semantic task nodes that are connected via a routing node, then the IC equals the minimum IC of their connecting edges. In Fig. 3(d) , the IC of <d3, d4> is min(2α, α) = α and its corresponding ISTAR is α<d3, d4>.
3) If the STAR of the ISTAR is composed of two semantic task nodes that are not directly connected or not connected via a routing node, then the two semantic task nodes are in concurrency relation. The IC of the STAR is the minimum IC of their incoming edges. In Fig. 3(b) , the IC of <b3, b4> is min(α, α) = α and its corresponding ISTAR is α<b3, b4>.
In business processes that are modelled with labelled Petri nets or EPCs, transition or task nodes are generally represented using their labels. This notation is also adopted in this paper. The task nodes and the data object nodes of a semantic workflow in Definition 1 are also represented using their labels or semantic descriptions.
Example 2: Generate the ISTAR set tars 2 for SW 2 in Fig. 2 .
, and st 9 = (Bake).
Therefore, 6 , st 3 >, 1<st 3 , st 6 >, 1<st 6 , st 4 >, 1<st 4 , st 6 >, 1<st 6 , st 5 >, 1<st 5 , st 6 >, 1<st 5 , st 7 >, 1<st 6 , st 7 >, 1<st 7 , st 8 >, 1<st 8 , st 9 >}.
B. BEHAVIOURAL SIMILARITY BASED ON ISTAR

Definition 5 (STAR Similarity):
For the semantic workflows 
In 
where 0 ≤ k 1 , k 2 , and k 3 ≤ 1 are the weights of the local similarities in the global similarity and t 2 ) is the similarity between t 1 and t 2 and is obtained by the similarity between their semantic descriptions, which are calculated according to the domain task ontology.
where C 1 and C 2 are the concepts in the task ontology that correspond to the semantic descriptions of t 1 and t 2 respectively, LCS(C 1 , C 2 ) is the most specific parent concept of C 1 and C 2 , and depth(C) is the depth of the concept C in the task ontology hierarchies. sim(dIn 1 , dIn 2 ) and sim(dOut 1 , dOut 2 ) are the similarities between the input and output data object sets, respectively. To calculate sim(dIn 1 , dIn 2 ), the map between dIn 1 and dIn 2 must be obtained. The Kuhn-Munkres [16] algorithm is effective for solving this type of problem. Then, sim(dIn 1 , dIn 2 ) is obtained by summing the similarities between the mapped elements from dIn 1 and dIn 2 . Please refer to [6] for details. sim(dOut 1 , dOut 2 ) is calculated in a similar way to sim (dIn 1 , dIn 2 ) .
The semantic description of the semantic task node is generally considered to be more important than its input/output data object sets; thus, let k 1 > k 2 and k 1 > k 3 . If the input and output data object sets are assumed to have the same importance, then
To compute the similarity between ISTAR sets using the method of Jaccard coefficient, the intersection and union of ISTAR sets need to be obtained. The STARs of two ISTARs must be determined to be equal or not first. Thus, the admissible substitute STAR is defined as Definition 8. In Definition 7, tar 1 can be substituted by tar 2 at an admissible level with the similarity threshold of cut-off1, that is to say, tar 1 is considered to be same to tar 2 at an admissible similarity level of cut-off1. Based on Definition 7, the intersection and union of the ISTARs set can be defined.
Definition 8 (Intersection and Union of ISTARs Sets):
Let S 1 and S 2 be the ISTARs sets of the semantic workflows SW 1 and SW 2 , respectively. Assume that |S 1 | ≤ |S 2 | and that Map is a partial injective mapping that maps ISTARs in S 1 to ISTARs in S 2 . Thus, the intersection of S 1 , S 2 is S 1 ∩ S 2 = {min(α, β)tar 2 |<αtar 1 , βtar 2 > ∈ Map}, and the union of S 1 , S 2 is S 1 ∪ S 2 = {max(α, β)tar 2 | <αtar 1 , βtar 2 >∈ Map} ∪ {αtar 1 ∈ S 1 |αtar 1 / ∈dom(Map)}∪{βtar 2 ∈ S 2 |βtar 2 / ∈cod(Map)}. The intersection and union of S 1 and S 2 can be obtained using Algorithm 2 as follows:
The sim(Map) in the 3rd line of Algorithm 2 is the weighted sum of the similarity scores of the current map Map. Algorithm 2 is implemented with a greedy strategy and sometimes may lead to a suboptimal Map. To improve Algorithm 2, a heuristic method will be employed in the future. 
∈ Open|p = α tar 1 , q = βtar 2 >}; 5. end 6. while αtar 1 ∈ S 1 and αtar 1 / ∈ A or βtar 2 ∈ S 2 and βtar 2 / ∈ B do 7.
respectively. The similarity between SW 1 and SW 2 is
where |S 1 | and |S 2 | are the sum of the ICs in S 1 and S 2 , respectively. The similarity between semantic workflows is calculated using the method of Jaccard coefficient that is a popular metric for computing the similarity between sets. ISTARs sets adequately express the behaviours of semantic workflows, therefore similarities between ISTARs sets are used to represent the behavioural similarities between semantic workflows. Although similarity based on ISTAR is intended for control-centric business workflows, it can easily be applied to data-centric scientific workflows because of their simpler control flows [17] , [18] .
Next, we can define the distance measure between semantic workflows based on ISTAR as follows.
Definition 10 (Distance Based on ISTAR):
Let SW 1 and SW 2 be two semantic workflows; the distance between the workflows is
Theorem 1: Semantic workflow distance based on ISTAR satisfies the four properties of metric space-nonnegativity, symmetry, identity and triangle inequality-and it is a distance function of the metric space.
Proof: Let S 1 , S 2 , and S 3 be the ISTARs sets of the semantic workflows SW 1 SW 2 ) satisfies the symmetry. Thus, distance(SW 1 , SW 2 ) satisfies the symmetry property.
2) Because sim(SW
3) Because distance(SW 1 , SW 3 ) . Therefore, distance(SW 1 , SW 2 ) satisfies the triangle inequality property.
Therefore, distance(SW 1 , SW 2 ) is a distance function of the metric space.
C. EXAMPLE
Assume that the semantic workflow case-base CB 1 contains the workflows SW 1 , SW 2 , SW 3 and SW 4 . Let SW q be the query workflow, as shown in Fig. 4(e) . The domain task ontology and data ontology are shown in Fig. 5(a) and Fig. 5(b) , respectively. The goal is to retrieve the workflow that is the most similar to SW q in CB 1 . Let k 1 =0.7, k 2 =0.3 and k 3 =0 in (2), and let cut-off1=0.8 in Definition 7. We compared ISTAR with RT [6] , CF [5] , CFS [12] and TAR++ [13] . The results of the similarity are listed in Table 1 . Due to the lack of domain knowledge and data object nodes in TAR++, CF and CFS, we introduced domain knowledge to them and made some adaptations, such as the omission of data object nodes. From Table 1 , TAR++ and CF cannot distinguish SW 2 from SW 3 because they cannot handle data object nodes. ISTAR and TAR++ label controlflow edges; thus they can easily distinguish concurrency blocks from exclusive blocks in SW 2 and SW 4 compared with others. Although CFS and RT can distinguish SW 2 from SW 3 , the similarity result is too close, which is inconsistent with the facts. In contrast, ISTAR can easily distinguish SW 1 from SW 3 . Therefore, ISTAR obtains the best results, and SW 2 is the semantic workflow that is the most similar to SW q .
D. COMPLEXITY ANALYSIS OF SIMILARITY BASED ON ISTAR
The main computations of similarity based on ISTAR comprise three parts: assigning ICs to control-flow edges, generating the STARs set and obtaining the intersection and union of the ISTARs sets. 2) Referring to [19] , it can be deduced that the STARs set generation algorithm has a time complexity Based on these three points, the time complexity of ISTAR similarity is O(|N T | 6 +|E C |) and its space complexity is O (|N T | 4 ) .
IV. EXPERIMENTS AND ANALYSIS
A. EXPERIMENTAL SETUP
Our experiments were conducted on a laptop with a dual core Intel processor running at 2.4 GHz and with 8 GB RAM, on the 64-bit Windows 7 operating system with Java Virtual Machine version 1.6 (with 1024 MB of allocated memory). Our dataset was obtained from WikiTaaable's Recipe (http://wikitaaable.loria.fr/) and Recipesource (http://www. recipesource.com/). The domain task ontology was obtained from WikiTaaable's culinary actions ontology, and the domain data ontology from WikiTaaable's food ontology. We randomly selected 50 pasta recipes from WikiTaaable and Recipesource and expressed their cooking instructions with semantic workflows according to Definition 1, which produced the cooking semantic workflow case-base CB 2 containing 50 workflows.
The basic structural features of CB 2 are shown in Table 2 .
B. EXPERIMENTAL EVALUATIONS 1) COMPARISONS TIMES FOR GENERATING STARS SET WITH DIFFERENT CONCURRENCY BRANCH NUMBERS
The number of concurrency branches in a semantic workflow has an important influence on the size of ISTARs set. Since the size of ISTARs set is equivalent to the size of its STARs set, the effects of varying the number of concurrency branches on the size of STARs sets were studied. The following experiments were conducted. From CB 2 , 10 semantic workflows with two branches of a concurrency structure in the main stem were randomly selected to form a test set.
For each test workflow, 0, 1, 2, 3, and 4 branches containing one task node were added to its main stem concurrency structure; then, the branch numbers K =2, 3, 4, 5, or 6. Algorithm 1 was executed, and the times for generating STARs sets with branch numbers K =2, 3, 4, 5, and 6 were recorded. Next, the average times for generating STARs sets for all the test workflows when branch numbers K =2, 3, 4, 5 and 6 were calculated. These are plotted as shown by the curve in Fig. 6 . Fig. 6 shows the time required to generate STARs set increases rapidly when K exceeds 5 or 6. This result occurs because the time to generate a STARs set is an approximately factorial function to the branch number, K . Therefore, ISTAR similarity is applicable for branch numbers K smaller than 4 or 5. However, a semantic workflow seldom has branch numbers K higher than 4 or 5; therefore, the case of K higher than 5 or 6 can be ignored.
2) COMPARISONS BETWEEN VARIOUS SIMILARITY THRESHOLDS FOR SEMANTIC WORKFLOWS
To evaluate similarity based on ISTAR, we computed the precision and recall when retrieving workflows with ISTAR. We randomly chose 10 semantic workflows from CB 2 and adapted them as follows, obtaining the query set for semantic workflows QW 1 as described below.
• Semantic workflows 1 and 2 were left unchanged.
• Semantic workflows 3 and 4 were adapted by changing the semantic description of one of their task nodes into a different semantic description that, to a person, carries the same meaning (e.g., changing 'Saute' into 'Cook'.).
• Semantic workflows 5 and 6 were adapted by deleting one of their task nodes and the data objects nodes connected to them.
• Semantic workflows 7 and 8 was adapted by changing the type of a pair of coupled split and join nodes into a different type. (e.g., changing 'AND' type into 'XOR' type).
• Semantic workflows 9 and 10 were adapted by exchanging the positions of two adjacent task nodes.
These adaptations were made to test whether the properties above affected the precision and recall performance of ISTAR.
For each query workflow sw q in QW 1 , the human expert group determined 6∼8 semantic workflows that were the most similar to sw q in CB 2 to obtain the standard result set for sw q . The human expert group consisted of two culinary experts and the author of this paper. For sw q , a similarity score was obtained on a 1 to 5 Likert scale compared with each semantic workflow in CB 2 . The similarity scores of each query workflow were summed, and the workflows with the top 6∼8 highest score sums were selected. Finally, the standard result set ofsw q was obtained.
Because a semantic workflow that has a small similarity with sw q is unlikely to be in the standard result, a similarity threshold cut-off2 is presented that indicates whether a semantic workflow is admissible. For sw q , a workflow was returned as the retrieved result only when its similarity was larger than cut-off2. To study the influence of the different similarity thresholds on ISTAR similarity, we conducted the following experiments. For each sw q in QW 1 , we computed the precision and recall corresponding to cut-off2 values of 0.45,0.55, 0.65, 0.75, 0.85, 0.95 with ISTAR. Then, we calculated the average precision and recall of 10 query semantic workflows for different cut-off2 and plotted their precisionrecall (P-R) curves as shown in Fig. 7 . Fig. 7 shows that the smaller the cut-off2 value is, the higher the average precision and recall are. However, lower cut-off2 values such as cut-off2=0.45 tend to return too many unrelated workflows, which is less plausible according to the human experts' opinions. Finally, as a tradeoff, a slightly higher cut-off2=0.55 was adopted.
3) COMPARISONS BETWEEN ISTAR AND EXISTING BEHAVIOURAL SIMILARITY ALGORITHMS
Setting STAR's cut-off1=0.8 and cut-off2=0.55, we compared ISTAR with existing popular behavioural similarity algorithms using their P-R curves. For each query workflow, we retrieved similar semantic workflows with TAR, TAR++, CF, BP, CFS and RT and plotted their P-R curves in Fig. 8 .
The majority of ISTAR's P-R curve is above that of TAR++'s P-R curve, which demonstrates that introducing domain knowledge and input/output data objects to semantic task nodes improves the retrieval performance. ISTAR's P-R curve is completely above the TAR's P-R curve, which demonstrates that assigning ICs to STARs can distinguish loop blocks from concurrency blocks and improve the retrieval performance. Moreover, ISTAR's P-R curve is above the P-R curves of CF, BP, CFS and RT, which indicates that ISTAR's retrieval performance is better than the retrieval performance of these other algorithms.
4) ISTAR's PERFORMANCE EVALUATIONS
We randomly selected 5 query workflows from QW 1 and obtained the set of query workflows QW 2 . Increasing the size of the workflow case-base CB 2 from 10 to 50 with a step size of 10, for each query workflow in QW 2 , we retrieved similar semantic workflows using ISTAR, TAR, TAR++, CF, BP, CFS and RT and calculated the average retrieval time for each method. The results are shown in Fig. 9 . ISTAR's retrieval time is longer than that of TAR, because ISTAR requires more time to handle the input/output data object nodes and ICs. ISTAR's retrieval time is also longer than that of TAR++ due to the time required to handle the input/output data objects. However, ISTAR's retrieval time is less than those of BP, CF, CFS and RT, demonstrating that ISTAR is faster than the other algorithms.
Based on these experiments, we conclude that ISTAR's consideration of the semantic tasks' input/output data objects while including domain knowledge and assigning ICs to STARs improves the retrieval performance of similar semantic workflows. Despite the fact that ISTAR's retrieval time is slightly longer than the retrieval time of the TAR and TAR++ algorithm, semantic workflow reuse is generally not required to be completed in real time; therefore, ISTAR's retrieval time is acceptable. Based on our analysis results, we can conclude that similarity based on ISTAR satisfies the requirements for retrieving similar semantic workflows for POCBR at an acceptable cost.
V. CONCLUSIONS AND FUTURE WORK
In this paper, a behavioural similarity metric for semantic workflows based on ISTAR was proposed. We defined ISTAR by assigning an IC to a STAR, which causes the ISTARs set to more accurately and concisely express the behaviours of semantic workflows than existing popular methods. Next, we presented an algorithm to generate the ISTARs set of the semantic workflow and calculated the similarities between ISTARs sets using the Jaccard coefficient to represent the behavioural similarities between semantic workflows. We proved that the semantic workflow distance based on ISTAR satisfies the properties of distance metrics. An experimental evaluation indicated that ISTAR has an advantage over existing popular behavioural similarity measures and, as a result, satisfies the requirement of similar semantic workflow retrieval for workflow reuse and adaptation in POCBR at an acceptable cost.
In future studies, we plan to investigate new methods to more accurately express the behaviours of semantic workflows and improve the computational efficiency of VOLUME 5, 2017 the algorithms. We also aim to design an index for the casebase of semantic workflows combined with domain knowledge to improve the retrieval efficiency of similar semantic workflows. 
