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This paper investigates the relation between the eigenvalues of a
Euclidean distance matrix (EDM) and those of the corresponding
positive semidefinite matrix. More precisely, let D1 and D2 be two
EDMs and let B1 and B2 be the corresponding positive semidefinite
matrices such that Di = κ(Bi) (i = 1, 2). In this paper, when the
eigenvalues of B1 majorizes those of B2, a condition under which the
eigenvalues of D1 majorizes those of D2 is derived.
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1. Introduction
A Euclidean distance matrix (EDM) has a one-to-one correspondence with a centered positive
semidefinite matrix. This paper investigates the relation between the eigenvalues of an EDM and
those of the corresponding positive semidefinite matrix.
A symmetric and nonnegative matrix with zero diagonal elements is called a predistance matrix.
An n× n predistancematrix D = (dij) is said to be an EDM, if there exist a positive integer r ( n− 1)
and n points p1, . . . , pn ∈ r such that
dij = ‖pi − pj‖2 (i, j = 1, . . . , n),
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where ‖ · ‖ denotes the usual Euclidean norm on r . As is well-known, a necessary and sufficient
condition for a predistance matrix D to be an EDM is that
τ(D) = −1
2
PDP with P = In − 1
n
eeT (1.1)
is positive semidefinite (Schoenberg [9]), where In is the n × n identity matrix and e is the vector of
all ones.
To be more specific, letn be the set of n × n EDMs, and denote byn(e) the set of n × n positive
semidefinite matrices B such that Be = 0:
n(e) = {B ∈ n | Be = 0},
wheren is the set of n×n positive semidefinite matrices. Then the linear mapping τ : n → n(e)
defined by (1.1) is one-to-one, and its inverse mapping, say κ : n(e) → n, is given by
κ(B) = beT + ebT − 2B with b = diag(B), (1.2)
where diag(B) is the vector consisting of the diagonal elements of B. Let Sn be the linear space of n× n
symmetric matrices, and consider its two subspaces SH and SC , where
SH = {X = (xij) ∈ Sn | x11 = · · · = xnn = 0}
is the space of hollow symmetric matrices and
SC = {X ∈ Sn | Xe = 0}
is the space of centered symmetric matrices. The sets n and n(e) are subsets (more specifically,
closed convex cones) of SH and SC , respectively. Furthermore, as is shown by Johnson and Tarazaga
[5], the two mapping τ and κ are mutually inverse when they are viewed as
τ : SH → SC and κ : SC → SH.
The structure of n and n(e) are fully studied by Hayden et al. [3], Tarazaga, Hayden and Wells [10]
and Tarazaga [11] from geometric points of view.
This paper investigates the relation between the eigenvalues of an EDM and those of the corre-
sponding positive semidefinite matrix. To state the problem precisely, for a symmetric matrix X , let
λ(X) be the vector of the decreasingly ordered eigenvalues of X . Let Bi (i = 1, 2) be two arbitrary pos-
itive semidefinite matrices inn(e), and let Di = κ(Bi). Suppose that the eigenvalues of B1 majorizes
those of B2:
λ(B1)  λ(B2). (1.3)
Here, for two vectors x = (x1, . . . , xn)T and y = (y1, . . . , yn)T , we say that xmajorizes y and denote
it by x  y, if
k∑
i=1
x[i] 
k∑
i=1
y[i] (k = 1, . . . , n − 1) and
n∑
i=1
xi =
n∑
i=1
yi,
wherex[i] andy[i] are the ith largestelementsofx andy, respectively (see [8] fordetail). Someproperties
of the eigenvalues of EDMs are studied by Hayden and Tarazaga [4] and Alfakih [1]. However, little is
known about the relation between the eigenvalues of an EDM and those of the corresponding positive
semidefinitematrix. In this paper, when the eigenvalues of B1 majorizes those of B1, a condition under
which the eigenvalues of D1 majorizes those of D2 is derived.
While this problem is primarily of theoretical interest, the results here will be helpful in some
applied areas such as multidimensional scaling in statistics, where it is often required to compare
several EDMs to detect possibly significant difference among them. In such cases, it is natural to
compare the location, size, shape and spreadth of their configurations by using statistical measures,
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some of which are functions of the eigenvalues of the corresponding positive semidefinite matrices.
To see this more precisely, let D and B be the EDM and its corresponding positive semidefinite matrix
in question, and let B = CCT be a rank decomposition of B, where C is an n × r matrix of full rank
and the set of its row vectors {c1, . . . , cn} gives a configuration of D. A typical measure for the size
of the configuration is
∑n
i=1 ‖ci‖2 = tr(CCT ) = tr(B), which is clearly the sum of the eigenvalues
of B. When measuring the sphericity of the configuration, one may be interested in how close the
covariance matrix of the configuration, V = (1/n)∑ni=1 cicTi , which is an r × r positive definite
matrix, to the identity matrix (up to a multiplicative constant). In such a case, majorization ordering
of the eigenvalues of V plays an important role, where if the eigenvalues of V are majorized by those
of another covariancematrix, say V ′, then V is understood to bemore spherical than V ′. Here, it is easy
to see that V = (1/n)CTC and hence the eigenvalues of nV coincides with the nonzero eigenvalues
of B. Therefore, when comparing the sphericity of the configurations of D1 = κ(B1) and D2 = κ(B2)
with the same size tr(B1) = tr(B2), the inequality λ(B1)  λ(B2) suggests that the configuration of
D2 is more spherical than that of D1. Hence it is interesting to ask if the eigenvalues of the EDMs Di
(i = 1, 2) share this kind of monotonicity.
We begin with a well-known matrix result, in which the majorization for the eigenvalues of sym-
metricmatrices is described as a convex combination ofmatrices. For proof, see, for example, Example
2.4 of Eaton [2].
In the sequel, in order to avoid double suffix, we write two arbitrary EDMs as D and D˜ instead of D1
and D2. Correspondingly, B1 and B2 in n(e) will be written as B and B˜, respectively. Let O(n) be the
group of n × n orthogonal matrices.
Lemma 1. Let X and X˜ be two arbitrary n × n symmetric matrices. Then the inequality
λ(X)  λ(X˜) (1.4)
holds if and only if X˜ is expressed as the following convex combination
X˜ =
m∑
i=1
ciUiXU
T
i (1.5)
for some integer m, some positive reals c1, . . . , cm satisfying
∑m
i=1 ci = 1, and some orthogonal matrices
U1, . . . ,Um ∈ O(n).
In thenext section,wederiveamatrix identity that is similar to (1.5) to characterize themajorization
(1.3) for two positive semidefinite matrices in n(e). The identity is applied to describe the relation
between the eigenvalues of EDMs and positive semidefinite matrices in Section 3.
2. A characterization of majorization for eigenvalues
Let O(n; e) be the set of orthogonal matrices  satisfying e = e:
O(n; e) = { ∈ O(n) | e = e}, (2.1)
which forms a subgroup of O(n). It is clear that O(n; e) contains the group P(n) of n × n permutation
matrices as its subgroup, since every permutation matrix  satisfies e = e.
To describe an explicit expression of  ∈ O(n; e), let F be any n × (n − 1)matrix satisfying
FTe = 0, FTF = In−1. (2.2)
Then it is easy to derive the following expression ofO(n; e) (see, for example, Lemma2.1 of Kurata [6]):
O(n; e) = {FAFT + (1/n)eeT | A ∈ O(n − 1)}.
The n × nmatrix
G = (F, n−1/2e) (2.3)
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is orthogonal. It is often convenient to express  ∈ O(n; e) as
 = (F, n−1/2e)
⎛
⎝ A 0
0 1
⎞
⎠
⎛
⎝ F
T
n−1/2eT
⎞
⎠ = G(A ⊕ 1)GT , (2.4)
where ⊕ denotes the direct sum of matrices, i.e.,
A ⊕ 1 =
⎛
⎝ A 0
0 1
⎞
⎠ ∈ O(n).
Theorem 1. Let B and B˜ be two arbitrary n× n positive semidefinite matrices inn(e), and let β = λ(B)
and β˜ = λ(B˜). Then a necessary and sufficient condition for the majorization
β  β˜ (2.5)
to hold is that the equality
B˜ =
m∑
i=1
ciiB
T
i (2.6)
holds for some integer m, some positive reals c1, . . . , cm satisfying
∑m
i=1 ci = 1, and some 1, . . . , m in
O(n; e).
Proof. Suppose first that (2.6) holds. Then by Lemma 1, the majorization (2.5) clearly holds, since
O(n; e) ⊂ O(n).
To show the converse, assume that β  β˜ . Let β = [βi] and β˜ = [β˜i] with β1  · · ·  βn and
β˜1  · · ·  β˜n. Since B, B˜ ∈ n(e), the nth elements of β and β˜ are zeros: βn = β˜n = 0. So, we write
β =
⎛
⎝ β∗
0
⎞
⎠ , β˜ =
⎛
⎝ β˜∗
0
⎞
⎠ with β∗, β˜∗ ∈ n−1. (2.7)
Then it is obvious that β∗  β˜∗, and hence the two vectors are expressed as
β˜∗ =
m∑
i=1
ciiβ∗ (2.8)
for some integer m, some positive reals c1, . . . , cm satisfying
∑m
i=1 ci = 1, and some permutation
matrices 1, . . . , m ∈ P(n − 1). (See, for example, Chapter 2 of Marshall and Olkin [8].) Let
 = Diag(β∗) and ˜ = Diag(β˜∗) : (n − 1) × (n − 1), (2.9)
where Diag(x) denotes the diagonal matrix whose diagonal elements are the elements of the vector
x. Then the equality (2.8) is rewritten in terms of  and ˜ as
˜ =
m∑
i=1
cii
T
i . (2.10)
Since B and B˜ are in n(e), we can use the matrix F defined by (2.2) to express B and B˜ as
B = F	FT and B˜ = F	˜FT for some 	, 	˜ ∈ n−1, (2.11)
respectively. Let
	 = AAT and 	˜ = A˜˜A˜T with A, A˜ ∈ O(n − 1), (2.12)
H. Kurata, P. Tarazaga / Linear Algebra and its Applications 436 (2012) 1473–1481 1477
be spectral decompositions of 	 and 	˜, respectively. Then the matrices B and B˜ can be rewritten as
B = F	FT = (F, n−1/2e)
⎛
⎝	 0
0 0
⎞
⎠
⎛
⎝ F
T
n−1/2e
⎞
⎠
= G(	 ⊕ 0)GT
= G(AAT ⊕ 0)GT
= G(A ⊕ 1)( ⊕ 0)(AT ⊕ 1)GT , (2.13)
where the second line of (2.13) is due to the definition (2.3) of G, and the third line follows from (2.12).
Similarly,
B˜ = G(A˜ ⊕ 1)(˜ ⊕ 0)(A˜T ⊕ 1)GT . (2.14)
Note that A ⊕ 1 and A˜ ⊕ 1 are orthogonal matrices.
Corresponding to (2.13) and (2.14), we can rewrite (2.10) (which is a (n − 1) × (n − 1) matrix) as
the following n × nmatrix
˜ ⊕ 0=
m∑
i=1
ci(i ⊕ 1)( ⊕ 0)(Ti ⊕ 1), (2.15)
where
i ⊕ 1 =
⎛
⎝i 0
0 1
⎞
⎠
is an n × n permutation matrix. Premultiplying both sides of (2.15) by G(A˜ ⊕ 1), postmultiplying by
(A˜T ⊕ 1)GT and using (2.14) yields
B˜ =
m∑
i=1
ciG(A˜i ⊕ 1)( ⊕ 0)(Ti A˜T ⊕ 1)GT . (2.16)
Since it follows from (2.13) that
 ⊕ 0 = (AT ⊕ 1)GTBG(A ⊕ 1),
we substitute the right hand side of the above equality into (2.16) and obtain
B˜ =
m∑
i=1
ciG(A˜i ⊕ 1)
[
(AT ⊕ 1)GTBG(A ⊕ 1)
]
(Ti A˜
T ⊕ 1)GT
=
m∑
i=1
ci
[
G(A˜iA
T ⊕ 1)GT
]
B
[
G(ATi A˜
T ⊕ 1)GT
]
. (2.17)
Let
i = G(A˜iAT ⊕ 1)GT (i = 1, . . . ,m).
Then i (i = 1, . . . ,m) are in O(n; e), since the matrices A˜iA’s are orthogonal and i’s are of the
form (2.4). Hence the equality
B˜ =
m∑
i=1
ciiB
T
i
is established. The proof is complete. 
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Wecanuse thenotionofgroup-induced-ordering (orgroupmajorization) tounderstand the identity
(2.6). In fact, let G be a compact subgroup of O(n) and S be a convex cone of the space Sn of n × n
symmetric matrices. Suppose thatG acts on S via the group action
S → S : B → BT with  ∈ G.
Then for each B ∈ S , theG-orbit of B is given by
{BT |  ∈ G}.
For two matrices B, B˜ ∈ S , we say that B˜ is below B with respect to the ordering induced by G and
write B˜ G B, if B˜ is in the convex hull of theG-orbit of B, that is,
B˜ G B if B˜ ∈ co{BT |  ∈ G},
where co A denotes the convex hull of the set A. It is clear from the above definition that the inequality
B˜ G B holds if and only if B˜ is expressed as the following convex combination
B˜ =
m∑
i=1
ciiB
T
i for some 1, . . . , m ∈ G, (2.18)
wherem is a positive integer and ci’s are positive reals such that
∑m
i=1 ci = 1.
LetG0,G1 be two compact subgroups of O(n) such thatG0 ⊂ G1. Then the ordering induced by
G0 implies that induced byG1 in the sense that
if B˜ G0 B, then B˜ G1 B. (2.19)
This statement is readily follows from {BT |  ∈ G0} ⊂ {BT |  ∈ G1}. For further detail of
group-induced-ordering, see Eaton [2].
By lettingG = O(n; e) and S = n(e), we can apply the above discussion to our case. Theorem 1
can be restated as
λ(B˜)  λ(B) iff B˜ O(n;e) B, (2.20)
that is, the eigenvalues of Bmajorizes those of B˜ if and only if B˜ is below Bwith respect to the ordering
induced by O(n; e).
In the next section, the group P(n) of n × n permutation matrices also plays an important role.
Since P(n) is a subgroup of O(n; e), the ordering induced by P(n) implies that by O(n; e):
if B˜ P(n) B, then B˜ O(n;e) B holds, and hence λ(B˜)  λ(B). (2.21)
In Kurata and Sakuma [7], the ordering structure of EDMs are analyzed by using P(n), and several
monotonicity results are derived.
3. Relation between the eigenvalues of EDMs and positive semidefinite matrices
This section is devoted to investigating the relation between the eigenvalues of EDMs and those of
the corresponding positive semidefinite matrices. We begin with a simpler case, where the matrix B˜
is below B with respect to the ordering induced by P(n).
Theorem 2. Let B and B˜ be two arbitrary positive semidefinite matrices in n(e), and let D = κ(B) and
D˜ = κ(B˜). Suppose that B˜ is below B with respect to the ordering induced by P(n):
B˜ P(n) B. (3.1)
Then the eigenvalues of D majorizes those of D˜:
λ(D˜)  λ(D). (3.2)
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Proof. It follows from (2.18) that the condition (3.1) is equivalent to the following expression
B˜ =
m∑
i=1
ciiB
T
i for some i ∈ P(n) (i = 1, . . . ,m), (3.3)
wherem is a positive integer and ci’s are positive reals satisfying
∑m
i=1 ci = 1.
It is easy to see that for each B ∈ n(e) and  ∈ P(n), the linear mapping κ satisfies
κ(BT ) = κ(B)T . (3.4)
In fact, by letting diag(B) = b, we have diag(BT ) = b, and hence
κ(BT ) = beT + ebTT − 2BT
= 
(
beT + ebT − 2B
)
T = κ(B)T ,
where e = e is used in the second line.
Applying κ to (3.3) and using (3.4) yields
D˜ = κ(B˜) =
m∑
i=1
ciiκ(B)
T
i =
m∑
i=1
ciiD
T
i ,
which implies (3.2). This completes the proof. 
Now we are in a position to present a general result.
Theorem 3. Let B, B˜ ∈ n(e), D = κ(B) and D˜ = κ(B˜). Suppose that the eigenvalues of B majorizes
those of B˜: λ(B)  λ(B˜), that is, B˜ is expressed as
B˜ =
m∑
i=1
ciiB
T
i for some i ∈ O(n; e), (3.5)
where m is a positive integer, 0 < ci  1 (i = 1, . . . ,m) and ∑mi=1 ci = 1. Then D and D˜ admit the
following expression
D˜ =
m∑
i=1
ciiD
T
i + yeT + eyT (3.6)
with
y = b˜ −
m∑
i=1
ciib,
where b = diag(B) and b˜ = diag(B˜). And hence,
λ
[
D˜ − (yeT + eyT )
]
 λ(D). (3.7)
Proof. We apply κ to (3.5) to obtain
D˜ = κ(B˜) =
m∑
i=1
ciκ(iB
T
i ). (3.8)
By using the definition of κ , we see
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κ(iB
T
i ) = vieT + evTi − 2iBTi
= i
(
beT + ebT − 2B
)
Ti + (vi − ib)eT + e(vi − ib)T , (3.9)
where vi = diag(iBTi ). Substituting (3.9) into (3.8) and noting D = beT + ebT − 2B gives
D˜ =
m∑
i=1
ci
[
i
(
beT + ebT − 2B
)
Ti + (vi − ib)eT + e(vi − ib)T
]
=
m∑
i=1
ciiD
T
i + yeT + eyT , (3.10)
where
y =
m∑
i=1
civi −
m∑
i=1
ciib.
It readily follows from the definition of B˜ that
∑m
i=1 civi = b˜, completing the proof. 
Corollary 1. Suppose thatBand B˜ arepositive semidefinitematrices inn(e)withequaldiagonal elements,
and λ(B)  λ(B˜). Then λ(D)  λ(D˜).
Proof. By assumption, the vectors b and b˜ are written as b = b˜ = ae for some a > 0. This implies
that
y = b˜ −
m∑
i=1
ciib = ae − a
m∑
i=1
ciie = ae − a
m∑
i=1
cie (since ie = e)
= ae − ae × 1 = 0.
Substituting y = 0 into (3.7) yields the result. 
It should be mentioned here that the EDMs D = κ(B) and D˜ = κ(B˜) satisfying the condition of
Corollary 1 are special ones called regular figures, i.e., EDMs D satisfying
De = ξe for some ξ ∈ .
See Hayden and Tarazaga [4].
We conclude the paper with deriving a converse of Theorem 2.
Theorem 4. Let B and B˜ be two arbitrary positive semidefinite matrices in n(e), and let D = κ(B) and
D˜ = κ(B˜). Suppose that D˜ is below D with respect to the ordering induced by P(n):
D˜ P(n) D. (3.11)
Then the eigenvalues of B majorizes those of B˜:
λ(B˜)  λ(B). (3.12)
Proof. Since (3.11) holds, the two matrices admit the following expression
D˜ =
m∑
i=1
ciiD
T
i for some i ∈ P(n) (i = 1, . . . ,m), (3.13)
wherem is a positive integer and ci’s are positive reals satisfying
∑m
i=1 ci = 1.
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Since e = e for any  ∈ P(n), it is easy to see that
P = P with P = In − 1
n
eeT . (3.14)
It is also easy to show
τ(DT ) = τ(D)T for any  ∈ P(n) and D ∈ n. (3.15)
Applying τ to (3.13) and using (3.15) entails
B˜ = τ(D˜) =
m∑
i=1
ciτ(iD
T
i ) =
m∑
i=1
ciiτ(D)
T
i
=
m∑
i=1
ciiB
T
i .
This implies (3.12), completing the proof. 
We can obtain a formal generalization of this theorem by replacing (3.11) with a weaker condition
such as
D˜ O(n;e) D. (3.16)
In fact, the above proof is still valid even under (3.16), and hence (3.12) remains true. However, when
i in (3.13) are replaced by i ∈ O(n; e), some iDTi ’s may not be EDMs.
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