In data envelopment analysis (DEA) methodology, superefficiency models eliminate the DMU to be evaluated from the production possibility set (PPS) to investigate whether its performance is superefficient. However, the infeasibility has been found in the superefficiency models when variable return-to-scale (VRS) technology is assumed. In recent developments, directional distance functions (DDF) are introduced into VRS superefficiency models to address the infeasibility, and the obtained efficiency scores from the DDF-based VRS superefficiency measure are used to rank all DMUs. In this study, we discuss conditions on selecting some proper reference bundles for feasible DDF and suggest a new DDF-based VRS superefficiency measure, which is unit-invariant and does not need to specify additional parameters. Two example illustrations are evaluated to demonstrate the feasibility and usefulness of our proposed DDF-based VRS superefficiency ranking method.
Introduction
Data envelopment analysis (DEA) is one of the most useful management tools for efficiency evaluation and ranking decision-making units (DMUs). First proposed by Charnes et al. [1] , DEA has been widely used in many areas, such as education, transportation, banking, agriculture, and among others [2] . One limitation in conventional DEA models (e.g., CCR and BCC) is that they cannot fully rank those efficient DMUs but simply identify them as CCR or BCC efficient with the same efficiency scores [3] . In other words, there exist ties for efficient DMUs when we are ranking DMUs with the CCR or BCC efficiency scores.
To improve the discriminating ability and obtain a full ranking of all DMUs, especially the efficient ones, a number of researchers put forward different methods, such as superefficiency approach, cross-efficiency measurement, and common weight method [4] . As an effective technique for fully ranking DMUs, a superefficiency approach introduced by Andersen and Petersen [5] has attracted significant attention of many scholars. e superefficiency scores from the model can be greater than one for CCR and BCC efficient which are regarded as the evaluated DMUs whether being superefficient. ese superefficiency scores are then used to rank the DMUs and thereby eliminate some (but not all for some cases) of the ties that occur for efficient DMUs. However, there exist infeasible solutions in the conventional superefficiency model for certain DMUs when the variable return-to-scale (VRS) technology is assumed [6] ; such infeasibility issue restricts usefulness of the DEA superefficiency model [7] . To address the infeasibility issue, several modified superefficiency approaches have been developed, e.g., scaling up/down the observed input/output values for evaluated DMUs [8] , incorporating efficient projections of inefficient DMUs to form a new dataset (e.g., [9, 10] moving both inputs and outputs of an efficient but infeasible DMU to the frontier which is formed by the rest of DMUs [11] ).
In recent years, directional distance function (DDF) [12] attracts the interest of scholars since such method takes the input extraction and output expansion into account simultaneously in the performance evaluation applications and modellings [13] . As a result, it may yield more comprehensive ranking results than that of inputoriented DEA models or output-oriented DEA models.
Accordingly, an alternative procedure proposed by Ray [14] is to use the DDF and the resulting Nerlove-Luenberger (N-L) superefficiency measure under VRS technology assumption. Ray [14] suggested that the NL superefficiency scores obtained from the direction distance function are unique and easily interpreted. Meanwhile, Ray [14] admitted the N-L superefficiency model is feasible in most cases but two exceptions are left: (1) the obtained N-L superefficiency that could be less than − 1 yields the negative output improvement target, and (2) the model becomes infeasible when the evaluated DMU has more than one zero input value, whereas that input values of all other DMUs are positive. To deal with the above two exceptions, Chen et al. [7] specified a directional vector in the DDF and obtained a modified DDF-based VRS superefficiency model in which two positive parameters need to be predetermined by a procedure with a set of complex inequalities. But the limitation of the negative output target may exist in Chen et al. [7] 's model as pointed by Lin and Chen [15] . Using the directional vectors defined by Portela et al. [16] , Hadi-Vencheh and Esmaeilzadeh. [17] proposed two new DDF-based superefficiency models, namely, super RDM + model and super RDM − model. However, the infeasible issues occurred in both models when the evaluated DMU has the minimum input or the maximum output among all DMUs. Lin and Chen [15] proposed a modified superefficiency model with an appropriate reference bundle in the DDF, which is always feasible. Unfortunately, their model is a purely mathematical concern for well-defined solutions for all DMUs. Later, Lin and Chen [15] gave another DDF-based superefficiency model in the presence of the negative input and output value. But their proposed directional vectors depend on a parameter, which leads to sensitivity issues in the evaluation results [18] .
In this paper, to address infeasibility issue in conventional DDF-based VRS superefficiency models, we discuss conditions on choosing the proper reference bundle in the DDF to make DDF-based superefficiency always feasible under VRS. at is, our developed modified superefficiency model has generality which can be used to help the decision maker select appropriate directional vectors along which the efficient frontier is improved. In addition, the new model is independent of preassigned parameters thus eliminating the sensitivity problems that occurred in the evaluation results, and it also embeds the unit-invariant property which means the superefficiency measure is independent of the input and output units. To sum up, this study provides the generality conditions on selecting appropriate directional vectors to tackle the infeasibility issues appeared in both superefficiency models (VRS and N-L, respectively) introduced by Andersen and Petersen [5] and Ray [14] . e rest of the paper is organized as follows. Section 2 discusses the infeasibility in the DDF-based VRS superefficiency model and proposes our new model. e method is applied to one application of airlines companies for demonstration in Section 3. Section 4 concludes the study.
The VRS Superefficiency with Directional Distance Function
ere are n DMUs with the input and output matrices X � (x ij ) ∈ R m×n and Y � (y rj ) ∈ R s×n , respectively. For any evaluated DMU d (d � 1, · · · , n), the production possibility set T d for superefficiency under variable return-to-scale technology assumption [19] is defined as
Considering DMU d (x i d , y r d ) and the directional vector (g x , g y ), [12, 20] define a directional distance function based on the production possibility set T d as follows:
where (g x , g y ) is a nonzero vector in R m × R s and the selection of the directional vectors is arbitrarily (e.g., [7, 14] ). Chambers et al. [12] utilized the observed input and output values (− x i d , y r d ) as (g x , g y ), and the DDF becomes
us, the VRS N-L superefficiency model for calculating
In model (4), the observed inputs and outputs can be scaled by the proportionβ simultaneously along the direction designed by the directional vector (− x i d , y r d ).
e optimal value β in (4) is the N-L measure of technical inefficiency of the DMU under evaluation, and the efficiency score equals (1 − β) [14] . For the efficient DMU d (d � 1, · · · , n), the optimal value β < 0 means it should scale down its observed outputs while scale up its observed inputs by the same proportion to obtain an available input-output mix in the new production possibility set T d [14] . e DMU with a smaller value of β means a higher N-L superefficiency score.
Ray [14] claims that the N-L superefficiency model is feasible in most cases except two cases: first, if the optimal 2
Mathematical Problems in Engineering value β in model (4) is less than − 1, then the output bundle ((1 + β)y k ) is rendered negative [14] . Second, the model is infeasible if at least one element of the input value of the evaluated DMU is zero and all other DMUs in the reference set use the strictly positive value of that input [14] . For any input
and under the constraints n j�1,j≠d λ j � 1, λ j ≥ 0, (j � 1, · · · , n, j ≠ d), the first constraint set in model (4) failed and the infeasibility is caused in model (4).
Next, we will discuss the feasible conditions on choosing the directional vectors in VRS superefficiency with a general DDF form. Below is the VRS superefficiency with a general DDF form:
For the efficient DMU, β with a negative value means it should scale down its observed outputs while scale up its observed inputs to obtain an attainable projection. To ensure that model (5) always has feasible solutions and the outputs have a positive projection, the following inequalities should be satisfied:
Firstly, each value of g xi , g yr (i � 1, · · · , m, r � 1, · · · s) is not equal to zero. en, formula (6) can be reduced into the following equation:
To ensure that there exist feasible solutions in (7), we obtain following conditions, i.e.,
which is rewritten as
Secondly, we consider the two special cases when some elements of g xi , g yr (i � 1, · · · , m, r � 1, · · · s) equal to zero. On the one hand, if g xi o � 0, (i o � 1, · · · , m) and the i o -th input of DMU k equals to zero, but other DMUs has positive values of that input, in other words,
, then the first constraint of model (5) is not satisfied. On the other hand, if g yr o � 0, (r o � 1, · · · , s) and y r o k � max j y r o j , then model (5) fails in the second constraint. us, to ensure the VRS superefficiency DDF model (5) always has feasible solutions, the inequality (9) and the following two specify conditions should be satisfied simultaneously: Theorem 1. Given a directional vector (g x , g y ), if inequality (9) and conditions (a) and (b) are satisfied simultaneously, then the corresponding VRS superefficiency DDF model (5) always has feasible solutions. Otherwise, infeasible solutions would be obtained by model (5) .
It is not difficult to examine that the proposed directional vector (− x ik − max j x ij , y rk ) in Lin and Chen [15] always satisfies inequality (9) and conditions (a) and (b), while the directional vectors (− x ik , y rk ) in Ray [14] and (− x io +min j x ij , max j y rj − y rk ) in Portela et al. [16] fail. As a result, their methods cannot eliminate the infeasibility issues in VRS superefficiency models according to eorem 1.
Next, we develop an alternative specific directional vector which is different from Chen et al. [7] and Lin and Chen [15] to illustrate the other directions are also feasible in the VRS superefficiency DDF model (5) if inequality (9) and above conditions (a) and (b) are satisfied as eorem 1. us, the decision makers could also select other directional vectors depending on his preference and management level or other external conditions, which are not restricted to the directional vector mentioned in Lin and Chen [15] . Our developed directional vector is (− max j x ij + min j x ij , y rk ) for (g x , g y ), and the DDF becomes
Mathematical Problems in Engineering Compared to Lin and Chen [15] , here we set a common input direction by its range, which is defined as its maximum observed minus its minimum observed value [21] . Our VRS superefficiency model with the DDF in (10) to measure DMU k (k � 1, · · · , n) is max β
Similar to Ray [14] , for efficient DMUs, β with a negative value means the observed inputs/outputs should be scaled up/down, respectively, to obtain an attainable projection. eorem 2 shows that the infeasibility issue cannot happen in any case in our developed DDF-based VRS superefficiency methodology.
Theorem 2. Model (11) with the directional vector
Proof. Firstly, we prove model (11) satisfies the specific conditions (a) and (b). If the value of the i o -th input of all DMUs equal to zero, this i o -th input will not exist. If i o -th input's value of all DMUs are the same, there will be max j x i o j � min j x i o j ( ≠ 0), (i o � 1, · · · , m, j � 1, · · · , n), thus
x i o k > 0, (i o � 1, · · · , m, k � 1, · · · , n, ), but g xi o � 0, (i o � 1, · · · , m).
On the other hand, max j x i o j ≠ min j x i o j , (i o � 1, · · · , m, j � 1, · · · , n), then g xi o > 0, (i o � 1, · · · , m), condition (a) is satisfied. It is impossible that the value of the r o -th output of all DMUs is equal to zero. If y r o k � 0, (r o � 1, · · · , s, k � 1, · · · , n), at least one of the other DMUs has the positive value of this output value, that is, y r o j > 0, (r o � 1, · · · , s, j � 1, · · · , n, j ≠ k) and y r o k < max j y r o j , then condition (b) is satisfied.
Secondly, we prove model (11) satisfies the general inequality (9) under the assumption that g x > 0 and g y > 0. In model (11) , g xi � max j x ij − min j x ij , g yr � y rk and the left hand of inequality (9) equals to − min r (y rk /g yr ) � − min r (y rk /y rk ) � − 1, then we just prove that min i�1,···,m
Considering the left hand of inequality of (12) because of n j�1,j≠k λ j x ij ≤ max j x ij , we can obtain
As x ik ≥ min j x ij , (i � 1, · · · , m), the right hand of the inequality
us model (11) satisfies the general inequality (9) under the assumption that g x > 0 and g y > 0. In other words, the directional vector (− max j x ij + min j x ij , y rk ) is also proper to make the VRS superefficiency DDF model feasible.
Lovell and Pastor [22] suggested that efficiency measurement should be independent of the units of the measured input and output, which is known as "unit-invariant" or a general mathematical property known as "dimensionless" [22] . eorem 3 shows our developed model (11) embeds this useful property.
□ Theorem 3. Model (11) is unit-invariant which does not depend on the units of measurement of the input and output dataset.
Proof. We make all the input and output of the DMU k (k � 1, · · · , n) scale by l i (l i > 0, i � 1, · · · , m) and t r (t r > 0, r � 1, · · · , s), respectively. us, we can obtain
y rj ′ � t r y rj , (r � 1, · · · , s). 
Model (14) is equivalent to model (11), thus model (11) is also unit-invariant.
Next, we take a numerical example from Chen et al. [7] to compare the traditional VRS superefficiency model, N-L model, and Model (11) . Table 1 presents the data for five DMUs with two inputs and one output as well as superefficiency results. Here, the superefficiency of DMU k (k � 1, · · · , n) equals (1 − β).
In Table 1 , column 5 shows the superefficiency scores obtained from the conventional input-oriented VRS superefficiency model. DMUs B and D are inefficient, while DMUs A, C, and E are efficient. For DMU C , x 2C � 0, nevertheless, x 2j > 0, (j � A, B, D, E) . Considering the constraints j�A,B,D,E λ j � 1, λ j ≥ 0, the constraint j�A,B,D,E λ j x 2j ≤ θx 2C of the conventional input-oriented VRS superefficiency model [5] is not fulfilled. us, DMU C is infeasible in the conventional input-oriented VRS superefficiency model. Column 6 of Table 1 presents the superefficiency scores obtained from the N-L model [14] . For DMU A , the N-L superefficiency score of DMU A is 2.5000. Actually, x 1A � 2, 2x 1A < x 1j , (j � B, C, D, E) and j�B,C,D,E λ j � 1, λ j ≥ 0, thus j�B,C,D,E λ j x 1j ≥ 2x 1A . e optimal objective function value (β) is lower than − 1, and the output bundle (1 + β)y A is negative, which is impossible. For DMU C , x 2C � 0, however, x 2j > 0, (j � A, B, D, E) .
Considering the constraints j�A,B,D,E λ j � 1, λ j ≥ 0, the first constraint j�A,B,D,E λ j x 2j ≤ (1 − β)x 2C of the N-L superefficiency model (4) failed. us, DMU C has the infeasible solution.
Column 7 of Table 1 exhibits the results obtained from our new model (11) . Similar to the N-L superefficiency model, DMUs A, C, and E are superefficient with the negative optimal function value (β). e proposed DDF-based VRS superefficiency model (11) in the current note can fully rank all DMUs.
□

Application Examples
In this section, we make comparisons between our first proposed DDF-based superefficiency under VRS and several previous superefficiency measures by example of the airline companies' dataset. e dataset is taken from Coelli et al. [23] , which was also analyzed by Ray [14] . is sample is composed of 28 airline companies including three main regions in the world: Asia/Oceania, Europe, and North America. e four input variables are labor (pilots, crew, maintenance staff, etc), fuel, other inputs (e.g., various office and maintenance materials and services), and fixed capital. e two outputs are passenger (passenger-kilometres) and freight (tonne-kilometres of freight). Table 2 presents Table 2 exhibits various superefficiency measures obtained from the standard input-oriented VRS model [5] , N-L superefficiency model Ray [14] , and our new DDF-based superefficiency model (11) , respectively. Columns 2 and 3 report the superefficiency and rankings obtained from the standard input-oriented VRS superefficiency model. JAL, QANTAS, SAUDIA, SINGAPORE, AUSTRIAN, FINNAIR, LUFTHANSA, SWISS, PORTU-GAL, AMER WEST, AMERICAN, CONTINENTAL, NORTHWEST, PANAM, TWA, and UNITED are efficient firms. Among these efficient firms, except for three firms (LUFTHANSA, AMERICAN, and UNITED) which are infeasible in the standard input-oriented VRS superefficiency model, the superefficiency scores of the other firms exceed one.
Columns 4 and 5 show the directional distance function values (β) and N-L superefficiency scores (1 − β) [14] , respectively. We obtain the same superefficient firms as the conventional VRS superefficiency model but with different superefficiency scores. From column 4 in Table 2 , the directional distance function value (β) of AUSTRIAN is − 1.4309, which means the output bundle ((1 + β)y k ) is negative.
e firm AUSTRIAN is also regarded as N-L strong superefficient (NLSSE) as its superefficiency score equals to 2.4309 which is greater than two [14] .
Columns 7 and 8 display the directional distance function values (β) and superefficiency scores obtained from our new DDF-based VRS superefficiency model (11) , respectively. We also obtain the negative directional distance function values (β) for the superefficient DMUs (JAL, QANTAS, SAUDIA, SINGAPORE, AUSTRIAN, FINNAIR, LUFTHANSA, SWISS, PORTUGAL, AMER WEST, AMERICAN, CONTINENTAL, NORTHWEST, PANAM, TWA, and UNITED) with the superefficiency scores greater than one. e new VRS superefficiency model based on the DDF can fully rank all DMUs (here refers to airline firms) with different efficiency scores.
Conclusions
In this paper, we focus on the DDF-based superefficiency models under VRS technology situation. We discuss the feasible conditions for the proper directional vector selection in the superefficiency measure to address the infeasibility issue and develop a new DDF-based VRS superefficiency model with a new and specified directional vector which differs from Chen et al. [7] and Lin and Chen [15] . In the new model, the infeasibility problems occurred in conventional VRS superefficiency and N-L superefficiency models cannot exist anymore. Furthermore, our proposed superefficiency measure does not need to predetermine the parameter as Chen et al.'s [7] and LR's modified superefficiency models [8] . Additionally, our new DDF-based VRS superefficiency model keeps unit-invariant when dealing with the measured input-output values. e results from numerical and application examples in the paper show that the proposed approach could fully rank all DMUs, and it does not confront the infeasibility. In real-world application, we suggest using the proposed method to give a fully ranking result for decision makers and to help selecting the best one or several top performers to make further managerial analysis.
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