In this article we introduce a black box type algorithm for the approximation of tensors A in high dimension d. The algorithm determines adaptively the positions of entries of the tensor that have to be computed or read, and using these (few) entries it constructs a low rank tensor approximation X that minimizes the ℓ 2 -distance between A and X at the chosen positions. The full tensor A is not required, only the evaluation of A at a few positions. The minimization problem is solved by Newton's method which requires the computation and evaluation of the Hessian. For efficiency reasons the positions are located on fibre-crosses of the tensor so that the Hessian can be assembled and evaluated in a data-sparse form requiring a complexity of O(P d), where P is the number of fibre-crosses and d the order of the tensor.
Introduction
Computations with tensors A ∈ R n d require in general a storage complexity in O(n d ). In order to keep problems tractable for d ≫ 2 on standard computers, one has to assume some kind of data-sparsity, i.e., that there exists an (approximate) representation X of the tensor A such that X can be described by fewer data. One such format is the low rank format
that allows to store the tensor X in O(kdn). The minimal number k of addends required for such a representation is the tensor rank and the number d of factors is the order of the tensor (or the dimension). Since the dimension d enters only linearly, this is applicable even in very high dimensions. However, the set of tensors T (k, d, n) := X ∈ R n d | X allows a representation of the form (1) is not a linear space. In particular, the sum of two tensors of tensor rank k is in general a tensor of rank 2k. An elementary step for computations is therefore a projection from a larger rank k to a smaller rank k ′ . This step has been analysed in detail and it is highly non-trivial: it is neither the case that a best approximation of rank k ′ always exists [6] , nor that a polynomial-time algorithm to compute a best approximation is known (provided it exists). Nonetheless, available state-of-the-art methods are quite efficient and have proven to be reliable in many practical cases [2, 4, 7] .
The situation changes when the tensor A to be approximated in the set T (k, d, n)
is not yet given in low rank format but, e.g. by an explicit formula
z iµ,µ ∈ [0, 1], i µ ∈ {1, . . . , n}, µ = 1, . . . , d, with a smooth or even analytic function
In this case the initial approximation in low tensor rank format is not evident: a straightforward multivariate interpolation of order m requires m d−1 interpolation points, i.e. the number of addends in the initial approximation is k = m d−1 . Already for dimension d = 10 and order m = 5 this is more than one million.
The only reference -to our knowledge -for an alternative approach in the literature is the three-dimensional cross approximation [13] (see also [1] for low rank approximation on given point sets and [8] for an application). The construction is explicit and does not involve a minimization step.
We propose a direct minimization of the distance between the tensor A and an element X ∈ T (k, d, n), of course with some minor modifications in order to ensure that a local best approximation exists. Then we replace the distance measure by a heuristic approximation that involves only the evaluation of the tensor A in a few indices. The choice of the indices is adapted to the tensor A and will be determined on-the-fly. The restriction to a small set of indices is reasonable, because the low rank format involves only kdn data whereas the whole tensor contains n d data. We have several possible applications in mind:
(1) Fast evaluation of multi-parametric expensive functions: In many applications, e.g., when computing boundary integrals involving singular kernel functions or when investigating the behaviour of solutions of linear or nonlinear equations, the computation of the result u(α 1 , α 2 , . . .) for a fixed set of parameters (α 1 , α 2 , . . .) is in principle possible but only with a non-trivial complexity. When the dependency on the parameters is smooth and the number of parameters larger than 2, then it is reasonable to seek a simpler representation of u (in terms of the parameters) in low rank format and to evaluate this low rank representation for many parameter combinations instead of computing u anew for each of them. Also, the low rank format allows for a further analysis (maxima, minima etc. [7] ) avoiding the computation of all parameter combinations entirely.
(2) Initial low rank approximation: In [9] a method for the fast solution of special high-dimensional partial differential equations (PDE) is presented, which requires the right-hand side of the PDE to be in low rank format. If this is not the case, then our black box algorithm can produce an initial approximation of the right-hand side in this format.
(3) Investigation of new functions: The possibility to approximate a high-dimensional function by a sum of few separable functions has only been investigated for a small number of functions (typically variants of 1/ x ). By use of our black box algorithm one has a tool at hand to investigate the approximability numerically which might then lead to a deeper analysis of the underlying function in order to prove the desired approximability.
These applications, however, are beyond the scope of this article and will be covered in forthcoming articles.
Remark 1 (Relation to Compressed
Sensing) The situation in this article is similar to the setting for compressed sensing with sparse vectors: most of the input data is redundant because of a sparsity assumption for the representation. Our problem is that we cannot take samples (inner products with random tensors) of the input tensor since we want to avoid the evaluation of the input tensor in too many indices. Also, samples in a random selection of indices will typically not lead to acceptable results.
The article is structured as follows. In the following Section 2 we introduce some notation and summarize results on the approximation of tensors in subspace bases. The minimization problem for the approximation in low rank format is presented in Section 3. In Sections 4 and 5 we specify the choice of the pivot indices and define the initial guess necessary for the partial minimization. The minimization problem is then treated in Section 6 by Newton's method. At last we present numerical results in Section 7.
Approximation of Tensors in Subspaces

Basic Definitions
We start this section by introducing some of the basic tensor-related definitions that will be used throughout the article.
The integer d is the order or dimension of the tensor. An order d = 2 tensor is simply a matrix. We call a tensor X ∈ R n 1 ×···×n d an elementary tensor, if for all µ ∈ {1, . . . , d} there exist vectors x µ ∈ R nµ such that the entries of X can be represented in the following way
We use the short notation
The rank k of a tensor X ∈ R n 1 ×···×n d is the minimal number k ∈ N 0 such that there exist elementary tensors X 1 , . . . , X k with
The set of tensors of rank at most k is denoted by
The elements of T (k, d) are called rank k tensors, the representation (2) is the low rank representation of elements from T (k, d).
Notation 3 For the rest of the article we fix the integers d, n 1 , . . . , n d and the index set
The definition of (tensor) rank for dimension d = 2 coincides with the rank of a matrix. If we write a matrix of rank k as the sum of k rank one matrices, then a tensor of rank k is the straightforward generalization to dimension d ≥ 3, i.e., the sum of k rank one tensors (elementary tensors). In the literature the terms PARAFAC (parallel factor) rank, CANDECOMP (canonical decomposition) rank or Kronecker rank are sometimes used.
Lemma 4 The storage complexity
but the number of degrees of freedom in the representation is only k(
Proof: The storage complexity is trivial since we store only the k elementary tensors X i in (2), each of which consists of vectors of length n 1 , n 2 , . . . , n d . The redundancy in the representation comes from the fact that one can normalize all but one factor to x i,µ 2 = 1 (µ = 1, . . . , d, i = 2, . . . , k):
A different kind of rank will be introduced next. If we write an n × m-matrix R of rank k as the linear combination of basis vectors U i for the column span times basis vectors V j for the row span,
then the Tucker format introduced next is the generalisation of this to higher dimensions d ≥ 3.
Definition 5 (Tucker rank, Tucker format) The Tucker rank of a tensor T ∈ R n 1 ×···×n d is the tupel (k 1 , . . . , k d ) with minimal entries k µ ∈ N 0 such that there exist orthonormal vectors u i,µ ∈ R nµ and a so-called core tensor
The representation of the form (3) is called the Tucker format, or in short we say T is a Tucker tensor. The set of tensors of Tucker rank at most (k 1 , . . . , k d ) is denoted by
The Tucker rank coincides with the usual matrix rank in the case d = 2 in the sense that k 1 = k 2 = k. In dimension d = 2 one can choose the vectors u i,µ such that the core tensor is diagonal. This is in general not possible in dimensions d ≥ 3. The Tucker format (3) is simply the representation of the tensor T in the subspace bases u iµ,µ .
Lemma 6 The storage complexity
Proof: The storage complexity involves two parts, first the k µ vectors of length n µ to store the u i,µ and the core tensor C of size
In dimensions d ≤ 3 the dominating part of the complexity is the storage of the basis vectors u i,µ , since typically k µ ≪ n µ . If the dimension becomes larger, then the complexity grows only linearly in the dimension d for the first term (assuming a moderate increase of the ranks k µ ), whereas the second term d µ=1 k µ grows exponentially, thus this format is not suitable for large dimensions d ≫ 3. However, the subspace basis vectors u i,µ can be stored in O( d µ=1 k µ n µ ) so that only the explicit assembly of the core tensor C has to be avoided. A related approach for the combined approximation using the orthonormal vectors u from the Tucker format and a rank k representation of the core tensor is presented in [11].
Decomposition and Approximation of Tensors in Tucker format
The set of fibres of A in direction µ is defined by
Example 8 In the matrix case d = 2 the set W(A, 1) is the set of column vectors of A and W(A, 2) is the set of row vectors of A.
The vectors u iµ,µ used in the representation (3) of a tensor X ∈ R n 1 ×···×n d can be obtained as follows: For each µ = 1, . . . , d we choose an orthonormal basis
The Tucker representation (3) is then given by
with the core tensor C ∈ R k 1 ×···×k d being uniquely determined by X and w i,µ (µ = 1, . . . , d, i = 1, . . . , k µ ). In theory, one can form the whole set W(X, µ) and compute an orthonormal basis, but in practice the set is much too large ( ν =µ n ν many vectors). For the practical realization we will restrict the set W(X, µ) to a small subset of fibres that will be chosen adaptively. We will describe the construction later, for now let us assume that for each direction µ a set of orthonormal vectors
is given.
Remark 9 So far we have represented a tensor T in the format (3) by use of subspace basis vectors u i,µ . If we want to approximate the tensor T by a best Tucker rank (k 
which is at most d times the squared best approximation error, i.e. the reduced subspaces V(T, µ) formed from the dominant singular vectors lead to an approximation error that is at most √ d times the best approximation error.
We conclude that the restriction to subspaces V(A, µ) is harmless, because we have a computable error bound and the error bound is close to the best approximation error.
Our goal is to compute directly a low rank tensor approximation of the form (2) where each vector is of the special structure
This means that we seek the low rank tensor approximation in the subspace spanned by the vectors v j,µ . Note that we are only interested in the basis vectors v j,µ O d µ=1 k µ n µ data and not in the core tensor C O d µ=1 k µ data . We might as well choose a complete basis (v j,µ ) nµ j=1 of R nµ in order to avoid any approximation error due to the choice of the subspaces. This complete basis would not require any a priori knowledge of the tensor.
Approximation by Low Rank Tensors
In the following we consider the representation or approximation of tensors
by sums of elementary tensors, i.e. in the set T (k, d) of low rank tensors, where the vectors belong to the span of selected orthonormal bases V(A, µ) = {v 1,µ , . . . , v kµ,µ }:
Each of the addends
Remark 10 There is one essential difference from the matrix case: a best approximation of A by a sum of k elementary tensors can -in general -not be written as the rank k − 1 best approximation plus an elementary tensor [12, 17] . For each rank k a different set of elementary tensors X 1 , . . . , X k might be necessary.
We keep in mind that we have to declare how the basis vectors v i,µ should be chosen; this will be done in Section 4. The unknowns to be determined are the coefficients α i,j,µ which are in total d µ=1 k µ k. This defines the trial or ansatz manifold in which we seek the approximation X of the tensor A.
Full minimization
The full minimization problem is to find X = X(α) such that the function
is minimized. For this minimization of f we would have to access all entries of A. If the tensor A is already given in low rank format, then this minimization problem can be solved by a Gauss-Newton method [15] , by Newton's method [14] , by a modified trust region Newton method [7] or by an alternating least squares algorithm [10, 2] . In our setting however, the tensor A is not yet given in low rank format and we want to avoid the evaluation of A for too many indices I = (i 1 , . . . , i d ). Instead, we pick a suitable subset of the fibres and minimize the difference between A and X(α) only on this subset of fibres, similar to a collocation scheme for finite elements.
Partial minimization
Let P := {I 1 , . . . , I P } ⊂ I be a set of multi-indices. We define the index sets corresponding to fibres through these indices by We replace the full scalar product ·, · by the bilinear form
The function to be minimized is now
The bilinear form ·, · P requires only the evaluation of the tensor A at a small set of indices I ∈ J p,µ corresponding to p fibres per direction µ = 1, . . . , d, each fibre being of length n µ . The choice of the set of pivot indices P will be described in Section 4: we start with an initial set P (0) of p 0 pivot elements. In order to define the set of pivots for a rank k approximation, we use the set of pivots P (k−1) from a rank k − 1 approximation and add c P new indices to obtain P = P (k) . The vectors v i,µ are defined as the dominant left singular vectors of the matrix of fibres through pivot indices in direction µ. For the minimization of f P over the parameters α i,j,µ we employ a Newton type iteration (cf. Section 6). The complete procedure is described in short in Algorithm 1.
Algorithm 1 (Black Box Approximation -Overview)
1: Start with a small or empty set of pivot indices
Enlarge the set of pivot indices:
5:
Compute the (new) fibres (w ℓ,µ ) j := A I ℓ (µ,j) in direction µ for all I ℓ ∈ P (p) (cf. Definition 7).
7:
Compute the dominant k µ ≤ p left singular vectors v 1,µ , . . . , v kµ,µ of the matrix
end for 9:
for the representation
end for 11: end for Lemma 11 The complexity for Algorithm 1 is 1. the cost for choosing the pivot elements (cf. Lemmata 12,13), 2. the cost for evaluating the tensor A on P = p 0 + c P k crosses (assumed to be
µ=1 n µ ) for the computation of the singular vectors and 4. the cost for the minimization step (cf. Lemma 15).
In the following sections and the Appendix we will specify the complexity for (1.), (2.), (4.). Eventually, the complexity is dominated by the minimization step (4.). For large P it is advisable to replace the determination of the dominant singular vectors in (3.) by a complete basis of unit vectors.
Choice of the Pivot Elements
In this section we specify how one can find the pivot indices that define the fibres used for the construction of the basis vectors v i,µ and for the partial scalar product ·, · P (p) .
The construction differs for the initial or first pivot elements and all other pivot elements.
Initial Pivot Elements
Often one has a priori information where the entries of the tensor A are large, e.g. positions of atoms in case of electron densities or reasonable parameter combinations for the approximation of multivariate functions. This can be used to define the initial pivot element or even a set I 1 , . . . , I p 0 of initial pivot elements. If there is no a priori information available, then we apply a greedy search. This greedy search need not be very accurate, it is sufficient that it gives a good indication where the remainder A − X(α) of an approximation X(α) is relatively large. When choosing only a single pivot index -and this is the usual case that we are interested in -one could (theoretically) set
If we replace this full search by a partial (greedy) search, then we obtain a single pivot element I q , cf. Algorithm 2.
Algorithm 2 Greedy Initial Pivot Search 1: Given: a set of pivot indices P, the tensor A and an approximation X = X(α). 2: Start with a (random) multi-index
3: for ℓ = 1, 2, . . . , ℓ max do 4:
Modify the index I in the µ-th component by
but ensure I ∈ P.
6:
end for 7: end for 8: Returnvalue: the pivot index I.
Lemma 12 Under the assumption that any entry of the tensor A can be obtained in O(1), the greedy pivot search from Algorithm 2 has a complexity of O(ℓ max k d µ=1 n µ ), where ℓ max is the number of pivot search steps and k is the representation rank of the approximation X.
Proof: For each step ℓ in the greedy pivot search we loop over the dimension index µ and compute for all n µ indices an entry of A − X. For A this complexity is O( 
Non-initial Pivot Elements
For the non-initial pivot elements we will severely restrict the set of indices where we seek large entries of the remainder A − X. Again, if a priori information is available one should use it as in the previous subsection. Otherwise, a random search is possible. Numerically this is unsatisfactorial, since it is non-deterministic and thus not reproducable.
We propose to search for large entries of the remainder A−X on all previous fibres followed by ℓ max steps of the simple greedy search, cf. Algorithm 3. If the evaluation of A is rather expensive, then it is advisable to set ℓ max := 0. This is both efficient, because new entries Algorithm 3 Pivot Search On Fibre-Crosses 1: Given: a set of pivot indices P = {I 1 , . . . , I p }, the tensor A and an approximation X = X(α). 
end for 6: end for 7: for ℓ = 1, 2, . . . , ℓ max do 8:
Modify the index I = (i 1 , . . . , i d ) in the µ-th component by
10:
end for 11: end for 12: Returnvalue: the pivot index I.
of the tensor A need not be computed (for ℓ max = 0), and reliable, because we use the given information of the remainder on the fibres where we have optimised the distance A − X.
In the numerical experiments of the last section we will observe that it is not sufficient to have k pivot elements (crosses) for a rank k approximation, i.e., we need to generate more than one pivot element in each step. We denote the number of pivot elements that we generate for each rank one term by c P .
Together with the initial p 0 pivot elements we obtain p 0 + kc P pivot elements for a rank k approximation.
Lemma 13 The fibre-cross based pivot search from Algorithm 3 has a complexity of
where k is the representation rank of the approximation X. Proof: In addition to Algorithm 2 and Lemma 12 we have to compute the entries of A − X for all indices of all crosses. This is of complexity O(pk d ν=1 n ν ) (cf. Lemma 22). The pivot search restricted to the previous fibres can fail already in dimension d = 2 [3] , although it is in many cases one of the best choices. Therefore, we extend Algorithm 3 by an additional greedy (random) search of Algorithm 2 (see also Section 7.4).
Rank One Cross Approximation
Based on a single cross (J p,µ ) d µ=1 of a tensor A one can define a rank one interpolation X on the cross, i.e.
which yields a reasonable rank one approximation for the whole tensor.
Definition 14 A rank one cross approximation
The rank one cross approximation from Definition 14 can be used successively in order to construct a rank k tensor approximation of A: Let X i be the i-th term. For i = 1, . . . , k the elementary tensor X i is defined as a rank one cross approximation of
However, we are not aware of a choice of the pivot elements such that the approximation is close to a best approximation. In dimension d = 2 good pivot elements are the maximal entries in modulus, which is not sufficient in dimension d > 2, as the following example shows.
We consider the tensor A of order d = 2, 3, 4, 5 and rank k A = 4 defined by the evaluation of the function
on a uniform grid in the cube [0, 1] d with n = (21) d mesh-points:
We successively apply the rank 1 cross approximation from Definition 14 (pivot index is the index of the maximal element in modulus of the remainder) in order to obtain a low rank approximation X of the tensor A.
The results in Figure 2 show that the pure cross approximation without minimization does not give good results: whereas in d = 2 the convergence is good, it slows down considerably for dimension d = 3 and becomes even worse as d increases. We conclude that the cross approximation itself is only suitable to find the initial guess for a subsequent minimization. 
The successor α k+1 is the minimizer of the following minimization problem min 
Computational difficulties arise with the above mentioned method when the function f is highly nonlinear. These difficulties usually result in an ill-conditioned Hessian matrix, making the inversion process numerically unstable. Since our target function f (α) := f P (α) = A−X(α), A−X(α) P (with or without additional constraint functions f norm (α) and f rep (α), cf. Appendix A.5) is non-convex and the Hessian is in general not positive definite, Newton's method cannot converge in general. In order to overcome this difficulty, in [7] a modified Newton's method is introduced which converges globally to a stationary point (it will not necessarily converge to a global optimum).
Finding a Descent Direction by Trust Region
In the following, we briefly repeat the procedure introduced in [7] for the approximation of tensors in the low rank format. For the modified Newton's method the trust region subproblem is of vital importance. The trust region subproblem is
for some parameter r ∈ R + and a positive definite matrix T (α). The advantage of the trust region approach is partially due to the fact that H f (α k
where λ ∈ R + is uniquely determined by the problem
see [7] for more details. The substitution ω := (1 − λ)/λ leads to
with a parameter ω ∈ [0, 1] that has to be determined adaptively.
The standard choice would be T (α k ) := Id, this leads to the gradient direction as ω → 0, but in practice we observe that the positive definite matrix
see Corollary 28, gives much better results. Thus we obtain a direction
which is for ω = 1 the Newton direction and for ω → 0 a descent direction. When solving the systemĤ f (α k , ω) iteratively by the cg-iteration, one can exploit that the convergence depends on the positivity ofĤ f (α k , ω). As long as the iteration diverges, we decrease ω. Also, when (9) is not fulfilled we restart and decrease ω. Thus, during the iterative solve the parameter ω can be determined.
Lemma 15 (Complexity of the minimization) The total complexity for the minimization using c N Newton steps is
Proof: Combine Lemma 23 and Theorem 33 in the Appendix to find that the complexity for the computation of the gradient and matrix-vector multiplication with the Hessian is O P k
Algorithm 4 Modified Newton's Method 1: Choose initial α 1 and parameters γ, β ∈ (0, 1), ε ∈ R >0 , σ ∈ (0, 1 2 ) δ ∈ R >0 , p ∈ R ≥2 , define k := 1 and ω 0 := 1. 2: while ∇f (α k ) > ε do 3:
4:
Compute d k as a solution ofĤ
by the cg-method. If the cg-method fails to converge within a prescribed number of steps (e.g. 100) or the condition
is false, we set ω k := γω k and continue with step 4.
5:
Computeω k ∈ R >0 by the Armijo rulē
6:
Remark 16 In Appendix A the efficient procedures for the computation of the gradient and evaluation of the Hessian of the given target function f are described in all details.
As mentioned in Remark 29, our preconditioner for the linear system is (D 1 ) −1 which can be computed in O(dk ′3 ) (Remark 29). Because of the splitting of H f (α k ) into a sum of matrices (cf. Definition 24), we can write
with a matrix R defined by the splitting. It follows that
As a consequence, this choice improves the condition number of (D 1 ) −1Ĥ (α k , ω k ) especially in problematic cases, i.e. if we have ω k → 0.
Line Search by Armijo Rule
The Armijo rule is characterized by equation (10). Let d(ω k ) be a suitable descent direction, i.e., a descent direction that is close to the Newton direction and fulfils (9). Our aim is to perform a line search
which requires the evaluation of the one-dimensional functionω → f (α −ωd(ω k )) for several ω ∈ R. This can best be done by changing the representation of X(α −ωd(ω k )) to the form (13) and then computing
The costs are negligible when compared to the complexity for the inversion of the Hessian and they are comparable to those for the computation of the gradient.
Numerical Examples
The optimal choice of the number of pivots
In the following numerical test we fix the tensor A to be approximated and vary the number of pivots we use, i.e. the constant c P for the number P = p 0 + c P k of pivots in Algorithm 1. The minimal reasonable choice is c P = 1 which means that we read P (d(n − 1) + 1) values from the input tensor A (assuming that there is no overlap between the fibres of different crosses) and construct a tensor X with k(d(n − 1) + 1) degrees of freedom. In Table 1 we observe that the choice p = k is not suitable: the input tensor is the tensor A from (8) of rank 4, the approximation X is of rank k = 1, . . . , 6 and interpolates the tensor A on all p = k (non-intersecting) crosses, but A = X. For the first three steps k = 1, . . . , 3 the approximation is good, but afterwards it stagnates or becomes worse. Table 1 : Approximation of a rank 4 tensor in d = 4 using P = k pivots.
The results from this numerical test as well as from several other tests we performed indicate a general feature summarized in the following conjecture.
Conjecture 17 (Approximate Interpolation)
For any tensor A of order d, any ε > 0 and any p > 0 pivot indices P = {I 1 , . . . , I p } there exists a tensor X of rank k = p such that A − X P ≤ ε, i.e. the full tensor can almost be interpolated on p crosses by a tensor of rank k = p.
Remark 18
The previous conjecture is not true for the exact interpolation of A, as the example (due to Aram Khachatryan) shows: a 2 × 2 × 2 tensor of order d = 3 and rank k = 3 exists [16] and cannot be interpolated on two crosses by rank two, because two non-intersecting crosses cover the whole index set.
There are two conclusions from our observation: First, it is not sufficient to read the data from k(d(n − 1) + 1) indices in order to find a rank k tensor approximation. In particular, from k crosses one cannot expect a reasonable rank k approximation no matter how the approximation is constructed from the crosses.
Second, we conclude that the number P of pivot indices should be larger than the rank k of the tensor X. It is clear that for large enough P we obtain the deterministic minimization problem to approximate a full tensor by a low rank one, but P enters the complexity linearly so that we want to keep P reasonably small.
In order to find the (more or less) optimal value for c P and P , we perform a numerical test. We approximate a tensor A of order d = 4 by a low rank tensor using P = c P k pivots, c P ∈ {1, 2, 3, 4, 5, 10}. The tensor A is the evaluation of the function
on a uniform grid in the cube [1, 2] d with n = (21) d mesh-points: For P = k, i.e. c P = 1, the results in Figure 3 are not convincing since the approximation accuracy stagnates. All other values yield a reasonably good approximation. The difference in the accuracies is not because of the number of crosses (c P = 2 gives almost the same results as c P = 5), but due to the fact that for each additional cross the minimization in Algorithm 1 is restarted with a slightly different target functional. Thereby, a local minimum from the previous step can be left for a better approximation and increases the probability to find the global minimizer. We observed that a value of c P = 5 is a reasonably good choice that we will use for the rest of this article. For problems where the evaluation of A is expensive, one should use c P = 2. For problems where the evaluation of A is inexpensive, one should use c P ≥ 5.
Reconstruction of low rank tensors
Now that we have obtained a suitable value for the number of pivot indices P we can try to reconstruct the rank k A = 4 tensor A from Section 5. The results for d = 3, 4, 5, 6 are contained in Table 2 . In three of the cases the tensor is reconstructed, in the case d = 4 we have computed a local minimum where the gradient of f (α) is almost zero, the Hessian H(α) is positive, but f (α) = 0. Depending on the initial guess and the pivots, this can happen as well for other dimensions.
2.8×10 
5.3×10
−5
1.2×10
−12
1.0×10 Table 2 : The table contains the relative error A − X(α) / A of the approximation of the rank 4 order d tensor A by a tensor X of rank k using P = 5k pivots.
Our conclusion is that local minima do exist and cannot be trivially avoided. The relative difference in the target function f between the local minimum and the global minimum can be arbitrarily large. A more involved investigation for avoiding local minima is necessary and will be performed in a followup article.
Approximation of a smooth non-separable function
In this section we consider the d-variate function a from (11), We perform the black box approximation for this tensor with the parameters described above. In the Newton iteration we use the stopping criterion ∇f (α i ) < 10 −10 or i.e., we stop if either the gradient is close to zero or if after ten iterations there is almost no progress. The results of the test for dimension d = 3, 4, 5 are reported in Table 3 and the error decay is depicted in Figure 4 .
(The number of Newton steps that are required to find a local minimum is quite large, sometimes more than 3000, so there is definitely room for improvements.)
In the previous example the fibre-cross approximation works quite well. However, there are still some open problems that we want to address. For a more pronounced singularity we consider a similar tensor as before:
In the first experiment we vary the dimension d = 3, 4, 5 and keep n = 50 fixed. In the second experiment we keep the dimension d = 4 fixed and vary the meshwidth n = 50, 100, 200. The results in comparison with a quasi-best rank k approximation are depicted in Figure 5 . We observe that the change of dimension has only a mild effect on the accuracy of the fibre-cross approximation, but the change of the meshwidth has much more severe consequences: the convergence (with respect to the rank k) is delayed. Here, it will be necessary to consider (algebraic) multilevel techniques as in [11] in order to be independent of the meshwidth. Fibre-Cross d=3 Fibre-Cross d=4 Fibre-Cross d=5 Quasi Best d=3 Quasi Best d=4 Quasi Best d=5 Figure 5 : The decay of the relative error for a rank k = 1, . . . , 7 approximation for varying meshwidth (left) and varying dimension (right).
Approximation of a Tensor from Quantum Chemistry
At last we consider an order d = 3 tensor describing the electron density of the CH 4 molecule. The data were kindly provided by Sambasiva Rao Chinnamsetty.
We perform the black box approximation for this tensor with the parameters described above. In the Newton iteration we use the stopping criterion ∇f (α i ) < 10 −10 or
i.e., we stop of either the gradient is close to zero or if after ten iterations there is almost no progress. We compare the approximation with the best known low tensor rank approximation of the full tensor (obtained by a trust region Newton method).
In Figure 6 we report the results for the (only theoretically interesting) full search pivot strategy and the partial search pivot strategy of Algorithm 3, which uses only the information on the previous p − 1 crosses. The results are compared to a quasi best approximation obtained from a low rank approximation of the full tensor. We observe that the (simple) partial pivoting fails: the approximation error stagnates from rank 3 on. This effect is known for the matrix case [3] and can be circumvented by either a priori knowledge (positions of atoms) or by an additional random sampling (Algorithm 2) as follows: after finding a first preliminary pivot index by Algorithm 3 we also compute a second preliminary pivot index by Algorithm 2. The better of the two (with respect to |A I − X I |) is used as the next pivot index. The results of this extended partial pivoting are presented in Figure 7 . Extended PartialPivoting Quasi Best Figure 7 : The relative error in log-scale for the rank k = 1, . . . , 10 approximation of an order d = 3 tensor using the extended partial pivoting.
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[ 
Let also ν * ∈ {1, . . . , d} \ {µ * } and m * ∈ {1, . . . , k ν * } be given, and w.l.o.g. µ * < ν * . Then we define
We omit to define Z (µ * ,j * ,ν * ,m * ) i * for the case ν * = µ * , because this term will later not be relevant since it is multiplied by zero. We use the short notation for the complementary Kronecker-δδ i,j := 1 − δ i,j .
Lemma 19
The first partial derivatives of
with respect to the variable α i * ,j * ,µ * (i * ∈ {1, . . . , k}, j * ∈ {1, . . . , k µ * }, µ * ∈ {1, . . . , d}) are
The second partial derivatives with respect to the variables α i * ,j * ,µ * and α ℓ * ,m * ,ν * (ℓ * ∈ {1, . . . , k}, m * ∈ {1, . . . , k ν * }, ν * ∈ {1, . . . , d}) are
Proof: Let i * ∈ {1, . . . , k}, µ * ∈ {1, . . . , d} and j * ∈ {1, . . . , k µ * }. Let ε ∈ R. We define the coefficients β i,j,µ := α i,j,µ + δ i * ,i δ j * ,j δ µ * ,µ ε and observe (by the multilinearity of the tensor product)
The first partial derivatives of f are now simply (due to the bilinearity of ·, · P )
Analogously we obtain the second partial derivatives.
A.2 Changing the representation
Sometimes, we require the values of X(α) at all indices I ∈ J p,µ , p ∈ {1, . . . , P }, µ ∈ {1, . . . , d}. The computation of these values can be done in two steps:
1. First we compute coefficientsα p,j,µ such that
2. Second we compute the linear combinations in (13).
The representation byα will later be used in Newton's method. The coefficientsα can be obtained in three steps
If one of the factors α
p,i,µ = 0 for all µ = q and the computation of α (2) p,i,q is possible in O(P kd).
A.3 Efficient Computation of the Gradient
In order to be able to compute the entries of the gradient of f at a position α efficiently, we have to consider the bilinear form again.
Lemma 20 Let p ∈ {1, . . . , P } and µ ∈ {1, . . . , d}. For any index I ∈ J p,µ there holds
Proof: Follows directly from the Definition of Y (µ * ,j * ) i * . As a consequence of Lemma 20, we can precompute the values
for all p, i * , µ and use these for all µ * and all multi-indices I. The P · d · k values each require a d-fold product to be computed. This can be done efficiently by consideration of the whole productγ
If more than one of the factors (X i * ,ν ) I p ν is zero, then γ(p, i * , ·) ≡ 0. If one of the factors is zero, then the corresponding non-zero entries of γ(p, i * , ·) (at most P k) can be computed in O(P dk). If all factors are non-zero, then there holds
Remark 21
The values γ(p, i * , µ) can be computed in O(P dk) for all p ∈ {1, . . . , P }, i * ∈ {1, . . . , k}, µ ∈ {1, . . . , d}, cf. Algorithm 5. We define the entries of the defect X − A on the sets of multiindices J p,µ by
Lemma 22 (Computation of the defect) Let µ ∈ {1, . . . , d} and p ∈ {1, . . . , P } be fixed and let
where the two vectors x, y ∈ R k are
Black Box Low Tensor Rank Approximation using Fibre-Crosses
The complexity for the computation of
Proof: (Representation). Let µ ∈ {1, . . . , d}, p ∈ {1, . . . , P } and I ∈ J p,µ . Then
(Complexity). If the vectors x, y ∈ R k are available for all µ, p, I ∈ J p,µ , then the complexity to compute R (p,µ) I is that of a scalar product of length k. In total this is O(P k 
The scalar products of the defect with either a component of X or a vector v j,ν from the orthonormal basis is denoted by
and all these values can be computed in
Lemma 23 (Computation of the gradient) The k d µ=1 k µ entries ∂ α i * ,j * ,µ * f (α) of the gradient of f at position α can be computed with a storage (N St ) and work (N co ) complexity of 
2.(Computation)
We have to compute entries of the form
In the case µ = µ * there holds
i.e., these values are available in O(1) each, in total
2.2.(µ = µ * ) From now on we consider the cases µ * = µ. Then the entries are of the form and its structure is analyzed in the following. The whole matrix has
entries and each of the entries requires the computation of P scalar products in dimension d. If k µ = k for all µ = 1, . . . , d and P, n µ = O(k) then a naive approach would require
operations for the setup of H and d 2 k 4 units of storage. The nonic complexity makes this approach unattractive for high dimensions and high ranks. Our aim is to reduce the setup time and to provide a form of H that allows for a fast matrix-vector multiplication in O(P k 2 d µ=1 k µ ), i.e., only quintic complexity. In addition, we derive a suitable preconditioner for the iterative solution of the Hessian.
The matrix H is of the form H = 2(D + C), where 
Proof: We split the summation over µ into the three parts
According to the Definition of Y and Lemma 20 we obtain the stated form. If we use the lexicographical ordering with respect to (µ * , i * , j * ) and (ν * , ℓ * , m * ), then D 1 is a block-diagonal matrix with d blocks on the diagonal. The first blocking with respect to µ * , ν * gives a block-diagonal matrix with matrices of the following form ∈ R kµ is a canonical unit vector. Using standard calculations we can show that
where X µ , E µ P and P µ are defined as follows: 
Remark 26 Without loss of generality, we can assume that the rank of the matrix P µ is equal to P , since otherwise we have constructed at least two fibres in direction µ exactly at the same position.
Lemma 27 Let X ∈ T (d, k) with tensor rank exactly k. Then we have for all µ ∈ {1, . . . , d} that the matrix X µ has rank k.
Proof: Assume there exists µ ∈ {1, . . . , d} with ν =µ x 1µ , . . . , ν =µ x kµ linear dependent. Then there are λ 1 , . . . , λ k ∈ R and i 0 ∈ {1, . . . , k} with This contradicts the fact that rank(X) = k.
Corollary 28 Let X ∈ T (d, k) with tensor rank exactly k and the pivot indices constructed as mentioned in Remark 26. Then D 1 is positive definite hence regular. Furthermore, we have
Proof: SinceD 1,µ = G µ ⊗ Id kµ×kµ is a sum of positive semidefinite matrices, see equation (20), it is positive semidefinite. It follows from Lemma 27 and Remark 26 that G µ is regular and thereforeD 1,µ is positive definite. Since D 1 is a block-diagonal matrix of positive definite matrices, it is positive definite. Moreover, we have
Remark 29 (Preconditioner D 1 ) The storage requirements for the matrix D 1 are O(dk 2 ). The matrices G µ ∈ R k×k can be factorized in O(k 3 ) (in total O(dk 3 ) for D 1 ), so that a subsequent matrix-vector multiplication with the inverse of D 1 takes O(k 2 d µ=1 k µ ). As mentioned above a Newton-type iteration is used to solve the minimization problem. Therefore, we have to solve a linear system in every iteration step. The matrix D 1 is a very good preconditioner for this problem, see Section 6.
The treatment of the two dense matrices D 2 and D 3 is considerably more involved than that of D 1 and will be presented in the following two Lemmata.
