This review is aimed at presenting the state-of-the-art of time domain (TD) functional near-infrared spectroscopy (fNIRS). We first introduce the physical principles, the basics of modeling and data analysis. Basic instrumentation components (light sources, detection techniques, and delivery and collection systems) of a TD fNIRS system are described. A survey of past, existing and next generation TD fNIRS systems used for research and clinical studies is presented. Performance assessment of TD fNIRS systems and standardization issues are also discussed. Main strengths and weakness of TD fNIRS are highlighted, also in comparison with continuous wave (CW) fNIRS. Issues like quantification of the hemodynamic response, penetration depth, depth selectivity, spatial resolution and contrast-to-noise ratio are critically examined, with the help of experimental results performed on phantoms or in vivo. Finally we give an account on the technological developments that would pave the way for a broader use of TD fNIRS in the neuroimaging community.
This review is aimed at presenting the state-of-the-art of time domain (TD) functional near-infrared spectroscopy (fNIRS). As described in a recent review on the history of fNIRS (Ferrari and Quaresima, 2012) , while fNIRS dates back about 20 years ago, we have to wait till 1996 for the first single-channel TD fNIRS study to appear in the literature (Obrig et al., 1996) , and only some years later, in 1998-2000, the first papers describing multi-channel TD fNIRS instruments were published (Cubeddu et al., 1999; Eda et al., 1999; Hintz et al., 1998; Ntziachristos et al., 1999; Schmidt et al., 2000) . Noticeably, from the physical and technological point of view the origin of TD fNIRS can be traced back to the 1980s, when researchers started exploring the fascinating field of diffusing photons in random (e.g. biological) media (Kuga et al., 1983) . A few years later, several studies were focused on diffuse optical imaging and spectroscopy with pulsed laser and photo-detection techniques with picosecond resolution (Chance et al., 1988; Delpy et al., 1988; Ho et al., 1989; Jacques, 1989a Jacques, , 1989b Patterson et al., 1989) .
Nowadays, about thirty years after the first studies, there is only one dual-channel TD fNIRS commercial system (Hamamatsu Photonics, 2013e) not sold outside of Japan, while there are no commercial TD fNIRS imagers available Ferrari and Quaresima, 2012) . A few laboratory prototypes have been developed by research groups located in academic or public research centers. To some extent this situation could be interpreted as the failure of the TD approach within biomedical optics. Indeed, in part of the scientific community TD fNIRS (and TD techniques in general) has the reputation of being cumbersome, bulky, and very expensive as compared to commercial continuous wave (CW) fNIRS systems. At the time of writing we cannot ignore all these pitfalls and a gap still exists between CW and TD fNIRS technology. However, we are at the forefront of a new era where recent advances in photonic technologies might allow TD fNIRS to bridge the gap and potentially to overtake CW fNIRS. In this review we try to substantiate this foresight by outlining the key physical and technological aspects that will allow TD fNIRS to reach a maturity stage and to spread in the biomedical and neuroimaging community.
In the following sections we first describe the principles behind TD fNIRS and the basics of TD fNIRS instrumentation. We then highlight the main strengths and weaknesses of TD fNIRS, notably in comparison with CW fNIRS. A concise survey of TD fNIRS data analysis and applications is further reported. Finally we give an account on future perspectives and technological developments that pave the way for a broader use of TD fNIRS in the neuroimaging community.
Principles of TD fNIRS

Basics of NIRS
To properly understand the principles of TD fNIRS it is useful to briefly recall the basics of near-infrared spectroscopy (NIRS). NIRS is a powerful spectroscopic technique used in several fields (e.g. food and agriculture, chemical industry, life sciences, medical and pharmaceutical, textiles) to nondestructively test samples like liquids (e.g. in the food sector: oil, wine, and milk), powders (e.g. pharmaceutical tablets and pills, and wheat flour), and bulk objects (e.g. in the food sector: fruits and vegetables, meat, and cheese), allowing for their analytical and chemical characterization (Siesler et al., 2002) .
In the biomedical field NIRS makes use of light to noninvasively monitor tissue hemodynamics and oxidative metabolism . In the 600-1000 nm spectral range, light attenuation by the main tissue constituents (i.e. water, lipid, and hemoglobin) is in fact relatively low and allows for penetration through several centimeters of tissue. Moreover, the difference in the absorption spectra of oxygenated and deoxygenated hemoglobin allows the separate measurement of the concentration of these two species (O 2 Hb and HHb, respectively), and the derivation of physiologically relevant parameters like total hemoglobin concentration (tHb = HHb + O 2 Hb) and blood oxygen saturation (SO 2 = O 2 Hb / tHb). The term fNIRS is then used to specifically address NIRS applications in the neuroimaging field aiming at mapping and understanding the functioning of the human brain cortex.
In NIRS a weak (a few mW) light signal is injected in the tissue and the emitted signal which carries information on tissue constituents is measured. As a result of the microscopic discontinuities in the refractive index of biological tissues, NIR light is highly scattered, therefore it is the complex interplay between light absorption and light scattering that determines the overall light attenuation. Proper physical models for photon migration (e.g. diffusion, random walk, Monte Carlo) should be used to correctly interpret NIRS signals unraveling the absorption from the diffusive contribution (Durduran et al., 2010; Martelli et al., 2009) .
The feature physical quantities in a diffusive medium are the scattering length l s and the absorption length l a , representing the photon mean free path between successive scattering and absorption events, respectively. Equivalently, the scattering coefficient μ s = 1 / l s and the absorption coefficient μ a = 1 / l a (typically expressed in units of mm ) are used to indicate the scattering and the absorption probability per unit length, respectively. Due to anisotropy in light propagation, a reduced scattering coefficient is introduced μ s ′ = μ s (1 − g), where g is the anisotropy factor (Martelli et al., 2009 ).
Typically in a NIRS measurement, light is delivered to and collected from the sample by means of optical fibers (optodes) or other simple optical systems (e.g. relay lenses), which simplify the use of the instrumentation, especially when dealing with clinical measurements on volunteers or patients. A few commercial systems allow placing light sources and detectors directly in contact with the probed tissue. The simplest NIRS measurement configuration is the transmittance mode with the injection and collection fibers on opposite surfaces. In the biomedical field this is only possible for a few applications such as hemorrhage detection in newborns , thanks to the small size and transparency of the head, optical mammography, where the female breast is gently compressed by parallel transparent plates (Taroni et al., 2012) , or finger arthritis detection (Golovko et al., 2011) , where the thinned shape of the finger makes this possible. On the other hand, the reflectance mode exploits the fact that, thanks to scattering, light is highly diffused in the sample volume and NIRS measurements become possible with a couple of optic fibers placed on the same surface of the tissue at a distance of a few centimeters. A combination of several injection and collection fibers on regularly spaced arrangements permits topography or tomographic approaches (Selb and Gibson, 2011) .
Independently from the measurement geometry, three different NIRS approaches can be implemented: i) CW NIRS makes use of a steady state light source (e.g. a light emitting diode or a laser with intensity constant in time) that can be typically amplitude modulated at a low (a few kHz) frequency in order to exploit the significant improvements in sensitivity available from phase-locked detection techniques, and of a detection apparatus sensitive to light attenuation changes (e.g. photodiode); ii) Frequency domain (FD) NIRS is based on amplitude modulated light sources (at frequency of the order of 100 MHz or larger, up to ∼ 1 GHz) and on the detection of light amplitude demodulation and phase shift; iii) TD NIRS employs a pulsed light source, typically a laser providing light pulses with duration of a few tens of picoseconds, and a detection apparatus with temporal resolution in the sub-nanosecond scale. A detailed review of these different approaches can be found in Wolf et al. (2007) .
The classical TD NIRS approach TD NIRS relies on the ability to measure the photon distribution of time-of-flight (DTOF) in a diffusive medium (in the literature the DTOF is also called temporal point spread function, TPSF). Following the injection of a light pulse within a turbid medium, the DTOF measured at a fixed distance from the injection point (typically in the range of 10-40 mm) is delayed, broadened, and attenuated. The delay is a consequence of the finite time that light takes to travel the distance between the source and detector; broadening is mainly due to the different paths that photons undergo because of multiple scattering; attenuation appears because absorption reduces the probability of detecting a photon, and diffusion into other directions within the medium decreases the number of detected photons in the considered direction. Increasing the source-detector distance yields an increased delay and broadening of the DTOF and decreases the number of detected photons. Similar behavior is observed when the scattering increases. Finally, absorption affects both the signal intensity and the trailing edge (i.e. slope of the tail) of the DTOF, while leaving the temporal position of the DTOF substantially unchanged. Fig. 1 shows the effect of source detector distance, absorption, and reduced scattering on TD NIRS signals in a homogeneous diffusive medium mimicking a biological tissue. While this is an oversimplification of the real geometry of a human head, nonetheless the model is useful to present the basics of TD NIRS. In the following section we will discuss the effect of tissue heterogeneity (e.g. the layered structure of the human head) on TD NIRS signals.
The null source detector distance TD NIRS approach
In 2005 a collaborative effort between the research groups at Politecnico di Milano, Milan, Italy, and at University of Florence, Italy, produced an innovative approach for the investigation of highly diffusive media, based on TD NIRS reflectance measurements at null source-detector separation . The null distance TD NIRS approach was to some extent ground-breaking, since the classical TD NIRS approach to diffuse imaging and spectroscopy fixed source and detector at a large distance to avoid the inaccurate description of light propagation based on photon diffusion at early time and short distance. A major misconception in TD NIRS is that penetration depth is dependent on source detector distance, like in CW NIRS. On the contrary, it was demonstrated by means of numerical simulations that the null distance approach yields better spatial resolution and contrast with respect to the use of longer source detector distances, for an absorbing point-like inclusion embedded in a homogeneous medium. The extension to absorption and scattering inclusions with finite dimensions and to layered geometries, better describing some biological structures, such as head or muscle, was reported .
TD fNIRS modeling and data analysis
The raw data in TD fNIRS measurements consist of several time series of DTOFs, acquired at two or more wavelengths, typically from multiple locations. Each DTOF has to be processed to extract the relevant information. Values for the hemodynamic parameters in the brain cortex can be estimated from the corresponding values of the absorption coefficients by means of Beer's law. In a pioneer TD fNIRS study the absorption coefficient was estimated by simply fitting the tail of the measured TD NIRS signal with an exponential law (Chance et al., 1988; Nomura et al., 1997) . Nowadays, to properly model light propagation in diffusive media in the TD regime, a wealth of analytical and numerical tools exists, for both simulation purposes (forward model) and for the interpretation of experimental results (inverse model).
Forward model
The diffusion equation (DE) , an approximation to the radiative transfer equation (RTE) for the case of highly diffusive media, is the most commonly used framework in which photon migration has been treated. A fundamental paper for the TD NIRS approach was published in 1989 by Patterson, Chance and Wilson (Patterson et al., 1989) presenting the analytical solution of the DE for TD NIRS in a homogeneous semi-infinite medium or in an infinite slab. Since then, many other papers have been published with improved description of the boundary conditions (e.g. extrapolated or partial current boundary), with analytical solutions for different geometry (e.g. parallelepiped, sphere, cylinder) and for heterogeneous cases (e.g. layered medium, point-like perturbation). It is not the scope of this review paper to describe in details all these contributions. We simply mention for the interested reader that recently, Martelli et al. (2009) have collected in a comprehensive book the basic theory of photon migration together with analytical solutions for the DE in the CW and TD regimes (also implemented in the Fortran programming language) for several geometries. Other handbooks similarly treat the same issues (Hielscher et al., 2011; Tuchin, 2010) .
Analytical solutions of the RTE have been recently provided for TD NIRS (Liemert and Kienle, 2012; Simon et al., 2013) aiming at overcoming the basic limitation of the DE (e.g. modeling photon migration at very short times or distances, with high absorption, or low scattering). Further, the analytical description of TD perturbation in a homogeneous diffusive medium has greatly improved, being able to deal not only with point-like weakly absorbing inclusions, but also with large highly absorbing objects (Sassaroli et al., 2010) .
While to a first approximation the description of light propagation in realistic geometries (i.e. adult head) can be treated with simplified analytical models (e.g. layered or perturbed models), it is well known that the use of numerical methods can provide more flexible and accurate solutions. The finite element method (FEM) is a powerful numerical approach to provide solutions of the DE in any geometry and it has been used since 1993 in Biomedical Optics to model light propagation (Arridge et al., 1993) . Nowadays freely available tools exist that implement FEM and also handle meshing of MRI anatomical data (NIRFAST, 2013; TOAST, 2013) . The Monte Carlo method provides the most accurate description of light propagation in diffusive media (MCML, 2013; Wang et al., 1995) , but in the past it was hindered by a very long computational time. Nonetheless it was used by several researchers to properly simulate photon migration in realistic adult and neonatal head models (Boas et al., 2002; Fukui et al., 2003) . With the advent of parallelization on graphical processing units (Alerstam et al., 2008b; Fang and Boas, 2009; Ren et al., 2010) , computational times have been reduced by up to 100 times, and researchers have revived the use of Monte Carlo methods (Dehaes et al., 2011a; Sassaroli and Martelli, 2012) . Recently, a further improvement in terms of speed, memory usage, and accuracy has been obtained by implementing a 3D code that represents a complex domain using a volumetric mesh (Fang, 2010; Fang and Kaeli, 2012) .
Inverse model
The accuracy of non-linear fitting procedures based on the classical Levenberg-Marquardt approach in conjunction with TD NIRS analytical models has been validated several times (Alerstam et al., 2008a; Cubeddu et al., 1996; Spinelli et al., 2009a) . Recently, improved fitting procedures based either on the Bayesian approach, also known as optimal estimation , or on genetic algorithms (Hielscher et al., 2000; Zhao et al., 2010) have been proposed. Regularization methods for diffuse optical tomography, largely adopted for processing CW data, have proved to be effective for TD NIRS data (Arridge, 1999; Gao et al., 2004; Selb et al., 2007) , as also shown in other fields like optical mammography (Enfield et al., 2007; Intes, 2005) and molecular imaging of small animals (Advanced Research Technologies, 2013; Lapointe et al., 2012) .
Semi-empirical approaches
Semi-empirical phenomenological approaches have been developed aiming at finding quantities derived from measured DTOF that exhibit high sensitivity to deep (cerebral) absorption changes and low sensitivity to superficial (systemic) absorption changes. Two main approaches have been pursued: the first involves the calculation of the moments of the DTOF, focusing in particular on the second order moment (i.e. variance) (Liebert et al., 2004 , or on higher order moments (Hervé et al., 2012) ; an alternative approach exploits time gating of the DTOF to separate late (deep) and early (superficial) photons Selb et al., 2005) . The main advantage of these methods is that they do not rely on nonlinear fitting procedures, rather they are based on linear direct formulas, significantly increasing the contrast-to-noise ratio. Fig. 2 shows an experimental DTOF and the instrument response function (IRF) obtained by facing the injection and collection fiber. Moments of the DTOF and a typical time window used in the time-gating semi-empirical approach are also shown. Data were acquired by the system described in Contini et al. (2006) .
TD fNIRS instrumentation
The values of the optical parameters of biological tissue (i.e. human head) in the visible and NIR spectral range (e.g. μ a = 0.005-0.05 mm − 1 ; μ s ′ = 0.5-2.5 mm − 1 ) , together with the values of source detector distances commonly used (10-30 mm), set the time scale of TD NIRS measurements in the range of 0.1-10 ns, and fix the light attenuation level to about 8 optical densities. Therefore, the crucial features in the designing of a TD fNIRS system are temporal resolution and sensitivity. It is therefore the combination of a specific light source with a proper detection technique that determines the overall performances of a TD NIRS (and TD fNIRS) set-up. A further element that can influence the functioning of the TD NIRS set-up is the delivery and collection system used to bring light pulses to the measured sample and to collect the NIRS signal. We briefly illustrate the main aspects related to these building blocks, before presenting the existing TD fNIRS systems.
Light sources
Current commercially available pulsed lasers produce short (10-100 ps) and ultra-short (10-100 fs) light pulses, with repetition frequency up to 100 MHz, and average power in the range of 1-1000 mW.
Solid state lasers (e.g. Ti:Sapphire) provide a powerful and flexible solution for laboratory set-ups (Coherent Inc., 2013; Newport Corporation, 2013) . They can in fact offer average power of~b 1 W, repetition rates b100 MHz, and pulse duration under 1 ps over a broad wavelength range (e.g. 750-850 nm). They provide the advantages of wavelength tunability over 400 nm, and high output power enabling time-multiplexing of the source over multiple positions. Their use in clinical TD fNIRS devices is somehow limited, mainly due to a bulky case and to the long time (~10 s) required to switch between wavelengths.
Pulsed diode lasers are provided by several companies (Advanced Laser Diode Systems GmbH, 2013; Alphalas GmbH, 2013; Becker & Hickl GmbH, 2013a; Edinburgh Photonics, 2013; Hamamatsu Photonics, 2013d; PicoQuant GmbH, 2013b) . They are compact and robust, and they typically come with sufficient average power (b5 mW), narrow spectral bandwidth (b 10 nm) and pulse duration (b500 ps). Several TD systems have adopted this type of light source (see Tables 1 and 2 ). Indeed, to reach acceptable performances, there is always a trade-off between output power and pulse duration: due to the particular modulation strategy (gain switching), output power b1 mW has to be selected to obtain pulse duration b 100 ps.
Another drawback is a long warm-up time (in some cases > 60 min) needed to achieve pulse time stability in the picosecond range.
In the last years, a few companies (Fianium UK Ltd., 2013b; NKT Photonics A/S, 2013b) have delivered commercial high-power fiber lasers based on supercontinuum (SC) generation. These devices are ultra-broadband radiation sources with high spectral brightness and excellent beam quality. Typically, a total average power of b 10 W is generated over a broad spectral range (e.g. 400-2000 nm), allowing average spectral power of 1 mW/nm. A series of optoelectronic accessories are used for automatic wavelength selection and power adjustment. Only preliminary TD fNIRS studies have been reported with these sources, yet they could potentially replace laser diodes in clinical systems. For this to happen, issues related to power stability (critical due to the nonlinear SC generation) and robustness (affected by the durability of fusion and splicing in the photonic crystal fiber) have to be solved (e.g. by means of feedback loop and opto-mechanical solutions).
We have to notice that the laser power should be fixed to proper values in order to avoid possible damage or injury to the tissue. No maximum permissible exposure (MPE) value for the brain has been determined, however, the light intensity on the brain surface during fNIRS can be safely estimated to be only a few percent of the solar irradiation (Kiguchi et al., 2007) . Despite the fact that these considerations were made for CW fNIRS, they hold also for TD fNIRS. According to the safety regulations (International Electrotechnical Commission, 2001 ) the criteria for the MPE assessment in the case of a repetitively pulsed or modulated lasers are: i) each single pulse of the train shall not exceed the MPE for a single laser pulse of the same duration; ii) the average exposure for a pulse train of duration T shall not exceed the MPE for a single pulse of duration T; iii) the average exposure for a pulse train shall not exceed the MPE for a single pulse multiplied by the correction factor N −0.25 (where N is the total number of pulses impinging the tissue). The first criterion limits the energy of a single pulse in order to avoid nonlinear effects that can damage the tissue; in this case pulse duration and peak power are critical. The second and third criteria limit the average exposure in which the key factor is the average power. Thus, in cases in which a single pulse does not have sufficient energy to cause damage, and considering a repetition frequency of tens of MHz, the limiting factor is the average power of the laser, as for CW laser light.
Detection techniques
To detect weak and fast light signals, several detection techniques with temporal resolution in the range of 1-250 ps and sufficient sensitivity are available. Fig. 2 . Typical TD NIRS signal. Experimental DTOF (red diamonds) and corresponding IRF (blue diamonds), measured by the system described in Contini et al. (2006) . An example of a time window (delay = 2000 ps; width = 1000 ps) used in the time-gating semi-empirical approach is also shown.
Non-linear optical-gating (by means of Kerr effect, parametric amplification, or non-linear up-conversion) can be used if time-gating of the optical signal in the sub-picosecond time scale is required (Tolguenec et al., 1997; Wang et al., 1991) . Indeed this approach requires complex and bulky system set-ups that limit its use to the laboratory scale and in particular for those applications where extreme time resolution is really needed: in the biomedical field the molecular imaging of small animals by optical projection tomography (Bassi et al., 2010) , or in the physics of matter field the characterization of photonic glasses (Toninelli et al., 2008) . On the contrary, in fNIRS applications sub-picosecond time resolution is definitely not mandatory.
The streak camera is a detection apparatus with time resolution in the 1-10 ps range able to operate as multi-wavelength or multi-channel detector by exploiting its bi-dimensional design (Hamamatsu Photonics, 2013a) . TD fNIRS experiments in small animals were recently reported with a streak camera apparatus (Mottin et al., 2011; Vignal et al., 2008) , but no extension to human studies seems feasible due to a very high cost (also compared to non-linear time gating) and an overall complexity that prevents the use by personnel without an adequate expertise in Kacprzak et al. (2007) controlling of scientific instrumentation. Pioneer fNIRS studies were performed to determine the optical path-length in the adult and/or newborn head (Delpy et al., 1988; Ferrari et al., 1993; van der Zee et al., 1992; Wyatt et al., 1990) . No further fNIRS studies on human have been reported to our knowledge. The pioneer studies by Hintz et al. (1998) and Benaron et al. (2000) used a TD fNIRS system based on a modified optical time domain reflectometer (OTDR). This approach has been later abandoned because of poor performances.
The time-correlated single photon counting (TCSPC) technique (O'Connor and Phillips, 1984) has been extensively used for fluorescence lifetime measurements since the 1970s and later for TD NIRS measurements in diffusive media. In a TCSPC experiment, the temporal profile of the NIRS signal is not directly measured but is retrieved by repeatedly measuring the delay between the trigger of the injected laser pulse and the detection of a (diffusively) reemitted photon for a statistically significant number of photons. A detector with a fast (b1 ns) and stable single electron response is required. A variety of such detectors are commercially available: photomultiplier tube (PMT) (Hamamatsu Photonics, 2013c), micro-channel plate (MCP) PMT (Hamamatsu Photonics, 2013b), hybrid detector (Becker & Hickl GmbH, 2013b; PicoQuant GmbH, 2013a) , and single-photon avalanche diode (SPAD) (Excelitas Technologies Corp, 2013; ID Quantique SA, 2013; Micro Photon Devices, 2013a; PicoQuant GmbH, 2013e; SensL, 2013b) . A key parameter in TCSPC is the count rate, i.e. the number of photons per second which can be processed (or simply counted) without exceeding the single photon statistics. In the 1980s light sources were characterized by low intensity and low repetition rate (b 10 kHz), and TCSPC electronic circuit speed was also limited (the dead time after the detection of a photon was on the order of 10 μs). The consequence for TCSPC was a very low count rate (b 10 4 photon/s), which resulted in long acquisition times (several minutes). Nowadays the speed of commercially available TCSPC modules is 1000 times faster than the classic TCSPC devices (e.g. the dead time is as low as 100 ns). In combination with a laser with repetition rate in the order of tens of MHz, a TCSPC module has potentially the capability of processing a few 10 6 photons/s. Further, multi-dimensional TCSPC allows the simultaneous recording of photons from a large number of detectors (Becker & Hickl GmbH, 2013d; PicoQuant GmbH, 2013d; SensL, 2013a) . A complete and updated description of TCSPC systems and applications (including TD fNIRS) can be found in Becker (2005) . Detection of TD NIRS signal is also possible with a time-gated intensified charge coupled device (ICCD) camera. It basically consists of a photocathode, an MCP PMT, and a phosphor screen. High temporal resolution can be achieved by fast gating of the intensifier cathode of the ICCD camera (LaVision BioTec GmbH, 2013) . Years ago the time resolution was limited to about 1 ns restricting the use of the time-gated ICCD camera, while recently ultra-short gates (e.g. b 100 ps) can be achieved by using smaller image tubes. Like TCSPC, a time-gated ICCD camera is characterized by sensitivity down to single photon detection. Like a streak camera, the time-gated ICCD system is a bi-dimensional device, thus potentially able to measure the spatial and temporal profile of the remitted light from a diffusive medium by acquiring different images synchronized for different time delays with respect to the injection of the laser pulse. Every image contains the spatial information at a certain time instant, while the successive values stored in the memory and referring to the same pixel determine the temporal distribution of the detected signal. TD NIRS setups based on a time-gated ICCD camera have been reported for optical imaging of diffusive phantoms (D'Andrea et al., 2003) or small animals (Niedre et al., 2006) . Preliminary TD fNIRS studies have used the time-gated ICCD camera as multi-channel device in combination with optical fibers of different lengths allowing for simultaneous detection of several time-gates (Selb et al., 2005 (Selb et al., , 2006 , or as an imaging device (Sawosz et al., 2010; Zhao et al., 2011) .
Nowadays, TCSPC systems are more easily found in prototypes and instruments for TD fNIRS (see also next section TD fNIRS systems). Since there is no striking advantage of TCSPC over time-gated ICCD camera, the choice of the technique is rather determined by an overall balance between costs, complexity and performances in relation also to the specific applications.
When the TD null source detector distance approach is considered, several technological issues should be taken into account. The most severe obstacle is the presence of early photons. With decreasing source detector distance, early photons increase at a much faster pace than the late photons and saturate the detection electronics. This prevents the extraction of long-lived photons that carry information from deep structures. Thus, an efficient mechanism to gate, or at least to reduce, the early photons is needed to be able to exploit the advantages of this approach.
This modality is available for a MCP PMT by acting on its gain, for an ICCD camera by operating on the gain of the intensifier, and also for a streak camera by controlling the ramp voltage so as to sweep electrons corresponding to initial photons out of the active surface of the CCD detector. In practice, in all these devices, only the detection stage after the photocathode is altered. Therefore this solution is effective if the required extinction ratio is not severe, since initial photons still impinge onto the photocathode and extract electrons, causing damage to the active surface and increasing significantly the background noise. An attempt to obtain null distance TD NIRS with an ICCD based system has been reported .
A possible alternative is the use of a SPAD. A key difference of SPAD detectors with respect to other approaches is the possibility to enable the device above threshold very quickly. When the SPAD is disabled, the avalanche process cannot start, and most of the electron-hole pairs generated by the incoming photons recombine within the active area in a few tens of ps. Thus, this device is not damaged by the burst of initial photons, and a strong rejection of early photons can be achieved.
The first demonstration of the null distance approach with a SPAD based system has been reported by the research group at Politecnico di Milano, Milan, Italy (Pifferi et al., 2008) .
Finally, we mention that a completely different method for measuring TD optical quantities has been proposed using pseudorandom bit sequences as light source and a cross-correlation scheme to retrieve the impulse response Zhu, 2002, 2003) . While, the overall performances of this approach were not satisfactory, this is an interesting example of cross-contamination between different fields.
Delivery and collection system
Due to the limitations related to the size of TD NIRS light sources and detectors, it is typically required that the light pulses are delivered to the sample (e.g. the head) and conveyed to the detectors by some kind of optical system. The easiest, and most common way, is to couple light into optical fibers or bundles, which has the additional advantage, from the point of view of safety, of electrically isolating the measurement site from the device.
Single mode optical fibers are characterized by small core diameter (b10 μm) and typically operate in a narrow spectral range (b100 nm) centered at a specific operating wavelength in the visible and NIR range. Multimode optical fibers are built with core diameter of different sizes (10-1000 μm) and operate over a broad spectral range (from ultraviolet to NIR). Attenuation, numerical aperture (NA), and dispersion are the main characteristics related to optical fibers that have to be considered when designing a TD fNIRS system. Light attenuation in modern low hydroxyl ions fused silica optical fibers (used in long range data transmission) is below 10 dB/km, while plastic optical fibers (for short range data transmission) have higher attenuation (b 100 dB/km) (Gowar, 1993) . Attenuation is therefore negligible for fiber length in the order of 10 m, as used in fNIRS.
The NA is related to the maximum acceptance angle of an optical fiber and it influences the light gathering ability of the fiber (Gowar, 1993) . To maximize collection efficiency in TD NIRS, high NA values (e.g. >0.3) and large core diameters (e.g. >500 μm) should be preferred for the collection fibers since the total power that can be collected from a diffusive sample by a fiber scales with the squares of the NA and of the radius. Multimode fibers have to be preferred to single mode fibers to optimize light transmission efficiency in the TD fNIRS system. Dispersion is a crucial parameter for TD fNIRS since it broadens the light pulses traveling in the fiber. When using a narrow bandwidth source (e.g. laser), total dispersion is dominated by modal dispersion in a multimode fiber, while material (chromatic) dispersion can be dominant in a single mode fiber. Modal dispersion can be greatly reduced by a proper design of the refraction index profile of the optical fiber: graded index (GI) fibers should be preferred to step index (SI) fibers. Typical value of dispersion in GI fibers is 1 ps/m, while it increases to about 100 ps/m in SI fibers (Gowar, 1993) .
The optimal solution to reduce pulse broadening and maximize light transmission for light delivery and collection would be a multimode GI optical fiber with the highest NA and the largest core diameter. Multimode GI optical fibers are typically fabricated with 50, 62.5 and 100 μm core diameters, therefore limiting their applications in TD fNIRS to light delivery. For maximizing TD signal collection from the tissue a fiber with a much larger diameter is required. Unavoidably, SI fibers have to be chosen, being commercially available with core diameter up to 3000 μm. Unfortunately, the bending radius of such large fibers is not negligible (e.g. >50/>150 mm for momentary/long term bend of a 1000 μm core diameter fiber), resulting in a limited flexibility. For ease of use, especially in the clinical environment, fiber bundles, made by gathering hundreds of smaller flexible fibers, have to be preferred. Modal dispersion turns out to be a limiting factor since SI fibers are used (the use of GI fibers would not improve the performances due to waveguide dispersion effects). A trade-off between fiber bundle length and NA is required, typically obtained by limiting fiber bundle length to a couple of meters. The use of longer bundles determines an overall unacceptable temporal resolution, quantified by the full width at half maximum (FWHM) of the IRF. Values of the IRF larger than 1 ns compromise the accuracy of TD NIRS measurements (Liebert et al., 2003) .
Additional components and devices are typically used in delivery and collection systems. Switches, splitters and galvo mirrors multiplex light pulses in different locations of the sample (e.g. for mapping purposes). Variable neutral density attenuators are used to equalize the signals, while lenses help in focusing light to the detection systems. Band-pass filters prevent room light to interfere with the TD NIRS signal, and help in collecting the fluorescence signal from endogenous or exogenous chromophores like indo-cyanine green Milej et al., 2012) . The main effect of these components is the introduction of additional attenuation terms that could reduce the overall responsivity of the TD fNIRS set-up (Wabnitz et al., 2011) , while they have a negligible effect on the IRF.
TD fNIRS systems
In this section we present a survey of traditional (Table 1) , state-of-the-art (Table 2 ) and next generation (Table 3) TD fNIRS systems. With the term traditional we refer to TD fNIRS systems that, to our knowledge, have been now discontinued, or replaced by novel upgraded systems, or used for other applications. It is worth noting that most of these systems represented a breakthrough as compared to classical TD NIRS laboratory systems, typically based on bulky gas lasers and massive accessories. Indeed, they were compact at the level of being transportable out of the lab (see Fig. 3 ). In most cases they were able to operate simultaneously at two or more wavelengths. Parallel acquisition of up to tens of channels was possible, opening the way to mapping experiments. Nonetheless, they were characterized by sub-optimal performances due to a reduced count rate (on average b1 MHz) and to low average power (b1 mW) of the light sources. In many cases they were used for static imaging with very long acquisition times (up to several minutes), or for monitoring hemodynamic changes in a few channels with a relatively short acquisition time (b 1 s). We consider then the state-of-the-art TD fNIRS systems that in the last five years (2008) (2009) (2010) (2011) (2012) have been used for research and clinical fNIRS studies in adults and neonates, as reported in the literature.
Finally we report on the next generation TD systems to present the work that, to our knowledge, researchers are carrying out to test novel approaches and to implement advanced technological solutions aiming at improving performances of TD fNIRS devices. These set-ups have only provided proof of principle results, while no clinical studies have been reported.
We conclude this section reporting on the issues related to multimodality co-registration of TD fNIRS with other techniques and to performance assessment and standardization of TD fNIRS system.
Traditional TD fNIRS systems
A collaborative effort among the research groups at the Department of Physics, Department of Bioengineering, and Department of Biochemistry/ Biophysics at University of Pennsylvania, under the coordination of Prof. Britton Chance, developed a multi-channel TD instrument (Ntziachristos et al., 1999) . Spatially resolved measurements of contralateral primary motor-cortex activation during voluntary finger tapping were performed and successfully coregistered with fMRI data. Results demonstrated the efficiency of the device in the detection of local optical variations as well as its good performances in coregistration with fMRI.
The TD fNIRS system developed at Stanford University, Palo Alto, California, was characterized by a large number of channels (34 × 34), allowing for the first diffuse optical tomography measurements, but it suffered for very low sensitivity. The acquisition times were tremendously long and applications were limited to static imaging of hemorrhage in newborns (Benaron et al., 2000) .
The tomographic TD fNIRS system developed by the research group at the Department of Medical Physics and Bioengineering, University College London, overcame most of the limitations of the previous system, and it was successfully used not only for quasi static imaging in diseased newborns Hebden et al., 2004) but also for functional studies in healthy newborns .
After a preliminary TD fNIRS study with a laboratory set-up (Obrig et al., 1996) , the research group at Physikalisch-Technische Bundesanstalt in Berlin, Germany, developed a compact system that was used for very relevant studies in which it was first demonstrated the ability of the TD approach to discriminate intra-cerebral and extra-cerebral contribution (Liebert et al., 2004; Steinbrink et al., 2001 ).
The compact 8-channel TD fNIRS system developed at Politecnico di Milano, Milan, Italy was used for studying the bilateral prefrontal cortex hemodynamic response to a verbal fluency task (Quaresima et al., 2005) .
The research group in Strasbourg used an eight-channel system based on picosecond laser sources and a multi-anode MCP PMT to perform a single point measurement during a finger tapping experiment (Kacprzak et al., 2007) ; (c) the brain imager developed at Physikalisch-Technische Bundesanstalt, Berlin, Germany ; (d) the MONSTIR2 developed at the Department of Medical Physics and Bioengineering, University College London, United Kingdom (Hebden et al., 2012a (Hebden et al., , 2012b ; (e) the TGI-2 imager developed at Massachusetts General Hospital, Athinoula A. Martinos Center, Charlestown, Massachusetts (Selb and Boas, 2012; Selb et al., 2013) . (Montcel et al., 2005 ). An upgraded version of this system is now being used for molecular imaging of small animals .
Several studies on piglets (Ijichi et al., 2005a) , infants (Ijichi et al., 2005b (Ijichi et al., , 2005c and adult (Hoshi et al., 2006; Kakihana et al., 2010 Kakihana et al., , 2012 Ohmae et al., 2006 Ohmae et al., , 2007 Sato et al., 2007; Yokose et al., 2010) have been reported with the commercial TD fNIRS instrument TRS-10 developed by Hamamatsu Photonics. Fewer studies were performed with the modified multi-channel set-up Ueda et al., 2005) .
The research group at the Massachusetts General Hospital, Athinoula A. Martinos Center, Charlestown, Massachusetts, developed a TD fNIRS system based on an ICCD detector coupled to 18 optical fibers of 7 different lengths creating an optical delay, and enabling simultaneous detection in 7 windows by step of 500 ps. Preliminary single wavelength results on adults performing a motor task were reported (Selb et al., 2005 (Selb et al., , 2006 .
State-of-the-art TD fNIRS systems
Nowadays, there is only one commercial TD fNIRS system, the TRS-20 developed in Japan by Hamamatsu Photonics and sold (only in Japan) as an investigational-use only, stand-alone two-channel system. The TRS-20 employs thermo-electrically controlled picosecond laser diodes, operating at 760 nm, 800 nm, and 830 nm, with an overall temporal resolution b150 ps (IRF FWHM), and proprietary fast photomultipliers and TCSPC module (Hamamatsu Photonics, 2013e; Oda et al., 2009) .
Existing TD fNIRS systems with clinical applications have been mainly developed by European research groups located in academic or public research centers.
The research group at Physikalisch-Technische Bundesanstalt, Berlin, Germany, has developed a three-wavelength four-detection-channel TCSPC instrument ) that has been effectively used for bedside assessment of cerebral perfusion in stroke patients Steinkellner et al., 2010) , to explore neurovascular coupling in combination with magneto-encephalography (Mackert et al., 2008; Sander et al., 2007) and to study systemic artifacts in TD fNIRS (Kirilina et al., 2012) . With little modifications in the light sources and in the detectors, the system has been also used for fluorescence detection from exogenous chromophores in the adult human brain Liebert et al., 2006) .
In Warsaw, Poland, a 32-channel configuration has been assembled by doubling the switching and detection elements at the Institute of Biocybernetics and Biomedical Engineering (Kacprzak et al., 2007) and used in clinical applications such as brain oxygenation measurements during carotid endartectomy and detection of brain traumatic lesions .
A 16-source and 16-detector TD fNIRS imager with fast acquisition time (>5 ms per channel) was developed at Politecnico di Milano, Milan, Italy (Contini et al., 2006; Contini et al., 2009 ) and used to map the cortical response in healthy volunteers during cognitive studies (Butti et al., 2009; Molteni et al., 2012) and in epileptic patients with movement disorders during motor tasks . The same group developed a 2-source and 2-detector TD fNIRS system based on the space-multiplexing approach (Re et al., 2010) with improved sensitivity that was used to investigate the sensitivity of TD fNIRS to cortical and superficial systemic response (Aletti et al., 2012) .
Finally, we mention that a couple of European companies sell components (pulsed lasers, photo-detectors and TCSPC modules) and stand-alone TD systems, with up to 4 channels, mainly for standard fluorescence lifetime applications, single molecule spectroscopy, and lifetime imaging with scanning microscopes (Becker & Hickl GmbH, 2013c; PicoQuant GmbH, 2013d) . These products could be properly adapted to be used for investigational TD fNIRS studies (Diop et al., 2010) .
Next generation TD fNIRS systems
The research group at the Department of Medical Physics and Bioengineering, University College London, designed and developed an upgraded version of the tomographic TD fNIRS system (MONSTIR 2). Main improvements with respect to the previous device are the use of a SC fiber laser equipped with an acousto-optic tunable filter (AOTF) device allowing a multi-wavelength approach, and the use of modern TCSPC acquisition boards to replace the obsolete electronic modules. The system has been tested on preliminary measurements on newborns (Hebden et al., 2012a; Hebden et al., 2012b) .
The ICCD based TD fNIRS system developed at the Massachusetts General Hospital, Athinoula A. Martinos Center, Charlestown, Massachusetts, has been recently upgraded by introducing a SC fiber laser to replace the Ti:Sapphire laser, and a set of band-pass filters on a fast filter wheel to properly and rapidly select the operating wavelengths (Selb and Boas, 2012; Selb et al., 2013) . The main limitation of the previous set-up (i.e. the operation at a single wavelength) has been therefore overcome.
A novel TD fNIRS system has been recently developed by researchers at Politecnico di Milano, Milan, Italy. The use of hybrid PMT with reduced afterpulsing allows acquisition of TD fNIRS signals over a larger dynamic and temporal range. Further, the space-multiplexing approach implemented by means of a cascade of fast fiber optic switches that sequentially delivers the different wavelengths in different injection channels, eliminates the cross-talk between TD NIRS signal at different wavelengths (Contini et al., 2013b) .
The research group at Physikalisch-Technische Bundesanstalt, Berlin, Germany has been testing novel approaches for light delivery and collection. A cascade of splitters is used to illuminate in parallel several injection points to potentially reduce power loss. Time-multiplexing of TD NIRS signal from different channels allows parallel detections. Moreover, advanced PMT with improved sensitivity in the NIR (e.g. GaAs surface) or reduced after-pulsing (e.g. hybrid PMT) has been tested (Steinkellner et al., 2012) .
In a different set-up, a novel non-contact system is used that utilizes a quasi-null source detector separation approach for TD NIRS, taking advantage of polarization-sensitive detection and a state-of-the-art fast-gated SPAD to detect late photons only, bearing information about deeper layers of the biological tissue. Measurements on phantoms and preliminary in vivo tests demonstrate the feasibility of the non-contact approach for the detection of optically absorbing perturbations buried up to a few centimeters beneath the surface of a tissue-like turbid medium (Mazurenka et al., 2012 .
On the basis of the experience gained with advanced laboratory setups (Pifferi et al., 2008; Tosi et al., 2011) , a next generation TD fNIRS prototype implementing the null distance approach has been recently designed and developed at Politecnico di Milano, Milan, Italy. The instrument is based on a custom developed SC fiber laser (Fianium Ltd., Southampton, United Kingdom), providing two independent outputs at 710 nm and 820 nm, with a repetition frequency of 40 MHz, 100 mW average power at each wavelength, and a FWHM of b50 ps. A fast-gating (b 500 ps) front-end electronics and two SPAD detectors are used to simultaneously acquire photons at different time-windows. Preliminary in vivo results show, for the first time, the possibility to non-invasively monitor cortical O 2 Hb and HHb changes during a motor task with a source detector distance of b5 mm (Contini et al., 2013a) .
The collaboration between Ecole Polytechnique Federale de Lausanne and University Hospital Zurich, Switzerland, allowed researchers to design a 3D imager based on SPAD imager with 128 × 128 pixels capable of performing TD NIRS measurements with a resolution of b 100 ps. The system is equipped with picosecond pulsed diode laser and a telecentric objective for non-contact measurements. The main drawback is at present the long time required to the readout circuitry to process the data. (Mata Pavia et al., 2011a .
Co-registration with other modalities
There are no fundamental limitations that prevent the possibility to co-register fNIRS with other neuroimaging modalities. Multimodality should be pursued aiming not only at validating fNIRS, but also at better understanding the physiological processes following brain stimulation (Yucel et al., 2012) and at the minimization of physiological noise .
For instance TD fNIRS and electroencephalography (EEG) coregistration has been performed both for validating the TD fNIRS and for the study of the neurovascular coupling (Bari et al., 2012; Jelzow et al., 2010) . Experiments have been performed with pre-mounted EEG caps or mounting of individual electrodes. In both cases no interferences have been reported, verifying that these neuroimaging techniques can be easily applied and co-applied. Moreover results of the different techniques showed agreement between them and with literature. In neurovascular coupling studies, fNIRS allowed a reliable measure of oxy-and deoxyhemoglobin changes, permitting the identification of a cascade of responses and the quantification of temporal delays between electrical and vascular response. To co-register TD fNIRS and functional magnetic resonance imaging (fMRI), the TD fNIRS instrument should reside and be operated at a safe distance from the fMRI scanner. Therefore, the use of long (e.g. 10 m) optical fibers for light delivery and collection from the head of the subject is required. As discussed, temporal dispersion in the optical fibers introduces a degradation of the overall performance of the TD fNIRS system. A reduction of the NA (e.g. by spatial filtering the mode propagating in the outer part of the fiber bundle) is useful to maintaining the IRF at acceptable FWHM values. This comes unavoidably at the cost of a large loss of signal that has to be compensated by the use of very sensitive detectors (Brühl et al., 2005; Jelzow et al., 2009; Torricelli et al., 2007) . Further, to fit the limited space between the head and the MRI cage, 90°bended optodes or prisms were used. The MR-compatible fNIRS systems were successfully employed. The combination of the two modalities introduced advantages for both sides: the analysis of optical data was validated and improved by using MR results as prior knowledge, while the calibration of the fMRI-BOLD signal could benefit from the fNIRS measured parameters.
Similarly, in TD fNIRS and magneto-encephalography (MEG) co-registration the use of 4.5 m long optical fiber bundles, mounted tangentially to the subject's head via prisms, has been reported since the instrument was positioned outside the magnetically shielded room. A modulation-based DC-MEG technique was used with the bed sinusoidally moved in a horizontal direction by a hydraulic piston. Only minor movement amplitudes of the head of a few millimeters were observed during the stimulation periods (Mackert et al., 2008; Sander et al., 2007) . In the reported papers, experiments were performed in MEG/TD fNIRS coregistration to characterize the dynamics of the interaction between the cortical neuronal and vascular responses. The combined analysis provided not only a qualitative, but also a quantitative assessment of the temporal behaviors. Furthermore, the depth resolution of TD fNIRS enabled the separation of systemic and cerebral hemoglobin concentration changes. This eliminated the uncertainty of previous MEG/CW fNIRS recordings, where signal contaminations by extra-cerebral variations could not be excluded definitely.
Simultaneous co-registration of TD fNIRS and positron emission tomography (PET) were performed and no particular technical issues were raised (Ohmae et al., 2006) . A good correlation coefficient was obtained between TD fNIRS-derived cerebral blood volume (CBV) and PET-derived CBV, while the absolute CBV levels by TD fNIRS were lower than those by PET.
TD fNIRS signals from cortical regions and changes in microcirculatory blood flow dynamics in the scalp as measured by laser Doppler flowmetry (LDF) were simultaneously recorded in a couple of recent studies (Aletti et al., 2012; Kirilina et al., 2012) , strengthening that the model-based separation of TD fNIRS early (superficial) and late (deep) photons is able to cancel, or at least attenuate, the surface confounding effects. Since LDF employs CW light sources, proper solutions (e.g. use of filters, offset positioning of the probes, time-multiplexing of the techniques) are required to avoid interference on TD fNIRS signals. Same cautions should also be used when TD fNIRS is simultaneously co-registered with another optical technique such as diffuse correlation spectroscopy (Busch et al., 2012; Diop et al., 2011) .
Performance assessment and standardization
The compelling need for standardization and quality assessment of diffuse optics instruments is a key requirement for the translation of new optical tools to effective clinical use (Hwang et al., 2012) . The definition of common procedures for the performance assessment of instruments, implemented over a set of highly calibrated and reproducible phantoms is a key requirement for the grading of system performances, the quantitative assessment of instrument upgrades, the validation of clinical prototypes, the enforcement of quality control and consistency in clinical studies, and the comparison of clinical results performed with different instruments. Within the framework of different European projects (MEDPHOT, OPTIMAMM, nEUROPt, LaserLabEurope), common protocols and related phantom kits have been developed to provide guidelines for the comparison of various diffuse optics systems. In particular, the performance assessment of TD fNIRS instruments was addressed in the nEUROPt project with the adoption of 3 protocols agreed upon by a cluster of 17 institutions.
These include the "Basic instrumental performance" protocol to characterize key hardware specifications of TD fNIRS systems (e.g. FWHM of the IRF, drift of laser power or timing) that are crucial for the outcome of the clinical measurements (Wabnitz et al., 2011) .
The MEDPHOT protocol was adapted to TD fNIRS systems in order to characterize the capability of an instrument to measure the optical properties (absorption coefficient and reduced scattering coefficient) of a homogeneous diffusive medium by assessing accuracy, linearity, noise, stability, and reproducibility of these measurements.
Finally, the nEUROPt protocol was designed to address the capability of optical brain imagers to detect, localize and quantify changes in the optical properties of the brain (cerebral cortex) and to eliminate the influence of extra-cerebral tissues on the measurement. A specific inhomogeneous phantom was designed to reliably mimic absorption changes in the cortex as the most relevant physical quantity in neurological applications of diffuse optical imaging .
Common efforts are being currently pursued to further promote standardization issues in the scientific community both for TD and CW regimes. A joint initiative of the International Electrotechnical Commission (IEC) and of the International Organization for Standardization (ISO), led by Prof. Hideo Eda (The Graduate School for the creation of new Photonics industries, Hamamatsu, Shizuoka, Japan), with the support of Physikalisch-Technische Bundesanstalt, Berlin and Politecnico di Milano, Milan, for actions at the local (national) level in Germany and Italy, has been started, aiming at defining a simple, easy to use standard. The proposed project is carried out by technical committees ISO/TC 121/ SC 3 and IEC/SC 62D JWG 5 under the IEC lead (IEC, 2013) .
Finally it is worth mentioning that TD fNIRS data type (as well as CW and FD data types) will be inserted in the Shared Near Infrared File Format Specification, a recent initiative for standardization of data types triggered by the fNIRS community (Frederick and Boas, 2013) .
TD fNIRS features
In this section we present the main features (or fingerprints) of TD fNIRS, aiming at elucidating the differences and advantages with respect to CW fNIRS and its drawbacks. We focus on the issues of quantification, penetration depth, depth selectivity, spatial resolution, and contrast-to-noise ratio. As a general aspect we note that these issues are strongly entangled since the common underlying physical phenomenon is the interplay between light absorption and light diffusion at the microscopic scale. However, for the sake of clarity we try to distinguish the main peculiarity of each presented issue. We conclude this section with representative in vivo data obtained with a TD fNIRS system.
Quantification
Probably the oldest argument in favor of the TD approach is that of discrimination and quantification of the optical properties, namely the absorption coefficient and reduced scattering coefficient, the former being related to tissue constituents, the latter to tissue structures (Jacques, 1989b) . Absolute estimate of the absorption coefficient would allow the derivation of SO 2 , a crucial parameter for many neurological conditions (Maas and Citerio, 2010) .
However this advantage of TD NIRS strictly holds in a homogeneous medium. A TD NIRS measurement at a single source detector distance allows a complete optical characterization of the probed tissue, without the complicated multi-distance arrangements and the cumbersome calibration procedure that are needed for CW NIRS and FD NIRS. A few CW NIRS commercial systems have implemented a multi-distance approach (also called space-resolved spectroscopy, SRS) and yield parameters related to SO 2 , assuming a constant and spectrally flat scattering coefficient (Wolf et al., 2007) .
When dealing with more complex geometries, the use of TD NIRS is likely to become less immediate. In a two-layered medium accurate estimate of the optical parameters have been obtained, provided a multi-distance or a multi-distance and multi-wavelength ). TD approach is used. In the case of a real tissue, like the human head, a two-layered model could be a too simple approximation, and the use of priors of the true geometry (e.g. from anatomical 3D MRI maps or atlas), would be a prerequisite for setting up the forward problem by numerical methods like FEM or Monte Carlo. Absolute quantification of the optical properties in a real head is still an open issue. A recent collaboration among research groups in the framework of the European project nEUROPt is addressing the problem with a step by step approach involving multiple techniques (e.g. CW NIRS at multiple short distances to provide information on the superficial layer, to be used as priors for multi-distance and multi-wavelength TD NIRS in a layered model) (Foschum et al., 2012) .
The two-layer approach was implemented on TD NIRS data on the adult head (Gagnon et al., 2008) , and reported a clear distinction between extra-and intra-cerebral optical properties, even though the values could not be validated by independent modalities.
In many applications of interest in the neuroimaging community fNIRS looks for changes with respect to a baseline. Only the few FD or SRS CW fNIRS systems, implementing the multi-distance approach, aim at providing absolute changes, while the majority of single source detector distance CW fNIRS devices just provide relative changes. TD fNIRS can be of help since, with limited assumptions on the baseline optical properties (a rough estimate can be always obtained by fitting with the homogeneous model), average photon path length (equivalently the average time spent by photon) can be estimated in different head compartments (at least the extra-cerebral and the intra-cerebral ones) allowing for absolute estimate of absorption changes. Expressions to estimate the absorption changes have been reported in Appendix A. In the following Depth selectivity section we will provide further comments on the quantification of absorption changes based on an experimental validation.
Penetration depth
For fNIRS applications aiming at mapping the functioning of human brain, the ability to probe the measured tissue in depth is of the utmost importance. NIRS light has in fact to cross through the scalp, the skull and the cerebrospinal fluid before reaching the brain, and NIRS photons have to travel back to the head surface to be eventually detected. In the adult head the mean thickness of the skull has been measured in the range from 5.3 mm to 7.5 mm (Moreira-Gonzalez et al., 2006) , and the average distance between the cortical surface and the head surface along the scalp was estimated to be in the range of 10-30 mm depending on the location (Okamoto et al., 2004) .
To properly probe the cortical region a source-detector distance of 30-40 mm is typically used in many CW fNIRS devices, while shorter distances (20-30 mm) proved to be more efficient in newborns taken into account the reduced head size (Dehaes et al., 2011b; Gervain et al., 2011) . This is in agreement with theoretical expectations. In CW NIRS, photons emerging at larger source detector distances have traveled longer paths deeper inside the medium, and thus they carry more information on deeper tissues (Del Bianco et al., 2002; Feng et al., 1995) .
TD fNIRS measurements on adult have been typically reported with source-detector distance in the range of 20-30 mm. Indeed, in TD NIRS measurements the information on deeper tissues can be obtained from photons emerging with longer time-of-flight (Steinbrink et al., 2001 ), independently of the source detector distance (Del Bianco et al., 2002) , as also demonstrated by the null distance TD NIRS approach (Pifferi et al., 2008; Spinelli et al., 2006; Torricelli et al., 2005) .
Figs. 4 and 5 show the results of simulations performed to obtain the sensitivity profiles and maps for different source detector distances in a homogeneous medium and in a human head, respectively. It is evident that in both cases penetration depth increases with time and not with source detector distance. ). The cylinder is positioned in the mid plane between source and detector (at a distance of 30 mm) and its depth is varied in the range of 6-40 mm. The system setup is described in Contini et al. (2013a) . As shown in Fig. 6(a) , the contrast for an early time-gate (500 ps) is high if the perturbation is located close to the surface, while it diminishes rapidly as the perturbation depth increases. Conversely a late time-gate (e.g. 2500 ps) has a lower contrast for perturbation with shallow depth, while the contrast increases as a function of perturbation depth, reaching a maximum and then going to zero. We observe that the contrast is small but not negligible even at a depth of 30 mm for the late gate at 3500 ps. The contrast for the CW case (obtained by summing photons detected at any time) is also shown. The dependence of the contrast on the photon time-of-flight is plotted in Fig. 6(b) for different depths of the perturbation. It is clear that the optimum time-gate moves to longer time as the perturbation goes deeper in the medium, although the contrast inevitably diminishes.
Further, we recall that in CW fNIRS background absorption strongly affects penetration depth by preferentially reducing the number of long lived (i.e. deeper) photons. Instead, in TD fNIRS the penetration depth is independent from the background absorption (Del Bianco et al., 2002) . Actually, a photon behaves in the same way independently from the used detection technique. Consequently, as shown in Fig. 1 , in TD fNIRS an increase in absorption determines a reduction in the number of photons with longer time-of-flight (the longer the time-of-flight, the higher the probability of being absorbed). Hence absorption does have an effect on penetration depth in TD fNIRS since it reduces the temporal dynamics (at the microscopic level). Indeed this effect can be properly compensated by increasing the injected power (if available, and if within the safety limits). Nothing can be done in CW fNIRS to overcome the effect of background absorption. One could argue that it is unlikely that during an experiment the background absorption varies significantly. Unfortunately this could be the case for systemic (global) effects that affect blood perfusion. From a more technical point of view, there is an advantage related to the independence of TD fNIRS from background absorption. For a multi-wavelength approach, where the use of spectral priors is aimed at improving the accuracy of the estimate of hemodynamic parameters, the TD penetration depth will be to a first approximation spectrally flat since it would depend only on the smooth spectral dependence of the scattering.
These considerations hold true not only in a homogeneous medium, where the relationship among absorption, photon time-of-flight and penetration depth can be obvious, but also in more complex situations such as a layered medium with different optical properties (e.g. the human head).
Depth selectivity
To improve depth selectivity, that is to reject superficial extracerebral contributions, is a major challenge in fNIRS in both adults and newborns (Aslin, 2013; Gagnon et al., 2012b; Kirilina et al., 2012; Takahashi et al., 2011) . In CW fNIRS this can be achieved by adding a short distance (b 5 mm) channel with enhanced sensitivity to superficial layer (Gagnon et al., 2012a; Saager et al., 2011; Scarpa et al., 2013) , or by means of a more sophisticated tomographic approach exploiting a dense arrangement of the optodes (Eggebrecht et al., 2012) . Nonetheless, we stress that no depth selectivity is achievable with a single source detector distance CW fNIRS device. Postural, mechanical, and neural changes, which may occur under most investigative maneuvers, alter blood perfusion and/or distribution in the extra-cranial compartment and affect CW fNIRS variables to the extent that detected changes in cerebral tissue blood volume and oxygenation can be frequently reversed (Canova et al., 2011) .
On the other hand, in single source detector distance (either large or small) TD fNIRS depth selectivity is improved by contrasting the signal obtained after integration of photons detected at early and late time-windows Selb et al., 2005) , or, similarly, by contrasting the moments of the DTOF (Hervé et al., 2012; Liebert et al., 2004 .
A significant modification of the instrumentation is required in CW fNIRS to implement the multi-distance approach. Conversely, since TD fNIRS naturally measures photon time-of-flight, it just requires post processing analysis to discriminate intra-cranial and extra-cranial contributions. The TD approach based on time-windows or moments is also efficient for identifying other artifacts related to superficial phenomena, e.g. the detachment of an optode .
A simple experiment (from the nEUROPt protocol) can be devised to test depth selectivity. In a two-layer diffusive phantom (see for details on the construction of the phantom) absorption changes either in the upper or in the lower layer have been produced by adding known amounts of a calibrated black ink. The corresponding contrasts for different time-gates (constant width: 500 ps, increasing delay: 500, 1000, 2000, and 4000 ps) and for the CW case (delay: 0 ps, width: 0-5000 ps,) have been calculated according to Formula A1 reported in Appendix A and are shown in Fig. 7 . When the absorption changes in the upper layer, all time-gates are affected (all photons travel in the superficial layer since they are injected from the external (Collins et al., 1998) have been calculated using 10 6 launched photons. We chose realistic optical properties for the brain structures (Boas and Dale, 2005) . The photons have been simulated as leaving light sources positioned over C1, C3h and C3 positions of the 10/20 system. Sensitivity maps were then calculated via time convolution of forward solutions for pairs C3-C3h (ρ ≅ 20 mm) and C3-C1 (ρ ≅ 40 mm). ; ρ = 30 mm; perturbation: black PVC cylinder (volume = 500 mm 3 ) positioned at different depths in the mid plane between source and detector. Formula A1 was used for calculating the contrast. upper surface). In particular we observe that the contrast is even higher for late gates, since long lived photons have a higher probability of being absorbed, independently of the location of the absorption perturbation. When the absorption changes are produced in the lower layer, the early gates have negligible or small contrast, as expected, since they have a reduced probability to reach the lower layer and then be reemitted at the surface. The contrast for the CW case is also reported and it is in general closer to the early than to the late gates (the majority of photons are in fact collected at early gates and they contribute largely to the CW signal). The changes in the absorption coefficient are then estimated with the Formulas A3-A7 reported in Appendix A. The use of an early time-window can provide a sufficiently accurate estimate of the absorption changes when they affect the upper layer (see Fig. 7(b) ). In the same situation, a very late time-window is able to yield an estimate of the absorption changes in the lower layer that is minimally affected by the changes in the upper layer (especially if correction methods, described by Eqs. (A6) and (A7) are used). The problem of accuracy related to the estimate of photon path-length in the different layers of the medium is still an open issue in the case of changes affecting the lower layer. As shown in Fig. 7(d) , linearity with the perturbation is achieved, but quantification is definitely poor. Nonetheless, the estimates obtained with the TD approach are catching the phenomenological effects occurring either in the upper or in the lower layer. More accurate estimates could be obtained with methods based on the moments of the DTOF .
Spatial resolution
Light diffusion is the enabling mechanism in fNIRS since it allows photons to penetrate deeply in biological tissues and to be diffusely reemitted, carrying the information on deep structures. However, light diffusion itself strongly limits the achievable spatial resolution in fNIRS to a value of the order of 10 mm (Boas et al., 1994) .
When dealing with spatial resolution in fNIRS it is useful to distinguish between lateral and depth resolution. Lateral resolution depends on source detector distance, therefore it can be improved by the use of multi-distance or tomographic detection schemes in both TD and CW fNIRS (Arridge et al., 2011; Gao et al., 2004) or of the null distance approach in TD fNIRS . This parameter is also influenced by penetration depth and depth selectivity, therefore comparisons of lateral resolutions should be made at a fixed depth, typically 10 mm to mimic the average equivalent distance of brain cortex to the scalp .
Depth resolution explores the direction orthogonal to and beneath the (head) surface. In TD fNIRS depth resolution depends on photon time-of-flight and scattering properties (Liebert et al., 2004; Spinelli et al., 2009b; Steinbrink et al., 2001) , while for CW fNIRS it depends on source detector distance, scattering and absorption (Del Bianco et al., 2002) . Similarly to lateral resolution, depth resolution can be influenced by the ability of the system to reject confounding superficial phenomena (i.e. extra-cerebral, systemic responses).
Broadening of the IRF has detrimental effects on depth resolution as well as on penetration depth, depth selectivity, and contrast, and its influence is larger for smaller source detector distance . A simple intuitive reason for this later aspect is the fact that the larger the source detector distance, the broader in time the measured DTOF is compared to the IRF.
If a better system with a narrower IRF cannot be designed, the possibility remains to partially overcome these limitations by employing convolution or deconvolution procedures. Convolution of the IRF with a theoretical model before fitting experimental DTOF proved to be effective for an accurate estimate of optical properties (Cubeddu et al., 1996; Spinelli et al., 2009a) . In the past, deconvolution algorithms had the reputation of introducing noise in the computation and were rarely used. Recently improved deconvolution algorithms have been developed and tested (Bodi and Bérubé-Lauzière, 2009; Diop and St Lawrence, 2012; Hebden et al., 2003) . To tackle the IRF problem, an elegant method is the use of moments of the DTOF since no deconvolution of the DTOF by the measured IRF is needed. The moments calculated from the measured DTOFs can, in fact, be corrected for the IRF simply by subtracting the corresponding moments of the IRF to obtain the true moments (Hervé et al., 2012; Liebert et al., 2004) . However, since the moments are global parameters calculated by integrating the DTOF (therefore mixing early and late arriving photons), this semi-empirical approach can not totally circumvent the uncertainty in photon timing due to a broad IRF, therefore depth resolution is not likely to improve.
Finally, we observe that for TD fNIRS the fundamental physical limit to depth resolution is imposed by scattering. In the ideal case of a delta-like IRF (in practice a temporal resolution of b1 ps that could be obtained, for instance by using ultrafast laser with fs pulse duration and a streak camera system, coupled to zero dispersion optical fibers), it would be impossible to discriminate deep absorbing structures with a resolution better than 5 mm. The possibility to finely discriminate deep structures in diffusive media is therefore limited to the very superficial layers (i.e. depth ≪ 5 mm), but in this case other advanced optical techniques like optical coherence tomography (Aguirre et al., 2006; Fujimoto et al., 1995) and laminar optical tomography (Dunn and Boas, 2000; Hillman et al., 2004) are able to provide sharp results. These methods can be used for in vivo optical imaging of the exposed cortex. A review on the effect of light scattering on depth resolution is provided by Hillman et al. (2011) .
Contrast-to-noise ratio
The overall ability of an fNIRS system of detecting a cortical response depends on many factors (e.g. depth, simultaneous presence of superficial systemic response, IRF), as discussed in the previous sections. A single parameter to synthetically gage an fNIRS system can be the contrast-to-noise ratio (CNR). The CNR takes into account the sensitivity of the system to changes in the measured quantity (e.g. light attenuation in CW fNIRS, intensity integrated in a given time-window in TD fNIRS) and it relates this change (contrast) to the noise level, as determined -for instance -by the standard deviation of the measured quantity, typically estimated during a resting period (baseline).
The contrast for a TD fNIRS measurement can be higher than for the CW case, simply because it is possible to extract long-lived photons that have traveled a larger fraction of their path in the deeper cortical region as compared to the mean photon distribution collected in a CW measurement. Also, tighter spatial confinement attainable upon reducing the source detector distance -for a fixed photon traveling time -leads to an increase in contrast.
Conversely, the real bottleneck of actual TD systems is the noise level. If the TCSPC technique is used -possibly the most popular choice -the maximum count rate per channel is limited to a few 10 6 photons/s due to the single-photon counting statistics and minimum dead time of the electronics. This limits the maximum signal level that can be extracted in a TD measurement and thus constrains the CNR. Further, amplitude stability and overall detection responsivity are typically worse in a TD system simply because the need to achieve temporal information reduces the choice of sources and detectors. Finally, the total number of parallel running sources and detectors is typically lower due to the intrinsic higher complexity and cost of single devices. Fig. 8 shows the CNR as a function of depth for different time gates. We observe that the CNR value reported for the CW case is not the best estimate, since CW data have been obtained with a TD system by integrating all the detected photons. We expect that a real CW system performs in a much better way. An experimental comparison of the TD and CW approaches would be appropriate, but it is not within the scope of this review.
Representative in vivo data
To better illustrate the specific information that can be obtained by TD fNIRS we report on two simple case studies: a motor task experiment and a Valsalva maneuver.
For both studies the TD fNIRS medical device (working at 690 nm and 830 nm) described in Contini et al. (2006) was used, a single channel (source detector distance 20 mm) was centered over the C3 point, and data were acquired at 1 Hz.
In the motor task experiment the protocol consisted a 20 s baseline, 20 s finger tapping with the right hand at 2 Hz, and 40 s recovery. Ten repetitions were performed and averaged. In the Valsalva maneuver experiment the protocol consisted a 20 s baseline, 20 s expiring through a closed mouthpiece, and 40 s recovery. Five repetitions were performed and averaged.
In both experiments, for each wavelength and all repetitions, we calculated the contrast C, the absorption changes in the intra-cerebral and extra-cerebral region, and the O 2 Hb and HHb time courses as described in Appendix A.
Figs. 9(a-g) report the contrast C during the finger tapping experiment for different time-gates with constant width (250 ps) and increasing delay (from 0 to 1000 in 250 ps steps, then 1500 ps and 2000 ps). For both 690 nm and 830 nm the contrast is rather flat and close to zero during the baseline, as expected. Then during the task it increases at 830 nm, while it decreases at 690 nm. These changes are greater for later time-gates. The maximum value of the contrast during the task period at 830 nm in fact almost doubles its value, from 0.04 at the earliest gate (delay 0 ps) to 0.07 for the latest time-gate (delay 2000 ps). Similarly, at 690 nm the contrast is three times higher at the latest time-gate (C = − 0.06) with respect to the earliest time-gate (C = − 0.02). This is an indication that a deep perturbation is present. Indeed by looking at the contrast at the very early time-gates, it is possible to observe that the contrast at 830 nm presents large periodic changes, only partially related to the ; ρ = 30 mm; perturbation: black PVC cylinder (volume = 500 mm 3 ) positioned at different depths in the mid plane between source and detector. Formula A1 was used for the calculation of the contrast. task, with a triangular or saw-tooth shape, not resembling a typical task-evoked cerebral hemodynamic response. We note that the same time course is present at least qualitatively also at longer time-gates, and this is expected since superficial changes affect photons detected at any time, as described in previous sections. Conversely, the time course for 690 nm does not present this features. As recently reported by Kirilina et al. (2012) , this could likely be the effect of task-evoked systemic changes.
Figs. 9(h-j) report the time course of the moments of the DTOF. The contrast from the lowest order moment (related to the CW intensity) is greatly affected by systemic changes, while higher order moments are less affected.
Figs. 9(k-o) report the time course for the estimates of O 2 Hb and HHb for the extra-cerebral region, for the intra-cerebral region (without and with correction for changes in the extra-cerebral region), and the global estimate from the CW case. In the extra-cerebral region the O 2 Hb signal presents the task-evoked changes, while the HHb presents a limited decrease. In the intra-cerebral region the task-evoked perturbation in O 2 Hb still appears, while it is almost canceled if we use the correction for the superficial disturbances. In the CW, the systemic task-evoked effect is clearly visible.
Figs. 10(a-g) report the contrast C during the Valsalva maneuver for different time-gates with constant width (250 ps) and increasing delay (from 0 to 1000 in 250 ps steps, then 1500 ps and 2000 ps). For both 690 nm and 830 nm the contrast during the task greatly increases with respect to the baseline period. This holds true at any time-gate, with a limited increase when moving from early to late gate: the contrast at 690 nm changes from 0.15 to 0.25, at 830 nm from 0.10 to 0.15. This suggests the presence of a superficial absorption perturbation with a limited effect on deeper regions, as expected (Canova et al., 2011) . This is confirmed by the time courses of the moments of the DTOF (see Figs. 10(h-j) ) and by the time courses of O 2 Hb and HHb for the extra-cerebral region and for the intra-cerebral region, if for the latter case the correction for changes in superficial layers is applied. We note that both the uncorrected intra-cerebral response and the CW response are largely affected by the superficial effects (see Figs. 10(k-o) ).
Future perspectives
In this section we briefly present the foreseen advances at both the technological and modeling levels from which TD fNIRS could benefit in the next years.
There are several technological improvements in light sources, detection techniques and delivery and collection systems that could significantly enhance TD fNIRS's overall performances in the next years.
The SC fiber laser (Fianium UK Ltd., 2013b; NKT Photonics, 2013b) has been recently introduced in TD fNIRS systems and their potential has not been fully proved. They are compact and could nicely fit in a trolley and a rack for medical device. They provide narrow pulses at any level of power, without degrading the IRF. Indeed, they are to some extent a very inefficient solution since the available power is spread over a wavelength range much larger than the useful range. On the one hand, excess power in unused wavelength intervals (e.g. b600 nm, > 900 nm) has to be properly attenuated (e.g. by using dichroic mirror of hot filter) so as not to direct it to the sample under test. On the other hand, power spectral density is limited and sufficient power levels for application in the real environment are obtained summing up the power at adjacent wavelengths (up to 40 nm in some cases), at the cost of reducing the spectral purity of the injected pulses, and the overall accuracy in the reconstruction if the bandwidth is not taken into account (Farina et al., 2009 ). Consequently, a SC with reduced width, covering the proper spectral range while maintaining a high conversion rate, is desirable.
As an alternative to SC lasers, picosecond pulsed laser diode heads based on a master oscillator fiber amplifier concept can offer pulse widths b100 ps and average powers up to 1 W (depending on wavelength). The drawback at the moment of writing is the limited availability of wavelengths (e.g. 531 nm, 710 nm, 766 nm, 1064 nm and 1530 nm) (Fianium UK Ltd., 2013a; PicoQuant GmbH, 2013c) .
The silicon photonics field is promising compact and scalable devices and components for telecommunications, but unfortunately they are not produced in the wavelength range of interest for fNIRS (Fang and Zhao, 2012) . Similarly several optical components and devices for properly handling light pulses at the picosecond level have been devised in the fields of photonics and communications by exploiting the recent studies on metamaterials (Liu and Zhang, 2011) , and chalcogenide materials (Eggleton et al., 2011) . Again, there are no fundamental limitations that prevent the designing of specific components for operation in the spectral range of interest for fNIRS.
Also delivery and collection systems could be positively influenced by the advances in Photonics. To mention a specific case, we observe that nowadays commercial products exist that are able to overcome some of the basic limitations of classical optical fiber. Photonic crystal fibers (PCF) have in fact been recently produced operating as single mode over a broad spectral range (NKT Photonics, 2013a). A conventional single mode optical fiber is actually multimode for wavelengths shorter than the second-mode cutoff wavelength, limiting the useful operating wavelength range in many applications. With PCF we could think to overcome most of the limitations of multimode SI fiber bundles that are used for light collection in TD fNIRS.
For what concerns the detection techniques, we observe that the main drawbacks of existing TCSPC systems are actually not set by physical limits, and they could be overcome by technological advancements. As a side product of the research on the null distance TD approach, ultra-fast time gating circuits and electronics have been developed, that could improve the performances of modern detection techniques like TCSPC (the limits in photon counting statistics holds but with the time gating approach we are for example able to count only useful photons in specific time-windows). In particular time-to-digital conversion (TDC) electronics, could replace modern TCSPC modules for aiming at a higher integration level (Mata Pavia et al., 2012) . Similarly advanced photodetectors, like SPAD with enhanced sensitivity, large area SPAD, SPAD array or matrix with improved performances could be designed and fabricated (Micro Photon Devices, 2013b .
Similarly, the modeling used for the interpretation of real data is nowadays too elementary. Advanced computational tools for modeling light propagation in the head are available, but to date they have been used mostly for simulations, while rarely for the in vivo data analysis. The situation is different for the CW case where sophisticated approaches to data analysis have been successfully proposed Custo et al., 2010; Tsuzuki et al., 2007 Tsuzuki et al., , 2012 . In most clinical studies the head is approximated as homogeneous or two layered medium. This approach might have the advantage of robustness but it definitely fails in terms of accuracy. The use of priors (e.g. anatomical, optical, or spectral) would greatly improve the accuracy of the results, but in most cases at the cost of a very high computational load. Parallel computing algorithms and platforms are therefore required to make this affordable.
Conclusions
We have presented a comprehensive and critical review on TD fNIRS in which we have highlighted that TD fNIRS could play a significant role not only as a complex research tool at the laboratory stage, but also as a powerful instrument for all fNIRS applications.
As a general comment we note that an ideal TD fNIRS system might not exist. However, the design of novel instruments can be properly tailored to the specific needs of the end-users at both research and clinical levels. The performances, the complexity, as well as the costs of a TD fNIRS system can significantly vary depending for example on the number of independent channels. Interestingly, TD NIRS systems and devices have found applications in other fields such as optical mammography, and molecular imaging of small animals. The eventual growth and broader diffusion of these applications would further foster TD fNIRS. By synergic and collaborative efforts among experts in Photonics, Electronics, Information technology and Neuroscience we foresee a flourishing future for TD fNIRS.
We persuasively conclude this review by quoting the 17th century English philosopher and scientist Francis Bacon: "Truth is rightly named the daughter of time" (Novum Organum, 1620). wavelength λ, and N 0 (d,w;λ) is the number of photons collected in the very same time window and for the same wavelength, averaged over the baseline period of the protocol.
Changes in the absorption coefficient for each wavelength λ and at any time T are estimated with the formula
where L is the photon path-length (Nomura et al., 1997) . A rough assumption for the path-length is L = vt, where v is the speed of light in the medium and t is the average photon-timeof-flight. Taking into account the dependence of penetration depth on photon time-of-flight, by properly selecting an early time-gate it is possible to estimate changes in more superficial layers (i.e. extra-cerebral), while a late time-gate yields information on deeper regions (i.e. intra-cerebral). The formulas for the absorption changes can then be specified as follows:
where d E , w E , and L E (d L , w L , and L L ) are proper delay, width and path-length of the time-gate to select early (late) arriving photons. By integrating all detected photons (e.g. selecting a time-window with delay d CW = 0 ps and width w CW = 5000 ps) it is possible to address the CW case. As photon path-length we use L CW = v bt>, where bt> is the mean time-of-flight (first order moment of the DTOF). The corresponding absorption change is then calculated as 
This is equivalent to the modified Beer-Lambert law with differential path-length factors (DPF) not taken from the literature but estimated directly by the DTOF.
To enhance the contribution from deep layers and to remove possible disturbances caused by superficial ones, correction methods Selb et al., 2005) are also used for the intra-cerebral changes:
Finally, making the assumption that hemoglobin is the only chromophore contributing to absorption, O 2 Hb and HHb concentration changes are then derived by Lambert-Beer law, using the hemoglobin absorption spectra from Prahl (2013) .
Changes of moments of DTOFs are defined as in Liebert et al. where ΔA is the change in attenuation, N is the total number of photons (0th order moment of DTOF, corresponding to the number of photons collected in a time window with delay 0 and width ∞), bt> the mean photon time-of-flight (1st order moment) and V is the variance (second centralized moment of the DTOF). The quantities with index 0 refer to the signal recorded during a reference period (e.g. the rest period before stimulation).
