Recent advances in model based quantification of electron energy loss spectra (EELS) are reported. The maximum likelihood method for the estimation of physical parameters describing an EELS spectrum, the validation of the model used in this estimation procedure, and the computation of the attainable precision, that is, the theoretical lower bound on the variance of these estimates, are discussed. Experimental examples on Au and GaAs samples show the power of the maximum likelihood method and show that the theoretical prediction of the attainable precision can be closely approached even for spectra with overlapping edges where conventional EELS quantification fails. To provide endusers with a low threshold alternative to conventional quantification, a user friendly program was developed which is freely available under a GNU public license. r
Introduction
Although quantitative electron energy loss spectroscopy (EELS) has been available for quite some time now, it still is no turnkey solution for the determination of chemical concentrations. In comparison, energy dispersive X-ray Analysis (EDX) seems to be much easier to apply and its use is much more widespread. From a physical point of view, this seems odd because both techniques are so closely related. In terms of detection efficiency, EELS is even far superior over conventional EDX. On top of that, EDX suffers from several artifacts like re-absorption and backscattering which complicate the quantification considerably. So, although an EEL spectrum contains more information compared to an EDX spectrum (for the same electron irradiation dose) [1] , it appears to be difficult to extract this information quantitatively. The main differences between EELS and EDX are the occurrence of a strong background and the complicated shape of the excitation edges in EELS compared to the very high signal-to-background ratio in EDX together with simple expressions for the excitation cross sections.
In this paper we will evaluate the EELS quantification procedure in view of the promise that EELS holds in terms of its favourable information content per electron irradiation dose [1] .
The conventional way to treat core-loss EELS spectra consists of three steps [2] . The first step is to remove the background by extrapolating a power-law function which is fitted in a region preceding the excitation edge. The second step is to remove the effect of multiple scattering by a deconvolution with the low-loss spectrum. The third step is the integration of the number of counts in a certain energy region under the thus obtained excitation edge. This number is then converted into an absolute chemical concentration making use of a calculated cross section for the same energy region. Although this procedure is most often used and also implemented in commercial programs, it has several disadvantages. The first step, the background removal, is the subject of quite some debate [3] [4] [5] [6] [7] [8] [9] . The user has to choose a suitable window in order to fit the background. Depending on this choice the results may differ. Extrapolation under the excitation edge can make the outcome quite sensitive to the choice of window position. The result will depend on how far beyond the fitting region one wants to extrapolate. Furthermore, the assumption of the power law background is known to fail for wide energy regions. The second step, the multiple scattering deconvolution step, is usually based on Fourier techniques and can also introduce severe artifacts. Again choices have to be made which are not always apparent to the end user of commercial software. Finally, in the third step, cross sections are needed to convert the integrated number of counts under the excitation edge into chemical concentrations. Cross sections for excitation edges can not be calculated exactly. Therefore, approximations such as the widely used hydrogenic cross sections [2, 10] are needed.
As an alternative to this conventional spectrum treatment, several authors [11] [12] [13] [14] [15] have presented more advanced fitting techniques to solve the EELS quantification problem. In this approach, the recorded number of counts in an EELS spectrum is considered as an observation from which chemical or electronic information has to be extracted quantitatively. This can be done by making use of a so-called parametric statistical model of the observations. This model describes both the expectations of the observations and the fluctuations of the observations about the expectations. The physical model describing the expectations contains the parameters of interest, which in most cases, can be directly related to chemical concentrations in the sample. Quantitative EELS is done by fitting the model to the observations with respect to the parameters using a criterion of goodness of fit, such as, least squares, least absolute values or maximum likelihood. The outcome is a set of parameters giving rise to the ''best fit''. Thus, quantitative EELS can be regarded as a statistical parameter estimation problem. Comparing to the conventional quantification this is a much more ''natural'' approach in the sense that the model mimics all processes involving the recording of an EELS spectrum. As long as we can create a good model, the information, which is present in the spectrum in the form of physical parameters, should be accessible. There is no extrapolation and deconvolution involved and no fitting windows have to be chosen. All observations are taken into account on an equal footing. In view of these advantages, it is remarkable that model based quantitative EELS has not gained more momentum in the EELS community.
In this paper, we present significant improvements for quantitative EELS and a user friendly program, called EELSMODEL, making advanced quantitative EELS accessible. The program is available under the GNU public license [16] which briefly means that the user is free to use, distribute and alter the program under certain conditions. The main goal of this program is to lower the threshold for interested experimentalists to start using model based quantitative EELS. We also exploit an advantage of parameter estimation theory to estimate the precision of the parameter estimates.
Finally, the validity of the model can be evaluated making use of model validation techniques.
The paper is organized as follows. First the methodology for model based quantification is explained and then two experimental examples, analyzed using these techniques, prove the feasibility of this approach. Model validation however, points out that more work is needed to improve the currently available models to obtain statistically valid descriptions of EELS spectra. The rejection of current models comes as no surprise in view of the approximations used to derive them, but it becomes clear that this can lead to biased results. Comparing with conventional quantification we can state that model imperfections are now the only source of bias while conventionally several other sources of bias and additional noise existed due to improper statistical treatment of the experimental data.
To conclude, the possibilities of the implemented software are described.
Methodology
The aim of quantitative EELS is to estimate parameters with a clear physical meaning, such as chemical concentrations, from the recorded spectra. Therefore, use can be made of statistical methods, such as the maximum likelihood (ML) method. The necessary steps to be made in the application of this method will be described one by one. To begin with, it requires the availability of a parametric statistical model of the observations describing the expectations of these observations as well as the fluctuations of the observations about the expectations, that is, the noise. In Section 2.1, it will be shown how such a model can be constructed for EELS. This model can then be used for two purposes. First, in Section 2.2, it will be used to determine the attainable statistical precision or, in other words, the lower bound on the variance with which the parameters can be estimated without bias from the observations [17, 18] . This is the so-called Crame´r-Rao lower bound (CRLB). Second, in Section 2.3, from the proposed parametric statistical model of the observations, the maximum likelihood estimator will be derived. This estimator actually achieves the CRLB asymptotically, that is, for an infinite number of observations. Therefore, the ML estimator is asymptotically most precise. For this and other reasons, the ML estimator is very important and often used in practice. Furthermore, in Section 2.4, a method will be presented to test the validity of the proposed model. It makes use of the obtained ML estimates of the parameters. Finally, in Section 2.5, it will be described how confidence intervals associated with the parameter estimates can be constructed so as to be able to evaluate the level of confidence to be attached to these estimates.
Parametric statistical model of the observations

Components of the expectation model
The expectation model describes the expectations of the observations. This model contains unknown parameters. In EELS applications, the model parameters can be interpreted, for instance, in terms of chemical concentrations if there is a known relation between these parameters and physical parameters characterizing the sample. Creating an expectation model for EELS spectra necessarily requires the use of approximations and thus the model is not exact. We propose to build a model from a linear combination of components, describing different aspects of the spectrum. For example, a simple GaAs EELS spectrum could be constructed from the following components: a smoothly decaying background and two core-loss excitation edges for the Ga L 2;3 -edge and the As L 2;3 -edge. The edges can be calculated, for example, with a hydrogenic model [2, 19] or they could be the result of a detailed ab initio calculation. In practice, a model for core-loss spectra will consist of a few typical components like background and excitation edges. More complicated and therefore probably more accurate models and vice versa can be constructed by the user. Nevertheless, he or she has to realize that the choice of the model has its impact on the accuracy of the parameter estimates. If the model does not describe the observations sufficiently well, the obtained estimates will be biased. This means that they will fluctuate about the wrong values of the parameters. For this reason, model validation is important. This topic will be discussed in Section 2.4.
Background: origin of AE
Àr . The use of a power law background of the form AE Àr , with A and r being unknown parameters and E the energy, is very common in traditional quantitative EELS. Egerton [19, 20] proposed this model based on the asymptotic behaviour of analytic functions describing the plasmon peak (Drude model) and core-loss excitations (hydrogenic cross section). The power law function appeared from that time on as the de-facto standard for EELS background and was used to remove the unwanted background from a core-loss edge by means of extrapolating from a pre-edge fitting region. It is interesting to note that in the same paper, Egerton shows experimental evidence that the parameter r of the power law is not constant over a wide energy region. The fact that r is changing with energy, effectively means that the power law function is not a good approximation to model an experimental background over a wide energy range. Several other authors have focused on this effect and elaborated on the reasons [3, 4, 21] . In this paper, we only want to point out that the function AE Àr can be replaced by any other smoothly monotonically decaying function as long as it allows to better model the real shape of the background (possibly with more than two parameters). The main merit of the function AE Àr follows from the fact that it arose from physical approximations, and its parameters A and r might have some physical meaning. In practice, however, one is not interested in the parameters of the background, one only likes to model it as accurately as possible.
2.1.1.2. Multiple scattering. Multiple scattering occurs when several inelastic scattering events take place in the sample, leading to an accumulated energy loss. Only scattering to a high probability excitation (typically the plasmon region) is likely to scatter a second time to a core-loss excitation. This can be described by convoluting the singlescattering core-loss spectrum SðEÞ with a low-loss spectrum LðEÞ:
An improvement to this treatment consists of taking into account the angular distribution of the scattering events in the convolution as shown in Ref. [4] . In practice LðEÞ is recorded experimentally and has a signal to noise ratio far superior to the core loss spectrum SðEÞ. A logical step would be to substitute the model for the single scattering spectrum S(E) in Eq. (1) [12] :
for a simple spectrum consisting of a power-law background and two core-loss edges with cross sections s 1 ðEÞ and s 2 ðEÞ. If the model is calculated in the energy region where also the experiment was performed, a straightforward application leads to edge artifacts after convolution as shown in Fig. 1 . The edge artifacts are marked by numbers in Fig. 1 and some remarks are given here:
Artifact 1 is caused by the sudden unphysical onset of the background in the core-loss spectrum when it is calculated over the same energy range as the experimental core-loss spectrum. Since the model core-loss spectrum is a calculated spectrum this artifact can be solved by expanding the energy range over which the model is calculated and thereby shifting the artifact outside the region where the experimental spectrum is valid. This approach was taken by Manoubi et al. [12] . We propose to solve artifact 1 by not including the background in the convolution. The model then becomes:
with f ðEÞ a model for the convoluted background. Based on the discussion on the origin of the AE Àr background, there is no reason why finding a model for a convoluted background would be more difficult than for a normal background as long as it is a smooth monotonically decaying function that describes the experiment well. Artifact 2 is caused by the unphysical sudden onset of the experimental low-loss spectrum. This can be avoided by making sure the low-loss spectrum starts smoothly at zero, by subtracting a constant. Artifact 3 is similar to artifact 2 but is caused by the ending edge of the experimental low-loss spectrum. In principle, this artifact does not occur as long as the core-loss excitation edges are situated far enough beyond the start of the experimental core-loss spectrum (more than the energy difference between the zero-loss peak and the low-loss onset). In Fig. 1 , this artifact is shown only schematically since it would realistically occur outside of the core-loss region in this case. Artifact 4 is similar to artifact 1, and is mainly solved by not including the background in the convolution as for the proposed solution of artifact 1. On top of this, the excitation edges are required to have decayed considerably at the end of the core-loss energy range, or alternatively the end of the range can be excluded from the fitting procedure.
2.1.1.3. Advantages of convolution over deconvolution with the low-loss spectrum. As mentioned in the introduction, the normal way of treating multiple scattering in traditional quantitative EELS is to deconvolute the experimental spectrum with the low-loss spectrum and thus obtain a single scattering spectrum that can be compared to cross section calculations which take into account only single scattering. This process is mostly done with Fourier-ratio deconvolution:
with F and F À1 the forward and inverse discrete Fourier transform, b
SðEÞ the estimated single scattering spectrum, JðEÞ the recorded spectrum, and LðEÞ the low-loss spectrum. The main problems of this deconvolution are described in Ref. [2] . Basically, the solution of Eq. (4) is affected by so-called noise amplification. This means that after deconvolution, the estimated single scattering spectrum contains a lot of high frequency components due to the fact that the Fourier components of LðEÞ get smaller for increasing frequencies so that the ratio amplifies the high frequency components of LðEÞ and JðEÞ which mainly consist of noise. There are ways to solve this noise amplification but the user has to make a choice between loss of resolution and signal-to-noise ratio (in practice this may be hidden within the commercial software). Note that the Fourier-ratio technique given by Eq. (4) can only be applied when the background is already removed by extrapolation. Furthermore, the distribution of the statistical fluctuations of the reconstructed b
SðEÞ is unknown. The ML estimator, which has a number of favourable statistical properties, can therefore no longer be used as will be shown in Section 2.3. For these reasons, convolution of the single-scattering core-loss ARTICLE IN PRESS spectrum with a low-loss spectrum, as in Eq. (1), is preferred over deconvolution. This approach is also more natural since the model mimics all steps in the experiment instead of trying to reverse these steps.
2.1.1.4. Notation. The expectations of the EELS observations will be described as a linear combination of components. Suppose that the observations w m ; m ¼ 1; . . . ; M are made at bins m ¼ 1; . . . ; M of the spectrometer, corresponding to energies E 1 ; . . . ; E M . Then, the expectations of the observations, E½w m , are described by an expectation model fðE m ; yÞ evaluated at energy E m and depending on the parameters y to be estimated:
ð5Þ
In the present paper f m ðyÞ is proportional to MðE m Þ:
where MðE m Þ is a linear combination of components, which is given, for example, by Eq. (3). The proportionality in Eq. (6) depends among other things on the incident number of electrons. The unknown parameters are represented by the T Â 1 parameter vector y ¼ ðy 1 Á Á Á y T Þ T . This vector includes, for example, background parameters A and r, and proportionality constants p 1 and p 2 . Apart from the expectations, also the noise needs to be described. This will be the subject of the following subsection.
Noise model
As a result of the inevitable presence of noise, EELS spectra made under the same conditions will differ from experiment to experiment. This noise is mainly governed by Poisson statistics since the collection of an EELS spectrum is essentially a counting process of incoming, inelastic electrons. In practice, however, additional processes in the conversion of these electrons to digital counts v in the CCD/scintillator assembly of an EELS spectrometer will add noise. This conversion is an extremely complicated process to describe exactly. Ishizuka et al. [22] give such a description taking into account the inter-pixel mixing of the signal due to the modulation transfer function (MTF).
They derive an expression for the pixel value variance varðvÞ as a second order polynomial in the expected number of counts E½v. Under the condition that careful correction for the pixel-gain variation is made (second order term) and that the dark current noise and readout noise of the CCD are negligible (constant term), the second order polynomial can be replaced by its first order term, which is of the form
where k represents the conversion efficiency and N the expected number of inelastic electrons. The factor b in Eq. (7) can then be interpreted as the ratio of the conversion efficiency k and the detector quantum efficiency (DQE) [23] since:
with SNR out and SNR in the signal-to-noise ratio at the output and input of the CCD/scintillator assembly, respectively. If we define
then, it can be shown that
which is a property of the Poisson distribution. Indeed, it can be shown that w, as defined by Eq. (10), is Poisson distributed. This has also been tested experimentally for a Philips CM30 UT FEG with Gatan GIF 200 CCD and a Jeol 3000F with Gatan GIF 2000 CCD (both 1k Â 1k phosphor).
Further complications arise because of the frequency dependence of the DQE [24] . However, current experiments show that the approximations made are sufficient. Including the full details of the CCD/scintillator conversion process would require a much more detailed study. This is in progress. For Poisson distributed observations, the probability that an observation w m made at bin m is equal to o m is given by [25] 
where the parameter l m is equal to the expectation of the observation w m , which in turn, is described by the expectation model, given by Eq. (6):
Moreover, if the observations w m ¼ v m =b (with v m digital counts) are assumed to be statistically independent, the probability Pðo; yÞ that a set of
T is equal to the product of all probabilities described by Eq. (12):
This function is called the joint probability density function of the observations. It represents the parametric statistical model of the observations. The parameters y to be estimated enter Pðo; yÞ via l m . The joint probability density function of the observations will be used in Section 2.2 to determine the attainable statistical precision and in Section 2.3 to derive the maximum likelihood estimator of the parameters.
Attainable precision: the Crame´r-Rao lower bound
The parameterized probability density function of the observations, given by Eq. (14), will be used to define the Fisher information matrix and to compute the CRLB on the variance of unbiased estimators of the parameters of the expectation model. The meaning of the CRLB is that the variance of different unbiased estimators will never be lower than this CRLB. It is independent of any particular method of estimation. The CRLB will also be extended to include unbiased estimators of vectors of functions of the model parameters. The reader is referred to [17, 18, 26] to find the details of the CRLB. The derivation of the equations related to the CRLB are outside the scope of this paper and will only be summarized below.
First, the Fisher information matrix F with respect to the elements of the T Â 1 parameter vector y ¼ ðy 1 Á Á Á y T Þ T is introduced. It is defined using matrix notation as the T Â T matrix
where Pðo; yÞ is the joint probability density function of the observations (14) , it can be shown by making use of Eqs. (13)- (15) that the ðr; sÞth element of F is equal to:
Next, it can be shown that the covariance matrix covð b yÞ of any unbiased estimator b y of y satisfies:
This inequality expresses that the difference of the matrices covð b yÞ and F À1 is positive semidefinite. Since the diagonal elements of covð b yÞ represent the variances of b y 1 ; . . . ; b y T and since the diagonal elements of a positive semidefinite matrix are nonnegative, these variances are larger than or equal to the corresponding diagonal elements of F À1 :
where r ¼ 1; . . . ; T and ½F À1 rr is the ðr; rÞth element of the inverse of the Fisher information matrix. In this sense, F À1 represents a lower bound to the variances of all unbiased b y. The matrix F À1 is called the CRLB on the variance of b y.
Finally, the CRLB can be extended to include unbiased estimators of vectors of functions of the parameters instead of the parameters themselves. Let gðyÞ ¼ ðg 1 ðyÞ Á Á Á g C ðyÞÞ T be such a vector and let b g be an unbiased estimator of gðyÞ. Then, it can be shown that
where qg=qy T is the C Â T Jacobian matrix defined by its ðr; sÞth element qg r =qy s [17] . The right-hand member of this inequality is the CRLB on the variance of b g.
From the previous analysis, it follows that the CRLB is a function of the unknown parameters which seems to be a problem at first sight. Nevertheless, it remains an extremely useful tool.
For nominal values of the unknown parameters it enables one to quantify variances that might be achieved, to detect possibly strong covariances between parameter estimates and to optimize the experimental design [17, 27] . Moreover, as will be shown in Section 2.5, the estimates obtained using an estimator that achieves the CRLB may be substituted for the true parameters in the expression for the CRLB so as to get a level of confidence to be attached to these estimates [28] .
Maximum likelihood estimation
In this Section, it is discussed how the ML estimator of the parameters may be derived from the parameterized probability density function, which is given by Eq. (14) . This estimator is very important since it has a number of favourable statistical properties. The maximum likelihood estimator is clearly discussed in Ref. [18] . A summary is given here.
The ML method for estimation of the parameters consists of three steps:
(1) The available observations w ¼ ðw 1 Á Á Á w M Þ T are substituted for the corresponding independent variables o ¼ ðo 1 Á Á Á o M Þ T in the probability density function, for example, in Eq. (14) . Since the observations are numbers, the resulting expression depends only on the elements of the parameter vector y ¼ ðy 1 
T , which are the hypothetical true parameters, are considered to be variables. To express this, they are replaced by t ¼ ðt 1 Á Á Á t T Þ T . The logarithm of the resulting function, ln Pðw; tÞ, is called the log-likelihood function of the parameters t for the observations w. T . The most important properties of the ML estimator are the following ones. First, it achieves the CRLB asymptotically, that is, for an infinite number of observations. In this sense, the maximum likelihood estimator is asymptotically most precise. Second, this estimator is said to be consistent, which means that it converges to the true value of the parameter in a statistically well defined way if the number of observations increases. Third, the ML estimator asymptotically tends to a normal distribution with a mean value equal to the true value of the parameter and a covariance matrix equal to the CRLB. Whether these asymptotic properties also apply to a finite number of observations, as for EELS observations, can be tested by means of simulations. This will be done in Section 3.1.
Model validation
From Eq. (20) , it directly follows that the results obtained using ML estimation depend on the validity of the joint probability density function of the observations. If the expectations of the observations or the noise is not accurately described by this joint probability density function, ML estimation is no longer valid. Therefore, it is important to test the validity of this function before attaching confidence to the parameter estimates obtained. Various model validation tests can be found in the literature. An overview of these tests will be given in Ref. [30] . In the present paper, the so-called likelihood ratio test [31] will be presented for Poisson distributed observations. In comparison to other tests, it has the advantage that replications of the observations are not required.
Suppose that a set of Poisson distributed observations w m ; m ¼ 1; . . . ; M is available and that we want to test the so-called null hypothesis (H 0 ) that the expectations of these observations can be described by the expectation model f m y ð Þ against the alternative hypothesis (H 1 ) that the expectations of these observations cannot be described by f m y ð Þ. It can be shown that, when H 0 is true, the statistic
is approximately w 2 distributed with M À T degrees of freedom with T the number of unknown parameters as shown by den Dekker et al. [30] . f m ð b y ML Þ in Eq. (21) MÀT;q the qth quantile of a w 2 distribution with M À T degrees of freedom (value of w 2 for which the cumulative probability is q). The meaning of the significance level a is that if H 0 is true, the probability of rejecting H 0 is a and the probability of accepting H 0 , making the correct decision, is 1 À a. The likelihood ratio test will be applied in Section 3.1.
Confidence intervals for maximum likelihood parameter estimates
In order to evaluate the level of confidence to be attached to the ML estimates obtained, confidence intervals associated with these estimates are required. A 100ð1 À aÞ% confidence interval for an element y t of y is an interval that covers the true element y t with probability 1 À a. Confidence intervals, also referred to as error bars, are usually presented as the estimated value of the parameter plus or minus a certain amount. In Ref. [30] , many methods are presented to obtain confidence intervals. Two of these methods, the most used and an interesting alternative, will be summarized in this paper: confidence intervals based on the sample variance and intervals based on the CRLB. The former method requires the experiment to be repeated a number of times, while the latter does not. This, rather technical, section may be skipped during a first reading without losing the thread of this paper.
Confidence intervals based on the sample variance
Ideally, confidence intervals are obtained by repeating the same experiment over and over again. Subsequently, the ML method is applied to each experiment resulting in a sample of ML estimates b y i ML ; i ¼ 1; . . . ; I (with I the total number of repeated experiments). If these estimates are normally distributed, a 100ð1 À aÞ% confidence interval for an element y r of y can be given by:
with ½ b y i ML r the rth element of the parameter vector b y i ML and l 1Àa=2 the ð1 À a=2Þth quantile of the standard normal distribution. s y r is the standard deviation of the sample under consideration, i.e., the square root of the sample variance s 2 y r , which is defined as
with y r the sample mean:
Alternatively, a 100ð1 À aÞ% confidence interval for the sample mean y r is given by [29] y r AE t IÀ1;1Àa=2 s y r ffiffi ffi I p ð27Þ
with t IÀ1;1Àa=2 the ð1 À a=2Þth quantile of the t distribution with I À 1 degrees of freedom. This will be used in Section 3.1. Finally, it should be mentioned that the sample variance s 2 y r is a statistic for which its 100ð1 À aÞ% confidence interval is given by [29] . 
Confidence intervals based on the CRLB
In the previous method, confidence intervals are obtained by repeating the same experiment several times. In practice, however, this scenario is often not very realistic, for example, due to specimen damage. The method that will be summarized in this subsection does not require replications and is therefore practically more useful.
From Section 2.3, it follows that the ML estimator b y ML of the parameter vector y is known to be asymptotically normally distributed with a mean equal to the true value of the parameter vector and a covariance matrix equal to the CRLB. If these properties apply to EELS observations, an approximate 100ð1 À aÞ% confidence interval for an element y r of y can be given by:
with ½ b y ML r the rth element of the parameter vector b y ML , ½F À1 rr the ðr; rÞth element of the CRLB (F À1 ), and l 1Àa=2 the ð1 À a=2Þth quantile of the standard normal distribution. If the CRLB is a function of the parameters to be estimated, the confidence interval (29) is usually derived by substituting the estimated parameters for the true parameters in the expression for the CRLB [28, 30] .
Experimental examples
To test the applicability of the ML method to real-life spectra, two experiments are described here. They answer, in a practical way, the questions whether it is possible to build valid models for EELS spectra and whether the CRLB can be approached. The samples studied are chosen to be ''blameless'' samples, in the sense that the quantity which is to be measured is predictable and stable. We took care that the samples are not beam sensitive, they contain no constituents which can also enter as contamination from oil or air, they require no specimen preparation that can change the chemical contents of the sample and they have two edges which can be captured in one spectrum to allow for accurate relative quantification.
Au M 4;5 edge
A first test sample consists of a thin (% 10 nm) layer of Au f1 1 0g bicrystals. The Au was deposited on a f0 0 1g Ge substrate which is later removed by etching as described in Ref. [32] . The Au film is then lifted and deposited on a holey carbon film. A set of 100 spectra of the Au M 4;5 -edge was recorded in diffraction mode EELS from a micron sized region of the specimen. All spectra were taken under exactly the same conditions; they only differ by the noise. They were recorded on a Jeol 3000F with a GIF2000 spectrometer. The collection angle was approximately 1.4 mrad and the convergence angle was negligible compared to this. The extraction voltage of the FEG was set to 1.7 kV to avoid the inelastic spectrum created by the gun itself affecting the spectral region of the Au M-edge [33] . Core loss spectra were recorded in 10 s while low loss spectra were acquired with 0.016 s exposure both with 1 eV dispersion. The expectation model was constructed from a background power law with second order polynomial exponent and two Hartree Slater cross sections, calculated with digital micrograph for the M 4 and M 5 edge in Au, convoluted with the experimental low loss spectrum to simulate multiple scattering. The statistical noise is modeled as described in Section 2.1.2 with b ¼ 3:6 obtained experimentally. The Au M-edge is formed by exciting the 3d 5 2 (Au M 5 ) and the 3d 3 2 (Au M 4 ) atomic levels to unoccupied levels. In single particle theory the ratio in cross section between both edges is given by the ratio of their ground state occupation number and should therefore be Fig. 2) . Many particle corrections can, however, lead to a slight deviation from this ideal value (deviations can be quite large in L-edges for instanceand are known as anomalous white line ratios [34] ).
In addition to the experimentally obtained spectra, simulated spectra were created to verify whether the ML estimator is an unbiased estimator and whether it attains the CRLB for an 'ideal' situation. The ideal situation is created by simulating 100 different, Poisson distributed, spectral observations for a given expectation model (Fig. 3) . The true parameters of this model were assumed to be equal to the estimated parameters obtained from an experimental EELS spectrum to mimic as closely as possible the experimental situation. Some members of the set of 100 spectra are shown in Fig. 3 for both simulated and experimental data. The main difference between these simulated data and real experimental data is that the model is known exactly for simulations while for experiments we have to propose a model and test whether it describes the experiment well. The ML method was then applied to the real and simulated data resulting into 100 estimates for the M 5 =M 4 ratio for each data set. The distribution of the M 5 =M 4 ratio estimates is shown as a histogram in Fig. 2 . An interesting thing which can clearly be seen from this figure is the fact that (as with all measurements) one should never trust a single EELS measurement because of the finite chance to find parameters far from the true parameters.
Before discussing the results of the ML method, the LR test of Section 2.4 has been applied to check the validity of the proposed expectation model for both the simulated and experimental data set and to gain insight in the meaning of the significance level. Table 1 shows the results. Since the model for the simulated data is known, the probability of rejecting this model should, by definition, be equal to the significance level a and the probability of accepting the model should be equal to 1 À a. From the comparison of the chosen significance levels with the percentage of accepted models when the LR test is applied to simulated spectra, it follows that the LR test works well. However, from the comparison of the chosen significance levels with the percentage of accepted models when the LR test is applied to experimental spectra, it follows that the model is rejected more often than the predicted value. This indicates that the model is not a perfect description of the experiment and that models should be improved in the future. Of course, the model is necessarily a simplification of the physics behind ARTICLE IN PRESS Fig. 2 . Histogram of ML estimated Au M 5 =M 4 ratios from 100 experimental spectra (grey) and 100 simulated spectra (hatched), together with a normal distribution with mean and standard deviation equal to the true M 5 =M 4 ratio used in the simulated spectra and square root of the CRLB computed from the known model used in these spectra, respectively. The experimental spectra produce a slightly broader distribution than this normal distribution. the experiment. Furthermore, outliers exist in the data. These unavoidable outliers can be caused by electronic glitches and cosmic rays and are not described by Poisson statistics as is assumed in the presented LR test. Nevertheless, even though the model seems to be rejected on statistical grounds, the present analysis will be continued to show how the methods of Section 2 work and what the impact of imperfect models may be.
Next, the mean and standard deviation of the estimates obtained from the simulated data set were computed and compared to the true M 5 =M 4 ratio and the lower bound on the standard deviation, that is, the square root of the CRLB, respectively. The CRLB was computed by substituting the true values of the parameters (which are known for simulations) into the expression given by the right-hand member of Eq. (19) . The results are presented in Table 2 . Also 95% confidence intervals are presented using Eq. (27) and the square roots of Eq. (28) . From the comparison of these results, it follows that the mean of the ML estimator agrees with the true M 5 =M 4 ratio and that its standard deviation agrees with the lower bound on the standard deviation. Hence, the two asymptotic properties of the ML estimator, asymptotically most precise and unbiased, seem to be fulfilled. Furthermore, the normal distribution shown in Fig. 2 with mean equal to the true M 5 =M 4 ratio and standard deviation equal to the square root of the CRLB makes plausible that the estimates are normally ARTICLE IN PRESS Fig. 3 . Some Au M 4;5 EELS spectra selected from both simulated and experimental data sets together with the model used to generate the simulated data. The spectra are set apart by adding a multiple of 1000 electrons with respect to the model to improve visibility in this plot. Note how noisy these spectra are while still allowing approximately 5% relative precision in determining the Au M 5 =M 4 ratio. Note also the qualitative difference between the simulated noise and the experimental noise, the latter having clearly less high frequency components due to frequency dependent effects in the CCD/scintillator assembly. distributed. This is another asymptotic property of the ML estimator. Furthermore, the standard deviation of the estimates obtained from the experimental data set and its 95% confidence interval have been computed using the square roots of Eqs. (25) and (28), respectively. Additionally, the lower bound on the standard deviation, that is, the square root of the CRLB, has been computed following the procedure of Section 2.5.2. For each experimental spectrum, the CRLB has been estimated by substituting the ML estimated parameters into the expression given by the right-hand member of Eq. (19) . From the thus obtained set of lower bounds, the mean and 95% confidence interval have been computed using the equivalent expressions for the mean and its confidence interval of estimated parameters given by Eqs. (26) and (27) , respectively. The results are shown in Table 3 . From this table, it follows that the experimental standard deviation is slightly higher (statistically significant) than the computed lower bound on the standard deviation. The reason for this can be due to model imperfections as follows from the results of the LR test. If the parametric statistical model proposed does not describe the observations correctly, the expressions obtained for the CRLB are no longer valid and the estimated values for the CRLB will deviate. It should be noticed that the deviation of the lower bound from the estimated standard deviation is not due to the estimator used. By means of simulations it has been shown that the ML estimator attains the CRLB. In the present experiment, however, the estimated lower bound on the standard deviation still gives the right order of magnitude for the error bar to be expected from an experiment even if making a perfect model with a limited amount of meaningful parameters is not yet possible. Moreover, one should realize that statistically rejected models may have an impact on the accuracy as well. If the model does not describe the observations correctly, there is a possibility that the results are biased. In the present experiment, the bias, which might be introduced, seems to be small since it follows from the histogram of Fig. 2 that the ML estimates are close to 1.5 as expected from a theoretical point of view.
As a conclusion to this experiment, it can be stated that the methods of Section 2 work well as follows from simulations for which the model is known exactly. For correct models, the ML estimator is unbiased and attains the CRLB. Therefore, the CRLB is a good way to estimate the precision. Furthermore, from the simulations, it follows that the LR test is an effective method for model validation. Although correct models are not yet available in the EELS community, as follows from the LR test applied to experiments as well, the experimental results are promising. In our carefully conducted experiment, the estimated lower bound on the standard deviation does not yet agree with the experimental standard deviation but it is of the right order of magnitude. Furthermore, the possibly introduced bias due to model imperfections, seems to be small. In the future, the existing problems are expected to be diminished up to the level where the model becomes statistically acceptable, given that EELS models are continuously improving. In the assessment of the quality of the models, the methods presented in this paper, including the LR test for model validation, will be indispensable. It is interesting to note that the precision is of the order of 5% in the present experiment with overlapping edges and a very low signal-to-noise ratio in the spectra. This would be a challenging if not an impossible spectrum for conventional quantification techniques.
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GaAs cleaved wedge
A somewhat more practically applicable experiment was conducted on a cleaved sample of GaAs. A 90 wedge was produced by cleaving a GaAs substrate along a f1 1 0g plane. A STEM probe f % 1 nm was scanned approximately along the h0 0 1i zone axis, from the hole progressively into thicker regions of the sample. The Ga/As ratio is estimated using the ML method. The proposed expectation model consists of two hydrogenic Ledges and a power law with second order polynomial exponent for the background. Convolution with the low loss spectrum is included to model multiple scattering. The spectra are recorded in diffraction mode EELS in a Jeol 3000F and a GIF2000 spectrometer with a collection angle of 5 mrad. The sample is tilted approximately 3 from the h1 0 0i zone axis to avoid problems with channeling conditions. The quantification of these spectra is traditionally a very difficult task because both edges are very close (GaL 2;3 1115 eV and AsL 2;3 1323 eV) and lie at high energies resulting in low cross sections and bad signal-to-noise ratios in the spectra. The thickness of the sample at each point is calculated from the low loss spectrum with digital micrograph giving a relative thickness t=l with l the mean free path for inelastic scattering (for GaAs roughly l ¼ 100 nm [2] ). Note that this thickness is the total sample thickness, and may therefore include the thickness of a thin amorphous carbon layer at the surface.
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First, the LR test has been applied to each experimental spectrum to check the validity of the proposed model. From this test it follows that the percentage of spectra for which the model seems an accurate description is 71% for a significance level of 5%. This points to an imperfection of the expectation or noise model.
The obtained ML estimates for the Ga/As ratio for two scans in different regions of the sample are shown in Fig. 4 . Furthermore, 95% confidence intervals based on the CRLB are provided using the procedure of Section 2.5.2. It can be observed that most confidence intervals coincide and contain the expected value of 1 for the Ga/As ratio, even for t=l % 2:3, which usually is considered too thick for quantification. In Fig. 4 , the mean of the estimated Ga/As ratios is indicated by a line. Note that although the sample mean is slightly different for both sets (0.99 and 1.012), their 95% confidence intervals, which can be computed using Eq. (27) , coincide. Furthermore, for the noisy spectra in the present experiment, a precision, in terms of the lower bound on the standard deviation, of better than 5% is obtainable. Nevertheless, since the model is not perfect, one has to remain alert to interpret the results.
EELSMODEL software
To promote model based quantitative EELS, software has been developed using the C++ language and Trolltech Qt3.0 [35] for the user interface. The goal is to give users a low threshold alternative to the conventional quantification algorithms that are implemented in commercial ARTICLE IN PRESS software packages. The software is freely available under the GNU public license [16] from the EELSMODEL web site [36] . A screen shot of the program is given in Fig. 5 .
The program is written to be platform independent and offers the user a choice between several estimators:
ML estimator for independent and Poisson distributed observations. Weighted least squares estimator (=ML estimator for independent and normally distributed observations). Uniformly weighted least squares estimator (= ML estimator for independent and identically normally distributed observations).
The user can build an expectation model from the following components (can be expanded by the user to include any component which is expressible in C++):
Background models:
Power law background AE
Àr
Power law with polynomial exponent AE r 1 þr 2 Eþr 3 E 2 þ...
Exponential background A expðÀaEÞ Core-loss excitation models:
Hydrogenic cross sections SigmaK, Sigmal [2, 10] Relativistic K-edge cross sections SigmaKrel [37] Edges stored in a MSA file: can be any excitation edge calculated with Ab initio packages or Hartree Fock methods. It can even be an experimental edge shape from a reference sample. Fine structure functions:
Lorentzian profiles Gaussian profiles New components and improved models for excitation cross sections can easily be added to test new ideas.
The program offers the possibility to lock certain parameters which will not be estimated and to couple parameters to other parameters. Furthermore, the precision of the parameter can be estimated using the CRLB. Ratios, differences and sums of two parameters can be monitored and the associated CRLB is estimated. Also, the LR test is implemented to find out how well the model describes the experiment. More detailed information can be found at the EELSMODEL web site [36].
Conclusion
This paper shows that model based quantitative EELS is a powerful approach to obtain estimates of physical parameters describing an EELS spectrum. By using the proper statistical model of the observations describing both the expectations of the observations and the noise statistics, the ML method can be applied to estimate both the parameters and the attainable precision, that is, the CRLB on the variance of these estimates. Expectation models were build from a superposition of different available components describing the different contributions to the spectrum. The background component was omitted from the multiple scattering convolution to solve several numerical artifacts on the basis that one can model equally well a multiple scattered background as the usual single scattered background.
It was shown by means of simulations, for which the model is known exactly, that the ML estimator is unbiased and that it attains the CRLB. For statistically validated models, the ML estimator is unbiased and attains the CRLB. Therefore, the CRLB is a good way to estimate the precision. Furthermore, from the simulations, it follows that the LR test is an effective method for model validation.
Carefully conducted experiments were performed using Au and GaAs samples. From the LR test, it follows that the proposed models do not describe the observations exactly. The reason being that perfect models are not yet available in the EELS community. Nevertheless, the experimental results are promising. Although, the estimated lower bound on the standard deviation does not yet agree with the experimental standard deviation, it is of the right order of magnitude. In these experiments, the precision is much better than commonly expected. Furthermore, the possibly introduced bias due to model imperfections, seems to be small. In the future, the existing problems resulting from model imperfections are expected to be reduced up to the level where statistically valid models can be produced given the continuous improvement in EELS models. Better inelastic atomic cross section models, preferably parameterized for fast calculation, are required. These cross sections do not need to produce the fine structure of the excitation edges but the general shape and how the edge decays with increasing energy are important. Techniques which go beyond atomic cross sections are not generally applicable since in principle the sample is unknown at the time a quantitative analysis is performed. In the assessment of the quality of the models, the methods presented in this paper, including the LR test for model validation, will be indispensable.
A major advantage of quantitative EELS as described in this paper is that it works on nonprocessed data (unlike for instance first-difference techniques). The model really predicts what comes out of the spectrometer, including every single step. Even the last step of converting electrons to electronic counts measured with the spectrometer CCD can be included in a direct way but further work is needed to include the spatial correlation of the statistical noise due to this process. Compared to the conventional quantification technique, the presented methods work for overlapping edges and noisy spectra as well.
The ideas presented in this paper are combined in a free user friendly program to stimulate the use of model based quantification.
