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This paper focuses on the mathematical modeling and the variational and numerical
analyses of surfactants behavior at the air–water interface, taking into account the mixed
kinetic-diffusion model evolving to the Henry isotherm. The existence and uniqueness of a
weak solution is proved applying classical results for linear parabolic equations and ﬁxed-
point techniques. Fully discrete approximations are obtained by using a ﬁnite element
method and the backward Euler scheme. Error estimates are then proved from which,
under adequate additional regularity conditions, the linear convergence of the algorithm
is derived. Finally, some numerical simulations are presented in order to demonstrate the
accuracy of the algorithm and the behavior of the solution for a commercially available
surfactant.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The study of surfactant adsorption dynamics at the air–water interface has been revealed as a determinant issue for
its application in areas such as biochemistry, medicine, agrochemistry, metallurgy, food processing and so on (see [1,4,5,
11,14,20]). A newly formed surface in a surfactant solution is accomplished with the incorporation of surfactant molecules
to this surface, drastically reducing its surface tension. This dynamic process may vary depending on temperature, salinity,
type of surfactant and its concentration, ranging from milliseconds to several hours in order to reach its equilibrium. The
analysis of the dynamic surface tension is then closely related to the transportation of molecules as a consequence of an
adsorption–desorption mechanism from the bulk of the solution to the interface and vice versa.
From the mathematical point of view, the process is modeled by the partial differential equation of diffusion in one
spatial dimension, considering either inﬁnite or ﬁnite diffusion length, coupled with the corresponding adsorption model
by means of a suitable boundary condition at the subsurface, the unknowns being both bulk and surface concentration.
The work of Ward and Tordai (see [20]) pioneered a mathematical research concerned in achieving analytical solutions for
the diffusion controlled model considering inﬁnite diffusion length and then obtaining approximations for long and short
times (see [10,17]). Regarding the ﬁnite diffusion length and the nonlinear isotherms, numerical methods have been used
to approximate their solutions (see [12,13]); however, to our knowledge, their numerical analysis is nowadays an open
problem. Furthermore, the aforementioned adsorption dynamic model yields non-standard boundary conditions worthy of
being analyzed from a theoretical point of view. In this paper, we are concerned with the modeling and the variational
and numerical analyses of the diffusion problem with ﬁnite diffusion length for the linear mixed kinetic-diffusion model,
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evolving into the so-called Henry isotherm at equilibrium; the diffusion-controlled model for this isotherm has been studied
in [7]. Indeed, a kinetic expression states the rate of change of the surface concentration through a balance between the
adsorption and desorption dynamics (see [8]).
The outline of this paper is as follows. In Section 2, we brieﬂy describe the mathematical model and we introduce the
variational formulation of the problem, for which an existence and uniqueness result is proved. Fully discrete approxima-
tions are introduced in Section 3 by using a ﬁnite element method and the implicit Euler scheme for the spatial and time
discretizations, respectively. An error estimate result is proved from which the linear convergence is deduced under suit-
able regularity assumptions. Finally, in Section 4 some numerical examples are shown to demonstrate the accuracy of the
algorithm and the behavior of the solution for a commercially available surfactant.
2. Statement of the problem. Mathematical model and variational formulation
In order to introduce the whole dynamic process, it is important to take into account the boundary called subsurface,
depicted in Fig. 1 (see [1,4]), which is located a few molecular diameters below the air–water interface and splits the domain
where only diffusion takes place and the region in which only adsorption–desorption occurs.
Let us denote by x the distance from the interface and c(x, t) the concentration of surfactant at point x ∈ [0, l] and time
t ∈ [0, T ]. The boundary x = 0 of the spatial interval corresponds to the location of the subsurface. Denoting by Γ (t) the
time-dependent surface concentration and taking into account the Fick’s law, we consider the diffusion partial differential
equation:
∂c
∂t
(x, t) − D ∂
2c
∂x2
(x, t) = 0, x ∈ (0, l), t > 0, (1)
together with the boundary conditions (see [1,14]):
D
∂c
∂x
(0, t) = dΓ
dt
(t), t > 0, (2)
c(l, t) = cb, t > 0, (3)
and the initial conditions:
c(x,0) = c0(x), x ∈ (0, l), (4)
Γ (0) = Γ0. (5)
In Eqs. (1)–(3), D is the diffusion coeﬃcient and the positive constant cb is the bulk concentration. Besides, c0(x) is a
function deﬁned in [0, l] and being equal to cb on x = l. We remark that the surface concentration, Γ , actually becomes
an unknown of the system and then an additional condition must be given in order to close the problem. Hereafter, we
consider a linear mixed kinetic-diffusion model leading to the Henry isotherm at equilibrium (see [7]); that is, the rate of
adsorption is assumed to be proportional to the subsurface concentration meanwhile the rate of desorption is proportional
to the surface concentration. Thus, the simplest linear kinetic expression modeling the mass transfer between the surface
and subsurface at low concentrations leads to the following ordinary differential equation (see [1,19]):
dΓ
(t) = kaHc(0, t) − kdHΓ (t), (6)dt
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H are the adsorption and desorption constants, respectively. At equilibrium or steady-state, dΓ/dt = 0 and,
from Eq. (6), the classical Henry isotherm is recovered.
Besides, assuming regularity, the previous ODE together with the initial condition (5) can be straightforwardly integrated
to obtain:
Γ (t) = Γ0e−kdHt + kaHe−k
d
Ht
t∫
0
ek
d
Hτ c(0, τ )dτ .
Therefore, the boundary condition (2) reads
D
∂c
∂x
(0, t) = kaHc(0, t) − φ
(
t, c(0, ·)), (7)
where
φ(t, ζ ) = kdHΓ0e−k
d
Ht + kdHkaHe−k
d
Ht
t∫
0
ek
d
Hτ ζ(τ )dτ . (8)
We emphasize that the boundary condition (7) determines a non-local boundary condition in time since, for the con-
struction of the ﬂux at time t , the values of the subsurface concentration at previous times are also required.
We are now concerned in analyzing problem (1), (3) and (4), together with the new boundary condition (7). Moreover,
for the sake of clarity in the presentation, and in order to simplify the calculations of the next section, we assume that cb
equals zero and so a homogeneous boundary condition is imposed on the right end of the spatial interval.
Multiplying Eq. (1) by a smooth function z deﬁned in [0, l] such that z(l) = 0, integrating in (0, l) and using the integra-
tion by parts formula, we obtain, for a.e. t ∈ [0, T ],
l∫
0
∂c
∂t
(x, t)z(x)dx+
l∫
0
D
∂c
∂x
(x, t)
∂z
∂x
(x)dx+ D ∂c
∂x
(0, t)z(0) = 0.
Using Eq. (7), we ﬁnd that, for a.e. t ∈ [0, T ],
l∫
0
∂c
∂t
(x, t)z(x)dx+
l∫
0
D
∂c
∂x
(x, t)
∂z
∂x
(x)dx+ kaHc(0, t)z(0) = φ
(
t, c(0, ·))z(0).
Let V be the Hilbert space
V = {v ∈ H1(0, l); v(l) = 0},
endowed with the inner product
(
(v,w)
)=
l∫
0
∂v
∂x
∂w
∂x
dx,
and the associated norm ‖v‖V = ((v, v))1/2. We denote by γ0 : H1(0, l) → R the trace operator on x = 0. Furthermore, we
recall the inner product in H = L2(0, l) given by
(v,w)H =
l∫
0
v(x)w(x)dx,
with associated norm ‖v‖H = (v, v)1/2H . Moreover, we consider the Hilbert space V = L2(0, T ; V ) with dual space V ′ =
L2(0, T ; V ′) together with (see [16] for details)
W2(0, T ; V ) =
{
v ∈ L2(0, T ; V ); v˙ ∈ L2(0, T ; V ′)},
where, from now on, we denote the time derivative by a dot above. We now state the weak formulation of problem (1), (3),
(4) and (7).
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c˙(t), v
〉
V ′×V + D
((
c(t), v
))+ kaHγ0(c(t))γ0(v) = φ(t, γ0(c))γ0(v), for a.e. t ∈ (0, T ), ∀v ∈ V , (9)
c(0) = c0. (10)
Note that the initial condition (10) makes sense since W2(0, T ; V ) ↪→ C([0, T ]; H). A proof of the existence and the
uniqueness of solution to Problem P is detailed below, and it is based on classical results for linear parabolic equations and
ﬁxed-point techniques.
Theorem 2.1. Let kaH , k
d
H and D be positive constants. If c0 ∈ H, then there exists a unique solution c ∈ W2(0, T ; V ) to Problem P.
Proof. Existence. For every η ∈ L2(0, T ) we consider the following auxiliary problem:
Problem Pη . Find a function cη ∈ W2(0, T ; V ) such that,
〈
c˙η(t), v
〉
V ′×V + D
((
cη(t), v
))+ kaHγ0(cη(t))γ0(v) = kdHΓ0e−kdHtγ0(v) + kaHηγ0(v),
for a.e. t ∈ (0, T ), ∀v ∈ V , (11)
cη(0) = c0. (12)
Since the function f : [0, T ] → V ′ , deﬁned by
〈
f (t), v
〉
V ′×V = kdHΓ0e−k
d
Htγ0(v) + haHη(t)γ0(v),
belongs to L2(0, T ; V ′), there exists a unique solution cη to Problem Pη (see [18]). Thus, we deﬁne the operator Λ :
L2(0, T ) → L2(0, T ) as follows,
η → Λη(t) = kdH
t∫
0
ek
d
H (τ−t)γ0
(
cη(τ )
)
dτ ,
cη being the solution to Problem Pη . First, note that
Λη(t) kdH
( t∫
0
e2k
d
H (τ−t) dτ
)1/2( t∫
0
∣∣γ0(cη(τ ))∣∣2 dτ
)1/2

(
kdH
2
)1/2( t∫
0
∣∣γ0(cη(τ ))∣∣2 dτ
)1/2
,
and therefore Λη ∈ L2(0, T ), regarding that
T∫
0
∣∣Λη(t)∣∣2 dt  kdH
2
T∫
0
∥∥γ0(cη)∥∥2L2(0,t) dt  TkdH2
∥∥γ0(cη)∥∥2L2(0,T ).
Let us prove that Λ is a contraction on L2(0, T ). Indeed, taking η1, η2 ∈ L2(0, T ) we consider the respective solutions
cη1 , cη2 to Problem Pη . Subtracting Eq. (11) for η = η1 and η = η2, taking v = cη1 − cη2 ∈ V as a test function, using the
Cauchy–Schwarz inequality and the linearity of the trace operator, we ﬁnd that
1
2
d
dt
∥∥cη1(t) − cη2(t)∥∥2H + D∥∥cη1(t) − cη2(t)∥∥2V + kaHγ0(cη1(t) − cη2(t))2
 kaH
∣∣η1(t) − η2(t)∣∣∣∣γ0(cη1(t) − cη2(t))∣∣

kaH
2
∣∣η1(t) − η2(t)∣∣2 + kaH
2
∣∣γ0(cη1(t) − cη2(t))∣∣2,
for a.e. 0 t  T . Then, we have
1
2
d
dt
∥∥cη1(t) − cη2(t)∥∥2H + D∥∥cη1(t) − cη2(t)∥∥2V + kaH2 γ0
(
cη1(t) − cη2(t)
)2  kaH
2
∣∣η1(t) − η2(t)∣∣2,
for a.e. 0 t  T . Integrating from 0 to t we obtain
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2
∥∥cη1(t) − cη2(t)∥∥2H + D
t∫
0
∥∥cη1(τ ) − cη2(τ )∥∥2V dτ + kaH2
t∫
0
γ0
(
cη1(τ ) − cη2(τ )
)2
dτ

kaH
2
t∫
0
∣∣η1(τ ) − η2(τ )∣∣2 dτ ,
and, since all the terms of the left-hand side of the latter expressions are nonnegative, we get
t∫
0
γ0
(
cη1(τ ) − cη2(τ )
)2
dτ 
t∫
0
∣∣η1(τ ) − η2(τ )∣∣2 dτ . (13)
Recalling the deﬁnition of Λ and using the Cauchy–Schwarz inequality, we ﬁnd that
∣∣Λη1(t) − Λη2(t)∣∣ kdH
t∫
0
ek
d
H (τ−t)∣∣γ0(cη1(τ ) − cη2(τ ))∣∣dτ
 kdH
( t∫
0
e2k
d
H (τ−t) dτ
)1/2 ( t∫
0
∣∣γ0(cη1(τ ) − cη2(τ ))∣∣2 dτ
)1/2

(
kdH
2
)1/2( t∫
0
∣∣γ0(cη1(τ ) − cη2(τ ))∣∣2 dτ
)1/2
,
for a.e. 0 t  T . Therefore, using estimate (13) it follows that
∣∣Λη1(t) − Λη2(t)∣∣2  kdH
2
t∫
0
∣∣γ0(cη1(τ ) − cη2(τ ))∣∣2 dτ  kdH2 ‖η1 − η2‖2L2(0,t),
for a.e. 0 t  T . Integrating this expression from 0 to t we obtain
‖Λη1 − Λη2‖2L2(0,t) 
kdH
2
t∫
0
‖η1 − η2‖2L2(0,τ ) dτ , for all t ∈ [0, T ],
and then
‖Λη1 − Λη2‖2L2(0,T ) 
kdH T
2
‖η1 − η2‖2L2(0,T ).
Reiterating this procedure n times we ﬁnd that
∥∥Λnη1 − Λnη2∥∥2L2(0,T ) 
(
kdH T
2
)n 1
n! ‖η1 − η2‖
2
L2(0,T ),
and then, for n large enough, the operator Λn is a contraction on L2(0, T ). Therefore, there exists a unique ﬁxed point
η ∈ L2(0, T ) of Λn , which is also the unique ﬁxed point of Λ and so, there exists a solution to problem (9)–(10).
Uniqueness. Let c1 and c2 be two solutions to problem (9)–(10). Subtracting Eq. (9) for c = c1 and c = c2, taking v =
c1 − c2 ∈ V as a test function and using Cauchy’s inequality with  = kaH/2 (see [6]), we get
1
2
d
dt
∥∥c1(t) − c2(t)∥∥2H + D∥∥c1(t) − c2(t)∥∥2V + kaHγ0(c1(t) − c2(t))2

(
φ
(
t, γ0(c1)
)− φ(t, γ0(c2)))γ0(c1(t) − c2(t))
 1
2kaH
(
φ
(
t, γ0(c1)
)− φ(t, γ0(c2)))2 + kaH
2
γ0
(
c1(t) − c2(t)
)2
, (14)
for a.e. 0 t  T . Taking into account the inequality
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t∫
0
ek
d
Hτ
∣∣c1(τ ) − c2(τ )∣∣dτ
 kdHkaHe−k
d
Ht
( t∫
0
e2k
d
Hτ dτ
)1/2( t∫
0
∣∣c1(τ ) − c2(τ )∣∣2 dτ
)1/2

(
kdH
2
)1/2
kaH
( t∫
0
∣∣c1(τ ) − c2(τ )∣∣2 dτ
)1/2
,
estimate (14) implies that
1
2
d
dt
∥∥c1(t) − c2(t)∥∥2H + D∥∥c1(t) − c2(t)∥∥2V + kaH2 γ0
(
c1(t) − c2(t)
)2  kdH
4
kaH
t∫
0
∣∣γ0(c1(τ ) − c2(τ ))∣∣2 dτ , (15)
for a.e. 0 t  T . Writing
ξ(t) :=
t∫
0
∣∣γ0(c1(τ ) − c2(τ ))∣∣2 dτ ,
and integrating estimate (15) from 0 to t we get
1
2
∥∥c1(t) − c2(t)∥∥2H + D
t∫
0
∥∥c1(s) − c2(s)∥∥2V ds + kaH2 ξ(t) k
d
H
4
kaH
t∫
0
ξ(s)ds, (16)
for a.e. 0 t  T . Since every term of the left-hand side of the latter expression is nonnegative, we ﬁnd that
ξ(t)
kdH
2
t∫
0
ξ(s)ds,
for a.e. 0 t  T . Using Gronwall’s inequality (see [6]), it follows that
ξ(t) = 0 for a.e. t ∈ (0, T ),
and, from inequality (16), we have c1 − c2 ≡ 0 and the result holds. 
3. Fully discrete approximations: Numerical analysis
In this section, we now consider a fully discrete approximation of problem (9)–(10), taking into account a ﬁnite-
dimensional space V h ⊂ V to approximate the space V , obtained, for instance, by using a ﬁnite element method. Here,
h > 0 denotes the spatial discretization parameter. Moreover, we consider a partition of the time interval [0, T ], denoted
by 0 = t0 < t1 < · · · < tN = T . In this case, we use a uniform partition of the time interval [0, T ] with step size k = T /N
and nodes tn = nk for n = 0,1, . . . ,N . For a continuous function z(t), we use the notation zn = z(tn) and, for the sequence
{zn}Nn=0, we denote by δzn = (zn − zn−1)/k its corresponding divided differences.
Therefore, using the backward Euler scheme, the fully discrete approximations are considered as follows.
Problem Phk . Find chk = {chkn }Nn=0 ⊂ V h such that
chk0 = ch0, (17)
and, for n = 1, . . . ,N and for all vh ∈ V h ,(
δchkn , v
h)
H + D
((
chkn , v
h))+ kaHγ0(chkn )γ0(vh)= φhkn−1γ0(vh), (18)
where ch0 ∈ V h is an appropriate approximation of the initial condition c0 and
φhkn−1 = kdHΓ0e−k
d
Htn + kdHkaHk
n−1∑
ek
d
H (t j−tn)γ0
(
chkj
)
. (19)j=0
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discrete solution to Problem Phk .
In the sequel, we will derive an error estimate for the difference cn − chkn assuming the following additional regularity:
c ∈ C([0, T ]; V )∩ C1([0, T ]; H). (20)
Taking v = cn − vh ∈ V in Eq. (9) at time t = tn , we ﬁnd that, for n = 1,2, . . . ,N ,(
c˙n, cn − vh
)
H + D
((
cn, cn − vh
))+ kaHγ0(cn)γ0(cn − vh)= φnγ0(cn − vh),
where φn = φ(tn, γ0(c)), and therefore,(
c˙n, cn − chkn
)
H + D
((
cn, cn − chkn
))+ kaHγ0(cn)γ0(cn − chkn )− φnγ0(cn − chkn )
= (c˙n, cn − vh)H + D((cn, cn − vh))+ kaHγ0(cn)γ0(cn − vh)− φnγ0(cn − vh). (21)
On the other hand, using Eq. (18) we have, for all vh ∈ V h ,(
δchkn , cn − chkn
)
H + D
((
chkn , cn − chkn
))+ kaHγ0(chkn )γ0(cn − chkn )− φhkn−1γ0(cn − chkn )
= (δchkn , cn − vh)H + D((chkn , cn − vh))+ kaHγ0(chkn )γ0(cn − vh)− φhkn−1γ0(cn − vh). (22)
Subtracting now Eqs. (21) and (22) and taking into account the linearity of the trace operator, we obtain, for all vh ∈ V h ,(
c˙n − δchkn , cn − chkn
)
H + D
∥∥cn − chkn ∥∥2V + kaH ∣∣γ0(cn − chkn )∣∣2 − (φn − φhkn−1)γ0(cn − chkn )
= (c˙n − δchkn , cn − vh)H + D((cn − chkn , cn − vh))+ kaHγ0(cn − chkn )γ0(cn − vh)− (φn − φhkn−1)γ0(cn − vh).
After easy algebraic manipulations we ﬁnd that(
δcn − δchkn , cn − chkn
)
H + D
∥∥cn − chkn ∥∥2V + kaH ∣∣γ0(cn − chkn )∣∣2
= (c˙n − δchkn , cn − vh)H + D((cn − chkn , cn − vh))+ kaHγ0(cn − chkn )γ0(cn − vh)
+ (φn − φhkn−1)γ0(cn − chkn )− (φn − φhkn−1)γ0(cn − vh)+ (δcn − c˙n, cn − chkn )H , ∀vh ∈ V h, (23)
where we recall that δcn = (cn − cn−1)/k.
Moreover, using the following property of the divided differences:
(δan − δbn,an − bn)H =
(
an − an−1
k
− bn − bn−1
k
,an − bn
)
H
= 1
k
‖an − bn‖2H −
1
k
(an−1 − bn−1,an − bn)H ,
Eq. (23) reads
1
k
∥∥cn − chkn ∥∥2H + D∥∥cn − chkn ∥∥2V + kaH ∣∣γ0(cn − chkn )∣∣2
= (c˙n − δchkn , cn − vh)H + D((cn − chkn , cn − vh))+ (φn − φhkn−1)γ0(cn − chkn )− (φn − φhkn−1)γ0(cn − vh)
+ kaHγ0
(
cn − chkn
)
γ0
(
cn − vh
)+ (δcn − c˙n, cn − chkn )H + 1k
(
cn−1 − chkn−1, cn − chkn
)
H , ∀vh ∈ V h. (24)
Using both the Cauchy–Schwarz and the Cauchy inequalities, it follows that
1
2k
∥∥cn − chkn ∥∥2H + D2
∥∥cn − chkn ∥∥2V + kaH ∣∣γ0(cn − chkn )∣∣2

(
c˙n − δchkn , cn − vh
)
H +
D
2
∥∥cn − vh∥∥2V + (φn − φhkn−1)γ0(cn − chkn )− (φn − φhkn−1)γ0(cn − vh)
+ kaHγ0
(
cn − chkn
)
γ0
(
cn − vh
)+ (δcn − c˙n, cn − chkn )H + 12k‖cn−1 − chkn−1‖2H , ∀vh ∈ V h. (25)
We will use now the following technical lemmas.
Lemma 3.1. The following estimate holds:
∣∣φn − φhkn−1∣∣2  2I2n + βk
n−1∑
j=0
∣∣γ0(c j − chkj )∣∣2,
β being a positive constant independent of k, h and n.
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∣∣φn − φhkn−1∣∣ In + kdHkaHk
n−1∑
j=0
∣∣γ0(c j − chkj )∣∣,
where the integration error In is deﬁned as
In = kaHkdHe−k
d
Htn
∣∣∣∣∣
tn∫
0
ek
d
Hτ γ0
(
c(τ )
)
dτ −
n−1∑
j=0
kek
d
Ht jγ0(c j)
∣∣∣∣∣. (26)
Using the inequality (a + b)  2(−1)+ (a + b) for arbitrary a,b  0 and  > 0 (see [15]), we deduce
∣∣φn − φhkn−1∣∣2  2I2n + 2(kdHkaHk)2
(
n−1∑
j=0
∣∣γ0(c j − chkj )∣∣
)2
. (27)
Since
n−1∑
j=0
∣∣γ0(c j − chkj )∣∣ n1/2
(
n−1∑
j=0
∣∣γ0(c j − chkj )∣∣2
)1/2
,
from estimate (27) we have
∣∣φn − φhkn−1∣∣2  2I2n + 2(kdHkaHk)2n
n−1∑
j=0
∣∣γ0(c j − chkj )∣∣2,
and, keeping in mind that kN = T , the result holds. 
Lemma 3.2. There exist two positive constants, α and β , α < β , independent of h, k and n such that, using the notation
an :=
∥∥cn − chkn ∥∥2H + k
n∑
j=0
[
D
∥∥c j − chkj ∥∥2V + α∣∣γ0(c j − chkj )∣∣2],
bn
(
vh
) := 2‖c˙n − δcn‖2H + ∥∥cn − vh∥∥2H + D∥∥cn − vh∥∥2V + β∣∣γ0(cn − vh)∣∣2 + β I2n,
dn
(
vh
) := (cn − chkn − (cn−1 − chkn−1), cn − vh)H ,
it follows that
an  an−1 + k
(
bn
(
vh
)+ β
α
an
)
+ 2dn
(
vh
)
, ∀vh ∈ V h, n 1.
Proof. Since
(
c˙n − δchkn , cn − vh
)
H =
(
c˙n − δcn, cn − vh
)
H +
1
k
(
cn − chkn −
(
cn−1 − chkn−1
)
, cn − vh
)
H
 1
2
‖c˙n − δcn‖2H +
1
2
∥∥cn − vh∥∥2H + 1k
(
cn − chkn −
(
cn−1 − chkn−1
)
, cn − vh
)
H ,
estimate (25) implies that
1
2k
∥∥cn − chkn ∥∥2H + D2
∥∥cn − chkn ∥∥2V + kaH ∣∣γ0(cn − chkn )∣∣2
 1
2
‖c˙n − δcn‖2H +
1
2
∥∥cn − vh∥∥2H + D2
∥∥cn − vh∥∥2V + 12k
∥∥cn−1 − chkn−1∥∥2H
+ (φn − φhkn−1)γ0(cn − chkn )− (φn − φhkn−1)γ0(cn − vh)+ kaHγ0(cn − chkn )γ0(cn − vh)
+ (δcn − c˙n, cn − chkn )H + 1k
(
cn − chkn −
(
cn−1 − chkn−1
)
, cn − vh
)
H , ∀vh ∈ V h. (28)
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(
δcn − c˙n, cn − chkn
)
H  ‖δcn − c˙n‖H
∥∥cn − chkn ∥∥H  12‖δcn − c˙n‖2H + 12
∥∥cn − chkn ∥∥2H ,
estimate (28) leads to the following estimate, for all vh ∈ V h ,
1
2k
∥∥cn − chkn ∥∥2H + D2
∥∥cn − chkn ∥∥2V + kaH ∣∣γ0(cn − chkn )∣∣2
 ‖c˙n − δcn‖2H +
1
2
∥∥cn − vh∥∥2H + D2
∥∥cn − vh∥∥2V + 12k
∥∥cn−1 − chkn−1∥∥2H
+ (φn − φhkn−1)γ0(cn − chkn )− (φn − φhkn−1)γ0(cn − vh)+ kaHγ0(cn − chkn )γ0(cn − vh)
+ 1
2
∥∥cn − chkn ∥∥2H + 1k
(
cn − chkn −
(
cn−1 − chkn−1
)
, cn − vh
)
H . (29)
Finally, since we have
γ0
(
cn − chkn
)
γ0
(
cn − vh
)
 1
2
∣∣γ0(cn − chkn )∣∣2 + 12
∣∣γ0(cn − vh)∣∣2,
(
φn − φhkn−1
)
γ0
(
cn − chkn
)
 1
4
∣∣φn − φhkn−1∣∣2 + ∣∣γ0(cn − chkn )∣∣2,
−(φn − φhkn−1)γ0(cn − vh) 12
∣∣φn − φhkn−1∣∣2 + 12
∣∣γ0(cn − vh)∣∣2,
for a parameter  > 0 assumed small enough, estimate (29) implies that, for all vh ∈ V h ,
1
2k
∥∥cn − chkn ∥∥2H + D2
∥∥cn − chkn ∥∥2V + α2
∣∣γ0(cn − chkn )∣∣2
 ‖c˙n − δcn‖2H +
1
2
∥∥cn − vh∥∥2H + D2
∥∥cn − vh∥∥2V + 12
∥∥cn − chkn ∥∥2H + β2
∣∣φn − φhkn−1∣∣2 + β2
∣∣γ0(cn − vh)∣∣2
+ 1
2k
∥∥cn−1 − chkn−1∥∥2H + 1k
(
cn − chkn −
(
cn−1 − chkn−1
)
, cn − vh
)
H ,
where α and β are generic positive constants, α < β , assumed to be small and large enough, respectively, and independent
of h, k and n.
Therefore, multiplying by 2k we get, for all vh ∈ V h ,∥∥cn − chkn ∥∥2H + Dk∥∥cn − chkn ∥∥2V + αk∣∣γ0(cn − chkn )∣∣2
 k
(
2‖c˙n − δcn‖2H +
∥∥cn − vh∥∥2H + D∥∥cn − vh∥∥2V + ∥∥cn − chkn ∥∥2H
+ β∣∣φn − φhkn−1∣∣2 + β∣∣γ0(cn − vh)∣∣2)+ ∥∥cn−1 − chkn−1∥∥2H + 2(cn − chkn − (cn−1 − chkn−1), cn − vh)H . (30)
Lemma 3.2 is now a consequence of estimate (30) and Lemma 3.1. 
Then, from Lemma 3.2 it follows that
an  a0 +
n∑
j=1
(
k
(
b j
(
vhj
)+ β
α
a j
)
+ 2d j
(
vhj
))
, ∀{vhj}nj=1 ⊂ V h. (31)
Since
n∑
j=1
kb j
(
vhj
)
 k
N∑
j=1
b j
(
vhj
)
 TM,
where M = max1 jN b j(vhj ), estimate (31) reads
an  a0 + TM +
n∑
j=1
(
k
β
α
a j + 2d j
(
vhj
))
, ∀{vhj}nj=1 ⊂ V h. (32)
Taking into account Eq. (17), we notice now that
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j=1
d j
(
vhj
)= (cn − chkn , cn − vhn)H − (c0 − ch0, c1 − vh1)H +
n−1∑
j=1
(
c j − chkj , c j − vhj −
(
c j+1 − vhj+1
))
H
 
∥∥cn − chkn ∥∥2H + 14
∥∥cn − vhn∥∥2H + 12
∥∥c0 − ch0∥∥2H + 12
∥∥c1 − vh1∥∥2H
+
n−1∑
j=1
∥∥c j − chkj ∥∥H∥∥c j − vhj − (c j+1 − vhj+1)∥∥H
 
∥∥cn − chkn ∥∥2H + 14 M + 12
∥∥c0 − ch0∥∥2H + 12M
+
n−1∑
j=1
k
∥∥c j − chkj ∥∥2H +
n−1∑
j=1
1
k
∥∥c j − vhj − (c j+1 − vhj+1)∥∥2H ,
where  > 0 is a positive parameter assumed to be small enough. Thus, estimate (32) can be written as follows:
(1− 2)an  2a0 + TM + k
n∑
j=1
β
α
a j + 12 M + M + 2
n−1∑
j=1
k
∥∥c j − chkj ∥∥2H + 2
n−1∑
j=1
1
k
∥∥c j − vhj − (c j+1 − vhj+1)∥∥2H ,
taking into account that a0 = ‖c0 − ch0‖2H , and ﬁnally
an  gn + k
n∑
j=1
a j, n = 1,2, . . . ,N,
where  is a positive constant and
gn := a0 + M +
n−1∑
j=1
1
k
∥∥c j − vhj − (c j+1 − vhj+1)∥∥2H .
Applying a discrete version of Gronwall’s inequality with k 1/2 (see [9]), we ﬁnd that
max
0nN
an 
(

(
1+ T e2T )) max
0nN
gn.
Therefore, we have proved the following result.
Theorem 3.3. Under the assumptions of Theorem 2.1 and assuming that regularity condition (20) holds, there exists a positive constant
β > 0, independent of the discretization parameters h and k, such that the following error estimates are satisﬁed for all {vhn}Nn=1 ⊂ V h,
max
0nN
∥∥cn − chkn ∥∥2H + k
N∑
j=0
[
D
∥∥c j − chkj ∥∥2V + α∣∣γ0(c j − chkj )∣∣2]
 β
[∥∥c0 − ch0∥∥2H + max1nN
{‖c˙n − δcn‖2H + ∥∥cn − vhn∥∥2V + I2n}+
N−1∑
j=1
1
k
∥∥c j − vhj − (c j+1 − vhj+1)∥∥2H
]
. (33)
Estimates (33) are the basis for the analysis of the convergence order. From now on and in order to approximate the
space V , we consider the ﬁnite element space V h deﬁned in the following form:
V h = {vh ∈ C([0, l]); vh|[ai−1,ai ] ∈ P1([ai−1,ai]), for i = 1, . . . ,M, vh(l) = 0}, (34)
where the spatial discretization of the interval [0, l] is given by 0 = a0 < a1 < · · · < aM = l and h = l/M . Moreover,
P1([ai−1,ai]) denotes the set of polynomials of degree less or equal to one in the interval [ai−1,ai], i = 1, . . . ,M . Fur-
thermore, as an example of the application of estimates (33), let us assume further regularity conditions on the solution to
the continuous problem:
c ∈ C([0, T ]; H2(0, l)), c˙ ∈ L2(0, T ; V ), c¨ ∈ C([0, T ]; H). (35)
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algorithm is obtained; i.e. there exists a positive constant β > 0, independent of h and k, such that
max
0nN
∥∥cn − chkn ∥∥H  β(h + k).
Proof. Let πh : C([0, l]) → V h denote the standard ﬁnite element interpolation operator, and let us take vhj = πhc j , j =
1, . . . ,N . Moreover, assume that the discrete initial condition is given by ch0 = πhc0. Since c ∈ C([0, T ]; H2(0, l)) we obtain
(see [2]),
max
0nN
∥∥cn −πhcn∥∥V  βh‖c‖C([0,T ];H2(0,l)).
Keeping in mind the regularity c¨ ∈ C([0, T ]; H), we easily have
max
1nN
‖c˙n − δcn‖H  k‖c¨‖C([0,T ];H).
The last term in estimates (33) is bounded following the ideas applied to estimate the damage error terms (see, for
instance, [3]). First, note that both functions c j and c j+1 belong to H1(0, l) and then, taking into account the linearity of
the interpolation operator, we get∥∥c j+1 − c j −πh(c j+1 − c j)∥∥2H  βh2∥∥c j+1 − c j∥∥2V .
On the other hand, using regularity condition (35) we deduce that
c j+1 − c j =
t j+1∫
t j
c˙(s)ds.
Thus, we have
‖c j+1 − c j‖V 
t j+1∫
t j
∥∥c˙(s)∥∥V ds√k
( t j+1∫
t j
∥∥c˙(s)∥∥2V ds
)1/2
,
and therefore,
1
k
N−1∑
j=1
∥∥c j+1 −πhc j+1 − (c j −πhc j)∥∥2H  βh2
N−1∑
j=1
t j+1∫
t j
∥∥c˙(s)∥∥2V ds βh2‖c˙‖2L2(0,T ;V ).
Finally, from deﬁnition (26) we get
In = kaHkdHe−k
d
Htn
∣∣∣∣∣
n−1∑
j=0
( t j+1∫
t j
ek
d
Hτ γ0
(
c(τ )
)
dτ − kekdHt jγ0(c j)
)∣∣∣∣∣.
Moreover, taking into account that
t j+1∫
t j
(
ek
d
Hτ γ0
(
c(τ )
)− ekdHt jγ0(c j))dτ =
t j+1∫
t j
τ∫
t j
ω˙(s)dsdτ ,
where ω(s) = ekdH sγ0(c(s)), we obtain
In = kaHkdHe−k
d
Htn
∣∣∣∣∣
n−1∑
j=0
t j+1∫
t j
(
ek
d
Hτ γ0
(
c(τ )
)− ekdHt jγ0(c j))dτ
∣∣∣∣∣ kaHkdHe−kdHtn
n−1∑
j=0
t j+1∫
t j
t j+1∫
t j
∣∣ω˙(s)∣∣dsdτ .
Keeping in mind the properties of the trace operator it follows that
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d
Htnk1/2
n−1∑
j=0
t j+1∫
t j
‖ω˙‖L2(t j ,t j+1;V ) dτ
 kaHkdHCe−k
d
Htnk3/2
n−1∑
j=0
‖ω˙‖L2(t j ,t j+1;V )
 kaHkdHCe−k
d
Htnk3/2n1/2
(
n−1∑
j=0
‖ω˙‖2L2(t j ,t j+1;V )
)
,
C being the trace constant, and we deduce that
In  βk‖ω˙‖L2(0,T ;V ),
where β denotes a large enough constant independent of h and k.
Finally, we have
max
1nN
I2n  βk2,
and the linear convergence of the algorithm is now obtained from estimates (33). 
4. Numerical results
In this section, we ﬁrst describe the numerical scheme implemented in MATLAB, in order to obtain the numerical ap-
proximations of Problem Phk and then, we present some numerical results to exhibit its accuracy in an academic example
and its behavior in the simulation of a commercially available surfactant.
Considering the ﬁnite element space deﬁned in (34), for n = 1,2, . . . ,N and given chkn−1 ∈ V h , the discrete concentration
of surfactant at time t = tn , chkn , is then obtained from Eq. (18); namely, it solves the problem:(
chkn , v
h)
H + Dk
((
chkn , v
h))+ kaHkγ0(chkn )γ0(vh)= (chkn−1, vh)H + kφhkn−1γ0(vh), ∀vh ∈ V h,
where value φhkn−1 is given in (19). This discrete variational equation leads to a linear system which is solved by using
classical Cholesky’s method. This numerical scheme has been implemented on a 3.2 Ghz PC using MATLAB, and a typical
1D run (h = k = 0.01) takes about 0.6 seconds of CPU time.
4.1. First example: Numerical convergence
As the ﬁrst example, we consider the following test problem:
∂c
∂t
(x, t) − 5∂
2c
∂x2
(x, t) = 0, x ∈ (0,1), t ∈ (0,0.1),
5
∂c
∂x
(0, t) = c(0, t) − φ(t, c(0, t)), t ∈ (0,0.1),
c(1, t) = 1, t ∈ (0,0.1),
c(x,0) = c0(x),
with the initial condition c0(x) = min{1,1000x}. This problem corresponds to problem (1), (3)–(4) and (7) with the following
data:
l = 1, T = 0.1, cb = 1, D = 5, kaH = 1, kdH = 1, Γ0 = 0.
Taking the solution obtained with parameters h = 1/16384 and k = 10−6 as the “exact solution”, c, the numerical errors
(multiplied by 104), which are given by
max
1nN
∥∥cn − chkn ∥∥H ,
are presented in Table 1 for several values of the discretization parameters h and k. As it can be seen, the numerical error
tends to zero as both h and k do. Moreover, the graph of the error with respect to the parameter h + k is shown in Fig. 2,
where the linear convergence, stated in Corollary 3.4, is achieved.
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Numerical errors (×104) for several time and spatial discretization parameters.
h ↓ k→ 0.01 0.005 0.002 0.001 0.0005
1/8 2.026437 2.037885 2.044993 2.047404 2.048617
1/16 0.900869 0.961206 0.998666 1.011371 1.017766
1/32 0.337594 0.422319 0.474919 0.492760 0.501739
1/64 0.056607 0.153505 0.213663 0.234067 0.244336
1/128 0.083628 0.019351 0.083284 0.104968 0.115882
1/256 0.153668 0.047651 0.018168 0.040493 0.051729
1/512 0.188668 0.081131 0.014369 0.008275 0.019672
1/1024 0.206162 0.097866 0.030633 0.007829 0.003648
1/2048 0.214908 0.106232 0.038763 0.015879 0.004362
1/4096 0.219281 0.110415 0.042828 0.019904 0.008367
Fig. 2. Example 1: linear convergence.
Fig. 3. Concentration at ﬁnal time (left) and evolution in time of subsurface concentration (MATLAB results).
4.2. Second example: Simulation of hexanol
As the second problem, we consider a dilute solution of the commercial alcohol hexanol, using the data from Refs. [1]
and [19], namely:
cb = 3.44 mol/m3, D = 7.16× 10−10 m2/s, kaH = 1.73× 10−4 m/s,
kdH = 157 s−1, l = 10−4 m, T = 0.5 s, Γ0 = 0 mol/m2.
Moreover, the initial condition c0 is here deﬁned as c0(x) = cb for all x ∈ [0,10−4].
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Fig. 5. Comparison between the surface tension obtained with our algorithm (left) and COMSOL (right), semi-log scale.
Using the discretization parameters h = 10−8 and k = 10−4, the concentration at ﬁnal time and the evolution in time of
the subsurface concentration are shown in Fig. 3.
Now, these results are compared to those obtained by using the commercial code COMSOL Multiphysics. Indeed, in Fig. 4
the concentration at ﬁnal time and the evolution in time of the subsurface concentration are plotted again. As can be seen,
these results are in good agreement with those obtained with our algorithm.
Finally, the surface equation of state, relating the surface tension σ with the surface concentration Γ , is given by
σ(t) = σ0 − nRTΓ (t),
where σ0 = 0.072 N/m denotes here the surface tension of pure water, T = 293.71 K is the temperature, R = 8.31 J/(Kmol)
represents the gas constant and n is a constant which is equal to one for a non-ionic surfactant. In Fig. 5 the evolution
in time of the surface tension obtained with our algorithm is shown (left) and also that obtained modeling the whole
problem with COMSOL Multiphysics (right), stating the agreement of both results. Finally, we remark that these numerical
calculations are in good agreement with the experimental dynamic surface tensions of the hexanol solution reported in
Fig. 6 of [19].
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