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Abstract. This paper presents results of applying Inception v4 deep convolu-
tional neural network to ICIAR-2018 Breast Cancer Classification Grand Chal-
lenge, part a. The Challenge task is to classify breast cancer biopsy results, pre-
sented in form of hematoxylin and eosin stained images. Breast cancer classifi-
cation is of primary interest to the medical practitioners and thus binary classifi-
cation of breast cancer images have been under investigation by many research-
ers, but multi-class categorization of histology breast images have been challeng-
ing due to the subtle differences among the categories. 
In this work extensive data augmentation is conducted to reduce overfitting and 
effectiveness of committee of several Inception v4 networks is studied. We report 
89% accuracy on 4 class classification task and 93.7% on carcinoma/non-carci-
noma two class classification task using our test set of 80 images. 
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1 Introduction 
Cancer is identified as the second highest cause for mortality in the developing coun-
tries [3]. Among the various kinds of cancers, women are highly prone to get affected 
by breast cancer and ovarian cancer. Breast cancer denotes a state in which the cancer-
ous cells are developed in the breast tissues. It results in very high mortality among 
women.  Once the tumor is suspected based on mammography or ultrasound study, 
biopsy is recommended by the oncologists to verify diagnosis and obtain detailed in-
formation on tumor type and staging.  The biopsy of the breast can reveal various con-
ditions. Dataset of ICIAR-2018 grand challenge is annotated with four classes of pos-
sible histological findings: normal (no finding), benign, and two types of malignant  
tumor types:  ductal cell carcinoma in situ (DCIS) and invasive carcinoma, which are 
two most common histological types of breast cancer. The in situ refers to a condition 
where the cancerous cells are present only within the mamalian gland ductile tubular 
system and do not spread to other places whereas the invasive category poses the risk 
of getting spread to other locations. Manual investigation of these  images by 
pathologists is time consuming, error-prone and subject to inter-variability among the 
experts. Hence automated solutions are sought for this purpose. 
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 Among the various computational techniques, image processing and machine 
learning techniques have been extensively adopted to diagnose breast cancer. In the 
recent times, deep learning techniques have established its potential in computer as-
sisted medical image analysis.   
Our work is built upon and extends recently published approach of patch -wise clas-
sification using Convolutional Neural Networks (CNNs) [2]. We attempt to extend the 
approach presented in [2] in three ways: 
1. Very deep Inception v4 [9] architecture has been utilized instead of relatively sim-
ple network 
2. Extensive dataset augmentation with a number of techniques, specifically de-
signed for histology slides, has been conducted to prevent overfitting  
3.  A committee of neural networks formed by combining multiple checkpoints from 
same training run is utilized 
 
The main findings from this work include: 
1. Inception v4 gives good results on provided dataset even with basic data augmen-
tation presented in [2] 
2. Additional data augmentation using the proposed method can significantly im-
prove results 
3. With data augmentation, specific techniques for stained slides normalization is 
not necessary to obtain good classification accuracy. This is in contrast to the results 
reported in [2] 
4. Combining multiple checkpoints from the same training run provides improve-
ments in accuracy for the task in hand.   
 
The remaining of the paper is structured as follows: Section 2 presents the related 
work in detecting breast cancer. Section 3 describes the proposed methodology. Section 
4 discusses the results and Section 5 concludes the paper along with few insights on the 
future directions. 
2 Related Work 
There are many methods to carry out breast cancer classification such as DNA -based 
[3] classification and computer vision [2] based to apply validated algorithms and pre-
sent visually with graphics. Here we focus on the method based on computer vision. 
We can divide computer vision proposes into parts: traditional machine learning way 
and recurrent popular way. 
For the traditional machine learning way, researchers typically use hand-crafted al-
gorithms: Linear Regression, Nearest Neighbor search, Multilayer Perceptron, Softmax 
Regression and Support Vector Machines (SVN) [1]. Most of these methods are based 
on hand-crafted features, which hinder the classification accuracy and robustness.  
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Initial research focused on nuclei analysis in the view of classifying malignant and 
benign tumors. Kowal et al. [13] has adopted various clustering procedures for deline-
ating the nuclei. The methodology has been evaluated on fine needle biopsy micro-
scopic images. Various kinds of features such as morphological, topological and texture 
related features have been extracted from the segmented nuclei and utilized to train the 
classifier. Accuracies ranging between 84% and 93% have been achieved on 500 im-
ages acquired from 50 patients.  
Similarly, Filipczuk et al. [14] and George et al. [15] have elicited nuclei-based fea-
tures from fine needle biopsies. Initially, circular Hough transform is employed for se-
lecting the candidates for nuclei. Subsequently, the machine learning techniques on 
shape and texture features of the candidate nuclei have been adopted to eliminate the 
false positive nuclei candidates. George et al. [15] has refined the nuclei segmentation 
process through watershed segmentation.  Filipczuk et al. [14] have been able to 
achieve an accuracy of 98.51% through majority voting over 11 images for each of the 
67 patients. On the other hand, George et al. [15] have obtained an accuracy ranging 
between 71.9% and 97.15% while classifying 92 individual images. 
In addition to nuclei-based characteristics, tissue organization has also been taken 
into account for the binary classification of more intricate images [16]. Accuracies 
ranging from 70% to 100% are reported when evaluating on 70 images obtained from 
a private 40× magnification breast histology H&E dataset. 
Some other research works have placed attention in classifying the breast cancer 
histology images into multi-class (three class) categorization. To mention a few, Brook 
et al. [17] and Zhang et al. [17] have attempted to classify the breast cancer tissue im-
ages into normal, in situ carcinoma and invasive carcinoma classes. 
Subsequently, a cascade classification methodology has been advocated for breast 
cancer classification [17]. The images are initially subjected to subsets of curvelet trans-
formation. Then, local binary pattern (LBP) features are extracted and randomly pro-
vided as input to the first set of parallel SVM classifiers. This system has been able to 
accomplish an accuracy of 97% accuracy with 0.8% rejection rate. 
Recently, due to the availability of powerful GPU implementation and large training 
dataset, deep learning based methods have achieved great success in computer vision 
and hence were applied to breast cancer histology classification task.  Han et al [5] 
proposed class structure-based deep convolution neural network (CSDCNN), which is 
the first to leverage hierarchical feature representation. Wang et al [12] presented a deep  
learning-based system for breast cancer classification with slide-based model.  
On 4-class classification problem, discussed in this paper, little previous work exist. 
The problem was first formulated in [2] which also presented a so lution using custom 
convolutional neural network and SVM classifier. Authors reported 86% accuracy on 
4 class classification and 90% accuracy on 2 class classification task. 
 
2.1 Datasets 
Dataset, provided by ICIAR-2018 Grand Challenge contains 400 images (2040 × 
1536 pixels) classified into 4 classes: normal, benign, carcinoma in situ and invasive 
carcinoma. Dataset is balanced comprising of 100 images for each class.  Since at the 
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time of this writing test dataset was not available to us, the results are reported for a 
subset of 80 images, randomly chosen from the training set. Thus, the training set com-
prises of 320 images and test data is composed of 80 images. 
3 Methods and algorithms 
3.1. Datasets 
Dataset, provided by ICIAR-2018 Grand Challenge contains 400 images (2040 × 1536 
pixels) classified into 4 classes: normal, benign, carcinoma in situ and invasive carci-
noma. Dataset is balanced comprising of 100 images for each class.  Since at the time 
of this writing test dataset was not available to us, the results are reported for a subset 
of 80 images, randomly chosen from the training set. Thus, the training set comprises 
of 320 images and test data is composed of 80 images. 
3.2. Preprocessing 
3.2.1. Basic Preprocessing and Data Augmentation 
The data augmentation procedure reported in following [2] is employed in this work.  
We divide original image is divided into on 12 contiguous non-overlapping patches. 
For each patch, we generated eight different patches are generated by combining k⋅π/2 
rotations, with k = {0, 1, 2, 3}, and vertical reflections. Unlike previous works, we did 
not apply staining normalization is not applied, since one of objectives of this work is 
was to develop a method that can work without it. 
3.2.2. Extended data augmentation  
For each new training batch, we apply following transformations are applied: 
 Elastic deformations along x and y dimensions 
  We generate stretches and compressions of all images are generated with scaling fac-
tor ranging from 0.7 to 1.3. Scaling factor is chosen randomly from uniform distribution 
for each image sample.  
 Brightness and contrast variations 
Brightness and contrast changes are commonly defined using g(x)=αf(x)+β, equation 
where α is considered to be the  relative brightness and β is considered to be the co ntrast. 
Both values are chosen randomly from uniform distribution in the range [-0.2:0.2] 
 Gaussian blur 
Gaussian blur with value of σ chosen randomly from range    [0.3:0.6] is was added 
to the images by applying convolutional filter. 
 Uniform noise 
Uniform noise was added by randomly changing 1% of all pixels in the image to 
color values randomly chosen from other image parts.  
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 Resampling 
Images are were randomly resized to 80-99% of their original size and scaled back 
to original size using bicubic anti-aliasing. 
3.1 Neural Network Architecture and Training 
All neural networks were implemented using Tensorflow (www.tensorflow.org) li-
brary. We tried both version 1.2 and 1.4 version of the library and obtained slightly 
different results. Results in the paper are provided for 1.4. unless otherwise is noted. 
Baseline Simple CNN 
Since no reference results were published for this dataset prior to completion, we 
implement simple convolutional network to serve as baseline. Baseline CNN apply 2x2 
convolution to image patches scaled to 256x256, followed by 2x2 max-pooling, 2x2 
convolution, 4x4 convolution, 4x4 max-pooling, and fully connected layer with 512 
units. Output layer was simple softmax over 4 classes. 
Inception CNN 
The Inception deep convolutional architecture has been introduced as GoogLeNet in 
[10]. It is now commonly called “Inception-v1”. This model has demonstrated superior 
results in related histological image classification challenge [12]. Next generations of 
Inception added batch normalization (v2) and residual blocks demonstrated to facilitate 
training of very deep networks earlier [6].  Detailed description of Inception v4 ar-
chitecture, used in this paper is given in [9].  We use implementation available from 
Tensorflow repository with topmost layer changed into 4-class softmax. Weights of 
other layers were initialized from checkpoint pre-trained on ImageNet dataset. 
3.2 Predictions 
Predictions for whole images are done using majority vote approach that was shown 
to be best when aggregating predictions  from multiple patches [2]. For each test image 
12 patches are generated and predictions are obtained for each of them, then most fre-
quent prediction is chosen as final. When using committee of networks, each network 
is used to predict class of each image patch, and majority vote is used to select final 
answer, in similar way. 
4 Results and Discussion 
4.1 Results on Patchwise Classification 
Accuracy on patchwise classification task is presented in table 1. Unfortunately, we 
lack reference results for comparison. In [2], patchwise classification accuracy on 4 
classes is reported to be 72.5 for their original CNN model and 72.9 for using SVN 
classifier with features extracted from the topmost CNN layer. The results obtained 
from the proposed method are substantially better. However, these results have to be 
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interpreted with extreme caution, since ICIAR-2018 dataset is larger (we used 320 im-
ages for training, while [2] use 75% of 253 training images), our test sets are different 
and official competition test set is not available to us at the time of this writing. In [2] 
two different test sets have been used. They are “Initial” (20 images) and “Extended” 
(16 images) described as “images of increased ambiguity”. The test set of this work 
contains 80 randomly sampled images. We compare our results to accuracy reported in 
[2] for “Initial” (simpler) test set. 
Table 1. Accuracy on patchwise classification task. 
Model Accuracy on training 
set 
Accuracy on test set Training time on 
1080 GTX, days 
Simple CNN 57.0% 59.0% 2 
Inception v4 86.0% 75% 5 
Inception v4 + 
data augmentation 
83.0% 78.5% 8 
4.2 Accuracy on Whole Image Classification Task 
Accuracy on whole image classification task is presented in table 2. In [2] best resutls  
are 80% for CNN and 85% for CNN+SVN.  Predictably, our results also exceed these 
published in [2].  
Table 2. Accuracy on Whole Image Classification Task. 
Model Accuracy on test set 
Simple CNN 70.0% 
Inception v4 82% 
Inception v4 + dataset augmentation 87.5% 
Committee of 3 Inception v4 networks 89.5% 
Table 3. Accuracy on Individual Classes. 
Model Normal Benign InSitu Invasive 
Simple CNN 65% 53% 51% 64% 
Inception v4 80% 60% 61% 77% 
7 
Inception v4 
+ dataset aug-
mentation 
83% 66% 64% 83% 
On two class classification task carcinoma/non-carcinoma our model achieved 
93.7% accuracy, improving on 90% reported in [2]. 
4.3 Visualization of feature detectors 
 To better understand overfitting issues, we visualized feature detectors 
of the first layer of trained Inception network. There are mostly edge and central 
activation detectors, tuned to nuclei and cell features. Apparently many of them 
are not used (all weights are the same) and also we can see redundant almost 
identical detectors. Our future work will explore possibility of removing  
unnecessary feature detectors from Inception architecture, to better tune it for 
breast cancer histology classification.   
 
Figure 1. Visualization of sample feature detectors in the first layer of trained Incep-
tion network. RGB channels are combined into single image to facilitate analysis. 
5 Conclusions 
We proposed an approach for the classification of breast cancer histology images  
based on convolution neural networks (CNNs). We demonstrate that Inception -v4 dra-
matically improves on simple CNN baseline. Our experiments suggest that it also out-
performs custom CNN architectures that was used in previous studies for 4 class clas-
sification, when extensive data augmentation strategy is applied. Interestingly, good 
results (89% accuracy on 4 class classification task) can be obtained without using spe-
cialized staining image normalization methods, contrary to all previous results on sim-
ilar datasets. 
8 
References 
1. Agarap A F. On Breast Cancer Detection: An Application of Machine Learning Algorithms 
on the Wisconsin Diagnostic Dataset[J]. arXiv preprint arXiv:1711.07831, 2017. 
2. Araújo T, Aresta G, Castro E, et al. Classification of breast cancer histology images using 
Convolutional Neural Networks[J]. PloS one, 2017, 12(6): e0177544.  
3. Dai X, Li T, Bai Z, et al. Breast cancer intrinsic subtype classification, clinical use and future 
trends[J]. American journal of cancer research, 2015, 5(10): 2929. 
4. Girshick R. Fast r-cnn[J]. arXiv preprint arXiv:1504.08083, 2015. 
5. Han, Zhongyi, et al. "Breast cancer multi-classification from histopathological images with 
structured deep learning model." Scientific reports 7.1 (2017): 4172. 
6. He, Kaiming, et al. "Deep residual learning for image recognition." Proceedings of the IEEE 
conference on computer vision and pattern recognition. 2016. 
7. Krizhevsky, Alex, Ilya Sutskever, and Geoffrey E. Hinton. "Imagenet classification with 
deep convolutional neural networks." Advances in neural information processing systems. 
2012. 
8. Long, Jonathan, Evan Shelhamer, and Trevor Darrell. "Fully convolutional networks for 
semantic segmentation." Proceedings of the IEEE conference on computer vision and pat-
tern recognition. 2015. 
9. Szegedy, Christian, et al. "Inception-v4, inception-resnet and the impact of residual connec-
tions on learning." AAAI. Vol. 4. 2017. 
10. Szegedy, Christian, et al. "Going deeper with convolutions." Cvpr, 2015. 
11. Vural S, Wang X, Guda C. Classification of breast cancer patients using somatic mutation 
profiles and machine learning approaches[J]. BMC systems biology, 2016, 10(3): 62. 
12. Wang, Dayong, et al. "Deep learning for identifying metastatic breast cancer." arXiv preprint 
arXiv:1606.05718 (2016). 
13. Kowal M, Filipczuk P, Obuchowicz A, Korbicz J, Monczak R. Computer-aided diagnosis 
of breast cancer based on fine needle biopsy microscopic images. Computers in Biology and 
Medicine. 2013; 43 (10):1563±1572. https://doi.org/10.1016/j.compbiomed.2013.08.003 
PMID: 24034748 
14. Filipczuk P, Fevens T, Krzyzak A, Monczak R. Computer-aided breast cancer diagnosis  
based on the analysis of cytological images of fine needle biopsies. IEEE Transactions on 
Medical Imaging. 2013; 32 (12):2169±2178. https://doi.org/10.1109/TMI.2013.2275151 
PMID: 23912498 
15. George YM, Zayed HH, Roushdy MI, Elbagoury BM. Remote computer-aided breast cancer 
detection and diagnosis system based on cytological images. IEEE Systems Journal. 2014; 
8(3):949±964. https://doi.org/10.1109/JSYST.2013.2279415 
16. Belsare AD, Mushrif MM, Pangarkar MA, Meshram N. Classification of breast cancer his-
topathology images using texture feature analysis. In: TENCON 2015Ð2015 IEEE Region 
10 Conference. Macau: IEEE; 2015. p. 1±5. 
17. Brook A, El-Yaniv R, Issler E, Kimmel R, Meir R, Peleg D. Breast Cancer Diagnosis From 
Biopsy Images Using Generic Features and SVMs. 2007; p. 1±16. 
18. Zhang B. Breast cancer diagnosis from biopsy images by serial fusion of Random Subspace 
ensembles. In: 2011 4th International Conference on Biomedical Engineering and Informat-
ics (BMEI). vol. 1. Shanghai: IEEE; 2011. p. 180±186. 
19. Israel Institute of Technology dataset; Available from: ftp.cs.technion.ac.il/pub/pro-
jects/medic -image. 
 
 
