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DEKKER
Recently, i n v e s t i g a t i o n s have been c a r r i e d o u t i n t o t h e convergence of policy improvement i n f i n i t e -s t a t e compact-action Markov d e c i s i o n chains ( [ I 1 , [ 2 1 , [ 3 1 ) . A r e l a t i o n s h i p w i t h Newton's method proved t o be q u i t e s u c c e s s f u l and f o r discount o p t i m a l i t y convergence of t h e successive p o l i c i e s t o t h e optimum policy could
be shown s t r a i g h t f o r w a r d l y ( [ 1 I). The a n a l y s i s f o r t h e average r eward c r i t e r i o n , however, appeared t o be more complicated ( [ 2 ] 
) . Recall t h a t i n a compact-action Markov d e c i s i o n chain condit i o n s a r e r e q u i r e d f o r t h e e x i s t e n c e of s o l u t i o n s t o t h e average o p t i m a l i t y e q u a t i o n s . Apart from t h e b a s i c assumption of c o n t i n u i t y of t r a n s i t i o n p r o b a b i l i t i e s and immediate rewards i n t h e a c t i o n , t h e c o n t i n u i t y of t h e number of minimal closed s e t s is a s u f f i c i e n t c o n d i t i o n ( s e e [ 4 ) . However, i t was not c l e a r whether t h e s e condit i o n s a l s o guarantee t h e success of p o l i c y improvement. I n Hordijk and Puterman 121, convergence of t h e i t e r a t e s t o a s o l u t i o n t o t h e average o p t i m a l i t y equations was shown ony f o r t h e unichain case under uniqueness of t h e maximizing p o l i c y . In t h i s n o t e , which o r ig i n a t e s from [ 3 , we s h a l l show by counter examples t h a t both t h e
assumptions made i n [ 2 ] a r e necessary.
THE MODEL.
Let E denote t h e f i n i t e s t a t e space and A ( i ) t h e compact s e t of a v a i l a b l e a c t i o n s i n s t a t e i . Given a c t i o n a i n s t a t e i , a t r a ns i t i o n i s made t o s t a t e j w i t h p r o b a b i l i t y P i j ( a ) , and an immediate reward r i ( a ) is o b t a i n e d . Both P . . ( a ) and r i ( a ) a r e continuous i n 1 J a c t i o n a f o r a l l i , j E E . In t h i s paper we only consider determinist i c , s t a t i o n a r y Markov p o l i c i e s . Given such a p o l i c y f we denote t h e corresponding matrix of t r a n s i t i o n p r o b a b i l i t i e s by P ( f ) . W e speak of t h e unichain case i f under each policy t h e induced Markov chain has one minimal closed s e t and e l s e of the multichain c a s e .
Let I l ( f ) denote t h e s t a t i o n a r y m a t r i x , i . e . t h e Cesaro limit of
For policy f , i t s average reward g ( f ) and r e l a t i v e value vector v ( f ) can be obtained from t h e s e t of equations
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The vector g i s uniquely determined by equations ( I ) , t h e vector v , however, i s n o t . The r e l a t i v e value vector can be determined uniquely by adding t h e equation which a l s o s e r v e s a s an a n t i c y c l i n g r u l e i n t h e context of a p o l i c y improvement procedure.
THE POLICY IMPROVEMENT PROCEDURE FOR THE AVERAGE R E W A R D .
Following [ 2 ] we s h a l l formulate t h e policy improvement procedure through o p e r a t o r s B ( -' ) , B(') and nested a c t i o n s e t s A ( -' ) ( i ) and A ( O ) ( i ) defined b y I n t e r p r e t A ( -l ) ( i ) a s t h e s e t of a c t i o n s achieving t h e maximum i n ( 3 ) and ~( " ( i ) s i m i l a r l y i n ( 4 ) . The policy improvement procedure can now be w r i t t e n a s follows ( g ( f ( n ) ) , v ( f ( " ) ) w i l l be a b b r e v i a t e d by g ( n ) , v ( " ) r e s p . ) .
s t e p 1 -i n i t i a l i z a t i o n : choose any f " ) E F , s e t n = 1 .
s t e p 2 -p o l i c y e v a l u a t i o n : e v a l u a t e v ( " ) from e q u a t i o n s ( 1 ) and ( 2 ) .
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s t e p 3-p o l i c y improvement: determine f o r a l l icE 8:-l ) ( g ( n ) , v ( n ) ) B ! O ) (~(~) ( " I ) and t h e corresponding s e t s of maximizing
f o r a l l irE then s t o p , e l s e l e t n:=n+l and go t o s t e p 2 .
CONVERGENCE OF POLICY IMPROVEMENT IN THE GENERAL CASE.
S i m i l a r l y t o t h e f i n i t e a c t i o n c a s e , i t can be shown t h a t i n each s t e p of t h e algorithm f o r each s t a t e irE e i t h e r I f g!n+') = gjn) and v
f o r a l l icE, then t h e algorithm i 1
has stopped a s i t has obtained a s o l u t i o n t o t h e average o p t i m a l i t y e q u a t i o n s . Since a c t i o n s e t s a r e compact r a t h e r than f i n i t e t h e a lgorithm i s not n e c e s s a r i l y f i n i t e . A s i t can e a s i l y be shown t h a t g ( f ) i s bounded from above, i t f o l l o w s from ( 5 ) t h a t t h e i t e r a t e s g ( " ) converge, though not always t o t h e maximal value a s a t h e f o l -
lowing theorem s t a t e s .
THEOREM 1 . I f t h e r e a r e p o l i c i e s under which t h e induced Markov
chain has a multichain s t r u c t u r e then t h e sequence g ( " ) generated by t h e policy improvement procedure does not n e c e s s a r i l y converge * t o t h e optimal average reward g .
PROOF. Consider t h e following counter example (suggested by Arie
Hordijk) with a multichain s t r u c t u r e . Let a denotes s t a t e i and ( x , y ) on an a r c denotes the t r a n s i t i o n p r o b a b i l i t y and t h e reward n l f -a -b . 0 ) r e s p e c t i v e l y . In s t a t e s 1 , 2 and 4 t h e r e i s one a c t i o n o n l y , while i n s t a t e 3 t h e s e t of a c t i o n s A(3) i s : For a c t i o n 2 i n s t a t e 3 we have g 3 ( 2 ) = g 4 ( 2 ) = 3 , which is t h e r e f o r e t h e average-optimal a c t i o n . Given a c t i o n ( a , b k G i n s t a t e 3 , what does p o l i c y improvement y i e l d ? Action 2 i n s t a t e 3 y i e l d s no improvement with r e s p e c t t o B ( -' ) ( g ) , hence we determine
( a , b k G This i s a maximization of a l i n e a r f u n c t i o n over a convex a r e a G . 
Hence t h e maximum is a t t a i n e d a t t h e boundary, and from t h e c o e f f ic i e n t s of a and b we s e e t h a t i t i s on t h e curve
) . A t t h i s p o i n t , we choose a c t i o n 2 through o p e r a t o r B ( ' ) .
I f we In I f O ( y l ) ( g ( f ) ) > 0 f o r some i~ E and f~ F, and p o l i c y h
then i i s a t r a n s i e n t s t a t e under p o l i c y h .
PROOF.
Notice t h a t ~( -' ) (~( f ) ) 2 0 and t h a t I l ( h )~( -' ) (~( f
implying t h a t ~; -' ) (~( f ) ) = 0 f o r a i l s t a t e s i r e c u r r e n t under policy h . 
CONVERGENCE OF POLICY IMPROVEMENT IN THE UNICHAIN CASE.
In t h e unichain case t h e r e a r e no problems of t h e above type.
*
For t h i s c a s e , Hordijk and Puterman [ 2 ] proved t h a t g ( " ) + g , * where g is the maximal average reward. They a l s o showed convergen-
* ce of t h e v ( " ) i t e r a t e s t o some vector v , provided t h a t a t each i t e r a t i o n of t h e algorithm t h e r e is a unique maximizing p o l i c y . The
* * p a i r g ,v then c o n s t i t u t e s a s o l u t i o n t o t h e average o p t i m a l i t y e q u a t i o n s . In t h i s case t h e maximizing p o l i c i e s even converge t o t h e (unique) Blackwell optimal p o l i c y . The problem of whether or not t h e assumption of unique maximizing p o l i c i e s was necessary was an open one. The following theorem, however, s t a t e s t h a t t h i s
assumption is necessary . 
THEOREM 3. I f t h e r e does not e x i s t a unique maximizing policy a t each i t e r a t i o n of t h e P I P then t h e sequence of p o l i c i e s f ( " ) and r e l a t i v e value v e c t o r s v(") does not n e c e s s a r i l y converge.
The t r a n s i t i o n p r o b a b i l i t i e s and rewards f o r s t a t e A a r e :
For B and C t h e same t r a n s i t i o n p r o b a b i l i t i e s and rewards hold i f we r e p l a c e A by B o r C, A1 by B l o r C 1 , e t c . The t r a n s i t i o n proba-
b i l i t i e s f o r t h e o t h e r s t a t e s a r e (we s t a t e only t h e non-zero ones and s k i p t h e a c t i o n n o t a t i o n , s i n c e only one a c t i o n i s p o s s i b l e ) :
The immediate rewards a r e A p o l i c y is determined by t h e a c t i o n s chosen i n s t a t e A, B and C .
Note t h a t t h e Markov chain s t r u c t u r e only depends on whether type 1 or type 2 a c t i o n s a r e chosen and t h a t t h e r e i s always a unichain s t r u c t u r e . Suppose we s t a r t t h e P I P w i t h a policy which has t h e same f r a c t i o n a i n each s t a t e . F i r s t we show t h a t t h e average r eward depend only on t h e f r a c t i o n a , and not on t h e type of a c t i o n chosen. The same i s t r u e f o r t h e s e t of s o l u t i o n s t o g+v = r ( f ) + P ( f ) v . However, t h e a c t u a l value of t h e b i a s vector v ( f ) ,
which is determined by adding t h e equation n ( f ) v = O , does depend on which types a r e chosen. For t h e choice of maximizing a c t i o n s t h i s is not r e l e v a n t . Secondly, we s h a l l show t h a t t h e maximizing pol i c i e s again have t h e same f r a c t i o n i n s t a t e s A, B and C and t h a t i n A , B and C we a r e f r e e t o choose type 1 or 2. F i n a l l y , we show t h a t i t t a k e s i n general an i n f i n i t e number of s t e p s
t o a t t a i n t h e COMPACT A C T I O N MARKOV D E C I S I O N C H A I N S 365 maximal average reward. Since i n each s t e p we a r e s t r i c t l y improving and have t h e o p t i o n of t a k i n g a c t i o n s of e i t h e r type 1 o r 2 ,
we do not n e c e s s a r i l y have convergence of v ( " ) or f ( " ) .
F i r s t , we c a l c u l a t e t h e average reward and b i a s vector f o r any
p o l i c y . Regardless of the p o l i c y , we always have t h e following s e t of e q u a t i o n s from g + v = r ( f ) + P(f ) v .
From equations ( 7 ) we s e e t h a t t h e values of v i n s t a t e s A1 ,A2,. . . a r e determined by g and t h e value of v i n A, B and C .
Suppose we have a policy with t h e same f r a c t i o n a i n each of the s t a t e s A , B and C . I f we choose an a c t i o n of type 1 i n A we f i n d
By e q u a t i o n s ( 7 ) we have For p o l i c y f 2 , which d i f f e r s from p o l i c y f , o n l y i n t h a t i t t a k e s a c t i o n ( 2 , a ) i n s t e a d of a c t i o n ( 1 , a ) i n s t a t e C , s t a t e A becomes t r a n s i e n t . A f t e r some c a l c u l a t i o n s we f i n d
The c h o i c e of t y p e does i n f l u e n c e t h e a c t u a l v v e c t o r ! S e c o n d l y , we remark t h a t o n l y t h e f r a c t i o n , not t h e t y p e of t h e maximizing p o l i c y , i s u n i q u e l y d e t e r m i n e d . For i n s t a n c e , i f we ( 9 ) we s e e t h a t t h e e x p r e s s i o n i n b r a c e s i s a c o n c a v e p a r a b o l a i n b , h e n c e t h e maximum i s a t t a i n e d a t b ( a ) , w h i c h i s g i v e n by w h i c h i s i n t h e i n t e r v a l LO,%] f o r a l l O S a l g .
Any l i m i t p o i n t o f t h e P I P ( i f i t e x i s t s ) h a s t o s a t i s f y t h e
e q u a t i o n b ( a ) = a a n d , d e n o t i n g i t by a 0 1 We h a v e s 3 68 DEKKER I f we s t a r t with a r a t i o n a l number a s the f r a c t i o n , i t follows from equation ( 1 0 ) t h a t a t any s t a g e i n the policy i t e r a t i o n , t h e f r a c t i o n remains r a t i o n a l . Since the limit is a non-rational number, i t w i l l take an i n f i n i t e number of s t e p s t o reach i t .
0 W e remark t h a t modifying t h e policy improvement procedure f o r t h e unichain case by r e p l a c i n g equation ( 2 ) by f o r some s t a t e ~, , E E , does not r e l i e v e t h e uniqueness problems. Only i f s t a t e i , i s r e c u r r e n t under a l l successive p o l i c i e s i n t h e PIP is such an approach p o s s i b l e ( c f . [ 3 1 ) . However, such an assumption does not always hold and when i t does, i t causes only t h e bias vect o r s t o converge. The second counter example a l s o shows t h a t t h i s is not n e c e s s a r i l y t h e case f o r t h e maximizing p o l i c i e s (skipping a c t i o n s of type 2 i n s t a t e C causes s t a t e A t o be r e c u r r e n t , the maximizing p o l i c i e s s t i l l do not converge).
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