Abstract. We derive and analyze high order discontinuous Galerkin methods for second-order elliptic problems on implicitely defined surfaces in R 3 . This is done by carefully adapting the unified discontinuous Galerkin framework of [3] on a triangulated surface approximating the smooth surface. We prove optimal error estimates in both a (mesh dependent) energy and L 2 norms.
1. Introduction. Partial differential equations (PDEs) on manifolds have become an active area of research in recent years due to the fact that, in many applications, mathematical models have to be formulated not on a flat Euclidean domain but on a curved surface. For example, they arise naturally in fluid dynamics (e.g., surface active agents on the interface between two fluids, [23] ) and material science (e.g., diffusion of species along grain boundaries, [12] ) but have also emerged in other areas as image processing and cell biology (e.g., cell motility involving processes on the cell membrane, [27] or phase separation on biomembranes, [21] ). Finite element methods (FEMs) for elliptic problems and their error analysis have been successfully applied to problems on surfaces via the intrinsic approach in [17] . This approach has subsequently been extended to parabolic problems [19] as well as evolving surfaces [18] . The literature on the application of FEM to various surface PDEs is now quite extensive, a review of which can be found in [20] . High order error estimates, which require high order surface approximations, have been derived in [15] for the Laplace-Beltrami operator. However, there are a number of situations where conforming FEMs may not be the appropriate numerical method, for instance, problems which lead to steep gradients or even discontinuities in the solution. Such issues can arise for problems posed on surfaces, as in [29] where the authors analyse a model for bacteria/cell aggregation. Without an appropriate stabilisation mechanism artificially added to the surface FEMs scheme, the solution can exhibit a spurious oscillatory behaviour which, in the context of the above problem, leads to negative densities of on-surface living cells. Given the ease with which one can perform hp-adaptivity using high order discontinuous Galerkin (DG) methods and its in-built stabilisation mechanisms for dealing with advection dominated problems and solution blow-ups, it is natural to extend the DG framework for PDEs posed on surfaces. DG methods have first been extended to surfaces in [14] , where an interior penalty (IP) method for a linear second-order elliptic problem was introduced and optimal a priori error estimates in the L 2 and energy norms for piecewise linear ansatz functions and surface approximations were derived. A posteriori error estimates have then been derived for this surface IP method in [13] . A continuous/discontinuous Galerkin method for a fourth order elliptic PDE on surfaces is considered in [25] ; [24] , [26] and [22] have also derived a priori error bounds for finite volume methods on (evolving) surfaces via the intrinsic approach. In this paper, we consider a second-order elliptic equation on a compact smooth connected and oriented surface Γ ⊂ R 3 and, following the unified framework of [3] based on the so called flux formulation and the high order surface approximation approach considered in [15] , derive the high order DG formulation on a piecewise polynomial approximation Γ k h of Γ, where k ≥ 1 is the polynomial order of the approximation. The derivation requires a suitable integration by parts formula which holds on discrete surfaces; this differs from the conventional one used in the planar case. Then, by choosing the numerical fluxes appropriately, we derive "surface" counter-parts of the various planar DG bilinear forms discussed in [3] . We then perform a unified a priori error analysis of the surface DG methods and derive estimates in the L 2 and energy norms by relating Γ k h to Γ via the surface lifting operator introduced in [17] . The estimates are a generalisation of the a priori error estimates derived in [14] for the surface interior penalty (IP) method, which restricted the analysis to the linear case. The geometric error terms arising when approximating the surface involve those present for the surface FEM method given in [15] as well as additional terms arising from the DG methods. The latter are shown to scale with the same order as the former and hence we obtain optimal convergence rates as long as the surface approximation order and the DG space order coincide. The paper is organised in the following way. Section 2 presents the model problem which we investigate, following the approach taken in [17] . In Section 3 we present a unified framework for high order DG methods on surfaces and derive the bilinear forms corresponding to each of the classical DG methods outlined in [3] . In Section 4 we describe the technical estimates needed to prove the convergence of the surface DG methods, which is then reported in Section 5.
2. Model problem. The notation in this section closely follows that used in [17] . Let Γ be a compact smooth connected and oriented surface in R 3 , with ∂Γ = ∅, for simplicity, and let d(·) denote the signed distance function to Γ which we assume to be well-defined in a sufficiently thin open tube U around Γ. The orientation of Γ is set by taking the normal ν of Γ to be in the direction of increasing d(·), i.e.,
We denote by π(·) the projection onto Γ, i.e., π : U → Γ is given by
(2.1) Lemma 3] . For any function η defined in an open subset of U containing Γ we define its tangential gradient on Γ by
and the Laplace-Beltrami operator by
For an integer m ≥ 0, we define the surface Sobolev space
We endow the Sobolev space with the standard seminorm and norm
, respectively, cf [30] . Throughout the paper, we write x y to signify x < Cy, where C is a generic positive constant whose value, possibly different at any occurrence, does not depend on the meshsize. Moreover, we use x ∼ y to state the equivalence between x and y, i.e., C 1 y ≤ x ≤ C 2 y, for C 1 , C 2 independent of the meshsize. Let f ∈ L 2 (Γ) be a given function, we consider the following model problem:
Throughout the paper, we assume that u ∈ H s (Γ), s ≥ 2. Existence and uniqueness of such a solution is shown in [4] .
3. High order DG approximation. We now follow the high order surface approximation framework introduced in [15] . We begin by approximating the smooth surface Γ by a polyhedral surface Γ h ⊂ U composed of planar triangles { K h } whose vertices lie on Γ, and denote by T h the associated regular, conforming triangulation of Γ h , i.e., Γ h = K h ∈ T h K h . We next describe a family Γ k h of polynomial approximations to Γ of degree k ≥ 1 (with the convention that Γ 1 h = Γ h ). For a given element K h ∈ T h , let {φ k i } 1≤i≤n k be the Lagrange basis functions of degree k defined on K h corresponding to a set nodal points x 1 , ..., x n k , which make up a unisolvent set of points with the constraint that vertices of K h are included in this set. For x ∈ K h , we define the discrete projection
By constructing π k elementwise we obtain a continuous piecewise polynomial map on Γ h . We then define the corresponding discrete surface Γ k h = {π k (x) : x ∈ Γ h } and the corresponding regular, conforming triangulation
denote by E h the set of all (codimension one) intersections e h of elements in T h , i.e.,
For any e h ∈ E h , the conormal n + h to a point x ∈ e h is the unique unit vector that belongs to T x K + h and that satisfies
where B (x) is the ball centered in x with (small enough) radius > 0. Analogously, one can define the conormal n 
2 be the (flat) reference element and let We define the DG space associated to Γ k h by
For v h ∈ S hk we adopt the convention that v ± h is the trace of v h on e h = K
taken within the interior of K ± h , respectively. In addition, we define the vector-valued function space
Here, ∇F
3.1. Primal formulation. Rewriting (2.3) as a first order system of equations and following the lines of [3] , we wish to find (u h , σ h ) ∈ S hk × Σ hk such that
for all τ h ∈ Σ hk , v h ∈ S hk and where the discrete right-hand side f h ∈ L 2 (Γ k h ) will be related to f in Section 4.1. Here u = u(u h ) and σ = σ(u h , σ h (u h )) are the so called numerical fluxes which determine the inter-element behaviour of the solution and will be prescribed later on. In order to deal with these terms, we need to introduce the following trace operators:
We now state and prove a useful formula which holds for functions in
Proof. The result follows straightforwardly by noting that
Remark 3.2. The formula in Lemma 3.1 is a generalisation to surfaces of the classical (planar) formula given in (2.1) of [2] . Applying the above lemma, summing over all elements and proceeding in a similar fashion to [3] , we obtain
for every τ h ∈ Σ hk and v h ∈ S hk .
We now introduce the DG lifting operators r e h :
and r h :
Using these operators, we can write σ h solely in terms of u h . Indeed, on each element K h ∈ T h we obtain from (3.1) that
, substituting the resulting expression into (3.2) and using (3.3), we obtain the primal formulation:
where
3.2. Examples of surface DG methods. For the following methods we introduce the penalization coefficients η e h and β e h defined as
where α > 0 is a parameter at our disposal.
Surface Bassi-Rebay method.
To derive the surface Bassi-Rebay method, based on [5] , we choose 
where η e h ≥ 0 is a parameter at our disposal. The method is similar to the Bassi-Rebay one with an additional term. Indeed,
3.2.3. Surface IP method. To derive the surface IP method, based on [16, 2] , we choose the numerical fluxes u and σ as follows:
Substituting them into (3.5), we obtain
which is exactly the surface IP method considered in [14] .
3.2.4. Surface NIPG method. For the surface NIPG method, based on [28] (or equivalently the Baumann-Oden method in [7] with β e h = 0), we choose
We may derive the surface NIPG bilinear form in a similar way as for the surface IP method.
3.2.5. Surface IIPG method. For the surface IIPG method, based on [11] , we choose the numerical fluxes u and σ as follows: 
The resulting bilinear surface form can be easily obtained using the contributes of the surface IP and surface Brezzi et al. bilinear forms.
3.2.7. Surface LDG method. Finally for the surface LDG method, based on [10] , the numerical fluxes are chosen as follows:
3 is a (possibly null) constant on each edge e h ∈ E h . We see that
, we obtain:
and in a similar way σ − . Then
and the surface LDG form can be written as
(3.10)
Remark 3.3. In the flat case, for which we have n
h , all of the surface DG methods yield the corresponding ones found in [3] . Remark 3.4. Notice that for all of our choices of the numerical fluxes u and σ, we have that [ u] = 0 and [ σ; n h ] = 0. In addition, they are consistent with the corresponding fluxes in the flat case given in [3] with the exception of those of the surface LDG method. In the latter case, the equivalence does not hold because all the surface trace operators are scalars and they cannot be combined in the same way as the corresponding LDG fluxes in the flat case.
4. Technical tools. In this section we introduce the necessary tools and geometric relations needed to work on discrete domains and prove boundedness and stability of the bilinear forms, following the framework introduced in [17] .
4.
where, thanks to the invertibility of (2.1), x(ξ) is defined as the unique solution of
In particular, for every K h ∈ T h there is a unique curved triangle
We may then define the regular, conforming triangulation T h of Γ given by
The triangulation T h of Γ is thus induced by the triangulation T h of Γ k h via the surface lift operator. Similarly, we denote by e h = π( e h ) ∈ E h the unique curved edge associated to e h . The function space for surface lifted functions is chosen to be given by
We define the discrete right-hand side f h such that f h = f . We also denote bỹ w −l ∈ S hk the inverse surface lift of some functionw ∈ S l hk satisfying (w −l ) l =w.
One can show that for v h defined on Γ k h , we have
Furthermore, let δ h be the local area deformation when transforming K h to K h , i.e., δ h dA hk = dA, and let δ e h be the local edge deformation when transforming e h to e h , i.e., δ e h ds hk = ds.
Finally, let
Then one can show that 
2f)
For the sake of readability, we postpone the proof of Lemma 4.1 to Appendix A.
Boundedness and stability.
We define the space of piecewise polynomial functions on Γ h as
We recall the following useful result from [15] :
We will also need the following inverse inequality, adapted from [9, Thm 3.2.6]. Lemma 4.3. Let l, m be two integers such that 0 ≤ l ≤ m. Then,
Finally, we prove the following trace inequality: Lemma 4.4. For sufficiently small h, it holds
Proof. Defining δ e h = ds/ ds h and δ e h → e h = ds hk / ds h , using (4.2e) and a Taylor expansion argument, we obtain
Now let w h ∈ S hk be such that π k ( w h ) = w h . From (2.21) in [15] we have
provided h is sufficiently small. Applying the trace theorem for polynomial functions on Γ h as given in Lemma 3.4 in [14] , and the inverse inequality in Lemma 4.3 (with l = 1 and m = 2), we get
.
Surface lifting the left-hand side to Γ k h , making use of (4.4) and using (4.3b) for the right-hand side we have
We thus obtain, using (4.2e),
, which yields the desired result for h small enough. In order to perform a unified analysis of the surface DG methods presented in Section 3.2, we introduce the stablization function
for u h , v h ∈ S hk , cf. also Table 4 .1.
Method
Stabilization function S h (·, ·) IP [16] NIPG [28] IIPG [11] LDG [10] (4.5a) Brezzi et al. [8] Bassi et al. [6] (4.5b) Table 4 .1: Stabilization function of the DG methods considered in our unified analysis.
The next result, together with the Lax-Milgram Lemma, guarantees that there exists a unique solution u h ∈ S hk of (3.5) that satisfies the stability estimate
where the DG norm · DG is given by
with
where S h (·, ·) depends on the method under investigation and is defined as in (4.5a)-(4.5b).
We will now consider boundedness and stability of the bilinear forms A k h (·, ·) corresponding to the surface DG methods given in Table 4 .1. We first state some estimates required for the analysis of the surface LDG method. Lemma 4.5. For any v h ∈ S hk , it holds,
on each e h ∈ E h . Proof. Table 4 .1 are continuous and coercive in the DG norm (4.7), i.e.,
for every u h , v h ∈ S hk . For the surface IP, Bassi et al. and IIPG methods, coercivity holds provided the penalty parameter α appearing in the definition of β e h or η e h in (3.6) is chosen sufficiently large. Proof. For all the methods stabilized with S h (·, ·) defined as in (4.5a), Lemma 4.4 implies that
where the hidden constant also depends on the polynomial approximation degree and the penalty parameter β e h . Otherwise, if S h (·, ·) is given as in (4.5b), we observe that for u h , v h ∈ S hk we have
Hence, applying the Cauchy-Schwarz inequality, we obtain 10) where the hidden constant also depends on the polynomial approximation degree and the penalty parameter η e h . For the surface LDG method, using Lemma 4.5 and the
and, in a similar way, the remaining quantities. Continuity then follows from the Cauchy-Schwarz inequality and the above estimates. We next show coercivity of the DG bilinear forms. For the surface NIPG method, stability follows straightforwardly from the Cauchy-Schwarz inequality. For the surface LDG method, we have
For the other methods involving S h (·, ·) defined as in (4.5a), using Cauchy-Schwarz inequality, we obtain
is given as in (4.5b), we have
The result follows by making use of the corresponding boundedness estimates, using Young's inequality and choosing the penalty parameter sufficiently large. We now define the DG norm for functions in S hk as follows:
, and
, where S h (·, ·) is defined according in (4.5a)-(4.5b) but on Γ, i.e.,
for h small enough. Proof. We first show that for any function v h ∈ S hk , for sufficiently small h,
14)
The · 2 1,h component of the DG norm is dealt with in exactly the same way as in [15] . For the | · | 2 * ,h component of the DG norm we have
which straightforwardly yields (4.14). Making use of the discrete stability estimate (4.6) and noting that, by Lemma 4
, we get the desired result. For each of the surface DG bilinear forms given in Table 4 .1, we define a corresponding bilinear form on Γ induced by the surface lifted triangulation T h which is well defined for functions w, v ∈ H 2 (Γ) + S hk . For the surface IP bilinear form (3.9), we define
where n + and n − are respectively the unit surface conormals to K + h and K − h on e h ∈ E h . For the Brezzi et al. bilinear form (3.8), we define
For the surface LDG bilinear form (3.10), we define
(4.17)
The corresponding bilinear forms for the other surface DG methods can be derived in a similar manner. Since we assume that the weak solution u of (2.3) belongs to H 2 (Γ) they all satisfy
We now extend a technical estimate, which is crucial for boundedness of A(·, ·), presented in [14] . Lemma 4.8. Let w ∈ H 2 (Γ) + S hk . Then, for sufficiently small h,
Proof. We define w ∈ S hk + H 2 (Γ k h ) and w ∈ S hk + H 2 (Γ h ) such that w = w and w = w • π k . Applying the trace theorem on K h ∈ T h we get
Surface lifting the left-hand side on Γ k h as in Lemma 4.4 and using (4.3b) and (4.3d) we obtain
In the same way, surface lifting the left-hand side on Γ and using (4.3b)-(4.3c) we have
Using (4.2f), we thus obtain
, which yields the desired inequality for h small enough. For the stability of A(·, ·) we have to state and prove an additional technical inequality for discrete functions. Lemma 4.9. Let w h ∈ S hk . Then, for sufficiently small h,
The proof of Lemma 4.9 is omitted as it is similar to that of Lemma 4.8. Following the same ideas as for the proof of Lemma 4.6, along with Lemma 4.8 and Lemma 4.9, we obtain the analogous boundedness/stability results for the bilinear form A(·, ·). Lemma 4.10. It holds the boundedness estimate
for all w ∈ H 2 (Γ) + S hk , v h ∈ S hk , and it holds
for all w h ∈ S hk and if, for surface IP, Bassi et al. and NIPG methods, the penalty parameter α appearing in the definition of β e h or η e h in (3.6) is chosen sufficiently large.
Convergence.
We next state the convergence estimates. Theorem 5.1. Let u ∈ H k+1 (Γ) and u h ∈ S hk denote the solutions to (2.3) and (3.4), respectively. Then,
provided the mesh size h is small enough and the penalty parameter α is large enough. The proof will follow an argument similar to the one outlined in [3] . Using the stability result (4.21), we have
where φ h ∈ S hk . Since we do not directly have Galerkin orthogonality the first term on the right-hand side of (5.1) is not zero, and the second term will require an interpolation estimate. The latter is dealt with in the following way: following [15] ,
h is the standard Lagrange interpolant of degree k and w ∈ H 2 (Γ) is defined such that w π k (x) =w(x). We also define the interpolant
The second term in (5.1) can thus be estimated using the following result: Lemma 5.2. Assume that w ∈ H m (Γ) where 2 ≤ m ≤ k + 1. Then for i = 0, 1
Proof. See [15, Prop 2.7] . For the first term on the right-hand side of (5.1), we require the following result:
Lemma 5.3. Let u ∈ H s (Γ) and u h ∈ S hk denote the solutions to (2.3) and (3.4), respectively. We define the functional E h on S hk by
Then, for all surface DG methods apart from LDG, E h can be written as
where R h is given as in Lemma 4.1. The functional corresponding to the surface LDG method can be written as
Furthermore,
Proof. The proof is similar to that of Lemma 4.2 in [14] which considered a piecewise linear approximation of the surface. The expression for the error functional E h is obtained by first noting that the solution u of (2.3) satisfies (4.18) and then considering the difference between (4.18) and (3.4) . This is done by first surface lifting the terms of (3. 
Using again Lemma 5.2 we obtain
This concludes the first part of the proof. To derive the L 2 estimate we first observe that the solution z ∈ H 2 (Γ) to the dual problem
Then, we have
Using (5.4), a triangle inequality and the interpolation estimate in Lemma 5.2, we obtain
Hence, using (5.6),
Making use of the continuity of I k h z − z, Lemma 4.8 and Lemma 5.2 and the stability estimate (5.6), we have that
Combining the last two inequalities in (5.7) yields
which gives us the desired L 2 estimate and concludes the proof. k h and Γ, respectively, such that π k ( K h ) = K h and π( K h ) = K h . Let also L e be the inclusion operator that maps e into an edge of K and let given by
Analogously, a tangent on the surface lifted edge e h ⊂ K h in Γ is given by τ = ∇πτ h . We denote by τ h and τ respectively the unit tangents of e h and e h , and let λ = τ h l 2 . We will now prove estimate (4.2e). Let dx be the Lebesque measure on the reference interval e. We then have
Having characterised δ e h , we wish to show that
Making use of (2.2) and (4.2a), we have
Next, to provide a lower bound for ∇πτ h l 2 , we consider
Recalling the definition of the projection matrices P and P h , we have that
Using the reverse triangle inequality, we obtain
and, dividing by λ and using (A.1), we obtain the sub-optimal estimate
The lower bound A.3 can be improved in an iterative way as follows. We consider λ ∇πτ h l 2 = τ l 2 ≥ P τ h l 2 − P τ h − τ l 2 .
(A.4)
Then, using again the reverse triangular inequality, we have P τ h l 2 = λ P τ h l 2 ≥ λ( τ l 2 − τ − P τ h l 2 ) = λ(1 − τ − P τ h l 2 ). (A.5)
Since τ , n, ν form an orthonormal basis of R 3 and recalling that P maps vectors into the tangential space of Γ (hence have null normal component), we get λ(1 − τ − P τ h l 2 ) = λ(1 − 1 − (τ , P τ h )τ − (n, P τ h )n l 2 )
(A.6) Now τ h − τ = (P h − ∇π ∇πτ h l 2 )τ h , so using (A.3) and a Taylor expansion argument, it is easy to see that
To deal with the last term of (A.6) we note that (n, τ h ) = (τ × ν, τ h ) = (ν, τ h × τ ) = (ν, τ h × ∇πτ h ∇πτ h l 2 ).
Then, using the sub-optimal lower bound (A.3) and a Taylor expansion argument, we get (ν, τ h × ∇πτ h ∇πτ h l 2 ) = 1 ∇πτ h l 2 (ν, τ h × ∇πτ h ) (ν, τ h × ∇πτ h ).
Using the definition of P and (2.2), we have that
Now, using (A.8), we can write (ν, τ h × ∇πτ h ) = ν, τ h × (τ h − (τ h · ν)ν − dHτ h ) = −(ν, τ h × dHτ h ).
Hence,
Combining (A.9) and (A.7) with (A.6) we obtain that P τ h l 2 ≥ λ(1 − (1 − (τ , P τ h ))τ − (n, P τ h )n l 2 ) ≥ λ(1 − Ch k+1 ).
(A.10)
For the second term in the right-hand side of (A.4), notice that τ − P τ h l 2 = ∇πτ h − P τ h l 2 = dHτ h l 2 ≤ λCh k+1 .
(A.11)
We are now ready to improve the lower bound in A.3. By making use of (A.11) and (A.10) in (A.4), we get
which proves (4.2e).
To prove (4.2g), we need to preliminary prove the following auxiliary inequalities:
(A.14)
We start showing (A.13). Using the property of the cross product, we get (τ , n h ) = (τ , ν h × τ h ) = (ν h , τ h × τ ) = (ν h , τ h × ∇πτ h ). (A.15)
Replacing (A.8) in (A.15), we obtain
Taking the absolute value and using (4.2a), (4.2c) and (A.7), we find
In order to prove (A.14), we start showing that the following holds
Indeed, using again the properties of the cross and scalar products, we obtain:
Since the vector n h is of unit length, there exist a(x), b(x), c(x) ∈ R satisfying a 2 + b 2 + c 2 = 1 such that n h = aτ + bn + cν, where a = (τ , n h ), b = (n, n h ) and c = (ν, n h ). Hence, using (A.13), (A.16) and a Taylor expansion argument, we get
The inequality (A.14) follows by assuming that the mesh size h of T h is chosen small enough so that b = 1 + O(h 2k ). Finally, writing P n h = (τ , P n h )τ + (n, P n h )n, we obtain (4.2g), i.e., n − P n h L ∞ ( e h ) = n − (τ , P n h )τ + (n, P n h )n L ∞ ( e h ) ≤ |1 − (n, P n h )| + |(τ , P n h )| = |1 − (n, n h )| + |(τ , n h )| = O(h k+1 ).
