A method, called Boundary Integral-based Domain Decomposition was recently proposed for the solution of Laplace's equation.
Introduction
A method, called Boundary Integral-based Domain Decomposition (BIDD) was recently proposed for the solution of Laplace's equation in a short note [16] . Given a bounded domain D and function g continuous on 8D the Dirichlet problem is to find u satisfying:
when I E D and u(z) = g(z) when z E 80. The method is based upon:
1. Partitioning the domain into subdomains;
2. Solving for the interface points separating the partitions;
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3. Computing the solution at predefined points in D.
As mentioned in [16] such a formulation is quite abstract.
An implementation requires the specification of i) a domain partitioning strategy, ii) a method to compute the interface values, and iii) the method(s) to compute the solution at the subdomains.
In this paper we discuss aspects of the method which are essential for its efficient application.
We are particularIy concerned with the issues making the method particularly attractive for implementation on multiprocessor systems with memory hierarchy. Since this is a discussion of work in progress, we also raise some questions which we are actively investigating.
As will become apparent from the discussion, there are many important issues that have to be resolved. It has to be noted also that apart from the methods of fundamental solutions which is used here to compute the interface values, there are other integral equation based schemes which could be used instead. A similar comment applies for the subdomain solver. In that sense, we really regard BIDD as a family of methods.
Background
It was a common characteristic of most of the earlier research into parallel algorithms, that very little effort was expended in investigating issues such as data management. This was a natural consequence of the fact that very few parallel machines were in existence, and even then, access to them was very limited.
The interest in demonstrating algorithms with good theoretical speedups, even if this meant making quite unrealistic assumptions, was far more urgent. The coming-of-age of multiprocessor manufacturing in the 1980s allowed the building of af-fordable systems. Now scientists also have to implement their algorithms, which in turn means that "real" issues such as communication, synchronization, load-balancing, and efficient memory management have to be dealt.
With many of the parallel systems which are currently available having either distributed or hierarchical memories, this last issue is becoming a crucial consideration in the design of efficient algorithms.
As mentioned in the introduction, our point of focus is the class of parallel architectures with a non-trivial memory hierarchy. Examples of such systems are the Cray 2, the ETA 10, the Alliant FX/8 and the CEDAR system [32] . For example, it was clearly demonstrated in [14] for the case of the Alliant FX/8 -a vector multiprocessor with a memory hierarchy consisting of registers, a fast shared cache and slower memory, which is also a single cluster of CEDAR -that algorithms designed to have increased data locality by making intelligent use of the memory hierarchy demonstrate superior performance when compared with algorithms designed only to exploit the parallelism. We have thus experienced a flurry of activity in redesigning algorithms by means of blocking techniques to reduce the memory traffic, even if that implies an increase in the computational complexity. Finally we note that, in the case of systems like the CEDAR, the increase of computational resources in the form of added processor clusters will further complicate the analysis by introducing more parameters in the algorithm design space. It is however intuitive, that algorithms which can be mapped on the architecture so that intercluster communication is minimized would be particularly desirable.
There is a very large body of literature examining methods for the solution of elliptic PDEs in two dimensions. For example, rapid elliptic solvers of computational complexity at most O(n210gn), where n is the number of gridpoints per direction, can be applied for special domains when the operator is Poisson-like in the one direction ( [27, 44] and references therein).
Some of these methods have also been extended to a wider range of equations and regions [6, 38] . A potential source of trouble when implementing such algorithms on machines with hierarchical memory is that the coefficient matrices arising in the solution of the problem are sparse. The simplest example is when D in Problem 1 is a rectangular region and a 5 point stencil is used, in which case the resulting coefficient matrix is block tridiagonal, i.e. sparse with a very regular sparsity It is also a natural technique to use in dealing with irregular domains. Partitioning the spatial domain into subdomains and solving a subproblem in each of them implies a corresponding decrease in the size of the computational domain to be handled by each task and is thus an intuitive counterpart to blocking. An advantage is that this form of blocking has an immediate physical interpretation. This is one more example concurring with the comments made by Rice ([40] ) and others, that there is a high level of parallelism in the physical world to be exploited.
For the popular approaches based on the Schwars alternating procedure ( [35, 43] ) some information exchange takes place between the processes handling each of the subdomains, at every step of the Schwarz iteration.
As a result, its implementation on a multiple cluster architecture can suffer a performance degradation.
Overall, it is fair to say that most of the research for the solution of (1) For regular regions where rapid elliptic solvers can be used, comparisons have shown that IE methods were more efficient only if the solution had to be calculated at a small number of points [41] .
Starting from these observations, we were led to BIDD, a hybrid method where we use IE techniques to solve for only a small number of interface points, thus keeping down the cost of the IE technique, and then decouple into boundary value problems which are independent and are defined on subdomains of any suitable shape and size. The former feature practically eliminates the need for communication between subproblems while the latter means that the subdomains can be chosen to enhance data locality.
Description of the method
We next give a description of the method in the form we are currently developing it. In this paper we are more interested in the implementation issues as opposed to the mathematical justification which we leave for a forthcoming paper.
Domain partitioning
Although the domain shape may impose constraints, partitioning should be done with the following objectives in mind:
1. The workload required for each of the subdomains to be balanced.
2. The subdomains to be of shapes suitable for the application of a rapid elliptic solver.
3. The subdomains are of sizes which minimize the use of the most distant units in the memory hierarchy, enhancing data locality.
4. The interface points (and subdomains) should not be so many, that the computation of the solution on them overwhelms the remaining computational effort.
Computing the interface values
The integral equations of potential theory furnish us a host of schemes for the calculation of interface values. We choose the method of fundamental rolutions, also known as charge rimulation method, hereafter denoted as CSM.
An approximation 4 to the solution u is sought as a finite linear combination of a linearly independent where tc > 0 and h is a harmonic function of z # w that can be continued harmonically at w. For our purpose, we choose the simple, normalized fundamental solutions:
The singularities wj, lie in the exterior dc of b = D U 8D. In physical terms, the method amounts to placing particle charges of strength Uj at the points wj. Assuming that the law of attraction is that of inverse first power, each of these charges generates a logarithmic potential field ([30, p. 631). In CSM we want the charges to combine to a potential Q which approximates u in D. In other words 6 is the singlelayer potential generated by means of a discrete set of monopoles. Because the charges are placed outside, computations with singular integrands are avoided and one source of complication with boundary integral schemes is avoided. Moreover the same approach can be followed for any homogeneous problem with known fundamental solutions. We must next decide on 1. the number and location of the points wj, 2. the strengths uj.
In [33] the combined problem of charge placement and strength determination was solved for various domains and boundary conditions. The method used was based on solving a non-linear least squares problem for the charge strengths and charge coordinates. It is clearly the case that such a general approach would result in a better approximation to the solution. A disadvantage is the extra cost in the nonlinear least squares algorithm.
Our approach in here is to fix the location of the charges on a circle of radius R enclosing D and then compute the charge strengths. We note however that this approach is not always successful.
The charge strengths must be determined from the boundary data. This can be done by calculating the boundary values at the discrete set of observation points ' T = {q, . . . , zv} where T C 8D and minimizing for z E T and Q as in Eqs. (2) and ( 3). The problem of best approximation with functions of this form is discussed in [33] . The choice of observation points has also been discussed in the context of boundary collocation methods for Problem 1 by [39] .
The origins of the method are from [37] . [21, 42, 36, 33, 9, 13, 4] and others made valuable contributions.
It is closely related to the methods described in [2, 23, 5, 28, 24, 29, 34, 7] .
[13] have drawn the link between boundary integral methods and the method of fundamental solutions. In discrete form we are looking for tr E XN to satisfy m$n lb -Gdlp (4 where G E 8YXN is an influence mat& with general term -&log
IZk -Wjls
We distinguish the follqwing cases: v = N This is equivalent to seeking a 7-polynomial ( [25] ) interpolating the Y boundary values. We thus collocate Ga = u. u > N The system is overdetermined and we distinguish two subcases: l P = 2 and we minimize in a least squares sense.
l P = 60 and we minimize in a Chebyshev sense.
Solving the interpolation problem may imply difficulties for special boundary conditions and boundary shapes. Although we do not discuss Chebyshev schemes in this paper we note that they can be computationally expensive but can also offer a better approximation to the solution. Since the final result is obtained after multiplying with H, the effect of a less accurate u might not be so serious.
Once the charges are available, it is possible to solve for any point on b.
If the solution must be computed at p interface points &, we form the influence matrix H E gipxN with general term -& log ICk -wj] and compute 4=Hu.
(5) Figure 1 depicts the relative locations of the charge, observation and interface points for an arbitrary, closed region.
Computing the solution in each subdomain
Once the interface values are available, the solution for each subdomain can proceed independently by means of any convenient method.
Clearly the method to be used is intimately coupled with the subdomain shapes, with more regular shapes allowing the use of rapid elliptic solvers. We must not forget however that such a split is not always the most efficient from the point of view of load balancing.
Discussion
Ultimately the total time to solve the problem will depend upon Cl The complexity of computing the charges and subsequently solving for the interface values; Despite the pessimistic predictions made from the complexity analysis, our experiments 8s well 8s those in [33] show that the method csn be very competitive. Some factors contributing to this are 8s follows. The use of a rapid elliptic solver (e.g. FFT, BCR or multigrid based) for the subdomains may not be possible. In that case slower methods may have to be used, in which case the gap in computational complexity between the subdomain solvers and CSM will diminish.
We also suggest the theoretical analysis in [33] of the simple case of concentric disks, where very high order convergence rates are demonstrated for boundary functions possessing high order derivatives which are Rijlder continuous. This in turn means that N can be kept 8s small 8s n* for some positive integer le. A full analysis for more general regions however remains to be done. Finally, 8s discussed in Section 2 the performance of the method will be influenced from many other factors in addition to the computationd complexity. Another issue of concern is related to the effectiveness of the method. It is not hard to construct examples where the algorithm does very badly in its current form, i.e. when the charge locations are fixed. This was observed 8s early as 1961 by Davis and Rabinowitz ([ll] ) for a slightly different formulation of the problem. We leave the more extensive discussion of these aspects for another paper [15] . We repeat however the comment in [ll, p. 1221 that the most favorable condition is that of g coming from entire functions or from harmonic functions, regular in large portions of the plane, with geometric convergence rates possible.
Moreover boundary data corresponding to solutions which do not continue harmonically across ,the boundary, or of low continuity class can cause problems.
Moreover in that case the shape of 8D becomes important, with better behavior expected for analytic, convex boundaries or starlike regions.
Results for the application of CSM on a racetrack with boundary function gg(z, y) = O-25($ + g) (torsi.on problem) can be found in [lS] . In [17] we show that applying CSM on a disk when the charge locations lie on 8 circle concentric to the disk is equivalent to the discrete Poisson kernel method described in [22] .
A multicluster BIDD algorit hm
In this section we present an algorithm for the solution of Problem 1 with BIDD w:hen D is a rectangle. Although for this particular region many simplifications can be applied in BIDD (e.g. taking advantage of the symmetries in the region) and in the other methods, we do not take advantage of them, since the purpose is to show the structure of the algorithm in a manner suitable for implementation on 8 wide variety of regions.
We assume that the number of clusters p ia the same with the number of subdomains in which D is partitioned.
We are mostly interested in the small values of p and large values for m and n, although our current implementation does not allow for very fine grids because of memory limitations.
The do-main is partitioned into p horizontal strips of a x m gridpoints each.
We next consider the computation of the interface values. In the most obvious partitioning strategy, subdomain Oi would have two boundaries in the zdirection.
C8ll them Ii-1 and I'i, with I'0 and I'z being along y = -1 and y = 1 respectively. Hence there would be p -1 interface lines on which the solution must be computed from the p clusters. Let subdomain Di and interfue line Pi be assigned to cluster i. Such a partition of the computation has two disadvantages.
Firstly the one cluster will remain idle. More seriously, cluster i will also need m items of information from cluster i -1 in the form of interface values at the m gridpoints corresponding to r i-1. If intercluster communication (e.g. through a global memory) is expensive, the strategy described next may be more efficient. This is based on subdividing D in such a manner that the subdomain (re8lly the discrete subregion) handled by each cluster is completely independent from any other subregion in that even the interface points are disjoint. This is possible due to the ability of CSM to compute the solution at any point of b without referencing any neighboring points. As shown in Figure 2 , adjacent strips Di and Di+l have as boundaries in the s&irection the gridpoints corresponding to Pi-r,, and I'i,l. In this case, cluster i computes the solution in Di after computing the 2m interface values on ri-l,2 and Pi,l. As before, clusters 1 and p would have less work to do, but the communication step is avoided at the expense of having to compute 2m instead of m interface values per cluster. In the same time however, a computational gain is made since the boundary value problem to be solved in each cluster will be one gridpoint row smaller in size.
BIDD.RECT(n,m,v,g, R,N, w) Input m (internal) gridpoints in the x direction; n (internal) gridpoints in the y direction; u boundary "collocation" points; Boundary values g = [9r, . . . , gy]; N charges on circle of radius R; w vector of locations Wj of the N charges.
Output
Approximate solution u computed on a n x m grid.
Comment
Compute the charge strengths. 
Implementation
We first make the following observations. 1.
2.
3.
4.
In a multicluster environment, steps BO, Bl and CO for each instance of the loop variable i can be concatenated to form a task. This task can then be processed by one processor cluster.
Steps A0 and BO are initialization steps, consisting of computation of fundamental solutions. For Problem 1 this amounts to the fast computation of N(p + V) logarithms, where p = 2m(p -1). It thus becomes desirable to have available intrinsic library functions which can exploit not only the pamllelism but also the vector capabilities of the architecture [l] . In that case W and G would be evaluated by means of concurrent calls to the vector logarithm instruction.
Although for large values of v it would be natural to spread the QR decomposition in Steps Al and A2 across clusters, we have not done it at this stage of our experiments.
Different
partitionings, e.g. along the xdirection as well, may offer better performance and are under investigation.
We have implemented the algorithm on an AlIiant FX/8 multiprocessor in double precision arithmetic. The boundary function was gA(z, y) = ea* sin(ay). The exact solution for gA is given by the same function.
We were interested in the expected performance of the algorithm on a multicluster architecture such as CEDAR. We note that the Alliant FX/8 has no vector logarithm instructions.
Since it was chosen to be the CEDAR cluster, we could obtain estimates for the performance of the algorithm as follows: Let T,h,j be the measured time for step AO, and Teh the measured time for steps Al and A2, all steps performed on a single cluster. Let T,,,l be the single cluster time for the p occurences of steps BO together with Bl. Let TRES be the single cluster time for the p occurences of step CO. Then the single cluster time for the algorithm is The charge points are fixed at uj = RP*(j-') with j = 1,. . ., N, and R = 2. The Y "collocation" points zb are equispaced on 80.
Steps Al and A2 use the Alliant Scientific library subroutines DBQRDC and DBQRSL. These use block Householder transformations and are based on the work by Harrod ( [20] ). The matrix-vector multiplication step Bl uses the Cray-compatible BLAS2 subroutine MXV written by Gallivan, Jalby and Meier, included in the CSRD Scientific library.
Step CO is implemented with subroutine HWSCRT from FISHPACK ( [45, 46] ). The original formulation of BCR suffers a bottleneck, as it requires the solution of linear systems whose coefficient matrices are products of tridiagonal matrices. We have thus also used the algorithm described in [la] which overcomes the problem by using partial fraction expansions.
In all subsequent figures, the case of p = 1 corresponds no partitioning and using BCR for the entire domain. The times are in seconds. Figure 3 charges as a function of the number of collocation points u for a fixed number of charges on one cluster. In summary the module BIDDAECT had parameter list (n, 12, V, gA, 2.0,40, w). One sees the linear dependence predicted from TchcrVgd = O(vN2). Figure  4 shows the log,, of the error in the solution as a function of the number of partitions.
Each of the strips is solved by means of the parallel version of BCR. In summary the module BIDD.RECT had parameter list (118,118,6O,gA, 2.0,40, w) and a = 2 in gA. Hence N and v are relatively small. We observe that the decomposition of the problem in this case results in higher accuracy. This behavior was observed for all resolutions tried in our experiments. We note in this context, that the reduction in size of the coefficient matrix for the subproblems relative to the entire problem implies that each subproblem will enjoy a smaller condition. The figures clearly show the very impressive improvements in the time when BIDD is used in this case. Figure 7 corresponds to the case when the boundary values used in the collocation are sampled at the same density as the number of gridpoints. Although from 4 it is easy to see that such a sampling rate is unnecessary for this case, BIDD still offers great improvement in performance. The remaining figures depict the same quantities as before but using the parallel version of BCR ([18] ). Nevertheless, a comparison with a multicluster version of BCR remains to be done.
In this case, the per- Moreover, it is worth considering partitionings along both directions in order to cut down the size of the tridiagonal systems which must be solved at each step of BCR.
We also experimented with the application of the method for the problem V2U(%) -Au = 0
when z E D and U(Z) = eafn+z) when t E BD, with a = J i so that the true solution is also given by U(X) = eatz+z). Th e un f d amental solutions are then #i(z) = Ke(fi(z -wj I). Ko (a modified Bessel function) was evaluated by calling function DBESKO from the function library FNLIB developed by Wayne Fullerton.
Our experiments &owed an immediate surge in TCSM, all of which is due to the overhead in computing the influence matrices E and G, thus reinforcing the need for efficient vector/multiprocessor versions of libraries of mathematical functions.
Error estimates
Since the approximate solution G is by construction harmonic in the domain, the error w = u -0 is also harmonic.
From the maximum principle ( [22] ) w attains its maximum on 80. Hence, when CSM is used by itself for Problem 1, good error estimates can be derived by evaluating 119 -IZ+.,, where H is the influence matrix from the wj's to 1 >> Y points on BD.
Conclusions
We saw that Boundary Integral. based Domain Decomposition holds great promise for parallel architectures.
The ability to completely decouple the problem helps to reduce the global memory traffic and synchronization on a multiple cluster, sharedmemory system, and reduce the communication complexity on 8 message-passing architecture. We have also presented many of the theoretical and practical questions associated with the method currently under investigation.
