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ABSTRACT
Quantum Convolutional Stabilizer Codes. (May 2004)
Neelima Chinthamani, B.S., Jawaharlal Nehru Technological University, India
Chair of Advisory Committee: Dr. Andreas Klappenecker
Quantum error correction codes were introduced as a means to protect quantum informa-
tion from decoherance and operational errors. Based on their approach to error control,
error correcting codes can be divided into two different classes: block codes and convo-
lutional codes. There has been significant development towards finding quantum block
codes, since they were first discovered in 1995. In contrast, quantum convolutional codes
remained mainly uninvestigated.
In this thesis, we develop the stabilizer formalism for quantum convolutional codes.
We define distance properties of these codes and give a general method for constructing
encoding circuits, given a set of generators of the stabilizer of a quantum convolutional
stabilizer code, is shown. The resulting encoding circuit enables online encoding of the
qubits, i.e., the encoder does not have to wait for the input transmission to end before
starting the encoding process. We develop the quantum analogue of the Viterbi algo-
rithm. The quantum Viterbi algorithm (QVA) is a maximum likehood error estimation
algorithm, the complexity of which grows linearly with the number of encoded qubits. A
variation of the quantum Viterbi algorithm, the Windowed QVA, is also discussed. Using
Windowed QVA, we can estimate the most likely error without waiting for the entire
received sequence.
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1CHAPTER I
INTRODUCTION TO QUANTUM COMPUTATION
Quantum computing arises from the union of quantum mechanics and classical infor-
mation theory, and leads to some powerful and surprising possibilities in the quantum
context. In this chapter, I first discuss the history of quantum computing. Section B
introduces the basics of quantum computing along with the notations, quantum state
spaces and quantum gates. In section C, the inherent differences between classical and
quantum computers are discussed.
A. Background
Quantum Computers have come a long way since they were first theorized about 20 years
ago. Quantum computation is a fundamentally new mode of information processing based
on the principles of quantum mechanics. Although, fully functional practical quantum
computers have not yet been built, the future of quantum computers seems optimistic.
1. History of Quantum Computing
The idea of a computational device based on quantum mechanics was first explored in the
1970’s and early 1980’s by physicists and computer scientists such as Charles H. Bennett
of the IBM Thomas J. Watson Research Center, Paul A. Benioff of Argonne National
Laboratory in Illinois, David Deutsch of the University of Oxford, and Richard P. Feynman
of California Institute of Technology. The idea emerged when scientists were pondering
the fundamental limits of computation. They understood that if technology continued to
abide by Moore’s Law, then the continually shrinking size of circuitry packed onto silicon
The journal model is IEEE Transactions on Automatic Control.
2chips would eventually reach a point where individual elements would be no larger than
a few atoms. Here a problem arises because at the atomic scale the physical laws that
govern the behavior and properties of the circuit are inherently quantum mechanical in
nature, not classical.
Feynman was among the first to attempt to provide an answer to this question by
producing an abstract model in 1982 that showed how a quantum system could be used
to do computations. Later, in 1985, Deutsch realized that Feynman’s assertion could
eventually lead to a general purpose quantum computer and published a crucial theoretical
paper showing that any physical process, in principle, could be modeled perfectly by a
quantum computer.
The major breakthrough was achieved by Shor in 1994, when he proposed a method
for using quantum computers to crack an important problem in number theory - factoriza-
tion. He showed how an ensemble of mathematical operations, designed specifically for a
quantum computer, could be organized to enable such a machine to factor huge numbers
rapidly, much faster than it is thought possible on conventional computers. With this
breakthrough, quantum computing transformed from a mere academic curiosity directly
into a national and world interest.
B. Basics of Quantum Computation
Among the very popular features of quantum computation are - quantum parallelism and
superposition . Classically, the time it takes to do certain computations can be decreased
by using parallel processors. To achieve an exponential decrease in time requires an
exponential increase in the number of processors, and hence an exponential increase in
the amount of physical space is needed. However, in quantum systems the amount of
parallelism increases exponentially with the size of the system. Thus, an exponential
3increase in parallelism requires only a linear increase in the amount of physical space
needed.
In a quantum computer, the fundamental unit of information is called a quantum
bit or qubit. Qubits are represented by systems that have two clearly distinguishable
states, |0〉 and |1〉. Qubits possess the unique quantum mechanical property known as
superposition, i.e., a qubit can simultaneously be in both the one and zero states with a
complex coefficient representing the amplitude for each state. The real power of quantum
computation derives from the exponential state spaces of multiple quantum bits: just as
a single qubit can be in a superposition of 0 and 1, a register of n qubits can be in a
superposition of all 2n possible values. These states that lead to the exponential size of
the quantum state space are called the entangled states.
A quantum system can undergo two types of operations: quantum state transfor-
mations and measurement. In a traditional computer, information is encoded in a series
of bits, and these bits are manipulated via Boolean logic gates arranged in succession to
produce an end result. Similarly, a quantum computer manipulates qubits by executing a
series of quantum gates, each a unitary transformation acting on a single qubit or pair of
qubits. On applying these gates in succession, a quantum computer can perform a com-
plicated unitary transformation to a set of qubits that are in some initial input state. The
qubits can then be measured, with this measurement serving as the final computational
result.
It is still not clear whether the power of quantum parallelism can be harnessed for
a wide variety of applications. The factorization algorithm given by Shor and Grover’s
search algorithm are major examples demonstrating the power of quantum parallelism.
The past few years have seen promising small scale prototypes of quantum computers
which deal with a small number of qubits. There are a number of proposals for building
quantum computers using ion traps, NMR, optical and solid state techniques. All of the
4current proposals have scaling problems. The main question is whether useful quantum
computers can be built.
The greatest problem for building quantum computers is decoherence, the distortion
of the quantum state due to interaction with the environment. For some time, it was
believed that quantum computers could not be built because it was impossible to isolate
them sufficiently from the external environment. The breakthrough came from the in-
vention of quantum error correction techniques. Initially people thought quantum error
correction might be impossible because of the impossibility of reliably copying unknown
quantum states, but it turns out that this does not prevent the design of quantum error
correcting codes that detect certain kinds of errors and enable the reconstruction of the
exact error-free quantum state.
1. State Spaces and Bra/Ket Notation
Quantum state spaces can be described in terms of vectors and matrices or in the more
popular bra/ket notation. Kets like |x〉 denote column vectors and are typically used to
describe quantum states. The matching bra, 〈x|, denotes the conjugate transpose of |x〉.
The basis states |0〉, |1〉 can be expressed as (1, 0)T , (0, 1)T . Any superpositions of |0〉 and
|1〉, a|0〉+ b|1〉, can be written as (a, b)T ∈ C2.
〈x|y〉 denotes the inner product of the two vectors. For instance, since |0〉 and |1〉
are orthogonal we have 〈0|1〉 = 0. The notation |x〉〈y| is the outer product of |x〉 and 〈y|.
2. Qubits
A qubit is a unit vector in a two dimensional complex vector space for which a particu-
lar basis, denoted by |0〉, |1〉, has been fixed. The basic states |0〉 and |1〉 are quantum
analogues of classical 0 and 1 respectively. Unlike classical bits, qubits can be in a super-
position of |0〉 and |1〉 such as a|0〉 + b|1〉 where a and b are complex numbers such that
5|a|2 + |b|2 = 1. If such a superposition is measured with respect to the basis |0〉, |1〉, then
|0〉 is observed with probability |a|2 and |1〉 is observed with probability |b|2.
Even though a quantum bit can be put in infinitely many superposition states, it is
only possible to extract a single classical bit’s worth of information from a single quantum
bit. When a qubit is measured, there are only two possible results. Since quantum states
cannot be cloned, according to the famous no − cloning theorem, it is not possible to
copy the qubit and measure the copy in a different basis from the original.
3. Quantum Gates
The transformations acting on quantum states must take the original states to trans-
formed states in a way that preserves orthogonality. Any linear transformation on a
complex vector space can be described by a matrix and to preserve the orthogonality of
the quantum vector spaces these matrices should be unitary. A matrix M is unitary if
MM∗ = I, where M ∗ is the conjugate transpose of the matrix M . Any unitary transfor-
mation of a quantum state space is a legitimate quantum transformation. The fact that
quantum transformations are unitary makes them reversible.
The quantum state transformations are also called as quantum gates. Some examples
of useful single-qubit gates are shown on the following page.
6I =


1 0
0 1


σx =


0 1
1 0


σz =


1 0
0 −1


σy = iσxσz =


0 −i
i 0

 .
I is the identity transformation, σx is negation, σz is a phase shift operation and σy
is a combination of both. The following are the effect of these transformations on the
{|0〉, |1〉} basis. Each of these gates are unitary.
I :


|0〉 → |0〉
|1〉 → |1〉
σx :


|0〉 → |1〉
|1〉 → |0〉
σy :


|0〉 → −|1〉
|1〉 → |0〉
σz :


|0〉 → |0〉
|1〉 → −|1〉
Another important single-bit transformation is the Hadamard Transformation that
is defined by
H :


|0〉 → 1√
2
(|0〉+ |1〉)
|1〉 → 1√
2
(|0〉 − |1〉)
The Hadamard transform has a number of important applications. When applied
to |0〉, the Hadamard gate creates a superposition state 1√
2
(|0〉 + |1〉). Applied to n bits
individually, the Hadamard gate generates a superposition of all 2n possible states, which
can be viewed as the binary representation of the numbers from 0 to 2n − 1.
The controlled-NOT gate, Cnot, is a two-qubit gate. It changes the target bit if the
control qubit is 1 otherwise leaves it unchanged.
7An example of a three qubit gate is the Toffoli gate, which is the controlled-controlled-
NOT gate. This gate acts on three qubits two of which act as controls and the third qubit
is the target. The gate flips the target qubit only when both the control qubits are 1.
Both Controlled-NOT and Toffoli gates are unitary and thus, reversible.
C. Classical versus Quantum Computers
One of the most noticeable differences between a classical and a quantum computer is that
the latter functions at an atomic level, the reason why it is governed by the principles of
quantum mechanics. All classical algorithms can be made reversible and can be computed
on a quantum computer in comparable time.
Another major difference is that classical computers hardly use error correction. One
reason for this is that classical computers use a large number of electrons, so when one
goes wrong, the original state can be recovered using the majority logic. A single qubit
in a quantum computer is realized using just one or a small number of particles and
this creates a need for some sort of error correction. Another reason is that classical
computers are digital: after each step, they correct themselves to the closer of 0 or 1.
Quantum computers have a continuum of states and they cannot do this without some
kind of protection against the errors. Even if the errors introduced are very small, if they
are not eliminated, the small errors will build up over the course of the computation,
and eventually will derail the computation. Furthermore, quantum states are intrinsically
delicate: looking at one collapses it. Hence, error correction is absolutely essential in
quantum computers.
Quantum computers are also affected by phase flip errors in addition to bit flip errors
as in the case of classical computers. The difference between classical and quantum error
correction codes is that, quantum error correction codes should protect the quantum state
8from both bit flip and phase flip errors.
9CHAPTER II
QUANTUM ERROR CORRECTION
Quantum error correction (QEC) is one of the basic components of quantum information
theory. In this chapter, we first explore the reasons that make QEC necessary. We describe
in section B the development of quantum error correcting codes. We describe in section
C the quantum communication channel and in section D the principles of quantum error
correction. The Pauli error model is discussed in section E. We present in section F,
Shor’s 9-qubit code and discuss in section G stabilizer codes and their properties.
A. Need for Error Correction
It has been proven that quantum information processing can be used to solve problems in
cryptography, secure communication and physics simulation exponentially faster than any
of its conceivable classical analogues. There are numerous proposals for building quantum
computers. These physical models allow exact realizations of quantum information and its
manipulation, provided the underlying assumptions are satisfied. However, it is unrealistic
to assume that the practical physical systems will behave like the ideal models. Quantum
data is very vulnerable to decoherance, interaction with the environment which is due to
incomplete isolation of the system from the rest of the world. Also, control errors, which
are caused by calibration errors and fluctuations in control parameters, have to be taken
care of. Some kind of error correction is necessary to reduce the effects of these errors.
Soon after the existence of quantum error correction was proved in the pioneering pa-
per by Shor [1], the first constructions of good quantum error-correcting codes were given
by Steane [2] and Calderbank and Shor [3]. These codes protect the quantum information
using additional qubits and make it possible to reverse the effects of the most likely errors.
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Encouraged by these positive results, researchers investigated and constructed many new
quantum error correcting codes. The fault-tolerant implementations of several quantum
operations were also discovered. These implementations make the basic assumption that
the effects of all errors are sufficiently small per quantum bit and step of the computa-
tion. The requirement on errors is quantified by a maximum tolerable error rate called
the accuracy threshold. The properties and the assumptions behind the accuracy thresh-
old are given by the accuracy threshold theorem. The threshold value depends strongly
on the assumed error model and all threshold theorems require that errors at different
times and locations be independent. Another requirement states that all basic compu-
tational operations can be applied in parallel. Theoretically proven thresholds are not
yet practically realizable, but fault-tolerant quantum computation seems feasible. The
most attractive aspect of quantum error correction and fault-tolerant computation is that
accurate computation does not require perfect physical devices.
B. Background
The first quantum error correcting codes were discovered independently by Shor [1] and
Steane [2], as mentioned in the previous section. Shor proved that 9 qubits could be used
to protect a single qubit against general errors, while Steane described a general code
construction whose simplest example does the same job using 7 qubits. A general theory
of quantum error correction dates from subsequent papers of Calderbank and Shor [3] and
Steane [4] in which general code constructions, existence proofs, and correction methods
were given. Knill and Laflamme [5] and Bennett et. al. [6] provided a more general
theoretical framework, describing requirements for quantum error correcting codes, and
measures of the fidelity of corrected states. The important concept of the stabilizer
(section G) is due to Gottesman [7] and independently Calderbank et. al. [8]; this yielded
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many useful insights into the subject, and permitted many new codes to be discovered
[7, 8, 9]. Stabilizer methods will probably make a valuable contribution to other areas in
quantum information physics. The idea of recursively encoding and encoding again was
explored by several authors [10, 11, 12], using quantum resources in a hierarchical way,
to permit communication over arbitrarily long times or distances.
Building upon the ideas of quantum error correction, fault-tolerant quantum com-
putation was first proposed by Shor [13]. These ideas were summarized by Preskill [14].
Gottesman put forward a significant number of further ideas on fault-tolerant quantum
computing [15], which allow fault tolerant methods to be found for a wide class of QEC
codes, and the methods were further improved in [16, 17].
C. Quantum Communication Channel
Communication is the prototypical application of error-correction models. To commu-
nicate, a sender needs to transmit information over a noisy channel to the receiver on
the other end. During transmission, the information can be affected by disturbances. To
protect the information from these errors, the sender encodes it before transmitting it
and the receiver decodes this information upon receiving it.
Unlike a classical communication channel, a quantum channel can also be the passage
of time during which a set of qubits interacts with its environment, in addition to being a
regular communications channel. Also, it can be the result of operating with a noisy gate
on some qubits in a quantum computer. In any of these cases, the quantum data needs
to be protected against the errors.
D. Principles of Error Correction
The approach used to correct errors involves the following steps:
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1. Determine a code, which is a subspace of a larger Hilbert space. The code subspace
contains the information to be processed.
2. Identify a decoding procedure that can restore the information represented in the
code after an error occurred.
3. Analyze the error behavior of the code and the subsystem.
To protect a given set of quantum data efficiently, the code needs to be capable of
limiting errors of the given error model. Also, it needs to have a decoding algorithm which
can be implemented easily. The best criteria for selecting the code are the properties of
a fixed set of error operators that represent, the most likely errors and then determining
whether these errors can be protected against, without any loss of information.
1. Quantum Error Detection
Error detection is used to differentiate which data are correctly received and which ones
are in error. If the received information is still in the code subspace it is accepted, else
rejected. Given a set of error operators that need to be protected against, the scheme is
successful if for each error operator, either the information is unchanged, or the error is
detected. An operator E is detectable by a code if for each state |x〉 in the code, either
E|x〉 = λ|x〉 for some scalar λ or E|x〉 is orthogonal to the code.
Let C be a quantum code, a subspace which represents the quantum information.
Let P be an orthogonal projection onto C, and P⊥ = 1 − P the one that projects onto
the orthogonal complement. Then the pair P , P⊥ is associated with a measurement that
can be used to determine whether a state is in the code or not. If the given state |x〉, then
the result of measurement is P |x〉 with probability |P |x〉|2 and |P⊥|x〉|2 otherwise. Using
the projection operators, it can be stated that for every state |xi〉 ∈ C,PE|xi〉 = λEP |xi〉.
Since P |x〉 is in the code for |x〉, it follows that PEP |x〉 = λEP |x〉.
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The following characterizations can be made for the detectability of errors in quantum
states:
1. E is detectable by C if and only if PEP = λEP for some λE.
2. E is detectable by C if and only if for all |x〉, |y〉 ∈ C, 〈x|E|y〉 = λE〈x|y〉 for some
λE.
3. E is detectable by C if and only if for all |x〉, |y〉 in the code with |x〉 orthogonal to
|y〉, E|x〉 is orthogonal to |y〉.
For a given code C, if we can correct errors E and F , then we can correct any linear
combination of them, like, aE + bF . This linear property implies that we only need to
consider whether the code can correct a basis of errors.
A robust error-detecting code should detect as many of the small weight errors as
possible. A code C has the minimum distance d if the smallest-weight tensor product of
Pauli operators E for which C does not detect E is d.
2. Quantum Error Correction
Let E = 1, E1, . . . be a set of error operators. E is correctable when the errors Ei are
unitary operators satisfying the condition that EiC are mutually orthogonal subspaces.
The procedure for decoding is to first make a projective measurement to determine which
of the subspaces EiC the state is in, then apply the inverse of the error operator Ei
†.
The characterizations for the correctability of a set of error operators E can be made
as:
1. E is correctable if and only if there is a linear transformation of the set E such
that the operators Ei
′ in the new set satisfy the property the Ei
′C are mutually
orthogonal.
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2. E is correctable if and only if the operators in the set E †E = {E1†E2 : Ei ∈ E} are
detectable.
3. If a code on n qubits has a minimum distance of at least 2e + 1, then the set of
errors of weight at most e is correctable.
E. Error Model
The most investigated error model for qubits is the Pauli error model. The errors are
represented using the Pauli spin matrices:
I =


1 0
0 1


X =


0 1
1 0


Z =


1 0
0 −1


Y = iXZ =


0 −i
i 0

 .
The errors are assumed to occur independently on different qubits. When an error
occurs on a qubit, it is equally likely to be a X, Y or Z error. Since, the errors are
independent, if an error occurs with a small probability ² on a single qubit, the possibility
of more than t errors only occurs with a probability O(²t+1).
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F. Example: 9-qubit Code
In this example, a single logical qubit is protected against error by encoding it into nine
qubits as follows:
|0¯〉 → (|000〉+ |111〉)(|000〉+ |111〉)(|000〉+ |111〉) (2.1)
|1¯〉 → (|000〉 − |111〉)(|000〉 − |111〉)(|000〉 − |111〉) (2.2)
This code was first described by P. Shor. Encoding a qubit into 9 qubits spreads the
data among nine of them. This code protects the data against one error on a single qubit
at a time.
If this data is sent across a quantum channel after encoding, the data will not be
affected by the errors under the assumption that the channel affects only one qubit at a
time. On the other hand, if the data wasn’t encoded, we would have lost the information
due to a single error. Even if the data received seems to be correct, we would have no
way to verify if this was the data originally sent.
Encoding the data also helps us in finding the errors without actually measuring the
qubits, which would destroy the superposition. Suppose a bit flip error occurs on the first
qubit of an encoded |0〉, switching |0〉 to |1〉. This error can be located by comparing the
first two qubits, which shows us that they are different. By comparing the second and
third qubits, we find that they are the same, which tells us that the error has occurred
in the first qubit. We then correct it by flipping it back. We use additional qubits,
called ancilla bits, to find the difference between two qubits. This method can be used to
determine the bit flip errors in each of the blocks. Notice however that, this code cannot
handle two bit flip errors in a single block. Following the above method, we would flip
the third correct bit, thereby introducing more errors.
The quantum data has to deal with phase errors in addition to bit flip errors. A
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phase flip affects the qubits in the following way:
|0〉 → |0〉
|1〉 → −|1〉
After a phase flip occurs on the first qubit of the encoded states of the 9-qubit code,
the two basis states become
|0¯〉 → (|000〉 − |111〉)(|000〉+ |111〉)(|000〉+ |111〉) (2.3)
|1¯〉 → (|000〉+ |111〉)(|000〉 − |111〉)(|000〉 − |111〉) (2.4)
The error can be identified by comparing the first two blocks and later the second
two blocks, as in the case of a bit flip error. The difference in this case is that the
sign of blocks of three qubits are being compared, whereas earlier individual qubits were
compared. Once the block in error is found, it can be fixed by flipping the sign.
Another scenario would be when the bit flip and the phase flip occurs on the same
qubit. In such a case, the error can be corrected by first fixing the bit flip and then the
phase flip.
All these errors i.e. the bit flip, sign flip and both together can be represented by
σx, σz and σy matrices.
The most general error that can occur on a single qubit is an arbitrary 2× 2 matrix,
but such a matrix can always be written as a linear combination of σx, σy, σz and the
2× 2 identity matrix I.
G. Stabilizer Codes
The most popular and useful quantum error correcting codes are based on stabilizer
constructions. The popularity of stabilizer codes is because of their attractive properties.
Using the stabilizer formalism it is easy to determine which Pauli-product errors are
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detectable. In addition, they allow to use well-established techniques from the theory of
classical error-correcting codes to construct good quantum codes.
A stabilizer of a code encoding k qubits into n qubits is represented using the notation
[[n, k]]. This code is a 2k-dimensional subspace C of a 2n-dimensional Hilbert space that
is characterized by the set S of tensor products of Pauli operators that leave each state
in the code invariant. More precisely, the code C is the joint eigenspace of the operators
in S. The group generated by the stabilizer S is an abelian group that is generated by
(n− k) elements.
1. Stabilizer Formalism of Shor’s 9-qubit Code
The stabilizer formalism can be explained using the 9-qubit code example introduced in
section F. To simplify notation, we use I for identity matrix, X = σx, Y = σy, Z = σz.
The procedure we used to correct errors for the 9-qubit code was as follows: to detect
a bit flip on the first block of three qubits, we compared the first two qubits and then
the first and third qubits. This is equivalent to measuring the eigenvalues of Z1Z2 and
Z1Z3. The eigenvalue is +1 if the qubits being compared agree otherwise -1. Similarly,
to detect a sign error, we compare the signs of the first and second blocks of three and
then the first and the third blocks. This is equivalent to measuring the eigenvalues of
X1X2X3X4X5X6 and X1X2X3X7X8X9. If the signs of the blocks being compared agree
then the eigenvalue is +1 else -1.
In order to correct the code, we must measure the eigenvalues of all the eight operators
listed in Table I
The two basis states of the 9-qubit code, |0¯〉 and |1¯〉, are +1 eigenvectors of all the
eight operators given in Table I. These operators form a group S, all the operators in
which fix both |0¯〉 and |1¯〉. This group S is stabilizer of the 9-qubit code. The above
eight operators are the generators of this stabilizer.
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Table I. Stabilizer for the 9-qubit code
G1: Z Z I I I I I I I
G2: Z I Z I I I I I I
G3: I I I Z Z I I I I
G4: I I I Z I Z I I I
G5: I I I I I I Z Z I
G6: I I I I I I Z I Z
G7: X X X X X X I I I
G8: X X X I I I X X X
The errors that can be detected by a particular generator anticommute with that
generator. For instance, measuring the eigenvalue of G determines if a bit flip error has
occurred on the first qubit or the second, i.e., if X1 or X2 has occurred. Both these errors
anticommute with G, while the other errors which can be detected such as X3 through
X9, commute with it. In general, if G ∈ S, and E is an error that can be detected by G,
and |ψ〉 is a valid codeword, then
GE|ψ〉 = −EG|ψ〉 = −E|ψ〉 (2.5)
so E|ψ〉 is an -1 eigenvector of G and to detect E we need only measure G.
2. Stabilizer Properties
Let G denote the group generated by all operators that are tensor products of n matrices
in {I,X, Y, Z}. The stabilizer S is an Abelian subgroup of G and all the vectors in the
coding space C are fixed by the elements in S. S must be an abelian group, since only
commuting operators can have simultaneous eigenvectors.
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G has the following properties:
1. Since X2 = Y 2 = Z2 = +1, every element in G squares to ±I.
2. X, Y and Z commute when they are applied on different qubits and anticommute
when applied on the same qubit. Therefore, any two elements of G either commute
or anticommute.
3. Every element of G is unitary, since X, Y and Z are all unitary.
From equation 2.5, we get,
〈ψi|E|ψj〉 = 〈ψi|ME|ψj〉 = −〈ψi|E|ψj〉 = 0 (2.6)
Therefore the code satisfies the following condition,
〈ψi|E†aEb|ψj〉 = 0 (2.7)
whenever E = E†aEb = ±EaEb anticommutes with G for some G ∈ S, where E†a and
Eb are error vectors. The above condition should be satisfied by a code, in order to
distinguish error Ea acting on one basis codeword ψi from error Eb acting on a different
basis codeword ψj. The errors can be distinguished only when Ea|ψi〉 is orthogonal to
Eb|ψj〉.
Since 〈ψi|E|ψi〉 = 〈ψj|E|ψj〉 = 0, if the above condition is satisfied then the code
also satisfies,
〈ψi|E†aEb|ψi〉 = 〈ψj|E†aEb|ψj〉 (2.8)
To find what error has occurred, we measure 〈ψi|E†aEb|ψi〉 for all possible errors Ea and
Eb. This quantity must therefore be the same for all the basis codewords. This condition
is captured in 2.8.
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If E†aEb anticommutes with some element of S for all errors Ea and Eb in some set,
the code corrects all the error vectors spanned by that set.
In conclusion, we can say that a quantum code with stabilizer S will detect all errors
E that are either in S or anticommute with some element of S.
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CHAPTER III
QUANTUM CONVOLUTIONAL CODING
Error correcting codes can be divided into two different classes based on their approach
to error control : block codes and convolutional codes.
In section A we discuss the differences between block codes and convolutional codes.
In section B, the classical convolutional encoders and the distance properties of the clas-
sical convolutional codes are described.
In section C, we introduce quantum convolutional stabilizer codes and discuss their
distance properties. Section D contains the description of an example of a quantum
convolutional stabilizer code.
A. Block Codes versus Convolutional Codes
In a block code case, the original state is first divided into finite blocks of same length.
Each block is then encoded separately and the encoding is independent of the state of
the other blocks. The code is decoded by first measuring the error syndromes of the en-
coded blocks, and then applying a necessary unitary transformation to the corresponding
erroneous qubits. The unitary transformations are independent of the ones applied to the
other blocks. Since there is only a finite number of error syndromes and hence only a
finite number of recovery operations per block, decoding a quantum block code requires
only finite number of operations.
Besides block codes, convolutional codes are well known in classical error correction.
Convolutional codes can be viewed either as nonblock linear codes over a finite field or as
block codes over certain infinite fields. The choice between block and convolutional codes
depends on the application for which they are being used. Block codes are particularly
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powerful when the channel has burst errors, which is the case in secondary memories such
as magnetic tapes and disks.
Unlike as in block codes, the encoding operation in convolutional codes depends on
the current as well as a number of past information bits. Convolutional codes are aimed
at protecting a stream of information being transmitted continuously by converting it to a
single codeword regardless of its length. The most attractive attribute of the convolutional
codes is their decoding algorithm. They have a maximum likelihood error estimation
algorithm for all memoryless channels with a complexity growing linearly with the number
of encoded qubits as compared to a generic family of block codes, for which the maximum
likelihood error estimation algorithm has in general a complexity growing exponentially
with the number of encoded qubits.
Another advantage of convolutional codes is their ability to perform encoding and
decoding of the bits online. It is not necessary to wait for all the bits before starting the
encoding or the decoding process.
B. Classical Convolutional Codes
Convolutional codes are one of the most widely used error correcting codes in practical
communication systems. These codes are developed with a strong mathematical structure
and are primarily used for real time error correction. Convolutional codes convert the
entire data stream into one single codeword. The n encoder outputs at any given time
unit depend not only on the current k input bits but also on m previous input blocks. An
(n, k,m) convolutional code can be implemented with a k-input, n-input linear sequential
circuit with input memory m. Typically, n and k are small integers but the memory order
m must be made large to achieve low error probabilities.
Convolutional codes were first introduced by Elias in 1955 as an alternative to block
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Fig. 1. A Rate-1/2 Classical Convolutional Encoder
codes. Many approaches to decoding convolutional codes were derived by the following
decade. The most popular decoding algorithm so far is the maximum likelihood decoding
algorithm proposed by Viterbi in 1967. This was relatively easy to implement for codes
with small memory orders. This scheme, called Viterbi decoding, led to the application
of convolutional codes to deep-space and satellite communication in the early 1970s.
1. Classical Convolutional Encoders
The encoder for a binary (2, 1, 2) code is shown in Fig. 1. The code generated by this
generator has a rate-1/2, which is established by the fact that the encoder outputs two
bits for every input bit. In general, an encoder with k inputs and n outputs is said to have
rate k/n. The encoder consists of anm = 2-stage shift register together with n=2 modulo-
2 adders and a multiplexer for serializing the encoder outputs. Since mod-2 addition is
a linear operation, the encoder is a linear feed forward shift register. All convolutional
encoders can be implemented using a linear feed forward shift register of this type.
The input sequence x = (x0, x1, x2, . . .) enters the shift-register circuit consisting
of a series of memory elements. The encoder outputs two output sequences y(0) =
(y
(0)
0 , y
(0)
1 , y
(0)
2 , . . .) and y
(1) = (y
(0)
0 , y
(0)
1 , y
(0)
2 , . . .) that are the convolution of the input
sequence x and the contents of the m memory elements. These encoded output sequences
can be multiplexed to create a single coded data stream y = (y
(0)
0 , y
(1)
0 , y
(0)
1 y
(1)
1 , y
(0)
2 , y
(1)
2 , . . .).
y is the convolutional codeword.
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For linear convolutional encoders, if y1 and y2 are the codewords corresponding to
inputs x1 and x2, respectively, then (y1+y2) is the codeword corresponding to the input
(x1+x2).
An impulse response g
(i)
j is obtained for the ith output of an encoder by applying a
single 1 at the jth input followed by a string of zeros. Strings of zeros are applied to all
other inputs. The impulse responses for the encoder in Fig. 1 are
g(0) = (110)
g(1) = (101)
(3.1)
The impulse responses are often referred to as generator sequences, because their rela-
tionship to the codewords generated by the corresponding convolutional encoder is similar
to that between generator polynomials and codewords in a cyclic code. The generator
sequences have been terminated at the point beyond which all of the output streams
contain nothing but zeros. Since there are two memory elements in the shift register in
Fig. 1, each bit in the input data stream can affect at most 3 bits, which is the same as
the length of the generator sequences. In general, the amount of memory in the encoder
determines the extent to which an input bit directly affects the output data streams.
Using the generator sequences described above, the output sequences of an encoder
can be given using the following general form.
y
(j)
i =
m∑
l=0
xi−lg
(j)
l (3.2)
Each coded output sequence y(j) in a rate-1/n code is the convolution of the input sequence
x and the impulse response g(i).
y(j) = x ∗ g(j) (3.3)
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Equation 3.3 can be generalized for a k-input encoder as,
y(j) =
k−1∑
t=0
(x(t) ∗ g(j)t ) (3.4)
Equation 3.2 can be reexpressed as a matrix multiplication operation, thus providing a
generator matrix similar to that developed for block codes. The primary difference arises
from the fact that the input sequence is not necessarily bounded in length, and thus the
generator and parity check matrices for classical convolutional codes are semi-infinite.
The generator matrix for a rate-1/2 code is formed by interleaving the two generator
sequences g(0) and g(0) as follows,
G =


g
(0)
0 g
(1)
0 g
(0)
1 g
(1)
1 g
(0)
2 g
(1)
2 . . . g
(0)
m g
(1)
m 0
g
(0)
0 g
(1)
0 g
(0)
1 g
(1)
1 g
(0)
2 g
(1)
2 . . . g
(0)
m g
(1)
m
g
(0)
0 g
(1)
0 g
(0)
1 g
(1)
1 g
(0)
2 g
(1)
2 . . . g
(0)
m g
(1)
m
0
. . . . . . . . . . . .
. . .


(3.5)
The code word y corresponding to an input sequence x is then obtained through
matrix multiplication.
y = xG (3.6)
2. Distance Properties of Classical Convolutional Codes
The performance of a convolutional code depends on the decoding algorithm employed
and the distance properties of the code. Several distance measures are introduced here.
The most important distance measure for convolutional codes is the minimum free
distance dfree, defined as
dfree = min{d(y′,y′′ : x′ 6= x′′} (3.7)
where y′ and y′′ are the code words corresponding to the input sequences x′ and x′′,
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respectively. It is assumed that if x′ and x′′ are of different lengths, zeros are added to the
shorter sequence so that their corresponding code words have equal lengths. Hence, dfree
is the minimum distance between any two code words in the code. Since a convolutional
code is a linear code,
dfree = min{w(y′ + y′′) : x′ 6= x′′}
= min{w(y) : x 6= 0}
= min{w(xG) : x 6= 0}
where y is the code word corresponding to the input sequence x. Hence, dfree is the
minimum-weight code word of any length produced by a nonzero input sequence.
Another important distance measure for convolutional codes is the column distance
function (CDF). Let [x]i and [y]i denote a input sequence x and a code word y truncated
after ith block, respectively. They are given as,
[x]i = (x
(1)
0 x
(2)
0 · · · x(k)0 , x(1)1 x(2)1 · · · x(k)1 , . . . , x(1)i x(2)i · · · x(k)i )
[y]i = (y
(1)
0 y
(2)
0 · · · y(n)0 , y(1)1 y(2)1 · · · y(n)1 , . . . , y(1)i y(2)i · · · y(n)i )
The column distance function of order i, di, is defined as
di = min{d([y′]i + [y′′]i) : [x′]0 6= [x′′]0}
= min{w([y]i) : [x]0 6= 0}
where y is the code word corresponding to the input sequence x. Hence, di is the
minimum-weight code word over the first (i + 1) time units whose initial input block
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is nonzero. In terms of the generator matrix of the code,
[y]i = [x]i[G]i (3.8)
where [G]i is a k(i+ 1)× n(i+ 1) submatrix of G. Then,
di = min{w([x]i[G]i) : [x]0 6= 0} (3.9)
For the special case, when i = m, dm is called the minimum distance of convolutional
code and is also denoted as dmin. It represents the minimum-weight code word over the
first constraint length whose initial input block is nonzero.
C. Quantum Convolutional Codes
1. Background
The theory of quantum convolutional codes has not been developed significantly so far.
Quantum convolutional codes were first introduced in 1997 by Chau [18, 19]. In [18], Chau
reported two general methods to construct QCCs. Both the methods involve encoding
twice. The first method is to encode with a classical linear convolutional code and then
applying a quantum block code. The second method is to encode using two classical
convolutional codes, one that corrects bit flip errors and the other that corrects phase
errors. The claim is made that if the first code can correct bit flip errors and the second
can correct phase flip errors, the resulting code corrects both bit flip and phase flip errors.
This generalization was shown to be in error by Knill. Although, the claim applies to
the example described in this paper, it is false in general. In [19], Chau also stated the
conditions necessary for the existence of a QCC whose decoding error does not propagate
indefinitely were.
More recently, Ollivier and Tillich described a rate 1/5 quantum convolutional code
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[20] that uses the stabilizer formalism. A general consistent theory of quantum convolu-
tional codes had not been developed so far.
2. Quantum Convolutional Stabilizer Codes
LetH∞2 =
∞⊗
i=1
C2 denote the ambient space. Let G denote the group generated by operators
of form
∞⊗
i=1
ei, where ei ∈ {I,X, Y, Z} and almost all ei are equal to I. The Quantum
Convolutional Stabilizer (QCS) code is a subspace of an infinite dimensional Hilbert space
H∞2 , that is given as a joint +1-eigenspace of an abelian subgroup of G.
The Stabilizer for a general QCS code is given below. Each of the gji represents a
Pauli spin matrix. The length of each of the generators and hence the the dimension of
the stabilizer is semi-infinite and they depend on the length of the input sequence that
needs to be encoded. The code subspace is given by the common +1-eigenspace of the
generators in the stabilizer of the code. All the generators commute and are linearly
independent, i.e., no generator can expressed as product of other generators.
M1 = g
1
1 ⊗ g21 ⊗ g31 ⊗ g41 ⊗ g51 · · ·
M2 = g
1
2 ⊗ g22 ⊗ g32 ⊗ g42 ⊗ g52 · · ·
M3 = g
1
3 ⊗ g23 ⊗ g33 ⊗ g43 ⊗ g53 · · ·
...
Md = g
1
d ⊗ g2d ⊗ g3d ⊗ g4d ⊗ g5d · · ·
Mni+j = I
⊗ni ⊗Mj, 0 < i, 1 ≤ j ≤ d
A rate-k/n QCS code transforms every block of k input qubits into a superposition
of states containing n output qubits. This transformation depends on the m qubits of the
preceding and the following blocks. The integer m is called the block overlap of the code.
The QCS code with a rate k/n contains d original generators in its stabilizer, where
d = n − k. The remaining generators in the stabilizer are the shifted versions of these d
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generators, shifted to the right by multiples of n. A block of d generators act on (n+m)
consecutive qubits. Such consecutive blocks overlap. The constraint length of the code,
denoted by K, is defined as the number of blocks that overlap with any particular block.
Though in principle, a QCS code contains codewords of infinite length, for practical
purposes we consider codewords whose input vectors are truncated after i input blocks.
This is justified because the input transmission stops at some point of time. A rate k/n
QCS code would contain k qubits in each input block. The encoded codewords of such
truncated input sequences will have ni + m qubits, where m is the block overlap. We
denote the QCS code that contains codewords generated by truncated input sequences
using Qi.
Along with the generators given above, we have, at most [(n − k)K]/2 initializing
and at most [(n − k)K]/2 terminating generators that are applied to the initial and the
trailing qubits, respectively. The integer K is the constraint length of the code. Out
of each of these [(n− k)K]/2 generators, we consider only those generators that contain
non-identity Pauli matrices. The initializing generators, denoted by the set {M0}, can be
obtained by capturing the overlap between the original generator block and the blocks
preceding it (these blocks can be viewed as original d generators shifted to the left by
multiples of n). Similarly, the set of terminating generators, denoted by the set {M∞},
can be obtained by capturing the overlap in the generator block following the final block
of encoding generators.
For two distinguishable states, such that 〈ψ1|ψ2〉 = 0, the quantum Hamming distance
between the two states is given by qd, if all errors of weight up to qd applied on the states
|ψ1〉 and |ψ2〉, result in two states that are still distinguishable, i.e., 〈ψ1|E|ψ2〉 = 0 for all
errors E of weight up to qd.
Similar to the their classical analogues, we can define the Column Distance Function,
Minimum Distance and Minimum Free Distance for the quantum convolutional codes.
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Table II. Original generators for a rate-1/5 quantum convolutional code
M1: X Z X I I I I I . . .
M2: I I I Z X Z X I . . .
M3: Y Y X X Z I I I . . .
M4: X Z I I I Z X I . . .
The quantum column distance function(QCDF) qdi of a rate k/n quantum convolu-
tional code is the minimum quantum Hamming distance between all pairs of distinguish-
able codewords of the corresponding truncated code Qi.
qdi ≡ min{qd(|ψ′i〉, |ψ”i 〉) | 〈ψ
′
i|ψ”i 〉 = 0} where|ψ
′
i〉, |ψ”i 〉 ∈ Qi (3.10)
The minimum distance qdmin of an (n, k) quantum convolutional code with constraint
length K is the QCDF qdi evaluated at i = (K + 1).
The minimum free distance, denoted by qdfree, is the minimum Hamming distance
between all pairs of complete convolutional code words.
qdfree ≡ min{qd(|ψ′〉, |ψ”〉) | 〈ψ′|ψ”〉 = 0} (3.11)
D. Example
Let us have a look at a simple example. We have a rate-1/5 code, the first block of 4
original generators of which are given in Table II. The remaining generator block of the
stabilizer can be obtained by shifting these generators to the left by multiples of 5, that
is,
M5i+j = I
⊗5i ⊗Mj, 0 < i, 1 ≤ j ≤ 4 (3.12)
The generators in each block act on 7 consecutive qubits and they commute and are
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linearly independent. Also, the generators in a particular block affect the first two qubits
of the following block and the last two qubits of the previous block. The block overlap
of the code is m = 2. The constraint length K of this code is 2 because every generator
block overlaps with two other blocks, the one preceding it and one following it.
As mentioned in the previous section, we can have up to [(n−k)K]/2 distinct initial-
izing and up to [(n− k)K]/2 distinct terminating generators acting on the preceding and
the trailing qubits. For our code, we have one non-trivial initializing generator denoted by
M10 . We also have two terminating generators denoted by M
1
∞ and M
2
∞. The initializing
and terminating generators are given by:
M10 : Z X I I I . . .
M1∞ : . . . I I I X Z
M2∞ : . . . I I I Y Y
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CHAPTER IV
ENCODING AND DECODING QUANTUM CONVOLUTIONAL STABILIZER
CODES
One of the major advantages of convolutional codes is their ability to perform online
encoding and decoding. This chapter discusses the encoding and decoding techniques
used for quantum convolutional stabilizer codes introduced in the previous chapter.
In Section A, the construction of an encoding circuit, given the original generator
block of the stabilizer of the QCS code, is described with the help of an example.
In Section B, the quantum analogue of the Viterbi algorithm is given. Also, a varia-
tion of it, the windowed Viterbi algorithm, is discussed.
A. Constructing Encoding Circuits
The special structure of the stabilizer of a QCS code can be exploited to construct a
quantum circuit that enables us to encode qubits online. We next describe the projection
operator used to compute codewords and the procedure to implement this projection
operator using a quantum gate array.
1. Projection Operator for Encoding
To map our input sequence to the code subspace, we apply a projection operator P . As
mentioned before, even though our code subspace contains vectors of infinite length, in
practice we need only handle vectors of finite length since the input transmission stops
after some amount of time.
Let Qi be our QCS code, the code words of which are truncated after i output blocks.
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The projection operator to encode using Qi is given by,
Pi = [
1√
2l
l∏
p=1
(I +Mp0 )]×
[
1√
2(n−k)i
i−1∏
r=0
(I +Mnr+1)(I +Mnr+2) . . . (I +Mnr+d)]×
[
1√
2t
t∏
q=1
(I +M q∞)]
(4.1)
where d = (n− k). l is the number of initializing generators denoted by the set {M0}, t
is the number of terminating generators denoted by the set {M∞}.
Before applying the projection operator we first add some ancilla qubits to the input
stream. The k input qubits in each input block are placed such that qubit qji is at position
(m + (n − 1)i + j) where m is the block overlap of the code, i is the index of the input
block and j is the index of qubit within an input block. The encoding is given by,
|q11, · · · , qk1〉 ⊗ . . .⊗ |q1i , · · · , qki 〉 7−→
Pi[|
m︷ ︸︸ ︷
0, . . . , 0〉 ⊗ |
n−k︷ ︸︸ ︷
0, . . . , 0, q11, · · · , qk1〉 ⊗ . . .⊗ |
n−k︷ ︸︸ ︷
0, . . . , 0, q1i , · · · , qki 〉]
(4.2)
Our truncated QCS code Qi is a unitary mapping of Hik2 into Hni+m2 . Strictly speak-
ing, this is actually an isometric mapping ofHik2 into a 2ik-dimensional subspace ofHni+m2 .
The input sequences range over all vectors in Hik2 and they form distinct basis states. And
each of these input sequences is associated with a quantum codeword given by the map-
ping in equation 4.2. These 2ik basic codewords are all valid quantum states and are
mutually orthogonal since they are unitarily transformed from 2ik distinct basic input
states.
Also, all the codewords are fixed by the stabilizer, i.e., they lie within the specified
code. This is because for each generator Mi, the following equation holds:
Mi · (I +Mi) = (Mi + I) (4.3)
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Hence, applying a generator on the codeword leaves it unchanged.
2. Construction of Encoding Circuits
Before we proceed to describe the algorithm to construct an encoding circuit, we introduce
some useful vector notations. The X-vector of a generator Mi denoted as XMi is given by,
(XMi)j =


1 if Mij = X or Y ;
0 if Mij = I or Z.
(4.4)
The Z-vector of a generator Mi denoted as ZMi is given by,
(ZMi)j =


1 if Mij = Z or Y ;
0 if Mij = I or X.
(4.5)
The X-matrix of generators M1, . . . ,Md is a (n + m) × d matrix, denoted as XM ,
where
(XM)ji =


1 if Mij = X or Y ;
0 if Mij = I or Z.
(4.6)
The Z-matrix of the generator is similarly defined.
To obtain an encoding circuit, we have to first transform the X-matrix into the
pseudo-standard form. A p × q matrix is said to be in the pseudo-standard form, if it
contains an identity submatrix of order q × q. The rows of this identity matrix do not
necessarily have to be in order.
Following is procedure used to construct the gate array that computes the mapping
given in equation 4.2.
1. Convert the original generator block into pseudo-standard form:
(a) Truncate the vectors in the original generator block to length (n+m).
(b) Obtain the X- and Z-matrices of the original generator block.
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(c) Perform corresponding column transformations on X- and Z-matrices until we
have an identity submatrix of order (n− k) in the X-matrix. The rows of this
submatrix do not necessarily have to be in order.
2. Mark the positions of (n− k) ancillary qubits, m memory qubits and k input qubits
in the quantum circuit:
(a) Identify the rows in the X-matrix which belong to the identity submatrix. The
diagonal elements of the identity matrix mark the positions of (n−k) ancillary
qubits in the encoding circuit.
(b) Pick any m non-zero rows in the X-matrix. Mark these as the positions of the
memory ancilla qubits.
(c) Mark the remaining k rows as the positions of the input qubits.
3. Construct the encoding circuit:
(a) Apply Hadamard transform on each of the (n− k) ancilla qubits
(b) Apply each of the (n − k) generators on the block of (n + m) qubits, whose
positions are determined from Step 2. These generators are conditioned on
each of the (n− k) ancillary qubits identified in Step 2-(a).
(c) Apply the same gate array shifted down n qubits and repeat until the end of
the input sequence
4. Apply initializing and terminating generators
(a) Obtain the transformed initializing and terminating generators from the trans-
formed generator block.
(b) Apply the initializing generators on the initial m qubits and terminating gen-
erators on the m trailing qubits of the last encoded block.
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It is helpful to consider an example to understand the above algorithm. Let us take
the example given in the Section D of the previous chapter. The first step is to truncate
the set of original generators to length (n+m). This has trivial effect on the generators,
since the truncated portion of the generators contains only identity operators.
For our example, the d(= (n− k) = (5− 1) = 4) original generators are given as,
M1: X Z X I I I I
M2: I I I Z X Z X
M3: Y Y X X Z I I
M4: X Z I I I Z X
For the second step, we take all the generators in the block and split them into two
vectors: X-vector and Z-vector. The X- an d Z-matrices of our generator block are,
XM =


1 0 1 1
0 0 1 0
1 0 1 0
0 0 1 0
0 1 0 0
0 0 0 0
0 1 0 1


ZM =


0 0 1 0
1 0 1 1
0 0 0 0
0 1 0 0
0 0 1 0
0 1 0 1
0 0 0 0


As can be seen, the X-matrix does not contain a 4× 4 identity matrix. We perform
corresponding column transformations on both the X- and Z-matrices until we obtain
a 4 × 4 order identity matrix in the X-matrix. We allow only column transformations
because the only transformations that do not affect the characteristics of the code are
those that change a generator Mi into Mi ·Mj where j 6= i. In terms of matrices XM and
ZM , such an operation adds the jth column to the ith column in both matrices. Another
transformation that does not affect the code characteristics is the one in which the n qubit
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positions are reordered, which corresponds to a reordering of the rows in both matrices.
However, this is not a valid transformation for the convolutional case because when we
reorder the qubits, the generators in overlapping blocks may no longer commute.
We apply the following two column transformation on both X- and Z-matrices.
C2 7→ C2 + C4
C3 7→ C3 + C1
The transformed X- and Z-matrices are
X
′
M =


1 1 0 1
0 0 1 0
1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0
0 0 0 1


Z
′
M =


0 0 1 0
1 1 0 1
0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0


The rows 3, 5, 4, 7 of X
′
M form a 4× 4 identity matrix. We mark the positions of the
4 ancillary qubits using these rows as follows,
a1 7→ 3
a2 7→ 5
a3 7→ 4
a4 7→ 7
As per step 2-(b) of the algorithm, we pick rows 1,2 as the positions of the 2 memory
qubits, m1 and m2. The remaining row 6 corresponds to the input qubit q.
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The truncated generator matrix corresponding to the matrices X
′
M and Z
′
M is
[M
′
]7 =


X Z X I I I I
X Z I Z X I I
Z X I X Z I I
X Z I I I Z X


Now that we determined the positions of all the necessary qubits for each encoded
block, we can translate the X- and Z-matrices into our gate array.
Our intention is to obtain the following map


m1
m2
a1
a3
a2
q
a4


7→ [M ′ ]T7


m1
m2
a1
a3
a2
q
a4


(4.7)
We split the mapping given in equation 4.7 into two parts to better understand the
gate array construction,


m1
m2
a1
a3
a2
q
a4


7→ X ′M


m1
m2
a1
a3
a2
q
a4


7→ Z ′M


m1
m2
a1
a3
a2
q
a4


(4.8)
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a4
q
a2
a3
a1
m2
m1
H
H
H
H
X X
X
X
Fig. 2. Gate Array Corresponding to the X-matrix
The first part of the mapping in equation 4.8 is computed by the gate array shown
in Fig. 2.
In Fig. 2, we can see how the operations in the gate array correspond to the entries
of the matrix X
′
M . What we have done is to apply each column conditioned on one of
its elements. These elements correspond to the diagonal elements of the 4 × 4 identify
submatrix of the matrix X
′
M . The 4 ancilla bits act as the controls for each of the 4
columns. We can only do this if the control qubits have not been changed before we get
around to applying that generator. If any earlier column had a 1 in the same row as the
ancilla bits, then that qubit might have been changed before it could be used. This is why
we need to put the X-matrix is pseudo-standard form - each column of the matrix must
be conditioned on the input of the corresponding ancilla qubit, so the diagonal elements
must be first in their rows. A matrix in our pseudo-standard form has this property, while
a more general matrix does not.
We now implement the second part of mapping in equation 4.8 by including the phase
shifts. We insert conditional phase gates into Fig. 2 in accordance with the matrix Z
′
M
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a4
q
a2
a3
a1
m2
m1
Z
H
H
H
H
X
Z
X
Z X
Z
Z
X
Z
Z
Fig. 3. Gate Array Corresponding to a Generator Block
as shown in Fig. 3.
Note that the Z operator on ancilla qubit a3 is applied before the Hadamard gate.
This is because the Hadamard gates are always applied right before the controls. And
since the Z operator does not have any effect on |0〉, it can be neglected.
We apply shifted version of this entire gate array to the succeeding blocks of qubits.
These shifted gate arrays correspond to the succeeding generator blocks. We repeat this
process until we encode all the qubits in the input sequence.
Using the transformed generator matrix [M
′
]7, we reconstruct our stabilizer as,
M1 : X Z X I I I I I . . .
M2 : X Z I Z X I I I . . .
M3 : Z X I X Z I I I . . .
M4 : X Z I I I Z X I . . .
M5i+j = I
⊗5i ⊗Mj, 0 < i, 1 ≤ j ≤ 4
We now have one initializing generator and two terminating generators, given by:
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|0〉
|0〉
|0〉
q2
|0〉
|0〉
|0〉
|0〉
q1
|0〉
|0〉
|0〉
|0〉
|0〉
H
H
H
H
H
H
H
H
H
H
H
Z
Z
X
Z
X
Z
X
Z
Z
Z
X
Z
X
Z
X
Z
X
Z
Z
Z
X
Z
X
X
Z
Fig. 4. Encoding Circuit for Rate-1/5 QCS Code
M10 : Z X I I I . . .
M1∞ : . . . I I I X Z
M3∞ : . . . I I I Z X
The circuit is completed by applying the gates corresponding to the initializing gener-
ator to the initialm memory qubits in the circuit and applying the terminating generators
to the last m qubits in the circuit.
This standard form corresponds to the case where the matrix XM has a full rank.
The complete encoding circuit is given in Fig. 4.
B. Decoding Quantum Convolutional Codes
The final stage in the error correcting process is decoding the transmitted sequence. The
input sequence is protected against noise by encoding it using an error correcting code
before transmitting it through a channel, which might introduce errors in it. During the
decoding process, we try to figure out if the received sequence is the same as the one
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that was transmitted or if has any errors in it. Then we try to estimate what, if any,
error has occurred. Once the errors are found, we undo them by applying appropriate
transformations. After the received sequence is fixed, we try to retrieve the original input
sequence. There is always a chance that the error we estimate is not the one that has
actually occurred. In such a case, when we try to fix the error, instead of correcting
the error we add more errors. This is can be avoided to some extent by selecting an
error correcting code with good error correcting capabilities or by picking a efficient error
estimation algorithm. The efficiency of the error estimation algorithm depends on its
capability to estimate the most likely error that has occurred.
For classical convolutional codes, Viterbi algorithm provides both a maximum-likelihood
and a maximum a posteriori error estimation, the complexity of which increases linearly
with the number of qubits in the received sequence. In this section the quantum analogue
of the classical Viterbi algorithm is given.
Once we have the received sequence, the first step is to determine if it is correct or
has errors in it. We proceed to do this using measuring the error syndromes as described
in [21]. Let fM : G → Z2
fM(E) =


0 if [M,E] = 0;
1 if M,E = 0.
(4.9)
and f(E) = (fM0(E), fM1(E), fM2(E), . . .), where M0,M1,M2, . . . are generators of
S. Then f(E) is some sequence of bits which is 0 if and only if E commutes with all the
generators M0,M1,M2, . . .. In order to estimate what set of errors possibly occurred, we
need to determine the eigenvalue of each generator of the stabilizer. The eigenvalue of
a generator Mi will be (−1)fMi (E). This process gives us the error syndrome. Using this
error syndrome we can infer what errors are most likely.
We use one ancilla bit each to measure the eigenvalues of each of the generators. The
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ancilla bits are initialized to the |0〉 state and then the Hadamard transform is applied.
Each ancilla bit controls the application of one of the generators Mi. The ancilla bit
undergoes a Hadamard transform again and it is measured in the {|0〉, |1〉} basis.
1. Quantum Viterbi Algorithm
Unlike as in the block code case, we do not use all the error syndromes at the same time.
Instead we borrow the idea behind classical Viterbi algorithm and build the error vectors
incrementally. At each step, we collect a fixed number of error vectors of certain length
that are the most likely.
Before we proceed to the quantum Viterbi algorithm (QVA), we introduce the term:
memory state. A memory state is given by the error operators acting on the last m qubits
being considered in step i, where m is the block overlap. Two error vectors which contain
the same error operators acting in last m positions are said to end in the same memory
state. Hence, there exist 4m possible states. The partial path metric is the weight of the
error operators up to step i.
Following are the steps involved in the QVA:
1. Initializing step:
(a) Compute the first l error syndromes, corresponding to the l initializing gener-
ators.
(b) Determine the list of 4m/2l error vectors, E0, of length m that are compatible
with the l syndromes, where m is the block overlap.
2. For i=1 to t, where t is the number of the input blocks:
(a) Compute the error syndromes corresponding to the generatorsMd(i−1)+1 through
M(di), where d = n− k.
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(b) List all possible extensions of errors in Ei−1 that are compatible with the error
syndromes computed in the previous step such that the errors now act only on
the qubits from positions 1 to (m+ ni). This new list is denoted by Ei.
(c) Compute the weights of all errors ending in each of the 4m states.
(d) For each state, pick the error vector with the least weight.
(e) This gives us the final list of most likely errors for step i, Ei, that contains 4m
error vectors.
3. Terminating step:
(a) Compute the t error syndromes, corresponding to the t terminating generators
(b) Determine the list of errors from the previous step that are compatible with
the t syndromes. This list is denoted by E∞
(c) Pick the error with the least weight among the ones listed in E∞
Let us take the standard form of the generators obtained in the previous section to
understand the QVA. The code has rate 1/5. d is 4. It has l = 1 initializing generators
and q = 4 terminating generators.
During the initialization step, we measure the error syndromes corresponding to the
initializing generators. In our case, l = 1 and we measure the syndrome of M0 given as
M0 = Z X I I I . . .
M0 acts on m = 2 qubits. We have 4
2 possible error vectors acting on 2 qubits. But only
42/2 = 8 such vectors are compatible with the error syndromes. We list these 8 error
vectors as E0.
In step 2, we start with i = 1. We compute the error syndromes of generators M1
throughM4. We use these syndromes to generate a list of compatible error vectors that act
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on qubits 1 to 7. This list represented using E1 contains error vectors that are extensions
of the error vectors in E0. These vectors are compatible with syndromes M0 through M4.
The weight of each of the error vectors in E0 is computed. As in the classical Viterbi
algorithm, we need to keep the number of likely error vectors under control to avoid
an exponential blowup. In the classical Viterbi algorithm, at each state, which contains
a particular memory configuration, a local decision is made. Among all the sequences
ending up in that state, only the one with the minimum weight is picked and the others
are rejected. If there is a tie between two or more sequences, then one is picked at random.
So after each step we have a list of as many most likely codewords as there are states. We
use the same idea to maintain a fixed size list in the quantum case.
For our example, we consider all the error vectors ending in each of the 16 = (42)
states and for each state, we pick the error vector with the minimum weight. If there
is a tie between two or more vectors, then we pick an error vector at random. We then
compile the final list E1 which contains 16 most likely error vectors, each of which ends
with a different state. We follow this procedure until we reach the terminating generators.
In the terminating step, we compute the syndromes for the generators M j∞,i.e., M
1
∞
through M 4∞. Using these syndromes we again select compatible errors, E∞, from the
list of errors obtained in the previous step. We pick the error vector from E∞ with the
minimum weight, which gives us the most likely error given the syndromes for the received
sequence.
Once we obtain the error that has most likely occurred, we apply the inverse of this
error on the received codeword to fix it. To decode the codewords we run the encoding
circuit backwards.
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2. Windowed Quantum Viterbi Algorithm
Following the above algorithm, we obtain the most likely error only after we take the
last syndrome into consideration. Hence, we have to, in principle, wait until the entire
information sequence is received to estimate the error that has occurred. There exists a
variation of the classical Viterbi algorithm, called the windowed Viterbi algorithm, which
is based on the fact that the likely codeword sequences selected at a given step coincide
with the most likely sequence except on the last few positions. In windowed Viterbi
algorithm, we need not wait until the end of the transmission, but only up to a certain
latency L.
In our case, after we follow the quantum Viterbi algorithm for more than L steps,
we can make a decision as to what error has most likely occurred in step (L− i) when i
is the index of the current step. Following the same procedure in our case, we can now
estimate the most likely error online, without having to wait for the end of transmission.
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CHAPTER V
CONCLUSIONS AND FUTURE WORK
In this thesis, we developed the general theory for quantum convolutional stabilizer codes.
The stabilizer formalism of the quantum convolutional codes was discussed along with the
properties and the structure of the stabilizer. Various distance properties of the QSC codes
were also defined.
The special structure of the stabilizer of the QSC codes allows for online encoding
and decoding. We showed how the generators of the code can be used to construct the
quantum circuit to compute the codewords. This quantum circuit can be used to perform
online encoding. The original generator block is used to construct a gate array and this
gate array is shifted to encode the succeeding blocks of qubits. One of the main challenges
we faced while developing the theory for constructing the encoding circuits was that, the
generators after being converted to standard form had to still commute with the generators
of the preceding and succeeding blocks. We overcame this problem by introducing the
pseudo-standard form. To obtain the pseudo-standard form, we need not transform the
generators by reordering the qubit positions. Hence, we always maintain the commutative
nature of all the generators.
We also described the quantum analogue of Viterbi algorithm to estimate the most
likely error for a given received sequence. While the idea behind the quantum Viterbi
algorithm (QVA) was similar to its classical version, it required a somewhat new approach.
Here we were dealing with error vectors instead of sequences of bits. Also, the memory
states are defined differently. Using QVA we can begin decoding without having to wait
for the entire received sequence. At each state, the number of error vectors is kept fixed by
considering only the ones with the least weight, thereby, avoiding an exponential blowup
of the list of error vectors. In the final step, QVA outputs the error vector that has most
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likely occurred, given the error syndromes of the received sequence. The complexity of
QVA grows linearly with the number of encoded qubits. We also discussed another version
of QVA called the Windowed QVA. Windowed QVA enables us to fix the error after a
certain delay L without having to wait for the entire received sequence to be decoded.
We took the help of an example rate 1/5 QSC code to explain the encoding and
decoding processes. In general, any set of generators that satisfy the properties required
for QSC codes, can be used to define a quantum convolutional code. It would be helpful if
the necessary theory to compute the weight enumerators for the QSC codes was developed.
It would help in understanding the distance properties and performance of practical codes
better.
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