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A NOTE ON THE UNIQUENESS RESULT
FOR THE INVERSE HENDERSON PROBLEM∗
FABIO FROMMER† , MARTIN HANKE‡, AND SABINE JANSEN§
Abstract. The inverse Henderson problem of statistical mechanics concerns classical particles
in continuous space which interact according to a pair potential depending on the distance of the
particles. Roughly stated, it asks for the interaction potential given the equilibrium pair correlation
function of the system. In 1974 Henderson proved that this potential is uniquely determined in a
canonical ensemble and he claimed the same result for the thermodynamical limit of the physical
system. Here we provide a rigorous proof of a slightly more general version of the latter statement
using Georgii’s version of the Gibbs variational principle.
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1. Introduction. An important inverse problem in computational physics and
computational chemistry is the determination of the interacting forces in a system of
particles in continuous space, given structural information on the spatial distribution
of the particles. In the simplest incarnation of this problem it is assumed that the
potential energy of the particle ensemble is determined by a pair potential which
only depends on the distance of the interacting particles. In an often cited paper
Henderson [10] has claimed that under given conditions of temperature and density
this pair potential is uniquely determined by the so-called radial distribution function,
which – suitably normalized – assigns to each r > 0 the expected number of particles
on a sphere of radius r around any given particle. Roughly speaking, the radial
distribution function is obtained from the pair correlation function (called pair density
function in the physical literature) associated with a canonical or grand canonical
ensemble in a finite volume, when taking the limit of the volume to infinity, the so-
called thermodynamical limit. To give credit to Henderson’s contribution, this inverse
problem of statistical mechanics is sometimes called the inverse Henderson problem.
Henderson’s argument makes use of a technique suggested by Hohenberg and
Kohn [11], Mermin [16], and others, for studying a similar inverse problem for exter-
nal potentials. The key idea is to apply a Gibbs variational principle, which states
that in a system with given thermodynamic conditions the associated thermodynamic
potential becomes minimal, if and only if the distribution of the particles is given by
the probability measure associated with this system. The particular version of this
principle used by Henderson is based on the free energy functional in a canonical
ensemble, where the finite volume pair correlation function and not the radial distri-
bution function is the relevant stochastic quantity. To extend the uniqueness result to
the radial distribution function, Henderson subsequently turns to the thermodynami-
cal limit, ignoring the possibility that the strict inequality of the variational principle
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for finite volumes may turn into an equality when the volume tends to infinity. Ac-
cordingly, there is a gap in the argument provided in [10] – aside of the fact that no
mention is made concerning the necessary requirements for the pair potential, e.g.,
its behavior for particle pairs with diminishing distances.
In this note we specify a suitably rich class of pair potentials, for which Hender-
son’s approach can be turned into a rigorous proof by using a version of the Gibbs
variational principle due to Georgii [5]. This class of potentials does include hard core
potentials and the so-called Lennard-Jones type potentials, but is a strict subclass
of all superstable potentials, cf., e.g., Ruelle [18] for this and further terminology.
Strictly speaking, this means that our result does not answer the question whether
the radial distribution function associated with, say, the classical Lennard-Jones po-
tential can also occur for a much more exotic type of pair potential and the same
values of temperature and density.
The thermodynamical limit may either be reached from a canonical or a grand
canonical ensemble. We therefore also state a variant of Henderson’s result which
is more natural from the grand canonical perspective: It will be shown below that
the pair potential is uniquely determined when given the temperature, the chemical
potential, and the infinite volume pair correlation function; it is unknown whether
in this second version of Henderson’s statement the pair correlation function can be
replaced by the radial distribution function in the isotropic case.
We mention that for the corresponding inverse problem on the lattice the unique-
ness of the pair potential has already been settled by Griffiths and Ruelle [9]; see also
Caglioti, Kuna, Lebowitz, and Speer [1].
The outline of this note is as follows: In Section 2 we review the rigorous math-
ematical setting of the thermodynamical limit of a grand canonical ensemble when
the system is translation invariant and its potential energy is given by pairwise in-
teractions only. Then we formulate in Section 3 the particular version of the Gibbs
variational principle that is valid in this setting. Section 4 is devoted to the proof
of the uniqueness results, and eventually we close with a few comments and open
problems in Section 5.
2. The thermodynamical limit of the grand canonical ensemble. We
start from a grand canonical ensemble of pointlike classical particles in a bounded
box Λℓ = [−ℓ, ℓ]
d, with specified inverse temperature β > 0 and chemical potential
µ ∈ R. We restrict our attention to the case that the interaction of the particles
is given by a pair potential u : Rd → R ∪ {+∞}, which is an even function, i.e.,
u(x) = u(−x), satisfying the following two assumptions:
1. There exists r0 > 0 and a decreasing function ϕ : (0, r0]→ R
+
0 with∫ r0
0
rd−1ϕ(r) dr = +∞
and
u(x) ≥ ϕ(|x|) for |x| ≤ r0.
2. There exists a decreasing function ψ : [r0,∞)→ R
+
0 with∫ ∞
r0
rd−1ψ(r) dr <∞
and
|u(x)| ≤ ψ(|x|) for |x| ≥ r0. (2.1)
2
For this class U of potentials the associated configurational Hamiltonian of m ∈ N0
particles at positions xi ∈ R
d, i = 1, . . . ,m, given by
Hu(xm) =
∑
1≤i<j≤m
u(xi − xj) , xm = (x1, . . . , xm) ,
is stable (cf. Dobrushin [2]), i.e., for every u ∈ U there exists B > 0 such that
Hu(xm) ≥ −Bm ,
independent of the number m of particles. The statistical distribution of the particles
of such a grand canonical ensemble is determined by the corresponding m-particle
correlation functions
ρ
(m)
Λℓ
(xm) =
eβµm
Ξ(Λℓ, β, µ, u)
∞∑
N=0
eβµN
N !
∫
ΛN
ℓ
e−βHu(xm,yN ) dyN , (2.2)
where xm = (x1, . . . , xm) ∈ Λ
m
ℓ , yN = (y1, . . . , yN) ∈ Λ
N
ℓ , the integral
∫
∆0
c dx0
with bounded domain ∆ ⊂ Rd is always taken to be equal to c, and the normalizing
constant
Ξ(Λℓ, β, µ, u) =
∞∑
N=0
eβµN
N !
∫
ΛN
ℓ
e−βHu(xN ) dxN
is the associated grand canonical partition function. In (2.2) m varies in N0, with ρ
(0)
Λℓ
being set to one.
We assume that for some sequence (ℓk)k going to infinity as k → ∞, these cor-
relation functions converge uniformly on compact subsets to translation invariant
functions ρ(m) : (Rd)m → R+0 , m ∈ N0, defined on the entire space; in particular, this
implies that ρ(1) is a constant. It is known that these limiting correlation functions
satisfy a so-called Ruelle bound, i.e.,
sup
xm∈(Rd)m
ρ(m)(xm) ≤ ξ
m , m ∈ N0 , (2.3)
for some ξ > 0, depending only on µ, β, and u, and that they define a translation
invariant probability measure P on the configuration space
Γ =
{
γ ⊂ Rd
∣∣∣ ∆ ⊂ Rd bounded ⇒ #(γ ∩∆) <∞} ,
i.e., the set of all locally finite subsets of Rd representing the positions of the (at
most countably many) individual particles in space, equipped with an appropriate
σ-algebra, cf. Ruelle [19]. This means that if m ∈ N0 is fixed and an observable F
depends on all possible m-tuples of particles in a given configuration, i.e.,
F (γ) =
∑
x1,...,xm∈γ
xi 6=xj
f(xm)
for some f = f1 + f2 with f1 ∈ L
1((Rd)m) and f2 ≥ 0, then∫
Γ
F (γ) dP(γ) =
∫
(Rd)m
f(xm)ρ
(m)(xm) dxm (2.4)
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is the expected value of the corresponding observable. In particular, if |∆| denotes
the volume of any bounded domain ∆ ⊂ Rd then
ρ(P) =
1
|∆|
∫
Γ
#(γ ∩∆)dP(γ) = ρ(1)
is the limiting particle counting density.
According to [19], P is a translation invariant tempered (β, µ, u)-Gibbs measure,
denoted P ∈ G (β, µ, u). This means that P is supported by the set of tempered
configurations (defined in [19]), and that for every F ∈ L1(P) and every bounded
domain ∆ ⊂ Rd there holds∫
Γ
F (γ) dP(γ)
=
∞∑
N=0
zN
N !
∫
∆N
(∫
Γ(∆c)
F (γ′)e−βWu(xN ;γ) dP(γ)
)
e−βHu(xN) dxN ,
(2.5)
where γ′ = γ ∪ {x1, . . . , xN}, Γ(∆
c) =
{
γ ∈ Γ : γ ⊂ Rd \∆
}
, and the interaction Wu
between particles at xi, i = 1, . . . , N and those of γ ∈ Γ is defined as
Wu(xN ; γ) =
N∑
i=1
∑
y∈γ
u(xi − y) , (2.6)
if the series converges absolutely, and as +∞ otherwise.
Given the limiting correlation functions one can define Janossy densities j
(m)
Λℓ
:
Λmℓ → R for every m ∈ N0 and ℓ > 0 via
j
(m)
Λℓ
(xm) =
∞∑
k=0
(−1)k
k!
∫
Λk
ℓ
ρ(m+k)(xm,yk) dyk . (2.7)
These Janossy densities provide the induced probability density on Λℓ, for which∫
Γ
F (γ) dP(γ) =
∞∑
m=0
1
m!
∫
Λm
ℓ
fm(xm)j
(m)
Λℓ
(xm) dxm (2.8)
for every F ∈ L1(P), which satisfies F (γ) = F (γ∩Λℓ), and which is given by functions
fm : Λ
m → R, m ∈ N0, such that F (γm) = fm(xm), when γm = {x1, . . . , xm} ⊂ Λ.
Such observables F are thus called local observables.
Varying β > 0, µ ∈ R, and u ∈ U , we denote by
G =
⋃
β,µ,u
G (β, µ, u)
the union of all translation invariant tempered Gibbs measures, some of which may not
be obtained as limits of finite-volume Gibbs measures with empty boundary conditions
(cf., e.g., Georgii [4]). We mention for later use that for almost every x ∈ Rd and P
almost surely for every P ∈ G the interaction defined in (2.6) is finite, and there holds
lim
ℓ→∞
Wu(x; γ ∩ Λℓ) =Wu(x; γ) , (2.9)
see [12, Sect. 5]. We mention further that there exists some µ0 ∈ R depending on
β and u ∈ U , such that for µ < µ0 – the so-called gas phase – the set G (β, µ, u)
consists of a single Gibbs measure P only, cf. [19], and that in this case the correlation
functions ρ
(m)
Λℓ
converge to ρ(m) as ℓ→∞ for every m ∈ N0, cf. [18].
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3. The Gibbs variational principle. The Gibbs variational principle goes
back to Gibbs’ work (cf. [8, p. 131]) and appears in different variants in statisti-
cal mechanics and stochastic analysis; we refer, e.g., to the books by Ruelle [18],
Gallavotti [3], and Georgii [6] for rigorous mathematical treatments of this variational
principle. Here we apply a particular version established by Georgii and Zessin in the
series of papers [7, 4, 5].
For pair potentials u ∈ U and Gibbs measures P ∈ G , we introduce the specific
energy
E(u,P) = lim
ℓ→∞
1
|Λℓ|
∫
Γ
1
2
∑
x,y∈γ∩Λℓ
x 6=y
u(x− y) dP(γ) (3.1)
and the specific (relative) entropy
S(P) = lim
ℓ→∞
1
|Λℓ|
∞∑
m=0
1
m!
∫
Λm
ℓ
j
(m)
Λℓ
(xm) log
(
j
(m)
Λℓ
(xm)
)
dxm ,
where both limits are known to exist in R ∪ {+∞}: concerning the specific energy
see Proposition 3.1 below; concerning the specific entropy we refer to Robinson and
Ruelle [17] – in fact, using (2.7) and (2.3) it is not too difficult to see that S(P) is finite
for every P ∈ G . The relative entropy differs from the standard entropy by a sign,
to simplify language we call S(P ) nevertheless the entropy. We take similar liberties
with the sign of the (specific) grand potential
Ωβ,µ(u,P) = µρ(P)− E(u,P)−
1
β
S(P) , (3.2)
for which the following variational principle holds true ([5, Theorem 3.4]).
Theorem A. For fixed µ ∈ R, β > 0, and u ∈ U the grand potential Ωβ,µ(u, · )
has values in R∪{−∞}. Its maximal value p on G is attained for every P ∈ G (β, µ, u),
and there holds
Ωβ,µ(u,P) < p
for every other P ∈ G . Here,
p = lim
ℓ→∞
1
β|Λℓ|
log Ξ(Λℓ, β, µ, u)
is the pressure in the thermodynamical limit.
For the proof of the Henderson result we will also need the following identity, for
which we include a self-contained proof for the ease of the reader.
Proposition 3.1. For every u ∈ U and every P ∈ G the limit in (3.1) belongs
to R ∪ {+∞}, and is given by
E(u,P) =
1
2
∫
Rd
u(x)ρ(2)(x, 0) dx , (3.3)
where ρ(2) is the pair correlation function associated with P.
Proof. Let ρ(2) be the translation invariant pair correlation function associated
with P. Then we can apply (2.4) with m = 2 and
f(x, y) =
{
u(x− y) , x, y ∈ Λℓ ,
0 , else ,
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to rewrite∫
Γ
∑
x,y∈γ∩Λℓ
x 6=y
u(x− y) dP(γ) =
∫
Λ2
ℓ
u(x− y)ρ(2)(x, y) d(x, y)
=
∫
Λℓ
(∫
∆x,ℓ
u(x− y)ρ(2)(x, y) dy +
∫
Λℓ\∆x,ℓ
u(x− y)ρ(2)(x, y) dy
)
dx, (3.4)
where the set ∆x,ℓ = {y ∈ Λℓ | u(x− y) ≥ 1} is bounded, and u(x − · ) is absolutely
integrable over Rd \ ∆x,ℓ because of (2.1). Therefore, and since ρ
(2) is bounded,
compare (2.3), the second inner integral in (3.4) is uniformly bounded, independent
of ℓ and x ∈ Λℓ. The integrand of the first inner integral is nonnegative. In case this
integral diverges for some ℓ ∈ N and some x ∈ Λℓ then the total right-hand side of
(3.4) equals +∞, and this remains true for all larger values of ℓ, i.e., E(u,P) = +∞.
The same argument applied to the right-hand side of (3.3) shows that equality holds
in (3.3) in this case, because ρ(2) is translation invariant.
On the other hand, if the inner integral over ∆x,ℓ in (3.4) is finite for every ℓ ∈ N
and every x ∈ Λℓ, then the same argument as before, together with the translation
invariance of ρ(2) shows that∫
Rd
u(x− y)ρ(2)(x, y) dy =
∫
Rd
u(y)ρ(2)(y, 0) dy (3.5)
is absolutely convergent. Now we assume that ℓ is greater than the parameter r0
which occurs in (2.1). Then we choose some r between r0 and ℓ, and we split the
domain Λ2ℓ of integration into
Λ2ℓ = ∆1 ∪∆2 ∪∆3 ,
where
∆1 = { (x, y) ∈ Λ
2
ℓ : x ∈ Λℓ−r , |y − x| ≤ r } ,
∆2 = { (x, y) ∈ Λ
2
ℓ : x ∈ Λℓ \ Λℓ−r , |y − x| ≤ r } ,
∆3 = { (x, y) ∈ Λ
2
ℓ : |x− y| > r } .
Under these assumptions on r and ℓ it follows from the fact that (3.5) is absolutely
convergent that
∣∣∣∫
∆2
u(x− y)ρ(2)(x, y) d(x, y)
∣∣∣ ≤ ∫
Λℓ\Λℓ−r
∫
|y−x|≤r
∣∣u(x− y)∣∣ρ(2)(x, y) dy dx
≤
(
|Λℓ| − |Λℓ−r|
) ∫
R3
∣∣u(y)∣∣ρ(2)(y, 0) dy
and∣∣∣∫
∆3
u(x− y)ρ(2)(x, y) d(x, y)
∣∣∣ ≤ ∫
∆3
∣∣u(x− y)∣∣ρ(2)(x, y) d(x, y)
≤
∫
Λℓ
∫
|y−x|>r
∣∣u(x− y)∣∣ρ(2)(x, y) dy dx ≤ |Λℓ|
∫
|y|>r
∣∣u(y)∣∣ρ(2)(y, 0) dy .
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Since (3.5) converges absolutely we can thus choose r = r(ε) sufficiently large to make
sure that
lim sup
ℓ→∞
∣∣∣∣∣ 1|Λℓ|
∫
∆2∪∆3
u(x− y)ρ(2)(x, y) d(x, y)
∣∣∣∣∣ ≤ ε (3.6)
for any given positive number ε. On the other hand, using the translation invariance
again, we have
∫
∆1
u(x− y)ρ(2)(x, y) d(x, y) =
∫
Λℓ−r
∫
|y−x|≤r
u(x− y)ρ(2)(x, y) dy dx
= |Λℓ−r|
∫
|y|≤r
u(y)ρ(2)(y, 0) dy ,
and hence,
lim sup
ℓ→∞
∣∣∣∣∣ 1|Λℓ|
∫
∆1
u(x− y)ρ(2)(x, y) d(x, y) −
∫
Rd
u(y)ρ(2)(y, 0) dy
∣∣∣∣∣
≤
∫
|y|>r
∣∣u(y)∣∣ρ(2)(y, 0) dy .
(3.7)
Combining (3.7) for r = r(ε) with (3.6), the assertion (3.3) follows by letting ε → 0.
We mention that the Kirkwood-Salsburg equations (cf., e.g., [19]) can be used to
argue that the integrand of (3.3) is bounded near the origin when P is a (β, µ, u)-Gibbs
measure, so that for “matching” u and P the integral is absolutely convergent and
finite by virtue of (2.1) and (2.3).
4. Uniqueness results of Henderson type in the thermodynamical limit.
We now formulate Henderson’s theorem in the spirit of his original paper [10], and
provide a rigorous proof, based on arguments borrowed from [10] and from the proof
of [6, Thm. 2.34].
Theorem 4.1. Let u, v ∈ U , β > 0, and µ, µ′ ∈ R be given, and assume that
Pu ∈ G (β, µ, u) and Pv ∈ G (β, µ
′, v) admit the same density ρ(1) and the same pair
correlation function ρ(2). Then µ = µ′ and u = v almost everywhere.
Proof. By Theorem A we have
Ωβ,µ(u,Pv) ≤ Ωβ,µ(u,Pu) and Ωβ,µ′(v,Pu) ≤ Ωβ,µ′(v,Pv) .
Since Ωβ,µ(u,Pu) and Ωβ,µ′(v,Pv) are finite we may write these inequalities as
Ωβ,µ(u,Pv)− Ωβ,µ(u,Pu) ≤ 0 and Ωβ,µ′(v,Pu)− Ωβ,µ′(v,Pv) ≤ 0 , (4.1)
and adding them we get
Ωβ,µ(u,Pv)− Ωβ,µ(u,Pu) + Ωβ,µ′(v,Pu)− Ωβ,µ′(v,Pv) ≤ 0 . (4.2)
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Recalling the definition (3.2) of the grand potential we have
Ωβ,µ(u,Pv)− Ωβ,µ(u,Pu) + Ωβ,µ′(v,Pu)− Ωβ,µ′(v,Pv)
= µρ(Pv)− E(u,Pv)−
1
β
S(Pv)− µρ(Pu) + E(u,Pu) +
1
β
S(Pu)
+ µ′ρ(Pu)− E(v,Pu)−
1
β
S(Pu)− µ
′ρ(Pv) + E(v,Pv) +
1
β
S(Pv)
= −E(u,Pv) + E(u,Pu)− E(v,Pu) + E(v,Pv) , (4.3)
because ρ(Pu) = ρ(Pv) = ρ
(1) by assumption. Furthermore, by virtue of Proposi-
tion 3.1 and the fact that the pair correlation functions of Pu and Pv coincide, there
holds
E(u,Pu) =
1
2
∫
Rd
u(x)ρ(2)(x, 0) dx = E(u,Pv)
and
E(v,Pu) =
1
2
∫
Rd
v(x)ρ(2)(x, 0) dx = E(v,Pv) .
Inserting this into equation (4.3) we conclude that
Ωβ,µ(u,Pv)− Ωβ,µ(u,Pu) + Ωβ,µ′(v,Pu)− Ωβ,µ′(v,Pv) = 0.
Accordingly, equality holds in (4.2), and thus necessarily in both statements of
equation (4.1). By the Gibbs variational principle (Theorem A) this implies that
Pv ∈ G (β, µ, u) and Pu ∈ G (β, µ
′, v).
It therefore follows from (2.5) that
∫
Γ
F (γ) dPu(γ) =
∞∑
N=0
1
N !
∫
∆N
(∫
Γ(∆c)
F (γ′)e−βWu(xN ;γ) dPu(γ)
)
eNβµ−βHu(xN ) dxN
=
∞∑
N=0
1
N !
∫
∆N
(∫
Γ(∆c)
F (γ′)e−βWv(xN ;γ) dPu(γ)
)
eNβµ
′−βHv(xN ) dxN
for every F ∈ L1(Pu) and every bounded domain ∆ ⊂ R
d. Therefore
Hu(xN ) +Wu(xN ; γ)−Nµ = Hv(xN ) +Wv(xN ; γ)−Nµ
′ (4.4)
for every N ∈ N, almost every xN ∈ ∆
N and Pu almost surely for γ ∈ Γ(∆
c). For
N = 1 this means that
Wu(x; γ)− µ = Wv(x; γ)− µ
′ (4.5)
for almost every x ∈ ∆ and Pu and Pv almost surely for γ ∈ Γ(∆
c). Using the
additivity of Wu and Wv in the first argument we thus conclude from the case N = 2
of (4.4) that
u(x− y) = v(x− y) (4.6)
for almost every x, y ∈ ∆, and since ∆ was arbitrarily chosen, we have u = v almost
everywhere.
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Inserting (4.6) into (2.6) it follows that
Wu(x; γ0) =Wv(x; γ0)
for almost every x ∈ ∆ and almost every finite subset γ0 ⊂ ∆
c ∩ Λℓ. Together with
(2.8) this implies that for every P ∈ G there holds
Wu(x; γ ∩ Λℓ) =Wv(x; γ ∩ Λℓ) (4.7)
P almost surely for γ ∈ Γ(∆c). By virtue of (2.9) and (4.7) we therefore have
Wu(x; γ) =Wv(x; γ)
for almost every x ∈ ∆ and Pu almost surely for γ ∈ Γ(∆
c), and hence we conclude
from (4.5) that µ = µ′, which remained to be shown.
Henderson stipulated the assumptions of Theorem 4.1 from the canonical ensem-
ble point of view. Concerning the grand canonical perspective an analogous unique-
ness result is as follows.
Theorem 4.2. Let u, v ∈ U , β > 0, and µ ∈ R be given, and assume that
Pu ∈ G (β, µ, u) and Pv ∈ G (β, µ, v) admit the same pair correlation function ρ
(2).
Then u = v almost everywhere.
The proof is the same as for Theorem 4.1: This time (4.3) holds true because the
chemical potentials are the same. We mention, however, that we do not know whether
the counting densities of the two Gibbs measures are necessarily the same, unless it
is assumed that the corresponding (β, µ, u)-Gibbs measure is uniquely determined –
as it is, e.g., in the gas phase.
5. Concluding Remarks. We emphasize that for our results we do not stipu-
late that the system is in the gas phase, nor that the set G (β, µ, u) consists of a single
Gibbs measure only.
In case it is known that u is also radially symmetric, i.e., if the interaction of
two particles only depends on their distance, then one can show – using the Markov-
Kakutani fixed point theorem as in the proof of [18, Theorem 5.8], compare Kuna [14]
– that there exists at least one rotation and translation invariant Gibbs measure Pu ∈
G (β, µ, u), which can be used to define a radial distribution function g : R+ → R+0
given by
g(r) =
ρ(2)(x1, x2)
(ρ(1))2
, r = |x1 − x2| , (5.1)
provided that the density is nonzero. Assuming further that Pv ∈ G (β, µ, v) is also
rotation invariant, then one obviously can impose in Theorem 4.1 – as did Henderson
– that the radial distribution functions and the densities are the same for these two
Gibbs measures, and the statement of the theorem remains valid. We do not know
whether in the formulation of Theorem 4.2 ρ(2) can also be replaced by the radial
distribution function in the isotropic case.
Finally we remark that the representation (3.3) of the specific energy is not essen-
tial for the uniqueness argument. By its definition (3.1), the specific energy E(u,P)
is the limit in R ∪ {+∞} of the expression given in (3.4) normalized by two times
the volume of Λℓ, and hence, its value only depends on u and on the pair correlation
function ρ(2) associated with P. This suffices to conclude that the expression (4.3)
sums up to zero.
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Having settled the uniqueness problem the natural follow-up question concerns
the existence of solutions of the inverse Henderson problem, i.e., what are necessary
and sufficient conditions on a given triplet β, ρ > 0, µ ∈ R, and a nonnegative
translation invariant function ρ(2) : R2 → R, such that there exists a pair potential
u ∈ U for which ρ is the density and ρ(2) is the pair correlation function of a Gibbs
measure P ∈ G (β, µ, u). Partial results for this problem have been contributed, e.g.,
by Caglioti, Kuna, Lebowitz, and Speer [1], Kuna, Lebowitz and Speer [15], and
Koralov [13]. The general existence problem is widely open, though.
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