We consider the problem of L p -testing of class of bounded derivative properties over hypergrid domain with points distributed according to some product distribution. This class includes monotonicity, the Lipschitz property, (α, β)-generalized Lipschitz and many more properties. Previous results for L p testing on [n] d for this class were known for monotonicity and c-Lipschitz properties over uniformly distributed domains.
Introduction
The field of property testing [RS96, GGR98] deals with the following question: can one decide whether a function f has a certain property or not, while accessing it only on a tiny fraction of its domain? To address this informational bottleneck, the decision problem is relaxed to distinguish functions having the property from functions which are 'far' from having the property. This needs a measure of distance, dist(f, g) ∈ (0, 1) between functions. A function is said to be ε-far from the property if dist(f, g) > ε whenever g satisfies the property.
The notion of distance is central to property testing. The conventional definition of distance is the Hamming distance over the domain with respect to some distribution D, that is, dist(f, g) := Pr x∼D [f (x) = g(x)]. So, if a function f is not ε-far, then there exists a function g satisfying the property, and samples drawn uniformly at random cannot distinguish f and g with probability more than ε. Most of the testers that have been designed in the past give high probability guarantees for when the samples are drawn from the uniform distribution and distance to the property is the hamming distance. Two notable recent detours from this approach are [BRY14a] and [CDJS14] The former gives the first systematic study of the property testing with the notion of farness being L p -distance from the property. The later gives the optimal testers for properties when queries are made over domain points sampled from some product distribution. We unify the two settings and get better results for the L p -property testing over product distributions.
Definition 1.1 formally defines the notion of L p -distance over general distributions. This definition from [BRY14a] generalizes the notion of distance given in the seminal work of Goldreich, Goldwasser, and Ron [GGR98] . [BRY14a] showed wide applications of L p -testing in the fields of learning, approximation theory, noise suppression etc. The authors in [CDJS14] give optimal testers for a class of properties called bounded derivative properties. Owing to the generality of bounded derivative properties refered to as P, their work subsumes almost all the works done in the field of monotonicity and the Lipschitz L 0 -property testing over past decade.
In this paper we study the problem of bounded derivative property testing of real valued functions f : [n] d → [a, b], with respect to a product distribution D := i≤d D i and L p -distance. First, we show how to extend the testers of [BRY14a] to the product distribution setting. Then we generalize the Lipschitz tester of [BRY14a] to a much broader class of bounded derivative properties that includes (α, β)-Lipschitz property, where α and β are the left and right Lipschitz constants. To be precise, each edge is allowed to have it's own personal set of left and right Lipschitz constants.We note that out results match the adaptive lower bound for c-Lipschitz testing given in [BRY14a] , which is a special case. Therefore, the upper bound is optimal when the bounding family is a set of constant valued functions.
Roughly, a function f is in P iff the discrete analogue of it's first derivative is bounded. Definition 1.3 formally describes P. The problem is to distinguish monotone functions from those which are ε-far with respect to L p -distance defined by D over [n] d . Well studied properties like monotonicity, the Lipschitz property, (α, β)-generalized Lipschitz property and many more properties fall in the purview of bounded derivative properties. The bounds may be set in such a way that the function is required c-Lipschitz in first dimension, (α, β)-Lipschitz in second dimension, (α ′ , β ′ )-Lipschitz in third dimension and so on.
Preliminaries
The notion of L p distance is defined in [BRY14a] which resembles closely to the following. 
In the following, f :
, we use µ D (X) to denote the probability mass of the subset X, and µ D i to denote the marginal along the ith dimension. Therefore, for any point
We let U denote the uniform distribution; observe that µ U (X) = |X|/n d . A line along dimension i, or simply an i-line, in [n] d is a collection of n points which have all but their ith coordinates same. Given a dimension i, we let D −i denote the distribution j =i D j . Observe that D −i is product distribution on i-lines. For any line ℓ, the restriction of f to the line ℓ is denoted by f |ℓ . Note that f |ℓ has domain [n] .
We will use the following theorem from [BRY14a] to prove our result for all L p -norms. Note that since we obtain the upper bounds for product distributions by reducing them to uniform distribution, Theorem 1.2 applies directly to our setting as well.
Theorem 1.2 ([BRY14a]
). For every property P over any domain and all ε ∈ (0, 1)
Moreover, if P is a property of boolean functions then
Now we formally define the bounding function family associated with some bounded derivative property P.
and y ∈ [n − 1], l r (y) < u r (y). Let B be a bounding family of functions. The property of being B-derivative bounded, denoted as P(B), is the set of functions f :
We define a quasimetric depending on B denoted by m(x, y).
Definition 1.4 ([CDJS14]
). Given bounding family B, construct the weighted directed hypergrid [n] d , where all adjacent pairs are connected by two edges in opposite directions. The weight of (x + e r , x) is u r (x r ) and the weight of (x, x + e r ) is −l r (x r ). m(x, y) is the shortest path weight from x to y.
Note that m is asymmetric, can take negative values, and m(x, y) = 0 does not necessarily imply x = y. For these reasons, it is ceases to be a metric, although we will refer to it simply as a metric in the remainder of the paper abusing its closeness to a metric due to the properties stated in Lemma 1.6. It has been shown in [CDJS14] 
If a function f ∈ P(B), then applying (1) on every edge of the path described above (the upper bound when we decrement a coordinate and the lower bound when we increment a coordinate), we get f (x) − f (y) ≤ m(x, y) for any pair (x, y). Conversely, if ∀x, y, f (x) − f (y) ≤ m(x, y), then considering neighboring pairs gives f ∈ P(B). This argument is encapsulated in the following lemma. 
3. (Projection.) Fix any dimension r. Let x, y be two points with x r = y r . Let x ′ and y ′ be the projection of x, y onto some other r-hyperplane. That is, x ′ r = y ′ r , and
Definition 1.7 (Violation Graph). The violation graph of a function f with respect to property P, denoted as G viol (f, P) (also G f in some of the subsequent sections), has [n] d as vertices, and edge (x, y) if it is a violation to P, that is either
Our results
Our main result is the L p tester for bounded-derivative properties over the domains with arbitrary product distributions defined over them. As noted in [CDJS14] , this class includes properties like monotonicity ([DGL + 99]), the Lipschitz property ([JR11]), (α, β)-generalized Lipschitz property ( [CS13a] ) and many more (depending on the bounding function family). In particular, our tester implies the same upper bound of [BRY14a] for monotonicity and c-Lipschitz properties over product distribution.
We also obtain first non-trivial bounds for other bounded derivative properties where the bounding function family is a set of constant valued functions.
corresponding to the property P(B). There is a tester for P(B) (sometimes refered as P) with running time O( d ε p ). In Theorem 1.9, the sets S l and S u are finite sets (|S u | ≤ n − 1, |S l | ≤ n − 1) of constants that are independent of n and b − a. Note that the running time of tester in Theorem 1.9 matches the known non-adaptive lower bound for c-Lipschitz property (refer [BRY14a] ) which is a special case of P. Therefore, this is upper bound is optimal for uniformly distributed domains. In rest of the paper, we will be working with L 1 distance only. All the results can be extended to L 2 distance using Theorem 1.2.
Scope of this work. Theorem 1.9 covers a large set of properties including (α, β)-Lipschitz property where α and β are left and right Lipschitz constants. Infact it allows each edge in the hypergrid to have it's own personal left and right Lipschitz constants. Still, this is a strict subset of bounded-derivative properties as defined in [CDJS14] . In particular, monotonicity testing is out of the scope of Theorem 1.9 because right derivative bound is not constant. The lower bound in [BRY14a] shows that such a bound cannot be achieved by any non-adaptive tester.
Related work
The area of property testing has florished in the last fifteen years. A lot of work has been done for testing the bounded derivative properties like monotonicity [ 
The field of L p -testing is still relatively very little explored for p = 1, 2. The work by [FV13] shows gives an L 1 -testers for submodularity. L 1 -distance is widely used to study the properties of distributions [BFR + 13, BFRV11, oCDVV14, DDS + 13, Val11, VV11]. Recently, [BRY14a] has given a systematic study of L p -testing for various properties over uniformy distributed hypergrid domain [n] d . They give many applications of L p -property testing in various areas of computing.
Reducing from arbitrary product distributions
We reduce arbitrary product distributions to uniform distributions on what we call the bloated hypergrid. Assume without loss of generality that all µ Dr (j) = q r (j)/N , for some integers q r (j) and
There is a natural many-to-one mapping from Φ :
n] such that j<ℓ q r (j) < t ≤ j≤ℓ q r (j). That is, partition [N ] into n contiguous segments of lengths q r (1), . . . , q r (n). Then φ r (t) is the index of the segment where t lies. The mapping Φ :
We use Φ −1 to define the set of preimages, so Φ −1 maps a point in [n] 
Proof. The set Z = x∈X Φ −1 (x) is the union of all the preimages of Φ over the elements of X. Since preimages are disjoint, we get |Z|
Thus, f ext is constant on the cuboids in the bloated hypergrid corresponding to a point in the original hypergrid. Define the following metric on
The following statements establish the utility of the bloated hypergrid, and the proof of the dimension reduction of f over [n] d w.r.t. D follows easily from these and the proof for the uniform distribution. 
Proof. Note that the first equality in the theorem because of the following.
Note that by the chain of equalities similar to (6), it can be shown that
In the subsequent sections, we will talk about the testers in the uniformly distributed hypergrid domain. All the results can be extended to the known product distribution using bloated hypergrid domain arguments.
L 1 -distance and maximum weight matching
Let f : D → R be a function on discrete domain D with induced quasimetric d induced by the bounded derivative property P. A pair (x, y) is not violated iff f (x)−f (y) ≤ m(x, y). The violation score of (x, y), defined as vs f (x, y) = max{f (x) − f (y) − m(x, y), f (y) − f (x) − m(y, x)}. An edge is violated iff vs f (x, y) > 0. The violation graph G f = (D, E f ) of f is a graph on D such that (x, y) ∈ E f iff vs f (x, y) > 0. The weight of each edge (x, y) ∈ E f is vs f (x, y). The following lemma relates the maximum weight matching in G f to L 1 distance of f from P. We note that Lemma 3.2 generalizes Lemma 3.1 in [BRY14a] which was proved for Lipschitz property.
We need the following observation about the violation score in further discussions.
Lemma 3.2. Let M be the maximum weight matching in
Proof. First we prove that
Moreover, since M is a matching, each vertex appears in at most one pair in M . Therefore
Now we prove that L 1 (f, P) ≤ vs f (M ). The argument in this part is closely related to the proof of Lemma 3.1 in [BRY14a] . Consider the partition of vertex set
where D op = {x ∈ D|f (x) op g(x)} where op = {>, =, <}. Consider the bipartite graph y) by Claim 3.1. Thus we have
Lemma 3.3 shows that B f contains a matching M ′ which matches every vertex x ∈ D < ∪ D > . We say that M ′ ∋ x if x is matched in M ′ . Thus, we infer that
Now we show that there exists a matching M ∈ G f such that vs f (M ) ≥ vs f (M ′ ). Consider an edge (x, y) ∈ B f . If x ∈ D > and y ∈ D < , then we add (x, y) to M in B f . Consider a vertex x ∈ D = in B f . Let the edges incident to x in B f be (y, x) and (x, z). Note that by Lemma 3.3, both the edges exist. Also, by the definition of B f , we have f (y) > f (x) > f (z). Now we have
Therefore vs(y, z) = vs(y, x) + vs(x, z). Therefore vs(M ′ ) = vs(M ). The proof of this lemma is very similar to the one given in [BRY14a] , so we skip the details here.
4 Dimension reduction from the grid to the line A natural approach for bounded derivative property testing over hypergrids is to perform dimension reduction [DGL + 99, HK08b, AC06, BRY14a, CDJS14] to the line: Can one argue that if f is far from P on the hypergrid, then some (or many) restrictions f |ℓ to lines will also be far from P?
Consider the expected distance of f |ℓ , where ℓ is a random axis parallel chosen from L(n, d) which denotes the set of all axis-parallel lines in [n] d . Our dimension reduction lemma is the following.
We note here that the dimension reduction lemma with same guarantee has been proven in [BRY14a] for c-Lipschitz and monotonicity for boolean valued functions separately, but it is unclear to us how to extend it to the bounded derivative properties and monotonicity of real valued functions, in particular when the bounding functions are different in each dimension.
Dimension reduction and the alternating paths
We begin by proving Lemma 4.1 for the uniform distribution. This requires some of the machinery of [CS13a, CDJS14] . Consider a maximum weight matching of minimum cardinality (henceforth called MWm) M of G f . From Lemma 3.2, we get vs f (M ) = L 1 (f, P). An important theorem of [CDJS14] related the size of M to the number of special axis-aligned violated pairs. This leads to an optimal property tester w.r.t the uniform distribution.
For a matching M and coordinate i we say that a pair (x, y) ∈ M is an i-cross pair if x i = y i .
Theorem 4.2 (from [CDJS14]).
Let f be a function on [n] d and suppose there are no violations along the i-lines. That is, for any pair (x, y) with x j = y j for j = i and x i < y i , we have f (x) ≤ f (y). Then there exists a MWM in G f with no i-cross pairs.
We define a sequence of matchings starting with the MWM M . The ith matching M i is also an MWM but it is not allowed any j-cross pairs for 1 ≤ j ≤ i. Our main claim (Lemma 4.4) proves that L 1 (f |ℓ ), P) is an upper bound on the drop in the violation scores of matchings, which gives the dimension reduction lemma. This claim is proved using Theorem 4.2 and uses a simple but useful structural statement about MWMs (Claim 4.3). We dive into the details now, starting with some definitions.
• Define M i to be a MWM in G f that does not contain any j-cross pairs for 1 ≤ j ≤ i. Observe that vs f (M 0 ) = L 1 (f, P) and vs f (M d ) = 0.
• Hypergrid slices: 
Proof. Look at the symmetric difference of M and N . This gives us alternating paths and cycles. Let p f ∈ P and p g ∈ P be two real valued functions on the hypergrid that are closest to f and g, that is,
The first inequality follows from the fact that 
Proof. Since M i−1 has no j-cross pairs for j ≤ i − 1, all pairs of M i−1 have both endpoints in the same slice S a for some a ∈ [n] i−1 . Thus, M i−1 partitions into sub-matchings in each S a . Let M a i−1 be the pairs of M i−1 with both end points in slice S a .
Similarly, M a i is defined, and infact since M i has no i-cross pairs either, we get for every a ∈ [n] i−1 ,
). where (a • j) is the i-dimensional vector obtained by concatenating j at the end of a. The following is a consequence of the partition of M i−1 and M i across the slices.
Let f (i) be the closest function to f with no violations along dimension i, that is, for any x, y with x i < y i and x j = y j , j = i, we have 
). Summing over all j, From now on, we will assume that l(x) = −u(x). This assumption makes the analysis of the line tester much cleaner. The following reduction shows that this assumption is not without loss of generality.
Bounded derivative testing on a line
We define a function g :
. Also, the bounding family of g is defined as
. Note that since u(v) > l(v), l ′ (v) and u ′ (v) are always non-zero. Claim 5.1 shows that the violation score of each edge with respect to g is same as with respect to f .
Claim 5.1. Let f and g be defined as above. Then for any edge (x, y) (x < y), vs f (x, y) = vs g (x, y).
Proof. We have
Similarly we have
Therefore we have
Corollary 5.2. Maximum weight matchings in the violation graphs of f and g are identical.
f (z) − f (y) ≤ m f (z, y). Adding both the inequalities we get · (n − 1) violated pairs. Since each violated pair is contributed by the edge of M at most twice, the number of violated pairs in M is at least 1 2
The last equality follows from the fact that ε = dist(f, P) = 
Testers for the hypergrid
The hypergrid testers are easy consequences of the dimension reduction and the line testers. Let L n,d denote the set of axis parallel lines in [n] d .
