Abstract. Most CBR systems in operation today are 'retrieval-only' in that they do not adapt the solutions of retrieved cases. Adaptation is, in general, a difficult problem that often requires the acquisition and maintenance of a large body of explicit domain knowledge. For certain machine-learning tasks, however, adaptation can be performed successfully using only knowledge contained within the case base itself. One such task is regression (i.e. predicting the value of a numeric variable). This paper presents a knowledge-light regression algorithm in which the knowledge required to solve a query is generated from the differences between pairs of stored cases. Experiments show that this technique performs well relative to standard algorithms on a range of datasets.
Introduction
Case-based reasoning (CBR) systems solve new problems by re-using solutions from similar, previously solved cases. Solutions may be directly copied from old to new cases, or may be adapted to match the requirements of new problems more precisely [1] . The adaptation of old solutions is a difficult process that generally requires detailed knowledge of both the problem domain and the task at hand. For that reason, most deployed CBR systems do not attempt adaptation, but instead limit themselves to the retrieval of past cases.
In general, the complexity of the adaptation task increases with the complexity of the problem domain. Highly complex domains require the addition of explicit adaptation knowledge, often in the form of rule-sets [2] . CBR systems that rely on this knowledge have been described as 'knowledge-intensive'; those that seek to minimize the use of domain-specific knowledge have been called 'knowledge-light' [3] .
One application amenable to a knowledge-light approach is regression, where the goal is to predict the value of a numeric variable. The knowledge required to solve a problem case may be garnered locally from neighbouring cases at run-time, e.g. using the k-NN algorithm. Alternatively, adaptation knowledge may be compiled into a global domain model, e.g. a neural network or linear model. This paper describes a knowledge-light approach to regression that utilizes both global and local adaptation knowledge. Global adaptation knowledge is automatically generated from the differences between stored cases in the case base (CB). When a new problem case is received, global and local knowledge are combined to predict its solution.
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In a previous paper [4], we introduced the idea of mining adaptation knowledge from case differences. This paper details how case differences can be used to construct a robust, effective regression system. It also describes how regression can be performed on datasets with nominal attributes, and presents new experimental results.
Section 2 introduces case differences and shows how they can be used in a simple regression system. It identifies some limitations that impair this system's performance in many real-world domains. Section 3 addresses these and describes how case differences can form the basis for a practical regression algorithm. Finally, section 4 presents an experimental evaluation of the technique by comparing its performance with standard algorithms on a range of datasets.
Case Differences
This section describes what we mean by case differences, and shows how they can be applied to solve regression problems in a simple domain. This 'first attempt' at using case differences is subject to a number of limitations that must be overcome before the technique can be applied in real-world domains. These limitations are discussed, and solutions proposed in Section 3.
Introduction to Case Differences
Let us assume for the moment that each case is stored as a vector of numeric attributes. The difference between any two cases can then be calculated simply by subtracting one from the other.
Suppose we have a simple artificial housing domain where the value of a house is a function of its number of bedrooms and location: housePrice = f (numBedrooms, location) where problem attributes numBedrooms and location have range 1 to 6. Given two sample cases of form (numBedrooms, location, housePrice), C 1 : (4, 1, 320000), C 2 : (3, 2, 300000), the differences between them can be calculated and stored in a difference case:
This difference case states that an increase of 1 in numBedrooms and a decrease of 1 in location results in an increase of 20000 in housePrice. It encapsulates specific adaptation knowledge that may be applied to solve new problems. A difference case can be generated from each pair of cases in the CB, C i -C j . All difference cases can then be stored together in their own Difference CB.
Naïve Application of Case Differences for Regression
Case differences can be used to solve a new query problem as follows: calculate the differences between the query and a neighbouring case, then account for these differences using a stored difference case.
