Abstract. Canonical divisors in Bergman spaces can be found as solutions of extremal problems. We derive a formula for certain extremal functions in the weighted Bergman spaces A p α for α > −1 and 1 ≤ p < ∞. This leads to a study of the zeros of a specific family of hypergeometric functions.
Introduction
The Bergman space A p is the space of functions analytic in the unit disk D for which
where dσ is normalized area measure on the disk and 0 < p < ∞. Given an A 2 zeroset {ζ j } with ζ j = 0, Hedenmalm [2] showed that the solution G of the extremal problem
is a contractive divisor. In other words, G vanishes precisely on the set {ζ j } and, for any function f in A 2 which also vanishes on this set, f /G ∈ A 2 and f /G 2 ≤ f 2 . Duren, Khavinson, Shapiro and Sundberg [1] obtained the analogous results for A p . The weighted Bergman space A p α is the space of functions analytic in the disk for which
where w α (z) = (α + 1)(1 − |z| 2 ) α , α > −1 and 0 < p < ∞. Shimorin [6] , [7] proved that for −1 < α ≤ 1 the analogous extremal functions are contractive divisors in A 2 α . The present paper considers these canonical divisors in the weighted Bergman space A p α . For simplicity, we restrict ourselves to the case 1 ≤ p < ∞. We will derive an explicit formula for the extremal function when the zero-set consists of a single point. The formula involves hypergeometric functions and is valid when these functions are nonvanishing in a given disk. We will discuss how the location 
The existence and uniqueness of the extremal function can be established by generalizing the methods used in [1] .
The following proposition gives a sufficient condition for a given function to be extremal.
is a constant multiple of the extremal function corresponding to the given zero-set.
To prove this we use the following lemma.
Lemma 2.2. For
The proofs of these two results are obtained by modifying the arguments given in [1] and will be omitted.
The main result
We now suppose that our given zero-set consists of a single point. This case is of importance when we consider whether the extremal function has extraneous zeros. Since we wish to divide by our extremal function G, it is essential that G have no zeros in the unit disk other than those prescribed. Showing that the single-point extremal function has no extraneous zeros is a key step in proving the same for a general extremal function (see, for instance, [1] , p. 45).
Before stating the result, we recall that the Gauss hypergeometric function is defined as
where (x) n = Γ(x + n)/Γ(x) is Pochhammer's symbol. This series converges for all z in the unit disk (see [5] for details). 
Since g must have the prescribed zero at β, we may write g(z) = ϕ β (z)f (z), where f is analytic and nonvanishing in the unit disk and
Letting w = ϕ β (z), we require that
where
As Ψ is arbitrary, we set Ψ(w) = (1 − βw)w k and Φ(w) = ∞ n=0 c n w n . Thus, where B(x, y) is the beta function. Therefore
Solving for f in the definition of Φ gives
As w = ϕ β (z), inserting the formula for c n and taking c 0 = 1, we have
Thus the function g with the required orthogonality property is
Finally, we normalize g to give our extremal function G β which satisfies G β p,α = 1 and
To get our formula into the form (3.1), we use the hypergeometric identity (see, for instance, [5] )
Because ϕ β is a disk automorphism, |ϕ β (z)| ≤ 1 for all z in the closed unit disk. Therefore, since |β| < 1, even for z on the unit circle, the series that defines F (−α − 1, p 2 ; p 2 + 1; βϕ β (z)) will converge. Therefore, as each of the partial sums is analytic in the closed disk, we know that F itself will be analytic in the closed disk. Since by hypothesis F does not vanish in the disk {|w| < |β|}, we see that G β is a well-defined, single-valued analytic function in the open unit disk.
Validity of the formula
We can now compare the formula in Theorem 3.1 to previously known formulas for the single-point extremal function. The first case we consider is α = 0, the unweighted Bergman space. Then
Also, B(α + 1,
This is the formula found in [1] . We now look at the case p = 2. Since (−α − 1) n = −(−α − 2) n+1 /(α + 2), we see by the binomial formula ( 
the respective cutoff values of α for p = 1, 2, ..., 10. This technique is illustrated in Figure 2 . As p increases, this cutoff value appears to decrease. The approximate cutoff values are shown in the following table and plotted in Figure 3 . 
