Abstract. The computational complexity of optimization problems of the min-max form is naturally characterized by Π P 2 , the second level of the polynomial-time hierarchy. We present a number of optimization problems of this form and show that they are complete for the class Π P 2 . We also show that the constant-factor approximation versions of some of these optimization problems are also complete for Π P 2 .
Introduction
Consider an optimization problem of the following form:
MAX-A: for a given input x, find max y {|y| : (x, y) ∈ A}, where A is a polynomial-time computable set such that (x, y) ∈ A only if |y| ≤ p(|x|) for some polynomial p (we say A is polynomially related). For instance, if A = {(G, Q): G = (V, E) is a graph and Q ⊆ V is a clique in G}, then MAX-A is the well-known maximum clique problem. 1 It is immediate that the decision version of MAX-A, i.e., the problem of determining whether max y {|y| : (x, y) ∈ A} is greater than or equal to a given constant K, is in NP. In the past twenty years, a great number of optimization problems of this type have been shown to be NP-complete [3] . 2 Assume that A ∈ P, A is polynomially related, and that we are given m input instances x 1 , . . . , x m and are asked to find min 1≤i≤m max y {|y| : (x i , y) ∈ A}.
Then, (the decision version of) this problem is still in NP, if the instances x 1 , . . . , x m are given as input explicitly. However, if m is exponentially large relative to |x| and the instances x 1 , . . . , x m have a succinct representation then the complexity of the problem may be higher than NP. For instance, consider the following problem MINMAX-CLIQUE: The input to the problem MINMAX-CLIQUE is a graph G = (V, E) with its vertices V partitioned into subsets V i,j , 1 ≤ i ≤ I, 1 ≤ j ≤ J. For any function t : {1, . . . , I} → {1, . . ., J}, we let G t denote the induced subgraph of G on the vertex set V t = MINMAX-CLIQUE: given a graph G with the substructures described above, find f CLIQUE (G) = min t max Q {|Q| : Q ⊆ V is a clique in G t }.
Intuitively, the input G represents a network with I components, with each component V i having J subcomponents V i,1 , . . . , V i,J . At any time t, only one subcomponent V i,t(i) of each V i is active, and we are interested in the maximum clique size of G for all possible active subgraphs G t of G. For people who are familiar with the NP-completeness theory, it is easy to see that the problem MINMAX-CLIQUE is in Π P 2 , the second level of the polynomial-time hierarchy; i.e., the decision problem of determining whether f CLIQUE (G) ≤ K, for a given constant K, is solvable by a polynomial-time nondeterministic machine with the help of an NP-complete set as the oracle. Therefore, it is probably not in NP. Indeed, we will show in Theorem 10 that this problem is complete for Π P 2 . In general, if an input instance x contains an exponential number of subinstances (x 1 , . . . , x m ) (called a parameterized input), then the problem of the form MINMAX-A: for a given parametrized input x, find f MINMAX-A (x) = min 1≤t≤m max y {|y| : (x t , y) ∈ A}, is a natural generalization of the problem MAX-A and its complexity is in Π P 2 . In this paper, we present a number of optimization problems of this type and show that they are complete for Π P 2 , and hence are not solvable in deterministic polynomial time even with the help of an NP-complete set as the oracle, assuming that the polynomial-time hierarchy does not collapse to ∆ P 2 = P NP . These problems include the generalized versions of the maximum clique problem, the maximum 3-dimensional matching problem, the dynamic Hamiltonian circuit problem and the problem of computing the generalized Ramsey numbers.
We remark that although numerous optimization problems have been known to be NP-complete, there are relatively fewer natural problems known to be complete for Π P 2 (or, for Σ P 2 , the class of complements of sets in Π P 2 ) (cf. [8, 12, 13, 14] ). Our results here demonstrate a number of new Π P 2 -complete problems. We hope it could be a basis from which more Π P 2 -complete problems can be identified. In the recent celebrated result of the PCP characterization of NP, Arora et al [1] showed that the constant-factor approximation versions of many optimization problems of the form MAX-A, including MAX-CLIQUE, are also NP-complete. It implies that if P = NP, then there is a constant > 0 such that no polynomialtime algorithm can find for each input x a solution y of size |y| ≥ (1 − )|y * | such that (x, y) ∈ A, where y * is an optimum solution for x. Through a nontrivial generalization, the PCP characterization of NP has been successfully extended to Π P 2 [2, 5, 6] . We apply this characterization to show that some of the problems of the form MINMAX-A also have similar nonapproximability property. That is, if Π P 2 = ∆ P 2 , then there exists a constant > 0 such that no polynomial-time oracle algorithm using an NP-complete set as the oracle can compute, for each x, a value k such that k * /(1 + ) ≤ k ≤ (1 + )k * , where k * = f MINMAX-A (x). These problems include the min-max versions of the maximum clique problem, the maximum 3-dimensional matching problem and the longest circuit problem.
Definitions
In this section, we review the notion of Π P 2 -completeness, and present the definition of the optimization problems. In the following, we assume that the reader is familiar with the complexity classes P, NP and the notion of NP-completeness. For the formal definitions and examples, the reader is referred to any standard text, for instance, [3] .
For any string x in {0, 1} * , we denote by |x| the length of x. Let x, y be any pairing function, i.e., a one-to-one mapping from strings x and y to a single string in polynomial time. A well-known characterization of the class NP is as follows: A ∈ NP if and only if there exists a set B ∈ P such that for all x ∈ {0, 1} * ,
where p(n) is some polynomial depending only on A. The complexity class Π P 2 is a natural extension of the class NP: A ∈ Π P 2 if and only if there exists a set B ∈ P such that
It is obvious that NP ⊆ Π * , x ∈ A ⇐⇒ f(x) ∈ A (f is called a reduction from A to A). There are a few natural problems known to be complete for Π P 2 . A standard Π P 2 -complete problem that will be used in our proofs is the following generalization of the famous NP-complete problem SAT. Suppose that F is a 3-CNF boolean formula. We write F (X, Y ) to emphasize that its variables are partitioned into two sets X and Y . For a 3-CNF boolean formula F (X, Y ), and for any truth assignments τ 1 : X → {0, 1} and τ 2 : Y → {0, 1}, we write F (τ 1 , τ 2 ) to denote the formula F with its variables taking the truth values defined by τ 1 and τ 2 . We also write tc(F (τ 1 , τ 2 )) to denote the number of clauses of F that are true to the truth assignments τ 1 and τ 2 .
SAT 2 : for a given 3-CNF boolean formula F (X, Y ), determine whether it is true that for all truth assignments τ 1 : X → {0, 1}, there is a truth assignment
The problem SAT 2 may be viewed as (a subproblem of) the decision version of the following optimization problem: MINMAX-SAT: for a given 3-CNF boolean formula F (X, Y ), find f SAT (F ) = min τ1 :X→{0,1} max τ2 :Y →{0,1} tc(F (τ 1 , τ 2 )).
In the following, we introduce some new optimization problems of the min-max form. For each optimization problem, we also list its corresponding decision version. First, we consider the problem MINMAX-SAT in the restricted form.
MINMAX-SAT-B: for a given 3-CNF boolean formula F (X, Y ) in which each variable occurs in at most b clauses where b is a constant independent of the size of F , find f SAT (F ). (Decision version: for an additional input K > 0, is
In addition to the problem MINMAX-CLIQUE defined in Section 1, we introduce a few more min-max optimization problems that are the generalizations of some famous NP-complete optimization problems based on the idea of parameterized inputs. Recall that for a graph G = (V, E) with its vertex set V partitioned into subsets V i,j , 1 ≤ i ≤ I, 1 ≤ j ≤ J, and for a function t : {1, . . ., I} → {1, . . ., J}, we let V t = I i=1 V i,t(i) and let G t be the induced subgraph of G on the vertex set V t . The following generalized vertex cover problem is a dual problem of MINMAX-CLIQUE. For a graph G = (V, E), we say that a subset V ⊆ V is a vertex cover if V ∩ {u, v} = ∅ for all edges {u, v} ∈ E.
MAXMIN-VC: given a graph G with its vertex set V partitioned into subsets
The following problem is the generalization of the Hamiltonian circuit problem. For a graph G = (V, E) and a subset V ⊆ V , we say G has a circuit on V if there is a cycle of G going through each vertex of V exactly once. We say G is Hamiltonian if G has a circuit on V .
MINMAX-CIRCUIT: given a graph G with its vertex set V partitioned into subsets
The next problem is the generalization of the maximum 3-dimensional matching problem. Let W be a finite set and S be a collection of 3-element subsets of W . Let W be a subset of W . A subset S ⊆ S is called a (3-dimensional) matching in W if all sets s ∈ S are mutually disjoint, and are contained in W . In the following, if W = I i=1 J j=1 W i,j , and t is a function from {1, . . . , I} to {1, . . ., J}, we write W (t) to denote the set In addition to the above problems based on the idea of parameterized inputs, we consider several natural problems in Π P 2 . First, we consider the problem of computing the Ramsey number. For any graph G = (V, E), a function c : E → {0, 1} is called a coloring of G (with two colors). For any complete graph G with a twocolor coloring c, a set Q ⊆ V is a monochromatic clique if all edges between vertices in Q are of the same color. Ramsey theorem states that for any positive integer K, there exists an integer n = R K such that for all two-colored complete graph G of size n, there is a monochromatic clique Q of size K. To study the complexity of computing the Ramsey function mapping K to the minimum R K , we consider the following generalized version. In the following, we say a function c : E → {0, 1, * } is a partial coloring of a graph G = (V, E) (c(e) = * means the edge e is not colored yet). A coloring c : E → {0, 1} is a restriction of a partial coloring c, denoted by c c, if c (e) = c(e) whenever c(e) = * .
GENERALIZED RAMSEY NUMBER(GRN): given a complete graph G = (V, E) with a partial coloring c, find
Notice that the Ramsey number R K can be found by a binary search for the graph G of the minimum size that has f GRN (G, c 0 ) ≥ K with respect to the empty coloring c 0 (i.e., c 0 (e) = * for all edges e).
The next two problems are the variations of the Hamiltonian circuit problem. The first problem is to find, from a given digraph and a subset of alterable edges, the length of the longest circuit in any alteration of those edges. Let G = (V, E) be a digraph and D a subset of E. We let G D denote the subgraph of G with vertex set V and edge
LONGEST DIRECTED CIRCUIT (LDC): given a digraph G = (V, E) and a subset
The next problem is similar to the above problem, but is about the longest circuits in undirected graphs. For simplicity, we formulate it as a special case of its decision version.
DYNAMIC HAMILTONIAN CIRCUIT (DHC): given a graph G = (V, E), and a subset B of E, determine whether G D = (V, E − D) is Hamiltonian for all subsets D of B with|D| ≤ |B|/2.
Π P

-Completeness Results
All the problems defined in Section 2 can be easily seen belonging to Π P 2 . In this section, we show that MINMAX-CIRCUIT, GRN and DHC are actually Π P 2 -complete. The problems MINMAX-CLIQUE and MINMAX-3DM will be shown to be Π P 2 -complete in Section 5 together with the stronger results that their contant-factor approximation versions are also Π P 2 -complete. The Π P 2 -completeness of MAXMIN-VC is a corollary of that of MINMAX-CLIQUE. The proofs for the Π P 2 -completeness of the problems MINMAX-SAT-B and LDC are much more involved; we prove them in a separate paper [7] .
Proof. We construct a reduction from SAT 2 to (the decision version of) MINMAX-CIRCUIT. The construction is a modification of the reduction from SAT to the Hamiltonian circuit problem. Let F be a 3-CNF boolean formula over variables X = {x 1 , . . . , x r } and Y = {y 1 , . . ., y s }. Assume that F = C 1 ∧ C 2 ∧ · · · ∧ C n , where each C j is the OR of three literals. We will define a graph G over 18n + 4r + 2s vertices.
For each clause C j , we define a subgraph H j of 18 vertices as shown in Figure 1 . This subgraph H j will be connected to other parts of the graph G only through the vertices labeled α k [j] and β k [j], k = 1, 2, 3. Thus, it has the following property: if a Hamiltonian circuit of G enters H j through α k [j] for some k = 1, 2, 3, then it must exit at β k [j], and visit either one or two or all three rows of H j .
In addition to subgraphs H j , we have some more vertices: For each variable x i in X, we define four vertices: u i,0 , u i,1 ,ū i,0 ,ū i,1 . For each variable y i in Y , we define two vertices: We define the edges between these components as follows.
(3) For each literal z and for k = 0, 1, let
Then we define edges to form a path from w(z) 0 to w(z) 1 : assume that z occurs as the k 1 th, k 2 th, . . ., k m th literal in clauses C j1 , C j2 , . . . , C jm , respectively, with
, there is a path between them, and for each pair (v i,0 , v i,1 ) there are two paths between them, corresponding to the occurrences of two literals y i andȳ i .)
The above completes the definition of all edges. To complete the reduction, we let I = r + 1, J = 2, and for each 1
and all other vertices are in V r+1,0 = V r+1,1 . (For convenience, we define V i,0 and V i,1 instead of V i,1 and V i,2 .) Finally, we let K = 18n + 2r + 2s, which is equal to the size of |V t | for all functions t : {1, . . ., I} → {0, 1}.
The correctness of this reduction is very easy to see. We only give a short sketch here. First, assume that for each truth assignment τ 1 on X, there is a truth assignment τ 2 on Y satisfying all clauses C j in F . Let t : {1, . . ., r + 1} → {0, 1} be any function. Then, t defines a truth assignment τ 1 (x i ) = t(i), and all vertices in V i,t(i) corresponds to "true" literals under τ 1 . From this τ 1 , there is a truth assignment τ 2 on Y that satisfies all clauses. Now, for each "true" literal z under τ 1 and τ 2 , we have a path from w(z) 0 to w(z) 1 in G t . Connecting these paths together forms a Hamiltonian circuit for G t , since each subgraph H j is visited by at least one such paths.
Conversely, assume that for any t : {1, . . . , I} → {0, 1}, there is a Hamiltonian circuit Π t in G t . Then, by the basic property of subgraphs H j , this circuit Π t defines, for each pair of nodes (w(z) 0 , w(z) 1 ) in V t , a path from w(z) 0 to w(z) 1 . That is, for each τ 1 on X such that τ 1 (x i ) = t(i), we can define a truth assignment τ 2 on Y by τ 2 (y i ) = 1 (or, τ 2 (y i ) = 0) if the path of Π t from v i,0 to v i,1 visits nodes corresponding to the literal y i (or, respectively,ȳ i ). Since each subgraph H j is visited by at least one of such paths, the assignments τ 1 and τ 2 together must satisfy each clause C j .
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Proof. We construct a reduction from SAT 2 to GRN. Let F be a 3-CNF formula over variables X = {x 1 , . . . , x r } and Y = {y 1 , . . . , y s }. Assume that
where each C i is the OR of three literals. We further assume that r ≥ 2 and n ≥ 3. Let K = 2r+n. The graph G has N = 6r+4n−4 vertices. We divide them into three groups:
The partial coloring c on the edges of G is defined as follows (we use colors blue and red instead of 0 and 1):
(1) The edges among
(2) All other edges between two vertices in V X are colored by blue; i.e., c({x i,j , (5) The edge between two vertices c i,j and c i ,j , where i = i , is colored by red if the jth literal of C i and the j th literal of C i are complementary (i.e., one is x q and the other isx q , or one is y q and the other isȳ q for some q). Otherwise, it is colored by blue.
(6) The edge between any vertex in V R and any vertex in V X is colored by red, and the edge between any vertex in V R and any vertex in V C is colored by blue.
(7) For each vertex c i,j in V C , if the jth literal of C i is y q orȳ q for some q, then all edges between c i,j and any vertex in V X are colored by blue. If the jth literal of C i is x q for some q, then all edges between c i,j and any vertex in V X , exceptx q,1 andx q,2 , are colored by blue, and c({c i,j ,x q,1 }) = c({c i,j ,x q,2 }) = red. The case where the jth literal of C i isx q for some q is symmetric; i.e., all edges between c i,j and any vertex in V X , except x q,1 and x q,2 , are colored by blue, and c({c i,j , x q,1 }) = c({c i,j , x q,2 }) = red.
The above completes the construction of the graph G and its partial coloring c. Notice that the partial coloring c has c(e) = * for all edges e except e i andē i , for 1 ≤ i ≤ r. Now we prove that this construction is correct. First assume that for each assignment τ 1 : X → {0, 1}, there is an assignment τ 2 : Y → {0, 1} such that F (τ 1 , τ 2 ) = 1. We verify that for any two-coloring restriction c of c, there must be a size-K monochromatic clique Q.
We note that if c (e i ) = c (ē i ) = red for some i ≤ r, then the vertices x i,1 , x i,2 ,x i,1 ,x i,2 , together with vertices in V R , form a red clique of size |V R | + 4 = K. Therefore, we may assume that for each i, 1 ≤ i ≤ r, at least one of c (e i ) and c (ē i ) is blue. Now we define an assignment τ 1 on X by τ 1 (x i ) = 1 if and only if c (e i ) = blue. For this assignment τ 1 , there is an assignment τ 2 on Y such that each clause C i has a true literal. For each i, 1 ≤ i ≤ k, let j i be the least j, 1 ≤ j ≤ 3, such that the jth literal of C i is true to τ 1 and
It is clear that Q is of size 2r + n. Furthermore, Q is a blue clique: (i) every two vertices in Q C are connected by a blue edge because they both have value true under τ 1 and τ 2 and so are not complementary; (ii) every two vertices in Q X are connected by a blue edge by the definition of Q X , and (iii) if a vertex c i,ji in Q C corresponds to a literal x q , then τ 1 (x q ) = 1 and sox q,1 ,x q,2 ∈ Q X and hence all the edges between c i,ji and each of x i ,j orx i ,j ∈ Q X are colored blue.
Conversely, assume that there exists an assignment τ 1 on X such that for all assignments τ 2 on Y , F (τ 1 , τ 2 ) = 0. Then, consider the following coloring c on edges e i andē i : c (e i ) = blue and c (ē i ) = red if τ 1 (x i ) = 1, and c (e i ) = red and c (ē i ) = blue if τ 1 (x i ) = 0. By the definition of c , the largest red clique in V X is of size 3. Also, the largest red clique in V C is of size 3, since every edge connecting two noncomplementary literals in two different clauses is colored by blue. Thus, the largest red clique containing V R is of size K −1, and the largest red clique containing at least one vertex of V C is of size ≤ 6 < K.
Next, assume by way of contradiction that there is a blue clique Q of G of size K. From our coloring, it is clear that, for each i, 1 ≤ i ≤ r, Q contains exactly two vertices in {x i,1 , x i,2 ,x i,1 ,x i,2 }, and for each i, 1 ≤ i ≤ n, Q contains exactly one c i,ji , for some 1 ≤ j i ≤ 3. Define τ 2 : Y → {0, 1} by τ 2 (y q ) = 1 if and only if the j i th literal of C i is y q for some i, 1 ≤ i ≤ k. Then, there is a clause C i such that C i is not satisfied by τ 1 and τ 2 . In particular, the j i th literal of C i is false to τ 1 and τ 2 . Case 1. The j i th literal of C i is x q for some q. Then, τ 1 (x q ) = 0, and so c (e q ) = red, and the edges between c i,ji and each ofx q,1 andx q,2 are red. This contradicts the above observation that Q contains two vertices in {x q,1 , x q,2 ,x q,1 ,x q,2 } Case 2. The j i th literal of C i isx q for some q. This is symmetric to Case 1. Case 3. The j i th literal of C i is y q for some q. This is not possible, because by the definition of τ 2 , τ 2 (y q ) = 1, but by the property that C i is not satisfied by τ 1 and τ 2 , τ 2 (y q ) = 0. Case 4. The j i th literal of C i isȳ q for some q. Then, τ 2 (y q ) = 1, and hence, by the definition of τ 2 , there must be another i ≤ n, i = i, such that c i ,j i is in Q and the j i th literal of C i is y q . So, the edge between c i,ji and c i ,j i is colored by red. This is again a contradiction.
The above case analysis shows that there is no blue clique in G of size K either. So the theorem is proven.
Proof. We reduce SAT 2 to DHC. Let F = C 1 ∧ C 2 ∧ · · · ∧ C n be a boolean formula over variables in X = {x 1 , . . . , x r } and Y = {y 1 , . . ., y s } where C i 's are three-literal clauses. We construct a graph G from F . A basic component of the graph G is a NOT device as shown in Figure 2 (a). (It was first introduced in [9] , and was called an exclusive-OR device in [11] ). Schematically, the two horizontal line paths are represented by two broadened line segments, one designated as input and the other output to the device, and the four vertical paths are "condensed" into one arrow, running from input to output (see Figure 2(c) ). As shown in [9] , there are only two ways for a Hamiltonian circuit to traverse such a device, one of them indicated in Figure 2 (a) by thicker line segments. For convenience, if a NOT device is traversed as shown in Figure 2 (a), we say that the NOT device has input true.
r Using two NOT devices, we also have the NAND device as shown in Figure 2 (b) and 2(d). Here, in order for a Hamiltonian circuit to traverse from c to e or vice versa, at least one of the two input NOT devices have to be false. When using these devices, we require that connections to other parts of the graph G can only go through circled vertices.
The graph G we are going to construct consists of a set of interconnected subgraphs:
(1) For each x i ∈ X, we have a variable subgraph G x (i) as shown in Figure 3 (a), and for each y j ∈ Y , a G y (j) as in Figure 3(b) . The number of NOT devices used in each variable subgraph will be defined in (3) below. In addition, we have a component subgraph G w , which is a concatenation of n + r NOT devices as shown in Figure 3 (c). Note that each variable or component subgraph has some extra labeled vertices. They are not part of any NOT devices, except that c and e of G x (i) are precisely those in the NAND device shown in figure 2(b) . T © E from G x and G y from G w Fig. 4 . The clause subgraph G C (i) that has two literals from X and one from Y . 
Then, in addition to those arrows going to G C from G x , G y and G w , these subgraphs are further connected by the following edges (see Figure 5) : We now show that the above construction is a reduction from SAT 2 to DHC. First suppose that F ∈ SAT 2 . We claim that G D is Hamiltonian for any D ⊆ B with |D| ≤ |B|/2. Consider the following two cases: Case 1. For some i, 1 ≤ i ≤ r, neither e 0 (i) nor e 1 (i) is in D. We show the existence of a Hamiltonian circuit H in this case. Let i be the smallest index affirming the case. Starting from a x (1), H visits all vertices in G D in the following order: (i) H first visits a x (1), b x (1), a x (2), b x (2) , . . . , a x (i − 1), b x (i − 1) and then a x (i).
(ii) It clockwisely visits all the NOT devices on the "loop" of G x (i), making the inputs to these NOT devices true, take the edge marked with × (see Figure 3(a) ) to e x (i) and leaves at d x (i). (iii) It then proceeds to visit c
it traverses the NAND device in between (and so sets both inputs false), and from c w to d w , sets all the NOT devices in between true. (iv) It then visits a x (i + 1), b x (i + 1), . . . , a x (r), b x (r), and then sets all y j to false (i.e., visits all the NOT devices on the left half of each G y (j)). (v) H finally visits G C completely, starting at a C and leaving via b C , and returns to a x (1). Note that we are able to do so because all clause subgraphs contain the output of a NOT device whose input is in G w , which had been set to true previously; further, all NOT devices in variable subgraphs not traversed before are visited here. Case 2. Exactly one of e 0 (i) and e 1 (i) is in D for all i, 1 ≤ i ≤ r. The Hamiltonian circuit H in this case is as follows. It starts from a x (1). (i) It chooses the positive (negative) path of G x (i) if e 1 (i) (respectively, e 0 (i)) is not in D, and visits all the NOT devices on the path. (ii) Since the edges e 0 (i) or e 1 (i) not in D correspond to a truth assignment τ 1 on X (i.e., τ 1 (x i ) = 1 if and only if e 1 (i) is not in D), there exists a truth assignment τ 2 on Y such that F (τ 1 , τ 2 ) is true. H sets each y j accordingly by traversing the positive (or negative) path of G y (j) if y j is set to true (or, respectively, false). (iii) H then traverses G C completely, leaving via b C . We are able to do so because F (τ 1 , τ 2 ) is true and so each G C (j), 1 ≤ j ≤ n, has at least one NOT device having the true input. Further, for each G C (n + i), 1 ≤ i ≤ r, one of the NOT devices corresponding to x i orx i has its input true. All NOT devices in variable subgraphs not traversed previously are done at this stage. (iv) It visits e w , then visits d w , c x (1), d x (1), . . . , c x (r), and finally d x (r), traversing each NAND device between c x (k) and e x (k), since exactly one input has been set true. It leaves via c w and finishes at a x (1). Since |D| ≤ |B|/2, we cannot have e 0 (i) and e 1 (i) both in D without having e 0 (i ) and e 1 (i ) both not in D for some i . Therefore, the above two cases are exhaustive.
Suppose on the other hand that for some truth assignment τ 1 on X, F (τ 1 , Y ) is not satisfiable. We let e 0 (i) ∈ D if t(x i ) = 1, and e 1 (i) ∈ D otherwise. We need to show that G D is not Hamiltonian. Suppose, for the sake of contradiction, that G D has a Hamiltonian circuit H. First we can exclude the possibility that H enters and leaves a NOT device (including those within an NAND device) on different sides. Thus we can virtually "ignore" those arrows as far as H is concerned. As a consequence, either all the NOT devices in G w are set to true by H or all set to false by H. We consider these two cases separately. Case 1. All NOT devices in G w are set to true by H. Orientation ignored, we assume that H starts from c w , visiting all NOT devices, and then e w . H then has to take d w since taking b C will leave d w unvisited. Next it must visit c x (1), the only choice.
To visit other parts of G D , H eventually has to leave the bottom loop which contains all the distinguished vertices labeled with c, e or d. It cannot leave from a vertex e x (j) since this would keep d x (j) out of the reach. Therefore, it must leave at c x (k) for some 1 ≤ k ≤ r. It then has to visit e x (k) later. It means that the two inputs to the NAND device between c x (k) and e x (k) must be set to true, which is impossible because only one of e 0 (k) and e 1 (k) is in G D .
Case 2. All of the NOT devices in G w are set to false by H. Orientation ignored, we assume that H starts at a x (1), visiting each variable subgraph. There are two possibilities:
(a) If during traversing G x (i), H enters the bottom loop at either c x (i) or e x (i), then it has to leave the loop before visiting d x (r); otherwise, it would have to visit c w and then either ends its journey prematurally or visits G w , contradictary to our assumption. A contradiction can be derived as in Case 1.
(b) H visits all variable subgraphs in a normal manner (i.e., not going to the bottom loop from G x (i)'s). Then H defines a truth assignment on X and Y which is consistent with τ 1 when restricted to X. By asumption, at least one of the clause C k of F is not satisfied, meaning that none of the NOT devices of G C (k) has true input. As indicated previously, H then cannot traverse G C (k) completely, which is a contradiction. 
Approximation Problems and Their Hardness
We first formalize the notion of approximating optimization problems. Garey and Johnson [3] have defined the notion of approximating optimization problems of the form MAX-A. Since our min-max optimization problems have two parameters, their definition is not suitable to our case. In the following, we define a simple notion of approximating a function. Let Q + be the set of positive rationals and R + the set of positive reals.
Definition 5 Let f, g : {0, 1}
* → Q + and c : N → R + , c(n) > 1 for all n, be given. We say that g approximates f to within a factor of c (c-approximates f in short) if for all x ∈ {0, 1} * , we have f(x)/c(|x|) < g(x) < c(|x|) · f(x). The c-approximation problem of f is to compute a function g that c-approximates f.
To define the notion of completeness of c-approximation problem of a function f, we generalize the notion of reductions between decision problems. In the following, we write A, B to denote a pair of sets over {0, 1} with A ∩ B = ∅. Definition 6 (a) A pair A, B is polynomial-time separable (or, simply, A, B ∈ P) if there exists a set C ∈ P such that A ⊆ C and B ⊆ C.
(b) For any two pairs A, B and A , B , we say that A, B is G-reducible to A , B if there is a polynomial-time computable function f such that f(A) ⊆ A and f(B) ⊆ B . Let C be a complexity class. We say that A, B is C-hard if there exists a set C that is C-hard and C, C is G-reducible to A, B .
It is clear that if P = C and that A, B is C-hard, then A, B is not polynomialtime separable.
For any functions s, l : {0, 1} → Q + such that s(x) < l(x), we write f : l(x), s(x) to dentoe the pair of sets {x | f(x) ≥ l(x)}, {x | f(x) ≤ s(x)} . The following proposition relates the hardness of approximating functions to that of pairs of decision problems.
Proposition 7 Let c : N → Q
+ , c(n) > 1 for all n ≥ 0, be polynomial-time computable. Let s, l : {0, 1} * → Q + be two polynomial-time computable functions satisfying c(|x|)s(x) < l(x)/c(|x|). If f : l(x), s(x) is not polynomial-time separable, then the c-approximation problem of f is not computable in polynomial time.
Proof. Assume that g is a function c-approximating f. Then, for any x, |x| = n, if
Thus, from g(x) and l(x)/c(|x|), we can tell an instance in {x :
Based on the above proposition, we define the notion of hardness of Capproximation problems as follows:
* → Q + be a given function and c : N → Q + , c(n) > 1 be a polynomial-time computable function. We say that the c-approximation problem of f is C-hard if there exist polynomial-time computable functions s, l : {0, 1} * → Q + , s(x) < l(x), such that 1. for all x of length n, c(n)s(x) < l(x)/c(n); and 2. f : l(x), s(x) is C-hard.
We say the c-approximation problem of MINMAX-A is Π Remark. In practice, we often prove C-hardness of f : l(x), s(x) , where l(x) = l · size(x), s(x) = s · size(x) for some simple function size(x) and constants 0 < s < l ≤ 1. From Proposition 7, it follows that the (l/s) 1/2 -approximation problem for f is C-hard. The function size(x) is not necessarily the natural size of the instance x. Rather, it is a measure designed to prove the hardness of approximation. In the case of MINMAX-SAT, a 3-CNF boolean formula F has size(F ) = |F |, the number of clauses in F .
The recent breakthrough of Arora et al [1] on the NP-hardness of many optimixation problems in the form of MAX-A is based on a characterization of NP in terms of the notion of probabilistically checkable proofs (PCP). Through a generalization of the notion of PCP, this characterization has been extended to the class Π P 2 (it was implicit in [2] , and explicit in [6] and [5] ). A consequence of this characterization is that the c-approximation problem of MINMAX-SAT is Π P 2 -complete for some constant c > 0. This will be our basis for proving other Π P 2 -complete c-approximation problems.
Proposition 9 There exists a constant 0 < < 1 such that f SAT : |F |, (1− )|F | is Π P 2 -hard. Therefore, there is a constant c > 1 such that the c-approximation problem for f SAT is Π P 2 -complete.
Nonapproximability Results
Our proofs of the Π P 2 -completeness results for c-approximation problems MINMAX-A will be done by G-reductions from MINMAX-SAT to MINMAX-A. More precisely, we will construct G-reductions from f SAT : |F |, (1 − )|F | to a pair f MINMAX-A : (1 − 2 )size(x), (1 − 1 )size(x) , where 1 > 2 ≥ 0. For the proofs below, 2 are always 0. However, in [7] , the G-reductions from MINMAX-SAT to MINMAX-SAT-B and LDC have 2 > 0.
We first present the proof that the decision version of the problem MINMAX-CLIQUE is Π P 2 -complete. The result on the approximation version follows as a corollary.
Proof. We reduce the problem SAT 2 to MINMAX-CLIQUE. Let F be a 3-CNF formula over variables X = {x 1 , . . . , x r } and Y = {y 1 , . . . , y s }. Let F = C 1 ∧ . . . ∧ C n , where each C i is the OR of three literals. We may assume that each clause C i has at most one literal in {x 1 , . . . , x r ,x 1 , . . . ,x r } (called X-literals). Otherwise, we can convert a clause C i of two X-literals to two clauses each with one X-literal without changing the membership in SAT 2 . For instance, if C i = x 1 ∨ x 2 ∨ y 1 , then we replace C i with C i,1 = x 1 ∨ y 1 ∨ z and C i,2 = x 2 ∨ y 1 ∨z, where z is a new variable not in X ∪ Y , and it can be checked that the resulting formula F (X, Y ∪ {z}) is in SAT 2 if and only if F (X, Y ) is in SAT 2 . (A clause C i with 3 X-literals is trivially false for some τ 1 .) We now describe the construction of the graph G.
The vertex set V of G is partitioned into 2n subsets V i,j , 1 ≤ i ≤ n, j = 0, 1 (i.e., I = n, J = 2). For each 1 ≤ i ≤ n and 0 ≤ j ≤ 1, V i,j has 3 vertices a i,j [k], k = 1, 2, 3, corresponding to the 3 literals of C i , together with n = n/2 other
vertices are connected (and so B i,j is a clique of size n ). There is no other edge within V i,j , and there is no edge between V i,0 and V i,1 .
To define the edges between the vertices in V i,j and vertices in V i ,j with i = i , we associate an X-literal xl(V i,j ) to each V i,j . Each C i has at most one X-literal. Suppose C i has an X-literal; then we let xl(V i,1 ) be the literal in C i and xl(V i,0 ) be its complement. Suppose C i has no X-literals; then we add a dummy variable x r+1 and let xl(V i,0 ) = xl(V i,1 ) = x r+1 . In addition, we define the following terms on vertices a i,j [k]: A vertex a i,j [k] is negative if it corresponds to a X-literal in C i and j = 0. Two vertices a i,j [k] and a i ,j [k ] are complementary if they correspond to two complementary literals, i.e., one is x k (or, y k ) and the other isx k (or, respectively, y k ) for some k. Now, we define edges between V i,j and V i ,j with i = i as follows:
(1) If xl(V i,j ) and xl(V i ,j ) are complementary, then we connect all vertices between B i,j and B i ,j . There is no other edge between V i,j and V i ,j .
(2) If not (1), then there is no edge between B i,j and V i ,j and no edge between B i ,j and V i,j . For any two vertices a i,j [k] and a i ,j [k ], they are connected by an edge if and only if they are nonnegative and noncomplementary.
The above completes the graph G. Now we prove that this construction is correct with respect to the bound K = n. It suffices to prove the following stronger statement:
Proof of Claim. First assume that for each truth assignment τ 1 on X, there is a truth assignment τ 2 on Y that satisfies k * clauses of F (i.e., f SAT (F ) = k * ). Let t be any mapping from {1, . . ., n} to {0, 1}. First, if for some i = i , xl(V i,t(i) ) and xl(V i ,t(i ) ) are complementary, then we get a clique B i,t(i) ∪ B i ,t(i ) that is of size ≥ n ≥ k * . Second, if for all i = i , xl(V i,t(i) ) and xl(V i ,t(i ) ) are noncomplementary, then there is a unique truth assignment τ 1 on X such that τ 1 (xl(V i,t(i) )) = 1 for all i, 1 ≤ i ≤ n. (We always let τ 1 on the dummy variable x r+1 be 1.) For this assignment τ 1 , there is a truth assignment τ 2 on Y that satisfies k * clauses. Let [k] that corresponds to the X-literal in C i , then t(i) must be equal to 1. Thus, it is easy to check that these vertices a i,
corresponds to an X-literal, then as observed above t(i) = 1 and it is nonnegative; (ii) no two selected vertices are complementary, since the corresponding literals must be noncomplementary to be satisfied by τ 1 and τ 2 .
Conversely, assume that the maximum clique size of all G t for all t : {1, . . . , n} → {0, 1} is at least k * . Let τ 1 be any truth assignment on X. We need to show that there is a truth assignment τ 2 on Y that satisfies k * clauses. Define a mapping t : {1, . . ., n} → {0, 1} by t(i) = 1 if and only if τ 1 (xl(V i,1 )) = 1, i.e., τ 1 (xl(V i,t(i) )) = 1 for all i ≤ n (we assume that τ 1 (x r+1 ) = 1). Thus, no two X-literals xl(V i,t(i) ) and xl(V i ,t(i ) ) are complementary, and so there is no edge between B i,t(i) and V i ,t(i ) if i = i . It follows that the maximum clique Q of G t must consist of a single vertex a i,t(i) [k] in V i,t(i) , for k * indices i. Let I Q = {i : Q ∩ V i,t(i) = ∅}. Now, we define a truth assignment τ 2 on Y as follows: if y ever occurs as a literal corresponding to some vertex in the clique Q, then assign τ 2 (y ) = 1; otherwise, assign τ 2 (y ) = 0. We check that τ 1 and τ 2 satisfy C i for all i ∈ I Q . In particular, for each i ∈ I Q , the literal corresponding to the vertex a i,t(i) [k] in V i,t(i) ∩ Q must be true to τ 1 and τ 2 :
(1) If a i,t(i) [k] corresponds to an X-literal and it belongs to the clique Q, then it must be nonnegative and so t(i) = 1. That means the corresponding X-literal is the same as xl(V i,1 ) and has the value 1 under τ 1 .
(
corresponds to a Y -literalȳ , then y does not occur in the clique Q, because y andȳ are complementary and so they cannot be connected. This implies that τ 2 (ȳ ) = 1.
The above completes the proof of the claim and hence the correctness of the reduction.
Corollary 11 There exists a constant c > 1 such that the c-approximation problem of MINMAX-CLIQUE is Π P 2 -complete.
Proof. Let g be the reduction of the above theorem. In the above proof, we showed that for any 3-CNF formula F , f SAT (F ) = f CLIQUE (g(F )) as long as f SAT (F ) > |F |/2 . For any graph G whose vertex set V is partitioned into V i,j , 1 ≤ i ≤ I, 1 ≤ j ≤ J. We let size(G) = I. Then the above observation implies that g is a G-reduction from f SAT : |F |,
We note that the Π P 2 -completeness of MAXMIN-VC follows from that of MINMAX-CLIQUE since they are the dual problems to each other. However, the c-approximation results do not carry over.
Next, we prove that MINMAX-3DM and its c-approximation version are Π P 2 -complete. In order to do this, we need the Π The more general case of MINMAX-SAT-B, in which the number of occurrences of all variables in X or Y are bounded, is also Π P 2 -complete. Its proof is more involved and is given in a separate paper [7] . Here we give a sketch for the Π P 2 -completeness of this simpler case MINMAX-SAT-YB.
Proof. (Sketch) The proof is a simple modification of the reduction from the maximum satisfiability problem to the bounded-occurrence maximum satisfiability problem in [10] . It was shown in [10] that there exist a polynomial-time computable function f and two integers α, b > 0 such that (i) for each 3-CNF formula F (X) with m clauses, f(F (X)) = F (X ) is a 3-CNF boolean formula with (α + 1)m clauses in which each variable occurs at most b times, and (ii) max τ :X →{0,1} tc(F (τ )) = αm + max τ :X→{0,1} tc(F (τ )),
Now, for each F (X, Y ), we treat all x ∈ X as constants and compute f(F (X, Y )) = F (X, Y ). Then, we have
tc(F (τ 1 , τ 2 )).
Proof. We will construct a G-reduction from MINMAX-SAT-YB to MINMAX-3DM. It is a modification of the L-reduction from the maximum satisfiability problem with bounded occurrences of variables to the maximum 3DM problem [4] . We first give a brief review of that proof. Let F (X) = C 1 ∧ . . . ∧ C n be a 3-CNF boolean formula over variables Y = {y 1 , . . . , y s }. Let d i be the number of occurrences of y i orȳ i in F . (Assuming that each clause C has exactly 3 literals, we have s i=1 d i = 3n.) We assume that d i ≤ b for all i = 1, . . . , s. Let M be the minimum number greater than 3b/2 + 1 such that M is a power of 2. We describe below a collection S of 3-element subsets of a set W (called triples), without explicitly writing down all the names of elements in W .
(1) For each variable y i , define M identical sets of ring triples. For each y i and each k, 1 ≤ k ≤ M , the ring R i,k contains two sets of triples:
This ring is the basic component of the reduction from SAT to 3DM in, e.g., [3] . We show it in Figure 6 The above are all triples. Some simple calculation shows that there are totally 18nM elements in W and the number of matching is at most 6nM that covers all elements. We let K = 6nM .
We now show that the reduction is correct. From the remarks in (1) and (2) above, we see that the maximum matchings on ring triples and tree triples correspond one-to-one with the truth assignments on Y . So, if F is satisfied by a truth assignment τ on Y , then we select disjoint triples from ring triples and tree triples so that for each y i with τ 
yi [1, k] yi [1, k] bi [1, k] yi [4, k] ai [3, k] the root that corresponds to a true literal in C . Finally, we cover all other roots by garbage clauses. This is a complete matching of size 6nM . Conversely, if there is a matching that covers every element, then it must contain for each clause C a clause triple {s 1 [ ], s 2 [ ], w}, where w is a free root note and also corresponds to a literal in C . By the property of the maximum matchings discussed in (2) above, we can define truth assignment τ on Y to make all such literals true and so to satisfy F . Now we describe our modification for MINMAX-3DM. First, we divide W into n groups W 1 , . . . , W n , with each W containing all elements of W that occur in the ring triples and tree triples related to clause C . More specifically, suppose the jth occurrence of y i orȳ i is in C , then W contains all elements in the trees T For each , 1 ≤ ≤ n, we have some local triples that contain only elements in W and inter-group triples that contain some elements in W and some not in W . For instance, all tree triples and clause triples are local, some ring triples are local and some ring triples and garbage triples are inter-group. Now, suppose F (X, Y ) = C 1 ∧ . . . ∧ C n is a 3-CNF formula over two variable sets X = {x 1 , . . ., x r } and Y = {y 1 , . . ., y s }, with each variable y i of Y occurring in F at most b times. As explained in the proof of Theorem 10, we may assume that each clause C contains at most one X-literal. We treat the variables in X as constants, and define the triples as above from F , and divide them into groups W , = 1, . . ., n. (Note that for each clause C with an X-literal, it has only 2 clause triples of the form {s 1 [ ], s 2 [ ], w}.) Next, for each 1 ≤ ≤ n and each m = 0, 1, we define W ,m to be a copy of W ; i.e., for each element in W , attach an additional index m to it (so, e.g., , for k = 1, . . . , n. If C has an X-literal which is positive, we add one more element σ to W ,1 , else we add it to W ,0 . We define the set S as follows:
(1) For each local triple in W , we include its copies in both W ,0 and W ,1 in S . Finally, we let K = 6nM , and claim that the reduction is correct. First, assume that F (X, Y ) ∈ SAT 2 , and let t be a function from {1, . . ., n} to {0, 1}. We check that there are at least 6nM matchings in W t = n =1 W ,t( ) . First, as in the original reduction (from SAT to 3DM), we can select (6M − 1)n disjoint triples from ring triples, tree triples and garbage triples. Suppose for some , , ( , t( )) and ( , t( )) are inconsistent. Then, we can get from (4) above at least n disjoint triples to make a matching of at least 6nM triples. Suppose t is consistent. Then, it defines a truth assignment τ 1 on X and for this τ 1 there is a truth assignment τ 2 on Y satisfying F . It follows from the analysis of the original reduction that there is a matching of 6nM triples. Note that for each clause C if τ 1 satisfies C , then the corresponding W ,t( ) must contain σ and {s 1 [ , t( )], s 2 [ , t( )], σ } must be in S .
Conversely, if F (X, Y ) ∈ SAT 2 then there exists a truth assignment τ 1 on X such that F (τ 1 , Y ) is not satisfiable. Choose the corresponding t, i.e., t( ) = 1 if and only if τ sets the X-literal in C true. This function t must be consistent and so there is no triple from the extra elements such as α ,m [k]. The only triples are the copies of those in the original reduction, and there are less than 6nM disjoint triples.
Corollary 15 There exists a constant c > 1 such that the c-approximation problem for MINMAX-3DM is Π P 2 -complete.
Proof. We observe that the original reduction (from SAT to 3DM), preserves the optimum solution in the following sense: if the maximum number of satisfiable clauses is β, then the maximum matching has (6M − 1)n + βn triples [4] . The main idea was that the design of the tree triples forces the maximum matching to make consistent truth assignments to the different occurrences of y i . In the new reduction, this property is preserved if the function t is consistent. (If t is not consistent, then there are always at least 6nM disjoint triples.) For each instance (W, S) of MINMAX-3DM with W partitioned into subsets W ,m , with 1 ≤ ≤ I, 1 ≤ m ≤ J, let size(W, S) = 6M I. Then, the above observation shows that the new reduction is a G-reduction from f SAT−YB : |F |, (1 − )|F | to f 3DM : size(W, S), (1 − /6M )size(W, S) . 2
Conclusion and Open Questions
We have demonstrated a number of min-max optimization problems to be Π P 2 -complete. Using the idea of parameterized inputs, there are apparently many more similar results on the generalization of NP-complete problems. For instance, the Π P 2 -completeness results also hold for the generalized knapsack problem and the generalized maximum set covering problem. It is hoped that these new Π P 2 -completeness results are useful for proving other natural problems such as GRN to be complete for Π P 2 or Σ P 2 . Although the Π P 2 -completeness results for the min-max optimization problems appear easy to prove, the corresponding Π P 2 -completeness results for the capproximation problems are harder to get. We were successful only for a few such problems. It would be interesting to develop techniques for classifying the complexity of the c-approximation problem of the min-max problems (like the class MAX SNP for problems of the form MAX-A). In particular, it would be interesting to know whether the c-approximation problems of f CIRCUIT and f VC are Π P 2 -complete.
