In our current study, we would like (a) to revisit the aspects of (vacuum) Einstein gravity on a Lorentzian 3-manifold M with the cosmological constant Λ = 0, which was heavily studied by E.Witten in [Wit1] and shown to be renormalizable and finite theory, and (b) to provide the construction of a certain stack associated to the moduli of Einstein gravity, namely the moduli space E (M ) of Ricci-flat pseudo-Riemannian metrics on M , or that of flat geometric structures on M (cf.
Introduction
We would like to present a first naïve step towards the understanding of the interaction between derived geometry and physics based on the formalism, which has been heavily studied by Costello and Gwilliam ([CGV1] , [CGV2] ) to capture the formal properties of certain gauge theories, in the case of Einstein gravity. In the language of this formalism, we have the following definition: Definition 1.0.1. ( [CoS] Appendix, [[CGV2] , ch. 3]) Let X be the space of fields (e.g. a finite dimensional smooth manifold, algebraic variety or a smooth scheme) for some base manifold M , and S : X → k a smooth action functional. A (perturbative) classical field theory is a sheaf of derived stack (of the derived critical locus dcrit(S)) on M equipped with a symplectic form of cohomological degree −1 in the sense of [PTVV] .
For an expository introduction to the notion of derived stack, see [Vezz2] . An accessible overview to the aspects of PTVV's shifted symplectic geometry, on the other hand, can be found in [BJ] or [Brav] . As in stressed in [CGV2] , roughly speaking, one can unpackage such a relatively intenselooking (and intriguing at the same time) Definition 1.0.1 in the following way:
i. Describing a classical field theory (in the sense of [Mnev] ) boils down to the study of the moduli space EL of solutions to the Euler-Lagrange equations (and hence the critical locus of action functional [Mnev] , [Vezz] ) which in fact corresponds to a certain moduli functor.
ii. As stressed in [Neu] , a moduli functor, however, would not be representable in general due to certain pathologies, such as the existence of degenerate critical points or non-freeness of the action of the symmetry group acting on the space of fields ( [Cal] ). In order to avoid pathologies of these kinds (and to capture the perturbative behavior at the same time), one requires to adopt the language of derived algebraic geometry (in fact that of derived deformation theory), and hence one needs to replace the naïve notion of moduli problem by so-called a formal moduli problem in the sense of Lurie [Lur] . For an introductory material, see [CGV2] , App. A.
Main results of this current study. Having adopting the suitable language, we intend to (i) show that one can assign to the moduli space E(M ) a suitable stack (cf. Proposition 2.0.1 and Theorem 4.0.1) and (ii) to improve the following equivalence of quantum gravity with gauge theory ([Wit1] , [Wit2] , sec.6) in the sense of a stack isomorphism (cf. Theorem 5.0.1). The construction of the associated formal moduli problem and the complete realization of Einstein gravity in the context of derived algebraic geometry (i.e. in terms of derived stacks via Definition 1.0.1) are another stories per se, and will be the next main topics of interests for the future studies, and will appear briefly in the extended version of the current document. The upshot of this paper, on the other hand, is as follows:
1. Starting with the usual metric formalism (aka 2 nd order formalism) in 2+1 dimensions, the moduli space E(M ) of solutions to the vacuum Einstein field equations with cosmological constant Λ = 0
becomes the moduli space of Ricci-flat Lorentzian metrics on M , or that of flat geometric structures on M , i.e. Lorentzian spacetime is locally modeled on (ISO(2, 1), R
2+1
) where R 2+1 denotes the usual Minkowski spacetime (cf. [Car] , [Mess] for the notion of geometric structures in the sense of [Th] ). Notice that when a metric is Ricci-flat, i.e. R = 0, it follows directly from the vacuum Einstein equations that the Ricci tensor Ricc vanishes as well, in fact we locally have R µν = 0. In 2+1 dimensional case, on the other hand, since Weyl tensor is identically 0, i.e. C σ µνρ ≡ 0 and the Riemann tensor can locally be expressed in terms of Ricc, so we locally have R µνσρ = 0 as well. For a more concrete discussion, see [KKR] or [Car] .
2. Together with the language of geometric structures, the moduli space can be realized as the that of Lorentzian metrics of constant curvature depending on the sign of the cosmological constant Λ. In fact, the field equations in the case of Λ = 0 read as
and hence the corresponding spacetime is locally modeled as either (SO(2, 2), dS 3 ) for Λ > 0 or (SO(3, 1), AdS 3 ) for Λ < 0. Analyzing the cases when Λ = 0, however, is beyond the scope of the current discussion.
3. Employing the Cartan's formalism (for a readable introduction, see [Car] , [KKR] , [Wit1] or [Wise1] ), one can reinterpret 2+1 gravity in the language of gauge theory which will be discussed below. The study of 2+1 gravity in fact boils down to that of ISO(2, 1) Chern Simons theory on M with the action functional CS : A −→ S together with a certain bilinear form ·, · on its Lie algebra g and with the gauge group G locally of the form M ap(U, G) that acts on the space A of G-connections on Σ in a natural way: For all g ∈ G and A ∈ A, we set
The corresponding E-L equation in this case turns out to be
where F A = dA + A ∧ A is the curvature two-form on M associated to A. Furthermore, under the gauge transformation, the curvature 2-form F A behaves as follows:
Notice that this case involves non-compact gauge group ISO(2, 1) and hence the required treatment is slightly different from the case of compact gauge group. Recall that in the case of G := SU (2), in particular, one has an unique bilinear form on g, which is in fact the Killing form (up to a scaling constant), and hence a SU (2) Chern Simons theory on M for which by fixing the gauge condition A 0 = 0, we have the action functional of the form
such that the corresponding field equation is given by 8) which also implies that the connections A on a (closed) Riemann surface Σ, which are solutions to the Euler-Lagrange equation, are flat. As outlined in [daS] (ch. 25), the compact case G = SU (2) can be analyzed by means of highly non-trivial theorems of Atiyah and Bott [AB] in the following way.
(a) The space A, ω Σ , G is an infinite-dimensional symplectic manifold together with a certain choice of an invariant bilinear form ·, · on its Lie algebra, by which one can define ω Σ manifestly (see [daS] ch.25 for the concrete definition of ω Σ ). Here, we locally have
(b) Furthermore, the space A, ω Σ , G, µ is in fact a Hamiltonian G-space with the gauge group G and the moment map µ (cf. [daS] ch.25) defined as the curvature map, namely
where F A = dA + A ∧ A is the curvature two-form on Σ associated to A.
(c) By using symplectic reduction theorem (aka The Marsden-Weinstein-Meyer Theorem, see [daS] ch. 23 for the statement and proof) and results in [AB] , the reduced space 1.10) which is the moduli space of flat connections over Σ modulo gauge transformation, turns out to be a compact, finite-dimensional symplectic manifold. Note that the space M f lat is generically a finite-dimensional symplectic orbifold due to the non-freeness of the action of G on A. However, for instance, in the case where M is a homology 3-sphere and G = SU (2) one can circumvent the pathological quotient by restricting A Σ to a certain dense open subset A * ⊂ A consisting of connections on which G acts freely (for details see [Rub] ).
With the above observations in hand, M f lat serves as a required symplectic manifold to be assigned to Σ so that one can construct the quantum Hilbert space H Σ by means of geometric quantization formalism (for a concrete treatment of such formalism, visit [Br] , [Wo] or [Bla] ). At the end of the day, therefore, H Σ becomes the space of holomorphic sections of a certain complex line bundle (for detailed discussion see [Wit3] ), but this is a rather different and deep story per se, and beyond scope of the current discussion.
Using gauge theoretic interpretation, on the other hand, the physical phase space of 2+1 dimensional gravity on M = Σ × (0, ∞) (with Λ = 0) can be realized as the moduli space M f lat of flat ISO(2, 1)-connections on Σ (for a complete discussion, see [Wit1] , sec.3) in a way that we have a map 
in a local coordinate chart x = (x i ) such that P a and J a correspond to translations and Lorentz generators for the Lie algebra of the Poincaré group ISO(2, 1) for a = 1, 2, 3. For more details, see [Wit1] , [Wit2] sec.6, [KKR] or [Car] . As indicated above, the associated Chern-Simons theory equips with a non-compact gauge group ISO(2, 1), and hence the analysis of Atiyah and Bott [AB] is no longer available. But, instead one will have the following identification (see [Mon] ):
where T eich(Σ) denotes the Teichmüller space associated the closed Riemann surface Σ of genus g > 1.
In that case M f lat becomes a 12g − 12 dimensional symplectic manifold with the standard symplectic structure on the cotangent bundle. As outlined in [Wit1] , this identification allows to employ the standard canonical/geometric quantization (cf. [Br] , [Bla] or [Wo] ) of the cotangent bundle in order to manifest the quantization of this phase space (even if this manifestation is by no means unique).
Remark 1.0.1. In a genuine quantum gravity, one requires to construct H Σ by quantizing the moduli space E(M ) of solutions to the vacuum Einstein field equations with cosmological constant Λ in the canonical formalism (cf. [Wit2] , sec. 6 for an introductory discussion). In the gauge theoretic formulation, on the other hand, one needs to quantize the phase space M f lat of the corresponding Chern-Simons theory associated to 2+1 dimensional gravity in the sense of a naïve discussion above. When Λ = 0, as outlined above, the 2+1 gravity corresponds to the ChernSimons theory with gauge group G = ISO(2, 1). When Λ = 0, on the other hand, one has a Chern-Simons theory with either
As indicated before, analyzing the cases when Λ = 0 is beyond the scope of the current discussion. For more details, see [Wit1] , [Wit2] , [KKR] or [Car] . Wit2] , section 6) We say that the quantum gravity is equivalent to gauge theory in the sense of the canonical formalism if the map φ above is an isomorphism:
As indicated in [Wit2] , sec. 6, one has the equivalence of the quantum gravity with a gauge theory in the case of M = Σ × (0, ∞) where Σ is a closed Riemann surface of genus g > 1. Indeed, this result (and much more) related to the subject were established via the works of Mess [Mess] , Goldman [Gol] et al. Roughly speaking, there is a one-to-one correspondence between the moduli space M f lat flat G-connections on Σ between the moduli space
of representations of surface group in G [Bra] where G acts on Hom(π 1 (Σ), G) by conjugation.
The construction of such an isomorphism 1.0.2 is essentially based on the Teichmüller theoretic treatment [Wie] of representations of the surface group π 1 (Σ), and the global topology of the space Hom(π 1 (Σ), G)/G (see [Gol] ) in the cases where G = ISO(2, 1) and G = P SL(2, R) ∼ = SO 0 (2, 1).
In the language of derived algebraic geometry, on the other hand, [BSS] describes a certain "stacky" formulation of Yang-Mills fields on a Lorentzian manifolds, and it consists of certain particular observations that encode stacky structure of so-called classifying stack of principal Gbundles with connections, denoted by BG con by employing the techniques naturally appearing in the homotopy theory of stacks [Hol] . We intend to combine these result and adopt the language in [BSS] and [Hol] , and show that 2 Pre-stacky formulation
Before discussing the stacky formulation of E(M ), we first recall, in a very brief and expository fashion, the notion of moduli problem and why one requires to employ the stacky refinement of the theory.
A moduli problem is a problem of constructing a classifying space (or a moduli space M) for certain geometric objects (such as manifolds, algebraic varieties, vector bundles etc...) and the families of objects up to their intrinsic symmetries. The wish-list for a "fine" moduli space M is as follows (see [BenZ] for an accessible overview and [Neu] for a rather complete treatment):
1. M is supposed to serve as a parameter space in a sense that there must be a one-to-one correspondence between the points of M and the set of isomorphism classes of objects to be classified:
2. The existence of universal classifying object.
In the language of category theory, a moduli problem can be formalized as a certain functor
which is called the moduli functor where C op is the opposite category of the category C and Sets is the category of sets. In order to make the argument more transparent, we take C to be the category Sch of k-schemes. Note that for each scheme U ∈ Sch, F (U ) is the set of isomorphism classes parametrized by U , and for each morphism f : U → V of schemes, we have a morphism F (f ) : F (V ) → F (U ) of sets. Together with the above formalism, the existence of a fine moduli space corresponds to the representability of the moduli functor F in the sense that
If this is the case, then we say that F is represented by M.
In many cases, however, the moduli functor is not representable in the category Sch of schemes. This is essentially where the notion of stack comes into play. The notion of stack which can be thought of as a first instance such that the ordinary notion of category no longer suffices to define such an object. To make sense of this new object in a well-established manner and enjoy the richness of this new structure, we need to introduce a higher categorical notion, namely a 2-category ( [Neu] , [Stk] ). The theory of stacks, therefore, employs higher categorical techniques and notions in a way that it provides a mathematical treatment for the representability problem by re-defining the moduli functor as a stack, a particular groupoid-valued pseudo-functor with local-to-global properties,
where Grpds denotes the 2-category of groupoids with objects being categories in which all morphisms are isomorphism (these sorts of categories are called groupoid ), 1-morphisms being functors F : C → D between groupoids, and 2-morphisms being the natural transformations ψ : F ⇒ F ′ between two functors.
Remark 2.0.1. In order to make sense of local-to-global (or "glueing") type arguments, one requires to introduce an appropriate notion of topology on a category C. Such a structure is manifestly given in [Neu] and called the Grothendieck topology τ . Furthermore, a category C equipped with a Grothendieck topology τ is called site. Note that if we have a site C, then we can define a sheaf on C in a well-established manner as well.
Definition 2.0.1.
[Neu] Let C be a category. A prestack X : C op −→ Grpds consists of the following data.
For any object
where X (U ) is a groupoid, i.e. a category in which all morphisms are isomorphism.
For each morphism
Note that X (f ) is indeed a functor of categories, and hence one requires to provide an action of X (f ) on objects and morphisms of X (V ) in a compatible fashion in the sense of [Va] , ch. 1.
Given a composition of morphisms
there is an invertible natural transformation between two functors
such that the following diagram commutes (encoding the associativity).
Due to the Condition 3., the prestack X is indeed an object in P F unc(C, Grpds) so-called a pseudo-functor (See [Neu] , ch. 2 for the general definition). Or, equivalently it is also called a presheaf of groupoids.
Inspired by [BSS] , we have the following observation encoding the pre-stacky formulation of E(M ):
Proposition 2.0.1. Given a Lorentzian n-manifold M . Let C be the category of open subsets of M that are diffeomorphic to the Minkowski space R (n−1)+1 with morphisms being canonical inclusions whenever U ⊂ V . Then, the following assignment
defines a prestack where
is a groupoid of (Ricci) flat pseudo-Riemannian metrics on U with objects being the set
where M et M denotes metric bundle on M and R[g] is the Ricci scalar, and morphisms being the set
where Dif f (U ) denotes the group of diffeomorphims of U and it acts on F M et(U ) by pullback. Furthermore, we denote this action by g · ϕ := ϕ * g and a morphism g
. The composition of two morphisms is given as
(2.13)
is a functor of categories whose action on objects and morphisms of E(V ) is given as follows:
where
Notice that the pullback of a Ricci flat metric (R = 0), in general, is also Ricci-flat in the case of local diffeomorphisms f that are in fact just coordinate chart transformations and R is a scalar. But in the current case of f : U ֒→ V with U ⊂ V and g being Ricci-flat metric over V , f * g is just the restriction g| U of g.
* g, when restricted to U , both g and g ′ does still lie in the orbit space of g with ϕ • f =: f * ϕ being just the restriction of g to the smaller open subset U in V , and hence we set
there exits an invertible natural transformation (arising naturally from properties of pulling-back)
together with the compatibility condition 2.7.
Proof. Beside the construction instructed in (1) and (2), we need to show that
there is an invertible natural transformation
the associativity condition holds in the sense that the following diagram commutes:
Proof of (i): First, we need to analyze objectwise: for any object g ∈ Ob(E(W )) = F M et(W ), we have the following strong condition by which the rest of the proof will become rather straightforward:
there is, by construction, an unique identity map
such that
Thus, one has the natural choice of collection of morphisms {m g : 26) for which the following diagram commutes: Just for the sake of notational simplicity, we let 27) then for each morphism g
In fact , the commutativity follows from the following observation (thanks to the strong condition 2.23 we obtained above): By using the definition of action of the functor E(f ) on E(W ), we get
which implies the commutativity of the diagram. Furthermore, it is clear from the strong condition 2.23, and hence the construction that
up to an invertible natural transformation. In the language of 2-categories, on the other hand, these ψ h,f 's are called 2-isomorphims (for a complete treatment, see [Neu] , [Stk] ).
Proof of (ii): Now, associativity follows directly from the following observations:
then what we have shown so far are as follows.
then it suffices to show that associativity condition in the sense of introduced above holds both objectwise and morphismwise in a compatible manner:
which gives the commutativity of the diagram objectwise.
• Let g
which completes the proof.
Towards the stacky formulation
We will study the stacky nature of the prestack E in Proposition 2.0.1 in the language homotopy theory as discussed in [Hol] and [BSS] . This homotopy theoretical approach is essentially based on so-called the model structure [Hov] on the (2-) category Grpds of groupoids. Furthermore, one also requires to adopt certain simplicial techniques (for an introductory discussion, see [CGV1] , App. A.) and practical results arising from [BSS] and [Hol] in order to establish the notion of stack in the language of homotopy theory.
A digression on (co-)simplicial objects
The following materials are mainly based on [CGV1] , App. A. and [Stk] . Let ∆ denote the category of finite ordered sets with objects being finite ordered sets , given as a set Remark 3.1.1. Geometrically speaking, the coface map d n i in fact "injects" the i th (n−1)-simplex into a n-simplex depicted, for instance, as follows: 
where v 0 = (s Definition 3.1.1. Let C be a category. A (co-)simplicial object in C is a (covariant) contravariant functor
is called the set of n-simplicies and denoted by X n . That is, we have 
Furthermore, given a cosimplicial object X • in C, a covariant functor from ∆ to C, for any object [n] in ∆, one has a sequence of objects in C 's is also viable, and hence we can introduce the following diagram, so-called the cosimplicial diagram in C, which encodes the structure of cosimplicial object X • in terms of its simplicies X n along with the corresponding coface and codegeneracy maps as follows:
(3.17)
To simplify the notation, in general, we omit the codegeneracy maps and write the cosimplicial diagram in C in a rather compact way:
Note that the cosimplicial diagram for X • can also have a geometric interpretation in terms of the usual simplicies as follows: In order to make the geometric realization more transparent we assume C := Sets, and hence consider X • as a cosimplicial object in Sets. Let x be an object in
. Then x and h can be represented as 0-and 1-simplicies in X • respectively such that, by using the properties of d n i and s n j , we pictorially have
Remark 3.1.2. Note that the existence of such a geometric interpretation above requires the following algebraic conditions.
(3.20)
Indeed, the condition (a) follows from the property 3.13 in the Lemma 3.1.1, namely
and hence s 0 0 (h) :
is just the morphism id x : x → x. Furthermore, the condition (b) corresponds to the commutativity of the following diagram together with the property 3.11 in the Lemma 3.1.1:
(3.22)
Main ingredients of model categories
The notion of model structure, originally defined by Quillen [Quil] , serves as a particular mathematical treatment for abstracting the homotopy theory in a way that one can localize the given category C by formally inverting a special class of morphisms, so-called the weak equivalences, such that this extra structure formally encodes the localization procedure. In that respect, naïvely speaking, a model structure consists of three distinguished classes of morphisms, namely weak equivalences W, fibrations F and cofibrations CF along with certain axioms and compatibility conditions, which eventually lead to localization W −1 C of the given category C in a well-established manner, and hence to introduce the homotopy category Ho(C) of C. We manifestly follow the treatment of the subject as discussed in [Hov] . The upshot is to introduce a (localization) functor
such that all elements of W become invertible in W −1 C, called the homotopy category of C and denoted by Ho(C). The complete treatment will not be given, but instead we shall introduce a prototype example which in fact captures the essence of the item. For a concrete construction, we refer to [Stk] or [Hov] .
Example 3.2.1.
[Bo] Let T op be the category of topological spaces with morphism being continuous functions f : X → Y between topological spaces. Then, it admit a model structure where we set
(3.24)
and hence in the case of compactly generated topological spaces we have
where CW denotes the category of CW-complexes. For more examples, see [Bo] .
Similarly, the (2-)category Grpds of groupoids will have a model structure for which the weak equivalences are set to be the equivalences of groupoids, namely fully faithfully essentially surjective functors between groupoids. Therefore, the next task will be to elaborate the model structure of Grpds, and provide an equivalent and alternative definition of stack with the aid of such a model structure.
Theorem 3.2.1. (cf. [BSS] , [Hol] ) The category Gpds admits a model structure where 1. A morphism F : C → D between two groupoids (i.e. a functor between two particular categories) is said to be weak equivalence if it is fully faithful and essentially surjective. Recall that [Va] (a) A functor F : C → D is called fully faithful if for any objects A, B ∈ C, the map
is a bijection of sets. (b) A functor F : C → D is called essentially surjective if for any objects D ∈ D, there exists an object A in C such that one has an isomorphism of objects
2. A morphism F : C → D between two groupoids is called fibration if for each object A in C and and each morphism φ :
3. A morphism F : C → D between two groupoids is called cofibration if it is injective on objects.
Revisiting homotopy-theoretical definition of a stack
Unfortunately, we are not able to provide neither a complete mathematical treatment nor proof for the Theorem 3.2.1 at this stage. But, instead we refer to [Hol] . As stressed in [BSS] , moreover, we have a theorem in [Hol] which allows us to formulate the classical notion of Deligne-Munford stack [DM] in the language of homotopy theory, and hence leads the following definition/theorem.
Definition 3.3.1. Let C be a site. A stack is a prestack X : C op −→ Grpds such that for each covering family {U i → U } of U the canonical morphism
is a weak equivalence (and hence equivalence of categories) in Grpds where
is the cosimplicial diagram in Grpds (cf. Diagram 3.18) and U i1i2...im denotes the fibered product of
Remark 3.3.1.
1 The weak equivalences in Definition 3.3.1 are the ones introduced in Theorem 3.2.1, namely those morphisms in Grpds which are fully faithful and essentially surjective.
2 We haven't discussed the notion of "ho(co)lim Grpds " in detail. For a complete construction of this item we refer to ( [Hol] , sec. 2). The following lemma ( [Hol] , corollary 2.11), on the other hand, does provide an explicit characterization of "holim Grpds (·)" as a particular groupoid.
Lemma 3.3.1. Given a cosimplicial diagram X • in Grpds of the form
where each X i is a groupoid, then holim Grpds (X • ) is a groupoid for which (i) objects are the pairs (x, h) where x is an object in X 0 , h : d
Note that as we discussed in Lemma 3.1.1 and Remark 3.1.2, x and h can be realized as 0-and 1-simplicies in X • respectively such that, by using the properties of d n i and s n j , those conditions correspond to the commutativity of the diagram
and hence we pictorially have
in X 0 such that the following diagram commutes. 
as a particular groupoid with the properties outlined in Lemma 3.3.1.
Stacky formulation
Assume that C is the category described in Proposition 2.0.1. Let
be a prestack defined in Proposition 2.0.1 encoding the moduli space of solution to the vacuum Einstein field equations with Λ = 0 on a Lorentzian manifold M . Now, inspired by the approach followed in [BSS] and [Hol] , we shall provide the stacky structure on E in accordance with Definition 3.3.1 and Lemma 3.3.1.
Theorem 4.0.1. E : C op −→ Grpds is a stack.
Proof. As in the case of [BSS] , we first endow C with an appropriate Grothendieck topology τ by defining the covering families {U i → U } i of U in C to be "good" open covers {U i ⊆ U } meaning that the fibered products (and hence lie in C) where the morphisms
are the canonical inclusion (and hence a morphism in C) for each i. Therefore, we clearly have the same (even simpler) site structure on C discussed in [BSS] . Let U be an object in C. Given {U i ⊆ U } a covering family for U , one has the following cosimplicial diagram in Grpds
where U i1i2...im denotes the fibered product of U in 's in U , that is
which, in that case, corresponds to the usual intersection of U in 's in U. Note that for a family Now, it follows from the Lemma 3.3.1 that holim Grpds (E(U • )) is indeed a particular groupoid and can be defined as follows:
1. Objects are the pairs (x, h) where
i.e. a family of flat pseudo-Riemannian metrics on U i 's, and hence we pictorially have the following observation:
where g j | Uij = ϕ * ij g i | Uij for some ϕ ij ∈ Dif f (U ij ). Notice that for all i, j, k we have
which means that there exists a morphism ϕ ik :
Therefore, we define the morphism h in E(U ij ) as a family
which is just the identity morphism. As a remark, the conditions in the definition of the family {h} corresponds to the those in Lemma 3.3. 1 (3.34 and 3.35) . Therefore, the objects of holim Grpds (E(U • )) must be of the form
where {g i } is an object in E(U i ), and for each i, j,
14)
consists of the following data:
(b) together with the commutative diagram
In fact, it follows from the fact that g j | Uij = ϕ * ij g i | Uij and g
( 4.19) and, on the other hand, one also has
( 4.20) which imply the commutativity of diagram, and hence one can also deduce the following relation.
Now, for a covering family {U i ⊆ U } of U , the canonical morphism
is defined as a functor of groupoids where 26) together with the trivial cocyle condition.
• for each morphism g
where ϕ| Ui trivially satisfies the desired relation in 4.24 for being a morphism in holim Grpds (E(U • )).
Claim: Ψ is fully faithful and essentially surjective functor between groupoids (cf. Theorem 3.2.1).
Proof of claim:
(i) Given a family of objects {g i } with the family of transition functions {ϕ ij ∈ Dif f (U ij )} such that g j | Uij = ϕ * ij g i | Uij along with the cocycle condition
(4.28)
We need to show that these are patched together to form a metric g ∈ F M et(U ). In fact, this follows from the analysis of geometric structures [Car] on objects in C together with the approach employed in [BSS] . The punch line is the following lemma.
Lemma 4.0.1. All cocycles are trivializable on manifolds diffeomorphic to R n .
Proof. It directly follows from the Qillen-Suslin theorem (known also as Serre's conjecture) which algebraically states that every finitely generated projective modules over a polynomial ring k[x 1 , ..., x n ] with k a principle ideal domain is free [Quil2] . Geometrically, on the other hand, finitely generated (free) projective modules over a polynomial ring in fact correspond to (trivial) vector bundles over an affine space A n k . As an affine space A n k is topologically contractible, it admits no non-trivial topological (holomorphic or smooth resp.) vector bundles (for an introductory discussion see ( [Va] , ch. 14). The Qillen-Suslin theorem proves that this is also the case for algebraic vector bundles.
Therefore, by Lemma 4.0.1, {ϕ ij = id} for all i, j, and hence it follows the property
that we have the following observation.
As we have a trivial cocycle condition with ϕ ij = id, g i 's are glued together by transition functions ϕ ij along with the trivial cocycle condition to form g ∈ F M et(U ) so that g| Ui = g i and ϕ| Ui = ϕ i for all i. Therefore, Ψ is essentially surjective.
(ii) We need to show that the map
is a bijection of sets. Let g
ϕ * g be a morphism in E(U ). Then Ψ sends (g, ϕ) to a family of morphisms
Notice that as ϕ i := ϕ| Ui = id for all i implies that ϕ must be the identity mapping in the first place, and hence we conclude that Ψ is a injective on morphisms. Surjectivity, on the other hand, follows from the fact that the functor
is a sheaf (for the fpqc-topology cf. [Neu] , [Va] , [BSS] ). Indeed, ı : U i ֒→ U is an open embedding and ϕ i is a diffeomorphism of U i , one has a morphism
together with the suitable compatibility condition as above, and since C ∞ (·, U ) is a sheaf on C in the sense of [Neu] , by local-to-glabal properties of C ∞ (·, U ) there is a diffeomorphism ϕ such that ϕ| Ui = ϕ i . Therefore, Ψ is a surjective on morphisms as well. This completes the proof of claim.
With the claim in hand together with the Definition 3.3.1, the cananocal morphism
is a weak equivalence (cf. Theorem 3.2.1) in Grpds, and this completes the proof of Theorem 4.0.1
Definition 4.0.1. The stack in Theorem 4.0.1
is called the moduli stack of flat Lorentzian structures (or the moduli stack of solutions to the vacuum Einstein field equations with Λ = 0, i.e. that of flat (Ricci) pseudo-Riemannian metrics) on M .
We sometimes call it directly as the moduli stack of Einstein gravity.
5 Stacky equivalence of quantum gravity with gauge theory
As we have already discussed in the introduction (cf. Definition 1.0.2) that one can introduce the notion of equivalence between quantum gravity and a gauge theory if the morphism between corresponding moduli spaces φ :
is an isomorphism. In fact, with the help of [Mess] , one has such an equivalence of the quantum gravity with a gauge theory in the case of 2+1 dimensional vacuum Einstein gravity (with vanishing cosmological constant) on a Lorentzian 3-manifold M of the form Σ × (0, ∞) where Σ is a closed Riemann surface of genus g > 1. Now, we would like to show that the isomorphism φ, which essentially captures the equivalence of the quantum gravity with a gauge theory in the above set-up, naturally induces an isomorphism of associated stacks.
We shall first revisit [BSS] and introduce a particular stack the same as BG con (Example 2.11 in [BSS] ), so-called the classifying stack of principal G-bundles with connections, which indeed serves as the stack associated the space M f lat in a certain way. Of course we first need to introduce the "flat" counterpart of this classifying stack BG con . Just for the simplicity we use M for the flat case whose construction is the same as that of BG con . Note that main ingredients of this structure are encoded by the theory of principal G-bundles in the following sense: Let P → M be a principal G-bundle on a 3-manifold M as above, and σ ∈ Γ(U, P ) a local trivializing section given schematically as
where ⊳ G denotes the right G-action on the smooth manifold P via diffeomorphisms of P . Let ω be a Lie algebra-valued connection one-form on P and A := σ * ω its local representative, i.e., the Lie algebra-valued connection 1-form on M , called the local Yang-Mills field. Then the space of fields is defined to be the infinite-dimensional space A of all G-connections on a principal G-bundle over M , i.e. Ω 1 (M ) ⊗ g, and the Chern-Simons action funtional CS : A −→ S 1 given by
together with a certain bilinear form ·, · on its Lie algebra g and with the gauge group locally of the form G = M ap(U, G) that acts on the space A as follows: For all ρ ∈ G and A ∈ A, we set
Note that the moduli space M f lat of flat connections on Σ, i.e. A ∈ A with F A = 0, modulo gauge transformations emerges in many other areas of mathematics, such as topological quantum field theory, low-dimensional quantum invariants (e.g. for 3-manifolds and knots [Wit3] ) or (infinite dimensional) Morse theory (i.e. Floer's Instanton homology theory, [Rub] , [DFK] , [Flo] ). Note that for the gravitational interpretation (in the case of vanishing cosmological constant), one requires to consider the case G = ISO(2, 1) (see [Wit2] , sec. 6).
Lemma 5.0.1. Let C be the category in Proposition 2.0.1 such that M is a Lorentzian 3-manifold topologically of the form Σ × R where Σ a closed Riemann surface of genus g > 1.
The following assignment
defines a stack corresponding to the space M f lat where 1. For each object U of C, M(U ) is a groupoid of flat G-connections on U with objects being the set Ω 1 (U, g) f lat of Lie algebra-valued 1-forms on U such that F A = 0, and morphisms being the set
where the action of the gauge group G, which is locally of the form
) f lat is defined as above: For all ρ ∈ G and A ∈ A, we set
Furthermore, we denote a morphism
) is a functor of categories whose action on objects and morphisms of M(V ) is given as follows.
(a) For any object
Here we use the fact that the pullback (indeed the restriction to U in our case) of a flat connection in the sense that F A = 0 is also flat.
, we conclude that f * (A • ρ) lies in the orbit space of f * A, and hence we get
where M(f )(A, ρ) := (f * A, f * ρ) is a morphism in M(U ). Note that the identity 5.13 we mentioned above can indeed be proven by just local computations of the pullback of a connection A together with the action A • ρ.
Proof. This is similar to the proofs of Proposition 2.0.1 and Theorem 4.0.1 in the special case where n = 3 and M as above. For a complete treatment to the generic case (i.e. without flatness requirement), see [BSS] Examples 2.10 and 2.11. For the flat case, on the other hand, one has exactly the same proof with Ω 1 (U, g) f lat instead of Ω 1 (U, g) thanks to the fact that the pullback (by a local diffeomorphism) of a flat connection in the sense that F A = 0 is also flat.
To sum up, we have the following observations so far:
1. Before the "stacky" constructions, by Mess' theorem [Mess] , we already have an isomorphism of moduli spaces
in the case of vacuum Einstein general relativity with the cosmological constant Λ = 0 on a Lorentzian 3-manifold of the form M = Σ × (0, ∞) where Σ is a closed Riemann surface of genus g > 1.
2. Let C be the category in Proposition 2.0. with morphisms being the canonical inclusions whenever U ⊂ V . Then, we first notice that it follows from gauge theoretic realization of 2+1 gravity (with Λ = 0) in Cartan's formalism (briefly discussed in §1) that any solution to the vacumm Einstein field equation with Λ = 0 on any open subset of M defines a flat ISO(2, 1)-connection, and thus for any object U in C, we have a natural map
which is indeed a functor of groupoids defined as follows:
we have the following commutative diagram
where, using the commutativity, 31) and hence, with the abuse of notation by using just ϕ in place of (g, ϕ) (similarly for ψ and ϕ • ψ), one has ρ ϕ · ρ ψ = ρ ϕ•ψ (5.32) which gives the desired functoriality in the sense that
Now, we need to show that for each morphism f : U → V in C, i.e. f : U ֒→ V with U ⊂ V , we have the following commutative diagram:
In fact, the commutativity follows from the definition 5.21 of the morphism Φ U : Let g ∈ F M et(V ), then we get, from the construction and the restriction functor ·| U , the natural diagram
Hence, the direct computation yields The inverse construction, on the other hand, essentially follows from Mess' result [Mess] that for each object U in C, the map Φ U is indeed invertible and the inverse map is defined as follows: Once we choose a hyperbolic structure on a closed orientable surface Σ of genus g > 1 and view it as a Riemannian surface, then a flat connection A defines the holonomy representation of such a hyperbolic structure, and hence a Fuchsian representation (cf. [Bra] ). Thus, by Mess' theorem , there exist a suitable flat pseudo-Riemannian manifold M whose flat structure given by a flat pseudo-Riemannian metric denoted by g A such that M = Σ × (0, ∞) whose surface group representation agrees with the former one. Therefore, we have a well-defined assignment on objects Φ −1 5.43) such that due to the fact that surface group representation agrees with the former one, the corresponding flat connection A gA associated the g A is exactly the connection we started with, i.e.
Then, by using the similar analysis as above, it is rather straightforward to check that we have a well-defined assignment Φ −1 U on both objects and morphisms together with appropriate commutative diagram analogous to the one in 5.34, and hence Φ −1 U is functor of groupoids as well. Thus, by construction, Φ −1 is indeed a natural transformation that serves as an inverse of the natural transformation Φ between two stacks. Therefore, one has an invertible natural transformation Φ between these two associated stacks E and M 
