Machine learning and data mining techniques have been used extensively in order to detect credit card frauds. However, most studies consider credit card transactions as isolated events and not as a sequence of transactions.
INTRODUCTION
Credit card fraud detection presents several difficulties. One of them is the fact that the feature set describing a credit card transaction usually ignores detailed sequential information. Typical models only use raw transactional features, such as time, amount, merchant category, etc. Bolton & al. [2] showed the necessity to use attributes describing the history of the transaction when they used unsupervised methods such as peer group analysis for credit card fraud detection. Consequently, Whitrow & al. [4] create descriptive statistics as features in order to include historical knowledge. These descriptive features can be for example the number of transactions or the total amount spent from the card-holder in the past 24 hours with the same merchant category or country. Among other authors, Bahnsen & al. [1] established Whitrow's transaction aggregation strategy as the state of the art feature engineering technique for credit card fraud detection.
We identified several weaknesses in the construction of these features that motivated our work: Descriptive statistics provide an aggregated view over a set of transactions. Such aggregated features do not consider fine-grained temporal dependencies between the transactions. For example, a common fraud pattern starts with low amount transactions for testing the card, followed by high amount transaction. Moreover, these aggregated features consider only the history of the card-holder and do not exploit information of fraudulent transactions for feature engineering. However, a sequence of transactions happening at a fixed terminal can also contain valuable patterns for fraud detection. In our work we propose to generate history-based features using Hidden Markov models. These features are created by estimating the likelihood of a sequence of transactions to be regular in regard to terminal or cardholder transactions. More precisely, they quantify the similarity between an observed sequence and the sequence of past fraudulent or genuine transactions observed for the cardholders or the terminals.
MULTIPLE PERSPECTIVE HMM-BASED FEATURE ENGINEERING
The state of the art feature engineering techniques for credit card fraud detection creates descriptive features using the history of the card-holder (such as: "amount spent by the card-holder in shops from a given country in the last 24h" [4] [1]). These descriptive features present several limits we aim to overcome. First they do not take into account the history of the seller even if it is clearly identified in most credit card transactions dataset. Moreover these descriptive features do not consider dependencies between transactions of a same sequence. Therefore we use Hidden Markov Models which are generative probabilistic models and a common choice for sequence modelling [? ] . In addition to the descriptive aggregated features created by Whitrow & al. [4] , we propose to create eight new HMMbased features. They quantify the similarity between the history of a transaction and eight distributions learned previously on set of sequences selected in a supervised way in order to model different perspectives.
In particular, we select three perspectives for modelling a sequence of transactions (see figure 1) . A sequence (i) can be made only of genuine historical transactions or can include at least one fraudulent transaction in the history, (ii) can come from a fixed card-holder or from a fixed terminal, and (iii) can consist of amount values or of time-delta values (i.e. the difference in time between the current transaction and the previous one). We optimised the parameters of eight HMMs using all eight possible combinations (i-iii). The HMM-based features proposed in this paper are the likelihoods that a sequence is generated by each of these models.
In order to make the HMMs model the genuineness and fraudulence of the card holders and the terminals, we create 4 training set containing: We then extract from these sequences of transactions the symbols that will be the observed variable for the HMMs. In our experiments, the observed variable can be either:
(1) The amount of a transaction. ( 2) The amount of time elapsed between two consecutive transactions of a card-holder (time-delta).
At the end, we obtain 8 trained HMMs modeling 4 types of behaviour (genuine terminal behaviour, fraudulent terminal behaviour, genuine card-holder behaviour and fraudulent card-holder behaviour) for both observed variables (amount and time-delta).
The HMM-based features are the likelihood that the recent sequence of observed events has been generated by a given HMM.
EXPERIMENTAL SETUP
We use the Python library hmmlearn 1 . The value of each HMM-based feature is the likelihood that the sequence made of the current transaction and the two previous ones from this terminal/card holder has been generated by the corresponding HMM.
In order for the HMM-based features and the aggregated features to be comparable, we calculate terminal-centered aggregated features in addition to the card-holder centered aggregated features (see table 1 We used a credit card transactions dataset provided by our industrial partner in order to quantify the increase in detection when adding HMM-based features. This dataset contains 4.7 * 10 7 anonymized transactions from the belgian credit cards between 01.03.2015 and 31.05.2015. We split temporally the dataset in three different parts: the training set, the validation set and the testing set.
We tune the Random Forest hyperparameters through a grid search that optimizes the Precision-Recall Area under the Curve on the validation set. The choice of the PrecisionRecall AUC for imbalanced dataset was motivated by the work of Davis & al. [3] .
IMPROVEMENT IN FRAUD DETECTION WHEN USING HMM-BASED FEATURES

Figure 2: Predictions using HMM-based features
We train Random Forest Classifiers using different feature sets in order to compare the efficiency of prediction when we add HMM-based features to the classification task.
We tested the addition of our HMM-based features to several feature sets. We refer to the feature set "raw+aggCH" as the state of the art feature engineering strategy since it contains all the raw features with the addition of Whitrow's aggregated features [4] . The feature groups we refer to are: the raw features (raw), the features based on the aggregations of card-holders transactions (aggCH), the features based on the aggregation of terminal transactions (aggTM), the proposed HMM-based features (HMM features).
In this section, the HMMs were created with 5 hidden states and the HMM-based features were calculated with a window-size of 3 (actual transaction + 2 past transactions of the card-holder and of the terminal).
By comparing the AUC of the curves raw+aggCH and raw+aggCH+HMM, we observe that adding HMM-based features to the state of the art feature engineering strategy introduced in the work of Whitrow & al. [4] leads to an increase of 15.1% of the PR-AUC.
The addition of features that describe the sequence of transactions, be it HMM-based features or Whitrow's aggregated features, increases a lot the detection.
CONCLUSION
The multiple perspective property of our HMM-based feature engineering strategy gives us the possibility to incorporate a broad spectrum of sequential information. In fact, we model the genuine and fraudulent behaviours of the merchants and the card-holders according to two features: the timing and the amount of the transactions. Moreover, the HMM-based features are created in a supervised way and therefore lower the need of expert knowledge for the creation of the fraud detection system.
The results show an increase in the precision-recall AUC of 15.1% due to the addition of our multi-perspective HMMbased features when compared to the state of the art feature engineering strategies.
HMM-based feature engineering strategy is a powerful tool that is shown to present interesting properties for fraud detection. We can imagine building similar HMM-based features in any supervised task that involve a sequential dataset.
To ensure reproducibility, an optimized code for calculating and evaluating the proposed HMM-based features can be found at https://gitlab.com/Yvan Lucas/hmm-ccfd .
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