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a b s t r a c t
A class of nonlinear fractional order partial differential equations with delay
c∂αu(x, t)
∂tα
= a(t)△u(x, t)+ f (t, u(x, τ1(t)), . . . , u(x, τl(t))), t ∈ [0, T0]
be investigated in this paper, where cDα is the standard Caputo’s fractional derivative
of order 0 ≤ α ≤ 1, and l is a positive integer number, the function f is defined as
f (t, u1, . . . , ul) : R× R× · · · ,×R → R, and x ∈  is aM dimension space. Using Lebesgue
dominated convergence theorem, Leray–Schauder fixed point theorem and Banach
contraction mapping theorem, we obtain some sufficient conditions for the existence of
the solutions of the above fractional order partial differential equations.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Fractional order differential equations has been applied in many fields, such as physics, mechanics, chemistry,
engineering etc. There has been a significant development in ordinary differential equations involving fractional order
derivatives [1–10] and the references therein. Especially, many works have been devoted to the study of initial value
problems and bounded value problem for fractional order differential equations.
In recent years, some authors have investigated fractional order partial differential equations [11–16], Wu [17] used the
wavelet operational method for solving fractional partial differential equations numerically.
In this paper, we consider the following fractional order delay partial differential equation:
c∂αu(x, t)
∂tα
= a(t)△u(x, t)+ f (t, u(x, τ1(t)), . . . , u(x, τl(t))), t ∈ [0, T0], (1.1)
where cDα is the standard Caputo’s fractional derivative of order 0 < α < 1, and l is a positive integer number, the function
f is defined as f (t, u1, . . . , ul) : R × R × · · · × R → R, and x ∈ Ω is a M dimension space. For example, in population
dynamics, the term a△u corresponds to diffusion due to local concentration, and f is nonlinear item, respectively.
We consider the following boundary conditions:
u(x, t) = 0, (x, t) ∈ ∂Ω × [0, T0], (B1)
∂u(x, t)
∂N
= 0, (x, t) ∈ ∂Ω × [0, T0], (B2)
✩ Supported by the Natural Science Foundation of Hunan Province under Grant No. 07JJ3130, the Doctor Foundation of University of South China under
Grant No. 5-XQD-2006-9, the Foundation of Science and Technology Department of Hunan Province under Grant No. 2009RS3019 and the Subject Lead
Foundation of University of South China No. 2007XQD13.∗ Corresponding address: School of Mathematics and Physics, Nanhua University, Hengyang 421001, PR China. Tel.: +86 0734 8282187.
E-mail address: zigenouyang@yahoo.com.cn.
0898-1221/$ – see front matter© 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2010.12.034
Z. Ouyang / Computers and Mathematics with Applications 61 (2011) 860–870 861
where N is the unit exterior normal vector to ∂Ω , and the initial data of the form
u(x, 0) = ϕ(x), x ∈ Ω. (1.2)
In this paper, we’ll investigate the existence for the Eqs. (1.1)–(1.2) with bounded value conditions (B1) and (B2). The
paper is arranged as follows: In Section 2, we introduce some definitions and some lemmas about the fractional differential
equations. In Section 3, we establish the existence condition about bounded value problems (1.1)–(1.2)–(B1). Finally, we
discuss the existence condition about bounded value problems (1.1)–(1.2)–(B2).
2. Preliminary
In this section, we introduce some definitions and preliminary facts which are used in this paper.
Definition 2.1 ([18,19]). The fractional integral of order µwith the lower limit t0 for a function f is defined as
Iµ(f (t)) = 1
0(µ)
∫ t
t0
f (s)
(t − s)1−µ ds, t > t0, q > 0,
provided the right-side hand of the above is point-wise defined on [t0,∞], where 0 is the Gamma function.
Definition 2.2 ([18,19]). Riemann–Liouville derivative of order µwith the lower limit t0 for a function f : [0,∞)→ R can
be written as
Dµ(f (t)) = 1
0(n− µ)
dn
dtn
∫ t
t0
f (s)
(t − s)µ+1−n ds, t > t0, n− 1 < µ < n.
Definition 2.3 ([18,19]). Caputo’s derivative of orderµwith the lower limit t0 for a function f : [0,∞)→ R can be written
as
cDµ(f (t)) = 1
0(n− µ)
∫ t
t0
f (n)(s)
(t − s)µ+1−n ds = I
n−µf (n)(t), t > t0, n− 1 < µ < n.
From the above definitions, we have
Remark 2.1.
cDµ(f (t)) = Dµ

f (t)−
n−1
i=1
f (k)(t0)
k! (t − t0)
k

, t > t0, n− 1 < µ < n.
We also need to introduce some lemmas as follows, which will be used in the proof of our main theorems.
Lemma 2.1 (Leary-Schauder Fixed Point Theorem). If U is a closed bounded convex subset of a Banach space X, and T : U → U
is completely continuous. Then T has at least a fixed pointed in U.
Lemma 2.2 (The Banach Contraction Mapping Theorem). Let T : M → M is a contraction mapping of a complete measurable
space M. Then T has one and only one fixed point.
Lemma 2.3 (The Lebesgue’s Dominated Convergence Theorem). Let {fn} is a sequence of functions such that
lim
n→∞ fn(x) = f (x) a.e. in A,
and such that for every n = 1, 2, . . . ,
|fn(x)| ≤ |f (x)| a.e. in A,
where g is integrable on A. Then
lim
n→∞
∫
A
fn(x)dν =
∫
A
f (x)dν.
Before starting and proving the main results, we introduce the following hypotheses.
(H1) f (t, u1, . . . , ul) is convex and continuous respect to u1, . . . , ul, f (t, u1, . . . , ul) is Lebesgue’s measurable respect to
t ∈ [0, a],
(H2) ‖f (t, u(x, τ1(t)), . . . , u(x, τl(t)))‖ ≤∑ni=1 mi(t)‖u(x, τi(t))‖ki , where mi(t) ≥ 0, ki ≥ 0 and there exists a β ∈ (0, α)
such thatmi(t) ∈ L1/β [0, a], i = 1, 2, . . . , n,∑ni=1  a0 (mi(t)) 1β dsβ ≤ l2 < 1,
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(H3) a(t) is continuous on [0,a], for the above β,
 a
0 (a(t))
1
β ds
β = l1 < 1,
(H4) 0 ≤ τi(t) ≤ t, i = 1, 2, . . . , n.
Lemma 2.4. Suppose that (H1)–(H4) hold. Then for t ∈ (0, a), IVP (1.1)–(1.2) is equivalent to the following equation
u(x, t) = ϕ(x)+ 1
0(α)
∫ t
0
(t − s)α−1[a(s)△u(x, s)
+ f (s, u(x, τ1(s)), . . . , u(x, τl(s)))]ds, x ∈ Ω, t ∈ [0, a]. (2.1)
Proof. According (1.1)–(1.2), and using the similar method of Lemma 3.1 in [20], the Necessary is obvious.
Sufficiency: Suppose that u(x, t) is a solution of (2.1), according Definitions 2.1–2.3, and Remark 2.1, we obtain
c∂αu(x, t)
∂tα
=
c∂αu(x, t)
∂tα

ϕ(x)+ 1
0(α)
∫ t
0
(t − s)α−1[a(s)△u(x, s)+ f (s, u(x, τ1(s)), . . . , u(x, τl(s)))]ds

= 1
0(α)
c∂αu(x, t)
∂tα
∫ t
0
(t − s)α−1[a(s)△u(x, s)+ f (s, u(x, τ1(s)), . . . , u(x, τl(s)))]ds
=
c∂αu(x, t)
∂tα
(Iα(a(s)△u(x, t)+ f (t, u(x, τ1(t)), . . . , u(x, τl(t)))))
= a(s)△u(x, t)+ f (t, u(x, τ1(t)), . . . , u(x, τl(t)))
− [Iα(a(s)△u(x, t)+ f (t, u(x, τ1(t)), . . . , u(x, τl(t))))]t=0 t
−α
0(1− α)
= a(s)△u(x, t)+ f (t, u(x, τ1(t)), . . . , u(x, τl(t))), (2.2)
which means that u(x, t) is a solution of (1.1)–(1.2). The proof is complete. 
Now, we consider the following Dirichlet boundary value problem in the domain,Ω
1u+ αu = 0, in (x, t) ∈ Ω × [0, T0], (2.3)
u = 0, on (x, t) ∈ ∂Ω × [0, T0], (2.4)
in which α is a constant.
It iswell known from [21] that the smallest eigenvalueα1 of problem (2.1) is positive and the corresponding eigenfunction
φ(x) ≥ 0 for x ∈ Ω .
Let u(x, t) is a solution of problem (1.1)–(1.2)-(Bi) (i = 1, 2). Throughout of this paper, we defining functions U(t), V (t)
as follows:
U(t) =

Ω
u(x, t)φ(x)dx
Ω
φ(x)dx
, (2.5)
V (t) =

Ω
u(x, t)dx
Ω
dx
. (2.6)
Especially
U(0) =

Ω
ϕ(x)φ(x)dx
Ω
φ(x)dx
, (2.7)
V (0) =

Ω
ϕ(x)dx
Ω
dx
. (2.8)
3. The existence of solutions of bounded value problem (1.1)–(1.2)–(B1)
Lemma 3.1. Assume that there exists a β ∈ (0, α) such that (H1)–(H4) hold. For any constant b > 0, suppose that
h < min
T0, a,

0(α)b
((‖U(0)‖ + b)α1l1 + (‖U(0)‖ + b)kl2)

α − β
1− β
1−β 1α−β ,
where
k = max
1≤i≤n
{ki}.
Z. Ouyang / Computers and Mathematics with Applications 61 (2011) 860–870 863
Then IVP (1.1)–(1.2)–(B1) has a solution if and only if the following equation
U(t) = U(0)− α1 1
0(α)
∫ t
0
(t − s)α−1a(s)U(s)ds
+ 1
0(α)
∫ t
0
(t − s)α−1[f (s,U(τ1(s)), . . . ,U(τl(s)))]ds, t ∈ [0, h] (3.1)
has a solution.
Proof. Sufficiency: Suppose thatU(t) is a solution of (3.1). Let u(x, t) = e√α1(x1+···+xM )U(t). Combining (1.1), (2.3), (3.1), it is
easy to show that u(x, t) is a solution of (2.1). According Lemma 2.4, it is obvious that u(x, t) is a solution of (1.1)–(1.2)–(B1).
Necessary: If (1.1)–(1.2)–(B1) has a solution u(x, t), from Lemma 2.4, then u(x, t) is also a solution of (2.1). Multiplying
both sides of Eq. (2.1) by φ(x), and integrating both sides with respect to x ∈ Ω , we obtain∫
Ω
φ(x)u(x, t)dx =
∫
Ω
φ(x)ϕ(x)dx+ 1
0(α)
∫
Ω
φ(x)
∫ t
0
(t − s)α−1[a(s)△u(x, s)
+ f (s, u(x, τ1(s)), . . . , u(x, τl(s)))]dsdx
=
∫
Ω
φ(x)ϕ(x)dx+ 1
0(α)
∫ t
0
(t − s)α−1

a(s)
∫
Ω
φ(x)△u(x, s)dx
+
∫
Ω
φ(x)f (s, u(x, τ1(s)), . . . , u(x, τl(s)))dx

ds. (3.2)
Using Green’s formula, one get∫
Ω
△uφdx = −α1
∫
Ω
uφdx, t ≥ T0. (3.3)
Combining (3.2), (3.3), and using Jensen’s inequality, we obtain
U(t) =

Ω
φ(x)u(x, t)dx
Ω
φ(x)dx
=

Ω
φ(x)ϕ(x)dx
Ω
φ(x)dx
+ 1
0(α)
∫ t
0
(t − s)α−1

a(s)

Ω
φ(x)△u(x, s)dx
Ω
φ(x)dx
+

Ω
φ(x)f (s, u(x, τ1(s)), . . . , u(x, τl(s)))dx
Ω
φ(x)dx

ds
= U(0)− α1 1
0(α)
∫ t
0
(t − s)α−1a(s)U(s)ds+ 1
0(α)
∫ t
0
(t − s)α−1

Ω
φ(x)f (s, u(x, τ1(s)), . . . , u(x, τl(s)))dx
Ω
φ(x)dx
ds
≤ U(0)− α1 1
0(α)
∫ t
0
(t − s)α−1a(s)U(s)ds
+ 1
0(α)
∫ t
0
(t − s)α−1f

s,

Ω
φu(x, τ1(s))dx
Ω
φdx
, . . . ,

Ω
φu(x, τl(s))dx
Ω
φdx

ds
= U(0)− α1 1
0(α)
∫ t
0
(t − s)α−1a(s)U(s)ds+ 1
0(α)
∫ t
0
(t − s)α−1f (s,U(τ1(s)), . . . ,U(τl(s)))ds, (3.4)
which means that U(t) is a solution of
U(t) ≤ U(0)− α1 1
0(α)
∫ t
0
(t − s)α−1a(s)U(s)ds+ 1
0(α)
∫ t
0
(t − s)α−1f (s,U(τ1(s)), . . . ,U(τl(s)))ds. (3.5)
Let
K = {U : U ∈ C([0, T0], R), ‖U(t)− U(0)‖ ≤ b}. (3.6)
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Defining a operator T as follows
(TU)(t) =

U(0), t = 0,
U(0)− α1 1
0(α)
∫ t
0
(t − s)α−1a(s)U(s)ds
+ 1
0(α)
∫ t
0
(t − s)α−1f (s,U(τ1(s)), . . . ,U(τl(s)))ds, 0 ≤ t ≤ min{a, T0}.
(3.7)
It is easy to show that K is nonempty closed convex set. Now, we prove that T maps K into itself, that is: for any
U ∈ K , TU ∈ K . In fact, using (3.6), (H2)–(H4) and Hörder inequality, we obtain
‖(TU)(t)− U(0)‖ = ‖(TU)(t)− (TU)(0)‖
=
α1 10(α)
∫ t
0
(t − s)α−1a(s)U(s)ds+ 1
0(α)
∫ t
0
(t − s)α−1f (s,U(τ1(s)), . . . ,U(τl(s)))ds

≤ (‖U(0)‖ + b)α1
0(α)
∫ t
0
(t − s)α−1‖a(s)‖ds+ 1
0(α)
∫ t
0
(t − s)α−1

l−
i=1
‖mi(s)Uki(s)‖

ds
≤ (‖U(0)‖ + b)α1
0(α)
∫ t
0
(t − s)α−1‖a(s)‖ds+ (‖U(0)‖ + b)
k
0(α)
∫ t
0
(t − s)α−1


l−
i=1
mi(s)
 ds
≤ (‖U(0)‖ + b)α1
0(α)
∫ t
0
((t − s)α−1) 11−β ds
1−β ∫ t
0
‖a(s)‖ 1β ds
β
+ (‖U(0)‖ + b)
k
0(α)
∫ t
0
((t − s)α−1) 11−β ds
1−β  l−
i=1
∫ t
0
‖mi(s)‖
1
β ds
β
≤ (‖U(0)‖ + b)α1l1
0(α)
∫ t
0
((t − s)α−1) 11−β ds
1−β
+ (‖U(0)‖ + b)
kl2
0(α)
∫ t
0
((t − s)α−1) 11−β ds
1−β
≤ (‖U(0)‖ + b)α1l1 + (‖U(0)‖ + b)
kl2
0(α)

1− β
α − β
1−β
hα−β
≤ b, t ∈ [0, h], (3.8)
which means that T maps K into itself.
Defining a sequence {Uk(t)} in K ,
U0(t) ≡ U(0), 0 ≤ t ≤ h,
and
Uk+1(t) = (TUk)(t), 0 ≤ t ≤ h, k = 0, 1, . . . .
It is easy to show that {Uk(t)} is a sequence of measurable functions, and Uk(t) ∈ K . Noticing that K is closed, thus there
exists a subsequence {Uki(t)} of {Uk(t)} and a functionU(t) ∈ K such that
lim
ki→∞
Uki(t) = U(t), 0 ≤ t ≤ h.
It follows from Lebesgue’s dominated convergence theorem thatU(t) satisfies
U(t) =

U(0), t = 0,U(0)− α1 1
0(α)
∫ t
0
(t − s)α−1a(s)U(s)ds
+ 1
0(α)
∫ t
0
(t − s)α−1f (s,U(τ1(s)), . . . ,U(τl(s)))ds, 0 ≤ t ≤ h,
which means that U(t) is a solution of (3.1). The proof is complete. 
Theorem 3.1. Assume that (H1)–(H4) hold. Suppose that h, b are defined in Lemma 3.1. Then there exists at lease a solution of
the problems (1.1)–(1.2)–(B1) onΩ × [0, h].
Proof. From Lemma 3.1, we only need to prove that (3.1) has at least a solution.
For any t ∈ [0, h], it implies that t ∈ [0, a], t ∈ [0, T0]. Let
K = {U(t) ∈ C([0, h], R) : ‖U(t)− U(0)‖ ≤ b}. (3.9)
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It is easy to show that U = U(0) ∈ K , which implies that K is nonempty. It is obvious that K is close. For any U1,U2 ∈ K and
any a1, a2 ≥ 0 satisfies that a1 + a2 = 1, we have
‖a1U1 + a2U2 − U(0)‖ ≤ a1‖U1 − U(0)‖ + a2‖U2 − U(0)‖ ≤ a1b+ a2b = b,
thus a1U1 + a2U2 ∈ K , therefore K is a nonempty close convex set.
Define a map T on K as follows
(TU)(t) = U(0)− α1 1
0(α)
∫ t
0
(t − s)α−1a(s)U(s)ds+ 1
0(α)
∫ t
0
(t − s)α−1f (s,U(τ1(s)), . . . ,U(τl(s)))ds. (3.10)
(a) We first show that T maps K to itself. That is: for any U ∈ K , TU ∈ K . In fact, according to (3.8), it is obvious.
(b) We now show that T is completely continuous. First, we will show that T is continuous. For U(t) ∈ K , and any sequence
{Um(t)} ∈ K , m = 1, 2, . . . , suppose
lim
m→+∞ ‖Um(t)− U(t)‖ = 0,
because
0 ≤ τi(t) ≤ t, i = 1, . . . , n,
then
lim
m→+∞ ‖Um(τi(t))− U(τi(t))‖ = 0, i = 1, . . . , n.
From {(H1)}, we obtain
lim
m→+∞ ‖f (t,Um(τ1(t)), . . . ,Um(τn(t)))− f (t,U(τ1(t)), . . . ,U(τn(t)))‖ = 0,
which means that: for any ε > 0, there exists a positive integer numberM , whenm > M ,
‖Um(t)− U(t)‖ < 0(α)2α1l1

α − β
1− β
1−β
hα−βε, (3.11)
and
‖f (t,Um(τ1(t)), . . . ,Um(τn(t)))− f (t,U(τ1(t)), . . . ,U(τn(t)))‖ < 0(α)ε2hα . (3.12)
From (3.10)–(3.12), we have
‖(TUm)(t)− (TU)(t)‖ ≤ α1 1
0(α)
∫ t
0
(t − s)α−1a(s)‖Um(s)− U(s)‖ds+ 1
0(α)
×
∫ t
0
(t − s)α−1‖f (s,Um(τ1(s)), . . . ,Um(τn(s)))− f (s,U(τ1(s)), . . . ,U(τn(s)))‖ds
≤ α1l1
0(α)
∫ t
0
((t − s)α−1) 11−β ds
1−β
‖Um − U‖ + 1
0(α)
∫ t
0
(t − s)α−1ds0(α)ε
2hα
≤ α1l1
0(α)

1− β
α − β
1−β
hα−β
0(α)ε
2α1l1hα−β

α − β
1− β
1−β
+ 1
0(α)
hα
0(α)ε
2hα
= ε.
Because ε can be arbitrary small. Hence,
lim
m→∞ ‖TUm − TU‖ = 0,
which implies that T is continuous.
Next, we show that TK is relatively compact. We only need to prove that TU : U ∈ K is uniformly bounded and equicon-
tinuous on [0, h].
For any U ∈ K , from (3.9), we obtain ‖TU‖ ≤ ‖U(0)‖ + ‖b‖, which means that TU : U ∈ K is uniformly bounded.
Now, we prove that TU : U ∈ K is equicontinuous. According (3.9) again, and using the proof of (3.7), for any
t1, t2 ∈ [0, h], and t1 < t2, we have
‖(TU)(t1)− (TU)(t2)‖ ≤ α1 1
0(α)
∫ t1
0
((t2 − s)α−1 − (t1 − s)α−1)a(s)‖U(s)‖ds+
∫ t2
t1
(t2 − s)α−1a(s)‖U(s)‖ds

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+ 1
0(α)
∫ t1
0
[(t2 − s)α−1 − (t1 − s)α−1]f (s,U(τ1(s)), . . . ,U(τn(s)))ds

+ 1
0(α)
∫ t2
t1
(t2 − s)α−1f (s,U(τ1(s)), . . . ,U(τn(s)))ds

≤ (b+ ‖U(0)‖)α1
0(α)
∫ t1
0
|(t2 − s)α−1 − (t1 − s)α−1|
1
1−β ds
1−β ∫ t1
0
(a(s))
1
β ds
β
+ (b+ ‖U(0)‖)α1
0(α)
∫ t2
t1
|(t2 − s)α−1|
1
1−β ds
1−β ∫ t2
t1
(a(s))
1
β ds
β
+ (b+ ‖U(0)‖)k 1
0(α)
∫ t1
0
|((t2 − s)α−1 − (t1 − s)α−1)|
1
1−β ds
1−β
×

n−
i=1
∫ t1
0
m
1
β
i (s)ds
β
+ (b+ ‖U(0)‖)k 1
0(α)
∫ t2
t1
|(t2 − s)α−1|
1
1−β ds
1−β  n−
i=1
∫ t2
t1
m
1
β
i (s)ds
β
≤ (b+ ‖U(0)‖)α1l1
0(α)
∫ t1
0
|(t2 − s)α−1 − (t1 − s)α−1|
1
1−β ds
1−β
+ (b+ ‖U(0)‖)α1l1
0(α)
∫ t2
t1
|(t2 − s)α−1|
1
1−β ds
1−β
+ (b+ ‖U(0)‖)
kl2
0(α)
∫ t1
0
|((t2 − s)α−1 − (t1 − s)α−1)|
1
1−β ds
1−β
+ (b+ ‖U(0)‖)
kl2
0(α)
∫ t2
t1
|(t2 − s)α−1|
1
1−β ds
1−β
= (b+ ‖U(0)‖)α1l1
0(α)

1− β
α − β
1−β 
−(t2 − t1)
1−β
α−β +

t
1−β
α−β
2 − t
1−β
α−β
1

+ (b+ ‖U(0)‖)α1l1
0(α)

1− β
α − β
1−β
(t2 − t1)
1−β
α−β
+ (b+ ‖U(0)‖)
kl2
0(α)

1− β
α − β
1−β 
−(t2 − t1)
1−β
α−β +

t
1−β
α−β
2 − t
1−β
α−β
1

+ (b+ ‖U(0)‖)
kl2
0(α)

1− β
α − β
1−β
(t2 − t1)
1−β
α−β . (3.13)
Noticing that 0 < β < α < 1, which means that 1−β
α−β > 0. Thus
lim
t1→t2
(t2 − t1)
1−β
α−β = 0, (3.14)
and
lim
t1→t2

−(t2 − t1)
1−β
α−β +

t
1−β
α−β
2 − t
1−β
α−β
1

= 0. (3.15)
Combining (3.13)–(3.15), it follows
lim
t1→t2
‖(TU)(t1)− (TU)(t2)‖ = 0.
Therefore TU : U ∈ K is equicontinuous on [0, h]. Hence TK is relatively compact. By Schauder’s fixed point theorem, there
exists at least a U ∈ K such that
TU = U,
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that is,
U(t) = U(0)− α1 1
0(α)
∫ t
0
(t − s)α−1a(s)U(s)ds+ 1
0(α)
∫ t
0
(t − s)α−1f (s,U(τ1(s)), . . . ,U(τl(s)))ds, t ∈ [0, h].
It is easy to show that U is a solution of IVP (3.1) on [0, h]. The proof is complete. 
4. The existence of solution of bounded value problems (1.1)–(1.2)–(B2)
Lemma 4.1. If there exists a β ∈ (0, α) such that (H1), (H2), (H4) hold. Suppose that for any positive constant b1 > 0,
h1 < min
T0, a,

0(α)b1
(‖V (0)‖ + b1)kl2

α − β
1− β
1−β 1α−β ,
and
k = max
1≤i≤n
{ki}.
Then for t ∈ (0, h1), IVP (1.1)–(1.2)–(B2) has a solution if and only if the following has a solution
V (t) = V (0)+ 1
0(α)
∫ t
0
(t − s)α−1f (s, V (τ1(s)), . . . , V (τl(s)))ds, t ∈ [0, h1]. (4.1)
Proof. Necessary: Suppose that V (t) is a solution of (4.1). Let u(x, t) = V (t), then, it is obvious that it is a solution of (2.1),
thus it is also a solution of (1.1)–(1.2)–(B2).
Sufficiency: If (1.1)–(1.2)–(B2) has a solution u(x, t), from Lemma 2.4, then u(x, t) is also a solution of (2.1). Integrating
both sides respect to x inΩ , we obtain∫
Ω
u(x, t)dx =
∫
Ω
ϕ(x)dx+ 1
0(α)
∫
Ω
∫ t
0
(t − s)α−1[a(s)△u(x, s)+ f (s, u(x, τ1(s)), . . . , u(x, τl(s)))]dsdx
=
∫
Ω
ϕ(x)dx+ 1
0(α)
∫ t
0
(t − s)α−1

a(s)
∫
Ω
△u(x, s)dx
+
∫
Ω
f (s, u(x, τ1(s)), . . . , u(x, τl(s)))dx

ds. (4.2)
Using Green’s formula, we get∫
Ω
△udx = 0, t ∈ [0, T0]. (4.3)
Combining (4.2), (4.3), and using Jensen’s inequality, we obtain
V (t) =

Ω
u(x, t)dx
Ω
dx
=

Ω
ϕ(x)dx
Ω
dx
+ 1
0(α)
∫ t
0
(t − s)α−1
[
a(s)

Ω
△u(x, s)dx
Ω
dx
+

Ω
f (s, u(x, τ1(s)), . . . , u(x, τl(s)))dx
Ω
dx
]
ds
= V (0)+ 1
0(α)
∫ t
0
(t − s)α−1

Ω
f (s, u(x, τ1(s)), . . . , u(x, τl(s)))dx
Ω
dx
ds
≤ V (0)+ 1
0(α)
∫ t
0
(t − s)α−1f

s,

Ω
u(x, τ1(s))dx
Ω
dx
, . . . ,

Ω
u(x, τl(s))dx
Ω
dx

ds
= V (0)+ 1
0(α)
∫ t
0
(t − s)α−1f (s, V (τ1(s)), . . . , V (τl(s)))ds, (4.4)
which follows that V (t) is a solution of
V (t) ≤ V (0)+ 1
0(α)
∫ t
0
(t − s)α−1f (s, V (τ1(s)), . . . , V (τl(s)))ds. (4.5)
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Let K = {V : u ∈ C([0, T0], R), ‖V (t)− V (0)‖ ≤ b1}. (4.6)
Defining a operatorT as follows
(TV )(t) =

V (0), t = 0,
V (0)+ 1
0(α)
∫ t
0
(t − s)α−1f (s, V (τ1(s)), . . . , V (τl(s)))ds, 0 ≤ t ≤ min{a, T0}. (4.7)
It is easy to show that K is nonempty closed convex set. Now, we prove that T maps K into itself, that is: for any
V ∈ K ,TV ∈ K . In fact, according to (H1) and Hörder inequality, and using the similar method of the proof of Lemma 3.1,
one obtain
‖(TV )(t)− V (0)‖ = ‖(TV )(t)− (TV )(0)‖
= 1
0(α)
∫ t
0
(t − s)α−1f (s, V (τ1(s)), . . . , V (τl(s)))ds
≤ 1
0(α)
∫ t
0
(t − s)α−1

l−
i=1
‖mi(s)V ki(s)‖

ds
≤ (‖V (0)‖ + b)
kl2
0(α)

1− β
α − β
1−β
hα−β ≤ b, t ≤ h1, (4.8)
which means thatT is a mapsK into itself.
Defining a sequences Vk(t) inK ,
V0(t) ≡ V (0), 0 ≤ t ≤ min{a, T0},
and
Vk+1(t) = (TVk)(t), 0 ≤ t ≤ min{a, T0}, k = 0, 1, . . . .
SinceK is bounded, thus, there exists a subsequence {Vkj(t)} of {Vk(t)} so that
lim
kj→∞
Vkj(t) = V (t) ∈ K , 0 ≤ t ≤ min{a, T0}.
It follows from Lebesgue’s dominated convergence theorem thatV (t) satisfies
V (t) =

V (0), t = 0,V (0)+ 1
0(α)
∫ t
0
(t − s)α−1f (s,V (τ1(s)), . . . ,V (τl(s)))ds, 0 ≤ t ≤ h1
which means thatV (t) is a solution of (4.1). The proof is complete. 
Theorem 4.1. Assume that (H1), (H2), (H4) hold. Suppose that h1, b1 are defined in Lemma 4.1. Then there exists at least a
solution of the problems (1.1)–(1.2)–(B2) onΩ × [0, h1].
Proof. From Lemmas 4.1 and 2.4, we only need to prove that (4.1) has at least a solution V (t).
For any t ∈ (0, h1), it implies that t ∈ [0, a], t ∈ [0, T0].
LetK = {V (t) ∈ C([0, h1], R) : ‖V (t)− V (0)‖ ≤ b1}. (4.9)
It is easy to show that V (t) = V (0) ∈ K , which implies thatK is nonempty. It is obvious thatK is close. For any V1, V2 ∈ K
and anya1,a2 ≥ 0 satisfies thata1 +a2 = 1, we have
‖a1V1 +a2V2 − V (0)‖ ≤a1‖V1 − V (0)‖ +a2‖V2 − V (0)‖ ≤a1b1 +a2b1 = b1,
thusa1V1 +a2V2 ∈ K , thereforeK is a nonempty close convex set.
Define a mapping onK as follows
(TV )(t) = V (0)+ 1
0(α)
∫ t
0
(t − s)α−1[f (s, V (τ1(s)), . . . , V (τl(s)))]ds. (4.10)
(a) We first show thatT mapK to itself. That is: for any V ∈ K ,TV ∈ K . In fact, according to (4.8), it is obvious.
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(b) We now show thatT is completely continuous. First, we will show thatT is continuous. For V (t) ∈ K , and any sequence
{Vm(t)} ∈ K ,m = 1, 2, . . . , suppose
lim
m→+∞ ‖Vm(t)− V (t)‖ = 0.
Because
0 ≤ τi(t) ≤ t, i = 1, . . . , n,
then
lim
m→+∞ ‖Vm(τi(t))− V (τi(t))‖ = 0, i = 1, . . . , n.
From (H1), we obtain
lim
m→+∞ ‖f (t, Vm(τ1(t)), . . . , Vm(τn(t)))− f (t, V (τ1(t)), . . . , V (τn(t)))‖ = 0,
which means that: for anyε > 0, there exists a positive integer number M , whenm > M ,
‖f (t, Vm(τ1(t)), . . . , Vm(τn(t)))− f (t, V (τ1(t)), . . . , V (τn(t)))‖ < 0(α)εhα . (4.11)
From (4.10), (4.11), we obtain
‖(TVm)(t)− (TV )(t)‖ = 1
0(α)
∫ t
0
(t − s)α−1‖f (s, Vm(τ1(s)), . . . , Vm(τn(s)))− f (s, V (τ1(s)), . . . , V (τn(s)))‖ds
≤ 1
0(α)
∫ t
0
(t − s)α−1ds0(α)ε
2hα
≤ 1
0(α)
hα
0(α)ε
hα
= ε.
Because ε can be arbitrary small, hence,
lim
m→∞ ‖TVm −TV‖ = 0,
which means thatT is continuous.
Next, we show that TK is relatively compact. We only need to prove that TV : V ∈ K is uniformly bounded and
equicontinuous on [0, h1].
For V ∈ K , from (3.12), we obtain ‖TV‖ ≤ ‖V (0)‖ + ‖b1‖, which means thatTV : V ∈ K is uniformly bounded.
Now, we prove thatTV : V ∈ K is equicontinuous. According (4.9), and using the proof of (4.8), for any t1, t2 ∈ [0, h1],
and t1 < t2, we have
‖(TV )(t1)− (TV )(t2)‖ ≤ 1
0(α)
∫ t1
0
[(t2 − s)α−1 − (t1 − s)α−1]f (s, V (τ1(s)), . . . , V (τn(s)))ds

+ 1
0(α)
∫ t2
t1
(t2 − s)α−1f (s, V (τ1(s)), . . . , V (τn(s)))ds

≤ (b+ ‖V (0)‖)k 1
0(α)
∫ t1
0
|((t2 − s)α−1 − (t1 − s)α−1)|
1
1−β ds
1−β
×

n−
i=1
∫ t1
0
m
1
β
i (s)ds
β
+ (b+ ‖V (0)‖)k 1
0(α)
∫ t2
t1
|(t2 − s)α−1|
1
1−β ds
1−β  n−
i=1
∫ t2
t1
m
1
β
i (s)ds
β
≤ (b+ ‖V (0)‖)
kl2
0(α)
∫ t1
0
|((t2 − s)α−1 − (t1 − s)α−1)|
1
1−β ds
1−β
+ (b+ ‖V (0)‖)
kl2
0(α)
∫ t2
t1
|(t2 − s)α−1|
1
1−β ds
1−β
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= (b+ ‖V (0)‖)
kl2
0(α)

1− β
α − β
1−β 
−(t2 − t1)
1−β
α−β +

t
1−β
α−β
2 − t
1−β
α−β
1

+ (b+ ‖V (0)‖)
kl2
0(α)

1− β
α − β
1−β
(t2 − t1)
1−β
α−β . (4.12)
Using (3.13) and (3.14), it follows
lim
t1→t2
‖(TV )(t1)− (TV )(t2)‖ = 0.
ThereforeTV : V ∈ K is equicontinuous on [0, h1]. HenceTK is relatively compact. By Schauder’s fixed point theorem, there
exists at least aV ∈ K such thatTV = V ,
that is,
V (t) = V (0) 1
0(α)
∫ t
0
(t − s)α−1[f (s,V (τ1(s)), . . . ,V (τl(s)))]ds, t ∈ [0, h1].
It is easy to show thatV is a solution of IVP (4.1) on [0, h1]. The proof is complete. 
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