The dielectric response is considered within models of a one-band metal, a two-band insulator and a twoband metal using the semi-classical approximation. Corresponding dielectric functions are found. The dielectric function of two-band metal is found to be the interpolation between the Sellmeyer and LorenzLorentz expressions, respectively. The frequencies of the collective modes are identified as the zeroes of the dielectric functions. The correspondence between the semi-classical approach used in this paper and the many-body calculation within the random-phase approximation is established.
Introduction
The immersion of a crystal into an external electric field is accompanied by polarisation of the crystal. Due to this polarisation, the electric field in the crystal differs from the external electric field. The relation between these fields is an object of study relating to the theory of dielectric response.
In classical physics [1] , it has already been noted that theories of the dielectric responses of metals and insulators differed essentially. The Sellmeyer expression describes dielectric properties of materials which have dis-tinctly metallic properties, while the dielectric function of the insulator is given by the Lorentz-Lorenz expression [1] . No unique theory of dielectric response is found within classical physics.
Adler [2] and Wiser [3] have formulated the first unique theory of the dielectric response within quantum mechanics. The characteristics of this approach are the planewave base and random phase approximation (RPA). The dielectric matrix is central to the theory of the dielectric response. Due to the plane-wave base the dimension of the dielectric matrix in the Adler-Wiser approach, ε(q + G q + G ω), is infinite. The measurable quantity here is the dielectric function, the long-wavelength limit of the reciprocal value of the G = G = 0 element of the inverse dielectric matrix [2, 4] ε(ω) = lim q→0 1/ε −1 (ω). The infinite dimensionality of the dielectric matrix causes a problem in the application of this method. One has to truncate the matrix in order to perform numerical calculations. However there are no clear physical arguments that would suggest the dimension of the truncated matrix.
Hanke and Sham [4] have formulated a theory of dielectric response using two bases. Matrix elements of the polarisation and Coulomb interactions are calculated within plane-wave and tight-binding bases, respectively. Due to the tight-binding choice of the one-electron wave functions the dimension of the matrix to be inverted is limited.
Recent papers by Trani et al. [5, 6] , Gajdoš et al. [7] , and Brodersen et al. [8] have revived interest in methods developed by Hanke-Sham and Adler-Wiser, respectively. Trani et al. have used the Hanke-Sham method as the starting point for their theory of dielectric response of nanocrystals [5, 6] . Gajdoš et al. [7] have used the Adler-Wiser method with a different base and have calculated the polarisability matrix for Si, SiC, AlP, GaAs and diamond.
An elegant formulation of the unique theory of dielectric response within RPA is given by Županović et al. [9] [10] [11] who formulated their theory using tight-binding bases only. Neglecting nearest-neighbour overlap between orbitals, the dimension of the dielectric matrix becomes equal to the dimension of the base. In this way the dimension of the dielectric matrix is reduced by the small number of orbitals that define relevant transitions. Within a simple model with two orbitals and a partially filled valence band it is shown that the dielectric function is given as the interpolation between the Sellmeyer and Lorentz-Lorenz expressions. In the case of a zero dipolar matrix element (pure metal) between atomic orbitals, or a full valence band with non-zero matrix elements of dipolar transition (pure insulator) the dielectric function becomes either the Sellmeyer or Lorentz-Lorenz formulae respectively. If matrix elements of the Coulomb interaction are expressed in terms of the plane-wave representation, one arrives at the Hanke-Sham formula [10] .
In this paper we show that the result obtained by the theory developed by Županović et al. [9] [10] [11] can be obtained within the simple semi-classical method. Here we calculate the first-order corrections to the tight-binding oneelectron wave functions within the time-dependent perturbation calculation. Once the corrections are calculated the total electric potential is calculated self-consistently within classical electrodynamics.
The paper is organized as follows: In Section 2 we study the model of a metal with one electron band. The dielectric function of the metal (Sellmeyer expression) is found. The plasmon, as the elementary excitation in the metal, is introduced. In Section 3 the dielectric function of the insulator is calculated taking into account the local field effects (Lorenz-Lorentz expression). Approximating a molecule with a classical simple harmonic oscillator, and taking into account the dipole-dipole interaction between molecules in a crystal, we show that the zeroes and poles of the dielectric function are equal to the frequencies of the longitudinal and transverse Frenkel excitons. The dielectric response of two-band metal is the subject of Section 4. The resulting dielectric function is the interpolation between the Sellmeyer and Lorenz-Lorentz relations. The coupling between intra-band (plasmon) and inter-band collective modes (Frenkel excitons) is discussed. The main results are summarized in the Conclusions section. In addition the low frequency anomaly in the spectrum of the best known quasi-one-dimensional conductor TTF-TCNQ is explained in terms of the coupling of intraband and interband longitudinal collective modes.
One-band model of metal

Dielectric response of the one-band model of metal
We consider the model of a one-electron band metal within the tight-binding approach with one atom or molecule per unit cell of simple cubic crystal. In order to describe its dielectric properties, we suppose that the free electrons in the crystal are subject to a space-time varying potential defined by wave vector q and frequency ω
The corresponding electric field is longitudinal
where
U and E are local values of the potential and electric field, i.e. these quantities pertain to the electrons in the crystal. One should distinguish the local potential and field from the total potential and electric field which pertain to the test charge when it is immersed in a crystal. Further, we choose the tight-binding non-perturbed oneelectron wave functions
Wave vector k assumes value from the first Brillouin zone, R is the lattice vector, N is the number of molecules and (r − R) is the molecular orbital of the electron in the R crystal cell. The first-order time-dependent corrections to the tight binding Bloch wave functions are given by
Here E(k) is the one-electron energy of the non-perturbed electron state defined with the wave vector k (4). In the case of the cubic lattice [12] it is equal to
where is the transfer integral and is the lattice constant. Using the orthogonality relation
a straightforward calculation gives
The corresponding change of the charge density averaged over the unit cell is
Here V 0 = 3 is the volume of the unit cell, and the summation goes over all occupied electron states. Neglecting the overlap of the orbitals, but not the transfer integral, between neighbouring cells the change of the charge density up to the linear term in the perturbation U (r ) is
Here 0 (k) is the occupation function at zero temperature. Once the change in charge density has been averaged over the unit cell, we turn to classical electrodynamics. In the long wavelength limit the charge density is the slow varying function of the lattice vector R and it can be considered as the continuum variable in this limit. Poisson's equation relates the induced electric charge and the corresponding potential [13] ,
The electric potential Φ (R ) has the same space-and time dependence as the perturbing potential U (r t),
The corresponding electric field is
From Eqs. (11)- (13) follows
Due to the harmonic space-time dependence of the local potential, the induced charge preserves the same spacetime dependence. Then the induced charges can be described in terms of dipoles, that is to say the metal is a polarisable medium. It follows from the elementary theory of polarisable media that the electric field and polarisation are coupled by the equation [13] 
The polarisation can then be written as
Then we get
and
The proportionality factor between the induced polarisation and the electric field E (q ω) is called the polarisability
Within the tight-binding approach polarisability is thus equal to
Let us consider the long wavelength limit → 0, and calculate the polarisability in the case of a nearly empty band [12] . From Eq. (7) we get E(k
is the inverse of the effective mass. Then the electronic polarisability (22) is
Here ω is the plasmon frequency that will be discussed in subsection 2.3. It is equal to
where is the number of electrons per site.
The Sellmeyer formula
The external electric field induces the electronic polarisation P (R ) in a sample. We consider a thin metal plate in a harmonic external electric field which is perpendicular to the plate. The total electric field is the sum of the external electric field E and the electric field that appears due to the polarisation E E(r ) = E (r ) + E (r ) (25) Averaging the above equation over the unit cell and using the Eqs. (14), (18) and (19) we get
Within this self-consistent approach, the polarisation is proportional to the local electric field (21) . The local electric field is equal to the difference between the total electric field at the given cell E(R ) and the contribution that comes from the charge within the cell E (R ),
The wavelength of the electromagnetic excitation is much larger than the dimension of the cell, and the induced dipole due to the inter-band excitations therefore spreads over many unit cells. The only contributors to the charge density within the cell are monopoles. The electric charge captured within the cell is approximatively |ρ| 3 , where |ρ| is a mean value of the absolute charge and is the cell dimension. The cell's internal electric field, produced by the charge within the same cell, is proportional to . In the continuum (or long wavelength) limit this contribution vanishes, i.e. E (R ) = 0. We are used to saying that the cell monopoles produce no local-field effect. In other words, the local electric field is simply equal the total electric field E(R ) in the continuum limit. Substituting the corresponding space-time dependence of the quantities in Eq. (26) we get
The dielectric function which is defined by the expression
becomes
This expression is known as the Sellmeyer formula [1] . More explicitly, using Eq. (22) we get
This is a well-known result for the dielectric function of one-band metal obtained within the random-phase approximation (RPA). This approximation takes into account the interactions between electrons. The self-consistent procedure used in this paper is equivalent to the RPA.
On the validity of the semi-classical approach
The approach described in this section is limited by standard conditions imposed to the first order of the perturbation expansion. In other words, it is assumed that k k ( ) 1 (see Eq. 5). Then from Eq. (9) one finds the requirement U (q) E F (where E F is the Fermi energy)
as the necessary condition of the validity of the perturbation expansion. In order to define dielectric function one has to introduce a test charge. In our case this test charge will be an electron within a metal. A potential due to the rest of the electron system then plays a role of the local field. The corrections given in Eq. (5) are the first-order many-body corrections to the non-pertubated Bloch functions. Since the average interaction potential between electrons is of the order 2 / , the necessary condition for the validity of this approach is
This condition coincides with the validity condition for RPA [14] . In other words the semi-classical approach is valid if the kinetic energy of the electron dominates over its potential energy.
Intra-band excitations
The dielectric function defined by expression (29) relates the external electric field and the response (the total electric field). It can be seen that this function is characteristic of the system (Eq. 31).
The dielectric function (see Eq. 29) indicates the spontaneous electric field at its zero points. According to quantum mechanics, the zeroes of the dielectric function define both the frequencies and the wave vectors of excitations in the system [14] . Thus these excitations, as well as the dielectric function, are characteristics of the system; i.e. they do not depend on external excitation. All zeroes of the dielectric function (31), except the one with highest energy, lie between two neighbouring excitation energies of the non-perturbed system (electronhole excitation energies, E(k + q) − E(k)). We call these excitations incoherent. The difference between the energies of the incoherent excitations and the corresponding electron-hole excitation energies is proportional to 2 /(2 L 2 ), where and L are the reduced Planck constant and the length of the crystal edge, respectively. These excitations are extremely close to each other so one cannot resolve them experimentally due to the relatively low resolving power of the measuring instruments. The method for calculating the differences between energies of incoherent excitation and its electron-hole counterpart is developed in ref. [15] . The isolated zero of the dielectric function which corresponds to the electron-hole excitation with the largest energy is the frequency of the collective excitation. In the long-wavelength limit, → 0, taking into account the electric polarisability (23), the dielectric function becomes
The plasmon frequency ω acquires values between 1 eV (organic conductors) and 10 eV or more (metals). The excitation corresponding to the plasmon energy is the collective excitation of the whole electron plasma [14] . Indeed, if the electron system moves outside the borders of the ion system due to the fluctuation, an elastic force between electron and ion subsystems is established. The frequency of oscillation of the plasma is just equal to the plasmon frequency (24) [12] . In short, we differentiate between incoherent and collective excitations. The energies of incoherent excitations are very close to the electron-hole excitation energies (those which form the band). Intra-band collective excitation is called the plasmon. The excitation energy of the plasmon lies outside the band of incoherent excitations.
Two-band model of insulators
Dielectric response
The non-perturbed states of the electrons in this model belong either to the valence (lower) band or the conducting (higher) band. All states in the valence band are occupied while the states in the conducting band are empty. We assume a weak local perturbation U (r ) of the form (1) which can not excite the electrons from the valence band to the conducting band. There is no transfer of charge from one site to another. The polarisation of the unit cell is the only possible excitation. We assume the non-zero matrix element of dipolar transition:
Here 0 (r) and 1 (r) are the low-and high-energy molecular orbitals, respectively. The direction of the matrix element of the dipolar transition depends on the symmetry of the product * 0 r 1 . Only the electric-field component in the direction of the dipolar transition matrix element is relevant. Throughout this paper we assume that the local electric field is aligned along the dipolar transition matrix element. A procedure analogous to the one shown in subsection 2.1 gives a matrix element of the dipolar transition averaged over the unit cell
E = −∇U is the local electric field introduced in subsection 2.1, E 0 (k) and E 1 (k) are the dispersion relations of the one-electron states in the lower and higher band, respectively. The polarisation is equal to where V 0 is the volume of the primitive cell. The polarisation is proportional to the local field
where α (q ω) is now the molecular polarisability. It comes from Eqs. (35)-(37)
The Lorenz-Lorentz formula
We consider a thin insulator plate placed in an electric field E (q ω) which is normal to the plate. This field induces a molecular dipole. The dipole length is less than the lattice constant. We stress the importance of the ratio between the dipole length and the crystal lattice constant: if this ratio is much larger than unity (as in the one-band metal model considered in subsection 2.1), then the averaged local electric field and the total electric field in the crystal are equal. In other words, the electron and the immersed test charge are subjected to equal electric fields. If the dipole length is less than the lattice constant, it creates the non-zero averaged electric field E (R ). This electric field, according to ref. [13] , is
The local electric field is equal to the difference between the total electric field and the electric field E , respectively, i.e.
or in (q ω) space
Taking P instead of P in Eq. (26) and using Eqs. (37) and (41) we get
Then according to Eq. (29) the dielectric function of the insulator is
The dielectric function (43) is known as the Lorenz-Lorentz formula. The dipoles out of the cell produce the local electric field E in the cell. This electric field induces a matrix element of dipolar transition Eq. (35). In other words, the dipole in the considered cell is induced due to the induced dipoles in other cells. This is, in fact, a self-consistent approach to the many-body problem. It is therefore not surprising that Lorenz-Lorentz formula in Eq. (43) is equal to that calculated within RPA [9] [10] [11] .
Inter-band excitations
As in the case of one-band metal, the collective excitations are especially interesting. In order to exclude the incoherent excitations from consideration we assume that the gap ω 0 = E 1 −E 0 between the valence and the conducting band is much larger than the bandwidths, i.e. ω Further, the dielectric function (43) becomes
with its zero and pole occurring at
respectively (see Fig. 1 b) .
Frenkel excitons
Expressions (46) and (47) give the frequencies of the Frenkel excitons [16, 17] . These are the running intramolecular excitations in the crystal. A vivid picture of Frenkel excitons can be acquired within classical electrodynamics using the simple model of a molecule as a harmonic oscillator vibrating with the frequency of the free molecular excitation ω 0 . We consider the motion of a molecule placed at the origin of the coordinate system defined by the crystallographic axis of the cubic crystal. We suppose that the crystal is placed in an external electric field
]. The polarisation of the molecule is P = r/ 3 , where r is the position of the electron. Due to this proportionality between electron position and polarisation we can write the equation of motion for the polarisation,
Here β is the coupling constant between the polarisation and the external electric field. In contrast to the previous sections, no assumption regarding the direction of the external electric field has been made, i.e. the external electric field can be either a longitudinal or a transverse probe. The remaining molecules in the crystal interact with the molecule at the origin via dipole-dipole interaction. The electric field of the other molecules at the origin can be written
The inclusion of this term in the equation of motion (48) gives 
The force on the electron of the second dipole acts in a way that it strengthens the "molecular spring" constant, and so strengthens the frequency of the oscillations. b) In the case of transverse oscillation, the electric field of the first dipole at the location of the second dipole is
The force on the electron of the second dipole now acts in a way that weakens the "molecular spring" constant, and thereby weakens the frequency of the oscillations.
The polarisation has the same space-time dependence as the external electric field and we can write
Then the equation of motion (50) becomes
The dipolar sums in Eq. (49) in the long wavelength limit have been calculated by Cohen [18] ,
Using expressions (37), (41), (42), (44), (53) and (54) for q µ we obtain
The frequencies of these spontaneous oscillations in the system inferred from expression (53), The increase and decrease in the frequencies of longitudinal and transverse excitations, respectively, in comparison with the frequency of the free molecule excitation, appear due to the different distribution of the polarisable molecules regarding the wave vector. In order to get an insight into this difference, we consider the interaction between two polarisable molecules at distance λ/2. The corresponding dipoles are antiparallel (see Fig. 2 ). The electric field at the origin of the dipole with momentum P 1 , placed at the point with radius vector R, is given by the term under the summation in expression (49) when P 1 replaces P m .
In the case of longitudinal excitation this field reinforces the local electric field which builds the molecule E (see Fig. 2a ). In this way the frequency of the longitudinal excitation becomes higher than the corresponding frequency of the free molecule. In the contrasting case of transverse excitation, this electric field reduces the local electric field, causing a decrease in the frequency of the molecular oscillation (see Fig. 2b ).
The quantum-mechanical calculation of the excitation frequencies in the molecular cubic insulators gives simply ω L and ω T , arising from expressions (46) and (47). These excitations are known as the longitudinal and transverse Frenkel excitons, respectively, and are equal to the zero and the pole of the dielectric function (45). It is interesting to note that calculation of the dielectric function in subsection 3.3 generates frequencies of both longitudinal and transverse Frenkel excitons although the probe itself was longitudinal. This is not unexpected since the dielectric function is a characteristic of the system and as such should not depend on the nature of the excitation.
Two-band model of metal
Semi-classical derivation of the dielectric function
So far we have considered two very different crystal models. In the first model, considered in Section 2, an electron hops between adjacent molecules within the crystal. The second model, considered in Section 3, has a full lower band so no inter-site electron hopping can happen.
In the case of the free-electron system, only intra-band processes (transitions) contribute to the dielectric function. In the two-band model of the insulator, inter-band processes are the only ones possible. In a two-band metal model, with partially filled lower band, and empty upper band, both processes are present; they contribute to the electronic-and molecular polarisability, respectively. The coupling between these polarisabilities is the focus of this section. The renormalized equations for electronic (21) and molecular (37) polarisation read
Here E (q ω), given by Eq. (39), is the correction due to the local field effect. The electronic and the molecular polarisations are respectively
The dielectric function becomes
This equation represents the connection between the Sellmeyer expression (α = 0) and the Lorenz-Lorentz expression (α = 0). It describes the dielectric properties of a crystal in which electronic and molecular polarisabilities are treated on equal footing. We note that the above expression comes out of the RPA calculations within the diagrammatic technique [10, 11] .
Coupling of intra-band and inter-band collective modes
We are now in a position to calculate the excitation frequencies of a metal with highly polarisable molecules. Just as in the case of a pure metal and an insulator, the collective modes are of major interest. In the longwavelength limit the intra-band polarisation α can be written in terms of plasmon frequency only (23) , while the inter-band polarisation α can be written in terms of Frenkel exciton frequencies (44) for the narrow-band case. Then Eq. (61) becomes
The transverse Frenkel exciton does not couple with the longitudinal modes, and the frequency of the transverse collective mode in the two-band metal model is equal to its frequency in the two-band insulator model. The biquadratic form of the numerator shows that there are two longitudinal collective modes. These modes are the result of coupling between the plasmon and longitudinal Frenkel exciton. The frequencies of the coupled modes are given by the zeroes of the numerator of the dielectric function, i.e.
This indicates that the frequency of the lower (soft) longitudinal mode is less than, or equal to, the frequency of the transverse Frenkel exciton, ω − ≤ ω T . If molecular polarisability vanishes (µ = 0), i.e. ω L = ω T = ω 0 , the longitudinal modes are not coupled. In the limit of large molecular polarisability, the frequency of the transverse Frenkel exciton becomes much smaller than the frequency of free molecular excitation ω T ω 0 . We distinguish two cases: If the frequency of the longitudinal Frenkel exciton is larger than the frequency of the plasmon (ω L > ω ), then the frequency of the soft longitudinal mode is
In the opposite case (ω > ω L ) we get
Conclusions
A strict distinction between the theories of the dielectric response for metals and insulators in the classical models was reflected onto early works on the dielectric response theory in quantum mechanics. P. Nozieres and D. Pines worked on the dielectric response theory for metals [19] [20] [21] while Frenkel's work on the collective excitations in insulators was the foundation for the development of the dielectric response theory for insulators [16, 17] . Theories of two-or many-band metal, which bridge the dielectric response of the pure metal and insulator, have been formulated by Adler [2] , Wiser [3] , and Hanke & Sham [4] . The former formulation is made in the plane-wave representation. This leads to a problem with the diagonalisation of the infinite dielectric matrix. Hanke & Sham calculated matrix elements of the interaction and polarisation within plane-wave and tight-binding bases, respectively. A more elegant theory using only the tight-binding Bloch functions was formulated by Županović et al. [9] [10] [11] . This choice of base enables one to take into account only those atomic transitions which are relevant to the dielectric response of the crystal. Then, neglecting an overlap between neighbouring orbitals, the dimension of the dielectric matrix become equal to the number of orbitals that take a part in the relevant intra-atomic transitions. As we have shown here the most important features of the dielectric response of the crystal can be obtained within the two band model of metal. In this work it has been shown that the main results of the many-body calculations done in the base of tight-binding Bloch functions can be inferred within the semi-classical approach. The most interesting result is the softening of the lower longitudinal mode due to the coupling between the plasmon and the longitudinal Frenkel exciton. Organic conductors are made of highly polarisable molecules and are possible systems with strongly coupled longitudinal collective modes. The best explored organic crystals are those built of TTF, TCNQ or HMTTF molecules [22] . These molecules have complex planar chemical structures [23] and large polarisabilities. They stack into chains that form planar lattices.
Compound crystals like TTF-TCNQ and HMTTF-TCNQ are ionic, and display a partial charge transfer from the donor to the acceptor chains, and large electrical conductivity along the chain relative to the conductivity in perpendicular directions. Due to the partial charge transfer, these crystals are conductors. The characteristic of TTF-TCNQ crystal, and many other quasi-one-dimensional organic conductors [22] , is the Peierls phase transition. It was predicted by Peierls [24] that one-dimensional conductors are unstable on deformation of the lattice [12] . This instability brings the conductor into the insulator phase below the Peierls temperature.
Due to the large molecular-and electronic polarisabilities in TTF-TCNQ we expect strong coupling between the plasmon and the longitudinal Frenkel exciton; we expect the soft longitudinal mode. Such a mode is indeed observed at 10 meV in TTF-TCNQ above the temperature of the Peierls phase transition [25] . The corresponding frequencies of the transverse Frenkel exciton and large longitudinal mode are 50 meV and 0.75 eV, respectively [25] . In reference [26] the RPA version of the method presented in this paper was applied to a two-band model of one-dimensional conductors. Experimental measurements and calculations suggest energies of 3 eV and 1 eV for the gap and uncoupled plasmon respectively. According to the results of section 4.2, the soft mode at 10 meV should be a renormalized plasmon. Since plasmons exist only in a metallic phase, one expects the disappearance of this mode in the insulator phase, i.e. below the temperature of the Peierls transition. Indeed the experimentally measured dielectric function of TTF-TCNQ shows that there is no such mode below the Peierls temperature [25] .
