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Introduction and statement of results
Recall that if Z is a compact complex manifold, then its Lie algebra g = Vect O (Z) of holomorphic vector fields is finite-dimensional and that the fields in g can be integrated to define a holomorphic action of the associated simplyconnected complex Lie group G. If Z is homogeneous in the sense that this group acts transitively, then we choose a base point z 0 ∈ Z, let H = G z 0 denote the isotropy group at that point and identify Z with the quotient G/H. If G is projective algebraic with trivial Albanese, i.e., with b 1 (Z) = 0, then G is semisimple, the isotropy group H is a so-called parabolic subgroup, which from now on we denote by P, and Z = G/P is a G-orbit in the projective space P(V) of an appropriate G-representation space V. In this case we refer to Z as a flag manifold.
A real form G 0 of G is a real Lie subgroup of G such that the complexification g 0 + ig 0 is the Lie algebra g. If Z = G/P is a flag manifold, then any real form G 0 of G has only finitely many orbits in Z ( [W] , see also [FHW] for this as well as other background.). In particular, G 0 always has at least one open orbit D. We refer to such an open orbit as a flag domain. If G 0 is not simple, then, D has product structure corresponding to the factors of G 0 . Thus, for our considerations here there is no loss of generality in assuming that G 0 is simple which we do throughout. Note that if G 0 has the abstract structure of a complex Lie group, then its complexification G is, however, not simple. Note also that G 0 could act transitively on Z, e.g., this is always the case for a compact real form. However, from the point of view of this article, in that case all phenomena are well understood and therefore we assume that D is a proper subset of Z.
Since by assumption a flag domain D is noncompact, there is no a priori reason to expect that Aut(D) or Vect O (D) is finite-dimensional. In fact if D possesses non-constant holomorphic functions, the latter is not the case and the former is often not the case as well. Let us begin here by reviewing this situation.
If X is any complex manifold, then the equivalence relation,
is equivariant with respect to the full group Aut(X) of holomorphic automorphisms. If X = G/H is homogeneous with respect to a Lie group of holomorphic transformations, then the reduction X → X/ ∼ by this equivalence relation is a G-equivariant holomorphic homogeneous fibration G/H → G/I. If D = G 0 /H 0 is a flag domain, then this reduction has a particularly simple form ( [W] , [FHW] , §4.4 ). For this let D = G 0 .z 0 with H 0 (resp P) be the G 0 -isotropy subgroup (resp. G-isotropy subgroup) at z 0 . As indicated above our goal here is to describe the connected component at the identity Aut(D) 0 of the group of holomorphic automorphisms of any given flag domain D. With certain exceptions which we cover in detail below, we carried out this project in [H1] by studying the associated action of Aut(D) on a certain space (described below) Having settled the case where O(D) C, or equivalently where D is holomorphically convex, we turn to the situation where O(D) = C. In [H1] we showed that Aut(D) is a (finite-dimensional) Lie group which, with certain exceptions which are handled below, Aut(D) 0 = G 0 . Other than taking care of these exceptional cases, where in fact Aut(D) 0 contains G 0 as a proper Lie subgroup, here we also make use of an observation of Kollar ([K] ) which leads to a simple proof of Aut(D) 0 = G 0 with the possible exceptions. This proof is given in §2.
Before going into the details of proofs, let us state the main result of the paper. For this the following classification theorem of A. Onishchik ([O1] ) is the key first step for handling the exceptional cases mentioned above. It should be remarked that the simple proof given here of the fact that if
0 is a Lie group acting on Z does not yield a proof that in this case full group Aut(D) is a Lie group. At the present time we have no other proof of this fact other than that in [H1] .
Cycle connectivity
In [H2] we used chains of cycles to study the pseudoconvexity and pseudoconcavity of flag domains . We continued the use of these chains in our study of Aut(D) in [H1] . Here, in particular compared to the chains in [K] , it is sufficient to consider chains of a very special type which we now introduce.
A basic fact, which is the tip of the iceberg of Matsuki duality, is that for a flag domain D any given maximal compact subgroup K 0 of G 0 has exactly one orbit C 0 = K 0 .z 0 in D which is a complex submanifold. In fact it is the (unique) orbit of minimal dimension. If K is the complexification of K 0 , then since C 0 is complex, K stabilizes it. Denoting q := dim C C 0 , we usually regard C 0 as a point in the Barlet cycle space C q (D), but for our purposes here we may regard it as a point in the full Chow space C q (Z) where G is acting algebraically. The group theoretical cycle space of D is then defined as connected open subset [FHW] for background and a systematic study of these cycle spaces.). For the purposes of this paper a chain of cycles is a finite connected union of (supports of) cycles in M(D). We often write such a chain as (C 1 , . . . , C m ) to indicate that C i ∩ C i+1 ∅ Using such chains we have the cycle connection equivalence relation x ∼ y ⇔ x and y are contained in a chain .
Note that this relation is
there is a (possibly not closed) subgroup I 0 of G 0 which contains H 0 so that the quotient of D by this equivalence relation is given by G 0 /H 0 → G 0 /I 0 . Now if z 0 ∈ D is the base point where H 0 := G z 0 and K 0 .z 0 = K.z 0 = C 0 is the base cycle, then, since C 0 is by definition contained in the equivalence class of z 0 , it is immediate that I 0 ⊃ K 0 . Since K 0 is a maximal subgroup of G 0 , i.e., any (not necessarily closed) subgroup of G 0 which contains K 0 is either K 0 or G 0 , the following is immediate (see also [H1] and [H2] for the same proof).
Proposition 2.1
The following are equivalent:
There is no nontrivial G 0 -equivariant holomorphic map of D to a Hermitian symmetric space D of noncompact type. 4. D is cycle connected.
Proof. The equivalence of the first three conditions follows from the discussion in §1. If D is cycle connected, then, since D is Stein and therefore every holomorphic map to D is constant along every chain, 4.) ⇒ 3.). Conversely, if D is not cycle connected, then the equivalence class containing the base point z 0 is just the cycle C 0 which is therefore stabilized by the G-isotropy P as well as K. Since the cycle connection reduction is given by
it follows that this fibration is the restriction of the fibration G/P → G/ P of Z where P = KP and therefore the base G 0 /K 0 is the Hermitian symmetric space D. In other words, the cycle connected reduction is just the holomorphic reduction and in particular O(D) C.
Remark. For applications in another context, Griffiths, Robles and Toledo recently gave another proof a result which is essentially equivalent to Proposition 2.1. (see [GRT] ).
Although it is well-known that K 0 is a maximal subgroup of G 0 , for the convenience of the reader we would like to give the following nice proof of J. Brun which was pointed out to us by Keivan Mallahi Karai (see the Appendix of [B] ).
Theorem 2.2 If G is a connected simple Lie group, K is a maximal compact subgroup and L is an abstract group which contains K, then L is either G or K.
Proof. Standard results in the theory of symmetric spaces show that K is connected and the adjoint representation of K on g/k is irreducible. Thus if ℓ is a Lie subalgebra of g which properly contains k, then ℓ = g. Thus, if L is closed, then the result is immediate. Furthermore, if L is not closed and properly contains K, then its closure cℓ(L) is the full group G. In that case we let k ′ be the vector subspace of the Lie algebra g of G which is generated
and as a result the map
has maximal rank at the origin. Thus L contains a compact neighborhood of the origin and is therefore compact, i.e., contrary to assumption L = K.
Finiteness Theorem
Our original goal in this setting was to show that a flag domain D is either pseudoconvex or psedoconcave ([H2] This is an immediate consequence of the same result for line bundles which in turn is proved using the following Lemma (Lemma 15 in [K] ), again formulated in our restricted context. The proof is given by classical methods which are reminiscent of Siegel's Schwarz Lemma. One key point is that C can be filled out by rational curves which in our case are closures of orbits of 1-parameter groups. It should be emphasized that for a fixed d the required vanishing order d 1 depends on m. Thus to apply this result we need some sort of uniform estimate for the length of a chain connecting two given points. This can be given as follows.
For example, let C 1 be a base cycle for a given maximal compact subgroup K 0 . Recall that the complexification K has only finitely many orbits in Z and therefore has a (unique) open dense orbit Ω. Take z 1 ∈ C 1 and any point z ∈ Ω and let (C 1 , . . . , C m ) be a chain connecting z 0 to z. For k ∈ K sufficiently close to the identity, the chain (k(C 1 ), . . . , k(C m )) is still contained in D. Thus, since k(C 1 ) = C 1 and k(z) can be an arbitrary point in a sufficiently small neighborhood U of z, we have the desired vanishing theorem. then it vanishes at every point of the set U which was constructed above. The desired result then follows from the identity principle.
As we remarked above, the finiteness theorem for vector bundles is an immediate consequence of this Corollary (see [K] , p. 8).
Integrability of vector fields
The following is the main result of this section.
Theorem 4.1 Let Z = G/Q be a complex flag manifold and gbe a finite-dimensional complex Lie algebra which contains g := Lie(G). Let G be a complex Lie group which contains G and is associated to g. If q is a complex subalgebra of g so that the quotient map g → g/ q induces an isomorphism
g/ q = g/q ,
then G acts holomorphically on Z with
Proof. We apply a basic idea of Tits. For this regard x 0 := q as a point in the Grassmannian X := Gr k ( g) of subspaces of dimension k = dim C q in g. The isotropy group at x 0 of the G-action on X is the normalizer
Denote by N = N ∩ G the G-isotropy at x 0 and note that if g ∈ N and ξ ∈ q, it follows that Ad(g)(ξ) ∈ q ∩ g = q. In other words N is contained in the normalizer of q in g. Since the parabolic group Q is self-normalizing in G, it follows that N ⊂ Q. But n ⊃ q and q ∩ g = q. Therefore n ⊃ q. Consequently N = Q and the G-orbit of q is the compact manifold Z = G/Q. Since g/ q = g/q, the G-orbit of q has dimension at most that of G/Q. But on the other hand G ⊃ G and therefore the G-orbit has the same dimension as the G-orbit. Consequently G.x 0 is open in G.x 0 and the compactness of G.x 0 implies that these orbits agree.
Applying the Finiteness Theorem, the following is now immediate.
Corollary 4.2 Let G 0 be a simple real form of a complex semisimple Lie group G and D be a cycle connected G 0 -flag domain in a G-flag manifold Z = G/Q. Let g be the Lie algebra of holomorphic vector fields on D. Then the restriction mapping R : aut(Z) → g is an isomorphism and the action of g can be integrated to the action of a connected complex Lie group G which is thereby identified with
As a consequence we have the description of Aut(D) which was proved by other means in [H1] . 
Corollary 4.3 If D is a G
0 -flag domain Z = G/Q,
Exceptional cases
To complete our project of understanding the automorphism groups of flag domains, we must analyze the exceptional cases indicated in the above Corollary. We do this here, proving the following result. Our proof of this fact amounts to a concrete discussion for each of the three classes of exceptions in Onishchik's list which was given in §1. Below we show that these cases not only occur but also occur at the level of real forms. This is the content of (3) in Theorem 1.4 and Theorem 5.1 above.
Theorem 5.1 Suppose that D ⊂ Z = G/Q is a G 0 -flag domain which is not holomorphically convex and that G is properly contained in complex Lie

Projective space
Here we consider the case where Z = P(V) is the projective space of an evendimensional complex vector space V = C 2n . Define the complex bilinear form b by b(z, w) = z t w. In the standard basis (e 1 , . . . , e 2n ) define J : V → V by J(e i ) = e n+1 , i ≤ n, and J(e i ) = −e i−n , i > n. Note J is b-orthogonal with J 2 = −Id and define a (complex, bilinear) symplectic form by ω(z, w) = z t Jw. Define V + := Span{e 1 , . . . , e n } and V − = Span{e n+1 , . . . , e 2n } and correspondingly E := +Id ⊕ −Id. If C : V → V denotes the standard complex conjugation given by z →z, define a non-degenerate (mixed-signature) Hermitian structure on V by h(z, w) = z t EC(w). Finally, if the antilinear map ϕ : V → V is defined by z → −JECw, it follows that h(z, w) = ω(z, ϕ(w)) and, since ϕ 2 = −Id, that ϕ is an h-isometry. Observe that if P is a ϕ-invariant subspace of V, then P ⊥ h = P ⊥ ω . In particular, P is symplectic if and only if it is h-nondegenerate and in either of these cases V = P ⊕ P ⊥ h is a decomposition of V into h-nondegenerate, symplectic subspaces.
The complex symplectic group G = Sp 2n (C) defined by ω has two types of real forms. The first case to be considered is where G 0 is the real form SU(n, n) of G = SL 2n (C) which is defined as the group of h-isometries. In this case the real form G 0 = Sp 2n (R) of G = Sp 2n (C) is defined as the intersection G 0 ∩ Sp 2n (C). Considering the orbits of these groups on P(V) we let D + (resp. D − ) be the open sets in P(V) of h-positive (reps. h-negative) lines. 
it is therefore enough to show that G 0 acts transitively on both sets. The proof for D + is exactly the same as for D − and therefore we only give it for D + . For this, given positive lines L = C.z and L = C. z, we define P = Span{z, ϕ(z)} and P = Span{ z, ϕ( z)}. These planes are h-nondegenerate and symplectic. We normalize z and z so that z 2 h = z 2 = 1 and, since ϕ :
Applying this procedure to P ⊥ and P ⊥ we have h-and ω-orthogonal decompositions
of V. Futhermore, every P i (resp. P i ) comes equipped with a basis (z i , ϕ(z i )) (resp. ( z i , ϕ( z i )) such that the mapping T i : P i → P i defined by z i → z i and ϕ(z i ) → ϕ( z i ) is both symplectic and an h-isometry. It follows that T = T 1 ⊕ . . . ⊕ T n is both a symplectic isomorphism and h-isometry of V, i.e., T ∈ G 0 . Since T(L) = L, the proof is complete. Now let us turn to the real form G 0 = Sp(2p, 2q) of G = Sp 2n (C). In this case we line up J and E in a different way. The decomposition V := V + ⊕ V − and J are the same, but now h has signature (p, q) on both spaces, being defined by the block diagonal matrix E p,q = (Id p , −Id q ). Then G 0 = SU(2p, 2q) is defined as above by the Hermitian form h and G 0 = G∩ G 0 . The proof of the following fact is exactly the same as that of Proposition 5.2 above.
Zusatz. Proposition 5.2 also holds for G 0 = Sp(2p, 2q) and G 0 = SU(2p, 2q). ⊓ ⊔
5-dimensional quadric
Here we consider V = C 7 equipped with the complex bilinear form b defined by z ) and Hermitian form h defined by
. Denote by G = SO 7 (C) the associated complex orthogonal group and by G 0 := SO(3, 4) the associated group of Hermitian isometries.
We regard the exceptional complex Lie group G = G 2 as being embedded in G as the automorphism group Aut(O) of the octonians. It has a unique noncompact real form G 0 = Aut( O), the automorphism group of the split octonians O. In this way G 0 is the intersection G ∩ G 0 of G with the real from G 0 = SO(3, 4) (see,e.g., [Ha] for details). Note that G 0 is invariant by the standard complex conjugation z →z.
The remainder of this paragraph is devoted to the proof of the following fact. For the proof of Proposition 5.3 we use Matsuki duality (see, e.g., Chapter 8 in Part II of [FHW] ) which states that there is a 1 − 1 correspondence between the G 0 -orbits and K-orbits in Z. This can be given as follows: For every G 0 -orbit there is a unique K-orbit which intersects it in the unique K 0 -orbit of minimal dimension and vice versa, i.e., given a K-orbit there is a unique G 0 -orbit which intersects it in the unique K 0 -orbit of minimal dimension. Due to our interest in the open G 0 -orbits (resp. G 0 -orbits) in Z, we have stated the above result on that side of the duality. However, we have found it more convenient to prove the corresponding dual statement.
Let us fix the maximal compact subgroup K 0 (SU 2 × SU 2 )/(−Id, −Id) of G 0 being diagonally embedded in the maximal compact subgroup The K-orbits which correspond via Matsuki duality to the four G 0 -orbits are the two base cycles C + and C − , the openK-orbit of any point on Z R and a forth orbit O which has two ends, i.e., which has the two base cycles on its boundary. In fact this forth orbit is a C * -principal bundle over the 2-dimensional cycle C − (See [FHW] , §16.4 for a detailed discussion in the case of the K3-period domain which can be transferred verbatim to the case at hand.). To prove the above Proposition 5.3 we show that K acts transitively on each of these four K-orbits. Now the second factor of K acts trivially on C + and the first factor acts trivially on C − and vice versa. Since K is diagonally embedded in K and projects onto both factors, it is immediate that it acts transitively on both C + and C − as well. Since O is a C * -bundle over C − , K acts transitively on the base of this bundle and has an open orbit in the bundle space O, it is immediate that it acts transitively on O.
It remains to show that K acts transitively on the openK-orbit. For this we first note that, since e 3 + e 4 ∈ Z R and the connected component at the identity ofK 0 is the product of the special orthogonal groups of E + and E − , it follows that up to finite group quotients Z R is the corresponding product S 2 × S 3 of spheres. One immediately observes that G 0 acts transitively on Z R , because every G 0 -orbit is at least half-dimensional over R. Thus K 0 acts transitively on Z R and if z R is an arbitrary point of Z R , it follows that K.z R is open inK.z R .
To complete the proof of Proposition 5.3 we must show that K.z R = K.z R . For this we let K 1 be the first factor of the product decomposition of the connected component of K and consider the homogeneous fibration
Since Z R is essentially a product S 2 × S 3 corresponding to the decomposition of the connected component K 0 , it follows that up to finite group quotients the base B is the complexification of S 3 , i.e., the affine quadric 
Space of isotropic n-planes in C 2n
Now let V = C 2n be equipped with its standard basis (e 1 , . . . , e 2n ) and complex bilinear form defined by b(z, w) = z t w. The complex orthogonal group SO 2n (C) of b-isometries is denoted by G. We let G := Fix G (e 2n ). In this way G SO 2n−1 (C) is the orthogonal group of the the restriction of b to V := Span{e 1 , . . . , e 2n−1 }. We consider the action of these groups on the flag manifold Z of n-dimensional b-isotropic subspaces ofV.
Proposition 5.4 The groups G and G act transitively on Z.
Proof. Note that the intersection
Applying an appropriate element of G, we may assume that v = e 2n−1 and it then follows that W ⊂ Span{e 1 , . . . , e 2n−2 }. We then apply the induction assumption to obtain a transformation in the corresponding SO 2n−2 (C) to bring W to the normal form with basis (e 1 +ie n+1 , . . . , e n−1 +ie 2n−2 ) so that altogether we have found a transformation in G which brings W to the normal form with the basis (e 1 + ie n+1 , . . . , e 2n−1 + ie 2n ).
Recall that up to conjugation the only real forms of SO 2n−1 (C) are the isometry groups G 0 = SO(p, q) for the mixed signature Hermitian form defined by h(z, w) = z t EC(w) on V where E = E p,q is defined in the same way as in §5.1. Without loss of generality we may choose h to be this form and note that an appropriately chosen arbitrarily small perturbation of an isotropic n-plane W will result in the intersection
Note that if p is even, then q is odd and vice versa. To make the notation more explicit, we assume that p is even. Now the space of h-positive b-isotropic lines in V is an open G 0 -orbit. Thus, given W as above, we may apply an element g ∈ G 0 so that after replacing W by g (W) we have L = C(e 1 +ie 2 ) ⊂ W. Notice that subspace of V of vectors which are both h-and b-orthogonal to L is simply Span{e 3 , . . . , e 2n−1 }. Thus, after going to this smaller space, we have the same situation as before. Hence we may continue on by induction to obtain a maximal h-positive subspace W + of W which is p 2 -dimensional and which has a distinguished basis produced by our procedure. Applying the same argument as above to the h-complement W ⊥ + in W, one obtains an element g ∈ G 0 so that W 0 := g (W) has the distinguished basis (e 1 + ie 2 , e 3 + ie 4 , . . . , e p−1 + ie p , e p+1 + ie p+2 , . . . e 2n−3 + ie 2n−2 ) . Proof. Let g ∈ G 0 be chosen as above with g(W) = W 0 . It is then immediate that g( W) = W 0 ⊕ C w where w = ±e 2n−1 + ie 2n . We obtain the positive sign by, e.g., multiplying e 1 and e 2 by i, e 2n−1 by −1 and e j by +1 otherwise. Since this transformation is also in G 0 , the desired result follows. Proof. It is enough to consider the case we where p is even and e 2n−1 2 h = −1.
Extending h to h on V with e 2n being orthogonal to V and e 2n 2 = −1, it follows that h is of signature (p, q + 1). Let G 0 = SO(p, q + 1) be the real form of G = SO 2n (C) defined by h. Arguing as above we see that the unique open G 0 -orbit D in Z is the set of isotropic n-planes W with signature (
2 ). A reformulation of Proposition 5.5 is that G 0 also acts transitively on D.
The following is a less technical formulation of this fact. 
