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In this paper, we deal with the uniqueness problems on entire or meromorphic functions
concerning differential polynomials that share one value with the same multiplicities.
Moreover, we greatly generalize some results obtained by Fang, Lin and Yi, Fang and Fang.
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1. Introduction and main results
In this paper, the term ‘‘meromorphic’’ will always mean meromorphic in the complex plane C . It is assumed that the
reader is familiar with the notations of Nevanlinna theory of meromorphic functions, for instance,
T (r, f ) ,N (r, f ) ,m (r, f ) ,N (r, f ) , . . .
(see [1–3]). We denote by S (r, f ) any function satisfying S (r, f ) = o{T (r, f )}, as r → +∞, possibly outside of a set with
finite measure. For any constant a, we define
Θ (a, f ) = 1− lim
r→∞
N (r, 1/(f − a))
T (r, f )
.
Let a be a finite complex number, and k be a positive integer. We denote by Nk) (r, 1/ (f − a)) the counting function
for the zeros of f (z) − a with multiplicity ≤ k, and by Nk) (r, 1/ (f − a)) the corresponding one for which the
multiplicity is not counted. Let N(k (r, 1/ (f − a)) be the counting function for the zeros of f (z) − a with multiplicity
≥ k, and N (k (r, 1/ (f − a)) be the corresponding one for which the multiplicity is not counted. Set Nk (r, 1/ (f − a)) =
N (r, 1/ (f − a))+ N (2 (r, 1/ (f − a))+ · · · + N (k (r, 1/ (f − a)). We define
δk (a, f ) = 1− lim
r→∞
Nk (r, 1/ (f − a))
T (r, f )
.
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Let f (z) and g (z) be twomeromorphic functions in the complex plane C . If f (z)−a and g (z)−a assume the same zeros
with the same multiplicities, then we say that f (z) and g (z) share the value a CM, where a is a complex number.
In answer to one famous question, Hayman [4], Fang and Hua [5], Yang and Hua [6] obtained the following unicity
theorem.
Theorem A. Let f and g be two nonconstant entire functions, n ≥ 6 be a positive integer. If f nf ′ and gng ′ share 1 CM, then either
f (z) = c1ecz , g (z) = c2e−cz , where c1, c2, and c are three constants satisfying (c1c2)n+1c2 = −1, or f ≡ tg for a constant t
such that tn+1 = 1.
In addition, Fang and Hong [7] proved the following theorem.
Theorem B. Let f and g be two transcendental entire functions, and let n ≥ 11 be a positive integer. If f n (f − 1) f ′ and
gn (g − 1) g ′ share 1 CM, then f ≡ g.
Afterwards, Lin and Yi [8] further showed that the conclusion remains valid if the condition n ≥ 11 is replaced by n ≥ 7
in Theorem B. Recently, Fang [9] improved and generalized the above results by proving the following theorems.
Theorem C. Let f and g be two nonconstant entire functions and let n, k be two positive integers with n > 2k + 4. If
[f n](k) and [gn](k) share 1 CM, then either f (z) = c1ecz , g (z) = c2e−cz , where c1, c2, and c are three constants satisfying
(−1)k (c1c2)n (nc)2k = 1, or f ≡ tg for a constant t such that tn = 1.
Theorem D. Let f (z) and g (z) be two nonconstant entire functions, and let n, k be two positive integers with n ≥ 2k + 8. If
[f n (z) (f (z)− 1)](k) and [gn (z) (g (z)− 1)](k) share 1 CM, then f (z) ≡ g (z).
Regarding meromorphic functions, Lin and Yi [8] obtained the following result.
Theorem E. Let f and g be two nonconstant meromorphic functions, and let n ≥ 12 be a positive integer. If
f n (f − 1) f ′ and gn (g − 1) g ′ share 1 CM, then either f ≡ g or g = [(n+ 2) (1− hn+1)]/[(n+ 1) (1− hn+2)], f =
[(n+ 2) h (1− hn+1)]/[(n+ 1) (1− hn+2)], where h is a nonconstant meromorphic function.
Moreover, Fang and Fang [10], Lin and Yi [8] proved the following result, respectively.
Theorem F. Let f and g be two nonconstant meromorphic functions, and let n ≥ 13 be a positive integer. If f n (f − 1)2 f ′ and
gn (g − 1)2 g ′ share 1 CM, then f ≡ g.
In this paper, we shall study the following uniqueness theorems for entire or meromorphic functions concerning some
general differential polynomials.
Theorem 1. Let f and g be two nonconstant entire functions; let n, k, and m be three positive integers with n ≥ 3m + 2k + 5,
and let P (z) = amzm + am−1zm−1 + · · · + a1z + a0 or P (z) ≡ c0, where a0 6= 0, a1, . . ., am−1, am 6= 0, c0 6= 0 are complex
constants. If [f nP (f )](k) and [gnP (g)](k) share 1 CM, then
(i) when P (z) = amzm + am−1zm−1 + · · · + a1z + a0, either f (z) ≡ tg (z) for a constant t such that td = 1, where
d = (n+m, . . . , n+m− i, . . . , n), am−i 6= 0 for some i = 0, 1, . . . ,m, or f and g satisfy the algebraic equation R (f , g) ≡ 0,
where R (w1, w2) = wn1
(
amwm1 + am−1wm−11 + · · · + a0
)− wn2 (amwm2 + am−1wm−12 + · · · + a0);
(ii) when P (z) ≡ c0, either f (z) = c1/ n√c0ecz , g (z) = c2/ n√c0e−cz , where c1, c2, and c are three constants satisfying
(−1)k (c1c2)n (nc)2k = 1, or f ≡ tg for a constant t such that tn = 1.
Remark. Theorem 1 is an improvement and a complement to Theorem C. Furthermore, we can deduce the following result
which improves Theorem D.
Corollary 1. Let f (z) and g (z) be two nonconstant entire functions, let n, k, and m be three positive integers with n ≥
3m+ 2k+ 5. If [f n (f m − 1)](k) and [gn (gm − 1)](k) share 1 CM, then f ≡ g.
Theorem 2. Let f and g be two nonconstant meromorphic functions, let n and m be two positive integers with n > max{m +
10, 3m + 3}, and let P (z) = amzm + am−1zm−1 + · · · + a1z + a0, where a0 6= 0, a1, . . ., am−1, am 6= 0 are complex
constants. If f nP (f ) f ′ and gnP (g) g ′ share 1 CM, then either f ≡ tg for a constant t such that td = 1, where d =
(n + m + 1, . . . , n + m + 1 − i, . . . , n + 1), am−i 6= 0 for some i = 0, 1, . . . ,m, or f and g satisfy the algebraic equation
R (f , g) ≡ 0, where R (w1, w2) = wn+11
(
amwm1
n+m+1 +
am−1wm−11
n+m + · · · + a0n+1
)
− wn+12
(
amwm2
n+m+1 +
am−1wm−12
n+m + · · · + a0n+1
)
.
Remark. Under the condition of Theorem 2, we set P(z) = (z−1)m. We obtain Theorem Ewhen the casem = 1. Moreover,
we can derive Theorem F when the case m = 2 since 1n+3 f n+3 − 2n+2 f n+2 + 1n+1 f n+1 = 1n+3gn+3 − 2n+2gn+2 + 1n+1gn+1
implies f ≡ g(See [8, P.130–131]).
1878 X.-Y. Zhang et al. / Computers and Mathematics with Applications 56 (2008) 1876–1883
2. A main proposition and some lemmas
For the proofs of our results, we first discuss the following main proposition.
Proposition 1. Let f and g be two nonconstant entire functions, let n, k be two positive integers with n > k, and let
P (z) = amzm + am−1zm−1 + · · · + a1z + a0 be a nonzero polynomial, where a0, a1, . . ., am−1, am are complex constants.
If [f nP (f )](k)[gnP (g)](k) ≡ 1, then P (z) is reduced to a nonzero monomial, that is, P (z) = aiz i 6≡ 0 for some
i = 0, 1, . . . ,m; further, f (z) = c1/ n+i√aiecz , g (z) = c2/ n+i√aie−cz , where c1, c2, and c are three constants satisfying
(−1)k (c1c2)n+i [(n+ i) c]2k = 1
In order to prove the above proposition, we require the following results.
Lemma 1 ([3,11]). Let f be a nonconstant meromorphic function, and let an (6≡ 0), an−1, . . . , a0 be small functions with respect
to f . Then
T
(
r, anf n + an−1f n−1 + · · · + a1f + a0
) = nT (r, f )+ S (r, f ) .
Lemma 2 ([1,2]). Let f be a nonconstant meromorphic function, and let a1 (z), a2 (z) be two meromorphic functions such that
T (r, ai) = S (r, f ), i = 1, 2. Then
T (r, f ) ≤ N (r, f )+ N
(
r,
1
f − a1
)
+ N
(
r,
1
f − a2
)
+ S (r, f ) .
Lemma 3 ([12]). Let f be a nonconstant entire function, and let k ≥ 2 be a positive integer. If f (z) f (k) (z) 6= 0, then
f (z) = eaz+b, where a 6= 0, b are constants.
Proof of Proposition 1. If P (z) is not reduced to a nonzeromonomial, then, without loss of generality, wemay assume that
P (z) = amzm + am−1zm−1 + · · · + a1z + a0, where a0 6= 0, a1, . . ., am−1, am 6= 0 are complex constants. Since
[f n (amf m + · · · + a0)](k)[gn (amgm + · · · + a0)](k) ≡ 1, (2.1)
from n > k and the assumption that f (z) and g (z) are two nonconstant entire functions we deduce by (2.1) that
f (z) 6= 0, g (z) 6= 0. (2.2)
Let f (z) = eα(z),where α (z) is a nonconstant entire function. Thus, by induction we get
[aif i+n](k) = pi
(
α′, α′′, . . . , α(k)
)
e(i+n)α, (2.3)
where pi
(
α′, α′′, . . . , α(k)
)
(i = 0, 1, . . . ,m) are differential polynomials.
Obviously,
pm
(
α′, α′′, . . . , α(k)
) 6≡ 0, . . . , p0 (α′, α′′, . . . , α(k)) 6≡ 0,
where if ai 6= 0 for some i = 1, . . . ,m− 1, then pi
(
α′, α′′, . . . , α(k)
) 6≡ 0.
Considering g is an entire function, we get from (2.1) that [f n (amf m + · · · + a0)](k) 6= 0. Thus, by (2.3) we have
pm
(
α′, α′′, . . . , α(k)
)
emα + · · · + p0
(
α′, α′′, . . . , α(k)
) 6= 0. (2.4)
Since α(z) is an entire function, we obtain
T
(
r, α(j)
) ≤ T (r, α′)+ S(r, f ) = m(r, α′)+ S(r, f ) = m(r, (eα)′
eα
)
+ S(r, f ) = S(r, f ).
for j = 1, 2, . . . , k. Hence, we deduce that
T (r, pm) = S (r, f ) , . . . , T (r, p0) = S(r, f ). (2.5)
Note that f = eα . Thus, by (2.4) and (2.5), Lemmas 1 and 2, we get
mT (r, f ) = T (r, pmemα + · · · + p1eα)+ S (r, f )
≤ N
(
r,
1
pmemα + · · · + p1eα
)
+ N
(
r,
1
pmemα + · · · + p1eα + p0
)
+ S (r, f )
≤ N
(
r,
1
pme(m−1)α + · · · + p2eα + p1
)
+ S (r, f )
≤ (m− 1) T (r, f )+ S (r, f ) ,
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which is a contradiction. This shows that P (z) is reduced to a nonzero monomial, that is, P (z) = aiz i 6≡ 0 for some
i = 0, 1, . . . ,m. Thus (2.1) becomes
[aif n+i](k)[aign+i](k) ≡ 1. (2.6)
Since f (z) and g (z) are two nonconstant entire functions, we see by (2.6) that
[aif n+i](k) 6= 0, [aign+i](k) 6= 0. (2.7)
If k ≥ 2, then by Lemma 3, (2.2), (2.6), and (2.7), we obtain the desired result.
If k = 1, then from (2.2) there exist two entire functions α (z) and β (z) such that f (z) = eα(z), g (z) = eβ(z). From this
and (2.6), we have
(n+ i)2 a2i α′β ′e(n+i)(α+β) ≡ 1. (2.8)
Thus α′ and β ′ have no zeros and we may set
α′ = eδ(z), β ′ = eγ (z), (2.9)
where δ and γ are entire functions. By (2.8) and (2.9), we obtain
(n+ i)2 a2i e(n+i)(α+β)+δ+γ ≡ 1.
Differentiating this yields in view of (2.9)
(n+ i) (eδ + eγ )+ δ′ + γ ′ ≡ 0, (2.10)
Since δ and γ are entire, we get
T
(
r, δ′
) = m(r, (eδ)′
eδ
)
= S (r, eδ) , T (r, γ ′) = m(r, (eγ )′
eγ
)
= S (r, eγ ) .
Thus, from this we have
T
(
r, eδ
) = T (r, eγ )+ S (r, eδ)+ S (r, eγ ) ,
which implies
S
(
r, eδ
) = S (r, eγ ) := S (r) .
Let a ≡ − (δ′ + γ ′). Then T (r, a) = S (r). If a 6≡ 0, then by (2.10) and the second fundamental theorem, we obtain
T
(
r, eδ
) ≤ T (r, eγ
a
)
+ S (r) ≤ S (r) ,
which implies eδ is constant. Similarly, eγ is also constant. This shows that a ≡ 0, a contradiction. Therefore, a ≡
− (δ′ + γ ′) ≡ 0. It follows from this and (2.10) that eδ + eγ ≡ 0, which deduces that δ = γ + (2l+ 1) pi i for some
integer l. Thus by (2.10) we have δ′ ≡ γ ′ ≡ 0, so that δ and γ are constants, i.e., α′ and β ′ are constants. From this we can
easily obtain the desired result.
This completes the proof of Proposition 1. 
To prove our theorems we need the following lemmas.
Lemma 4 ([1,2]). Let f be a nonconstant entire function, let k be a positive integer, and let c be a nonzero finite complex number.
Then
T (r, f ) ≤ Nk+1
(
r,
1
f
)
+ N
(
r,
1
f (k) − c
)
− N0
(
r,
1
f (k+1)
)
+ S (r, f ) ;
here N0
(
r, 1/f (k+1)
)
is the counting function which only counts those points such that f (k+1) = 0 but f (f (k) − c) 6= 0.
Lemma 5. Let f be a transcendental entire function, let n, k, m be positive integers with n ≥ k + 2, and P (z) = amzm +
am−1zm−1 + · · · + a1z + a0, where a0, a1, . . ., am−1, am are complex constants. Then [f nP (f )](k) = 1 has infinitely many
solutions.
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Proof. By Lemmas 1 and 4, we have
(m+ n) T (r, f ) = T (r, f n (amf m + am−1f m−1 + · · · + a0))+ S (r, f )
≤ Nk+1
(
r,
1
f n
)
+ Nk+1
(
r,
1
f − c1
)
+ · · · + Nk+1
(
r,
1
f − cm
)
+N
(
r,
1
[f n (amf m + · · · + a0)](k) − 1
)
+ S (r, f )
≤ (k+ 1+m) T (r, f )+ N
(
r,
1
[f n (amf m + · · · + a0)](k) − 1
)
+ S (r, f ) ,
where c1, c2, . . ., cm are roots of the algebraic equation amf m + am−1f m−1 + · · · + a0 = 0. Thus, we get
(n− k− 1) T (r, f ) ≤ N
(
r,
1
[f n (amf m + · · · + a0)](k) − 1
)
+ S (r, f ) . (2.11)
Hence, we deduce by (2.11) and n ≥ k+ 2 that [f n (amf m + · · · + a0)](k) = 1 has infinitely many solutions. 
Lemma 6 ([9]). Let f and g be two transcendental entire functions, and let k be a positive integer. If f (k) and g(k) share the value
1 CM, and
Θ (0, f )+Θ (0, g)+ δk+1 (0, f )+ δk+1 (0, g) > 3,
then either f (k)g(k) ≡ 1 or f ≡ g.
Lemma 7 ([6]). Let f and g be two nonconstant meromorphic functions. If f and g share 1 CM, one of the following three cases
holds:
(i) T (r, f ) ≤ N2 (r, f )+ N2 (r, g)+ N2
(
r, 1f
)
+ N2
(
r, 1g
)
+ S (r, f )+ S (r, g) , the same inequality holding for T (r, g);
(ii) f ≡ g;
(iii) fg ≡ 1.
Using the second fundamental theorem, we can deduce the following lemma.
Lemma 8. Let f and g be two nonconstant meromorphic functions, let n > 6 be a positive be defined as in Theorem 2, and let
F = f nP (f ) f ′, G = gnP (g) g ′. If F and G share 1 CM, then S (r, f ) = S (r, g) .
3. Proof of Theorem 1
(i) P (z) = amzm + am−1zm−1 + · · · + a1z + a0.
By the assumptions and Lemma 5, we know that either both f and g are transcendental entire functions or both f and g
are polynomials.
First, we consider the case when f and g are transcendental entire functions.
Let
F = f nP (f ) , G = gnP (g) .
Then by n ≥ 3m+ 2k+ 5 and Lemma 1, we obtain
Θ (0, F)+Θ (0,G)+ δk+1 (0, F)+ δk+1 (0,G) > 3.
Considering F (k) = [f nP (f )](k), G(k) = [gnP (g)](k), we obtain that F (k) and G(k) share 1 CM. Hence, by Lemma 6, we deduce
that either F (k)G(k) ≡ 1 or F ≡ G.
If F (k)G(k) ≡ 1, that is,[
f n
(
amf m + · · · + a0
)](k) [gn (amgm + · · · + a0)](k) ≡ 1, (3.1)
then by the assumptions and Proposition 1 we can arrive at a contradiction. Hence, we deduce that F (z) ≡ G (z), that is,
f n
(
amf m + · · · + a0
) = gn (amgm + · · · + a0) . (3.2)
Let h = f /g . If h is a constant, then substituting f = gh into (3.2) we deduce
amgn+m
(
hn+m − 1)+ am−1gn+m−1 (hn+m−1 − 1)+ · · · + a0gn (hn − 1) = 0,
which implies hd = 1, where d = (n+m, . . . , n+m− i, . . . , n), am−i 6= 0 for some i = 0, 1, . . . ,m. Thus f (z) ≡ tg (z)
for a constant t such that td = 1, where d = (n + m, . . . , n + m − i, . . . , n), am−i 6= 0 for some i = 0, 1, . . . ,m. If
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h is not a constant, then we know by (3.2) that f and g satisfy the algebraic equation R (f , g) ≡ 0, where R (w1, w2) =
wn1(amw
m
1 + am−1wm−11 + · · · + a0)− wn2(amwm2 + am−1wm−12 + · · · + a0). This proves the case (i).
Now we consider the case when f and g are two polynomials. By [f nP (f )](k) and [gnP (g)](k) share 1 CM, we have
[f n (amf m + · · · + a0)](k) − 1 = c{[gn (amgm + · · · + a0)](k) − 1}, (3.3)
where c is a nonzero constant. Let deg f = l. Then by (3.3) we know that deg g = l. Differentiating the two sides of (3.3), we
get
f n−k−1 (z) q1 (z) = gn−k−1 (z) q2 (z) , (3.4)
where q1 (z), q2 (z) are two polynomials with deg q1 = deg q2 = (m+ k+ 1) l − (k+ 1). By n ≥ 3m + 2k + 5, we get
deg f n−k−1 = (n− k− 1) l > deg q2. Thus, by (3.4) we know that there exists z0 such that f (z0) = g (z0) = 0. Hence, by
(3.3) and f (z0) = g (z0) = 0, we deduce that c = 1, that is,[
f n
(
amf m + · · · + a0
)](k) = [gn (amgm + · · · + a0)](k) . (3.5)
Thus, we have
f n
(
amf m + · · · + a0
)− gn (amgm + · · · + a0) = p (z) , (3.6)
where p (z) is a polynomial of degree at most k− 1. Next, we prove p (z) ≡ 0 by rewriting (3.5) as
f n−k (z) p1 (z) = gn−k (z) p2 (z) , (3.7)
where p1 (z), p2 (z) are two polynomials with deg p1 = deg p2 = (m+ k) l− k and deg f = l.
Hence, the total number of the common zeros of f n−k (z) and gn−k (z) is at least k. Thus, by (3.6) we deduce that p(z) ≡ 0,
that is,
f n
(
amf m + · · · + a0
) ≡ gn (amgm + · · · + a0) .
Next, similar to the argument of (3.2), we can also get the case (i).
(ii) P (z) ≡ c0. By Theorem B, we can easily see that the case (ii) holds.
This completes the proof of Theorem 1. 
4. Proof of Theorem 2
Let
F = f nP (f ) f ′, G = gnP (g) g ′, (4.1)
and
F∗ = amf
m+n+1
m+ n+ 1 +
am−1f m+n
m+ n + · · · +
a0f n+1
n+ 1 ,
G∗ = amg
m+n+1
m+ n+ 1 +
am−1gm+n
m+ n + · · · +
a0gn+1
n+ 1 . (4.2)
Thus we obtain F and G share 1 CM. Moreover, by Lemma 1, we have
T
(
r, F∗
) = (m+ n+ 1) T (r, f )+ S (r, f ) , (4.3)
Since (F∗)′ = F , we deduce
m
(
r,
1
F∗
)
≤ m
(
r,
1
F
)
+ S (r, f ) ,
and by the first fundamental theorem
T
(
r, F∗
) ≤ T (r, F)+ N (r, 1
F∗
)
− N
(
r,
1
F
)
+ S (r, f )
≤ T (r, F)+ N
(
r,
1
f
)
+ N
(
r,
1
f − b1
)
+ · · · + N
(
r,
1
f − bm
)
−N
(
r,
1
f − c1
)
− · · · − N
(
r,
1
f − cm
)
− N
(
r,
1
f ′
)
+ S (r, f ) . (4.4)
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where b1, b2, . . ., bm are roots of the algebraic equation amz
m
m+n+1 + am−1z
m−1
m+n + · · · + a0n+1 = 0, and c1, c2, . . ., cm are roots of
the algebraic equation amzm + am−1zm−1 + · · · + a0 = 0. By Lemma 7, one of the following three cases holds:
Case 1:
T (r, F) ≤ N2(r, F)+ N2
(
r,
1
F
)
+ N2(r,G)+ N2
(
r,
1
G
)
+ S (r, f )+ S (r, g) , (4.5)
the same inequality holding for T (r,G).
On the other hand, we have
N2(r, F)+ N2
(
r,
1
F
)
≤ 2N(r, f )+ 2N
(
r,
1
f
)
+ N
(
r,
1
f − c1
)
+ · · · + N
(
r,
1
f − cm
)
+ N
(
r,
1
f ′
)
, (4.6)
N2(r,G)+ N2
(
r,
1
G
)
≤ 2N(r, g)+ 2N
(
r,
1
g
)
+ N
(
r,
1
g − c1
)
+ · · · + N
(
r,
1
g − cm
)
+ N
(
r,
1
g ′
)
. (4.7)
Note that
N
(
r,
1
g ′
)
≤ N (r, g)+ N
(
r,
1
g
)
+ S (r, g) ≤ 2T (r, g)+ S (r, g) . (4.8)
Then from (4.3)–(4.8), we obtain
(n− 4)T (r, f ) ≤ (6+m)T (r, g)+ S (r, f )+ S (r, g) . (4.9)
Similarly, we have
(n− 4)T (r, g) ≤ (6+m)T (r, f )+ S (r, f )+ S (r, g) . (4.10)
By (4.9) and (4.10), we obtain that n ≤ m+ 10, which contradicts n > m+ 10.
Case 2: Suppose that FG ≡ 1, that is,
f nP (f ) f ′gnP (g) g ′ ≡ 1. (4.11)
Now we rewrite P (z) = amzm + am−1zm−1 + · · · + a1z + a0 as
P (z) = am(z − d1)l1(z − d2)l2 · · · (z − di)li · · · (z − ds)ls ,
where l1 + l2 + · · · + li + · · · + ls = m, 1 ≤ s ≤ m; di 6= dj, i 6= j, 1 ≤ i, j ≤ s; d1, d2, . . ., ds are nonzero constants and l1, l2,
. . ., ls are positive integers.
Let z0 be a zero of f of order p. Then from (4.11) we know that z0 is a pole of g . Suppose that z0 is a order q. Again by (4.11)
we obtain np+p−1 = nq+mq+q+1, that is, (n+1)(p−q) = mq+2, which implies that p ≥ q+1, andmq+2 ≥ n+1.
Hence, p ≥ n+m−1m .
Let z1 be a zero of P (f ) of order p1 and be a zero of f − di of order qi for i = 1, 2, . . . , s. Then p1 = liqi for i = 1, 2, . . . , s.
Suppose that z1 is a pole of g of order q. Again by (4.11) we can obtain qili + qi − 1 = nq+mq+ q+ 1, that is, qi ≥ n+m+3li+1
for i = 1, 2, . . . , s.
Let z2 be a zero of f ′ of order p2 that is not a zero of fP (f ). Similarly, we get p2 ≥ n + m + 2. Moreover, in the same
manner as above, we have the similar results for the zeros of gnP (g) g ′. On the other hand, suppose that a pole of f . Then
from (4.11) we get that z3 is the zero of gnP (g) g ′, so that
N(r, f ) ≤ N
(
r,
1
g
)
+ N
(
r,
1
g − d1
)
+ · · · + N
(
r,
1
g − ds
)
+ N0
(
r,
1
g ′
)
≤
(
m
n+m− 1 +
m+ s
n+m+ 3
)
T (r, g)+ N0
(
r,
1
g ′
)
+ S(r, g), (4.12)
where N0(r, 1/g ′)(N0(r, 1/g ′)) denotes the (reduced) counting function corresponding to the zeros of g ′ that are not zeros
of gP (g) and N0(r, 1/f ′)(N0(r, 1/f ′)) denotes the analogous quantity.
By the second fundamental theorem and Lemma 8, we have from this and (4.12) that
sT (r, f ) ≤ N
(
r,
1
f
)
+ N
(
r,
1
f − d1
)
+ · · · + N
(
r,
1
f − ds
)
+ N(r, f )− N0
(
r,
1
f ′
)
≤
(
m
n+m− 1 +
m+ s
n+m+ 3
)
T (r, f )+
(
m
n+m− 1 +
m+ s
n+m+ 3
)
T (r, g)
+N0
(
r,
1
g ′
)
− N0
(
r,
1
f ′
)
+ S(r, f ). (4.13)
X.-Y. Zhang et al. / Computers and Mathematics with Applications 56 (2008) 1876–1883 1883
Similarly, we have
sT (r, g) ≤
(
m
n+m− 1 +
m+ s
n+m+ 3
)
T (r, g)+
(
m
n+m− 1 +
m+ s
n+m+ 3
)
T (r, f )
+N0
(
r,
1
f ′
)
− N0
(
r,
1
g ′
)
+ S(r, f ), (4.14)
which contradicts n > 3m+ 3.
Case 3: If F ≡ G, that is,
F∗ ≡ G∗ + c, (4.15)
where c is a constant, then it follows that
T (r, f ) = T (r, g)+ S(r, f ). (4.16)
Suppose that c 6= 0. By (4.2), (4.3) and (4.16), and the second fundamental theorem, we have
(n+m+ 1)T (r, g) = T (r,G∗) ≤ N
(
r,
1
G∗
)
+ N
(
r,
1
G∗ + c
)
+ N(r,G∗)+ S(r, g)
≤ (2m+ 3)T (r, f )+ S(r, f ).
Thus n+m+ 1 ≤ 2m+ 3, which contradicts n > m+ 10. Therefore F∗ ≡ G∗, that is,
f n+1
(
amf m
m+ n+ 1 +
am−1f m−1
m+ n + · · · +
a0
n+ 1
)
= gn+1
(
amgm
m+ n+ 1 +
am−1gm−1
m+ n + · · · +
a0
n+ 1
)
. (4.17)
Let h = f /g . If h is a constant, then substituting f = gh into (4.17) we deduce
amgn+m+1(hn+m+1 − 1)
m+ n+ 1 +
am−1gn+m(hn+m − 1)
m+ n + · · · +
a0gn+1(hn+1 − 1)
n+ 1 = 0,
which implies hd = 1, where d = (n + m + 1, . . . , n + m + 1 − i, . . . , n + 1), am−i 6= 0 for some i = 0, 1, . . . ,m. Thus
f (z) ≡ tg (z) for a constant t such that td = 1, where d = (n+ m+ 1, . . . , n+ m+ 1− i, . . . , n+ 1), am−i 6= 0 for some
i = 0, 1, . . . ,m. If h is not a constant, then we know by (4.17) that f and g satisfy the algebraic equation R(f , g) ≡ 0, where
R(w1, w2) = wn+11 ( amw
m
1
n+m+1 +
am−1wm−11
n+m + · · · + a0n+1 )− wn+12 (
amwm2
n+m+1 +
am−1wm−12
n+m + · · · + a0n+1 ).
This completes the proof of Theorem 2. 
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