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不確定下での配分計画の一解法
金指正和
An Alg⑬:rithm fOlr Distributio:n problem unde:r Uncertainty 
Masakazu KANEZAS耳I
The rlistribution problem whose constsained resource vector is random variable can be solved by using 
an algorithm， developed by Dantzig and Madansky， called "tow-stage programs under uncertainty 
conditions" . It's certainty equivalence problem， however， would be formulated into nonlinear programming 
problem and it is difficult to tr巴atfor it's nonlinearity. 
In this paper， we propose an algorithm to solve the distribution problem under uncertainty by 
considering the characteristic of the objective function of the problem. This algorithm consists of iterations 
of solving a simple simplex method and is more advantage than general procedure solving non-line旦r
programming in view of both the computing time and the computer storage required 
1.緒 同
将来確保できる資源が“stochastic"にしか把握でき
ない場合の配分計画は，資源制約ヘクトノLを確率変数と
して扱う線形計画法によって定式化される。 しかし，資
源制約ヘクトノLの各要素が独立である最も単純なケース
においても，その確定性等価問題は非凸形非線形の問題
となり，その解法はー般的には容易ではない。本文は，
変換された等価問題の目的関数が，資源ヘクトノしの確率
分布関数を含んでおり，確率分布関数が単調増加関数で
あることを利用して，線形計画法をくり返し解く事によ
って最適解を求めることを考える。
この方法によると，従来の非線形な確定性等価問題を
解くことにくらへて，計算時間及び計算機の必要とする
記憶量の点で効率的である。また，この方法は， Dant 
zig， Madansky vこより開発された確率的計画法のため
の“不確定下での 2段階計画法(1)" に対しでも有利であ
る。
2. 問題の定式化
次のような生産計画問題を考える。
A=(aij) i =1，2，"'， m， j二 1，2，ー ¥抑
b二 (b;)T Z二 1，2，…，m “T"は転置記号
c = (C;) j = 1，2， ..， n 
x =(x;) 
aiJ=第 J番目の製品 1単位を生産するために必要
な資源 1の量
bi二第 1番目の資源の利用可能量
Cj二第J番目の製品 I単位を生産するのに要する費
用
Xj=製品Jの生産計画量
この問題を定式化してヘクトノし表示すれば
(m1mm1Ze cx 
(Po) i 
l subject to Ax= b， xミO
となる。この問題を(Po)とする。
ここでは，資源ヘクトルbが確率的にしか把慢できな
し、場合を取りあげて， よりフレキシブノしな計画とするた
めに，次のように考える。
資源不足， ~p ち ， Aix>b，に対しては，資源 l単位
当りρ2なるべナノレティを課し，過剰分，即ち，AiX<b， 
に対しては，資源 1単位当り qiなるべナノしティを課す
ものとする。 βi，qiはそれぞれ資源のshortagecost， 
salvag巴costに相当するものである。
意志決定者は，このとき原問題(Po)の目的関数を修
正して， これらベナノレティ@コストの期待値を付加した
ものを新しい目的関数として，次のような確率的配分計
画問題を解くことになる。この問題を (P，)問題とする。
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cx十E(pTU+qTV)
Ax+u-v二 b
x， U， V二三 O 
uTv= 0 
ここにp，qはか，qiを要素とするヘクトノレで，U，V 
は新らたに導入した決定変数である。目的関数の第2項
E(・)は期待値演算子である。問題(P，)は stochastic
Programs with recourseとしてよく知られている(2)。
Vajda(2)の方法によると， もし資源ヘクトノレの要素b;
が確率変数で，区間 (biL_bゴに分布しかっ各b;が独立
でその周辺分布関数が F;(t )で与えられるときは， (P，) 
問題は次のような非線形問題に変換される(3L
この問題を (P2)とする。
r minimize Z(x， y)孟CX-pTy
(P川十21(か+q;)l:'F;(t) dt 
l subject to Ax-y=o， x主 O 
(P，)は， 目的関数の中に含まれる変数百に関する二階
偏微分がf;(y;)となり，これは b;の確率密度関数であ
り，常に非負であるから目的関数はconvex関数となり
一般の非線形計画法によって一意的に解を求めることが
できる。
しかし， 目的関数の特徴が何ら考慮されてし、ない。目
的関数のもつ大きな特徴は，F;(t)が分布関数であると
いうことである。即ち，F;(t)に単調増加性があり，
O手F;(t)孟 1，及び各 y;Vこ対して分離型であることが
あげられる。この特徴をうまく利用すれば，非線形問題
(P2)を直接解くことなく，線形計画の感度分析の方法
(双対ゾンプレヅクス法)により解を求めることができる。
3 " 線形計画による解法
(P，)の最適解を (xへ〆)とすれば，(x*， y*)の満
足すべき必要十分条件は，
cx-ATπ*~ 0 (1) 
Xjキ>0
m 
if Cj-L; a;j7[;' = 0 ????
、??????
m 
X;*=o if Cj-L;au7[;*>O 
Axキ-y*=0， x水ミ~ 0 (3) 
(4) F，(y;*) =(p;-7[;* )/(ρ;+q;) 
を満足するようなヘクトル π*が存在することである。
これらの条件のうち(1トベ3)式はgをある値y*に固定し
て，線形計画
minimize cx subject to Ax二 y*，x詮 O
を解けば自動的に満足される。この線形計画を解いて得
られる最適な双対変数πネが残りの条件(4)式を満足して
し、れば，最適解(xぺy*)が得られたことになる。
もし(4)式が満たされない場合は，目的関数が増加する
ようにgを変化させる手順につし、て以下に述べる。
(手順 1) y=ドに固定し，線形計画
minimize cx subject to Ax= yk， X詮 O
を解いて最適解 Xk，ukを求める。
ykのkはイテレーゾョンの番号を表わす。初期値 y'は
bの平均値におく。
(手順 2) 
(5) 7[;(y/)=ρzー (ρz十q;)F;(y/) iニ 1，"" m 
によってわ(y;")を計算する。もし
(6) m~xlゎ(y;^)-u/I< ε
ならば，この時点での Xk，ykが最適解である。 εは微
小数。
(手順 3) 
そうでないならば， Ughくわ(y;")のときは， (5)式によ
って7[;(〆+1)=u7となる yf+Iを計算し，討をyJ+lに増
加させる。逆に，u1>π;(y;)のときは， (5)式により
7[;(y7+1 )がu[となるような yf+lに減少させる。 k=k
十 1として(手1煩1)へもどる。
π"， (y，) 
pe hpd)註 p，-(p門)f.~みi占品告お矛叫…
u昨?卜一一-」;L-、πB叫均剛，) 
。
y; 
-~i 
(Fig 1) relations between u， y， &π(y) 
図 1は，F;(t)が正規分布の場合についてuJ，y7， 
および 7[;(y;)の関係を説明したものである。
以上の手順を繰り返すことにより目的関数は単調に減
少し最適値に収束する。
この手続きが実行できるためには，次の 2点を証明し
なければならない。
(A) k回目のイテレー γ ョンにおける点を (xk，yk) と
すれば，
不確定下での配分計画の 解法
u7<7r，(y7) if y7<Yi本
同様に
U7>7ri(yn if y7>y，* 
(8) また，bi三五YJ三五biより
Pi=7r;{ b i ) ミ u~
qi=7r;{15J豆u7
Z(xk， yk) >Z(Xk+l， yk+l) 
である
(B) 任意のbi孟gfz三biに対して
qi~玉 ufz五 ρ z 1， 2， ...m 
が成立する。
これらは次のようにして示される。
ωの証明.
Uをyk方ミら yk十1に変化させたとき，変量L1iエ y7+1
討が，線形計画の基底解に負になるものを生じさせぬ
とき，(B-l(y+L1)詮 0，Bは第一hステップでの基底行
列)，双対定理より
k+l__.k+l_.k __k__.k_.k cx 二 y. 'u..， cx..=y..u 
が成立する。従って
Z(Xk+l， yk+l)_Z(Xk， yk) 
二悶ゲk+l 口烏 p〆T(句yk+l糾刊 _y〆引h竹)+L:(ωρz十吋坤叩豹ωi)ぜJr:7fzf~h
ここ-c ukyk十1= CXk+l 
ukyk二 cx
yJ+l-y7=L1 i 
を代入すれば，F;{t)が単調増加であることから，
FM)41<f守 μ)dt<川 +1)L1i 
を用いると， (6)式は
L:L1i( u7 -Pi+ (Pi+ qi)F ;(y7+1) 
>Z(Xk+l， yk+l)_Z(Xk， yk) 
> L:L1i(μ?β，+(ρi+q;)F;{y7) 
なる関係を与える。 (5)式より
一βz十(ρz十q;)F;{y7+1)=-7r，(yわ
であるから， (8)式の最初の不等式は
Z(Xk+l， yk+l)_Z(Xk， yk) 
< L:L1i( u7-7r Jy 7+1)) 
= 0 (.: u7=7rJy7+1)) (9) 
次に，yiを変化させたとき，基底変数に負のものが生
じ，基底変換の必要がある場合について考える o yfと
計+1の聞のy-iなる値に対してとやれかの基底変数が0にな
ったものとする。
このときの基底変数をxとし， (双対変数は 3 まだ基
底変換が行なわれてし、ないので，がで不変である。)， 0 
になった基底を変換した後の基底変数をX，そのときの
双対変数をiとするO
yiを y-i より更にy~+l ~こ変えても基底変換の必要がな
いとすれば u= Uk+1である。
このとき(8)式より明らかに
Z(x， fj)<Z(xk， yk) 帥
である。。の基底変数を基底から出しでも， 目的関数の
値は変化しないので
Z(X， fj)ニ Z(x，y) 
??ー
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また 1i→y7+1に対しては基底変換はないので双対定理
より
;-:'_.k _'=: _'= _ _-:，，_-:_ _-:'_.k+l y u ニ cxニ cx=yu=y u 仕自
が得られるo XをXk，iをyk，iをukと考えて基底変換
の必要のない場合にあてはめれば，
Z(Xk+l， yk+l)_Z(X， fj) 
くL:L1 i( Ui-7ri(y7+1) 
士。 (Q.E.D) 
つぎに(B)について示そう。
最適解ytに対しては，もし y7<y，*のとき u7>
7r，(y7)であるとすれば，
u7二 a(cx)/;)y7
7rJy7) = -aQJy;)/ ay7 
Q，(y;)=-PiYi+(か叩)1:iFJt)dt
なる関係より，
u7-7r，(y7)=aZ(x， y)/ay7> 0 (1日
となり，討が増加して y/に近つくと目的関数が増加し
てしまう。 (aZ/ay>0より)
このことは yi本が最適解であることに矛盾するO ょっ
(13) 
(14) 
(15) 
て
? ??
(18) 
日目)
(Q.E.D) 
図-2は，yk<y*ならば必らずu7くわ(yk)であり，
7l:げ J
p，. rr(::t~))> IAK ，t Y"<:I' 
uk • 
令舎TC 
bi yt< ‘y様
• u"">πcyK) 
if :戸>:/長
K M bi〆
7"C(:f') 
-~i 
(Fig 2) illustration of Plミukミ Ql
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bi孟y7だからρz孟ufを説明したものである。
4. 非線形計画法による解法との比較
(P2)をnonlinearprogrammingの手法例えば，
Reduced Gradient法同を用いて解く場合，次のstepを
必要とする。以下各stepの概略を述べて，本文の手順
と比較する。
変数Zを分割してX，ERm，X2εRn-mとし X，を基
底変数，X2， Yを独立変数とする。
(step 1) 実行可能な点xf，x~， ykに於いて独立
変数 (X2，y)に関する reducedgradient gkを計算する。
/ c2-AIAi'c， ¥n-m 
gk=1 ....................... I ・. -__-
¥ -P十diagF，(y)(P十q)+Ai'c，jm 
ここに Cl，C2， Al， A2は c，AをXl，X2に対応し
て分割したものである。
(step 2) gkを独立変数の制約上へ射影したベクト
ノレ hkを求める。
1 0 
M=1 . 
l gj 
if X~j= 0， gJ> 0 
otherwise 
(step 3) hkを探索方向とし， θ>0に対して次の
点を求める。
x~j' = 0 if xL-8M< 0 
x~j'=x:j-8hj if 0也erwlse
yJ+l=::yJ一θgJ
(step 4) 
A，X， +A2X:+l-yk+l = 0， Xl孟 O
を満足する Xf+lを求める。もし，不可能ならば， X~+l 
の正のものと，xf+1の要素で負となるものを基底変換
する。
(step 5) 
Z(Xf+l， x:+l， yk+l)<Z(xf， x:， yk) 
ならば，(Xk+t， yk+lを出発点として (step1 )へもと
る。そうでなければ， θを θ/2にしてhkはそのままで
(step 3)へもとる。
この方法と比較すると，yをykに固定した線形計画を
解いて得られる x:，x~， uf==A11Cl 
(手順 1)は (step1)の
/ c2-A;uk ¥ 
gk=1 1 
¥ uk π(yk) / 
を求めているのと同値であるo x:=o， c2-A;uk> 0で
あるから，yのみykから yk+lに変化させる。
これはstep2において
ν=( Uk_~~yk) ) 
とすることに対応している。本文の(手1慎1)で，yを
ykから yk+lに変化させたときの対応する Xk+lを求める
ことは， step 4に栢当している。
従って非線形計算の回数(即ち， (5)式の計算と，step1 
のgkの計算〕は同じであるが，本文の方法では， 目的
関数の値の変化をチェッグする必要がない。
5. 数値例
[2z一subject to 
x，+2x2-X3=b， 
-xl-3x2+4x3=b2 
但し，P，=虫2=q，=q2=2 
b，は区間(0， 100)で一様分布
b2は区間(0， 80)で一様分布
(手順1) 初期 yO=(50，40)とおく。
2Xl-X2+3x3→min 
xl+2x2-X3=50Q 
-xl-3x2+4x3=40 
を解いて最適解XO，UOを得lる。
XO=(X~ ， X~ ， xg)=( 0， 48， 46) 
UO=( 1， 1) 
(手順2) (5)式により π(yO)を計算する。
I P， ¥ I (ρl+q，)F，(yn ¥ 
π(yO)=1 Iーし l 
¥ρ2/ ¥(P，+q，)F2(yn / 
=(: )-c叫 (50))=(。)
2 / ¥ (2+2)F2(40) / ¥ 0 
U~>庁l(YY)
U~ >1l'2(yg)より(手/1頂3)に。
〔手順3) 
1 =U~ =ρ1ー (Pl十q，)F，(yl)=2 -4F，(yl) 
1 =U~=P2 ー (P2+q2)F2(Y~)= 2 -4F2(yl) 
より y}，y~ を求めると yl=25 ， y~=20. 
(手/1頂1)へもどり， yL ygをそれぞれ， 25， 20とし
て最適解x1，u1を求めると，
x'=(O， 24， 23)， u'=(l， 1)を得る。
(手/1贋2) 
yl=25， y~=20 に対して， Il'l(yl)= 1，π2(yD= 1 
となり，l'i(Yi)=Uiを満足する。
従って， X，= 0， x2=24， x3=23が最適解で，この
ときの目的関数の値は45となる。
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