Thcrc are several watcrmarking applications that require the dcploymcnt of a very large number of watermark embcdders. Thesc consumer applications have severe budgetary constraints that limit thc computation resources that are available. Under thesc circumstances, only simplc embedding algorithms can be deployed, which have limited performance. In order to improve performancc, wc propose prcprocessing thc original media during content creation. A simplc example of this proccdure is dcscribed and expcrimental results confirm our asscrtions.
Introduction
There are a number of applications of watcrmarking in which it is nccessary to deploy a very large number of watermark embcdders. In such situations, cconomic constraints are oftcn severe and constrain the computa.tional rcsources that are availablc for embcdding. Unfortunatcly, high performance -as measurcd by effectivcness, fidelity and robustness -watermark embedders can involvc perccptual modeling [lo] , informed coding [7, 3, 4] ' and informcd cmbcdding [9] , any of which may requirc great computational rcsources than is available.
Wc addrcss this dilemma by proposing a two stage procedure in which a substantial fraction of the computational workload is performed as a preprocessing step on thc media prior to its releasc to the general public. This preprocessing step is designed to permit, at a latcr timc, subsequent watermark embcdding based on cornputationally simplc algorithms that are very economic.
Our solution is appropriate in situations where content can bc modified before it reaches thc watermark embcddcrs. Such situations turn out to be quite common. Scction 2 discusses two examplcs. In Section 3, we dcscribc thc basic principles bchind prcprocessing and a two-step watermarking process. These priiiciples arc tested experimcntally in Section 4. Finally, a .discussion of results and future work are contained in Section 5.
Motivation
Wc arc motivated by watermarking applications in which cmbedding must be very inexpcnsive. Onc such cxample is transactional watermarking (also known as fingerprinting) and another is copy generation managemcnt.
In late 1996, thc DiVX Corporation released an cnhanccd DVD player based on a pay-per-play busincss model. In ordcr to allay the piracy conccrns of Hollywood studios, DiVX implemented a number of sccurity technologies.
Onc of thesc was a watermark-bascd systcm for transaction tracking. Each DiVX player embedded a uniquc watcrmark in the analog NTSC video signal during playback of a movic. These tranmction watermarks were intendcd to bc used to track the source of any pirated vidco that originated from the DiVX customcr base. The DiVX DVD player was a consumer level product and, as such, was extrcmely,price sensitive. Accordingly, thc computational resources allolNote that t h e term "preprocessing" as used in [3] differs from our usagc here. cated to embedding thc transactional watermark had to bc small.
Copy gcncration management is intended to allow a singlc generation of copics to bc made from a mastcr, but no subscquent copies to be made from the first generation copies. In ordcr to reduce the threat of piracy, content owncrs envisage labeling broadcasted material as copy-once and subsequcntly labeling the material as c o p y n o a o r e aftcr recording. A number of technical solutions to copy generation managemcnt were proposed in thc context of DVD recorders [l, 81. The solution proposed in the Galaxy systcm uses a fixed watermark to cncode the copy-once statc, and adds a second, copy-mark, to encode the copyno_more state [2] . This second watermark would be added during rccording, within a consumer DVD recordcr. Once again, the computational budgct allocated to thc secondary watcrmark cmbedder was very small.
Media preprocessing
One of thc main difficulties with incxpensive watcrmark embcddcrs is that their pcrformance is highly dependent on thc cover Works to which they arc applicd. An embeddcr might perform well on one Work, succcssfully embedding a high-fidelity, robust mark, while coInpletely failing to embed in another Work. Thc idea of preprocessing is to modify all the Works bcforehand, moving thcm to a region for which the inexpcnsive embedder is known to perform well.
To describe how media can be preproccssed for low-cost watermark embedders, wc present three basic systems. We begin, in Section 3.1, by applying the idea of preprocessing to a simplc, linear-correlation based watermark. In Section 3.2, wc show how the idca can bc applied to a more complcx system, which employs normalized correlation as its detection metric. Finally, Scction 3.3 discusses the application of preprocessing to watcrmarks that can encode multiple messagcs.
3.1
In a zero-bit, linear-correlation watermarking system, the dctector tests for presence or absence of a watcrmark by computing the lincar corrclation between a rcceived Work, c , and a refercnce pattern, w,:
If zlc is greater than a detection threshold, qc, thcn the detector rcports that the watermark is present.
For cxample, a watcrmark can be added to a video stream (in baseband) without requiring that the frames bc buffered.
Howcvcr, because the embedding cffectivcness is less than loo%, such a systcm might not bc acceptable for somc applications. Informcd embedding can guarantee 100% cffectiveness, but it rcquircs that the entire cover Work bc cxamincd bcforc thc watcrmark is embcdded, so a frame buffcr is rcquired. Thus, informcd embedding can be substantially morc expensive than blind cmbedding.
Consider a geometric model of thc problem, in which cover Works are reprcsentcd as points in a high dimensional marking space. In blind cmbedding a fixed vector that is independent of the cover Work is addcd to each Work, the intention being to move thc cover Work into the detection Preprocessing for a linear correlation system Blind embedding is computationally trivial.
(1-7803-7503-3/02/$17.00 02002 IEEE Figure 1 . If a simple correlation detector is used, then this detection region is a half-plane the boundary of which is denoted by the vertical line in Figure 1 . Unwatcrmarked cover Works lie to the left of this boundary and arc denoted by the open circles. Notice that some covcr Works are closer to the boundary than others2. The horizontal arrows represent the watermarking process which moves the cover Work towards the detection region and, hopefully into the detection region. This is also illustrated in Figurc 1 where the majority of cover Works have indeed been moved into the detection region but one cover Work has not. The embedder is said to have failcd to watermark this particular cover Work, i.e. its effectiveness is less than 100%.
In contrast to blind embedding, informcd cmbedding allows us to automatically vary the strength of the watcrmark based on thc cover Work. Figure 2 illustrates the effect of an informed cmbcddcr in which a watermark of diffcrent magnitude is added t o each cover Work, such that all watcrmarked Works are guaranteed to be a fixed distance within the detection region. We refer to the region occupied by watcrniarked Works as the embedding region. Now let us consider a two step process in which informed preprocessing is uscd to guarantee that subsequent blind embedding will be successful. Figure 3 shows how such a system might work. Here, the preprocessing stage modifies each original cover Work (open circles) so that the processed Works (grey circles) all lie within a narrow region close to, but outside of the detection region. We refer to this narrow region as the prepping region. Since the prepping region is outside the detection region, no watermarks are detected in the preprocessed content. Howcver, when a simple blind cmbcdder is subsequently applicd to the preprocessed content, it will be 100% effective in embedding the watermark.
21n fact, it is also possiblc for an unwatcrmarkcd Work to be to the right of the boundary. This would dcnotc a false positive.
Figure 4: Preprocessing to obtain constant robustncss when a blind cmbcddcr is applied.
Preprocessing for a normalized correlation sys-
t e m Thc same technique can be applied to more complex watermarking systems, such as those that use normalized correlation as a detection metric. Here, the detector computes the normalized corrclation between a received Work, c, and areference pattern, w,, as z,, = (c.wr)/(J(c. c)(w, . w,)).
This results in the conical detection region of Figure 4 .
Here again, blind cmbedding can often succcssfully embed watcrniarks, but it fails in many cases. It is argued in [6, 91 that a more rcliable mcthod of embedding is to seek a fixed estimate of robustness. If wc estimate robustness as thc amount of white noise that may he added to the watermarked Work before it is likely to fall outside the detection region, then a fixcd-robustness embeddcr will employ a hyperbolic embedding region. Although such an cnibcddcr is preferable for many applications, it can be quite costly [5] .
To obtain the reliability of a fixed-robustncss embcdder, while using a simple bliud algorithm to embed, we can define a prcpping region by shifting the hyperbolic embedding region outside the detection region. The dista.ncc that thc cmbcdding region must be shifted depends on the embedding strength that will be used by the blind embedder. This is shown in Figure 4 . Hcre, the prepping region is a hyperboloid that lies entirely outsidc the dctection cone. When a blind embedder is applied to a preprocessed Work (grey circle), the Work is moved into the detection region, so that thc rcsulting watermarked Work (black circle) lies on the desired contour of constant robustness (dotted line).
Note that, if the embedding strength that will be used during blind embedding is too low, the shifted cmbcdding region might overlap with the dctcction region. This would not be satisfactory as a prepping region, since it would lead to false positives. To solve this problcm, we can simply rcmove a portion of the shifted embedding region from ~0x1-sideration during preprocessing. The preprocessor would move each Work to the closest point on the shifted hypcrboloid that lies sufficicntly far outside the detection region.
Figurc 5: Preprocessing for a one-bit, normalizedcorrclation watcrmarking system.
3.3
The two systems describcd above apply prcproccssing to siniplc, zcro-bit watcrmarks. That is, thc dctcctors in thcse systcms report whcthcr thc watcrmark is prcscnt or absent, but do not distinguish bctwccn diffcrcnt watermark mcssages, so the watcrmark carries zcro-bits of payload information. If wc liavc a systcm that can embcd several diffcrent watermark pattcrns, rcprcscnting diffcrcnt mcssages, wc must modify our prcprocessing method accordingly.
In the simplcst case, we might have a systcm with two possible mcssages, or 1 bit of payload. For a message of m = 1, we might cmbcd a refcrcnce mark, w,. For m = 0, wc might embcd the negation of thc rcfercncc mark, -wr. The dctcctor would check for prescnce of both the positive and negative watcrmark, rcporting thc corresponding incssagc if one of thcm is found. Such a systcm, hen, would definc two disjoint dctcction rcgions, onc for cach message.
To cnsure that blind embcdding will succccd in cmbcdding any of the possible mcssages, thc prcproccssor must movc content to a prcpping rcgion that is thc intersection of appropriate prcpping rcgions for all the messages. For example, consider a 1 bit systcm using normalized correlation as its detcction metric, as illustrated in Figure 5 . The two detcction rcgions in this casc would bc two opposing concs. A fixed-robustncss cmbcddcr, when cmbcdding m = 1, would niovc cach Work to a hyperbolic cmbedding rcgion within the positivc conc. When cmbedding m = 0, it would movc each Work to an cmbcdding region within thc negative conc. Shifting each of thcsc cmbedding regions according to thc cffcct of a blind cmbcdder givcs us two possible prepping regions -onc that cnsurcs the blind embcdder can cmbed mcssagc m = 1, and onc that ensures it can crnbed mcssagc m = 0. Only a Work in thc interscction of thesc two rcgions will allow successful cmbedding of cither messa.ge.
Notc that the two points in thc prepping rcgion shown in Figurc 5 actually correspond. to a high-dimensional hypcrsphcre in media space. Thus, although thc figure appears to dcfinc a prepping region of only two points, thc actual prcpping rcgion is a high-dimcnsional surface, and, with appropriate watermark extraction techniques, it is possible to implement a preprocessor that docs not introduce too much distortion (see Scction 4).
Experimental results
To demonstate the preprocessing technique, wc implemented a preprocessor for thc E-BLK-BLIND/D-BLK-CC imagc watermarking systcm dcscribcd in [5] . This is a onebit, normalized-corrclation system which opcratcs in a lincar projcction of imagc space.
E-BLK-BLIND is a simple blind cmbcdder. Although choscn to ensure that blind cmbcdding will yicld the dcsircd levcl of robustness. This is computed as wherc a is thc cmbedding strength that will be uscd for cnibcdding, and R is thc dcsired robustness.
5. Obtain a prcproccsscd mark vector, vp, by projccting zvpryvp back into 64-dinicnsional space: vp = xvpx + YvpY 6. Pcrform thc inverse of the original cxtraction operation on vp to obtain thc preproccssed cover Work,
To test thcsc proccdurcs, wc first testcd thc watcrmarking system on un-prcproccssed imagcs, using. a weak embedding strcngth of a = 0.5. Watcrmarks of m = 1 and m = 0 wcrc embcdded in cach of 2000 images from thc Core1 image database. Figure 6 shows the rcsulting dctcction values. Thc dotted line is a histogram of dctcction valucs for unwatcrmarked images, and each of thc solid lines shows detection values for one of thc embcdded mcssages. With a dctcction thrcshold of T=-= 0.55, this succccded in cmbedding watcrmarks in just over 45% of thc trials. As expected, applying the blind cmbcddcr to preprocessed images succeeded in embedding watermarks in 100% of the trials. In addition, the dctection values obtained from preprocessed images before embedding a watermark are very narrowly distributed around 0. This indicates that they are less likely to yield false positives than arc unpreprocessed images. In some applications, if we can guarantee that the detector will never be run on unpreprocessed images, we could take advantage of this to lowcr the dctcction threshold, thereby obtaining even better robustness.
The question arises of whether we could obtain equally good results, with the same fidelity, by just increasing the embedding strength used during blind embedding. Blind embedding with no preprocessing, yields an average meansquared-error between marked and unmarked images of exactly cy (because of the way we sealed wr). Prcprocessing, however, introduces additional fidelity degradation. The average mean-squared-error between original images and images that have been both preprocessed and watermarked was just under 1.04. If, instead of applying preprocessing, we simply increased 01 to 1.04, we would obtain the same fidelity impact as preprocessing plus embedding, but we would have substantially stronger watermarks than with 01 = 0.5. In fact, blind embedding with cy = 1.04 yields an effectiveness of 94% which is significantly better, but still not as good as with prepping.
Of course, since we can assume that we have substantial computing power available during preprocessing, we can improve on the fidelity impact of preprocessing by applying more sophisticated algorithms, such as perceptual modcling. Such improvcmcnts would increase tlie disparity between Watermarking with and without preprocessing.
Conclusion
Therc are scveral watcrmarking applications in which a potcntially very large nunibcr of cmbedders must be deployed under severe computational constraints that limit performance. In order to attain the performance of sophisticated embedding algorithms, and yet mainta.in a simple, inexpensive embcdder, wc propose preprocessing media before it is released. Most of the computational cost is shifted to the preproccsing sta.gc where it is assumed that significant resources are available.
Gcomctrically, bcforc tlic preprocessing, unwatcrmarked Works can be thought of as being randomly distributed in a high dimensional vcctor space. Within this spacc lies a detection region -Works falling within this rcgion arc said to bc watcrmarkcd. Unwatcrmarkcd Works arc seldom if ever found in the dctcction region. Traditional cmbcdding algorithms seck to add a watermark pattern to a Work in order to move the Work into the detection subspacc, subject to fidelity and robustncss constraints. During the preprocessing stage suggested here, a signal is added to a Work such that the preprocesscd Work lies on a predetermined surface near, but outside of the dctection region. That is, the unwatermarked, but preprocessed Works are no longer randomly distributcd in the high dimensional space but lie in a well-defined region.
The advantage of this preprocessing step is two-fold. First, since preprocessed Works lie on a well-defined surface, near yet outside of the detection region, simple embedding techniques are sufficient to watermark the Works with good fidelity and robustness. The second advantage is that the computational cost associated with the preproccssing step is not borne by the consumer electronic devices. Instead, content creators barc this cost, thc preprocessing being performed by dedicated devices located with content creators. The performance of the overall system need no longer be constrained by the computational budget allocated to the embedder in the consumer device.
