Speeded up robust features (SURF) can detect/describe scale-and rotation-invariant features at high speed by relying on integral images for image convolutions. However, the time taken for matching SURF descriptors is still long, and this has been an obstacle for use in real-time applications. In addition, the matching time further increases in proportion to the number of features and the dimensionality of the descriptor. Therefore, we propose a fast matching method that rearranges the elements of SURF descriptors based on their entropies, divides SURF descriptors into sub-descriptors, and sequentially and analytically matches them to each other. Our results show that the matching time could be reduced by about 75% at the expense of a small drop in accuracy.
Introduction
Salient image features (hereafter, features) indicate points or regions that are significantly different from their neighbors in brightness, color, and shape, e.g., corners, blobs, and so on. Therefore, methods for detecting, describing, and matching features are fundamental steps in the field of computer vision. For example, in order to recognize an object, we must know the characteristics of the object and detect the related features in the images. Then, object tracking is achieved by detecting features in consecutive frames and comparing/matching the features. Comparison or discrimination of features uses vectors, called feature descriptors, which usually describe the surrounding and regional texture information of features.
In the literature, there have been a number of methods for detecting and describing features. The most representative one is SIFT [1] . It can detect and describe features robustly under such conditions as image rotation and scaling, lighting change, and so on. However, the process of detecting and describing features is time-consuming. Also, since its feature descriptors have floating point numbers as their elements, the operations with them (e.g., computing the Euclidean distance between them) require a large amount of computing time and memory space. SURF may be a good alternative, and it substantially reduces the feature detection and description time by using integral images [2] . The detection can be much faster by using an ordinal convolution method [3] . However, the feature matching is still based on the operations between floating point descriptors, and thus it is slow. Several research works in the literature have addressed this problem. One of them tried to reduce the dimensionality of a descriptor using the well-known principal component analysis (PCA) or linear discriminant embedding (LDE) [4] . Its performance is quite good but it depends on training data. The other ones quantize the floating point numbers of descriptor to integer ones [5] - [7] , convert a floating point descriptor to a binary string based on a hashing scheme [8] , or detect/describe binary features (thus generating binary descriptors) [9] . Integer or binary descriptors can be matched more quickly but their matching accuracy is generally worse than that of SIFT or SURF. Furthermore, the time taken for the dimension reduction or quantization is quite long. Therefore, in this letter, we propose a novel method for reducing the matching time of SURF features with little drop in accuracy.
There are also matching algorithms called approximate nearest neighbor methods, where the fast one is Flann [10] . They are based on constructing tree structures by clustering features and thus can greatly reduce the searching domain for feature matching. However, it is well known that they are useful only for a huge number of features because of the non-ignorable time taken for constructing tree structures. In experiments, the comparison between the proposed method and the Flann method will be given.
Proposed Method
The proposed method is different from the previous methods in two aspects: first, how to compute the Euclidean distance between SURF descriptors; second, how to arrange the elements of SURF descriptors.
Sequential Computation of Partial SURF Descriptors
In general, the Euclidean distance is used to match SURF descriptors and D multiplications are required to match two D-dimensional descriptors (vector a and vector b). However, the number of multiplications can be reduced by dividing the descriptors into lower dimensional sub-descriptors and sequentially matching the sub-descriptors. Then, after computing the partial Euclidean distance between two m-th sub-descriptors, the (m + 1)-th partial Euclidean distance is computed only when the m-th partial Euclidean distance is lower than a threshold (PED T h ). In contrast, when the m-th partial Euclidean distance is larger than the threshold, it is considered that the two descriptors (vector a and vector b) are not similar and the subsequent computations of partial Euclidean distances are skipped. In this manner, time can be saved. In other words, only for two similar descriptors, the last partial Euclidean distance is computed and the number of multiplications becomes same as D. A similar idea for binary descriptors can be found in [11] .
Descriptor Rearrangement Based on Entropy Analysis
In sequential computation of partial SURF descriptors, since the partial Euclidean distances of the former sub-descriptors determine whether those of the latter ones are computed or not, the order of sub-descriptors will influence the performance. Therefore, we additionally propose a method of rearranging the sub-descriptors to improve the performance. The main idea is to place highly discriminative elements or sub-descriptors in the head part of descriptors while moving less discriminative ones to the end of descriptors. Here, highly discriminative elements or sub-descriptors indicate those that tend to have a same value for similar features but different values for different features. Therefore, the discriminativity can be quantified by their entropies.
In the information theory, entropy is a quantity for measuring the uncertainty of data and defined as
Here, p is the probability of an event and C is the number of events. In our case, entropy is the amount of uncertainty caused by each element or sub-descriptor in matching descriptors and is calculated in a more efficient way. For example, if two descriptors being matched are similar, the difference between each element should be small (in other words, the probability of having a small difference is much larger than those of having large differences). Therefore, whereas the entropies of the elements having small differences are subtracted by 1, those of the elements having large differences are added by 1. In contrast, if two descriptors being matched are different, the difference between each element should be large (in other words, the probability of having a large difference is much larger than those of having small differences). Therefore, whereas the entropies of the elements having large differences are subtracted by 1, those of the elements having small differences are added by 1. Given a training dataset that consists of two groups: a number of pairs of similar descriptors and a number of pairs of different descriptors, we calculate the entropy of j-th element as follows.
where
Here, C s and C d denote the number of training pairs of similar descriptors and different descriptors, respectively. d j is the difference of j-th element and d th is a threshold that is obtained by averaging the differences of all similar pairs.
Experimental Results and Discussion
To evaluate the performance of the proposed method, video sequences were prepared by capturing some reference planes (see Fig. 1 ) using a web camera in various poses. The video resolution was 640 × 480. Then, experiments of tracking the features on the plane in a reference-to-frame manner were performed on a PC (i5-2400 3.1 GHz CPU and 4 GB RAM).
From the video sequences, features were detected and their 128-dimensional descriptors were obtained using the SURF functions in the OpenCV library [12] . The Hessian threshold was set to the values between 1000 and 6000. In our experiments, about 100-600 features were detected from each frame of video sequences, according to the Hessian threshold values.
The descriptors were matched with those from the reference frames using three different methods: the brute-force (i.e., linear search) method, the Flann method [10] , and the proposed method. Then, the matching time and accuracy by each method were measured and compared. Here, the matching accuracy is a quantity of measuring the sameness of the matching results between the brute-force method and the other two methods and its value ranges from 0 to 1. In the Flann method, four randomized kd-trees were used. The performance of the proposed method depends on the dimension of sub-descriptors S . Therefore, results for different values were produced. The threshold PED T h was heuristically set to 2.0 (the reason is given later). For the descriptor rearrangement in the proposed method, features were detected from a part of the video sequences and described in every frame. Then, their descriptors were matched frame to frame. Then, pairs of similar features and pairs of different features were prepared as a training dataset. Finally, after computing the entropy of each element using the pairs, the Fig. 1 Reference planes used in our experiments. High-textured images were printed and stuck on planar surfaces. element indices (representing the order that each element is computed) were rearranged in such a way that the elements having low entropy are moved to the fore part of descriptor. As a result, the descriptors were rearranged from 0, 1, 2, · · · , 126, 127 to 72, 42, 49, · · · , 2, 1, 0 (see Fig. 2 ). That is, the elements of the indices 72, 42, etc. had the most discriminative power and those of the indices 1, 0, etc. had the least discriminative power. In the original SURF, the indices of elements are determined in advance as shown in Fig. 3 . However, when visualizing the discriminativity of each element, we can know that elements computed in the subregions closer from the feature have more discriminative power (see Fig. 3) † . It indicates that the rearrangement is not optional but necessary. In addition, we tried to analyze the influence of the operations (D x , D y , |D x |, and |D y |, for details see [2] ) used for computing each element on the discriminativity. However, the difference in discriminativity caused by the difference of the operations was not discernible.
Experimental results are given in Table 1 and Fig. 4 . Both the Flann method and the proposed method were effective on reducing the matching time. However, their efficiency depended on the number of features. As the number of features increased, the matching time of the proposed method increased more quickly than that of the Flann method. Therefore, when the number of features is huge, the Flann method can be more efficient although the proposed method also has great efficiency. In contrast, when the number of features was small, the efficiency of the Flann method was not good because the overhead for constructing trees is no longer ignorable (see the results when # ≤ 300, which is common in object recognition/tracking). However, the proposed method had great efficiency even when the number of features was small. This is the main strength of the proposed method.
Notice that the proposed method is inherently much more efficient than the Flann method at a frame-to-frame feature tracking situation (although it is not our scope in this letter). This is because the tree construction should be performed frequently or every frame in the situation and this makes the Flann method significantly inefficient.
We must consider that the efficiency of the proposed method depends on the value of S . In practice, if S was too small or too large, the efficiency was not good. In our experiments, S = 8 was best for 128-dimensional SURF features, where the matching time could be reduced by about 75% at the expense of a small drop in accuracy, regardless of the number of features. In order to clearly show the effect of the rearrangement, the results without the rearrangement were also given in Table 1 . Without the rearrangement, the proposed method could achieve a small reduction in matching time but it was not impressive (too worse than the Flann method). With the rearrangement which takes about 0.4 msec, the proposed method could be much faster and more accurate.
In the proposed method, the parameter PED T h balances between the matching accuracy and time. Therefore, we had to carefully choose the value and conducted thorough experiments with different values. An example of the results is given in Fig. 5 . From the results, we could know that both accuracy and time tend to increase as PED T h increases. However, after when PED T h = 2.0, the increasing speed became drastically slow in the accuracy results but drastically fast in the time results. Therefore, we concluded that 2.0 is the best value for PED T h .
Conclusion
In this letter, we proposed a coarse-to-fine method for quickly matching SURF descriptors. The proposed method divided high-dimensional SURF descriptors into lower dimensional ones, rearranged the low-dimensional descriptors based on entropy analysis, and sequentially computed the partial distances between the low-dimensional descriptors. Then, if a partial distance was large, the subsequent partial distance computations were skipped, and thus such time could be saved. That is, for different descriptors, we could quickly see that they are different by computing a small number of partial distances without computing the full distance. By comparative experiments with the brute-force method and the Flann method, the efficiency of the proposed method was verified.
In our experiments, a threshold PED T h was heuristically set and used for all the sub-descriptors. However, the threshold can be individually set to each sub-descriptor and an automatic setting method is preferable for practical use. It will be a future work.
The proposed method can be applied to other feature description methods. Therefore, it would be interesting, as a future work, to analyze the performance of the proposed method when using other feature description methods.
