In this paper, we present a demodulation structure suitable for a reader baseband receiver in a passive radio frequency identification (RFID) environment. In a passive RFID configuration, an undesirable DC-offset phenomenon may appear in the baseband of the reader receiver, which can severely degrade the performance of the extraction of valid information from the received tag signal. To eliminate this DC-offset phenomenon, the primary feature of the proposed demodulation structures for the received FM0 and Miller subcarrier signals is to reconstruct the signal corrupted by the DC-offset phenomenon by creating peak signals from the corrupted signal. It is shown that the proposed method can successfully detect valid data, even when the received baseband signal is distorted by the DC-offset phenomenon.
I. Introduction
Radio frequency identification (RFID) refers to a technology that uses radio communications to identify a tagged physical object in a contactless manner. Many studies have been conducted in the field of UHF RFID [1] - [8] . Recently, there has been a trend of extending the UHF passive RFID domain to the application of an item-level-tagging (ILT) from that of a conventional pallet/case-level-tagging. In the ILT RFID environment, tags can be attached to the objects composed partially of a metal or liquid, and can be placed at nearby complicated surroundings in which metallic objects exist. As a result, if a large undesired signal reflected from the complicated surroundings is received by the reader receiver while receiving a desired tag signal backscattering, the performance of the identification can easily be degraded due to the reflected large signal that can leak to the reader receiver, as shown in Fig. 1 . In addition, if insufficient isolation is guaranteed between the transmitter and receiver, the transmission power created by the reader transmitter can leak to the receiver, as shown in Fig. 1 [1] . A reflected power larger than the backscattered tag signal that is generated by the return loss (S11) of the antenna can also leak to the receiver via the circulator, as shown in Fig. 1 . Because of these unwanted leakage components, a DC-offset phenomenon can occur in the baseband of the reader receiver. As a result, the received baseband signal can be corrupted by the DC-offset phenomenon, as shown in Fig. 1 . There has been much research to reduce the originally generated leakage components in advance, as reported in [5] - [8] . However, it may be difficult to perfectly and adaptively eliminate the leakage DC-offset phenomenon components in the ILT RFID field, in which the performance of the reader receiver can be adversely affected by the unwanted large reflected signals. Of course, the DC-offset phenomenon may be highly suppressed in advance using a high-pass filter (HPF) such as the AC coupling technique in the RF and analog domain of the reader receiver. However, if the capacitance in the AC coupling circuit is too small for the fast convergence, the received signal through the AC coupling circuit can lose much of its energy in the pulse duration of the signal, resulting in a signal distortion. This result can lead to degradation in the ability of the symbol decision in the baseband receiver. On the contrary, if the capacitance is too large, the received signal has a nearly conserved original signal waveform but a fast convergence time cannot be guaranteed, resulting in the occurrence of the outstandingly undesired DC-offset phenomenon. There obviously exits an adverse tradeoff between the signal distortion and convergence time to a signal without DC-offset phenomenon. In a realistic environment, for all data rates from the minimum data rate (40 kbps) to the maximum data rate (640 kbps) described in [9] , it may not be easy to obtain the extremely finely tuned convergence curve of a DC-offset phenomenon under the HPF in terms of both signal distortion and fast convergence time. Therefore, although the received baseband signal is contaminated by the DC-offset phenomenon, we attempt to further perfectly remove the DCoffset phenomenon from the distorted received signal in the baseband receiver. The main purpose of this study is to provide the same architecture for demodulating both the FM0 signal and the Miller subcarrier signal so as to eliminate the unwanted DC-offset phenomenon.
II. Problem Formulation
The modulated signal from a tag may be distorted by the DC-offset phenomenon caused by the leakage components in the reader receiver, as shown in Fig. 1 
where f c is the carrier frequency, r k is the reading distance between the reader and tag, c is the propagation velocity, θ 0 is the initial phase of the transmitted tag signal, and n(t) is the complex additive noise, which is a sample function of a white Gaussian process with power spectrum N 0 /2 watts/hertz. When the well-known ideal orthogonal demodulator [10] shown in Fig. 2 is employed for the reader baseband receiver, its performance can be severely degraded, as shown in Fig. 3 . Figure 3 shows the error rate performance of the FM0 encoded signal (p e ) at several values of the signal-to-noise ratio (SNR), where the SNR is defined as the ratio E/N 0 , where E is the 0 ( ) energy of the FM0 signals, data-0 and data-1. In this simulation the DC-offset level estimator (DCLE) is not considered ( ( ) ( ) r t r t ′ = ), and M is set to 1, S ref0 (t) to data-0 with S 2 , and S ref1 (t) to data-1 with S 1 , for the FM0 signal [9] . As shown in Fig. 3 , the performance of the baseband receiver structure can be adversely affected by the DC-offset noise since S ref1 (t) has a DC component as follows:
In the following section, we describe the demodulation structures and methods required to eliminate the DC-offset noise.
III. Demodulation Algorithm
Demodulation of FM0-Encoded Signal
For demodulation of the FM0 signal, we make use of signal transitions from the received baseband signal to reduce the DCoffset noise and enhance the valid factor of the signal at the same time. Figure 4 shows the proposed demodulation architecture, which primarily includes a peak signal generator, peak extractor, and signal reconstruction block. To generate the peak signal with respect to the received baseband signal r(t), the initial peak signal is designed using a predefined g m (t) as
where g m (t) has a shape similar to that of data-0 of the FM0 signal and is defined as
where the received baseband signal is sampled at a sampling n dc (t)
The reason for selecting this type of g m (t) is that it has no DC component in the frequency domain and can also be used to generate the desired peak signal at every transition in the received signal through (3). In the second step, the generated initial peak signal y e1 (t) is reconstructed by removing the low level noise included in the specific level of the initial peak signal. This operation is implemented in the level decision block by using a reference level, as shown in Fig. 4 . The reference level is generated in the adaptive level generator, also shown in Fig. 4 
where A m denotes the gain of the MA and directly determines the specific level of y ref , and N w is the order of the MA and determines the window size, W m =N w ·T s , which is used for averaging the incoming data. Then, the final peak signal can be obtained after the level decision using the calculated adaptive reference level and initial peak signal as follows:
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In the next step, the peak detection algorithm, as shown in Fig. 5(a) , is used to extract the peak positions from the peak signal, y e2 (t), and the operation of the algorithm is carried out in the peak extractor, as shown in Fig. 4 . According to the algorithm, the positions of the peaks are obtained when the slope of the peak signal is changed from positive to negative using _ y u ∇ and _ . y d ∇ Finally, according to the state diagram shown in Fig. 5(b) , the baseband signal without DCoffset noise is regenerated using the extracted peak positions in the signal reconstruction block. signaling method has the merit of reducing the DC-offset noise as compared to the FM0 signaling method. Figure 6 shows the proposed demodulation architecture, which also includes a peak signal generator, peak extractor, and signal reconstruction block, similar to the demodulation structure in Fig. 4 . To 
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generate the peak signal with respect to the received baseband signal r(t), the initial peak signal y e1 (t) is designed using the predefined g m0 (t) and g m1 (t) as
where x 0 (t) is the output signal using g m0 (t) via the I and Q channels and is defined as
where G is the normalized gain, and x 1 (t) is the output signal using g m1 (t) via the I and Q channels and is defined as ( )
where g m0 (t) has the same form as data-0 of the Miller subcarrier and g m1 (t) has the same form as data-1 of the Miller subcarrier [9] . If M is four, then g m0 (t) and g m1 (t) can be described as shown in Fig. 6 . In our method, low-pass filtering of the difference signal between x 1 (t) and x 0 (t) is needed for the generation of the desired peak signal. In the second step, the final peak signal y e2 (t) is obtained in the level decision block by removing the low-level noise included in the specific level of the initial peak signal y e1 (t), as shown in (10) . In contrast with the FM0 signal, the reference level for the level decision is fixed at a value of 0. This is because the two orthogonal basis functions g m0 (t) and g m1 (t) participate in building the peak signal through (7), while only one basis function g m (t) is used for the generation of the peak signal for the FM0 signal. Therefore, the demodulation method of the Miller subcarrier signal has an advantage in that there is no need to find the optimal decision level, unlike the adaptive level decision method in the FM0 signal.
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The function and operation of the peak extractor and signal 
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reconstruction block in Fig. 6 are identical to those of the peak extractor and signal reconstruction block in Fig. 4 . Therefore, according to the state diagram ( Fig. 5(b) ), the Miller baseband signal without DC-offset noise is also regenerated using the extracted peak positions.
IV. Simulation and Experiment Results
Demodulation Results of FM0 Signal
To generate the peak signal with respect to the received FM0 signal, it is necessary to determine in advance the design parameters, N m , A m , and N w , as defined in (4) and (5) . The term g m (t) in (4) has the form of a Fourier series expansion of data-0 of FM0 and has the fundamental frequency 1/T b . As N m decreases, g m (t) becomes similar to the shape of a sine waveform, resulting in a filtering effect. Due to the noise n(t), local peaks can be observed in the peak signal, which can degrade the performance of the peak extractor. Therefore, decreasing the value of N m may cause the local peaks included in the peak signal to be reduced. Figure 7 shows the error rate, p e , for a variation of N m . In this example, DC-offset noise was not considered, and the reference level was fixed at a predefined appropriate value, instead of using an adaptive reference level. As shown in Fig. 7 , we observe that the performance is improved as the value of N m is decreased, whether with or without band-limited channel environments. Next, Fig. 8 shows the error rate p e for several G m parameters when the window size W m is varied under the band-limited channel environment. According to the result of Fig. 7 , in this Fig. 9 , a value of G m ranging from 0.88 to 0.92, which is slightly smaller than the normalized value of 1, is found to be appropriate to use as the optimal value. From the above results, it is reasonable to set W m to 1.5 times the duration of one symbol of the FM0 signal, G m to 0.9, and N m to 1, in the context of the error rate performance and computational For the first example, we consider a distorted FM0-encoded signal with DC-offset noise, as shown in Fig. 10 . For this example, the same results of N m =1, W m ≈ 1.5T b , and G m ≈ 0.9 obtained in the previous paragraph are applied to construct the peak signal, y e2 (t). Figure 10(a) shows the generated initial peak signal y e1 (t) and the corresponding reference level. From Fig.  10(a) , it can be seen that the variation of peak levels of the initial peak signal is very small, while the I-channel-received baseband signal is severely distorted by DC-offset noise. Figure 10 (b) shows the final peak signal y e2 (t) and extracted peak positions. We observe that the peak signal y e2 (t) is generated at every transition for the received FM0 signal. Finally, Fig. 10(c) denotes the regenerated FM0 signal without DC-offset noise. In the next example, we implemented the proposed structure using the very high speed integrated circuit hardware description language, and simulated the operation of the structure using a commercial design tool (ModelSim SE6.2b), as shown in Fig. 11 . From the results shown in Figs. 10 and 11, we observe that the proposed method can successfully reconstruct the corrupted received FM0 signal, even though it is distorted by DC-offset noise.
Demodulation Results of Miller Subcarrier Signal
For the demodulation of the Miller subcarrier signal, the difference signal between x 1 (t) and x 0 (t) must be reformed using a low-pass filter (LPF), as mentioned in section III. Figure 12(a) shows the spectral response of the difference signal before the LPF is applied, and Fig. 12(b) represents the spectral response of the initial peak signal y e1 (t) after the LPF. To obtain the peak signal from the difference signal, the second harmonic component of the difference signal must be attenuated below a certain level, as shown in Fig. 12(b) . We can observe in Fig. 12 (d) that, as the attenuation level Att dB is increased, the error rate performance for the Miller subcarrier signal is improved. However, the computational complexity for the design of the filter is also increased. This is because the order of the designed filter is also increased to obtain a high level of Att dB . Meanwhile, when Att dB increases to a value larger than about 70 dB, the error rate performance is slowly improved. From the results shown in Fig. 12(d) , we found that the level of attenuation Att dB ranging from 70 dB to 90 dB can provide a suitable tradeoff between the computational complexity and the error rate performance.
For the first example, Fig. 13 shows the demodulation results of a 320-kHz Miller subcarrier signal with M = 4. The same DC-offset noise used in the example in Fig. 10 is employed for this simulation. Case 1 of Fig. 13 (a) and case 2 of Fig. 13(b) represent the output signals x 0 (t) in (8) and x 1 (t) in (9), respectively. From the results, we also observe that both output signals, x 0 (t) and x 1 (t), are robust to the variation of the amplitude, although the I/Q received baseband signals are severely distorted by DC-offset noise. Figure 13(c) represents the difference signal between x 1 (t) and x 0 (t) and the corresponding initial peak signal after the 39th-order LPF to attenuate the amplitude response of the filter to about 70 dB. Figure 13(d) shows the final peak signal y e2 (t) using the fixed reference level of 0 and initial peak signal y e1 (t) and the reconstructed baseband signal without the DC-offset noise. Note that the generated peaks of y e2 (t) are placed at every position at which a phase inversion occurs within the Miller subcarrier signal sequence. In addition, the reconstructed signal in Fig. 13(d) has the same form as the Miller basis signal [9] , which is obtained by removing the rectangular subcarrier signal from the Miller subcarrier signal.
In the next example, we implemented the proposed demodulation structure as a hardware device field programmable gate array, such as the Xilinx SPARTAN-3 XC3S4000, and the measured operation results obtained using Agilent Logics Analyzer equipment are described in Fig. 14 
Performance Analysis
First, for the distorted FM0 signal with DC-offset noise, we compare the performance of the proposed method with that of the ideal orthogonal demodulator in terms of the error rate p e . A Monte-Carlo simulation is performed to estimate the error rate performance. Figure 15 shows the error rate performances for several SNRs when the DC-offset noise is varied as described in Fig. 15 . As a result, the error rate performance of the proposed method is improved as the SNR is increased. On the contrary, we observe that the ideal orthogonal demodulator can no longer maintain its performance even when the SNR is increased. Although we do not show the compared results for the variation of the initial DC-offset value A dc , similar results such as shown in Fig. 15 are obtained.
Meanwhile, Table 1 shows the compared results of the error rate performance for the FM0 signal, when a DC-offset tracking loop is considered for the ideal orthogonal demodulator, shown in Fig. 2 , ( '( ) ( ) ( ) e r t r t y t = − ). For the operation of the DCLE, the above-mentioned MA model of (5) in section III is applied to extract the level (y e (t)) of DC-offset noise. The MA model is commonly used to estimate the adaptive average level and predict the direction of a trend by smoothing out the incoming data set. As expected, the error rate performance is improved, as the value of the window size W m is increased under the DC-offset noise having only A dc , as shown in Table 1 . On the contrary, the error rate p e adversely increases as the window size W m increases under the DC-offset environment. This is because the ability to track the fluctuated level of DC-offset noise is degraded as the window size W m increases. If only the initial DC-offset value A dc exits, the performance of the orthogonal demodulator with the DCLE is nearly unaffected, as shown in Table 1 . However, when the oscillation term of the DC-offset noise is additionally created, we observe that the performance of the orthogonal demodulator with the DCLE is seriously affected by the simultaneous variation of the initial DC-offset value and oscillation term of the DC-offset noise. In addition, Fig. 16 shows the error rate performances of the two methods when several parameters related to the DC-offset noise are considered at the same time.
To obtain the result of Fig. 16 , W m is set to 1.5T b and G m is set to 1 for the DCLE. As a result, where there is a low initial DC-offset and rapid decrease and low fluctuation of DC-offset noise, the performance of the orthogonal demodulator is better than that of the proposed method. However, where there is a high initial DC-offset and slow decrease and high fluctuation of RCF having a cutoff frequency of 640 kHz the DC-offset noise, the proposed method can provide better performance than the orthogonal demodulator. Most importantly, the overall performance of the proposed method is somewhat robust to any kind of DC-offset phenomenon, compared with the orthogonal demodulator with the DCLE based on the MA model. Figure 17 shows the error rate performances of the ideal orthogonal demodulator for the Miller subcarrier signal when the DCLE is not considered ( ( ) ( ) r t r t ′ = ). We observe in Fig. 17 (case 2 to case 4) that there is no degradation of the performance, although the DCoffset tracking loop is not carried out. As mentioned in section III, this is because the two orthogonal basis signals, g m0 (t) and g m1 (t), without a DC component in the frequency domain are employed as S ref0 (t) and S ref1 (t) in Fig. 2 , respectively. However, if the received channel is band-limited, as shown in Fig. 18 , the performance of the demodulation structure can be degraded, as shown in Fig. 17 (case 5 to case 11). In comparison with the FM0 signal spectrum shown in Fig. 4 , a DC component in the Miller subcarrier signal spectrum, as shown in Fig. 6 , is deeply suppressed and the main signal spectrum is highly concentrated in the vicinity of the frequency of 320 kHz. Consequently, by building a band-pass filter (BPF) for the suppression of the undesirable external noise as well as DC-offset noise, the above-mentioned characteristic of the Miller subcarrier signal enables us to operate the dense-reader-mode (DRM) described in [9] , resulting in separating the reader transmission channel and tag reply channel, as shown in Fig. 19 . However, note that the signal spectrum of the Miller subcarrier signal is still distributed in the inner band near the DC component, and the received resulting signal can be distorted by filtering or attenuating the signal spectrum of the inner band via the BPF. In this study, for the band-limited channel environment, a raised cosine filter (RCF) having a cut-off frequency of 640 kHz is used for the theoretical simulation model by varying the value of the roll-off factor α between 0 and 1. In contrast, the BPF is used for a practical band-limited channel environment (namely, the DRM [9] ) by adjusting the pass-band of the BPF, as shown in Figs. 18 and 19 . First, for the band-limited channel environment using the RCF, the result shows that, as the value of α is decreased, the performance of the ideal orthogonal demodulator is degraded. Note that during this simulation, the forms of S ref0 (t) and S ref1 (t) in Fig. 2 correspond to those of g m0 (t) and g m1 (t) in Fig. 6 , respectively. When the above bandlimited channel environment is considered for the proposed method, the performance of the latter is also degraded as α is decreased, as shown in Fig. 20 . However, the degree of degradation of the performance for α is smaller compared with the results of Fig. 17 . In addition, the error rate performance of the proposed method is comparable to that of the ideal orthogonal demodulator in a band-limited channel environment. Next, when the two baseband receivers receive the bandlimited baseband signals shown in Figs. 18 and 19 , the performances of the two methods are also degraded, as shown in cases 9, 10, and 11 of Unlike with the FM0 shown in Fig. 16 and Table 1 , the two methods can maintain their performances respectively, even though the received Miller subcarrier signal is severely contaminated by DC-offset noise. This is because the effect of the reduction of DC-offset noise caused by using the two orthogonal basis signals for the Miller subcarrier signal is superior to that caused by using the DCLE based on the MA 
Allen tag Raflatac tag Impinj near-tag model. Of course, we observe in Fig. 21 that the performance of the proposed method can provide a better performance than the orthogonal demodulator with the DCLE.
Comparison of Performances
To demonstrate the performance of the proposed method as an indirect manner, we compared the performance of our reader adapting the proposed demodulation method with the reliable commercial readers shown in Fig. 22(a) . Figure 22(b) shows an anechoic chamber for the performance testing. Figure 22 (c) shows the several commercial UHF tags for the measurement. A mono-static far-field (FF) reader antenna with gain of 5 dBi is used for the identification of FF tags (Alien/UPM Raflatac tags). A mono-static near-field (NF) reader antenna is used for that of the NF tag (Impinj tag).
From the test environment mentioned above (Fig. 22) , we obtained the compared results of the identification rate for the Miller subcarrier signal, as shown in Table 2 . For several reading distances between the reader and tags, we observe in Table 2 that the performance of our implemented reader adopting the proposed demodulation method is comparable to those of the reliable commercial readers.
V. Collision Detection and Discussion
To achieve a fast and reliable identification of multiple tags, it is also important to provide the right information about whether collisions occur or not from simultaneous responses of tags to the anti-collision algorithm. According to ISO/IEC 29143 [11] , if a reader receiver could not detect a sufficient number of valid bits within an internal of a packet, the received packet can be regarded as a collided packet. Based on [11] , if we set the valid bit to Miller basis unit symbol described in [9] , the Miller basis signal generated by a peak signal can be used to the collision bit detection, as shown in Fig. 23 . Namely, we can extract valid bit or invalid bit from the generated Miller basis signal. Therefore, while an additional valid bit extraction module should be designed for the ideal orthogonal demodulator (Fig. 2) to detect the collision, the ability of the proposed method can efficiently eliminate the DC-offset noise, demodulate FM0 and Miller subcarrier signal, and also detect the collision (VBD in Fig. 6 ) at the same time, by using only one scheme, such as the peak-signal-based proposed method.
VI. Conclusion
In this study, the DC-offset phenomenon is modeled for a passive RFID environment and used to evaluate the proposed demodulation method for the FM0 and Miller subcarrier signals. To perfectly remove the DC-offset noise, the proposed structure primarily includes the peak signal generator, the peak extractor, and the signal reconstruction block for demodulating both the FM0 and Miller subcarrier signals. Consequently, the proposed algorithm provides superior error rate performance in terms of the DC-offset noise, as compared to the ideal orthogonal demodulator. The performance of the proposed demodulator is also compared with that of the orthogonal demodulator with the DCLE based on the MA model. As a result, we observe that the performance of the proposed method is relatively robust to any kind of DC-offset noise, although the received FM0 signal is highly distorted by the DC-offset noise. For the Miller subcarrier signal, the phase inversion information is used to generate the peak signal and the Miller baseband signal removed both the DC-offset noise and rectangular subcarrier signal simultaneously. Although the Miller subcarrier signal scheme has the merit of reducing the DC-offset noise compared with the FM0 signal scheme, the error rate performances of the proposed structure and two orthogonal demodulators can be degraded in band-limited channel environments. The results show that the performance of the proposed method is better than or comparable to the performances of the two orthogonal demodulators and is a little insensitive to the reshaped signal waveform in the band-limited channel environments. Meanwhile, in section V, we briefly described the collision detection scheme. In the future, by carefully analyzing the received baseband signal based on [11] , we plan to study a detailed collision detection structure and algorithm for determining whether or not collisions occur.
