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GEOMETRIC STRUCTURES OF THE CLASSICAL
GENERAL RELATIVISTIC PHASE SPACE
JOSEF JANYSˇKA AND MARCO MODUGNO
Abstract. This paper is concerned with basic geometric properties of the phase space
of a classical general relativistic particle, regarded as the 1st jet space of motions, i.e.
as the 1st jet space of timelike 1–dimensional submanifolds of spacetime. This setting
allows us to skip constraints.
Our main goal is to determine the geometric conditions by which the Lorentz metric
and a connection of the phase space yield contact and Jacobi structures. In particular,
we specialise these conditions to the cases when the connection of the phase space is
generated by the metric and an additional tensor. Indeed, the case generated by the
metric and the electromagnetic field is included, as well.
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1. Introduction
Usually the classical phase space of general relativity is defined to be the subspace of the
tangent bundle of spacetime consisting of future oriented timelike vectors. In this phase
space we can achieve the standard symplectic formalism for general relativistic analytical
mechanics. However, only time normalised vectors have physical meaning, hence one is
forced to introduce the corresponding constraint with all associated odd consequences.
On the other hand, there is another possible approach to the phase space, by defining it
as the 1st jet space of motions regarded as timelike 1–dimensional submanifolds of space-
time. This viewpoint deals with the essential projective nature of the general relativistic
phase space and allows us to skip constraints.
The present paper is aimed at analysing a few basic properties of the phase space
according to the 2nd approach. Clearly, the most natural goal is to study the contact and
Jacobi structures induced by the Lorentz metric. On the other hand, we could show that
the electromagnetic field yields additional terms to the purely metric geometric objects
of the phase space. Indeed, the analytical mechanics for a general relativistic particle
effected by the electromagnetic fields is to be formulated with these extended geometric
objects.
For this reason, in the present paper, we determine the conditions by which the geo-
metric objects induced on the phase space by a general phase connection yield contact
and Jacobi structures. Of course, we consider the purely metric framework as particular
case.
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Actually, the literature on jets of submanifolds is less popular and more sophisticated
than that on jets of fibred manifolds. So, here we sketch a few essential notions on jets of
submanifolds in order to make the paper selfconsistent.
We shall be concerned with several geometric structures on the tangent space and on
the phase space of spacetime. Some of these structures are well known and some are less
standard. Thus, we recall some definitions and introduce new objects, as well. Indeed,
the new objects are suitable to capture the non easy objects arising on the phase space.
Throughout the paper, all manifolds and maps will be smooth. If M and N are
manifolds, then the sheaf of local mapsM →N is denoted by map(M , N) ; if p : F → B
is a fibred manifold, then the sheaf of local sections B → F is denoted by sec(B,F ) ; if
p′ : F ′ → B′ is another fibred manifold, then the sheaf of local fibered maps F → F ′ is
denoted by fib(F ,F ′) .
Let M be an m–dimensional manifold.
If Ω is a 2–form and Λ a 2–vector, then we define the “musical” morphisms
Ω♭ : sec(M , TM) → sec(M , T ∗M) : X 7→ iX Ω ,
Λ♯ : sec(M , T ∗M)→ sec(M , TM) : α 7→ iα Λ .
Let M be a 2n–dimensional manifold.
We recall that a symplectic structure [11, pag. 90] is defined by a 2–form Ω such that
dΩ = 0 , Ωn 6≡ 0 ,
and that a Poisson structure [11, pag. 107] is defined by a 2–vector Λ such that
[Λ,Λ] = 0 ,
where [ , ] denotes the Schouten bracket. Moreover, if Λn 6≡ 0 , then we say that the
Poisson structure is regular.
The musical morphism Ω♭ of a symplectic structure turns out to be an isomorphism.
If a Poisson structure is regular, then the musical morphism Λ♯ turns out to be an iso-
morphism. We say that a symplectic structure and a Poisson structure are mutually dual
if
(Ω♭)−1 = Λ♯ .
Indeed, if Ω is a symplectic 2–form and Λ the 2–vector given by Λ♯ = (Ω♭)−1 , then Λ
defines a regular Poisson structure.
Let M be a (2n+ 1)–dimensional manifold.
We define a covariant pair to be a pair (ω,Ω) consisting of a 1–form ω and a 2–form Ω
of constant rank 2r , with 0 ≤ r ≤ n , such that ω ∧ Ωr 6≡ 0 , and a contravariant pair to
be a pair (E,Λ) consisting of a vector field E and a 2–vector Λ of constant rank 2s , with
0 ≤ s ≤ n , such that E ∧ Λs 6≡ 0 . Thus, by definition, we have Ωr 6≡ 0 , Ωr+1 ≡ 0 and
Λs 6≡ 0 , Λs+1 ≡ 0 .
We say that the pairs (ω,Ω) and (E,Λ) are regular if, respectively,
ω ∧ Ωn 6≡ 0 and E ∧ Λn 6≡ 0 .
4 J. JANYSˇKA, M. MODUGNO
We recall that a cosymplectic structure [1] is defined by a covariant pair (ω,Ω) such
that
dω = 0 , dΩ = 0 , ω ∧ Ωn 6≡ 0 ,
and a contact structure [8] is defined by a covariant pair (ω,Ω) such that
Ω = dω , ω ∧ Ωn 6≡ 0 .
Equivalently, we can define a contact structure [11, pag. 285] as a 1–form ω such that
ω ∧ (dω)n 6≡ 0 .
More generally, we define an almost–cosymplectic–contact structure [8] by a covariant
pair (ω,Ω) such that
dΩ = 0 , ω ∧ Ωn 6≡ 0 .
Thus, an almost–cosymplectic–contact structure becomes a cosymplectic structure when
dω = 0 and a contact structure when Ω = dω .
We recall that a Jacobi structure [11, pag. 337] is defined by a contravariant pair (E,Λ)
such that
[E,Λ] = 0 , [Λ,Λ] = −2E ∧ Λ .
In the particular case when E ≡ 0 , we obtain [Λ,Λ] = 0 and the corresponding structure,
given by (E,Λ) ≡ (0,Λ) , is a Poisson structure.
Further, a coPoisson structure [8] is defined by a contravariant pair (E,Λ) such that
(1.1) [E,Λ] = 0 , [Λ,Λ] = 0 .
More generally, we define [8] an almost–coPoisson–Jacobi structure by a contravariant
pair (E,Λ) , along with a 1–form ω , called fundamental 1–form, such that
[E,Λ] = −E ∧ Λ♯(LEω) , [Λ,Λ] = 2E ∧
(
(Λ♯ ⊗ Λ♯)(dω)
)
.
The covariant pair (ω,Ω) and the contravariant pair (E,Λ) are said to be mutually dual
if they are regular, the maps Ω♭|imΛ♯ : imΛ
♯ → imΩ♭ and Λ♯|imΩ♭ : imΩ
♭ → imΛ♯ are
isomorphisms and
(Ω♭|imΛ♯)
−1 = Λ♯|imΩ♭ , (Λ
♯
|imΩ♭)
−1 = Ω♭|imΛ♯ , iEΩ = 0 , iωΛ = 0 , iEω = 1 .
1.1. Theorem. [8] Let (ω,Ω) and (E,Λ) be mutually dual covariant and contravariant
pairs. Then,
(1) (ω,Ω) is an almost-cosymplectic-contact structure if and only if (E,Λ) is an almost-
coPoisson-Jacobi structure along with the fundamental 1-form ω ;
(2) (ω,Ω) is a cosymplectic structure if and only if (E,Λ) is a coPoisson structure;
(3) (ω,Ω) is a contact structure if and only if (E,Λ) is a Jacobi structure. 
Actually, the geometric structures arising in this paper, in the framework of the Ein-
stein’s phase space, involve mainly the concepts of contact and regular Jacobi structures
(eventually, of almost–cosymplectic–contact and regular almost–coPoisson–Jacobi struc-
tures). On the other hand, the analogous geometric structures arising in the framework
of the Galilei’s phase space [7] involve mainly the concepts of cosymplectic and coPoisson
structures.
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In order to make our theory explicitly independent from scales, we introduce the “spaces
of scales” [9]. Roughly speaking, a space of scales S has the algebraic structure of R+ but
has no distinguished ‘basis’. We can define the tensor product of spaces of scales and the
tensor product of spaces of scales and vector spaces. We can define rational tensor powers
S
m/n of a space of scales S . Moreover, we can make a natural identification S∗ ≃ S−1 .
The basic objects of our theory (the metric field, the phase 2–form, the phase 2–vector,
etc.) will be valued into scaled vector bundles, that is into vector bundles multiplied
tensorially with spaces of scales. In this way, each tensor field carries explicit information
on its “scale dimension”.
Actually, we assume the following basic spaces of scales: the space of time intervals
T , the space of lengths L and the space of masses M . We assume the speed of light
c ∈ T−1 ⊗ L and the Planck constant ~ ∈ T−1 ⊗ L2 ⊗M as “universal scales”. Moreover,
we will consider a particle of mass m ∈M and charge q ∈ T−1 ⊗ L3/2 ⊗M1/2 .
2. Geometry of spacetime
We start by recalling a few basic properties of the Einstein spacetime and of its tangent
bundle, [4, 5].
2.1. Spacetime. We assume spacetime to be an oriented 4–dimensional manifold E
equipped with a scaled Lorentzian metric g : E → L2 ⊗ (T ∗E ⊗ T ∗E) , with signature
(−+++) ; we suppose spacetime to be time oriented. The dual metric will be denoted by
g¯ : E → L−2 ⊗ (TE ⊗ TE) . Actually, our results are essentially valid for any dimension
n ≥ 3 and a pseudo-Riemannian metric of signature (1, n− 1) .
A spacetime chart is defined to be an ordered chart (x0, xi) ∈ map(E, R × R3) of E ,
which fits the orientation of spacetime and such that the vector field ∂0 is timelike and
time oriented and the vector fields ∂1, ∂2, ∂3 are spacelike. In the following, we shall always
refer to spacetime charts. Greek indices λ, µ, . . . will span spacetime coordinates, while
Latin indices i, j, . . . will span spacelike coordinates. We have the coordinate expressions
g = gλµ d
λ ⊗ dµ , with gλµ ∈ map(E, L
2 ⊗ R) ,
g¯ = gλµ ∂λ ⊗ ∂µ , with g
λµ ∈ map(E, L−2 ⊗ R) .
The fact that the metric g is a scaled tensor implies that the induced objects of the
phase space turn out to be scaled. In order to obtain unscaled objects of the phase space
we could replace g with the rescaled Lorentz metric G =: m
~
g : E → T⊗(T ∗E⊗T ∗E) .We
leave to the reader the possible task to perform explicitly this easy rescaling throughout
the paper.
2.2. Spacetime connections. Let us sketch the notion of general connection of the
phase space and related objects. This generality is intended as a preparation for the
notion of general connection of the phase space (which is not a vector bundle, hence it
does not carry the usual elementary definition of connection) and later in order to allow
general theorems concerning geometric structures of the phase space.
We define a spacetime connection to be a connection of the bundle TE → E .
A spacetime connection can be expressed, equivalently, by a tangent valued form
K : TE → T ∗E ⊗ TTE , which is projectable over 1 : E → T ∗E ⊗ TE , or by the
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complementary vertical valued form ν[K] : TE → T ∗TE ⊗ V TE . Their coordinate
expressions are of the type
K = dλ ⊗ (∂λ +Kλ
ν ∂˙ν) , ν[K] = (d˙
ν −Kλ
ν dλ)⊗ ∂˙ν , with Kλ
ν ∈ map(TE, R) ,
where (∂λ, ∂˙λ) and (d
λ, d˙λ) are the induced bases of local sections of TTE → TE and
T ∗TE → TE , respectively.
Let us consider a spacetime connection K .
The connection K is said to be linear if it is a linear fibred morphism over 1 : E →
T ∗E ⊗ TE . Thus, the connection K is linear if and only if its coordinate expression is of
the type
Kλ
ν = Kλ
ν
µ x˙
µ , with Kλ
ν
µ ∈ map(E, R) .
The torsion of K is defined to be the vertical valued 2–form
T ≡ T [K] =: 2 [v,K] : TE → Λ2T ∗E ⊗ V TE ,
where [ , ] is the Fro¨licher-Nijenhuis bracket and v : TE → T ∗E ⊗ V TE is the natural
vertical valued 1–form with coordinate expression v = dλ ⊗ ∂˙λ . We have the coordinate
expression
T = Tλµ
ν dλ ∧ dµ ⊗ ∂˙ν = −2 ∂˙µKλ
ν dλ ∧ dµ ⊗ ∂˙ν .
In the linear case, T can be regarded as the section T : E → Λ2T ∗E ⊗ TE given,
for each vector fields X and Y , by T (X, Y ) = ∇XY −∇YX − [X, Y ] and its coordinate
expression turns out to be given by the usual formula
T = −(Kλ
ν
µ −Kµ
ν
λ) d
λ ∧ dµ ⊗ ∂ν .
Thus, the connection K is linear and torsion free if and only if its coordinate expression
is given by Kλ
ν = Kλ
ν
µ x˙
µ , with Kλ
ν
µ = Kµ
ν
λ ∈ map(E, R) .
The curvature of K is defined to be the vertical valued 2–form
R ≡ R[K] =: −[K,K] : TE → Λ2T ∗E ⊗ V TE ,
where [ , ] is the Fro¨licher-Nijenhuis bracket. We have the coordinate expression
R = Rλµ
ν dλ ∧ dµ ⊗ ∂˙ν = −2 (∂λKµ
ν +Kλ
ρ ∂˙ρKµ
ν) dλ ∧ dµ ⊗ ∂˙ν .
In the linear case, R can be regarded as the section R : E → Λ2T ∗E ⊗ TE ⊗ T ∗E
given, for each vector fields X, Y and Z , by R(X, Y, Z) = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z
and its coordinate expression turns out to be given by the usual formula
R = Rλµ
ν
σ d
λ ∧ dµ ⊗ ∂ν ⊗ d
σ = −2 (∂λKµ
ν
σ +Kλ
ρ
σ Kµ
ν
ρ) d
λ ∧ dµ ⊗ ∂ν ⊗ d
σ .
We denote by K[g] the Levi–Civita connection, i.e. the torsion free linear spacetime
connection such that ∇g = 0 . We have the usual coordinate expression
Kµ
λ
ν = −
1
2
gλρ (∂µgρν + ∂νgρµ − ∂ρgµν) .
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2.3. Differential operators. Let us recall some differential operators associated with
tangent valued forms and apply them to a spacetime connection, its curvature and the
metric.
A spacetime connection K and its curvature R , regarded as tangent valued forms of
TE , yield [10] Lie derivatives of forms of TE . Namely, if φ ∈ sec(TE,ΛrT ∗TE) , then
we define LK φ ∈ sec(TE,Λ
r+1T ∗TE) and LR φ ∈ sec(TE,Λ
r+2T ∗TE) as
(2.1) LK φ =:
(
iK d− d iK
)
φ and LR φ =: (iR d+ d iR)φ .
In the particular case when φ is horizontal, i.e. φ ∈ fib(TE,ΛrT ∗E) , we have the
coordinate expressions
LK φ = (∂λ1 φλ2...λr+1 +Kλ1
µ ∂˙µ φλ2...λr+1)d
λ1 ∧ . . . ∧ dλr+1 ,
LR φ = Rλ1λ2
µ ∂˙µ φλ3...λr+2 d
λ1 ∧ . . . ∧ dλr+2 .
In the further particular case when K (hence also R) and φ are linear, the above
expressions become
LK ω = (∂λ1 φλ2...λr+1 ν +Kλ1
µ
ν φλ2...λr+1 µ) x˙
ν dλ1 ∧ . . . ∧ dλr+1 ,
LR φ = Rλ1λ2
µ
ν φλ3...λr+2 µ x˙
ν dλ1 ∧ . . . ∧ dλr+2 .
On the other hand, a linear spacetime connection K yields the covariant exterior dif-
ferential [10] of cotangent valued forms of E . Namely, if φ ∈ sec(E,ΛrT ∗E⊗T ∗E) , then
we define dKφ ∈ sec(E,Λ
r+1T ∗E ⊗ T ∗E) , through the equality
dKφ(X1, · · · , Xr+1)(Y ) =
r+1∑
i=1
(−1)i+1∇Xi(φ(X1, · · · , Xˆi, · · · , Xr+1))(Y )
+
∑
i<j
(−1)i+jφ([Xi, Xj], X1, . . . , Xˆi, . . . , Xˆj , . . . , Xr+1)(Y ),
for each vector fields X1, · · · , Xr+1, Y of E , the vector fields Xˆi being omitted.
We have the coordinate expression
dKφ = (r + 1) (∂λ1 φλ2...λr+1 ν +Kλ1
µ
ν φλ2...λr+1 µ) d
λ1 ∧ . . . ∧ dλr+1 ⊗ dν .
Thus, we can compare the Lie derivative and the covariant exterior differential, by
considering any cotangent valued r–form of E as a linear horizontal r–form of TE .
Indeed, the following result holds.
2.1. Lemma. [4] Let K be a spacetime connection and φ a linear horizontal r–form of
TE . Then, the Lie derivative LK φ is a linear horizontal (r + 1)–form of TE if and only
if K is linear. Moreover, in such a case, we have
LK φ ∼=
1
r + 1
dKφ . 
2.2. Note. We can apply dK and LK to the scaled metric g as follows.
We can regard g as an (L2⊗T ∗E)–valued 1–form of E . Then, if K is linear, we obtain
the covariant exterior differential dKg , which is an (L
2 ⊗ T ∗E)–valued 2–form given by
(dKg)(X, Y )(Z) =
(
∇X(Y
♭)−∇Y (X
♭)− ([X, Y ]♭)
)
(Z)(2.2)
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=
(
∇Xg)(Y, Z)− (∇Y g)(X,Z) + g(T (X, Y ) , Z
)
,
for each vector fields X, Y, Z , where g♭ : TE → L2 ⊗ T ∗E denotes the musical map. We
have the coordinate expression
dKg = 2 (∇λgµρ − gσρKλ
σ
µ) (d
λ ∧ dµ)⊗ dρ
= 2 (∂λgµρ + gσµKλ
σ
ρ) (d
λ ∧ dµ)⊗ dρ .
On the other hand, we can regard the musical map g♭ as a scaled linear horizontal
1–form (the metric Liouville 1–form) of TE , with coordinate expression g♭ = gλµ x˙
λ dµ .
Then, we obtain the Lie derivative LKg
♭ , which is a scaled horizontal 2–form of TE , with
coordinate expression
LK g
♭ = (∂λgρµ x˙
ρ + gρµKλ
ρ) dλ ∧ dµ ,
hence, if K is linear,
LK g
♭ = (∂λgρµ + gσµKλ
σ
ρ) x˙
ρ dλ ∧ dµ .
Thus, if K is linear, we have
LK g
♭ ∼=
1
2
dKg . 
2.4. Spacetime 2–forms and 2–vectors. Let us analyse the spacetime 2–form and
2–vector generated by the metric and a spacetime connection.
Let us consider a spacetime connection K and the natural vertical valued 1–form υ :
TE → T ∗E ⊗ V TE , with coordinate expression υ = dλ ⊗ ∂˙λ .
We define the spacetime 2–form and the spacetime 2–vector of TE associated with g
and K to be, respectively, the sections [2, 3, 4]
Υ = Υ[g,K] =: g y(ν[K] ∧ υ) : TE → L2 ⊗ Λ2T ∗TE ,
Ξ = Ξ[g,K] =: g¯ y(K ∧ υ) : TE → L−2 ⊗ Λ2TTE ,
with coordinate expressions
Υ = gλµ (d˙
λ −Kν
λ dν) ∧ dµ and Ξ = gλµ (∂λ +Kλ
ν ∂˙ν) ∧ ∂˙µ ,
and, if K is linear,
Υ = gλµ (d˙
λ −Kν
λ
ρ x˙
ρ dν) ∧ dµ and Ξ = gλµ (∂λ +Kλ
ν
ρ x˙
ρ ∂˙ν) ∧ ∂˙µ .
The scaled 2–form and the scaled 2–vector
η =: Υ ∧Υ ∧Υ ∧Υ : TE → L8 ⊗ Λ8T ∗TE
η¯ =: Ξ ∧ Ξ ∧ Ξ ∧ Ξ : TE → L−8 ⊗ Λ8TTE
turn out to be a scaled volume form and a scaled volume vector, with coordinate expres-
sions
η = 4! |g| d˙0 ∧ d˙1 ∧ d˙2 ∧ d˙3 ∧ d0 ∧ d1 ∧ d2 ∧ d3
η¯ = 4! |g¯| ∂˙0 ∧ ∂˙1 ∧ ∂˙2 ∧ ∂˙3 ∧ ∂0 ∧ ∂1 ∧ ∂2 ∧ ∂3 .
We have [4] iΞΥ = −4 and Ξ
♯ = (Υ♭)−1 ; thus, Υ and Ξ are mutually dual. Here, we
naturally identify Υ♭ : TTE → L2 ⊗ T ∗TE with Υ♭ : L−2 ⊗ TTE → T ∗TE .
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In view of forthcoming considerations, let us consider a linear spacetime connection
K , the scaled tangent space T˜E =: T∗ ⊗ TE and the natural vertical valued 1–form
υ˜ : T˜E → T ∗T˜E ⊗ V T˜E , with coordinate expression υ˜ = dλ0 ⊗ ∂˙
0
λ .
We observe that K induces naturally a linear connection K˜ on the tensor product
bundle T∗⊗TE , via the tensor product of the natural flat linear connection of the trivial
bundle E × T∗ → E and the linear connection K . Indeed, the connection K˜ can be
regarded as a tangent valued form K˜ : T˜E → T ∗E ⊗ T T˜E , or as the complementary
vertical valued form ν[K˜] : T T˜E → V T˜E , with coordinate expressions
K˜ = dλ ⊗ (∂λ +Kλ
µ
ν x˙
ν
0 ∂˙
0
µ) and ν[K˜] = (d˙
µ
0 −Kλ
µ
ν x˙
ν
0 d
λ)⊗ ∂˙0µ .
We can refrase the previous construction by replacing, respectively, TE , K and υ with
T˜E , K˜ and υ˜ .
We define the scaled spacetime 2–form and the scaled spacetime 2–vector of T˜E , asso-
ciated with g and K˜ , to be the scaled sections
Υ˜ = Υ˜[g, K˜] =: g y
(
ν[K˜] ∧ υ˜
)
: T˜E → (T∗ ⊗ L2)⊗ Λ2T ∗T˜E ,
Ξ˜ = Ξ˜[g, K˜] =: g¯ y(K˜ ∧ υ˜) : T˜E → (T⊗ L−2)⊗ Λ2T T˜E ,
with coordinate expressions
Υ˜ = gλµ u
0 ⊗ (d˙λ0 −Kν
λ
ρ x˙
ρ
0 d
ν) ∧ dµ and Ξ˜ = gλµ u0 ⊗ (∂λ +Kλ
ν
ρ x˙
ρ
0 ∂˙
0
ν) ∧ ∂˙
0
µ .
We have [4] ieΞ Υ˜ = −4 and Ξ˜
♯ = (Υ˜♭)−1 ; thus, Υ˜ and Ξ˜ are mutually dual. Here, we
naturally identify Υ˜♭ : T T˜E → T∗ ⊗ L2 ⊗ T ∗T˜E with Υ˜♭ : T⊗ L−2 ⊗ T T˜E → T ∗T˜E .
3. Geometric structures of the tangent bundle
Next, we recall a few results [4] on symplectic and Poisson structures induced on the
tangent bundle of spacetime by the metric g and a spacetime connection K , and add
some new results as well.
3.1. General spacetime connection case. Let us consider a spacetime connection K ,
its curvature R = R[K] , the spacetime 2–form Υ = Υ[g,K] and the spacetime 2–vector
Ξ = Ξ[g,K] . Let I = x˙λ ∂˙λ be the Liouville vector field of TE .
3.1. Theorem. [4] The following conditions are equivalent:
(1) LI LK g
♭ = 0 and LR g
♭ = 0 . (2) dΥ = 0 . (3) [Ξ ,Ξ] = 0 . 
3.2. Corollary. Υ is a scaled symplectic 2–form and Ξ a scaled Poisson 2–vector if and
only if LI LK g
♭ = 0 and LR g
♭ = 0 . 
3.3. Corollary. The condition LK g
♭ = 0 implies LI LK g
♭ = 0 and LRg
♭ = 0 , hence it
implies that Υ is a scaled symplectic 2–form and Ξ a scaled Poisson 2–vector. 
3.4. Lemma. The 2-form Υ + LK g
♭ is exact and more precisely we have
Υ + LK g
♭ = dg♭ .
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Hence, we have
dΥ = −dLK g
♭ .
Proof. We have
Υ + LK g
♭ = gλµ (d˙
λ −Kν
λ dν) ∧ dµ + (∂λgρµ x˙
ρ + gρµKλ
ρ) dλ ∧ dµ
= ∂˙λ(gρµ x˙
ρ) d˙λ ∧ dµ + ∂λ(gρµ x˙
ρ) dλ ∧ dµ
= d(gρµ x˙
ρ dµ) = dg♭ . 
3.5. Theorem. The following conditions are equivalent:
(1) LK g
♭ = 0 ; (2) Υ = dg♭ . 
3.2. Linear spacetime connection case. Let us consider a linear spacetime connection
K and the induced scaled spacetime 2–form Υ = Υ[g,K] and scaled spacetime 2–vector
Ξ = Ξ[g,K] .
3.6. Theorem. [4] The following equalities are equivalent:
(1) LK g
♭ = 0 ; (2) dKg = 0 ; (3) Υ = dg
♭ ; (4) [Ξ ,Ξ] = 0 . 
3.7. Corollary. Υ is a scaled symplectic 2–form and Ξ a scaled Poisson 2–vector if and
only if dKg = 0 = LK g
♭ . 
3.8. Note. If K is torsion free, then ∇g is symmetric if and only if dKg = 0 = LK g
♭ .
In fact, in virtue of Note 2.2, we have dKg = 0 = LKg
♭ if and only if (∇Xg)(Y, Z) =
(∇Y g)(X,Z) . 
3.9. Theorem. [4] If K is torsion free, then the following conditions are equivalent:
(1) ∇g is symmetric; (2) dΥ = 0 ; (3) [Ξ ,Ξ] = 0 . 
3.10. Corollary. Let K be torsion free. Then, Υ is a scaled symplectic 2–form and Ξ
a scaled Poisson 2–vector if and only if ∇g is symmetric. 
3.11. Corollary. If K = K[g] is the Levi–Civita connection, then we obtain the metric
scaled symplectic 2–form and scaled Poisson 2–vector
Υ = Υ[g] =: Υ[g,K[g]] and Ξ = Ξ[g] =: Ξ[g,K[g]] ,
respectively. In this case, we have Υ = dg♭ . 
3.3. Non-metric spacetime connection case. We have seen that the metric g yields
naturally the metric scaled symplectic 2–form Υ = Υ[g] and the metric scaled Poisson
2–vector Ξ = Ξ[g] . Now, we discuss the case of “non-metric” connections K yielding a
scaled spacetime 2–form Υ =: Υ[g,K] , which fulfills the equality Υ = dg♭ .
3.12. Note. The equality
K = K[g] + Φ
yields a bijection between spacetime connections K and sections Φ : TE → T ∗E⊗V TE ,
with coordinate expression Φ = Φλ
µ dλ ⊗ ∂˙µ , where Φλ
µ ∈ map(TE,R) .
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On the other hand, by identifying V TE with TE ×E TE , the equalities
Φ
¯
=: proj2 ◦Φ , Φ = υ(Φ¯
) and φ =: g♭(Φ
¯
) , Φ
¯
= g♯2(φ)
yield bijections between the sections Φ : TE → T ∗E ⊗ V TE and the fibred morphisms
Φ
¯
: TE → T ∗E ⊗ TE and φ : TE → L2 ⊗ (T ∗E ⊗ T ∗E) . 
Let us consider a spacetime connection K = K[g] + Φ = K[g] + υ(Φ
¯
) and the induced
scaled spacetime 2–form Υ = Υ[g,K] .
3.13. Theorem. The following conditions are equivalent:
(1) Υ = dg♭ ; (2) LΦ g
♭ = 0 ; (3) φ is symmetric.
Proof. In virtue of Theorem 3.6, Υ = dg♭ if and only if LK g
♭ = 0 , i.e. if and only if
LΦ g
♭ = 0 , i.e., in coordinates, if and only if gλρΦµ
ρ dλ ∧ dµ = 0 . Hence, LΦ g
♭ = 0 if and
only if φ is symmetric. 
3.14. Example. The connection K = K[g]+υ is a “non–metric” non–linear spacetime
connection yielding the scaled symplectic 2–form Υ = dg♭ . 
3.15. Note. It is easy to see that K is linear if and only if Φ is linear, i.e. if and only
if φ can be identified with a section φ : E → L2⊗ T ∗E⊗T ∗E ⊗T ∗E which is symmetric
in the 1st two factors.
Moreover, if φ is symmetric in all factors, then K turns out to be torsion free. 
3.16.Note. We recall [14] that a linear torsion free connection K is projectively equiva-
lent to the metric connection K[g] if and only ifK andK[g] have the same unparametrized
geodesics, i.e., in coordinates, if and only if
Kλ
ν
µ = K[g]λ
ν
µ + δ
ν
λ ψµ + δ
ν
µ ψλ , where ψλ ∈ map(E,R) .
It is easy to see that any torsion free linear spacetime connection K projectively equiv-
alent to K[g] is such that Υ = dg♭ and it is associated with a symmetric (0,3)–tensor field
of the type φ = g ⊙ ψ , for a certain spacetime 1-form ψ .
But not all torsion free linear spacetime connections K such that Υ = dg♭ are projec-
tively equivalent toK[g] . Hence, the condition dKg = 0 is more general than the condition
for connections projectively equivalent to K[g] . 
3.17. Note. Let K and K ′ be two spacetime connections and consider the difference
tensor Φ =: K−K ′ : TE → T ∗E⊗V TE . Then, the following conditions are equivalent:
1) Υ[g,K] = Υ[g,K ′] ,
2) Ξ[g,K] = Ξ[g,K ′] ,
3) φ =: g♭(Φ
¯
) is symmetric.
Thus, the relation Υ[g,K] = Υ[g,K ′] , or equivalently, the relation Ξ[g,K] = Ξ[g,K ′] ,
defines an equivalence relation on the space of spacetime connections. 
We are mainly interested in the spacetime connections which are equivalent to K[g] ,
because they yield an exact spacetime 2–form Υ .
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4. Geometry of the Einstein phase space
Next, we study the geometric properties of the phase space of a classical particle in the
Lorentzian framework, by adding several new results with respect to [5].
4.1. Jets of submanifolds. In view of the definition of the phase space, let us consider
a manifold M of dimension n and recall a few basic facts concerning jets of submanifolds.
Let k ≥ 0 be an integer. A k–jet of 1–dimensional submanifolds of M at x ∈ M
is defined to be an equivalence class of 1–dimensional submanifolds touching each other
at x with a contact of order k . The k–jet of a 1–dimensional submanifold s : N ⊂ M
at x ∈ N is denoted by jks(x) . The set of all k–jets of all 1–dimensional submanifolds
at x ∈ M is denoted by Jk x(M , 1) . The set Jk(M , 1) =:
⊔
x∈M Jk x(M , 1) is said to be
the k–jet space of 1–dimensional submanifolds of M . In particular, for k = 0 , we have
the natural identification J0(M , 1) = M , given by j0s(x) = x , for each 1–dimensional
submanifold s : N ⊂ M . For each integers k ≥ h ≥ 0 , we have the natural projection
πkh : Jk(M , 1)→ Jh(M , 1) : jks(x) 7→ jhs(x) .
For each 1–dimensional submanifold s : N ⊂ M and each integer k ≥ 0 , we have the
map jks : N → Jk(M , 1) : x 7→ jks(x) .
A chart of M is said to be divided if the set of its coordinate functions is divided
into two subsets of 1 and n− 1 elements. Our typical notation for a divided chart will be
(x0, xi) , with 1 ≤ i ≤ n−1 . A divided chart and a 1–dimensional submanifold s : N ⊂M
are said to be related if the map x˘0 =: x0|N ∈ map(N , R) is a chart of N . In such a case,
the submanifold N is locally characterised by si ◦ (x˘0)−1 =: (xi ◦ s) ◦ (x˘0)−1 ∈ map(R,R) .
In particular, if the divided chart is adapted to the submanifold, then the chart and the
submanifold are related.
Let us consider a divided chart (x0, xi) of M .
Then, for each submanifold s : N ⊂ M which is related to this chart, the chart
yields naturally the local fibred chart (x0, xi; xiα)1≤|α|≤k ∈ map(Jk(M , 1), R
n × Rk(n−1))
of Jk(M , 1) , where α =: (h) is a multi–index, of “range” 1 and “length” |α| = h , and the
functions xiα are defined by x
i
α ◦ j1N =: ∂0...0 s
i , with 1 ≤ |α| ≤ k .
We can prove the following facts:
1) the above charts (x0, xi; xiα) yield a smooth structure of Jk(M , 1) ;
2) for each 1–dimensional submanifold s : N ⊂ M and for each integer k ≥ 0 , the
subset jks(N) ⊂ Jk(M , 1) turns out to be a smooth 1–dimensional submanifold;
3) for each integers k ≥ h ≥ 1 , the maps πkh : Jk(M , 1) → Jh(M , 1) turn out to be
smooth bundles.
We shall always refer to such diveded charts (x0, xi) of M and to the induced fibred
charts (x0, xi; xiα) of Jk(M , 1) .
Let m1 ∈ J1(M , 1) , with m0 = π
1
0(m1) ∈M . Then, the tangent spaces at m0 of all 1–
dimensional submanifolds N , such that j1s(m0) = m1 , coincide. Accordingly, we denote
by T [m1] ⊂ Tm0M the tangent space at m0 of the above 1–dimensional submanifolds
N generating m1 . We have the natural fibred isomorphism J1(M , 1) → Grass(M , 1) :
m1 7→ T [m1] ⊂ Tm0M over M of the 1st jet bundle with the Grassmannian bundle of
dimension 1. If s : N ⊂M is a submanifold, then we obtain T [j1s] = span〈∂0 + ∂0s
i∂i〉 ,
with reference to a related chart.
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4.2. Phase space. Let us introduce the phase space of a classical particle and its basic
contact structure induced by the Lorentz metric.
A motion is defined to be a 1–dimensional timelike submanifold s : T ⊂ E . Let us
consider a motion s : T ⊂ E .
For every arbitrary choice of a “proper time origin” t0 ∈ T , we obtain the “proper time
scaled function” given by the equality σ : T → T¯ : t 7→ 1
c
∫
[t0,t]
‖ ds
dx˘0
‖ dx˘0 .
This map yields, at least locally, a bijection T → T¯ , hence a (local) affine structure
of T associated with the vector space T¯ . Indeed, this (local) affine structure does not
depend on the choice of the proper time origin and of the spacetime chart.
Let us choose a time origin t0 ∈ T and consider the associated proper time scaled
function σ : T → T¯ and the induced linear isomorphism TT → T × T¯ . Moreover, let
us consider a spacetime chart (xλ) and the induced chart (x˘0) ∈ map(T ,R) . Let us set
∂0s
λ =: ds
λ
dx˘0
.
The 1st differential of the motion s is the map ds =: ds
dσ
: T → T∗ ⊗ TE .
We have g(ds, ds) = −c2 and the coordinate expression
ds =
dsλ
dσ
(∂λ◦s) =
c0 u
0 ⊗
(
(∂0◦s) + ∂0s
i (∂i◦s)
)√
|(g00◦s) + 2 (g0j◦s) ∂0sj + (gij◦s) ∂0si ∂0sj |
.
We define the phase space of a classical particle to be the subspace J1E ⊂ J1(E, 1)
consisting of all 1–jets of motions.
For each 1–dimensional submanifold s : T ⊂ E and for each x ∈ T , we have j1s(x) ∈
J1E if and only if T [j1s(x)] = TxT is timelike.
Any spacetime chart (x0, xi) is related to each motion s : T → E . Hence, the fibred
chart (x0, xi, xi0) is defined on tubelike open subsets of J1E .
We shall always refer to the above fibred charts.
The velocity of a motion s : T ⊂ E is defined to be its 1-jet j1s : T → J1(E, 1) .
We define the contact map to be the unique fibred morphism d : J1E → T
∗ ⊗ TE
over E , such that d ◦ j1s = ds , for each motion s : T → TE . We have the coordinate
expression d = c α0 (∂0 + x
i
0 ∂i) , where we have set α
0 =: 1/
√
|g00 + 2 g0j x
j
0 + gij x
i
0 x
j
0| .
We have g (d,d) = −c2 .
The fibred morphism d : J1E → T
∗⊗TE is injective. Indeed, it makes J1E ⊂ T
∗⊗TE
the fibred submanifold over E characterised by the constraint gλµ x˙
λ
0 x˙
µ
0 = −(c0)
2 .
We define the time form to be the 1–jet based scaled 1–form τ =: − 1
c2
g♭(d) : J1E →
T⊗ T ∗E , with coordinate expression τ = τλ d
λ , where τλ = −
α0
c
(g0λ + giλ x
i
0) .
We have τ(d) = 1 and g¯(τ, τ) = − 1
c2
.
We define the complementary contact map to be the linear fibred morphism θ =: 1 −
d⊗ τ : J1E ×
E
TE → TE , over J1E , given by θ(v) = v− τ(v) d . We have the coordinate
expressions θ = dλ ⊗ ∂λ + (α
0)2 (g0λ + giλ x
i
0) d
λ ⊗ (∂0 + x
j
0 ∂j) .
4.3. Orthogonal splittings. We have a natural orthogonal splitting of the tangent and
cotangent spaces of spacetime pullbacked over the phase space.
We define
- the d–horizontal tangent space of spacetime,
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- the τ–vertical tangent space of spacetime,
- the τ–horizontal cotangent space of spacetime,
- the d–vertical cotangent space of spacetime
to be, respectively, the vector subbundles over J1E
HdE =: {(e1, X) ∈ J1E ×
E
TE | X ∈ T [e1]} ⊂ J1E ×
E
TE ,
VτE =: {(e1, X) ∈ J1E ×
E
TE | X ∈ T [e1]
⊥} ⊂ J1E ×
E
TE ,
H∗τE =: {(e1, ω) ∈ J1E ×
E
T ∗E | 〈ω, T [e1]
⊥〉 = 0} ⊂ J1E ×
E
T ∗E ,
V ∗dE =: {(e1, ω) ∈ J1E ×
E
T ∗E | 〈ω, T [e1]〉 = 0} ⊂ J1E ×
E
T ∗E ,
where T [e1] is the tangent space associated with the 1st jet e1 and T [e1]
⊥ is its orthogonal.
Indeed, HdE and H
∗
τE are generated by d and τ , respectively; moreover, VτE and
V ∗dE are generated by θ and θ
∗ , respectively.
4.1. Proposition. We have the natural orthogonal linear fibred splittings over J1E
J1E ×
E
TE = HdE ⊕
J1E
VτE and J1E ×
E
T ∗E = H∗τE ⊕
J1E
V ∗dE
and the corresponding projections
π‖ = τ ⊗ d : J1E ×
E
TE → HdE and π‖ = d⊗ τ : J1E ×
E
T ∗E → H∗τE ,
π⊥ = θ : J1E ×
E
TE → VτE and π⊥ = θ
∗ : J1E ×
E
T ∗E → V ∗dE . 
We have a natural identification (HdE)
∗ = H∗τE and (VτE)
∗ = V ∗dE .
4.2. Lemma. The restrictions of g and g¯ to the components of the above splitting are
g‖ =: g ◦ (π
‖, π‖) = −c2 τ ⊗ τ and g¯‖ =: g¯ ◦ (π‖, π‖) = −
1
c2
d⊗ d ,
g⊥ =: g ◦ (π
⊥, π⊥) = g + c2 τ ⊗ τ and g¯⊥ =: g¯ ◦ (π⊥, π⊥) = g¯ +
1
c2
d⊗ d . 
We have the mutually dual local bases (b0, bi) and (β
0, βi) adapted to the above split-
tings, where
b0 =: ∂0 + x
i
0 ∂i ∈ fib(J1E, HdE) ,
bi =: ∂i − c α
0 τi (∂0 + x
j
0 ∂j) ∈ fib(J1E, VτE) ,
β0 =: d0 + c α0 τi (d
i − xi0 d
0) ∈ fib(J1E, H
∗
τE) ,
βi =: di − xi0 d
0 ∈ fib(J1E, V
∗
dE) .
If we put
δ˘λ0 = δ
λ
0 + δ
λ
i x
i
0 , δ˘
i
µ = δ
i
µ − δ
0
µ x
i
0 ,
then we can write shortly
b0 = δ˘
λ
0 ∂λ , bi = (δ
λ
i − c α
0 τi δ˘
λ
0) ∂λ , β
0 = (δ0µ + c α
0 τi δ˘
i
µ) d
µ , βi = δ˘iµ d
µ .
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We have the inverse relations
∂λ = c α
0 τλ b0 + δ˘
i
λ bi , d
µ = δ˘µ0 (β
0 − c α0 τj β
j) + δµj β
j .
4.3. Lemma. We have the equalities
g˘0λ =: g (b0, ∂λ) = gρλ δ˘
ρ
0 , g˘
0λ =: g¯ (β0, dλ) = −(α0)2 δ˘λ0 ,
g˘iλ =: g(bi, ∂λ) = giλ + (α
0)2 g˘0i g˘0λ , g˘
iλ =: g¯(βi, dλ) = δ˘iρ g
ρλ ,
gˆ00 =: g (b0, b0) = −1/(α
0)2 = gρσ δ˘
ρ
0 δ˘
σ
0 , gˆ
00 =: g¯ (β0, β0) = −(α0)2 ,
gˆij =: g(bi, bj) = gij + (α
0)2 g˘0i g˘0j , gˆ
ij =: g¯(βi, βj) = δ˘jσ g˘
iσ = δ˘iρ δ˘
j
σ g
ρσ ,
gˆ0j =: g(b0, bj) = 0 , gˆ
0j =: g¯(β0, βj) = 0 . 
4.4. Lemma. We have the coordinate expressions
π‖ = −(α0)2 g˘0λ δ˘
µ
0 d
λ ⊗ ∂µ , π‖ = −(α
0)2 g˘0λ δ˘
µ
0 ∂µ ⊗ d
λ ,
π⊥ = g˘iµ g˘iλ d
λ ⊗ ∂µ , π⊥ = g˘iλ g˘
iµ ∂µ ⊗ d
λ ,
g‖ = −(α
0)2 g˘0λ g˘0µ d
λ ⊗ dµ , g¯‖ = −(α0)2 δ˘λ0 δ˘
µ
0 ∂λ ⊗ ∂µ ,
g⊥ = (gλµ + (α
0)2 g˘0λ g˘0µ) d
λ ⊗ dµ , g¯⊥ = (gλµ + (α0)2 δ˘λ0 δ˘
µ
0) ∂λ ⊗ ∂µ . 
Later, we shall be frequently involved with the following useful technical identities.
4.5. Lemma. We have the following identities
g˘0λ d
λ = gˆ00 β
0 , g˘iλ d
λ = gˆij β
j , g˘0λ ∂λ = gˆ
00 b0 , g˘
iλ ∂λ = gˆ
ij bj ,
g˘iλ g˘
iµ = δµλ + (α
0)2 g˘0λ δ˘
µ
0 , g˘0i g˘
iλ = δ˘λ0 − gˆ00 g
0λ ,
g˘iµ g
0µ = (α0)2 g˘0i , g˘0ν g˘
iν = 0 , g˘iν g˘
0ν = 0 ,
g˘iν δ˘
ν
0 = 0 , g˘iµ δ˘
i
λ = gλµ + (α
0)2 g˘0λ g˘0µ , g˘
iλ δ˘jλ = gˆ
ij ,
gˆλν gˆµν = gˆ
νλ gˆνµ = δ
λ
µ , gˆ
ih gˆjh = gˆ
hi gˆhj = δ
i
j ,
gˆij gjσ = δ˘
i
σ − g˘
i0 g˘0σ , gˆ
ij δρj = g˘
iρ − g˘i0 δ˘ρ0 , g˘0ν δ˘
ν
0 = gˆ00 , gˆ
ij g˘0j = −gˆ00 g˘
i0 ,
∂0i α
0 = (α0)3 g˘0i , ∂λα
0 = 1
2
(α0)3 ∂λgˆ00 . 
4.4. Splitting of the spacetime 2–form. Let us consider a linear spacetime connection
K and the induced scaled spacetime 2–forms Υ = Υ[g,K] and Υ˜ = Υ˜[g, K˜] (see Section
2.4). Then, we can split Υ and Υ˜ , over the phase space, into the parallel and orthogonal
components (according to the splitting of TE and T ∗E achieved in the above Section 4.3)
as follows.
4.6. Proposition. The pullback of Υ , with respect to J1E ×
E
TE → TE , splits as
Υ ≡ Υ‖ +Υ⊥ ,
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where the parallel and orthogonal components are defined by
Υ‖ =: g y
(
ν[K] ∧ π‖
)
: J1E ×
E
TE → L2 ⊗ Λ2T ∗TE ,
Υ⊥ =: g y
(
ν[K] ∧ π⊥
)
: J1E ×
E
TE → L2 ⊗ Λ2T ∗TE ,
and have the coordinate expressions
Υ‖ = −c
2 τλ τµ (d˙
λ −Kν
λ
ρ x˙
ρ dν) ∧ dµ
= −(α0)2 g˘0λ g˘0µ (d˙
λ −Kν
λ
ρ x˙
ρ dν) ∧ dµ ,
Υ⊥ = (gλµ + c
2 τλ τµ) (d˙
λ −Kν
λ
ρ x˙
ρ dν) ∧ dµ
=
(
gλµ + (α
0)2 g˘0λ g˘0µ
)
(d˙λ −Kν
λ
ρ x˙
ρ dν) ∧ dµ .
Proof. It follows from the coordinate expressions of π‖ and π⊥ . 
4.7. Proposition. The pullback of Υ˜ , with respect to J1E ×
E
T˜E → T˜E , splits as
Υ˜ ≡ Υ˜‖ + Υ˜⊥ ,
where the parallel and orthogonal components are defined by
Υ˜‖ =: g y
(
ν[K˜] ∧ π˜‖
)
: J1E ×
E
(T∗ ⊗ TE)→ (T∗ ⊗ L2)⊗ Λ2T ∗T˜E ,
Υ˜⊥ =: g y
(
ν[K˜] ∧ π˜⊥
)
: J1E ×
E
T˜E → (T∗ ⊗ L2)⊗ Λ2T ∗T˜E ,
with π˜‖ =: id⊗π‖ and π˜⊥ =: id⊗π⊥ , and have the coordinate expressions
Υ˜‖ = −c
2 τλ τµ u
0 ⊗ (d˙λ0 −Kν
λ
ρ x˙
ρ
0 d
ν) ∧ dµ
= −(α0)2 g˘0λ g˘0µ u
0 ⊗ (d˙λ0 −Kν
λ
ρ x˙
ρ
0 d
ν) ∧ dµ ,
Υ˜⊥ = (gλµ + c
2 τλ τµ) u
0 ⊗ (d˙λ0 −Kν
λ
ρ x˙
ρ
0 d
ν) ∧ dµ
= (gλµ + (α
0)2 g˘0λ g˘0µ) u
0 ⊗ (d˙λ0 −Kν
λ
ρ x˙
ρ
0 d
ν) ∧ dµ . 
4.5. Vertical bundle of the phase space. The metric g yields an isomorphism of
the vertical space of the phase space with the τ–vertical subspace of spacetime. This
isomorphism can be regarded as analogous to the isomorphism which holds in the case of
a fibred manifold.
Let V J1E ⊂ TJ1E be the vertical tangent subbundle over E . The vertical prolongation
of the contact map yields the mutually inverse linear fibred isomorphisms
ντ : J1E → T⊗ V
∗
τ E ⊗ V J1E and ν
−1
τ : J1E → V
∗
J1E ⊗ T
∗ ⊗ VτE ,
with coordinate expressions ντ =
1
c0 α0
u0 ⊗ β
i ⊗ ∂0i and ν
−1
τ = c0 α
0 u0 ⊗ di0 ⊗ bi .
Thus, for each Y ∈ sec(J1E, V J1E) and X ∈ sec(E, TE) , we obtain
ν−1τ (Y ) ∈ fib(J1E, T
∗ ⊗ VτE) and ντ (X) ∈ sec(J1E, T⊗ V J1E) ,
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with coordinate expressions
ν−1τ (Y ) = c α
0 Y i0 bi and ντ (X) =
1
c α0
X˜ i ∂0i , where X˜
i = X i − xi0X
0 .
4.6. Phase connection. Let us introduce the general notion of connection of the phase
space and discuss the relation with spacetime connections.
We define a phase connection to be a connection of the bundle J1E → E .
A phase connection can be represented, equivalently, by a tangent valued form
Γ : J1E → T
∗
E ⊗ TJ1E , which is projectable over 1 : E → T
∗
E ⊗ TE , or by the
complementary vertical valued form ν[Γ] : J1E → T
∗J1E ⊗ V J1E , or by the vector val-
ued form ντ [Γ] =: ν
−1
τ ◦ ν[Γ] : J1E → T
∗J1E ⊗ (T
∗⊗ VτE) . Their coordinate expressions
are
Γ = dλ ⊗ (∂λ + Γλ
i
0 ∂
0
i ) , ν[Γ] = (d
i
0 − Γλ
i
0 d
λ)⊗ ∂0i ,
ντ [Γ] = c α
0 (di0 − Γλ
i
0 d
λ)⊗ bi , with Γλ
i
0 ∈ map(J1E, R) .
We define the curvature of a phase connection Γ to be the vertical valued 2–form
R[Γ] =: −[Γ, Γ] : J1E → Λ
2T ∗E ⊗ V J1E ,
where [ , ] is the Fro¨licher–Nijenhuis bracket. We have the coordinate expression
R[Γ] = −2 (∂λΓµ
i
0 + Γλ
j
0 ∂
0
jΓµ
i
0) d
λ ∧ dµ ⊗ ∂0i .
4.8. Theorem. [6] For each linear spacetime connection K , there is a unique phase
connection Γ , such that the following diagram commutes
TJ1E
ν[Γ] ✲ V J1E
ν−1τ ✲ T∗ ⊗ VτE
J1E ×
E
T (T∗ ⊗ TE)
(τ [J1E], Td)
❄
(id[J1E]× ν[K˜])
✲ J1E ×
E
(T∗ ⊗ TE)
π⊥
✻
Indeed, we have the coordinate expression
Γλ
i
0 = δ˘
i
ρKλ
ρ
σ δ˘
σ
0 .
Thus, the above correspondence yields a natural map χ : K 7→ Γ between the set of
linear spacetime connections and the set of phase connections. 
4.9. Note. We have the following identity [6]
R[χ(K)]λµ
i
0 = δ˘
i
ρR[K]λµ
ρ
σ δ˘
σ
0 . 
4.7. Dynamical phase connection. Let us introduce the general notion of dynami-
cal connection of the phase space and discuss the relation with phase connections and
spacetime connections.
Let J2E be the space of 2-jets of motions. We can see that this space can be naturally
regarded as the affine subundle J2E ⊂ T
∗⊗TJ1E , which projects on d : J1E → T
∗⊗TE .
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A dynamical phase connection is defined to be a section γ : J1E → J2E , or, equiva-
lently, a section γ : J1E → T
∗ ⊗ TJ1E , which projects on d . The coordinate expression
of a dynamical connection is of the type
γ = c α0 (∂0 + x
i
0 ∂i + γ0
i
0 ∂
0
i ) , with γ0
i
0 ∈ map(J1E, R) .
If γ is a dynamical phase connection, then we have γ y τ = 1 .
If Γ is a phase connection, then the section γ =: γ[Γ] =: d yΓ : J1E → T
∗ ⊗ TJ1E
turns out to be a dynamical phase connection, whose coordinate expression is given by
γ0
i
0 = Γ0
i
0 + Γj
i
0 x
j
0 = Γρ
i
0 δ˘
ρ
0 .
Hence, a linear spacetime connection K yields the dynamical phase connection
γ =: γ[K] =: d yχ(K) . Its coordinate expression is
γ0
i
0 = δ˘
i
ρKσ
ρ
τ δ˘
σ
0 δ˘
τ
0 .
4.8. Phase 2–form and 2–vector. Let us introduce the general notions a phase 2–
forms and phase 2–vectors associated with a phase connection and discuss the relation
with spacetime connections.
If Γ is a phase connection, then we define the scaled phase 2–form and the scaled phase
2–vector associated with g and Γ to be, respectively, the sections
Ω =: Ω[g,Γ] =: g y
(
ντ [Γ] ∧ θ
)
: J1E → (T
∗ ⊗ L2)⊗ Λ2T ∗J1E ,
Λ =: Λ[g,Γ] =: g¯ y(Γ ∧ ντ ) : J1E → (T⊗ L
−2)⊗ Λ2TJ1E .
Their coordinate expressions are
Ω = c α0 g˘iµ (d
i
0 − Γλ
i
0 d
λ) ∧ dµ and Λ =
1
c α0
g˘jλ (∂λ + Γλ
i
0 ∂
0
i ) ∧ ∂
0
j .
There is a unique dynamical phase connection γ¯ , such that γ¯ yΩ[g,Γ] = 0 . Namely,
γ¯ = γ[Γ] : J1E → T
∗ ⊗ TJ1E .
4.10. Lemma. If Γ is a phase connection, then we have iΛΩ = −3 .
Proof. We have iΛΩ = −g˘
iµ g˘iµ = −3 . 
Thus, a linear spacetime connection K yields the scaled phase 2–form and the scaled
phase 2–vector
Ω =: Ω[g,K] =: Ω
[
g, χ(K)
]
and Λ =: Λ[g,K] =: Λ
[
g, χ(K)
]
.
Their coordinate expressions are
Ω = c α0 g˘iµ
(
di0 − δ˘
i
ρKλ
ρ
σ δ˘
σ
0 d
λ
)
∧ dµ ,
Λ =
1
c α0
g˘jλ (∂λ + δ˘
i
ρKλ
ρ
σ δ˘
σ
0 ∂
0
i ) ∧ ∂
0
j .
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4.9. Spacetime and phase 2–forms and 2–vectors. Let K be a linear spacetime
connection. Then, we can compare the scaled phase 2–form Ω =: Ω[g,K] and the scaled
phase 2–vector Λ =: Λ[g,K] with the scaled spacetime 2–form Υ˜ =: Υ˜[g, K˜] and the scaled
spacetime 2–vector Ξ˜ =: Ξ˜[g, K˜] , respectively, in the following way.
4.11. Proposition. The contact map d yields the following scaled 2–forms of J1E
d
∗ Υ˜ : J1E → (T
∗ ⊗ L2)⊗ Λ2T ∗J1E ,
d
∗ Υ˜‖ : J1E → (T
∗ ⊗ L2)⊗ Λ2T ∗J1E ,
d
∗ Υ˜⊥ : J1E → (T
∗ ⊗ L2)⊗ Λ2T ∗J1E ,
which fulfill the equality
d
∗ Υ˜ = d∗ Υ˜‖ + d
∗ Υ˜⊥ .
We have the coordinate expressions
d
∗ Υ˜ = c α0
(
g˘iµ d
i
0 +
(
1
2
(α0)2 g˘0µ ∂ν gˆ00 − gλµ δ˘
ρ
0Kν
λ
ρ
)
dν
)
∧ dµ ,
d
∗ Υ˜‖ = c (α
0)3 g˘0µ
(
1
2
∂ν gˆ00 + g˘0λ δ˘
ρ
0Kν
λ
ρ
)
dν ∧ dµ ,
d
∗ Υ˜⊥ = c α
0 g˘iµ
(
di0 − δ˘
i
λ δ˘
ρ
0Kν
λ
ρ d
ν
)
∧ dµ .
Proof. The equality
(xλ, x˙00, x˙
i
0) ◦ d = (x
λ, c0 α
0, c0 α
0 xi0)
yields
d
∗x˙00 = c0 α
0 , d∗x˙i0 = c0 α
0 xi0
and
d
∗d˙00 = c0 ∂λα
0 dλ + c0 ∂
0
jα
0 dj0
= 1
2
c0 (α
0)3 ∂λgˆ00 d
λ + c0 (α
0)3 g˘0j d
j
0
d
∗d˙i0 = c0 ∂λα
0 xi0 d
λ + c0 ∂
0
jα
0 xi0 d
j
0 + c0 α
0 di0
= 1
2
c0 (α
0)3 ∂λ(gˆ00) x
i
0 d
λ + c0 (α
0)3 g˘0j x
i
0 d
j
0 + c0 α
0 di0 .
Then, we obtain
d
∗Υ˜ = d∗
(
gλµ u
0 ⊗ (d˙λ0 −Kν
λ
ρ x˙
ρ
0 d
ν) ∧ dµ
)
= g0µ u
0 ⊗
(
1
2
c0 (α
0)3 ∂λgˆ00 d
λ + c0 (α
0)3 g˘0i d
i
0
)
∧ dµ
+ gjµ u
0 ⊗
(
1
2
c0 (α
0)3 ∂λgˆ00 x
j
0 d
λ + c0 (α
0)3 g˘0i x
j
0 d
i
0 + c0 α
0 dj0
)
∧ dµ
− c0 α
0 gλµ (Kν
λ
0 +Kν
λ
j x
j
0) u
0 ⊗ dν ∧ dµ
= c0 α0 g˘iµ u
0 ⊗ di0 ∧ d
µ + 1
2
c0 (α
0)3 g˘0µ ∂λgˆ00 u
0 ⊗ dλ ∧ dµ
− c0 α
0 gλµ (Kν
λ
0 +Kν
λ
j x
j
0) u
0 ⊗ dν ∧ dµ .
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Moreover, by recalling the equality (α0)2 (g˘00 + g˘0i x
i
0) = −1 , we obtain
d
∗Υ˜‖ = −d
∗
(
(α0)2 g˘0λ g˘0µ u
0 ⊗ (d˙λ0 −Kν
λ
ρ x˙
ρ
0 d
ν) ∧ dµ
)
= −(α0)2 g˘00 g˘0µ
(
1
2
c0 (α
0)3 ∂λgˆ00 d
λ + c0 (α
0)3 g˘0j d
j
0
)
∧ dµ
− (α0)2 g˘0i g˘0µ u
0 ⊗
(
1
2
c0 (α
0)3 ∂λgˆ00 x
i
0 d
λ + c0 (α
0)3 g˘0j x
i
0 d
j
0 + c0 α
0 di0
)
∧ dµ
+ c0 (α
0)3 g˘0λ g˘0µ (Kν
λ
0 +Kν
λ
j x
j
0) u
0 ⊗ dν ∧ dµ
= 1
2
c0 (α
0)3 g˘0µ ∂λgˆ00 u
0 ⊗ dλ ∧ dµ + c0 (α0)3 g˘0λ g˘0µKν
λ
ρ δ˘
ρ
0 u
0 ⊗ dν ∧ dµ .
Finally, we obtain
d
∗Υ˜⊥ = d
∗Υ˜− d∗Υ˜‖
= c0 α
0 g˘iµ u
0 ⊗ (di0 − δ˘
i
ρKν
ρ
σ δ˘
σ
0 d
ν) ∧ dµ . 
4.12. Theorem. We have
Ω = d∗ Υ˜⊥ .
Proof. The Theorem follows by a direct comparison of the coordinate expressions
Ω = c α0 g˘iµ (d
i
0 − Γλ
i
0 d
λ) ∧ dµ ,
d
∗ Υ˜⊥ = c α
0 g˘iµ
(
di0 − δ˘
i
λKν
λ
ρ δ˘
ρ
0 d
ν
)
∧ dµ ,
where we put Γν
i
0 = δ˘
i
λKν
λ
ρ δ˘
ρ
0 . 
4.13. Corollary. Λ is the unique scaled phase 2–vector such that the following diagram
commutes
J1E
Λ ✲ (T⊗ L−2)⊗ Λ2TJ1E
T
∗ ⊗ TE
d
❄ Ξ˜ ✲ (T⊗ L−2)⊗ Λ2T (T∗ ⊗ TE)
id⊗Λ2Td
❄
Proof. We have
Ξ˜ ◦ d = gλµ u0 ⊗ (∂λ + c0 α
0Kλ
ν
ρ δ˘
ρ
0 ∂˙
0
ν) ∧ ∂˙
0
µ
and
(id⊗Λ2Td) ◦ Λ = gλµ u0 ⊗ ∂λ ∧ ∂˙
0
µ
+ c0 α
0
(
(α0)2 (1
2
g˘jλ ∂λgˆ00 δ˘
ν
0 δ
µ
j + δ˘
λ
0 Γλ
i
0 δ
ν
i δ˘
µ
0 + g˘
jλ Γλ
i
0 g˘0i δ
µ
j δ˘
ν
0)
+ g0λ Γλ
i
0 δ
ν
i δ˘
µ
0 + g˘
jλ Γλ
i
0 δ
µ
j δ
ν
i
)
∂˙0ν ∧ ∂˙
0
µ .
By comparing the coefficients standing by u0 ⊗ ∂˙0 ∧ ∂˙j and u0 ⊗ ∂˙i ∧ ∂˙j , we get
(gjλKλ
0
ρ − g
0λKλ
j
ρ) δ˘
ρ
0 = (α
0)2
(
1
2
gjλ ∂λgˆ00 − δ˘
λ
0 Γλ
j
0 + g˘
jλ Γλ
p
0 g˘0p
)
− g0λ Γλ
j
0
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and
(gjλKλ
j
ρ − g
iλKλ
j
ρ) δ˘
ρ
0 = x
i
0 [(α
0)2
(
1
2
gjλ ∂λgˆ00 − δ˘
λ
0 Γλ
j
0 + g˘
jλ Γλ
p
0 g˘0p
)
− g0λ Γλ
j
0]
− xj0 [(α
0)2
(
1
2
giλ ∂λgˆ00 − δ˘
λ
0 Γλ
i
0 + g˘
iλ Γλ
p
0 g˘0p
)
− g0λ Γλ
i
0]
+ g˘jλ Γλ
i
0 − g˘
iλ Γλ
j
0 ,
respectively.
Then, inserting the first equality into the second one, we get
g˘jλ Γλ
i
0 − g˘
iλ Γλ
j
0 = (g
jλKλ
i
ρ − g
iλKλ
j
ρ) δ˘
ρ
0
− xi0 (g
jλKλ
0
ρ − g
0λKλ
j
ρ)) δ˘
ρ
0 + x
j
0 (g
iλKλ
0
ρ − g
0λKλ
i
ρ)) δ˘
ρ
0
which is satisfied if and only if Γλ
i
0 = δ˘
i
ν Kλ
ν
ρ δ˘
ρ
0 , i.e., if and only if Γ = χ(K) . 
5. Contact and Jacobi structures: general case
In this section, we consider the metric g , a general phase connection Γ and the induced
objects Ω =: Ω[g,Γ] , Λ =: Λ[g,Γ] , γ =: γ[Γ] . Then, we analyse the conditions by which
g and Γ induce scaled almost–cosymplectic–contact, or contact, structures and scaled
almost–coPoisson–Jacobi, or Jacobi, structures (see Introduction) on the phase space.
5.1. Regularity and duality. Let us analyse the non–degeneracy of the scaled covariant
pair (−c2 τ,Ω) and of the scaled contravariant pair (− 1
c2
γ,Λ) and the condition for their
duality [8].
5.1. Lemma. The section −c2 τ ∧Ω∧Ω∧Ω : J1E → (T
∗4⊗L8)⊗Λ7T ∗J1E is a scaled
volume form, with coordinate expression
−c2 τ ∧ Ω ∧ Ω ∧ Ω = 3! c4 (α0)4 |g| d10 ∧ d
2
0 ∧ d
3
0 ∧ d
0 ∧ d1 ∧ d2 ∧ d3 .
Hence, the pair (−c2 τ,Ω) is a regular covariant pair.
Proof. The equalities τ = τλ d
λ = −α
0
c
g˘0λ d
λ and Ω = c α0 g˘iµ (d
i
0 − Γν
i
0 d
ν) ∧ dµ yield
−c2 τ ∧ Ω ∧ Ω ∧ Ω = −c5 (α0)3 τλ g˘i1µ1 g˘i2µ2 g˘i3µ3 d
λ ∧ di10 ∧ d
µ1 ∧ di20 ∧ d
µ2 ∧ di30 ∧ d
µ3 .
Hence, by taking into account that the antisymmetrisation makes some terms vanishing,
we obtain
−c2 τ ∧ Ω3 = c4 (α0)4 g˘0λ gi1µ1 gi2µ2 gi3µ3 d
λ ∧ di10 ∧ d
µ1 ∧ di20 ∧ d
µ2 ∧ di30 ∧ d
µ3
= (3!) c4 (α0)4 g0λ g1µ1 g2µ2 g3µ3 d
λ ∧ d10 ∧ d
µ1 ∧ d20 ∧ d
µ2 ∧ d30 ∧ d
µ3
= (3!) c4 (α0)4 g0λ g1µ1 g2µ2 g3µ3 d
λ ∧ d10 ∧ d
µ1 ∧ d20 ∧ d
µ2 ∧ d30 ∧ d
µ3
= (3!) c4 (α0)4 |g| d0 ∧ d10 ∧ d
1 ∧ d20 ∧ d
2 ∧ d30 ∧ d
3 . 
5.2. Lemma. The section − 1
c2
γ ∧Λ∧Λ∧Λ : J1E → (T
4⊗L−8)⊗Λ7TJ1E is a scaled
volume vector, with coordinate expression
−
1
c2
γ ∧ Λ ∧ Λ ∧ Λ = −3!
1
(c α0)4
|g¯| ∂01 ∧ ∂
0
2 ∧ ∂
0
3 ∧ ∂0 ∧ ∂1 ∧ ∂2 ∧ ∂3 .
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Hence, the pair (− 1
c2
γ,Λ) is a regular contravariant pair.
Proof. The equalities γ = c α0 (δ˘λ0 ∂λ + γ
i
00 ∂
0
i ) and Λ =
1
c α0
g˘jµ (∂µ + Γµ
i
0 ∂
0
i ) ∧ ∂
0
j yield
− 1
c2
γ ∧ Λ3 = − 1
c4 (α0)2
g˘i1µ1 g˘i2µ2 g˘i3µ3 (δ˘λ0 ∂λ + γ
i
00 ∂
0
i0
) ∧ ∂µ1 ∧ ∂
0
i1
∧ ∂µ2 ∧ ∂
0
i2
∧ ∂µ3 ∧ ∂
0
i3
= − 1
c4 (α0)2
g˘i1µ1 g˘i2µ2 g˘i3µ3 δ˘λ0 ∂λ ∧ ∂µ1 ∧ ∂
0
i1
∧ ∂µ2 ∧ ∂
0
i2
∧ ∂µ3 ∧ ∂
0
i3
.
Hence, by the identity δ˘λ0 = g˘0i g˘
iλ− 1
(α0)2
g0λ and the fact that the antisymmetrisation
makes some terms vanishing, we obtain
− 1
c2
γ ∧ Λ3 = − 1
c4 (α0)2
g˘i1µ1 g˘i2µ2 g˘i3µ3 (g˘0i g˘
iλ − 1
(α0)2
g0λ)
∂λ ∧ ∂µ1 ∧ ∂
0
i1
∧ ∂µ2 ∧ ∂
0
i2
∧ ∂µ3 ∧ ∂
0
i3
= 1
(c α0)4
g˘i1µ1 g˘i2µ2 g˘i3µ3 g0λ ∂λ ∧ ∂µ1 ∧ ∂
0
i1
∧ ∂µ2 ∧ ∂
0
i2
∧ ∂µ3 ∧ ∂
0
i3
= 1
(c α0)4
gi1µ1 gi2µ2 gi3µ3 g0λ ∂λ ∧ ∂µ1 ∧ ∂
0
i1 ∧ ∂µ2 ∧ ∂
0
i2 ∧ ∂µ3 ∧ ∂
0
i3
= 3! 1
(c α0)4
g0λ g1µ1 g2µ2 g3µ3 ∂λ ∧ ∂µ1 ∧ ∂
0
1 ∧ ∂µ2 ∧ ∂
0
2 ∧ ∂µ3 ∧ ∂
0
3
= 3! 1
(c α0)4
|g¯| ∂0 ∧ ∂1 ∧ ∂
0
1 ∧ ∂2 ∧ ∂
0
2 ∧ ∂3 ∧ ∂
0
3
= −3! 1
(c α0)4
|g¯| ∂01 ∧ ∂
0
2 ∧ ∂
0
3 ∧ ∂0 ∧ ∂1 ∧ ∂2 ∧ ∂3 . 
5.3. Lemma. We have
(Λ♯ ⊗ Λ♯)(Ω) = −Λ , (Ω♭ ⊗ Ω♭)(Λ) = −Ω .
Proof. We have
Λ♯(dλ) =
1
c α0
g˘jλ∂0j , Λ
♯(di0) =
1
c α0
(
− g˘iµ∂µ + (g˘
jρΓρ
i
0 − g˘
iρΓρ
j
0) ∂
0
j
)
and
Ω♭(∂λ) = c α
0
(
− g˘iλd
i
0 + (g˘pλΓµ
p
0 − g˘pµΓλ
p
0) d
µ
)
, Ω♭(∂0i ) = c α
0g˘iµd
µ .
Then
(Λ♯ ⊗ Λ♯)(Ω) = c α0
(
Λ♯(di0)− Γν
i
0 Λ
♯(dν)
)
∧ Λ♯(dµ)
=
1
c α0
g˘iµ
(
− g˘iλ ∂λ + (g˘
jρ Γρ
i
0 − g˘
iρ Γρ
j
0) ∂
0
j − g˘
jρ Γρ
i
0 ∂
0
j
)
∧ (g˘kµ∂0k)
=
1
c α0
(
− g˘iλ ∂λ − g˘
iλ Γλ
j
0 ∂
0
j
)
∧ ∂0i
and
(Ω♭ ⊗ Ω♭)(Λ) =
1
c α0
g˘jλ
(
Ω♭(∂λ) + Γλ
i
0Ω
♭(∂0i )
)
∧ Ω♭(∂0j )
= c α0g˘iλ
(
− g˘pλ d
p
0 + (g˘pλ Γµ
p
0 − g˘pµ Γλ
p
0) d
µ + Γλ
i
0 g˘iµ d
µ
)
∧ (g˘jνd
ν)
= c α0
(
− g˘iλ d
i
0 + g˘iλ Γµ
i
0 d
µ
)
∧ dλ . 
5.4. Proposition. The structures (−c2 τ , Ω) and (− 1
c2
γ, Λ) are mutually dual if and
only if γ = γ[Γ] .
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Proof. Indeed, we have
i−c2 τΛ = −c
2 iτΛ = 0 and i− 1
c2
γ
(−c2 τ) = iγτ = 1 .
Moreover, i
−
1
c2
γ
Ω = 0 , if and only if iγΩ = 0 , i.e. if and only if γ = γ[Γ] .
The fact that the maps Ω♭|imΛ♯ : imΛ
♯ → imΩ♭ and Λ♯|imΩ♭ : imΩ
♭ → imΛ♯ are
isomorphisms and
(Ω♭|imΛ♯)
−1 = Λ♯|imΩ♭ , (Λ
♯
|imΩ♭)
−1 = Ω♭|imΛ♯
follows, by [8], from the fact that dual structures are characterized by
(Λ♯ ⊗ Λ♯)(Ω) = −Λ , (Ω♭ ⊗ Ω♭)(Λ) = −Ω .
Then Proposition follows from Lemma 5.3. 
5.5. Remark. Let us remark that dual pairs (−c2 τ , Ω) and (− 1
c2
γ, Λ) are charac-
terised by the the following identities [8]
ker(−c2 τ) = imΛ♯ , ker(− 1
c2
γ) = imΩ♭ . 
5.2. Splittings of the phase tangent and cotangent bundles. Next, we study the
splitting of the scaled tangent bundle of the phase space induced by the pair (− 1
c2
γ, Λ)
and the splitting of the scaled cotangent bundle of the phase space induced by the pair
(−c2 τ , Ω) .
5.6. Definition. We define the γ–horizontal and the γ–vertical subbundles to be, re-
spectively, the vector subbundles
HγJ1E =: 〈−
1
c2
γ〉 ⊆ T⊗ L−2 ⊗ TJ1E ,
V ∗γ J1E =: ker(−
1
c2
γ) ⊆ T∗ ⊗ L2 ⊗ T ∗J1E .
We define the τ–horizontal and the τ–vertical subbundle to be, respectively, the vector
subbundles
H∗τ J1E =: 〈−c
2 τ〉 ⊆ T∗ ⊗ L2 ⊗ T ∗J1E ,
VτJ1E =: ker(−c
2 τ) ⊆ T⊗ L−2 ⊗ TJ1E . 
5.7. Proposition. We have the linear splittings
T⊗ L−2 ⊗ TJ1E = HγJ1E ⊕ VτJ1E = 〈−
1
c2
γ〉 ⊕ ker(−c2 τ) = 〈− 1
c2
γ〉 ⊕ imΛ♯ ,
T
∗ ⊗ L2 ⊗ T ∗J1E = H
∗
τ J1E ⊕ V
∗
γ J1E = 〈−c
2 τ〉 ⊕ ker(− 1
c2
γ) = 〈−c2 τ〉 ⊕ imΩ♭ .
We have the mutually dual local bases of phase vector fields (e0, ei, e
0
i ) and of phase
1–forms (ǫ0, ǫi, ǫi0) adapted to the above splittings, where
(5.1) e0 =: δ˘
λ (∂λ + Γλ
i
0 ∂
0
i ) , ei =: (δ
λ
i + (α
0)2 g˘0i δ˘
λ
0) (∂λ + Γλ
i
0 ∂
0
i ) , e
0
i =: ∂
0
i ,
and
(5.2) ǫ0 =: −(α0)2 g˘0λ d
λ , ǫi =: di − xi0 d
0 , ǫi0 =: d
i
0 − Γλ
i
0 d
λ .
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We have the inverse relations
(5.3) ∂λ = −(α
0)2 g˘0λ e0 + δ˘
i
λ ei − Γλ
i
0 e
0
i , ∂
0
i = e
0
i .
and
d0 = ǫ0 + (α0)2 g˘0i ǫ
i , di = ǫi + xi0 (ǫ
0 + (α0)2 g˘0j ǫ
j) ,(5.4)
di0 = ǫ
i
0 + (Γj
i
0 + (α
0)2 g˘0j δ˘
ρ
0 Γρ
i
0) ǫ
j + δ˘ρ0 Γρ
i
0 ǫ
0 . 
5.8. Proposition. The projection T⊗ L−2 ⊗ TJ1E → HγJ1E is given by
X 7→ (−c2 τ)(X) (−
1
c2
γ) = τ(X) γ
and the projection T⊗ L−2 ⊗ TJ1E → VτJ1E is given by
X 7→ (X − τ(X) γ) ,
for each X ∈ T⊗ L−2 ⊗ TJ1E .
The projection T∗ ⊗ L2 ⊗ T ∗J1E → H
∗
τ J1E is given by
φ 7→ (−
1
c2
γ)(φ) (−c2 τ) = γ(φ) τ
and the projection T∗ ⊗ L2 ⊗ T ∗J1E → V
∗
γ J1E is given by
φ 7→ φ− γ(φ) τ ,
for each φ ∈ T∗ ⊗ L2 ⊗ T ∗J1E . 
5.9. Corollary. Each X ∈ sec(J1E, T⊗ L
−2 ⊗ TJ1E) can be uniquely split as
X = τ(X) γ + (X − τ(X) γ) .
If the coordinate expression of X in a spacetime chart is X = X0λ u0⊗∂λ+X
0i
0 u0⊗∂
0
i ,
with X0λ, X0i0 ∈ map(J1E, L
−2 ⊗ R) , then the expression of its splitting in the adapted
base (5.1) is
X = −(α0)2 g˘0λX
0λ u0 ⊗ e0 + δ˘
i
λX
0λ u0 ⊗ ei + (X
0i
0 − Γλ
i
0X
0λ) u0 ⊗ e
0
i .
Each φ ∈ sec(J1E, T
∗ ⊗ L2 ⊗ T ∗J1E) can be uniquely split as
φ = γ(φ) τ + (φ− γ(φ) τ) .
If the coordinate expression of φ in a spacetime chart is φ = φ0λ u
0 ⊗ dλ + φ0
0
i u
0 ⊗ di0 ,
with φ0λ, φ0
0
i ∈ map(J1E, L
2 ⊗ R) , then the expression of its splitting in the adapted
base (5.2) is
φ = δ˘ρ0 (φ0ρ + φ0
0
p Γρ
p
0) u
0 ⊗ ǫ0
+
(
φ0i + φ0
0
p Γi
p
0 + (α
0)2 g˘0i δ˘
ρ
0 (φ0ρ + φ0
0
p Γρ
p
0)
)
u0 ⊗ ǫi + φ0
0
i u0 ⊗ ǫ
i
0 . 
5.10. Corollary. If the coordinate expression of X in a spacetime chart and in a
adapted base are
X = X0λ u0 ⊗ ∂λ +X
0i
0 u0 ⊗ ∂
0
i ,
= X˜00 u0 ⊗ e0 + X˜
0i u0 ⊗ ei + X˜
0i
0 u0 ⊗ e
0
i ,
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with X0λ, X0i0, X˜
00, X˜0i, X˜0i0 ∈ map(J1E, L
−2 ⊗ R) , then we have the equalities
X˜00 = −(α0)2 g˘0λX
0λ, X˜0i = δ˘iλX
0λ, X˜0i0 = X
0i
0 − Γλ
i
0X
0λ,
X00 = X˜00 + (α0)2 g˘0p X˜
0p, X0i = X˜0i + xi0 (x˜
00 + (α0)2 g˘0p X˜
0p,
X0i0 = X˜
0i
0 + (Γp
i
0 + (α
0)2 g˘0p δ˘
ρ
0 Γρ
i
0) X˜
0p + δ˘ρ0 Γρ
i
0 X˜
00 .
If the coordinate expression of φ in a spacetime chart and in a adapted base are
φ = φ0λ u
0 ⊗ dλ + φ0
0
i u
0 ⊗ di0
= φ˜00 u
0 ⊗ ǫ0 + φ˜0i u
0 ⊗ ǫi + φ˜0
0
i u
0 ⊗ ǫi0 ,
with φ0λ, φ0
0
i , φ˜00, φ˜0i, φ˜0
0
i ∈ map(J1E,L
2 ⊗ R) , then we have the equalities
φ˜00 = δ˘
λ
0 (φ0λ + φ0
0
p Γλ
p
0) , φ˜0i = φ0i + φ0
0
p Γi
p
0 + (α
0)2 g˘0i δ˘
λ
0 (φ0λ + φ0
0
p Γλ
p
0) ,
φ˜0
0
i = φ0
0
i ,
φ0λ = −(α
0)2 g˘0λ φ˜00 − δ˘
p
λ φ˜0p − φ˜0
0
p Γλ
p
0 , φ0
0
i = φ˜0
0
i . 
5.11. Proposition. The musical morphisms Λ♯ : T ∗J1E → T ⊗ L
−2 ⊗ TJ1E and
Ω♭ : TJ1E → T
∗⊗L2⊗T ∗J1E can be naturally identified, respectively, with the morphisms
Λ♯ : T∗ ⊗ L2 ⊗ T ∗J1E → TJ1E and Ω
♭ : T⊗ L−2 ⊗ TJ1E → T
∗J1E .
Moreover, these morphisms can be naturally extended, respectively, to the morphisms,
denoted by the same symbols, Λ♯ : T∗ ⊗ L2 ⊗ T ∗J1E → T ⊗ L
−2 ⊗ TJ1E and
Ω♭ : T⊗ L−2 ⊗ TJ1E → T
∗ ⊗ L2 ⊗ T ∗J1E .
Furthermore, the restrictions Λ♯ : V ∗γ J1E → VτJ1E and Ω
♭ : VτJ1E → V
∗
γ J1E are
mutually inverse isomorphisms. 
5.12. Proposition. We have the morphisms
γ♯ : T∗ ⊗ L2 ⊗ T ∗J1E → T⊗ L
−2 ⊗ TJ1E : φ 7→ φ(−
1
c2
γ) (− 1
c2
γ) ,
τ ♭ : T⊗ L−2 ⊗ TJ1E → T
∗ ⊗ L2 ⊗ T ∗J1E : X 7→ (−c
2 τ)(X) (−c2 τ) .
Moreover, the restrictions γ♯ : H∗τ J1E → HγJ1E and τ
♭ : HγJ1E → H
∗
τ J1E are
mutually inverse isomorphisms given by f(−c2 τ) 7→ f(− 1
c2
γ) and f(− 1
c2
γ) 7→ f(−c2 τ) ,
respectively, with f ∈ map(J1E,R) . 
5.13. Note. By considering the Planck constant ~ and a particle of mass m, we define
also the rescaled morphisms, denoted by the same symbol,
γ♯ : T ∗J1E → T⊗ L
−2 ⊗ TJ1E : ϕ 7→
~
mc4
γ(ϕ) γ ,
τ ♭ : TJ1E → T
∗ ⊗ L2 ⊗ T ∗J1E : Y 7→
mc4
~
τ(Y ) τ . 
5.14. Proposition. The phase tangent and cotangent splittings and the isomorphisms
γ♯|H∗τ J1E , Λ
♯
|V ∗γ J1E , τ
♭
|HγJ1E and Ω
♭
|VτJ1E define the mutually inverse isomorphisms
♯ : T∗ ⊗ L2 ⊗ T ∗J1E → T⊗ L
−2 ⊗ TJ1E ,
♭ : T⊗ L−2 ⊗ TJ1E → T
∗ ⊗ L2 ⊗ T ∗J1E ,
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hence, the mutually inverse rescaled isomorphisms
♯ : T ∗J1E → T⊗ L
−2 ⊗ TJ1E ,
♭ : T⊗ L−2 ⊗ TJ1E → T
∗
J1E ,
♯ : T∗ ⊗ L2 ⊗ T ∗J1E → TJ1E ,
♭ : TJ1E → T
∗ ⊗ L2 ⊗ T ∗J1E . 
5.15. Corollary. In the adapted bases (5.1) and (5.2) we have
♯(ǫ0) =:
~
mc4
γ(ǫ0) γ =
~ (α0)2
mc2
e0 ,
♯(ǫi) =: iǫiΛ =
1
c α0
gˆij e0j ,
♯(ǫi0) =: iǫi0Λ = −
1
c α0
gˆij ej ,
and
♭(e0) =:
mc4
~
τ(e0) τ =
mc2
~ (α0)2
ǫ0 , ♭(ei) =: ieiΩ = −c α
0 gˆij ǫ
0
j ,
♭(e0i ) =: ie0iΩ = c α
0 gˆij ǫ
j .
Thus, if ϕ ∈ sec(J1E, T
∗J1E) and Y ∈ sec(J1E, T
∗J1E) have the coordinate expres-
sions ϕ = ϕ˜λ ǫ
λ + ϕ˜0i ǫ
i
0 and Y = Y˜
λ eλ + Y˜
i
0 e
0
i , with ϕ˜λ, ϕ˜
0
i , Y˜
λ, Y˜ i0 ∈ map(J1E,R) ,
then
♯(ϕ) =
~ (α0)2
mc2
ϕ˜0 e0 −
1
c α0
gˆij ϕ˜0j ei +
1
c α0
gˆij ϕ˜j e
0
i
♭(Y ) =
mc2
~ (α0)2
Y˜ 0 ǫ0 − c α0 gˆij Y˜
j
0 ǫ
i + c α0 gˆij Y˜
j ǫi0 . 
5.3. Almost–cosymplectic–contact structure. Then, we study the conditions by
which Ω is closed.
5.16. Lemma. The scaled phase 2–form Ω is closed if and only if the following condi-
tions are satisfied
∂λ(α
0 g˘iµ) + ∂
0
i (α
0 g˘jµ Γλ
j
0)− ∂µ(α
0 g˘iλ)− ∂
0
i (α
0 g˘jλ Γµ
j
0) = 0 ,(5.5)
g˘jµRνλ
j
0 + g˘jν Rλµ
j
0 + g˘jλRµν
j
0 = 0 .(5.6)
Proof. From the coordinate expression of Ω we obtain
dΩ = c ∂0i (α
0 g˘jµ) d
i
0 ∧ d
j
0 ∧ d
µ − c
(
∂λ(α
0 g˘iµ) + ∂
0
i (α
0 g˘jµ Γλ
j
0)
)
di0 ∧ d
λ ∧ dµ(5.7)
− c ∂ν(α
0 g˘jµ Γλ
j
0) d
ν ∧ dλ ∧ dµ .
Hence, dΩ = 0 if and only if
∂0i (α
0 g˘jµ)− ∂
0
j (α
0 g˘iµ) = 0 ,(5.8)
∂λ(α
0 g˘iµ) + ∂
0
i (α
0 g˘jµ Γλ
j
0)− ∂µ(α
0 g˘iλ)− ∂
0
i (α
0 g˘jλ Γµ
j
0) = 0 ,(5.9)
∂λ(α
0 g˘jµ Γν
j
0)− ∂µ(α
0 g˘jλ Γν
j
0) + ∂ν(α
0 g˘jλ Γµ
j
0)− ∂λ(α
0 g˘jν Γµ
j
0)+(5.10)
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+∂µ(α
0 g˘jν Γλ
j
0)− ∂ν(α
0 g˘jµ Γλ
j
0) = 0 .
We have
∂0i (α
0g˘jµ) = (α
0)3(g˘0i g˘jµ + g˘0j g˘iµ + gˆij g˘0µ
)
.
Hence, ∂0i (α
0g˘jµ) is symmetric with respect to i, j , which implies that (5.8) is satisfied
identically.
On the other hand, we can rewrite (5.10) as
α0 g˘jµ (∂λΓν
j
0 − ∂νΓλ
j
0) + α
0 g˘jν (∂µΓλ
j
0 − ∂λΓµ
j
0) + α
0 g˘jλ (∂νΓµ
j
0 − ∂µΓν
j
0)+(5.11)
+
(
∂λ(α
0 g˘jµ)− ∂µ(α
0 g˘jλ)
)
Γν
j
0 +
(
∂ν(α
0 g˘jλ)− ∂λ(α
0 g˘jν)
)
Γµ
j
0+
+
(
∂µ(α
0 g˘jν)− ∂ν(α
0 g˘jµ)
)
Γλ
j
0 = 0
and (5.9) as
(5.12) ∂λ(α
0g˘iµ)− ∂µ(α
0g˘iλ) = ∂
0
i (α
0 g˘jλ Γµ
j
0)− ∂
0
i (α
0 g˘jµ Γλ
j
0) .
Then, by inserting (5.12) and its permutations into (5.11), we get(
∂0h(α
0 g˘jλ Γµ
j
0)− ∂
0
h(α
0 g˘jµ Γλ
j
0)
)
Γν
h
0 +
(
∂0h(α
0 g˘jν Γλ
j
0)− ∂
0
h(α
0 g˘jλ Γν
j
0)
)
Γµ
h
0+
+
(
∂0h(α
0 g˘jµ Γν
j
0)− ∂
0
h(α
0 g˘jν Γµ
j
0)
)
Γλ
h
0 + α
0 g˘jµ (∂λΓν
j
0 − ∂νΓλ
j
0)+
+α0 g˘jν (∂µΓλ
j
0 − ∂λΓµ
j
0) + α
0 g˘jλ (∂νΓµ
j
0 − ∂µΓν
j
0) =
α0 g˘jµ (∂λΓν
j
0 − ∂νΓλ
j
0 + Γλ
h
0∂
0
hΓν
j
0 − Γν
h
0∂
0
hΓλ
j
0)+
+α0 g˘jν (∂µΓλ
j
0 − ∂λΓµ
j
0 + Γµ
h
0∂
0
hΓλ
j
0 − Γλ
h
0∂
0
hΓµ
j
0)+
+α0 g˘jλ (∂νΓµ
j
0 − ∂µΓν
j
0 + Γν
h
0∂
0
hΓµ
j
0 − Γµ
h
0∂
0
hΓν
j
0)+
+(Γλ
h
0 Γκ
j
0 − Γκ
h
0 Γλ
j
0) ∂
0
q (α
0 g˘jµ) + (Γµ
h
0 Γλ
j
0 − Γλ
h
0 Γµ
j
0) ∂
0
h(α
0 g˘jν)+
+(Γν
h
0 Γµ
j
0 − Γµ
h
0 Γν
j
0) ∂
0
h(α
0 g˘jλ) =
α0
(
g˘jµRνλ
j
0 + g˘jν Rλµ
j
0 + g˘jλRµν
j
0
)
= 0 .
Hence, (5.9) and (5.10) are equivalent to (5.5) and (5.6). 
5.17. Note. By using the above computations we obtain the coordinate expression
dΩ = 1
2
c α0g˘jµRνλ
j
0 d
ν ∧ dλ ∧ dµ − c
(
α0 g˘jµ ∂
0
i Γλ
j
0 + ∂λ(α
0 g˘iµ)
)
(di0 − Γν
i
0 d
ν) ∧ dλ ∧ dµ
+ c ∂0i (α
0 g˘jµ) d
i
0 ∧ (d
j
0 − Γλ
j
0d
λ) ∧ dµ . 
Now, we provide a geometric interpretation of identities (5.5) and (5.6). For this pur-
pose, let us note that we can define the Lie derivatives of τ with respect to Γ and R
according to (2.1).
5.18. Proposition. The scaled phase 2–form Ω is closed if and only if
(5.13) Lντ (X) LΓ τ = 0 , ∀X ∈ sec(E, TE) , and LR τ = 0 .
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Proof. The sections
LΓ τ : J1E → T⊗ Λ
2T ∗E and LR τ : J1E → T⊗ Λ
3T ∗E
have the coordinate expressions
LΓ τ =
(
∂λτµ + Γλ
j
0 ∂
0
j τµ
)
dλ ∧ dµ = −1
c
(
∂λ(α
0 g˘0µ) + Γλ
j
0 ∂
0
j (α
0 g˘0µ)
)
dλ ∧ dµ(5.14)
= −1
c
(
∂λ(α
0 g˘0µ) + α
0 g˘jµ Γλ
j
0
)
dλ ∧ dµ
= α
0
c
(
∂µg˘0λ − gjµ Γλ
j
0 + (α
0)2g˘0λ (
1
2
∂µgˆ00 + g˘0p Γµ
p
0)
)
dλ ∧ dµ
and
(5.15) LR τ = −
α0
c
g˘iλRµν
i
0 d
λ ∧ dµ ∧ dν = −α
0
c
gˆij Rµν
i
0 β
j ∧ dµ ∧ dν .
Hence, LR τ = 0 if and only if the identity (5.6) is satisfied.
Then, for each X = Xλ ∂λ , we have the coordinate expression
Lντ (X) LΓ τ =
1
c α0
[
∂0i ∂λτµ + ∂
0
i (Γλ
j
0 ∂
0
j τµ)
]
X˜ i dλ ∧ dµ(5.16)
= − 1
c2 α0
[
∂λ∂
0
i (α
0 g˘0µ) + ∂
0
i
(
Γλ
j
0 ∂
0
j (α
0 g˘0µ)
)]
X˜ i dλ ∧ dµ ,
where X˜ i = X i − xi0X
0 .
Moreover, we have
∂λ∂
0
i (α
0 g˘0µ) + ∂
0
i (Γλ
j
0 ∂
0
p(α
0 g˘0µ)) = ∂λ(α
0 g˘iµ) + ∂
0
i (α
0 g˘jµ Γλ
j
0) ,
which implies
(5.17) Lντ (X) LΓ τ = −
1
c2 α0
[
∂λ(α
0 g˘iµ) + ∂
0
i (α
0 g˘jµ Γλ
j
0)
]
X˜ i dλ ∧ dµ .
Hence Lντ (X) LΓ τ = 0 if and only if (5.5) is satisfied.
Thus, Lemma 5.16 implies the Proposition. 
5.19. Theorem. The pair (−c2 τ , Ω) is a scaled almost–cosymplectic–contact structure
if and only if g and Γ fulfill the conditions (5.13). 
5.4. Almost–coPoisson–Jacobi structure. First, we compute the Schouten bracket
between γ and Λ .
5.20. Lemma. For any dynamical phase connection γ : J1E → T
∗⊗ TJ1E , the scaled
2-vector
[γ,Λ] : J1E → L
−2 ⊗ Λ2TJ1E
has the coordinate expression
[γ,Λ] =
[
− (α0)2
(
1
2
g˘jλ δ˘ρ0 ∂ρgˆ00 + g˘
jλ γp00 g˘0p + δ˘
λ
0 γ
j
00
)
(5.18)
− 2 g0λ γj00 + δ˘
ρ
0 ∂ρg˘
jλ − g˘pλ ∂0pγ
j
00
]
(∂λ + Γλ
i
0 ∂
0
i ) ∧ ∂
0
j
+
[
− (α0)2
(
1
2
g˘jρ δ˘λ0 ∂ρgˆ00 + δ˘
λ
0 g˘
jν Γν
p
0 g˘0p − δ˘
λ
0 δ˘
ν
0 Γν
j
0
)
+ gλν Γν
j
0 − δ
λ
p g˘
jν Γν
p
0
]
∂λ ∧ ∂
0
j
+
[
− (α0)2
(
1
2
g˘jρ γi00 ∂ρgˆ00 + γ
i
00 g˘
jλ g˘0p Γλ
p
0
)
+ g˘jλ δ˘ρ0 ∂ρΓλ
i
0 + g˘
jλγp00 ∂
0
p Γλ
i
0 − g˘
jλ ∂λγ
i
00 + g˘
iλ Γλ
p
0 ∂
0
pγ
j
00
]
∂0i ∧ ∂
0
j .
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Proof. We have
[γ,Λ] =
[
− (α0)2
(
1
2
(g˘jλ δ˘ρ0 + g˘
jρ δ˘λ0) ∂ρgˆ00 + g˘
jλ γp00 g˘0p
+ δ˘λ0 γ
j
00 + δ˘
λ
0 g˘
jν Γν
p
0 g˘0p − δ˘
λ
0 δ˘
ν
0 Γν
j
0
)
− 2 g0λ γj00 + g
λν Γν
j
0 + δ˘
ρ
0 ∂ρg˘
jλ − δλp g˘
jν Γν
p
0 − g˘
pλ ∂0pγ
j
00
]
∂λ ∧ ∂
0
j
+
[
− (α0)2
(
g˘jλ Γλ
i
0 (
1
2
δ˘ρ0 ∂ρgˆ00 + γ
p
00 g˘0p) +
1
2
g˘jρ γi00 ∂ρgˆ00
+ γi00 g˘
jλ Γλ
p
0 g˘0p + γ
j
00 δ˘
λ
0 Γλ
i
0
)
− 2 γj00 g
0λ Γλ
i
0
+ Γλ
i
0 δ˘
ρ
0 ∂ρg˘
jλ + g˘jλ δ˘ρ0 ∂ρΓλ
i
0 + g˘
jλγp00 ∂
0
p Γλ
i
0 − g˘
jλ ∂λγ
i
00
+ g˘iλ Γλ
p
0 ∂
0
pγ
j
00 − g˘
pλ Γλ
i
0 ∂
0
pγ
j
00
]
∂0i ∧ ∂
0
j
=
[
− (α0)2
(
1
2
g˘jλ δ˘ρ0 ∂ρgˆ00 + g˘
jλ γp00 g˘0p + δ˘
λ
0 γ
j
00
)
− 2 g0λ γj00 + δ˘
ρ
0 ∂ρg˘
jλ − g˘pλ ∂0pγ
j
00
]
(∂λ + Γλ
i
0 ∂
0
i ) ∧ ∂
0
j
+
[
− (α0)2
(
1
2
g˘jρ δ˘λ0 ∂ρgˆ00 + δ˘
λ
0 g˘
jν Γν
p
0 g˘0p − δ˘
λ
0 δ˘
ν
0 Γν
j
0
)
+ gλν Γν
j
0 − δ
λ
p g˘
jν Γν
p
0
]
∂λ ∧ ∂
0
j
+
[
− (α0)2
(
1
2
g˘jρ γi00 ∂ρgˆ00 + γ
i
00 g˘
jλ Γλ
p
0 g˘0p
)
+ g˘jλ δ˘ρ0 ∂ρΓλ
i
0 + g˘
jλγp00 ∂
0
p Γλ
i
0 − g˘
jλ ∂λγ
i
00 + g˘
iλ Γλ
p
0 ∂
0
pγ
j
00
]
∂0i ∧ ∂
0
j . 
Now, let us go back to the particular case when γ =: γ[Γ] .
5.21. Proposition. We have
i[γ,Λ]Ω = −iγ∧Λ dΩ .
Proof. The Schouten bracket is characterised by the following identity [12], for each 2-form
β ,
i[γ,Λ] β = iγ diΛ β − iΛ diγ β − iγ∧Λ dβ .
Then, our claim follows from the equality iγ Ω = 0 and Lemma 4.10. 
5.22. Lemma. We have the coordinate expression
[γ,Λ] =
[
− (α0)2 (g˘jλ δ˘ρ0 + g˘
jρ δ˘λ0) (
1
2
∂ρgˆ00 + g˘0p Γρ
p
0)− δ
λ
p g˘
jν Γν
p
0(5.19)
+ δ˘ρ0 (∂ρg˘
jλ − g0λ Γρ
j
0 − g˘
pλ ∂0pΓρ
j
0)
]
(∂λ + Γλ
i
0 ∂
0
i ) ∧ ∂
0
j
+ g˘jλ δ˘ρ0Rλρ
i
0 ∂
0
i ∧ ∂
0
j .
Proof. The equalities γi00 = δ˘
ρ
0 Γρ
i
0 and ∂
0
pγ
i
00 = δ
ρ
p Γρ
i
0 + δ˘
ρ
0 ∂
0
pΓρ
i
0 yield
[γ,Λ] =
[
− (α0)2
(
(g˘jλ δ˘ρ0 + g˘
jρ δ˘λ0) (
1
2
∂ρgˆ00 + g˘0p Γρ
p
0)
)
+ δ˘ρ0 ∂ρg˘
jλ − g0λ δ˘ρ0 Γρ
j
0 − g˘
pλ δ˘ρ0 ∂
0
pΓρ
j
0 − δ
λ
p g˘
jν Γν
p
0
]
(∂λ + Γλ
i
0 ∂
0
i ) ∧ ∂
0
j
+
[
g˘jλ δ˘ρ0
(
∂ρΓλ
i
0 − ∂λΓρ
i
0 + Γρ
p
0 ∂
0
p Γλ
i
0 − Γλ
p
0 ∂
0
p Γρ
i
0
)]
∂0i ∧ ∂
0
j . 
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5.23. Lemma. In the adapted base (5.1) we have the coordinate expression
[γ,Λ] = −(α0)2
(
1
2
g˘jρ ∂ρgˆ00 + g˘0λ δ˘
ρ
0 ∂ρg˘
jλ − δ˘ρ0 Γρ
j
0
)
e0 ∧ e
0
j(5.20)
−
[
(α0)2 gˆij δ˘ρ0 (
1
2
∂ρgˆ00 + g˘0p Γρ
p
0)
+ g˘jρ Γρ
i
0 − δ˘
ρ
0
(
∂ρgˆ
ji − g˘i0 Γρ
j
0 − gˆ
pi ∂0pΓρ
j
0
)]
ei ∧ e
0
j
− g˘jλ δ˘ρ0Rλρ
i
0 e
0
i ∧ e
0
j .
Proof. It follows from (5.19) and (5.1). 
5.24. Lemma. We have the coordinate expression
γ ∧ Λ♯(Lγτ) = (α
0)2
(
δ˘λ0(
1
2
g˘jρ∂ρgˆ00 + g˘0ρ δ˘
σ
0 ∂σg˘
jρ − δ˘σ0 Γσ
j
0)∂λ ∧ ∂
0
j(5.21)
+ δ˘σ0 Γσ
i
0 g˘
jρ(1
2
∂ρgˆ00 − δ˘
τ
0∂τ g˘0ρ)∂
0
i ∧ ∂
0
j
)
,
which, in the adapted base (5.1), reads as
γ ∧ Λ♯(Lγτ) = (α
0)2
(
1
2
g˘jρ∂ρgˆ00 + g˘0ρ δ˘
σ
0 ∂σ g˘
jρ − δ˘σ0 Γσ
j
0
)
e0 ∧ e
0
j .(5.22)
Proof. We have
Lγτ = −α
0 δ˘ρ0
[
∂ρ(α
0g˘0λ)− ∂λ(α
0g˘0ρ) + ∂
0
p(α
0g˘0λ)Γρ
p
0
]
dλ
= −(α0)2 δ˘ρ0
[
∂ρg˘0λ − ∂λg˘0ρ + g˘pλΓρ
p
0 +
1
2
(α0)2(g˘0λ∂ρgˆ00 − g˘0ρ∂λgˆ00)
]
dλ .
Then, we have
Λ♯(Lγτ) = −
α0
c
g˘iλ δ˘ρ0
[
∂ρg˘0λ − ∂λg˘0ρ + g˘pλΓρ
p
0 +
1
2
(α0)2(g˘0λ∂ρgˆ00 − g˘0ρ∂λgˆ00)
]
∂0i
= α
0
c
[
1
2
g˘iλ∂λgˆ00 + g˘0λδ˘
ρ
0∂ρg˘
iλ − Γρ
i
0δ˘
ρ
0
]
∂0i
and
γ ∧ Λ♯(Lγτ) = (α
0)2 δ˘λ0 (∂λ + Γλ
i
0 ∂
0
i ) ∧ (
1
2
g˘jρ ∂ρgˆ00 + g˘0ρ δ˘
σ
0 ∂σ g˘
jρ − δ˘σ0 Γσ
j
0) ∂
0
j . 
5.25. Corollary. In the adapted base (5.21) we have the coordinate expression
[−
1
c2
γ,Λ]−
1
c2
γ ∧ Λ♯(Lγ τ) =
[(α0)2
c2
gˆij δ˘ρ0 (
1
2
∂ρgˆ00 + g˘0p Γρ
p
0)(5.23)
+
1
c2
(
g˘jρ Γρ
i
0 − δ˘
ρ
0
(
∂ρgˆ
ji − g˘i0 Γρ
j
0 − gˆ
pi ∂0pΓρ
j
0
))]
ei ∧ e
0
j
−
1
c2
g˘jλ δ˘ρ0Rλρ
i
0 e
0
i ∧ e
0
j .
Proof. It follows from (5.20) and (5.22). 
Then, we compute the Schouten bracket between Λ and Λ .
5.26. Lemma. The scaled 3-vector
[Λ,Λ] : J1E → (T
2 ⊗ L−4)⊗ Λ3TJ1E ,
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has the coordinate expression
[Λ,Λ] =
2
c2
[
δ˘λ0 g˘
jµ ∂λ ∧ ∂µ ∧ ∂
0
i + (δ˘
λ
0 g˘
jρ − δ˘ρ0 g˘
jλ) Γρ
i
0 ∂λ ∧ ∂
0
i ∧ ∂
0
j(5.24)
+ δ˘σ0 g˘
kρ Γσ
i
0 Γρ
j
0 ∂
0
i ∧ ∂
0
j ∧ ∂
0
k
]
+
2
c2
[
g˘jρ g˘kλ (1
2
∂ρgˆ00 + g˘0p Γρ
p
0)
+
1
(α0)2
g˘kρ (∂ρg˘
jλg0λ Γρ
j
0 − g˘
pλ ∂0pΓρ
j
0)
]
(∂λ + Γλ
i
0 ∂
0
i ) ∧ ∂
0
j ∧ ∂
0
k
+
1
(c α0)2
g˘iρ g˘jσ Rρσ
k
0 ∂
0
i ∧ ∂
0
j ∧ ∂
0
k .
Proof. We have
[Λ,Λ] = 2
c2
δ˘λ0 g˘
jµ ∂λ ∧ ∂µ ∧ ∂
0
i
+ 2
c2
[
g˘iρ g˘jλ (1
2
∂ρgˆ00 + g˘0p Γρ
p
0) + δ˘
λ
0 g˘
jρ Γρ
i
0 − δ˘
ρ
0 g˘
jλ Γρ
i
0
+ 1
(α0)2
g˘jρ
(
∂ρg˘
iλ − g0λ Γρ
i
0 − g˘
pλ ∂0pΓρ
i
0
)]
∂λ ∧ ∂
0
i ∧ ∂
0
j
+ 2
c2
[
g˘iσ g˘jρ Γρ
k
0 (
1
2
∂σgˆ00 + g˘0p Γσ
p
0) + δ˘
σ
0 g˘
kρ Γσ
i
0 Γρ
j
0
+ 1
(α0)2
(
g˘iσ ∂σ(g˘
kρ Γρ
j
0) + g
0ρ g˘iσ Γρ
j
0 Γσ
k
0
+ (g˘iσ Γσ
p
0 − g˘
pσ Γσ
i
0) ∂
0
p(g˘
kρ Γρ
j
0)
)]
∂0i ∧ ∂
0
j ∧ ∂
0
k
= 2
c2
δ˘λ0 g˘
jµ ∂λ ∧ ∂µ ∧ ∂
0
i
+ 2
c2
[
g˘iρ g˘jλ (1
2
∂ρgˆ00 + g˘0p Γρ
p
0) + (δ˘
λ
0 g˘
jρ − δ˘ρ0 g˘
jλ) Γρ
i
0
+ 1
(α0)2
g˘jρ
(
∂ρg˘
iλ − g0λ Γρ
i
0 − g˘
pλ ∂0pΓρ
i
0
)]
∂λ ∧ ∂
0
i ∧ ∂
0
j
+ 2
c2
[
g˘iσ g˘jρ Γρ
k
0 (
1
2
∂σgˆ00 + g˘0p Γσ
p
0) + δ˘
σ
0 g˘
kρ Γσ
i
0 Γρ
j
0
+ 1
(α0)2
(
− 1
2
g˘iσ g˘kρRσρ
j
0
+ g˘iσ Γρ
j
0 (∂σg˘
kρ − g0ρ Γσ
k
0 − g˘
pρ ∂0pΓσ
k
0)
)]
∂0i ∧ ∂
0
j ∧ ∂
0
k . 
5.27. Lemma. In the adapted base (5.1) we have the coordinate expression
[Λ,Λ] = 2
c2
[
gˆkj e0 ∧ ej ∧ e
0
k + g˘
kρ
(
Γρ
j
0 − g˘0λ ∂ρg˘
jλ
)
e0 ∧ e
0
j ∧ e
0
k(5.25)
+
(
gˆki g˘jρ (1
2
∂ρgˆ00 + g˘0p Γρ
p
0)
+ 1
(α0)2
g˘kρ (∂ρgˆ
ji − g˘i0 Γρ
j
0 − gˆ
pi ∂0pΓρ
j
0)
)
ei ∧ e
0
j ∧ e
0
k
+ 1
(α0)2
g˘iρ g˘jσ Rρσ
k
0 e
0
i ∧ e
0
j ∧ e
0
k
]
.
Proof. It follows from (5.24) and (5.1). 
5.28. Lemma. In the adapted base (5.1) we have the coordinate expression
γ ∧ (Λ♯ ⊗ Λ♯)(dτ) =
1
c2
[
gˆjk e0 ∧ ej ∧ e
0
k(5.26)
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+ g˘jρ
(
g˘0σ ∂ρg˘
kσ − g˘jρ Γρ
k
0
)
e0 ∧ e
0
j ∧ e
0
k
]
.
Proof. We have
(Λ♯ ⊗ Λ♯)(dτ) = 1
c3α0
[
g˘jλ ∂λ ∧ ∂
0
j
−
(
g˘iλ g˘jµ ∂λg˘0µ + g˘
iρ Γρ
j
0 − g˘
jρ Γρ
i
0
)
∂0i ∧ ∂
0
j
]
Then
γ ∧ (Λ♯ ⊗ Λ♯)(dτ) = 1
c2
(
δ˘ν0 (∂ν + Γν
k
0 ∂
0
k
)
∧
[
g˘jλ ∂λ ∧ ∂
0
j
−
(
g˘iλ g˘jµ ∂λg˘0µ + g˘
iρ Γρ
j
0 − g˘
jρ Γρ
i
0
)
∂0i ∧ ∂
0
j
]
= 1
c2
[
δ˘λ0 g˘
kµ ∂λ ∧ ∂µ ∧ ∂
0
k
+
(
− δ˘λ0 (g˘
jρ g˘kσ ∂ρg˘0σ + g˘
jρ Γρ
k
0 − g˘
kρ Γρ
j
0) + δ˘
ρ
0 g˘
jλ Γρ
k
0
)
∂λ ∧ ∂
0
j ∧ ∂
0
k
− δ˘ρ0 Γρ
k
0
(
g˘iλ g˘jµ ∂λg˘0µ + g˘
iρ Γρ
j
0 − g˘
jρ Γρ
i
0
)
∂0i ∧ ∂
0
j ∧ ∂
0
k
]
.
Then, in the adapted base (5.1) we obtain the Lemma. 
5.29. Lemma. In the adapted base (5.1) we have the coordinate expression
[Λ,Λ]− 2 γ ∧ (Λ♯ ⊗ Λ♯)(dτ) =
2
c2
[(
gˆki g˘jρ (1
2
∂ρgˆ00 + g˘0p Γρ
p
0)(5.27)
+
1
(α0)2
g˘kρ (∂ρgˆ
ji − g˘i0 Γρ
j
0 − gˆ
pi ∂0pΓρ
j
0)
)
ei ∧ e
0
j ∧ e
0
k
+
1
(α0)2
g˘iρ g˘jσ Rρσ
k
0 e
0
i ∧ e
0
j ∧ e
0
k
]
Proof. It follows from (5.25) and (5.26). 
5.30. Lemma. The pair (− 1
c2
γ,Λ) is a scaled almost–coPoisson–Jacobi structure along
with the fundamental 1–form −c2 τ if and only if the following identities are satisfied
(α0)2 gˆji δ˘ρ0 (
1
2
∂ρgˆ00 + g˘0p Γρ
p
0)(5.28)
−δ˘ρ0 (∂ρgˆ
ji − g˘i0 Γρ
j
0 − gˆ
pi ∂0pΓρ
j
0) + g˘
jρ Γρ
i
0 = 0 ,
g˘jλ δ˘ρ0Rλρ
i
0 − g˘
iλ δ˘ρ0Rλρ
j
0 = 0 ,(5.29)
(α0)2 (g˘jρ gˆki − g˘kρ gˆji) (1
2
∂ρgˆ00 + g˘0p Γρ
p
0)(5.30)
+g˘kρ (∂ρgˆ
ji − g˘i0 Γρ
j
0 − gˆ
pi ∂0pΓρ
j
0)− g˘
jρ (∂ρgˆ
ki − g˘i0 Γρ
k
0 − gˆ
pi ∂0pΓρ
k
0) = 0 ,
g˘iσ g˘kρRρσ
j
0 + g˘
jσ g˘iρRρσ
k
0 + g˘
kσ g˘jρRρσ
i
0 = 0 .(5.31)
Proof. (− 1
c2
γ,Λ) is a scaled almost–coPoisson–Jacobi structure along with the fundamen-
tal 1–form−c2 τ if and only if [− 1
c2
γ,Λ] = −(− 1
c2
γ)∧Λ♯
(
L
−
1
c2
γ
(−c2 τ)
)
= 1
c2
γ∧Λ♯(LΓ τ)
and [Λ,Λ] = − 2
c2
γ ∧ (Λ♯ ⊗ Λ♯)(−c2 dτ) = 2 γ ∧ (Λ♯ ⊗ Λ♯)(dτ) .
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But, in virtue of Corollary 5.25, [− 1
c2
γ,Λ] = 1
c2
γ ∧ Λ♯(Lγ τ) if and only if (5.28) and
(5.29) are satisfied. Moreover, in virtue of Lemma 5.29, [Λ,Λ] = 2 γ ∧ (Λ♯ ⊗ Λ♯)(dτ) if
and only if (5.30) and (5.31) are satisfied. 
5.31. Theorem. The pair (− 1
c2
γ,Λ) is a scaled almost–coPoisson–Jacobi structure
along with the fundamental 1–form −c2 τ if and only if the conditions (5.13) are satisfied.
Proof. 1st proof. By Theorem 1.1 the structure (−c2 τ,Ω) is a scaled almost–cosymplectic–
contact structure if and only if the dual structure (− 1
c2
γ,Λ) is a scaled almost–coPoisson–
Jacobi structure along with the fundamental 1–form −c2 τ . On the other hand, according
Theorem 5.19, (−c2 τ,Ω) is a scaled almost–cosymplectic–contact structure if and only if
the conditions (5.13) are satisfied.
2nd proof. Next, we prove Thorem directly in local coordinates.
From Lemma 5.30 it folows that (− 1
c2
γ,Λ) is a scaled almost–coPoisson–Jacobi struc-
ture along with the fundamental 1–form −c2 τ if and only if (5.28) – (5.31) are satisfied.
We have the coordinate expression (5.15) of LR τ and, in the adapted base (5.2), we
obtain
LR τ = −
2α0
c
gˆip δ˘
ρ
0Rρk
p
0 ǫ
i ∧ ǫ0 ∧ ǫk
− α
0
c
gˆip
(
Rjk
p
0 + (α
0)2 δ˘ρ0 (g˘0j Rρk
p
0 + g˘0k Rjρ
p
0)
)
ǫi ∧ ǫj ∧ ǫk
Then ♯(LR τ) , in the adapted base (5.1), has the coordinate expression
♯(LR τ) = −
2 ~α0
mc5
gˆpk δ˘ρ0Rρp
i
0 e
0
i ∧ e0 ∧ e
0
k
− 1
c4 (α0)2
(
gˆpj gˆqk Rpq
i
0 + g˘
0j gˆpk δ˘ρ0Rρp
i
0 + g˘
0k gˆpj δ˘ρ0Rpρ
i
0
)
e0i ∧ e
0
j ∧ e
0
k .
The identity gˆip = δ˘pλ g˘
iλ implies
gˆip δ˘ρ0Rρp
j
0 = g˘
iλ δ˘ρ0Rρλ
j
0 − g˘
0i δ˘ρ0 δ˘
σ
0 Rρσ
i
0 = g˘
iλ δ˘ρ0Rρλ
j
0
and, similarly,
gˆpj gˆqk Rpq
i
0 = g˘
jλ g˘kµ (Rλµ
i
0 − δ
0
λ δ˘
ρ
0Rρµ
i
0 − δ
0
µ δ˘
ρ
0Rλρ
i
0) .
Then,
♯(LR τ) = −
2 ~α0
mc5
g˘kλ δ˘ρ0Rρλ
i
0 e
0
i ∧ e0 ∧ e
0
k
− 1
c4 (α0)2
(
g˘jλ g˘kµ (Rλµ
i
0 − δ
0
λ δ˘
ρ
0Rρµ
i
0 − δ
0
µ δ˘
ρ
0Rλρ
i
0)
+ g˘0j g˘kµ δ˘ρ0Rρµ
i
0 + g˘
0k g˘jλ δ˘ρ0Rλρ
i
0
)
e0i ∧ e
0
j ∧ e
0
k
= −2 ~α
0
mc5
g˘kλ δ˘ρ0Rρλ
i
0 e
0
i ∧ e0 ∧ e
0
k −
1
c4 (α0)2
g˘jλ g˘kµRλµ
i
0 e
0
i ∧ e
0
j ∧ e
0
k .
Then, LR τ = 0 if and only if
♯(LR τ) = 0 , i.e., if and only if (5.29) and (5.31) are
satisfied.
Further, let us consider a scaled vector field X ∈ sec(E,L−2 ⊗ TE) . Then, ντ (X) ∈
sec(J1E,T ⊗ L
−2 ⊗ V J1E) ⊂ sec(J1E, VτJ1E) and there exists a unique 1–form ω ∈
sec(J1E, V
∗
γ J1E) such that ντ (X) = Λ
♯(ω) . In the adapted base (5.1)
ντ (X) =
1
c α0
X˜ i e0i =
1
c α0
gˆip ω˜p e
0
i = Λ
♯(ω) .
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Next, let us refer to the coordinate expression 5.17 of Lντ (X) LΓ τ . Then, in the adapted
base (5.2), we obtain
LΛ♯(ω) LΓ τ = −
1
c2 α0
δ˘ρ0
[
∂ρ(α
0 g˘pj) + ∂
0
p(α
0 g˘jq Γρ
q
0)
− ∂j(α
0 g˘pρ)− ∂
0
p(α
0 g˘qµ Γj
q
0)
]
gˆip ω˜i ǫ
0 ∧ ǫj
− 1
c2 α0
[
∂j(α
0 g˘pk) + ∂
0
p(α
0 g˘qk Γj
q
0) + (α
0)2 g˘0j δ˘
ρ
0 (∂ρ(α
0 g˘pk)
+ ∂0p(α
0 g˘kq Γρ
q
0)) + (α
0)2 g˘0k δ˘
ρ
0 ∂
0
p(α
0 g˘qµ Γj
q
0))
]
gˆpi ω˜i ǫ
j ∧ ǫk .
Then ♯(LΛ♯(ω) LΓ τ) has the coordinate expression, in the adapted base (5.1),
♯(LΛ♯(ω) LΓ τ) = −
~
mc5
gˆks gˆpi δ˘ρ0
[
∂ρ(α
0 g˘ps) + ∂
0
p(α
0 g˘sq Γρ
q
0)
− ∂s(α
0 g˘pρ)− ∂
0
p(α
0 g˘qρ Γs
q
0)
]
ω˜i e0 ∧ e
0
j
− 1
c4 (α0)3
gˆpi gˆjr gˆks
[
∂0p(α
0 g˘qs Γr
q
0) + (α
0)2 g˘0s δ˘
ρ
0 ∂
0
p(α
0 g˘qµ Γr
q
0))
+ ∂r(α
0 g˘ps) + (α
0)2 g˘0r δ˘
ρ
0 (∂ρ(α
0 g˘ps) + ∂
0
p(α
0 g˘sq Γρ
q
0))
]
ω˜i e
0
j ∧ e
0
k
= − ~α
0
mc5
[
(α0)2 gˆji δ˘ρ0 (
1
2
∂ρgˆ00 + g˘0p Γρ
p
0)
− δ˘ρ0 (∂ρgˆ
ji − g˘i0 Γρ
j
0 − gˆ
pi ∂0pΓρ
j
0) + g˘
jρ Γρ
i
0
]
ω˜i e0 ∧ e
0
j
− 1
c4 (α0)2
[
(α0)2 gˆki g˘jρ (1
2
∂ρgˆ00 + g˘0q Γρ
q
0)
− g˘jρ (∂ρgˆ
ki − g˘i0 Γρ
k
0 − gˆ
pi ∂0pΓρ
k
0)
]
ω˜i e
0
j ∧ e
0
k
Then Lντ (X) LΓ τ = 0 if and only if LΛ♯(ω) LΓ τ = 0 , i.e., if and only if the equalities (5.28)
and (5.30) are satisfied. 
We can summarize the main results of the previous two sections as follows.
5.32. Theorem. The following assertions are equivalent.
(1) Lντ (X) LΓ τ = 0 , ∀X ∈ sec(E, TE) , and LR τ = 0 .
(2) dΩ = 0 , i.e. (−c2 τ, Ω) is a (scaled) almost–cosymplectic–contact structure.
(3) [− 1
c2
γ, Λ] = 1
c2
γ ∧ Λ♯(Lγ τ)) and [Λ, Λ] = 2 γ ∧ (Λ
♯ ⊗ Λ♯)(dτ)) , i.e. (− 1
c2
γ, Λ) is
a (scaled) almost–coPoisson–Jacobi structure along with the fundamental 1–form −c2 τ .
Moreover, the almost–cosymplectic–contact pair (−c2 τ, Ω) and the almost–coPoisson–
Jacobi 3–plet (− 1
c2
γ, Λ, −c2 τ) are mutually dual. 
5.5. Contact structure. Next, we analyse the conditions by which the pair (−c2 τ , Ω)
is a contact pair, i.e. Ω = −c2 dτ . As a direct consequence of Theorem 5.19 we obtain that
if LΓ τ = 0 , then the pair (−c
2 τ , Ω) is a scaled almost–cosymplectic–contact structure.
Indeed, the condition LΓ τ = 0 implies Lντ (X) LΓ τ = 0 and LR τ = 0 , because of LR τ =
−L[Γ,Γ] τ = −2LΓ LΓ τ . Hence, by Theorem 5.19, if LΓτ = 0 , then the pair (−c
2 τ , Ω) is
a scaled almost–cosymplectic–contact structure. But, in this case we can prove more.
5.33. Lemma. We have
dΩ = c2 dLΓ τ .
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Proof. We have
dLΓ τ = −
1
c
[
∂ν
(
∂λ(α
0 g˘0µ) + Γλ
j
0 ∂
0
j (α
0 g˘0µ)
)
dν ∧ dλ ∧ dµ
+ ∂0i
(
∂λ(α
0 g˘0µ) + Γλ
j
0 ∂
0
j (α
0 g˘0µ)
)
di0 ∧ d
λ ∧ dµ
]
= −1
c
[
∂ν(α
0 g˘jµ Γλ
j
0) d
ν ∧ dλ ∧ dµ
+
(
∂λ(α
0 g˘iµ) + ∂
0
i (α
0 g˘jµ Γλ
j
0)
)
di0 ∧ d
λ ∧ dµ
]
.
Hence, we obtain the Lemma by comparing the above equality with (5.7). 
5.34. Corollary. The difference Ω− c2 LΓ τ is an exact form. More precisely, we have
Ω− c2 LΓ τ = −c
2 dτ .
Proof. We have
Ω− c2 LΓ τ = c α
0 g˘iµ (d
i
0 − Γλ
i
0 d
λ) ∧ dµ + c (∂λ(α
0 g˘0µ) + α
0 g˘pµ Γλ
p
0) d
λ ∧ dµ
= c
(
α0 g˘iµ d
i
0 ∧ d
µ + ∂λ(α
0 g˘0µ) d
λ ∧ dµ
)
= c
(
∂0i (α
0 g˘0µ) d
i
0 ∧ d
µ + ∂λ(α
0 g˘0µ) d
λ ∧ dµ
)
= −c2 dτ . 
5.35. Theorem. The pair (−c2 τ,Ω) is a scaled contact structure if and only if LΓ τ =
0 . 
5.6. Jacobi structure. Next, we analyse conditions for the pair (− 1
c2
γ,Λ) to be a scaled
Jacobi structure.
5.36. Lemma. We have the coordinate expression
γ ∧ Λ = δ˘λ0 g˘
iµ ∂λ ∧ ∂µ ∧ ∂
0
i + (δ˘
λ
0 g˘
jρ − δ˘ρ0 g˘
jλ) Γρ
i
0 ∂λ ∧ ∂
0
i ∧ ∂
0
j(5.32)
+ δ˘ρ0 g˘
kσ Γρ
i
0 Γσ
j
0 ∂
0
i ∧ ∂
0
j ∧ ∂
0
k
and, in the adapted base (5.1),
(5.33) γ ∧ Λ = gˆij e0 ∧ ei ∧ e
0
i .
Proof. It follows from the coordinate expressions
γ = c α0 δ˘λ0 (∂λ + Γλ
i
0 ∂
0
i ) = c α
0 e0
and
Λ =
1
c α0
g˘jλ (∂λ + Γλ
i
0 ∂
0
i ) ∧ ∂
0
j =
1
c α0
gˆijei ∧ e
0
j . 
5.37. Lemma. In the adapted base (5.1) we have the coordinate expression
[Λ,Λ]−
2
c2
γ ∧ Λ =
2
c2
[
g˘kρ
(
Γρ
j
0 − g˘0λ ∂ρg˘
jλ
)
e0 ∧ e
0
j ∧ e
0
k(5.34)
+
(
gˆki g˘jρ (1
2
∂ρgˆ00 + g˘0p Γρ
p
0)
+
1
(α0)2
g˘kρ (∂ρgˆ
ji − g˘i0 Γρ
j
0 − gˆ
pi ∂0pΓρ
j
0)
)
ei ∧ e
0
j ∧ e
0
k
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+
1
(α0)2
g˘iρ g˘jσ Rρσ
k
0 e
0
i ∧ e
0
j ∧ e
0
k
]
.
Proof. It follows from (5.25) and (5.33). 
5.38. Lemma. LΓ τ = 0 if and only if the identities
1
2
g˘jρ ∂ρgˆ00 + δ˘
ρ
0 (g˘0λ ∂ρg˘
jλ − Γρ
j
0) = 0 ,(5.35)
g˘iρ (g˘0λ ∂ρg˘
jλ − Γρ
j
0)− g˘
jρ (g˘0λ ∂ρg˘
iλ − Γρ
i
0) = 0 .(5.36)
are satisfied.
Proof. In the adapted base (5.1) we have
♯(LΓτ) =
~(α0)2
mc4
(
1
2
g˘jρ ∂ρgˆ00 + δ˘
ρ
0 (g˘0λ ∂ρg˘
jλ − Γρ
j
0)
)
e0 ∧ e
0
j
+ 1
c3 α0
g˘iρ
(
g˘0λ ∂ρg˘
jλ − Γρ
j
0
)
e0i ∧ e
0
j .
Then, LΓ τ = 0 if and only if
♯(LΓτ) = 0 , i.e. if and only if the identities (5.35) and (5.36)
are satisfied. 
5.39. Lemma. The pair (− 1
c2
γ,Λ) is a scaled Jacobi structure if and only if the iden-
tities (5.35) and (5.36) are satisfied.
Proof. The pair (− 1
c2
γ,Λ) is a scaled Jacobi structure if and only if [− 1
c2
γ,Λ] = 0 and
[Λ,Λ] = 2
c2
γ ∧ Λ . According to the coordinate expressions in Lemmas 5.23 and 5.37,
these conditions are satisfied if and only if the identities (5.28) – (5.31), (5.35) and (5.36)
are satisfied. But, we can prove that the identities (5.35) and (5.36) imply the identities
(5.28) – (5.31).
First, let us prove that the identities (5.35) and (5.36) imply the identities (5.29) and
(5.31). But it follows from the fact that the identities (5.35) and (5.36) are satisfied if and
only if LΓ τ = 0 . But, in this case LR τ = −L[Γ,Γ] τ = −2LΓ LΓ τ = 0 , which is equivalent
to the identities (5.29) and (5.31).
Next, let us recall the identities gˆip δρp = g˘
iρ − g˘i0 δ˘ρ0 , gˆ
ip gpλ = δ˘
i
λ − g˘
i0 g˘0λ and g
0λ =
(α)2 (g˘0p g˘
pλ − δ˘λ0) . Hence, if we apply the operator gˆ
ip ∂0p on the left hand side of the
identity (5.35) and we suppose that the identities (5.35) and (5.36) are satisfied, then we
obtain
0 =− 1
2
gˆij g0ρ ∂ρgˆ00 + gˆ
ip g˘jρ ∂ρg˘0p + (gˆ
ip δρp g˘0λ + gˆ
ip δ˘ρ0 gpλ) ∂ρg˘
jλ
− gˆip δρp Γρ
j
0 − gˆ
ij g˘0λ δ˘
ρ
0 ∂ρg
0λ − gˆip δ˘ρ0 ∂
0
pΓρ
j
0
=− 1
2
gˆij g0ρ ∂ρgˆ00 − g˘
jρ g˘0p δ˘
p
λ ∂ρg˘
iλ − g˘jρ g˘i0 ∂ρgˆ00 +
1
(α0)2
g˘jρ ∂ρg˘
i0 − gˆij g˘0λ δ˘
ρ
0 ∂ρg
0λ
− gˆip δ˘ρ0 ∂
0
pΓρ
j
0 + (g˘
iρ g˘0λ − 2 g˘
i0 δ˘ρ0 g˘0λ + δ˘
i
λ δ˘
ρ
0) ∂ρg˘
jλ − (g˘iρ − g˘i0 δ˘ρ0) Γρ
j
0
=− 1
2
gˆij g0ρ ∂ρgˆ00 − g˘
jρ g˘i0 ∂ρgˆ00 − g˘0λ (g˘
jρ ∂ρg˘
iλ − g˘iρ ∂ρg˘
jλ)− gˆij g˘0λ δ˘
ρ
0 ∂ρg
0λ
− 2 g˘i0 δ˘ρ0 g˘0λ ∂ρg˘
jλ + δ˘ρ0 ( ∂ρgˆ
ij + g˘i0 Γρ
j
0 − gˆ
ip ∂0pΓρ
j
0)− g˘
iρ Γρ
j
0
=− (α0)2 gˆij δ˘ρ0 (
1
2
∂ρgˆ00 + g˘0p Γρ
p
0) + δ˘
ρ
0 ( ∂ρgˆ
ij − g˘i0 Γρ
j
0 − gˆ
ip ∂0pΓρ
j
0)− g˘
jρ Γρ
i
0 .
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Hence, the identities (5.35) and (5.36) imply the identity (5.28).
Finally, we apply the same method on the left hand side of the identity (5.36) and
obtain
0 =− gˆik g0ρ (g˘0λ ∂ρg˘
jλ − Γρ
j
0) + g˘
kρ (gˆpi gpλ ∂ρg˘
jλ − gˆij g˘0λ ∂ρg
0λ − gˆip ∂0pΓρ
j
0)
+ gˆij g0ρ (g˘0λ ∂ρg˘
kλ − Γρ
k
0)− g˘
jρ (gˆpi gpλ ∂ρg˘
kλ − gˆik g˘0λ ∂ρg
0λ − gˆip ∂0pΓρ
k
0)
= gˆik g0ρ (g˘jλ ∂ρg˘0λ + Γρ
j
0) + g˘
kρ (∂ρgˆ
ij + gˆij g0λ ∂ρg˘0λ − gˆ
ip ∂0pΓρ
j
0)
− gˆij g0ρ (g˘kλ ∂ρg˘0λ + Γρ
k
0)− g˘
jρ (∂ρgˆ
ik + gˆik g0λ ∂ρg˘0λ − gˆ
ip ∂0pΓρ
k
0)
− g˘i0 (g˘kρ g˘0λ ∂ρg˘
jλ − g˘jρ g˘0λ ∂ρg˘
kλ)
= (gˆik g0ρ g˘jλ + gˆij g0λ g˘kρ) ∂ρg˘0λ + gˆ
ik g0ρ Γρ
j
0 + g˘
kρ (∂ρgˆ
ij − g˘i0 Γρ
j
0 − gˆ
ip ∂0pΓρ
j
0)
− (gˆij g0ρ g˘kλ + gˆik g0λ g˘jρ) ∂ρg˘0λ − gˆ
ij g0ρ Γρ
k
0 − g˘
jρ (∂ρgˆ
ik − g˘i0 Γρ
k
0 − gˆ
ip ∂0pΓρ
k
0)
= g0ρ (gˆik g˘jλ − gˆij g˘kλ) ∂ρg˘0λ − g
0λ (gˆik g˘jρ − gˆij g˘kρ) ∂ρg˘0λ + g
0ρ (gˆik Γρ
j
0 − gˆ
ij Γρ
k
0)
+ g˘kρ (∂ρgˆ
ij − g˘i0 Γρ
j
0 − gˆ
ip ∂0pΓρ
j
0)− g˘
jρ (∂ρgˆ
ik − g˘i0 Γρ
k
0 − gˆ
ip ∂0pΓρ
k
0)
= (α0)2 (δ˘λ0 − g˘0p g˘
pλ) (gˆik g˘jρ − gˆij g˘kρ) ∂ρg˘0λ
− (α0)2 (δ˘ρ0 − g˘0p g˘
pρ)
(
g˘0λ (gˆ
ij ∂ρg˘
kλ − gˆik ∂ρg˘
jλ) + gˆik Γρ
j
0 − gˆ
ij Γρ
k
0
)
+ g˘kρ (∂ρgˆ
ij − g˘i0 Γρ
j
0 − gˆ
ip ∂0pΓρ
j
0)− g˘
jρ (∂ρgˆ
ik − g˘i0 Γρ
k
0 − gˆ
ip ∂0pΓρ
k
0)
= (α0)2 (gˆik g˘jρ − gˆij g˘kρ) ∂ρgˆ00 − (α
0)2 g˘0p g˘0λ (gˆ
ik g˘jρ − gˆij g˘kρ) ∂ρg˘
pλ
− (α0)2 (δ˘ρ0 − g˘0p g˘
pρ)
(
g˘0λ (gˆ
ij ∂ρg˘
kλ − gˆik ∂ρg˘
jλ) + gˆik Γρ
j
0 − gˆ
ij Γρ
k
0
)
+ g˘kρ (∂ρgˆ
ij − g˘i0 Γρ
j
0 − gˆ
ip ∂0pΓρ
j
0)− g˘
jρ (∂ρgˆ
ik − g˘i0 Γρ
k
0 − gˆ
ip ∂0pΓρ
k
0)
= (α0)2 (gˆik g˘jρ − gˆij g˘kρ) ∂ρgˆ00
− (α0)2 δ˘ρ0
(
gˆij (g˘0λ ∂ρg˘
kλ − Γρ
k
0)− gˆ
ik (g˘0λ ∂ρg˘
jλ − Γρ
j
0)
)
+ (α0)2 g˘0p
(
gˆik (g˘jρ g˘0λ ∂ρg˘
pλ − g˘pρ g˘0λ ∂ρg˘
jλ)− gˆij (g˘kρ g˘0λ ∂ρg˘
pλ − g˘pρ g˘0λ ∂ρg˘
kλ)
)
+ g˘kρ (∂ρgˆ
ij − g˘i0 Γρ
j
0 − gˆ
ip ∂0pΓρ
j
0)− g˘
jρ (∂ρgˆ
ik − g˘i0 Γρ
k
0 − gˆ
ip ∂0pΓρ
k
0)
= + (α0)2 (gˆik g˘jρ − gˆij g˘kρ) ∂ρgˆ00 +
1
2
(α0)2 (gˆij g˘kρ − gˆik g˘jρ) ∂ρgˆ00
+ (α0)2 g˘0p
(
gˆik (g˘jρ Γρ
p
0 − g˘
pρ Γρ
j
0)− gˆ
ij (g˘kρ Γρ
p
0 − g˘
pρ Γρ
k
0)
)
+ g˘kρ (∂ρgˆ
ij − g˘i0 Γρ
j
0 − gˆ
ip ∂0pΓρ
j
0)− g˘
jρ (∂ρgˆ
ik − g˘i0 Γρ
k
0 − gˆ
ip ∂0pΓρ
k
0)
= (α0)2 (gˆik g˘jρ − gˆij g˘kρ) (1
2
∂ρgˆ00 + g˘0p Γρ
p
0)
+ g˘kρ (∂ρgˆ
ij − g˘i0 Γρ
j
0 − gˆ
ip ∂0pΓρ
j
0)− g˘
jρ (∂ρgˆ
ik − g˘i0 Γρ
k
0 − gˆ
ip ∂0pΓρ
k
0) .
So, the identities (5.35) and (5.36) imply the identity (5.30). 
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5.40. Theorem. The pair (− 1
c2
γ,Λ) is a scaled Jacobi structure if and only if
LΓ τ = 0 .
Proof. 1st proof. By Theorem 1.1 the structure (−c2 τ,Ω) is a scaled contact structure if
and only if the dual structure (− 1
c2
γ,Λ) is a scaled Jacobi structure. But, according to
Theorem 5.35, (−c2 τ,Ω) is a scaled contact structure if and only if LΓ τ = 0 .
2nd proof. By Lemma 5.39 (− 1
c2
γ,Λ) is a scaled Jacobi structute if and only if the
identities (5.35) and (5.36) are satisfied but, by Lemma 5.38, it is equivalent with LΓ τ =
0 . 
We can summarize the above results as follows.
5.41. Theorem. The following assertions are equivalent.
(1) LΓ τ = 0 .
(2) Ω = −c2 dτ , i.e. (−c2 τ,Ω) is a (scaled) contact structure.
(3) [− 1
c2
γ,Λ] = 0 and [Λ,Λ] = 2
c2
γ ∧ Λ , i.e. (− 1
c2
γ,Λ) is a (scaled regular) Jacobi
structure.
Moreover, the contact structure (−c2 τ,Ω) and the Jacobi structure (− 1
c2
γ,Λ) are mu-
tually dual. 
6. Contact and Jacobi structures: linear case
Next, we specialise the results of the previous section concerning the contact and
Jacobi structures, by considering the phase connection Γ = χ(K) induced by a lin-
ear spacetime connection K . Thus, in this section, we refer to the induced objects
Ω = Ω[g,K] = Ω[g, χ(K)] , Λ = Λ[g,K] = Λ[g, χ(K)] , γ = γ[K] = γ[χ(K)] .
6.1. Covariant derivatives and the adapted base. We start with some technical
formulas concerning the covariant derivatives ∇ with respect to the connection K of the
metric in the orthogonal adapted bases (b0, b1) and (β
0, βi) .
6.1. Lemma. We have
∇λg˘0µ =: (∇λg)(b0, ∂µ) = δ˘
ν
0∇λgνµ = ∂λg˘0µ + gρµKλ
ρ
σ δ˘
σ
0 + g˘0ρKλ
ρ
µ ,
∇λg˘iµ =: (∇λg)(bi, ∂µ) = ∇λgiµ + (α
0)2 g˘0i∇λg˘0µ
∇λg˘
0µ =: (∇λg¯)(β
0, dµ) = −(α0)2 g˘0ν
(
∂λg
νµ − gρµKλ
ν
ρ − g
νρKλ
µ
ρ
)
,
∇λg˘
iµ =: (∇λg¯)(β
i, dµ) = δ˘iν ∇λg
νµ = ∂λg˘
iµ − δ˘iν g
ρµKλ
ν
ρ − g˘
iρKλ
µ
ρ .
Moreover, we have the identities
g˘0µ∇λg˘
0µ = −g˘0µ∇λg˘0µ , g˘0µ∇λg˘
iµ = −g˘iµ∇λg˘0µ ,
g˘iµ∇λg˘
0µ = −g˘0µ∇λg˘iµ , g˘iµ∇λg˘
jµ = −g˘jµ∇λg˘iµ .
Proof. We have
∇λg = ∇λgνµ d
ν ⊗ dµ = ∇λgνµ
(
δ˘ν0 β
0 + (δνi + (α
0)2 g˘0i δ˘
ν
0) β
i
)
⊗ dµ .
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Then, we obtain
(∇λg)(b0, ∂µ) = δ˘
ν
0∇λgνµ and (∇λg)(bi, ∂µ) = (δ
ν
i + (α
0)2 g˘0i δ˘
ν
0)∇λgνµ .
Analogously, we have
∇λg¯ = ∇λg
νµ ∂ν ⊗ ∂µ = ∇λg
νµ
(
δ˘iν bi − (α
0)2 g˘0ν b0
)
⊗ ∂µ .
Then, we obtain
∇λg(β
0, dµ) = −(α0)2 g˘0ν ∇λg
νµ and ∇λg(β
i, dµ) = δ˘iν∇λg
νµ . 
6.2. Lemma. We have
∇λgˆ00 =: (∇λg)(b0, b0) = −∇λ(α
0)−2 = ∂λgˆ00 + 2 g˘0ρKλ
ρ
σ δ˘
σ
0 ,
∇λgˆi0 =: (∇λg)(bi, b0) = ∇λg˘0i + (α
0)2 g˘0i∇λgˆ00 ,
∇λgˆij =: (∇λg)(bi, bj) = ∇λgij + (α
0)2 (g˘0i∇λg˘0j + g˘0j∇λg˘0i) + (α
0)4 g˘0i g˘0j∇λgˆ00
∇λgˆ
00 =: (∇λg¯)(β
0, β0) = −∇λ(α
0)2 = (α0)4 g˘0ν g˘0µ∇λg
νµ
= (α0)4 (g˘0ν g˘0µ ∂λg
νµ − 2 g˘0σ δ˘
ρ
0Kλ
σ
ρ) ,
∇λgˆ
i0 =: (∇λg¯)(β
i, β0) = −(α0)2 g˘0µ∇λg˘
iµ = −(α0)2
(
g˘0µ ∂λg˘
iµ − (δ˘ρ0 δ˘
i
σ + g˘
iρ g˘0σ Kλ
σ
ρ
)
,
∇λgˆ
ij =: (∇λg¯)(β
i, βj) = δ˘iν δ˘
j
µ∇λg
νµ = ∂λgˆ
ij − (g˘jρ δ˘iσ + g˘
iρ δ˘jσ)Kλ
σ
ρ .
Proof. We have
∇λg = ∇λgνµ d
ν ⊗ dµ
= ∇λgνµ
(
δ˘ν0 β
0 + (δνi + (α
0)2 g˘0i δ˘
ν
0) β
i
)
⊗
(
δ˘µ0 β
0 + (δµj + (α
0)2 g˘0j δ˘
µ
0 ) β
j
)
= ∇λgνµ
[
δ˘ν0 δ˘
µ
0 β
0 ⊗ β0 + δ˘ν0 (δ
µ
j + (α
0)2 g˘0j δ˘
µ
0 ) β
0 ⊗ βj
+ (δνi + (α
0)2 g˘0i δ˘
ν
0) δ˘
µ
0 β
i ⊗ β0 +
(
δνi + (α
0)2 g˘0i δ˘
ν
0
) (
δµj + (α
0)2 g˘0j δ˘
µ
0 )
)
βi ⊗ βj
]
.
Then, we obtain
∇λg(b0, b0) = δ˘
ν
0 δ˘
µ
0 ∇λgνµ ,
∇λg(bi, b0) =
(
δνi δ˘
µ
0 + (α
0)2 g˘0i δ˘
ν
0 δ˘
µ
0
)
∇λgνµ ,
∇λg(bi, bj) =
(
δνi δ˘
µ
j + (α
0)2 (g˘0i δ˘
ν
0 δ
µ
j + g˘0j δ˘
µ
0 δ
ν
i ) + (α
0)4 g˘0i g˘0j δ˘
ν
0 δ˘
µ
0
)
∇λgνµ .
Analogously, we have
∇λg¯ = ∇λg
νµ ∂ν ⊗ ∂µ
= ∇λg
νµ
(
δ˘iν bi − (α
0)2 g˘0ν b0
)
⊗
(
δ˘jµ bj − (α
0)2 g˘0µ b0
)
= ∇λg
νµ
[
δ˘iν δ˘
j
µ bi ⊗ bj − (α
0)2
(
g˘0ν δ˘
j
µ b0 ⊗ bj + g˘0µ δ˘
i
ν bi ⊗ b0
)
+ (α0)4 g˘0ν g˘0µ b0 ⊗ b0
]
.
Then, we obtain
∇λg¯(β
0, β0) = (α0)4 g˘0ν g˘0µ∇λg
νµ , ∇λg¯(β
i, β0) = −(α0)2 g˘0µ δ˘
i
ν ∇λg
νµ ,
∇λg¯(β
i, βj) = δ˘iν δ˘
j
µ∇λg
νµ .
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
6.3. Lemma. We have the following coordinate expressions
dKg = 2 (∇λg˘0µ − g˘0σ Kλ
σ
µ) (d
λ ∧ dµ)⊗ β0(6.1)
+ 2
[
∇λgiµ − giσKλ
σ
µ + (α
0)2 g˘0i (∇λg˘0µ − g˘0σ Kλ
σ
µ)
]
(dλ ∧ dµ)⊗ βi ,
g ⊗ dKg = 2 gˆ00 (∇λg˘0µ − g˘0σ Kλ
σ
µ) (d
λ ∧ dµ)⊗ (β0 ⊗ β0 ⊗ β0)(6.2)
+ 2 gˆij (∇λg˘0µ − g˘0σKλ
σ
µ) (d
λ ∧ dµ)⊗ (βi ⊗ βj ⊗ β0)
+ 2 gˆ00
[
∇λgiµ − giσKλ
σ
µ + (α
0)2 g˘0i (∇λg˘0µ − g˘0σ Kλ
σ
µ)
]
(dλ ∧ dµ)⊗ (β0 ⊗ β0 ⊗ βi)
+ 2 gˆij
[
∇λgkµ − gkσKλ
σ
µ + (α
0)2 g˘0k (∇λg˘0µ − g˘0σKλ
σ
µ)
]
(dλ ∧ dµ)⊗ (βi ⊗ βj ⊗ βk) .
Proof. We have
dKg = 2 (∇λgρµ − gσρKλ
σ
µ) (d
λ ∧ dµ)⊗ dρ
= 2 (∇λg˘0µ − g˘0σKλ
σ
µ) (d
λ ∧ dµ)⊗ β0
+ 2
[
∇λgiµ − giσKλ
σ
µ + (α
0)2 g˘0i (∇λg˘0µ − g˘0σKλ
σ
µ)
]
(dλ ∧ dµ)⊗ βi .
We can write
g = gλµ d
λ ⊗ dµ = gˆ00 β
0 ⊗ β0 + gˆij β
i ⊗ βj ,
hence
g ⊗ dKg = 2 gρσ (∇λgτµ − gωτ Kλ
ω
µ) (d
λ ∧ dµ)⊗ (dρ ⊗ dσ ⊗ dτ)
= 2 gˆ00 (∇λg˘0µ − g˘0σ Kλ
σ
µ) (d
λ ∧ dµ)⊗ (β0 ⊗ β0 ⊗ β0)
+ 2 gˆij (∇λg˘0µ − g˘0σKλ
σ
µ) (d
λ ∧ dµ)⊗ (βi ⊗ βj ⊗ β0)
+ 2 gˆ00
[
∇λgiµ − giσKλ
σ
µ + (α
0)2 g˘0i (∇λg˘0µ − g˘0σ Kλ
σ
µ)
]
(dλ ∧ dµ)⊗ (β0 ⊗ β0 ⊗ βi)
+ 2 gˆij
[
∇λgkµ − gkσKλ
σ
µ + (α
0)2 g˘0k (∇λg˘0µ − g˘0σKλ
σ
µ)
]
(dλ ∧ dµ)⊗ (βi ⊗ βj ⊗ βk) . 
6.4. Lemma. For each X, Y ∈ sec(E, TE) , we have
dKg(X, Y )(d) = 2 (d
∗LK˜ g˜
♭)(X, Y ) ,
where g˜♭ =: id⊗g♭ : T∗ ⊗ TE → T∗ ⊗ (L2 ⊗ T ∗E) .
Proof. The claim follows from the coordinate expressions
dKg(X, Y )(d) = c α
0
(
∂λgµρ + gµσ Kλ
σ
ρ − ∂µgλρ − gλσKµ
σ
ρ
)
δ˘ρ0X
λ Y µ ,
d
∗LK˜ g˜
♭ = c α0 (∂λgµρ + gµσ Kλ
σ
ρ) δ˘
ρ
0 d
λ ∧ dµ . 
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6.5. Lemma. d∗ Υ˜‖ is a horizontal 2-form and, for each X, Y ∈ sec(E, TE) , we have
d
∗ Υ˜‖(X, Y ) =
1
4 c2
(
g(d, Y )(∇Xg)(d,d)− g(d, X)(∇Y g)(d,d)
)
.
Proof. The coordinate expression of d∗ Υ˜‖ from Proposition 4.11 can be rewritten as
d
∗ Υ˜‖ =
1
2
c (α0)3 g˘0µ∇λgˆ00 d
λ ∧ dµ .
Then, we obtain
d
∗ Υ˜‖(X, Y ) =
1
4
c (α0)3 (g˘0µ∇λgˆ00 − g˘0λ∇µgˆ00)X
λ Y µ
=
1
4 c2
(
g(d, Y )(∇Xg)(d,d)− g(d, X)(∇Y g)(d,d)
)
.

6.6. Lemma. We have the coordinate expressions
Lχ(K) τ =
α0
c
(
∇µg˘0λ − g˘0ρKµ
ρ
λ +
1
2
(α0)2 g˘0λ∇µgˆ00
)
dλ ∧ dµ ,(6.3)
LR[χ(K)] τ = −
α0
c
g˘λρR[K]µν
ρ
σ δ˘
σ
0 d
λ ∧ dµ ∧ dν ,(6.4)
Lντ (X) Lχ(K) τ =
1
c2
[
∇µgiλ − giρKµ
ρ
λ(6.5)
+ (α0)2
(
g˘0i (∇µg˘0λ − g˘0ρKµ
ρ
λ) + g˘0λ∇µg˘0i +
1
2
g˘iλ∇µgˆ00
)
+ (α0)4 g˘0i g˘0λ∇µgˆ00
]
X˜ i dλ ∧ dµ .
Proof. The above equalities follow from (5.14), (5.15) and (5.16), by taking into account
the equality Γ = χ(K) and the identities gpµ δ˘
p
ν = gνµ − g˘0µ δ
0
ν , g˘0p δ˘
p
ν = g˘0ν − gˆ00 δ
0
ν , and
gˆip δ˘
p
ν = g˘iν . 
6.7. Lemma. For each X, Y ∈ sec(E, TE) , we have
Lχ(K) τ(X, Y ) =
1
c2
(d∗LK˜ g˜
♭)(X, Y )−
1
c2
d
∗Υ˜‖(X, Y )
= −
1
2 c2
dKg(X, Y )(d) +
1
4 c4
(
g(d, X) (∇Y g)(d,d)− g(d, Y ) (∇Xg)(d,d)
)
.
Proof. It follows from the coordinate expressions (6.1), (6.3) and Lemmas 6.4 and 6.5. 
6.8. Lemma. Lχ(K) τ = 0 if and only if, for each X, Y ∈ sec(E, TE) ,
(6.6) g(b0, b0) dKg(X, Y )(b0) +
1
2
g(b0, X) (∇Y g)(b0, b0)−
1
2
g(b0, Y ) (∇Xg)(b0, b0) = 0 .
Proof. In virtue of the above Lemma 6.7, we have Lχ(K) τ = 0 if and only if
− 1
2 c2
dKg(X, Y )(d) +
1
4 c4
(
g(d, X) (∇Y g)(d,d)− g(d, Y ) (∇Xg)(d,d)
)
= 0 .
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Moreover, by multiplying the above equality by 2 c4 and by taking into account the fact
that g(d,d) = −c2 , the above equality is equivalent to
g(d,d) dKg(X, Y )(d) +
1
2
(
g(d, X) (∇Y g)(d,d)− g(d, Y ) (∇Xg)(d,d)
)
= 0 ,
and, by recalling the coordinate expression d = c α0 b0 , we obtain (6.6). 
6.9. Lemma. Lχ(K) τ = 0 implies
g(b0, b0) dKg(X, Y )(bi) + 2 g(b0, bi) dKg(X, Y )(b0)(6.7)
+ g(b0, X) (∇Y g)(b0, bi)− g(b0, Y ) (∇Xg)(b0, bi)
+ 1
2
g(bi, X) (∇Y g)(b0, b0)−
1
2
g(bi, Y ) (∇Xg)(b0, b0) = 0 ,
2 g(bi, bj) dKg(X, Y )(b0) + 2 g(b0, bi) dKg(X, Y )(bj) + 2 g(b0, bj) dKg(X, Y )(bi)(6.8)
+ g(bi, X) (∇Y g)(b0, bj) + g(bj, X) (∇Y g)(b0, bi)
− g(bi, Y ) (∇Xg)(b0, bj)− g(bj, Y ) (∇Xg)(b0, bi)
+ g(b0, X) (∇Y g)(bi, bj)− g(b0, Y ) (∇Xg)(bi, bj) = 0 ,
2 g(bi, bj) dKg(X, Y )(bk) + 2 g(bk, bi) dKg(X, Y )(bj) + 2 g(bk, bj) dKg(X, Y )(bi)(6.9)
+ g(bi, X) (∇Y g)(bk, bj) + g(bj , X) (∇Y g)(bk, bi)
− g(bi, Y ) (∇Xg)(bk, bj)− g(bj, Y ) (∇Xg)(bk, bi)
+ g(bk, X) (∇Y g)(bi, bj)− g(bk, Y ) (∇Xg)(bi, bj) = 0 .
Proof. Lχ(K) τ = 0 implies L
r
ντ (Z)
Lχ(K) τ = 0 , for each Z ∈ sec(E, TE) and for each
integer r ≥ 1 . Moreover, Lrντ (Z) Lχ(K) τ is a horizontal 2–form and, for each, X, Y ∈
sec(E, TE) , we have (Lrντ (Z) Lχ(K) τ)(X, Y ) = ντ (Z)
r.Lχ(K) τ(X, Y ) . Let us denote the
left hand side of (6.6) by K(X, Y ) .
Then, from Lemma 6.7,
ντ (Z)
r.Lχ(K) τ(X, Y ) =
1
2 c2
ντ (Z)
r.
(
(c α0)3K(X, Y )
)
=
c
2
r∑
k=0
(ντ (Z)
r−k.(α0)3) (ντ (Z)
k.K(X, Y )) .
Now, Lχ(K) τ = 0 and Lemma 6.7 imply ντ (Z)
k.K(X, Y ) = 0 , k = 1, . . . , r .
For k = 1 , we have
ντ (Z).K(X, Y ) =
1
c α0
Z˜ i ∂0i .K(X, Y )
=
1
c α0
Z˜ i
[
g(b0, b0) dKg(X, Y )(∂i) + 2 g(b0, ∂i) dKg(X, Y )(b0)
+ g(b0, X) (∇Y g)(b0, ∂i)− g(b0, Y ) (∇Xg)(b0, ∂i)
+ 1
2
g(∂i, X) (∇Y g)(b0, b0)−
1
2
g(∂i, Y ) (∇Xg)(b0, b0)
]
=
1
c α0
Z˜ i
[
g(b0, b0) dKg(X, Y )(bi) + 2 g(b0, bi) dKg(X, Y )(b0)
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+ g(b0, X) (∇Y g)(b0, bi)− g(b0, Y ) (∇Xg)(b0, bi)
+ 1
2
g(bi, X) (∇Y g)(b0, b0)−
1
2
g(bi, Y ) (∇Xg)(b0, b0)
− 3 (α0)2 g˘0iK(X, Y )
]
which vanishes if and only if (6.7) is satisfied.
Similarly, the condition ντ (Z)
2.K(X, Y ) = 0 implies (6.8) and finally the condition
ντ (Z)
3.K(X, Y ) = 0 implies (6.9). 
6.10. Theorem. Lχ(K) τ = 0 if and only if the following condition hold, for each
X, Y, Z ∈ sec(E, TE) ,
(6.10) g(Z,Z) dKg(X, Y )(Z) +
1
2
g(Z, Y ) (∇Xg)(Z,Z)−
1
2
g(Z,X) (∇Y g)(Z,Z) = 0 .
Proof. In virtue of Lemma 6.7, the condition (6.10) implies Lχ(K) τ = 0 .
On the other hand, in an orthogonal adapted base, we have the coordinate expression
Z = Z˜0 b0 + Z˜
i bi . If Lχ(K) τ = 0 , then, by linearity and in virtue of the above Lemmas
6.8 and 6.9, the condition (6.10) is satisfied. 
6.11. Corollary. If additionally K is a torsion free linear spacetime connection such
that ∇g and g ⊗∇g are symmetric, then Lχ(K) τ = 0 .
Proof. For a torsion free connection K the symmetry of ∇g is equivalent to dK g = 0 .
Then, the conditions ∇g and g⊗∇g being symmetric imply (6.10) and this is equivalent
to Lχ(K) τ = 0 . 
6.2. Almost-cosymplectic–contact structure. Let us analyze conditions for (−c2 τ,Ω)
to be a scaled almost–cosymplectic–contact structure.
6.12. Lemma. We have the coordinate expression
dΩ = −c α0
[
(α0)4 g˘0i g˘0µ∇λgˆ00(6.11)
+ (α0)2
(
1
2
g˘iµ∇λgˆ00 + g˘0µ∇λg˘0i + g˘0i (∇λg˘0µ − g˘0ρKλ
ρ
µ)
)
+∇λgiµ − giρKλ
ρ
µ
]
(di0 − δ˘
i
τ Kν
ρ
σ δ˘
σ
0 d
ν) ∧ dλ ∧ dµ
+ 1
2
c α0g˘µρR[K]βλ
ρ
σ δ˘
σ
0 d
β ∧ dλ ∧ dµ .
Proof. The identity g˘pµ δ˘
p
ν = g˘νµ and (5.7) yield
dΩ = −c
(
∂λ(α
0g˘iµ) + ∂
0
i (α
0 g˘pµ δ˘
p
ν Kλ
ν
ρ δ˘
ρ
0)
)
di0 ∧ d
λ ∧ dµ
− c ∂β
(
α0 g˘pµ δ˘
p
ν Kλ
ν
ρ δ˘
ρ
0
)
dβ ∧ dλ ∧ dµ
= −c α0
[
3
2
(α0)4 g˘0i g˘0µ∇λgˆ00 +∇λgiµ − giρKλ
ρ
µ
+ (α0)2
(
1
2
giµ∇λgˆ00 + g˘0µ∇λg˘0i + g˘0i (∇λg˘0µ − g˘0ρKλ
ρ
µ)
)]
di0 ∧ d
λ ∧ dµ
= −c α0
[
3
2
(α0)4 g˘0µ g˘0ν Kλ
ν
ρ δ˘
ρ
0∇β gˆ00 + (α
0)2
(
1
2
gµν Kλ
ν
ρ δ˘
ρ
0∇β gˆ00
+ g˘0ν Kλ
ν
ρ δ˘
ρ
0 (∇β g˘0µ − g˘0τ Kβ
τ
µ) + g˘0µKλ
ν
ρ δ˘
ρ
0 (∇β g˘0ν − gτν Kβ
τ
σ δ˘
σ
0 )
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− 1
2
g˘0µ g˘0ν δ˘
ρ
0R[K]βλ
ν
ρ
)
+Kλ
ν
ρ δ˘
ρ
0 (∇βgµν − gτν Kβ
τ
µ)−
1
2
gµν δ˘
ρ
0R[K]βλ
ν
ρ
]
dβ ∧ dλ ∧ dµ . 
6.13. Theorem. The pair (−c2 τ,Ω) is a scaled almost–cosymplectic–contact structure
if and only if
(6.12) Lντ (X) Lχ(K) τ = 0 , ∀X ∈ sec(E, TE) , and LR[χ(K)] τ = 0 .
Proof. It follows immediately from Theorem 5.19 by considering Γ = χ(K) .
Eventually, we can prove directly Theorem by comparing the coordinate expression
(6.11) with (6.4) and (6.5). 
6.3. Almost–coPoisson–Jacobi structure. Let us analyze conditions for (− 1
c2
γ,Λ)
to be a scaled contact structure.
6.14. Lemma. We have the coordinate expression
[γ,Λ] =
[
− 1
2
(α0)2 g˘0k (g˘
jλ g˘kρ + g˘jρ g˘kλ)∇ρgˆ00 + (g˘
jσ δ˘ρ0 − g˘
jρ δ˘σ0 )Kρ
λ
σ(6.13)
+ δ˘ρ0∇ρg˘
jλ + 1
2
(g0ρ g˘jλ + g0λ g˘jρ)∇ρgˆ00
]
(∂λ + δ˘
i
ν δ˘
κ
0 Kλ
ν
κ ∂
0
i ) ∧ ∂
0
j
+ g˘jλ δ˘iν δ˘
ρ
0 δ˘
σ
0R[K]λρ
ν
σ ∂
0
i ∧ ∂
0
j
and, in the adapted base (5.1),
[γ,Λ] = −(α0)2
[
1
2
g˘jρ (∇ρgˆ00 − 2 g˘0ν δ˘
σ
0 Kρ
ν
σ)(6.14)
+ g˘0λ δ˘
ρ
0 (∇ρg˘
jλ + g˘jσKρ
λ
σ)
]
e0 ∧ e
0
j
−
[
1
2
(α0)2 gˆij δ˘ρ0∇ρgˆ00 + g˘
jρ δ˘iν δ˘
σ
0 Kρ
ν
σ
− δ˘ρ0
(
∇ρgˆ
ji + δ˘iν g˘
jσKρ
ν
σ + gˆ
pi δ˘σ0 Kρ
0
σ)
]
ei ∧ e
0
j
− g˘jλ δ˘iν δ˘
σ
0 δ˘
ρ
0R[K]λρ
ν
σ e
0
i ∧ e
0
j .
Proof. From Lemma 5.20 and the identity (α0)2 gˆ00 = −1 we get
[γ,Λ] =
(
− (α0)2 (g˘jλ δ˘ρ0 + g˘
jρ δ˘λ0) (
1
2
∂ρgˆ00 + g˘0p δ˘
p
ν δ˘
σ
0 Kρ
ν
σ)
+ δ˘ρ0 ∂ρg˘
jλ − g0λ δ˘ρ0 δ˘
j
ν Kρ
ν
σ δ˘
σ
0 − δ
λ
p g˘
jν δ˘pκKν
κ
σ δ˘
σ
0 + g˘
jλ δ˘ρ0Kρ
0
σ δ˘
σ
0
− g˘pλ δ˘ρ0 δ˘
j
νKρ
ν
σ δ
σ
p
)
(∂λ + δ˘
i
ν δ˘
β
0 Kλ
ν
β ∂
0
i ) ∧ ∂
0
j
+ g˘jλ δ˘iν δ˘
ρ
0 δ˘
σ
0 R[K]λρ
ν
σ ∂
0
i ∧ ∂
0
j
=
[
− 1
2
(α0)2 (g˘jλ δ˘ρ0 + g˘
jρ δ˘λ0)∇ρgˆ00
+ δ˘ρ0∇ρg˘
jλ + (g˘jσ δ˘ρ0 − g˘
jρ δ˘σ0 )Kρ
λ
σ
]
(∂λ + δ˘
i
ν δ˘
κ
0 Kλ
ν
κ ∂
0
i ) ∧ ∂
0
j
+ g˘jλ δ˘iν δ˘
ρ
0 δ˘
σ
0 R[K]λρ
ν
σ ∂
0
i ∧ ∂
0
j .
Finally, we obtain (6.13) by using the identity δ˘ρ0 = g˘0k g˘
kρ − 1
(α0)2
g0ρ . 
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6.15. Lemma. In the adapted base (5.1) we have the coordinate expression
[−
1
c2
γ,Λ]−
1
c2
γ ∧ Λ♯(Lγ τ) =
1
c2
[(α0)2
2 c2
gˆij δ˘ρ0∇ρgˆ00 + g˘
jρ δ˘iν δ˘
σ
0 Kρ
ν
σ(6.15)
− δ˘ρ0
(
∇ρgˆ
ji + δ˘iν g˘
jσKρ
ν
σ + gˆ
pi δ˘σ0 Kρ
0
σ)
]
ei ∧ e
0
j
+
1
c2
g˘jλ δ˘iν δ˘
σ
0 δ˘
ρ
0R[K]λρ
ν
σ e
0
i ∧ e
0
j . 
6.16. Lemma. In the adapted base (5.1) we have the coordinate expression
[Λ,Λ]− 2 γ ∧ (Λ♯ ⊗ Λ♯)(dτ) =(6.16)
=
2
c2
[(
1
2
gˆki g˘jρ∇ρgˆ00 +
1
(α0)2
g˘kρ (∇ρgˆ
ki + δ˘iν g˘
jσKρ
ν
σ + gˆ
pi δ˘σ0 Kρ
0
σ)
)
ei ∧ e
0
j ∧ e
0
k
+
1
(α0)2
g˘iρ g˘jσ δ˘iν δ˘
σ
0 R[K]ρσ
ν
σ e
0
i ∧ e
0
j ∧ e
0
k
]
.

6.17. Theorem. The pair (− 1
c2
γ, Λ) is a scaled almost–coPoisson–Jacobi pair if and
only if the conditions (6.12) are satisfied.
Proof. It follows immediately from Theorem 5.31 by considering Γ = χ(K) .
Eventually, we can prove directly Theorem by comparing the coordinate expressions
(6.15) and (6.16) with
♯(LR[Γ] τ) = −
2~α0
mc5
g˘kλ δ˘ρ0 δ˘
i
ν δ˘
σ
0 Rρλ
ν
σ e
0
i ∧ e0 ∧ e
0
k −
1
c4 (α0)2
g˘jλ g˘kµ δ˘iν δ˘
σ
0 Rλµ
ν
σ e
0
i ∧ e
0
j ∧ e
0
k
and
♯(LΛ♯(ω) Lχ(K) τ) = −
~α0
mc5
[
1
2
(α0)2 gˆji δ˘ρ0∇ρgˆ00 + g˘
jρ δ˘i0 δ˘
σ
0 Kρ
ν
σ
− δ˘ρ0 (∇ρgˆ
ji + δ˘iν g˘
jσKρ
ν
σ + gˆ
pi δ˘σ0 Kρ
0
σ)
]
ω˜i e0 ∧ e
0
j
− 1
c4 (α0)2
[
1
2
(α0)2 gˆki g˘jρ∇ρgˆ00
− g˘jρ (∇ρgˆ
ki + δ˘iν g˘
jσKρ
ν
σ + gˆ
pi δ˘σ0 Kρ
0
σ)
]
ω˜i e
0
j ∧ e
0
k .
Then, (− 1
c2
γ,Λ) is a scaled almost–coPoisson–Jacobi structure if and only if
♯(LΛ♯(ω) LΓ τ) = 0 , for each ω ∈ sec(J1E, V
∗
γ J1E) , and
♯(LR[Γ] τ) = 0 ,
i.e. if and only if Lντ (X) LΓ τ = 0 , for each X ∈ sec(E, TJ1E) , and LR[Γ] τ = 0 . 
We can summarize the above results as follows.
6.18. Theorem. The following assertions are equivalent.
(1) Lντ (X) Lχ(K) τ = 0 , for each X ∈ sec(E, TE) , and LR[χ(K)] τ = 0 .
(2) Ω = 0 , i.e. the pair (−c2 τ, Ω) is a scaled almost–cosymplectic–contact pair;
(3) [− 1
c2
γ,Λ] = 1
c2
γ ∧ Λ♯(Lγ τ) , [Λ,Λ] = 2 γ ∧ (Λ
♯ ⊗ Λ♯)(dτ) , i.e. the pair (− 1
c2
γ, Λ)
is a scaled almost–coPoisson–Jacobi pair. 
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6.4. Contact structure. Let us analyse conditions for (−c2 τ,Ω) to be a scaled contact
structure.
6.19. Theorem. Ω = −c2 dτ , i.e. the pair (−c2 τ, Ω) is a scaled contact structure, if
and only if the identity (6.10) is satisfied.
Proof. It follows immediately from Theorems 5.35 and 6.10. 
6.20. Corollary. In the particular case when K is torsion free and the tensors ∇g and
g ⊗∇g are symmetric, the pair (−c2 τ, Ω) is a scaled contact structure.
Proof. This follows from Theorem 5.35, Corollary 6.11 and Theorem 6.10. 
Let us recall that, by Theorem 4.12 and Proposition 4.11,
(6.17) Ω[g,K] = d∗ Υ˜⊥ = d
∗ Υ˜− d∗ Υ˜‖ .
Then, we have the following result.
6.21. Lemma.
Ω = d∗ Υ˜
if and only if
g(d, X)∇Y g(d,d) = g(d, Y )∇Xg(d,d) , ∀X, Y ∈ sec(E, TE) .
Proof. The coordinate expression of d∗ Υ˜‖ can be rewritten as
d
∗ Υ˜‖ =
1
2
c (α0)3 g˘0µ∇λgˆ00 d
λ ∧ dµ .
Then, Ω = d∗ Υ˜ if and only if d∗ Υ˜‖ = 0 , i.e., if and only if
g˘0µ∇λgˆ00 − g˘0λ∇µgˆ00 = 0 ,
which is equivalent to
g(d, X)∇Y g(d,d) = g(d, Y )∇Xg(d,d) . 
6.22. Remark. By Lemma 6.7, Theorems 6.10 and 6.19, the two conditions
dKg = 0 ,
g(d, X)∇Y g(d,d) = g(d, Y )∇Xg(d,d)
imply that (−c2 τ,Ω) is a scaled contact pair. But this fact can be viewed also as a
consequence of Lemma 6.21 and Theorem 3.6, by considering the fact that dKg = 0 is
equivalent to Υ˜ = dg˜♭ , where g˜♭ = id⊗g♭ is the Liouville 1–form on T˜E , and d∗dg˜♭ =
−c2 τ . 
6.23. Corollary. We have
d
∗ Υ˜− d∗ Υ˜‖ = −c
2 (dτ + LΓ τ) .
Proof. It follows from (6.17) and Corollary 5.34. 
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6.5. Jacobi structure. Let us analyse conditions for (− 1
c2
γ,Λ) to define a scaled Jacobi
structure.
6.24. Lemma. We have the coordinate expression
[Λ,Λ]−
2
c2
γ ∧ Λ =
2
c2
[
1
2
g˘jρ g˘kλ∇ρgˆ00(6.18)
+
1
(α0)2
g˘kρ (∇ρg˘
jλ + g˘jσKρ
λ
σ)
]
(∂λ + δ˘
i
ν Kλ
ν
ω δ˘
ω
0 ∂
0
i ) ∧ ∂
0
j ∧ ∂
0
k
+
1
(c α0)2
g˘iρ g˘jσ δ˘kν R[K]ρσ
ν
ω δ˘
ω
0 ∂
0
i ∧ ∂
0
j ∧ ∂
0
k
and, in the adapted base (5.1), we have the coordinate expression
[Λ,Λ]−
2
c2
γ ∧ Λ =
2
c2
[
1
2
g˘jρ g˘kλ∇ρgˆ00 − g˘
kρ g˘0λ (∇ρg˘
jλ + g˘jσKρ
λ
σ)(6.19)
+
1
(α0)2
g˘kρ (∇ρgˆ
ij + δ˘iν g˘
jσKρ
ν
σ + gˆ
ij δ˘σ0 Kρ
0
σ)
]
ei ∧ e
0
j ∧ e
0
k
+
2
(c α0)2
g˘iρ g˘jσ δ˘kν δ˘
µ
0 R[K]ρσ
ν
µ e
0
i ∧ e
0
j ∧ e
0
k .
Proof. It follows from (5.24), (5.25), (5.32) and (5.34). 
6.25. Theorem. The pair (− 1
c2
γ, Λ) is a scaled Jacobi structure if and only if the
condition (6.10) is satisfied.
Proof. It follows from Theorems 5.40 and 6.10. 
6.26. Corollary. In the particular case when K is torsion free and the tensors ∇g and
g ⊗∇g are symmetric, (− 1
c2
γ, Λ) is a scaled Jacobi structure.
Proof. It follows from Corollary 6.11 and Theorem 6.25. 
We can summarize the main results of the previous two sections as follows.
6.27. Theorem. The following assertions are equivalent.
(1) g(Z,Z) dKg(X, Y )(Z) +
1
2
g(Z, Y ) (∇Xg)(Z,Z)−
1
2
g(Z,X) (∇Y g)(Z,Z) = 0 ;
(2) Ω = −c2dτ , i.e. the pair (−c2 τ, Ω) is a scaled contact pair;
(3) [− 1
c2
γ,Λ] = 0 , [Λ,Λ] = 2
c2
γ ∧ Λ , i.e. the pair (− 1
c2
γ, Λ) is a scaled Jacobi pair.
Proof. It follows immediately from Theorems 6.19 and 6.25. 
7. Metric and non-metric phase objects
So far, we have analysed the scaled phase 2–form Ω and the scaled phase 2–vector Λ
associated with the metric g and a generic phase connection Γ .
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On the other hand, the metric g yields the Levi–Civita spacetime connection
K =: K[g] , hence the distinguished metric phase connection Γ[g] =: χ(K[g]) . Accord-
ingly, we obtain the distinguished scaled phase 2–form Ω[g] =: Ω[g,Γ[g]] , the scaled phase
2–vector Λ[g] =: Λ[g,Γ[g]] and the dynamical connection γ[g] =: γ[Γ[g]] .
Then, any phase connection Γ and the associated scaled phase 2–form Ω and scaled
phase 2–vector Λ split into a metric component and an additional non–metric component.
This splitting provides further information on our phase structures. In particular, we
shall see the effect of an additional closed spacetime 2–form, i.e. of an electromagnetic
field.
7.1. Metric contact and Jacobi structures. We start by considering the metric scaled
phase 2–form Ω[g] and scaled phase 2–vector Λ[g] .
7.1. Theorem. The pairs (−c2 τ, Ω[g]) and (− 1
c2
γ, Λ[g]) are a scaled contact structure
and a scaled Jacobi structure, respectively, which are mutually dual.
Proof. The hypothesis ∇g = 0 and Corollary 6.20 imply that (−c2 τ, Ω[g]) is a contact
structure. On the other hand, we can also prove that Ω[g] = −d(c2 τ) , by a direct
computation in coordinates.
Analogously, the hypothesis ∇g = 0 and Corollary 6.26 prove that (− 1
c2
γ, Λ[g]) is a
Jacobi structure. 
7.2. Non–metric contact and Jacobi structures. Next, we consider any phase con-
nection Γ and the induced scaled 2–form Ω =: Ω[g,Γ] , scaled 2–vector Λ =: Λ[g,Γ] and
dynamical connection γ =: γ[Γ] .
Here, we perform a further analysis of the conditions by which the pairs (−c2 τ, Ω) and
( 1
c2
γ, Λ) are a scaled contact structure and a scaled Jacobi structure, respectively.
In virtue of Theorems 5.41 and 6.27, the conditions for the contact structure and for the
Jacobi structure coincide, for any phase connection Γ . For this reason, it suffices to prove
explicitly only the conditions for the contact structure, which give the corresponding dual
Jacobi structure, at the same time.
7.2. Proposition. Any phase connection Γ can be uniquely written as
Γ = Γ[g] + Σ , with Σ : J1E → T
∗
E ⊗ V J1E .
i.e., in coordinates, as
Γλ
i
0 = Γ[g]λ
i
0 + Σλ
i
0 , with Σλ
i
0 ∈ map(J1E,R) .
Correspondingly, the scaled phase 2–form Ω and the scaled phase 2–vector Λ split as
Ω =: Ω[g,Γ] = Ω[g] + Ωa[g,Σ] and Λ =: Λ[g,Γ] = Λ[g] + Λa[g,Σ] ,
where
Ωa[g,Σ] =: g y
(
(ντ ◦ Σ) ∧ θ) : J1E → (T
∗ ⊗ L2)⊗ Λ2T ∗E ,
Λa[g,Σ] =: g¯ y(Σ ∧ ντ ) : J1E → (T⊗ L
−2)⊗ Λ2V J1E ,
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have the coordinate expressions
Ωa[g,Σ] = −c α0 g˘iµΣλ
i
0 d
λ ∧ dµ and Λa[g,Σ] =
1
c α0
g˘jλΣλ
i
0 ∂
0
i ∧ ∂
0
j .
Moreover, we have
−c2 τ ∧ Ω[g,Γ] ∧ Ω[g,Γ] ∧ Ω[g,Γ] = −c2 τ ∧ Ω[g] ∧ Ω[g] ∧ Ω[g] . 
7.3. Lemma. Let us define the scaled (0,2)–tensor
Σ =: (g♭ ◦ ν−1τ )(Σ) : J1E → (T
∗ ⊗ L2)⊗ T ∗E ⊗ T ∗E ,
with coordinate expression
Σ = c α0 g˘iµ Σλ
i
0 d
λ ⊗ dµ .
Indeed, we have
Ωa[g,Σ] = −AltΣ .
Hence, the following conditions are equivalent:
1) Ω[g,Γ] = Ω[g] ; 2) Ωa[g,Σ] = 0 ; 3) Σ is symmetric.
Proof. The equality Ωa[g,Σ] = −AltΣ follows from the coordinate expressions of Ωa[g,Σ]
and AltΣ . Then, this equality implies the equivalence of conditions 1), 2) and 3). 
7.4. Lemma. The scaled 2–form LΣ τ : J1E → T⊗ Λ
2T ∗E fulfills the equality
LΣ τ =
1
c2
Ωa[g,Σ] = −
1
c2
AltΣ .
Proof. The equalities dτ = − 1
c2
Ω[g] and iΣτ = 0 imply
LΣ τ = iΣdτ − diΣτ =
1
c2
iΣΩ[g] ,
i.e., in coordinates,
LΣ τ = −
α0
c
g˘iµΣλ
i
0 d
λ ∧ dµ =
1
c2
Ωa[g,Σ] . 
7.5.Theorem. The pairs (−c2 τ, Ω) and (− 1
c2
γ,Λ) are scaled contact and Jacobi struc-
tures if and only if Σ is symmetric.
Proof. 1st Proof. In virtue of Theorem 7.1, we have Ω[g] = −c2 dτ . Hence, we obtain
Ω = −c2 dτ if and only if Ωa[g,Σ] = 0 , i.e., in virtue of Lemma 7.3, if and only if Σ is
symmetric.
2nd Proof. Theorem 5.35 says that the pair (−c2 τ, Ω[g,Γ]) is a scaled contact structure
if and only if LΓ τ = 0 . On the other hand, in virtue of Corollary 6.11, we have LΓ[g] τ = 0 .
Hence, the result follows from Lemma 7.4. 
7.6. Note. Let Γ and Γ′ be two phase connections. Then, we have Ω[g,Γ] = Ω[g,Γ′] ,
respectively Λ[g,Γ] = Λ[g,Γ′] , if and only if the difference tensor Σ =: Γ − Γ′ : J1E →
T ∗E ⊗ V J1E is such that Σ
¯
=: g♭(Φ
¯
) is symmetric.
Thus, the relations Ω[g,Γ] = Ω[g,Γ′] , respectively Λ[g,Γ] = Λ[g,Γ′] , define an equiva-
lence relation on the space of phase connections.
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We are mainly interested in the phase connections which are equivalent to Γ[g] , because
they yield an exact phase 2–form Ω . 
7.7. Example. Let us consider the vertical valued 1–form
Σ =:
c2m
~
ντ : J1E → T
∗
E ⊗ V J1E ,
with coordinate expression
Σ =
cm
~α0
δ˘iµ d
µ ⊗ ∂0i .
Then, we obtain the symmetric scaled (0,2)–tensor
Σ =
c2m
~
g⊥ : J1E → (T
∗ ⊗ L2)⊗ T ∗E ⊗ T ∗E ,
with coordinate expression
Σ =
c2m
~
g˘iµ δ˘
i
λ d
λ ⊗ dµ =
c2m
~
(gµλ + (α
0)2 g˘0µ g˘0λ) d
λ ⊗ dµ ,
and the vanishing scaled phase 2–form and 2–vector
Ωa[g,Σ] : J1E → (T
∗ ⊗ L2)⊗ Λ2T ∗E ,
Λa[g,Σ] : J1E → (T⊗ L
−2)⊗ Λ2TE ,
with coordinate expressions
Ωa[g,Σ] = −
c2m
~
g˘iµ δ˘
i
λ d
λ ∧ dµ = −
c2m
~
(gµλ + (α
0)2 g˘0µ g˘0λ) d
λ ∧ dµ = 0 ,
Λa[g,Σ] =
m
~ (α0)2
g˘jλ δ˘iλ ∂
0
i ∧ ∂
0
j =
m
~ (α0)2
gˆij ∂0i ∧ ∂
0
j = 0 .
Thus, in virtue of Theorem 7.5, the induced pairs (−c2 τ, Ω[g,Γ]) and (− 1
c2
γ,Λ[g,Γ])
turn out to be scaled contact and Jacobi structures, respectively. 
7.8. Lemma. Let us consider a scaled (0,3)–tensor
φ : E → L2 ⊗ (T ∗E ⊗ T ∗E ⊗ T ∗E)
and the induced linear spacetime vertical valued 1–form
Φ =: Φ[g, φ] =: (υ ◦ g♯2)(φ) : TE → T ∗E ⊗ V TE ,
with coordinate expression
Φ = gνρ φλρµ x˙
µ dλ ⊗ ∂˙ν .
Then, we obtain the linear spacetime connection K =: K[g, φ] =: K[g] + Φ , hence the
phase connection Γ =: Γ[g, φ] =: χ(K) , which splits as Γ = Γ[g] + Σ[g, φ] , where the
vertical valued 1–form
Σ =: Σ[g, φ] : J1E → T
∗
E ⊗ V J1E
has the coordinate expression
Σ = (g˘iρ φλρσ δ˘
σ
0 ) d
λ ⊗ ∂0i .
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Thus, we obtain the associated scaled phase 2–form and 2–vector
Ω =: Ω[g,Γ] = Ω[g] + Ωa[g,Σ] and Λ =: Λ[g,Γ] = Λ[g] + Λa[g,Σ] .
Indeed, the pairs (−c2 τ, Ω) and (− 1
c2
γ, Λ) are scaled contact and Jacobi structures if
and only if LΓ τ = LΣ τ = 0 , i.e., by Theorem 6.10, if and only if the condition (6.10) is
satisfied, i.e. if and only if, for each X, Y, Z ∈ sec(E, TE) ,
g(Z,Z)φ(X, Y, Z)− g(Z,Z)φ(Y,X, Z) + g(Z,X)φ(Y, Z, Z)− g(Z, Y )φ(X,Z, Z) = 0.
7.3. Further examples of non–metric phase structures. Let us discuss further dis-
tinguished examples of non–metric phase structures generated by a horizontal scaled phase
(0,2)–tensor. In the cases when this tensor is symmetric or antisymmetric we obtain dif-
ferent results.
Let us start with the general case.
7.9. Lemma. Given a scaled (0,2)–tensor
σ : J1E → (T
∗ ⊗ L2)⊗ T ∗E ⊗ T ∗E ,
we obtain the vertical valued 1–form
Σ =: Σ[g, σ] =: (ντ ◦ g
♯2)(σ) : J1E → T
∗
E ⊗ V J1E ,
with coordinate expression
Σ =
1
c α0
g˘iρ σλρ d
λ ⊗ ∂0i .
Hence, according to Proposition 7.2, we obtain the phase connection
Γ =: Γ[g, σ] =: Γ[g] + Σ[g, σ]
and the associated scaled phase 2–form and 2–vector
Ω =: Ω[g, σ] =: Ω[g,Γ] = Ω[g] + Ωa[g, σ] ,
Λ =: Λ[g, σ] =: Λ[g,Γ] = Λ[g] + Λa[g, σ] .
We have
Ωa[g, σ] = −Alt(π2⊥(σ)) : J1E → (T
∗ ⊗ L2)⊗ Λ2T ∗E ,
Λa[g, σ] = −Alt
(
(ντ ◦ g
♯)⊗ (ντ ◦ g
♯)
)
(σ) : J1E → (T
∗ ⊗ L2)⊗ Λ2T ∗E
(where π2⊥ denotes the orthogonal projection of the 2nd factor), i.e., in coordinates,
Ωa[g, σ] = −g˘iµ g˘
iρ σλρ d
λ ∧ dµ and Λa[g, σ] = −
1
(c α0)2
g˘iλ g˘jµ σλµ ∂
0
i ∧ ∂
0
j .
Moreover, we define the scaled (0,2)–tensor
[σ] =: σ − (d y2 σ)⊗ τ : J1E → (T
∗ ⊗ L2)⊗ T ∗E ⊗ T ∗E
(where y2 denotes the insertion on the 2nd factor), with coordinate expression
[σ] = (σλµ + (α
0)2 σλρ δ˘
ρ
0 g˘0µ) d
λ ⊗ dµ .
Indeed, we have LΓ τ = 0 if and only if [σ] is symmetric.
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Proof. We have LΓ τ = LΓ[g] τ + LΣ τ = LΣ τ = (σλµ + (α
0)2 g˘0µ σλρ δ˘
ρ
0) d
λ ∧ dµ .
Hence, LΓ τ = 0 if and only if [σ] is symmetric. 
7.10. Theorem. The pairs (−c2 τ, Ω[g, σ]) and (− 1
c2
γ, Λ[g, σ]) are scaled contact and
Jacobi structures if and only if [σ] is symmetric. 
7.11. Example. Let us consider the scaled (0,2)–tensor
σ =:
c2m
~
(g + k c2 τ ⊗ τ) ,
with k ∈ map(J1E,R) , and the induced vertical valued form and the scaled 2–form
Σ =: (ντ ◦ g
♯2)(σ) =
c2m
~
ντ .
Indeed, we obtain the symmetric scaled (0,2)–tensor (which does not depend on k)
[σ] =
c2m
~
(g + c2 τ ⊗ τ)
and the scaled phase 2–form and 2–vector
Ωa[g, σ] = −
c2m
~
g˘iµ g˘
iρ gλρ d
λ ∧ dµ
= −
c2m
~
(δρµ + (α
0)2 g˘0µ δ˘
ρ
0) gλρ d
λ ∧ dµ
= −
c2m
~
(gλµ + (α
0)2 g˘0λ g˘0µ) d
λ ∧ dµ = 0 ,
Λa[g, σ] = −
1
(c α0)2
g˘iλ g˘jµ gλµ ∂
0
i ∧ ∂
0
j = 0 .
Thus, in virtue of Theorem 7.10 and according to Example 7.7, the pairs (−c2 τ, Ω[g, σ])
and (− 1
c2
γ, Λ[g, σ]) are scaled contact and Jacobi structures. 
7.12. Lemma. Let us consider a scaled symmetric (0,2)–tensor
ψ : J1E → (T
∗ ⊗ L2)⊗ S2T ∗E
and the induced scaled symmetric (0,2)–tensor
σ =: −1
2
(ψ − 2 (d yψ)⊙ τ) : J1E → (T
∗ ⊗ L2)⊗ S2T ∗E ,
with coordinate expression
σ = −1
2
(
ψλµ + 2 (α
0)2 g˘0λ (ψ0µ + x
i
0 ψiµ)
)
dλ ⊙ dµ .
Then, the induced vertical valued 1–form turns out to be the section
Σ = −1
2
(ντ ◦ g
♯2)(ψ − τ ⊗ (d yψ)) ,
with coordinate expression
Σ =
1
2 c α0
g˘iρ
(
ψλρ + (α
0)2 g˘0λ (ψ0ρ + ψiρ x
i
0)
)
dλ ⊗ ∂0i .
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Indeed, the scaled (0,2)–tensor
[σ] = −1
2
(ψ − 2 τ ⊙ (d yψ) + (d y d yψ) τ ⊗ τ)
turns out to be symmetric. Hence, in virtue of Theorem 7.10, we have
Ωa[g, σ] = 0 = Λa[g, σ]
and the pairs (−c2 τ, Ω[g, σ]) and (− 1
c2
γ, Λ[g, σ]) are scaled contact and Jacobi structures,
respectively. 
7.13. Note. With reference to the above Lemma, a direct computation gives
Ωa[g, σ] = −c α0 g˘iµΣλ
i
0 d
λ ∧ dµ
= −1
2
g˘iµ g˘
iρ
(
ψλρ + (α
0)2 g˘0λ (ψ0ρ + x
i
0 ψiρ) + (α
0)2 g˘0ρ (ψ0λ + x
i
0 ψiλ)
)
dλ ∧ dµ
= −1
2
(δρµ + (α
0)2 g˘0µ δ˘
ρ
0)
(
ψλρ + (α
0)2 (g˘0λ ψσρ + g˘0ρ ψσλ) δ˘
σ
0
)
dλ ∧ dµ
= −1
2
(
ψλµ + (α
0)2 (g˘0λ ψσµ + g˘0µ ψσλ) δ˘
σ
0 + (α
0)2 g˘0µ ψλρ δ˘
ρ
0
+ (α0)4 (g˘0λ g˘0µ ψσρ δ˘
ρ
0 δ˘
σ
0 + g˘0ρ g˘0µ ψσλ δ˘
ρ
0 δ˘
σ
0 )
)
dλ ∧ dµ
= −1
2
(
ψλµ + (α
0)2 (g˘0λ ψσµ + g˘0µ ψσλ) δ˘
σ
0 + (α
0)2 g˘0µ ψλρ δ˘
ρ
0
+ (α0)4 g˘0λ g˘0µ ψσρ δ˘
ρ
0 δ˘
σ
0 − (α
0)2 g˘0µ ψσλ δ˘
σ
0 )
)
dλ ∧ dµ
= 0 . 
7.14. Lemma. Let us consider a scaled antisymmetric (0,2)–tensor
ϕ : J1E → (T
∗ ⊗ L2)⊗ Λ2T ∗E ,
and the induced scaled antisymmetric (0,2)–tensor
σ =: −1
2
(ϕ− 2 (d yϕ) ∧ τ) : J1E → (T
∗ ⊗ L2)⊗ Λ2T ∗E ,
with coordinate expression
σ = −1
2
(
ϕλµ − 2 (α
0)2 g˘0λ ϕσµ δ˘
σ
0
)
dλ ∧ dµ .
Then, the induced vertical valued 1–form turns out to be the section
Σ = −1
2
(ντ ◦ g
♯2)(ϕ+ τ ⊗ (d yϕ)) ,
with coordinate expression
Σ = −1
2
1
c α0
g˘iρ
(
ϕλρ − (α
0)2 g˘0λ ϕσρ δ˘
σ
0
)
dλ ⊗ ∂0i .
Hence, the induced scaled phase 2–form and (0,2)–vector turn out to be
Ωa[g,Σ] = 1
2
ϕ and Λa[g,Σ] = 1
2
Alt
(
(ντ ◦ g
♯)⊗ (ντ ◦ g
♯)
)
(ϕ) .
Proof. 1st proof. We have
Ωa[g,Σ] = −c α0 g˘iµΣλ
i
0 d
λ ∧ dµ
= 1
2
g˘iµ g˘
iρ
(
ϕλρ − (α
0)2 (g˘0λ ϕσρ − g˘0ρ ϕσλ) δ˘
σ
0
)
dλ ∧ dµ
= 1
2
(δρµ + (α
0)2 g˘0µ δ˘
ρ
0)
(
ϕλρ − (α
0)2 (g˘0λ ϕσρ − g˘0ρ ϕσλ) δ˘
σ
0
)
dλ ∧ dµ
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= 1
2
(
ϕλµ − (α
0)2 g˘0λ ϕσµ δ˘
σ
0 + (α
0)2 g˘0µ ϕσλ δ˘
σ
0 + (α
0)2 g˘0µ ϕλσ] δ˘
σ
0
− (α0)4 g˘0λ g˘0µϕσρ δ˘
σ
0 δ˘
ρ
0 + (α
0)4 g˘0µ gˆ00ϕσλ δ˘
σ
0
)
dλ ∧ dµ
= 1
2
ϕλµ d
λ ∧ dµ = 1
2
ϕ ,
Λa[g,Σ] = 1
c α0
g˘jλΣλ
i
0 ∂
0
i ∧ ∂
0
j
= − 1
2 (c α0)2
g˘jλ g˘iρ (ϕλρ − (α
0)2g˘0λ ϕσρ δ˘
σ
0 ) ∂
0
i ∧ ∂
0
j
= − 1
2 (c α0)2
g˘jλ g˘iρ ϕλρ ∂
0
i ∧ ∂
0
j .
2nd proof. By applying Lemma 7.9 and recalling the identity d y τ = 1 , we obtain
Ωa[g,Σ] = −Alt(π2⊥(σ))
= 1
2
Alt
(
π2⊥(ϕ− 2 (d yϕ) ∧ τ)
)
= 1
2
Alt
(
π2⊥(ϕ+ τ ⊗ (d yϕ)− (d yϕ)⊗ τ)
)
= 1
2
Alt
(
ϕ− (d yϕ)⊗ τ + τ ⊗ (d yϕ) + (d yϕ)⊗ τ
− τ ⊗ (d yϕ)τ − (d y d yϕ)τ ⊗ τ
)
= 1
2
ϕ ,
Λa[g,Σ] = −Alt
(
(ντ ◦ g
♯)⊗ (ντ ◦ g
♯)
)
(σ)
= 1
2
Alt
(
(ντ ◦ g
♯)⊗ (ντ ◦ g
♯)
)
(ϕ) . 
In the above Lemmas, we have defined σ by using a normalising factor 1
2
; indeed, this
factor might be chosen in an arbitrary way. Our choice is selected in such a way that,
in the case when the source of the additional term φ is the electromagnetic field, the
resulting Ωa and Λa be normalised as it is usually done in the standard literature.
7.15. Theorem. Let us consider a scaled (0,2)–tensor
ω = ψ + ϕ : J1E → (T
∗ ⊗ L2)⊗ T ∗E ⊗ T ∗E ,
where ψ and φ are the symmetric and antisymmetric components of ω , respectively, and
the induced scaled (0,2)–tensor
σ =: −1
2
(
ω − (d yω)⊗ τ − τ ⊗ (d y2 ω)
)
: J1E → (T
∗ ⊗ L2)⊗ T ∗E ⊗ T ∗E ,
with coordinate expression
σ = −1
2
(
ωλµ + (α
0)2 g˘0µ (ω0λ + ωiλ x
i
0) + (α
0)2 g˘0λ (ωµ0 + ωµi x
i
0)
)
dλ ⊗ dµ .
Then, the induced vertical valued 1–form turns out to be the section
Σ[g, σ] = −1
2
(ντ ◦ g
♯2)
(
ω − τ ⊗ (d y2 ω)
)
,
with coordinate expression
Σ[g, σ] = −
1
2 c α0
g˘iρ
(
ωλρ − (α
0)2 g˘0λ ωσρ δ˘
σ
0 )
)
dλ ⊗ ∂0i .
Hence, the induced scaled phase 2–form and 2–vector turn out to be
Ω[g,Σ] = −c2 dτ + 1
2
ϕ and Λ[g,Σ] = Λ[g] + 1
2
Alt
(
(ντ ◦ g
♯)⊗ (ντ ◦ g
♯)
)
(ϕ) .
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Proof. It follows from Lemma 7.12 and Lemma 7.14. 
7.16. Lemma. Let A : J1E → (T
∗ ⊗ L2)⊗ T ∗E be a scaled 1–form and Γ = Γ[g] + Σ
any phase connection. Then, we have
(−c2 τ + A) ∧ Ω[g,Γ] ∧ Ω[g,Γ] ∧ Ω[g,Γ] = (−c2 τ + A) ∧ Ω[g] ∧ Ω[g] ∧ Ω[g] .
Proof. We can easily see, in coordinates, that the terms including Ωa[g,Σ] disappear in
the wedge product because they are horizontal 2–forms, hence they generate horizontal
forms of degree greater than 4. 
We stress that the above 7–form (−c2 τ + A) ∧ Ω[g] ∧ Ω[g] ∧ Ω[g] needs not to be a
volume form.
7.17. Lemma. Let us consider an exact scaled 2–form
ϕ =: 2 dA : J1E → (T
∗ ⊗ L2)⊗ Λ2T ∗E
and the induced phase 2–form Ω[g, ϕ] =: Ω[g] + Ωa[g, ϕ] .
Then, we have
Ω[g, ϕ] = d(−c2 τ + A)
if and only if A is the pullback of a scaled spacetime 1-form A : E → (T∗ ⊗ L2)⊗ T ∗E .
Proof. In fact, we have Ω[g, ϕ] = −c2 dτ and
Ωa[g, φ] = −c α0 g˘iµΣλ
i
0 d
λ ∧ dµ = ∂λAµ d
λ ∧ dµ + ∂0i Aλ d
i
0 ∧ d
λ .
Hence, Ωa[g, ϕ] = dA if and only if ∂0iAλ = 0 . 
We can summarize the above results as follows.
7.18. Corollary. Let us consider a closed scaled spacetime 2-form
ϕ : E → (T∗ ⊗ L2)⊗ Λ2T ∗E
and the induced phase 2–form Ω[g, ϕ] =: Ω[g] + Ωa[g, ϕ] = Ω[g] + 1
2
ϕ .
Then, the pair (−c2 τ, Ω[g, ϕ]) turns out to be an almost–cosymplectic–contact struc-
ture, i.e. Ω[g, ϕ] is closed and −c2 τ ∧ Ω ∧ Ω ∧ Ω is a volume form.
Moreover, if ϕ = 2dA , where
A : E → (T∗ ⊗ L2)⊗ T ∗E
is a scaled spacetime 1-form, then the induced phase 2–form is given by Ω[g, 2dA] =: Ω[g]+
Ωa[g, 2 dA] = d(−c2 τ + A) .
Hence, the pair (−c2 τ +A , Ω[g, 2 dA]) turns out to be a contact structure if and only
if (−c2 τ + A) ∧ Ω[g] ∧ Ω[g] ∧ Ω[g] is everywhere non vanishing. 
7.19. Remark. Let us consider a closed 2–form ϕ : E → (T∗ ⊗ L2) ⊗ Λ2T ∗E . Then,
the dual almost-coPoisson–Jacobi pair (− 1
c2
γ[ϕ], Λ[g, ϕ]) is given by
γ = γ[g] + γ[ϕ] =: d y(Γ[g] + Σ[ϕ])
and Λ[g, ϕ] =: Λ[g] + Λa[g, ϕ] , where
Σ = −1
2
(ντ ◦ g
♯2)(ϕ+ τ ⊗ (d yϕ))
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and
Λa[g,Σ] = 1
2
Alt
(
(ντ ◦ g
♯)⊗ (ντ ◦ g
♯)
)
(ϕ) . 
We can apply the above results to the phase structures associated with an electromag-
netic field represented by a scaled closed 2–form F : E → (L1/2 ⊗M1/2)⊗ Λ2T ∗E .
For this purpose, it suffices to consider a massm ∈M and a charge q ∈ T−1⊗L3/2⊗M1/2
and set ϕ =: q
m
F .
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