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Abstract
Today it is possible to express a wide range of images as attractors of Iterated 
Function Systems in the plane. An Iterated Function System , or IFS for short, is a 
finite collection of contractive affine transform ations w i, W2, ..., w n , while the 
attractor A  is the limit under repeated application of the associated collage map 
W(E) -  UjWj(E) for any compact set E - that is, Wn(E) —> A  [2, 12, 25, 26]. Since 
only 6N real numbers, known as the IFS code, are required to store the image, IFS's 
are now  being widely used as a m ethod of image compression [3, 4, 9] - leading to 
the need for algorithm s which produce the attractor A  quickly on a com puter 
screen.
In this thesis, we study one such algorithm - the Graphical Algorithm , or GA [5] - 
w hose m ain characteristic is that m aps are applied to points only after their 
coordinates have been rounded to integers. By introducing the concept of jigsaws 
of m aps - w here the jigsaw piece of an integer point (u, v) is the set of all integer 
points {x, y) such that w (x, y) rounds to (u, v) - and studying the properties of such 
sets, we reduce the time taken to produce an approximation to the attractor by up 
to a factor of N, making the GA as accurate as the Adaptive Cut Method (ACM) [11, 
25, 26], and a frequently faster option than the popular Random Iteration Algorithm  
(RIA) [1,2].
Chapter 1
Introduction
There are m any different ways of obtaining fractal images on com puter screen; in 
this thesis, we concentrate on one such method - the Graphical Algorithm  [5] - and 
look at ways of im proving its performance. We will consider fifty distinct images, 
obtained from references [2,5 ,12,19, 2 6 ,28]. These are shown in Figure 1.1.
In C hapter 2 we give a brief introduction to Iterated Function Systems (IFS's), 
beg inn ing  w ith  a num ber of definitions relating  to m etric spaces and  a 
classification of affine m aps. We define the code and attractor of an IFS, and 
consider three ways of screening the attractor, nam ely the Collage Algorithm , 
Random Iteration Algorithm (RIA) and Adaptive Cut Method (ACM ). D uring the 
chapter, we will show that each of these methods has limitations - and conclude 
that, ideally, we w ould like to have an algorithm which combines the speed of the 
RIA w ith the accuracy of the ACM.
We describe an algorithm in Chapter 3 - the aforementioned Graphical Algorithm 
(GA) - which, as presently defined, is comparable w ith  the ACM, in that it is 
slower bu t more accurate than the RIA. From a particular starting point zo, the GA 
produces the attractor by applying each of the N maps of the IFS to Zj and plotting 
the nearest integer point. These resultant integer points are placed in a store - from 
which the next point zj+i is chosen - with the process terminating w hen the store is 
empty. Examples 3.4 and 3.5 show that the ratio of calculated points to unique 
points is always N  : 1 for this algorithm. Investigating w hy this is the case leads us 
to define jigsazos of IFS maps, where two points are in the same map i jigsaw piece 
if and only if they are sent to the same point under m ap i. It is these jigsaws which
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enable us to develop m ethods to improve the speed of the GA so that it compares 
favourably w ith that of the RIA.
Chapter 4 is concerned w ith the various properties w hich the pieces of these 
jigsaws exhibit. We show that the jigsaw pieces cannot contain holes and that, for 
the majority of the maps of our fifty IFS's, a given jigsaw piece cannot contain two 
pixels w hich are either not joined, or are joined only at a vertex. We also show 
that, in m any cases, all of the jigsaw pieces are rectangular. For each of the 
properties discussed, we give conditions on the IFS code entries which allow us to 
infer that the property holds.
h i Chapter 5 we consider simple IFS maps, whose jigsaw pieces are all rectangular 
and all the same size. We show that in such cases it is an easy process to determine 
from  a given starting pixel w hich other pixels are in the same jigsaw piece, 
enabling us to ensure that the map is only applied to one pixel of the jigsaw piece. 
Doing this means that duplication of attractor points can be reduced (indeed, in 
some cases, completely removed) and the time taken to produce the attractor can 
also be reduced. We then move on to show that further improvements are possible 
both by using w hat we shall call reduced jigsaws, and by using less than N jigsaws 
(the same jigsaw acting for several maps).
C hapter 6 continues w ork begun in the previous chapter, bu t looks at m ore 
com plicated maps, where the pieces are not all of the same size and shape. We 
consider cases where the jigsaws are built from small sub-jigsaws (building blocks) 
and note that, provided these blocks are small enough, we can use them to help us 
to im prove the GA for such maps. In Section 6.2 we give a general scheme for 
finding the reduced jigsaw in cases where the building block contains only whole 
jigsaw pieces, while in Section 6.3 we give a m ethod for finding the dimensions of 
the smallest possible building block.
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C hapter 7 is concerned w ith the problems which we encounter w hen we try  to 
make use of jigsaws for which the building blocks are too large - which we call 
irregular jigsaws. We consider several m ethods for finding the pieces of such 
jigsaws, using a num ber of the Theorems of Chapter 4 in order to optimise their 
perform ance. In Section 7.2 we define a procedure which enables us to im prove 
the performance of the GA for a specific class of IFS - where the majority of jigsaw 
pieces contain a relatively large num ber of attractor points. By considering a 
num ber of examples we show that, in addition to the irregular cases, this m ethod 
enables us to achieve even better results for several of the IFS's already considered 
in earlier chapters. We end the chapter by noting that, since this procedure cannot 
be applied  to the majority of IFS's, we m ust search for another m ethod - and 
conclude that in order to improve the GA for such maps, we m ust alter the maps 
slightly.
Such alterations are the subject of Chapter 8, where we consider approxim ating 
the code entries by 'small' rational numbers, so that we m ay find small building 
blocks for the jigsaws. We consider performing this approxim ation by inspection, 
bu t note that this does not always lead to the best choice, leading us to use rational 
approximation, which we define in Section 8.2. We notice that, in m any cases, using 
approxim ation by small rational makes very little difference to the appearance of 
the attractor, and explain w hy this is the case. In Section 8.3 we consider IFS m aps 
w hich contain a rotation, and show that unless the angle of rotation is a multiple 
of V 4, approxim ation easily causes fundamental changes in the appearance of the 
attractor. We conclude that, while approximation is not feasible in some cases, it 
m ay be used, together w ith the methods of Chapters 5 and 6, to make at least 
partial im provem ents to the GA for every one of our fifty IFS's.
C hapter 9 contains a sum m ary of the results of this thesis, together w ith  
comments about the methods used and a look to the future.
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An Introduction to Iterated Function Systems
In this chapter, we give a num ber of definitions w hich provide the necessary 
background to Iterated Function Systems. We then move on to describe several 
previously established m ethods of producing fractal pictures, and discuss their 
advantages and failings.
2.1 Background
One of the m ost im portant ideas in the study of Iterated Function Systems is the 
concept of 'distance betw een sets' or, m ore specifically, 'distance betw een 
pictures', where we m ay think of a picture as a set of pixels in the plane. In this 
section, w e will define the axioms which any distance function m ust satisfy, and 
then define the Hansdorff distance between sets together w ith the space in which 
such distance calculations will be carried out. As we shall see in Section 2.3, the 
H ausdorff distance can also be used to show sets, and therefore pictures, tending 
tow ards a limit - and in fact it is this idea which is the key to producing fractal 
pictures by w ay of Iterated Function Systems. References which are relevant both 
to this section, and Section 2.2, include [2, 7,8,12, 25, 26].
D efin ition  2.1 A metric space is a pair (X, d), where X is a nonem pty set and d is a 
real function on pairs of points, called distance, or a m etric , w hich satisfies the 
following axioms:
(i) Positivity: d(zi, Z2) > 0 V zi, Z2 e X, w ith equality if and only if z i = Z2-
(ii) Symmetry: d(zi, Z2) = d(z2, zi) V zi, Z2 e X.
(iii) Triangle Inequality: d(zi, Z3 ) < d(zi, Z2 ) + d(z2, Z3 ) V zi, Z2 , Z3  e X.
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D efin ition  2.2 A sequence {zn} in (X, d) is Cauchy if V e > 0, 3 k e N such that 
p, q > k => d(zp, Zq) < e. Then (X, d) is complete if every Cauchy sequence in X is 
convergent. Further, a subset Y c  X is compact if every sequence in Y has a 
convergent subsequence. Note that in the plane, Y is com pact if and only if Y is 
bounded and closed.
At this junction, it is im portant to note that while com pactness is a stronger 
condition, and much of our work will be carried out in compact spaces, the Fixed 
Point Theorem (Theorem 2.10) - which is the key result of this chapter - requires 
only completeness, and therefore the idea of Cauchy sequences is important.
N otation 2.3 Let (X, d) be a complete metric space. Then we denote by the 
collection of all non-em pty compact subsets of X.
D efin ition  2.4 Let z e X and A, B e H X ). The distance from the point z to the set 
B, d(z, B), is given by d(z, B) = min{d(z, b ) : b e B}, while the distance d(A, B) from 
the set A to the set B is given by d(A, B) = max{d(z, B) ; z e A}. From these, we 
define the Hausdorjf distance between A and B by
h(A, B) -  max{d(A, B), d(B, A)}. (2.1)
It is easy to verify that this function satisfies the axioms of Definition 2.1 and is 
therefore a metric. Note, in particular, that the Hausdorff distance, h(A, B), is zero 
if and only if A and B are identical.
We will see shortly how  the H ausdorff distance is used in practice to find the 
distance betw een a 'perfect1 image and various approximations to it, bu t it is clear 
from (2.1) that the actual calculation, and indeed the specific value, of h(A, B)
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depends on the metric d. It is therefore appropriate at this stage to briefly discuss 
the choice of metrics.
2.2 Metrics and The Fixed Point Theorem
In this section we discuss the choice of m etric over one particu lar space - 
Euclidean 2-space, or R2. We will shortly introduce contractive transformations, f(z) - 
w here, for any two points P and Q, the distance betw een f(P) and f(Q) is strictly 
less than the distance between P and Q - and we will show in Examples 2.7 and 2.8 
that a transform ation being non-contractive with respect to one metric does not 
m ean that it will be non-contractive w ith respect to every metric. If, however, we 
can find some m etric d w hich makes a transform ation contractive, then the 
famous Fixed Point Theorem of Banach (Theorem 2.10) tells us that the sequence of 
points {fn(zo)} tends to a limit in (R2, d). The importance of this will be highlighted 
in Section 2.3, where we will see that it can be applied to pictures tending to limits, 
w hen we consider a picture to be a point in #(X).
Over R2 there are m any metrics which can be chosen to m easure distance. Let 
p  = (x, y) and Q = (n, v) be two points of the plane. Below, we describe the best 
know n metrics on R2, and Figure 2.1 shows the unit discs {z e R2: d(0, z) < 1} for 
each.
(i) The lattice metric: d i(P ,Q ) = \x- u\ + 1y -  v\.
(ii) The Euclidean metric: d 2(P,Q) = ^J(x-u ) 2  + ( y - v ) 2  .
(iii) The maximum metric: d 00(P,Q) = max{|x - u\,\y - v \).
7
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(i) (ii) (iii)
Figure 2.1 The unit discs for the three metrics described above.
Note 2.5 The lattice metric is often used for H ausdorff distance calculations in 
practice, as it has no need for calculation of square roots, and is therefore much 
simpler than the Euclidean metric.
D efinition 2.6 A transformation f: X —» X is said to be contractive if there exists 
some num ber s, 0 < s < 1, such that
d(f(zi), f(z2)) < sd(zi, z2) 
for any two points z i, z2 e X. The smallest such num ber s is know n as the 
contractivity factor, Lipschitz constant, or simply the ratio, of f.
As noted earlier, the contractivity of a transformation often depends on the choice 
of metric i.e. a transformation can be contractive in one metric but not in another, 
as the following example illustrates.
Example 2.7 Consider the map w(x, y) = 0.65(x - y, x + y), which consists of scaling 
by 0.65^2 followed by rotation by K/ 4 . Let P = (0, 0), Qi = (1, 0) and Q 2 = (1, 1). 
Then w(P) = (0, 0), w(Qi) = (0.65, 0.65) and w(Q2) = (0,1.3). Then 
di(w(P), w(Qi)) = 0.65 + 0.65 = 1.3 > 1 = di(P, Q)
doo(w(P), w (Q 2)) = max{0 , 1.3} = 1.3 > 1 = doo(P, Q)
and therefore w is not a contraction with respect to either d i or doo. However, w is 
a contraction w ith respect to d 2 : let P = {x, y )  and  Q = ( u , v) so that
w(P) = 0.65(x - y, x + y) and w(Q) = 0.65(i/ -v , u + v). Then
8
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d 2(w(P)/w(Q))
= 0.65^/((x - y) - («- v))2 + {{x + y) - (u + v))2
-  0.65-]/((x - u) - (y - v))2 + ({x - u) + (y - v))2
-  0.65-^j2((x - u)2 + (y - v )2)
-0 .65V 2d2(P/Q)
Thus w  is a contraction with respect to the Euclidean metric, w ith contraction ratio 
0.65V2 ~ 0.92. Note that replacing 0.65 by any a  in the range (0.5, VV2) will also 
give a m ap which is not contractive w ith respect to d i or doo, bu t is contractive 
w ith respect to &2 , since the contraction ratio will be oo/2.
From this example, it m ay appear that the Euclidean m etric is always the best 
choice of metric as it highlights the contractivity of transformations. However, this 
is not the case, as the example below illustrates.
Example 2.8 Consider the transformation which scales the vertical coordinate by 
0.6 and then rotates the result by 270°.
w(x, y) -  (0.6y, -x)
Let P = (0, 0), Q = (1, 0) so w(P) = (0, 0), w(Q) = (0, -1). Then for any of the three 
given metrics, d(w(P), w(Q)) = d(P, Q) and therefore w is not contractive w ith  
respect to any of these metrics. It is possible, however, to find metrics which make 
w  contractive. Let P = (x , y )  and Q = (u , v). Then one such m etric is 
d(P, Q) = max{1.2|x - u\,\y - u|}. For since w(P) = (0.6y, -x) and w(Q) = (0.6v, -u), we
have
d(w(P), w(Q)) =max{1.2|0.6y-0.6z>|/ \x-u\)
= max{0.72 \y - v\, \x - u\}
< 5/6max{1.2|x - u\, |y-u |)
= 5 /6d(P/ Q).
9
Chapter 2
Thus w  is contractive w ith respect to this new metric.
M any pictures can be described by a set of plane transformations {wi, . . w n ), w ith 
the whole picture being covered by the union of the images of the picture. If each 
of the wi's are contractive, then it can be show n th a t the transform ation 
W = w i u  ... u  w n  is also contractive. Then, by the famous Fixed Point Theorem 
of Banach, which we state and prove below, the sequence Wn(Ao) - defined below 
- tends tow ards the fixed point of W - which is the picture itself. In practice this 
means that, if we can find the Wi's for a picture, and each of the wi's is contractive 
w ith respect to some metric d, then we can reproduce the picture. We will shortly 
define each of these ideas formally, bu t in the m eantim e we note that it is this 
concept which makes the ability to find suitable d of such great importance. For 
our purposes, d will be the Euclidean metric, unless otherwise stated.
D efin ition  2.9 Let f: X —> X be a transform ation on (X, d). Then fn: X —» X, for 
n  > 0, is defined by f°(z) = z, f!(z) = f(z), ..., f(n+1)(z) = f(fn(z)).
Theorem 2.10 (Banach's Fixed Point Theorem) Let f: X  X  be a contraction 
mapping on the complete metric space (X, d) with ratio s, 0 <s <1. Then
(i)fhas unique fixed point c, i.e. there exists exactly one point c € X  such thatflc) -  c.
(ii) For any zq e  X, the sequence (fHzo)} converges to the fixed point.
(in) A fter n iterations, we have the following estimates for the distance from  the fixed  
point.
d(zn,c )< -^ —d(zn_l f zn) ( n > l )  (2.2)
1 -s
snd(zn ,c) < - — d(zQ,z{) (n > 0) (2.3)
1 -s
10
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Proof Let zo € X, and let zn = fn(zo). Then for integers m > n > 0 we have
d(zn/ zm) = d(fn(zo)/ fm(zo))
= d(fn(zo)/ fn(f(nvn)(z0)))
< snd(zo/ T^^fzo)) (definition of ratios)
= snd(z0/ zm-n)
< sn{d(zo, zi) + d(zi, z2) + ... + d(zm_n_i, zm_n)}
(triangle inequality)
< snd(zo/ zi){l + s + s2 + ... + sm"n-T}
< snd(zo, zi){l + s + s2 + ...} (infinite series)
= snd(zo/ z i ) / (1 - s) (sum of geometric series)
This final expression can be m ade arbitrarily small by taking m, n sufficiently 
large. Hence the sequence {zn} is Cauchy and, since X is complete, it has a limit 
c e X  (that is zn —> c as n  —> °°). Since f is contractive, and therefore continuous, we 
have
f(c) = f(lim n->oofn(zo)) = lim n-4oo(hn+1)(zo)) = c 
show ing that c is a fixed point. To show that this point is unique, suppose that 
there were two fixed points c and c'. Then c = f(c) and c' -  f(c') so
d(c, c') = d(f(c), f(c')) < sd(c, c1)
From this, (1 - s)d(c, c') = 0, w ith (1 - s) & 0, and so d(c, c') = 0 im plying c = c\
Hence c is the unique fixed point of f.
To prove (2.2) we use similar arguments to the above, w ith m  > n  > 1.
d(zn, zm) < d(zn, zn+i) + ... + d(zm_i, zm)
< d(zn_i, zn)(s + s2 + ... + sm"n)
< d(zlvi, zn) s / ( l  - s)
11
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N ow  let m —> <*> so that zm —» c. Then, since d is continuous in each variable, 
d(zn, zm) —» d(zn, c). Since the right hand side of the inequality remains constant, 
we have proved (2.2), and by noting that
d(zn-i, Zn) < sd(zn-2/ Zn-l) < ... < sn"^d(z0/ zi) 
we obtain (2.3) from (2.2). This completes the proof.
2.3 Iterated Function Systems
We now  m ove on to define Iterated Function Systems and their associated 
attractors. Definitions 2.11 and 2.13 are key definitions, which will be referred to 
throughout.
Definition 2.11 An iterated function system , or IFS for short, is a collection of a 
complete metric space (X, d), together w ith a finite set of contractive m appings 
Wi: X —^ X w ith respective contractivity factors si (1 < i < N). Such an IFS is often 
denoted {X: w i, W2, •••, w^}, or simply {X: wi_n}. If all S{ are equal then the IFS is 
said to be uniform.
D efinition 2.12 The collage map W: 9F(X) —> H(X) associated w ith an IFS {X: wi_n) 
is given by
W(E) = wi(E) u  W2(E) u  ... u  w n (E)
for some set E e HfX).  Then W is a contractive m apping w ith  contractivity factor 
s = m axjsi, ..., sn}. The m ap W is called the collage map since it is form ed as a 
union, or collage, of transformed copies of E. However, it is often referred to as the 
Hutchison operator, after J. E. Hutchison, who proved that W is contractive w ith 
respect to the H ausdorff distance [17],
12
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D efinition 2.13 The attractor of an IFS is the unique set PL, given by the Fixed Point 
Theorem (Theorem 2.10), for which Wn(E) —> PL for every starting set E e ^X ). The 
term attractor is chosen to suggest the movement of E towards PL under successive 
applications of W. By Theorem 2.10, PL is also the unique set in #(X) which is left 
unchanged by W, W (PL) =  PL, and is therefore often referred to as the invariant set of 
the IFS.
Throughout this thesis, X will be either the plane R2 or some compact subset of R2 
and we will often refer to an IFS simply as {w i-n K
D efin ition  2.14 An affine transformation w: R2 —» R 2 is a composition of a linear 
m ap and a translation. It m ay be represented as
w(z) = Az + t
or
w(z) =
a b X e
+
i n | P
*
v_ f
where a, b, c, d, e, f e R. The 6-tuple (a, b, c, d, e, f) is known as the code of w, while 
the code of an IFS is a table whose rows are the respective codes of w i , ..., wjsj.
Note The affine transformation w  with code (a, b, c, d, e, f) has unique fixed point 
(x, y) given by
_ -e (d -l)  + bf _ -f(a -l)  + ce
X — - rrrr - : / y
(a - l)(d -1) - be * (a - l)(d -1) - b e ' 
and ratio s (with respect to the Euclidean metric) given by
(2.4)
s -  J E — l E ----- 5L where p = a2 + b2 + c2 + d2 and q = (ad - be)2. (2.5)
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Note that (2.5) is the 2-dimensional case of the general eigenvalue formula for s,
s = ^max{|2i| : 2} eigenvalue of ATA}.
For m ore information./ see [25, 26].
2.3.1 Classification of Affine M aps
Before considering m ethods for producing the attractors of iterated function 
systems, it is im portant to consider w hat a map specified by a row of the IFS code 
table can do to a point (x, y) (or, indeed, to a set of points).
Recall from basic geometry that every distance preserving m ap (or isometry) may 
be w ritten as a composition of one or more of the following three basic types:
(i) Translation Ta : z —»z + a
(ii) Rotation Ro(0) about the origin, through signed angle 0, w ith anticlockwise as 
positive direction, and
(iii) Reflection Rm in a line m  which is either of the coordinate axes.
The matrices for rotation about the origin by angle 0, and reflection in the x-axis 
are given below.
cos0 -sin0 "1 O '
sin0 cos0 Rx-axis — ° -1
Now, although our definitions are of rotation about the origin, and of reflection in 
one of the coordinate axes, we m ay also need to consider rotation about some 
po in t P, or reflection in some general line. Inform ally speaking, to find the
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matrices for such isometries, we map everything to the standard axes and origin, 
perform  the rotation or reflection, and then map the transform ed object back to the 
required axes and origin. For example, if we w ant to perform  rotation about the 
point (3, 4) by angle 0, the transformation is given by
T(3, 4)Ro(9)T-(3,4)(*, y)
~cos0 -sin0 x — 3
+
3
sin0 cos0 j / - 4 _ 4
In general, however, we will only need to consider rotation about the origin and 
reflection in one of the coordinate axes.
Now, as we stated in Definition 2.11, the maps of an Iterated Function System 
m ust be contractive - and therefore no isometry g can be an IFS map on its own. 
H ow ever if, before applying g, we first scale x and y  by values r i  and  X2  
respectively, w ith 0 < ri, i"2 < 1, then the composition of this scaling w ith  g will 
indeed be a contractive map. Such a scaling - which we call a coordinate scaling - 
has matrix
Note that if r i = i"2 then the scaling is said to be uniform . We will see shortly that it 
is possible to give a general form for the matrix of an IFS m ap, bu t first we define 
one final affine transformation, which is not an isometry.
D efin ition  2.16 A shear along the x-axis w ith param eter a  is the transform ation 
(x, y) —» (x + ay, y), in which points are moved parallel to the x-axis in proportion 
to their signed distance above it, a  being the constant of proportionality. Note 
that, as w ith  isometries, a shear m ust be combined w ith scaling before it m ay be 
considered as an IFS map as it is not in itself contractive. Figure 2.2 shows the
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effect that uniform  scaling w ith scale factor 0.5 followed by shear w ith param eter 
1 along the x-axis has on a simple rectangle.
bz
0 2 5
Figure 2.2 H ie effect of uniform  scaling by 0.5 followed by shear w ith param eter 1.
Note As w ith  the isometries, we m ay need to consider a shear w ith respect to 
some other axis. We can find the matrix of such a m ap in m uch the same w ay as 
w e did  for the rotation through a point other than  the origin. Suppose, for 
example, that we wish to perform a shear along a line which makes angle 0 w ith 
the x-axis. Then the matrix is given by
COS0 sin 9 “1 a~ cos 9 - s in 0
R~0SaR0 ~ -s in 0 cos0 0 1 sin0 cos0
ol  + asin0cos9  acos 9
O
- a s in  9 l - a s in 0 c o s 0
Figure 2.3 gives an example of a shear along a line which makes angle 30° w ith the 
x-axis, w ith the bicycle on the left being the original. Further details m ay be found 
in [12].
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0 = 30
Figure 2.3 Shear along a line making angle 30° with the x-axis.
We are now in a position to give a general statem ent about the matrices of IFS 
maps, and to give w ithout proof the general form of such matrices.
Theorem  2.17 Let w(z) = A z  + t be an affine transformation with A  *  0. Then A  is the 
product of a coordinate scale, shear and reflection or rotation, and may be written
A  =
rj cos 62 - r 2 sin 6 2 cos 62 -s in  6 2 ~r 1 0 ~
rj sin 6 2 r2 cos 6 2 sin &2 cos 6 2 0 r2_
(2 .6)
where rj, 0i and r2 , O2 + Kll  are polar coordinates for column vectors 1, 2 of A. Thus 62  
and 6 2  are the angles between unit vectors e\ and e2 along the positive x and y  axes and 
their respective images Ae\ and Ae2 . Further, for a given IFS code, we can fin d  the 
parameters in A  above using
rl
r 2
07 = arccos — 
r1
a d02 = arccos —
(2.7)
17
Chapter 2
Note that 0i = 02 in (2.6) implies that A is scaling followed by rotation (about the 
origin), while 0i = 02 + % implies that A is scaling followed by reflection (in a line 
through the origin). We shall refer to (2.6) and (2.7) throughout this thesis.
2.3.2 Finding the IFS Code
h i Section 2.2 we mentioned that if we can find the Wi's for a given picture then we 
can reproduce the picture. We will shortly consider several algorithm s which 
produce the attractors of iterated function systems on screen, bu t in the meantime 
we give an example which illustrates how to find the maps for a picture.
Theorem  2.18 A n  affine transformation w(z) = A z  + t is uniquely determined by its 
effect on the vertices of any triangle. Conversely, for any two triangles BCD, EFG, there is 
a unique affine transformation sending B, C, D to E, F, G respectively. Let b be the 
position vector ofB with respect to fixed perpendicular axes, and similarly for c, d, e , f  and 
g. Then this transformation is given by
A  = [y i y fR x i X2 Y 1, with t - e -  Abf (2.8)
where x \ - b  - d,%2 ~ c - d , y i -  e - g and 1/2 ~ f ~  g-
Example 2.19 Consider the face shown in Figure 2.4(a).
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(b)(a) (c)
Figure 2.4 Finding an IFS whose attractor roughly approxim ates a given image.
It is roughly true that
(i) the outline of the face is made up of 7 straight lines, and
(ii) each feature is a scaled copy of the whole face.
We begin by draw ing an invisible frame round the whole face, w ith horizontal 
and vertical sides just touching. Each of the 11 maps is specified by its effect on 
this frame - or rather, by Theorem 2.18, its effect on any three of the four vertices - 
and its code is calculated by (2.8). For example, suppose that the vertices of the 
frame are at (0, 0), (60, 0), (0, 80) and (60, 80) and that we use the first three of these 
as B, C, D respectively. Suppose further that map 1 sends B to (0, 40), C to (0, 40) 
and D to (10, 70). Then xi = (0, -80), x2 = (60, -80), yi = (-10, -30) and y2 = (-10, -30) 
and by (2.8), t = (0, 40). Finally, also by (2.8),
'-10 -10“" 0 6 0 ' -1 1 '-10 -10" '-80 -60 ' '0 0.125'
-30 -30_ -80 -80 4800 -30 -30 80 0 0 0.375_
Thus w i has code (0, 0.125, 0, 0.375, 0, 40). We can calculate the codes of the other 
ten transform ations in exactly the same way, noting that for each feature we map 
the frame into some parallelogram. The resulting collage is shown in Figure 2.4(b),
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while the IFS code is given in Table 2.1. Figure 2.4(c) shows the approxim ation to 
the attractor obtained using the Graphical Algorithm [5], which we shall introduce 
in Chapter 3. Notice that, in (b) and (c), the features are not simply parallelograms 
since the original face outline is not - which makes the face 'more hum an' - and 
also that m apping the whole face to each of the features results in the features 
being 'filled in' - which is appropriate for the eyes in particular. We will return  to 
this IFS in Chapter 8.
a b c d e f
W1 0 Vs 0 3/s 0 40
W2 0 3/8 0 Vs 10 70
W3 0 V4 0 _3/ 8 40 80
W4 0 _1/8 0 " V2 60 50
ws 0 -v4 0 -Vs 50 10
W6 0 -v4 0 Vs 30 0
W7 0 -Vs 0 3 / 8 10 10
ws 1/60 V8 V15 3/80 14 48
W9 ~V 60 9/80 1 /15 ~3/80 39 51
w10 1 /l2 3/80 V 60 3/20 28 31
wn 1/3 ot—1 V30 oj 00 0 20 20
Table 2.1 The IFS code for the face of Figure 2.4.
Note We can use (2.6) and (2.7) to investigate how each m ap is m ade up. For 
example, map 1 has
r^cosQi -r2sin02 
rxsinBx i’2cos02
'0 0.125"
_0 0.375_
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and so (2.7) says that ri = 0, i"2 = VO-1252 + 0.3752 « 0.395 and 02 ~ -18.43°. Thus 
m ap 1 consists of scaling by 0 horizontally and 0.395 vertically, followed by 
rotation by -18.43°.
Once we have the IFS code, we require a m ethod to reproduce the picture - and 
we now  introduce several algorithms which do just that. Each of these algorithms 
is well docum ented elsewhere - general references include [2, 12, 25, 26]. For the 
rem ainder of this thesis we will simply state the codes of IFS's - but note that any 
of them can be calculated using (2.8).
2.4 The Collage A lgorithm
The collage algorithm  is a deterministic algorithm for producing the attractor of 
an IFS which follows from the definition of the collage m ap (Definition 2.12). If 
{wi-jq} is an IFS of the plane, w ith ratio s, then the collage algorithm  is given by
(i) Choose any set Ao e R2
(ii) Generate a sequence of collages {Ao, A i , ...} where
An+i = W(An),
or equivalently
An = W*(Ao).
By the Fixed Point Theorem 2.10, since W is contractive, this process generates a 
converging sequence of sets w hich tend tow ard the fixed poin t 9t of W. In 
particular, (2.3) enables us to find a value of n which results in An being w ithin a 
prescribed distance of A, since
d(An, J?) < p^— d(A0, Aj). (2.9)
1-s
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Example 2.20 We consider the attractor known as the Sierpinski Gasket. In spite of 
the fact that any starting set Ao can be used - a consequence of Theorem 2.10 - it is 
illum inating to start with Ao = A, a filled in triangle. The vertices of A can be any 
three non-collinear points, ai, a2 and a3, but we shall consider a right angled 
triangle. The IFS is given by (wi, W2, W3}, where Wi(z) = V2(z + aj) maps any point 
z to the halfway point on the line segment from z to ap Thus wi(A) is a triangle 
whose vertices are a\ and the m idpoints of the sides adjacent to a\. Figure 2.5 
shows the starting set Aq = A, and the first two collages Ai and A2.
a 2 A a 3 W(A) W 2 (A)
Figure 2.5 The first three approximations to the Sierpinski Gasket.
Thus W(A) may be regarded as A with a 'hole'. Observe further that applying w i to 
W(A) gives a small triangle w ith a hole. Thus applying W has the effect of 
scooping a hole out of every triangle at the previous stage, and the attractor, the 
Sierpinski Gasket, is as represented in Figure 2.6.
thih
Figure 2.6 The Sierpinski Gasket Attractor.
Flowever, w hilst this algorithm  will eventually give an approxim ation to the 
attractor to any desired accuracy, it is clearly an extremely inefficient way of doing
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so. If we calculate N  to be the m inim um  value of n which will give the desired 
accuracy, then  in order to produce the approxim ation to the attractor, the 
com puter m ust calculate, and then draw,
o l ' j+ l  -1
1 + 3 + 32 + ... -f 3N =  ------—
2
triangles. Even for a relatively small value of N this num ber is very  large 
(approximately 5.2 x 109 for N -  20) and consequently this algorithm  is very slow. 
Since the aim is to produce the attractor quickly as well as accurately, the Collage 
Algorithm has very little practical use, but fortunately there are several algorithms 
which are faster. Shortly, we will introduce the algorithm  which is the basis for 
this thesis - the Graphical Algorithm  [5] - but first we describe two others which 
contrast.
2.5 The Random  Iteration Algorithm  (RIA)
In contrast to the collage algorithm, where at stage n  we needed to calculate the 
collage of images w i(A n) u  ... u  WN(An), in the random  iteration algorithm  we 
calculate just one point zn+i, from its predecessor zn, by zn +i = Wi(zn) w ith  i 
chosen at random  from 1, 2, ..., N. The algorithm  w hich is used to make this 
choice will be called the driver of the RIA. Traditionally, each m ap wi occurs w ith 
preassigned probability pi - determ ined by a m ethod such as the one described 
below - and. a random  num ber generator is used to drive the RIA. Formally, the 
random  iteration algorithm is given by
(i) Choose zq e 91 (typically zo is the fixed point of Wi for some i, 1 < i < N)
(ii) Plot points zo, z \ ,  ..., where zn+i = wi(zi) and i is chosen at random  from
1.. .N, subject to preassigned probabilities pi.
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In order to set the probabilities we use the following m ethod, popularised by 
Barnsley [1, 2]. As usual, let A  denote the attractor of the IFS {wi-n}- Then the N 
sets w i(^), ..., w n M  form a covering of Si, that is, every point of Si is in at least 
one of the sets wi(A), called attractorlets. To achieve uniform distribution, assuming 
no significant overlap betw een attractorlets, the num ber of points in each 
attractorlet should be proportional to the area of that attractorlet. Thus since an 
affine m ap, Az + t, scales all areas by factor i detA I, we set
IdetA-1
Pi = ^ det^  | where wi(z) = Aiz + h, (2.10)
Thus the transform ations which cover the largest areas are allowed the m ost 
points, and therefore this formula usually gives a good estimate of probabilities. 
There are, however, two situations where this form ula is less effective, namely 
w hen there are large areas of overlap between attractorlets, or w hen wi m aps 
everything onto a line. In this second case, I detAi I = 0 so pi = 0, m eaning that Wi 
w ould never be chosen by the random  num ber generator. To counter this, we set 
pi to some small value, such as pi = 0.01, ensuring that wi will be chosen.
Note A better m ethod for defining probabilities is given at the end of Section 2.6.
Example 2.21 Once again we consider the Sierpinski Gasket. Applying (2.10) to 
each Wi gives pi = V 3 for each i, 1 < i < 3. The images produced at various stages 
of the RIA are shown in Figure 2.7. Note that even after only 500 iterations, the 
structure of the Sierpinski Gasket is clearly visible, although the approximation is 
clearly not particularly close to the attractor of Figure 2.6.
As discussed in Section 2.1, we can measure the 'closeness’ of the approximations 
to the attractor using the Hausdorff distance and the results of doing this are given
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in Table 2.2. For these calculations, the metric used was the lattice, or d i, metric - 
as discussed in Note 2.5 - and we calculated the H ausdorff distance using an 
algorithm described by Shonkwiler [27], with the attractor of Figure 2.6 being used 
as the 'perfect' image.
The table shows that the RIA approximations do indeed tend towards the attractor 
- however, even after 50,000 iterations, the approxim ation is still at H ausdorff 
distance of 2 from the perfect image, indicating that the RIA has limitations. 
Notice also that between 500 and 1,000 iterations there is no im provem ent in terms 
of distance, but the 1,000 iteration approxim ation clearly looks m ore like the 
attractor than the 500 iteration approximation. The same is true between 5,000 and 
10,000 iterations - indicating that the Hausdorff distance also has its limitations as 
a measure of "closeness". However, we will not dwell on this problem here.
100
'■  • ,  V,
•a. ti Lv
5. A .
500
5000 10000
A X
<v>a.
1000
20000
Figure 2.7 The Sierpinski Gasket after various stages of the RIA.
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N um ber of 
Iterations
H ausdorff
Distance
1 200
100 13
500 6
1000 6
5000 3
10000 3
20000 2
50000 2
Table 2.2 Hausdorff distances between the 'perfect' 
Sierpinski Gasket and various RIA approximations.
We have already hinted that the Random Iteration Algorithm has limitations, but 
before discussing w hat these limitations are, we m ust first introduce the idea of 
addressing for IFS's.
2.5.1 A n A ddressing Scheme
An addressing scheme is a way of identifying any given point of an IFS attractor 
by a sequence of symbols chosen from some alphabet. Below, we describe a 
general scheme for an IFS {w i-n }, but first we give a simple example.
Exam ple 2.22  Recall from Example 2.20 that stage n  of the Collage Algorithm  
construction of the Sierpinski Gasket attractor involves dividing each triangle of 
the stage (n - 1) approximation into four equal parts and then deleting the m iddle 
one. Suppose that each time this division is perform ed w e identify the lower left 
triangle by 1, the lower right by 2, and the upper triangle by 3. Then after one 
stage it is easy to see, in Figure 2.8 below, that the point z lies in the subtriangle 
w ith label 3 - which we will call A3. At the second stage of the subdivision we see 
that z lies in subtriangle 1 of A3, or A31, while a third subdivision reveals that z lies
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in A312 - and thus the address of z begins 312. Finally, to determ ine the address of 
z to greater accuracy, we simply continue to divide and identify subtriangles.
3
1
Figure 2.8 An addressing scheme for the Sierpinski Gasket.
Note The addressing scheme is closely related to the applications of the maps Wi, 
1 < i < 3, since Ai = wi(A) and therefore = WiWjWk(A), w here the m aps are 
applied from left to right (1 < i, j, k < 3).
We now  extend the notation of the above example to the m ore general IFS {wi_n} 
w ith attractor 9L
N otation 2.23 The subset of Jlw ith  address beginning a  = aiG 2 ---C>k/ where k is 
finite, is given by
■ % =  . . . a k =  w f f l w ff2 . . . w f f k ( ^ ) .
Then Si -  u ■%a1<j2 1 -  a i -  N, and further, any point z e SL is contained in some 
subset A a o & and therefore has address beginning 0 1 0 2 . ..CJk-
Theorem  2.24 [26] The ratio of the composite map zoa . w a does not exceed the product 
of the ratios of w G, and w G . I f  we denote the ratio of the map w G by p(a), then toe have
p(oiof) < piai)p(Gj)
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D efin itio n  2.25 The diameter of the attractor A  of an IFS is defined to be the 
m axim um  distance between any two points of A. Thus
diam(.q) = max{d(zi, Z2) : zi, Z2 e A).
For further details and calculations see, for example, [6].
D efin ition  2.26 Let A  be the attractor of the IFS {w i _n } and let £ > 0. Then the
associated list of addresses consists of all sequences o = a i a 2 . ..0k over {1, N}
w ith  p(cricT2 ...CTk) ^ £ and p(oi02...(Jk-l) > £• Thus the addresses divide A  into 
subsets Aq = w a w a . .. w ff (A), each of diameter not exceeding £ x diam(j^L).
Example 2.27 We return to our previous example, and take e = Vs* Then since the 
ratio of the Sierpinski Gasket is 0.5, we require the addresses to have length 3. 
Thus the complete list of addresses is {010203 : Oi e {!, 2, 3), 1 < i < 3}, and the 
subsets associated w ith these addresses partition the attractor as shown in Figure 
2.9 below.
333
332331
323313
311 312 321 322
133 233
132 231131 232
123113 213 223
112 121 221 222122 211 212111
Figure 2.9 The subsets Aa for the Sierpinski Gasket, where a  = 0 1 0 2 O3 is an address.
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Thus w e have seen that in order to produce the attractor of an IFS {wi_]\j} to a 
guaranteed accuracy by our chosen method, we need to plot at least one point in 
each s u b s e t ~  and it is here that the limitations of the RIA are exposed.
2.5.2 Lim itations of the RIA
As we saw  in the previous section, in order to produce the attractor of an IFS to a
given accuracy, we shall plot at least one point in each s u b s e t w h e r e  a  is an
address. For a particular address a  = 0 1 0 2 . . .c?k, this means that we m ust plot 
w cr1w <j2---w <jk(z)/ f° r some z e A. But w hat does this m ean in term s of the
sequence of maps produced by the RIA driver? Recall that once the driver - in our
case a random  num ber generator - generates a num ber i, wi is im m ediately 
applied to the last point found, and therefore, in order to plot w 0-iw o-2 . ..w (Jk(z)
we need to generate the maps in the order Thus the sequence of maps
produced by the random  num ber generator (or more generally the RIA driver) 
m ust ultim ately contain the reverse of every address given by Definition 2.26 - 
which is not true of every RNG (for further discussion see [10,11,18]).
If, however, the random  num ber generator is capable of producing a sequence of 
num bers which ultimately includes the reverse of every address, then the RIA will 
eventually produce the attractor to the desired accuracy - bu t even in these 
circumstances, the RIA still has limitations. Before elaborating, we require two 
Theorems - their proofs are given in [12].
Theorem  2.28 Consider the IFS {wi-^} with ratio s = max(si, ..., s n ) and attractor jZ
Suppose the fin ite  sequence a  ~ <Ji<J2 --‘0 'm contains all k-digit combinations over
[1, 2, ..., N} and is used as the driver in the RIA to produce a sequence of points {znj 
where zq e  A  and zn+% = w a  ^(zn). Then for every point z e  J% there is a point zn within
distance e, where e is given by
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e <skdiam(A). (2 .11)
Theorem  2.29 I f  a sequence of digits from {1,2, ... N} contains every sequence o f length 
k, then it has size at least N^ + k - 1 .
W ith the help of Theorems 2.28 and 2.29, we can now  show that, even if our 
chosen random  num ber generator is capable of producing a sequence of num bers 
which includes all length k sequences, or addresses, the RIA still has limitations. 
This is best shown by an example.
Example 2.30 Consider the Sierpinski Gasket once more, and let the attractor lie 
w ithin a square of 100 x 100 pixels on a computer screen. Then if w e take one pixel 
as one unit of length, we have diam(Jl) < 100^2, say 142. Suppose that we w ant to 
ensure that every point of Jlhas a sequence point w ithin one pixel. Then by (2.11) 
w e require ( l /2 )k142 < 1 and so k > 7, although in practice k = 7 will probably 
suffice. Now, by Theorem 2.29, the RIA sequence m ust have length at least 
37 + 7 - 1 = 2193. However, it is highly unlikely that any sequence of random  
num bers of this m inim um  length w ould be constructed in such a w ay that it 
w ould include all 7-digit sequences over {1, 2, 3} - and therefore the RIA is likely 
to require m any more iterations than the optimal 2,193. In fact, running the RIA 
shows that even after 15,000 iterations there are still two 7-digit sequences which 
have not been produced, and it takes 15,887 iterations to produce all 7-digit 
sequences.
Thus w e have show n that the RIA driven by a random  num ber generator has 
severe limitations, even when all addresses are produced. It is clear from Example 
2.30 th a t sequences p roduced by a random  num ber generator are far from  
optimal. However, for a restricted type of case, it is possible to im prove the RIA
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by using Optim al Sequences - sequences which contain all addresses given by 
Definition 2.26 - to drive the RIA. For more details, see references [13,14, 21, 22].
We now  introduce another m ethod [25, 26] w hich takes a slightly different 
approach, terminating only when the required accuracy has been reached.
2.6 The A daptive Cut M ethod (ACM)
In Sections 2.4 and 2.5 we saw two methods for producing approximations to the 
attractor A  of an Iterated Function System {wi-n} - the Collage Algorithm and the 
Random  Iteration Algorithm. W hilst both approaches can produce reasonable 
approximations we noted that they both have limitations. In particular, we noted 
that the perform ance of the RIA depends strongly on the choice of probabilities, 
and also that in order to reach the desired accuracy the RIA m ay require m any 
m ore than the optim al num ber of iterations. We now  briefly describe another 
m ethod - the Adaptive Cut Method - which does not require probabilities, bu t is 
guaranteed to plot one point in each su b se tAa for a given e > 0. This means that 
for every point, z, of the attractor, there is a point z' in  some AG such that 
d(z, z') < e x diam(jl). Let zo e A
At the first step, subdivide the attractor A  according to A  -  wi(J4) u  ... u  wn(^)- 
Thus, after this step, the addresses we have are just 1, 2, ..., N. Then step s is 
perform ed according to the following
(i) Each subset of A  w ith address o i . . . a s-i w here p (o i...a s-i) > e is further 
subdivided into those w ith addresses a i . . .a s_il, oq.. .a s„i2, ..,, <5\.. .a s-iN.
(ii) For each subset of A  w ith address cti. . .as_i where p(ai.. .a s-i) < £, plot the point 
w tr1w 0.2...w <Ts_1(zo).
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We can im plem ent the ACM by a simple recursive procedure, such as that 
described by the following pseudocode, reproduced from [20],
procedure AdCut (w : affine map)
if p(w) < e then plot w(zo)
else for i = 1 to N  do AdCut(w.Wi)
Then calling AdCut(identity) will eventually result in one point being plotted in 
each attractorlet which is less than e x diam(A) in diameter - and thus we will have 
an approximation to 9t which is of the desired accuracy, as discussed above.
Note The ACM can be used to give a better way of assigning probabilities for the 
RIA. We subdivide the points plotted by the ACM into N  subsets, each one 
containing the points plotted in Wk(A). Then the relative num ber of points in each 
subset determ ines the corresponding probability. W hen used as probabilities in 
the RIA, these values give an approximation which has m ore evenly distributed 
points than the one obtained using (2.10) to assign probabilities. An example is 
given in [25, 26].
Example 2.31 Recall that the ratio of the Sierpinski Gasket is 0.5. Taking £ = 0.5n 
and running the ACM for various values of n  gives the results show n in Figure 
2.10. Note that the num ber of iterations is given by 3n.
It is clear from Figure 2.10 that the ACM is more accurate than the RIA since even 
after only 81 iterations (n = 4) the structure of the Sierpinski Gasket is clearly 
visible. However, it has been noted [20] that the performance of the ACM appears 
sometimes to depend on the choice of starting point zo- As Figure 2.11 illustrates, 
this choice can affect the way the approximation to the attractor looks, and indeed 
can give misleading information about w hat the attractor looks like.
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n = 4 n = 5
n = 7
Figure 2.10 The Sierpinski Gasket after various stages of the ACM.
Figure 2.11 The Dragon Curve produced by the ACM. The white lines are 
not a feature of the attractor, but are instead a consequence of choice of z q .
In addition to the problem illustrated, the ACM is generally slower than the RIA, 
particularly for larger values of n. Ideally, therefore, we w ould like an algorithm 
which has the speed of the RIA, coupled with the accuracy of the ACM. For the 
rem ainder of this thesis we will concentrate on the Graphical Algorithm  [5] which 
appears to have these properties, certainly after the improvements we shall study.
n = 6
n = 9
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The Graphical A lgorithm
In Chapter 2 we described a num ber of algorithms which can be used to produce 
on-screen approximations to the attractor Si o f an IFS {wi_n}, and we noted that 
each has limitations, leading us to seek a more efficient algorithm. In this chapter, 
we describe another algorithm  which not only appears to be quicker in m any 
cases, bu t also to give a better approxim ation to Si. H ow ever, as we shall see 
shortly, it is not these initial observations alone w hich m ake the Graphical 
Algorithm of such great interest - rather it is the potential for im provem ent which 
we discuss in Section 3.2, and the subsequent improvements which we shall make 
in Chapters 5 to 8 , which make this algorithm far better than any other discussed 
thus far, at least for a wide range of attractors.
3.1 D efinition  of the A lgorithm
As w ith the other algorithms which we have discussed, we expect that the GA will 
give a series of approximations which tend towards the attractor of the IFS. We 
will show in Theorem 3.2 that this is indeed the case, bu t in order to be able to 
prove this theorem , we m ust begin by giving the form al definition of the 
Graphical A lgorithm  (GA), which is reproduced from [5]. However, w hilst it is 
im portant to understand  the algorithm  in general, it can be stated m uch more 
simply as we shall see in Figure 3.1.
D efin itio n  3.1 Let X be a metric space and 8 be a positive real num ber. A mesh 
M(S) is a subset of X such that
(i) for any z <= X, d(z, M(8)) < 5, and
(ii) any ball of X contains only a finite num ber of points of M(5).
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Now let X = R2, and consider an IFS {wi-n}. We recursively define two sequences 
of subsets of R2, Bn and Cn for n  > 0, until an empty set Cn+i is produced. Let z* be 
the fixed point of some Wi, 1 < i < N, and let zo e M(S) be such that d(zo, z*) < 5. 
Let Bo = {zo} and Co = Bo- If Bn and Cn have been computed, and Cn is non-empty, 
then Bn+i and Cn+i are found by the following rules
(1) Choose zn e Cn.
(2) Let T = 0  where T is a tem porary set. For each m ap wi of the IFS w ith 
d(wi(zn), Bn n  T) > 8, choose z' e M(8) w ith d(wi(zn), z') < 8 , noting that 
such an z' exists by (1) of Definition 3.1. Then T : = T u  {z'}.
(3) Bn+i := Bx^ cj T, Cn+i •= Cn lj T - {zn}.
Note W henever Bn n  T = 0  at step (2) above, we give d(wi(zn), Bn n  T) any value 
greater than 8 and continue w ith the algorithm as before. This decision will be 
justified shortly.
The choice of zn at step (1) will depend on zn_i. In order to specify this choice we 
consider the following ordering of Cn:
If P = (a, b) and Q = (c, d) then P<Q<=>f r>dor ( f r  = d and a < c) (3.1) 
Then, in choosing zn e Cn, we choose the smallest point of Cn which is strictly 
greater than  zn_i e Cn_i. If no such point exists, we choose zn to be the smallest 
point of Cn.
Note In practice, we set 8 = 1 pixel so that the m esh consists of all integer points. 
Then, at step (2), the point added to T is simply the nearest integer point to the 
calculated point. Refining the mesh corresponds to scaling up the translation parts 
of the IFS maps.
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Thus the GA can be summ arised as follows, where the store is simply Cn. Note 
that at step 3 , we plot and store the nearest integral point to wi(zn) rather than 
W i(zn) itself.
n := 0
I
Take the next point zn from the store
I
Calculate wi(zn) , ... , WN(zn)
I
Plot and store those W i(z n ) that are new
I
Remove zn from the store
n := n + 1 
Figure 3.1 The Graphical Algorithm.
Note that at step (2) of the Graphical Algorithm, we add a point to T if and only if 
d(wi(zn), Bn n  T) > 8 . In practice, this means that the only time we do not add a 
point to T is w hen the nearest integral point to Wi(zn) has already been lit in the 
approximation to the attractor and has been calculated previously at this iteration. - 
which is clearly not the case if Bn n  T = 0 ,  justifying our earlier decision to add a 
point to T in such situations. Since a point z is in Bn n  T if and only if it is in both 
Bn and T, a point which has not been previously calculated at the current iteration 
will be added to T whether it has already been lit in the attractor approximation or 
not - and therefore, while this process enables us to avoid plotting the same point 
twice at the same iteration, it may not avoid duplication of points altogether.
In order to avoid plotting points more than once, it w ould seem logical to use 
Bn u  T rather than Bn n  T. However, as n increases, so too does I Bn I, and so 
calculating d(wi(zn), Bn u  T) would take considerably more work than w ould be 
needed to simply plot any duplicated points. Note further that, although we may 
be able to avoid plotting any duplicated points, we cannot avoid calculating them
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by this process. As we will see shortly, the GA does indeed result in m any points 
being duplicated, and while we cannot avoid this w ithin the fram ew ork of the 
algorithm , w e will see that the duplication can be considerably reduced, and 
indeed removed completely in many cases, by an im proved im plem entation of the 
GA w hich uses jigsazvs. In the m eantim e, how ever, we will concentrate on 
showing w hy the Graphical Algorithm works.
As noted earlier, we expect that the GA will give a series of approximations which 
tend tow ards M. Theorem 3.2 shows that this is indeed the case, as Example 3.4 
will illustrate. The theorem, and the lemma that follows, are stated in slightly 
different form in [5], but the proofs given are expanded considerably here. Note 
that, while we use 5 = 1 in practice, both the theorem and the lemma hold for any 
value of 5.
Theorem  3.2 I f X  is compact then for every positive 8  there is an integral value of N  for 
zvhich C n  is empty, and in that case the Hausdorff distance betzveen B n  and M is smaller 
than 8/(1 - s) zvhere s is the ratio of the IFS.
In order to prove Theorem 3.2, we require the following Lemma.
Lemma 3.3 I f  Mis the attractor of an IFS {zvnnI then, for every n,
d(Bn, M ) < 8/ ( l - s ) .
Proof Recall that d(B, A) = max{d(b, A) : b e B}. Then d(Bo, M) = d(zo, M) since 
Bo = {zo}, and since zo is at distance at m ost 5 from  a m esh point we have 
d(Bo, M) < 8 , Thus d(Bo, Ft) < V ( i  - s) and the hypothesis is true for n  = 0 .
37
Chapter 3
Suppose that it holds for n  so that d(Bn, A )  < 5/ ( i  - s). Then d(z, A )  <  5/ ( i  - s) 
V z e Bn. N ow suppose that z' e Bn+i - B1V Then by definition of the algorithm, 
3 z e Bn and some i, 1 < i < N, such that d(wi(z), z') < 6 . Then
d(z', Si) < d(z', wi(z)) + d(wi(z), A)
< d(z', Wi(z)) + d(wj(z), Wi(^.)) since wi(^) c  A
< 5 + d(wj(z), Wi(J^ L)) by above statem ent
< 5 + sd(z, A )  by definition of s
< 8  + sS/(i-s) by the inductive hypothesis
= 6 /( l-s )
Thus d(z, A )  < 5/(i_s) V z g  Bn+i - Bn, and d(z, A )  < <V V z e Bn, so that 
d(z, A )  < $ / V z e  Bn+i. But then d ( A ,  Bn+i) < V a n d  we have proved the 
Lemma.
We are now  in a position to prove Theorem 3.2, and thus to prove that the 
approximations obtained by the GA do indeed tend tow ards A
P roof The sequence Bn is non decreasing, bounded and contained in M(6 ). It 
follows that the cardinality of Bn is a bounded m onotone sequence and so there is 
an integer No for which Bn is a constant set for n  > No- The sequence Cn is strictly 
decreasing for n  > No - and consequently there is an integer N for w hich C n  is 
empty. Since C n  is empty, 1i(W(Bn), Bn) < 8 , where h  is the H ausdorff distance. If 
z g Bn then d(wi(z), Bn) < 5 so that
d(W(BN), BN) = max{d(b, Bn ) • b e W(BN)1 < 5.
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Now
d(A, Bn) < d(A, W(Bn)) + d(W(Bjsj)/ Bn)
< d(W(.T), W(Bn )) + cI(W(Bn ), Bn )
< d(W W , W(Bn )) + 5
< sd(jl, Bn ) + 5
and therefore d(H, Bn) < 5 /(1  - s). Finally, we have h(J4, Bn) = max{d(BN, -#), 
d(J3., Bn)} and so by the above and Lemma 3.3, h(Jl, Bn) < 8 /(1  - s) as required.
Thus the approxim ations Bn do indeed tend tow ards J4, and therefore the 
Graphical Algorithm will lead to a good approximation to the attractor. We now  
give an example of an attractor being produced by the GA.
Note By Theorem 3.2, we know that the final approxim ation to the attractor 
produced by the Graphical Algorithm will be very close to the true attractor. Thus, 
throughout this thesis, we shall refer to this approximation simply as the attractor.
Example 3.4 The Dragon Curve consists of two transformations, given at scale 64 
by
w i(x, y) -  (0.5* + 0.5y, -0.5x + 0.5y)
W2(x, y) ~ (-0.5* + 0.5y + 64, -0.5* - 0.5y)
We apply the GA, starting w ith Bo = Co = {(0, 0)}. Figure 3.2 shows the sets Bn and 
Cn for n  divisible by 1000, and for n = 6346, for w hich Cn is em pty and the 
algorithm  terminates.
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Figure 3.2 The Graphic Algorithm applied to the Dragon Curve.
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3.2 The N : 1 Property
Table 1 of [5] exhibits the property that the ratio of calculated points to plotted 
points is always N : 1 for the GA (Algorithm E of [5]). This property  is a simple 
consequence of the construction of the algorithm, since for each new  poin t zn 
found, we calculate W i(z n ) for 1 < i < N. Example 3.5 illustrates this property  for an 
IFS w ith two maps - the Takagi Function - while Example 3.6 shows that the N  : 1 
ratio is a global property which need not apply to every point individually.
Note From now  on, we will refer to plotted points as unique points since no point 
is plotted more than once.
Example 3.5 The Takagi Function consists of two maps, given at scale 100 by
wi(x, y) = l / i { x , x  + y)
W2(x, y) = V 2C1' + 100, y - x  + 100).
A pplying the GA to this IFS results in 574 points being calculated, and 287 unique 
points being plotted, as predicted above. The final approxim ation to the attractor 
is show n in Figure 3.3 below.
Figure 3.3 The Takagi Function attractor produced by the Graphical Algorithm.
We have seen that w hen we run  the GA, we calculate N  times as m any points as 
w e actually need in order to produce the attractor, and consequently producing 
the attractor takes much longer than it ideally should. Thus, if w e can cut dow n on 
the duplication of points - or even remove the duplication altogether - by a
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m ethod which is quicker than simply applying all N  m aps to every unique point,
then  we w ould expect that the time taken to produce the attractor w ould be
im proved. We will shortly introduce a method which does just this, and we will 
see that it can dram atically im prove the run times of the GA. However, before 
considering how  to im prove the GA, we m ust focus on w hat causes a particular 
point to be hit more than once - for while it is the case that the num ber of points 
calculated is N  times the num ber of unique points, it is not true that each unique 
point is hit N  times. The following example illustrates a point being hit more than 
N times by the GA.
Example 3.6 W hen we apply the GA to the Takagi Function, we find that the four 
points (47, 61), (47, 60), (48, 60) and (48, 59) are all in the attractor. By definition, 
each of these points will be added to the store at some stage, and consequently 
each will also be chosen as zn for some n, and the two m aps of the IFS will be 
applied to each point. Now
wi(47, 61) = V 2(47, 47 + 61) = (23.5,54), 
wi(47, 60) = 1 / 2(47,47 + 60) = (23.5,53.5), 
wi(48, 60) = V 2(48,48 + 60) = (24, 54), 
wi(48,59) = V 2(48, 48 + 59) = (24,53.5).
Clearly, each of these values has closest integral point (24, 54), and thus (24, 54) is 
hit 4 times by the algorithm. Figure 3.4 illustrates this, where the shaded pixel is 
(48, 60) and the pixel on the right hand side of the diagram  is (24, 54).
W - j □
Figure 3.4 The four points (x, y) w ith w j (x, y) = (24, 54) as a set of grid pixels.
Thus it is possible for individual points to be hit more than N  times, and since the 
num ber of points calculated is N  times the num ber of unique points, it m ust also
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be possible for points to be hit less than N times. We will shortly illustrate how  
this can h a p p en  but first we m ust introduce the concept of jigsaws.
3.3 Introduction to Jigsaws
Example 3.6 gives a simple illustration of a concept which we will shortly describe 
in detail. As we will see in Chapter 5, every point in the attractor of the Takagi 
Function is the image of four distinct points under either w i or W2, although up to 
three of these points may lie outside the attractor (see Figure 3.6). Further, if the 
point is the image of points under map 1 then, w hen shown as a set of grid pixels, 
the four points will always lie in the formation shown in Figure 3.4. These ideas 
will be defined formally in Chapter 4, but for now we give a basic description of 
jigsaws.
A jigsaw piece for an IFS map i is the set of pixels S = {(x, y)} such that w hen wi(x, y) 
is rounded to the nearest integer point, the result is the same for all (x, y) e S. In 
other w ords S is the set of pixels which are sent to the same integer point under 
wi- The set of all such jigsaw pieces for map i will be referred to as the jigsaw  
covering, or simply the jigsaw for the map.
Note In fact, w hen we use the term jigsaio, or jigsaw covering, we normally restrict 
our attention to all jigsaw pieces which lie within a rectangular set of points, given 
by {(x, y) : xmjn < x < xmax, ymin ^ y  < ymaxl where xmin= min{x : (x, y) e J4}, and 
similarly for xmaX/ ymin and y max- We will often refer to this set as the grid, w ith 
the points of the set being referred to as grid points.
As noted above, the jigsaw pieces for map 1 of the Takagi Function all look like 
the piece of Figure 3.4. A small section of the jigsaw covering for this m ap is 
show n in Figure 3.5.
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Figure 3.5 A section of the jigsaw covering for m ap 1 of the Takagi Function.
The jigsaw shown in Figure 3.5 is relatively simple since all of the pieces are the 
same shape and fit together in a regular pattern. The same properties hold for a 
large num ber of jigsaws arising from IFS maps, and indeed, as we shall see in 
Chapter 5, m any m aps have jigsaws which are even sim pler than that of the 
Takagi Function. However, not all jigsaw coverings satisfy these properties, and in 
later chapters we will look at a num ber of IFS maps w hose coverings are much 
m ore complicated. In the meantime, however, it is necessary to explain how  
jigsaws can be useful - and to note that their use is the same w hether the jigsaws 
are simple or not.
In Example 3.6, we saw a situation where the GA results in four distinct attractor 
points being m apped to the same integral point under a particular transformation. 
In the example - the Takagi Function - the resultant point, (24, 54), was hit four 
tim es, w hen in fact once w ould suffice. Since we have already noted that the 
num ber of points calculated is N  times the num ber of unique points, it is clear that 
(24, 54) is not the only point which is hit more than once. In fact, running the GA 
for the Takagi Function and keeping a check on how  m any times each unique 
point is hit reveals the results of Table 3.1.
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Unique Points Calculated Points
Points hit once 87 87 x 1 = 87
Points hit twice 134 134 x 2 = 268
Points hit 3 times 45 45 x 3 = 135
Points hit 4 times 21 21 x 4 = 84
Total 287 574
Table 3.1 Results of counting how many times points are hit for the Takagi Function.
Thus the num ber of times points of the Takagi Function attractor are hit ranges 
from one to four - which is a simple consequence of the fact that each of the jigsaw 
pieces which cover the attractor consist of four pixels, as we saw in Figure 3.4. 
Figure 3.6 illustrates this point further, showing a small section of the jigsaw 
covering for map 1 of the Takagi Function with attractor points shaded.
19 20 21 22 23 24 25 26
Figure 3.6 A section of the jigsaw covering with attractor points shaded.
Clearly if a jigsaw piece contains n attractor points, one of which is given by (x , y), 
then the resultant point wi(x, y) will be hit n times, since all attractor points have 
w i applied to them at some stage of the algorithm. Therefore, if we can somehow 
ensure that we only apply w i to one of the points in each jigsaw piece which 
contains attractor points - and do likewise for W2 - then the duplication will be
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rem oved and the num ber of points calculated will equal the num ber of unique 
points.
Note As we will see later, the attractors of most Iterated Function Systems contain 
points which can be hit by more than one map. In these cases, it is not possible to 
rem ove duplication completely simply by considering the jigsaws. However, in 
the Takagi Function, and also in several other IFS's which we will consider, each 
attractor poin t can only be hit by one map and therefore duplication can be 
completely removed.
In the chapters that follow, we will see that in many cases it is possible to identify 
all points of a jigsaw piece given a particular one. In these cases, we will describe 
how  we m aintain a record of which jigsaw pieces have had a map applied to them 
once - and how  this enables us to ensure that the rem aining points w ithin the 
piece will not have that map applied to them. Note, however, that since our aim is 
to im prove the time taken to produce the attractor, it is extremely im portant that it 
does not take longer to check whether applying a map to a particular point would 
result in duplication or not, than it w ould simply to apply the m ap. As we will 
see, the m ethod that we employ to check for duplication does not violate this 
condition - and as a consequence we are able to improve considerably the run  time 
of the Graphical Algorithm for a large num ber of Iterated Function Systems. We 
begin, in Chapter 4, by investigating the properties of jigsaw pieces.
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Properties of Jigsaw Pieces
In the last chapter, we introduced the concept of jigsaws, and explained in general 
terms how  we can make use of them to improve the performance of the Graphical 
A lgorithm . In Chapter 5, we will describe the im provem ent process in m uch 
g rea ter detail, and  see m any exam ples w hich h ig h lig h t how  w ell the 
im provem ents work. In this chapter, however, we will concern ourselves w ith the 
various properties which jigsaw pieces have, exploring both those which hold for 
any IFS map, and those which depend on the map itself - details are also given in 
[16]. Before we consider the first property, we m ust formalise the ideas which we 
outlined in Section 3.3 - we do so in Definition 4.2.
N otation 4.1 We use the symbol ~> to denote 'rounds to', while the symbol ~ />  
denotes 'does not round to'. Either symbol may be preceded by a list of expressions 
to which it applies. Denoting the horizontal coordinate of w(x, y) by W h(i, y), and 
the vertical by w v(x, y), we may write
2.14), we have Wh(*, y) = ax + by + e and w v(x, y) = cx + dy + f, yielding the 
following useful relations
(4.1)
where a  = u  - V 2 and (3 = v - V 2. From the definition of an affine map (Definition
Wh(x + i, y + j) = Wh(x, y) + ai + bj 
w v(x + i, y + j) = w v(x, y) + ci + d
(4.2a)
(4.2b)
47
Chapter 4
Finally, we use the expression w(x,  y) to denote the result of rounding w(x,  y) to 
the nearest integer point. Thus W h (x , y) = u if and only if a  < Wh(x, y) < a  + 1, and 
similarly for w v(x, y) = v.
D efin ition  4.2 The jigsaw piece PU/V of w  consists of all integer points (x, y) such 
that w(x, y) = (u, v). In all diagrams of jigsaw pieces, a pixel shaded ®  will denote 
one which is in the jigsaw piece, while one shaded Q  will denote a pixel which may 
or may not be in the jigsaw piece. Finally, a sequence ... (n) ... between two pixels of 
the same type will indicate a line of n  such pixels.
We begin our discussion of the properties of jigsaw pieces by stating and proving 
a simple Theorem, which explains why we use the term  jigsaw.
Theorem  4.3 The jigsaiu pieces of an IFS map tile the plane; that is they have the 
following properties
(1) they cover the whole plane, and
(2) they do not overlap.
Proof (1) The covering property holds because any point {x, y) is sent by wi to 
another point (u, v) which, after rounding, not only has integer coordinates, but 
lies in the plane - and therefore (x, y) lies in a jigsaw piece, nam ely w _1(t£, u).
(2) For two jigsaw pieces to overlap requires one point being sent, by the same 
map, to two others - which is impossible by definition of transformation.
We now  m ove on to consider properties of the pieces of the jigsaw, beginning 
w ith  a property  which applies to every IFS m ap, regardless of the values of its 
code entries.
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4.1 Holes in Jigsaw Pieces
The first question we wish to ask about jigsaw pieces is w hether or not they can 
contain 'holes' - that is, is there any set of pixels which are not in the piece, but are 
at least partially surrounded by piece pixels? In order to answer this question, we 
m ust give a simple formal definition of a hole.
Definition 4.4 We say that a pixel P = (x, y) is a hole in a given jigsaw piece if P 
itself is not in the piece but there are pixels of the piece to the left and right of P at 
the same height as P, or if the analogous vertical condition holds (or, indeed, if 
both hold).
Figure 4.1 gives two examples of jigsaw pieces which contain holes. Note that 
since the horizontal and vertical conditions need not be satisfied simultaneously, a 
hole need not be closed off on all sides by pixels of the piece, but may simply be a 
gap in one of the edges of the piece, as in the second example below.
&
. ' ■ '
Figure 4.1 Two examples of jigsaw pieces which contain holes.
In fact, neither of the situations illustrated in Figure 4.1 can happen in a jigsaw 
piece arising from an IFS map, as we state in Theorem 4.5. This Theorem is a 
simple consequence of a much stronger result - Theorem 4.6 - which will prove to 
be useful not just for showing that jigsaw pieces do not contain holes, but also in 
the properties which we will discuss in Section 4.2.
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Theorem 4.5 The jigsazv pieces of an affine map cannot contain holes.
Theorem 4.6 (Convexity of pieces) Let p, q, M  be integers, with M  positive. I fw(x,  y), 
w(x + Mp, y  + Mq)  ~> (u, v) then w(x + kp, y  + kq) ~> (u, v) for all 0 <k <M.
Proof We have Wh(* + kp, y  + kq) ~> u for k = 0, M. Then by (4.1) and (4.2) we 
have a  < wh(x, y) + k(pa + qb) < oc + 1 for k = 0, M. But for 0 < k < M, and whatever 
sign pa + qb takes, the value of k(pa + qb) lies between those of 0 (pa + qb) and 
M(pa -i- qb), and hence a  < wh(x, y) + k(pa + qb) < a  + 1 holds for all values 
0 < k < M. Using (4.1) and (4.2) again, we have wh(* + kp, y  + kq) ~> u for all 
0 < k < M. The argum ent for w v(x, y) is sim ilar and so we have that 
w(.t + kp, y  + kq) ~> (u, v) for all 0 < k < M, as required.
Some of the consequences of Theorem 4.6 are illustrated in Figure 4.2 below.
(1) Horizontal fill-in: (p, q) = (1, 0)
(2) Vertical fill-in: (p, q) = (0,1) (3) Diagonal fill-in: (p, q) = (1, ±1)
Figure 4.2 Some of the consequences of Theorem 4.6. (1) has (p, q) = (1, 0),
(2) has (p, q) = (0,1) and (3) has (p, q) = (1, -1).
Now, suppose that two integers i and j have highest common factor M so that 
(i, j) = M(p, q) for some integers p, q. If P = (x, y) and Q = (x + i, y + j) are two 
pixels of the same piece then, since Q = (* + Mp, y + Mq), Theorem 4.6 tells us that
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(x + kp, y  + kq) is a pixel of the piece for all 0 < k < M. But these are precisely the 
pixels which lie on the straight line from P to Q, and so we can state the following 
consequence of Theorem 4.6.
Corollary 4.7 (General fill-in) IfP,  Q are pixels of a jigsaw piece, then so are all pixels 
in a straight line from P to Q.
Remark 4.8 The num ber of pixels in a straight line from P = {x, y) to Q = (x , y'), 
excluding P and Q, is M - 1, where M is the greatest common factor of x  - x' and 
y  - y '■ Thus if x  - x' and y  - y' are coprime (have no common factor other than 1) 
then there are no such pixels.
Example 4.9 Suppose we know that the shaded pixels in Figure 4.3(a) below are 
in the same jigsaw piece. Then Theorem 4.6 (Diagonal fill-in, as in Figure 4.2(3)) 
yields the pixels represented by asterisks in Figure 4.3(b). One of these pixels - 
denoted by P in (b) - then tells us that the pixel denoted by R in (c) is also in the 
piece, since R is a pixel on the straight line from P to Q (Corollary 4.7). This is 
General fill-in with (p, q) = (-2,1) and M = 2.
(a) (b) (c)
Figure 4.3 The pixels of (a) being in a piece imply those of (b) being in, and 
then those of (c) being in, by Theorem 4.6.
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R em ark 4.10 Theorem 4.6 applies to the horizontal and vertical com ponents 
separately , as w e saw  in the proof. Thus, for exam ple, if w h (r , y)  and 
wh(r + Mp, y  + Mq) ~> u, then Wh(* + kp, y  + kq) ~> u for all 0 < k < M. 
Equivalently, this means that there can be no break in a line of pixels (x, y) 
satisfying wh(x, y) = u, for given u.
The im portance of know ing that jigsaw pieces cannot contain holes will be 
highlighted in later chapters, as we consider particular IFS m aps and the jigsaws 
arising from  them. In the meantime, however, it suffices to say that the m ain 
consequence of Theorem 4.6 is that, once we know w hat the boundary of a jigsaw 
piece is like, we know w hat the whole piece is like. Further, we can rule out 
certain configurations of pixels w ithin jigsaw pieces - which will be especially 
useful w hen we come to look at maps with complicated jigsaws.
We now consider a property which many jigsaws arising from IFS maps have, but, 
unlike the property discussed in this section, our second property depends on the 
entries of the IFS code.
4.2 Rectangular Jigsaw Pieces
In the course of this thesis we will see a large num ber of examples of jigsaws 
arising from IFS maps, ranging from simple (or regular) jigsaws where every piece 
is the same size and shape (Chapter 5) to irregular jigsaws m ade up from a w ide 
range of sizes and shapes of piece (Chapters 7 and 8). Often, it is impossible to tell 
w hat the pieces will look like, or even whether they will all be the same, simply by 
looking at the code of the IFS m ap - w hich can m ake using  the jigsaw s 
complicated. Fortunately, however, there are m any cases where we can use the 
IFS code to predict the size and shape of the pieces. In this section, we will 
describe conditions on a, b, c and d which enable us to state that the jigsaw pieces
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will all be rectangular. We begin w ith a general Theorem  stating a condition 
which m ust hold if two pixels ( r e ,  y) and (x + i, y  + j) are to be in the same jigsaw 
piece.
Theorem 4.11 Suppose (x, y) and (x + i , y  + j) are in the same jigsazv piece, for some 
integers i, j. Then
\ ai + bj\ <1 and I ci + dj I < 1. (4.3)
P ro o f Let w(re, y) and w(x + i, y  + j) round to (u, v), and consider first the 
ho rizon ta l com ponents. By (4.1) and  (4.2a), we have tha t W h(r, y )  and  
Wh(x, y) + ai + bj both lie in the interval a  < z < a  + 1, and therefore the absolute 
value of their difference, ai + bj, cannot exceed the interval w idth. Indeed, because 
we m ust have z < a  + 1, it follows that I ai + bj I < 1 . Similarly, we find that 
I ci + dj I <1, and the result is proven.
The simplest type of rectangular piece which we could encounter w ould clearly be 
one w hich is simply a line of pixels either horizontally or vertically i.e. one for 
which (x, y) and (re + i, y + j) are in the same piece if and only if either i = 0 or j = 0. 
Such pieces do not occur very often, but Corollary 4.13 gives two conditions 
which, if they occur together, lead to exactly this scenario. First, we m ust give 
some new  definitions which we will use throughout the rem ainder of this chapter, 
and beyond.
D efin ition  4.12 (i) A sequence of pixels, each to the right of its predecessor, is said 
to be rising (descending) if each is above (below) its predecessor, (ii) Two pixels P 
and Q are said to be adjacent if they have a common vertex.
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Corollary 4.13 For the jigsaw pieces of an IFS map, diagonally adjacent pixels are ruled 
out as follows:
(i) I a + b ! >1 or I c + d I >1 rides out (rising diagonal), while
(ii) \a~b \ >1 or \ c - d \  >1 rules out (descending diagonal).
If either condition holds, then no piece can contain a 2 x 2 square of pixels, while if 
both hold, then each piece is flat, that is, a horizontal or vertical line of pixels.
Proof (i) Any two pixels forming a rising diagonal m ay be w ritten as (x, y) and 
(x + 1, y + 1). But (x, y) and (x + 1, y  + 1) can only be in the same piece if 
I a + b I < 1  and I c + d I < 1, by (4.3) w ith (i, j) = (1, 1). Thus if I a + b I > 1 or 
I c + d I > 1, (x, y) and (x + 1, y + 1) cannot be in the same jigsaw piece, and 
therefore no rising diagonal can occur, (ii) is similar.
As we noted above, flat jigsaw pieces do not occur very often, since the code 
entries of m ost IFS maps violate at least one of the conditions of Corollary 4.13. 
However, as the following example illustrates, it is possible to find maps w ith flat 
jigsaw pieces.
Example 4.14 Map 1 of the Takagi Function satisfies only condition (i) of Corollary 
4.13, and therefore the pieces have no rising diagonal, bu t can have descending 
diagonals (cf. Figure 3.4). However, both conditions of Corollary 4.13 are satisfied 
by m ap 2 of the Dragon Curve,
w(x,y)
'-0 .5 0.5" X
-0.5 -0.5 v_
and thus the pieces are flat. In fact, we find that the pieces have the form SH I. 
Both conditions are also satisfied by map 1 of the Dragon Curve, and in this case 
the pieces are those for map 2 rotated through 90°.
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Note Although the pieces of the Dragon Curve jigsaws are flat, and consist of just 
two pixels, the w ay in which they fit together to form the jigsaw makes them  as 
complicated to deal w ith as many larger pieces. We will return  to this in Chapter 
6 .
We now consider w hat conditions imply that the jigsaw pieces are all rectangular - 
these conditions are given in the statement of Corollary 4.18. Essentially, proving 
that a piece is rectangular requires us to show that if two corners of a rectangle are 
in the piece, then so is the whole piece. We begin by stating and proving this in a 
theorem, and then show that certain conditions on a, b, c and d ensure that both 
conditions of this theorem hold, and so the pieces are rectangular.
Definition 4.15 (i) We say that A, B e R have the same sign if A, B > 0 or A, B < 0. 
This is equivalent to AB > 0, and holds in particular if either A or B is itself zero, 
(ii) If P and Q are two pixels, then Rect(P, Q) denotes the rectangle which has P 
and Q as opposite corners and sides parallel to the axes.
Theorem 4.16 (Rectangle fill-in) Let P = (x, y) and Q = (x + i, y  + j) be in the same 
jigsaw piece PU/V. Then
if (i) abij > 0, then Wh(r, s) ~> ufor all (r, s) in Rect(P, Q), while 
if(ii) cdij > 0, then wv(r, s) ~> vfor all (r, s) in Rect(P, Q).
Thus if both (i) and (ii) hold, the whole ofRect(P, Q) is in PUfV.
P roof (i) Since Wh(x, y), Wh(x + i, y + j) ~> u, (4.1) and  (4.2) tell us that both 
wh(x, y) and Wh(x, y) + ai + bj lie in the interval [a, a  + 1) = {z: a  < z < a  + 1}. An 
arbitrary pixel of Rect(P, Q) may be written as (x + p, y + q) w here p, q have the 
same sign as i, j respectively, and Ip l < 1 i I, Iql < I j I . Since ai and bj have the 
same sign, ap + bq m ust share this sign and, further, I ap + bq I < I ai + bj I so that 
Wh(x, y) + ap + bq lies in the interval [a, a  + 1). Thus Wh(x + p, y + q) ~> u  and so
55
Chapter 4
wh(r, s) ~> u for all (r, s) in Rect(P, Q) - proving (i). The proof of (ii) is entirely 
similar, and clearly if both conditions hold then the whole of Rect(P, Q) is in PU/V, 
as illustrated in Figure 4.4.
Notice that, w hen i > 0, PQ is rising when j > 0, and descending w hen j < 0. 
Similarly, when i < 0, PQ is rising when j < 0, and descending when j > 0. Thus 
ij > 0 implies that PQ is rising and ij < 0 implies that PQ is descending - and we 
can state the following Corollary to Theorem 4.16.
Corollary 4.17 I f pixels P = (x, y) and Q = (x + i, y  + j) are in a piece Pu,v, then so is 
Rect(P, Q) if either
(i) ab, cd >0 and PQ is rising, or
(ii) ab, cd <0 and PQ is descending.
Figure 4.4 The implications of Corollary 4.17 (i) and (ii).
Now we are in a position to state conditions which ensure that all jigsaw pieces 
will be rectangular. Note, however, that this Corollary should only be applied if 
we know that the pieces are not flat - implying that at least one of the conditions 
of Corollary 4.13 is violated.
Corollary 4.18 If one of a, b is equal to zero, and one of c, d is equal to zero, then every 
piece of the jigsazv is rectangular.
Proof One of a, b equal to zero, and one of c, d equal to zero means that both 
conditions of Theorem 4.16 are satisfied, and hence every pixel of Rect(P, Q) is in
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the jigsaw piece, for every pair P, Q of pixels in the jigsaw, m aking the pieces 
rectangular.
Example 4.19 Corollary 4.18 applies trivially to rotation by n/2,  where
w (*/ y) = (-y> *)•
In this case the jigsaw pieces consist of single pixels - i.e. PX/ y -  (]// -*)• Note that, 
while this map is not itself contractive, composing it w ith coordinate scaling will 
make it so.
Example 4.20 As we will see in Chapter 5, Corollary 4.18 applies to all m aps of 
the Sierpinski Gasket, Sierpinski Carpet, Peano Curve and Flamboyant Crown, 
and thus all pieces of their jigsaws are rectangular.
Throughout this section, we have been looking at cases w here (x, y)  and 
(x + i, y  + j) being in a particular jigsaw piece imply that (x + r, y  + s) is also in the 
piece for all 0 < r < i and 0 < s < j. In particular, when I i I = I j I =1, this means that 
the implications shown in Figure 4.5 hold.
Figure 4.5 The implications of Corollary 4.17 when I i I = I j I = 1.
Further, we saw in Corollary 4.18 that whenever one of a, b is equal to zero, and 
one of c, d is equal to zero, both conditions of Corollary 4.17 hold, and the pieces 
are rectangular, and we noted that there are many IFS maps for which this is true. 
Flowever, there are also many IFS maps for which at least one of the conditions of 
Corollary 4.17 are violated - we now consider w hat we can say about the jigsaw 
pieces of such maps.
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4.3 Bridges in Jigsaw Pieces
In many IFS m aps at least one of the conditions of Corollary 4.13 is violated, and 
at most one of the conditions of Corollary 4.17 holds. In such cases, we cannot say 
either tha t the jigsaw  pieces will all be flat, or that the pieces w ill all be 
rectangular. In particular, the implications illustrated in Figure 4.5 will not both 
hold, and indeed, in some cases, neither will hold. In this section, we will consider 
IFS maps whose jigsaw pieces can contain some of the configurations illustrated in 
Figure 4.6, where in these cases, the pixels which are unshaded are not in the jigsaw 
piece.
Figure 4.6 Possible configurations of pixels w ithin jigsaw pieces which are 
not rectangular. Note that the unshaded pixels are not in the piece.
In each of the following definitions, we assume that all pixels Pi are in the same 
jigsaw piece including, of course, Po = P and Pr = Q.
D efin ition  4.21 (i) A P-Q path is a sequence of pixels P = Po, P i, ..., Pr = Q such 
that Pj, Pi+i are adjacent for 0 < i < r - 1. (ii) We say that two pixels P and Q are 
joined (or connected) if there is a P-Q path between them, (iii) A set of pixels is said 
to be connected  if every two of its m em bers are connected, otherw ise it is 
disconnected. (iv) Finally, a component of a set of pixels is a m aximal connected 
subset.
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In light of these definitions, it is easy to see that in the jigsaw piece of Figure 4.7, P 
and R are not connected, whereas P and Q are, a shortest path being PCDQ. 
Further, the piece has two com ponents, one being R alone, and the other 
consisting of all pixels joined to P (or equivalently Q), namely A, B, P, C, D and Q. 
Recall that unshaded pixels are not in the piece.
A B
P C D
Q
R
Figure 4.7 A jigsaw piece consisting of two components.
It is often useful to have a stronger version of each of the above definitions, and 
also of Definition 4.12(ii), prefixing each by 'edge'. Thus the adjacency of pixels P 
and Q is strengthened to edge-adjacency if P and Q have a whole edge in common 
rather than just one vertex. In Figure 4.7 above, A and D are joined by an edge 
path (APCD), but A and Q are not, since D and Q are only vertex adjacent. It 
follows that a com ponent which is not itself edge connected subdivides into a 
num ber of edge connected components, which we will also refer to as strong  
com ponents. Thus in Figure 4.7, the com ponent containing Q splits into two 
strong components, namely Q and A, B, P, C, D.
D efin ition  4.22 If pixels P and Q from two different strong com ponents are 
adjacent, we say that they form a bridge between (or joining) those components. In 
this case, P, Q have one of the positions along a diagonal line as shown in Figure 
4.8, since they are, by definition, adjacent but not edge adjacent, having only a 
vertex in common.
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Rising bridge Descending bridge
Figure 4.8 The two ways in which a pair of pixels in the same piece may form a bridge.
Note There cannot be more than one bridge between two edge components, for 
otherwise the jigsaw piece would contain a hole.
Our first result is a criterion, already implied by Theorem 4.16, for the absence of 
one or other type of bridge from all pieces of a particular jigsaw. It is geared to 
ruling out one type of bridge, even if the other type may be present.
Corollary 4.23 (from Theorem 4.16) The jigsaw of a map contains no rising bridge if 
ab, cd > 0, and no descending bridge ifab, cd < 0.
Clearly, in order for Corollary 4.23 to rule out both types of bridge, we m ust have 
ab = cd = 0, i.e. one of a, b m ust equal zero, as m ust one of c, d. However, this is 
exactly the hypothesis of Corollary 4.18, and therefore each piece will not only not 
contain bridges, but will in fact be rectangular. This suggests that Corollary 4.23 is 
not the strongest result which we can obtain for pieces not containing bridges - we 
now derive a test which, without requiring pieces to be rectangular, rules out both 
types of bridge. It guarantees that every component of a jigsaw piece is strong, 
and therefore simplifies the situation, especially for connected pieces. Before 
stating the theorem, we need a lemma.
Lemma 4.24 Suppose that H, a, p, 8 e  R, and that H  and H + a  + p  lie in the interval 
[8, 5 + 1). I f  I a  - p \ <2 then at least one of H + a  and H + p  also lies in the interval 
[5 ,8+1) .
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Proof If a , P have the same sign the conclusion of the theorem  is trivial and does 
not require the condition I a  - p I < 1. By the symm etry of a , P in this result, we 
need only consider the case a  > 0, p < 0. Then 8 < H  < H  + a  and H  + P < H < 8  + 1. 
I f H + a < S + l  then H  + a  lies in [8, 5 + 1] and the lemma is proven. If this is not 
the case, then H + P = H  + a  + ( p - a ) > 8  + l -  l  = 8, since H  + a  > 8 + 1 and 
P - a  > -1. Hence H  + p e [8, 8 + 1), and the lemma is proven.
Theorem  4.25 Let (x, y) and (x + i, y  +j) be in the same piece P U/V. I f  either
(i) I ai -b j I <1 and cdij > 0, or
(ii) \ ci -dj \  <1 and abij > 0
then at least one of (x  + i, y) and (x, y  + j) is in Pu,v
Proof We prove (i) only, since (ii) simply interchanges the roles of a, b and c, d. 
Thus we suppose that I ai - bj I <1 and cdij > 0, which m eans that ci and dj have 
the sam e sign. If ai and bj have the same sign then the result follows from 
Theorem 4.16, w ithout assuming that I ai - bj I < 1, and so we assum e that ai, bj 
have opposite signs. We apply Lemma 4.24 with H  = w h(r, y), a  = ai, p = bj and 
8 = u  - 1/ 2- Since it is given that wh(x, y) and Wh(r + i, y  + j) round to u, we have 
that H  and H  + a  + p lie in the interval [8, 8 + 1). Also, I a  - p I < 1 . Thus the 
hypotheses of the lem m a hold, and we m ay conclude that at least one of 
wp(x + i, y) and wh(x, y  + j) round to u. Finally, since ci and dj are assumed to have 
the same sign, Theorem 4.16 implies that both w v(x + i, y) and w v(x, y + j) round to 
v, completing the proof.
Applying the result of Theorem 4.25 in the cases (i, j) = (1, 1) and (1, -1) gives the 
desired test, as in Corollary 4.26.
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Corollary 4.26 (Ruling out bridges) Suppose that (i) ( \a  - b\ <2 and cd >0) or 
( I c - d I <1 and ab > 0), and (ii) ( I a + b I <1 and cd <0) or ( \ c  + d\ <1 and ab < 0) for 
some IFS map w. Then no jigsaw piece ofzv contains a bridge.
Example 4 .27 Map 3 of the Von Koch Curve is given by
w(x, y) ~ (Vex - ^3/ 63/ + 99/ i f  ^31 6X + 1/ 63/ + 33^3 / 2) 
and so w e have a = i / e ,  b = -^3/6 , c = ^3/6  and d = V e- Then condition (i) of 
Corollary 4.26 is satisfied by I a - b I < 1  and cd > 0, while (ii) is satisfied by 
I c + d I < 1  and ab < 0. Thus the jigsaw contains no bridges.
The result exhibited in Example 4.27 is just one example of a general result for 
m aps such as m ap 3 of the Von Koch Curve, which consist of uniform  scaling, 
followed by rotation.
Theorem 4.28 The jigsaws of IFS maps which consist o f uniform scaling, followed by 
rotation about the origin contain no bridges.
Proof Recall from Section 2.3.1 that such maps have matrix given by
a b rcos0 -rsinfl
c d rsin<9 rcos0
w here r e (0, 1) is the scale factor, and 0 is the angle of rotation. Then 
I a - b I = I r I I cos0 + sin0 I = I c + d ! and I a + b I = I r I I cos0 - sin0 I = I c - d I. 
Hence if I a - b I or I a + b I exceeds 1 then every piece is flat, by Corollary 4.13, 
and  certainly cannot contain a bridge. This reduces conditions (i) and (ii) of 
Corollary 4.26 to requiring that one of the products ab, cd is non negative, while 
the other is non positive - a requirement which is satisfied because ab = -cd.
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In fact. Corollary 4.26 enables us to show that the vast majority of the m aps of our 
50 IFS's cannot have jigsaws which contain bridges. O ut of the 202 maps which 
make up the 50 IFS's, only 7 have jigsaws which may contain bridges. In Table 4.1, 
we list those m aps which violate one of the conditions of Corollary 4.26, together 
w ith which condition they violate - which is easily checked from the given values 
of a, b, c and d. In addition to this, we give an example of a grid pixel (x, y) which 
starts a bridge, noting that if condition (i) is violated then (x, y ) starts a rising 
bridge, while if condition (ii) is violated, (x, y) starts a descending bridge. It is easy 
to check that these values of (x, y) do indeed start bridges, recalling that the m ap is 
given by
w(x, y) = (ax + by + e x scale, cx + dy + f x scale)
w here scale is as given in the table, and that for rising bridges w e require 
w(x, y) = w(x + 1, y + 1) but w(x + 1, y), w(x, y + 1) & w(x, y), while for descending 
bridges we require w(x, y) = w(x + 1, y -1) but w(x + 1, y), w(x, y -1) ^  w(x, y).
IFS M ap Code Scale C ondition
V iolated
(x,y)
Comet's Tail 2 (0.5, -0.506, 0, 0.5, 0.493, 0.554) 80 (i) (1, 73)
Leaf Outline 2 (0.176, 0.25, -0.7, 0.433, 0.547, 0.5) 100 (i) (13,12)
Leaf Outline 3 (0.176, -0.25,0.7, 0.433, 0.248, -0.187) 100 (ii) (12,19)
Sierpinski Peak 1 (0.5, 0, 0.506, 0.5, -0.048, -0.306) 50 (ii) (-34, -99)
Sierpinski Peak 2 (0.5, 0, -0.506, 0.5, 0.559, 0.2) 50 (i) (0,16)
Triangle Crab 1 (0.7,0.2, 0.2, 0.5, 0, 0) 80 (ii) (2,6)
Triangle Crab 3 (0.7, 0.2, -0.2, -0.5, 0,1) 80 (ii) (0,3)
Table 4.1 IFS m aps whose jigsaws m ay contain bridges.
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Note We see from Table 4.1 that (x, y) = (-34, -99) starts a descending bridge for 
map 1 of the Sierpinski Peak. However, at the given scale, (x, y) does not lie in the 
grid of the IFS - and in fact we cannot find any pixel w ithin the grid which starts a 
bridge. Thus, for our purposes, we may regard m ap 1 of the Sierpinski Peak as 
having no bridges in its jigsaw.
In IFS m aps whose jigsaws contain bridges, it is often difficult to locate the bridges 
- and harder still to find the jigsaw pieces - and so we w ould clearly prefer that 
our jigsaws did not contain bridges. In fact we will see in later chapters that, for 
most of the maps listed in Table 4.1, it is not only the fact that the jigsaws contain 
bridges w hich makes them difficult to deal with. However, in introducing the 
m ethod which we use to im prove the GA, we will consider only m aps whose 
jigsaws do not contain bridges.
In the final section of this chapter, we will describe a p roperty  which seems to 
occur even less frequently than bridges, but cannot be discounted since it does 
apply to a few of the maps of our 50 IFS's - that of gaps.
4.4 Gaps in Jigsaw Pieces
Recall that a jigsaw piece is disconnected if there exist pixels of the piece which are 
not linked by a path. That is, the piece may be divided into distinct sets S and T 
with no path  from any pixel of S to any pixel of T - where S and T themselves may 
consist of one or m ore connected components. M easuring the distance betw een 
pixels P = (x, y ) and Q = (x', y') by I x - x ‘ I + ! y  - y' I, we define the distance 
between S and T by
dmin = Min{d(P, Q ) : P e S, Q e T}. (4.4)
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Then w e have the following definitions.
D efin ition  4.29 Any two pixels P and Q attaining the m inim um  (4.4) will be 
called a gap between S and T. Further, we may view P, Q as an ordered pair, and 
say that the gap P, Q is of type (m, n), where m = x' - x and n  = y' - y  - so that
W henever we are discussing gaps, we will label so that P is to the left of Q 
(i.e. m  > 0). Then the gap is rising  if n > 0 and descending if n  < 0 - Figure 4.9 
illustrates a rising (3,1) gap.
Figure 4.9 The pair P, Q form a (3,1) gap between S and T. Pixel R m ust be outside 
the piece, as m ust the rest of Rect(P, Q) - see Remarks 4.30 (i) below.
Note that if no gap exists in a jigsaw piece, then the piece is connected, and also 
that a gap of type (m, 0) cannot occur, since this w ould im ply either that S and T 
are connected (m = 1), or that a hole occurs (m > 1), and similarly no gap of type 
(0, n) can occur.
Remarks 4.30 (i) If P, Q is a gap then every other pixel R in the rectangle 
Rect(P, Q) w ith diagonal P, Q lies outside the piece. For example, if R is in S (and 
therefore not in T) then d(R, Q) < d(P, Q) - a contradiction.
(ii) dmin is not less than 3. For if dm ^ = 1 then P and Q m ust be edge adjacent, whilst 
d m i n  -  2 implies either a hole (e.g. m = 2, n = 0), or that P and Q are diagonally 
adjacent (e.g. m = n  = 1).
d m i n  =  I x n  I +  i n i .■mm
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(iii) The integers m, n are non-zero, but with no common factor. Such a common factor 
implies a pixel of the piece lying in Rect(P/ Q), by Corollary 4,6.
(iv) It suffices to consider only (m, n) gaps from  the origin. For if ( a ,  p),
(a + m, P + n) is a gap, we may define a new  map w'(x, y) = w(x, y) - (ot, p) which 
has a gap from (0, 0) to (m, n) since w'(x, y) -  w(x, y) - (a, P) (due to the fact that a  
and P are integers).
We now  give the m ain result of this section - which will im mediately allow us to
state that all bu t 5 of the m aps of our 50 IFS's are connected.
Theorem 4.31 I f  the jigsaw of a map w has a rising gap, then ab, cd < 0, while i f  it has a 
descending gap then ab, cd > 0. Hence if abed <0, the jigsaw pieces o fw  are connected.
Corollary 4.32 I f  w is rotation combined with (possibly non-uniform) scaling, then the 
jigsaw pieces o fw  are connected.
Proof In the code of such an IFS map, one of a, b, c, d has different sign from the 
other three - and thus abed < 0.
Corollary 4.33 I f  w consists of coordinate scaling followed by shear with parameter a, 
along a line making angle 6 with the x-axis, then its jigsaw pieces are connected if either 
the shear is along one of the coordinate axes, or a  <2/\ sin26\ •
Proof Recall from Section 2.3.1 that the matrix of a shear w ith param eter a  along a 
line m aking angle 0 w ith the x-axis is given by
l  + asin0cos0  acos 0 
- a s in 2 0 l - a s in 0 c o s 0
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If w e perform  coordinate scaling first, then we m ultiply each entry of the first 
column by ri and each entry of the second column by r2. Then clearly
O 0  0  'J 0abed = - q  r2 a  cos 0sin 0 ( l-a s in 0 c o s0 )( l + asin0cos0)
= - r 12r22a 2 cos2 0sin2 0(1 -  a 2 cos2 0 sin2 0)
Thus for abed < 0, we need either cos0 = 0 or sin0 = 0 - im plying that 0 is a 
m ultip le  o f K / 2  and the shear is along one of the coordinate axes - or 
(1 - a 2cos20sin20) > 0. Now
1 -  a 2 cos2 0 sin2 0 > 0 
a 2 cos2 0 sin2 0 < 1 
^ a 2 sin2 20 < 1 
a 2 <
sin 29
a  <
|sin 20|
and the result is proved.
For the rem ainder of this section, we shall minimise the use of fractions by writing
A = —
2
a b 
c d
w{xty) = -  (ax + by  + e,cx + dy + f) (4.5)
This implies that a, b, c, d lie in the open interval (-2, 2). Further, w(p, q) = 0 if and 
only if both ap + bq + e and cp + dq + f lie in the half open interval [-1,1). That is, 
(a, b) as a point in the xy-plane lies between parallel lines px + qy + e -  ±1, bu t not 
on px + qy + e = 1, and similarly, (c, d) lies betw een lines px + qy + f = ±1. In 
particular, w(0, 0) = (0, 0) = w(m, n) dictates that e and f lie in the interval [-1, 1) 
and, as illustrated in Figure 4.10,
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(a,b) lies between mx + ny + e = ±1, and 
(c, d) lies between mx  + ny + f = ±1
(2, 2)
(a, b) x + y = 1 - e
Figure 4.10 If a gap exists from the origin O to (m, n) then (a, b) m ust lie between 
parallel lines mx + ny + e = ±1, shown in bold. See discussion above.
We are now in a position to prove Theorem 4.31.
Proof of Theorem 4.31 Let the jigsaw of w have a gap from P = (0, 0) to 
Q = (m, n), where m > 0. Suppose that this gap is rising, but that cd > 0 - we shall 
obtain a contradiction which will imply cd < 0. By Theorem 4.16(ii), the pixels in 
Rect(P, Q) all have w v = 0, and so every one of these pixels (x, y), except P and Q, 
m ust satisfy Wh * 0, since they do not lie in Po,o- This holds in particular for (1, 0), 
(0, 1) and (1, 1) and hence (a, b) must lie in the region of the xy-plane defined by 
x, y, x  + y £ [-1 - e, 1 - e). The conditions on x and y individually are represented by 
regions A to D in Figure 4.10, and since (a, b) m ust not lie between parallel lines 
x + y = -1 - e and x + y = 1 - e (or, indeed, on the first), we have that (a, b) m ust lie 
in either region A or region C.
Now, the line mx+ ny + e = 1 cuts the coordinate axes at x = (1 - e ) /m  and 
y = (1 - e )/n , which are positive and do not exceed the corresponding intercepts of 
x + y = 1 - e because e < 1 and m, n > 1. Thus the line mx+ ny + e = 1 lies strictly
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betw een the origin and region A. Similarly/ mx+  ny + e = -1 lies strictly between 
the origin and region C, the only exception occurring in the case e = -1 w hen the 
origin is actually on this line - however, since the origin is not in region C this 
causes no problem. Therefore no point of regions A or C can lie between or on the 
lines mx+ ny + e = ±1 (shown bold in Figure 4.10) - w hich contradicts (4.6), 
enabling us to conclude that cd < 0. Similarly, if we replace e by f in Figure 4.10, 
we m ay conclude that ab < 0.
Finally, suppose that the gap at P is descending. Consider the jigsaw of w' defined 
by w'(x, y) = w(x, -y). Since w'(x, y) = w(x, -y), the w 1 jigsaw has an (m, -n) gap, 
w hich is rising because -n > 0. Hence the first case applies to the m atrix of w', 
w hich is obtained from A by changing signs in the second column. Thus a(-b), 
c(-d) < 0, or ab, cd > 0, as required. This completes the proof.
Corollary 4.34 I f  any element of the matrix ofzv is zero then the jigsaw pieces o fw  are 
connected.
Theorem 4.31 (noting Corollaries 4.32 to 4.34) establishes connectedness for every 
m ap in our list of 50 IFS's, except for Fish 9, Leaf 2, Triangle Crab 1 and 3, and 
W heat 4. In each case, Corollary 4.22 rules out a rising bridge. In fact, neither of 
the Triangle Crab maps have gaps in their jigsaws.
Example 4.35 A com puter search for a map w ith  coefficients that are 1-digit 
decimals, w ith  zero translation components (which is, as we shall see later, is 
equivalent to integral translation components), and w hose jigsaw has a gap from 
the origin to (2, 1) yields m any cases, bu t only one w hich has the necessary 
property of being contractive - that is (a, b, c, d) = V  io(-l, 6, 5, -6). In agreem ent 
w ith  Theorem 4.31, we have abed positive, and descending bridges are ruled out
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by Corollary 4.22. However, rising bridges are present along with gaps, as Figure 
4.11 shows.
00
f '
01 01
00 00 01
V
01
/
00 00
Figure 4.11 Part of the jigsaw of Example 4.35, showing a gap in piece Po, o 
and a bridge in piece Po, i, the presence of which is indicated by a circle.
To end this section, we give a result suggested by Example 4.35.
Theorem 4.36 Let the translation components e , f o f  the map w be integers. If the jigsaw 
of w has an (m, n) gap then \m \ + \n \ =3. Further, the contraction ratio o fw  exceeds 
(1 + f5)/4.
Proof Since the translation components are integral, they can be replaced by any 
integral values, in particular by e = f = 0. Let m > n > 1. With the same notation as 
before, we have that a, b, c, d e [-2, 2] and w(0, 0) = (0, 0).
Since w(m, n) = V 2(am + bn, cm + dn) ~> (0, 0) we have that am + bn, 
cm + dn e [-1, 1). Thus the points (a, b), (c, d) lie in the xy-plane between lines 
m x + ny = ±1, but not on mx + ny = 1, and in the square region -2 < x, y < 2, as 
shown in Figure 4.12 below.
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Ri
y
(a,b) 
(c, d)
x + y  = 1
Figure 4.12 If a gap exists from the origin 0 to tire point (m, n) 
then (a, b) and (c, d) m ust lie in the area ABCD.
As we see from Figure 4.12, the lines m i + ny = ±1 have four points of intersection 
w ith y  = ±2 , given by
2n  + l  2n —1
*A  = --------- =  ~ XQ> XB ~ ----------- “  ~ XD  •m m
These values m ust lie in [-2 , 2] as m > n => 2m > 2 n ± l  => 2 > 2 n ± 1 / m. On the 
other hand, xa  ^ 1 ==> -1 < a, c < 1 (with the strict inequality arising from the fact 
th a t (a, b), (c, d) do not lie on m i + ny = 1 ), im ply ing  in tu rn  that 
w (l, 0) = 1 / 2(a-/ c) ~> (0, 0), a contradiction. Hence x a  > 1/ and so m < 2n + 1 
i.e. m  < 2n.
Suppose that (m, n) ** (2, 1). Then m < 2n - 1 since m, n are coprime. Now, because 
the ^-intercept V m  o f  AD is less than its y-intercept 1/ n, the extremal values of 
x  + y in ABCD occur at B and D. At B, x + y  = (2n “ -^/m - 2 > 1 - 2 = -1 while, at D, 
x + y = 1 - 2n/ m + 2 < -1 + 2 = 1. Thus -1 < x + y  < 1 on region ABCD. However, 
since (a, b), (c, d) lie in ABCD but not on AD we have
a + b, c + d e [-1, 1),
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Hence w (l, 1) = V 2(a + b, c + d) ~> (0, 0), which is a contradiction. Thus our 
assum ption that (m, n) ^ (2, 1) cannot hold and we may conclude that m = 2 , n  = 1, 
giving I m  i + Ini = 3 . The remaining cases can be derived from this, as in the 
general gap theorem (Theorem 4.31).
W ith m = 2, n  = 1, we have = V 2 and XA = 3/ 2/ as show n in Figure 4.12. Let 
I = [-1,1), noting that V 2 ~> 0 if and only if x e I.
Claim  Let (x , y) lie in area ABCD (excluding AD). Then
(i) x £ I y  g I, x  + ye. I,
(ii) x + y  & 1=^> i y I > 1 .
Proof Consider Figure 4.12. (i) x < -1 => y > 1, 0 < x + y < 1 (region Ri), while 
x > 1 y < -1, -1 < x + y  < 0 (region R2). (ii) x + y < - l = > y < - l  (region S2)/ while 
x + y > l = > y > l  (region Si).
Returning to the proof of Theorem 4.36 we note that (a, b) and (c, d) lie in the 
region given in the Claim, Also
w (l, 0) = V 2(a/ c) ~ />  (0/ 0) implies that either a g I or c £ I (1)
while w (l, 1) = 1/ 2(a + b, c + d) ~ />  (0, 0) implies a + b <£ X or c + d g I (2 )
By sym m etry we m ay suppose from (1) that a g I. Then b g I and a + b e  I by
Claim(i). This shows that
I a I, lb I > 1 (3)
By (2), c + d £ I, and Claim(ii) says that
I d I > 1 (4)
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Rem ark The contraction ratio of a matrix A is unaffected by (i) sign change of the 
elements of a row, colum n or diagonal, or (ii) interchanging rows or columns. 
Thus if A has an even num ber of non-positive coefficients, the same ratio is 
obtained if we replace each entry by its modulus. Further, the ratio of the map is 
given by max||Az|| for ||z|| = 1. Taking z = ( x , y ) ,  w ith  x2 + y 2 = 1, we have
r\
||Az|| = (ax + by)2 + (cx + dy )2 - which is maximised for x, y non-negative, and 
clearly increases as a, b, c or d increase.
Now, by (3), (4) and the Remark, the contraction ratio is bounded below by that of
i f 1 ilA = -  
2 0 1
noting that I c i m ust be strictly greater than zero, as otherwise abed = 0 and no 
gap occurs by Theorem 4.31.
Recall from (2.5) that the ratio is given by the formula
I p + ^ T q
where p = a2 + b 2 + c2 + d 2 and q = (ad - be)2. Here, a = b = d = 0.5 and c = 0 so 
that p = 3 /4, q = 1/ 16. Then s2 = (3 + V5)/8, which is a perfect square w ith solution 
s = (1 + V5)/4. Thus, since I c I > 0 , we have s > (1 + V5)/4, and the Theorem is 
proved.
We have seen in this section that, while we cannot completely rule out gaps, there 
is evidence that 'most' IFS maps do not have gaps in their jigsaws. For those w ith 
integral translation com ponents which do have gaps, the gap will be of type 
(±2, ±1) or (±1, ±2) - giving a distance between com ponents of 3. We will give 
further consideration to maps whose jigsaws have gaps in Chapter 9. However, 
we are now  in a position to consider particular jigsaws and to describe how  they 
can be used to improve the performance of the Graphical Algorithm. In Chapters
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5 - 8 ,  the jigsaws which we consider will not contain bridges or gaps - and indeed 
many will satisfy the conditions for rectangular pieces discussed in Section 4.2.
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Im proving the Graphic A lgorithm
In Chapter 3 we introduced the concept of jigsaws for IFS m aps, and hinted that 
they could be used to im prove considerably the perform ance of the Graphical 
Algorithm. In this chapter, and also in Chapter 6, we will explain exactly how we 
use jigsaws to im prove the GA, and give several examples which will show just 
how  effective these improvements can be - further examples are given in [15]. We 
begin by showing how to find the jigsaw pieces for a num ber of simple IFS maps.
5.1 Finding the Jigsaws
Recall from Example 3.6 that there are four distinct points which, w hen map 1 of 
the Takagi Function is applied to any of them, result in the point (24, 54) being hit, 
and  that these points, w hen represented as a set of screen pixels, lie in the 
configuration shown in Figure 3.4 - which we called the jigsaw piece for (24, 54). In 
Example 5.6 we will show that this configuration is, in fact, the unique one for 
m ap 1 of the Takagi Function, and we will see that the jigsaw pieces for m ap 2 are 
similar. However, as we mentioned in Section 3.3, there are m any IFS m aps whose 
jigsaw pieces are simpler than those of the Takagi Function - and it is w ith  such 
maps that we begin our discussion on finding the jigsaws.
N otation  5.1 Recall that we use the symbol ~> to m ean 'rounds to', and  that 
w (x, y) denotes the result of rounding w (x, y) to the nearest integer point.
75
Chapter 5
5.1.1 Sim ple Jigsaws
As we show ed in Section 4.2, the simplest shape of jigsaw piece arising from an 
IFS m ap is a rectangular piece where, in the resulting jigsaw, every piece has four 
others attached along it's edges, as in Figure 5.1. Note that each of these jigsaw 
pieces consists of a rectangular set of pixels.
Figure 5.1 Part of the simplest type of jigsaw.
The following examples all have this type of jigsaw, w ith differing sizes of jigsaw 
piece.
Note Throughout this thesis, we will use w(*, y) = (ax + by + e*, c* + dy  + f*) to 
define an IFS map, where we use e* = e x  scale and f* = f x scale, scale e Z, in order 
to produce an attractor of a particular size.
Example 5.2 Recall that the three m aps of the Sierpinski Gasket at scale 100 are 
given by W[(x, y) = (0.5*, 0.5y) + t{, where ti = (0, 0), t2 = (50, 0) and t3 = (0, 50). 
Suppose that a point (u, v) is hit by map 1, so we have 0.5* ~> u  and 0.5y ~> v. 
N ow
0.5* ~> u  <=> 0.5* = u or u - V 2 <=> * = 2u or 2u -1
and similarly,
0.5y ~> v <=> y  = 2v or 2v -1.
Thus we have that wi(*, y) ~> (u, v) if and only if (*, y) = (2u, 2v) or (2u, 2v -1) or 
(2u - 1, 2v) or (2u - 1, 2v - 1), and hence the jigsaw pieces for m ap 1 of the
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Sierpinski Gasket are as shown in Figure 5.2, where the shaded pixel has both 
coordinates even.
Figure 5.2 A jigsaw piece for map 1 of the Sierpinski Gasket.
Since the top right hand pixel of the piece m ust have both coordinates even, it is 
clear that there will be no overlap between pieces, and also that the pieces will fit 
together to cover the whole attractor - as we showed in general in Theorem 4.3.
N ow suppose that a point (u, v) is hit by map 2. Then we require 0.5x + 50 ~> u,
i.e. x = 2u - 100 or 2u - 101, while the vertical coordinate is the same as m ap 1. 
Thus the jigsaw pieces for map 2 are also 2 x 2  squares, and the pixel w ith  both 
coordinates even is once again in the top right corner - i.e. the jigsaw pieces for 
m ap 2 are identical to those for map 1. Finally, it is easy to see that the same is true 
for the jigsaw pieces for map 3, and therefore the Sierpinski Gasket has the special 
property that all N maps have the same jigsaw - this jigsaw is shown in Figure 5.3.
8 n ri______       i__ ________
7 I
6
5
- i “
!
3 — Ii _
2 !
1 ------------ !------------------h -
Figure 5.3 A small section of the jigsaw for each m ap of the Sierpinski Gasket.
Ii
1 2 3 4 5 6 7 8
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As we can see from Figure 5.2, the jigsaw pieces for the m aps of the Sierpinski 
Gasket are extremely simple, being just 2 x 2  squares of pixels, and consequently 
the jigsaw is simple, as we saw in Figure 5.3. In fact, these are am ongst the 
simplest pieces which we will encounter and, as we will see shortly, this simplicity 
will be an im portant factor in the improvements which we shall make, as will the 
fact that all N m aps have the same jigsaw. The next exam ple also has this 
property, but, as we will see later, it offers even more scope for im provem ent than 
the Sierpinski Gasket as it has more maps.
Note 5.3 In some Iterated Function Systems, two or more m aps have the same 
matrix, so that the maps differ only in their translation parts. If, in addition, the 
translation coordinates differ by integers, then the jigsaws of the maps will be the 
same - as we saw in the Sierpinski Gasket. Throughout this thesis, we will refer to 
the jigsaws of such maps as equivalent, or identical
Example 5.4 The Sierpinski Carpet has eight m aps, each of w hich consists of 
uniform  scaling by V 3 and a translation. At scale 99 the m aps are given by
wi(x, y) = (V 3X + 33j, 1/ s y  + 33k), where 0 < j, k < 2, (j, k) ^ (1,1),
and the attractor is show n in Figure 5.5(a). Suppose that a point (u, v) is h it by 
m ap i. Then
V 3X + 33j ~> u  <=> x = 3u - 1 - 99j, 3u - 99j or 3u + 1 - 99j (5.1a)
and similarly,
V 31/ + 33k ~>v<=>y = 3 v - l -  99k, 3v - 99k or 3v + 1 - 99k (5.1b)
Thus the jigsaw piece for m ap i consists of the nine points (x, y) where x is given 
by (5.1a) and y is given by (5.1b) - and clearly the eight jigsaws are equivalent. 
Note that for any valid pair (j, k), the point (3u - 99j, 3v - 99k) is the unique pixel of
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the jigsaw piece w ith both coordinates divisible by 3. The jigsaw piece for the 
S ierpinski C arpet is show n in Figure 5.4, w here the shaded  pixel is 
(3u - 99), 3v - 99k).
Figure 5.4 A jigsaw piece for the maps of the Sierpinski Carpet.
Thus the pieces are rectangular - just as we expected, by Corollary 4.18 - and they 
fit together in much the same way as in the Sierpinski Gasket, forming a simple 
jigsaw.
Note The results of Example 5.4 also apply to another well known IFS - the Peano 
Curve - which has nine maps, each of which consists of either scaling by V 3, or 
rotation by a multiple of V 2 followed by scaling by V 3. The attractor is shown in 
Figure 5.5(b).
Figure 5.5 The attractors of (a) the Sierpinski Carpet, (b) the Peano Curve, 
and (c) the Flamboyant Crown.
In Examples 5.2 and 5.4, we considered two IFS's whose maps all have the same 
jigsaw. However, this is generally not the case - the following example shows an 
IFS whose five maps have five different jigsaws.
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Example 5.5 The Flamboyant Crown has five maps, given at scale 66 by
w i(j, y) = (-0.25x, 0.5y)
W2(x, y) = (0.5x -16.5, 0.5i/ + 33) 
w 3(x, y) = (-0.25x + 16.5, -0.25y + 66) 
W4(x, y) = (0.5x, 0.5y + 49.5) 
w5(x, y) = (0.5x + 33, -0.25y + 82.5),
and the attractor is shown in Figure 5.5(c).
We can find the jigsaw pieces in exactly the same way as we have in the previous 
examples - Figure 5.6 shows the jigsaw pieces for each of the maps, where the 
shaded pixels represent the unique pixel whose horizontal coordinate is divisible 
by the num ber of horizontal pixels in the piece, and whose vertical coordinate is 
divisible by the num ber of vertical pixels in the piece.
Figure 5.6 The jigsaw pieces for the maps of the Flamboyant Crown.
Note We stated at the start of this example that the five m aps have five different 
jigsaws. A lthough the jigsaw pieces for maps 2 and 4 are both 2 x 2  squares of 
pixels, the jigsaws of these maps are different because the shaded pixel is not in 
the same position in the two pieces. This difference is illustrated in Figure 5.7 
below.
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Figure 5.7 Part of the jigsaws for m aps 2 and 4 of the Flamboyant Crown.
In Examples 5.2, 5.4 and 5.5 we saw three different IFS's, all of whose m aps were 
show n to have rectangular jigsaw pieces. In fact, we could have im m ediately 
stated this, by virtue of Corollary 4.18, as in each of these examples w e had 
ab = cd = 0. In such cases, the jigsaw pieces can be found from the following 
simple observation - if z, n  and c are integers, and z /n  rounds up to c then we 
have
nc -  < z < nc +
-  j < z < nc +nc
for n  even 
for n odd.
(5.2)
Using this for both horizontal and vertical coordinates w ould lead to the same 
results as we obtained. However, it is important to note that not all IFS m aps have 
such simple jigsaws, as we saw with the Takagi Function - we now  consider maps 
w ith more complicated jigsaws.
5.1.2 More Complicated Jigsaw Pieces
As we saw  in Example 3.6, map 1 of the Takagi Function has at least one jigsaw 
piece w hich is m ore complicated than the rectangular pieces of the last section, 
and we noted that this piece was in fact the only shape of piece in the jigsaw. We
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now  prove that this is the case, and show that, although the pieces are not as 
simple as those of the last section, there is still regularity in the jigsaw.
Example 5.6 Recall that the Takagi Function has two maps, given at scale 100 by
wi(*, y) -  (0.5*, 0.5* + 0.5y)
W2(x, y) = (0.5* + 50, -0.5* + 0.5y + 50)
Suppose that a point (u, v) is hit by map 1. Then 0.5* ~> u  and 0.5(* + y) ~> v. As 
in Example 5.2, 0.5* ~> u <=> * = 2u or 2u -1 , and similarly,
0.5(* + y) ~> v <=> * + y  = 2v or 2v - 1, 
leading to the four possibilities for (*, y) shown in Table 5.1.
x  + y * y
2v 2u 2 (v -u )
2v 2u - 1 2 (v - u) + 1
2v - 1 2u 2 (v - u) - 1
2v - 1 2u - 1 2 (v - u)
Table 5.1 The four possible {x, y) w ith wi(x, y) -  (u, v).
We can find the four possible values of (*, y) for map 2 in m uch the same w ay - 
these are shown in Table 5.2.
y - x * y
2v -1 0 0 2u -1 0 0 2 (u + v) - 200
2v -1 0 0 2u -1 0 1 2 (u + v) - 201
2v -1 0 1 2u -1 0 0 2 (u + v) - 201
2v -1 0 1 2u -101 2 (u + v) - 202
Table 5.2 The four possible (*, y) w ith W2(x, y) = (u, v).
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Note that in Table 5.1 the top and bottom rows give the same value of y, w hilst in 
Table 5.2, it is the second and third rows which give equivalent values of y. This 
implies that the jigsaw pieces for map 1 will be different from those of m ap 2 - as 
Figure 5.8 shows.
(a) (b)
Figure 5.8 The jigsaw pieces for (a) Takagi m ap 1, and (b) Takagi m ap 2. 
Tire shaded pixels represent those with both coordinates even.
Figure 3.5 showed how the jigsaw pieces for map 1 fit together to form the jigsaw 
covering - and it is easy to see that the pieces for map 2 will fit together in much 
the same way. Note that the pieces for map 1 have no rising diagonal, as noted in 
Example 4.14. Similarly, the pieces for map 2 can have no descending diagonal, by 
Corollary 4,13.
5.2 Using the Jigsaws
We saw in the previous section that for many IFS m aps we can find the jigsaw 
pieces easily by considering Wi(;e, y) ~> (u, v) for some general point (u, v). In 
these cases, we saw that we can then find the jigsaw for the m ap, given that the 
pieces cover the whole attractor, and that they do not overlap. Now, as we stated 
in Section 3.3, if we can find some way of applying wi to only one pixel of each wj 
jigsaw piece, and we do this for each i, 1 < i < N, we expect that the duplication 
will be at least reduced, and possibly even completely removed. But how  can we 
do this?
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At stage n  of the Graphical Algorithm we choose a point zn = (xlv yn) ~ which by 
definition is contained in some jigsaw piece J - from the store. Either zn is the first 
point of J to be chosen from the store, or, for some m  < n, zm e J. Suppose that zn 
is the first point of J to be chosen from the store so that applying wi to zn will 
result in a new  point being hit in the attractor. If zn is not the only attractor point 
contained in J, then, at some future stage of the Algorithm, another point of J will 
be chosen from the store and this newly hit point will be hit again. Thus, when we 
choose zn from the store, we w ant to mark the other points of J in some w ay - 
where the m ark indicates that applying Wi to this point will not result in a new 
point, and therefore Wi should not be applied. Then, when we choose a point from 
the store, checking for the presence of this mark will allow us to predict whether 
or not a new  point will result, and thus save us calculating points which will be 
duplicates.
Thus we m ust find a way of recording the marks for each jigsaw piece. Clearly, 
however, w hatever method we use m ust be able to deal w ith N  different marks 
since the jigsaws for each of the N maps may be different, although as we shall see 
later, in cases such as the Sierpinski Gasket where the N  jigsaws are the same, we 
only need to record one m ark, w hich then applies to all N  m aps. Initially, 
however, we will record N marks in all cases.
5.2.1 Recording the Marks
Since w e need to be able to record marks for each jigsaw piece in each of N 
jigsaws, it is logical to represent each of the N  jigsaws by a Boolean array, where 
each array is of the same dimensions as the grid. In this way, it is easy to identify a 
grid point (or attractor point) w ith the corresponding entry in each array, and 
consequently it is easy to check whether or not a particular zn will result in a new 
point being lit on application of w*.
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Initially, we set all entries of the arrays to false. We will say that zm lands on a 
piece if zm has the lower left coordinates of a grid point of that piece. Then we 
modify the Graphical Algorithm to include the following checking and updating 
procedure for each map i.
If zm lands on a piece, set the array values 
corresponding to pixels of that piece to true.
If a later zn lands on this piece, do not calculate W j(z n ).
Using this procedure guarantees that wi will only be applied to one point of each 
jigsaw piece, and clearly this is true for all i, 1 < i < N. In this way, no attractor 
point will be hit more than once by the same map - however, as we noted earlier, 
some points can be hit by more than one map, and this procedure cannot stop 
duplication of such points.
Note While it is true that each wi is only applied to one point of each jigsaw piece, 
it is not necessarily true that the point to which Wi is applied is the same as that to 
which Wj is applied, where i ^  j.
We will now  continue our examples from the previous section, illustrating how  
we find all of the pixels of a jigsaw piece given one pixel, and showing the results 
obtained by applying the improvements to the Graphical Algorithm.
5.2.2 Examples
Example 5.7 We saw in Example 5.2 that the jigsaw pieces of the Sierpinski Gasket 
m aps are 2 x 2 squares of pixels, w ith the top left pixel having both coordinates 
even. This means that w hen we choose a point from the store, we m ust check to 
see if the coordinates are even or odd, and set the four entries of the array to true
85
Chapter 5
accordingly. If the point chosen from the store is (x, y) then we have the four cases 
show n in Table 5.3.
X y Points to be set to true
even even (x, y), (x -1 , y), (x, y - 1), (x -1 , y  - 1)
even odd (x, y), (x -1 , y), (x, y + 1), (x - 1, y + 1)
odd even (x, y), (x + 1, y), (x, y -1), (x + 1, y -1)
odd odd (x, y), (x + 1, y), (x, y + 1), (x + 1, y + 1)
Table 5.3 Points of a jigsaw piece for the Sierpinski Gasket maps.
However, rather than treating each as a separate case, we simply transform  x  and 
y  to the point of the piece with both coordinates even, and then use the first row of 
Table 5.3 to set the four points. We use the transformation
x —> x + odd(x), y —» y  + odd(y) 
where odd(z) is the function that returns 1 if z is odd and 0 if z is even. Applying 
these improvements to the GA gives the results shown in Table 5.4.
Original GA Improved GA
Pts. Calculated 
Unique Points 
Time (seconds)
6237 2079 
2079 2079 
17.17 11.62
T able 5.4 Results of improving the GA for the Sierpinski Gasket.
Thus w e see that using the jigsaw pieces has indeed im proved the performance of 
the Graphical Algorithm. In this case, we see that the num ber of points calculated 
is equal to the num ber of unique points after im provem ent - i.e. duplication has 
been rem oved completely - and most importantly, the time taken to produce the 
attractor of the Sierpinski Gasket has been reduced by approximately 5.5 seconds.
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We will see shortly that it is possible to improve the perform ance of the GA still 
further for the Sierpinski Gasket - but in the meantime, we continue Examples 5.3 
and 5.5.
Example 5.8 We know from Example 5,4 that the jigsaw pieces of the Sierpinski 
Carpet are 3 x 3  squares of pixels, w ith the centre pixel having both coordinates 
divisible by 3. As in the previous example, in order to record marks for each pixel 
of the jigsaw piece, we m ust first transform x and y  to the centre pixel of the piece. 
However, in this case, we have the added complication that the array references 
run  from 1 to 100, while the values of x  and y run from 0 to 99 - and therefore after 
transform ing x  and y  we add 3 to both coordinates to ensure that no illegal array 
references are accessed. This means that entries [i, j] of the array, where i or j is 
equal to 1 or 2 , will never be used - however, as we will see shortly, our next 
im provem ent step will make this irrelevant. Thus the transformation used is
x —> x  + 4 if x = 2 mod 3, x —» x - (x mod 3) + 3 otherwise, and 
y —^ y + 4 if j/ = 2 mod 3, y  —» y  - {y m od 3) + 3 otherwise.
Note We could have simply added 1 to each transform ed coordinate to ensure 
that no illegal array references are accessed - however, the reason for adding 3 will 
become clear in the next section.
The results of applying these improvements are shown in Table 5,5.
Original GA Im proved GA
Pts. Calculated 
U nique Points 
Time (seconds)
63360 8192 
7920 7920 
247.75 149.93
T able 5.5 Results of improving the GA for the Sierpinski Carpet.
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Once again, we see that making use of the jigsaws improves the performance of 
the Graphical Algorithm. However, as with the Sierpinski Gasket, the time taken 
to produce the attractor of the Sierpinski Carpet can be improved further by virtue 
of the fact that all N maps have the same jigsaw - as we will see in Section 5.5. The 
Peano Curve can be im proved in a similar way, w ith the num ber of points 
calculated being reduced from 45000 to 5202 (5000 unique points), and the time 
taken being reduced from 159.22 seconds to 83.6 seconds.
Note Unlike the Sierpinski Gasket, using the jigsaws to improve the time taken to 
produce the attractor of the Sierpinski Carpet does not completely remove the 
duplication of points. In Figure 5.9 we show the IFS blueprint - which shows the 
areas which the whole is sent to under each map - for the Sierpinski Carpet. Points 
which lie on the boundary lines between maps can clearly be hit by more than one 
m ap, and it is these points which can still be duplicated , even after our 
im provem ents. Similar situations arise in most Iterated Function Systems, and 
where they do, it is impossible to completely remove duplication of points by the 
jigsaws.
Figure 5.9 The IFS blueprint for the Sierpinski Carpet.
Example 5.9 For the Flamboyant Crown, we showed in Example 5.5 that the five 
maps each have separate jigsaws, which means that we need to consider each map 
separately w hen transform ing x and y. As in the Sierpinski Carpet, we need to 
shift x and y  so that we do not attem pt to access illegal array elements, since x  can
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take values as low as -32 in this example. Once we have shifted x  and y  by suitable 
values, the transformations which we need to perform are as follows.
w i: x —>x + l i f x  = 3 mod 4 otherwise x —> x  - (x mod 4), y  —» y + odd(y)
W2: x —> x + odd(x), y —> y + odd(y)
W3: x —> x  + (4 - (x mod 4)) if x ^ 0 mod 4 otherwise x  —> x , 
y - ^ y  + l i f y  = 3 mod 4 otherwise y —> y - (y m od 4)
W 4 :  x — > x +  odd(x), y — > y -  odd(y)
W 5 :  x —^ x + odd(x), y y + (4 - (y mod 4)) if y ^  0 mod 4 
otherwise y —» y.
The results of applying these improvements are shown in Table 5.6.
Original GA Im proved GA
Pts. Calculated 
U nique Points 
Time (seconds)
12385 2623 
2477 2477 
36.77 22.33
Table 5.6 Results of im proving the GA for the Flamboyant Crown.
As w ith  the Sierpinski Carpet, the duplication has not been completely rem oved 
for this IFS, bu t the perform ance of the Graphical A lgorithm  has still been 
im proved considerably. Shortly, we will show how we can cut dow n on the w ork 
required to m ark the arrays, bu t before we do we give one final example of the 
jigsaws in action.
Example 5.10 We can find all the pixels of the jigsaw pieces of the m aps of the 
Takagi Function in m uch the same way as we did for the Sierpinski Gasket. Recall 
that the jigsaw pieces for the Takagi Function maps 1 and 2 are as shown in Figure 
5.8. Once more, if (x, y) is the point chosen from the store, we transform  it to the
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unique jigsaw piece pixel w ith both coordinates even, and then set the four jigsaw 
piece pixels to true in the array. This time, however, the transform ation is slightly 
more complicated. For map 1, the transformation is given by
x x  + odd(x), y  y + odd(y) if x  is even, y  ~ ^ y  - odd(y) if x is odd, 
while for m ap 2 the transformation is given by
x x + odd(x), y —> y + odd(y) if x  is even, y —> y + 2 - odd(y) if x is odd, 
and it is easy to check that these transformations do indeed send any point of the 
jigsaw piece to the unique one with both coordinates even. The results of applying 
these improvements are shown in Table 5.7.
Original GA Im proved GA
Pts. Calculated 
U nique Points 
Time (seconds)
574 287 
287 287 
1.55 1.25
Table 5.7 Results of improving the GA for the Takagi Function.
Once again, we see that making use of the jigsaw pieces has completely removed 
the duplication of points, and has also im proved the time taken to produce the 
attractor of the Takagi Function. Clearly, however, the im provem ent in this case is 
not as m arked as that of our previous examples in this section - this is due to the 
fact tha t the Takagi Function maps have m ore com plex jigsaw  pieces, and 
consequently the transformations which shift any point of the piece to the unique 
point w ith both coordinates even are more complicated, and take longer to apply.
We saw in this section that it is possible to reduce the am ount of point duplication 
which occurs during the Graphical Algorithm, and consequently reduce the time 
taken to produce an approximation to the attractor of an IFS, simply by m arking 
jigsaw pieces w hen one of their points has been chosen as a zn. However, we also 
saw that while we now calculate roughly V ^ th  of the num ber of points calculated
90
Chapter 5
in the original algorithm , the time taken to p roduce the attractor is still 
considerably more than 1 / Nth of the original time taken. Thus the improvements 
so far are not as good as we had hoped for - and there is clearly room for further 
improvement. We now move on to describe the next stage in our improvements.
5.3 Reduced Jigsaws
Recall from  the previous section that m arking a jigsaw  piece involves 
transforming zn to a particular point of the piece, and then setting all points of the 
piece to true. Thus in an IFS map such as map 3 of the Flam boyant Crown we 
m ust set 16 points to true every time we encounter a zn which lies in a previously 
unm arked piece. But every square in the piece has the same truth value, and so we 
really only need to mark one point of each jigsaw piece and use this point as a 
reference for the whole piece. In fact, what we do is to shrink the jigsaw so that 
each piece is transform ed to a single pixel in a smaller array, as illustrated in 
Figure 5.10.
Figure 5.10 An example of jigsaws being shrunk. Each of the rectangles in the jigsaw on the left 
hand side contains 2 pixels, and is associated with a single pixel on the right hand side. In 
particular, the shaded rectangle on the LHS is sent to the shaded point on the RHS.
This m ethod can be applied to each of the examples from the previous section, as 
we now illustrate.
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Example 5.11 The bottom left piece of the Sierpinski Gasket jigsaw consists of the 
points (1, 1), (1, 2), (2, 1) and (2, 2). We want to send each of these points to the 
bottom  left entry of a small array - i.e. entry [1, 1]. Clearly, in order to shrink a 
2 x 2 piece to a 1 x 1 pixel, we m ust divide each coordinate by 2 - which means 
using the com puter div  operation. Note, however, that (1 div 2) = 0, while 
(2 div 2 ) = 1, and so simply using x div 2 does not result in points (x, y) with 
1 < x  < 2 having the same horizontal reference in the reduced jigsaw. In fact we 
m ust use the transformation
x —» (x + 1) div 2 , y  —> (y + 1) div 2 .
Using this transformation on any other jigsaw piece sends the piece to the correct 
position in the small array as Figure 5.11 shows, where the shaded jigsaw piece on 
the left hand side is sent to the shaded array entry on the right hand side.
:
1 2  3 4
1 2 3 4 5 6 7 8
Figure 5.11 The Sierpinski Gasket jigsaw on grid {(x, y): 1 < x, y < 100}. Each of the three jigsaws is 
sent to it's reduced companion by (x, y) —» ((x + 1) div 2, (y + 1) div 2).
A pplying this shrinking procedure means that instead of setting four points in 
each jigsaw piece hit, we only need to set one - and consequently we will save a 
small am ount of time in the updating of the arrays. Unfortunately, this saving is
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partially offset by the need to perform divisions on x and y, and while we do still 
save some time, the overall saving is relatively small, as we see in Table 5.8.
Original GA Improved GA Reduced Jigsaws
Pts. Calculated 6237 2079 2079
U nique Points 2079 2079 2079
Time (seconds) 17.17 11.62 11.32
Table 5.8 Results of using reduced jigsaws for the Sierpinski Gasket.
Although the results do not show much of an improvement, shrinking the arrays 
means that we require less storage space - which is im portant, especially w hen we 
are using the Graphical Algorithm on IFS's with a large num ber of maps. Further, 
w hen the jigsaw pieces are larger, as in the Sierpinski Carpet or Peano Curve, the 
saving will be greater since we avoid a larger num ber of assignment statements - 
as the next example shows.
Example 5.12 The jigsaw pieces of the Sierpinski Carpet, Peano Curve and 
Flamboyant Crown can be shrunk in much the same way as those for the Sierpinski 
Gasket. Figures 5.12 and 5.13 show sections of the jigsaws for the jigsaws of the 
Sierpinski Carpet and Peano Curve, and their reduced companions.
Note In both the Sierpinski Carpet and Peano Curve we use x —> (x + 4) div 3 to 
find the horizontal reference in the reduced jigsaw. This is due to the fact that the 
lower left piece of the jigsaw has -1 as its minimum horizontal coordinate, and this 
m ust be sent to 3 before the div operation is applied in order to get m inim um  
reference 1. In general, if the lower left piece of a jigsaw w ith rectangular pieces 
has m inim um  horizontal coordinate M, and the piece has FI pixels horizontally , 
then the reference is found by
x -» {x - M + H) div H  (5.3)
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with the vertical reference being found similarly. Note that this explains the given 
transformation for the vertical coordinate in the Peano Curve.
8
7
6
5
4
3
2
1
0
0 1 2 3 4 5 6 7 8
___
1 2  3 4
Figure 5.12 The Sierpinski Carpet jigsaw on grid {(.t, i/): 0 < x, y < 99}. Each of the eight 
jigsaws is sent to its reduced companion by (*, y) —» ((* + 4) div 3, (y + 4) div 3).
-43
-44
-45
-46
-47
-48
-49
0 1 2 3 4 5 6 7
1 2  3 4
Figure 5.13 The Peano Curve jigsaw on grid {(*, y ) : 0 < x < 99, -49 < y < 49}. Each of the nine 
jigsaws is sent to its reduced companion by (x, y) —> ((x + 4) div 3, (y + 52) div 3).
Unlike the Sierpinski Carpet and Peano Curve, each map of the Flam boyant 
Crow n has a distinct jigsaw, and therefore each m ap requires a different 
transform ation to shrink its jigsaw. Figure 5.14 shows the procedure for map 1 - 
the other four maps are similar, where in each case, the required transformation is 
found using (5.3).
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1 2  3 4
-32 -31 -30 -29 -28 -27 -26 -25
Figure 5.14 The Flamboyant Crown map 1 jigsaw on grid {(*, y ) : -32 < x < 32, 0 < y < 100). 
The jigsaw is sent to its reduced companion by (x, y) —> ((x + 37) div 4, (y + 3) div 2).
Once we have the transform ations to shrink the jigsaws, we can apply them 
within the Graphical Algorithm in order to further improve its performance. The 
results of doing this for the three IFS's discussed are given in Table 5.9. Note that 
the num ber of points calculated is not altered by shrinking the jigsaws and 
therefore we have omitted this information from the table.
Time (seconds)
Before Shrinking After Shrinking
Sierpinski Carpet 149.93 148.88
Peano Curve 83.6 82.9
Flamboyant Crown 22.33 21.55
Table 5.9 Results of using reduced jigsaws for the IFS's of Example 5.11.
Thus we can see that using reduced jigsaws does indeed im prove the GA still 
further, albeit only by a small amount. As expected, the im provem ent is most 
striking in the Sierpinski Carpet and Peano Curve, as these have larger jigsaw 
pieces. We end this section by considering, once more, the Takagi Function, in 
order to show that more complicated jigsaw pieces can also be reduced.
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Example 5.13 (Takagi Function) As with the Sierpinski Gasket, the jigsaw pieces 
are shrunk horizontally by (x + 1) div 2, and this is true for both maps. For the 
vertical reduction, as before we m ust consider whether x  is even or odd. Figures 
5.15 and  5.16 show  how  we reduce the pieces for each m ap, w ith  the 
transform ation being given below each diagram. Using the reduced jigsaws 
improves the time taken by 0.3 seconds, taking it from 1.25 seconds down to 0.95 
seconds.
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Figure 5.15 The Takagi Function map 1 jigsaw on grid {(x, y ) ; 1 < x, y  < 100}. The jigsaw 
is sent to its reduced companion by (x, y) —» ((x + 1) div 2, (y + 3 - odd(x)) div 2).
8
7
6
5
4
3
2
1
1 2 3 4 5 6
1 2  3 4
Figure 5.16 The Takagi Function map 2 jigsaw on grid {(x, y ) : 1 < x, y < 100}. The jigsaw 
is sent to its reduced companion by (x, y) —» ((x + 1) div 2, (y + 1 + odd(x)) div 2).
96
Chapter 5
Using reduced jigsaws in the Takagi Function has reduced the time taken by the 
GA from its original value of 1.55 seconds down to 0.95 seconds - a reduction by 
ratio 1.6 : 1, which is not too far away from our target ratio of 2 : 1. In Section 5.5 
we will see that it is possible to reach the target ratio, although not w ithout 
altering the definition of the Graphical Algorithm, bu t first we consider once more 
our 'special cases' - those IFS's whose N  jigsaws are identical.
5.4 Using Less Than N Jigsaws
In earlier sections of this chapter, we noted that the Sierpinski Gasket, Sierpinski 
Carpet and Peano Curve are examples of a special type of IFS, where all N  maps 
have the same jigsaw, and we noted that this property w ould enable us to make 
significant further improvements to the performance of the GA. In this section, we 
introduce the possibility of using less than N arrays to store tru th  values, and 
exhibit the effect that this has on the performance of the GA, particularly when the 
IFS's are of the above type.
Suppose that, in a given IFS, two maps Wj and Wj have identical jigsaws, and recall 
that a jigsaw piece has its values set to true in the wi jigsaw (or, more accurately, 
its reference entry set to true in the reduced wi jigsaw) if and only if it has been hit 
by some zm. Since the wi and wj jigsaw are identical, this is equivalent to the same 
piece having been hit, and having its reference entry set to true in the reduced Wj 
jigsaw. Therefore, no t only are the reduced jigsaw s identical, b u t their 
corresponding entries have the same tru th  values - and thus we can use one 
reduced jigsaw to record truth values for wi and Wj simultaneously.
Similarly, if a given IFS map has three or more maps whose jigsaws are the same, 
one reduced jigsaw  m ay be used to record tru th  values. This is particularly  
effective if all N  jigsaws are the same, as for the Sierpinski Gasket and Carpet, and
97
Chapter 5
the Peano Curve. In these cases, a single array contains all necessary tru th  values - 
we call this array the Universal Reduced Jigsazv, But w hat effect does using this 
single reduced jigsaw have on the way the Graphical Algorithm works?
Firstly, it is obvious that whenever zm lands on a previously unhit jigsaw piece we 
need only assign one tru th  value where previously we required N assignments. 
The resulting saving is especially striking in the case of the Peano Curve, where 
we assign one value for every 9 x 9 = 81 required in the first im provem ent, and 
every 9 required in the second improvement. Further, recall that before applying 
m ap i to zm we m ust check the truth value of zm in the wi jigsaw to see if a new  
point will result. In these special cases, this means that we check the same tru th  
value in the Universal Reduced Jigsaw each time, and consequently the decision 
on w hether or not to apply the m ap is the same each time, m eaning that at each 
iteration we apply either 0 or N maps. Thus, in these cases, we alter the im proved 
algorithm so that we check the tru th  value once, at the start of each iteration, and 
then apply either all N  maps, or no maps.
However, while both of these operations have some effect on the GA, it is another 
far less obvious change to the algorithm which makes Universal Reduced Jigsaws 
so effective.
As we noted above, in cases w here all N jigsaws are the same and we use a 
U niversal Reduced Jigsaw, we often choose a zm from  the store only to 
imm ediately discard it when we find that it lies in a previously hit jigsaw piece. 
Thus zm is not used to find any new  points, and therefore adding it to the store 
originally was needless. Fortunately, we can now  avoid adding such points to the 
store, sim ply by checking each new point calculated by the algorithm, and only 
putting  in the store those points which lie in previously unhit jigsaw pieces. Since 
adding new  points to the store involves a considerable am ount of work to find the
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correct position for the new  point, avoiding adding needless points cuts dow n 
m uch of the work of the GA. In addition to this, adding fewer points to the store 
m eans that the store remains smaller - which has the knock on effect of m aking it 
easier to find useful new points. The checking and updating for such cases can be 
sum m arised as follows.
Choose zm from the store. If it lies in a previously hit piece 
then discard it and choose another, otherwise apply each 
map to z m , only adding to the store those W i(z m ) which lie 
in previously unhit jigsaw pieces._______________________
Note Although when zm was added to the store it lay in a previously unhit piece, 
it is possible that another point of zm's jigsaw piece is also in the store. Since this 
other point m ay have been chosen as some z^ (k < m), by the time zm is chosen it 
may lie in a previously hit piece. Thus it is still necessary to check zm w hen it is 
chosen from the store.
We have seen that, in theory, using a single Universal Reduced Jigsaw to store 
tru th  values, and altering the w ay we check and update this array, will lead to 
considerable im provem ents in the performance of the GA. Note, also, that while 
we have concentrated on those IFS’s for which Universal Reduced Jigsaws may be 
used, we should not forget that some further im provem ent m ay still be m ade to 
those IFS's which have n identical jigsaws (n < N), by using one array for these n 
m aps. Flowever, it is only those IFS's w ith n  -  N  w here we can avoid adding 
superfluous points to the store - since in these cases if duplication occurs in one 
m ap, then it occurs in them  all.
Table 5.10 shows the lesults of applying Universal Reduced Jigsaws (URJ's) to the 
three special cases of our earlier examples. Once again, since these improvements
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have no effect on the num ber of points calculated, we have om itted this 
information from the table.
Time (seconds)
RatioO riginal GA Reduced Jigs. URJ’s
S ierpinski G asket 17.17 11.32 7 2.45
Sierpinski Carpet 247.75 148.88 66.28 3.74
Peano Curve 159.22 82.9 40.22 3.96
Table 5.10 Results of using Universal Reduced Jigsaws (URJ's) on the 
Sierpinski Gasket and Carpet, and the Peano Curve.
It is clear from the table that using Universal Reduced Jigsaws does indeed lead to 
notable further improvements in the time taken to produce an approxim ation to 
the attractor of an IFS by the Graphical Algorithm, as we had hoped. In particular, 
it has helped us to get much closer to achieving our aim of reducing the time taken 
in the ratio N : 1, as we see from the final column of Table 5.10.
In Chapter 7 we will introduce a different method of using jigsaws which enables 
us to get m uch closer to the target ratio in certain cases. However, as we will see, 
the m ethod is not applicable to those IFS's whose jigsaw pieces contain relatively 
few attractor points com pared w ith their individual sizes - as w ith  the Takagi 
Function, Flam boyant Crow n and Sierpinski Gasket. In fact, it is possible to 
achieve - and indeed better - the N  : 1 ratio in these cases, and also in m any other 
IFS's, by changing the definition of the Graphical Algorithm slightly. We end this 
chapter by discussing how  to achieve the target ratio, and giving results for our 
five example IFS's.
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5.5 To Sort or Not To Sort
In the course of our earlier discussion on using Universal Reduced Jigsaws, we 
noted that the process of sorting the store according to the ordering (3.1) takes a 
significant am ount of time and work, particularly  w hen the store is large. 
However, if points of the store were kept simply in order of arrival - on a 'last in 
first out' basis - then the original algorithm will be faster, as we no longer have to 
determ ine the correct position for a new point being added. Further, since the 
same points w ould still be added to the store, albeit in a different order, the only 
effect that this has on the ou tpu t of the GA is to change the order in which 
attractor points are hit. This fact is also noted in [23].
In practice, sim plifying the ordering w ithin the store not only speeds up the 
original GA, bu t the jigsaws reduce the times by a greater ratio than before. In Table 
5.11 we give times for the original GA and the GA using jigsaws, both altered so 
that the store is not sorted, for our five examples. We also give the ratios obtained 
for both the sorted and unsorted versions of the algorithm, for comparison.
Time (seconds) Ratio
Original Improved Unsorted Sorted
Sierpinski Gasket 11.46 3.48 3.29 2.45
Sierpinski Carpet 111.27 13.67 8.14 3.74
Peano Curve 80.76 8.75 9.23 3.96
Takagi Function 1.52 0.62 2.45 1.63
Flamboyant Crown 21.45 5.95 3.61 1.71
Table 5.11 Results of removing ordering from the store.
As predicted, the ratio is better than N : 1 in four of our five examples after we 
remove ordering from the store, and in light of these results w e can see that the
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im provem ent achieved by using jigsaws is significantly better than m ight be 
inferred by earlier results. However, since our original aim was to im prove the 
perform ance of the Graphical Algorithm w ithout altering the definition of the 
algorithm, we will not dwell on these results.
Throughout this chapter, we have concentrated on 'simple' IFS's where the jigsaws 
are regular - that is, they have only one shape and size of jigsaw piece, which is 
repeated over the whole grid, and indeed over the whole plane. However, in the 
m ajority of IFS's, at least one m ap has a jigsaw w hich does not satisfy the 
conditions of regularity. Such jigsaws fall into two distinct categories:
(1) Semi-regular jigsaws ~ where the pieces are of more than one shape or size, but 
there exists a set of pieces which is repeated over the grid to form the whole 
jigsaw, and
(2) Irregular jigsaios - where the pieces are of more than one shape, and any set of 
pieces which is repeated is larger than the jigsaw itself i.e. there is no repetition 
w ithin the jigsaw.
Figure 5.17 gives an example of an irregular jigsaw - that of m ap 3 of the Von Koch 
Curve, given by w(x, y) = (x / e  - + 99, ^ x /e  + y/ 6)- h i fact, this is one of the
m ost complicated jigsaws which we shall encounter, and it highlights the extent of 
irregularity which jigsaws may possess.
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Figure 5.17 An example of an irregular jigsaw - map 3 of the Von Koch Curve.
In later chapters we will consider irregular jigsaws in some detail, and argue that 
the best way to improve the GA for the majority of IFS's w ith such jigsaws is to 
attem pt to introduce some regularity into them in such a way that either the 
attractor is unaltered, or any change to the attractor is 'acceptable'. In the next 
chapter, however, we will consider semi-regular jigsaws, and we will see that, 
while the non-regularity of the jigsaws means that im provem ents cannot be as 
strik ing  as those presented in this chapter, it is still possible to shorten  
significantly the run time of the GA for IFS's consisting of such maps.
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Figure 5.18 gives an example of a semi-regular jigsaw - that of map 1 of the Square 
Plant, w(x, y) = (2*/3, 21// 3) - where the set of shaded pixels is repeated to form the 
whole jigsaw.
8
7
6
5
4
3
2
1
0
0 1 2 3 4 5 6 7 8
Figure 5.18 An example of a semi-regular jigsaw - map 1 of the Square Plant.
The shaded set of pixels repeats to form the whole jigsaw.
N ote 5.14 Throughout this chapter, the IFS m aps considered have integral 
translations only - that is, both of e* and f* are integers, where e* = e x scale, and 
f* = f x scale. As we have seen, in such cases the values of e* and f* have no effect 
on the appearance of the jigsaw, and are therefore not significant when finding the 
pieces. However, since the value of scale must apply to all N maps of the IFS, it is 
often impossible to ensure that every map has an integral translation, while still 
ensuring that the attractor is produced to the required scale. If two maps wj and 
Wj are such that Ai = Aj, but e*, fi* e Z while at least one of ej*, fj* £ Z, then the 
jigsaws for Wi and Wj may be different - and consequently we m ust consider non­
integral translations when we calculate the jigsaw noting, however, that we may 
ignore the integral part of the value. In future chapters, we will see examples of 
IFS maps with non-integral translations.
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M aps w ith  Semi-Regular Jigsaws
In the last chapter, we explained how we use jigsaws to im prove the Graphical 
Algorithm, and gave several examples of these im provem ents, showing that the 
time could be im proved by factors of up to 4. In each of our examples the maps 
had  regular jigsaws, where the pieces were all the same shape and size, and 
indeed in three of our five examples all N jigsaws of the IFS w ere identical, 
m eaning that our improvements were maximal. However, as we noted at the end 
of Chapter 5, m any jigsaws arising from IFS maps are not regular, and therefore 
we m ust attem pt to extend our methods to encompass such non-regular jigsaws. 
In this chapter we consider IFS's whose maps have semi-regular jigsaws. We begin 
by introducing the concept of translation symmetries, which will lead to a formal 
definition of semi-regularity in Definition 6 .6 .
6.1 Translation Symmetries
In order for jigsaw pieces which are not necessarily all the same shape to fit 
together in some regular pattern, there m ust be some maximal set of pieces which 
is repeated to form the whole jigsaw. If we can find this maximal set then we can 
produce the jigsaw, and therefore the only inform ation w e require about the 
jigsaw in order to be able to use it to improve the GA is w hat the maximal set is. 
Theorem  6,3 shows how  to find such a m aximal set, b u t first we introduce 
translation vectors for a jigsaw.
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D efin ition  6.1 An isometry of the plane is a transform ation g of the plane which 
preserves distances. That is, if P and Q are any two points of the plane and d is the 
metric, then
d(g(P), g(Q)) = d(P, Q).
D efin itio n  6.2 If we allow a jigsaw to extend over the whole plane, then an 
isometry of the plane is said to be a symmetry of the jigsaw if it maps every piece to 
another. M ost useful of these is a tra n s la t io n  sym m etry , T, g iven by 
T(x, y) = (x + j, y  + k) for some j, k e Z. We call such an (j, k) a translation vector for 
the jigsaw. Figure 6.1 shows part of the jigsaw for map 1 of the Takagi Function - it 
is easy to see from this that any integer multiple of (2 , 0) m aps every piece of the 
jigsaw to another, as does any integer multiple of (0 , 2 ), and therefore (2 , 0) and 
(0 , 2 ) are translation vectors for this jigsaw.
1 11 1
u
Figure 6.1 Part of a jigsaw which has translation vectors (2, 0) and (0, 2).
Clearly, any integer sum  of (2, 0) and (0, 2) will also give a translation vector for 
the jigsaw of map 1 of the Takagi Function. However, as we will see shortly, w hen 
we consider translation vectors we will only be interested in finding the smallest 
such vectors - in this case (2 , 0) and (0, 2) - since the parallelograms form ed from 
these vectors will be used to build the jigsaws. In Theorem 6.3 we give a formula 
w hich will enable us to do just this.
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Theorem  6.3 Suppose that, for some j, k, p, q e  Z, the matrix coefficients of an IFS map 
w satisfy
a h y y
c d k_ X
Then (j, k) is a translation vector for the jigsaw ofiv, and
w(x + j , y  + k) = w(x, y) + (p, q). (6 .2)
Proof We have that
w(x + j, y  + k) = (a(x + j) + b(y + k), c(x + j) + d(y + lc))
= (ax + by, cx + dy) + (aj + bk, cj + dk)
= w(x, y) + (aj + bk, cj + dk)
= w(x, y) + (p, q) by (6 .1).
But then, since p and q are integers,
w(x + j, y  + k) = w(x, y) + (p, q) 
as required by (6 .2). Similarly, for another arbitrary pixel (x1, y'),
w(x’ + j, \f  + k) = w(x', i/’) + (p, q).
Hence w(x + j, y  + k) - w(x' + j, y' + k) = w(x, y) - w(x', y')t w ith  the vector (p, q) of
(6.2) disappearing because of the subtractions. Thus w(T(x, y)) = w(T(x', y')) if and 
only if w(x, y) = w(x', y') - and so (j, k) is indeed a translation vector for the jigsaw 
of w, as was to be proved.
Thus, if a jigsaw has a translation vector (j, k), essentially we need only establish 
w hat the pieces are within a band of w idth I (j, k) I, and then use (6 .2) to determine 
the rest. This is especially useful w hen the translation vector is parallel to one of 
the axes - since then either j = 0 or k = 0, and the w idth  of the band simplifies to 
I k I or I j i . However, whilst finding a single translation vector for a jigsaw will 
simplify the process of finding the whole jigsaw, in m any cases we can do m uch
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better than this - as we will see once we have given the following im portant 
definition.
D efin ition  6.4 Two vectors z \  and Z2 are said to be independent if they have 
neither the same direction nor the opposite direction - i.e. they are not parallel. 
W henever z \  and Z2 are independent, the parallelogram  w ith adjacent edges 
defined by z \  and Z2 will have positive area - as illustrated in Figure 6.2.
Now, if we can find another translation vector for the jigsaw which is independent 
of the first, then the parallelogram with adjacent edges defined by the two vectors 
will give us all the information we require to form the jigsaw - simply by using
(6.2) in the two independent directions. In particular, if we can find integers m, n, 
p, q, r and s such that
a b m V a b 'O' r— r , and =
c d _0 _ _q_ c d n s
then for all integers j, k,
and the parallelogram is a rectangle lying parallel to the axes. In this case, we need 
only calculate the jigsaw on this m by n rectangle and use (6.4) to find the whole 
jigsaw. From now on, we will concentrate solely on those m aps for which 
translation vectors parallel to the axes may be found.
Figure 6.2 The parallelogram formed from two independent vectors.
w(x + jm, y  + kn) = w(x, y) + j(p, q) + k(r, s) (6.4)
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D efinition 6.5 If a jigsaw has two independent translation vectors - which we 
take to be vectors of smallest possible m agnitude satisfying (6 .1) - then we call the 
parallelogram  whose adjacent edges are defined by the vectors a building block for 
the jigsaw, since it can be used to build the jigsaw.
In fact, w hen we use building blocks to construct the jigsaws, we actually consider 
only those blocks w ith edges parallel to the axes as any non-rectangular building 
block will contain part-pixels. Thus, if the vectors of smallest possible m agnitude 
are not parallel to the axes, we will instead consider the smallest vectors which are 
parallel to the axes as the edges of our building block - i.e. we consider those 
vectors satisfying (6.3) which have m, n  as small as possible. This can be likened to 
the concept of centred tilings in the study of plane tilings, w here it is easier to 
consider rectangles than rhombuses [5].
Definition 6.6 If we can find (smallest possible) integers m and n  satisfying (6.3) 
then we say that the jigsaw is (m, n)-semi-regular, and it is form ed from the 
rectangular building block with dimensions m x n. W hen discussing such jigsaws 
in general, we will often refer to them  simply as semi-regular. In theory m and n 
can take any value - however, as we will see in Section 6.2, the w ay that we use 
sem i-regular jigsaws to im prove the Graphical A lgorithm  requires us to place 
restrictions on the size of m and n.
Note Translation vectors provide us w ith another way of showing that the jigsaw 
pieces are all the same for an appropriate IFS map. For example, each of the 
jigsaws of the Sierpinski Gasket has two translation vectors - (2, 0) and (0, 2) - 
telling us that we need only calculate the pieces on a 2 x 2 square. But then, 
calculating one piece shows that it is a 2 x 2 square - and so all pieces m ust be the 
same.
109
Chapter 6
We now consider three examples and show how the building blocks obtained 
using (6.3) are used to produce the whole jigsaw. The attractors for the IFS's of 
these examples are shown in Figure 6.3.
Figure 6.3 The attractors of (a) the Hex, (b) the Sleepy Hollow, and (c) the Crab.
Example 6.7 The Hex consists of six maps, given at scale 100 by
wj(x, y) = (0.4x + ei*, 0.4y + fi*), 1 < i < 6,
where (ei*, fi*) = (0, 30), (52, 0), (52, 60), (69.3, 30), (17.3, 0), (17.3, 60). Recall from 
Notes 5.3 and 5.14 that since the first three maps have integral translations, their 
jigsaws will all be the same as that for w(x, y) = (0.4x, 0.4y). Similarly, the jigsaws 
for maps 4, 5 and 6 will be the same as that for (0.4x + 0.3, 0.4y). This means that 
when we use jigsaws to improve the Hex we require only two reduced jigsaws - 
one for maps 1, 2 and 3, and one for maps 4, 5 and 6. For each of the six maps we 
have
'0.4 0 " '5 ' "2' "0.4 0 1roi 'O'— and r=
0 0.4 0 0 0 0.4 Ia 2
so the jigsaw is (5, 5)-semi-regular, and we need only calculate the jigsaw on a 
5 x 5  square - for simplicity we use the square {(x, y ) : 0 < x, y  < 4}. Then we have
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OAx = <
0 if x = 0,1 0 if x = 0
1 if x = 2,3, 0.4x + 0.3 = - 1 if x  = 1,2 and 0.4y = <
2 if x = 4 2 if x = 3,4
0 if y = 0,1 
l i f  y = 2,3 
v — 4
and the 5 x 5  building blocks for the jigsaws are as shown in Figure 6.4
(a)
0 1 2  3 4
(b)
0 1 2  3 4
Figure 6.4 Building blocks for the jigsaws of (a) m aps 1, 2 and 3, 
and (b) maps 4, 5 and 6, of the Hex IFS.
Now, (6.4) tells us that wi(x + 5j, y  + 5k) = w_i(x, y) + (5j, 5k), and therefore the 
jigsaw for m aps 1, 2 and 3 is as shown in Figure 6.5, w ith that for maps 4, 5 and 6 
being found in the same way.
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0 1 2 3 4 5 6 7 8 9
Figure 6.5 Part of the jigsaw for maps 1, 2 and 3 of the Hex.
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The jigsaws for the m aps of the Hex are still relatively simple, since the pieces are 
all rectangular - as we could have predicted using Corollary 4.18. However, 
rectangular building blocks do not necessarily imply that the jigsaw pieces will all 
be rectangular, as the next example illustrates.
Example 6.8 The Sleepy Hollow consists of four maps, given at scale 100 by
wi(x, y) = (0.5*, 0.25* + 0.5y) 
w 2(*, y) = (0.5* + 50, 0.25x + 0.5y + 25) 
w 3(*/ y) -  (0.5x, -0.25* + 0.5y + 50)
W4(x, y) -  (0.5x + 50, -0.25x + 0.5y + 25)
Then we have
p hi o "4" “2" "0 .5  0 ""0" "0"— and —
_±0.25 0.5_ 0 ±1 ±0.25 0.5 2 1
and so, for each m ap of the IFS, (4, 0) and (0, 2) are translation vectors, meaning 
that the jigsaws are (4, 2)-semi-regular, and we need only calculate the jigsaw on a 
4 x 2  rectangle. The building blocks for the jigsaws are shown in Figure 6.6.
(a) i  
0
(b) r
0 1 2  3 0 1 2  3
Figure 6.6 The building blocks for the jigsaws of (a) m aps 1 and 2, and 
(b) m aps 3 and 4, of the Sleepy Hollow IFS.
Now, we can use (6.4) to find the jigsaws, since
W f(x  + 4j, y + 21c) = W i(* / y) + (2j, j + k) if i = 1 or 2, and 
Wi(x + 4j, y + 21c) = wi(x, y) + (2j, lc - j) if i = 3 or 4.
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The jigsaws for the two maps are shown in Figure 6.7.
(a)
t H
(b)
0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7
Figure 6.7 Fart of the jigsaws for (a) m aps 1 and 2, and 
(b) m aps 3 and 4, of the Sleepy Hollow IFS.
In fact, the jigsaws of Example 6.9 may be considered to be regular since the pieces 
are all the same shape. However, we classify them as semi-regular due to the fact 
that, although each piece contains a pixel w ith both coordinates even, this pixel 
can lie in m ore than  one position w ithin the piece. For exam ple, the piece 
containing (1, 0) in the map 3 jigsaw has the pixel w ith  both coordinates even 
lying in the bottom  right corner, while the piece containing (3, 1) has this pixel 
lying in the top right corner.
Notice that, while the pieces in the jigsaws of maps 1 and 2 are the same shape as 
those of m ap 1 of the Takagi Function, they fit together differently and therefore 
the building blocks are not the same.
O ur final example combines the irregularities of the previous two examples - w ith 
the jigsaw pieces being neither all rectangular, nor all the same shape.
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Example 6.9 The Crab consists of four maps, given at scale 100 by
wi(x, y) = (0.5x + 0.2y, 0.5y)
W2(x, y) = (0.5x + 0.2y, -0.5y + 100)
W3(x, y) = (~0.5x + 100, 0.2x + 0.5y)
W4(x, y) = (-0.5x + 100, -0.2x - 0.5y + 100)
For m aps 1 and 2, we find that the jigsaws have translation vectors (2, 0) and 
(0, 10), so they are (2, 10)-semi-regular, while for m aps 3 and 4 the translation 
vectors are (10, 0) and (0, 2), so the jigsaws are (10, 2)-semi-regular. Further, since
"0.5 0.2" "2" T "0.5 0.2" "o' "2 "
— and —
0 ±0.5 0 _ 0 _ 0 ±0.5
1 0 _
±5
'-0 .5 0 "10" "-5" -0.5 0 " 0" "0"= and ZZL
±0.2 ±0.5 0 ±2 ±0.2 ±0.5 2 ±1
we have
wi(x + 2j, y + 10k) = wi(x, y) + (j + 2k, 5k)
W2(x + 2j, y + 10k) = m ix ,  y) + (j + 2k, -5k)
W3(x + lOj, y + 2k) = m ix ,  y) + (-5j, 2j + k)
W4(x + lOj, y + 2k) = W4(x, y) + (-5j, -2j - k).
The jigsaws of the four m aps, found using the above equations, are show n in 
Figure 6.8. Note that the jigsaws for maps 1 and 2 are similar, as are those for 
m aps 3 and 4. This is as we w ould expect since the horizontal coordinates of w i 
and W 2  are equal, while the vertical coordinate of W 2  is simply the negative of that 
of w i plus a translation. A similar situation exists between W 3  and W 4 .
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Ma p  4
Figure 6.8 Part of the jigsaws for tire four m aps of the Crab IFS.
We have seen in this section that semi-regular jigsaws m ay be found by finding 
tw o in d ep en d en t vectors satisfying (6.1), calcu lating  the jigsaw  on the 
parallelogram  defined by the two vectors, and then using (6.2) to produce the 
w hole jigsaw. In particular, w hen the two vectors lie parallel to the axes, the 
build ing  block is a rectangle and producing the jigsaw is m ade m uch easier. 
However, as w ith simple jigsaws, it is w hat we can do w ith  the jigsaws, rather
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than w hether or not we can produce them, that is im portant to the Graphical 
Algorithm, and thus we m ust now consider how we can make use of semi-regular 
jigsaws.
6.2 Using Semi-Regular Jigsaws
In the last section we explained how  to produce sem i-regular jigsaw s from  
building blocks, using translation symmetries. As in Chapter 5, the next step is to 
p u t the jigsaws to use w ithin the Graphical A lgorithm  and, once more, this 
requires us to find reduced jigsaws. Since the whole jigsaw is defined by its 
building block, we need only consider how to reduce the building block in order 
to find a scheme which will reduce the whole jigsaw. Such a scheme will depend 
on the size of the building block and on the nature of the pieces w ithin it.
Clearly, reducing an m x n building block requires us to consider each value of x  
m odulo m, and each value of y  m odulo n. In the m ost sim ple cases, w here the 
pieces are all rectangular, the horizontal and vertical reductions m ay be 
perform ed independently of one another - as w ith the regular jigsaws of Examples 
5.11 and 5.12 - and therefore we m ust consider a total of m  + n  combinations of x  
and y. H ow ever, as we have seen, it is common for the jigsaws to have non- 
rectangular pieces, and in these cases - just as w ith  the Takagi Function of 
Example 5.13 - the horizontal (vertical) reduction m ay depend on the value of y 
(x), resulting in considerably more than m + n combinations of x and y, up to a 
m axim um  of m x n. If m  and n  are large, then finding the reduction scheme in 
such cases will be extremely complicated, and perform ing the reduction w ithin 
the GA will take m uch longer than desired - even to the extent of exceeding the 
time taken simply to apply each of the N  maps to zn.
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In general, w hen the code of an IFS is stated, each of its entries is given to, at most, 
3 decimal places, m eaning that each can be expressed as a rational num ber w ith 
denom inator 10k, 0 < k < 3. As a consequence, the largest building block which we 
m ay encounter has dimensions 1000 x 1000 - and in some cases, this will be the 
only building block which the map has. However, it is clearly not feasible to use 
such a block to build the jigsaw since, by the above discussion, we w ould need to 
consider a m inim um  of 2000 combinations of x and y  in order to find the reduction 
scheme, and therefore the scheme would be extremely large. In addition to this, a 
block of dim ensions 1000 x 1000 would generally be m uch larger than the grid 
which covers the attractor, and therefore would be much larger than the part of 
the jigsaw which interests us. We will deal with such cases - where we say that the 
jigsaw is irregular - in Chapters 7 and 8.
In m any cases, however, it is possible to find smaller building blocks for the 
jigsaw - as we will see in Section 6.3. How small the blocks need to be to make the 
reduction scheme feasible depends very much on how complicated the pieces are 
w ithin the block, since this dictates how many combinations of x and y  we need to 
consider, and also depends, to a lesser extent, on the scale of the attractor - since 
for an attractor of size 100 x 100, a building block of size 80 x 80 pixels will not be 
practical, w hilst if the attractor is of size 500 x 500 pixels, such a block may well be 
useful. For our purposes, the attractors are normally scaled so that they m ay be 
covered by a grid of dimensions 100 x 100 pixels - and we will usually attem pt to 
find building blocks which have dimensions at m ost 20 x 20 pixels, both for the 
reason of the building block being considerably smaller than the jigsaw, and from 
the point of view of finding a suitable reduction scheme. In Example 6.17, we will 
see that such build ing blocks can still give considerable im provem ents in the 
G raphical Algorithm. In the meantime, however, we consider again the small 
building blocks which we found in the examples of the previous section, after we 
describe a general reduction scheme for building blocks such as those of the Hex.
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Note 6.10 Although we generally consider attractors which have dimensions of at 
m ost 100 x 100 pixels, all of the m ethods described thus far, and those in the 
rem ainder of this thesis, apply to every scale of attractor. However, even w hen we 
use a larger scale, it is still preferable to have building blocks which are at m ost 
20 x 20 pixels since otherw ise the reduction schem es m ay becom e very 
complicated.
If, for a particular IFS map, a building block can be found w hich consists of 
vertical bands of pieces, as in Figure 6.9 where each band may contain a num ber of 
different sizes and shape of piece, then a general scheme similar to (5.3) m ay be 
used to reduce the jigsaw. Suppose the build ing block consists of H  pixels 
horizontally, that these pixels are divided into P pieces, and that the lower left 
piece of the whole jigsaw has m inim um  horizontal coordinate M. Note that no 
jigsaw piece m ay be divided by a bold line in Figure 6.9, but that they may be 
divided by one of the other lines.
.  Pbands vW i V
^ 4 --------  H  pixels ---------►
Figure 6.9 A building block divided into P vertical bands.
In such a case, (6.5) below will correctly identify the horizontal coordinates in the 
reduced jigsaw - although, in some cases, this can be simplified.
x  —»P((x -  M) div H) + i if x  e f i 1 band of block (1 < i < P) (6.5)
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Similarly, if the building block consists of horizontal bands of pieces, then we can 
find a sim ilar scheme to (6.5) to perform  the vertical reduction. Finally, if the 
building block consists of both horizontal and vertical bands of pieces - which 
implies that all pieces in the block are whole - then we m ay use (6.5) and its 
vertical counterpart to find the overall reduction scheme - as in our first example.
Example 6.11 (Positioning the block) We noted in Example 6.7 that the Hex had 
two distinct jigsaws, one for maps 1, 2 and 3, and another for m aps 4, 5 and 6 - 
each of which contained only rectangular pieces. The building block of Figure 
6.4(a) contains partial pieces as well as whole pieces, and so the above theory 
cannot be applied to this block. However if, instead of taking 0 < x, y  < 4, we take 
-1 < x, y  < 3, then we get the building block of Figure 6.10, which contains only 
whole pieces - and therefore (6.5) may be used on this block to reduce the jigsaws 
of maps 1, 2 and 3.
3 ----------------------
2  ______________
1 -------------------------
0 -------------------------
-i LJ J LJ_
- 1 0  1 2  3
Figure 6.10 An alternative building block for m aps 1, 2 and 3 of the Hex.
Now, the building block consists of 5 pixels both horizontally and vertically, and 
these pixels are divided into two pieces in each direction. Thus, in (6.5), we have 
H = 5 and P = 2. Further, as we see from Figure 6.10, the lower left piece of the 
jigsaw has m inim um  horizontal coordinate -1, so M = -1. Then the following 
scheme sends each piece of the building block, and consequently each piece of the 
jigsaw, to the correct point in the reduced jigsaw.
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x  ->
2((x + l) div 5)+ 2 ifx  = 2 , 3 m o d 5  
2((x +1) div 5) +1 otherwise
y ->
2((i/ +1) div 5) + 2 ify  = 2 , 3 m o d 5  
2((y +1) div 5) +1 otherwise
For m aps 4, 5 and 6, we again use an alternative building block to the one of 
Figure 6.4 - one which has -2 < x < 2 and -1 < y < 3. As before, H = 5 and P = 2, but 
now M = -2 for the horizontal coordinate. Thus the reduction scheme uses the
same vertical reduction as maps 1, 2 and 3, while the horizontal reduction is given
by
|2((x + 2) div 5)+ 2 ifx  = l , 2 m o d 5  
A * [2((x + 2) div 5) +1 otherwise
Figure 6.11 shows how the scheme for maps 1, 2 and 3 send the building block to 
part of the reduced jigsaw. This can be easily verified by simple calculation.
3
2
1
0
-1
1 0  1 2  3
1 2
Figure 6.11 How the reduction scheme sends the building block to part 
of the reduced jigsaw for maps 1, 2 and 3 of the Hex.
As w ith the simple cases of Chapter 5, we expect that using these schemes to 
reduce the jigsaws, and then making use of the jigsaws w ithin the GA, will 
im prove its performance. Note that since the jigsaws of m aps 1, 2 and 3 are 
identical, as are those of maps 4, 5 and 6, we use only two reduced jigsaws to record 
truth values. The results given in Table 6.1 confirm that using jigsaws does give an
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im provem ent in the GA, w ith the time taken to produce the attractor being 
im proved w ith ratio 1.54 : 1. Clearly, this ratio is much lower than the target ratio 
of 6 : 1, and indeed is lower than the ratios which we obtained in the simple cases 
of Chapter 5, but this was to be expected, since calculating the reduced jigsaws is 
more complicated when the jigsaws are only semi-regular.
Original GA Im proved GA
Pts. Calculated 
U nique Points 
Time (seconds)
41346 7557 
6891 6891 
176.08 113.82
Table 6.1 Results of improving the GA for tire Hex.
O ur next exam ple is of an IFS whose jigsaws are such that build ing  blocks 
containing only whole pieces do not exist, meaning that (6.5) cannot be used for 
both reductions.
Example 6.12 In Example 6.8, we showed that the four m aps of the Sleepy Hollow 
each had  jigsaws m ade up from 4 x 2  rectangular building blocks, and further that 
the jigsaws for maps 1 and 2 were the same, as were those for m aps 3 and 4. Thus, 
w hen we use jigsaws to improve the GA, we require only two reduced jigsaws to 
store tru th  values.
For the horizontal reduction, we note that the jigsaws divide into vertical bands of 
w idth  2, and thus the reduction involves dividing the horizontal coordinate by 2, 
as for the Sierpinski Gasket (Example 5.11). However, w hen we come to form the 
jigsaws, we m ust take two of these bands together - since the building blocks have 
horizontal w idth  4 - and thus how  we reduce the vertical coordinate depends on 
the value of the horizontal coordinate modulo 4. W ith this in m ind, the vertical 
reduction for m aps 1 and 2 is similar to that of the Takagi Function, while the
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vertical reduction for maps 3 and 4 is similar to the Sierpinski Gasket - w ith the 
reduction for the second band differing from that for the first by a shift. We see 
that the following scheme reduces the jigsaws correctly.
For maps 1 and 2, the vertical coordinate is found by
■y
(y + 3) div 2 if x  = 0,1 m od 4 
(y + 4) div 2 if x = 2 m od 4 
(y + 2) div 2 if x = 3 mod 4
while for maps 3 and 4, the vertical coordinate is found by
f (y + 2) div 2 if x = 1,2 mod 4 
^ [(y + 3) div 2 if x  = 3,0 mod 4
In both cases, the horizontal coordinate is found by x  —> (x + 3) div 2.
Using this scheme to find the reduced jigsaws, and then using the jigsaws in the 
GA gives the results shown in Table 6.2. For this example, the ratio is 1.47 : 1,
which is clearly not as good as the target ratio of 4 : 1, bu t an im provem ent has
still been made.
Original GA Improved GA
Pts. Calculated 
Unique Points 
Time (seconds)
17848 5048 
4462 4462 
70.95 48.23
Table 6.2 Results of im proving the GA for tire Sleepy Hollow.
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So far in this section, our examples have been of IFS's w hose jigsaws have 
relatively small building blocks. However, as we saw in Example 6.9, it is possible 
to have m uch larger building blocks. For such an IFS m ap, the reduction scheme 
will need m any more cases - as our final example illustrates.
Example 6.13 In Example 6.9, we showed that the jigsaws for m aps 1 and 2 of the 
Crab w ere m ade up from 2 x 10 rectangles, while those for m aps 3 and 4 were 
m ade up from 10 x 2 rectangles, and we noted that no two jigsaws were the same, 
meaning that we require four reduced jigsaws to store tru th  values. Similar to the 
previous example, we see from Figure 6.7 that the jigsaw of m ap 1 divides into 
horizontal bands of w idth 2, and thus the vertical reduction involves dividing the 
vertical coordinate by 2. Then the horizontal reduction depends on the value of 
the vertical coordinate m odulo 10, since the building block is a 2 x 10 rectangle. 
The horizontal coordinate in the reduced jigsaw for m ap 1 is given by
( j  + 3) div 2 if y  = 0/1,2,5,6,7 m od 10 
(;c + 2) div 2 if y  = 3,4,9 m od 10 
(x + 4) div 2 if y = 8 mod 10
while the vertical coordinate is given by y  —» (y + 3) div 2.
The schemes to reduce the jigsaws of the other three m aps are similar, recalling 
that for m aps 3 and 4 the jigsaws split into vertical bands of w idth  2 so that the 
horizontal reduction involves dividing the horizontal coordinate by 2, while the 
vertical reduction depends on the value of the horizontal coordinate modulo 10.
The results of reducing the jigsaws, and using the reduced jigsaws in the GA, are 
given in Table 6.3. Again, an im provem ent is m ade, although the ratio is only 
1.39 : 1, compared w ith the target ratio of 4 : 1.
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Original GA Im proved GA
Pts. Calculated 
U nique Points 
Time (seconds)
19640 5634 
4910 4910 
86.35 62.12
Table 6.3 Results of im proving the GA for the Crab.
Thus, once more, we see that it is possible to im prove the perform ance of the 
Graphical Algorithm for an IFS whose maps have semi-regular jigsaws, although 
the im provem ent is smaller than we could achieve if the jigsaws were regular.
As we noted earlier it is im portant that we can find the smallest possible building 
blocks for a jigsaw as it is the dimensions of the building block, coupled w ith the 
nature of its pieces, which determine the complexity of the reduction scheme. In 
the next section, we describe how we find the smallest possible values of m  and n 
satisfying (6.3).
6.3 F inding a Building Block of Least Dim ensions
As we noted in Section 6.2, the entries of the IFS code are usually given to, at most, 
three decim al places, m eaning that each can also be expressed as a rational 
num ber, w ith denom inator 10k, 0 < k < 3. Of course, in m any cases, these rationals 
may be simplified by cancelling common factors, until they are in lowest terms - 
and it is these lowest term fractions which provide us w ith the following m ethod 
for determ ining the dimensions of the building blocks simply by looking at the IFS 
code.
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Theorem  6.14 Suppose that the matrix part of the code for an IFS map may be written as
aja2 &J/&2 
c-^ /c2 d-^ jd^
A
where ay a2 , d y  di £ Z/{0}, and each fraction is expressed in lowest terms. Then there 
is a corresponding building block with dimensions given by
m -  lcm(a2 , cf) and n -  lcm(b2 , dz). (6.6)
and this is the rectangular building block of smallest dimensions for any map with matrix 
A .
Proof To find the horizontal dimension of the building block, we w ant to find the 
smallest value of m  e Z such that
m y
1 0 1 A .
Then
y alla2 bi/h ~m a\ta2
0= mA . _Cl/c2 d\/d2_ _Cl/C2_
and, since p, q e Z, we need a2 I m ai and C2 1 mci. But a i / a2  is expressed in lowest 
terms and so ai and a2 have no common factors - i.e. we m ust have a2 I m, and 
sim ilarly, since ci and C2 have no common factors, C2 I m. Thus m is the least 
integer such that a2 I m and C2 I m - nam ely lcm(a2, C2). The expression for the 
vertical dimension is found in a similar way.
Note The statem ent of Theorem 6.13 requires the entries of A to be non zero - the 
case w here one or more of the entries are equal to zero is, in fact, very simple. For 
example, if a i / a 2 = 0 then m m ust be the least integer such that C2 1 m, i.e. m  = C2, 
while if a = c = 0 then the jigsaw pieces are bands of infinite length, and we may 
simply take m  = 1. The other cases are similar.
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Thus, using Theorem 6.14, we can find the smallest translation vectors sim ply by 
looking at the matrix coefficients of the IFS map, and consequently we know w hat 
the d im ensions of the bu ild ing  block are. We w ill see shortly  that these 
dimensions can tell us immediately whether or not we can im prove the GA for a 
particular IFS by the methods described thus far, bu t first we give two examples of 
Theorem 6.14 in action.
Example 6.15 For map 1 of the Crab, we have a.2 = 2, b2 = 5, and d 2 = 2, while c = 0. 
Then, by Theorem 6.14,
n  = lcm(b2, d2) = 10
w hile m  = a2 = 2 since c = 0. Thus the building block is 2 x 10, as we saw  in 
Example 6.9.
Example 6.16 Map 2 of Barnsley's Frizzy has matrix A given by
[0.26 -0.5]
0.23 0.57
so that a 2 = 50, b 2 = 2, C2 = 100 and d2 = 100. Thus, by Theorem 6.14, m  = n  = 100 
and the building block has dimensions 100 x 100. The attractor is shown in Figure 
6.12(a).
This last example highlights a case where the dimensions of the building block are 
too large to be of any practical use to us in terms of im proving the Graphical 
Algorithm. The dimensions of the building block are 100 x 100 which, as we saw 
earlier, m eans that the reduction scheme will have a m inim um  of 200 options - 
and in fact, since the pieces are not all rectangular, there will be m ore than 200 
options in the scheme - which is not feasible to program . Further, w hen the 
attractor of the Frizzy is produced by the GA at scale 70 w e find that every point 
(x, y ) e  FL lies w ith in  the grid {(x, y) : 43 < x < 138, 2 < y  < 75}, so that the 
dim ensions of the grid are 96 x 74 - smaller than the dimensions of the building
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block. Consequently, the building block is of no practical use, and the m ethods 
which we have described so far will not help us to improve the GA for this IFS.
Figure 6.12 The attractors of (a) Barnsley's Frizzy, and (b) the Alt. Square.
Our final example is of an IFS whose jigsaw building blocks are much larger than 
any considered before, but where the general formula (6.5) is applicable, enabling 
us to find the reduction scheme easily, and still improve the Graphical Algorithm.
Example 6.17 The Alt. Square consists of four maps, each given at scale 100 by
wi(x, y) = (0.45*, 0.45y) + (ei*, fi*), 1 < i < 4,
w here (ei*, fi*) = (0, 0), (0, 50), (50, 0), (50, 50). The attractor is show n in Figure 
6.12(b). Since each of the translations are integral, the four maps have the same 
jigsaw (see Notes 5.3 and 5.14), and so we may use one reduced jigsaw to record 
truth values. Further, since 0.45 = 9/20/ Theorem 6.14 says that m = n = 20, and the 
building blocks are of dimensions 20 x 20. In fact, although the building blocks are 
large, the jigsaw pieces are all rectangular by Corollary 4.17. However, the pieces 
are not all the same size - as we see in Figure 6.13.
Notice that, since this building block is made up of both horizontal and vertical 
bands, we may use (6.5) and its vertical counterpart to obtain the reduction 
scheme.
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Figure 6.13 The building block for the m aps of the Alt. Square.
The horizontal reduction scheme is given by
x —)■ <
9((x +1) div 20) + 1 if x = 
9((x + 1) div 20) + 2 if x ; 
9((x +1) div 20) + 3 if x : 
9((x +1) div 20) + 4 if x 
9((x +1) div 20) + 5 ifx  
9((x +1) div 20) + 6 if x 
9((x + l) div 20)+ 7 ifx  
9((x +1) div 20) + 8 ifx  
9((x +1) div 20) + 9 if x
-1,0,1 (mod20) 
2,3 (mod20)
4,5 (mod20)
6,7 (mod20)
8,9 (mod20) 
10,11,12 (mod20) 
: 13,14 (mod20) 
i 15,16 (mod20)
: 17,18 (mod20)
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and sim ilarly for the vertical reduction scheme. The results of reducing the 
jigsaws, and then applying them to the GA are given in Table 6.4.
Original GA Im proved GA
Pts. Calculated 
Unique Points 
Time (seconds)
20736 5184 
5184 5184 
73.7 48.1
Table 6.4 Results of improving the GA for the Alt. Square.
Thus we see that, even w hen the building blocks are as large as 20 x 20, it is still 
possible to achieve a considerable reduction in the time taken to produce the 
attractor by the Graphical Algorithm. In this instance, of course, the reduction is 
aided by the fact that we require only one reduced jigsaw, and therefore, as in 
Section 5.4, we see a much better reduction than we w ould if N  reduced jigsaws 
were required.
Note Cases (2) - (5) of the above scheme may be rewritten as
9((x + 1) div 20) + ((x mod 20) div 2) + 1, 
while cases (7) - (9) may be rewritten as
9((x + 1) div 20) + {x mod 20 + 1) div 2.
Doing this enables us to reduce the number of cases in the reduction scheme from 
9 to 4. However, altering the reduction scheme in this way w ithin the GA program  
increases the time taken to produce the attractor from 48.1 seconds (as given in 
Table 6.4) to 52.3 seconds due to the fact that we are adding further div operations 
to the scheme.
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In a case such as Example 6.17, where the building block is large, bu t we have 
ab = cd = 0 so that the jigsaw pieces are all rectangular, we can actually get some 
idea of how  well the im provem ents will work by considering the num erators of 
the non-zero entries of the matrix.
Suppose that we have a map w ith b = c = 0 and a, d ^  0 so that the building block 
has dimensions a2 x d 2- Then we can find a building block which consists only of 
whole pieces, and consequently we can use (6.5) and its vertical counterpart to 
find the reduction scheme. In this scheme, we find that the a2 horizontal values 
divide into ai bands, since Wh(x + a2, y) -  W h(x, y)  + a i so that the a2 horizontal 
values are sent to Wh(j, y) + r where 0 < r < ai - 1. Similarly, the d2 vertical values 
divide into d i bands, and so we can gain some insight into the sizes of the jigsaw 
pieces simply by knowing the values of ai and di.
W hen a i is small compared to a2, dividing the a2 horizontal values into ai bands 
will m ean that the bands are all of reasonable width. However, if ai is close to a2 
then some of the bands will be narrow, and may even have w idth  of just one pixel. 
If this is also the case w ith the vertical values then m any of the jigsaw pieces may 
be single pixels, while others may consist of only two pixels - and such jigsaws 
will lead to only minimal improvements.
Thus w hen we have building blocks which consist of only whole pieces, all of 
which are rectangular, it is desirable to have ai small compared to a2, and d i small 
com pared to d2, so that the pieces will be of reasonable size, and im provem ents 
will be considerable. As we have seen, we are able to im prove the GA for the Alt. 
Square considerably - due to the fact that ai = d i = 9, which is small com pared to 
a_2 = <$2 = 20,
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Note If we have a case where a, d ^  0, b = c = 0, and ai = d i = 1 then, by the above, 
the cL2  horizontal values will divide into one band, as will the d.2 vertical values. 
Thus the building block will consist of just one jigsaw piece, and consequently the 
jigsaw will be m ade up of pieces which are all the same size and shape - as we saw 
in the first three examples of Chapter 5.
We have seen in the course of this chapter that it is possible to make reasonable 
im provem ents to the GA for IFS's whose maps have sem i-regular jigsaws, even 
w hen the building blocks for the jigsaw have dimensions 20 x 20. Unfortunately, 
however, it is often the case that the building block is too large to be of any use in 
im proving the GA - as we noted at the beginning of Section 6.2. In these cases, we 
say that the jigsaw is irregular - such jigsaws are the subject of the rem aining 
chapters of this thesis.
We begin in Chapter 7 by considering two ways of finding the pieces of irregular 
jigsaws by scanning around a particular starting point. As we will see, only one of 
these m ethods can ever be successful and, further, im provem ents can only be 
achieved in cases where the majority of pieces contain a relatively large num ber of 
attractor points. Since this property holds for only a small num ber of IFS's, another 
m ethod m ust be found - this is the topic of Chapter 8, w here we will show that 
m any m aps w ith  irregular jigsaws can be approxim ated so that their jigsaws 
becom e sem i-regular, and argue that this is the best w ay by w hich we can 
im prove the GA for such maps.
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Irregular Jigsaws
In the last two chapters, we introduced m ethods for im proving the Graphical 
Algorithm for IFS's consisting of maps whose jigsaws are either regular, where all 
jigsaw pieces are congruent by a translation, or semi-regular, w here the jigsaw is 
constructed from m x n building blocks which them selves are m ade up from a 
num ber of jigsaw pieces. These methods can be used to im prove the time taken to 
produce the attractors of twenty-nine of our fifty IFS's, w ith the results obtained 
being show n in the Appendix. In addition to these, there are a further nine IFS's 
w hich have at least one m ap w ith either a regular or sem i-regular jigsaw  - 
applying our m ethods to such maps, whilst leaving the others alone, allows us to 
partially improve the performance of the GA for these IFS's.
However, as we noted in Chapter 6, there are m any m aps for which the only 
building block is too large to be of any use to us - often as large as 1000 x 1000 
pixels - so we m ust consider different m ethods of im proving the GA. In this 
chapter we will look at various possibilities and argue that, in m ost cases, the best 
hope of im provem ent lies in altering the maps of such IFS’s - w hilst not altering 
the appearance of the attractor beyond some acceptable level - so that we can 
apply the m ethods of previous chapters. We begin w ith an example which, as we 
will see in Chapter 8, is reasonably easy to deal with.
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Example 7.1 The 4-Fold Crystal consists of 4 maps, given at scale 100 by
w ife  y) = (0.255* + 37.3, 0.255y + 67.1) 
w 2(x, y) = (0.255* + 11.5, 0.255y + 22.3)
W3fe  y) = (0.255* + 63.1, 0.255y + 22.3) 
w4fe  y) = (0.37* - 0.642y +63.6, 0.642* + 0.37y - 0.6)
For each of the first three maps we have 255/iooo = 51 /  200 in lowest terms and 
therefore, by Theorem 6.14, the smallest building block has dimensions 200 x 200 - 
w hich is clearly too large for us to deal with by previous methods. Note, however, 
that since we have b = c = 0, Corollary 4.18 tells us that all jigsaw pieces are 
rectangular, as we see in Figure 7.1 for map 1, w ith maps 2 and 3 having similar 
jigsaws (translations of that for map 1).
Figure 7.1 Part of the jigsaw for m ap 1 of the 4-Fold Crystal.
N ote that the lines in the above jigsaw are not equally spaced; the large square 
pieces consist of 16 pixels, while the smaller squares consist of 9 pixels (and so the 
rectangular pieces consist of 12 pixels, arranged in either a 3 x 4 o r 4 x 3  rectangle).
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For m ap 4, we find that the smallest building block has dim ensions 500 x 500 - 
which again is too large for us to deal with by previous m ethods. Note that, 
although we do not have ab = cd = 0 in this case, we do have I a - b I > 1  and 
I c + d I > 1 so that Corollary 4.13 rules out both types of diagonal, and the jigsaw 
pieces are flat. Part of the jigsaw of this map is shown in Figure 7.2 - in this jigsaw 
the grid squares are single pixels, and so the rectangular pieces consist of just two 
pixels (note that this does not necessarily mean that the jigsaw is uncomplicated).
Figure 7.2 Part of the jigsaw for map 4 of the 4-Fold Crystal.
Careful consideration of the jigsaw of Figure 7.2 shows that, contrary to first 
appearances, there is no small block of jigsaw pieces which is repeated to form the 
whole jigsaw - just as we expect, since the smallest building block has dimensions 
500 x 500.
The m aps of the 4-Fold Crystal highlight the fact that irregular jigsaws need not 
have complicated pieces - however, as we saw with the jigsaw of map 3 of the Von 
Koch Curve in Figure 5.17, many do. Figure 7.3 shows two other irregular jigsaws 
which have more complicated pieces.
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Figure 7.3 Part of the jigsaws of (a) Face map 1, and (b) Barnsley’s Frizzy m ap 3.
Remark Jigsaw (a) of Figure 7.3 has a building block of dimensions 50 x 50 as it's 
smallest, while the smallest building block for (b) has dim ensions 100 x 100. 
Further, the smallest building block for both map 3 and m ap 4 of the Von Koch 
Curve has dimensions 1000 x 1000 - and so none of these maps can be dealt with 
by previous methods.
Since we cannot deal w ith maps which have irregular jigsaws by previously 
discussed methods, we must consider alternative ways of handling such maps. In 
Sections 7.1 and 7.2 we look at two different m ethods, both of which involve 
finding every pixel of the jigsaw piece from a given starting pixel.
7.1 Scanning Around the Starting Point
Recall that, before we introduced reduced jigsaws, our m ethod for dealing with 
regular jigsaws was to set each pixel of the piece in turn  to true - which was a 
simple process as we could immediately exhibit the whole jigsaw piece from any 
given starting position. However, in the irregular case, we cannot do this - instead, 
we calculate w (x ', y ') for points y') su rrounding  Zj = (x, y ), setting the 
corresponding jigsaw entry to true whenever (x', y') is in the same piece as Zj and
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then repeating the procedure for each such (x ', i/’). In fact, we do this recursively, 
starting from (x, y) and repeating the process with (x', i/') as the new starting point 
every time we find a point (x', y') in the same piece as (x, y) - as the following 
pseudo code illustrates, where J(x, y) is the jigsaw position of (x, y).
procedure FindAllPoints (x, y: integer) 
set J(x, y) to true
for each pair (i, j) with -1 < i, j < 1 except i = j = 0 do 
if J(x + i, y + j) is false and w(x + i, y + j) = w(x, y) then 
FindAllPoints (x + i, y + j).
Notice that, because we set J(x, y) to true as soon as the procedure starts, and 
check w hether or not J(x + i, y + j) is set before moving to a different layer of 
recursion, moving through the layers results in FindAllPoints being called at most 
once on any point of the jigsaw. Example 7.2 illustrates how this recursive 
procedure works by considering an imaginary jigsaw piece for some map w.
Note In practice we check points round the starting point in a clockwise fashion, 
beginning with (x + 1, y).
2 
1
0
Figure 7.4 A simple jigsaw piece.
Example 7.2 Consider the simple jigsaw piece shown in Figure 7.4, and suppose 
that (1, 1) is the first point of this piece to be chosen from the store. A call of 
FindAllPoints (1, 1) sees us calculate w(2, 1) first - and, of course, we find that
0 1 2  3
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w(2, 1) = w (l, 1), causing us to call FindAllPoints (2, 1). This call results in 
calculation of w(x', y') for 1 < x' < 3, 0 < y' < 2 (but not x' = 2 ,y ' = 1), w ith only (1,1) 
being in the same piece. However, we have already set J(l, 1) to true and so we do 
not call FindAllPoints (1, 1) here. Once each of these points has been calculated, 
we move back to the top layer of the recursion and continue w ith FindAllPoints 
(1, 1) - resulting in calculation of w (x \ y') for a further 7 points. Thus we require a 
total of 15 calculations to find the 2 points of this jigsaw piece.
Example 7.2 highlights a possible problem with this m ethod, as we require a large 
num ber of calculations to find a small number of points. Note, however, that this 
is a w orst case scenario. As the Graphical Algorithm runs, m ore and more points 
are chosen from the store and more and more pieces will have their points set in 
the jigsaw. This means that m any of the points surrounding the piece we are 
currently trying to find will have value true - and we do not need to calculate w 
for such points. In order to see w hether or not this m ethod is successful in 
practice, we consider the Tree 1 IFS.
Note At any stage of the recursive process, we need only consider the eight points 
surrounding the starting point as we know that jigsaw pieces do not contain holes. 
Thus if the pixel next to the starting pixel is not in the piece then neither is any 
other pixel in that direction and we can move on to consider another direction. 
H ow ever, as we saw in Section 4.4 some maps have jigsaw pieces w hich are 
disconnected (i.e. they contain gaps). In such cases, each com ponent of the piece 
will be treated as a separate jigsaw piece, m eaning that the resultant point will 
often be duplicated - however no error occurs in the attractor.
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Example 7.3 The Tree 1 IFS consists of 5 maps, given at scale 100 by
wi(x, y) = (0.195* - 0.488y + 44.3, 0.344* + 0.443y + 24.5) 
w 2(*, y) = (0.462* + 0.414y + 25.1, -0.252* + 0.361y + 56.9) 
w3(*, y) = (-0.058* - 0.07y + 59.8, 0.453* - O .llly  + 9.7) 
w4(*, y) = (-0.035* + 0.07y + 48.8, -0.469* - 0.022y + 50.7) 
w5(*, y) = (-0.637* + 85.6, 0.501y + 25.1)
Figure 7.5 The attractor of the Tree 1 IFS.
It is reasonably easy to see that none of these maps has a semi-regular jigsaw, and 
it is also true that the jigsaw pieces are, in general, not simple (although Corollary 
4.18 tells us that the jigsaw pieces for map 5 will all be rectangular, as b = c = 0). 
Further, no two of the jigsaws are the same and so we m ust use five distinct 
jigsaws in our method. Table 7.1 shows the results for both the original Graphical 
Algorithm and for our method.
Original GA GA using Jigsaws
Pts. Calculated 
Unique Points 
Time (seconds)
9095 2146 
1819 1819 
25.17 74.87
Table 7.1 Results for the Tree 1 IFS, with and w ithout jigsaws.
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We see from  the table that, while the num ber of points calculated has been 
reduced to the point where it is almost equal to the num ber of unique points, the 
run  time has increased due to the time taken to find the jigsaw pieces - and 
therefore this method is unsatisfactory in its present form. Fortunately, one of the 
properties of jigsaw pieces given in Chapter 4 allows us to improve the m ethod for 
the majority of IFS maps, as we now show.
In the FindAllPoints procedure defined earlier, for a given starting point (x, y), we 
examine each of the eight points surrounding (x, y), moving a layer deeper into 
the recursion each time we find a point which is in the same jigsaw piece as (x , y). 
However, as we showed in Section 4.3, the jigsaw pieces of the majority of IFS 
m aps contain no bridges and therefore the pieces are edge connected (strong 
version of Definition 4.21(iii)) - which means that we need only consider points 
which are edge adjacent to (x, y). Thus we have reduced the num ber of points to be 
considered from eight to four, and Table 7.2 shows that doing so im proves the 
perform ance of this m ethod by nearly 27 seconds. Once again, we reproduce 
previous results for comparison.
Original GA 8 Points 4 Points
Pts. Calculated 9095 2146 2146
Unique Points 1819 1819 1819
Time (seconds) 25.17 74.87 48.18
Table 7.2 Results of examining 8 and 4 points around (x, y) w ithin FindAllPoints.
Although reducing the num ber of checks involved in the FindAllPoints procedure 
im proves its performance considerably, we see from  Table 7.2 that it still takes 
alm ost twice as long to produce the attractor by this m ethod as it d id  by the 
original GA - and therefore it w ould seem that this m ethod is unsatisfactory.
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Before discussing why this is the case, we consider a second example - that of the 
Von Koch Curve.
Example 7.4 For the Von Koch Curve, we use this m ethod to find the pieces of the 
jigsaws of maps 3 and 4 noting that, since the two jigsaws are identical, only one 
array is required to store w hether or not a piece has been hit. Further, m aps 1 and 
2 have regular jigsaws, and so we may use the m ethods described in Chapter 5 to 
deal w ith  them. Table 7.3 gives the results of using jigsaws for all four maps, with 
the results for the original GA given for comparison.
Original GA GA using Jigsaws
Pts. Calculated 
U nique Points 
Time (seconds)
1616 406 
404 404 
4.25 3.98
Table 7.3 Results for the Von Koch Curve, w ith and w ithout jigsaws.
It w ould  appear initially that this m ethod has enabled us to im prove the 
perform ance of the GA for this IFS. However, if we use jigsaws for maps 1 and 2 
of the Von Koch Curve, whilst applying maps 3 and 4 as we w ould in the original 
GA, the run  time is roughly 3 seconds - and therefore using jigsaws for maps 3 
and 4 actually increases the run time.
In fact, using the FindAllPoints procedure will always slow dow n the GA - to see 
w hy this is the case, we m ust consider how m any points are exam ined in the 
course of the procedure.
Example 7.5 We consider again the jigsaw piece shown in Figure 7.4, and look at 
how  m any calculations we require in order to find the piece (recall that we 
required  15 calculations w hen we checked all eight points surround ing  the
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starting point). We assume that none of the pieces surrounding this piece have 
been hit, and therefore none of the pixels around the piece have value true in the 
jigsaw. Figure 7.6 shows the jigsaw piece again, with num bers showing the order 
in which points are checked.
7 4
6 0 1 2
5 3
0 1 2 3
Figure 7.6 A simple jigsaw piece with num bers showing the 
order in which points are checked.
Thus, even using the improved method, we still require a total of 8 calculations - 
which includes calculation of w(x, y) for the starting point (x, y) - to find the two 
pixels of the jigsaw piece. Of course, this is the worst case since as the GA runs 
m any of the pixels num bered between 2 and 7 above will already have been set 
and will therefore not be checked when FindAllPoints is called for this piece. 
Flowever, even in the best possible case, when all pixels surrounding the piece 
have already been set, we still need to calculate 2 points to find the piece - which is 
no better than simply applying w to the two pixels of the piece. In fact, calculating 
w for two pixels may actually be more calculation than we w ould do in the 
original GA, as only those pixels which are in the attractor will ever have w 
applied to them in the original GA - and there is a chance that only one of the 
pixels of this piece is in the attractor.
Remark Suppose that, instead of using two Boolean values, we use "three valued 
logic" - that is, we use integer values -1, 0 and 1, where 1 and 0 represent false and 
true respectively. Then whenever a point is checked, and is not in the jigsaw piece, 
we set it to -1. Since we check only those points whose values are 0, we can now
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avoid checking points more than once within a call of FindAllPoints. However, 
using three valued logic causes problems with finding jigsaw pieces - as we now 
illustrate. During application of the GA to the Von Koch Curve, the point (34, 13) 
is chosen from the store, and a call to FindAllPoints leaves the jigsaw in the state 
shown in Figure 7.7.
16
15
14
13
12
11
33 34 35 36 37 38
Figure 7.7 The state of the jigsaw after a call to FindAllPoints.
A few iterations later, the point (37, 13) is chosen from the store; since it's value is 
0, we call FindAllPoints again. Clearly all of the points m arked 0 in Figure 7.7 will 
be found by this procedure, but those set to -1 will never be checked - despite the 
fact that they were checked at a previous call of FindAllPoints - and thus the piece 
will not be found correctly. The only way to solve this problem is to reset the -l's  
to 0's after each call to FindAllPoints. However, this is clearly time consuming, 
and therefore using three valued logic is not feasible.
Thus it is clear that the method described in this section can never be successful, 
irrespective of the map to which we apply it. Indeed, in cases where some of the 
maps of the IFS have either regular or semi-regular jigsaws, the best option so far 
seems to be to apply the methods of Chapters 5 and 6 to these maps, and simply 
use the original GA on those maps with irregular jigsaws. However, we now 
consider a second method which gives considerable im provem ent in certain cases.
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7.2 Scanning Along Rows
W hen we consider regular jigsaws, it is a simple process to find all points (x + i, y) 
which lie in the same jigsaw piece as (x, y). Indeed, using (5.2), we can easily find 
the m inim um  and maximum values which i can take - we now  show how we can 
find such values for maps with irregular jigsaws which, as we will see shortly, will 
enable us to describe a far better m ethod for making use of irregular jigsaws than 
that of the previous section. We begin w ith a definition.
D efinition 7.6 For a real num ber x, we define the floor of x to be the greatest 
integer w hich is less than or equal to x, and the ceiling of x to be the smallest 
integer which is greater than or equal to x. In symbols we have
y(x) = floor(x) = max(i e Z : i < x) and T(x) = ceiling(x) = min(i e Z : i > x)
Lemma 7.7 I f i e Z  and X e  R then the following hold
(i) max(i: i < X) = mind : i > X ) - l  = TJX) -1,
(ii) mind : i>  X) = max(i: i <X) + 1 = y(X) + 1.
Theorem 7.8 Let m, n, g, h e  R and i e  Z. Then n + im e  [g, h) if and only if
imin < i < imax, where imin and imax are given by
imin imax
(i) m > 0 m
(ii) m < 0 m
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Proof (i) If m  > 0 then
n + im > g <=> i > (g - n ) /m  <=> i > m in (i: i > (g - n )/m ) = T((g - n )/m ) 
Similarly,
n  + im < h <=> i < (h - n ) /m  <=> i < m ax(i: i < (h - n )/m ) = F((h - n )/m ) - 1, 
where the last step is given by Lemma 7.7(i). Thus (i) is proved; the proof of (ii) is 
analogous, using Lemma 7.7(ii).
Now, we w ant to find all values of i such that w (x  + i, y) -  w(x, y). Recalling that 
w(x + i, y) = (wh(x, y) + ia, w v(x, y) + ic), this means that we w ant all values of i 
such that Wh(x, y) + ia e [a, a  + 1) and w v(x, y) + ic e [p ,  p + 1), w here 
a  = w hfe  y ) - 1/ 2 and P = w v(x, y) - V 2- But Wh(x, y) + ia e [a, a  +1) if and only if 
ih-min ^ i < ihmax/ and sim ilarly w v(x, y) + ic e [p ,  p + 1) if and only if 
iv m in ^ i < ivmax, where ihmm, ihmaX/ ivmin and i v max are given by Theorem 7.8. 
Since both conditions m ust hold, we have that w(x + i, y) = w(x, y) if and only if 
im in < i < imax w here im in = max(ihmin, ivm in) and imax = min(ih max/ iv max)-
Clearly imin > imax if and only if the intervals [ihmin, ihmax] and [ivmin, ivmax] do 
not intersect - which occurs if and only if the piece contains no points w ith vertical 
coordinate y an d /o r  horizontal coordinate x.
Thus, for any point (x, y), we can use Theorem 7.8 to find the m axim um  and 
m inim um  values of i such that w(x + i, y) = w(x, y) and therefore we can find all 
other points of the jigsaw piece which have the same vertical coordinate. In order 
to find the whole jigsaw piece, we m ust then consider rows above and below our 
starting row. Initially, we have a flag with value 0 - m oving up a row causes this 
flag to be set to 1, w hilst m oving dow n results in the flag being set to -1. This 
enables us to avoid rows being scanned more than once; we scan above the 
current row  only if flag > 0 and scan below only if flag < 0. The m ethod is 
sum m arised in the following pseudo code, where J(x, y) is the jigsaw position of
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procedure ScanRows (x, y: integer; wh, wv: real; flag: integer) 
find imin and imax- If imax — imin then 
set J(i, y) to true for imin ^ i ^  imax 
if flag > 0 then ScanRows(x, y  + 1, w h + b, wv + d, 1) 
if flag < Q then ScanRows(x, y  -1 , wh - b, w v - d, -1)________
Notice that w hen we move up or down a row we add or subtract b and d to the 
values of w h and w v respectively - this is because WhOc y  + 1) = Wh(x, y) + b and 
w v(x, y  + 1) = w v(*, y) + d. Then a call of ScanRows(xo/yO/ wh(xo/ yo), wv(xo/ yo)f 0) 
will result in all points of the piece being found and set to true - as the following 
example illustrates.
Example 7.9 Suppose we apply the above method to m ap 1 of the Takagi Function, 
where a = c -  d = 0.5 and b = 0. Let xq = yo = 2 so that w(xo, yo) = (1/ 2). Then we 
begin by calling ScanRows(27 2, 1, 2, 0) and find that imin = 1 and imax = 2 so that 
we set KL 2) and J(2, 2) to true. We then call ScanRows(2/ 3 , 1, 2.5,1), finding that 
imin = im ax = 1/ and set J(l, 3) to true. A  call of ScanRows(2, 4, 1, 3, 1) results in
imin = 5 and imax = 2 - and thus there are no piece pixels w ith vertical coordinate 4.
We then move back to the original layer of the recursion, and move dow n a row, 
calling ScanRows(2, 1, 1, 1.5, -1). This time we find that imin= imax = 2 so that we 
set J(2, 1) to true. Finally, a call of ScanRows(2, 0, 1, 1, -1) shows that there are no 
piece pixels w ith vertical coordinate 0 and the procedure terminates. The piece is 
show n in Figure 7.8 - we know from Chapter 5 that this is correct.
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3 --------
2 ----------
1 —
1 2
Figure 7.8 The jigsaw piece found using ScanRows.
We are now  in a position to consider whether or not this m ethod will improve the 
perform ance of the Graphical Algorithm, and begin by looking at the Tree 1 IFS 
once again.
Example 7.10 Recall that each of the five maps of the Tree 1 IFS has a distinct 
jigsaw, and therefore we m ust consider each m ap separately. Table 7.4 shows the 
results obtained using the original GA, and the GA using ScanRows.
Original GA GA using ScanRows
Pts. Calculated 
U nique Points 
Tim e (seconds)
9095 2146 
1819 1819 
25.17 48.28
T able 7.4 Results for the Tree 1 IFS, w ith and w ithout jigsaws.
It is clear from the table that using ScanRows in this case does not improve the GA
- in fact the time taken to produce the attractor is almost doubled. In order to see 
w hy this is the case, we m ust first consider w hat the jigsaws of the maps look like
- parts of those of maps 1 to 4 are shown in Figure 7.9, while the jigsaw of m ap 5 
consists of rectangular pieces which are at most 2 x 2 pixels in size.
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Figure 7.9 Parts of the jigsaws of maps 1 to 4 of the Tree 1 IFS.
As we see from Figure 7.9, the jigsaw pieces of maps 3 and 4 are "tall" - that is, the 
range of vertical coordinates of the piece pixels is large - and therefore, w hatever 
our starting vertical value is, ScanRows will call itself recursively many times. 
Clearly this means that the process of finding the whole jigsaw piece will be time 
consum ing - and consequently ScanRows is not ideal for such jigsaws. However, 
the range of horizontal coordinates in each piece is reasonably small. Thus if we 
alter the definition of ScanRows so that imin and imax are the m inim um  and
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m axim um  vertical values for a given horizontal value x, and the recursive calls 
consider columns to the left and right of x  instead of rows above and below y, we 
w ould expect the m ethod to be more efficient. This is indeed the case, w ith the 
time taken reduced from 48.28 seconds to 39.51 seconds. Notice, however, that this 
is still approximately 14 seconds slower than the original GA and therefore there 
m ust be another reason for the disappointing performance of ScanRows.
Recall that, in the majority of IFS's, most of the jigsaw pieces contain non attractor 
points as well as attractor points, and that the m aps of the IFS are only ever 
applied to attractor points. This essentially means that if a jigsaw piece consisting 
of M pixels contains only P attractor points then, to ensure that the time taken to 
produce the attractor is reduced, any attempt to find the jigsaw piece m ust take 
less time than applying the N maps to these P points would. Thus if we have an 
IFS map w here m ost of the jigsaw pieces contain few attractor points (relative to 
the size of the piece) it is extremely difficult to find an efficient algorithm  which 
finds and sets to true each of the pixels of the piece. Note, however, that while 
some of the examples of Chapters 5 and 6 were such that the jigsaw pieces 
contained relatively few attractor points, we were able to make im provem ents in 
these cases by reducing the jigsaws - something which we cannot do in irregular 
cases.
In fact, it is this which makes ScanRows inefficient in the case of the Tree 1 IFS. As 
we have already seen, the jigsaw pieces of maps 3 and 4 are reasonably large and 
we find that they each contain only a few attractor points. Therefore m uch of the 
calculation w hich results from calling ScanRows is unnecessary and  the time 
taken to produce the attractor will be increased.
Thus in cases where the jigsaw pieces contain few attractor points relative to their 
size, ScanRows will fail to produce any im provem ent on the perform ance of the
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Graphical Algorithm. However, as our next example shows, if all jigsaw pieces 
consist mainly of attractor pixels, ScanRows gives impressive results.
Example 7.11 The Fish IFS consists of nine maps, given at scale 100 by
wi(x, y) = (0.525* + 0.099y - 6.5, 0.734y + 12.7) 
w 2(*, y) = (0.408* + 0.119y + 35.2, -0.144* + 0.396y + 53.2)
W3(*, y) = (0.268* + 34.5, 0.379y + 12.5) 
w4(*/ y) = (0.273* + 49.1, 0.379y + 30.7) 
w5(*, y) = (0.322* - 0.098y + 54.6, 0.273* + 0.216y + 0.05) 
w6(*, y) = (0.097* + 0.22y + 71.4, -0.107* + 0.261y + 46.9) 
w7(*, y) = (0.098* + 0.222y + 72.8, 0.088* - 0.247y + 44.4) 
w8(*, y) = (-0.357* - 0.205y + 61.8, 0.092* - 0.178y + 15) 
w 9(*, y) = (0.017* + 0.423y + 20.3, -0.267* - 0.014y + 96.7)
The attractor is shown in Figure 7.10.
Figure 7.10 The attractor of the Fish.
It is easy to see that the nine maps will have distinct jigsaws, and also that none of 
the jigsaws will be regular (although those of m aps 3 and 4 consist only of 
rectangular pieces). Further, because the attractor is almost completely "filled in", 
many of the jigsaw pieces will consist solely of attractor pixels, so that we would
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expect ScanRows to be successful in improving the perform ance of the Graphical 
Algorithm. This is indeed the case, as we see from the results given in Table 7.5.
Original GA GA using ScanRows
Pts. Calculated 
U nique Points 
Time (seconds)
61443 8426 
6827 6827 
221.73 139.58
Table 7.5 Results for the Fish IFS, w ith and w ithout jigsaws.
Note Using FindAllPoints on the Fish increases the time taken to produce the 
attractor by over 70 seconds.
Thus it w ould appear that using ScanRows to find jigsaw pieces is feasible in cases 
w here the majority of the pieces contain more attractor pixels than non attractor 
pixels. Since this property holds for a num ber of the IFS's which we have already 
seen in Chapters 5 and 6, we will now briefly consider how successful ScanRows 
is for IFS's w ith regular or semi-regular jigsaws in relation to our earlier methods. 
Henceforth, we will use the term  (semi)-regular to m ean either regular or semi­
regular.
7.3 Scanning Rows of (Semi)-Regular Jigsaws
Recall that previously we dealt w ith maps with (semi)-regular jigsaws by finding 
a scheme for reducing the jigsaw so that each piece is represented by a single 
pixel. This enabled us to check w hether or not applying a particular m ap to zn 
w ould  result in a new point simply by finding the reference point for zn, and 
applying the m ap only if the reference point was false in the reduced jigsaw. As 
we saw in Chapters 5 and 6 , this m ethod gave considerable im provem ents in the 
performance of the GA, particularly in those cases where two or m ore of the maps
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had identical jigsaws. However, we still had to calculate a reference point for 
every point chosen from the store (i.e. every point of the attractor) - and while the 
way that we did this using div and mod was quicker than finding w(x, y), it seems 
likely that rem oving such calculation by using ScanRows w ould give further 
improvement. We begin with two examples which show that this is indeed true in 
those cases where most jigsaw pieces contain relatively many attractor points.
Example 7.12 The Square is given at scale 100 by
wi(x, y) = (0.5x, 0.5y) 
w 2(x, y) = (0.5x + 50, 0.5}/) 
ws(x, y) = (0.5x, 0.5y + 50)
W4(x, y) -  (0.5x + 50, 0.5}/ + 50)
The attractor is shown in Figure 7.11.
Figure 7.11 The attractor of the Square.
It is immediately obvious from Figure 7.11 that the majority of jigsaw pieces will 
consist solely of attractor points; the only ones which contain non attractor points 
being those around the edges of the attractor. Table 7.6 shows that, as expected, 
ScanRows perform s extremely well for this IFS - even w hen com pared to the 
previous best im provem ent method. Note that in both im provem ent m ethods we 
use one jigsaw to cover all four maps.
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O riginal GA Previous Best ScanRows
Pts. Calculated 40000 10000 10000
U nique Points 10000 10000 10000
Time (seconds) 194.38 74.7 44.65
Table 7.5 Results for the Square.
Thus it is clear that using ScanRows is far better in this case, enabling us to 
im prove the GA by more than the target ratio of 4 : 1. Of course, this is the best 
possible example, since almost all of the jigsaw pieces consist solely of attractor 
points. However, ScanRows can also be effective w hen more of the pieces contain 
some non attractor points - as our next example illustrates.
Example 7.13 The jigsaw pieces of both the Sierpinski Carpet and Peano Curve are 
such that m any contain solely attractor points, w hile the m ajority of the rest 
contain m ore attractor points than non attractor points. Further, recall from 
Chapter 5 that each IFS requires only one jigsaw. Table 7.6 gives the results of 
using  ScanRows in each case, w ith  the results of the previous best m ethod 
reproduced from Chapter 5 for comparison.
Sierpinski Carpet Peano Curve
GA Previous ScanRows GA Previous ScanRows
Pts. Calculated 63360 8192 8192 45000 5202 5202
U nique Points 7920 7920 7920 5000 5000 5000
Time (seconds) 239.76 62.6 30.77 155.33 37.97 19.15
Table 7.6 Results for tire Sierpinski Carpet and Peano Curve.
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Thus ScanRows gives far better improvements in both the Sierpinski Carpet and 
Peano Curve, w ith the ratios being only slightly less than the target ratios of 8 : 1 
and 9 :1 respectively.
However, w hilst ScanRows enables us to achieve im pressive im provem ents for 
IFS's such as the Square, Sierpinski Carpet and Peano Curve, there are m any IFS's 
for which the majority of jigsaw pieces consist of mainly non attractor points - for 
such IFS's, ScanRows gives inferior results to previous im provem ent m ethods 
(where such improvements are possible). This is illustrated in our final example of 
this section.
Example 7.14 M any of the jigsaw pieces of both the Sierpinski Gasket and Takagi 
Function contain only one attractor point, while others contain only two (recall that 
the jigsaw pieces of both IFS's consist of four pixels). Thus neither IFS is ideal for 
using ScanRows - as the results in Table 7.7 show.
Sierpinski Gasket Takagi Function
GA Previous ScanRows GA Previous ScanRows
Pts. Calculated 6237 2079 2079 574 287 287
Unique Points 2079 2079 2079 287 287 287
Time (seconds) 17.93 7.08 11.47 1.95 0.95 6.32
Table 7.7 Results for the Sierpinski Gasket and Takagi Function.
It w ould appear from Sections 7.1 and 7.2 that, unless we have an IFS w here the 
majority of jigsaw pieces contain many attractor points, there is no w ay of using 
irregular jigsaws to improve the GA. However, it is often possible to find a (semi)- 
regular jigsaw which has few differences from a given irregular one, as Figure 7.12 
shows.
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Figure 7.12 Two jigsaws arising from similar maps. The jigsaw on the 
left is irregular, while the one on the right is (8, 8)-semi-regular.
The jigsaw on the right is (8, 8 )-semi-regular, and arises from the map w ith IFS 
code (3/g , 0, 0 ,3 /s , 0.307, 0.619), while the one on the left is the jigsaw of m ap 1 of 
the 5 Fold Crystal, which has code (0.382, 0, 0, 0.382, 0.307, 0.619). We see that there 
is very little difference between the coefficients of the two m aps - but one has an 
irregular jigsaw (since it's smallest building block has dimensions 500 x 500), while 
the other's jigsaw is semi-regular. If we could substitute the new  map for the old 
one, and do likewise for the other four maps of the IFS w hich all have the same 
first four code coefficients, then we would clearly be able to use the m ethods given 
in earlier chapters to improve the GA. However, this is only feasible either if it 
does not alter the attractor at all, or if any alteration is 'acceptable', in that it does 
no t change the appearance significantly. We w ill re tu rn  to the question of 
approximating maps in order to avoid irregular jigsaws in Chapter 8 .
Note W hen we approximate a map w  in this m anner, the part of the attractor 
produced by w m ay have it's area altered slightly. Because of this, it m ay be 
necessary to change the translation part of the IFS code in order to ensure that the 
position of this part relative to the other maps is unchanged. However, this will 
have no effect on whether or not the jigsaw is (semi)-regular.
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Before we consider such approximations, however, there is one other m ethod 
w hich m ay be useful in cases where one m ap of the IFS m ay be w ritten  as a 
reflection of the other in either a horizontal or vertical line - as we had w ith maps 
3 and 4 of the Von Koch Curve. We end this chapter by considering such Iterated 
Function Systems, and show that the performance of the Graphical Algorithm can 
be im proved slightly in these cases.
7.3 Reflecting Maps in a Horizontal or Vertical Line
As we saw earlier, m ap 4 of the Von Koch Curve is simply the reflection of map 3 
in the line x  = SC£lle /2, where for our purposes, scale = 99. Further, as the attractor 
is symmetrical about this line, we can alter map 2 slightly so that it is a reflection 
of m ap 1 w ithout affecting which points are plotted by the algorithm , or how 
m any points are in the attractor. The new map 2 is given by
W2(x, y) = (99 - V 3x, V 31/).
Now, it w ould seem reasonable to assume that, since m aps 2 and 4 are reflections 
of m aps 1 and 3 respectively, the points plotted by maps 2 and 4 will simply be 
reflections of those plotted by maps 1 and 3. Thus we could calculate m aps 1 and 3 
and then plot both the points resulting from these maps, and their reflections in 
x -  scale/2 t noting that the reflection of a point (x ,y )  in this line is given by 
(scale - x, y). As before, we can use the jigsaw for m ap 1 to reduce duplication.
At each iteration of the original GA, we m ust perform two calculations of the type 
ax + by + e* (where e* = e x scale) for each map, giving a total of 8 . Using this 
m ethod enables us to reduce the num ber of such calculations from 8 to 4 at each 
iteration, w hilst adding in two calculations of the type a - b, which can be done 
m uch faster, suggesting that this method will save time. Combining it w ith the use
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of the m ap 1 jigsaw will hopefully give us our best results yet for this IFS - Table 
7.8 shows that this is indeed the case. Note that the final colum n contains the 
results of using both reflections and the map 1 jigsaw (the m ap 2 jigsaw is not 
required as we do not calculate W2 directly).
Original GA Jigsaws for w i, W2 Reflections
Pts. Calculated 1616 1000 1000
U nique Points 404 404 404
Time (seconds) 4.25 2.98 1.88
Table 7.8 Results of using reflections in the Von Koch Curve.
In fact, seven of the IFS's w ith at least one irregular m ap from our list of fifty have 
one m ap which is a reflection of another in either a horizontal or vertical line - and 
in each case, any remaining maps have (semi)-regular jigsaws. The seven are the 
Face, Barnsley's Frizzy, the Grabber, the Leaf Outline, Tree 3 and the Triangle 
Crab. For each of these IFS's, we could apply similar m ethods to those described 
for the Von Koch Curve to obtain improvements in the time taken to produce the 
attractor.
Note In some references, map 4 of the Von Koch Curve is not a straightforw ard 
reflection of m ap 3. However, taking W4 to be the reflection of W3 m akes no 
difference to the attractor and, further, it means that the two jigsaws are identical - 
w hich allows us to consider only one jigsaw. We will shortly see that there are 
m any situations w here altering maps slightly make their jigsaws easier to deal 
w ith and in a num ber of cases, such alterations make no difference to the attractor.
However, while m aking use of any maps which are reflections of others does give 
us a small time improvement, it does not reduce the num ber of points calculated 
as all we are doing is changing the way that some of the calculations are done. The
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im provem ents can therefore never be as good as those that we could achieve with 
jigsaws, assum ing we have suitable jigsaws. We have seen in this chapter that 
using irregular jigsaws to im prove the Graphical A lgorithm  generally increases 
the run  tim e - unless the IFS is such that the m ajority of jigsaw pieces contain 
m any attractor points - and we have shown why this is the case by considering the 
am ount of work involved in finding the jigsaw pieces. Thus our only rem aining 
option is to approximate m aps w ith irregular jigsaws, and hope that at least one 
such approximation gives an acceptable change in the attractor and a semi-regular 
jigsaw which can be used to improve the GA.
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Approxim ating Irregular Jigsaws
We saw  in Chapter 7 that it is not feasible to use irregular jigsaws to im prove the 
Graphical Algorithm in all but a few cases, since whatever m ethod we use to find 
the jigsaw pieces causes an increase in the run  time of the GA. At first it w ould 
appear that this limits the range of IFS's for which we can im prove the GA to those 
which have at least one map having a (semi)-regular jigsaw or those for which the 
majority of jigsaw pieces contain a relatively large num ber of attractor points, but, 
as we suggested at the end of Section 7.2, this is not the case. If we allow small 
alterations in the appearance of the attractor then approxim ating m aps m ay 
increase the num ber of IFS's to which we can apply our theory. In this chapter, we 
will consider two ways of approximating maps so that their jigsaws become semi­
regular - allowing us to use the methods described in Chapters 5 and 6 to improve 
the Graphical Algorithm - and show that, while approxim ation is not appropriate 
for every m ap, it w ill allow us to at least partia lly  im prove the G raphical 
Algorithm for every one of our fifty Iterated Function Systems.
Note While approxim ating maps will usually cause some small alteration in the 
appearance of the attractor, there are cases w here approxim ation leaves the 
attractor unchanged, as we will see in Example 8.7.
8.1 A pproxim ation by N earest ’'Small" Rational
W hen we approximate a map we w ant to use alternative code values which are as 
close as possible to the originals so that any change to the appearance of the 
attractor is minimal. However, in order to be able to use the m ethods of Chapters 
5 and 6 , we also w ant to obtain a small building block. Recall from Theorem 6.13
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that if we write each of the first four entries of the IFS code as a rational num ber in 
lowest terms - a i / a 2 etc. - then the dimensions of the smallest building block are 
m x n, where m = lcm(a2, C2) and n = lcm(b2, d2) .Thus we w ant to choose rationals 
P /q  w ith q small. Although we will typically allow q to take values up to and 
including q = 20 , we actually w ant to have m, n  < 20 and so we will often require q 
to be m uch smaller than 20. W herever possible, we will attem pt to have p = 1. For 
the rem ainder of this chapter, we shall refer to such rationals P /q  as small. In this 
section we consider choosing appropriate small rationals by inspection, m aking 
use of the fact that the denominators m ust not exceed 20. Example 8.1 illustrates 
the m ethod for the 4 Fold Crystal.
Example 8.1 The 4 Fold Crystal consists of four maps, given at scale 100 by
wj(x, y) = (0.255* + e / ,  0.255y + f;"'), 1 < i < 3 
w 4(x, y) = (0.37* - 0.642;/ + 63.6,0.642x + 0.37y - 0.6)
where (e;‘, f;*) = (37.3, 67.1), (11.5, 22.3), (63.1, 22.3).
For each of the first three maps, the dimensions of the building block are given by 
the denominators of a and d (see Note following Theorem 6.14). We require the 
denominators of our approximations to be less than or equal to 20 - considering 
each possible denominator in turn, and running through all possible values for the 
numerator, we find that the closest options to 0.255 are as follows:
1 / 2  = 0.500 
2/ 6 = 0.333 
3/i0  = 0.300 
3/14 -  0.214
3/3 = 0.333 
2/ 7 = 0.286 
3 /n  = 0.273 
4 / ls = 0.267
1 / 4  = 0.250 
2/8 = 0.250 
3 /12 = 0.250 
4/l6  = 0.250
1/5  =  0.200
2 /9  = 0.222
3 /13 = 0.231 
4 / 17 = 0.235
5/l8  <= 0.278 3/ 1 9  = 0.263 5/20 = 0.250
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Now, since we w ant the approximation to be as close as possible to the original 
value, we will use V 4 in place of 0.255 - doing so will make the jigsaws of maps 1, 
2 and 3 regular, w ith all jigsaw pieces being 4 x 4  squares of pixels. Figure 8.1 
shows that m aking this alteration has very little effect on the appearance of the 
attractor, while Table 8.1 gives the results obtained when we use approximations 
for maps 1, 2 and 3 and then make use of the resultant regular jigsaws in the GA.
Figure 8.1 The attractors produced using (a) a, d = 0.255 and (b) a, d = 0.25.
Original GA Im proved GA
Pts. Calculated 
Unique Points 
Time (seconds)
5044 1712 
1261 1261 
13.48 7.03
Table 8.1 Results of improving the GA for the 4 Fold Crystal.
We see from the table that using approximation has enabled us to improve the 
performance of the GA significantly for this IFS. Note that we have not made any 
attem pt to approximate map 4 - the reason for which will be given in Section 8.3 - 
explaining why there are still 451 duplicated points. In fact, this extra duplication 
can be almost completely removed using the ScanRows procedure described in 
Chapter 7 but, while the num ber of points calculated is reduced to 1263, the time 
taken to produce the attractor increases to 19.58 seconds.
In this exam ple, although we calculated the nearest small rational for every 
possible denom inator, we could easily have predicted that the best option would
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be to use 1 /±. Unfortunately, however, the process is not so easy for m ost values 
which we w ish to approximate. Indeed, we may occasionally need to approximate 
an irrational num ber and unless we first approximate such values by taking them 
to a sm all num ber of decim al places, finding the nearest small rational by 
inspection is not easy. Thus it is clear that in m ost cases w e require a better 
m ethod of finding the nearest small rational - the m ethod which we shall use is 
Rational Approximation.
8.2 Rational A pproxim ation
As we noted previously, in some cases it is easy to spot the nearest small rational 
to a given decimal number, as we saw in Example 8.1. However, in the majority of 
cases it w ill not be immediately obvious w hat the m ost convenient option is. In 
such cases, using inspection involves calculating at least 20 rationals (one for each 
possible denominator). Indeed, for a particular denom inator it is often no t easy to 
see w hat value the num erato r should take, and  so w e m ay have to do
considerably more than 20 calculations. However, there is a simple process for
finding the best rational approximation to a given irrational number. This process 
- know n as continued fraction approximation - is described in Theorem 8.2; note that 
it m ay also be used to approximate a decimal.
Theorem  8.2 [24] Let X = Xq be an irrational number and define
ai= [ ^ i ] f  ^i+l “  — ‘ fo r i> 0 .  (8 .1)
A i aj
Further, define the sequences [hf] and [kj] by
h-2 = 0, 2 = 1, k  =  + hj_2for i > 0
k _ 2 -  2, k_i — 0, k[ -  ajkj^j + /q_2 for i > 0
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Then the quotients hn/kn form a sequence of rational approximations to X, with the 
corresponding error given by
X k
k
<
kfki
(8.3)
+1
Thus, w henever w e have an irrational code entry, we can find a sequence of 
approxim ations to it by Theorem 8 .2 , w ith the approxim ations h i/k i getting 
successively closer to the true value. However, in the majority of our IFS's, the 
code entries are themselves rational (e.g. finite decimals), and we require only to 
find suitable approximations w ith small denominators. Fortunately w e can also 
apply the Theorem to X e Q, noting that, since the approxim ations tend tow ard 
the true value of X which is itself rational, we m ust have h n /k n = X for some finite 
n, w ith the process defined by (8 .1) and (8 .2) terminating at this stage since an = 
and Xn+i  is undefined. We therefore have the following Corollary.
Corollary 8.3 If X is a rational number, the sequence of approximations given by 
Theorem 8.2 is finite, terminating with X.
Example 8.4 Suppose X = 0.382. Then Table 8.2 gives the values of Xi ai, hi and ki 
for 0 < i < 10. Since Xio = aio the approximation h io /k io  gives A, as a rational in 
lowest possible terms.
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i X{ af hi ki
0 0.382 0 0 1
1 2.618 2 1 2
2 1.619 1 1 3
3 1.616 1 2 5
4 1.62.2 1 3 8
5 1.607 1 5 13
6 1.647 1 8 21
7 1.545 1 13 34
8 1.833 1 21 55
9 1.200 1 34 89
10 5.000 5 191 500
Table 8.2 Values of iq, a^ hj and k[ for X = 0.382.
We therefore have ten non zero approximations to X = 0.382 of which five have 
denom inator smaller than 20 , namely V 2/ V 3, 2/ 5 / 3/ 8  and 5/ i 3-
W hen we use (8.1) and (8.2) to find rational approximations to a given value, since 
we require the approximations to be small, we terminate the process as soon as ki 
exceeds 20 and use one of the earlier approximations in place of the original value 
in the IFS map. O ur next example shows how the approxim ations we found in 
Example 8.4 can help us to im prove the perform ance of the GA for the 5 Fold 
Crystal.
Note Using this process w ith X = 0.255 gives h.2 = 1 and k2 = 4, and so the best 
small rational approximation to 0.255 is V 4 - exactly as we found by inspection in 
Example 8.1.
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Example 8.5 The 5 Fold Crystal consists of 5 maps, given at scale 100 by
wi(x, y) = (0.382.V + e f ,  0.382i/ + fi*), 1 < i < 5,
where (ei*, ft*) = (30.7, 61.9), (60.3, 40.4), (1.4,40.4), (12.5, 6), (49.2, 6).
As in Example 8.1, the dimensions of the building blocks in this case are given by 
the denominators of a and d, and therefore we require the denom inator of the best 
approxim ation to be at most 20. As we saw in Example 8.4, there are five such 
options - we consider the last two, 3/g and 5/ i 3, and begin by showing in Figure
8.2 that using these values in place of 0.382 makes only a very small difference to 
the appearance of the attractor.
Figure 8.2 The attractors produced using (a) 0.382, (b) 0.375 and (c) 3 /l3 -
Clearly, if we use 3/s  = 0.375 in place of 0.382 then the jigsaws will be (8 , 8 )-semi- 
regular (as noted in Section 7.2), while if we use 5 / i 3 then the jigsaws will be 
(13, 13)-semi-regular. Figure 8.3 shows the building block for m ap 1 using 0.375, 
while Figure 8.4 shows that for map 1 using 5 / i 3- The building blocks for the other 
four maps are similar.
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Figure 8.3 The building block for m ap 1 of the 
5 Fold Crystal using 0.375 in place of 0.382.
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Note Both building blocks consist of horizontal and vertical bands and so we can 
use (6.5) and its vertical counterpart to find the reduction scheme. For example, 
the horizontal reduction scheme for the jigsaw formed from the building block in 
Figure 8.3 is
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Figure 8.4 Tire building block for m ap 1 of the 
5 Fold Crystal using ^ / l 3  in place of 0.382.
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3(x div 8) +1 if x  = 0,1/2 (mod 8) 
3( j  div 8) + 2 if * = 3,4,5 (mod 8) 
3(x div 8) + 3 if x = 6,7 (mod 8)
Thus w hatever approximation we use results in building blocks which we can use 
to im prove the GA for the 5 Fold Crystal. Table 8.3 shows the results obtained for 
both approximations.
Original GA 
a, d -  3/g a, d = 5/ i 3
Im proved GA 
a, d = 3/s a ,d  = s/ i 3
Pts. Calculated 15075 17105 3016 3434
U nique Points 3015 3421 3015 3421
Time (seconds) 46.58 56.47 25.57 34.27
Table 8.3 Results of im proving the GA for the 5 Fold Crystal for two distinct approximations.
We see from  Table 8.3 that both approximations give an im provem ent in the 
perform ance of the Graphical Algorithm, although using a, d = 0.375 gives a 
slightly better improvement, reducing the time taken to 55% of it's original value, 
while the figure for a, d = 5/ i 3 is 61%. In fact, we could have predicted this since 
as the size of the denom inator increases, the reduction  scheme gets m ore 
complicated and consequently it takes longer to find jigsaw positions w ithin the 
algorithm. Note that, as we saw in Chapter 7, this time saving w ould not have 
been possible if we had  left the maps unaltered.
Thus it w ould appear that using some form of approxim ation can indeed enable 
us to increase the num ber of IFS's for which we can im prove the G raphical 
A lgorithm  and, further, that rational approximation is the best available method. 
So far w e have only considered IFS maps which have tw o code entries equal to 
zero, w here the dimensions of the building blocks are given by the denominators
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of the rational approximations. In these cases, we have been able to use h i/k i, 
w here ki < 20 and  ki + i > 20, as our approxim ation , and  therefore the 
approximations are as good as they can be within our defined limits. However, in 
cases w here more than two code entries are non zero, we m ay have to take less 
accurate approxim ations in order to ensure that the building blocks are small 
enough. O ur next example is of an IFS which has two m aps which have semi­
regular jigsaws, and two maps which have irregular jigsaws - where in each case 
we have only one zero entry in the IFS code.
Example 8.6 Consider the Wire IFS, which consists of four m aps, given at scale 
100 by
wi(*, y) = (0.5* + 0.25y, 0.5y)
W2(x, y) -  (O.Sx - 0.25y + 50, 0.5y)
W3(x, y) -  (0.227x - 0.146y + 40, 0.492y + 50.4)
W4(x, y) = (0.224x + 0.152y + 41.4, 0.5y + 50.4)
It is easy to see that m aps 1 and 2 have (2, 4)-semi-regular jigsaws. In fact, the
jigsaw of m ap 1 is similar to that of maps 1 and 2 of the Sleepy Hollow while the
jigsaw of m ap 2 is similar to that of maps 3 and 4 of the Sleepy Hollow  - see 
Example 6.8. It is also easy to see that the jigsaws of maps 3 and 4 will be irregular, 
and therefore they m ust be approximated.
For m ap 3, we m ust find small rationals which are as close as possible to each of 
0.227, 0.146 and 0.492. For 0.227, rational approxim ation gives tw o possible 
options - 1 / 4  = 0.25 and 2/g  ~ 0.222 - and since, if possible, we w ish to have p = 1, 
we will use the first option, V 4. Similarly, for 0.146 we use V 7 ~ 0.143, while for 
0.492 we use V 2. Thus we obtain the alternative m ap W3 * given below, which is 
(4, 14)-sem i-regular. Repeating this process for m ap 4 gives W4* w hich is
Chapter 8
(4, 20)-semi-regular. Note that, in this case, the best feasible approxim ation to 
0.152 is 3/20  = 0.15.
Figure 8.5 shows the attractors obtained by applying the Graphical Algorithm to 
the IFS's given by (a) {wi-4} and (b) {wi, W 2 ,  W 3 * ,  W 4 * }  - dem onstrating that the 
two attractors are virtually indistinguishable.
Figure 8.5 The Wire attractors obtained using (a) {wi.4 } and (b) {wi, W2 , W3*, W4 *}.
Since the two attractors are very similar, we allow the use of W 3 *  and W 4 *  in place 
of W3 and W4 - doing so enables us to improve the performance of the GA for this 
IFS using the m ethods described in Chapter 6 . The building blocks for maps 3* 
and 4* are shown in Figure 8 .6 .
Now, since these building blocks do not consist solely of rectangular jigsaw 
pieces, we cannot use (6.5) to find the reduction schemes but, as with the Crab of 
Example 6.9, the schemes are still reasonably easy to find. The scheme for map 3 is 
as follows; that of map 4 is similar, but requires us to consider values of y  modulo 
20 in order to find the horizontal reduction scheme, as the building block for map 
4 has dimensions 4 x 20.
W3*(x,y) = (V 4X- l h y  + 40, V 21/ + 50.4) 
W 4 * ( x ,  y) = (V 4X + 3/ 2oy + 41.4,1/ 2y  + 50.4).
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x  —>
(x + 4) div 4 if 1/ = 2,9,10 mod 14 
(x + 5) div 4 if y = 1,8 mod 14 
(x + 6 ) div 4 if y  = 6,7,13,14 mod 14 
(x + 7) div 4 if y = 4,5,11,12 mod 14 
(x + 8 ) div 4 if y = 3 mod 14
y —> (y + 3) div 2
(a)
0 1 2  3
1 2
(b)
20
19
18
17
16
15
14
13
12
11
10
9
8
7
6
5
4
3
2
1
!
. . . .
! 1
1
0 1 2  3
Figure 8.6 The building blocks for (a) map 3*, together w ith the part of 
the reduced jigsaw to which it is sent (shown bold), and (b) m ap 4* of the Wire.
Thus we are now in a position to use jigsaws for all four m aps of this IFS in order 
to im prove the perform ance of the Graphical Algorithm. Note that, since the
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jigsaws of the four m aps are all different, we m ust use four separate jigsaws to 
store all required data. The results are given in Table 8.4.
Original GA Improved GA
Pts. Calculated 
Unique Points 
Time (seconds)
8164 2278 
2041 2041 
21.05 10.38
Table 8.4 Results of improving the GA for the Wire.
As w ith  Example 8.5, we see that a considerable time saving has been m ade by 
using jigsaws, better than halving the time taken to produce the attractor.
Examples 8.1, 8.5 and 8.6 have shown that using approxim ation is an extremely 
useful w ay of getting around the problems caused by m aps w ith irregular jigsaws. 
In each case, although the attractor produced using the approxim ated m aps was 
not identical to the original attractor, the two attractors were clearly very similar. 
In fact, as we com m ented earlier, there are cases w here using an approxim ated 
m ap can lead to no alteration at all in the attractor - as our final example of this 
section illustrates.
Example 8.7 The Leaf consists of four maps, given at scale 10 by
wi(*, y) = (-0.47, 0.278i/ + 1.72) 
w 2(x, i/) = (0.525x + 0.020y - 0.17, 0.006* + 0.786y + 21.7) 
w 3(*, y) — (0.201* ~ 0.241y + 0.49, 0.385* + 0.365y + 16.2) 
w4(x, y) = (-0.142* + 0.235y - 1.91, 0.377* + 0.393y + 13)
Clearly each of the m aps has an irregular jigsaw, b u t m ap 1 can easily be 
approxim ated to give a (semi)-regular jigsaw. Using rational approximation, we
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obtain three options - V 4y 2/ 7  and 5/ i s  - and we find that replacing d in w i by any 
of these three values results in exactly the same attractor as we w ould get using 
the original w i, w ith 1093 unique points. Thus, since it has a regular jigsaw with 
pieces which are bands of infinite length and height 4, we use
wi*(x, y) = (- 4 7 ^ / 4  + 17.2).
Using this m ap in place of w i enables us to partially im prove the GA for this IFS - 
the results are shown in Table 8.5.
Original GA Im proved GA
Pts. Calculated 
U nique Points 
Time (seconds)
4372 3305 
1093 1093 
10.58 8.13
Table 8.5 Results of partially improving the GA for the Leaf.
Thus there are certain IFS maps which, w hen approxim ated, cause no change in 
the attractor. Generally we find that such maps represent the stem of a plant-like 
IFS (as in the above example) or something similar. In such m aps, every point of 
the attractor is m apped onto a single line, and altering the length of this line often 
makes no difference to the appearance of the attractor.
We have show n that approximation can be very helpful in changing m aps w ith 
irregular jigsaws into similar maps which have (semi)-regular jigsaws. However, 
in general, approximation can only work if the IFS code contains at least one zero 
entry, ruling out maps which include a rotation - although as we shall see shortly, 
there are exceptions to this rule. In particular, although rational approxim ation 
can be used to find the nearest small rational to a given irrational num ber, and can 
therefore help us to approxim ate m aps w ith irrational code entries, any such
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approxim ation  m ay lead to fundam ental changes in the appearance of the 
attractor and is therefore of no use to us. We now move on to discuss w hy such 
problems arise.
8.3 Lim itations of Approxim ation
W hen we approximate an IFS map, our main concern is that the appearance of the 
attractor will not be altered beyond some acceptable level - which we can ensure 
by m aking only small changes to the code values [2]. However, ensuring that 
these changes are small enough requires us to use rational approxim ations w ith 
relatively large denominators (which do not exceed 20). As we noted earlier, this 
does not cause problems if our map is simply coordinate scaling as we can use the 
best approximation satisfying the limit on its denom inator (as in Example 8.5). In 
the case of coordinate scaling followed by shear along the x-axis w ith param eter a , 
we can use the best allowable approximation horizontally, bu t m ay have to use 
less accurate approximations vertically in order to ensure that 1cm(b2, d2) < 20 (the 
case of shear along the y-axis is similar). However, w e should still be able to 
produce a good approximation to the attractor in the majority of cases since we 
can use the best approximation in at least one direction.
Suppose, however, that an IFS map consists of coordinate scaling, shear (which 
w ithout loss of generality may be taken to be along the x-axis) and a rotation by 
some angle 0 & kn/ 2 (l< e z), so that cos8 and sin0 are both non-zero. Then the m ap 
has matrix
COS0 -  sin 0 "1 a ~r i 0 " iqcos0 r 2 (aco s0 - s i n 0 )
s in 0 COS0 _0 1 _ 0 r 2„ iqsin 0 r 2 (a s in 0 + cos0 )
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w here 11, r2 are the horizontal and vertical scale factors, and a  is the shear 
param eter. Now, since cos0 and sin0 are both non-zero, each entry of (8.4) is non­
zero and thus each entry m ust be approximated in order that the map becomes 
semi-regular. Note that if a  = 0 then no shear is present in the map, and the map 
consists only of scaling followed by rotation - we will now  consider this case in 
greater detail, w ith the case where shear is present being similar. Thus we have 
the matrix
a b iqcos0 —r 2 sin 0
c d iq sin 0 r 2 cos0
Recall from (2.7) that, for such a matrix, we have
iq = Va2 + c 2 r2 = l/b 2 + d 2
0 = arccos( , a-—)
Va +c
Clearly, approximating the matrix entries will change iq and r2 accordingly but, as 
w ith the case of simple coordinate scaling, the only effect this has is to change the 
dimensions of the part of the attractor which the map sends points to. However, in 
such maps, approximating the matrix entries also alters the angle of rotation. If the 
changes are small enough, then this alteration will not create a problem - but if the 
changes are too large then the alteration to the angle of ro tation w ill cause 
fundam ental changes in the appearance of the attractor, and approxim ation will 
clearly not be feasible. Now, since we require the lowest common m ultiples of 
both a2 and C2, and b2 and d 2, to be less than 20 , we are usually forced to use less 
accurate approxim ations than we w ould like - and the angle of rotation will be 
changed beyond an acceptable level. As an example of this, we consider again the 
4 Fold Crystal and look more closely at map 4.
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Example 8.8 Recall that map 4 of the 4 Fold Crystal is given by
w 4(x, y) = (0.37x - 0.642y + 63.6, 0.642* + 0.37y - 0.6)
Then, by (2.7), we have
r = s = V(0.372 + 0.6422) » 0.741 and 
0 = arccos(0.37/0.741) = V 3
so that the map consists of uniform scaling with factor 0.741, followed by rotation 
by V 3 .  Rational approximation gives four conveniently small options for each of 
0.37 and 0.642, namely V 2, V 3 ,  3/s  and 7/ 19 for 0.37 and ^/ 2 , 2/ 3, 7/ 11 and 9/ 14 
for 0.642. However, since the dimensions of the building block m ust be small, we 
need the lowest common m ultiple of the two denom inators to be less than or 
equal to 20. Thus we m ust take the second approxim ation for each coefficient, 
which in turn gives a 3 x 3 building block. But then,
and so the angle of rotation is no longer equal to K/$. To see how this changes the 
attractor, consider Figure 8.7 which shows the attractor w ith approxim ated 
versions of maps 1, 2 and 3 (see Example 8.1) and the attractor with all four maps 
approximated.
r = s = V(V9 + 4 /9) = ^5 /3  =0.745 and 
0 = arccos(V>/5) = 63.48°
(a) (b) &
Figure 8.7 The attractor of the 4 Fold Crystal using (a) approxim ations
to m aps 1, 2 and 3 only and (b) approximations to all four maps.
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It is easy to see that changing the code entries in this w ay has altered the whole 
appearance of the attractor - notice in particular that attractor (a) is connected, 
while (b) contains a gap - and it is clear, therefore, that using approximation is not 
feasible in this case.
Note A similar problem  arises in maps 3 and 4 of the Von Koch Curve which both 
involve rotation by V 3 followed by uniform scaling by V 3 . As in our example, 
approxim ation is not feasible for either of these m aps since in order to find 
rationals which give little or no change in the angle of rotation, we m ust forfeit our 
w ish to have small building blocks.
The m ain problem  in Example 8.8 is that, in order to guarantee that the building 
block will be small, we need to take far less accurate approxim ations than we 
w ould like. Although this will be true for the majority of IFS maps which include 
rotation, there are certain cases where cos0 is an integer m ultiple of sin9 (or vice 
versa) - and in such cases approxim ation may be possible. In particular, w hen 
0 = 71 / 4, we have cos0 = sin0 so that the four matrix entries will be equal in size, 
and taking any rational approximation to the original code values will affect the 
scaling, bu t not the angle of rotation - as our next example illustrates.
Example 8.9 The Tree 3  IFS consists of four maps, given at scale 200 by
Wi(x, y) = (0 ,0.5y)
W2(x, y) = (0.42x - 0.42y, 0.42x + 0.42y + 40)
W3(jc, y) -  (0.42x + 0.42y, -0.42x + 0.42y + 40)
W4(jc, y) = (O.lx, O.ly + 40)
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It is easy to see that maps 1 and 4 are both regular, w ith the jigsaw pieces for map 
1 being infinite horizontal bands of height 2, while those for map 4 are 10 x 10 
squares of pixels, and so we can deal with both m aps using the m ethods of 
Chapter 5 - the results of doing so are shown in Table 8 .6 .
Original GA Improved GA
Pts. Calculated 
Unique Points 
Time (seconds)
5444 2819 
1361 1361 
14.28 9.98
Table 8.6 Results of using jigsaws for maps 1 and 4 of the Tree 3.
Since each of the matrix entries for maps 2 and 3 are equal in size, we may use the 
best rational approximation with denominator q < 20 in place of 0.42 in order to 
obtain a building block of dimensions q x q. Using (8.1) and (8.2), we find that 
there are five convenient options, namely 1 / 2 , 2 / 5 / 3 / 7/ 5 / 12 and 8 / 19 - the 
attractors obtained with each option except the first are shown in Figure 8 .8 .
Figure 8.8 The attractors of the Tree 3 IFS using 
(a) 0.42, (b) 0.4, (c) 3 /7 , (d) 5 /12 and (e) 8/19.
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Thus we can achieve a reasonable approximation to the attractor using any one of 
the four small rationals, noting that although (b) is clearly sm aller than the 
original attractor, this can be rectified by altering the scale slightly. In fact, in order 
to make the reduction scheme as simple as possible, it is preferable to use either 
2/ 5  or 3/ 7  as our approximation. Figure 8.9 shows a small section of the jigsaws 
obtained for map 2 in each case, with a building block shaded. Recall that these 
are not the only building blocks - any pixel may be taken as the lowest left pixel of 
the block. Note also that the jigsaw for map 3 is identical to that of m ap 2, and 
therefore we may consider the two maps together.
1
.
I
0 1 2 3 4 5 6 7 8 9
Figure 8.9 Part of the jigsaws obtained when we approxim ate m ap 2 of the Tree 3 IFS.
The jigsaw on the left shows approximation by 2 /5  while that on the right is by 3 /7 .
In order to make use of building blocks in this case, we m ust first find a suitable 
reduction scheme. Suppose that the building block has dimensions m x n, and that 
the smallest horizontal and vertical values in the attractor are given by x m in and 
t/min respectively. Then the general reduction scheme is given by
x —> m((x -  xmin) div m) + xshift 
V -> n((y -  j/min) div n) + yshift
(8.5)
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where xshift and yshift are given by the following algorithm.
Calculate w(P) for each jigsaw piece P in the lowest left building block 
of the jigsaw.
Find the smallest value of Wh(P), and set xshift to 1 for all pixels of P. 
Similarly for yshift.
If w(P') = w(P) + (i, j) for a jigsaw piece P' ^  P in this building block, set 
xshift and yshift so that all pixels of P' will be sent to (1 + i, 1 + j).
Repeat for each P'.
For an example of how we set xshift and yshift at step 3 of the above algorithm, 
see Figure 8.11.
Note It is possible that some of the jigsaw pieces will cross the boundaries of 
build ing blocks. Such pieces will be split into two separate parts by the above 
algorithm  - this can be avoided by making small alterations to xshift or yshift, as 
we will see shortly.
As we saw earlier, w hen we approximate 0.42 by 2/ s  in m ap 2 of the Tree 3 IFS, 
the build ing block has dimensions 5 x 5 .  Further, we find that xmin = -42 and 
J/min = 0 , so the reduction scheme is
x —> 5((x + 42) div 5) + xshift 
y  5(i/ div 5) + yshift
Now, w hen we calculate w(P) for each jigsaw piece P in the building block with 
lowest left pixel (-42, 0), we find that the shaded jigsaw piece of Figure 8.10 has 
smallest Wh(P) and therefore we w ant to send this piece to 1 horizontally. Further, 
w v(P) = min{wv} + 2 and so we w ant to send this piece to 3 vertically. Thus
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w henever x  = -2 (mod 5) and y  = 4 (mod 5), or x  = -1 (mod 5) and y  = 3 or 4 
(mod 5), we have
x —> 5((x + 42) div 5) +1 
y  —> 5(y div 5)+ 3
4 1___ I % 1
3
?  r h
n — 1 1
-42-41-40-39-38
Figure 8.10 The lowest left building block for map 2 of the Tree 3. The 
shaded piece is sent to (1, 3) in the reduced jigsaw by our general scheme.
It is now a simple process to consider each jigsaw piece P' * P, and use step 3 of 
the reduction algorithm to find xshift and yshift. However, as we noted earlier, the 
algorithm  may not give the best values for pieces w hich cross edges of the 
building block. For example, for (x,  y) = (-38, 0) our algorithm gives us xshift = 4 
and yshift = 3 so that (x, y) —> (4, 3), while for (x, y) = (-37, 0), xshift = 2 and 
yshift = 1 so that (x , y) —» (7, 1) - but we want these two pixels to be in the same 
jigsaw piece. To ensure this, we alter the shifts for x = 2 (mod 5), y  = 0 (mod 5) to 
xshift = 7 and yshift = 1 - a similar process may be used wherever there is overlap 
between blocks. Figure 8.11 shows the building block and the shifts required for 
all values of x, y  modulo 5.
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xshift = 1 xshift = 3 xshift -  2
yshift = 3 yshift = 6 yshift = 4
xshift = 6 
yshift = 2
xshift = 1 
yshift = 2
xshift = 3 
yshift = 3
xshift = 2 
yshift = 2
xshift = 2 
yshift = 3xshift = 2 xshift = 3 xshift = 7
yshift = 1 yshift = 2 yshift = 1
Figure 8.11 The shifts for the map 2 building block.
We are now in a position to apply this reduction scheme and consequently to use 
the map 2 jigsaw to improve the GA still further for this IFS. Recall that the jigsaw 
- and therefore the reduction scheme - for map 3 is identical to that of map 2, so 
that we can use one reduced jigsaw to cover both maps. The results of using 
jigsaws for all four maps of the Tree 3 to improve the GA are given in Table 8.7, 
with the results for the Original GA and Improved GA for maps 1 and 4 given for 
com parison. Note that the num ber of unique points and num ber of points 
calculated have changed from the values given in Table 8.6 - this is due to the 
changes m ade to maps 2 and 3.
Improved GA
Original GA Maps 1, 4 All 4 maps
Pts. Calculated 3964 2063 997
Unique Points 991 991 991
Time (seconds) 9.85 6.65 4.9
Table 8.7 Results of improving the GA for the Tree 3.
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We can see from the table that approximating maps 2 and 3, and then m aking use 
of all four jigsaws has enabled us to half the time taken to produce the attractor of 
the Tree 3 IFS. Further, we have done this w ithout altering the appearance of the 
attractor too much, and thus it is clearly feasible to make such alterations in this 
case. N ote that, although using a better approxim ation to 0.42 (i.e. 3/ 7  o r 5 / i 2) 
w ould result in a better approxim ation to the attractor, the reduction scheme 
w ould clearly have many more options. As a consequence, applying the scheme 
w ithin the GA w ould take longer and the time reduction w ould not be as large.
Thus, w hen w e have a m ap w hich involves ro tation  by a m ultip le of V 4, 
approxim ation allows us to improve the performance of the Graphical Algorithm 
since no m atter how inaccurate the approximation is, the angle of rotation will not 
be altered, and therefore approximating the map changes only the scale of the part 
of the attractor that the map sends points to. This fact enables us to add  three of 
our fifty IFS's to the list of those which we can im prove - nam ely the Face, the 
Grabber and, as we have just seen, the Tree 3.
In this chapter we have seen that when we have a m ap w ith an irregular jigsaw it 
is usually possible to approximate the map so that we m ay find a small enough 
building block - which in turn  allows us to improve the performance of the GA for 
the IFS containing this map. In fact, every one of our fifty IFS's which do not have 
any m aps w ith regular jigsaws has at least one map which can be approximated in 
this w ay to give a semi-regular jigsaw - and therefore the m ethods of Chapters 5 to 
8 have enabled us to at least partially improve the perform ance of the GA for all 
fifty IFS's, w ith  thirty-six of the fifty being com pletely im proved by some 
com bination of our methods. A full list of the fifty IFS's and which m ethods are 
used to enable us to use the jigsaws of their maps may be found in the Appendix. 
However, before m oving on to summarise the results of this thesis, we return  to
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the first IFS which we m entioned - the Face of Example 2.19 - which highlights 
once more the problems which certain irregular jigsaws can cause.
Example 8.10 Recall that the Face has eleven maps - these are given in Table 2.1, 
w ith the attractor being show n in Figure 2.4(c). It is easy to see that each of the 
first seven m aps have sem i-regular jigsaws which consist of bands of infinite 
length. Thus, in each case, the horizontal reduction sim ply sends the horizontal 
coordinate to 1, while the vertical reduction scheme can be found using (6.5).
The rem aining four m aps of the IFS consist of rotation by angles which are not 
m ultip les of 71 /  4 followed by scaling and shear, and  therefore we cannot 
approxim ate the m aps in order to find suitably small building blocks w ithout 
altering the appearance of the attractor. Further, the majority of the jigsaw pieces 
are large - as Figure 8.12 shows for map 8 - and, since the attractor has only 836 
unique points, each will contain only a few attractor points. Thus the ScanRows 
procedure defined in Chapter 7 is unsuitable in this case, and therefore we can do 
nothing w ith these four maps at present.
Figure 8.12 Part of the jigsaw for m ap 8 of the Face IFS. 
Note that the pieces are similar, b u t not the same.
182
Chapter 8
Notice, however, that while we cannot make use of these jigsaws at present we 
can use several of the Theorems of Chapter 4 to say m ore about the pieces. By 
Corollary 4.23 we know that the jigsaws of maps 8 , 10 and 11 contain no rising 
bridges, while that of map 9 contains no descending bridges. Further, none of the 
jigsaws contain gaps; in each case abed > 0 so Theorem 4.31 does not rule out both 
types of gap, bu t Theorem  4.36 says that if gaps exist the m ap w ill have 
contraction ratio greater than 0.8 - and the four maps in question have ratios 0.14,
0.13, 0.16 and 0.34 respectively.
Finally, although we cannot completely improve the perform ance of the GA for 
this IFS, we can partially improve it by using the jigsaws of the first seven m aps - 
doing so reduces the num ber of points calculated from 9196 to 3826 and the time 
taken from 20.52 seconds to 9.28 seconds, a reduction of over 50%.
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Discussion
We end this thesis w ith a brief discussion of its results, and give three topics for 
fu ture research. However, before doing so, we retu rn  to the subject of jigsaw 
pieces which have bridges or gaps and give some further insight into how  we can 
deal w ith such pieces.
9.1 D ealing w ith  Bridges and Gaps
As we saw, the conditions given in Corollary 4.26 rule out the possibility of jigsaw 
pieces containing bridges in all but seven of the m aps of our fifty IFS's - these 
'problem ' maps were given in Table 4.1. By considering the codes we see that we 
m ust use approxim ation to enable us to find suitable building blocks for each of 
the first five m aps, while the remaining two maps - m aps 1 and 3 of the Triangle 
Crab - are semi-regular.
For map 2 of the Comet's Tail and the two maps of the Sierpinslci Peak, only one of 
the code entries - namely ±0.506 - m ust be approximated. This is done by changing 
±0.506 to ±0.5 - using  this approxim ation gives a new  m ap for w hich both  
conditions of Corollary 4.26 are satisfied, and therefore we may disregard bridges 
in these cases. Further, the two maps of the Leaf Outline contain a rotation by an 
angle w hich is not a m ultiple o f 71 / 4  and so, as we saw in Chapter 8 , we cannot 
make use of their jigsaws to improve the Graphical Algorithm.
We are therefore left w ith the two maps of the Triangle Crab, which have 10 x 10 
building blocks as their smallest. The building block for m ap 1 is shown in Figure 
9.1, where the small diagonal lines represent the bridges.
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Figure 9.1 A building block for map 1 of tire Triangle Crab, showing bridges.
Since the jigsaw pieces are of many different shapes, the reduction scheme for this 
map will clearly require consideration of values of x and y  m odulo 10, in m uch the 
same w ay as in the scheme of Example 8.9. Thus it is a simple process to ensure 
that the two parts of pieces containing a bridge are sent to the same reduced point. 
This is clearly also the case for map 3, and therefore the presence of bridges in the 
jigsaws of these maps make no difference to our ability to use the jigsaws.
In general, it is likely that any map whose jigsaw pieces contain bridges will be 
such that the jigsaw is made up of a num ber of different shapes of piece which do 
not fit together in any obvious pattern - as in the above figure - and therefore the 
bridges will make no difference to the way that we deal w ith the jigsaw. However, 
it is possible that the building block will exhibit a pattern such that, by ignoring 
the bridges (i.e. treating them as being in different pieces), w e will be able to find a 
sim pler reduction scheme. In such cases we may disregard the bridges - the only 
consequence of this being that we will have a greater am ount of duplication of 
points, since each point which is the result of a piece containing a bridge will be 
produced twice. This is, however, justified as we require as simple a reduction
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scheme as possible to allow optimal time improvement. Note that this also applies 
to gaps in pieces - that is, we m ay ignore gaps if doing so enables us to find a 
simpler reduction scheme and consequently achieve optimal time improvement.
We are now  in a position to summarise our results.
9.2 Sum m ary and Further Research
In this thesis we considered a particular m ethod of screening the attractor of an 
Iterated Function System - the Graphical Algorithm - and showed that the num ber 
of points calculated by this algorithm is always N  times the num ber of attractor 
points. We explained w hy this happens and showed that, for every IFS m ap, we 
can produce a jigsaw whose pieces consist of pixels which are sent to the same 
point under application of the map. We considered the various properties which 
jigsaw pieces can have, and gave conditions on the entries of the IFS code which 
are sufficient in order for each property to hold. We then showed that we can use 
jigsaws to ensure that each attractor point is hit only once by a particular m ap - 
which in tu rn  speeds up the GA - and also showed that w e often require less than 
N  jigsaws to handle N  maps, giving further im provem ent in the time taken to 
produce the attractor.
We introduced the three different types of jigsaw which can occur - regular, semi­
regular and irregular - showing that, in the first two cases, we can use the jigsaws 
as they are, provided that, if the jigsaw is semi-regular, w e can find a suitably 
small building block. In the irregular case, we considered two ways of finding the 
jigsaw pieces and showed that one such method can be used to give considerable 
tim e savings in IFS's whose jigsaw pieces contain a relatively large num ber of 
attractor points. We also saw that this method produced better results than those 
previously achieved for certain IFS's with (semi)-regular jigsaws.
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For cases where this m ethod was not applicable, we m oved on to look at various 
w ays of approxim ating irregular m aps in order to find a m ap w ith  a (semi)- 
regular jigsaw  w hich does not alter the attractor of the IFS beyond some 
acceptable level. We showed that approxim ation is feasible when at least one 
entry of the IFS code is equal to zero, and also in cases where the m ap consists of 
coordinate scaling followed by rotation by a m ultiple of 71 / 4, bu t not in cases 
w here the rotation angle is not a multiple of 71 / 4 . W here approxim ation was 
feasible, we show ed that the m ethods described earlier could be applied to the 
new  m ap, resulting in improvement in the time taken to produce the attractor by 
the GA.
Finally, we noted that, by applying relevant m ethods, we are able to at least 
partially improve the performance of the Graphical Algorithm for each of our fifty 
IFS's - further details are given in the Appendix.
Looking to the future, it may be possible to further im prove the performance of 
the G raphical A lgorithm  in cases where the jigsaws are either already semi­
regular, or can be m ade semi-regular by approximation, by altering the w ay in 
which new  points are calculated. Currently, we calculate the reference point in the 
reduced jigsaw using the com puter operations div and m od, and then calculate 
the point to be plotted by applying the map. However, this essentially means that 
we calculate a new  point twice - when in fact once may suffice. As an example, we 
consider map 1 of the Sierpinski Gasket, given by w(x, y) = (0.5x, 0.5y). As we saw 
in C hapter 5, w hen a point (x, y ) is chosen from the store, we check to see if 
((x + 1) div 2 , (y + 1) div 2) is set in the reduced jigsaw and apply w  if and only if it 
is false. H ow ever, the reference po in t is set if and  only  if the p o in t 
(0 .5x, 0 .5y) = (x div 2 , y div 2) is lit in the attractor - and thus we could simply 
check if (x div 2 , y div 2) is lit, lighting it if it isn't and m oving onto the next m ap if 
it is.
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This m ethod w ould clearly reduce the am ount of calculation required, and also 
rem ove the need to store the jigsaws separately from the attractor - which we 
w ould expect to lead to further time savings. Note, however, that in m ost cases 
finding the equivalent map w hich uses only div and m od will not be such a 
sim ple process. Thus, although this m ethod has potential, it requires m ore 
research.
It is also hoped that a m ethod could be found which w ould allow us to make use 
of those irregular jigsaws which cannot currently be dealt w ith  - perhaps by 
developing the ScanRows procedure described in C hapter 7. Such a m ethod 
w ould enable us to use jigsaws for each of the N  m aps of any Iterated Function 
System in order to im prove the perform ance of the G raphical A lgorithm . 
H ow ever, as we saw in Chapters 7 and 8 , this m ay prove to be extrem ely 
challenging.
Ultimately, we w ould like to develop a program  which uses only the IFS code to 
determ ine how  to im prove the performance of the GA for a given IFS. Such a 
program  w ould need to
1. Determ ine how  m any distinct jigsaws are required, grouping together 
those maps whose jigsaws are identical.
2. M ake use of the Theorems of Chapter 4 to determ ine if the pieces are 
rectangular, or if they contain bridges an d /o r gaps.
3. Find the dim ensions of the smallest building block and decide if the 
jigsaw is (semi)-regular based on these dimensions.
4. Find suitable reduction schemes for (semi)-regular jigsaws.
5. Determ ine w hether approximation is feasible for any jigsaws of the IFS 
which are irregular and find suitable approximations in such cases.
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Clearly the processes described w ould need to perform ed as quickly as possible, 
and it seems likely that, for IFS's such as those described in this thesis whose 
attractors contain few points, this integrated program  w ould be essentially slower 
than the original Graphical Algorithm. However, in practical applications, IFS's 
consist of hundreds of m aps and their attractors contain m any thousands of 
points. In such cases the original GA would appear to be im practical - bu t an 
im proved version m aking use of all knowledge about jigsaws m ay be able to 
produce approximations to the attractor in a fraction of the original time.
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Below we give the codes of our fifty IFS's, together w ith  which of our m ethods 
apply to which map. All values in the codes should be divided by 1000 to obtain 
the code entries correct to three decimal places, although w herever possible we 
use fractions in place of their decimal equivalents (e.g. those given by 333 and 667 
represent V 3 and 2 /3  respectively and so on). Further, in the codes of m aps 3 and 
4 of the Von Koch Curve, we use an approximation to V3 to allow us to give b and 
c in this form - in practice we revert to using ^3/6  hi place of 0.289.
Following each m ap we give a code which states which of our m ethods may be 
used to im prove the performance of the Graphical Algorithm  for this map. The 
key is as follows:
R = regular SR = semi regular A = by approximation 
while a dash means that the map camiot be reasonably im proved by our methods. 
Thus a m ap m arked SRA can be made semi regular by approximation and so on.
The Codes of the Fifty Iterated Function Systems
3D Wire Barnsley Fern Dragon
500 500 0 500 0 0 R 000160 0 0 SRA 500 500 -500 500 0 0 SR
500 0 0 500 -500 500 R 849 37 -37 849 0 1600 - -500 500 -500 -500 1000 0 SR
500 0 0 500 500 -500 R 197 -257 226 223 0 1600 - Eiffel Tower
4 Fold Crystal -150 283 260 238 0 440 - 500 0 0 300 0 0 SR
255 0 0 255 373 671 SRA Barnsley's Frizzy 500 0 0 300 500 0 SR
255 0 0 255 115 223 SRA 500 0 0 750 640 0 SR 500 0 0 700 250 300 SR
255 0 0 255 631 223 SRA 260 -500 230 570 1630 100 - Face
37 -642 642 37 636 -6 - 260 500 -230 570 280 690 - 460 460 -460 460 300 300 SRA
5 Fold Crystal Castle 460 -460 460 460 -300 300 SRA
382 0 0 382 307 619 SRA 500 0 0 500 0 0 R 500 0 0 100 0 -150 R
382 0 0 382 603 404 SRA 500 0 0 500 500 0 R Fish
382 0 0 38214 404 SRA 500 0 0 500 0 500 R 525 99 0 734 -65 127 SRA382 0 0 382 125 60 SRA 400 0 0 400 600 500 SR 408119-144 396 352 532
382 0 0 382 492 60 SRA Comet's Tail 268 0 0 379 345 125 SRA
Alt. Square 594 0 0 594 444 -39 SRA 273 0 0 379 491 307 SRA
450 0 0 450 0 0 SR 500 -506 0 500 493 554 SRA 322 -98 273 216 546 5 -
450 0 0 450 0 500 SR 500 0 -492 500 -46 491 SRA 97 220 -107 261 714 469 -
450 0 0 450 500 0 SR Crab 98 222 88 -247 728 444 -
450 0 0 450 500 500 SR 500 200 0 500 0 0 SR -357-205 92 -178 618 150 -
-500 0 200 500 1000 0 SR 17 423 -267 -14 203 967 -
500 200 0 -500 0 1000 SR
-500 0 -200 -500 1000 1000 SR
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.../The Codes of the Fifty IFS's Continued.
Flamboyant Crown
-250 0 0 500 0 0 R
500 0 0 500 -250 500 R
-250 0 0 -250 250 1000 R
500 0 0 500 0 750 R
500 0 0 -250 500 1250 R
Girders
333 0 0 333 0 0 R
333 0 0 333 0 333 R
333 0 0 333 0 667 R
333 0 0 333 333 333 R
333 0 0 333 667 0 R
333 0 0 333 667 333 R
333 0 0 333 667 667 R
Grabber
460 460 -460 460 300 300 SRA
460 -460 460 460 -300 300 SRA
Hex
400 0 0 400 0 300 SR
400 0 0 400 520 0 SR
400 0 0 400 520 600 SR
400 0 0 400 693 300 SR
400 0 0 400 173 0 SR
400 0 0 400 173 600 SR
Kite
333 0 0 500 0 500 R
333 0 0 500 0 -500 R
0 -500 333 0 500 0 R
0 -500 333 0 -500 0 R
Koch Snowflake
333 0 0 333 0 667 R
333 0 0 333 0 -667 R
333 0 0 333 577 333 R
333 0 0 333 -577 333 R
333 0 0 333 577 -333 R
333 0 0 333 -577 -333 R
Leaf
0 0 0 278 -47 172 RA
525 20 6 786 -17 2170 -
201 -241 385 365 49 1620 -
-142 235 377 393 -191 1300 -
Leaf Outline
500 0 0 500 250 500 R
176 250 -700 433 547 500 -
176 -250 700 433 284 -187 -
Levy Curve
500 -500 500 500 0 0 SR
500 500 -500 500 500 500 SR
Line
500 0 0 500 5050 5050 R
500 0 0 500 -50 -50 R
Maple Leaf
500 0 0 759 0 542 SRA
1 0 0 272 0 0 SRA
438 398 -87 492 -2 428 -
-438 -398 -87 492 -4 434 -
Mutant
500 500 500 0 0 0 R
0 500 500 500 0 0 R
500 -500 -500 0 500 500 R
0 -500 -500 500 1000 500 R
Part of a Crystal
-500 0 0 -500 1600 1600 R
0 500 500 0 0 0 R
500 0 0 500 0 800 R
Peano Curve
333 0 0 333 0 0 R
0 -333 333 0 333 0 R
333 0 0 333 333 333 R
0 333 -333 0 667 333 R
-333 0 0 -333 667 0 R
0 333-333 0 333 0 R
333 0 0 333 333 -333 R
0-333 333 0 667-333 R
333 0 0 333 667 0 R
Pine Tree
798 0 0 833 98 169 SRA
-132 -367 399 -141 500 181 -
100 404 408 -100 365 158
49 0 0 333 399 10 SRA
Pseudo Plant
805 40 -42 766 99 2380
226 -244 0 549 187 657 SRA
-260 281 0 447 149 793 SRA
182 0 0 500 71 -219 SRA
Sierpinski Carpet
333 0 0 333 0 0 R
333 0 0 333 333 0 R
333 0 0 333 667 0 R
333 0 0 333 0 333 R
333 0 0 333 667 333 R
333 0 0 333 0 667 R
333 0 0 333 333 667 R
333 0 0 333 667 667 R
Sierpinski Gasket
500 0 0 500 0 0 R
500 0 0 500 500 0 R
500 0 0 500 0 500 R
Sierpinski Peak
500 0 506 500 -48 -306 RA
500 0 -506 500 559 200 RA
500 0 0 500 269 557 R
198 0 0 244 402 -75 SRA
Sierpinski Twist
0 500-500 0 0 500 R
500 0 0 500 500 0 R
500 0 0 500 500 500 R
Sleepy Hollow
500 0 250 500 0 0 SR
500 0 250 500 500 250 SR
500 0 -250 500 500 250 SR
500 0 -250 500 0 500 SR
Spider’s Web
500 0 0 -500 250 500 R
500 492 0 500 250 500 SRA
500 -492 0 500 250 500 SRA
Square
500 0 0 500 0 0 R
500 0 0 500 500 0 R
500 0 0 500 0 500 R
500 0 0 500 500 500 R
Square Flake
333 0 0 333 0 0 R
333 0 0 333 667 0 R
333 0 0 333 667 667 R
333 0 0 333 0 667 R
333 0 0 333 333 333 R
Square Plant
667 0 0 667 0 0 SR
300 0 0 300 0 700 SR
300 0 0 300 700 0 SR
300 0 0 300 700 700 SR
Square Snowflake
-500 0 0 -500 1000 1000 R
500 0 0 -500 01000 R
-500 0 0 500 1000 0 R
Talcagi Function
500 0 500 500 0 0 R
500 0 -500 500 500 500 R
Ttgg 1
195 -488 344 443 443 245
462 414 -252 361 251 569 -
-58 -70 453 -111 598 97 -
-35 -70 -469 -22 488 507 -
-637 0 0 501 856 251 SRA
Tree 2
459 -226 73 602 -2 319
343 376 -203 546 -22 330 -
136 503 -313 138 -20 217 -
253 -490 308 350 -7198 -
66 0 0 479 -15 -24 SRA
Tree 3
0 0 0 500 0 0 R
420 -420 420 420 0 200 SRA
420 420 -420 420 0 200 SRA
100 0 0 100 0 200 R
Tree Trunk
500 200 0 500 0 0 SR
500 -200 0 500 500 0 SR
500 -250 0 500 250 500 SR
500 250 0 500 250 500 SR
Triangle Crab
700 200 200 500 0 0 SR
500 0 0 500 600 250 R
700 200 -200 -500 0 1000 SR
Twin Xmas Tree
0 -500 500 0 500 0 R
0 500 -500 0 500 500 R
500 0 0 500 250 500 R
Von Koch Curve
333 0 0 333 0 0 R
333 0 0 333 667 0 R
167 -289 289 167 333 0 -
-167 289 289167 667 0 -
Wheat
500 0 0 500 400 400 R
500 0 500 500 100 0 R
500 500 0 500 0 100 R
625 20 624 20 1 1 -
Whirl
0 -500 500 0 500 0 R
0 500 -500 0 500 500 R
500 -500 0 500 500 500 R
Wire
500 250 0 500 0 0 SR
500 -250 0 500 500 0 SR
227 -146 0 492 400 504 SRA
224 152 0 500 414 504 SRA
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