Low-rank methods for semidefinite programming (SDP) have gained considerable popularity, especially in machine learning applications. Their analyses often assume the use of determinant-based regularisers, which are rarely implemented, due to the run-time cubic in the dimension in conventional implementations of the computation of their gradient. We extend the convergence analyses of low-rank methods to a wide class of regularisers. Further, we show that the gradient of a well-known regulariser can be computed in time linear in the dimension, which makes the regularisation practical. Our results are illustrated on the Max-Cut SDP relaxation.
Introduction
Semidefinite programming (SDP) is the following conic optimisation problem:
subject to g j (tr(W C j )) ≤ 0, j ∈ J.
where W ∈ S n + denotes that n × n matrix variable W is symmetric positive semidefinite, I, J are finite index sets, and each f i and g j are convex functions R n×n → R and C j ∈ R n×n and S i ∈ R n×n are constant matrices. We refer to Wolkowicz et al. (2000) ; Anjos & Lasserre (2011) for excellent overviews.
There are too many applications of semidefinite programming (SDP) to present a representative sample, but we should like to highlight two applications, where low-rank solutions W are of particular interest. In polynomial optimisation Lasserre (2015) with underlying graph structure, the rank at the optimum of the basic relaxation is bounded from above by treewidth of the underlying graph, which is a measure of its sparsity Madani et al. (2014) , plus one. Further, as explained by Mareček & Takáč (2017) , when rank-1 solution W is not available, it is often sufficient to certify that the optimum is not rank-1, before a stronger (SDP) relaxation is constructed and solved. In Max-Cut, which is the simplest example of polynomial optimisation allowing for non-convexity, and also perhaps the single best-known SDP relaxation Poljak & Rendl (1994) ; Laurent & Poljak (1995) ; Goemans & Williamson (1995) overall, with numerous applications in computer vision Torr (2003) and maximum a posteriori estimates of random fields Mudigonda et al. (2008) , rank-1 solutions are sought. When solutions of higher rank are obtained, randomised rounding of Goemans & Williamson (1995) is usually used to project higher-rank solutions onto the sub-space of rank-1 matrices.
There are many approaches to solving SDPs. Naturally, one can consider the problem (SDP) in the original dimension of n × n. The problem (SDP) is often reparametrised to a matrix problem of dimension n × r, r n, i.e., instead of W ∈ R n×n , one considers RR ∈ R n×n for R ∈ R n×r , which is known as the Burer & Monteiro (2005) method. The problem (SDP) also allows a reparametrisation to a vector problem of dimension n(n − 1)/2 considering the upper triangular part of the matrix W Pogodin et al. (2017) .
Across the three parametrisations, one can consider first-and second-order methods. Within second-order methods, primal-dual interior-point methods considering the − log det (W + εI) barrier are the most common. Notice that the barrier is convex, and hence the analysis is straightforward Lemon et al. (2016) . Within first-order methods, the augmented lagrangian approach Powell (1978) ; Conn et al. (1991) is often combined with the Burer & Monteiro (2005) method. In the analyses, starting with Section 5 of Burer & Monteiro (2005) , one usually considers det(RR ), similarly to the second-order methods. In practice, however, the regularisers are often ignored, as it is believed that their computation is too demanding.
In this paper, we show
• convergence properties of optimisation methods employing a wide class of regularisation functions that promote low-rank solutions
• linear-time algorithms for computing the gradient of the log det barrier, one a particular regularisation function that promotes low-rank solutions, of an SDP relaxation of a polynomial optimisation problem
• computational results on the Max-Cut SDP relaxation, which improve considerably upon the results obtained by interior-point methods and randomised rounding on instances from the BiqMac benchmark.
This allows for both well-performing and easy-to-analyse low-rank methods for (SDP)s coming from polynomial and combinatorial optimisation.
Regularisers: Definitions and Related Work
First, let us define our notion of a regulariser formally and explain related work on first-order methods for semidefinite programming.
Assumption 1. Let us assume that the (SDP) has an optimum solution with a rank r.
Let us consider the following proxy problem:
where q > r and R q,λ (X) satisfies:
Definition 1 (Regulariser). Consider integers q ≤ q and multiplier λ ∈ R. A function R q,λ (X) : R n×n → R is a regularisation function that promotes low-rank solutions if:
If such a function is strict, we also assume that (1) q = q and (2) if rank(X) < q then R q,λ (X) = 0, ∀λ.
We use "regulariser" instead of regularisation function that promotes low-rank solutions, where there is no risk of confusion.
This notion of a regulariser is rather wide. When multiplied by λ, determinant is a prime example. One may also consider functions of the following quasi-norms:
1. the nuclear norm:
where σ i is the i-th singular value Lemon et al. (2016) . The norm is also known as trace norm, Schatten 1-norm, and Ky Fan norm. As shown by Srebro et al. (2005) , in Burer & Monteiro (2005) method, one can benefit from a bi-Frobenius reformulation:
There are also truncated Hu et al. (2013) and capped variants Sun et al. (2013) .
2. Schatten-p quasi-norm for p ∈ Q + :
where σ i (X) denotes the i-th singular value of X. Cf. Watrous (2009) .
3. a smoothed variant of Schatten-p quasi-norm by Pogodin et al. (2017) for p, ∈ Q + :
4. tri-trace quasi-norm of Shang et al. (2016b) :
which is also the Schatten-1/3 quasi-norm.
5. bi-nuclear (BiN) quasi-norm of Shang et al. (2016a Shang et al. ( ,b, 2018 :
which is also Schatten-1/2 quasi-norm.
6. Frobenius/nuclear quasi-norm of Shang et al. (2016a Shang et al. ( , 2018 :
which is also Schatten-2/3 quasi-norm.
Sadly, even recent book-length treatments of low-rank semidefinite programming Lemon et al. (2016) mention only the nuclear norm.
We should also like to remark that there has been a considerable interest in analyses of low-rank approaches without any regularisation, especially in matrix-completion applications. Much of the analyses go back to the work of Keshavan et al. (2010) . 
Exact Recovery
Let us now present a unified view of the regularisers and their properties: Lemma 1. For any > 0, any of:
2. λσ q (X), where σ i (X) denotes the i-th singular value of X 3. λ max 0,
is a regularisation function that promotes low-rank solutions. Moreover, (1.) and (2.) are strict.
Proof. Sketch. (1.) The proof is by simple algebra. (2.) If σ q (X) is 0, we know the rank is q − 1 or less. Otherwise, in the large limit of λ, the value of the regularisers goes to infinity, and hence q = q. (3.) First, consider the case where all non-zero singular values are equal. In that case, X * /σ min (X) = rank(X) and subtracting q results either in a non-positive number when the rank is less than q, and a positive number otherwise. In case the singular values are non-equal, X * /σ min (X) provides an upper bound on the rank of X, which can be improved as suggested. The use of an upper bound results in the value of the regulariser going off to infinity for values between q and q in the large limit of λ.
Considering the elementary fact for two matrix norms · α and · β · β , we have some s, t, such that:
we can also derive regularisers based on other matrix norms. Therein, as well as in regulariser (3.) in Lemma 1, we have non-smooth functions, but taking of a maximum of a number and zero has a well-studied sub-differential Rockafellar (1981) . Further, the smallest singular value can be bounded from above by the minimum of the rowwise and column-wise Euclidean norms as in Theorem 5 of Qi (1984) :
Considering q and the minimum of the row-wise and column-wise norms are constants, and disregarding the differences in multiplier λ required, this is similar in effect to using the norm on its own. Crucially, under mild assumptions, any regulariser allows for the recovery of the optimum of a feasible instance of (SDP) from the iterations of an algorithm on the non-convex problem in variable R ∈ R n×r , such as in the Burer & Monteiro (2005) method:
Theorem 2. Assume that we solve the proxy problem (1) iteratively and R q,λ (X) is a strict regularisation function that promotes low-rank solutions. In each iteration, if the R q,λ (X) = 0, we increase λ (e.g. set λ t+1 = uλ t with u > 1 be some fixed parameter). Furthermore, let us assume that the solution which we found is denoted bỹ X q with rank(X q ) = q < q. Let us also denoteX q ∈ R n×q some factorization of X qX q (such factorization exists because rank(X q ) = q ). Also assume that we have an optimal solution of (SDP) has an optimal solution W * with a rank(
is a local minimum of P q +r+1,λ then (X q )X q is a global solution of (SDP).
Proof. Let us define a family of matrices for τ ∈ [0, 1] as follows
where (X * ) (X * ) is some factorization of W * with X * ∈ R n×r .
Note, that it is easy to see that ∀τ , we have rank(X(τ )) < r + q + 1 and hence ∀λ, τ : R q +r+1,λ (X(τ )) = 0. Now, assume the contradiction, i.e., X q +r+1 is a local optimum solution butX q is not global solution. Now, we show that ∀τ ∈ [0, 1], X(τ ) is feasible solution. Indeed, for any j ∈ J we have
We just showed that each X(τ ), τ ∈ [0, 1] is feasible point. Now, let us compute the objective value at this point. For all τ ∈ [0, 1] we have:
which is a contradiction with the assumption thatX q is a local optimum.
While Theorem 2 essentially proves exact recovery for a large class of iterative algorithms, it may be useful to specialise the result to the Burer & Monteiro (2005) method. There, we consider an augmented Lagrangian in solving P q,λ (1):
The general outline is presented in Algorithm 1. One can specialise the exactrecovery result to this algorithm as follows:
Corollary 3. Consider Algorithm 1 with R q,λ (X) that is a strict regularisation function that promotes low-rank solutions. There exist q, λ such that for all feasible instances of SDP, every accumulation point of R k R k is an optimum of SDP.
Proof. The proof essentially follows from Theorem 2 and Theorem 3.3 of Burer & Monteiro (2005) , which considers Algorithm 1 without any regulariser R. One can rephrase Theorem 3.3 to show that if R k is a bounded sequence such that:
Algorithm 1 Low-rank method of Burer & Monteiro (2005) with regulariser R q,λ (X) and updating of λ Require: R ∈ R n×r , multiplier σ 1 and multiplier update γ > 1, specification of a regulariser R q,λ (X) and the multiplier update u > 0
else 13:
end if 17: until a stopping criterion is met 18: return RR C 2 : lim k→∞ ∇L(R k ) = 0
every accumulation point of R k R k is an optimal solution of SDP. The satisfaction of C 1 is assured by the feasibility of the instance and having lim k→∞ σ k → ∞, the satisfaction of C 2 -C 3 is the same as in Burer & Monteiro (2005) , and C 4 is based on Theorem 2 on the rank of the limit point and Lemma 3.2 of Burer & Monteiro (2005) on the existence of a trajectory with these properties, assuming the rank of the limit point. One can remove the requirement on the sequence to be bounded by Theorem 5.4 of Burer & Monteiro (2005) .
While the results above suggest that the the regularisers have much in common, in the following two sections, we show that the (per-iteration) computational complexity of computing the gradient of these regularisers varies widely.
Algorithm 2 Gradient of − log det(X) for an SDP relaxation of a (POP). 
An Efficient Implementation
Let us now consider SDP relaxations derived from polynomial optimisation problem:
where f (x) and g j are degree-d n-variate polynomials. We refer to Lasserre (2015) for an exposition of polynomial optimisation, including the derivation of the SDP relaxations. Notice, however, that this encompasses also most of the SDPs in combinatorial optimisation, such as Max-Cut. In SDP relaxations of (POP), each iteration will have the computation of the gradient of the regulariser as a bottleneck. Albeit perhaps not obviously so, any (POP) can be translated Mevissen & Kojima (2010) to a quadratically-constrained quadratic problem (QCQP). The augmented Lagrangian of a QCQP is a polynomial of degree 4, whose coordinate-wise gradient is a degree-3 univariate polynomial, whose roots can be enumerated in constant time. Without any regularisers, one can hence employ a coordinate-descent algorithm of Mareček & Takáč (2017) with a constant-time step.
Crucially, however, one can remove the bottleneck of the computation of the gradient of the regulariser in SDP relaxations of (POP):
Theorem 4. Consider − log det(X) in the case of an SDP relaxation of a (POP). After some pre-processing independent of X, the gradient of − log det(X) can be computed in O(n 2 ) arithmetic operations for an n × n matrix X with n 2 elements. This can be improved to O(n) arithmetic operations for RR for R ∈ R n×1 .
Proof. Sketch. In an appendix, we develop the theory showing that the gradient is:
for some matrix P, whose dimension is independent of n.
We can compute P P T diag(X)P −1 P T as a product of L −1 P and its transpose, which in turn can be obtained by triangular solves, as suggested in Algorithm 2. The proof relies on the work of Nesterov (2000); Lofberg & Parrilo (2004) ; Papp (2017) , who have studied the use of the interpolant-basis representation in polynomial optimisation.
Computational Illustrations
In our computational experiments, we focus on binary quadratic maximisation problems of the form min
which is the simplest and best understood case of polynomial optimisation (POP), which allows for non-convexity. We refer to Torr (2003) ; Mudigonda et al. (2008) for an extensive discussion of the applications across computer vision and maximum a posteriori estimates of (general discrete) random fields. In the approach of Burer & Monteiro (2005) , one has
with r bounded from above by √ 2n. An augmented Lagrangian L(X, y) of the Problem 14 for a dual variable y is
where ∆ = A(RR ) − b, and A(R) i = X ii , 1 ≤ i ≤ n. Thus we wish to solve:
We consider both Algorithm 1, which updates λ, as well as Algorithm 3, which does use a fixed λ throughout. In both variants, we generate the initial R ∈ R n×k , k = √ 2n , randomly and initialise the dual variables y 0 to a zero vector. The updates to multipliers are given by γ = 4, σ 1 = 1, and η = 0.25. The minimisation of the regularised problem (15) is performed within the tolerance of 10 −3
, for a number of regularisers. For the log det barrier and smoothed Schatten-p quasi-norm, we use = 10 −5
. The stopping criterion for Algorithm 3 is the sum of all eigenvalues except the largest one being less than 10 . In all our experiments, Algorithm 3 requires no more than 35 iterations until convergence to rank one solution. Both variants are implemented in Matlab and leave space for further improvements in efficiency. For comparison, we also present results of SeDuMi by Sturm (1999) , a well-known interior-point method (IPM), which we call via cvx of Grant et al. (2008) .
First, let us illustrate the commonalities across the regularisers on a well-known family of Erdős-Rényi random graphs G(n, p) Gilbert (1959) . Figures 1, 2 , and 3 illustrate the dependence of the minimal fixed value of λ required in Algorithm 3 to obtain rank-1 solution with the number n of vertices of G(n, 0.2), G(n, 0.4), and G(n, 5/n), respectively, for which we construct the SDP relaxation. The log det barrier and the smoothed Schatten-1/2 quasi-norm allow for efficient rank minimization, while we not gain any significant improvements by using the nuclear norm X * regulariser. In particular, for the log det regularisers and Schatten-1/2 quasi-norm, the growth of the multiplier λ appears linear (!) in the number of vertices. It appears that for the Algorithm 3 Low-rank method of Burer & Monteiro (2005) with regulariser R q,λ (X) and fixed λ Require: R ∈ R n×r , multiplier σ 1 and multiplier update γ > 1, specification of a regulariser R q,λ (X)
v k+1 ← v smoothed Schatten-p quasi-norm significant deviations of p from 1/2 lead to superlinear dependence of the multiplier λ in the problem dimension, and consequently poor rank-1 solutions. Next, let us consider the benefits of the regularisers. Table 1 presents computational results over a number of instances from the Biq Mac collection Rendl et al. (2010) , a benchmark. In solving the regularised problem (15), we have used the Schatten-1/2 quasi-norm as a regulariser to obtain solutions that are substantially better than any of 100 independent randomized roundings Goemans & Williamson (1995) semi-definite relaxation obtained using the IPM, in terms of the cuts obtained. For completeness, we also list the least value of multiplier λ, such that a rank one solution is found, and the rank of the solution obtained by the IPM. Table 2 summarises the accuracy and time complexity of the proposed algorithm compared to the IPM for the SDP relaxations on Biq Mac 1 instances. It appears that for most of the aforementioned instances we have tested on, our algorithm gives about 5% gain with respect to 100 randomized roundings Goemans & Williamson (1995) of the solution provided by the IPM.
To get some intuition for this behavior, notice that for well-conditioned SDPs, there may be multiple optima with varying rank. IPM for SDP are known to produce W of the maximum available rank Pataki (1998) Table 1 : Results of numerical experiments on the Max-Cut SDP for well-known graphs on n = 250 vertices in the BiqMac collection. A cut corresponding to the SDP solution obtained by an interior-point method (IPM) is given as the best over 100 independent roundings of the solution.
1 produce optima of the least rank possible, and results of Algorithm 3 are presented with the least λ sufficient for a rank one solution.
In Table 3 we gather the results on time complexity of the proposed algorithms compared to the Biq Crunch method of Krislock et al. (2014) to solve the aforementioned instances to the optimality. While our approach is guaranteed to solve the problem to the local optimality only (Cf. Theorem 2 for the details), it is more favorable from computational perspective.
Conclusions
We have presented a unified view of regularisers applicable in the Burer & Monteiro (2005) method for semidefinite programming. In both theory and computational illustrations, we have shown similarities in their behaviour. Possibly, one could derive further regularisers that would fit within the framework, e.g., sparse variants of pseudoinverses Fuentes et al. (2016) and variants Hu et al. (2013) ; Sun et al. (2013) of the nuclear norm.
We have also presented linear-time algorithms for the computation of the gradient of log det barrier, which has been a computational bottleneck in both first-and second-order methods for semmidefinite programming. One may hope to develop linear-time algorithms for the computation of gradients of further regularisers, such as that of the nuclear norm. The investigation of the corresponding algorithms for the Hessian and the correspondingly faster second-order methods possible, is perhaps the most important question for future work. These could change the state of the art in both semidefinite programming and its applications, such as matrix completion in collaborative filtering, segmentation in computer vision Torr (2003) , and maximum a posteriori estimates in random fields Mudigonda et al. (2008) (6) 25.03 25290 24005 be250 (7) 25.54 25927 24437 be250 (8) 18.11 25464 24326 be250 (9) 21.16 27243 25034 be250 (10) 21.03 26800 25781 be100 (1) 5.04 5438 5587 be100 (2) 6.12 6322 6114 be100 (3) 4.06 6524 6392 be100 (4) 6.01 5984 5949 be100 (5) 3.85 5926 5850 be100 (6) 4.12 6150 6076 be100 (7) 4.77 6099 6011 be100 (8) 4.91 6521 6426 be100 (9) 3.97 6017 5806 be100 (10) 4 
A Proof of Theorem 4
Traditionally, polynomial optimisation Lasserre (2015) translates reasoning about (POP) to reasoning about non-negative n-variate polynomials, which is in turn translated to reasoning about n-variate sum-of-squares polynomials, which is in turn translated to reasoning about a semidefinite programming problem. In this proof, we build upon the work of Nesterov (2000); Lofberg & Parrilo (2004) ; Papp (2017) , who have studied the use of the so called interpolant basis representation in polynomial optimisation. Therein, the reasoning about (POP) is translated to the same reasoning about non-negative n-variate polynomials, which is translated to reasoning about a different semidefinite programming problem. We exploit this alternative representation to derive efficient algorithms for the computation of our log det regulariser, but we need to introduce a considerable amount of notation to do so precisely. First, let us recall some definitions from approximation theory Trefethen (2013) . For a linear space V of n-variate polynomials, a finite set of points is its unisolvent, if every polynomial in V is uniquely determined by its function values at these points. For univariate polynomials over reals, a set of k + 1 distinct points uniquely determines a polynomial degree k: two points determine a line and three points determine a parabola, for example. This is no longer the case for n ≥ 2, but it is clear that one can representing degree-2d polynomials with their values at prescribed interpolation points, providing an alternative representation.
A Lagrange polynomial P (x) that passes through the n points
To quote a simple example from Wikipedia, consider the interpolation of x 2 based on points (0, 1), (2, 4), (3, 9). The polynomial is:
which is x 2 , indeed. We refer to the standard textbook of Trefethen (2013) for details. In the construction of Nesterov (2000) and Lofberg & Parrilo (2004) , one consider a set T {t 1 , t 2 , . . . , t U } ⊂ R n that is unisolvent for n-variate polynomials of degree at most 2d. The so called Lagrange basis corresponding to T is Q (q 1 , q 2 , . . . , q U ), where q u is the Lagrange polynomial that satisfies q u (t u ) = 1 and q u (t v ) = 0 for every v = u. Coefficients of any polynomial f in this Lagrange basis are hence its function values at interpolation points T .
Given any basis p of n-variate polynomials of degree at most d, with a total order on p, we have p i p j = U u=1 p i (t u )p j (t u )q u for all i, j = 1, . . . , L. Equivalently, for P (p (t u )) u=1,...,U ; =1,...,L we have pp = P T diag(q)P. One needs to notice that the operator x → P T diag(x)P satisfies the conditions of:
Proposition 5 (Nesterov (2000) , Theorem 17.1). Fix ordered bases p = (p 1 , . . . , p L ) and q = (q 1 , . . . , q U ) of n-variate polynomials of degrees at most d and 2d, respectively. Let S n be the set of n × n symmetric matrices and S n + the set of n × n symmetric positive semidefinite matrices. Let Λ : R U → S L be the unique linear mapping satisfying Λ(q) = pp T , and let Λ * denote its adjoint. Then s is a non-negative n-variate polynomial of degree at most 2d if and only if there exists a matrix S ∈ S L + satisfying s = Λ * (S). Additionally, the cone Σ * n,2d dual to the cone of non-negative n-variate polynomials of degree at most 2d admits the characterisation Σ * n,2d
Due to the uniqueness of Λ in Proposition 5, we have Λ(x) = P T diag(x)P, and hence
This shows that the Σ * n,2d can be characterised as a U -dimensional linear slice of the cone of L × L positive semidefinite matrices. Its dual Σ n,2d is then a linear image of the same positive semidefinite cone.
As in Papp (2017) , one can introduce rank-1 matrices E u = p(t u )p(t u ) and consider Λ(x) = 
We see that the gradient is:
where P P T diag(x)P −1 P T is a product of L −1 P and its transpose, which in turn can be obtained by triangular solves from the Cholesky factor L of P T diag(x)P.
