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Chapter 13
Multi-objective Using NSGA-2
for Enhancing the Consistency-Matrix
Abba Suganda Girsang, Sfenrianto and Jarot S. Suroso
Abstract The problem of consistencymatrix inAnalytic Hierarchy Process (AHP) is
an interesting issue. For achieving consistency in the inconsistent matrix, researchers
usually change the consistent ratio (CR) and the deviation matrix. The pursuit of a
minimal CR is important, since this index directly measures the consistency matrix in
the AHP.While the deviation matrix should be minimal such that the original opinion
of the decision makes is preserved. Ideally, the both value of CR and deviation matrix
should be minimal. However, in fact those two objectives will be conflicted if both of
them are optimized simultaneously. Therefore, a non-dominated Sorting Genetic
Algorithm-2 (NSGA-2) for solving the multi-objective problems is considered as an
appropriate approach for solving this problem. Six inconsistent AHP matrices are
successfully repaired using NSGA-2.
Keywords AHP  Consistent ratio  Genetic algorithm  NSGA-2
13.1 Introduction
In solving multi criteria decision making (MCDM), the analytic hierarchy process
(AHP) is a decision making tool to obtain a priority alternative. In AHP, a com-
parison matrix is generated to reveal the opinion of decision makers (DMs) [1–4].
One of the interesting issues of comparison matrix in AHP is the consistency. AHP
matrix can be used if it satisﬁes the consistency requirement. This issue takes
A.S. Girsang (&)
Master Information Technology, Bina Nusantara University, Jakarta, Indonesia
e-mail: agirsang@binus.edu
Sfenrianto  J.S. Suroso
Master Management Information System, Bina Nusantara University, Jakarta, Indonesia
e-mail: sfenrianto@binus.edu
J.S. Suroso
e-mail: jsembodo@binus.edu
© Springer Science+Business Media Singapore 2016
F. Pasila et al. (eds.), Proceedings of Second International Conference
on Electrical Systems, Technology and Information 2015 (ICESTI 2015),
Lecture Notes in Electrical Engineering 365, DOI 10.1007/978-981-287-988-2_13
123
attention for researchers to alleviate the inconsistency of pairwise comparison
preference.
In a single objective problem, some researches use metaheuristic algorithm to
solve the inconsistent matrix problem. Lin et al. [5] used genetic algorithm to solve
the inconsistent in the comparison matrix. Yang et al. [6] continues this research to
solve the inconsistent comparison matrix by combining particle swarm optimization
PSO and Taguchi method. Girsang et al. [3, 4] used ant colony optimization to
solve the inconsistent matrix. Although those metaheuristic methods are success-
fully solved that problem, the variations of the implemented metaheuristic, is rarely
achieved. Girsang et al. [7] implemented multi-objective approach using PSO to
solve this problem. Implementing NSGA-2 as one of the algorithm using genetic
algorithm is interesting research in this area.
13.2 Multi-objective for Repairing the Inconsistent Matrix
The main purpose of multi-objective algorithm is to ﬁnd a set of solutions which
optimally balances the weakness among objectives of a multi-objective problems
[8]. This problem uses two functions objective (F1 and F2) to point out each
objective. The ﬁrst objective is to minimize CR as shown Eq. (13.1). In order to
obtain the consistent comparison matrix, the threshold CR must be less than 0.1.
Min F1 ¼ CR
0\F1\ 0:1:
ð13:1Þ
Saaty [1] deﬁned the threshold of CR is 0.1. Suppose the CR is deﬁned in
Eqs. (13.2)–(13.4).
AW ¼ kmax W ; ð13:2Þ
CI ¼ kmax  nð Þ= n 1ð Þ; ð13:3Þ
CR ¼ CI=RI; ð13:4Þ
where A is a comparison matrix, λmax is the largest eigenvalue, W is the eigenvector
of the matrix.
Further, CI is consistent index, n represents number criteria or size matrix, and
RI (random consistency index) is the average index of randomly generated weights.
Value RI on each size matrices can be described on Table 13.1. Eigenvector W can
be represented as a set of the weight of each criteria of matrix A, while λ can be
represented as a set of scalar corresponding to eigenvector W as Eq. (13.2).
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The second objective is to minimize deviation matrix as shown Eq. (13.5). Di is
used to deﬁne the deviation matrix.
MinF2 ¼ Di ð13:5Þ
Difference index (Di) is deﬁned as the real difference between the same gene
values in two genotypes. Di is deﬁned in Eq. (13.6).
Di ¼
PðG0:=GÞþ ðG:=G0Þ
n2  1  1; ð13:6Þ
where Gʹ and G are row vectors comprising the lower triangular elements of the
substitute matrix Aʹ and of the original matrix A, respectively; “./” means
element-to-element division. Smaller Di indicates more similar between two
matrices. Di will be 0 if two matrices are same.
13.3 Implement Algorithm NSGA-2 for Repairing
the Matrix
The encoding of matrix can be assembled by picking all elements in the matrix.
However, due to the elements of multiplicative preference matrix have a relation
such that aij = 1/aji; aii = 1, an encoding node can only encodes the lower triangular
elements of the matrix as nodes. It can be encoded by picking row by row
sequentially in the elements of the lower triangular matrix. Take matrix A (n = 4) for
example and its encoding shown in Fig. 13.1. The number element of encode A can
be determined (n2−n/2). All elements in the inconsistent matrix should be changed
into new value to achieve the consistent matrix. The new values are generated by
fractioned from original values into several candidate values. This strategy makes
that although fraction data changes the origin value, it only changes the weight of
judgment without changing the tendency judgment.
Table 13.1 Random consistency index (RI)
Number
criteria
1 2 3 4 5 6 7 8 9 10 11
RI 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49 1.51
A =
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
1
4/1 3/1 1 8/1
5
5 83
1 3 5/1
1 5/1 4 3/1
Encode A = 5-1/4-1/3-3-5-8
Fig. 13.1 Matrix A with n = 4 and its encoding
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Second, if the origin element is 1 (neutral), the data should not be fractioned. It is
performed to maintain the neutrality of judgment. The third, each candidate value is
built from minimal to maximal based on the interval of fraction factor (ψ). The
different value ψ will set the different number of candidate values. For example, if
ψ = 0.2 then number candidate value of each element will be 40 ¼ 910:2
 
. Suppose
gr is the origin value on node r and n is the size matrix, thus GB can be described in
Eq. (13.7)
GB ¼ g1  g2  g3; . . .; gn2n
2
ð13:7Þ
Each elements of gr is fractioned into several candidate element grs. Value
s indicates the index of candidate element. The candidate element can be produced
by following the role in Eq. (13.8).
grs ¼
grs1þw; if 1\gr  9
1
1
grs1 þw
; if 1=9 gr\1
8><
>:
ð13:8Þ
There are some steps to implement NSGA-2 to repair the inconsistent matrix.
(a) Generating the populations. There are 100 populations in each generations.
Each population consists of chromosomes which represent the candidate
elements.
The candidate elements are came from fractioning the original element. In this
ﬁrst step, the candidate element is chosen randomly. Figure 13.2 shows one
sample chromosome of encoding matrix A on Fig. 13.1.
(b) Generated populations are sorted based on non-dominated which depicts the
level front. The ﬁrst front dominates the second front, and the second front
dominates the third front, and so forth.
(c) Each chromosomes as representing solution has crowding distance. Crowding
distance states the distribution solution in its front. The longer crowding
distance is more distribution solution. Therefore, the longer crowding distance
is better.
(d) To generate the parent individual, process “the tournament based selection” is
used. In this process the parent is chosen as the best ﬁtness. The better ﬁtness
is based on the small front and the long crowding distance. If there are two
solutions have the different rank front, the small rank front is chosen, however
if they have the same rank front, the longer crowded distance is chosen.
(e) Crossover is performed in process of generating two parents, PCr = 0.9
(f) Mutation is performed, PMu = 0.1
Chromosome1 4.8 1/4.8 1/ 2.2 5.2 4.8 6.4
Fig. 13.2 Chromosome1 as sample chromosome of Fig. 13.1
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13.4 Experimental Results
To see the performance of NSGA-2 in repairing some inconsistent matrix, there are
six inconsistent matrices which need to be modiﬁed as shown in Table 13.2. When
the CR is lowest (good consistent ratio), it leads to the highest (the worst) deviation,
and vice versa, as seen on Table 13.3.
However, in order to get the acceptable matrix, the CR of modiﬁed matrix is
limited below 0.1. It makes the solution consist of some relations “CR-deviation”
which can be identiﬁed as non-dominated solutions.
13.5 Conclusion
This paper presents a study to use the NSGA-2, multi-objective algorithm using
GA, to solve the inconsistent problem on comparison matrix in AHP. There are two
objectives (consistent ratio and deviation matrix) considered in rectifying the matrix
in order to be consistent. However they are conflicting in that process. This algo-
rithm offers some non-dominated solutions which are also satisﬁed the acceptable
consistent matrices. To see the performance, six inconsistent comparison matrices
with varying size are repaired by the NSGA-2. Besides repairing inconsistent
comparison matrices, the NSGA-2 also can generate some non-dominated solution
which can be classiﬁed as optimal solutions.
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