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GENERIC INJECTIVITY AND STABILITY OF INVERSE
PROBLEMS FOR CONNECTIONS
HANMING ZHOU
Abstract. We consider the nonlinear problem of determining a connection and a
Higgs field from the corresponding parallel transport along geodesics on a compact
Riemannian manifold with boundary, in any dimension. The problem can be reduced
to an integral geometry question of some attenuated geodesic ray transform through
a pseudolinearization argument. We show injectivity (up to natural obstructions)
and stability estimates for both the linear and nonlinear problems for generic simple
metrics and generic connections and Higgs fields, including the real-analytic ones.
We consider the problems on simple manifolds in order to make the exposition of the
main ideas clear and concise, many results of this paper are still true under much
weaker geometric assumptions, in particular conjugate points and trapped geodesics
are allowed and the boundary is not necessarily convex.
1. Introduction
Let (M, g) be a compact Riemannian manifold with smooth boundary ∂M , n =
dimM ≥ 2. Let A be a connection on the trivial bundle M × Ck of rank k, which
simply means that A is a k × k matrix whose entries are 1-forms on M with complex
values. We also introduce a Higgs field Φ ∈ C∞(M ;Ck×k), a complex matrix function
on M , and denote the pair (A,Φ) by A. We define the parallel transport associated
with A of a vector u0 ∈ C
k along a geodesic γ : [0, T ] → M , γ(0), γ(T ) ∈ ∂M , as the
solution of the following ODE
(1.1) u˙+A(γ, γ˙)u = 0, u(0) = u0.
Here A(γ, γ˙) = Aγ(γ˙)+Φ(γ). In the mean time, there is a fundamental matrix solution
U : [0, T ]→ GL(k,C) of (1.1) which satisfies
(1.2) U˙ +A(γ, γ˙)U = 0, U(0) = id .
It is easy to see that u(t) = U(t)u0, thus the information of the parallel transport is
encoded in the fundamental matrix U . We are interested in the inverse problem of
recovering the pair (A,Φ) on M from the information of the parallel transport at the
end point, i.e. U(T ), given there are enough geodesics γ covering the manifold.
To make the exposition of the main ideas clear and concise, in this paper we assume
that (M, g) is a simple manifold, which means that ∂M is strictly convex and the
exponential map is a diffeomorphism at any point x ∈ M . In the mean time, we can
always assume that (M, ∂M) is equipped with a real-analytic atlas (the metric g may
not be real-analytic).
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Let SM be the unit sphere bundle of M and ∂SM be its boundary, we define two
subsets of ∂SM
∂±SM := {(x, v) ∈ ∂SM : ±〈v, ν(x)〉g ≥ 0},
where ν(x) is the unit inward normal vector to ∂M at x. Given (x, v) ∈ SM , we
denote γx,v the unique maximal geodesic on M satisfying γx,v(0) = x, γ˙x,v(0) = v,
let τ(x, v) (τ−(x, v)) be the positive (negative) time the geodesic γx,v exits M . τ and
τ− are smooth in SM \ S(∂M) and continuous on SM . On the other hand, for any
(x, v) ∈ SM , there exists unique (x0, v0) ∈ ∂+SM such that γx0,v0(−τ−(x, v)) = (x, v).
Thus one can define UA : SM → GL(k,C) by
UA(x, v) = U(−τ−(x, v)),
where U is the fundamental matrix solution of (1.2) along γx0,v0 . UA satisfies the
following transport equation
XUA +AUA = 0, UA|∂+SM = id,
where X is the generating vector field of the geodesic flow. It is easy to see that UA
has the same regularity as τ .
Now we can define the scattering data associated with A
CA : ∂+SM → GL(k,C)
by CA(x, v) := UA(γx,v(τ(x, v)), γ˙x,v(τ(x, v))), or CA = UA|∂−SM in short. Our first
result is regarding the recovery of A = (A,Φ) from CA. Notice that there is a nat-
ural gauge of this problem: let p : M → GL(k,C) with p|∂M = id, then CA,Φ =
Cp−1dp+p−1Ap, p−1Φp. Define dAp := [(d + A)p,Φp], then the equality just means that
CA = Cp−1dAp. Thus one can only expect to determine A up to the gauge.
Theorem 1.1. Let M be a real-analytic simple manifold with real-analytic metric g0.
Let A0, B0 be real-analytic, there exists ǫ > 0 such that whenever there are another
metric g and pairs A = (A,Φ), B = (B,Ψ) satisfying
‖g − g0‖C4(M) ≤ ǫ, ‖A − A0‖C3(M) + ‖B − B0‖C3(M) ≤ ǫ,
(1) if CA = CB w.r.t. the metric g, then there is p : M → GL(k,C) with p|∂M = id,
such that B = p−1dAp;
(2) if ‖A0 − B0‖C2(M) ≤ ǫ and ι
∗A = ι∗B with ι : ∂M → M the canonical inclusion,
then there exists p : M → GL(k,C) with p|∂M = id such that the following stability
estimate holds w.r.t. the metric g
‖B − p−1dAp‖L2(M) ≤ C‖CB − CA‖H1(∂+SM)
for some uniform constant C > 0 which depends only on g0, A0, B0.
Notice that A0 is complex-valued, we say that A0 is real-analytic if both the real
and imaginary parts of A0 are real-analytic. ‖ · ‖Hk is the natural H
k norm for pairs,
k ≥ 0, see Section 2 for the definition.
Theorem 1.1 shows that the rigidity result (up to the natural gauge) hold for generic
simple metrics and generic connections and Higgs fields, including the real-analytic
ones. There are previous works on the determination of connections from the parallel
INVERSE PROBLEMS FOR GENERIC CONNECTIONS 3
transport along straight lines in the Euclidean spaces [34, 4, 14, 3]. Injectivity results
are valid on simple surfaces [15], simple manifolds for connections which are C1 close
to a given one with small curvature [23] and negatively curved manifolds with strictly
convex boundary [7]. Though [7] allows the existence of trapped geodesics, above
references on general manifolds all require the connections (and Higgs fields) to be
unitary. The only exception is [19] which considers manifolds of dimension ≥ 3 with
strictly convex boundary that admits a strictly convex function, in particular the last
assumption is true if the manifold has non-negative sectional curvatures. In the current
paper, we put no restrictions on the connections and Higgs fields, the dimension or the
curvatures, and the simplicity assumption indeed can be much weakened, see Remark
1.4. In particular our method also applies on simple surfaces (n = 2) to non-unitary
connections.
To prove Theorem 1.1, which is regarding a nonlinear rigidity problem, we will
reduce it to an integral geometry problem through a “linerization” of the scattering
data, which is inspired by the idea of [25] and already appeared in e.g. [15, 19]. In
particular, this motivates us to consider some type of weighted geodesic ray transforms.
Notice that the inverse of UA, denoted by WA, satisfies
XWA =WAA, WA|∂+SM = id .
Given α ∈ C∞(T ∗M,Ck) and f ∈ C∞(M,Ck), we consider the following geodesic ray
transform along γx,v, (x, v) ∈ ∂+SM
IA[α, f ](x, v) =
∫ τ(x,v)
0
WA(γx,v, γ˙x,v)
(
αγx,v(γ˙x,v) + f(γx,v)
)
dt
So IA is an attenuated geodesic ray transform with attenuation A. The natural ele-
ments of the kernel of IA are dAp with p ∈ C
∞(M,Ck), p|∂M = 0. If they consist of the
whole kernel, then we say IA is s-injective. When A = 0, i.e. WA = id, the question is
reduced to the injectivity of the usual (unweighted) geodesic ray transform of functions
or tensor fields (known as the tensor tomography problem), which has been extensively
studied. The geodesic ray transform of functions [12, 13] and 1-forms [1] are s-injective
on simple manifolds. See [16, 18] and the survey [17] for recent developments of the
tensor tomography problem on simple manifolds. Much less is known for the case with
attenuations, the question of the s-injectivity of IA is still open on simple manifolds.
Some partial answers to this question can be found in e.g. [21, 15, 7]. It is also worth
mentioning that recently tools from microlocal analysis lead to several new local and
global results [33, 30, 6, 19].
If one restricts the objects in the real-analytic category, there is another approach by
applying the analytic microlocal analysis which was initiated in [27] by Stefanov and
Uhlmann, and further developed in [28] for the ordinary tensor tomography problem.
The next theorem, which can be viewed as a generalization, shows that IA is s-injective
for real-analytic simple metric g and real-analytic A in any dimension.
Theorem 1.2. Let M be a real-analytic simple manifold with real-analytic metric g,
let A be real-analytic, then IA is s-injective.
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Remark. For the sake of simplicity, we carry out all the arguments with the original
complex-valued A and WA. Indeed one can reduce everything to real-valued objects
and consider an equivalent problem in the real category, see Appendix A.
We also remark that there are related studies in the analytic category of weighted
X-ray transforms in [5, 9, 8], they either only consider the function case or impose
extra conditions on the 1-forms which make the kernel of the ray transform trivial and
the arguments simpler too.
Similar to Theorem 1.1, we also get generic s-injectivity and stability estimates for IA
by investigating some normal operator involving IA through microlocal analysis. The
method goes back to the study of the stability estimates of the geodesic ray transform
of tensor fields by Stefanov and Uhlmann [26, 27]. To state the results, we need to make
extensions of the manifold (M, g) and A. Let M1 be a slightly larger compact manifold
with boundary so that M ⋐ Mo1 , where M
o
1 is the interior of M1. In particular, one
can consider M1 as M ∪ (∂M × [−ε, 0)) with ∂M × [−ε, 0) a thin annulus around M
for 0 < ε ≪ 1. We also extend g and A continuously (e.g. under Ho¨lder norms) onto
M1 so that M1 is simple too. We can keep M1 being equipped with real-analytic atlas
too, and the extended g and A are real-analytic if the original ones are real-analytic.
Let U˜A be the fundamental matrix on SM1
XU˜A +AU˜A = 0, U˜A|∂+SM1 = id .
Similarly we denote the inverse of U˜A by W˜A. We extend the pair [α, f ] by zero onto
M1 and consider the new ray transform associated with the extended system
I˜A[α, f ](x
′, v′) =
∫
W˜A(γx′,v′ , γ˙x′,v′)
(
αγx′,v′ (γ˙x′,v′) + f(γx′,v′)
)
dt
for (x′, v′) ∈ ∂+SM1. Given (x, v) ∈ ∂+SM there exist t > 0 and (x
′, v′) ∈ ∂+SM1 such
that (x, v) = (γx′,v′(t), γ˙x′,v′(t)), generally IA[α, f ](x, v) 6= I˜A[α, f ](x
′, v′). However we
will show in Section 2 that one can manipulate the difference, thus knowing IA[α, f ] is
equivalent to knowing I˜A[α, f ].
Let I˜∗A be the adjoint of I˜A under the L
2 inner product, we define the normal operator
on M1
NA := I˜
∗
A I˜A.
We denote [α, f ] by h, there exists a unique orthogonal decomposition (w.r.t. L2 inner
product) of h on M
h = hsM + dAp,
where p ∈ C∞(M,Ck), p|∂M = 0 and δAh
s
M = 0 on M (we use h to denote both a
function on M and its extension by zero on M1). Here δA is the adjoint of dA under
the L2 inner product. See Section 2 and Appendix B for more details.
Theorem 1.3. Let (M, g) be a simple manifold and A be a pair [A,Φ], assume that
IA is s-injective,
(1) let h = [α, f ], then the following stability estimate for NA holds
‖hsM‖L2(M) ≤ C‖NAh‖H1(M1);
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(2) there exists 0 < ǫ ≪ 1 such that the estimate in (1) remains true if g and A are
replaced by g˜ and A˜ satisfying ‖g˜ − g‖C4(M1) ≤ ǫ, ‖A˜ − A‖C3(M1) ≤ ǫ. The constant
C > 0 can be chosen uniformly, only depending on g, A.
It is easy to see that Theorem 1.2 and 1.3 together imply that the s-injectivity of
IA and the stability estimates hold for generic simple metrics and generic connections
and Higgs fields.
Remark 1.4. Several results of this paper, especially the results of the linear problem,
will still hold on a compact manifold satisfying some microlocal condition which es-
sentially says that the union of the conormal bundles of nontrapped geodesics that are
free of conjugate points covers the cotangent bundle T ∗M . This condition allows the
existence of trapped geodesics and conjugate points, so one only has access to partial
data, and the boundary is not necessarily convex, see [28, 5] and Remark 3.2, 4.3, 6.1
for more details.
Remark 1.5. We just consider the inverse problem on ordinary geodesics in this paper,
however the results can be generalized to general smooth curves, even with nonconstant
speed, see previous studies [5, 9] and the local problem [33, Appendix].
Remark 1.6. The arguments of this paper also work for X-ray transforms of vector-
valued functions with smooth invertible matrix weights, see Section 5 for the statements
of the results. The scalar case was considered in [5], and a version for Radon transforms
was studied in [10]. Investigations of some related local problems in dimension ≥ 3 can
be found in e.g. [29, 35, 19].
The paper is organized as follows. Section 2 discusses the necessary properties of IA
for carrying out the arguments of the paper. We prove Theorem 1.3 in Section 3 and
Theorem 1.2 in Section 4. In Section 5, we discuss the analogous results for weighted
ray transforms of functions on M , there is no natural gauge in this case. The proof of
Theorem 1.1 is given in Section 6. There are two appendices at the end: Appendix A
shows that one can reduce everything from complex to real; Appendix B establishes
an orthogonal decomposition of pairs of functions and 1-forms with respect to A.
Acknowledgements. The author thanks Prof. Gunther Uhlmann for suggesting this
problem and useful comments. He is also grateful to Prof. Gabriel P. Paternain for
very helpful discussions and suggestions on the paper. The research was supported by
EPSRC grant EP/M023842/1.
2. Preliminaries
Consider h = [α, f ] as an element of the space Hk(M), k ≥ 0, with the norm
‖h‖2
Hk(M) := ‖α‖
2
Hk(M) + ‖f‖
2
Hk(M).
By Theorem B.1, there is a unique orthogonal decomposition of h with the form
h = hs + dAp
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for some hs ∈ Hk(M) and p ∈ Hk+1(M) with p|∂M = 0. Recall that dAp = [dp +
Ap,Φp], let δA be the adjoint of dA under the L
2 inner product, then δAh
s = 0. Note
that δA[α, f ] = δα+A
∗(α)+Φ∗f . We call hs and dAp the solenoidal and potential part
of h respectively.
Denote ∆A = δAdA, it is easy to see that ∆A is an elliptic operator. One can check
that p solves the following regular elliptic Dirichlet boundary value problem
∆Ap = δAh, p|∂M = 0.
We denote the solution operator, which is the Dirichlet realization of ∆A on M , by
∆DA, thus p = (∆
D
A)
−1δAh. Define two projections
PA := dA(∆
D
A)
−1δA, SA = Id− PA,
then hs = SAh. One can check that NASA = SANA = NA and NAPA = PANA = 0.
If we denote SAH
k(M) and PAH
k(M) the subspaces of solenoidal and potential pairs
(w.r.t. A) of Hk(M) respectively, then obviously
SA : H
k(M)→ SAH
k(M), PA : H
k(M)→ PAH
k(M)
are bounded. Moreover, SA and PA continuously depend on g and A.
Lemma 2.1. Given (g,A) ∈ C1(M), there exists ǫ > 0 small such that for any (g˜, A˜)
with ‖(g˜, A˜)− (g,A)‖C1(M) ≤ ǫ
‖SA˜,g˜ − SA,g‖L2→L2 ≤ Cǫ, ‖PA˜,g˜ − PA,g‖L2→L2 ≤ Cǫ
with C > 0 a locally uniform constant depending on g and A only.
A proof in the absence of A can be found in [27, Lemma 1], similar arguments will
work for the case with A.
Given h = [α, f ] on M , we can extend it by zero onto M1, still denoted by h. We
want to compare IAh and I˜Ah. Notice that on M
X(W˜AW
−1
A ) = W˜AAW
−1
A − W˜AAW
−1
A = 0,
i.e. W˜AW
−1
A is constant along geodesics on M . Given γ a geodesic on M1 connection
boundary points of ∂M1, assume that γ ∩M 6= ∅
I˜Ah(γ) =
∫
γ
W˜A(γ, γ˙)h(γ, γ˙) dt =
∫
γ∩M
W˜A(γ, γ˙)h(γ, γ˙) dt
=
∫
γ∩M
W˜A(γ, γ˙)W
−1
A (γ, γ˙)WA(γ, γ˙)h(γ, γ˙) dt
= C(γ)
∫
γ∩M
WA(γ, γ˙)h(γ, γ˙) dt
= C(γ)IAh(γ),
where C(γ) is some constant that depends on γ and is known if g and A are given.
Thus once IAh is given, we know the values of I˜Ah and vice versa. From now on, we
use IA to represent both ray transforms.
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Since C∞(M1) is dense in L
2(M1), it is easy to check that IA : L
2(M1)→ L
2
µ(∂+SM1)
is bounded, here L2µ(∂+SM1) is the L
2 space on ∂+SM1 under the measure dµ =
〈v, ν〉g dΣ
2n−2 with dΣ2n−2 the standard measure on ∂SM1. So the adjoint I
∗
A :
L2µ(∂+SM1)→ L
2(M1) is bounded too. By a simple calculation, one can show that the
integral expression of I∗A is
I∗Au(x) =
(
(
∫
SxM1
giℓ(x)v
ℓW˜ ∗A(x, v)u
♯(x, v) dv) dxi∫
SxM1
W˜ ∗A(x, v)u
♯(x, v) dv
)
,
where W ∗A is the conjugate transpose of WA, u
♯ is the invariant extension of u along
geodesics, i.e. u♯(x, v) = u(γx,v(τ−(x, v)), γ˙x,v(τ−(x, v))) with τ−(x, v) the negative exit
time of γx,v from ∂M1.
Remark 2.2. One can also consider the boundedness of IA and I
∗
A on H
k spaces for
k ≥ 0. Notice that we only consider h = [α, f ] with supp h ⊂M , and W˜A is smooth in
SMo1 (so is W˜
∗
A), it is not difficult to check that
IA : H
k
c (M
o
1 )→ H
k
c ((∂+SM1)
o) and I∗A : H
k
c ((∂+SM1)
o)→ Hk(M1)
are bounded on simple M1 for k ≥ 0. See e.g. [22, Theorem 4.2.1] and [20, Proposition
5.3] for the ordinary geodesic ray transform.
3. Stability estimates
We will study the microlocal properties of the operator NA and prove Theorem 1.3
in this section.
3.1. Ellipticity of NA.
Lemma 3.1. NA is a ΨDO of order −1 in M
o
1 . It is elliptic on solenoidal pairs at
any (x, ξ) ∈ T ∗Mo1 \ 0.
Proof. Notice that NA is an operator acting on pairs, similar cases was considered
before in [2, 9]. It is not difficult to check that the integral operator has the following
form
NA
(
α
f
)
=
(
N11A N
10
A
N01A N
00
A
)(
α
f
)
,
where
(N11A α)i(x) =
∫
SxM1
∫
giℓ(x)v
ℓW˜ ∗A(x, v)W˜A(γx,v(t), γ˙x,v(t))αj(γx,v(t))γ˙
j
x,v(t) dtdv,
(N10A f)i(x) =
∫
SxM1
∫
giℓ(x)v
ℓW˜ ∗A(x, v)W˜A(γx,v(t), γ˙x,v(t))f(γx,v(t)) dtdv,
N01A α(x) =
∫
SxM1
∫
W˜ ∗A(x, v)W˜A(γx,v(t), γ˙x,v(t))αj(γx,v(t))γ˙
j
x,v(t) dtdv,
N00A f(x) =
∫
SxM1
∫
W˜ ∗A(x, v)W˜A(γx,v(t), γ˙x,v(t))f(γx,v(t)) dtdv.
8 HANMING ZHOU
Then following [2, Proposition 4.1], it is easy to see that NA is a ΨDO of order −1 in
Mo1 . Moreover the principal symbol σp(NA) satisfies
σp(N
11
A )
j
i (x, ξ) =
∫
SxM1
giℓ(x)v
ℓW˜ ∗A(x, v)W˜A(x, v)v
jδ(ξ · v) dv,
σp(N
10
A )i(x, ξ) =
∫
SxM1
giℓ(x)v
ℓW˜ ∗A(x, v)W˜A(x, v)δ(ξ · v) dv,
σp(N
01
A )
j(x, ξ) =
∫
SxM1
W˜ ∗A(x, v)W˜A(x, v)v
jδ(ξ · v) dv,
σp(N
00
A )(x, ξ) =
∫
SxM1
W˜ ∗A(x, v)W˜A(x, v)δ(ξ · v) dv.
Now for (x, ξ) ∈ T ∗Mo1 \ 0 given [α, f ] in the kernel of σp(δA)(x, ξ), i.e. g
ijαiξj =
0. Notice that at a fixed point x, we can assume that the geometry is trivial, i.e.
gij(x) = δij , so we can identify ξ = (ξi) with its dual ξ
∗ = (ξi) = (gijξj). Assume that
(σp(NA)[α, f ], [α, f ]) = 0, which implies that
0 =
∫
SxM1
∣∣∣W˜A(x, v)(αi(x)vi + f)∣∣∣2δ(ξ · v) dv.
Thus W˜A(x, v)(αiv
i + f) = 0 for (x, v) ∈ SxM1 ∩ ξ
⊥. Thus we can find n vectors
v1, · · · , vn from SxM1 ∩ ξ
⊥ such that {v2 − v1, · · · , vn − v1} form a basis of ξ
⊥. Since
W˜A(x, v) is invertible, we get αiv
i
j + f = 0 for j = 1, · · · , n, thus
αi(vj − v1)
i = 0, j = 2, · · · , n.
The fact that {v2 − v1, · · · , vn − v1} is a basis for ξ
⊥, together with the assumption
ξiαi = 0, implies that α = 0. Therefore f = 0 too, and this proves the lemma. 
Remark 3.2. Lemma 3.1 still holds under the microlocal condition mentioned in Remark
1.4. In fact the microlocal condition implies that there exists a smooth cut-off function
ρ on SM1 such that for any (x, ξ) ∈ T
∗Mo1 there is v ∈ SxM1 so that ρ(x, v) 6= 0. In
the mean time, W˜A is well-defined and smooth in an open neighborhood of supp ρ, thus
one can show that N ′A = I
∗
A ρ
2 IA is an elliptic ΨDO of order −1 acting on solenoidal
pairs.
3.2. Stability up to an error. By Lemma 3.1, (NA, DδA) form an elliptic system
in Mo1 , here D =
(
Λ
0
)
with Λ a properly supported parametrix of ∆A in M
o
1 with
principal symbol |ξ|−2. Thus there is a parametrix for the system in Mo1 , denoted by
(P,Q), such that
(3.1) PNA +QDδA = Id+K,
where P, Q are ΨDO’s of order 1, K is a smoothing operator.
Let M ′ be a compact extension of M such that M ⋐ M ′ ⋐ M1, in particular
we can choose M ′ = M ∪ (∂M × [−ε/2, 0)) if one recalls the definition of M1 in the
introduction. Let χ be a smooth cut-off function onM1 with suppχ ⊂M
o
1 and χ = 1 in
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a neighborhood ofM ′. Given a pair h = [α, f ] with supp h ⊂M , by Appendix B, there
is a unique decomposition h = hsM1 + dAφM1 on M1. Since supp δAχh
s
M1
⊂M1 \M
′, by
the pseudolocal property of ΨDO’s, QDδAχh
s
M1
is smooth near M ′, then by (3.1) we
have
(3.2) PNAχh
s
M1
= hsM1 +K1h
s
M1
= hsM1 +K
′
1h in (M
′)o
with K1, K
′
1 both smoothing operators, and K
′
1 = K1SM1 .
For the term on the left-hand side of (3.2), notice that χh = h on M1
(3.3) PNAχh
s
M1 = PNAh− PNAχdAφM1,
we want to rewrite the second term on the right-hand side as some compact operator
acting on h. For this purpose, using the fact that ∆AφM1 = δAh, so φM1 = (∆
D
A)
−1
M1
δAh.
In the mean time, let Λ′ be a parametrix for ∆A on M
o
1 such that Λ
′∆A = Id− K˜ for
some smoothing operator K˜, then
((∆DA)
−1
M1
− Λ′)δAh = (∆
D
A)
−1
M1
δAh− Λ
′δAPM1h
= (∆DA)
−1
M1
δAh− Λ
′∆A(∆
D
A)
−1
M1
δAh
= K˜(∆DA)
−1
M1
δAh = K˜
′h in (M ′)o
for some K˜ ′ with the same property as K˜. Thus in (M ′)o
PNAχdAφM1 = PNAχdA(Λ
′δAh+ K˜
′h)
= PNAdAχ(Λ
′δAh+ K˜
′h)− PNA(dχ)(Λ
′δAh+ K˜
′h)
= −PNA(dχ)(Λ
′δA + K˜
′)h = K2h,
where K2 is a ΨDO of order −1. Now by (3.2) and (3.3)
(3.4) PNAh = h
s
M1 +K3h in (M
′)o
where K3 is a new ΨDO of order −1. Thus
(3.5) ‖hsM1‖L2(M ′) . ‖NAh‖H1(M1) + ‖h‖H−1(M1).
Next we want to change the term on the left-hand side of (3.5) from the L2 norm of
hsM1 to the L
2 norm of hsM . Notice that
(3.6) hsM = h− dAφM = h
s
M1
+ dA(φM1 − φM),
denote u = φM1 − φM , then u satisfies the elliptic boundary value problem
∆Au = 0, u|∂M = φM1|∂M ,
and the following estimate holds
(3.7) ‖dA(φM1 − φM)‖L2(M) . ‖φM1 − φM‖H1(M) . ‖φM1‖H1/2(∂M).
By (3.4) and the fact that supp h ⊂M ,
(3.8) dAφM1 = −h
s
M1
= −PNAh +K3h in M
′ \M.
For ε small enough, M ′ \M = ∂M × [−ε/2, 0) is with in some semigeodesic neigh-
borhood of ∂M ′, so that for any x = (x′, t) ∈ M ′ \ M , there is a unique geodesic
10 HANMING ZHOU
γx : [0, t] → M
′ \M normal to ∂M ′ with γx(0) = (x
′, 0) and γx(t) = x. Thus by the
fundamental theorem of calculus and the fact X(W˜AφM1) = W˜AdAφM1 on SM1, we get
W˜A(x, ∂t)φM1(x) = W˜A((x
′, 0), ∂t)φM1(x
′, 0) +
∫ t
0
W˜A(−PNAh+K3h)((x
′, s), ∂t) ds.
On the other hand, φM1 = (∆
D
A)
−1
M1
δAh, we define φM1(x
′, 0) = K4h(x). Since h = 0
outside M , φM1 is smooth near ∂M
′, this implies that K4 is a smoothing operator in
M ′ \M . Therefore
(3.9) φM1(x) = U˜A(x, ∂t)
(
W˜A(K4h)(x) +
∫
γx
W˜A(−PNAh+K3h) ds
)
.
By (3.9), (3.8) and the trace theorem
(3.10) ‖φM1‖H1/2(∂M) . ‖φM1‖H1(M ′\M) . ‖NAh‖H1(M1) + ‖h‖H−1(M1).
Combine (3.5), (3.6), (3.7) and (3.10) we achieve the following estimate
Lemma 3.3. For any h ∈ L2(M)
(3.11) ‖hsM‖L2(M) . ‖NAh‖H1(M1) + ‖h‖H−1(M1).
Remark 3.4. By (3.11), if h ∈ SAL
2(M) ∩Ker IA, then NAh = 0, so
‖h‖L2(M) . ‖h‖H−1(M1).
Since the inclusion L2(M) →֒ H−1(M1) is compact, it is easy to see that this implies
that the space SAL
2(M) ∩ Ker IA has finite dimension. Moreover, by (3.1) and the
pseudolocal property, h is smooth in the interior of M . Indeed one can show that
SAL
2(M) ∩ Ker IA is included in C
∞(M) [26, 27]. This implies that the s-injectivity
on L2(M) is equivalent to the s-injectivity on C∞(M).
3.3. Generic stability.
Proof of Theorem 1.3 (1). To prove part (1) of Theorem 1.3 we need the functional
analysis lemma below, see [31, Prop. V.3.1].
Lemma 3.5. Let X, Y and Z be Banach spaces, T : X → Y be an injective bounded
linear operator, and K : X → Z be a compact operator. If for any x ∈ X
‖x‖X . ‖Tx‖Y + ‖Kx‖Z ,
then the following improved estimate holds
‖x‖X . ‖Tx‖Y .
Now let X = SAL
2(M), Y = H1(M1) and Z = H
−1(M1), let T = NA and K be the
inclusion map L2(M) →֒ H−1(M1). Assume that IA is s-injective, then it is easy to see
that NA : SAL
2(M) → H1(M1) is injective. Notice that NASA = NA, by Lemma 3.3
and Lemma 3.5 we have the following stability estimate
(3.12) ‖hsM‖L2(M) . ‖NAh‖H1(M1)
for any h ∈ L2(M). 
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Next we want to show that (3.12) is still true for (g˜, A˜) in some sufficiently small
neighborhood of (g,A) under proper Ho¨lder norms. We need the following lemma on
the continuous dependence of Ng,A on (g,A).
Lemma 3.6. Given (g,A) ∈ C∞(M1), let (g˜, A˜) satisfy ‖g − g˜‖C4(M1) ≤ ǫ, ‖A −
A˜‖C3(M1) ≤ ǫ for some sufficiently small ǫ > 0, then the manifold (M1, g˜) is still simple
and there exists a constant C > 0 which only depends on g,A such that
‖(Ng,A −Ng˜,A˜)h‖H1(M1) ≤ Cǫ‖h‖L2(M),
for any h ∈ L2(M).
The proof of Lemma 3.6 can be carried out in the same spirit of [5, Proposition
4] and [9, Proposition 3], see the related references for more details. In particular,
‖X−X˜‖C3 ≤ ‖g− g˜‖C4 where X and X˜ are the generating vector fields of the geodesic
flows under metric g and g˜ respectively. In the mean time, ‖W˜g,A− W˜g˜,A˜‖C3 . ǫ under
the assumptions of the lemma [8, Lemma 5, 6].
Proof of Theorem 1.3 (2). Given h ∈ L2(M), by Lemma 2.1, Lemma 3.6 and (3.12)
‖hs
M,g˜,A˜
‖L2(M) ≤‖Sg,Ah
s
M,g˜,A˜
‖L2(M) + ‖(Sg,A − Sg˜,A˜)h
s
M,g˜,A˜
‖L2(M)
≤C0‖Ng,Ah
s
M,g˜,A˜
‖H1(M1) + Cǫ‖h
s
M,g˜,A˜
‖L2(M)
≤C0‖Ng˜,A˜h
s
M,g˜,A˜
‖H1(M1) + C0‖(Ng,A −Ng˜,A˜)h
s
M,g˜,A˜
‖H1(M1)
+ Cǫ‖hs
M,g˜,A˜
‖L2(M)
≤C0‖Ng˜,A˜h‖H1(M1) + C0Cǫ‖h
s
M,g˜,A˜
‖L2(M) + Cǫ‖h
s
M,g˜,A˜
‖L2(M).
Notice that h = hs
M,g˜,A˜
+ dA˜φM,g˜,A˜ on M , φM,g˜,A˜|∂M = 0. We may extend h, h
s
M,g˜,A˜
and φM,g˜,A˜ by zero onto M1 (so φM,g˜,A˜ ∈ H
1
0 (M1)), then Ng˜,A˜dA˜φM,g˜,A˜ = 0 also as
φM,g˜,A˜|∂M1 = 0 too, i.e. Ng˜,A˜h
s
M,g˜,A˜
= Ng˜,A˜h.
Now let ǫ ≤ 1
2(C0C+C)
, we get that
‖hs
M,g˜,A˜
‖L2(M) ≤ 2C0‖Ng˜,A˜h‖H1(M1).
Notice that C0 is the constant from Theorem 1.3 (1), which only depends on g, A, this
completes the proof. 
4. S-injectivity in the real-analytic category
In what follows, analytic means real-analytic. We will first show that if g and A are
analytic and IAh = 0, then h
s is analytic on M , i.e. hs ∈ A(M). It is easy to see that
if A is analytic, then WA is analytic too. We denote WFa(h) the analytic wave front
of h.
Proposition 4.1. Assume that g and A are analytic. Given (x0, ξ0) ∈ T
∗Mo \ 0, let
γ0 be a geodesic through x0 normal to ξ0. If for some h = [α, f ] ∈ L
2(M), IAh(γ) = 0
for γ in a neighborhood of γ0, and δAh = 0 near x0, then
(x0, ξ0) 6∈WFa(h).
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Since WFa(h) is closed, above proposition also implies that a neighborhood of (x0, ξ0)
is away from WFa(h).
Proof. Assume γ0 : [ℓ
−, ℓ+] → M1, γ0(0) = x0 and ℓ
− < 0, ℓ+ > 0 with γ0(ℓ
−),
γ0(ℓ
+) ∈ M1\M . We can define analytic coordinates in a tubular neighborhood U of γ0
inM1 with x = (x
′, t), x′ = (x1, · · · , xn−1) such that U = {|x′| < ε, ℓ−−ε < t < ℓ++ε}
for some small ε > 0, x0 = 0 and γ0 = {(0, · · · , 0, t) : ℓ
− ≤ t ≤ ℓ+}. Then if ε is small
enough, (x′, ℓ−), (x′, ℓ+) ∈M1\M for any |x
′| < ε. See also [28, Sec. 2.1]. In particular,
one can assume that the geometry at x0 = 0 is trivial, i.e. gij(0) = δij , then ξ0 = (ξ
′
0, 0).
Thus γ0 = γx0,v0 with v0 = (0, · · · , 0, 1).
For curves in a neighborhood of γ0, we give a local parameterization under the
analytic coordinates above. Given |z′| < ε and |v′| < 1 small, we consider curves
γz′,v′ := γ(z′,0),(v′,1) with γz′,v′(t) = exp(z′,0)(t(v
′, 1)). Then for |z′| < 2ε/3 and |v′| ≪ 1,
the curve γz′,v′([ℓ
−, ℓ+]) will stay in U as well and γz′,v′(ℓ
±) ∈M1\M . Thus IAh(γz′,v′) =
0 for |z′| < 2ε/3, |v′| ≪ 1.
Much of the complexity of analytic microlocal calculus is due to the difficulty of
localizing in the analytic category, as there are no suitable cut-off functions. Similar
to [28], we instead use a sequence of cut-off functions χN ∈ C
∞
c (R
n−1) satisfying
supp(χN) ⊂ {|z
′| < 2ε/3}, χN = 1 for |z
′| < ε/3 and
(4.1) |∂βχN(z
′)| < (CN)|β|, ∀z′ ∈ Rn−1, |β| < N
for some C > 0 independent of N . The existence of such cut-off functions can be found
in e.g. [32].
Let µ≫ 1 be a large parameter, then for ξ = (ξ′, ξn) in a complex neighborhood of
ξ0 we have∫
eiµz
′·ξ′χN(z
′)
∫
W˜A(γz′,v′(t), γ˙z′,v′(t))
(
α(γ˙z′,v′(t)) + f(γz′,v′(t))
)
dtdz′ = 0.
Notice that with the help of the cut-off function χN , we may make analytic coordinates
change (z′, v′, t)→ (x, ξ) near v′ = 0 with v′ = v′(ξ) (so v′ is sufficiently small when ξ
is close enough to ξ0) such that (v
′(ξ), 1) · ξ = 0, v′(ξ0) = 0. In particular x = γz′,v′(t).
Thus
(4.2)
∫
eiµϕ(x,ξ)WN(x, ξ)
(
αi(x)u
i(x, ξ) + f(x)
)
dx = 0.
Here ϕ(x, ξ) := z′(x, v′(ξ)) · ξ′ is the phase function. WN is an analytic matrix func-
tion for ξ sufficiently close to ξ0, independent of N near γ0 and satisfies (4.1) too.
u(x, ξ) = (u1(x, ξ), · · · , un(x, ξ)) is an analytic vector field. Note that WN(0, ξ) =
W˜A(0, (v
′(ξ), 1)) = W˜A(0, u(0, ξ)).
Now we are going to apply the method of complex stationary phase [24], see also
[11, 28]. Notice that our phase function ϕ is the same as the one considered in [28], in
particular we have the following lemma.
Lemma 4.2. The phase function ϕ in (4.2) satisfies the following properties:
(1) ∂ξ∂xϕ(0, ξ) = Id, thus ϕ is a non-degenerate phase function near (0, ξ0);
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(2) there exists δ > 0 such that if ∂ξϕ(x, ξ) = ∂ξϕ(y, ξ) for some x ∈ U , |y| < δ
and |ξ − ξ0| < δ, then x = y.
Now let |y| < δ, |η− ξ0| < δ/2, let ρ be a smooth cut-off function such that supp ρ ⊂
{|ξ| < δ} and ρ(ξ) = 1 for |ξ| < δ/2. We multiple (4.2) by
ρ(ξ − η)e
iµ
(
i
2
(ξ−η)2−ϕ(y,ξ)
)
,
and integrate in ξ to get
(4.3)
∫ ∫
eiµΦ(x,y,ξ,η)W˜N(x, ξ, η)
(
αi(x)u
i(x, ξ) + f(x)
)
dxdξ = 0,
where
Φ(x, y, ξ, η) =
i
2
(ξ − η)2 + ϕ(x, ξ)− ϕ(y, ξ), W˜N(x, ξ, η) = ρ(ξ − η)WN(x, ξ).
To estimate the left-hand side of (4.3), we first study the critical points of the
function ξ 7→ Φ(x, y, ξ, η). Note that
∂ξΦ(x, y, ξ, η) = i(ξ − η) + ∂ξϕ(x, ξ)− ∂ξϕ(y, ξ).
By Lemma 4.2 (2), when x = y, the only critical point of Φ is ξc = η which is non-
degenerate. Therefore for |x− y| ≤ δ/C0, some C0 > 0, there is at most one (complex)
critical point ξc = ξc(x, y, η) in |ξ − η| < δ, while none if |x− y| > δ/C0.
Denote ζ := ∂xϕ(y, η), by Lemma 4.2 (1) we can change variables (x, y, η)→ (x, y, ζ)
in a sufficiently small neighborhood of (0, 0, ξ0) and define
Ψ(x, y, ζ) := Φ(x, y, ξc, η).
Then
Ψ(x, x, ζ) = 0, ∂xΨ(x, x, ζ) = ζ, ∂yΨ(x, x, ζ) = −ζ
and
ImΨ(x, y, ζ) > |x− y|2/C.
Note that W˜N is analytic and independent of N on |x − y| ≤ δ/C0, we apply the
complex stationary phase lemma [24, Theorem 2.8, 2.10] to (4.3) to get that
(4.4)
∫
|x−y|≤C
eiµΨ(x,y,ζ)W˜ (x, y, ζ ;µ)
(
αi(x)u
i(x, y, ζ) + f(x)
)
dx = O(e−µ/C),
where W˜ is an analytic matrix weight. Note that the right-hand side of (4.4) is inde-
pendent of δ, for fixed δ, we simply replace δ/C0 with some positive number C.
For the following argument, we consider the left-hand side of (4.4) as an operator
with a matrix-valued symbol acting on the pair [α, f ], thus (4.4) can be rewritten as
(4.5)
∫
|x−y|≤C
eiµΨ(x,y,ζ)P (x, y, ζ ;µ)
(
α
f
)
dx = O(e−µ/C),
where P (x, y, ζ ;µ) = W˜ (x, y, ζ ;µ)
(
u(x, y, ζ)Idk×k Idk×k
)
is a classical analytic sym-
bol. Notice that u(0, ξ0) = v0 = (0, · · · , 0, 1), the principal symbol satisfies
σp(P )(0, 0, ξ0) = W˜A(0, u(0, ξ0))
(
u(0, ξ0)Idk×k Idk×k
)
= W˜A(0, v0)
(
v0Idk×k Idk×k
)
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(note that α and f are vector-valued 1-forms and functions). Recall that v0 ⊥ ξ0, in
any small neighborhood of v0, we can find another n − 1 unit vectors v1, · · · , vn−1 at
x0 = 0 such that vj ⊥ ξ0, j = 1, · · · , n − 1 and {v1 − v0, · · · , vn−1 − v0} form a basis
of the orthogonal plane ξ⊥0 . Moreover, the geodesic γx0,vj , j = 1, · · · , n − 1 will stay
in U for the time interval [ℓ−, ℓ+] with γx0,vj(ℓ
±) ∈M1 \M if vj is sufficiently close to
v0. We repeat the argument above under the new coordinates change (z
′, v, t)→ (x, ξ)
with v(ξ0) = vj to get totally n equations
(4.6)
∫
|x−y|≤C
eiµΨj(x,y,ζ)Pj(x, y, ζ ;µ)
(
α
f
)
dx = O(e−µ/C), j = 0, 1, · · · , n− 1
with Ψ0 and P0 being exactly Ψ and P in (4.5),
(4.7) σp(Pj)(0, 0, ξ0) = W˜A(0, vj)
(
vjIdk×k Idk×k
)
.
To make the system (4.6) into an elliptic system, we need one more equation from
the property that δA[α, f ] = 0 in some neighborhood V of x0 = 0. As in [28], let
χ be a smooth cut-off function on M1 supported in V ∩ U and χ = 1 near 0, thus
χδA[α, f ] ≡ 0. Applying the integration by parts,
0 =
∫
1
µ
eiµΨ0(x,y,ζ)χδA[α, f ] dx = −
∫
1
µ
dA(e
iµΨ0(x,y,ζ)χ)
(
α
f
)
dx
= −
∫
eiµΨ0(x,y,ζ)
(
iχ∂xΨ0(x, y, ζ) +
1
µ
(dχ+ Aχ) 1
µ
Φχ
)(α
f
)
dx
= −
∫
eiµΨ0(x,y,ζ)Q(x, y, ζ)
(
α
f
)
dx.
Notice that ∂xΨ0(x, x, ζ) = ζ , therefore
(4.8) σp(Q)(0, 0, ξ0) =
(
ξ0Idk×k 0
)
.
We combine the n+ 1 equations above into one system
∫
|x−y|≤C
diag{eiµΨ0 , · · · , eiµΨn−1 , eiµΨ0}(x, y, ζ)

P0(x, y, ζ ;µ)
...
Pn−1(x, y, ζ ;µ)
Q(x, y, ζ)
(αf
)
dx
=
∫
|x−y|≤C
diag{eiµΨ0 , · · · , eiµΨn−1 , eiµΨ0}(x, y, ζ)P(x, y, ζ ;µ)
(
α
f
)
dx = O(e−µ/C),
where P is a matrix-valued classical analytic symbol near x = 0. We claim that the
system is elliptic at (0, 0, ξ0), which is equivalent to the invertibility of the principal
symbol σp(P) at (0, 0, ξ0). Assume σp(P)[α, f ](0, 0, ξ0) = 0, by (4.7) and (4.8),
W˜A(0, vj)(vj · α+ f) = 0, j = 0, 1, · · · , n− 1; ξ0 · α = 0.
By an argument almost identical to the one in Lemma 3.1 one can show that α = 0
and f = 0, so the system with classical analytic symbol P is elliptic at (0, 0, ξ0).
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Now follow the argument in [28, 9], see also [24, Prop. 6.2], we can reduce the system
to a new one of the form∫
|x−y|≤C
eiµΨ0(x,y,ζ)Id
(
α
f
)
dx = O(e−µ/C),
for (y, ζ) close to (0, ξ0). This shows that (0, ξ0) 6∈WFa([α, f ]) in the sense of [24, Def.
6.1], and completes the proof. 
Remark 4.3. One can easily see from the proof of above proposition that for each
(x, ξ) ∈ T ∗Mo \ 0, we only require the existence of some v ∈ SxM conormal to ξ and
an arbitrarily small neighborhood of γx,v whose elements are all ‘good’ geodesics, in
particular this is true under the microlocal condition of Remark 1.4.
Proposition 4.1 shows that IAh ≡ 0 implies that h
s is analytic in Mo, i.e. hs ∈
A(Mo), the next lemma shows that hs indeed is analytic upto the boundary ∂M . The
proof of the lemma is almost identical to the one of [28, Lemma 6], so we omit it here.
Lemma 4.4. Assume that (M, g) is simple, g and A are analytic, if IAh ≡ 0, then
hs ∈ A(M).
We also need the following lemma which will be useful for the proof of Theorem 1.2.
Lemma 4.5. Assume that IAh = 0 for some h ∈ C
∞(M), then there exists φ ∈ C∞(M)
with φ|∂M = 0 such that if h˜ := h− dAφ = [α˜, f˜ ], then
∂σh˜|∂M = 0
for all multiindices σ and
α˜n = 0
in boundary normal coordinates near ∂M .
Proof. If h = [α, f ], we consider the following equation in boundary normal coordinates
(x′, xn), 0 ≤ xn < ε≪ 1 near ∂M = {xn = 0}
(4.9) ∂nφ+ Anφ = αn, φ|xn=0 = 0.
We solve (4.9) by integrating along xn to get φ in a neighborhood of ∂M , and one
can check that φ is well-defined (independent of local coordinates) and smooth near
∂M . By multiplying φ with a proper cut-off function we can assume that φ is globally
defined on M . Then we define h˜ = [α˜, f˜ ] = h− dAφ, by (4.9) α˜n = 0 near x
n = 0.
Next we show that h˜ vanishes to infinite order on ∂M . Extend h˜ by zero to M1,
still denoted by h˜, then by the assumption IAh = 0 we have NAh˜ = 0 in M
o
1 , in
particular NAh˜ is smooth near M . On the other hand, if we replace the condition
αiξ
i = 0 by αn = 0 in the proof of Lemma 3.1, it is not difficult to check that
(σp(NA)(x, ξ)[α, f ], [α, f ]) = 0 together with αn = 0 implies that [α, f ] = 0 for ξn 6= 0.
This means that NA is elliptic for (x, ξ) conormal to ∂M . Thus N
∗(∂M)∩WF (h˜) = ∅.
Since h˜ = 0 inM1\M , we get that ∂
k
nh˜|xn=0 = 0, ∀k ≥ 0. After rewriting the conclusion
in an invariant way, the proof is done. 
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Proof of Theorem 1.2. Assume IAh = 0 and h = h
s, then by Lemma 4.4 h ∈ A(M).
Applying Lemma 4.5, there exists φ ∈ C∞(M) with φ|∂M = 0 such that h˜ = h− dAφ
satisfies ∂σh˜|∂M = 0 for all multiindices σ. Since A and h are analytic on M , and φ
solves the equation (4.9), then φ, and therefore, h˜ are analytic near ∂M in the boundary
normal coordinates. Since h˜ vanishes to infinite order on xn = 0, we get that h˜ actually
vanishes in a neighborhood of ∂M in M , i.e. h = dAφ near ∂M .
Now applying the analytic continuation argument as in the proof of [28, Theorem
1], one can show that indeed h = dAφ0 in M for some φ0 ∈ A(M) with φ0|∂M = 0.
However, h = hs, this only can happen if h = 0, so IA is s-injective. 
5. The X-ray transform of functions with matrix weights
By modifying the two sections above, we can prove similar results for weighted
geodesic ray transform acting on vector-valued functions, if the smooth weight (matrix)
W is invertible. Note that in the scalar case, this just means that the weight is non-
vanishing [5]. The study of the local invertibility of such ray transforms was carried
out in [29, 19]. Given f ∈ C∞(M,Ck) we define
IWf(γ) =
∫
W (γ(t), γ˙(t))f(γ(t)) dt.
In this case one can expect the kernel of IW to be empty, in particular this is true for
real-analytic simple metric and weights.
Theorem 5.1. Let M be a real-analytic simple manifold with real-analytic metric g,
let W be real-analytic, then IW is injective.
Define NW = I
∗
W IW .
Lemma 5.2. NW is an elliptic ΨDO of order −1 in M
o
1 .
One can also show the following generic stability result.
Theorem 5.3. Let (M, g) be a simple manifold and W be a smooth invertible weight
on SM1, assume that IW is injective,
(1) given f ∈ L2(M) the following stability estimate for NW holds
‖f‖L2(M) ≤ C‖NWf‖H1(M1);
(2) there exists 0 < ǫ ≪ 1 such that the estimate in (1) remains true if g and W are
replaced by g˜ and W˜ satisfying ‖g˜ − g‖C4(M1) ≤ ǫ, ‖W˜ −W‖C3(M1) ≤ ǫ. The constant
C > 0 can be chosen locally uniformly, only depending on g, W .
Similar to [5], above results hold on a general family of smooth curves under some
microlocal condition associated with these curves.
6. The non-linear problem
Now we move to the non-linear problem of recovering the connection and Higgs field
from the corresponding scattering data.
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Given a geodesic γ : [0, T ]→M , let φ(t) = (γ(t), γ˙(t)) be the corresponding geodesic
flow on SM . Define the matrix-valued function
F (t) =WB(φ(t))W
−1
A (φ(t)),
by the fundamental theorem of calculus and the definitions of WA, WB
(6.1) F (T )− F (0) =
∫ T
0
WB(φ)(B(φ)−A(φ))W
−1
A (φ) dt.
We define Wˆ by
WˆU =WBUW
−1
A , U ∈ C
∞(SM ;Ck×k),
then the right-hand side of (6.1) indeed gives the following weighted geodesic ray
transform of B −A:
(6.2)
∫
γ
Wˆ (B −A) dt.
By the definition of Wˆ , it is obvious that Wˆ |∂+SM = id. Given a matrix-valued function
U we have
X(WBUW
−1
A ) =WBBUW
−1
A +WB(XU)W
−1
A −WBUAW
−1
A ,
which implies that
(XWˆ )U = Wˆ (BU − UA).
If we define Aˆ by AˆU = BU − UA, we get exactly XWˆ = Wˆ Aˆ, i.e. (6.2) is the
attenuated geodesic ray transform with the attenuation Aˆ, we denote it by IAˆ.
Similar to the linear problem, recall the discussion in Section 2, one can extend A
and B onto M1 in a stable way and consider the equivalent ray transform on M1, still
denoted by IAˆ. This works if we consider the integrand B −A as extended by zero to
M1 (we treat the integrand B−A and the weight Wˆ as independent with each other).
Proof of Theorem 1.1. We first consider the injectivity, if CA = CB, then WA(φ(T )) =
WB(φ(T )), i.e. F (T ) = F (0) = id, so we get
IAˆ(B −A) = 0.
Let Aˆ0U = B0U − UA0, then since A0, B0 and g0 are analytic (also extended to M1
analytically), by Theorem 1.2 IAˆ0 is s-injective. By the assumptions of Theorem 1.1
‖Aˆ0−Aˆ‖C3 . ǫ. Then Theorem 1.3 (2) implies that IAˆ is s-injective, i.e. B−A = dAˆU
for some U ∈ C∞(M ;Ck×k), U |∂M = 0 w.r.t. (g, Aˆ). Notice that dAˆU = dU+BU−UA,
thus u = id−U satisfies the transport equation
Xu+ Aˆu = 0, u|∂M = id,
in particular, u is invertible. Let p = u−1, we get that
B = p−1dAp, p|∂M = id .
Equivalently, B = p−1dp+ p−1Ap and Ψ = p−1Φp.
18 HANMING ZHOU
Then we consider the stability of the nonlinear problem. By the assumptions of
Theorem 1.1 ι∗A = ι∗B and ‖B−A‖C0(M) ≤ 2ǫ, it is not difficult to see that one can find
p :M → GL(k,C) such that p|∂M = id, (dp, 0)|∂M = B −A|∂M and ‖p− id ‖C4(M) . ǫ.
Now consider
A′ = p−1dp+ p−1Ap,
so CA′ = CA. Moreover, B − A
′|∂M = B − A − (dp, 0)|∂M = 0, we get that B −
A′ ∈ H1c (M
o
1 ) if we extend B − A
′ by zero on to M1. Then it is easy to check that
‖A′ − A0‖C3(M) ≤ Cǫ for some C > 0 depending on ‖A0‖C3(M). If we define Aˆ
′ by
Aˆ′U = BU − UA′, we have the similar bound that ‖Aˆ′ − Aˆ0‖C3 . ǫ, therefore we can
apply Theorem 1.3 to Aˆ′.
By Theorem B.1, there exists U with U |∂M = 0 such that B−A
′ = (B−A′)s
M,g,Aˆ′
+
dAˆ′U , let id−U = V , V |∂M = id, thus
(B −A′)s
M,g,Aˆ′
= dV + BV − VA′ = dAˆ′V.
Moreover, the following estimate in Ho¨lder norm holds
‖U‖C2(M) . ‖B − A
′‖C2(M).
Since ‖B − A′‖C2(M) . ǫ and U |∂M = 0, this implies that V = id−U is invertible. On
the other hand, by Theorem 1.3 (2) and the assumptions of the theorem again
‖(B −A′)s
M,g,Aˆ′
‖L2(M) . ‖Ng,Aˆ′(B −A
′)‖H1(M1).
Since B −A′ ∈ H1c (M
o
1 ) (notice that B −A
′ = 0 in M1 \M), by Remark 2.2 and (6.1)
‖Ng,Aˆ′(B −A
′)‖H1(M1) = ‖I˜
∗
g,Aˆ′
I˜g,Aˆ′(B −A
′)‖H1(M1)
. ‖I˜g,Aˆ′(B −A
′)‖H1(∂+SM1)
. ‖Ig,Aˆ′(B −A
′)‖H1(∂+SM)
. ‖(WB −WA′)W
−1
A′ ‖H1(∂−SM)
. ‖CB − CA′‖H1(∂+SM) = ‖CB − CA‖H1(∂+SM).
Notice that WA′ is smooth on ∂−SM . Here we use the equivalence of ‖I˜Aˆ′h‖H1(∂+SM1)
and ‖IAˆ′h‖H1(∂+SM) for h ∈ H
1
0(M) due to the equivalence of IAˆ′ and I˜Aˆ′ mentioned in
Section 2, see e.g. [20, Lemma 6.2].
Finally by the definition of A′
dV + BV − VA′ = dV + BV − V (p−1dp+ p−1Ap)
= ((dV )p−1 + BV p−1 − V p−1(dp)p−1 − V p−1A) p
= (du+ Bu− uA) p = (B − udAu
−1)V,
where u := V p−1 is invertible, u|∂M = id. Combine above results
‖B − udAu
−1‖L2(M) ≤ C
′‖(B −A′)s
M,g,Aˆ′
‖L2(M) ≤ C‖CB − CA‖H1(∂+SM).
Moreover, it is not difficult to check that the constant C > 0 can be chosen locally
uniformly near g0 and A0. 
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Remark 6.1. When the manifold only satisfies the microlocal condition mentioned in
Remark 1.4, so is not simple in general, the scattering data is not well-defined on the
whole ∂+SM . However, in view of the discussions in Remark 3.2 and 4.3 of the linear
problem, it is reasonable to only consider the scattering data on supp ρ∩∂+SM , which
now becomes a partial data problem. We do not expand the details here.
Appendix A. A complex to real reduction
Given A = Ar + iAi with real Ar and Ai, consider the solution W to the transport
equation
XW = WA, W |∂+SM = id .
Similar to A, we write W as W = W r + iW i, then given h = [α, f ] = hr + ihi
IAh =
∫
(W r + iW i)(hr + ihi) dt =
∫
(W rhr −W ihi) dt+ i
∫
(W rhi +W ihr) dt.
Thus we can separate the real and imaginary parts of IAh and rewrite the X-ray
transform as
IW
(
hr
hi
)
=
∫
W
(
hr
hi
)
dt
with
W =
(
W r −W i
W i W r
)
.
Lemma A.1. The matrix weight W is invertible if and only if W is invertible.
Proof. By the linear algebra
detW = det (W r − iW i) det (W r + iW i) = detW detW = |detW |2,
this implies the lemma. 
It is easy to check that
XW =WAˆ with Aˆ :=
(
Ar −Ai
Ai Ar
)
, W|∂+SM = id .
The natural elements in the kernel of IW are
(d+ Aˆ)
(
pr
pi
)
=
(
hr
hi
)
with pr|∂M = p
i|∂M = 0, which is equivalent to that
(d+A)(pr + ipi) = h,
the natural elements in the kernel of IA by defining p = p
r + ipi. Based on above
discussions, it is easy to see that IA and IW are equivalent. While it is purely in the
real category when considering IW .
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Appendix B. An orthogonal decomposition of pairs h = [α, f ]
The following theorem is an analogue of [23, Theorem 3.3.2] on the decomposition
of symmetric tensor fields.
Theorem B.1. Let M be a compact manifold with boundary. Let k ≥ 0, for every
pair h ∈ Hk(M), there exist unique hs ∈ Hk(M) and p ∈ Hk+1(M) such that
h = hs + dAp, δAh
s = 0, p|∂M = 0.
Proof. Consider the following Dirichlet boundary value problem
(B.1) δAdAu = ϕ, u|∂M = 0.
If for any ϕ ∈ Hk−1(M), (B.1) has a unique solution u ∈ Hk+1(M), then we take
ϕ = δAh, and h
s = h− dAu to prove the claim. So now the main task is to study the
Dirichlet problem (B.1).
First it is easy to see that σp(δAdA)(x, ξ) = |ξ|
2, so δAdA is an elliptic differential
operator of order 2, and the Dirichlet boundary condition is coercive in this case. Thus
we only need to show that the elliptic problem has trivial kernel and cokernel.
If δAdAu = 0 and u|∂M = 0, by the ellipticity, u is smooth and by Green’s formula
0 = (δAdAu, u) = ‖dAu‖
2
L2
,
i.e. dAu = 0. Now for any x0 ∈ M
o, there exists a geodesic γ : [0, T ]→ M connecting
x0 with the boundary ∂M at y with (γ(0), γ˙(0)) = (y, v0) ∈ ∂+SM . Notice that for
(x, v) ∈ SM
0 = W (x, v)dAu(x, v) = W (x, v)(Xu)(x, v) + (WA)(x, v)u(x) = X(Wu)(x, v),
thus ∂
∂t
W (γ(t), γ˙(t))u(γ(t)) is constant along any geodesic. We get that
W (x0, γ˙(T ))u(x0) = W (y, v0)u(y).
Since u(y) = 0 by assumption, and W is invertible, we conclude that u(x0) = 0, which
implies that u ≡ 0 on M .
To show the cokernel is trivial, it is enough to pick an arbitrary ϕ ∈ C∞(M) which is
orthogonal to the image {δAdAu : u|∂M = 0}. Then we have that for any u ∈ C
∞
c (M
o)
(so dAu ∈ C
∞
c (M
o) too)
0 = (ϕ, δAdAu) = (dAϕ, dAu) = (δAdAϕ, u).
Thus δAdAϕ is orthogonal to any u ∈ C
∞
c (M
o), which implies that δAdAϕ = 0. Now
given arbitrary ψ ∈ C∞(∂M), one can easily find some u ∈ C∞(M) with u|∂M = 0
and du(ν)|∂M = ψ. Therefore by Green’s formula
0 = (δAdAϕ, u)M = (dAϕ, dAu)M
= (ϕ, δAdAu)M + (ϕ, (d+ A)u(ν))∂M = (ϕ, du(ν))∂M ,
since ϕ is in the cokernel. Then (ϕ, ψ)∂M = 0 for any ψ ∈ C
∞(∂M) which implies that
the trace of ϕ on the boundary is zero. Together with the fact δAdAϕ = 0, we conclude
that ϕ = 0 and the theorem is proved. 
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