We introduce tree representations for α-determinantal point processes. The α-determinantal point processes is introduced in [8] as a one parameter extension of the determinantal point process. In [1], the tree representation was introduced for determinantal point processes. In this paper, we prove that the tree representation can be applied to α-determinantal point processes.
§ 1. Introduction
Our aim is to introduce tree representations for α-determinantal point processes (also called the α-permanental point processes). Let S be a locally compact Hausdorff space with countable basis. We equip S with a Radon measure λ such that λ(O) > 0 for any non-empty open set O in S. Let S be the configuration space over S (see (2.1) for definition). S is a Polish space equipped with the vague topology.
An α-determinantal point process µ on S is a probability measure on (S, B(S)) for which the m-point correlation function ρ m with respect to λ is given by
Here K : S × S → C is a measurable kernel, x = (x 1 , . . . , x m ), and for m × m matrix A = (a i,j ) m i,j=1
where α is a real number, the summation is taken over the symmetric group S m , the set of permutations of {1, 2, . . . , m}, and ν(σ) is the number of cycles of the permutation σ. µ is said to be α-determinantal point process associated with (K, λ).
The quantity (1.2) is called the α-determinant in [8] and also called the α-permanent in [3, 4] . For α = −1, det −1 A is the usual determinant det A and µ is called a determinantal point process (also called a fermion point process). For α = 1, det 1 A is the permanent perA and µ is called a permanental point process (also called a boson point process). Letting α tend to 0, one obtain the Poisson point processes. Hence the αdeterminantal point process is an one parameter extension of the determinantal point process.
We set Kf (x) = S K(x, y)f (y)λ(dy). We regard K as an operator on L 2 (S, λ) and denote it by the same symbol. We say K is of locally trace class if
is a trace class operator on L 2 (S, λ) for any compact set A. Throughout this paper, we assume:
K is Hermitian symmetric and of locally trace class and Spec(K) ⊂ [0, ∞) . If α < 0, Spec(K) ⊂ [0, − 1 α ]. From (A1) we deduce that the associated α-determinantal point process µ = µ K,λ,α exists and is unique [8] .
A λ-partition ∆ = {A i } i∈I of S is a countable collection of disjoint relatively compact, measurable subsets of S such that ∪ i A i = S and that λ(A i ) > 0 for all i ∈ I. For two partitions ∆ = {A i } i∈I and Γ = {B j } j∈J , we write ∆ ≺ Γ if for each j ∈ J there exists i ∈ I such that B j ⊂ A i . We assume:
(A2) There exists a sequence of λ-partitions {∆(ℓ)} ℓ∈N satisfying (1.4)-(1.6).
Condition (1.6) is just for simplicity. This condition implies that the sequence {∆(ℓ)} ℓ∈N has a binary tree-like structure. We remark that (A2) is a mild assumption and, indeed, satisfied if S is an open set in R d and λ has positive density with respect to the Lebesgue measure.
Let G ℓ be the sub-σ-field of B(S) given by
Combining (1.4) and (1.5) with (1.7), we obtain
Let µ(·|G ℓ ) be the regular conditional probability of µ with respect to G ℓ .
We can naturally regard ∆(ℓ) = {A ℓ,i } i∈I(ℓ) as a discrete, countable set with the interpretation that each element A ℓ,i is a point. Thus, µ(·|G ℓ ) can be regarded as a point process on the discrete set ∆(ℓ).
In Section 2 we introduce a sequence of fiber bundle-like sets I(ℓ) (ℓ ∈ N) with base space ∆(ℓ) with fiber consisting of a set of binary trees. We further expand I(ℓ) to Ω(ℓ) in (2.27), which has a fiber whose element is a product of a tree i and a component B ℓ,i of partitions. See notation after Theorem 2.2.
Let µ| G ℓ denote the restriction of µ on G ℓ . By construction µ| G ℓ (A) = µ(A|G ℓ ) for all A ∈ G ℓ . In Theorem 2.2 and Theorem 2.3, we construct a lift ν F(ℓ) ⋄ λ F(ℓ) of µ| G ℓ on the fiber bundle Ω(ℓ) in (2.27) .
The key point of the construction of the lift ν F(ℓ) ⋄ λ F(ℓ) is that we construct a consistent family of orthonormal bases F(ℓ) = {f ℓ,i } i∈I(ℓ) in (2.14) and (2.15), and introduce the kernel K F(ℓ) on I(ℓ) in (2.20) such that
We shall prove in Lemma 3.2 that K F(ℓ) is an α-determinantal kernel on I(ℓ), and present ν F(ℓ) as the associated α-determinantal point process on I(ℓ). To some extent, ν F(ℓ) is a Fourier transform of µ| G ℓ through the orthonormal basis F(ℓ) = {f ℓ,i } i∈I(ℓ) . We shall prove in Theorem 2.2 that their correlation functions ρ m G ℓ and ρ m F(ℓ) satisfy a kind of Parseval's identity:
which is a key to construct the lift ν F(ℓ) ⋄ λ F(ℓ) .
Vere-Jones [3, 4] introduced α-permanent (we call it α-determinant as refereed in [8] ) as the coefficients which arise in expanding fractional powers of the characteristic polynomial of a matrix. Shirai-Takahashi [8] introduced the α-determinantal point processes. Their correlation functions are given by α-determinants of a kernel function. In the case α = −1, the associated point process is the determinantal point processes [2, 5, 6, 7, 8, 9] . The condition (A1) is a part sufficient condition for the existence and uniqueness of α-determinantal point process in [8] .
In [1] , we introduced the tree representations for determinantal point processes on a continuum space under the assumption (A1) in the case α = −1 and proved tail triviality by applying it. In this paper, we prove that the tree representations work for the α-determinantal point processes. Most statements in this paper are then the same as [1] except for the range of α. In particular, Lemma 3.1 and Lemma 3.3 correspond to Lemma 1 and Lemma 3 in [1] , respectively.
The key idea is that K F(ℓ) in (2.20) is given by a unitary operator U : L 2 (S, λ) → L 2 (I(ℓ), λ I(ℓ) ) such that K = U K F(ℓ) U −1 . Hence K F(ℓ) has the same spectrum of K and satisfies (A1).
The organization of the paper is as follows. In Section 2, we give definitions and concepts and state the main theorems (Theorems 2.2-2.4). We give tree representations of µ. In Section 3, we prove Theorem 2.2. In Section 4, we prove Theorem 2. 
In consequence of (1.6), we assume without loss of generality that each element i of the parameter set I(ℓ) is of the form
That is, each i ∈ I(ℓ) is of the form i = (j 1 , . . . , j ℓ ) ∈ I × {0, 1} ℓ−1 . We take a label i ∈ ∪ ∞ ℓ=1 I(ℓ) in such a way that, for ℓ < ℓ ′ , i ∈ I(ℓ), and i ′ ∈ I(ℓ ′ ),
We denote by I the set of all such parameters:
We can regard I as a collection of binary trees and I is the set of their roots.
For i = (j 1 , . . . , j ℓ ) ∈ I, we set rank(i) = ℓ. For i with rank(i) = ℓ, we set
For a given sequence of λ-partitions satisfying (A2), such an orthonormal basis exists. We present here an example.
Example 2.1 (Haar functions).
Typically we can take S = R, λ(dx) = dx, and I = Z. For i = (j 1 , . . . , j ℓ ) ∈ I(ℓ), we set J 1,i = j 1 and, for ℓ ≥ 2,
Let i = (j 1 , . . . , j ℓ ) ∈ I. We set for, ℓ = 1 and i = (j 1 ),
and, for ℓ ≥ 2 and i = (j 1 , . . . , j ℓ ) ∈ I,
We can easily see that {f i } i∈I is an orthonormal basis of L 2 (R, dx). We remark that j ℓ = 0 because i = (j 1 , . . . , j ℓ ) ∈ I as we set in (2.6).
We next introduce the ℓ-shift of above objects such as I, B i , and F = {f i } i∈I . Let I(1) = I and, for ℓ ≥ 2, we set
is an orthonormal basis of L 2 (S, λ). This follows from assumptions (2.14) and (2.15 ) and the fact that F = {f i } i∈I is an orthonormal basis.
Remark.
(1) We note that f ℓ,i ∈ F(ℓ) is a newly defined function if rank(i) = 1, whereas f ℓ,i ∈ F(ℓ) is an element of F if rank(i) ≥ 2. In particular, we see that
(3) By construction, we see that
where we set, for j = θ −1 ℓ−1,r (i) such that rank(i) = r,
Let λ I(ℓ) be the counting measure on I(ℓ). We shall prove in Lemma 3.2 that (K F(ℓ) , λ I(ℓ) ) satisfies (A1). Hence we obtain the associated α-determinantal point process ν F(ℓ) on I(ℓ) from general theory [8] .
For i ∈ I(ℓ), let λ f ℓ,i (dx) be the probability measure on S such that 
Let ν F(ℓ) be the α-determinantal point process associated to (K F(ℓ) , λ I(ℓ) ) as before. Let ρ m G ℓ and ρ m F(ℓ) be the m-point correlation functions of µ| G ℓ and ν F(ℓ) with respect to λ and λ I(ℓ) , respectively. We now state one of our main theorems:
Assume that A n ∈ ∆(ℓ) for all n = 1, . . . , m. Then
Let Ω(ℓ) be the configuration space over Ω(ℓ). Then by definition each element ω ∈ Ω(ℓ) is of the form ω = n δ (i n ,s n ) such that s n ∈ B ℓ,i n . Hence
We exclude the zero measure from Ω(ℓ).
Let λ f ℓ,i be as in (2.21). We set
Remark.
(1) A configuration i ∈ I(ℓ) can be represented as i = n δ i n and this may have multiple points.
( 
Here, σ is the permutation such that i σ(n) = j n . They do not depend on the representations of i under this identification.
We set ι ℓ : Ω(ℓ) → I(ℓ) such that n δ (i n ,s n ) → n δ i n . For i ∈ I(ℓ), let κ ℓ,i : {ω ∈ Ω(ℓ); ι ℓ (ω) = i} → n B ℓ,i n such that n δ (i n ,s n ) → (s n ). Let ν F(ℓ) ⋄ λ F(ℓ) be the probability measure on Ω(ℓ) given by the disintegration made of
(1) We can naturally regard the probability measures in (2.31) as a point process on n B ℓ,i n supported on the set of configurations with exactly one particle configuration s = δ s on n B ℓ,i n , that is, s = (s n ) is such that s n ∈ B ℓ,i n .
(2) We can regard ν F(ℓ) ⋄ λ F(ℓ) as a marked point process as follows: The configuration i is distributed according to ν F(ℓ) , while the marks are independent and for each i the mark s is distributed according to λ f ℓ,i . Thus the space of marks depends on i.
Let u ℓ : Ω(ℓ) → S be such that u ℓ (ω) = n δ s n , where ω = n δ (i n ,s n ) . Then
. We can naturally regard I(ℓ) as binary trees. Hence we call ν F(ℓ) ⋄ λ F(ℓ) a tree representation of µ of level ℓ.
We present a decomposition of µ| G ℓ , which follows from Theorem 2.3 immediately.
We remark that µ| G ℓ is not an α-determinantal point process. Hence we exploit ν F(ℓ) ⋄ λ F(ℓ) instead of µ| G ℓ . As we have seen in Theorem 2.3, ν F(ℓ) ⋄ λ F(ℓ) is a lift of µ| G ℓ in the sense of (2.32), from which we can deduce nice properties of µ| G ℓ . Indeed, an application of Theorem 2.3 is tail triviality of µ in the case α = −1 [1] . § 3. Proof of Theorem 2.2
The purpose of this section is to prove Theorem 2.2. In Lemma 3.1, we present a kind of Parseval's identity of kernels K and K F(ℓ) using the orthonormal basis F(ℓ), where K F(ℓ) is the kernel given by (2.20) and F(ℓ) is as in (2.14) and (2.15). In Lemma 3.2, we prove (K F(ℓ) , λ I(ℓ) ) is a determinantal kernel and the associated α-determinantal point process ν F(ℓ) exists. We will lift the Parseval's identity between K and K F(ℓ) to that of correlation functions of µ| G ℓ and ν F(ℓ) in Theorem 2.2.
By definition F(ℓ) = {f ℓ,i } i∈I(ℓ) satisfies S |f ℓ,i (x)| 2 λ(dx) = 1 for all i ∈ I(ℓ),
(1) Let P (x) = i p(i)f ℓ,i (x) and Q(y) = j q(j)f ℓ,j (y). Suppose that the supports of p and q are finite sets. Then 
This yields (3.3). We have thus proved (1) . By a direct calculation, we have This implies (3.4) .
Without loss of generality, we can assume σ is a cyclic permutation. We prove (3.6) only for σ = (1, 2, . . . , m) .
By assumption K is a trace class operator on L 2 (B, λ) for a relatively compact set B such that m p=1 A p ⊂ B. Then K A,n is also a trace class operator on L 2 (B, λ) for each n ∈ {1, . . . , m}. In particular, K A,n is a Hilbert-Schmidt operator on L 2 (B, λ) and satisfies
We set for k, n ≥ 0 such that k + n = m,
We shall prove the following by induction for m : for all k, n ≥ 0 such that k + n = m and for any A = A 0 × · · · × A m such that A p ∈ ∆(ℓ) for p = 0, . . . , m Suppose (3.13) and (3.14) hold for 1, . . . , m − 1. Let k + n = m − 1 and A = A 0 × · · · × A m . By a straightforward calculation,
By the Schwartz inequality for the last term, we have
Hence,
Recall that k + n = m − 1. Then 0 ≤ n ≤ m − 1. Let A ′ = A k+1 × · · · × A m and (k ′ , n ′ ) be such that k ′ + n ′ = n. Then by replacing m by n in (3.14) we have From this, (3.11), and Lemma 3.1 (2), the last term in (3.15) goes to zero as R → ∞. Therefore, we see that
Hence (3.13) holds for m. We deduce (3.14) for m from (3.13) for m immediately. We now apply (3.14) to obtain (3). Let σ = (1, 2, . . . , m).
Let k + n = m and n ≥ 1. Then
By the Schwarz inequality,
Recall that k + n = m. Then k + n − 1 = m − 1. From (3.14) for m − 1 and Lemma 3.1 (2), the last term goes to zero as R → ∞. This combined with (3.17) implies (3.6) .
Let λ I(ℓ) be the counting measure on I(ℓ) as before. We can regard K F(ℓ) as an operator on L 2 (I(ℓ), λ I(ℓ) ) such that K F(ℓ) p(i) = j∈I(ℓ) K F(ℓ) (i, j)p(j). We now prove that the (K F(ℓ) , λ I(ℓ) )-determinantal point process ν F(ℓ) exists.
Lemma 3.2.
Let Spec(K F(ℓ) ) be the spectrum of K F(ℓ) . Then
In particular, there exists a unique, α-determinantal point process ν F(ℓ) on I(ℓ) associated with (K F(ℓ) , λ I(ℓ) ).
Proof. Recall that F(ℓ) = {f ℓ,i } i∈I(ℓ) is an orthonormal basis of L 2 (S, λ). Let U : L 2 (S, λ) → L 2 (I(ℓ), λ I(ℓ) ) be the unitary operator such that U (f ℓ,i ) = e ℓ,i , where {e ℓ,i } i∈I(ℓ) is the canonical orthonormal basis of L 2 (I(ℓ), λ I(ℓ) ). Then by Lemma 3.1 we see that K F(ℓ) = U KU −1 . Hence K F(ℓ) and K have the same spectrum. We thus obtain (3.18) and (3.19 ) from (A1). Because K F(ℓ) is Hermitian symmetric, the second claim is clear from (3.18), (3.19), (A1), and Theorem 1.2 of [8] . Let B ℓ,i = supp(f ℓ,i ) be as in (2.18). Then, for i, j ∈ I(ℓ) and
Proof. We recall that B ℓ,i is the support of f ℓ,i by (2.18). Suppose i = j and B ℓ,i ⊂ A. Then from (3.1) we obtain
Suppose that i = j and that B ℓ,i ⊂ A. Then, using A ∈ F ℓ , (2.5), and (2.19), we deduce that
The same also holds for B ℓ,j . In any case, we obtain (3.22) from (3.2). From (3.21) and (3.22), we obtain (3.20) .
Proof of Theorem 2.2. Let A = A 1 × · · · × A m as in Theorem 2.2. Then, because A n ∈ ∆(ℓ) for all n = 1, . . . , m, we deduce from (2.24), (2.2), and (1.1) that
where x = (x 1 , . . . , x m ). From a straightforward calculation and Lemma 3.1, we obtain
where K R is defined by (3.5). We note that ∪ m i=1 A i is relatively compact. Hence the last line in (3.24) follows from Lemma 3.1 (3) .
Here, i = (i 1 , . . . , i m ), j = (j 1 , . . . , j m ) ∈ I(ℓ) m . From Lemma 3.3,
The convergence in the last line follows from Lemma 3.1 (2) and the Schwarz inequality. Multiplying α m−ν(σ) and summing over σ ∈ S m in the last term, we see that From (1.7) and F ℓ = σ[A ℓ,i ; i ∈ I(ℓ)], we see that ρ m G ℓ and ̺ m are F m ℓ -measurable. Let m = m 1 + · · · + m k . Let A = A m 1 1 × · · · × A m k k ∈ ∆(ℓ) m such that A p ∩ A q = ∅ if p = q. Let i = (i n ) m n=1 = (i 1 , . . . , i k ) ∈ I(ℓ) m such that i n ∈ I(ℓ) m n . From Theorem 2.2, we see that Let A ∈ G ℓ . From Theorem 2.3 and regular conditional probability of ν F(ℓ) ⋄ λ F(ℓ) with respect to σ[ι ℓ ], we see that Here the forth line in (4.5) follows from the fact u ℓ (ω) = u ℓ,i (κ ℓ,i (ω)) for each ω ∈ Ω(ℓ) with ι ℓ (ω) = i. From (4.5), we obtain Theorem 2.4.
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