Introduction-preliminaries
In what follows, the symbol X stands for a real Banach space with norm || ■ || and (normalized) duality mapping /. An operator T : X d D(T) -> 2X is called "accretive" if for every x, y e D(T) there exists j e J(x-y) such that (u -v, j) > 0 for all u e Tx, v e Ty. An accretive operator T is "m-accretive", if R(T + XI) = X for all X e (0, oo). We denote by R and R+ the sets (-co, oo) and [0, oo), respectively. We say that the duality mapping satisfies "Condition (I)" if there exists a function (j) : X -» [0, oo) such that u, v e X implies that sup{||;'i -j2\\ ; j\ e Ju, j2 e Jv} < <p(u -v).
This concept was introduced by Calvert and Gupta in [3, Definition 1.1]. They actually showed that the duality mapping in the space LP(SÏ), p e (1, oo), satisfies Condition (I), where Yl is a bounded domain in Rn.
Morales gave three results in [10, involving Banach spaces whose duality mappings satisfy Condition (I). These results extend various results of the author [5] and several of the references therein. The author considered in [5] Banach spaces X with uniformly convex dual spaces. Since, even in that case, it is not known whether the duality mapping J actually satisfies a global condition like (I), Morales's results are, in a sense, independent of ours in [5] . Condition (I) was also used by Torrejón in [13] .
One of our purposes here (Theorem 1) is to extend Theorems 1 and 2 of Morales [10] by eliminating the assumption that the duality mapping J satisfy Condition (I). We do this by a simple modification in the hypotheses of Morales's statements. Furthermore, this result provides conditions such that B + D c R(T + C) and inX(B + D) c R(T + C) for two otherwise arbitrary sets B, D c X. The operator T in all these results is m-accretive with compact (completely continuous) resolvents and C is continuous (demicontinuous) and bounded. Proposition 1 is a statement that parallels Proposition 1.10 in Reich's paper [11] concerning ranges of sums of accretive operators. We consider duality mappings satisfying Condition (I). In this connection, the reader is also referred to Torrejón's paper [13, Theorem 2.5] and Theorem 3 in Morales's paper [10] . Finally, we give a new result (considering jointly Theorems 2 and 3) involving ranges of sums in uniformly convex Banach spaces. These sums involve compact perturbations of m-accretive operators. For a survey article about compactness and accretiveness, we cite the paper [7] .
We denote by Br(0) the open ball with center at zero and radius r > 0. For an m-accretive operator T, the "resolvents" Jx '■ X -► D(T) of T are defined by Jx = (I + XT)'1 for all A e (0, oo). The "Yosida approximants" Tx : X -> X of T are defined by Tx = {(I -Jx). For x e X, we define \Tx\ by |7x| = lim ||T]»*||.
Some of the main properties of Jx and 7) are given below:
1. HJijc -Jxy\\ < \\x -y\\ for all x, y e X. 2. \\JxX -x\\ = X\\Txx\\ < Xinf{\\y\\ ; y e Tx} for all x e D(T).
3. Tx is m-accretive on X and HT^x-Ziyll < |||x-y|| for all A > 0, x, y eX. 4 . Txx e TJxX for all x e X.
\\Txx\\<\Tx\ for all xeD(T).
For these facts the reader is referred to Barbu [1] and Lakshmikantham and Leela [8] .
In the sequel, "continuous" means "strongly continuous" and the symbol " -► " ("--") means strong (weak) convergence. The symbols dD, D, and int D denote the strong boundary, closure, and interior of the set D, respectively. An accretive operator T is called "strongly accretive" if there exists a constant a > 0 such that: for each x, y e D(T) there exists j e J(x -y) such that
for all u e Tx, v e Ty. An operator T : X D D(T) -> X is "bounded" if it maps bounded subsets of D(T) onto bounded sets. It is "compact" if it is continuous and maps bounded subsets of D(T) onto relatively compact sets. It is called "demicontinuous" ("completely continuous") if it is strong-weak (weak-strong) continuous on D(T). Definition 1. Let U : [0, 1] x G -> X, where G is a bounded subset of X. We say that the mapping U(t, x) is (/-continuous at to if for every e > 0 there exists 3(e, to) > 0 with the property: \\U(t, x) -U(to, x)\\ < e for every t e [0, 1] with \t -to\ < 3(e, t0) and every x e G. We say that U is Gcontinuouson [0,1] if for every e > 0 there exists 3(e) > 0 with the property: \\U(tx, x) -U(t2, x)\\ < t for every tx, t2e[0, 1] with |ii -t2\ < 3(e) and every x e G.
We now state a fundamental lemma that is an easy consequence of the LeraySchauder theory. It can be found in Lloyd [ (ii) U(0,dG)cG. The following lemma follows easily from Browder's Lemma 2 in [2] . Versions of it have also been used by the author [5] , Reich [11] , and Morales [10] . Lemma 2. Let {xn} c X and {a"} be a sequence of positive numbers tending to zero as n -> oo. Fix r > 0, and assume that for every h e X with \\h\\ < r there exists a constant Cn such that (h , j) < CtnWXnW + Ch for all n and some j = j" e Jxn. Then the sequence {x"} is bounded.
In the following lemma we show that a seemingly stronger, but useful, result holds in spaces where / satisfies Condition (I). Lemma 3. Assume that X* is uniformly convex, or that the duality mapping J satisfies Condition (I). Let {x"} c X and {an} be a sequence of positive numbers tending to zero as n -> oo. Fix r > 0, and assume that for every h e X with || A || < r there exists a constant Cn and une X such that (h , j) < a"\\Xn\\ + Ch for all n and some j = jn,n£ J(xn-un).
Then the sequence {xn} is bounded. Proof. Let J satisfy Condition (I), and let j" e Jx" be given. Let h e X be such that 11A11 < r. Then which is the condition in Lemma 2 with another constant Cn there. If X* is uniformly convex, the proof follows easily from the proof of Proposition (1) of Browder [2] .
We denote by F the set of all functions ß : R+ -> R+ such that ß(r) -> 0 as r -► oo.
Main results
Our first theorem is a new result on ranges of sums. It extends a result of the author [ 
for all x e D(T) with \\x\\ > Q, all u e Tx, and some j e Jx. Assume further one of the following statements:
(
a) (I + T)~x is compact and C is continuous with D(C) = D(T).
(b) X* is uniformly convex, (I+T)~x is completely continuous, D(C) = X, and C is demicontinuous.
Then B + Dc R(T + C) and inX(B + D) c R(T + C).
Proof. Assume (a), let s e X, and consider the approximating problem where vm is some point in Txm. Also, since ||Wm|| = ||«m + -Xm\\ < \\Cxm\\ + \\s\\ , we have that if {xm}<£=x is bounded, so is {Mm}^=1, by the boundedness of C, i.e., a contradiction. Thus, {xm}^=1 is unbounded and we let m besuch that ||;cm|| > Q. Let (p, q) e B x D, s =p + q, and note that (2.1) holds for x = xm. Then we have, for an appropriate j e Jxm , 1 7 -ll-X/nH = -(Vm-tmP , j) -tm(Cxm ~ q , j)
This shows the boundedness of {xm}^=l and implies the solvability of (2.2). It is easy to see now that if {xn} solves (2.2) with ||jc"|| > Q and s e B + D, then hxn\\2<2K(p,q) + 2ß(\\xn\\)\\xn\\ which shows that ^x" -► 0 as n -* oo and implies that s e R(T + C) or B + Dc R(T + C).
To prove our second conclusion, let j e inX(B + D) and let r > 0 be such that s + h=ph + qheB + D for all he Br(0), where (ph, q") e B x D. Fix such an h. Then if x" solves (2.2) with ||x"|| > Q, we have, for an appropriate ; = ;■" e Jx", (un -Ph, ;') + (Cx" -qh, j) + -(xn, j) = -(h, ;'), for some u" e Tx" , which implies (h,j)<2K(ph,qh) + 2ß(\\Xn\\)\\Xn\\.
Letting a" = 2ß(\\x"\\) and C" = 2K(ph , qh), we obtain from Lemma 2 that {x"} is bounded. Since 
This leads to the homotopy equation
Since X is reflexive, the mapping U(t, x) = (T + }¡I)~x(t(s -Cx)) satisfies (i), (ii) of Lemma 1 in every large ball around zero. In fact, if we let yo = (T+ -I) ' (0), and then take p e (\\yo\\, oo), the conditions (i), (ii) of Lemma 1 are satisfied on any G = B^O). Indeed, (7(0, dBß(0)) = {yo} and ||yo|| < p implies that U(0, dB^O)) c Bp(0). Since C is bounded, there exists a constant L > 0 such that ||Cx|| < L for x e Bß(0) i.e., equation (2.5) . Thus the proof of the uniform boundedness of the solutions of (2.8) follows exactly as above, and it is therefore omitted. Letting now x" solve (2.2) with ||x"|| > Q and s e B + D, we obtain again that j¡x" -> 0 as n -» oo, which implies that s € R(T + C). The rest of the proof follows exactly as above because the argument involving (2.6) is almost identical to that of case (a). In fact, the only difference is that we now need the demiclosedness of the operator T, which is guaranteed by the uniform convexity of the dual space X* (cf. Barbu [1, Proposition 3.5] ). This completes the proof.
We note here that the solvability of the inclusion (2.2), in the proof of Theorem 1, does not require the full strength of the conditions (2.1). In fact, it suffices to assume instead that there exist constants c > 0, d > 0 such that (u, j) > -c\\x\\-d and (Cx, j) > -c||;c||-rf for all x e D'T) with ||x|| > Q, all ueTx, and some j e Jx. The proof under this assumption goes through easily in both cases (a) and (b). In this connection, the reader is referred to Lemma 2.1 of Calvert and Gupta [3] .
The following corollary uses B = R(T) and_D =_R(C) in Theorem 1. We use the symbol A ~ B to denote the fact that A = B and int^4 = int5. for all x eD(T) with \\x\\ >Q, all u e Tx, and some j e Jx.
Assume further (a) or (b) of Theorem 1. Then R(T + C)~R(T) + R(C). Proof. Take B = R(T) and D = R(C) in the proof of Theorem 1. Then R(T) + R(C) C R(T + C) and inX(R(T) + R(C)) c R(T+C). This proves our
assertion.
In the following corollaries one of the sets B, D is equal to {0}.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use .2) with \\xn\\ > Q and note that (2.9) holds with p = Ph, q -qh> and a = a(h). Then, for some ; e J(xn -a(h)), (h, j) < \\\a(h)\\2 + 2K(a(h), ph, qh) + 20(||x"||)||x"||, where we have used the fact that (x" , j) > -¿\\a(h)\\2. Letting a" = 2ß(\\x"\\) and Ch = ¿\\a(h)\\2 + 2K(a(h), ph, qh), we obtain the boundedness of {x"} from Lemma 3. The rest of the proof follows exactly as the corresponding part of the proof of Theorem 1. It is therefore omitted. Naturally, one can now state 3 corollaries as in the case of Theorem 1. This remark provides an extension of Theorem 1 of the author [5] and contains, as special cases, Theorems 1 and 2 of Morales [10] .
Proposition 1 below is a general result concerning the existence of sets in the ranges of sums of accretive operators. It is like Proposition 1.10 in Reich's paper [11] , where X* is assumed to be uniformly convex. It also extends Theorem 1.2 of Calvert and Gupta [3] , Theorem 3 of Morales [10] , and Theorem 2.5 of Torrejón [13] . Assume that for each f e B + D the sequence {u"} is bounded, where un e Tx" , v" e Cx" , and x" satisfies (2.11) u" + v" + -x"= f.
Then B + Dc R(T + C) and inX(B + D) c R(T + C).
Proof. Since T + C is m-accretive, (2.11) has a solution x" for all f e B + D. Assume that {u"} is bounded, and let f = p+q with p e B and q e D. Let (2.10) hold with xn instead of x, and let j e Jxn. Then
Similarly,
Adding (2.12) and (2.13), we obtain (214) (\xn,j)<Kx(a,p) + K2(b,q) + 2ß(\\Xn\\)\\Xn\\ + \\Un-p\\<p(\\a\\) + \\v"-qU(\\b\\).
Since {«"} is bounded and ||vn|| < ||««|| +¿||*n||+ 11/11, we see that there exist constants Ci, C2 such that (2.15) ±\\x"\\2 <CX+ X-C2\\xn\\ + 2A(||xn||)||xn||.
This implies that M\x"\\ -0 as n -> oo and B + D c R(T + C).
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To show our second conclusion, let / € inx(B + D) and f+h= Ph + qh with Ph e B, qh e D for all h e Br(0). Then, as above,
for some j e Jx", which, by the boundedness of {j¡x"} ( j¡xn -> 0 as n -> oo ), gives
where Cx(h) is a new constant. By Lemma 2, {xn} is bounded. By Lemma 1 of Reich and Torréjon [12] , f e B + D. This ends the proof.
The reader is referred to the paper of Calvert and the author [4] , and the references therein, for conditions concerning the m-accretiveness of the sum of two m-accretive operators. The following corollary contains a condition that ensures the boundedness of {u"} in the statement of Proposition 1. This corollary and Corollary 5 are related to Theorem 1.2 of Calvert and Gupta [3] . At this point we would like to point out the main difference between the theory of zeros of perturbations of accretive operators and the theory of ranges of sums of such operators. In the theory of zeros, one shows that a solution {x"} of an equation of the type Tx" + Cxn + \xn = p (or its multi-valued equivalent) satisfies lirn,,-^ ^ = 0. This implies that p e R(T + C). In the theory of ranges of sums, one solves first the approximate equation above for p einXB and then shows that p e R(T + C) by using additional conditions ensuring the boundedness of the sequence {xn} and the fact that p e Txq + Cxo with x" --xo-As we have already seen above, the boundedness of the sequence {x"} is achieved via use of the Uniform Boundedness Principle. The following result is an attempt to make these differences, or similarities, more transparent by looking at the problem inXB c R(T + C) from a more "localized" point of view. It will then become obvious that the theory of ranges of sums is nothing else than a part of the theory of zeros of operators with "point conditions" for p e R(T+C) replaced by "set conditions" that ensure that p e R(T+C) for all p e (some set) B. Possible improvements in the assumptions of our previous results will be suggested by these considerations. The symbol co A denotes the convex hull of the set A. Tx + Cx + -x 3 p + h,
where p e inxB and h is sufficiently small. To show the convergence of a sequence {xn} solving (2.21), we may assume strong accretiveness assumptions on T, or other appropriate coercivity conditions. This method does not involve the application of the Uniform Boundedness Principle. Nevertheless, one would have to assume conditions on the operators T, C that involve an entire small neighborhood of the point p as in Theorem 2.
Applications of the results in this paper include nonlinear elliptic boundary value problems in IP spaces (p e (0, oo)). Such a problem was studied by Calvert and Gupta [3] . In that paper an m-accretive operator Ap with compact resolvents is constructed in such spaces. Also, sufficient conditions are given for a function / e If (SI) to belong to the set inX R(AP). Here SI is an open bounded domain of R" with smooth boundary.
It would be quite interesting to know whether the methods of ranges of sums can actually be used to obtain further improvements of the results concerning the existence of solutions of nonlinear operator equations involving compact perturbations and compact resolvents of accretive operators.
Naturally, extensions of the present results are possible if one replaces the various compact mappings by appropriate condensing mappings and uses the generalized degree for such mappings instead of the Leray-Schauder degree.
It is also natural to expect that the results of this paper can be extended to suitable combinations involving A-proper mappings by using appropriate finitedimensional arguments, via methods of approximation solvability, if the underlying Banach spaces possess nice projection schemes.
