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Abstract
The notion of potential output purity of a completely positive map is introduced as
a generalization of the regularized output purity. An upper bound is derived for this
quantity, and for several classes of maps (including CQ, QC and Hadamard channels) it is
shown that potential purity does not exceed the standard output purity. As an application
the potential purity is used to bound the logarithmic Sobolev constant of a product of
depolarizing channel semigroups.
1 Introduction
Quantum entanglement is a valuable resource for processing information, and in many
cases entanglement is crucial for producing a gap between the optimal performance which
can be achieved using classical resources and the optimum using quantum resources. One
prominent example where this gap arises is the transmission of classical and quantum
information through a channel, where entangled inputs, entangled measurements, prior
entanglement between sender and receiver and so on have been shown to enhance the
capacity. In this paper we will use the output purity ‖N‖q→p of a channel N to investigate
the effects of entangled input states. Here q, p ≥ 1 are used to define Schatten norms on
the input and output spaces respectively, and ‖N‖q→p is the norm of N viewed as a map
between these Banach spaces. When q = 1 the output purity is closely related to the
minimal output Renyi entropy of the channel. It is known that the minimal output Renyi
entropy may be non-additive for product channels when entangled input states are used.
In this paper we will make use of output purity to explore this non-additivity for product
channels.
We will work with a quantity which measures the contribution of entanglement to the
output purity of a product channel, or more generally a product of completely positive
maps. This quantity, which we call potential output purity, is inspired by the notion of
potential capacity described below. The basic idea is to capture the amount by which
the output purity of a product map can differ from the product of output purities of the
1
component maps. Alternatively the potential output purity measures the effectiveness of
the map to catalyze output purity when it is used in a product.
The notion of potential capacity appeared in the paper of Smith, Smolin and Winter
[17], who introduced the value added quantum capacity of a channel as a way to measure
the maximal violation of additivity which can be ‘catalyzed’ by the channel. This notion
was later extended by Winter and Yang [20] to apply to any capacity-like quantity C: the
potential capacity C(pot) of a channel N is
C(pot)(N ) = sup
M
[C(N ⊗M)− C(M)] (1)
where the supremum on the right side runs over all channelsM. If the quantity C(N⊗M)
is additive when restricted to product states, and non-additive for some entangled states,
then C(N ⊗M)−C(M) measures the amount of ‘non-classical’ capacity which is available
in the product channel N ⊗M. In this sense the potential capacity provides a way to
measure the gap between the optimal capacity which can be attained using classical states
and entangled states.
Motivated by this notion, in Section 2 we define the potential output purity ‖Φ‖
(pot)
q→p
of a completely positive map. We present some general properties of potential purity, and
describe its relation to the regularized output purity. Then in Section 3 we state our main
results: Theorems 1 and 2 provide upper bounds for the potential purity, and Theorems
3 and 4 present some special cases where ‖Φ‖
(pot)
q→p = ‖Φ‖q→p. Sections 4, 5 and 6 contain
the proofs of these results. Finally in Section 7 we discuss some related results and open
questions.
2 Notation and definitions
2.1 Notation
We denote byMd the algebra of d×d (complex-valued) matrices, andM
+
d ⊂Md the cone
of positive semidefinite matrices. For all p ≥ 1 the Schatten norm of A ∈Md is defined as
‖A‖p = (Tr|A|
p)1/p , |A| = (AA∗)1/2 (2)
and for a map L :Md →Md′ we define the corresponding operator norms
‖L‖q→p = sup
A∈Md
‖L(A)‖p
‖A‖q
, q, p ≥ 1 (3)
The adjoint of L is the map L∗ :Md′ →Md defined by the relations
TrAL(B) = TrL∗(A)B for all A ∈Md′ , B ∈ Md (4)
We write Id for the identity matrix inMd, and idd for the identity map onMd →Md.
The superoperator L : Md → Md′ is completely positive (CP) if idn ⊗ L is positivity
preserving on Mn ⊗Md for all n ≥ 1. A quantum channel is a completely positive trace
preserving map. For a completely positive map Φ the quantity ‖Φ‖q→p will be referred to
as output purity of the map, and for all q, p ≥ 1 we have [19], [2]
Φ is CP ⇒ ‖Φ‖q→p = sup
A∈Md
‖Φ(A)‖p
‖A‖q
= sup
A∈M+
d
‖Φ(A)‖p
‖A‖q
(5)
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For a map L :Md →Md′ the Choi-Jamiolkowski matrix is the element XL ∈ Md⊗Md′
defined by
XL =
d∑
i,j=1
|i〉〈j| ⊗ L(|i〉〈j|) (6)
where {|i〉} is an orthonormal basis of Cd.
A completely positive map E :Md →Md′ is called entanglement breaking if it can be
written in the form
E(A) =
N∑
k=1
Tr(XkA)Rk (7)
where {Xk ∈ M
+
d } and {Rk ∈ M
+
d′} are collections of positive semidefinite matrices. The
map E is CQ if N = d and Xk = |k〉〈k|, k = 1, . . . , d; E is QC if N = d
′ and Rk = |k〉〈k|,
k = 1, . . . , d′. Note that E is CQ if and only if E∗ is QC.
A completely positive map E : Md → Md is called a Hadamard map if it acts by
Hadamard product with a matrix C ∈ M+d . That is, for some choice of basis {|i〉} ∈ C
d
and for any A =
∑d
i,j=1 aij |i〉〈j| we have
E(A) =
d∑
i,j=1
cij aij |i〉〈j| (8)
where C =
∑d
i,j=1 cij |i〉〈j|. In this case we will also write E = HC . Note that in the special
case where cij = 1 for all i, j = 1, . . . , d we have HC = idd, the identity map.
2.2 Potential output purity
Smith, Smolin and Winter [17] introduced the notion of value added quantum capacity of
a channel N , given by the expression supE (Q(E ⊗ N )−Q(E)) where Q is the quantum
capacity, and the supremum runs over all quantum channels. This notion was revisited by
Winter and Yang [20] who coined the term potential capacity, and explored the notion for
a variety of other capacities. We will borrow this terminology to define a corresponding
notion for output purity.
Definition 1 Let Φ be a completely positive map on Md. The potential output purity is
‖Φ‖(pot)q→p = sup
n
sup
Ωn
‖Φ⊗ Ωn‖q→p
‖Ωn‖q→p
, q, p ≥ 1 (9)
where the inside supremum runs over all completely positive maps Ωn on Mn, and the
outside supremum runs over all dimensions n ≥ 1.
Remarks: our investigation of the quantity (9) is motiovated by the known violations of
multiplicativity of maximal output purity for the case q = 1, p > 1 [8, 1]. That is, it is
known that for all p > 1 there are high-dimensional quantum channels for which
‖Φ⊗ Φ‖1→p > ‖Φ‖
2
1→p (10)
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where Φ is the complex conjugate channel. For such channels there is a gap between the
output purity and the potential output purity, that is
‖Φ‖
(pot)
1→p > ‖Φ‖1→p (11)
In fact as the dimension increases it becomes almost certain that a randomly selected
channel will satisfy (11) (however explicit examples of such channels are known only for
p > 2 [6]). Using continuity it follows that there must also be a gap between purity and
potential purity for q = 1+ǫ for ǫ sufficiently small. It seems plausible that this gap persists
for all q > 1, and this motivates the results in the next section where we establish uniform
bounds on the size of the potential output purity. We note in passing that in general for
q > 1 the supremum in the norm ‖Φ‖q→p = supA ‖Φ(A)‖p ‖A‖
−1
q is not achieved on a rank
one matrix A, and this eliminates some of the nice methods which have been developed
for analyzing the case q = 1.
We note a few properties of the potential purity which follow immediately from its
definition. First, it is clear that
‖Φ‖(pot)q→p ≥ ‖Φ‖q→p (12)
Second, the potential purity is sub-multiplicative: for any maps Φ1, Φ2 and Ω we have
‖Φ1 ⊗ Φ2 ⊗ Ω‖q→p
‖Ω‖q→p
=
‖Φ1 ⊗ Φ2 ⊗ Ω‖q→p
‖Φ2 ⊗ Ω‖q→p
‖Φ2 ⊗ Ω‖q→p
‖Ω‖q→p
≤ ‖Φ1‖
(pot)
q→p ‖Φ2‖
(pot)
q→p (13)
and since this holds for all Ω it follows that
‖Φ1 ⊗ Φ2‖
(pot)
q→p ≤ ‖Φ1‖
(pot)
q→p ‖Φ2‖
(pot)
q→p (14)
We thus get the following sequence of inequalities for any completely positive map Φ:
‖Φ‖q→p ≤ lim
n→∞
(
‖Φ⊗n‖q→p
)1/n
≡ ‖Φ‖(reg)q→p ≤ limn→∞
(
‖Φ⊗n‖(pot)q→p
)1/n
≤ ‖Φ‖(pot)q→p (15)
where ‖Φ‖
(reg)
q→p is the regularized purity.
Third, it is known that the output purity is multiplicative for all q ≥ p [5]. That is, for
all completely positive maps Φ and Ω, and all q ≥ p ≥ 1, it is known that
‖Φ ⊗ Ω‖q→p = ‖Φ‖q→p ‖Ω‖q→p (16)
and thus
‖Φ‖(pot)q→p = ‖Φ‖q→p for all q ≥ p ≥ 1 (17)
In view of this we will restrict attention to the case q < p in the following results.
3 Results
Our first result is a bound on the potential purity which applies for all maps and for all
q, p ≥ 1. Recall the notation XΦ for the Choi matrix of the map Φ as defined in (6).
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Theorem 1 Let Φ :Md →Md′ be a completely positive map and q, p ≥ 1. Then
‖Φ‖(pot)q→p ≤ α(q, p) ‖XΦ‖2 (18)
where
α(q, p) =


1 for q ≤ 2 ≤ p
d1−2/q for 2 < q < p
(d′)2/p−1 for q < p < 2
(19)
The next result provides a potentially tighter bound for the case where q ≤ 2 ≤ p.
Theorem 2 Let Φ :Md →Md′ be a completely positive map. Then for all 1 ≤ q ≤ 2 ≤ p,
‖Φ‖(pot)q→p ≤ min{‖Φ‖p→p, ‖XΦ‖2} (20)
Remarks: the right side of (20) may be achieved with either term. For example, if Φ is a
unital trace-preserving channel then ‖Φ‖p→p ≤ 1 for all p ≥ 1 [16], while we also have
‖XΦ‖
2
2 ≥
d∑
j=1
‖Φ(|j〉〈j|)‖22 ≥ d ‖d
−1Id‖
2
2 ≥ 1 (21)
and so ‖Φ‖p→p ≤ ‖XΦ‖2 in this case. Conversely, for the channel T :Md →M1, T (A) =
Tr(A), we have ‖T‖p→p = d
1−1/p while
XT =
d∑
i,j=1
|i〉〈j| ⊗ T (|i〉〈j|) = Id (22)
and thus ‖XT ‖2 = d
1/2, so in this case ‖T‖p→p > ‖XT ‖2 for all p > 2.
Theorems 1 and 2 will be proved in the next section. Our next two results present
some special cases where there is no gap between potential purity and purity, that is where
equality holds in (12). In the paper [13] it was shown that equality in (12) holds at q = 2
for a class of entanglement-breaking maps which includes the CQ maps. In Theorem 3 we
extend this result to all q, p ≥ 1 for CQ and QC maps.
Theorem 3 The equality ‖Φ‖
(pot)
q→p = ‖Φ‖q→p holds for all q, p ≥ 1 when Φ is a CQ or QC
map.
For the range 1 ≤ q ≤ 2 ≤ p, Watrous showed that equality in (12) holds when Φ is
the identity map [19]. Our next Theorem extends Watrous’ result to include all Hadamard
maps (recall that the identity map is one example of a Hadamard map).
Theorem 4 The equality ‖HC‖
(pot)
q→p = ‖HC‖q→p holds for all Hadamard maps HC for the
range of parameters 1 ≤ q ≤ 2 ≤ p.
Remarks: Equality in (12) has been shown for unital qubit channels [12] in the range
1 ≤ q ≤ 2 ≤ p. Equality is also known to hold for maps with entrywise non-negative
Choi matrices when q = 2 and p is an even integer [14]. Except for Theorem 3 not
much is known about conditions for equality outside the range of values 1 ≤ q ≤ 2 ≤ p.
Hypercontractivity bounds can provide some related but weaker results [12]: for example,
for the qubit depolarizing channel ∆λ we have ‖∆
⊗n
λ ‖q→p = ‖∆λ‖
n
q→p when 0 ≤ λ ≤ 1,
q ≥ 2, p ≤ 1 + (q − 1)λ−2.
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4 Proof of Theorems 1 and 2
4.1 Proof of Theorem 1
Let Ω :Mn →Mn′ be a completely positive map. Using Ho¨lder duality we have
‖Φ⊗ Ω‖q→p = sup
B∈M
d′n′
sup
A∈Mdn
Tr
[
B∗(Φ ⊗ Ω)(A)
]
‖B‖p′ ‖A‖q
(23)
where p′ is the conjugate value to p, defined by
1
p′
= 1−
1
p
(24)
We will prove Theorem 1 by deriving a bound for Tr
[
B∗(Φ ⊗ Ω)(A)
]
and applying (23).
We first introduce a new notation for the entries of the Choi matrix of Φ (recall the
definition of XΦ from (6)):
Cij,kl = Tr
([
|j〉〈i| ⊗ |l〉〈k|
]
XΦ
)
, i, j = 1, . . . , d; k, l = 1, . . . , d′ (25)
With this notation we have
Φ(|i〉〈j|) =
d′∑
k,l=1
Cij,kl |k〉〈l|, XΦ =
d∑
i,j=1
d′∑
k,l=1
Cij,kl |i〉〈j| ⊗ |k〉〈l| (26)
In particular this provides an expression for ‖XΦ‖2 which we will use later:
‖XΦ‖2 = (TrX
∗
ΦXΦ)
1/2 =

 d∑
i,j=1
d′∑
k,l=1
|Cij,kl|
2


1/2
(27)
Returning now to Tr
[
B∗(Φ⊗Ω)(A)
]
, let A ∈ Mdn and B ∈ Md′n′ . Then we can write
A =
d∑
i,j=1
|i〉〈j| ⊗Aij , B =
d′∑
k,l=1
|k〉〈l| ⊗Bkl (28)
where in the first equation {|i〉} is an orthonormal basis of Cd and {Aij} ∈ Mn, and in
the second equation {|k〉} is an orthonormal basis of Cd
′
and {Bkl} ∈ Mn′ . We have
(Φ⊗ Ω)(A) =
d∑
i,j=1
Φ(|i〉〈j|) ⊗ Ω(Aij)
=
d∑
i,j=1
d′∑
k,l=1
Cij,kl |k〉〈l| ⊗ Ω(Aij) (29)
and hence
Tr
[
B∗(Φ⊗ Ω)(A)
]
=
d∑
i,j=1
d′∑
k,l=1
Cij,klTr
(
B∗klΩ(Aij)
)
(30)
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Now we apply Ho¨lder’s inequality and the definition (5) to get the bound
|Tr (B∗klΩ(Aij)) | ≤ ‖Ω‖q→p ‖Bkl‖p′ ‖Aij‖q (31)
where again p′ is the conjugate value defined by (24). Combining (30) and (31), and using
the Cauchy-Schwarz inequality we get
∣∣∣Tr[B∗(Φ⊗ Ω)(A)]∣∣∣ ≤ ‖Ω‖q→p
d∑
i,j=1
d′∑
k,l=1
|Cij,kl| ‖Aij‖q ‖Bkl‖p′
≤ ‖Ω‖q→p

 d∑
i,j=1
d′∑
k,l=1
|Cij,kl|
2


1/2 
 d∑
i,j=1
d′∑
k,l=1
‖Aij‖q
2 ‖Bkl‖p′
2


1/2
= ‖Ω‖q→p ‖XΦ‖2

 d∑
i,j=1
‖Aij‖q
2


1/2 
 d
′∑
k,l=1
‖Bkl‖p′
2


1/2
(32)
We will use the following result of Bhatia and Kittaneh [3]: let M ∈ Mdn, written in
the block form
M =
d∑
i,j=1
|i〉〈j| ⊗Mij , {Mij} ∈ Mn (33)
Then
d∑
i,j=1
‖Mij‖q
2 ≤


‖M‖2q for 1 ≤ q ≤ 2
d2−4/q‖M‖2q for q ≥ 2
(34)
There are three separate cases to consider for the bound (32) depending on the values of
q, p.
q ≤ 2 ≤ p In this case q ≤ 2, p′ ≤ 2 so we can apply the first case in (34) to both sums in
(32), and this gives the bound
|TrB∗(Φ⊗ Ω)(A)| ≤ ‖Ω‖q→p ‖XΦ‖2 ‖A‖q ‖B‖p′ (35)
Applying (23) this leads to
‖Φ ⊗ Ω‖q→p ≤ ‖Ω‖q→p ‖XΦ‖2 (36)
and hence
‖Φ‖(pot)q→p = sup
n
sup
Ωn
‖Φ⊗ Ωn‖q→p
‖Ωn‖q→p
≤ ‖XΦ‖2 (37)
2 ≤ q ≤ p Since q ≥ 2, p′ ≤ 2 we apply the second case in (34) to
∑d
i,j=1 ‖Aij‖q
2, and the
first case to
∑d′
k,l=1 ‖Bkl‖p′
2. This gives the bound
|TrB∗(Φ⊗ Ω)(A)| ≤ ‖Ω‖q→p ‖XΦ‖2 d
1−2/q ‖A‖q ‖B‖p′ (38)
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which directly implies the second case in (19).
q ≤ p ≤ 2 In this case q ≤ 2, p′ ≥ 2 so we use the second case in (34) for
∑d′
k,l=1 ‖Bkl‖p′
2,
and the first case for
∑d
i,j=1 ‖Aij‖q
2, giving the bound
|TrB∗(Φ⊗ Ω)(A)| ≤ ‖Ω‖q→p ‖XΦ‖2 ‖A‖q (d
′)1−2/p
′
‖B‖p′ (39)
Applying the definition (24) we arrive at the third case in (19), and this completes the
proof of Theorem 1.
4.2 Proof of Theorem 2
Again let Ω :Mn →Mn′ be a completely positive map, then
‖Φ⊗ Ω‖q→p = sup
A∈Mdn
‖(Φ⊗ Ω)(A)‖p
‖A‖q
(40)
Let A ∈ Mdn, then we have
‖(Φ ⊗ Ω)(A)‖p = ‖(Φ ⊗ idn)(idd ⊗ Ω)(A)‖p
≤ ‖Φ⊗ idn‖p→p ‖(idd ⊗ Ω)(A)‖p
≤ ‖Φ⊗ idn‖p→p ‖idd ⊗ Ω‖q→p ‖A‖q (41)
Since Ω is completely positive and q ≤ 2 ≤ p we may apply the result of Watrous [19] to
deduce that
‖idd ⊗ Ω‖q→p = ‖Ω‖q→p (42)
Furthermore the multiplicativity results from [5] imply that
‖Φ⊗ idn‖p→p = ‖Φ‖p→p ‖idn‖p→p = ‖Φ‖p→p (43)
and hence from (41) and (40) we get
‖Φ⊗ Ω‖q→p ≤ ‖Φ‖p→p ‖Ω‖q→p (44)
This implies the bound ‖Φ‖
(pot)
q→p ≤ ‖Φ‖p→p, and combining this with the first case from
Theorem 1 we deduce the stated bound (20).
5 Proof of Theorem 3
Let Φ :Md →Md′ be a CQ map, so that its action on Md has the form
Φ(M) =
d∑
k=1
〈k|M |k〉Rk , M ∈ Md (45)
for some collection of positive semidefinite matrices {Rk ∈ M
+
d′}. Let Ω :Mn →Mn′ be
completely positive, then from (5) we have
‖Φ⊗ Ω‖q→p = sup
A∈M+
dn
‖(Φ⊗ Ω)(A)‖p
‖A‖q
(46)
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So consider a matrix A ∈ M+dn: we write
A =
d∑
i,j=1
|i〉〈j| ⊗Aij , {Aij} ∈ Mn (47)
where the positivity of A implies in particular that A∗ij = Aji and Ajj ≥ 0, for all i, j =
1, . . . , d. Then
(Φ⊗ Ω)(A) =
d∑
k=1
Rk ⊗ Ω(Akk) ∈ M
+
d′n′ (48)
We will prove Theorem 3 by deriving a bound for ‖(Φ ⊗ Ω)(A)‖p. For the proof we will
assume that Akk 6= 0 for all k = 1, . . . , d, and hence that ‖Akk‖q > 0 (using a continuity
argument it is easy to see that it is sufficient to prove the bound under this assumption).
Let |ψ〉 be a unit vector in Cd, and define
B =
d∑
k=1
Rk ⊗ |ψ〉〈ψ| ⊗Ω(Akk) ∈ M
+
d′dn′ (49)
Since |ψ〉〈ψ| is a pure state, we have
‖B‖p = ‖(Φ ⊗ Ω)(A)‖p for all p ≥ 1 (50)
We follow a method introduced in [11], and note that the expression (49) can be factorized
in the following way: for any positive {x1, . . . , xd},
B = (R ⊗ In′)W (R⊗ In′)
∗
where
R =
d∑
j=1
√
xjRj ⊗ |ψ〉〈j| (51)
and
W = Id′ ⊗
d∑
k=1
|k〉〈k| ⊗ Ω(x−1k Akk) ∈ M
+
d′dn′ (52)
We will select the value of xk to be
xk = ‖Akk‖q (k = 1, . . . , d) (53)
Note that R depends only on the map Φ and the input A, and W depends only on the
map Ω and the input A. Using the Lieb-Thirring inequality [15] we get
Tr (Bp) = Tr
(
(R ⊗ In′)W (R⊗ In′)
∗
)p
≤ Tr
(
(R ⊗ In′)
∗(R⊗ In′)
)p
W p
= Tr
(
(R∗R)p ⊗ In′
)
W p
= Tr
(
(R∗R)p ⊗ In′
)(
Id′ ⊗
d∑
k=1
|k〉〈k| ⊗ (Ω(x−1k Akk))
p
)
=
d∑
k=1
Tr
[
(R∗R)p(Id′ ⊗ |k〉〈k|)
]
Tr
(
Ω(x−1k Akk)
)p
(54)
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Using the definiton of xk in (51) we have
‖Ω(x−1k Akk)‖p ≤ ‖Ω‖q→p ‖x
−1
k Akk‖q = ‖Ω‖q→p (55)
and so (54) leads to
Tr (Bp) ≤ ‖Ω‖pq→p
d∑
k=1
Tr
[
(R∗R)p(Id′ ⊗ |k〉〈k|)
]
= ‖Ω‖pq→pTr(R
∗R)p
= ‖Ω‖pq→pTr(RR
∗)p
= ‖Ω‖pq→pTr
( d∑
j=1
xjRj ⊗ |ψ〉〈ψ|
)p
= ‖Ω‖pq→pTr
( d∑
j=1
xjRj
)p
(56)
Define the matrix
C =
d∑
j=1
xj |j〉〈j| =
d∑
j=1
‖Ajj‖q |j〉〈j| (57)
Then
Φ(C) =
d∑
j=1
xjRj (58)
so from (56) we get
‖B‖p ≤ ‖Ω‖q→p
∥∥∥
d∑
j=1
xjRj
∥∥∥
p
= ‖Ω‖q→p ‖Φ(C)‖p
≤ ‖Ω‖q→p ‖Φ‖q→p ‖C‖q (59)
Furthermore
TrCq =
d∑
j=1
TrAqjj = Tr
(∑
j
|j〉〈j| ⊗Ajj
)q
≤ TrAq (60)
where
∑
j |j〉〈j|⊗Ajj is the block diagonal projection of A with respect to the computational
basis. Therefore we deduce
‖B‖p ≤ ‖Ω‖q→p ‖Φ‖q→p ‖A‖q (61)
and hence from (50) that
‖Φ ⊗ Ω‖q→p ≤ ‖Ω‖q→p ‖Φ‖q→p (62)
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Since this holds for all Ω we immediately get ‖Φ‖
(pot)
q→p ≤ ‖Φ‖q→p. The reverse inequality
(12) follows immediately from the definition, so we deduce that equality holds.
The above result holds for any CQ map Φ, and for any values q, p ≥ 1. If we consider
now a QC map Ψ, we note that the adjoint map Ψ∗ is CQ and also that
‖Ψ‖q→p = ‖Ψ
∗‖p′→q′ (63)
where p′, q′ are the conjugate values for p, q. Thus applying the result for CQ maps we find
for any completely positive map Ω,
‖Ψ ⊗ Ω‖q→p = ‖Ψ
∗ ⊗ Ω∗‖p′→q′ (64)
= ‖Ψ∗‖p′→q′ ‖Ω
∗‖p′→q′ (65)
= ‖Ψ‖q→p ‖Ω‖q→p (66)
and this proves the result.
6 Proof of Theorem 4
Recall that a Hadamard map acts by taking the Hadamard poduct with a positive semidef-
inite matrix. More specifically, let {|i〉} (i = 1, . . . , d) be an orthonormal basis in Cd, and
let C = (cij) ∈ M
+
d be a positive semidefinite matrix so that
C =
d∑
i,j=1
cij |i〉〈j| (67)
Then we define the Hadamard map HC :Md →Md by
M =
d∑
i,j=1
mij |i〉〈j| 7→ HC(M) =
d∑
i,j=1
cij mij |i〉〈j| (68)
Let Ω :Mn →Mn′ be a completely positive map, and A ∈ M
+
dn so that
A =
d∑
j,k=1
|j〉〈k| ⊗Ajk (69)
where {Ajk} ∈ Mn (j, k = 1, . . . , d). Then
(HC ⊗ Ω)(A) =
d∑
j,k=1
cjk |j〉〈k| ⊗ Ω(Ajk) ∈ M
+
dn′ (70)
Our goal is to establish the following inequality: for all q ≤ 2 ≤ p, and all A ∈M+dn,
‖(HC ⊗ Ω)(A)‖p ≤ ‖HC‖q→p ‖Ω‖q→p ‖A‖q (71)
The inequality (71) implies ‖HC ⊗Ω‖q→p ≤ ‖HC‖q→p ‖Ω‖q→p, and hence this will give us
‖HC‖
(pot)
q→p ≤ ‖HC‖q→p.
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We will first establish a separate result, namely that the inequality (71) holds when A
is replaced by a matrix B ∈Mdn which has the special form
B =
d∑
j=1
|j〉〈m| ⊗Bj, {Bj} ∈ Mn, j = 1, . . . , d (72)
where |m〉 is one of the basis vectors in Cd. Let us define
Y = (HC ⊗ Ω)(B) =
d∑
j=1
cjm |j〉〈m| ⊗ Ω(Bj) (73)
then our immediate goal is to show that
‖Y ‖p ≤ ‖HC‖q→p ‖Ω‖q→p ‖B‖q (74)
Note that
Y ∗Y =
d∑
j=1
|cjm|
2 |m〉〈m| ⊗ Ω(Bj)
∗Ω(Bj) (75)
Since p ≥ 2 we use convexity to deduce that
‖Y ‖2p = ‖Y
∗Y ‖p/2
=
∥∥∥
d∑
j=1
|cjm|
2Ω(Bj)
∗ Ω(Bj)
∥∥∥
p/2
≤
d∑
j=1
|cjm|
2 ‖Ω(Bj)
∗ Ω(Bj)‖p/2
=
d∑
j=1
|cjm|
2 ‖Ω(Bj)‖
2
p
≤ ‖Ω‖2q→p
d∑
j=1
|cjm|
2 ‖Bj‖
2
q (76)
Define the matrix g =
∑d
j=1 ‖Bj‖q |j〉〈m| ∈ Md then
HC(g) =
d∑
j=1
cjm ‖Bj‖q |j〉〈m| (77)
Since HC(g)
∗HC(g) is a multiple of |m〉〈m| and p ≥ 2 we have
d∑
j=1
|cjm|
2 ‖Bj‖
2
q = Tr(HC(g)
∗HC(g)) = ‖HC(g)
∗HC(g)‖p/2 (78)
Therefore from (76) we get
‖Y ‖2p ≤ ‖Ω‖
2
q→p ‖HC(g)
∗HC(g)‖p/2
= ‖Ω‖2q→p ‖HC(g)‖
2
p
≤ ‖Ω‖2q→p ‖HC‖
2
q→p ‖g‖
2
q
= ‖Ω‖2q→p ‖HC‖
2
q→p ‖g
∗g‖q/2 (79)
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where we have introduced the Schatten anti-norm defined for 0 < t < 1, and M ≥ 0, by
‖M‖t =
(
TrM t
)1/t
(80)
Again, since g∗g is a multiple of |m〉〈m|, we have ‖g∗g‖q/2 = Tr(g
∗g) and thus (79) gives
‖Y ‖2p ≤ ‖Ω‖
2
q→p ‖HC‖
2
q→pTr(g
∗g)
= ‖Ω‖2q→p ‖HC‖
2
q→p
d∑
j=1
‖Bj‖
2
q
= ‖Ω‖2q→p ‖HC‖
2
q→p
d∑
j=1
‖B∗jBj‖q/2 (81)
The anti-norm satisfies the following superadditivity property [4]: let M1, . . . ,Mk be posi-
tive semidefinite, then for all 0 < t ≤ 1,
∥∥∥∥∥
k∑
i=1
Mi
∥∥∥∥∥
t
≥
k∑
i=1
‖Mi‖t (82)
Since q < 2 and B∗jBj is positive semidefinite for j = 1, . . . , d, we may apply (82) and get
‖Y ‖2p ≤ ‖Ω‖
2
q→p ‖HC‖
2
q→p
∥∥∥∥∥∥
d∑
j=1
B∗jBj
∥∥∥∥∥∥
q/2
= ‖Ω‖2q→p ‖HC‖
2
q→p
∥∥∥∥∥∥
d∑
j=1
|m〉〈m| ⊗B∗jBj
∥∥∥∥∥∥
q/2
= ‖Ω‖2q→p ‖HC‖
2
q→p ‖B
∗B‖q/2
= ‖Ω‖2q→p ‖HC‖
2
q→p ‖B‖
2
q (83)
and this implies the bound (74). A similar argument shows that (74) also holds for matrices
B that can be written in the form
B =
d∑
j=1
|m〉〈j| ⊗Bj, {Bj} ∈ Mn, j = 1, . . . , d (84)
where again |m〉 is a fixed basis vector.
In order to establish the bound (71) for A ∈ M+dn we will use an inductive argument.
The induction will be carried out in the size of the matrix A. Specifically, for 1 ≤ a ≤ d
we define the set of matrices
Sa =
{
A ∈ M+dn
∣∣∣A =
a∑
j,k=1
|j〉〈k| ⊗Ajk, {Ajk} ∈ Mn
}
(85)
Our proof of (74) for the special class (72) with m = 1 shows that the bound (71) holds for
all matrices in S1. For the induction step we will assume that (71) holds for all matrices in
Sa for some 1 ≤ a ≤ d−1, and then we will prove that it also holds for all matrices in Sa+1.
13
The induction argument will then imply that (71) holds for all matrices in Sd =M
+
dn, and
this will complete the proof.
We will use the following inequality [10]: suppose that M is a positive semidefinite
matrix, which can be written in 2× 2 block form as
M =
(
X Y
Y ∗ W
)
≥ 0 (86)
Then for all p ≥ 2,
‖M‖p =
∥∥∥∥
(
X Y
Y ∗ W
)∥∥∥∥
p
≤
∥∥∥∥
(
‖X‖p ‖Y ‖p
‖Y ‖p ‖W‖p
)∥∥∥∥
p
(87)
and the inequality is reversed for 1 ≤ p ≤ 2. The inequality (87) was originally proved
for the case where X,Y,W are all square matrices of equal dimension. By padding with
additional rows and columns of zeros if necessary, the general case easily follows from this.
It will be useful to reformulate (87) in the following way: supposeM ∈ M+m for somem ≥ 1,
and let Q1 be an orthogonal projection on C
m, so Q21 = Q
∗
1 = Q1. Let Q2 = Im −Q1, and
define Mij = QiMQj for i, j = 1, 2. Then we have M =M11 +M12 +M21 +M22 and (87)
implies for p ≥ 2
‖M11 +M12 +M21 +M22‖p ≤
∥∥∥∥
(
‖M11‖p ‖M12‖p
‖M21‖p ‖M22‖p
)∥∥∥∥
p
(88)
with the reverse inequality for 1 ≤ p ≤ 2.
Now fix a satisfying 1 ≤ a ≤ d − 1 and assume that (71) holds for all matrices in Sa.
Define the orthogonal projections
P1 =
a∑
j=1
|j〉〈j|, P2 = Id − P1 =
d∑
j=a+1
|j〉〈j| (89)
Let A ∈ Sa+1, and write A = E + F + F
∗ +G where
E = (P1 ⊗ In)A(P1 ⊗ In), F = (P1 ⊗ In)A(P2 ⊗ In), G = (P2 ⊗ In)A(P2 ⊗ In) (90)
The map HC ⊗ Ω respects the block decomposition, and so
(HC ⊗ Ω)(A) = X + Y + Y
∗ +W (91)
where
X = (HC ⊗ Ω)(E) = (P1 ⊗ In)(HC ⊗ Ω)(A)(P1 ⊗ In),
Y = (HC ⊗ Ω)(F ) = (P1 ⊗ In)(HC ⊗ Ω)(A)(P2 ⊗ In),
W = (HC ⊗ Ω)(G) = (P2 ⊗ In)(HC ⊗ Ω)(A)(P2 ⊗ In) (92)
Applying (88) with Qi = Pi ⊗ In (i = 1, 2) and m = nd we deduce that
‖(HC ⊗ Ω)(A)‖p ≤
∥∥∥∥
(
‖X‖p ‖Y ‖p
‖Y ‖p ‖W‖p
)∥∥∥∥
p
(93)
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Since E ∈ Sa and X = (HC ⊗ Ω)(E) we can apply the inductive hypothesis to deduce
‖X‖p ≤ ‖HC‖q→p ‖Ω‖q→p ‖E‖q (94)
Furthermore both F and G are in the special class of matrices (72) (with |m〉 = |a + 1〉)
and so we also have
‖Y ‖p = ‖Y
∗‖p ≤ ‖HC‖q→p ‖Ω‖q→p ‖F‖q
‖W‖p ≤ ‖HC‖q→p ‖Ω‖q→p ‖G‖q (95)
Furthermore the right side of (93) is monotone increasing in its diagonal entries, and thus
‖(HC ⊗Ω)(A)‖p ≤ ‖HC‖q→p ‖Ω‖q→p
∥∥∥∥
(
‖E‖q z
z ‖G‖q
)∥∥∥∥
p
(96)
where
z =
‖Y ‖p
‖HC‖q→p ‖Ω‖q→p
(97)
Note that the right side of (96) is monotone increasing in z within the interval 0 ≤ z ≤√
‖E‖q ‖G‖q . Furthermore applying (95) we deduce that
z ≤ ‖F‖q ≤
√
‖E‖q ‖G‖q (98)
where the second inequality follows from non-negativity of the 2× 2 matrix
(
‖E‖q ‖F‖q
‖F‖q ‖G‖q
)
(99)
which is itself a consequence of non-negativity of A. It follows that the right side of (96)
increases when z is replaced by ‖F‖q, and thus we find
‖(HC ⊗Ω)(A)‖p ≤ ‖HC‖q→p ‖Ω‖q→p
∥∥∥∥
(
‖E‖q ‖F‖q
‖F‖q ‖G‖q
)∥∥∥∥
p
(100)
Since p > q the right side (100) can only increase when the p-norm is replaced by the
q-norm, thus
‖(HC ⊗ Ω)(A)‖p ≤ ‖HC‖q→p ‖Ω‖q→p
∥∥∥∥
(
‖E‖q ‖F‖q
‖F‖q ‖G‖q
)∥∥∥∥
q
≤ ‖HC‖q→p ‖Ω‖q→p ‖E + F + F
∗ +G‖q
≤ ‖HC‖q→p ‖Ω‖q→p ‖A‖q (101)
where the second inequality follows from (88) (reverse inequality since q < 2). This com-
pletes the proof of the induction step, and thus the argument is done.
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7 Discussion
We have introduced the notion of potential output purity ‖Φ‖
(pot)
q→p for a completely positive
map Φ, and explored some of its basic properties. Theorems 1 and 2 provide upper bounds
for the potential purity, and Theorems 3 and 4 presents several classes of maps where this
quantity is shown to be equal to the (standard) output purity. It is known that there are
channels which exhibit a gap between output purity and potential output purity at q = 1;
this follows from the existence theorems for violation of additivity of minimal output Renyi
entropy [8], [7], [1]. A continuity argument then implies that there are maps Φ for which
‖Φ‖
(pot)
q→p > ‖Φ‖q→p at least for q close to 1. The arguments for violation of additivity of
minimal output Renyi entropy rely heavily on the fact that the minimum is achieved with
a pure input state. Since this is generally not the case for q > 1, it is not obvious how
those arguments can be extended beyond q = 1.
The potential output purity provides an upper bound for the regularized purity, as
shown in (15), and this may have applications in a variety of settings. As one example,
the mixing time for a quantum channel semigroup can be estimated using the logarithmic
Sobolev constant, and for product semigroups this can be estimated using the potential
purity. To illustrate this application consider the depolarizing channel ∆λ on Md:
∆λ(A) = λA+
1− λ
d
Tr(A) Id (102)
When λ = e−t we can write ∆λ = e
tL as a one-parameter semigroup, for which the value
of the log-Sobolev constant α2 is known [18]:
α2(L) =
2(1− 2/d)
log(d− 1)
(103)
However the log-Sobolev constant α2(L
(n)) is not known for the product semigroup ∆⊗nλ =
etL
(n)
, so it is desirable to find a good lower bound for α2(L
(n)). As shown in [18] and [9],
this can be done by combining a uniform upper bound for ‖∆⊗nλ ‖2→4 with interpolation
arguments. Here we note that the Choi matrix of ∆λ is entrywise positive for λ > 0, and
hence we can apply the results from [14] to deduce that
‖∆λ‖
(pot)
2→4 = ‖∆λ‖2→4 (104)
Using (15) this implies that ‖∆⊗nλ ‖2→4 = ‖∆λ‖
n
2→4 for all n ≥ 1. Combining known results
for the single channel ∆λ and the methods from [18] and [9] leads to the bound
α2(L
(n)) ≥
1− 2/d
log(3) log(d− 1) + 2(1− 2/d)
(105)
which is somewhat tighter than the estimates presented in [18] and [9].
There are a number of interesting avenues to pursue. One concerns the question whether
‖E‖
(pot)
q→p = ‖E‖q→p for all entanglement breaking channels E , and for all q, p ≥ 1. In
Theorem 3 we proved this for the case where E is either CQ or QC, but it would be
striking if the result were not true for a general EB map. Another interesting question is
whether the maximum value ‖Φ‖
(pot)
q→p in (9) is achieved for finite n, where n is the dimension
of the ancilla space on which Ωn operates. Such a result is known for ‖Φ ⊗ idn‖1→p [19],
but again the proof relies on a pure input state and may not readily extend to q > 1.
16
Acknowledgements
Some of the results in this paper were presented at the workshop “Probabilistic and Alge-
braic Methods in Quantum Information Theory” held at Texas A&M University in July
2017, and the author thanks the organizers for the invitation to speak at the workshop.
References
[1] G. Aubrun, S. Szarek and E. Werner, “Hastings’ additivity counterexample via Dvoret-
zky’s theorem”, Commun. Math. Phys. 305, 85–97 (2011).
[2] K.M.R. Audenaert, “A note on the p → q norms of completely positive maps”, Lin.
Alg. Appl 430, 1436 –1440 (2009).
[3] R. Bhatia and F. Kittaneh, “Norm inequalities for partitioned operators and an appli-
cation”, Mathematische Annalen, 287, 719–726 (1990).
[4] J.-C. Bourin and F. Hiai, “Norm and anti-norm inequalities for positive semi-definite
matrices”, Int. J. Math. 22, 1121, 2011.
[5] I. Devetak, M. Junge, C. King and M. B. Ruskai, “Multiplicativity of completely
bounded p-norms implies a new additivity result”, Commun. Math. Phys. 266, 37–63,
2006.
[6] A. Grudka, M. Horodecki and L. Pankowski, “Constructive counterexamples to addi-
tivity of minimum output Renyi entropy of quantum channels for all p > 2”, J. Phys.
A: Math. Theor. 43, 425304 (2010).
[7] M. B. Hastings, “Superadditivity of communication capacity using entangled inputs”,
Nature Physics 5, 255–257 (2009).
[8] P. Hayden and A. Winter, “Counterexamples to the Maximal p-Norm Multiplicativity
Conjecture for all p > 1”, Commun. Math. Phys. 284(1), 263–280 (2008).
[9] A. Mu¨ller-Hermes, D. S. Franca and M. M. Wolf, “Entropy Production of Doubly
Stochastic Quantum Channels”, Journal of Mathematical Physics 57, 022203 (2016).
[10] C. King, “Inequalities for trace norms of 2 × 2 block matrices”, Communications in
Mathematical Physics 242, 531–545, (2003).
[11] C. King, “Maximal p-norms of entanglement breaking channels”, Quantum Informa-
tion and Computation 3(2), 186–190 (2003).
[12] C. King, “Hypercontractivity for semigroups of unital qubit channels”, Commun. in
Math. Phys. 328(1), 285–301 (2014).
[13] C. King, “Multiplicativity of superoperator norms for some entanglement breaking
channels”, Quantum Information and Computation 14, 1203–1212 (2014).
[14] C. King, M. Nathanson and M. B. Ruskai, “Multiplicativity properties of entrywise
positive maps on matrix algebras”, Linear Algebra and its Applications, 404, 367–379
(2005).
[15] E. H. Lieb and W. Thirring, “Inequalities for the Moments of the Eigenvalues of the
Schro¨dinger Hamiltonian and Their Relation to Sobolev Inequalities”, in Studies in
Mathematical Physics, E. Lieb, B. Simon, A. Wightman eds., pp. 269–303, Princeton
University Press, 1976.
17
[16] D. Perez-Garcia, M. M. Wolf, D. Petz and M. B. Ruskai, “Contractivity of positive
and trace preserving maps under Lp norms”, J. Math. Phys. 47, 083506 (2006).
[17] G. Smith, J. A. Smolin and A. Winter, “The quantum capacity with symmetric side
channels”, IEEE Trans. Info. Thy. 54(9), 4208–4217 (2008).
[18] K. Temme, F. Pastawski and M. J. Kastoryano, “Hypercontractivity of quasi-free
quantum semigroups”, Journal of Physics A: Mathematical and Theoretical, 47(40)
(2014).
[19] J. Watrous, “Notes on super-operator norms induced by Schatten norms”, Quantum
Inf. Comput. 5 57–67, 2005.
[20] A. Winter and D. Yang, “Potential Capacities of Quantum Channels”, IEEE Trans-
actions on Information Theory 62(3), 1415–1424 (2016).
18
