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Introduzione. 
 
 
 
In questa tesi si è cercato di unificare il più possibile la teoria del controllo 
ottimale per i sistemi descritti da equazioni differenziali ordinarie con la 
teoria per i sistemi distribuiti, ossia per i sistemi descritti da campi. 
Controllare un sistema vuol dire agire su di esso mediante degli impulsi 
esterni applicati in vari punti del sistema. Manovrando opportunamente questi 
impulsi, si ottiene dal sistema un dato comportamento. Se questo 
comportamento risponde a dei canoni di bontà, si parlerà allora di 
comportamento ottimale e di controllo ottimale per il controllo che provoca 
questo comportamento. 
Inizieremo in questa tesi col parlare dei sistemi descritti da equazioni 
ordinarie.  
E’ fondamentale per questi sistemi, il principio di Pontryagin. Questo 
principio non è altro che una condizione necessaria a cui deve soddisfare il 
controllo ottimale. Il principio è del 1956. 
Del decennio successivo sono le teorie di Butkovskij e di Wang sul controllo 
ottimale per i sistemi distribuiti. Butkovskij si dedica particolarmente allo 
studio delle  
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 equazioni integrali , mentre Wang studia le equazioni alle derivate parziali 
ma si limita al solo caso i equazioni con condizioni al contorno omogenee, 
senza trattare quindi il problema del controllo sul contorno. 
Del 1968 è un contributo di Brogan allo studio del controllo ottimale. Brogan 
introduce la definizione estesa di operatore mediante il quale si possono 
introdurre le condizioni al contorno nell’equazione alle derivate parziali. 
Con Brogan quindi si può studiare anche il problema con condizioni al 
contorno non omogenee; ma la sua teoria vale solamente nel caso lineare.  
In questa relazione si è giustificata la definizione estesa di operatore anche nel 
caso non lineare. 
Inoltre si è ricavato il principio di Pontryagin per i sistemi distribuiti descritti 
dal sistema di equazioni: 
 
)tx,y),(x,ut),(x,φ(F
t
φ
(*) 


 
 
 dove φ  indica il campo vettoriale che descrive il sistema e t)(x,u  il campo 
vettoriale di  controllo. 
Nella trattazione della teoria del controllo ottimale per i sistemi distribuiti, si è 
dato peso particolare ai sistemi distribuiti descritti da un sistema del tipo (*). 
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Con questi sistemi si può operare in maniera moto simile a quella con cui si 
opera nella teoria per i sistemi descritti da equazioni differenziali ordinarie. 
In questa maniera sono più evidenti i punti in comune delle due teorie. 
Infine si sono esemplificate alcune applicazioni che si possono avere della 
teoria del controllo ottimale. Si è studiata particolarmente l’equazione di 
Fourier di conduzione del calore e l’equazione ordinaria che si ricava se la 
conduzione termica del sistema tende all’infinito. 
Per questi sistemi si sono studiati in particolare i controlli a zero energia in 
regime stazionario, dove con regime stazionario si intende la periodicità 
rispetto al tempo.  
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PARTE PRIMA 
 
I sistemi descritti da equazioni differenziali ordinarie. 
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Introduzione. 
Consideriamo i sistemi dinamici descritti da equazioni ordinarie differenziali. 
m1α   ;n  1ri,)u,(xf
dt
dx
)1( αri
i
   
 dove ix  sono le variabili che caratterizzano il processo e u  sono i parametri 
di controllo che determinano il corso del processo. Quindi è necessario 
determinare i controlli come funzioni del tempo  
m1α,(t)uu αα   
 e dato il valore iniziale n11,(t)x)(tx ioo
i  , la soluzione del sistema (1) è 
univocamente determinata. Consideriamo l’integrale:  
      dt)u,(x
t
t
ofJ αr
1
o
    
dove 
of  è una funzione data.  Fissiamo oltre allo stato iniziale iox , anche lo 
stato finale del sistema, i11
i x)(tx  . Ammesso che esistano dei controlli tali 
che il sistema soddisfi alle condizioni date, cerchiamo tra di essi quello per 
cui il valore di J è minimo. 
In generale, ot  e 1t  non sono fissi. Si può chiedere di minimizzare l’integrale 
o1
1
o
tt
t
t
dtJ  . 
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Quindi si vuole che il passaggio da iox  a 
i
1x  avvenga nel minor tempo 
possibile. Il problema è allora detto problema di tempo minimo o problema di 
tempo ottimale. 
Spesso si ha che m1α,cost.|(t)u| α  . Più in generale u  è un vettore che 
appartiene ad un sottospazio U di Em  che riflette caratteristiche specifiche del 
sistema.  
I problema allora non è risolubile mediante il metodo variazionale classico, 
perché il metodo classico che sarà esaminato tra breve, richiede che non sia 
presenta alcuna restrizione sulle (t)uα .  
Il carattere non classico del problema è spesso messo in evidenza dal 
problema del tempo ottimale per il sistema lineare: 
m1j,1|u|con
n1i,ubxa
dt
dx
j
j
ij
k
ik
i




 
Quindi la U ha la forma di un poliedro. 
In questo caso il controllo ottimale è realizzato dai punti (t)u j  che sono i 
vertici del poliedro U. Le leggi del controllo ottimale forniscono la legge con 
cui il controllo salta da un vertice all’altro. I metodi classici sono 
completamente inapplicabili per risolvere il problema. 
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Dall’esempio segue che la classe dei controlli ammessi deve essere la classe 
delle funzioni continue a tratti. Quindi le ix  saranno funzioni continue e 
differenziabili a tratti. Sotto queste assunzioni le condizioni necessarie per 
l’ottimalità sono le condizioni formulate dal principio di massimo di 
Pontryagin. 
Il problema a punto iniziale e finale fisso non è il problema più generale che 
posso avere, infatti punto inziale e punto finale possono appartenere a due 
varietà Mo, M1 che possono essere estese fino ad includere tutto lo spazio 
euclideo En. Inoltre dato il carattere tecnico del problema, non solo il 
controllo ma anche lo spazio delle fasi è spesso limitato.  
Se lo stato del sistema è costretto a rimanere in una regione chiusa G, il suo 
moto ottimale avverrà nell’interno di G e sul suo contorno, e la forma del 
principio di massimo a cui soddisferà il moto sarà più complicata di quella per 
gli esempi visti prima.  
Questi casi non esauriscono certamente tutti i problemi ottimali che si 
possono incontrare. 
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Cap . I Controllabilità 
 1- Definizioni. 
Prima di risolvere un problema di controllo ottimale, è necessario assicurarsi 
che il problema dato sia risolubile. Ad esempio, se lo stato iniziale inx  e lo 
stato finale fx  del sistema sono fissati, bisogna vedere se è possibile far 
evolvere  il sistema da inx  a fx  per mezzo dei controlli a nostra disposizione. 
Bisogna quindi studiare quella che viene chiamata la “controllabilità” del 
sistema. Una volta verificato che il sistema è controllabile tramite alcuni tra i 
controlli a nostra disposizione, allora si può passare al problema ottimale vero 
e proprio, ossia a scegliere ulteriormente tra questi controlli, quello che 
soddisfa alla richiesta di ottimalità.  
Nella discussione che segue, come stato finale è sempre presa l’origine delle 
coordinate; infatti ci si può sempre ridurre in questo caso mediante una 
traslazione degli assi coordinati. 
Consideriamo il sistema: 
.Eu,Ex;n1icon
)uu;x(xfx
mn
m1n1ii




 
Si può scrivere in maniera più sintetica: )u,x(fx   
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Il problema è quello di trasportare lo stato del sistema da un punto iniziale 
fissato nell’origine di nE . u  invece appartiene al sottospazio compatto di 
mE , U, che contiene l’origine nel suo interno.  
Sia )(0)x(t),uξ(t,  la traiettoria del sistema che parte da )0(x , sotto l’azione del 
controllo Utu )( . Uno stato )(Tx  è accessibile dallo stato iniziale )0(x  
tramite il controllo )(tu  se esiste il controllo Utu )(1 , tale che: 
)(Tx(0))x(t),uξ(T; 1   
 per 0T  ma finito. 
 )(tx(0))x(t),uξ(t;,:)()),0(,( 11  UutxUxtR  
è l’insieme di accessibilità del sistema, ossia tutti i punti dove il sistema può 
andare a finire in un tempo finito sotto l’azione del controllo Uu  .  
Se lo stato 0)( Tx  è accessibile da qualsiasi stato iniziale )0(x , allora lo 
stato è detto controllabile. In altre parole lo stato x(0) a to=0 è controllabile se 
esiste un controllo tale che:  
0(0))x(t),uξ(T; o   
per otT   ma finito. 
Se tutti gli )0(x  a ot  sono controllabili, allora il sistema è detto 
completamente controllabile. 
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Il dominio di controllabilità C per il sistema differenziale 
n1i,)uu;x(xfx m1n1ii    
 per un insieme  mEU , consiste di tutti i punti no Ex   per i quali esiste 
un controllo misurabile U(t)u  , definito in un intervallo di tempo finito, che 
trasporta ox  nell’origine di 
nE . 
 
 
-2- Teoremi di Lee e Marcus 
Riportiamo ora alcuni teoremi sulla controllabilità le cui dimostrazioni si 
possono trovare in un articolo di Lee e Marcus (1). 
Consideriamo il sistema: 
U.EinC)u,x(fdove
n1i,)uu;x(xfx
n1i
m1n1ii

 
 
Assumiamo che il vettore 0u  sia un punto interno di mEU . Inoltre 
chiediamo: n1i0,)0,0(f i  ; se la matrice  )0,0(
u
f
j
i


 ha rango n, allora 
il dominio di controllabilità C è un insieme aperto connesso di nE  
contenente l’origine. 
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Consideriamo ora il sistema lineare: 
m1jn;1ki,uBxAx jij
ki
k
i    
sempre con mEU contenente l’origine nel suo interno. Se la matrice B ha 
rango n, allora il dominio di controllabilità C è un insieme aperto connesso di
nE  contenente l’origine. 
Un problema più difficile nasce quando i gradi di libertà m del vettore di 
controllo sono più piccoli dei gradi di libertà n del sistema. 
In questo caso, dato il sistema: 
U.EinC)u,x(fdove
n1i,)uu;x(xfx
n1i
m1n1ii

 
 
Assumiamo che il vettore 0u  sia un punto interno di U.Inoltre: 
I)  n1i0,)0,0(f i   
II) esiste un vettore mEv  tale che i vettori: 
vBA,,vAB,vB 1n.  
siano linearmente indipendenti, dove  (0,0)
u
f
B


  e  (0,0)
x
f
A


  sono 
matrici reali. Allora l’origine 0  è contenuta in C. Questo teorema vale solo se 
m ≤ n−1. Se oltre alla I) e alla II), vale anche che la 
n1i,0)0,x(xfx n1ii    
 è asintoticamente stabile in maniera globale attorno alla origine di nE , allora 
il dominio di controllabilità C è tutto nE . 
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Ricordiamo brevemente che cosa si intende per stabilità nel senso di 
Lyapunov. Dato il sistema: 
)t,x(fx(1)   ; 
sia (t)*x  una soluzione reale o complessa di (1). Allora diremo che (t)*x  è 
stabile secondo Lyapunov per ott   se, per )tδ(ε,0,ε o tale che , se 
ott,(t)*x-(t)x(t)*x-(t)x    
dove (t)x  è un’altra soluzione della (1). Se ciò non è verificato, allora la 
(t)*x  è instabile.  
Sia ora (t)*x  stabile per ott  . Se   è indipendente da ot , allora la soluzione 
è detta uniformemente stabile. 
Se invece esiste un 0)(tη o  , tale che se:  
0(t)*x-(t)xlim)(t*x-)(tx oo 
t
  
allora la soluzione si dice asintoticamente stabile. 
Spesso come (t)*x  si prende un punto di equilibrio ex ; se questo punto è 
asintoticamente stabile, tutti i punti )(tx o  che per t  si avvicinano a ex , 
formano il dominio di attrazione del punto di equilibrio.  Se questo dominio 
ricopre tutto lo spazio allora il punto di equilibrio è asintoticamente stabile in 
maniera globale.  
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Per concludere questo capitolo, un esempio molto semplice; ci chiediamo 
quale è il dominio di controllabilità per il seguente sistema che descrive il 
moto piano di un grave: 








ugz
zy
vx x



 
xv  è costante e maggiore di zero. La funzione di controllo è una 
accelerazione che agisce sul corpo contemporaneamente alla gravità. 
Si può volere ad esempio che a T finito sia: 








0(T)y
0y(T)
0x(T)

 
Il dominio di controllabilità è formato da tutti i punto con x<0. Ovviamente se 
limito u(t) limiterò ancora di più il dominio di controllabilità del sistema. 
Invece se aggiungessi un controllo alla prima equazione: V xvx , 
allargherei il dominio C. 
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Cap. II   Calcolo delle variazioni 
-I- Le equazioni di Eulero-Lagrange 
Per risolvere problemi di controllo ottimale il calcolo delle variazioni può 
essere molto utile. Richiamiamo innanzi tutto alcuni risultati fondamentali del 
calcolo variazionale. Le equazioni di Eulero-Lagrange sono uno di questi 
risultati.  
Si richiede di minimizzare il funzionale: 
dtt)(t),x,(x(t)
T
0
FI   
dove x(t) si intende una funzione differenziabile almeno due volte e soggetta 
alle condizioni x(0)=xo e Txx(T)  . 
 
La variazione di x(t) è ξ(t)εδx(T)   dove ξ(t)  è una funzione arbitraria del 
tempo tale che 0ξ(T))0(  . L’incremento del funzionale per la variazione 
di x(t) è : 
 dtt),x,(x
T
0
F-t),ξεxεξ,F(xΔI(ε)    
Sviluppando ΔI  in serie di Taylor: 



 0ε
2
22
0ε dε
ΔI(ε)d
2!
ε
dε
)I(d
εΔI(0)ΔI(ε)

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11 
Poiché 
dε
)I(d
dε
)dI(
e 0ΔI(0)
 
 , 

 0ε
2
22
0ε dε
)I(d
2!
ε
dε
)dI(
εΔI(ε)

 
Indichiamo con 
dε
)dI(
I

  , verrà chiamata variazione prima e così via per 
gli altri addendi di ΔI(ε). La variazione prima del funzionale è: 
dtxδ
x
F
δx
x
F
Iδ
T
0
 










 

 
Se I ha un minimo per x=x(t), la derivata: 0
dε
)dI(


 e quindi la sua variazione 
prima deve essere uguale a zero: 
0dtδx
x
F
dt
d
δx
x
F
Iδ
T
0











  
 
Ma la   è una funzione arbitraria del tempo, quindi: 
0
x
F
dt
d
x
F
)1( 






 
che è l’equazione di Eulero-Lagrange. La (1) è una condizione necessaria a 
cui deve soddisfare la x(t) affinché il funzionale sia minimo.  
Si calcola adesso: 
dt
xd
x
F
dt
dx
xx
F
xt
F
x
F
dt
d
2
222 
 










 
che sostituita nella (1) fornisce l’equazione: 
0
x
F
xt
F
xx
F
x
x
F
x)2(
22
2
2
















  
Ricordiamo che: )3(xx(T),xx(0) To   
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Bisogna quindi risolvere l’equazione (2) con condizioni al contorno (3). 
Questo è un problema con condizioni al contorno a due istanti diversi, t=0 e 
t=T. 
Il problema è quindi differente dal problema classico del moto che richiede 
condizioni iniziali a t=0 per la x(t) e per la (t)x .  
Se il punto finale non è fissato ma può appartenere ad una funzione c(t), la 
traiettoria ottimale deve soddisfare oltre che alle equazioni di Eulero-
Lagrange anche ad una condizione che viene chiamata condizione di 
trasversalità, condizione che sostituisce la condizione al contorno Txx(T)  . 
Calcolando nuovamente la ΔI e tenendo presente che il punto finale non è più 
fisso ma deve appartenere a c(t) si può ottenere questa condizione di 
trasversalità a cui la traiettoria ottimale deve soddisfare nel punto finale:  
  0
x
F
(T)c(T)xF(T)
T





  
Affinché il funzionale:  
dtt)(t),x,(x(t)
T
0
FI   
sia estremale oltre alla condizione di Eulero-Lagrange deve essere soddisfatta 
anche la condizione di Legendre. Quest’ultima condizione distingue anche tra 
massimo e minimo del funzionale. 
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Quando la variazione prima è uguale a zero, l’incremento del funzionale I ha 
segno concorde con la variazione seconda, I2 . 
Si può dimostrare che il segno della variazione seconda è uguale al segno di 
2
2
x
F


. Allora la condizione di Legendre diventa: 
0
2
2



x
F

 
 per avere un massimo, e invece per avere un minimo: 
 0
2
2



x
F

. 
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-2- Calcolo delle variazioni e teoria del controllo ottimale 
 
Fin qui si sono esposti alcuni risultati del metodo variazionale classico. 
Questo metodo si può usare in problemi di controllo ottimale. Bisogna però 
tener presente che la funzione da minimizzare contiene anche il controllo e 
che di norma la (t)x  viene omessa.  
Passiamo in rassegna alcuni di questi problemi, che hanno preso il nome da 
coloro che per primi li hanno studiati. 
Iniziamo dal problema di Lagrange. 
 
Sia (t)x  il vettore che rappresenta lo stato del sistema, la sua equazione è:  
dimensioni-r a vettoreu
dimensioni-navettorif,x
t))(t),u(t),x(ft)(x)1( 
 
Lo stato iniziale è considerato fisso: 
oxx )0(  
Si vuole minimizzare l’integrale: 
dtt)(t),u,(t)x(
T
0
FI   
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Il problema è quello di trovare una (t)u  e la corrispondente (t)x  tramite la 
(1), che minimizzano la I e soddisfano la condizione iniziale. 
 
Il secondo problema fondamentale è quello di Mayer. 
Ho sempre che  (t)x  deve soddisfare l’equazione 
t))(t),u(t),x(ft)(x   
con condizione iniziale oxx )0( e finale TxTx )(  dove T è un qualsiasi 
istante non necessariamente fissato a priori. Bisogna minimizzare: 
 
(0),0)u,(0)x(GT)(T),u,(T)x(GI   
 
Infine ho il problema di Bolza. Di nuovo abbiamo che la  (t)x  deve soddisfare 
una equazione differenziale con condizioni iniziali e finali date, come nel 
problema di Mayer; però la I da minimizzare è: 
dtt)(t),u,(t)x(
T
0
Ft))(t),u(t),xG(I
T
0   
Studiamo ora il problema isoperimetrico. 
Il problema isoperimetrico classico deve il suo nome al problema di trovare la 
massima area per contorni di ugual lunghezza. Il problema consiste nel 
massimizzare o minimizzare un funzionale:  
dtt)(t),x,(x(t)
T
0
FI   
mentre un altro funzionale è mantenuto costante: 
Cdtt)(t),x,(x(t)
T
0
KI   . 
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Questo problema può essere ridotto al problema di Lagrange definendo: 
dt')t'),(t'x,)(x(t'
t
0
K)( txo t)(t),x,K(x(t)(t)xo    
Ora, invece di prendere F come funzione il cui integrale deve essere minimizzato, si 
prende:  oxtxxKtFF   ),,()(t),x,(x
~
  (cosa che si può fare dato che il 
termine tra parentesi è sempre nullo). Le equazioni di Eulero-Lagrange sono:  












































cost.λλ(t)
0λ(t)
dt
d
x
K
λ
x
F
dt
d
x
K
λ
x
F
0
x
K
λ
x
F
dt
d
x
K
λ
x
F
o
oooo 

 
La controparte in teoria del controllo del problema isoperimetrico è: 
0dtt)u(t),(t),x,(x(t)
T
0
J   , dt]t)u,,x(x,t)u,,(x
T
0
F[JI    
dove Φ è uguale a zero. Le equazioni di Eulero-Lagrange sono: 






































0
~
;0
uu
F
~
0
x
λ
dt
d
x
λ
x
F
~
x
F
~


F
u
F
x
F
dt
d

   
Se si ha che: 0dt
T
0
 ]x-t)u,[f(x,J    
























0xt)u,f(x,Φ
λ
F
~
 (3)
0
u
f
λ
u
F
(2)
0λ
x
f
λ
x
F
(1)


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Allora oltre all’equazione differenziale ),,( tuxfx   la traiettoria ottimale, il 
controllo e il moltiplicatore di Lagrange λ(t) devono soddisfare le due 
equazioni (1) e (2). Inoltre devono essere soddisfatte anche le condizioni al 
contorno x(0) e x(T) oppure x(0) e λ(T). La condizione λ(T) si ricava dalle 
condizioni di trasversalità alla fine della traiettoria. 
 
-3- Metodo hamiltoniano 
Abbiamo visto come si può usare il metodo variazionale classico nella teoria 
del controllo ottimale. Questo metodo è applicabile solo quando il controllo 
non è limitato da alcuna restrizione di modo che è possibile derivare rispetto 
ad u. Il metodo visto è il metodo lagrangiano; si può anche dare una 
formulazione hamiltoniana della teoria del controllo ottimale.  
Si definisce l’hamiltoniana: 
t)u,f(x,t)u,(x, 

FH  
Questa è anche l’hamiltoniana del metodo di Pontryagin che sarà esaminato 
tra breve. Abbiamo che: 
        












dt
dλ
x
H
dt
dx
t)u,f(x,
λ
H
 
 sono le equazioni canoniche.  
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I moltiplicatori di Lagrange λ(t) diventeranno nella teoria di Pontryagin le 
variabili ψ(t), che potremmo chiamare i moltiplicatori di Pontryagin.  
La condizione 0
F







u
f
u
 diventa la condizione : 0
u
H



 
La derivata totale rispetto al tempo dell’hamiltoniana sarà: 
u
u
H
λ
λ
H
x
x
H
t
H
dt
dH  













 
Dato che valgono le equazioni canoniche e per la condizione 0
u
H
T



, ho 
che: 
t
H
dt
dH


  
Così l’hamiltoniana del sistema estremale è soggetta a cambiamenti se e solo 
se è una funzione esplicita del tempo. Se l’hamiltoniana non dipende 
esplicitamente dal tempo 0


t
H
 e quindi l’hamiltoniana è costante. 
Per concludere illustriamo con un esempio il problema isoperimetrico, 
consideriamo il sistema descritto dall’equazione ux   con condizione iniziale 
x(0) e condizione finale x(T). Il funzionale da minimizzare è:  
0dt
T
0
 )u(x 22   . 
Quindi: 0dt
T
0
 ))x(uu(x 22    JI . 
Le equazioni di Eulero-Lagrange sono: 








0
02
02
xu
u
x




 
da cui si ha che: 022  xx   che si può ottenere anche dall’hamiltoniana : 
uuxH  22 . 
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Cap . III  Il principio di Pontryagin 
 
-1- Il principio di Pontryagin per i sistemi autonomi e sua dimostrazione 
Nella teoria del controllo ottimale, il principio di Pontryagin è di 
considerevole importanza. Questo principio è stato pubblicato per la prima 
volta nel 1956. Pontryagin e i suoi collaboratori hanno definito l’ottimalità 
sotto forma di principio di massimo.  
Prima della discussione del principio di Pontryagin, alcune parole sulla 
notazione usata. La funzione F usata nel calcolo delle variazioni è ora fo , il 
moltiplicatore di Lagrange (t)ψ(t)λ   e l’hamiltoniana fλFH Τ  è ora 
ffH Τo   . Le equazioni canoniche sono però formalmente identiche.  
Consideriamo innanzi tutto i sistemi autonomi:  
(t))u(t),x(ft)(x   
 f,x vettori a n-dimensioni , u  vettore a r-dimensioni.  
u  è un vettore le cui componenti sono continue a tratti e limitate: 
tU,(t)u   
dove U rappresenta un insieme chiuso e limitato di rE , spazio euclideo a r-
dimensioni. 
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)u,x(ff   è una funzione continua dei suoi argomenti e le sue derivate parziali 
rispetto a xi esistono e sono continue. Al tempo iniziale 0tt oi   lo stato del 
sistema sia definito dalla condizione iniziale )0(x . Per mezzo del controllo 
Ut )(u  il sistema è trasferito nello stato finale )(x T  dove T è l’istante finale. 
Il controllo )(u t  è ottimale se: 
dtt)(t),u,(t)x(
T
0
fI o  
è minimo. 
La traiettoria )()(x txt o  generata dal controllo ottimale )(u tu o  è 
chiamata traiettoria ottimale. Il controllo )(u te (e la sua corrispondente 
traiettoria) che soddisfa la condizione necessaria per l’ottimalità è chiamato 
controllo estremale (traiettoria estremale). Qualsiasi controllo ottimale è 
estremale, il contrario non è vero. Per essere ottimale, un controllo deve 
soddisfare anche una condizione sufficiente.   
Siano ora )0(x  e )(x T  fissi. 
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minimodt(t))u,(t)x(
T
0
fI ooo   
Introduciamo la variabile: 
dt'))(t'u,)(t'x(
t
0
f(t)x oo   
 dove  0(0)xo   
I(T)xo   
)u,x(f(t))u,(t)x(f(t)x oo  o  
Introduciamo il vettore a n+1 dimensioni: 
1Τ
o E]x,[xx
~  n  
1Τ
o E]f,[ff
~  n  
)u,x(f
~
x~   
Il controllo è ottimale se ox  è minimo a t=T. 
Consideriamo inoltre il vettore ψ  
tale che: 
 
n0,1i,ψ
x
)u,x(f
ψ j
n
0j i
j
i  


 

 
e la funzione hamiltoniana: 
 



n
0j
jj
n
0i
ii
Τ
ψψ ψ)u,x(f)u,x(fψ)u,x(f
~
ψ~)u,x,ψ~(H
~
H
~
 
Quindi abbiamo il sistema canonico: 
x~
H
~
ψ~;
ψ~
H
~
x~
ψψ





   
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Indichiamo ora con )x,ψ~(Mψ  il massimo per Uu   dell’hamiltoniana: 
)u,x,ψ~(H
~
Uu
sup)x,ψ~(M ψψ

  
Adesso possiamo enunciare il principio di massimo di Pontryagin. 
In un sistema autonomo con condizioni al contorno fisse ( oo x)(tx   e 
11 x)(tx   dove 1t  è un istante qualsiasi non fissato a priori), la condizione 
necessaria affinché (t)u  ed (t)x  siano ottimali, affinché quindi I)(tx 1o   sia 
minimo, è che esista un vettore (t)ψ~o  continuo diverso da zero, soluzione 
dell’equazione aggiunta: 
o
ψo
x~
H
~
ψ~


  
tale che: 
                              0(t))x(t),ψ~(M
~
(t))u(t),x(t),ψ~(H
~ oo
ψ
ooo
ψ   
 
 ossia che l’hamiltoniana raggiunga il suo valore massimo che è uguale a zero. 
Inoltre 0cost(t)ψoo   per qualsiasi t in 1tt0  . 
Supponiamo che il controllo ottimale (t)uo subisca una perturbazione anche 
non piccola in un certo intervallo di tempo: 






tτεΔt,τt,(t)u
τtεΔtτ,v
(t)*u o  
 dove ε è piccolo ma non la differenza  (t)uv o . 
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Associata al controllo )(t*u  ottenuto perturbando il controllo ottimale )(tuo , 
ho la soluzione )(t*x~ . Notiamo che: 
δt)(τ*x~δt)(τx~o   



τ
δtτ
oo dt(t)x~δt)(τx~)(x~ o  



τ
δtτ
dt(t)*x~δt)(τ*x~)(*x~   
Definiamo poi:  




τ
δtτ
oo
τ
δtτ
o
o dt)(t))u(t),x(f
~
)v(t),*x(f
~
(dt)(t)x~(t)*x~()τ(x~)τ(*x~)(x~   
Nel limite per ε che tende a zero, si hanno i seguenti limiti: 
)τ(x~(t)x~o o  
)(x~(t)*x~ to  
 e quindi: 
)τ(x~(t)*x~ o  
)τ(~(t)~(*) oo uu   
La (*) vale perché abbiamo assunto che la perturbazione avvenga in un tratto 
di continuità di (t)ou . Inoltre abbiamo che: 
)()v),τ(x(f
~
)v(t),*x(f
~ o O  
)())τ(),τ(x(f
~
))(u(t),x(f
~ o Out ooo   
dove   )(O , da cui: 
          

τ
δtτ
oo dt))(u),(x(f
~
)v),(x(f
~
()(x~  o  
(i puntini indicano termini che vanno a zero più rapidamente di ε). 
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Posso scrivere sempre nel limite per 0 : 
 
  )(~]))(u),(x(f
~
)v),(x(f
~
[)(x~ oo  xt o  
 
Consideriamo la )(x~  all’istante finale T: )(~)(x~ TxT    
 
Per determinare )(~ Tx  dalla )(~ x  si usa l’equazione differenziale: 
)(x~
x~
)u,x(f
~
dt
(t)x~dΔ
)1(
~~
Τ
t
oxx





 
In notazione estesa; 
)(tΔx
(t)x
)u,x(f
dt
(t)Δxd
j
x~x~j
i
n
0j
i
o





  
 ottenuta sviluppando in serie di Taylor l’equazione: 
(t))u(t),x(f
~
t)(x~   
Allora si ha che: 
)(~),(
~
t)(x~  xt   
dove   è la matrice di transizione per la (1).  
Il sistema aggiunto a (1) definisce il vettore: 
  )(ψ~),(~t)(ψ~ o1   to  
Quindi per l’istante finale T, la variazione è: 
)(~),(
~
)(x~  xTT   
Fin qui si è considerata soltanto una perturbazione al tempo τ sul controllo 
ottimale. 
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Se ci sono più perturbazioni presenti: 
)(~),(
~
)(x~
1
kk
r
k
xTT   

 
 ed inoltre si può avere una perturbazione TT   : 



TT
T
ttT

 dt))(u),(*x(f
~
)(x~ o  
 ma per 0  che tende a zero: )(x)(*x o tt   
  )(~))(u),(x(f
~
)(x~ o TxTTTT o   
Quindi si ottiene la seguente espressione per la  )(x~ T : 
  kkkokkok
r
k
o
tvT
TTTT




))(u),(x(f
~
)),(x(f
~
),(
~
))(u),(x(f
~
)(x~
o
1
o

 
)(x~ T  dipende da kkk tv ,,  e ΔT. Indichiamo con γ l’insieme di queste 
variabili: 
},,,{ Ttv kkk    
Date le }',',,{' Ttv kkk    
}'','',,{'' Ttv kkk    
 facciamone una combinazione lineare:  
 
}'''''','''''',,{''''''   TTttv kkkk   
con ,0'',0'    
Dato che )(x~ T è una funzione lineare delle quantità dell’insieme γ, abbiamo 
che: 
 ''' x
~''x~'x~    
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Se prendiamo tutti i valori di γ possibili, otteniamo un cono KT formato 
dall’insieme di tutti i vettori x
~ . 
Il cono è un cono convesso. Infatti KT non può coprire l’intero spazio dato che 
i punti al di sotto della traiettoria ottimale sono irraggiungibili. 
 
Così esiste un iperpiano Γ che passa per il vertice del cono e tale che l’intero 
cono giace in un semispazio definito da questo iperpiano Γ. 
Costruita la normale n
~  al piano Γ si ha che: 0(T)x~~ n  
Prendiamo in primo luogo il controllo perturbato in un punto  k  di 
continuità; c’è solo il secondo termine nell’espressione per la )(x~ T  vista 
prima: 
  tTtvTT oo  )(f~),()(u),(x(f~)),(x(f~),()(x~ o   
quindi: 0)(f
~
),(~  tTn   
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Prendiamo come valore iniziale per t)(ψ~ o  il valore del vettore perpendicolare 
al piano Γ, n
~ : 

  (T)ψ
~n~ oΤ  
Si può allora scrivere: 
)(f
~
)(ψ~)(f
~
),(
~
)(ψ~ oo    TT  
0Δtma0)(f
~
)(ψ~tΔ  o  
0)(f
~
)(ψ~o    
  0)(u),(x(f~)),(x(f~)(ψ~ o   ooo v  
  che per la definizione di hamiltoniana diventa: 
   )(),(x),(ψ~H~),(x),(ψ~H~ oψψ  oooo uv   
Quindi se il controllo è ottimale, l’hamiltoniana deve essere massima, che è 
quanto afferma il principio di Pontryagin. 
Analizziamo ora la perturbazione al tempo finale: 
},0,,0{ Tu o   
Si ha solo il primo termine nell’espressione di x~ : 
0T)(u),(x(f
~~ o  TTn
o  
0T))(u),(x(f
~
)(ψ~ o  TToo   
cioè 0T)(T)u(T),x),(ψ~(H
~
(*) ooψ T
o
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Dato che ΔT può essere sia positivo che negativo, la (*) vale solo se: 
0)(T)u(T),x(T),ψ~(H
~ ooo
ψ   
l’hamiltoniana deve essere uguale a zero nel punto finale della traiettoria. Per 
via delle equazioni canoniche: 
0
dt
ud
u
H
~
dt
ud
u
H
~
dt
xd
x
H
~
dt
ψ~d
ψ~
H
~
dt
H
~
d
Τ
ψ
Τ
ψ
Τ
ψ
Τ
ψψ












  
In conclusione l’hamiltoniana deve essere sempre uguale a zero: 
Tt0
0(t))x~(t),ψ~(M
~
)(t)u(t),x(t),ψ~(H
~
max ooψ
ooo
ψ


Uu  
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-2- Problema del tempo ottimale 
Dal principio di Pontryagin deriviamo una analoga condizione necessaria per 
il problema del tempo ottimale.  
Abbiamo che: 
1)u,x(; tdt)u,x(
t
t
f 1
1
0
o 
o
o ft  
 quindi: 


n
1v
ν
νo )u,x(fψ),x,
~(  uH  
Introduciamo l’hamiltoniana: 



n
1v
ν
ν )u,x(fψ)u,x,ψ
~H(  
 e le equazioni canoniche:  
ni 1,
x
H
dt
dψ
;
ψ
H
dt
dx
i
i
i
i 





  
 e si indichi con )u,x,ψ~H(
Uu
sup)x,ψ~M(

  
Affinché il controllo u  trasferisca nel minor tempo possibile lo stato del 
sistema da ox  a 1x , ossia la traiettoria sia tale che oo x)(tx   e 11 x)(tx  , deve 
essere: 
1o
1o
ttt,t,0)x,ψM(2)
ttt,t,)x,ψM()u,x,ψH()1


 
Considerando per esempio l’equazione u
dt
xd
2
2
  dove u è il controllo reale e 
limitato: 1|u|  . Nello spazio delle fasi il sistema è: 






dt
dx
x
xx
2
1
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Il sistema è quindi:  







u
dt
dx
x
dt
dx
)1(
2
2
1
 
Il problema è quello di arrivare nell’origine (0,0) da uno stato iniziale ox  nel 
tempo più breve possibile.  
L’hamiltoniana è: uψxψH 221    
Il sistema delle (1) è: 







1
2
1
ψ
dt
dψ
0
dt
dψ
 
 che ha come soluzione    tccψcψ 12211   
Quindi l’hamiltoniana è massima per: 
t)c(csign(t)ψsignu(t) 122              (*) 
 che  è il controllo ottimale. 
Dalla (*) segue che il controllo ottimale è una funzione a tratti costante e che 
assume il valore 1 , e ha al più due intervalli in cui è costante dato che la 
funzione tcc 12  è lineare e può cambiare segno una sola volta nell’intervallo 
1o ttt  . 
Se u=1, la soluzione del sistema (1) è: 
2212
2
1 tx;t
2
t
x sss   
 che nello spazio delle fasi descrive una curva: 
2
21
2
21 )(
2
1
;)(x
2
1
x ssss   
Se invece u=−1: la curva è: ')(x
2
1
x 221 s  
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Le due famiglie di parabole sono mostrate nelle figure seguenti. La figura a 
mostra le parabole sxx  22 )(
2
1
' e la 
fig. b mostra le altre parabole : 
')(
2
1
' 22 sxx  . Sono anche indicati i 
versi di percorrenza. Come già visto prima, 
la u(t) è a tratti costante e ha al più un 
punto di discontinuità. Se la u è 
inizialmente uguale a +1 e poi a −1 la 
traiettoria consiste di due archi di parabola, 
vedi fig. c ; se invece prima è u=−1 e poi 
u=+1, fig. d. 
La fig. e descrive tutte le traiettorie 
ottimali che si possono avere. BO è un 
arco della parabola 22 )(
2
1
x  a AO  un 
arco della parabola 22 )(
2
1
x . 
Se il punto iniziale ox  è sopra AOB, il 
punto muove prima sotto l’influenza 
di u=−1 finché non raggiunge AO. In 
quell’istante u assume il valore +1 che 
conserva fino all’arrivo nell’origine. 
Se il punto xo è sotto AOB, il controllo 
u deve essere inizialmente uguale a +1 
finché il punto non arriva su BO. 
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-3- Il principio di Pontryagin per i sistemi non autonomi. 
Consideriamo adesso il sistema non autonomo: 
t),u,x(fx   
Bisogna minimizzare:  
dtt),u,x(
T
0
fI o   
Quindi: t),u,x(ft)(x oo   
Il sistema è t),u,x(ft)(x~ o
  
Assumiamo inoltre che le derivate parziali di f rispetto al tempo esistano e 
siano continue. Il sistema aggiunto è : ψ~
x~
f
~
ψ~
Τ



  
 e l’hamiltoniana: 
)t,u,x,ψ~(H
~
Uu
sup)t,x,ψ~(M
~
t),u,x(f
~
ψ~)t,u,x,ψ~(H
~
ψψ
Τ
ψ



 
Condizione necessaria affinché u  e (t)x  siano ottimali è che esista in vettore 
)(~ to continuo e diverso da  
 
per qualsiasi t nell’intervallo 0 ≤ t ≤T. 
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Riduzione di un sistema non autonomo ad uno autonomo. 
Definisco:  0)0(x,1t)(x 1n1n    
 quindi     :  tt)(x 1n   
)x,u,x(fx 1nii   
1x 1n   
j
n
0j i
j
i ψ
x
f
ψ 
 

  
njni
n
j
n  1,01,0ψ
x
f
ψ j
n
0j 1
1 


 
 
  
l’hamiltoniana di questo sistema è: 
1n
n
0j
1njj1n1nψ ψ)u,x,x(fψ)u,x,x,ψ,ψ
~(H* 

    
 dal principio di Pontryagin ho che per il sistema ottimale: 
0)t,x,ψ,ψ~(*M)ut,,x,ψ,ψ~(*H oo 1n
o
ψ
ooo
1n
o
ψ    
 quindi: 
)t,x,ψ~(M
~
(t)ψ)ut,,x,ψ~(H
~ oo
ψ
o
1n
ooo
ψ    
ma          





T
t
o
j
j
n
j


d)(ψ
f
(t)ψ(T)ψ
0
o
1n
o
1n  
ma per le condizioni di trasversalità che saranno esaminate successivamente, 
si ha che : 0(T)ψo 1n  ,  
 





T
t
o d

)(ψ~
f
~
(t)ψ)t,x,ψ~(H
~ o
1n
oo
ψ    
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Nella formulazione del principio di massimo di Pontryagin il tempo finale T è 
stato assunto libero, cioè non fissato a priori. Se il tempo T è fisso, il numero 
delle variabili del problema è ridotto di uno e per i problemi non autonomi, il 
principio di Pontryagin è enunciato nella seguente maniera.  
Nel problema a tempo finale fisso, per sistemi non autonomi, condizione 
necessaria affinché (t)x  e (t)u  siano ottimali è che deve esistere una funzione 
)(ψ~ to diversa da zero e soluzione dell’equazione aggiunta, tale che: 
)t(t),x(t),ψ~(M
~
)t(t),u(t),x(t),ψ~(H
~
(*) ooψ
ooo
ψ   
è sodisfatta e  
0cost)(tψoo   
 per t  in Tt0  . 
Notiamo che, dato che il tempo T è fissato, il numero di condizioni è minore 
di uno. Per i sistemi autonomi, la condizione di ottimalità può essere definita 
in maniera simile, eccetto che nella condizione non compare esplicitamente la 
variabile t. 
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-4- Condizioni di trasversalità 
I teoremi presentati fino ad ora si applicano a problemi dove lo stato iniziale e 
lo stato finale sono dati a priori. E’ spesso desiderabile avere variabili libere 
nello stato iniziale e nello stato finale. Allora il tempo finale è 
necessariamente libero. 
Per semplicità consideriamo lo stato iniziale fisso.  
Supponiamo che )( mnk   o tutte le variabili finali siano libere. Ho m 
espressioni: 
mi 1,0)x(h i   
che mi definiscono una ipersuperficie su cui deve giacere lo stato finale.  
Se  nimi  1,1,
x
h
j
i 


 sono continue e diverse da zero, allora la 
superficie è liscia. Sia CTx )(  dove C è la superficie liscia )( mn   
dimensionale dove m è un numero fissato. Il sistema deve essere trasferito da 
x(0) a Cx(T) , in maniera da minimizzare un certo funzionale. Sia cx   un 
certo punto di C, cT  è l’iperpiano tangente a C nel punto  cx  .  
Siano ora (t)u(t),x(t),ψ~ ooo   le  soluzioni  del  problema  ottimale.   
Il vettore (t)ψo  deve soddisfare le condizioni di trasversalità in x(T)xc  , 
ossia deve essere normale 
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al piano tangente cT . Questa ortogonalità definisce )( mn   componenti di 
(T)ψo . La condizione di trasversalità sarà similmente soddisfatta se )(ψ To  è 
normale a ciascun vettore cTv . 
0vψoΤ   
 che fornisce )( mn   relazioni.  
Insieme alle m componenti di )(Tx  abbiamo in totale n condizioni all’istante 
T. Notare come la componente zero del vettore ψ~  non sia implicata nel 
problema 
Consideriamo un punto che si muove secondo la legge: 
1||;
2
2
 uu
dt
xd
 
 ossia: 
u
dt
dx
;x
dt
dx
 22
1  
Il problema è quello di raggiungere il più velocemente possibile l’asse 2x , da 
uno stato iniziale dato ox . 
In questo caso abbiamo un problema con estremo destro variabile. Il vettore 
tangente all’asse 2x  che è la nostra varietà su cui giace il punto finale, è: 
0,),0( 22    
Quindi le condizioni di trasversalità sono: 
0)(0)()(0 1212
2
11  ttt   
Dato che 2  è lineare ne segue che è o maggiore di zero o minore di zero per 
1ttto  . Quindi u(t) è o uguale −1, o uguale a +1 in tutto l’intervallo di 
tempo. 
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La curva ottimale è la parabola (2). Se ox  è sotto AO sia la (1) che la (2) 
portano all’asse 2x . Disegniamo le tangenti in ox  alle due parabole: 
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-5- Dynamic programming. 
 
Il dynamic programming è stato sviluppato da R. Bellman. Si parte 
dall’equazione  t),u,x(fx   dove il controllo u  appartiene ad un dato insieme 
U di valori ammessi.  
La condizione di ottimalità è il minimizzare  
dtt)(t),u(t),x(
T
0
fJ o   
Il dynamic programming è basato sul seguente principio formulato per la 
prima volta da Bellman. Analizziamo la traiettoria ottimale, cioè quella per 
cui J è minimo, in uno spazio a n-dimensioni. 
 
Prendiamo il tempo t=t’ a cui 
corrisponde sulla traiettoria il punto 
xo(t’). questo punto divide in due 
parti I e II la traiettoria. 
La parte II è anch’essa tale che per il 
tratto relativo l’integrale J è minimo. 
Supponiamo che questo non sia vero 
e cioè che esista una traiettoria III 
per cui J è più piccolo. Allora I+III è 
migliore della traiettoria I+II, ma I+II è già per ipotesi la traiettoria ottimale. 
Quindi si cade in un assurdo, se si nega che un tratto della traiettoria ottimale 
non sia a sua volta ottimale. 
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Questo dice che la strategia migliore non dipende dalla storia precedente del 
sistema, ma solo dalle condizioni iniziali e finali e dall’obbiettivo ultimo. 
I metodi basati sul principio di Bellman partono infatti dallo stato finale x(T) 
e determinano la traiettoria a ritroso.  
Supponiamo di avere la traiettoria γ per cui : 
 
      ))(txG(dtt),u,x(
t
t
fI 1
1
o
o   è minimo. 
      Anche la traiettoria tra: 
  ))(,( o   otxt  e ))(,( 11 txt   
è tale che I è minimo.  Allora indico con: 
dtt),u,x(
t
t
f
Uu
min)tt),(x(t
1
o
oo1o 

  
Ho che: 
)tt),(x(tdtt),u,x(
t
t
f
Uu
min)tt),(x(t o1o
o
o
oo1o 





 
Sia ε piccolo e )t,(tt oo   
  )tt),(x(tt),u,x(f
Uu
min)tt),(x(t o1ooo1o  

  
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ora: )O(
dt
dx
)x(t)(t
o
t
oo   x . Sviluppiamo Π in serie di Taylor: 
)(
dt
dx
)t(tδ
Πδ
dt
dx
x
)tt),(x(t)tt),(x(t
o
to1o
t
o1oo1o 


 O



 
 
Chiamo T

o1 tt -  
T)),o(x(tTδ
Πδ
dt
dx
xUu
minT)),(x(t)t),tu(),t(x(f
Uu
minT)),(x(t
o
t
oo εo 




 



Se ε tende a zero, ott  , si ottiene: 
dt
dx
xδ
Πδ
)t),u(t),(x(tf
Uu
min
T
T)),Π(x(t
o
t
oooo
o





 
equazione di Hamilton-Jacobi. 
Dall’equazione di Hamilton-Jacobi si può passare al sistema canonico 
definendo p(t)
xδ
Πδ
 , 
o
o HH
Uu
min
Tδ
Πδ
;t)u,f(x,p(t).t)u,(x,fH 

  
 in questo modo si ottengono le equazioni: 
            
p
H
dt
dx
x
H
Tδ
Πδ
xtδ
Πδ
xδ
δ
xδ
Πδ
dt
d
dt
dp
o
o



























 
 con condizioni iniziali : 
d1
oo
x)x(t
x)x(t


 
Se lo stato finale non è fissato: 
x
))(txG(
xδ
0)T),Π(x(tδ
)p(t 111




  
 e quindi se G=0, 0)p(t1  . 
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-6- Condizioni sufficienti per l’ottimalità 
Finora abbiamo visto le condizioni che il controllo deve soddisfare se è un 
controllo ottimale. Queste condizioni necessarie le abbiamo viste nel principio 
di massimo e nel dynamic programming. Le condizioni necessarie ci 
permettono di restringere l’insieme dei controlli che possono essere ottimali. 
Usate in modo costruttivo, le condizioni necessarie forniscono dei candidati 
all’ ottimizzazione, Questi controlli vengono chiamati estremali. Il controllo 
ottimale è estremale, il viceversa non è vero.  
Definiamo ora delle condizioni che se sono soddisfatte dal controllo, 
assicurano che esso è ottimale: sono cioè condizioni sufficienti. 
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Eseguendo i calcoli si ottiene:  
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  -8- l metodo di Pontryagin  applicato ad un sistema biologico 
 
Illustriamo l’uso che si può fare della teoria del controllo ottimale in un 
modello di sistema biologico. Questo esempio viene illustrato nel suo libro 
sulla teoria del controllo ottimale da Leitmann (2). 
Un modo molto comune di giustificare l’emergenza di certe specie di 
organismi viventi è quella di affermare che sopravvivono le specie più 
numerose. Quindi la strategia ottimale è quella di massimizzare il numero di 
individui della specie. Non è che gli animali o le piante seguono in maniera 
conscia questa via, ma la natura attraverso prove ed errori giunge ad una 
politica che se ha successo è da considerarsi ottimale. 
Studiamo per esempio le piante annuali. 
La sopravvivenza della specie è assicurata dall’abbondanza dei semi. 
Il problema è quello di dividere il prodotto della fotosintesi tra parte 
riproduttiva e parte vegetativa in modo da massimizzare la produzione di semi 
senza però andare a scapito della sopravvivenza dell’individua. 
Si può riprodurre ciò che la natura fa con delle funzioni di controllo. 
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Indichiamo con : 
)(1 tx  = biomassa delle foglie 
)(2 tx  = biomassa riproduttiva (fiori, semi) 
)(3 tx  = rimanente biomassa 
r  = produzione di biomassa dovuta alla fotosintesi per unità di massa. 
Questa produzione è considerata costante. 
)(tgi  frazione della produzione di biomassa che va alle componenti i 
al tempo t. 
)()( 111 txtgrx    
)()( 122 txtgrx   
)()( 133 txtgrx   
sono gli incrementi delle biomasse.  
1)1()()(;3,2,1,0)( 321  gtgtgitgi  
In questo modello assumiamo che esista la relazione: 
0.cost
)()(
)(
31



l
txtx
txi   
allora: 
)()1()()()()( 1213131 txgrtxggrtxtx    
))()(()( 311 txtxltx    
)()1()( 121 txglrtx   
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Vogliamo che alla fine della stagione di crescita di durata fissa ott 1 , la 
quantità da massimizzare sia )( 12 tx , ossia la quantità di semi prodotta dalla 
pianta. 
dttxtgrtxtx
t
t
o
o

1
)()()()( 12212  
Per una data massa riproduttiva iniziale )(2 otx , la quantità da massimizzare: 
dttxtgr
t
to

1
)()( 12      e quindi devo minimizzare : dttxtgr
t
to

1
)()( 12  
Le quantità specificate sono le quantità iniziali: 3,2,1),( itxi  
Inoltre il costo come pure l’equazione di crescita per )(1 tx , implica solo )(1 tx  
e )(2 tg . Poniamo )()(2 tutg  , nostra variabile di controllo. 
0)()())(1( 1111 
o
o xtxtxtulrx  
)()()(;)()( 11
1
txturtxdttxturC o
t
to
    
Per via di 1321  ggg  , ]1,0[2 g  
111 )1( xurlxurH o    
0)( to
         )](1[)()()()( 11 turltturtt o    
Scegliamo 1)( to . Inoltre il fatto che lo stato finale non sia specificato 
implica che: 0)( 11 t . 
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Ricordiamo che la soluzione di un’equazione o di un sistema di equazioni 
dove sono presenti derivate rispetto al tempo di ordine superiore al primo, può 
essere ridotto alla soluzione di un problema equivalente dove sono presenti 
solo le derivate del primo ordine. 
Se vogliamo che l’equazione (1) descriva un sistema fisico devono essere 
soddisfatte le seguenti tre richieste: 
1) La soluzione esiste 
2) La soluzione è unica 
3) La soluzione dipende in maniera continua dai dati iniziali, dove con 
“dati iniziali” intendo le condizioni iniziali e le condizioni al 
contorno. 
 
Chiariamo un attimo che cosa significano queste tre richieste. 
La 1) richiede che non vi siano troppe condizioni, quindi che la soluzione non 
debba soddisfare a proprietà che si contraddicono tra di loro. 
La 2) invece richiede che non vi siano ambiguità nella soluzione del 
problema. 
La terza richiesta è necessaria se la formulazione matematica deve descrivere 
fenomeni osservabili in natura.  
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In natura i dati non possono essere pensati come fissati in maniera perfetta: lo 
stesso processo di misura implica dei piccoli errori. Perciò, un problema 
matematico non può essere considerato come corrispondente realisticamente 
ad un fenomeno fisico a meno che una variazione dei dati all’interno di un 
piccolo intervallo non porti ad un cambiamento arbitrariamente piccolo nella 
soluzione.  
Questa richiesta di stabilità non è solo necessaria per ragioni fisiche; essa è 
estremamente utile per l’uso dei metodi approssimati nella soluzione del 
problema. 
Come si è già detto la 3) non è che una richiesta di stabilità delle soluzioni 
delle equazioni.  
Discutiamo ora brevemente la stabilità nel senso di Lyapunov.  
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Supponiamo ora che il sistema sia controllabile. Il controllo può agire su tutto 
  oppure solo su certe sue regioni. Si può così classificare:  
1) controllo distribuito se agisce solo su certi insiemi di  , indichiamolo 
con kixtf i 1),,()(   
2) controllo al contorno , se agisce solo su certi insiemi di  , 
indichiamolo con kixtf i 1),,()(   
Se entrambi i controlli sono presenti, esisteranno delle condizioni di 
controllabilità da osservare.  
Il controllo sul contorno è il controllo più facile da realizzare in pratica, dato 
che è il controllo del sistema ad essere a contatto diretto con l’ambiente. 
Bisogna quindi notare subito che in teoria del controllo le condizioni al 
contorno assumono un ruolo fondamentale. Le equazioni diventano: 
 ),(),(),,(),(),( )()1(1 xtfxtfxtuxtuht
xtu
kni
i


  
per t>0 , nel dominio   con operatori spaziali dati. 
In notazione vettoriale: 
 ),(),,( xtFxtu
t
u


H  
Le condizioni al contorno sono: 
   ',0),(),(),',()',( )()1(1 xxtfxtfxtuxtug kni   
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Vettorialmente: 
  0)',(,  xtFUG  
Se 0F , per x , il  sistema è detto non forzato.  
La controllabilità di un sistema è definito rispetto ad una classe di controlli 
ammessi. In genere si intende per controllo ammesso, quel controllo tale che: 
i) la soluzione dell’equazione forzata esiste ancora, 
ii) il controllo soddisfa ad un insieme di condizioni limitative. 
Per sistemi alle derivate ordinarie, la condizione corrispondente alla i) è la 
condizione che ogni componente del vettore di controllo, definita in un certo 
intervallo di tempo, sia misurabile secondo Lebesgue (3). 
Le soluzioni del problema corrispondente sono allora continue e a tratti 
differenziabili 
Per quanto riguarda le equazioni alle derivate parziali non esiste nulla di 
simile.  
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Consideriamo di nuovo la:  
),(),()(),( 11 xtFttxutt ooo  L  
che viene moltiplicata per L  : 
),(),(),()(),(),( 1111 xtFttttxutttt ooooo 
  LLL  
L’operatore ),(),(),( 111 ooo ttttttA LL
  e un operatore lineare ed 
autoaggiunto, non negativo. 
Questo operatore quindi ha spettro reale e non vuoto ossia A non mappa 
0F  nello zero. 
Sappiamo che un operatore ammette inverso quando il suo determinante è 
diverso da zero. Il determinante di A  è diverso da zero perché è non negativo. 
Allora A ha un inverso, quindi: 
)(),(),(),( 11
1 xuttttAxtF ooo 
 L  
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-3-    Funzioni di Green per ’equazione delle onde. 
 
L’esempio più conosciuto di equazioni alle derivate parziali di tipo iperbolico 
è l’equazione delle onde.  
Quest’equazione può essere usata per descrivere il comportamento di 
moltissimi sistemi: vibrazioni di corde e membrane, propagazione delle onde 
acustiche nei gas, propagazione delle onde d’acqua, ect. . 
L’equazione omogenea è: 
2
2
2
2
2
x
u
t
u





  
Affinché il problema sia ben posto sono necessarie le condizioni iniziali: 
)(),(
)(),(
xvxt
t
u
xuxtu
oo
oo




 
e le condizioni al contorno: 
)(),(;)()0,( 1 tfltutftu o   
Quest’ ultime sostituibili con: 
)(),(;)()0,( 1 tflt
x
u
tft
x
u
o 





 
oppure 
)(),(),(;)()0,()0,( 11 tflt
x
u
kltutft
x
u
ktu oo 





  
Studiamo ora l’equazione non omogenea: 
),(
2
2
2
2
2
xtF
x
u
t
u






  
che può essere trasformata nel sistema con solo derivate rispetto al tempo solo 
del prim’ordine. 
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Introduco le variabili: 
x
v
w
t
u
v





 ,  
ottengo il sistema; 

















),( xtF
x
w
t
v
x
v
t
w


 
con condizioni iniziali:  
)(),()(
)(
),( xvxtvxw
x
xu
xtw ooo
o
o 




  
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-1- Caso lineare. 
Per poter utilizzare in maniera semplice il dynamic programming e il metodo 
di Pontryagin per i sistemi distribuiti è necessario inglobare nell’equazioni 
differenziale del sistema anche le condizioni al contorno.  
Quindi cerchiamo una definizione di operatore che contenga in maniera 
implicita le condizioni al contorno. Innanzi tutto cerchiamo la definizione 
estesa di operatore, seguendo la via tracciata da Brogan (6). 
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-2- Caso generale 
 
Fin qui abbiamo esaminato la definizione estesa di operatore data da Brogan. 
Come già visto, Brogan ricava l’operatore esteso solo nel caso lineare. Ora per 
ricavare la definizione estesa di operatore, si seguirà una via nuova che non richiede 
che l’equazione sia lineare. 
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Cap. IV Controllo ottimale per i sistemi distribuiti  
-1- Considerazioni generali 
Come già detto per i sistemi descritti da equazioni differenziali ordinarie, il 
problema del controllo ottimale di un sistema dinamico è quello di manipolare i 
controlli in modo tale che il comportamento del sistema risponda ad una data 
richiesta di ottimalità. 
 
Il primo integrale rappresenta un criterio di ottimalità applicato solo 
all’istante finale, il secondo è un criterio che vale su tutto l’intervallo. 
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-2- Dynamic programming 
Presenteremo ora alcuni metodi di analisi della teoria del controllo 
ottimale. Uno è il dynamic programming che lavora sulle equazioni alle 
derivate parziali. Si inizierà con l’esporre questo metodo. Poi verrà esposto il 
metodo di Pontryagin per i sistemi estesi alle derivate parziali e si concluderà 
con il metodo dovuto a Butkovskij e che lavora sulle equazioni integrali. Nel 
caso lineare non vi è distinzione tra questi metodi dato che l’equazione alle 
derivate parziali può essere trasformata in un’equazione integrale tramite le 
funzioni di Green. Si tenga sempre presente che questi metodi non fanno 
alcuna distinzione tra caso lineare e caso non lineare. 
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