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Abstract
We are interested in using a virtual environment with a robotic device to extend the strength and mobility of people recovering from
strokes by steering them beyond what they had thought they were capable of doing. Previously, we identified just noticeable differences
(JND) of a finger’s force production and position displacement in a virtual environment. In this paper, we extend this investigation by
identifying peoples’ tolerance for distortions of visual representations of force production and positional displacement in a virtual
environment. We determined that subjects are not capable of reliably detecting inaccuracies in visual representation until there is 36%
distortion. This discrepancy between actual and perceived movements is significantly larger than the JNDs reported in the past, indicating
that a virtual robotic environment could be a valuable tool for steering actual movements further away from perceived movements. We
believe this distorted condition may allow people recovering from strokes, even those who have perceptual or cognitive deficits, to
rehabilitate with greater ease.
D 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
The motor impairment of people recovering from strokes
is often localized to one side of the body and to one area in
particular,suchasthearmorthehand.Motorrecoveryoccurs
as the nervous system rewires its neural circuits to represent
lost functions at a new neural location. Recently, novel
rehabilitation techniques such as constraint-induced therapy,
biofeedback therapy, and robot-assisted therapy have been
employed [1–3]. Specifically, robotic techniques enable the
precise recording of movements and variable force applica-
tions to an affected limb, making it an effective strategy for
motor rehabilitation. According to recent studies in robotics,
robot-assisted stroke rehabilitation enhances arm movement
recovery [2]. Moreover, robot-assisted rehabilitation
improves patients’ mobility and strength to the point where
it is equal to orgreater than that which is achieved by human-
assisted therapy [3–5]. However, none of the currently
available systems addresses patients’ cognitive or perceptive
deficits, which may provide patients with a false perception
oftheirownability.Thisfalseperceptionhasbeenimplicated
as a potential factor in inhibiting motor recovery in rehab-
ilitation technique that exists to date. To overcome this issue,
we plan to create a perceptual motor rehabilitation technique
using a virtual environment with a robotic device. This
technique will make use of the perceptual gap that we will
produce between the virtual and the real environments by
distorting the virtual feedback by an imperceptible amount,
and the lowest bound of this imperceptible distortion is
determined by the just noticeable differences (JND) in force
and position. This technique will extend current robotic
rehabilitation techniques by creating an environment where
patients can improve their mobility and strength without
conscious effort, thereby addressing the needs of patients
who may have false perceptions about their abilities.
A JND is defined as the percentage of increase in
stimulus that is required to reliably distinguish two stimuli.
Much prior research has focused on JNDs for force in
human subjects, but none, to our knowledge, has tailored
its findings to the rehabilitation domain. JNDs for lifting 2-
or 32-oz. weights by hand and arm were determined to be
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the elbow were determined to be between 5% and 9% [8]
and between 5% and 10% for pinching motions between the
finger and the thumb with a constant resisting force [9]. The
pinching JND was found to be relatively constant over base
forces ranging between 2.5 and 10 N.
In previous research, we conducted experiments with
healthy subjects to derive JNDs for both force production
and positional displacement using the same virtual envir-
onment with the same robotic device that we used in the
experiment that is described in this paper (preliminary
results in Ref. [10]). Using this environment, we derived
JNDs while subjects moved their index fingers against
resistive force produced by the robotic device. For a force
JND, subjects were asked to sample pairs of forces by
pressing their index fingers against the force produced by
the robotic device while their fingers were occluded, and
visual feedback of the force was provided. The robotic
device produced force between 1.8 and 4.0 N. Our results
revealed an average JND of 14.4%. We also conducted a
similar experiment for a positional displacement JND, and it
was calculated to be 18.0%.
In this paper, we report the extent to which patients
tolerate distortions in visual representations of force and
position in a virtual environment. We hypothesized that
force and position JNDs could be extended when subjects
were given visual guidance that indicated that their force
and position were different from their actual force and
position. Because proprioceptive sensors are duller than
visual sensors, small deviations between an actual position
(assuming it is occluded) and the one displayed on a
computer screen are not perceived. If visual feedback
distortions extend the force and position of JNDs, then we
may be able to extend the ability of stroke patients without
their conscious effort.
2. Methods
2.1. Apparatus
We used a commercially available robotic device called
PHANToM Premium 1.5 (Sensable Technologies, Cam-
bridge, MA) to provide force feedback in virtual environ-
ments. This machine has three actuated and three passive
degrees of freedom, creating a workspace of 19.5
27.037.5 cm and a maximum force that can be exerted of
8.5N.Althoughtheseworkspaceandforcearesmall,theyare
large enough for hand/wrist level training while not having
the potential to injure users. We decided to use this machine
both because itworks ina three-dimensional environment (as
opposed to a two-dimensional environment, which has been
used previously in the majority of the robotic rehabilitation
techniques) and because it was designed specifically for
human interaction (making it inherently safer than the con-
verted manufacturing robots). The position of the fingertip
was calculated using encoders attached to the motors of the
robot. The force applied to the fingertip was determined from
the commanded force output, which was verified with an
external force sensor before the experiment.
2.2. Procedure
The subjects for the study were 17 healthy male and
female adults between the ages of 19 and 31. All were right
handed and no subject was known to have any neurological
disorder. We asked each subject to sit on the chair facing the
computer monitor and the robot so that he/she was approx-
imately 12 cm above and 46 cm in front of the screen (see
Fig. 1). The subject’s right arm was then placed on a side
support, and his/her index finger was secured with a finger
splint attached to the end of the robot so that the index
finger could only be moved at the metacarpophalangeal
joint as shown in Fig. 2. The finger’s range of motion was
limited by a hard stop imposed by the robot’s force at the 0
flexion point (position 1) and by a small post at the 90
flexion point (position 2). The subject held a post with the
remainder of his/her fingers to secure the hand position, and
the subject’s right arm and finger were shielded from view
(not shown in the figure).
Each experimental run consisted of 70 trials, and each
trial consisted of two samplings. For each sampling, sub-
jects were asked to move their occluded index finger from
position 1 toward position 2 to learn the mapping between
forces issued tangentially to the finger’s semicircular tra-
jectory as well as the height on the visual feedback bar
displayed on the computer screen that corresponded to this
movement. At the end of each trial, subjects were asked to
judge whether the mappings between two consequent sam-
plings were the same or different (in some cases the second
sampling’s visual feedback may have been slightly dis-
torted). Subjects were allowed to move their index finger
freely as long as they sampled beyond a line drawn on the
Fig. 1. Our experimental setup. A subject was seated on a chair facing a
computer monitor that displayed the visual feedback bar of force/position.
His index finger was secured to the robot with a finger splint. Forces were
issued tangential to the finger’s semicircular trajectory. The forearm was
restrained to minimize shifting. The subject’s view of his hand was
occluded during the experiment with an opaque cover (not shown).
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s, the bar turned from green to red to indicate that they had
sampled for an adequate amount of time. Subjects, however,
were encouraged to continue sampling the range of force
until they felt comfortable with the mapping between the
forces produced and the corresponding feedback bar height.
During each sampling, the robotic device produced forces
on the finger pad that simulated a linear spring; these forces
increased linearly with a Euclidean linear displacement in
finger pad position beginning at position 1, and spring
constants (ranging randomly between 30 and 80 N/m) deter-
mined their relationship. The spring constant stayed the same
for the two samplings within one trial, but changed between
trials. The Euclidean linear displacement between positions 1
and2variedfrom78to98mmdependingonthefingerlength
of the individuals. The extent of force being felt at any
moment was mapped onto a continuous feedback bar height
onthecomputerscreenupdatedat32Hz(seeFig.1).Because
the force was linearly correlated with the finger position, the
bar was also a positional indicator. The line drawn in the
feedback bar (which the subjects were instructed to sample
beyond) was randomized to match 30–40 mm of finger
displacements from position 1. The maximum height of the
bar on the computer screen was 158.5 mm, and the repre-
sented force and position at this point varied with the spring
constant and visual distortion imposed. The finger position
representation at this maximum height of the bar never
exceeded 70 mm and theforce representation neverexceeded
5.6 N. There were no markers within the bar to indicate the
exact force or position of the finger.
Out of 70 trials, 30 trials featured no distortion between
the first and second samplings and, therefore, during both
trials the same mapping existed between force and height on
the feedback bar. Ten trials featured a distortion of 10%, 10
trials a distortion of 25%, 10 trials a 40% distortion, and the
remaining 10 trials a distortion of 55%. A distortion of xx%
means that the height, h, on the screen during the first
sample was mapped as a height of (1+xx/100)h during the
second sample. Each of the distortion percentage values was
delivered with equal a priori probability.
Subjects were asked to judge the existence of distortion
as well as to rate their confidence in their judgment on a
scale of 1 to 5. A rating of 1 indicated that the subject was
extremely unsure whether or not his or her response was
correct; whereas a rating of 5 indicated that the subject felt
extremely confident that his/her response was correct. Sub-
jects did not receive feedback regarding the accuracy of
their judgments. In addition, because the spring constant
changed from one trial to another, subjects could not rely on
their memory from previous trials.
Fifteen of out 17 subjects voluntarily filled out question-
naires at the end of the experiment. These questionnaires
were intended to identify strategies that the subjects might
have used to determine feedback distortion.
3. Results
Asexpected,subjectsnoticedtheexistenceofdistortionin
the second sampling more frequently when the distortion
level was higher. Fig. 3 shows the percent of subjects’
responses that claimed the existence of distortion with
confidence plotted against the actual distortion level. The
criterion set for claiming distortion with confidence was a
ratingof3orhigher.Withnodistortioninthevisualfeedback,
subjectsclaimedthatthemappingchanged35.7%ofthetime,
which means that they responded correctly 64.3% of the time
(a random guess would produce the correct response 50% of
the time). JNDs forboth force and position were computed as
Fig. 3. The percentage of responses that subjects claimed was distorted with
confidence plotted against the distorted percentage level. Fifty percent mark
random guesses and 75% mark the level defined to be just noticeable.
Fig. 2. The index finger was secured with a finger splint so that it could
only be moved at the metacarpophalangeal joint (marked with .). The
subject held the post with the remainder of his/her fingers to secure the hand
position. The finger’s range of motion was limited by a hard stop imposed
by the robot’s force at the 0 flexion point (position 1) and by a small post
at the 90 flexion point (position 2).
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index of 1, which occurs at 75% correct discrimination [10].
Therefore, we fit a function on the result to identify the exact
percentdistortionthatwasdiscriminated75%ofthetime.We
fit an exponential function of ‘‘percent correct respon-
se’’=83.6948.69e
 (5.024  percent distortion)/100 that
achieved a correlation coefficient with true results of .993.
Thisexponentialmodelpredictedthatsubjectswouldachieve
75% accuracy, on average, when the distortion level was
35.9%.
Because we provided freedom to identify the mapping in
the sampling strategy, there was a wide range in sampling
length and style. Two representative sampling movements
are plotted in Fig. 4. All subjects moved their fingers back
and forth around the threshold line specified on the screen.
The minimum exploration time was 8.6 s. The maximum
exploration time was 38.5 s, and the average exploration
time was 19.3 s. The style was consistent for each subject
from trial to trial (average standard deviation in exploration
length for each subject was 2.0 s), but it was different from
subject to subject (the standard deviation of the average of
each subject was 4.2 s). In addition, a correlation coefficient
relating sample time and confidence value was computed
over trials for each subject. The mean correlation coefficient
was .14, and the variance among the terms was .018.
Notably, 14 of the 17 subjects generated negative correlation
coefficients, indicating, on average, a relationship between
low confidence and lengthy sampling times.
Tables 1 and 2 show the responses to the questionnaire
that 15 subjects filled out voluntarily at the end of the
experiment. Subjects were allowed to mark more than one
response if they had used more than one strategy during the
experiment. Despite the fact that subjects moved their
fingers back and forth as if they were using the whole range
of force that they felt on their fingers, 60.0% of subjects
responded that they tried to remember the highest point they
reached. When they were asked which component they used
to compare mapping with visual feedback, some subjects
checked both the force and position boxes but did not check
that they used both at the same time. When these subjects
were added to the group using both force and position,
66.7% of the subjects used both position and force.
4. Discussion
Our results indicate that distortions in the visual repres-
entation of force production and position displacement are
tolerated beyond the bounded JNDs for force and position in
our virtual environment. Specifically, the force and position
JNDs in our previous study were 14.4% and 18.0%,
respectively, while subjects tolerated inaccuracies in visual
representation of force and position up to 35.9% in our
present experiment.
JND is defined as the percentage of increase in stimulus
that is required to reliably distinguish two stimuli. Strictly
speaking, we did not increase the force or position for the
second stimulus in a trial, but we did change the mapping of
the visual representations for the second stimulus in a trial.
We believe that the faculties involved in detecting distor-
tions in the visual representations of force/position are not
identical to those involved in detecting force/position aug-
mentation without visual feedback. Therefore, we do not
claim that we changed the force and position JND defined
by the definition above, but we do claim that we were able
to alter the ability of subjects to distinguish two stimuli
using distorted visual representations in the virtual envir-
onment. This is an important result because it indicates that
Fig. 4. Sampling strategies for different subjects. One subject moved his
finger back and forth with larger amplitude than the other subject, but both
subjects moved their fingers similarly for every trial.
Table 1
The responses (%) of 15 subjects to a questionnaire entitled ‘‘Which part of
the sampled range was used to determine the mapping?’’
Used the whole range sampled
to determine the mapping
33.3
Used only the high end of the range
and remembered just that
60.0
Used only the low end of the range
and remembered just that
6.7
Used a spot in the range in between
low and high and remembered just that
40.0
Table 2
The responses (%) of 15 subjects to a questionnaire entitled ‘‘Which com-
ponent was used to compare mapping with visual feedback?’’
Used the finger position 80.0
position alone: 6.7
Used the force felt on the finger 86.7
force alone: 20.0
Used both force and position 53.3
information at the same time both position and force: 66.7%
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believe visual representations beyond the JNDs defined
for both force and position.
Because force and position information were correlated
in our experiment, subjects could rely on the information
with the smaller JND to detect the difference between the
actual position/force and its visual representation. If there
was no visual feedback distortion, we expected to see a JND
close to 14%, which is the JND for force in our virtual
environment. Therefore, we extended the JND of force by
over three times with distorted visual representations.
For similar finger movements, previous literature indi-
cates that JNDs were found to be relatively constant
between 2.5 and 10 N [9]. When subjects sampled the
mapping between the visual representations and the actual
force and position, they moved their fingers back and forth
within a range, on average, between 25 and 62 mm
Euclidean distance, which corresponded to 0.75–4.96 N.
As indicated in the questionnaire, to determine the existence
of distortion, 60% of the subjects indicated that they used
the highest point they reached and tried to remember which
point that was and how the force/position felt on their finger
at that point. Because the visual distortion was determined
using a percentage rather than a constant addition to the
entire display, there should have been no advantage in
picking a higher point rather than a lower point sampled,
if JNDs are indeed constant. In addition, since subjects did
not reach anywhere near the top of the display bar or the
physical limit of the finger, there should have been no
advantage in remembering a high position on the bar. The
fact that subjects preferred to use large forces for their
discrimination task indicates that JNDs may be larger for
small forces, especially forces below the range identified to
have constant JND, and this issue should be explored further
before implementing a therapeutic paradigm for people
recovering from strokes who may only be capable of
producing a small amount of force.
The ability to extend JNDs using distorted visual repre-
sentations in the virtual environment is encouraging for
purposes of stroke rehabilitation. In order to extend the
strength and mobility of people recovering from strokes, it is
important to create an environment that can steer them
towards producing more force and moving further than they
think they are capable of doing. To get them to do more, we
can use visual feedback that indicates that they are doing
less than they are actually doing and, thus, encourage them
to train their strength and mobility at a level beyond what
they believe to be possible. In a different application, we can
also use this distortion as a motivational factor. By distorting
visual feedback to indicate that they are doing more than
they are actually doing, we may encourage them to have
higher expectations for themselves. With this large percep-
tual gap for force and position induced by distorted visual
feedback, we can produce a wide range of imperceptible
distortions between visual representations and actual force
production and positional displacement.
For this experiment, subjects were told specifically to
focus on the disagreement between the actual and the virtual
information. We believe that if subjects are not told that
there may be a discrepancy between their actual and virtual
movements, we would be able to extend this perceptual gap
even further. As our next step, we are interested in testing
whether this large perceptual gap can be used to steer
individuals towards producing more or less force, or moving
shorter or longer distances, without being aware that they
are doing so.
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