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Some convexity properties of Euler's gamma function 
by 
J. van de Lune 
ABSTRACT 
This report deals with various convexity properties related to Euler's 
gamma function. Most of these properties are generalizations of monotonic 
approximation theorems for integrals. 
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1. SOME EXTRAPOLATIONS OF A THEOREM OF OZEKI. 
00 
OZEKI [3] has shown for example, that if the sequence {an}n=l 1.s con-
vex, then also the corresponding sequence of Cesaro means 
{_!_ 
n 
1.s convex (also see Mitrinovic [l;p.202]). 
Setting a = -log n for n E lN and observing that 
n 
n 
I -log k = 
n k=I 
it follows that 
-- 00 
{(n!) n}n=I 
n log(n!) 
is log-convex. (For a brief survey of the theory of convex and log-convex 
functions we refer to E. Artin, Einfuhrung in die Theorie der Ganunafunk-
tion, Teubner, (1931)). 
We shall prove that more generally we have 
THEOREM I. I. The function f: IR+ • IR+ defined by 
f(s) = {i(s+ I)} s (s > 0) 
is log-convex on IR+ 
This theorem 1.n its turn 1.s a simple consequence of the following 
THEOREM I . 2. Let a be a constant > - I . Then the function f : n/ 
a 
defined by 
f (s) 
a 
I 
J1(s+a+l)}-s L 1(a+I) ' 
+ 1,s log-convex on IR . 
s > 0, 
+ 
• IR 
2 
Before proving theorem 1.2 we list a number of lemmas which will be 
useful throughout this note. 
LEMMA 1 • 1 . For the gamna function 
00 
1(s) = J e-xxs- 1dx, 
0 
we have the following representation 
(s > O) 
(s > 0) 
where µ(s) is Binet's function given by 
00 
µ(s) = f e -tst 
0 
PROOF. See Sansone and Gerretsen [4; p.216]. 
LEMMA 1.2. Fors> Owe have 
00 
I 1 J µ"' (s) = 2 - 3 -
s s 0 
-st 
e 
t 
e -1 
dt. 
(s > O). 
PROOF. From the above integral representation of µ(s) it is clear that for 
s > 0 
Since 
and 
00 
µ'" (s) 
= -f 
0 
00 
= -f e -st ~2 dt 
e -1 0 
00 
= 
I 
2' 
s 
00 00 
+ f e-sttdt - ~ f e-st t 2dt. 
0 0 
(s > O) 
3 
00 I -st 2 2 e tdt= 3 , 
s 0 
(s > 0) 
our proof is complete. D 
As an immediate consequence we have 
LE:MMA 1.3. For s > 0 we have 
-µ'" (s) 1 + 2 > 0. • 
s 
PROOF OF THEOREH 1.2. Let p = a+l so that p > 0. Define q,(s) = 
so that for s > 0 
log f (s) 
a 
and 
and 
s > 
( ) _ 1 l 1 ( s+p) 
<P s - -s og i(p) l p 1(s+p+l) = s og s+p 1(p+l) 
1 1 1 
=-8{(-p+ 2)log p + (s+p- 2)log(s+p) - s + µ(s+p) - µ(p)}. 
I I 1 
<i>'(s) = 2 {(-p+ 2)log p + (s+p- 2)log(s+p) - s + µ(s+p) - µ(p)}+ 
s 
1 
- -{log(s+p) 
s 
1 
2 
- - + jJ I ( S +p) } 
s+p 
2 I 1 
<j,"(s) =- 3 {(-p+ 2)log p + (s+p- 2)1og(s+p) - s + µ(s+p) - µ(p)} + 
s 
2 
+ 2{ 10 g ( s +p) 
s 
I 
2 
- -- + 
s+p 
I 
I 1 2 
JJ' (s+p)} - -{-- + ---2 + µ" (s+p)}. 
s s+p (s+p) 
In order to prove theorem 1.2 it suffices to show that q,"(s) > 0 for 
0 · 1 1 h ( ) def 3"" ( ) 0 f 0 , or, equiva ent y, tat~ s - s ~ s > ors> . 
4 
Since p > 0 and 
1 \j;(s) =-2{(-p+ 2)log p + I (s+p - 2)1og(s+p) - s + µ(s+p) - µ(p)} + 
I I 
+ 2s{log(s+p) 2 2 1 2 J.l' (s+p)} - s {-- + ---2 + µ" (s+p)} 
it 1.s clear that 
lim \jJ (s) 0 
s-l-0 
- -- + 
s+p s+p (s+p) 
so that the proof 1.s complete if we can show that \j; 1 (s) > 0 for s > O. 
Since, as one may verify, 
2 \jJ' (s) = s {-µ"' (s+p) + ---2 + 
(s+p) 
I } 
3 (s+p) 
it follows from lemma I .3 that indeed 
lj;'(s) > 0 for s > 0. • 
+ + THEOREM I • 3 .. If a > - I then the function g : JR • JR defined by 
a 
g (s) = {1(s+a+I)} s 
a 
+ 
S E JR 
is fog-convex if and only if O s a s I. 
PROOF. Sufficiency. If Os as then 
0 < 1(a+I) s I. 
Hence -log,-(a+I) is convex so that {1(a+I)} s 1.s log-convex on JR+. Since 
s 
the product of log-convex functions is log-convex it follows from theorem 
- I /s . + 1.2 that {1(s+a+I)} 1.s log-convex on IR. 
Necessity. Let p = a+! so that p > 0. Define <jl(s) = log ga(s) so that 
<P (s) = - - 1 o s 1 ( s +p) 
s 
l 1(s+p+I) 
s og s+p 
5 
Since Hs) is convex by assumption we have <P"(s) ~ 0 for s > 0 and hence 
3 lim s <P"(s) ~ 0. 
s+O 
On the other hand we have, as one may verify, 
3 lim s <P"(s) = -2 log 1(p) 
s+O 
so that we must have 
log 1(p) :o; 0 
from which it is clear that I :o; p :o; 2 or, equivalently, that O :o; a :o; I. D 
2. SOME EXTRAPOLATIONS OF A THEOREM or VAN LINT 
VAN LINT [2] has shown that if f:[a,b] • 1R is monotonic and either 
convex or concave on [a,b], then the sequence of canonic upper-Riemann 
sums, corresponding to Jb f(x)dx, is decreasing. 
a 
For any positive constant a let f : [O, I J • 1R be defined by 
a 
XE [O,l]. 
Since f is increasing and concave, VAN LINT's theorem yields that the 
a 
00 • 
sequence {Un}n=l' defined by 
u 
n 
n k 
= - l log(l + na), 
n k=l 
is decreasing, or, equivalently, that 
I 
log{ 1(na+n+l) }n 
(na)1'-(na+I) 
1s decreasing 1n n. 
n E IN 
We shall prove that more generally we have 
THEOREM 2.1. For any positive constant a., the function f : IR+ • IR+ 
a 
f (s) = f-Cas+s+l)}s, 
a s81(as+l) 
+ is Zog·-convex on IR • 
+ (S E JR ) 
Before proving this theorem we prove some lemmas. 
LEMMA 2. I. 
PROOF. For 
LEMHA 2.2. 
lim {µ(s) I + 2 log 
s+O 
s > 0 we have 
µ(s) I +-2 log 21rs 
I 1 im s µ ' ( s) = - 2 
s+O 
21rs} = o. 
log e8r(s+I) = 
s 
s 
PROOF. Observe that for s > 0 
00 
sµ' (s) = -s I 
0 
-st I I I 
e {-- - - + -} d t 
et-I t 2 
and 
1 im {-1 - - .!_ + .!_} = I 
t I t 2 2 t • oo e -
• 
so that the lennna follows from a well known theorem on Laplace transforms. 
LEMMA 2.3. 
2 lim s µ"(s) 
s+O 
I 
= -2 
PROOF. Observe that for s > 
and that 
2 
s µ" (s) 
oo. 
= s2 f 
0 
00 
= 
0 < f e-st 
0 
00 
2 f s 
0 
0 
-st I I I 
e t{-- - - + -}dt = 
et-I t 2 
00 
dt < D 
3 + LEMMA 2.4. The function s µ"' (s) is increasing on JR • 
PROOF. Observe that for s > 0 
00 
7 
= -s3 J 
0 
(by putting st= u) 
00 
= - J -u 2 I I I e u {-- -- + -}du. u u 2 
0 s 
The proof will be complete if we can show that for any fixed u > 0 the 
function 
I l I 
-- -- + -
u u 2 ' 
s 
+ (s E JR ) 
is decreasing, or equivalently that the function 
def I I I 
cf> (x) = -- - - + -
X X 2 ' 
e -1 
is increasing. Since 
cf> I (X) = 
+ (X E JR ) 
8 
it suffices to show that 
2 X 
> X e , 
+ (x E IR ) 
or (setting x = 2v and taking square roots) 
Writing 
2v V 
e -1 > 2ve , (v 
00 
e2v - 2vev - 1 = l 
n=O 
O). 
n 
C V 
n 
it is easily seen that c0 = c 1 = c 2 = 0 and en> 0 for n 2 3. D 
PROOF OF THEOREM 2.1. We set c = a+l and observe that 
I I 
f,(as+s+l)}s = f 1(cs+I) }s = 
LsT(as+l) lss1(as+I) 
J cs -cs 1------. µ(cs)}_!_ (cs) e 2ncs e s 
= ----------~--:- = 1 s as -as~ µ(as) ls (as) e v2nas e 
I 
= cce-c{ ✓~ eµ(cs)-µ(as)}s 
a -a a 
a e 
Hence, the proof is complete if we can prove the following 
LENMA 2.5. If a and care constants such that c >a> 0 then the function 
<P: n/ • 1R defined by 
<j> (s) 
+ is convex on 1R • 
= log c - log a + µ(cs) - µ(as) 
2s s 
PROOF. Fors> 0 we have 
q> I (S) 
C 
=_log a+ cµ' (cs) - aµ' (as) 
2s2 s 
+ (s E JR ) 
µ (cs) - µ (as) 
2 
s 
so that 
1 C 2 2 
og a + C µ11 (cs) - a µ11 (as) Cµ 1 (CS) - aµ 1 (as) 
<p"(s) = --3- s - 2 2 + 
s s 
+ 2 µ(cs) - µ(as) 
3 
s 
Hence, if suffices to show that t/J(s) def s 3<p"(s) > O for s > O. 
Since 
t/J (s) C 2 2 2 = log - + s {c µ"(cs) - a µ"(as)}+ 
a 
- 2s{cµ'(cs) - aµ'(as)} + 2{µ(cs) - µ(as)} 
we have by lemmas 2.1 through 2.3 that 
lim t/J(s) 
s+O 
I 
= lim 2{µ(cs) + 2 log c - µ(as) 
s+O 
I 
2 log a}= 
I I 
= lim 2{µ(cs) + 2 log 2Tics - µ(as) - 2 log 2Tias} = O. 
s+O 
9 
Hence, in order to show that t/J(s) > 0 for s > 0 it suffices to show that 
t/J'(s) > 0 for s > 0. 
One may verify that 
st/J' (s) = s3 {c3µ111 (cs) - a 3 µ"' (as)} 
so that the proof is complete by lemma 2.4. D 
Still more general we have 
THEOREM 2.2. If a and care constants such c >a> 0 then the function 
f IR.+ + IR.+ defined by 
a,c 
I 
f (s) = {saT(cs+l)}s 
a C CS.- ' 
' s 1 (as+!) 
+ is log-convex on IR. • 
S E 
10 
PROOF. Similar as the proof of theorem 2.1. 
For any constant a> I consider the function f : [0,1] • IR defined by 
a 
XE: [0,1]. 
This function is increasing and convex so that by VAN LINT's theorem 
n 
U (f ) def _ _!_ l log(I - ~) 
n a n k=I na 
is decreasing inn. 
(an)°t""""(an-n) 
= n log 1(an) 
We shall now show that more generally we have 
THEOREM 2.3. If a and bare constants such that a> b > 0 then the function 
+ + f b: IR • IR defined by 
a, 
+ is log-convex on lR. 
+ (s E: IR ) 
We shall derive this theorem from the following 
THEOREM 2.4. If a and bare constants such that a> b > 0 then the function 
+ + g b: lR • IR defined by 
a, 
I 
() ={lb sa8r(bs)}s gabs b ' 
' la s 8r(as) 
+ is log-convex on lR. 
+ (s E: lR ) 
Suppose for the moment that theorem 2.4 has been established. Since 
. a l/2s 
a> b > 0 it is clear that (b) is log-convex and since the product of 
log-convex functions is log-convex it follows that 
I I 
(!!:\2s g (s) = {sa8r(bs)}s 
,b) a,b sb8r(as) ' 
+ is log-convex on lR, proving theorem 2.3. 
+ (s E: lR ) 
Before establishing theorem 2.4 we prove 
LEMMA 2. 6. Par every non-negative integer n we have. 
lim snµ(n)(s) = 0. 
s+O 
];"ROOF. Observe that 
00 
00 
n J -u n-1 1 1 1 
= (-1) e u {-u- - u + 2}du 
0 s 
and that 
cf, (u, s) def 1 I 1 = -- --+ -
u u 2 
es-1 s 
1 1 
is bounded on 1R. + x + 1R. and that for every fixed u > O, cf,(u,s) is decresing 
ins such that lim cf,(u,s) = 0. 
s--+oo 
PROOF OF THEOREM 2.4. Define cf,(s) = 
fore, it suffices to show that 
ljl(s) def µ(bs) - µ(as) 
s 
+ is convex on 1R. • 
• 
log g b(s) so that, similarly as be-
a, 
+ (s E 1R. ) 
From the proof of lemma 2.5 we obtain that 
s 31j1 11 (s) = s 2{b2µ11 (bs) - a2µ11 (as)} - 2s{bµ' (bs) - aµ' (as)} + 
+ 2{µ(bs) - µ(as)} =: l;(s) 
so that by lennna 2.6 
12 
lim l;(s) = 0. 
s~ 
Similarly as before the proof is complete if we can show that 
1;' (s) < 0 for s > 0. 
One may verify that 
/; I (s) 2 3 3 = s {b µ 111 (bs) - a µ"' (as)} 
so that l;'(s) < 0 by lennna 2.4. D 
Finally we consider the function 
f (x) 
a 
2 
X 
= -log( I - 2 ), :XE [0,J] 
a 
where a> I is constant. 
The corresponding canonical upper Riemann sums are 
U =_!_lo {a(na) 21t-(na-n)} 
n n g (a+l)1(naTn) 
and since f is increasing and convex these U form a decreasing sequence. 
a n 
As a generalization of this result we have that the function 
+ 
+ IR ' (a> I), defined by 
~ (s) = { a s 2sr(as-s)}¾ 
a a+l 1(as+s) ' 
+ is log-convex on IR. 
In order to see this we observe that 
so that 
a 
2--:-'> /a -I 
S E 
+ is log-convex on JR • 
In theorem 2.4 replace a by a+I and b by a-1. It follows that 
I 2 I J a 1s.J ra=T s 8r-(as-s)}s = 
l/a2-{f 17a+l' l(as+s) 
2 I 
= J a s 8r-(as-s)}s 
1a+I l(as+s) 
+ is log-convex on JR , proving our claim. 
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