Abstract. We consider the optimal problem sup τ ∈T ε,T E n i=1 φ i (τ −ε i ) + , where T > 0 is a fixed time horizon, (φ i t ) 0≤t≤T is progressively measurable with respect to the Brownian filtration, ε i ∈
Main result
Let T > 0 and let {B t , t ∈ [0, T ]} be a Brownian motion defined on a probability space (Ω, F, P) and let F = {F t , t ∈ [0, T ]} be the natural filtration augmented by the P-null sets of F. Consider the optimal stopping time problem
where (φ i t ) 0≤t≤T is continuous and progressively measurable, ε i ∈ [0, T ], i = 1, . . . , n, are given constants, and T ε,T is the set of stopping times that lie between a constant ε ∈ [0, T ] and T . Observe that τ − ε i is not a stopping time with respect to F for ε i > 0. This can be thought of a problem of an insider in which he is allowed to peek ε i into the future for each payoff before making his stopping decision. The solution to (1) is described by the following result:
Then the value defined in (1) can be calculated using a reflected backward stochastic differential equation (RBSDE). More precisely, v = EY ε , for any ε ∈ [0, T ], where (Y t ) 0≤t≤T satisfies the RBSDE
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Moreover, there exists an optimal stopping timeτ described bŷ
Proof. For any τ ∈ T ε,T ,
Therefore,
By Theorem 5.2 in [4] there exists a unique solution (Y, Z, K) to the RBSDE in (2). Then by Proposition 2.3 (and its proof) in [4] we have
Along with (3) the last inequality completes the proof.
One should note that the optimal stopping problem we are considering is path dependent (i.e. not of Markovian type) and therefore one would not be able to write down a classical free boundary problem corresponding to (4) unless one is willing to consider free boundary problems in the path dependent PDE framework of [3] . This is the main reason we work with RBSDEs. Now let's consider Shiryaev's problem:
Observe that for ε > 0, insider's value defined in (4) is strictly greater than 0 (and hence does strictly better than a stopper which does not posses the insider information):
which shows that there is an incentive for waiting. We also have an upper bound
In fact when ε ∈ [T /2, T ], v ε can be explicitly determined as
and we have a strict lower bound for ε ∈ [0, T /2]
For arbitrary values of ε ∈ [0, T ] we have the following result as a corollary of Theorem 1:
Corollary 2. The value defined in (4) can be calculated using an RBSDE. More precisely, v ε = Y 0 almost surely, where (Y t ) 0≤t≤T satisfies the RBSDE (2) with ξ defined as ξ t = B (t−ε) + , 0 ≤ t ≤ T . Moreover, there exists an optimal stopping timeτ described by
, is a continuous function.
Proof. The continuity of ε → v (ε) , ε ∈ [0, T ] is a direct consequence of the stability of RBSDEs indicated by Proposition 3.6 in [4] . On the other hand, since
from Theorem 1 we can conclude that v (ε) = EY δ . The latter implies that (Y t ) t∈[0,T ] is a martingale from on t ∈ [0, ε]. It also shows that the stopping time τ δ defined by
is optimal for both the problem sup τ ∈T 0,T EB (τ −ε) + and sup
s, (so the martingale property of (Y t ) for t ∈ [0, ε ∧ (T − ε)] can also be concluded from this point of view). The martingale property on the other hand implies that stopping time defined in (5) is no less than ε ∧ (T − ε) almost surely.
Optimal stopping problems of the type where ϕ j 's and progressively measurable δ j > 0's are constants, were considered by [1] and [2] . A generalization combining these type of pay-offs with the one in (1) will be left for future work.
