In order to construct confidence sets for a marginal density f of a strictly stationary continuous time process observed over the time interval [0, T ], it is necessary to have at one's disposal a Central Limit Theorem for the kernel density estimator f T . In this paper we address the question of nonparametric estimation of the asymptotic variance of -T f T , an unknown quantity dependent on f. We construct two estimators and study their asymptotic properties.
INTRODUCTION
Recently, some surprising parametric rates that appear in the nonparametric estimation of probability densities for continuous time processes came to the attention of the mathematical community. This is possible if local irregularities of sample paths provide some additional information to the statistician.
We refer to Castellana and Leadbetter (1986) , Bosq (1993 Bosq ( , 1995 Bosq ( , 1998 ), Cheze-Payaud (1994), Kutoyants (1997) , and Blanke (1996) , among others, for results of this kind and various examples such as the Ornstein Uhlenbeck process and solutions of some stochastic differential equations.
Throughout this paper, X=(X t , t # R) will be a R-valued continuous time process defined on a probability space (0, A, P). We assume that X is a measurable strictly stationary process with an unknown marginal density f.
We wish to estimate f from the data (X t , 0 t T).
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In the sequel, we will call a kernel, an application K d , from R d to R, which is a bounded, continuous symmetric density with respect to Lebesgue measure and such that lim &u& Ä &u& K d (u) =0 and
where & } & denotes the usual norm in R d . The kernel density estimator is defined as
where h T Ä 0(+) as T Ä and K 1 is a kernel over R. The following notation and assumptions will be used throughout the paper and denoted in all the sequel by conditions (A 0 ). The joint density of X 0 and X u will be denoted by f X 0 , X u and assumed to exist for all u{0. It will be assumed that g u (x, y) :=f X 0 , X u (x, y)& f (x) f ( y) for all x, y, u [ & g u & # L 1 ((0, )) and that g u ( } , } ) will be continuous at (x, x) for each u>0. Let us now recall the well-known Castellana and Leadbetter's theorem (1986). The result means that if the distribution of (X 0 , X u ) is not too close to a singular distribution for |u| small, then f T converges at the``full rate'':
In this paper we address the question of the nonparametric estimation of the asymptotic variance of -T f T (x), as T Ä . Having such a variance estimate is required in order to get confidence sets for f (x) via the Central Limit Theorem. Indeed, if one wants to construct confidence sets for a density, a first step is to find sufficient conditions under which
Concerning this problem, Bosq et al. (1999) have shown that (1.3) is true under some mild mixing conditions (related results under strong mixing conditions may be found in Castellana (1982) ). Their main assumption is that there exists 1<a such that the strong mixing coefficients of (X t , t # R) satisfy the following rate of convergence: k 1 k:
Obviously, the worst case occurs when a is close to 1. But, in this context, the rate of convergence will be nevertheless satisfied if the process is supposed to be geometrically strong mixing. It is interesting to indicate that, recently, Kutoyants (1997) has obtained a Central Limit Theorem concerning density estimation for diffusion processes and that these processes are precisely geometrically strong mixing.
However, the asymptotic normal distribution in (1.3) cannot be used to yield approximate practical confidence sets since the integrand + 0 g u (x, x) du is unknown. As far as we know, no estimator of this quantity has yet been studied. Therefore the asymptotic variance must be estimated in order for the Central Limit Theorem to be used. To this effect we introduce two estimators: one simply by replacing g u (x, x) in the integrand by a kernel-type estimator; the other is a kind of empirical variance.
The remainder of our paper is organized as follows. After presenting our basic notations, we proceed in Section 2 to formally define two variance estimators and show that they are asymptotically unbiased. In Section 3, we study the bias in the Gaussian case and we provide it in a more general context. Finally, in Section 4, we exhibit the mean squared error; all the detailed proofs of our results are postponed to Section 5.
CONSTRUCTION OF ESTIMATORS
We shall now describe a way to obtain an estimator of G(x) by plugging the unknown quantities in the integrand by their kernel-type estimators. Thus, the first estimator of g u (x, x), namely g^u , T (x, x), is given by
where f T (x) is defined by (1.1) and f u, T ( y, z) as
where h T Ä 0(+) as T Ä and K 2 is a kernel defined over R 2 . Then we can define an estimator of G(x); namely, G T (x), as (2.1)
On the other hand, Theorem 1.1 itself seems to suggest another way to look at this problem of estimation. Indeed, let us introduce
where n$=T, n=[T ] (T 1) and, consequently, 2>$ 1. Throughout the paper, square brackets designate the integer part, as usual.
Thus, there is a natural way to estimate G(x) from Y n, 1 (x), ..., Y n, n (x); namely, to look at the sample variability of
.., n&b T +1. This idea leads to the natural estimate
:
which can be viewed as an empirical variance. The proposed estimator depends on a design integer parameter b T that tends to infinity as the sample size T increases, with b T <T. Note that the estimator defined in (2.3) is inspired by papers from Carlstein (1986) and Politis and Romano (1993) . Indeed, in the paper by Carlstein (1986) , a quite similar variance estimator was introduced for a general statistic based on subseries values and consistency as well as asymptotic normality were proved in the case of estimating a parameter of a finite-dimensional marginal of the stationary process. By taking advantage of the special structure associated with a general statistic, Politis and Romano (1993) were able to further obtain results on the bias and the variance of the variance estimator as well. However, the central contribution of their paper was to allow for the possibility of working with an estimator consistent for a parameter of the whole (infinite-dimensional) distribution of the process.
Let us introduce now some notations which will be used to show that our two estimators are asymptotically unbiased and to establish their mean squared error.
In some situations, we will consider the space H k, * of the kernels of order (k, *) in R, (k # N*, 0<* 1); that is, the space of mappings K 1 : R Ä R, bounded, integrable, such that R K 1 (v) dv=1 and satisfying the conditions
If k=0, (2.4) is simply replaced by (2.5)
Note that a kernel is not only a positive kernel of order (1, 1) but also a positive kernel of order (0, 1). Concerning the properties of f, f u :=f X 0 , X u and g u , we introduce the space C 
. Let us first introduce assumptions which will be used to show that our first estimator of the asymptotic variance defined by (2.1) and called, in what follows, the``plug-in'' estimator, is asymptotically unbiased.
The following theorems give conditions under which our estimators are asymptotically unbiased. 
The``empirical'' estimator is shown to be asymptotically unbiased under mild conditions; this is not the case for the``plug-in'' one.
In the special case where X is a Gaussian process, it is possible to exhibit convergence rates for the bias of our estimators. This is the aim of the next section where we also provide the bias of the``empirical'' estimator in a more general context.
STUDY OF THE BIAS

The Gaussian Case
In this section X=(X t , t # R) will be a Gaussian real centered stationary process, continuous in quadratic mean with variance _ 2 >0 and autocorrelation function \(u) which satisfies
In this case, it is easy to verify (see Castellana and Leadbetter, 1986 ) that 
where`=min(#Â2(#&1), %) & leads to the following asymptotic order of the bias
Example 3.1. According to the proof of the above theorem, in the particular case of the Ornstein Uhlenbeck process, we can establish that the asymptotic order of the bias is O(
(1) Notice that in the particular case of the Ornstein Uhlenbeck process, the sample variance estimator leads to a better asymptotic order of the bias, namely O( log log T T ), than the``plug-in'' one.
(2) Clearly, it is possible to obtain a smaller bound for the bias by choosing the estimator
. Indeed, we can obtain for all % 2 a bias of order O( log log T T ), since b T <T.
The General Case
Here we state the bias of the sample variance estimator only in the general case, that is without assuming the process to be Gaussian.
Before stating the result, let us introduce some notations and assumptions.
First, we will suppose that g u satisfies the following assumptions:
where l(u) and m(u) are functions depending only on u.
On the other hand, X is assumed to be a weakly dependent real-valued continuous time process. The degree of dependence is quantified by the various mixing coefficients (cf. Roussas and Ioannides, 1987 ). We will particularly make use of Rosenblatt's :-mixing or strong mixing coefficient which is defined for each u # R + as
and
where
The (strictly stationary) real-valued continuous time process X is said to be``strong mixing'' if : u Ä 0 as u Ä .
Finally we will suppose that 
where !=max(+, ) and {=min (1, &, ) . Now let us see what these assumptions mean in the Gaussian case. We assume that X is a real Gaussian process as defined in Subsection 3.1. In this case, according to Rozanov (1967, p. 181) , the strong mixing coefficient : u and the autocorrelation function \(u) are equivalent; namely,
Moreover, by using (5.12), we have
, and = are suitable constants. These considerations lead to
Then in order for the bias to tend to zero, it is necessary that %>3 and #<1. These additive conditions are due to the fact that we use inequality (5.18) (in Theorem 3.3) instead of (3.2) (in Theorem 3.2) to bound & g u & . However, (5.18) is important in the sense that it is valid as soon as (H 1 ) holds, whatever process X is.
STUDY OF THE MEAN SQUARED ERROR
Example 3.2 has particularly shown that the sample variance estimator has better properties, in term of bias, than the``plug-in'' one. Thus, it seems natural to simply focus on the study of the mean squared error, say MSE, of V b T @ . We will first give results about the asymptotic order of the variance, according to the classical decomposition of the MSE between the square of the bias and the variance. Furthermore, let us notice now that the``plug-in'' estimator is inconvenient to work with, not only in term of bias, but also in term of variance since study of such a variance would require assumptions on the joint density of (X t , X t+ j , X s , X s+k ).
Bearing in mind that our objective is to construct confidence sets for the density by using the Central Limit Theorem, it seems natural to suppose that there exists 1<a
, such that the strong mixing coefficients of (X t , t # R) satisfy the following rate of convergence: k 1 k: :
Then we have
then we have
From Theorem 2.2 and Theorem 4.1, we can easily deduce the following corollary:
and that
where C 1 is a strictly positive constant.
Now if (4.1) is replaced by (4.3) and (4.5) and (4.6) by
As a by-product, V b T @ (x) is consistent in probability; then, by using Theorem 2. 
where C 2 is a strictly positive constant, 
1Â(k+1) and b T & T } 1 minimizes the asymptotic mean squared error, yielding (2) It is clear that the asymptotic order of the mean squared error is decreasing with k. Then for a Gaussian process satisfying (3.1) with # close to zero, k can be chosen arbitrarily large, yielding an asymptotic order of the mean squared error close to O(1ÂT 2Â3 ), as soon as there exists 1<a< such that %> 2a a&1 . Remark 4.3. Take the case where we only know that %>2 and # 1. If
] then we can establish that the asymptotic order of the mean squared error is O((
2Â3 ) as soon as # is closely related to zero.
Let us give some remarks concerning the magnitude of the mean squared error given in Corollary 4.3. Recently Blanke and MerleveÁ de (2000) have shown that we can construct an estimator of G(x) which converges in quadratic mean at the rate T &2pÂ(2p+1) , where p 1 depends on the process X. More precisely, they use the local time, l T (x), to derive an unbiased estimator of the unknown density f (x) see Bosq (1998, Chap. 6) for more details and then, taking into account its additivity property, they exhibit an estimator, G * T (x), of G(x). The aforementioned rate is obtained under the assumption that El 4 T (x) is finite and conditions which represent combinations between the mixing rate of the process X and a``tail'' assumption on the marginal distribution of the local time. They also exhibit intermediate rates under a weaker assumption; namely, El 2+$ T (x)< with 0 $<2. According to Lemma 6.3 in Bosq (1998), for a given Gaussian process X assuming to be in addition geometrically strong mixing (like the Ornstein Uhlenbeck process), its corresponding local time admits moments of exponential order and then G * T (x) leads to better results than V b T @ (x) in term of quadratic mean. Such a conclusion is fortunatly not the same for every process X. Indeed in general it is difficult to compare the conditions required in this paper with the assumptions made in Blanke and MerleveÁ de (2000). In fact, the choice between V b T @ (x) or G * T (x) as an estimator of G(x) depends strongly on what it is assumed on the process X. However, it is clear that V b T @ (x) is more attractive than G * T (x) for practical reasons, taking into account the fact that it is entirely based on the observations of X. Now, bearing in mind that a practical confidence set for f (x) is our original problem, one can see that it can be solved by using the Central Limit Theorem given in Corollary 4.2. The confidence region obtained by this proposed method is accurate up to the first-order. In view of this, one may naturally ask whether we can obtain, for example by using resampling techniques, second-order optimality as the independent and identically distributed (i.i.d.) bootstrap of Efron (1979) . Indeed, it is well known that, in the i.i.d. set up, bootstrap provides more accurate approximations to the distributions of many regular statistics than the classical large sample approximations. However, inferences methods for i.i.d. data, or, more generally, independent data are simply not consistent when the underlying sequence is dependent. Therefore, the resampling and subsampling methods need to be modified to be applicable in such cases. In the last few years, several authors have tried to extend Efron's idea for applying it to some specific dependent models. A general approach is to apply resampling to the original data sequence by considering blocks of data rather than single data points as in the i.i.d. setup. The motivation is that within each block the dependence structure of the underlying model is preserved and if the block size is allowed to tend to infinity with the sample size, asymptotically correct inference can ensue. A pioneering work was provided by Carlstein (1986) who used a blocking scheme to approximate the variance of a general statistic. His idea was to divide the original sequence in (non-overlapping) blocks of size b<n, recompute the statistic of interest on these blocks and use the sample variance of the block statistics, after some suitable normalization. Later, Ku nsch (1989) and Liu and Singh (1992) independently introduced the moving blocks bootstrap, which besides variance estimation can also be used to estimate the sampling distribution of a statistic so that confidence intervals or regions for unknown parameters can be constructed. As in the independent case, the key step in establishing the second-order correctness of stationary bootstrap procedure is to derive Edgeworth expansions for the original statistic and its corresponding bootstrapped version. In the dependent situation, such a task is usually rather tedious and is outside the scope of the present paper. It leads nevertheless to further research.
PROOFS
Proof of Theorem 2.1
We first consider the decomposition (5.1)
and treat each term separately.
Considering the fact that u [ &g u & is integrable on ]0, [, = T Ä 0, and b T Ä as T Ä , it is obvious that the two last terms in the above expression tend to zero. Now the first term, I, may be rewritten as
Let us notice that
which leads to
Now, using stationarity and the fact that R 2 K 2 (s, t) ds dt=1, we find that
Using the fact that K 2 is a kernel over R 2 , we have
Finally,
which entails the desired result by our choices of h T , b T , and = T .
Proof of Theorem 2.2 Let us set
. By using stationarity, we have
which converges to 2 + 0 g u (x, x) du under the assumption (A 0 ) (see Bosq, 1998 , p. 99, for more details).
Proof of Theorem 3.1
We again consider decomposition (5.1) and first notice that (3.1) combined with (3.2) yields
On the other hand, it is easy to verify that (A 1 ) holds and because of (3.2), (A 0 ) is satisfied. Now to show (A 2 ), note that the Taylor formula implies
where 0<% 1 <1. It is easy to show that
where C 1 is a constant. Obviously, a similar bound is valid for & f u Â x 2 & . These last considerations combined with (5.5) lead to
where C 2 is a constant. Moreover since (3.1) holds,
). Thus (A 2 ) is fulfilled with l(u)=C 2 Â(1&\ 2 (u)). Then according to the proof of Theorem 2.1, we derive that
Finally, our choices of b T , = T and h T complete the proof.
Proof of Theorem 3.2
Notice first that (5.3) can be rewritten as
Then we have the decomposition
where = T is a decreasing sequence to zero which will be specified in what follows.
But
Now for convenience, we will suppose that K 1 # H k, 1 in what follows since this condition will be required in some proofs. First, by using the Taylor formula and (2.4), we find that
where 0<% 1 <1. Similarly,
where 0<% 2 <1. Now using again (2.4) we find that
+ du ds dt and
Now since g u is k times differentiable for all k # N, the Taylor formula implies
where 0<% 3 <1.
But by simple induction for all i 0, it is easy to derive that (5.10)
where C 1, i , C 2, i , C 3, i , and = are suitable constants. Classically, the last term on the right-hand side of the above inequality is obtained by applying the Taylor formula to (5.10) (see, e.g., Castellana and Leadbetter, 1986 ) whereas a direct bound combined with (3.1) leads to the first one. A similar bound can be obtained for
x 2 & . These last considerations combined with (5.9) show that (5.12)
A similar bound is valid for |(
2 )(x, x)|. Thus (5.12) combined with (2.4) and (3.1) leads to (5.13)
On the other hand, taking into account (3.1) and (3.2), we easily obtain
and since it is clear that R |K 1 (s)| ds< ,
Finally, combining (5.13) (5.15) with (5.4), we derive that
Now, we return to the case where K 1 is only a usual kernel; then we can take k=0.
2'Â(2&#) which entails that
and the choice of h T & 1Âb 
where C is a constant; this in turn combined with (H 4 ), (H 5 ) and the fact that for all u, : u 1 4 , leads to
Finally the proof is complete by using the fact that under (H 6 ),
Proof of Theorem 4.1
In order to prove the theorem, we shall use the following technical lemma which appears in Bosq et al. (1999) and which is a consequence of a result of Yokoyama (1980) . Assuming that (4.1) holds, we can find a constant C depending only on the strong mixing coefficient of ! such that for every n 1
To begin the proof of Theorem 4.1, let us define some quantities closely related to V b T @ (x), though easier to work with. So for l=1, 2, ..., b T , set
It is easy to verify that
. Since all the q T, l 's are of the same asymptotic order as
To show (4.2), we study Var
In fact, we will only carry out the proof for the case where l=1, the other cases being similar. Let us denote
For all n 1 and k 1, let us define the strong mixing coefficient of
This coefficient is uniformly bounded by :
n, k . Moreover it is clear that for every k 1, :
: k&1 . Now since the W n, i (x) are functions of finite blocks of the Y n, k (x), they are obviously :
(W n ) -mixing with (5.21) :
Now because of stationarity But the well-known theorem of Ibragimov (see Roussas and Ioannides, 1987) Since X is a Gaussian process according to Rozanov (1967, p. 181) , : k \(k) 2?: k . Then because of (3.1), (4.1) will be verified if %> Direct computations lead to the desired result. The proofs of cases (2) and (3) are similar. Let us notice that in the two last cases of the corollary, even if we take the kernel in a space H k, 1 , the mean squared error is unchanged; namely, it does not depend on k.
Proof of Remark 4.3
The only difference here is that we use (4.4) instead of (4. 
