Abstract. Recently, IC3 has been presented as a new algorithm for formal verification. Based on incremental induction, it is often much faster compared to otherwise used fixpoint-based model checking algorithms. In this paper, we use the idea of incremental induction for solving twoplayer concurrent games. While formal verification requires to prove that a given system satisfies a given specification, game solving aims at automatically synthesizing a system to satisfy the specification. This involves both universal (player 1) and existential quantification (player 2) over the formulas that represent state transitions. Hence, algorithms for solving games are usually implemented with BDD packages that offer both kinds of quantification. In this paper, we show how to compute a solution of games by using incremental induction.
Introduction
It is an old dream of computer science to automatically generate a system from a formal specification or at least to automatically check whether a system is guaranteed to satisfy a specification. The second problem is known as the formal verification problem and powerful tools exist to automatically check the correctness of a system with respect to a given specification. Recently, a new symbolic model checking algorithm called IC3 has been presented [4, 5] that is based on incremental induction instead of the otherwise used fixpoint computations. Other researchers [6] talk about 'Property Directed Reachability' (PDR) in this context, since this algorithm has a very targeted approach to check the reachability of a state (violating a safety property). The newly developed algorithms often outperform existing verification engines based on bounded model checking and interpolation in practice.
The idea of synthesis or realizability [14, 3, 15] is to automatically construct a functionally correct system from a declarative specification. The obvious benefit is that we only have to give a list of desired behaviors and a synthesis tool comes up with a state-based model that satisfies all given properties. If no further constraints like limited use of memory or runtime requirements have to be considered, automatic synthesis can completely avoid manual coding of programs.
Synthesis can be viewed as a two-player game between an environment and a system (also called the controller). The environment chooses the uncontrollable inputs (as usual) and the controller responds by setting the controllable outputs of the system in order to satisfy the given specification. Hence, for every input given by the environment, the controller must choose some output so that the resulting game does not violate a given specification. Hence, one has to solve a quantified SAT (or QBF) problem involving a quantifier alternation. Most algorithms to solve games therefore either employ BDDs [3, 16] or other data structures [7] that offer both universal and existential quantifications or replace the universal quantification by conjunctions [15] (thus blowing up the formulae).
In this paper, we propose a different solution for solving reachability games: our algorithm can be seen as a modification of PDR [6] where every SAT query has been replaced by a QBF query (more precisely, a 2QBF query). Recent results from the QBF community [10] indicate that a good way to implement a QBF solver is to use two SAT solvers; roughly speaking, one solver for existential quantification, and the other for universal quantification. For game solving, this means that the two SAT solvers take the roles of the two players. This fits nicely into our game setting, and therefore our implementation is based on ordinary SAT solvers instead of dedicated QBF solvers (although our algorithm borrows some ideas from that area). Our experiments moreover indicate that the removal of the universal quantification can be implemented efficiently if one uses the inductive generalization procedures mentioned in [4, 6] .
While synthesis in its most general form may be desirable, we consider here only the problem of determining the winner of a game. This is enough for two of the most promising application domains of synthesis. The first application domain is to find errors in an early design phase, where only a part of the whole system may be available [13] . We can now consider the problem of constructing a controller in a game that determines the outputs of the absent parts. If the controller has no winning strategy, then the already constructed parts of the system contain an error that has to be repaired before new components may be added. Another promising application for synthesis is fault-localization in distributed designs [11] . Typically, modern systems are composed of many different modules and determining the module that is responsible for an error is a tedious and time consuming work. Using games, one can check whether the faulty part can be replaced by a correct implementation. If this holds, chances are very high that the thereby determined candidate is actually responsible for the fault.
Preliminaries
A cube over a set of Boolean variables Q is a partial assignment of Boolean values to some variables in Q. We often represent cubes as a conjunction or just a set of literals (a literal is either a variable or the negation of a variable). If a cube contains all variables of
We often write Φ(Y ) to describe a property over the variables Y ⊆ Q.
A finite state transition system S = (V I , V X , Φ I , Φ T ) is given by a set of input variables V I , a set of internal state variables V X , and propositional formulas de-scribing the initial condition Φ I (V X ) and the transition relation holds. That is, a trace is the sequence of assignments in an execution of the transition system. A state that appears in some trace of the system is reachable and we denote the set of reachable states by R. A safety property P (V X ) is a propositional formula over V X that asserts that only P -states are reachable.
Another Look at IC3: Computing Ranks of Fixpoints
In order to check the reachability of a bad state, i.e., one that violates a safety property, one can compute the reachable states of a system as follows: starting with the initial states, one adds successors of so-far reached states until no new states are found 1 :
are the existential successors of a set of states A w.r.t. the transition relation Φ T . Thus, for any i, R i is the set of states reachable in at most i steps. Clearly, for a finite transition system, this fixpoint iteration must terminate, and there must exist a least number ν ∈ N (called the rank ) such that R ν+1 = R ν holds and the set R ν is then the set of reachable states. It is clear that a system satisfies a safety property if and only if the intersection of R ν with the states violating the safety property is empty.
Traditional BDD-based model checkers implement the above fixpoint algorithm, since BDDs are quite efficient in computing the set of all successors, but they sometimes cannot represent the transition relation Φ T as a single BDD (and therefore consider often partitioned transition relations [17] ). SAT solvers do not suffer from the latter problem. However, applying a SAT solver for computing all solutions for image computations seems to be very inefficient [8] . Nevertheless, SAT solvers played a crucial role in pushing model checkers ahead: combining the ideas of bounded model checking [1] and interpolation [12] , very efficient model checkers can be implemented using SAT solvers.
Applying Induction Incrementally
IC3/PDR follows a rather different way than traditional SAT-based model checkers: It can be viewed as computations of over-approximations of the reachable states. To that end, the algorithm uses incremental induction as defined below:
If P is not invariant, then there exists a finite counterexample trace s 0 , s 1 , . . . , s k such that s k |= P . Induction need not be applied in a monolithic way. One can construct a sequence of inductive assertions, each inductive relative to (a subset of) the previous assertions. Note that the reachable states R is the least inductive invariant and that there are invariants that are not inductive.
Definition 2 (Incremental Induction
PDR and IC3 use this idea of incremental induction: these algorithms incrementally refine and extend a sequence of formulas R 0 , R 1 , . . . , R N that are overapproximations of the sets of states reachable in at most 0, 1, 2, . . . , N steps 2 . We call this list of formulas a trace. While R 0 = Φ I always equals the set of initial states, each R i is represented by a set of clauses that maintains the property that R i ⊆ R i+1 . Together with the trace, PDR maintains a set of proof obligations. A proof obligation is a cube s together with a rank k 3 where s represents a set of states that are either bad or have a trace to a bad state. The rank k can be seen as a position in a counterexample where s must be proved to be unreachable or the proof obligation fails. To obtain new informations about the trace, PDR poses the following SAT queries:
This query holds if a state in R k−1 has a successor in s . If it is not satisfiable, then the information about R k−1 is strong enough to show the unreachability of s within k steps. We then say that s is blocked at rank k, and we can add the clause ¬s to R k . Hence, s is inductive relative to R k−1 .
Otherwise, a new proof obligation (s, k − 1) is generated. If we can continue until the rank becomes 0, we have reached the initial states, and we have generated a counterexample for the safety property. If the algorithm does not succeed in generating a counterexample, at some point the informations obtained for some R ν are strong enough to capture all reachable states. At that point, no new information is obtained and we conclude that the system is indeed safe.
Model Checking by Backward Traversals
Instead of starting with the initial states and then computing new reachable states until a fixpoint is reached, one can also work backwards to verify a safety property: starting with the bad states (violating the safety property), compute the predecessor (instead of successor) states until no new states are found. This way, all states having a path to a bad state are finally computed. The system is safe, if and only if the initial states do not intersect with the so-computed closure of the bad states. PDR/IC3 can be modified to do the same: simply identify R 0 with the bad states; each R i is an over-approximation of the states having a trace to bad states in at most i steps. Proof obligations (s, k) now contain a cube s representing a state known to be backwards-reachable from the bad state and the SAT query changes to SAT ?[s ∧ Φ T ∧ R k−1 ], i.e. checking whether for any state in R k−1 , there is a predecessor s. The solution of safety games we are going to present is based on a similar predecessor computation.
Games
In the following sections, we describe how IC3 can be modified to solve the following safety games: Since Φ T is deterministic, we write in the following Φ T (s, u, c) = s instead of (s, u, c, s ) |= Φ T and we say that Φ T (s, u, c) is undefined, if there is no s such that (s, u, c, s ) |= Φ T holds. Intuitively, a game is a finite state transition system where the inputs are partitioned into controllable and uncontrollable input variables. As before, we consider a safety property P (V X ) over the set of state variables. It is the goal of the controller to keep the game inside this safe region while the environment tries to reach a state where ¬P holds. It is worth pointing out that safety games are determined [9] , hence either the controller or the environment wins.
Given
V C given by a propositional formula over V X , V U and V C . Intuitively, when the game is in a state s ∈ 2 Vx and the environment chooses an uncontrollable input u ∈ 2 Vu , a strategy determines a set of possible responses, i.e., a set {c 0 , c 1 . . . } of possible assignments c i ∈ 2 Vc to the controllable variables. A play on G according to σ is a finite or infinite se-
Either the play is infinite, or there is a n such that σ(s n , u n ) = ∅. A play is winning according to the safety property P (V X ), if it is infinite, and each s i ∈ P . A strategy σ is a winning strategy if all plays according to σ on G are winning 4 . A state s is winning if there is a winning strategy starting in s. The set of all winning states is the winning region. The game G is winning or won, if the initial state s 0 is in the winning region.
It is our goal to develop an algorithm that determines whether a game is winning for the controller. If the game is winning, our algorithm will also generate a strategy for the controller. To that end, we will present in the following sections the necessary modifications to the PDR algorithm.
Fixpoint Computations to Solve Games
In this section, we take the viewpoint of the environment. Hence we compute the set of states from which the environment can force a visit to a ¬P -state, or dually, the states from which the controller loses.
Definition 4. The set of states from which the environment can force a visit to a state in A in one step is defined as
A state s is in suc ΦT ∃∀ (A), if the environment can choose an assignment u to the uncontrollable inputs such that the controller has no chance to choose some c to prevent a visit from A. As can be seen, in contrast to the model-checking problem, we need existential (for the environment) and universal quantification (for the controller) over variables.
It is well-known that for reachability games, the winning region of the environment can be computed by the following fixpoint iteration [9] :
As for the corresponding fixpoint iteration used in model-checking, this fixpoint iteration converges to a set R ν , containing the winning region of the environment. For every s in the winning region of the environment, there is a minimal n such that s ∈ R n holds and if s is not winning, it does not belong to some R n (and hence also not to R ν ). This leads to the following definition:
Definition 5 (Ranks of States). The rank ρ(s) of a state s with respect to the above fixpoint iteration is defined as follows:
Intuitively, the rank of a state s denotes how far the environment is away from reaching its goal: if ρ(s) = , the environment cannot win. Otherwise, it can drive the game to ¬P in at most ρ(s) steps.
Computing Ranks Using Incremental Induction
Our algorithm shares many similarities to the original IC3/PDR algorithm: it computes over-approximinations of ranks of states of a fixpoint formula and uses SAT queries for this purpose. Indeed, our algorithm is directly derived from the re-implementation of IC3 (called the PDR algorithm) given in [6] .
Proof Obligations
In order to compute the ranks, our algorithm maintains a trace [R 0 , R 1 , . . . ], i.e., formulas representing state sets with the meaning that R i is an over-approximation of states having rank less than i. R 0 is special: it is simply identified with the set ¬P .
Together with this trace, it also maintains a list of proof obligations (s, k) with the intended meaning to show that a state s has rank less than k. In order to show this, the environment must force a visit to a state with rank less than k − 1 in one step. Hence, we have to check whether the following holds:
If we cannot find such an u-value, then the facts already known in R k−1 are strong enough to prove that s has a rank greater than k. Hence, we remove s from R k and we say that s is blocked at rank k.
However, if we find such a u-value, nothing can be said at that point about the rank of s since R k−1 only over-approximates ranks. In order to give a definitive answer, the ranks of all successor states {s | ∃c. Φ T (s, u, c) = s } have to be probed for rank k − 1. For every such successor state s , we therefore add a proof obligation (s , k − 1) to the list of proof-obligations. If we proceed this way, we might obtain a proof obligation (s, 1) such that the environment can force the game into an (original) bad state in one step and prove that the game is losing for the controller. Or we strengthen some R k (remove states from R k ) to the point where it is inductive in the sense that for every u there exists some c that is inside of R k . In that case, the game is winning for the controller.
In order to cope with the universal quantification over the c-variables, we maintain a list of formulas [U 0 , U 1 , U 2 , . . . ] over state and uncontrollable variables. The intended meaning of U i is the following: it is an over-approximation of the set of pairs (s, u), such that every c-input leads to a R i+1 -state, or otherwise spoken: if we identify that s ∈ R i−1 and for some c, we have Φ t (s, u, c) = s , then (s, u) should be removed from U i . Finally, we also maintain a state set W , which is an over-approximation of the states winning for the controller. Those two sets (represented as formulas) help in getting rid of the universal quantification: The query ∃u.∀c. Φ T (s, u, c) ∈ R k−1 is replaced by the query
If the answer is unsat, then clearly, s is blocked at rank k. Otherwise, a successor state s = Φ T (s, u, c) is computed for the inputs u and c. Instead of continuing with the proof obligation (s , k − 1), the controller might give a different controllable input c with the corresponding successor t = Φ T (s, u, c) 5 . However, this successor state has to be a potential winning state. Hence, we probe
If the query is unsat, then clearly s is a losing state for the controller and we remove it from W . If s is the (losing) initial state, we can skip the rest of our calculation and terminate with the result that the game is losing for the controller. Otherwise, if the computed successor state t ∈ R k−1 , we remove (s, u) from U i and continue with the proof obligation (s, k). Otherwise, we continue with the proof obligation (t , k − 1), but keep the proof obligation (s, k) in the list of open obligations. Proceeding this way, we either find that s 0 is a losing state (for the controller) or we strengthen some R k so that it is inductive in the above sense. The precise properties of the sets R i , U i , and W are: 0 , except for the last element R N of the trace.
-W is a conjunction of clauses that is an over-approximation of the winning positions for the controller. Hence W ⇒ P .
Notation
Let Φ be a predicate over the game variables, let Ψ be a predicate over (next)-state variables and let Φ T denote the encoding of the transition relation. Given cubes s 0 , u 0 over state and uncontrollable input variables, a call to the underlying SAT solver will be expressed similarly as in [6] :
This query asks whether the environment can choose an uncontrollable input u 0 in a state where s 0 and (a formula) Φ holds, so that a state where Ψ holds is reached in one step, i.e., can the system choose a controllable assignment to make the game reach a state where Ψ holds? The answer to this question is put into the Boolean variable isSat. If the answer is positive, the satisfying assignment is put into (s, u, c, t ) with the obvious meaning: s denotes the assignment to the state variables, u to the uncontrollable variables, c to the controllable variables, and t to the next-state variables. Modern SAT solvers not only compute a solution to SAT problems in case of success, but also produce reasons for a failed SAT call. If the aforementioned SAT-call fails, we assume that the SAT-solver computes subcubes s ⊆ s 0 and u ⊆ u 0 of the given assumptions s 0 and u 0 (t' contains no value in that case).
Auxiliary Functions
In order to present our algorithm, we need some auxiliary functions that are used to update the sets R i , U i and W . Note that the only updates to one of those sets is the removal of states which can be readily implemented using cubes and clauses: Given a cube s representing a set of states or transitions, the clause ¬s represents all states, resp. transitions outside of s. Hence, the implementation of the following auxiliary functions are straightforward 6 : -addLose(s) adds s as a losing state, i.e., updates
Due to the syntactic containment restriction, we have to update also
-isLose(s) checks whether s is a losing state -isBlocked(s, k) checks whether s is blocked at rank k
Recursively Blocking Cubes
In this section, we discuss the function recBlockCube given in Listing 1.1. Given a proof obligation (s 0 , k 0 ), this function checks whether the rank of s 0 is greater than k 0 , i.e., if s 0 is blocked at rank k 0 . The main internal data structure of this function is a priority queue Q that stores open proof obligations that are needed to decide (s 0 , k 0 ). The following lemma states that the invariants about R i , U i , and W are maintained by our algorithm: Proof. Let us first consider the case k = 1. In that case, R k−1 = R 0 = ¬Φ P , hence R k−1 represents the bad states. That means that if the SAT query in line 9: 
clearly s is a losing position which is identified in line 21. Otherwise, (s, u) is correctly identified as a blocking transition in line 15. Hence, for k = 1, one of the first three cases occurs. Now assume that k > 1 holds. Clearly, if the checks in line 6 or line 8 succeed, either case 1 or 2 applies. Otherwise, the algorithm proceeds to line 9, and we can make the following case distinctions referring to the situations of the above lemma:
-Case 1 occurs, if the SAT query in line 9 yields 'not satisfiable'. Correctness follows from the invariance of R i and U i . -Case 2 occurs, if the SAT query in line 9 yields 'satisfiable', t is a losing position (line 11) and the SAT query in line 12 yields 'not satisfiable'. Correctness follows from the invariance of R i (for query in line 12) and W (for query in line 12). -Case 3 occurs, if the SAT query in line 9 yields 'satisfiable', t is a losing position (line 11), and the SAT query in line 12 yields 'satisfiable'. Correctness follows from the invariance of R i , since we have identified for (s, u) some c such that the successor t is blocked at rank k − 1. -Case 4 can occur if the SAT query in line 9 yields 'satisfiable' and if one of the following cases occur:
• t is a losing position (line 11) and the SAT query in line 12 yields 'not satisfiable' • t is no losing position (line 11)
The correctness of the algorithm is stated in the following theorem: Proof. If the function returns through lines 7 or 22, we know that the invariants of the sets are kept, so that s 0 is a losing position. Now note that the following holds: Q cannot grow arbitrarily: We can prove by induction on k that the following holds: If (s, k) is chosen as the minimal element of Q, then one of the first three cases of the previous lemma are encountered after a finite number of steps. The base case k = 1 is already handled by the previous lemma. For the induction step k → k + 1, note that if we have got a proof obligation (s, k + 1), then s has only a finite number of successor states t that may be added as a proof obligation (t , k) to Q. For all (t , k), we can apply the induction hypothesis. Moreover, if we have processed all successor states (computed the rank or identified some of them as losing), we can determine the rank of s or show that s is losing. If the procedure returns with ISGREATER at the end, previously Q must be emptied. Now note that the following holds: whenever (s 0 , k 0 ) is chosen as the minimal element, it is either identified as losing or as blocking, or added again as a proof obligation. Hence, if the while-loop is left, the if-condition in line 8 must fail.
Main Function
Our main function is given in Listing 1.2. It first checks whether the initial state is a bad state. If so, it returns FALSE. Otherwise, our internal data structures are initialized. It then recursively probes for k = 1 . . . whether the rank of the Listing 1.2. Main Function
propagateBlockedStates ( k ) ; 12 i f ( c l a u s e s (Ri)= c l a u s e s ( Ri+1 ) ) f o r 1 ≤ i < k return TRUE 13 } 14 } initial state equals k. If this is the case, then clearly the controller loses the game. Otherwise, the function propagateBlockedStates is called: if a state s was identified as blocked at rank i, but it is also blocked at rank i + 1, then the corresponding clause ¬s is also added to R i+1 . Finally, as in the original IC3 [4] or PDR algorithm [6] , if we find that some adjacent levels R i and R i+1 share all clauses, then R i is an inductive strengthening of ¬s 0 , hence the initial state is not backwards reachable from the bad states. This is captured by the following theorem:
Theorem 2. The function main given in listing 1.2 computes a solution of the game: it returns TRUE if and only if the controller has a winning strategy.
Proof (sketch). Clearly, if the procedure returns FALSE, due to the correctness of recBlockCube, we have shown that the initial state has a finite rank and hence is a losing position. Otherwise, if it returns TRUE, then for some k, we have R k = R k+1 and since R k is an over-approximation of the set computed in the fixpoint iteration, the game is indeed safe. Finally, can k grow infinitely? Clearly, if the check in the last line of main would be done semantically, then this clearly could not happen. R k+1 would have to block at least one state less than R k . Suppose therefore that R k = R k+1 holds, but clauses(R k )¬clauses(R k+1 ). During the propagation phase in propagateBlockedStates, all clauses of R k will be moved into R k+1 and they become syntactically equivalent.
Experiments
We have implemented a prototype of our algorithm, called IC3G, in Microsoft's new language F# with an interface to Minisat 2.2 and evaluated different case studies. We have also implemented a safety game algorithm with an interface to the popular BDD-package CUDD in our framework. Unfortunately, the latter performed so poorly 7 that we decided to rather compare with a tool from the Listing 1.3. Propagating Blocked States
literature. We therefore use the tool Marduk [2] which is a BDD-based implementation of the algorithm described in [3] for so-called GR(1)-specifications 8 . It is implemented in Python with an interface to the BDD-package CUDD.
The first case study is the GenBuf example which consists of a family of buffers. The task is to generate a controller that handles in/output for those buffers. The second example is ARM's Advanced Microcontroller Bus Architecture (AMBA) which defines the Advanced High performance Bus (AHB), an onchip communication standard that connects devices like processor cores, caches and DMA arbiters. Here, we want to synthesize an arbiter for the bus. Both case studies can be seen as standard benchmarks that have been used before to evaluate game solving algorithms [3, 7, 16] and can be parametrized by a parameter that represents the number of clients served.
In [3] , temporal logic specifications as well as deterministic ω-automata are given for these benchmarks. The games we build are obtained as the automaton product of the deterministic automata, hence they contain fairness constraints. To obtain a safety-game, we use a (simplified) version of the bounded approach to synthesis described in [7, 15] Figure 1 where we have listed the runtimes in seconds of our tool IC3G and Marduk 9 . On the GenBuf example, that can be solved by both algorithms in a couple of seconds, our tool is slightly slower than the BDD-based algorithm. This changes when we consider the AMBA case study, which contains much more state variables than the GenBuf example. Here, our algorithm is significantly faster. This is no surprise, since on big examples with many variables, BDDs often suffer from memory requirements so that they can no longer be efficiently handled.
The experiments we performed do however only consider one part of game solving: we only compute the winner of a game, but we have not looked at the problem of actually computing a winning strategy. Computing the winning region of the controller is the first step in generating a winning strategy in each algorithm for controller synthesis. Known (BDD-based) algorithms can be easily adjusted to compute from the winning region a winning strategy. For safety-games one can obtain a simple winning strategy from controller's winning region: all we have to do is to forbid every transition that leads from a winning position to a non-winning position. However, since we only compute an overapproximation for the winning states, our algorithm is not able to construct a winning strategy in that straightforward way. However, we expect that it is possible to modify our algorithm for that purpose so that we can also obtain a winning strategy using incremental induction. This would then solve also the last application domain we sketched for game solving: automatically constructing a system from a temporal logic specification.
Conclusions
In the past, many improvements have been suggested to increase the performance of model checking tools. Starting with symbolic model checking based on BDDs, bounded model checking based on SAT solvers was used, and then interpolationbased model checking even allowed to use SAT solvers for unbounded model checking. Recently, incremental induction has been proposed as an alternative to the so-far used fixpoint-based methods and it turned out to be much more efficient for model checking. Controller synthesis or equivalent problems like game solving are similar to model checking, but have to face the additional problem of alternating quantifiers which is no problem for BDD-based approaches, but requires QBF solvers instead of SAT solvers otherwise. In this paper, we have shown how we can use a simple SAT solver for game solving by following the ideas of the recently introduced incremental induction procedures, and we experienced similar improvements concerning the efficiency of our tools. While the experiments are still quite preliminary, they indicate that incremental induction may be as useful for game solving as for model-checking.
