Current business trends, policy markets, production requirements, etc., have created the need for integrating pre-existing Multi Agent Systems (MAS). In the agent-specialized literature, we have found very little work about agent architectures and methodologies that allow us to carry out recursive and dynamic analysis, design, and implementation of MASs.
Introduction
Nowadays arises the need to integrate pre-existent Multi Agent Systems (MAS) in domains where these integration and/or cooperation are imposed by business trends, policy markets, production requirements, etc.
The need for some kind of hierarchical aggregation in real world systems has been recognized in the intelligent manufacturing field. These systems have to remain readable while they are expanded in a wide range of temporal and spatial scales. For example, a modern automobile factory incorporates hundreds of thousands of individual mechanisms (each of which can be an agent) in hundreds of machines which are grouped into dozens or more production lines.
Engineers can design, build, and operate such complex systems by shifting from the mechanism to the machine or to the production line (depending on the problem at hand) and by recognizing the agents of higher levels as aggregations of lower-level agents. Also, in e-commerce applications, an enterprize is a legal entity which is independent of the individual people who are its employees and directors.
The question arises as to whether an agent can be a collection of several interacting agents, a hierarchy, or some other type of organization. In [4] , Gasser pointed out that almost all the proposals for agent architectures have not addressed the general problem of how to treat collections of agents as higher-order entities -e.g, how to treat organizations as agents.
In the agent-specialized literature, we have found very little work about agent architectures and methodologies which allow us to carry out recursive and dynamic analysis, design, and implementation of Multi Agent Systems. Most of the current approaches start from an atomic agent definition such as an indivisible entity and build Multi Agent Systems as compositions of interacting agents.
Most of the approaches do not deal with systems in which their components may be Multi Agent Systems themselves. The only work we have found about recursive agent model is by Occello. In [13] , he proposes a recursive approach to build hybrid Multi Agent Systems. From a given set of elementary agents, Occello proposes a recursive agent structure definition and two recursive functions, 2 to build a higher level agent. His work is based in a rigorous analysis of recursive properties in Multi Agent Systems structures, such as agent and environment, and two functions defined on them, interaction and organization. A recursive agent is a MAS, that is, a set of (recursive) agents and (recursive) environment objects. The interaction function allows us to model all the communication acts which can occur either with other agents or with the environment (perception, action and cognitive interaction). The organization function is modelled as a set of relations between agents. These relations can be of three types: acquaintance, communication and subordination. However, in Occello's work, there is no formal definition of the recurrence property to define the behaviour of one level of recursion with regard to another. In our work, as in Occello's work, a MAS can be viewed as a set of agents at a given level and as a whole agent at an upper level. We call it an abstract recursive agent. It is abstract because it exists only at the analysis and design phases and it is not a real executing agent (at the coding stage it is replaced by its constituent elementary agents). Unlike
Occello, we will not build an engine to manage the interaction for a MAS at run time, because this interaction is already managed by its constituent agents. To define the behaviour of the abstract recursive agent, instead of using a interaction function (as in Occello's work), we do it with the reactive and intentional behaviour of its constituent agents. We believe that these definitions will make the formal definitions of the recurrence property straightforward.
It is important to point out that recursive modeling in the context of our work is different from the work done by Gmytrasiewics and Durfee [6] and by Tambe [17] . Gmytrasiewics and Durfee proposed a Recursive Modeling Method as a theoretical framework for representing and using the knowledge that an agent has about its expected payoffs and those of other agents. That is, a representation of the benefits an agent expects to get given the combination of actions chosen by all the agents. On the other hand, Tambe proposed a different approach for an agent's models of other agents' behaviors. He proposed the combination of architectural features that enable an agent to generate flexible and reactive behaviors of other agents. Note that in both of these works, the 3 recursive model is not a modeling artifact for representing Multi Agent Systems.
In this work, we try to define a set of concepts to help in the construction of Multi Agent Systems. The aim of this paper is to introduce the idea of an abstract recursive agent (AAgent) as a modeling artifact to represent Multi Agent Systems and a formalization of its behaviour. Figure 1 shows our objective.
Intuitively, an AAgent is made up of interacting autonomous entities, each of which may be an agent or in turn an AAgent. Therefore, to define each of the AAgent agenthood characteristics, we propose the definition of a relation or pseudo-function that maps each constituent agent characteristic into one or more corresponding AAgent characteristics. In Figure 1 , we assume agents with mental attitudes, such as beliefs, goals and intentions, and with perceptions and actions components. The AAgents interacts with each other at different levels of abstraction. In Figure 1 , we can see, at the lowest abstraction level, interacting agents. On the other hand, as the abstraction levels go up, we can see interacting AAgents (Multi Agent Systems or agents). We have to define the following relations: RB -Recurrence Relation for Beliefs; RG -Recurrence Relation for Goals; RI -Recurrence Relation for Intentions; RP -Recurrence Relation for Perceptions; and RA -Recurrence Relation for Actions. In this work, we present a study of RA, RP and RG.
We are convinced that several difficult challenges for automated systems may be tackled by giving full meaning to the agent concept: adopting a definition of abstract recursive agents (AAgents) and allowing for the dynamic creation of AAgents (organizations of agents) by the AAgents and the agents themselves.
To this end, we propose a definition for abstract recursive agents in section 2.
In section 3, we try to formalize Multi Agent System behaviour in terms of its constituent agents' behaviour. With a definition of the Multi Agent System behaviour it will be possible to abstract away from the individual agents of the system and shift from different levels of abstraction (depending on the problem at hand). At a given abstraction level, we will be able to consider lower-level entities as individual AAgents (see Figure 1 ) without having to take the structure of these AAgents into account, that is, without worrying whether 4 they are Multi Agent Systems or agents. This will allow us to focus only on the AAgents' interactions at the current abstraction level. In section 4, we extend this definition to the level n. Finally, we state our conclusions in section 5.
Abstract Recursive Agent -AAgent
With a recursive approach for developing Multi Agent Systems (MAS) as systems in which their components may be MASs themselves, the idea is as follows.
When we begin to analyze a group of agents (MAS) A, we identify the agents {a 1 , a 2 , ..., a n } which execute certain functions. These agents may encapsulate individual persons, physical, or software entities (atomic agents). They may also be other groups of agents (MAS), say B, so we can have a i = B i , which we treat as black boxes. We can take this perspective as long as our analysis can ignore the internal structure of the member groups (MAS). However, subse- To support these ideas it seems appropriate to provide an abstract recursive agent (AAgent) definition which will allow us to build Multi Agent Systems.
This definition is based on the widely known agent definition of Wooldridge and Jennings [18] . An AAgent is in a higher conceptual abstraction level than an agent. An 5 AAgent can be seen as a MAS, an organization, a federation or an institution with the added value that it can also be a composition of all these abstraction models. Furthermore, when we define two interacting AAgents, we could also be modelling two interacting organizations, federations, MASs or institutions.
An AAgent will exist only at modelling stages, in the end (at coding stages) it may be replaced by a group of agents or also by a single agent.
Definition 1 provides a functional and structural AAgent perspective. The functional perspective is based on the widely known agent definition of [18] , in which an agent is an autonomous, reactive and proactive entity. On the other hand, the structural perspective introduces an indirect recursion when indicating that an AAgent may be a MAS, which in turn is made up of AAgents, each one of which may be a MAS or an agent. An AAgent is a generalization of a MAS and an agent. A MAS is made up of two or more AAgents which can be agents or, in turn, MASs. This representation is similar to the one presented in [15] for the holonic perspective for agent-oriented software engineering. In fact, our AAgent structural definition is inspired by holonic concepts [8, 11] .
There are two levels in an AAgent. The abstraction level and the recursion level. The abstraction level is used in the analysis and design phases. When we begin to analyze a MAS A we identify the group of agents {a 1 , a 2 , ..., a n }.
Agents {a 1 , a 2 , ..., a n } are said to be in a lower abstraction level than A. Let m be the abstraction level of A, then {a 1 , a 2 , ..., a n } are in m − 1 abstraction level. Subsequent analysis will "open" these agents, for example when analyzing a 1 , we could have that a 1 = {a 11 , a 12 , a 13 }. Then the abstraction level of each 6 agent in {a 11 , a 12 , a 13 } will be m − 1, and so on. The recursion level is defined as follows:
Definition 3. Let a be an agent and A and A i be AAgents. The recursion level of an AAgent is:
From definition 3 we have:
• AAgent of recursion level 0 is an agent.
• AAgent of recursion level 1 is a MAS made up of interacting agents.
• AAgent of recursion level n > 1 is a MAS made up of interacting AAgent of recursion level < n.
The designer point of view will determine the nature of what is being observed at each moment. From the outside, a system can be considered as an AAgent since it has agenthood characteristics. On the other hand, from the inside, that is, from the internal structure, the AAgent can be considered as being composed of a group of interrelated AAgents (MAS). When there are no more subdivisions, the AAgent can be considered as being a simple agent. The end of the recursion is defined by the designer since the subdivision exists whenever it is useful for the definition of the problem being modeled. In the end, at the lowest abstraction level, only the agents which make up the global MAS will be apparent, but as the abstraction levels go up, there will be some agents and some AAgents that are refined as MASs.
Why recursiveness?
One of the most difficult challenges for automated systems is scalability and Each National company can be an AAgent since it has agenthood characteristics. The National company is autonomous in its national environment; it acts in the national market with its own market and production rules. At the same time, it must be able to interact with other National companies to exchange materials, personnel, knowledge, etc. The National company, is also governed by the rules and norms of the Multinational for its international relations (other National companies).
The international companies' relationships define the rules, norms and policies of the multinational. In Figure 3 If the National company is not subdivided into city companies or autonomous companies, then the National company is a traditional MAS composed of national domain-specific agents (AAgents of recursion level 0), which are interrelated agents and carry out specific functions. These national domain-specific agents define the services provided by the National company inside the country and outside the country. This very same analysis should be made for each Local company until we reach the agents, which define and implement the activities of the company as a whole. In summary, the final result of the analysis should be similar to Figure 4 (c). In Figure 4 (c), it can be observed that the National company is composed of zero or more Local companies, and each Local company, in turn, is an AAgent of recursion level 1.
Again, the Multinational can be considered from the outside as an AAgent, since it is located in an environment, the world market; it is autonomous; it has its own economic and market policies; it is social, i.e. it interacts with other entities for purchasing, selling, recruiting, leasing, etc.; it is pro-active, since, for example, according to the world market trends it is able to modify its current market policies, etc.
Another interesting example is the domain of mobile physical cooperating robots. We can model this domain as a traditional MAS made up of agents which are robots that have to cooperate to fulfill a given MAS goal. Each robot has its own agenthood characteristics. It is autonomous (it acts without the direct intervention of humans or other robots), it is social (it cooperate with other robots), it is reactive (it responds to changes in its environment), it is proactive (it is able to try to fulfill it's own plan or goals). 
MAS behaviour
In this section, we will try to formalize the behaviour of a MAS. This will be a starting point towards a formal definition of an AAgent behaviour. An AAgent is autonomous, reactive and proactive so we have to define these behaviours in terms of its constituent AAgents behaviour. The first step in this definition is the definition of MAS behaviour in terms of its constituent agent behaviour, that is, the definition of AAgent of recursion level 1 (AAgent/MAS made up of interacting agents) in terms of AAgents of recursion level 0 (agent). Then, in a similar way, we will be able to define AAgents of recursion level n in terms of AAgents of recursion level < n. First of all, we will introduce some notations and definitions which will be used throughout this section.
The set of all MASs of the universe is denoted by A.
Let N be the number of all the agents of the universe.
Let a MAS be represented by A m,n , where m represents the abstraction level and n represents the recursion level. We will use A when there is no place to confusion.
The constituent agents of the MAS A are denoted by a i , where i denotes the i-th element of the set of n agents of A (n is the total number of agents in A).
A primitive action which can be executed by some agent a i ∈ A, is denoted by γ ij , where j denotes the j-th element of the set Γ i , of r i primitive actions of the agent a i .
A group action which can be executed by a group of agents {a 1 , a 2 , ..., a k } (a i ∈ A) is denoted by s. Let S A be the set of group actions of A.
A perception of an agent a i ∈ A is denoted by p ij , where j denotes the j-th element of the set P i , of h i perceptions of the agent a i .
Let o ij be a goal of an agent a i ∈ A, where j denotes the j-th element of the
O i be the union set of all goals of the agents of the universe.
In the majority of cases, agents exist in the context of MAS, whose global behaviour derives from the interaction among the constituent agents. In these cases, agents exhibit social behaviour; they interact with one another by either cooperating to achieve a common objective or helping each other to achieve their individual objectives.
A MAS has an internal structure, which is derived from the interrelationships among its member agents and from the purpose of the MAS. From the outside, a MAS has a behaviour that emerges from its internal structure. This behaviour could be reactive and/or intentional.
Reactive
The behaviour of a reactive agent is based on the basic principle of action/reaction.
A MAS is reactive because, when it (as a whole) perceives events or changes in its environment, it reacts by making changes in that environment.
The set of perceptions of a MAS A, in terms of the perceptions of its constituent agents, may be defined as follows:
Definition 4. The set of perceptions P A of a MAS A is:
P A = n i=1 P i , P i
is the set of perceptions of the agent a i ∈ A.
In the same way, the set of actions of a MAS A, in terms of the actions of its constituent agents, may be defined as follows: It also has the following perception: assembling orders. The Manager Agent, has the set of actions: to accept schedule orders, to schedule assembling tasks, and to assign tasks to Assembler Agents of the company. It also has the perceptions:
Definition 5. The set of actions ∆ A of a MAS A is:
assembling tasks and assembling orders. The Assembler Agents are task-specific agents so each one of them has specific skills. Let's suppose there are the following set of actions distributed among the Manufacturer Agents: to assemble each type of part and to transport them. Let's also suppose the following set 13 of perceptions: parts, materials and products. The Assembling Local company as a MAS has the set of actions: to accept assembling orders, to schedule assembling orders, to assign assembling orders to Managers of the company, to accept schedule orders, to schedule assembling tasks, and to assign tasks to
Assembler Agents of the company, to assemble each type of part and to transport them. It also has the set of perceptions: assembling orders, assembling tasks, parts, materials and products.
Intentional
The behaviour of an intentional agent is guided by deliberative processes which are based on mental attitudes such as beliefs, knowledge, desires, intentions, commitments, etc. In this work, we focus on MAS goals.
The definition of the intentions of a single agent can be simple and evident by using any of the well-known deliberative [7, 10] or hybrid agent architectures Up to this point, we have indicated the possible types of relations that can exist among the constituent agents of a MAS. Below, we will present our definition of MAS goals.
The basic idea is as follows. We have to identify coherent relation patterns, that is, group behaviours that are congruent with some goal. To do this, the first step is to identify all the coordination patterns, cooperation patterns, contention patterns or competition patterns in the MAS. Once we have identified these patterns, the second step is to determine which goals are satisfied by these relation patterns. Finally, the MAS goals will be all the goals identified in the second step.
As pointed out by Parunak et. al [14] , coordination, cooperation, competition and contention are reflected in the interaction patterns among the agents.
They are ordered sequences of actions which at the same time can be modeled as plans to achieve the system's global goals. A formal definition of ordered sequences of actions (relation patterns) is presented in the following paragraphs.
Definition 6. An instance of a primitive action is defined as
< a i , γ ij > such that the agent a i ∈ A is involved in the primitive action γ ij ∈ Γ i .
Definition 7. An instance of a group action is defined as
Primitive and group actions may be combined into finite sequences to specify more complex interactions. Sequences are composed of at least one action and may contain a mixture of primitive/group actions. A sequence is denoted by Σ. In intentional systems, actions are carried out in order to attain goals. Our interest is in identifying which goals are attained by Σ.
An instance sequence of primitive and group actions specifies the actions and the agents that will perform them. If Σ is an action sequence, its instantiation is denoted by Σ . Let Σ A be the set of all action sequence instances of a MAS A. We have to define a relation among the action sequences instances of the universe Σ and all the goals of the universe O 1 . That is, given an action sequence instance, this relation will match it with the set of goals it satisfies.
We call this relation f . It is defined as follows: f is a function because for every Σ there is at least one goal o ∈ O achieved by Σ . f is a non-injective function because a goal or set of goals can be achieved by more than one action sequence instance. For example, consider the "blocks world" problem. A given goal can have infinite action sequence instances which achieve it. f is a non-surjective function because it can be a goal in O for which there is no action sequence instance in Σ which achieves it. For example, consider the goal "to solve a given NP problem in a polynomial time", there is no action sequence instance (algorithm) which achieves it.
Function f defines the goals of a MAS in a bottom-up fashion. From the behaviour of the constituent agents it defines MAS goals. We can also go in the top-down fashion. We can define the constituent agents' behaviour from the MAS goals. To do this, we define g as follows:
is the set of action sequence instances which achieve the goal o.
g can be seen as the reciprocal of f . g is a relation but not a function because there could be a goal o ∈ O for which there is no action sequence instance in Σ which achieves it. However, we can build a function from g, as follows:
, whereσ is the blank action which does not achieve any goal.
Relation g will allow us to translate a given MAS goal into a group of agents' behaviours. That is, g will be a guideline for a designer when he is about to develop a MAS to fulfill some given goals. Moreover, when there is a goal for which there is no action sequence instance in g, then there will be no possible MAS in the universe to achieve it. In other words, the MAS is unfeasible.
The steps in the operational definition of MAS behaviour are the following:
When there is a group of interacting agents, and the objective is to define the emergent goals of the MAS A, the following bottom-up approach has to be applied:
• Step 1: Build the set Σ A with all the action sequence instances (coordination, cooperation, competition and contention patterns) observed in the MAS A.
• Step 2: Build OS A , the set of goals of the MAS A, applying f to each action sequence instance identified in the previous step. That is:
When OS A , the set of goals of the MAS A is already defined and the objective is to find out the group of agents (with certain skills) to fulfill these goals, the following top-down approach has to be applied:
• Build Σ A , the set of action sequence instance of the MAS A, applying g to each goal of the set OS A . That is: As you may imagine, this set could be very large, although we can augment f with domain specific information to remove redundant and/or impossible goals.
We are now working on the recursive definition of domain specific information such as beliefs and knowledge.
Behaviour of an AAgent of recursion level n
The extension of the definitions provided in the previous section to AAgent of recursion level n > 1 is straightforward. We simply have to consider every AAgent of recursion level ≥ 1 as a simple agent. An AAgent of recursion level n is denoted by A m,n , where m denotes abstraction level.
• Actions of an AAgent of recursion level n > 0 is defined recursively as:
• Perceptions of an AAgent of recursion level n > 0 is defined recursively as:
Recall the example presented in section 3. In section 3, we have proposed a formalization of MAS behaviours in terms of its constituent agent behaviour. In summary, the reactive behaviour of a MAS is determined by its perception which is defined as the union of the set of perceptions of its agents. It is also defined by its actions, which in turn are defined as the union of the group actions executed by its member agents and the union set of the primitive actions carried out by each of its constituent agents.
The intentional behaviour of a MAS, considering a BDI agent architecture, is determined by its goals, desires and intentions. In this work, we have focused on defining goals. We have proposed an operational definition of MAS goals. The goals of a MAS can be defined using two different approaches depending on the problem at hand. The top-down approach is defined for situations where the set of goals of the MAS is given and the objective is to determine which group of agents could reach it. To this end, we have proposed a function g(o) which from a given MAS goal o obtains the set of action sequence instances (relation patterns) which fulfil the goal, if there is some and the null action otherwise.
That is, g will be a guideline for a designer when he is about to develop a MAS to fulfill given goals. On the other hand, the bottom-up approach is defined for situations where there is a group of interacting agents and the objective is to find out what the goals of the emergent MAS are. The first step is to identify all the observed relation patterns among the interacting agents. Then we build the set of MAS goals using f on every action sequence instance identified in the previous step. Function f (Σ ) obtains the set of goals that are fulfilled by the action sequence instance Σ . In section 4 we have extended the definitions of section 3 to an AAgent of recursion level n > 1.
This paper is a preliminary report of our research. In this work, we have presented some definitions and formalization of concepts which are the basis for a new MAS methodology. We are now working on this new MAS methodology for analysis, design, and implementation of very complex systems following a dynamic and recursive approach. The idea behind this methodology is as follows. At a given abstraction level, we will be able to consider lower-level entities as individual AAgents without having to take the structure of these AAgents into account, that is, without worrying whether they are Multi Agent Systems or agents. This will allow us to focus only on the AAgents' interactions of the current abstraction level. It will be possible to abstract away from the individual agents of the system and shift from different levels of abstraction (depending on the problem at hand). 
