TIPOS DE AGENTES by OROZCO AGUIRRE HECTOR RAFAEL
E l a b o r ó :  D r .  e n C .  H é c t o r  R a f a e l O r o z c o A g u i r r e
A g o s t o  d e  2 0 1 6
U N I D A D D E  A P R E N D I Z A J E :  I N T E L I G E N C I A  
A R T I F I C I A L
T E M A :  T I P O S  D E  A G E N T E S
Ingeniería en Sistemas y Comunicaciones
Universidad Autónoma del Estado de México
Centro Universitario UAEM Valle de México
2
3
Propósito de la Unidad de Aprendizaje
 El alumno aprenderá a representar el conocimiento y a
definir un problema en término del espacio de estados y
resolverlo.
 empleando diversas técnicas de búsqueda.
 El alumno será capaz de desarrollar proyectos que emplean
técnicas de Inteligencia artificial para solucionar
problemas.
 El alumno adquirirá un panorama general de las diversas
áreas de la Inteligencia Artificial
Contenido
• ¿ Qué es un agente intel igente?
• Agente reactivo
• Agente deliberativo
• Agente híbrido
• Agente basado en modelos
• Agente basado en metas
• Agente basados en s u uti l idad
• Agente d e aprendizaje
• Agente EBDI
• Tipos d e entornos y arquitec turas d e agentes
 Esta presentación tiene como fin dar a conocer a
los alumnos los siguientes aspectos:
La definición y características de un agente
Tipos agentes que existen
Tipos de ambientes o entornos para agentes
Ejemplos de agentes y ambiente en donde se les 
halla presentes
FIPA como arquitectura de agentes
Guion explicativo
 El contenido de esta presentación contiene temas de
interés contenidos en la Unidad de Aprendizaje de
Inteligencia Artificial.
 Las diapositivas deben explicarse en orden, y deben
revisarse aproximadamente en 2 horas, además de
realizar preguntas a la clase sobre el contenido
mostrado.
Guion explicativo
¿Qué es un agente inteligente?
 Es una entidad capaz de tomar decisiones de 
forma autónoma de acuerdo a las variaciones 
que surgen en su entorno.
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Agente  Reactivo
CARACTERÍSTICAS:
 Tiene acciones predefinidas para cada sensor.
 Tiene una representación interna de su entorno.
 No tiene historial de percepciones.
 Tiene un sistema de reglas.
PROBLEMAS:
 Cada situación se registra en el sistema de reglas.
 No tiene aprendizaje continuo.
 No razona.
 No planea a largo plazo.
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Ejemplo
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Agente Deliberativo o Cognitivo
CARACTERÍSTICAS:
 Representación del mundo.
 Toma decisiones a través de razonamiento lógico.
 Planes a largo plazo.
 Cumple sus objetivos.
PROBLEMAS:
 Dificultad de representar posibles estados.
 Mantenimiento de la base de reglas.
 Carencia de respuesta en tiempo real.
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Agente Híbrido
CARACTERÍSTICAS:
 Tiene características de agentes cognitivos y 
reactivos.
 Complementan unas cualidades con otras.
 Inteligencia, emociones, sensaciones, aprendizaje, 
planeación, etc.
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Agente Basado en Modelos
CARACTERÍSTICAS:
 Tiene un estado interno.
 Sabe "cómo funciona el mundo".
 Implementa " modelo del mundo". 
 Tiene la función " update-state".
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Diagrama del Agente Basado en Modelos
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Ejemplo
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Agente Basado en Metas
CARACTERÍSTICAS:
 Descripción del estado actual.
 Tiene metas.
 Tiene acciones elegidas en base a sus metas.
 Se pregunta ¿qué pasa si hago tal o tal cosa? Y 
¿qué me hará feliz?
 Puede razonar.
 Es flexible.
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Diagrama del Agente Basado en Metas
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Agente Basado en su Utilidad
 Tiene una medida de rendimiento.
 Tiene una medida de utilidad.
 Funciona de la siguiente manera:
 La medida de rendimiento determina la utilidad
 Analiza la utilidad interna y externa.
 Cuando tiene muchos objetivos por cumplir, la 
utilidad cumple los que conduzcan aun mayor éxito.
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Diagrama del Agente Basado en su Utilidad
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Agente de Aprendizaje
 Tiene un elemento de aprendizaje, encargado de 
hacer mejoras.
 Tiene un elemento de rendimiento.
 Tiene una parte crítica, que indica el éxito del agente.
 Generador del problema, éste realiza las acciones 
mas convenientes.
 Como consecuencia el agente es capaz de trabajar en 
entornos desconocidos.
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Diagrama del Agente de Aprendizaje
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Agente EBDI 
CARACTERÍSTICAS:
 Las emociones son el elemento principal para modelar las 
funciones del cerebro humano.
 El proceso cognitivo junto con las emociones son los 
encargados de resolver problemas y tomar decisiones.
 Representar emociones por medio de sensores, algoritmos 
y dispositivos de hardware sofisticados.
PROBLEMAS:
 Las emociones afectan las habilidades cognitivas 
(toma de decisiones).
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Agente EBDI
 Funciona mediante la manipulación de estructuras 
de datos.
 Reflejan el razonamiento del humano.
 Influyen las emociones primarias y secundarias.
 Mayor rendimiento que un agente racional.
 Flexibilidad y habilidad para adaptarse en entornos 
dinámicos.
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Tipos de ambientes
 Totalmente observable: se presenta un entorno 
de este tipo cuando los sensores del agente detectan 
todas las situaciones de importancia que lo rodean.
 Parcialmente observable: un ambiente de este 
tipo puede presentarse por diversas causas; puede 
ser que los agentes no tienen suficientes sensores,  
posiblemente existen factores que alteran el 
funcionamiento de los sensores o los sensores tienen 
poca capacidad de detección.
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 Agente único vs Multiagente: este entorno 
depende de cuantos agentes se encuentran dentro 
del ambiente, si es uno se dice que es agente único, 
por el contrario si existen dos o más agentes se dice 
que es un entorno multiagente. 
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Tipos de ambientes
 Determinista: el próximo estado del entorno está 
determinado por el estado actual y la o las acciones  
que realiza el agente.
 Estocástico: el entorno no es completamente 
observable, como consecuencia está presente la 
incertidumbre en los posibles resultados que se 
obtendrán de las acciones.
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Tipos de ambientes
 Episódico: en este ambiente se divide cada 
experiencia del agente en episodios, cada episodio es 
formado por una percepción recibida a la que se le 
asigna una acción.   

 Secuencial: en este entorno las decisiones tomadas 
a corto plazo afectan a las decisiones a largo plazo. 
Este tipo de ambiente es más complejo que el 
episódico.
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Tipos de ambientes
 Estático: no busca persistentemente cambios en el 
ambiente mientras está tomando una decisión y 
tampoco le es relevante el paso del tiempo.
 Dinámico: el entorno cambia constantemente 
mientras el agente está tomando una decisión, como 
consecuencia el agente se interesa por los cambios 
constantes en su amiente preguntándose 
frecuentemente que es lo que quiere hacer y si no hay 
respuesta es tomado por el ambiente como que el 
agente no quiere hacer nada.
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Tipos de ambientes
 Discreto: cuando hay un número finito de 
percepciones, acciones y estados.
 Continuo: al contrario del discreto este tiene un 
número infinito de estados, percepciones y acciones
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Tipos de ambientes
TIPO DE ENTORNO EJEMPLO DE AGENTE ¿POR QUÉ?
Estocástico Taxi agente No se puede predecir el
comportamiento del tráfico o
algunas otras variables que puedan
afectar el llegar al destino.
Determinista Aspiradora agente Terminar de limpiar un área es una
acción que determina la siguiente,
la cual consiste en revisar las
demás áreas hasta encontrar una
sucia entonces es momento de
repetir el ciclo de limpieza.
Parcialmente observable Aspiradora agente Con sólo un sensor de detección de
suciedad no puede saber si en otras
áreas hay basura que limpiar. Por
lo tanto no tiene una vista completa
de su ambiente.
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Episódico Robot clasificador Se encarga de buscar
únicamente los objetos con
características específicas los
demás son desechados, lo que
nos dice que esta clasificación
no es influenciada por las
acciones tomadas
anteriormente.
Secuencial Ajedrez Las acciones que se realicen
actualmente pueden afectar en tiros
posteriores ya que si se realiza un
mal movimiento puede llevar al
jugador a un jaque mate.
Agente individual Crucigrama Sólo un agente es necesario para
resolverlo.
Multiagente Juego de cartas Existen cuatro agentes que son los
que pueden interactuar en el juego.
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Arquitecturas de agentes
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 La necesidad de la interacción social entre agentes 
obliga a definir y desarrollar arquitecturas que 
soporten esta dimensión social.
 Eso implica una capa intermedia entre los agentes 
que permita la 
interconexión/organización/comunicación.
 En ocasiones este software intermediario se 
denomina plataformas de agentes
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 FIPA (Foundation for Intelligent Physical Agents) es 
un grupo de estandarización de IEEE que definió un 
conjunto de estándares sobre agentes.
 FIPA definió una arquitectura abstracta que debería 
seguir toda implementación de una plataforma 
multiagente (igual que hace SOA). 
Arquitecturas de agentes
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 FIPA como arquitectura abstracta está compuesta 
por:
 Un directorio de agentes
 Un directorio de servicios
 Un mecanismo de transporte de mensajes
 Un lenguaje de comunicación de agentes (ACL)
Arquitecturas de agentes
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 Directorio de agentes (páginas blancas): Se encarga de 
registrar a los agentes y la dirección/ruta a donde enviarles 
mensajes.
 Directorio de servicios (páginas amarillas): Se encarga de 
registrar las capacidades que los agentes ponen a disposición 
(servicios).
 Mecanismo de transporte de mensajes (routing): Se encarga 
del envío de los mensajes entre agentes dentro y fuera de una 
plataforma.
 Lenguaje de comunicación de agentes (ACL): Define los 
mensajes que pueden utilizar los agentes para comunicarse. 
Arquitecturas de agentes
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Arquitecturas de agentes
Imagen tomada de: http://www.fipa.org/specs/fipa00001/SC00001L.html
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