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1. INTRODUCTION 
Let: I = { 1, 2,...} be a denumerable set of states; A = (a} be a set of 
stationary policies, where A = II,K,. and Ki is the admissible decision set for 
state i; r&(i) be the real valued immediate return associated with using policy 
6 for state i, V 6E A: Q = Iqb,,,(i, j)] b e a matrix with the contraction 
mapping property that /I H, u - H, u /I < c 11 u - ~‘11. for some c < 1, and 
v u, c E I=,. where [Zf,(u)], = ra(i) + x,,, qs(i, j) u(j), and II 11 is the usual 
supremum norm; H, be monotonic. i.e.. u >, c + H,u > H, ~1; cd(i) = 
[x:,“=0 Qbrali, where the suffix i on the right-hand side means “ith 
component”: c*(i) = supas [c,(i)]. 
In the above definition, we may replace b by k for a specific k E K,, where 
this is meaningful, viz. H, and rk. 
When rd is bounded on I x A it is well known (see Denardo [ 11) that t’* is 
a unique solution in I,, to the equation 
where 
11 = HLJ, (1) 
Hc = sup (H, ~11. 
bed 
(2) 
In White 12, 3,41 three iterative schemes, based on finite state approx- 
imations, were considered for solving (1). The essential results are as follows, 
viz. for each i E Z, and E > 0. 3 n, 6, E A, u, E I,, such 
I LI *(i) - u6,(i)l < E. (3) 
lc*(i) - c,/ < c (4) 
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providing 
lim Z?,(N) = 0, 
N-.02 
where 
293 
(5) 
The actual approximation schemes are given in Section 4. 
In (3), 06, is the value function for a specific approximating policy. 6,, 
derived at the 12th stage of the iterative processes, whereas. in (4). c, is 
arrived at by value iteration at the nth stage. Also, in (3), (4). 6, and I’, 
depend on i. It is possible to obtain a single 6 for which (3) is true Vi E 1. 
and this is done in [3,4]. However, we will content ourselves with (3), (4) in 
their stated form. Equation (3) is the important bound, but we also include 
(4), with little cost in effort. 
In (3), (4) the requisite n depends on the contraction ratio factor, c < 1. 
In very many Markov decision problems with denumerable states, the 
reward vector, rs, is unbounded. This paper deals with the approach to 
unbounded problems, viz. those of Harrison [ 5 1, Wessels / 6 1 and Lippman 
17 1. The approach will be to use the results of these latter papers to convert 
the unbounded problems to bounded problems satisfying (I) for which the 
results in 12, 3,4] will then apply. The approximation errors will be 
dependent on the appropriate contraction ratio factor for each case con- 
sidered. 
In order to simplify the presentation, we will henceforth assume that we 
have the standard problem in which qk(i, j) = ppk(i, j), with s,,, pk(ir j) = 1. 
V i E I, k E K,. The results will, however, apply in more general situations. 
In what follows, Q, = pP,, VS E A. 
2. THE RESULTS OF HARRISON, 
WESSELS AND LIPPMAN FOR UNBOUNDED PROBLEMS 
In this section we will state the conditions and results of the above three 
authors as they apply to our specific class of problems. We label the 
conditions with reference to the authors’ initials. 
Harrison’s Conditions 
H. 1. Cje, pk(i, j) r,,,(j) is absolutely convergent, V i E I, k E K,, 
6EA. 
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H.2 3 finite d > 0, such that 
z: PA A r,JA - rm(i) G d. ViE I. kE K,,6EA. 
j-z1 
H.3 If L(i) = inf,,,, Irk(i)], U(i) = supkal, [rk(i)]. then L(i), U(i) are 
finite, and 1) U - L I( = Z < 03. 
Wessels’ Conditions 
3,~ p(i) > 0 and finite, ViE I, A4 < co, c < 1 such that the following 
conditions hold. 
W.l Irk(i)(<Mp-l(i), ViEZ,kEKi. 
W.2 P~,E,C1-‘(j)pk(i,j)~c~-‘(i), ViEZ,kEK,. 
Lippman’s Conditions 
3,~,,~(i) > 1 and finite, Vi E Z, M < co, integer m > 1. finite b > 0, such 
that the following conditions hold. 
L-1 Irk(i)1 <k@'"(i), ViE Z, kEK,. 
L-2 ~j,,P”<j)Pk(j,j) < (u(i) + b)“, n = 1, 2 ,... . m, ViE I, k E K,. 
The results of the authors are as follows, as far as they are needed for this 
paper. 
Harrison’s Results 
For each iEZ, 6EA, IC~==o@Ps)‘ra]i is convergent and finite for each 
i E Z, and ~1 *(i) is finite for each i E Z, and a unique solution to ( 1) in the set. 
F. given by 
F= {c: (1 -p)-‘L -p(l -p)-‘de< v < (1 -P)-‘U+P(~ -p)-2de), (7) 
where e is an infinite vector of ones. 
Wessei’s Results 
For each ZEZ, 6E A. [~~o@Ps)‘rs], is convergent and finite for each 
i E Z, and u*(i) is finite for each i E Z, and a unique solution to (1) in the set 
X‘given by 
YY’= (c: 1z < co such that It(i)l<z,~-‘(i), ViEI}. (8) 
Lippman’s Resuits 
For each iE I, 6 E A, [,Y,“=O@P6)rrs], is convergent and finite for each 
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i E 1, and u*(i) is finite for each i E Z, and a unique solution to (1) in the set 
9 given by 
P = {o: 3z < co such that /v(i)\ < zp”(i), Vi E I}. (9) 
We will now show that we may transform the above problems into 
bounded problems. 
3. TRANSFORMATION INTO BOUNDED PROBLEMS 
Harrison’s Case 
Let 
G*(i) = v*(i) - (1 -p)-‘17(i), ViEI. (10) 
Then, since u* satisfies (I), v’* satisfies 
v’* + (1 -p)-‘U= H(L?* + (1 -p)-‘U). (11) 
Thus v’* satisfies 
t;” = &j* 1 (12) 
where, for any v’, 
Fk(i) = rk(i) + (1 -p)-’ ( ,z p,#,j)U(j)- Vi)), p ViEI, kEKiv 
(14) 
In order to move from (11) to (12)-( 15), it is necessary to show that 
S MJ)(~*(.i) + (1 -P)-' WN 
jcI 
= 1 Mi,j) V-*(j) + (1 -p>-’ x n&A V.0. jsr JEI 
(15) 
This follows, however, from the finiteness and convergence of 
zE,pk(i, j) t?*(j), the latter following from conditions H.l and H.3. 
We now show that v’* is bounded on I, and that F6 is bounded on I x A. 
409/W-20 
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Clearly, from (lo), (7). 
27” <p(l -p)-*de. (16) 
From (lo), (7). and H.3, 
L;*~(l-~)-‘(L-CT)-p(l-~)-‘de>,-(l-p)~’Ze-p(l-p)-~de. 
(17) 
Hence t;* is bounded on I. 
In Harrison’s paper it is shown that, from conditions H.2. H.3. 
l-k(i) < d + 1 p/Ji.j) U(j), ViEI, kEK,, (18) 
rk(i) >-d + z] ~~(6 A WA, QiEI, kEK,. (19) 
Then. from (14), (18) we obtain 
rk(i) <d + x pk(i,j) U(j) + (1 -PI-’ 
/El ( 
p 1 
JEl 
PkG’ A w - (i(i)) 
=d+ (1 -p))’ (z, Mi. A W - W ) 7 ViEI, kEK,. (20) 
The algebraic manipulations in the above are valid since s,, pk(i. j) U(j) 
is convergent and finite, Q i E I, k E K,. 
From the definition of U. and (19) we obtain 
U(i) 2 -d + 2 p&j) W), QiEI, kEK,. (21) 
/El 
Combining (20). (21) we obtain 
?&)<d+(l -P)-‘d=(l -p)-'(2Lp)d, ViEI, kEK,. (22) 
From (19) (14) we have 
?,Jk(i) 2 -d + \‘ P/#r"d WA + (1 -PI-' 
( 
P 
JEf 
Jy, h(i. A W - W) 
=-d+(l-p)-’ 
( 
kT pk(ir j) U(j) - U(i) , 
) 
ViEI, kEKi. (23) 
JG 
Again the algebraic manipulations in the above are valid since 
x,,,pk(i, j) U(j) is convergent and finite, Q i E I. k E Ki. 
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From the definition of L, and (18), we obtain 
‘97 
L(i) < d + F1 /q(i, j) U(j). 
,G 
ViEI. kEK,. (24) 
Combining (23). (24) we obtain 
FJk(i)> -d + (1 -p)-‘(L(i)- U(i)-d) 
> (1 -p)-‘(Z + (2 -PM, ViEZ, kE Ki. (25) 
Hence ?a is bounded on I x A. 
Combining the boundedness of z?* on I, of rs on I x A. the fact that 6” 
solves (12) we see that G* is the unique solution in I,, to (1) with H 
replaced by fi. Clearly p?a is monotonic and a single-stage contraction 
operator with contraction ratio factor p. 
Wessels’ Case 
Let 
L’*(i) =/i(i) r*(i). ViE I. (26) 
Then, since LI* satisfies ( l), F* satisfies 
p-IL;* = H@ -‘tl*). (27) 
where 
,u = diaglp(i)]. (28) 
Equation (27) may be transformed to 
p = f&J*, 
where 
(29) 
ViEI. SEA, (30) 
ViEI, kEK,, (31) 
Vi,jEI. kEK,, (32) 
(33) 
The boundedness of ii* on I, and ?6 on I x A, are immediate consequences of 
Wessel’s result that o * E P ; and Wessels’ condition W. 1. We also see that, 
from Wessels’ condition W.2, p C,,, fi,Ji, j) < c < 1, Vi E I, k E K,. Clearly 
6, is a monotonic, single-stage contraction operator with contraction ratio 
298 D. J. WHITE 
factor c. We therefore see that d* is the unique solution in I, to (I), with H 
replaced by R. 
Lippman’s Case 
Let 
t;*(i) =,U”(i), QiE I. 
Then, since t’* satisfies (1). d* satisfies 
py,7* = H(,uV*). 
Equation (35) may be transformed to 
p = &i* 
(34) 
(35) 
(36) 
where 
[17?s6]i=?6,i,(i)+p x psci,(i,j)t;(j), ViEf, 6Ed. 
jet 
?Ji) = p-“(i) rk(i), ViEI. kEK,, (37) 
&k(i, A = VYi)$W P& 8, Vi,jEI. kEK,, (38) 
ilIT= sup [k&r?]. (39) 
SEA 
The boundedness of fi* on I, and F8 on I x A, are immediate consequences 
of Lippman’s result that o* E Y, and Lippman’s condition L. 1. 
We therefore see that tS* is the unique solution in I, to (1) with H 
replaced by I?. However, we do not necessarily obtain the one-stage 
contraction property we require. We will return to this later on. 
4. THE FINITE STATE APPROXIMATION SCHEMES 
We may now apply the finite state approximation schemes. mentioned in 
Section 1, to the transformed bounded problems, with particular reference to 
inequalities (3), (4). 
The three finite state approximation schemes given in [3,4, 51, respec- 
tively, are, for bounded problems, 
I n> l,i<n, Audi) = IH6 L’6nli, (40) 
n> l,i>n, us,(i) = 0, (41) 
n> 1, L’, = yf l~,,l. (42) 
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We could have u(i), for some u E I,, instead of 0, an the right-hand side 
of (41), but we will leave this as in the original paper. 
II na l,i<n, upj(i)= suP [HkU,-l]iV (43) 
kEK, 
III 
n> l,i>n, v,(i) = u(i), where u E I,, (44) 
n = 0, i E Z, uO(i) = u(i). (45) 
n> l,i<n, v,(i) = [HS,unli. (46) 
where S,(i) brings [H,v,-, Ii within a specified degree of approximation to 
SUPkeK, [Hkun-llr, 
n> l,i>n, u,(i) = u(i), where u E I,, (47) 
n = 0, i E I, uo(i) = u(i). (48) 
Let us now look at each of the cases of Harrison, Wessels and Lippman in 
turn, in relationship to (3), (4). In (3), 6 = 6,, which is such as to approx- 
imate the right-hand side of (42), for case I, or the right-hand side of (43) for 
case II, or as indicated in case III. In (4), u will be the appropriate v, in each 
case. In the cases of Harrison and Wessels, each of the schemes I, II, III 
apply with no difficulties arising, and hence we do not have to make specific 
reference to them. In the case of Lippman, I, II, III must be considered 
separately. 
For any 6 E A let, analogous to the definition of u6 in Section 1. C,(i) = 
[CEO@p6)tF61i* 
Harrison’s Case 
Inthiscasep6=P,, VBEA. 
Then 
U* -v,=d*-lj~+v*-~*+d,-v, 
=zT*-z7g+(l-p)-‘U+ 5 @Ps)‘(?6-r,) 
I=0 
=v’* -d, + (1 -p)-‘U+ (1 -p)-’ 
( 
2 @P,)ypP,U- U)) 
I=0 
=v ‘*-v’s+(l-P)-’ 
( 
u+ 5 @P,)‘U- 2 @P,)‘U 
I=1 I=0 1 
=u -* - v’ 8’ (49) 
The algebraic manipulations used above are permissible by virtue of the 
convergence and finiteness of the sums involved. 
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From (49), if 6 is chosen so that Iv’*(i) - d,(i)/ Q E, we obtain 
I Al* - va(i)/ < E. 
We also see that, for any r.7 E I,, 
p* - t;-(I-p)-‘U=t;*-L; (50) 
Hence, from (50), if d is chosen so that 1 r?*(i) - o’(i)1 < E, we obtain 
lb*(i)--v’(i)-(1 -p)-‘U(i)l<E. 
For the approximation process to be true, we require (5), (6) to hold, with 
qk(i, j) = pp,Ji, j), and c = p < 1. 
Wessels’ Case 
We have 
=p-‘(d* - C6) + 5 @P,)‘r, - 5 @P,)‘r, 
I=0 t=o 
=p-‘(t;* - C8). (51) 
The algebraic manipulations used above are permissible by virtue of the 
convergence and finiteness of the sums involved. 
From (51). if 6 is chosen so that IC*(i) - FA(i)l < E. we obtain It*(i) - 
L’&)( < p - l(i)&. 
We also see that, for any t;E I,, 
L’ * -p-“t;=p-‘(c* -a). (52) 
Hence, from (52), if v’ is chosen so that I;*(i) - v’(i)1 < E, we obtain 
IL’*(~) -p--‘(i) C(i)1 <p-‘(i)&. 
For the approximation to be true, we require (5), (6) to hold with 
qk(i, 3 = P&C A = w(i) P - ‘(A My A. 
L ippmans’ Case 
We have 
L’ * - tig = L’* -p”d, +p”v’s -pa 
=pm(d* - C6) +/Py * @F6)‘Fa - f @P,)‘rs 
I=0 I=0 
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m 
=,um(u’* - C8) +,u” f pt@-mPspm)tp~mrs - s (pPJrs 
t=o I:0 
a 
= pm(v’* - ITg) + _ G @Mr8 - S b-%)% 
t=o t=o 
= pm(d* - 66). (53) 
The algebraic manipulations used above are permissable by virtue of the 
convergence and finiteness of the sums involved. 
From (53), if 6 is chosen so that 1 C*(i) - C6(i)l < E, we obtain I c*(i) - 
va(i)l < ,um(i)c. 
We also note that, for any LSE I,, 
Lj* - pi7 = p(c* - q). (54) 
Hence, from (54), if ~7 is chosen so that [z?*(i) - z?(i)1 < E, we obtain 
1 c*(i) -p”(i) t’(i)1 <p*(i)&. 
Let us now turn to the conditions for the schemes I, II, III to work, as 
given in [3,4,5], and stated in Section 1. These are, for the transformed 
problem, that g, is a contraction operator with a contraction ratio c < 1. 
V S E A, and that (5), (6) hold with &(i, j) = pek(i, j) replacing q& j). 
Now e7, is not necessarily a single-stage contraction operator. Lippman 
shows, however. that, for the original problem, H, is an S-stage contraction 
operator in the space 9, with a stipulated norm 11 t!lllp= 11,~ -“‘LIII. It is easy to 
show that p?a is then an S-stage contraction operator on fm, i.e., if ~7, ii: E I,, 
then 11 pir7-- f7iEll < c /I d - Gil, f or some c < 1, V 6 EA. Lippman shows 
that c may be taken equal to p”( 1 + Sb)m for S large enough. Clearly R, is 
monotonic. The same results apply to H. 
Let us now consider schemes I, II, III. For the transformed problems. c, 
H, H, are replaced by L?, & d,, respectively. 
Before turning to each case, we note that (1) may be replaced. 
equivalently. for the transformed problem, by 
L;=& (55) 
or 
6 = pt; (56) 
Scheme I 
This remains the same as given by (40~(42), but for the transformed 
problem. If G,, is found by the successive approximation method (value 
iteration), the method is 
n>l,i<n, t’“,(i) = sup [~7,t~“,~‘],, s> 1 (57) 
kEK, 
with ~7: arbitrary. 
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When terminating (57) to get the appropriate approximation to v’,, the 
bounds for the approximation errors have to be calculated on the basis that 
n:=, iis, is a single-stage contraction operator, and I should be multiple of 
$ at the stopping point. 
Conditions (5), (6) now have to be expressed in terms of ps rI;=, pa6,, 
where (6) is replaced by 
It is to be noted that 
(59) 
The determination of g&V) in (3) and (4) depends on bounds for three 
parameters A’, B, c. These bounds are same as for the bounded problem, 
with the exception that M = supi,kcKi [I r-f 11 is replaced by M = S supiak [I ~$11. 
Also, the contraction ratio in the determination of gsp,(N) is c = ps( 1 + Sb)m. 
Scheme II 
In this case (43) is replaced by 
n> l,i<n, v”,(i) = sup [I?,v’s,::],, s = 1, 2,... S (60) 
kEK, 
with u”,-, = t;n-i, 6;s = 1’,. 
Equations (58), (59) and the references to the bounds on parameters b, g, 
c’ apply as in Scheme I. However, although (4) is valid in the transformed 
form, (3) has to be modified since (60) produces a sequence of S policies, 
6’ &-‘, s:. If 6, is an S-stage policy, sz x &-’ X ..e X s:, and if ~7~ is the 
vl;ue function obtained by using 6, repetitively. (3) then applies “in the 
transformed form. Note that St, is arbitrary for i > n, 1 < s < S. and that 6, 
is r] optimal in (60), and may be achieved by making SS, q/S optimal for 
l<S,<S. 
Scheme III 
In this case (48) is replaced by 
where r?“,-, = I?~-~, and where SS, is obtained from (60), but for the v’, _, in 
this scheme. The remaining comments for Scheme II apply to Scheme III. 
FINITE STATE APPROXIMATIONS 303 
Note that 
t?&sN) < sg(N) 
as pointed out by my colleague, Lyn Thomas. 
(62) 
5. REDUCTION OF LIPPMAN'S TO WESSELS' CONDITIONS 
In Van Nunen and Wessels [8], it is shown that the conditions of 
Lippman may be translated into equivalent conditions for Wessels. Using 
suffixes W, L for Wessels and Lippman, respectively, the transformation is 
pi’ = ijl, + cfy (63) 
for any a > b((~/p)“~ - l)-‘, where p is the discount factor, and c is any 
number satisfying 1 > c > p. 
Then ,uw satisfies Wessels’ conditions, and the contradiction ratio is c for 
the resulting single-stage contraction operators H,, H. 
Let us now drop the suffix b, and let ,D be the Lippman ,D. In this case the 
corresponding single-stage results to (51) (52) are 
L’* - ug = (,u + a)“(V’* - lT&), 
v* - (,n + (x)~C= Cp + a)“(C* - v’). 
(64) 
(65) 
Although, as is pointed out in [8], the single-stage formulation has a 
contraction ratio of c > p for, for example, the method of successive approxi- 
mations, whereas the S-stage formulation has a contraction ratio, per 
iteration, strictly greater than p, it is not clear which procedure is the best 
computationally. Note that the average contraction per iteration can be made 
as close to p as we wish if S is large enough, and, for the transformation to 
the single-stage formulation, a gets progressively larger as c approaches p. 
Let us consider, for illustration purposes, (65) for the single-stage 
formulation, and (54) for Scheme II, viz. successive approximations (value 
iteration). In [3], with v’= u’,, for the single-stage case, we obtain 
n>rN+i: 
Iv’*(i) - v’,(i)1 Q 2 siukp [Ifk’k(i)l I@” + ((1 - c’Y(l - 4) ~,;(Wl(l -cl, (66) 
where I, N are integers, c is the contraction ratio and g,(N) given by (6), but 
using pj,Ji, j) instead of ik(i, j). 
To simplify the situation let i Q N and n = (r + l)N. 
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Now let (r + I) = (t + l)S, where I is an integer. We may rewrite (66) as 
n=(r+ 1)N. 
IL;*(i) - L;,(i)1 < 2 s,“kp [IYk(k(j)l](cr + ((1 -c’)/(l -c))&N))/(l -c) (67) 
with n=(r+ 1)N. 
For the S-stage formulation, remembering that each stage involves S 
iterations, we obtain 
n=(t+ l)N, 
I t;*(i) - Ls,(i)l < 2s si”kp [I ?k(i)l](P + (( 1 - fY)‘)/( 1 - 0”)) &(N)/( 1 - SS), 
(68) 
where 19’ =p”( 1 + S!I)~, in (68). and c may be made as close to p as we 
wish in (67). 
In (67), ?,Ji) = (n(i) + a)-“r,(i), and, in (68), ?,Jk(i) =p(i)-“r,(i). Also in 
(66). Fk(i, j) = (u(i) + a)-mtp(j) + a)“p,(i. j). 
If we now let R(i) be the ratio of the bounds on the right-hand side of (65) 
and (54), respectively, for C= fin, and n = (r + 1)N for (65) and 
n = (r + l)N for (54). we have 
R(i) = (( 1 - 0”)/S( 1 -c)) 
X l@(i) + a)/.di))” 
X (sup [(p(i) + a~ml~k(i)ll)/y~ liu -“(i) Irk(i)ll) 1.h 
x 
( 
cr + ((1 - c’)/(l -c)) 
Let us now take an example for which p(i) = i, K, is the same single action 
for each i, pk(i, j) = j for j = i, t for j = i + 2, and 0 for all other j, and 
rk(i) = i. Then Lippman’s conditions hold with M = 1. m = 1. 6 = 1. From 
(69) we obtain. for N > 2S + I. 
R(i) = (( 1 - @)/(S( 1 - c)))((i + a)/i)(c’/@‘). (70) 
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If c = (1 + E)P, (70) becomes, with a at its lowest permissible value of l/s, 
R(i)=((l -pS(l +S))/S(l -p(l +s)))((i+ l/E)/i)((l fE)‘/(l +S)‘). (71) 
It is now possible to choose parameters in such a way that R(i) > 1 or 
R(i) < 1. 
For fixed S, t, i, it is seen that R(i) tends to co as E tends to its limits 0, 
and p-’ - 1. 
On the other hand, if p = i - ?I. 0 < ?I < +, then we may choose S = 1, and 
R(i) takes the form 
R(i) = (2r7/(1 - (l/2 - I])( 1 + c)))(( 1 + E)/Z)‘((i + l!E)/i), (72) 
since r = t. Then, for fixed E, t, i, R(i) tends to 0 as q tends to 0. 
Asymptotically, in terms of t, R(i) tends to 0, in the general case (71), as t 
tends to co. for fixed E, i, S, providing E is small enough, i.e.. 
(I + E)~ < (1 + S). However. since all computational schemes are finite. 
either approach (i.e., the Lippman S-stage, or the equivalent Van Nunen and 
Wessels single-stage) may be better. 
CONCLUSIONS 
Using the unbounded reward results in I5,6. 7 1, it is possible to transform 
the unbounded problems into bounded problems, for which the finite state 
schemes in (2, 3,4] apply. It would have been possible to deal directly with 
the original rewards using the auxiliary norms given in 15, 6. 7 1, but it was 
thought preferable to transform the problems to a form for which the 
requisite results already existed. One important difference between the S- 
stage results and the single-stage results, is that, for schemes II, III, an 
approximating optimal policy is an S-stage policy. 
In 181 it is shown that the Lippman S-stage results may be transformed 
into Wessel single-stage results. However, although, from a purely formal 
point of view, the average contraction ratio per stage in the S-stage case is 
larger than obtainable contraction ratios in the equivalent single-stage form. 
the computational requirements, for specified approximation levels. may be 
better or worse. 
Finally, Van Nunen and Wessels 191 combine the essential features of the 
Harrison and Wessels formulations, and the work in this paper could equally 
be generalised in this broader framework. 
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