Abstract. We prove that the existence of a solution to a fully nonlinear elliptic equation in a bounded domain Ω with an overdetermined boundary condition prescribing both Dirichlet and Neumann constant data forces the domain Ω to be a ball. This is a generalization of Serrin's classical result from 1971.
Introduction
This paper is a contribution to the study of overdetermined boundary-value problems for elliptic PDE, started by the celebrated paper of Serrin [29] . We will be interested in fully nonlinear equations such as (1.1)
in Ω u = 0 on ∂Ω, |Du| = c 0 on ∂Ω.
Throughout the paper f is a locally Lipschitz continuous function on R + = [0, ∞), c 0 ∈ R + , F is a function on § n × R + , where § n is the space of symmetric n × n matrices, F (0, 0) = 0, and Ω is a bounded domain in R n , n ≥ 2, with C 2,γ -smooth boundary, for some γ > 0. The equation (1.1) is understood in the viscosity sense.
Serrin's theorem states that if F (D 2 u, |Du|) is the Laplacian (or F is replaced by a member of a class of more general quasilinear operators), and a classical solution of (1.1) exists, then Ω is a ball. A very large number of extensions of Serrin's theorem can be found in the literature, and recent years have seen an explosion of works on overdetermined elliptic problems. It is virtually impossible to give a full bibliography, we refer to [1, 4, 5, 6, 7, 9, 8, 11, 12, 13, 14, 15, 16, 17, 18, 19, 22, 24, 26, 28, 27, 31, 32] and the references in these papers, for related symmetry results for various degenerate operators, in various geometries, and a variety of methods of proof. Below we discuss in more detail how our results compare to the previous works which deal with fully nonlinear equations.
Our goal is to extend Serrin's result to general second-order fully nonlinear operators. The first assumption that we make is that the equation is rotationally invariant, that is, F is a function only of the eigenvalues of D 2 u and the length of Du. This is a natural and necessary assumption if we expect to obtain a radial symmetry result for the solution. In other words, we assume that F is a Hessian operator, that is (H1) F (Q t MQ, p) = F (M, p) for each orthogonal matrix Q and M ∈ § n , p ∈ R + .
In most of the results below we will also assume that F is uniformly elliptic and Lipschitz continuous on § n × R + , in the following sense (H2) there exist numbers Λ ≥ λ > 0, k ≥ 0, such that for any A, B ∈ § n , p, q ∈ R + , ( 
There are some degenerate equations of interest which do not satisfy (H2) a priori, but they do if we restrict the choices of A, B, p, q to the Hessians and gradients D 2 u(x), |Du(x)|, for particular solutions u and x ∈ Ω. An alternative hypothesis to (H2) is (H2) ′ The equation (1.1) has a viscosity solution u which belongs to the Hölder space C 2,α (Ω) for some fixed α > 0, and there exist numbers Λ ≥ λ > 0, k ≥ 0, such that (1.2) holds for all M, N ∈ D 2 u(Ω), and all p, q ∈ |Du|(Ω).
This condition may be satisfied for particular solutions u of equations that otherwise do not satisfy (H2). This is the case for instance if −u is a strictly convex solution of the Monge-Ampere equation, or more generally, if it is a k-convex solution of
where S k (M) is the k-th symmetric polynomial evaluated at the eigenvalues of M (see for instance [5] ). Thus Theorem 1.1 below applies to such equations too. It is a common trick for elliptic PDE that one can modify the values of F arbitrarily outside the set of values of D 2 u(Ω) × Du(Ω), to make it satisfy the uniform ellipticity condition (H2). Observe that we made a regularity assumption on u in (H2) ′ but not in (H2). This is because, as we will see in the course of the paper, (H2) actually implies that the viscosity solution of (1.1) is regular enough for our arguments to apply.
We are going to use Alexandrov-Serrin's original method of moving planes. The main difficulty in applying this method to fully nonlinear equations lies in the application of a crucial ingredient of Serrin's proof, the so-called "corner lemma" (see Lemmas 1 and 2 in [29] ). This lemma is essentially linear. Under some conditions, it is possible to apply it to the linearization of the equation, as was already suggested in Serrin's original paper as a mean to study quasi-linear equations. However, in general the corner lemma fails for nonlinear equations. For instance, if F is a minimal Pucci operator with λ < Λ, it follows from [2] (see section 4 below) that the equation
has a solution which is positive inside and vanishes on the boundary of the intersection of two half-spaces with orthogonal normals, and w is homogeneous of order 2 + α, where α > 0 if λ < Λ. This of course implies that w has a zero of order two at the corner points, and the classical corner lemma fails.
Our first theorem settles the symmetry question for the general equation (1.1) , with the only extra hypothesis that the operator F (M, p) be continuously differentiable in the matrix M. Note that the uniform ellipticity hypothesis (H2) implies that F is Lipschitz continuous but not necessarily C 1 .
Theorem 1.1. Assume (H1), (H2) or (H2) ′ , and that F (M, p) is continuously differentiable in M. If there exists a viscosity solution u of (1.1), then Ω is a ball and u is radial.
To our knowledge, prior to our paper results like Theorem 1.1 for fully nonlinear operators have appeared only for the particular cases when F (M) = S k (M) is a symmetric polynomial of the eigenvalues of M, see [27, 5, 11] , and for equations involving Pucci operators or operators in the form |Du|
, with ellipticity constants sufficiently close to each other, see [4] . In Section 4 we will give an extension of the main theorem in [4] to operators satisfying (H2), with a short proof which will also play an important role in the proof of Theorem 1.1. Theorem 1.1 deals with a general fully nonlinear equation under the extra hypothesis that
It is an open problem whether the result holds without this condition, except in the particular cases which we next describe.
A particularly interesting example of a fully nonlinear operator which is not C 1 is given by one of the Pucci operators M − λ,Λ or M + λ,Λ . We can prove that a fairly general symmetry result still holds for these operators when the space dimension is two, or in higher dimensions if we assume that Ω is strictly convex. One observation that is crucial for our proof is that the Pucci operators are C 1 in the set of non-singular symmetric matrices. Indeed, the discontinuities of the derivative of M We will make the following more general assumption that is satisfied in particular by Pucci's operators, or by extremal operators in the form
The following theorem contains a general symmetry statement for two-dimensional domains. Theorem 1.2. Assume (H1), (H2), (H3), and that Ω ⊂ R 2 (that is, n = 2). If in addition f (0) ≥ 0, then Ω is a ball and u is radial.
Finally, we can show that under (H1)-(H3) the only strictly convex domain in R n for which (1.1) may have a solution is the ball. By strictly convex, we mean that ∂Ω is a C 2,α -surface whose second fundamental form is positive definite (strictly). Notice that the assumptions on f in the last two theorems contain as very particular cases the "torsion" problem f (u) = 1 and the "eigenvalue" problem f (u) = λu. Theorems 1.2 and 1.3 are completely new for fully nonlinear operators.
In the end, we comment on the organization of the paper and the proofs of the above theorems. In section 2 we collect some boundary regularity results for viscosity solutions to uniformly elliptic equations, most of which are proved in our recent work [30] . In section 3 we recall the moving planes method as our main strategy to prove that Ω is a ball. It turns out that, compared to its classical application to the Laplace equation, all steps of this method are easily adaptable to fully nonlinear equations, except for the key step excluding the so-called corner (or right-angle) situation. The purpose of the rest of the paper is then to rule out this corner situation, under suitable assumptions. In section 4 we obtain a full symmetry result under (H1) and (H2), provided the equation is a small nonlinear perturbation of the Laplace equation, that is, the ratio Λ/λ is sufficiently close to one. The proof in section 4 is based on an idea by Birindelli and Demengel in [4] , and uses the recent results in [2] . In section 5 we give the proof of Theorem 1.1, whose main ingredient is an application of the perturbative proof in section 4 to a linearized version of (1.1), in some sufficiently small neighbourhood of the corner point. Finally, the proofs of Theorems 1.2 and 1.3 use in addition a measure-theoretic observation, which states that the set of unit normals to the boundary of the domain at points where the Gauss curvature vanishes is negligible on the unit sphere. Theorem 1.2 and Theorem 1.3 are proved in section 6.
Regularity considerations
In this section we collect some regularity results that apply to the viscosity solutions of the equation (1.1) . If the reader is willing to assume from the beginning that the solution of (1.1) is in C 2,α (Ω), then they may skip this section, after scanning Lemma 2.5 below and observing it holds with A = D 2 u(x) and b = Du(x). The first regularity result we recall is a consequence of the uniform ellipticity and the theory of Krylov and Safonov. It implies that any solution of (1.1) belongs to the class C 1,α (Ω), for some α > 0.
, Ω is a C 2 -domain, and g ∈ C(Ω). Then the solution of
is in the class C 1,α (Ω) for some α > 0, and
This proposition is well known. It can be found for example as Proposition 2.2 in [2] or Theorem 1.4 in [30] .
The interior regularity in the proposition above cannot be improved in general, as the examples in [23] show. In the special case when the function F (M, p) is assumed to be convex or concave in M, it is well known that the solution u belongs to the smoother class C 2,α (Ω). The next proposition says that the solutions to fully nonlinear uniformly elliptic equations are C 2,α on the boundary, and have a second order Taylor expansion at each boundary point with the corresponding error bounds, under the sole condition (H2).
Proposition 2.2. Let F satisfy (H2), Ω be C 2,γ -smooth, and g ∈ C γ (Ω), for some γ > 0. For any solution u of (2.1) there exist A ∈ C α (∂Ω, § n ) and b ∈ C 1,α (∂Ω, R n ), such that for each x ∈ ∂Ω we have F (A(x), b(x)) = 0, and there exists a quadratic polynomial P x of the form
such that for all y ∈ Ω, and some α > 0,
The fact that classical solutions of the Dirichlet problem for uniformly elliptic equations are C 2,α on the boundary of the domain was first proved by Krylov in [20] . Extending these results to viscosity solutions turns out to be less trivial than one might expect. This is the subject of our recent work [30] , in which we also establish the asymptotic expansions in Proposition 2.2. In fact, Proposition 2.2 is obtained by applying Theorem 1.2 in [30] to u, and by applying Theorem 1.1 in [30] to each partial derivative of u in Ω (these partial derivatives satisfy the inequalities (S * ) in [30] ). Note that in Proposition 2.2 we will always have b(x) = Du(x), by Proposition 2.1. If u is also a C 2 function around the boundary ∂Ω then
Because of this, we will abuse notation and write
We need to remember that this is not a standard second derivative, but it is understood only in the sense of Proposition 2.2 and D 2 u is in general only defined on ∂Ω. The next proposition, also from [30] , says that if F is C 1 in M then the solution u is actually C 2,α -smooth in a neighborhood of ∂Ω. Its proof combines Proposition 2.2 with a smoothness result for solutions with small oscillations originally due to Ovidiu Savin. Proposition 2.3. Let the operator F (D 2 u, Du) satisfy (H2), and Ω be C 2,γ -smooth. If F (M, p) is continuously differentiable in M then any viscosity solution u of (1.1) is in the class C 2,α (Ω δ ) for some α, δ > 0, where Ω δ := {x ∈ Ω : dist(x, ∂Ω) < δ}.
A local version of this result is also available.
Proposition 2.4. Let F satisfy (H2), Ω be C 2,γ -smooth, and u be a viscosity solution of (1.1). Let x 0 ∈ ∂Ω and P be a second order polynomial such that |u(
We finish this section with a result which is not strictly about regularity. In fact it is a general property of functions independent of the equation (1.1). We will use the following lemma for carrying out the moving planes method for viscosity solutions which we explain in section 3. The precise form of this lemma will also play a crucial role in section 6 when we study the overdetermined problem for the Pucci equations.
Lemma 2.5. Let Ω be a domain with a C 2 boundary and u ∈ C 1 (Ω) be a function satisfying
Assume that at a point x ∈ ∂Ω, there exists A ∈ § n and b ∈ R n such that the second order polynomial
and |Du(y) − DP (y)| ≤ C|x − y| 1+α , for all y ∈ Ω.
Then the interior normal vector ν(x) is an eigenvector of A = (a ij ) n i,j=1 , corresponding to the eigenvalue a nn . The other (n − 1) eigenvalues of A are c 0 κ 1 (x), . . . , c 0 κ n−1 (x), where κ 1 (x), . . . , κ n−1 (x) are the principal curvatures of ∂Ω at x. The corresponding eigenvectors are the directions of the principal curvatures of ∂Ω at x.
Proof. Without loss of generality let us assume that x = 0, ν = (0, . . . , 0, 1) and the (n − 1) principal directions of curvature of ∂Ω are the first (n − 1) coordinate axes.
Note that since u ∈ C 1 (Ω), we immediately have
a ij y i y j + cy n .
Since ∂Ω is C 2 smooth, there is a C 2 function h defined in a neighborhood V of the origin in R n−1 such that (τ, h(τ )) ∈ ∂Ω for all τ ∈ V . In particular u(τ, h(τ )) ≡ 0 and |Du(τ, h(τ ))| ≡ c 0 . The eigenvalues of D 2 h(0) ∈ § n−1 are the principal curvatures of ∂Ω at x = 0, and its eigenvectors are the principal directions.
Let (τ, 0) be a vector tangent to ∂Ω at the origin. For ε small, since h ∈ C 2 and
. From the definition of h, we know that z ε ∈ ∂Ω. We compute, for any τ ∈ R n−1 ,
Therefore, a ij = −c 0 ∂ ij h(0) for i, j = 1, . . . , n − 1. This finishes the proof of the second part of the lemma. We are left to prove that a nj = 0 for j = 1, . . . , n − 1. Since z ε ∈ ∂Ω, we know that Du(z ε ) = c 0 ν ε , where ν ε is the inner unit normal vector to ∂Ω at z ε . From the assumption, we have that
However, since b = c 0 ν = (0, . . . , 0, c 0 ) we get
Therefore n−1 j=1 a nj τ j = 0 for any tangential vector (τ, 0). This implies that a nj = 0 for j = 1, . . . , n−1, so a nn is an eigenvalue of A, and ν is the corresponding eigenvector.
Remark 2.6. If the function u satisfies the assumptions of both Proposition 2.2 and Proposition 2.5 then we obviously have a nn = u νν (x), the latter derivative being understood in the sense of Proposition 2.2.
The moving plane method and its corner situation
The proofs of the main results of this article are based on the Alexandrov-Serrin's moving planes method (see [29, 3] ), which nowadays is a very standard tool in the theory of elliptic PDE. We recall that the main idea of this method is to show that for sufficiently many directions e ∈ S n−1 := {x ∈ R n | |x| = 1} there exists s = s(e) ∈ R such that the domain and the solution are symmetric with respect to the hyperplane T s = {x ∈ R n | x, e = s} ; we denote with ·, · the scalar product in R n . Fix for instance e = (1, 0, . . . , 0) and set for any s ∈ R
It follows from hypothesis (H1) that the function v s satisfies the same equation as u in Σ s , so by (H2) and the Lipschitz continuity of f we get that w s is a solution of
from now on l ≥ 0 will denote the Lipschitz constant of f on the interval [0, max Ω u].
If u is only a viscosity solution of (1.1), see for instance Proposition 2.1 in [10] for the derivation of (3.1). In [10] it is proved that if Ω is a ball, then any solution of (1.1) is radial; this result does not require the Neumann hypothesis in (1.1). By using the standard moving planes method, exactly as in the proof of Theorem 1.1 in [21] or Theorem 1.1 in [10] we can show that a hyperplane starting from s = d 0 and moving to the left will move as long as the reflexion of Σ s with respect to T s is contained in Ω, and at least down to position s = s ⋆ (the critical position), where
µ ⊂ Ω and ν(x), e < 0 for all µ > s, x ∈ T µ ∩ ∂Ω} (an upper index means reflexion with respect to the hyperplane with the same index).
Recall we denote with ν(x) the interior normal to ∂Ω at x. In addition, we have w s > 0 in Σ s for all s > s ⋆ , and hence w s⋆ ≥ 0 in Σ s⋆ . Now, at least one of the following two events occurs: (i) the reflexion of ∂Ω ∩ ∂Σ s⋆ with respect to T s⋆ is internally tangent to ∂Ω at some point P ∈ ∂Ω ; (ii) T s⋆ is orthogonal to ∂Ω at some point Q ∈ ∂Ω ∩ T s⋆ . The function u, and its reflection v s are only assumed to be viscosity solutions of (1.1). In particular, we do not assume that they are C 2 functions. However, from Propositions 2.1 and 2.2, we know that they are C 1,α functions in Ω with a second order expansion at every point on the boundary ∂Ω ∩ ∂Σ s⋆ . Therefore, the same holds for the function w s⋆ .
In the case (i) occurs we have w s⋆ ≥ 0 in Σ s⋆ , w s⋆ (P s⋆ ) = ∂ws ⋆ ∂ν (P s⋆ ) = 0. The Hopf lemma (see for instance Proposition 4.5 and the remark following it, below) applied to (3.1) implies w s⋆ ≡ 0 in Σ s⋆ , which means Ω is symmetric in the direction e, and we are done.
All the trouble is due to the possibility of orthogonality, that is, of the occurrence of the event (ii). In this place one needs a qualitatively different argument in the fully nonlinear case, compared to the well known results for semilinear and quasilinear equations.
Applying Lemma 2.5, we get that u and v s have the same quadratic expansion at Q. This is a generalized version, for viscosity solutions, of Serrin's argument on pages 307-308 of [29] which applies to functions in C 2 (Ω). Thus, we get that D 2 w s⋆ (Q) = 0. Here D 2 w s⋆ is understood in the sense of Proposition 2.2. More precisely, we get from that proposition that for some α > 0,
In the case λ = Λ Serrin's corner lemma (which can also be seen as the particular case λ = Λ, β = 2, of Proposition 4.5 below) implies w s⋆ ≡ 0 in Σ s⋆ and the proof is finished. For more general operators a different argument is needed. Our success in showing a symmetry result for each nonlinear equation depends on our finding an argument that implies w s * ≡ 0 in this case. Thus, for the proofs on Theorems 1.1, 1.2 and 1.3, we just need to address the corner situation.
We end this section with an observation on the value c 0 of the Neumann data in (1.1), which will be used in section 6. We can assume that c 0 is as small as we like, at the only cost of increasing the Lipschitz constant l in (3.1). This is because for each R > 0 the function 
Symmetry for small perturbations of the Laplacian
In this section, we show that if the two ellipticity constants in (H2) are sufficiently close to each other, then the symmetry result holds. The precise statement is as follows.
Theorem 4.1. Assume (H1) and (H2), and that Ω is C 2 . Assume also that u is a viscosity solution of (1.1) which is C 2,α in a neighborhood of ∂Ω, for some α > 0. There exists a positive number ǫ 0 depending only on n and α, such that if |Λ/λ−1| < ǫ 0 then Ω is a ball and u is radial.
This theorem does not require the assumption that F ∈ C 1 . The assumption u ∈ C 2,α (Ω δ ) is automatically satisfied if F ∈ C 1 (by Proposition 2.3), or F is concave/convex in the second derivative of u (by the Evans-Krylov theorem).
In the case when F is a Pucci extremal operator, the result in Theorem 4.1 is due to Birindelli and Demengel [4] . We will give a short proof of Theorem 4.1 which combines the main idea in [4] with the results in [2] on existence and properties of solutions of fully nonlinear equations in cones.
The main idea in [4] is essentially to reproduce an approximate corner lemma. We will not be able to find a contradiction by analyzing the second derivatives of the solution w s * at Q. Instead, we need to contradict a Taylor expansion of order 2 + α with a non degeneracy result of order strictly less than 2 + α, which holds if Λ/λ is sufficiently close to one. We are going to show how the contradiction argument can be carried out with the help of the following results from [2] , which provide the required non-degeneracy results for domains with corners.
The first proposition we need is part of Theorems 1.1 and 1.2 in [2] .
Proposition 4.2. Let σ ⊂ S n−1 be open and smooth, and C be the projected cone,
There exist a number β > 0 and a β-homogeneous function Ψ such that
Any other solution of this problem is a multiple of Ψ.
Remark 4.3. Studying the proof of this result in [2] it is possible to see that it extends, with almost the same proof, to the case when σ is only Lipschitz, such as the intersection of a quarter space with S n−1 . This fact could simplify even further the proof below, but we will not use it, for the readers' convenience. Note also that the number β in Proposition 4.2 is equal to −α − in the notations of [2] , and (4.1) β := sup β > 0 : there exists aβ − homogeneous supersolution Φ ∈ C(C)
The following easy lemma says that the homogeneity of the function Ψ from Proposition 4.2 is close to two when C is close to a quarter-space and the fully nonlinear operator is close to the Laplacian.
We denote with Π the quarter-space (intersection of two half-spaces) 
and deduce that Ψ m C α (K) ≤ C(K) for each compact subset K of π and all large m, where C(K) is a constant independent of m. Hence, using the stability properties of viscosity solutions with respect to uniform convergence, we can pass to the limit in (4.2) and conclude that Ψ m converges locally uniformly as m → ∞ to the unique (up to a multiplication by a constant) positive harmonic function in Π which vanishes on ∂Π. Of course, this function is x 1 x n and its homogeneity is two.
The next proposition is essentially Theorem 1.4 in [2] . w(te) t β > 0, for any direction e ∈ S n−1 which enters Σ 0 .
Remark 4.6. Note that if Σ 0 is C 2 -smooth around the origin then the corresponding cone C is a half space, say C = {x n = 0}, so Ψ = x n and β = 1, independently of λ, Λ. Then Proposition 4.5 becomes the statement of the usual and well-known Hopf lemma. Proposition 4.5 can be proved with practically the same proof as Theorem 1.4 in [2] , since the first and zero order terms in (4.3) "scale out" when we zoom into the origin. However, since the proof in [2] is done in conjunction with other results in that paper, and is thus not simple to follow, for the reader's convenience we present a simpler and self-contained proof of Proposition 4.5, in the Appendix below. We note the assumption β ≥ 1 in Proposition 4.5 can be removed, see [2] .
Proof of Theorem 4.1. We follow the moving planes method as explained in section 3. We need to show that the alternative (ii) (the corner situation) cannot happen. Without loss of generality we assume that s ⋆ = 0, Q is the origin in R n , and we will writē x instead of x s⋆ ; see the notation of section 3. Recall that in the corner situation for the moving plane method we have a set Σ which around the origin is C 2 -diffeomorphic to a neighborhood of the origin in Π. Obviously we can assume Π is determined by T and the tangent plane to ∂Ω at the origin.
Recall also that we have a function w : Σ → R + (we drop the subscript s ⋆ = 0) which is nonnegative in a domain Σ with a right-angle corner point at the origin, and vanishes at this point together with its derivatives up to order two (the latter is to be understood in the sense of Proposition 2.2, in case u is not C 2 close to the boundary of Ω). In addition, (3.2) holds thanks to Proposition 2.2, that is
for any x ∈ Σ. We will now contradict this inequality with the help of Lemma 4.4. The set Σ is C 2 -diffeomorphic to a straight corner around the origin. Thus, we can find a sequence of smooth cones C m = R + · σ m , such that σ m → π from inside, and there is r m > 0 such that C m ∩ B r ⊂ Σ ∩ B r for all r ∈ (0, r m ).
From Lemma 4.4, for each C m we have a function Ψ m which is homogeneous of degree β m , and β m → 2 as m → ∞. Recall that for some k, l ≥ 0
Applying Proposition 4.5 in each C m ∩ B r , we obtain that w(te) ≥ c m t βm for each direction e that enters C m . But this is a contradiction with (4.5) when m is fixed so large that β m < 2 + α, and t is very small.
Proof of Theorem 1.1
In this section we prove the first of our main theorems. The argument from the preceding section will play an important role here; we will actually reduce the proof of Theorem 1.1 to that of Theorem 4.1.
Proof of Theorem 1.1. Again, we need to find a contradiction in the case (ii), the corner situation, in the moving planes method explained in section 3. Without loss of generality we assume that s ⋆ = 0, Q is the origin in R n , and we writex instead of x s⋆ . For every symmetric matrix M = (m ij ) ∈ § n we denote with M the matrix with entries ε ij m ij where ε 11 = 1, ε ij = 1 if i, j ≥ 2, and
We know that u ∈ C 2,α (Ω δ ), for some δ-neighbourhood of the boundary ∂Ω in Ω (this is by hypothesis if (H2) ′ is assumed, and follows from Proposition 2.3 in case we assume (H2)). We set Σ 0 = Σ ∩ B δ/2 .
Next, note that we have
and in particular
Since F is continuously differentiable and f is locally Lipschitz, the function w = v−u is a solution of a linear equation
where b, c ∈ L ∞ (Σ 0 ) and the matrix A = (a ij ) has continuous entries in Σ 0 ,
Remark 5.1. If F (M) is in addition assumed to be in C 1,1 ( § n ) and u ∈ C 2 (Ω) then it follows from (5.2) that Serrin's corner lemma in its general version (Lemma 2 in [29] ) applies to (5.1) in the whole of Σ, which ends the proof of Theorem 1.1. This fact was already observed by Reichel in his proof of the symmetry for the Monge-Ampère operator in [27] .
As a matter of fact, we only need that a 1j (0) = 0 for j > 1, and the continuity of a 1j in a neighbourhood of the origin. Then we can make a change of coordinates which consists of a rotation in the tangent plane to ∂Ω at 0 diagonalizing the minor (a ij (0)) n i,j=2 , and of a stretch of the coordinate vectors, so that in the new coordinates the modified functionw satisfies
whereb,c are bounded,Ã is uniformly elliptic and continuous in Σ 0 ,Ã(0) = I and Σ 0 still has a right-angle corner at the origin. SinceÃ(x) is continuous at the origin and A(0) = I, (5.3) easily implies that for each ε > 0 there exists δ > 0 such that
Therefore if ε is sufficiently small, the same argument as in the proof of Theorem 4.1 yieldsw ≡ 0 inΣ 0 . This finishes the proof of Theorem 1.1.
Remark 5.2. An important observation, which will be crucial for the proof of Theorems 1.2 and 1.3 is that the above argument only requires that F be C 1 in a neighbourhood of (D 2 u(0), |Du(0)|). This will be explained in more detail below.
The Pucci Equations
In this section we prove Theorem 1.2 and Theorem 1.3. The main idea is to reduce the proof to the argument in the preceding section, by showing that, for sufficiently many directions, if the moving plane stops at a point of orthogonality, then the Hessian of u is non-singular at that point, which permits to us to use Remark 5.2 and conclude.
6.1. Towards the non-degeneracy of D 2 u at Q. In this subsection we prove two auxiliary results which, combined with Proposition 2.5, will help us to deduce that the matrix D 2 u is invertible at points of orthogonality reached by the moving planes, as explained in Section 3.
The following measure-theoretic lemma contains a crucial observation.
denote the Gauss curvature of the boundary ∂Ω and Θ ⊂ ∂Ω denote the set of points where at least one of the principal curvatures of ∂Ω vanishes:
Then ν(Θ), the set of all normals at points of Θ, is a negligible subset of the sphere S n−1 (in the (n − 1)-dimensional measure on S n−1 ).
Proof. Consider the unit normal map ν : ∂Ω → S n−1 . It is well known that the tangent space to ∂Ω at a point x coincides with the tangent space of S n−1 at ν(x). By definition, the second fundamental form of ∂Ω at x is Dν : T ∂Ω (x) → T ∂Ω (x) and the Gaussian curvature equals det Dν.
For any set A ⊂ ∂Ω, we have the following area formula for the measure of the image ν(A)
Therefore, if the Gaussian curvature K(x) vanishes in the whole of A, then we have |ν(A)| = 0. In particular, since K ≡ 0 in Θ by definition, we have |ν(Θ)| = 0.
When a plane moving in a direction e stops in a corner situation at a point Q, we know that e must be a tangent vector to ∂Ω at Q. The reason why the two dimensional case is special is because for each unit normal vector correspond only two unit tangent vectors (one opposite to each other). Thus, the previous result will help us to obtain sufficiently many directions e for which the method succeeds and Ω is symmetric.
Next we record a result pertaining to the non-degeneracy of the solution of (1.1) in directions normal to the boundary of Ω, under the hypothesis that the function f in (1.1) is nonincreasing. This hypothesis is more restrictive than f (0) ≥ 0, since if f is nonincreasing and f (0) < 0 then f is negative and the existence of a solution of (1.1) contradicts the maximum principle and (H2).
The next lemma says the second normal derivative of u does not vanish on the whole boundary of Ω, in case f is nonincreasing. So, recalling Proposition 2.5 and Remark 2.6, in that case the non-degeneracy of the Hessian of u at any boundary point Q is equivalent to the Gauss curvature of ∂Ω being different from zero at Q. Lemma 6.2. Assume (H2), and that f is nonincreasing. Then for each u solution of (1.1) and each x 0 ∈ ∂Ω we have u νν (x 0 ) < 0, where ν = ν(x 0 ) is the interior normal to ∂Ω at x 0 .
If u is not C 2 in a neighbourhood of x 0 , the second derivative u νν is to be understood in the sense of Proposition 2.2.
Proof. Fix x 0 ∈ ∂Ω and set ν 0 = ν(x 0 ). A simple, yet basic observation is that the function
is a viscosity solution of the inequalities
where l(x) is bounded and nonpositive in Ω, since f is locally Lipschitz and nonincreasing. Here we will actually use only the second inequality in (6.1).
In order to see that (6.1) hold we may observe (1.1) is satisfied by both functions u(x) and u(x + hν 0 ), subtract the two equations and use (H2), then divide by h and note that the sequence v h (x) := h −1 (u(x + hν 0 ) − u(x)) converges as h → 0 locally uniformly to v on Ω. Hence the stability properties of viscosity solutions with respect to uniform convergence yield (6.1).
Furthermore, for each x ∈ ∂Ω, the Neumann boundary condition in (1.1) implies
Hence we can apply the maximum principle to the function w = c 0 − v which satisfies
and deduce that v(x) ≤ c 0 in Ω. Then, since
we can apply the Hopf lemma and infer that lim sup
which is the conclusion of Lemma 6.2.
Remark 6.3. We will not use Lemma 6.2 in the sequel but nevertheless include it here since it both simplifies the proof below and may turn out to be useful in the future, for instance in attempting to extend Theorem 1.2 to higher dimensions.
6.2. Proofs of Theorems 1.2 and 1.3. . We start by observing once more that in the proof of Theorem 1.1 we only used that F is C 1 in a neighborhood of (D 2 u(Q), |Du(Q)|), since in that case Proposition 2.4 implies that the solution u belongs to the class C 2,α in a neghbourhood of Q in Ω, and the rest of the proof of Theorem 1.1 is unchanged. Recall that we call Q the point of orthogonality on ∂Ω where the plane moving in the direction e stops, in the sense of section 3.
More precisely, going over the proof of Theorem 1.1, we see that there we proved the following result. Proposition 6.4. Assume that (H1) and (H2) hold. Assume that when applying the moving planes method in a direction e ∈ S n−1 , the process stops at a corner situation, with a right angle at a point Q. If the operator F is continuously differentiable in a neighborhood of (
We see that the hypothesis (H3) is taylor-made for applying this proposition. In particular, this hypothesis is well suited to any extremal operator in the form
Indeeed, the non-degeneracy of the gradient term in this operator in a neighborhood of the boundary is guaranteed by u ∈ C 1,α (Ω) (recall Proposition 2.1) and the Neumann hypothesis |Du| = c 0 = 0 on ∂Ω. Hence the success of the moving planes method in the direction e ∈ S n−1 for the extremal operator in (6.2) is guaranteed by Proposition 6.4 provided the Pucci operator is C 1 in a neighborhood of D 2 u(Q). By the definition of Pucci operators this is equivalent to detD 2 u(Q) = 0. Here, as before, if u is not a priori assumed to be in C 2 close to the boundary, then D 2 u(Q) is to be understood in the sense of Proposition 2.2.
Finally, recall that the boundary of Ω is a level set both of u and |Du|, and hence Lemma 2.5 applies and shows that detD 2 u(Q) = 0 is equivalent to K(Q) = 0 and u νν (Q) = 0, where K(Q) = n−1 k=1 κ i (Q) is the Gauss curvature of ∂Ω at Q. It now remains to check that these two conditions are met under the assumptions of Theorems 1.2 and 1.3.
Recall that f (0) ≥ 0. If we assume in addition that all principal curvatures of ∂Ω at Q are nonnegative and u νν (Q) = 0, we obtain
Assume now that the mean curvature of ∂Ω at Q is strictly positive. As we explained at the end of section 3, by dividing the solution u by a large constant we can assume that c 0 is as small as we like, without modifying λ, Λ, and k. The modified function satisfies an equation to which the moving planes method applies and stops at the same position as for u. Hence, fixing c 0 ≤ (λ/2k)
, the above inequality is impossible. In other words, what we just proved is that u νν does not vanish at points of the boundary at which all principal curvatures are nonnegative and one of them is positive.
At this point the proof of Theorem 1.3 is finished, since in this theorem we assume that all the principal curvatures of ∂Ω are strictly positive at all points of ∂Ω.
In the end, let us conclude the proof of Theorem 1.2. We first observe that, with the notations of the moving planes method we explained in section 3, we always have k(x) ≥ 0 for all x ∈ ∂Ω ∩ ∂Σ s * , where k(x) denotes the curvature of ∂Ω at the point x.
In other words, a moving plane never reaches points of negative curvature (since it would reach a point of orthogonality before reaching such points). So the moving planes method succeeds in a direction e ∈ S 1 provided the point of orthogonality on the boundary which is reached by the moving plane has non-zero curvature.
However, by Lemma 6.1, we know that there is a set of directions with full measure on S 1 such that if a plane moving in one of these directions stops at a point of orthogonality Q, then the curvature of the boundary at Q is not zero. Here we use the assumption n = 2 which implies that to each point on the boundary there correspond only two directions which are orthogonal to the normal at this point.
Therefore, we obtain that for a set of directions e in S n−1 with full measure, the set Ω is symmetric with respect to e. In particular this is a dense set of directions in S n−1 . By density, we can extend the symmetry to all directions in S n−1 which implies that Ω is a ball. Theorems 1.2 and 1.3 are proved.
Remark 6.5. For dimensions higher than two, we see that the moving plane method can only fail if a plane moves in a direction e which corresponds to a tangent vector at a point Q with Gauss curvature zero. From Lemma 6.1 we know that the normal vectors at these points form a set of measure zero in S n−1 . However, the vector e belongs to the set of orthogonal vectors to ν(Θ), which may have positive measure in S n−1 . Because of this, currently we do not know how to prove an analog to Theorem 1.2 in higher dimension and we leave it as an open problem.
Appendix
Proof of Proposition 4.5. It is a standard fact that if Φ : Σ 0 → C 0 is a C 2 -diffeomorphism, andũ(x) = u(Φ −1 (x)) thenũ is a solution in C 0 of the same inequality as u in Σ 0 , with possibly modified constants λ, Λ, k, l depending only on the C 2 -norm of Φ. So, without restricting the generality we may assume that Σ 0 = C 0 .
Let r 0 = ǫ 0 /8. For all r < r 0 , let ψ r be the unique solution of the problem (C will change from line to line but stays independent of r).
By the boundary Lipschitz estimates (these estimates are particularly simple to prove for our cones, since they satisfy an uniform exterior sphere condition; see for instance Proposition 4.9 in [25] ) and the fact that the function Ψ has bounded gradient (because β ≥ 1 and Ψ is β-homogeneous) we infer that each directional derivative of ψ r satisfies the inequalities (6.1) in C ∩ B 4 and is bounded at the boundary of C ∩ B 4 . Applying the ABP inequality to (6.1) we obtain and w r ≥ q(2r)ψ r on ∂(C ∩ B 4 ). Hence we can apply the maximum principle to (7.1) and (7.4), and deduce that w r ≥ q(2r)ψ r in C ∩ B 4 . Then (7.3) yields w r ≥ q(2r)(1 − Cr)Ψ in C ∩ (B 2 \ B 1 ), which in particular implies (7.5) q(r) ≥ q(2r)(1 − Cr)
for all small r ∈ (0, 1). An iteration argument, which we give for completeness, then implies that q(r) is bounded away from zero as r ∈ (0, 1). Specifically, (7.5) implies that for all k, l ∈ N, k < l,
So, with k 1 fixed so that C/2 k 1 −1 ≤ 1, by using the inequality ln(1 − y) ≥ −2y
valid for y ∈ (0, 1/2) we obtain q(2 −l ) ≥ e −Cr 1 q(r 1 ) for all l > k 0 , where r 1 = 2 −k 1 . Observe that for each r ∈ (0, 1) there exists k ∈ N such that r ∈ [2 −k , 2 −(k+1) ) and that then the definition of q implies q(r) ≥ min q(2 −k ), q(2 −(k+1) ) .
Hence q(r) ≥ e −Cr 1 q(r 1 ) > 0 for r ∈ (0, r 1 ).
