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Consultation on the ICO’s ExplAIn draft guidance 
 
The ICO and The Alan Turing Institute are consulting on our co-badged 
ExplAIn guidance. This guidance aims to give organisations practical 
advice to help explain the processes, services and decisions delivered by 
AI, to the individuals affected by them. 
 
We are looking for a wide range of views from organisations across all 
sectors and sizes. 
 
The guidance is comprised of three parts. Depending on your level of 
expertise, and the make-up of your organisation, some parts may be 
more relevant to you than others. You can pick and choose the parts that 
are most useful. 
 
You can answer as many or as few of the questions as you want to. You 
can also save your progress and return at a later date. 
 
If you would like further information about the consultation, please email 
explain@ico.org.uk. 
 
Please send us your response by 17:00 on Friday 24 January 2020. You 
can email it to explain@ico.org.uk or complete the online version of this 
survey.  
 
Privacy statement 
 
Please note, your responses to this survey will be used to help us with our 
work on explainability only. The information will not be used to consider 
any regulatory action, and you may respond anonymously should you 
wish. For more information about what we do with personal data see our 
privacy notice. 
  
 2 
 
Q1. Does the guidance provide what your organisation needs when 
considering how to explain AI-enabled decision to individuals? 
☐ Yes 
☒ No 
Please provide further detail: 
 
There is a fundamental definitional problem: the statement that 
AI “often try to mimic human thought” (Part 1, P4) is not helpful. 
Rule-based AI systems do try to capture and codify human 
thought, but the current fad of machine learning techniques are 
mostly trained to statistically mimic exhibited human behaviour as 
exhibited in the training data – unlike human reasoning, there is 
no implicit social and contextual framework at work that can 
intervene with “common sense”. 
 
 
 
 
 
 
 
 
The following questions relate to ‘Part one: The basics of explaining AI’: 
 
 
Q2. What other definitions, if any, should we cover to help inform the 
guidance? 
 
No response. 
 
 
 
 
 
 
 
 
Q3. How clear are the summaries of the relevant legislation and how 
they apply? 
 Very clear Clear Not clear Not at all 
clear 
GDPR  ☐ ☒ ☐ ☐ 
 3 
 
Equality Act 
2010  
☐ ☒ ☐ ☐ 
Judicial 
review 
☐ ☒ ☐ ☐ 
 
 
     
Q4. What other legislation, if any, should we cover? 
 
Freedom of Information Act 2000: We share the ICO’s observation 
that “even though the Act requires [public authorities] to provide 
recorded information, this doesn’t prevent [them] providing 
answers or explanations as well”.1 This is particularly relevant 
where a public authority uses AI for decision-making outside the 
scope of data protection law. Ensuring AI explainability is not just 
a nice-to-have practice, but sometimes can be a matter of 
transparency and public interest (especially if disclosing the 
whole dataset or algorithms is commercially sensitive or 
otherwise inappropriate). 
 
Consumer Rights Directive and Consumer Contracts (Information, 
Cancellation and Additional Charges) Regulations 2013: Both laws 
require traders to provide information about “the manner in which 
the price is to be calculated” if the price cannot be calculated in 
advance.2 Where dynamic or personalised pricing is assisted with 
AI, consumers should have the right to receive such information. 
 
Consumer Credit Directive and Consumer Credit Act 1974: In 
cases where a credit application is rejected on the basis of 
information from a credit reference agency, the consumer has the 
right to be informed of such a fact as well as the details of the 
agency.3 
 
 
 
 
                                   
1 https://ico.org.uk/media/for-organisations/guide-to-freedom-of-information-4-9.pdf, 
P24. 
2 Directive 2011/83/EU, Articles 5(c), 6(e), 7(4)(a); Consumer Contracts (Information, 
Cancellation and Additional Charges) Regulations 2013, Schedules 1(c), 2(f). 
3 Directive 2008/48/EC, Article 9(2); Consumer Credit Act 1974 (as amended by 
Consumer Credit (EU Directive) Regulations 2010), Section 157. 
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Q5. In your experience, which of the benefits and risks we have outlined 
are most relevant in explaining (or not explaining) AI-assisted 
decisions to individuals? 
 
Benefits to organisations: Legal compliance, trust 
Benefits to individuals and society: Better outcomes 
Risks of explaining: Distrust, gaming 
Risks of not explaining: Regulatory action 
 
 
 
 
 
 
 
Q6. Is it clear what the different explanation types are, and why they 
are important for an explanation? 
☒ Yes 
☐ No 
Please provide further detail: 
 
 
 
 
 
 
 
 
Q7. What other explanation types, if any could we include? 
 
Comparability explanation: The extent to which the AI-assisted 
decisions are (in)comparable to those made purely by human 
agents. 
 
 
 
 
 
 
Q8. We have outlined four principles: 
 
Be accountable 
Be transparent 
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Consider context 
Reflect on impacts 
 
Are they helpful for your organisation? 
☒ Yes 
☐ No 
Please provide further detail: 
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The following questions relate to ‘Part two: Explaining AI in practice’ 
 
 
Q9. Are there any steps missing in the summary steps? 
☒ Yes 
☐ No 
What are the missing steps? 
 
Although the draft guidance has elaborated in detail the necessary 
steps to implement explainability of AI-assisted systems, it does 
not cover the equally important considerations prior to and 
following such an implementation. Specifically, we recommend 
that the guidance also include: (1) Decide whether to make use of 
AI-assisted systems at all. A systemic interpretation of Article 22 
GDPR means that automated individual decision-making that 
produces legal or similarly significant effects, if not sufficiently 
explainable, should be prohibited. If this is the case, organisations 
should avoid using such systems for important decisions 
concerning individual data subjects in the first place. (2) Monitor 
the quality of explanations. Organisations should ensure the 
results of AI explanations (such as comments from the affected 
parties and analyses of potential systematic biases exhibited in 
decisions) are fed back into the improvement of the explainability, 
fairness and accuracy of the AI system. 
 
 
 
 
 
 
 
 
Q10. Is it clear what information should go into the explanations we have 
described? 
☒ Yes 
☐ No 
Which explanation is unclear and why? 
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Q11. What other elements of the data collection and pre-processing, that 
contribute to explainability, if any, should we include? 
 
 
No response. 
 
 
 
 
 
 
Q12. In step two, is it clear how you should choose your priority 
explanation types? 
☒ Yes 
☐ No 
Please provide further detail: 
 
 
 
 
 
 
 
 
 
Q13. Are the examples for choosing suitable explanation types clear? 
☒ Yes 
☐ No 
Please provide further detail: 
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Q14. After reading the guidance about selecting an appropriately 
explainable model in step four, how helpful do you feel this will be 
for your work? 
 
Very clear   Clear  Not clear   Not at all clear 
      ☐     ☒        ☐   ☐ 
 
 
Q15. How clear is the guidance about the tools you can use for extracting 
rationale explanations and the limitations they have? 
 
Very clear   Clear  Not clear   Not at all clear 
      ☐     ☒        ☐   ☐ 
 
 
Q16. What other rationale explanation extraction tools, if any, could we 
include? 
 
No response. 
 
 
 
 
 
 
 
Q17. Is it clear how you should take the statistical output of the AI 
system and translate it into meaningful explanation? 
☒ Yes 
☐ No 
Please provide further detail: 
 
 
 
 
 
 
 
 
 
Q18. Step five discusses how to train staff, who implement your AI 
system, to interpret the outputs and apply them to the 
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circumstances of an individual. After reading this, do you feel 
confident about applying this training in your organisation? 
☐ Yes 
☐ No 
N/A 
Please provide further detail: 
 
 
 
 
 
 
 
 
 
We have highlighted five contextual factors that influence the kind of 
explanations people want about an AI-assisted decision relating to them. 
These have come from the research carried out with the public. 
 
Q19. Do these reflect you experiences? 
☒ Yes 
☐ No 
Please provide further detail: 
 
 
 
 
 
 
 
 
 
Q20. What other contextual factors, if any, could we include? 
 
No response. 
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Q21. Do the types of explanation we have suggested for each contextual 
factors make sense to you? 
☒ Yes 
☐ No 
 
 
 
 
 
 
Q22. How likely are you to implement the detailed proactive engagement 
measures in your organisation? 
 
Very likely   Likely   Unlikely  Very unlikely 
      ☐      ☐         ☐   ☐ 
N/A 
 
 
Q23. What other measures, if any, should we include? 
 
No response. 
 
 
 
 
 
 
Q24. Do you have any suggested changes to the healthcare example we 
have included in Annex 1? 
 
No response.  
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The following questions relate to 'Part 3: What explaining AI means for 
your organisation': 
 
Q25. How accurate is the characterisation of the following roles and 
responsibilities? 
 
 Very 
accurate 
Accurate Not 
accurate 
Very 
inaccurate 
a. Product 
manager 
☐ ☒ ☐ ☐ 
b. AI 
development 
team 
☐ ☒ ☐ ☐ 
c. Implementer ☐ ☒ ☐ ☐ 
d. DPO and 
compliance 
team 
☐ ☒ ☐ ☐ 
e. Senior 
management 
☐ ☒ ☐ ☐ 
 
 
Q26. What other roles and responsibilities, if any, should we include? 
 
No response. 
 
 
 
 
Q27. How feasible is it for you to produce policies and procedures in the 
areas we have listed? 
 
Very feasible  Feasible   Not feasible Not at all feasible 
 ☐               ☐   ☐       ☐ 
N/A 
 
Please comment on any specific areas. 
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Q28. What other policies and procedures, if any, should we include? 
 
No response. 
 
 
 
 
Q29. Is it clear what types of information you need to document? 
☒ Yes 
☐ No 
 
Q30. What other types of information, if any, should we include? 
 
No response. 
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Q31. Do you have any other comments on this guidance? 
 
The supplementary resources and further reading section are very 
helpful, but some of the links are not working or direct to walled 
blogsites instead of the ICO’s official blogposts (e.g. the links on 
Part 1, P6; Part 2, P68; and Part 3, P7). 
 
 
 
 
 
 
 
Q32. What sector do you work in? Please tick all that apply: 
☐ Private 
☒ Public 
☐ Third 
 
Q33. What industry do you work in eg finance, health? 
 
Education and research 
 
 
 
Q34. Where did you hear about this consultation? 
☐ ICO Twitter account 
☐ ICO Facebook account 
☐ ICO LinkedIn account 
☐ ICO newsletter 
☐ ICO blog 
☐ ICO staff member 
☐ Colleague 
☐ Twitter 
☐ Facebook 
☐ LinkedIn 
☐ Other 
 
If other please specify: 
