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Abstract
Let p  1 be near to 1 and X be an RD-space, which includes any Carnot–Carathéodory space with a doubling measure. In this
paper, the authors prove that a sublinear operator T extends to a bounded sublinear operator from Hardy spaces Hp(X ) to some
quasi-Banach space B if and only if T maps all (p,2)-atoms into uniformly bounded elements of B.
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1. Introduction
It is well known that the spaces of homogeneous type introduced by Coifman and Weiss [4,5] provide a natural
setting to the study of Hardy spaces and singular integrals; see for example [4,5,11,12,15,21]. One of the most im-
portant applications of Hardy spaces is that they are good substitutes of Lebesgue spaces when p  1. For example,
when p  1, it is well known that Riesz transforms are not bounded on Lp(Rn), however, they are bounded on Hardy
spaces Hp(Rn).
To establish the boundedness of linear operators in Hardy spaces, one usually appeals to the atomic decomposition
characterization (see [3,5,11,14,15]) or the molecular characterization (see [5,8,16,22]) of Hardy spaces, which means
that a function or distribution in Hardy spaces can be represented as a linear combination of functions of an elementary
form, namely, atom or molecule. Then, the boundedness of linear operators in Hardy spaces can be deduced from their
behavior on atoms or molecules in principle.
However, Meyer [18, p. 513] (see also [1,7]) gave an example of f ∈ H 1(Rn) whose norm cannot be achieved by
its finite atomic decompositions via (1,∞)-atoms. Based on this fact, Bownik [1, Theorem 2] constructed a surprising
example of a linear functional defined on a dense subspace of H 1(Rn), which maps all (1,∞)-atoms into bounded
scalars, but yet cannot extend to a bounded linear functional on the whole H 1(Rn). This implies that it cannot guar-
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that T maps all (p,∞)-atoms into uniformly bounded elements of B. We should point out that this phenomenon has
essentially already been observed by Y. Meyer in [17, p. 19]. Moreover, motivated by this, Yabuta [23] gave some
sufficient conditions for the boundedness of T from Hp(Rn) with p ∈ (0,1] to Lq(Rn) with q  1 or Hq(Rn) with
q ∈ [p,1]. In [13], Yabuta’s results were generalized to the setting of spaces of homogeneous type, and moreover,
a sufficient condition for the boundedness of T from Hp with p ∈ (0,1) to Lq with q ∈ [p,1) is also provided.
However, these conditions are not necessary. In [24], a boundedness criterion was established as follows: a linear
operator T extends to a bounded linear operator from Hardy spaces Hp(Rn) with p ∈ (0,1] to some quasi-Banach
space B if and only if T maps all (p,2)-atoms into uniformly bounded elements of B.
In this paper, we generalize the result in [24] to RD-spaces X . Precisely, we prove that a sublinear operator T
extends to a bounded sublinear operator from Hardy spaces Hp(X ) to some quasi-Banach space B if and only if T
maps all (p,2)-atoms into uniformly bounded elements of B, where p  1 near 1. Thus, comparing with Meyer’s
example in [18] and Bownik’s results in [1], we see that there exists a structural difference between (p,2)-atoms and
(p,∞)-atoms.
We first recall the notions of spaces of homogeneous type in the sense of Coifman and Weiss [4,5] and RD-spaces,
which are particular spaces of homogeneous type and were introduced in [12].
Definition 1.1. Let (X , d) be a metric space with a regular Borel measure μ such that all balls defined by d have finite
and positive measure. For any x ∈X and r > 0, set the ball B(x, r) = {y ∈X : d(x, y) < r}.
(i) The triple (X , d,μ) is called a space of homogeneous type if there exists a constant C1  1 such that for all x ∈X
and r > 0,
μ
(
B(x,2r)
)
C1μ
(
B(x, r)
)
(doubling property). (1.1)
(ii) Let 0 < κ  n. The triple (X , d,μ) is called a (κ,n)-space if there exist constants 0 < C2  1 and C3  1 such
that for all x ∈X , 0 < r < diam(X )/2 and 1 λ < diam(X )/(2r),
C2λ
κμ
(
B(x, r)
)
 μ
(
B(x,λr)
)
C3λnμ
(
B(x, r)
)
, (1.2)
where diam(X ) = supx,y∈X d(x, y).
A space of homogeneous type is called an RD-space, if it is a (κ,n)-space for some 0 < κ  n, i.e., if some
“reverse” doubling condition as in the first inequality of (1.2) holds.
Obviously, a (κ,n) space is a space of homogeneous type with C1 = C32n. Conversely, a space of homogeneous
type satisfies the second inequality of (1.2) with C3 = C1 and n = log2 C3. Moreover, it was proved in [12, Re-
mark 1] that X is an RD-space if and only if X is a space of homogeneous type with the additional property that
there is a constant a0 > 1 such that for all x ∈ X and 0 < r < diam(X )/a0, B(x, a0r) \ B(x, r) = ∅. An impor-
tant class of RD-spaces is provided by Carnot–Carathéodory spaces with a doubling measure; see, for example,
[19,20]. Clearly, any Ahlfors n-regular metric measure space (X , d,μ), which means that there exists some n > 0
such that μ(B(x, r)) ∼ rn for all x ∈ X and 0 < r < diam(X )/2, is an (n,n)-space. Also, it is well known that
(Rn, | · |,w(x)dx) is an RD-space, where w ∈ A∞ (the class of Mukenhoupt’s weights).
Throughout the whole paper, we will always assume that X is an RD-space and μ(X ) = ∞. In what follows, we
always set Vr(x) ≡ μ(B(x, r)) and V (x, y) ≡ μ(B(x, d(x, y))) for any x, y ∈X and r ∈ (0,∞).
The following notion of approximations of the identity with bounded support on RD-spaces was first introduced
in [12], whose existence was given in Theorem 2.1 of [12].
Definition 1.2. Let 1 ∈ (0,1]. A sequence {Sk}k∈Z of bounded linear integral operators on L2(X ) is said to be an
approximation of the identity of order 1 with bounded support (for short, 1-ATI with bounded support), if there
exist constants C4,C5 > 0 such that for all k ∈ Z and all x, x′, y and y′ ∈ X , Sk(x, y), the integral kernel of Sk is a
measurable function from X ×X into C satisfying
(i) Sk(x, y) = 0 if d(x, y) C52−k and |Sk(x, y)| C4 1 ;V2−k (x)+V2−k (y)
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′)max{C5,1}21−k;
(iii) Property (ii) also holds with x and y interchanged;
(iv) |[Sk(x, y)− Sk(x, y′)]− [Sk(x′, y)− Sk(x′, y′)]| C422k1[d(x, x′)]1 [d(y, y′)]1 1V2−k (x)+V2−k (y) for d(x, x
′)
max{C5,1}21−k and d(y, y′)max{C5,1}21−k;
(v) ∫X Sk(x, z) dμ(z) = 1 and ∫X Sk(z, y) dμ(z) = 1 for all x, y ∈X .
Without loss of generality, we may assume that C4,C5  1. It has been proved in [12, Proposition 2.2] that for any
p ∈ [1,∞], {Sk}k∈Z is uniformly bounded on Lp(X ); for any p ∈ [1,∞) and f ∈ Lp(X ), ‖Sk(f )− f ‖Lp(X ) → 0 as
k → ∞.
The following spaces of test functions play an important role in the theory of function spaces on RD-spaces;
see [11,12]. Throughout the whole paper, we fix x1 ∈X .
Definition 1.3. Let 0 < β  1 and γ > 0. A function f on X is said to belong to the space of test functions, G(β, γ ),
if
(i) |f (x)| C 1
V1(x1)+V (x1,x) (
1
1+d(x1,x) )
γ for all x ∈X ;
(ii) |f (x) − f (y)|  C( d(x,y)1+d(x1,x) )β 1V1(x1)+V (x1,x) ( 11+d(x1,x) )γ for all x, y ∈ X satisfying that d(x, y)  (1 +
d(x1, x))/2;
Moreover, for f ∈ G(β, γ ), we define its norm by ‖f ‖G(β,γ ) = inf{C: (i) and (ii) hold}.
The space ˚G(β, γ ) is defined to be the set of all functions f ∈ G(β, γ ) satisfying that ∫X f (x)dμ(x) = 0. More-
over, we endow the space ˚G(β, γ ) with the same norm as the space G(β, γ ).
It is easy to see that ˚G(β, γ ) is a Banach space. For applications, we further define the space ˚G0(β, γ ) to be the
completion of the set ˚G(, ) in ˚G(β, γ ). Moreover, if f ∈ ˚G0(β, γ ), we then define ‖f ‖ ˚G0 (β,γ ) = ‖f ‖ ˚G(β,γ ). We
define the dual space ( ˚G0(β, γ ))′ to be the set of all continuous linear functionals L from ˚G0(β, γ ) to C, and endow it
with the weak∗ topology.
In what follows, we always assume that 1 ∈ (0,1] and {Sk}k∈Z is an 1-ATI, and set Dk = Sk − Sk−1 for k ∈ Z. It
is easy to see that the kernel of Dk , denoted by Dk(x, y), satisfies the conditions from (i) to (iv) of Definition 1.2 with
different constants, which are still denoted by C4 and C5 by abuse of the notation. Moreover, (v) of Definition 1.2
implies that for all x, y ∈X ,∫
X
Dk(x, z) dμ(z) = 0 =
∫
X
Dk(z, y) dμ(z). (1.3)
Let  ∈ (0, 1) and β,γ ∈ (0, ). For any f ∈ ( ˚G0(β, γ ))′, the Littlewood–Paley S-function S˙(f ) is defined by
S˙(f )(x) =
{ ∞∑
k=−∞
∫
d(x,y)<2−k
∣∣Dk(f )(y)∣∣2 1
V2−k (x)
dμ(y)
}1/2
; (1.4)
see [12, Definition 5.3] or [11, p. 1518] for a continuous version of (1.4).
For any p ∈ (1,∞), it has been proved that f ∈ Lp(X ) if and only if S˙(f ) ∈ Lp(X ) and ‖f ‖Lp(X ) ∼
‖S˙(f )‖Lp(X ); see Theorem 5.1 in [12]. Moreover, the Littlewood–Paley S-function can be used to define the Hardy
spaces Hp(X ) for p ∈ (n/(n + ),1] as follows; see Definition 5.4 and Theorem 5.1 in [12].
Definition 1.4. Let 1 ∈ (0,1] and {Sk}k∈Z be an 1-ATI. Set Dk = Sk − Sk−1 for k ∈ Z. Let  ∈ (0, 1) and p ∈
(n/(n+),1]. The Hardy spaces Hp(X ) is defined to be the set of all f ∈ ( ˚G0(β, γ ))′ for some β,γ ∈ (n(1/p−1), )
such that ‖f ‖Hp(X ) ≡ ‖S˙(f )‖Lp(X ) < ∞, where S˙(f ) is as in (1.4).
We remark that the definition of Hp(X ) is independent of the choice of the {Sk}k∈Z and β,γ ∈ (n(1/p − 1), )
with β,γ ∈ (n(1/p − 1),1]; see Theorem 5.1, Remark 5.1 and Definition 5.4 in [12].
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homogeneous type (X , d,μ), where d is a quasi-metric. When p  1 is near 1, Macías and Segovia [15] established
a maximal function characterization for Hpat (X ) via the measure metric, and Han [9] obtained a Lusin-area charac-
terization for Hpat (X ) by using the measure metric and Coifman’s approximations of the identity in [6]. If (X , d,μ)
is an RD-space, then by constructing a new approximations of the identity, the Littlewood–Paley characterization and
the atomic characterization of Hp(X ) were established without using the measure metric in [11,12], and moreover,
it was proved in [11,12] that the Hardy spaces Hp(X ) in Definition 1.4 and the atomic Hardy spaces Hpat (X ) in [5]
coincide when p = 1 or when (X , d,μ) is an Ahlfors n-regular space and p  1 is near 1.
To state the result of this paper, we now recall the notion of atoms [5,15], q-quasi-Banach spaces and certain Hölder
spaces.
Definition 1.5. Let p ∈ (0,1] and q ∈ [1,∞] ∩ (p,∞]. A function a ∈ Lq(X ) is said to be a (p, q)-atom if suppa ⊂
B(x0, r) for some x0 ∈X and r > 0, ‖a‖Lq(X )  [μ(B(x0, r))]1/q−1/p , and
∫
X a(x) dμ(x) = 0.
Recall that a quasi-Banach space B is a vector space endowed with a quasi-norm ‖ · ‖B which is nonnegative,
nondegenerate (i.e., ‖f ‖B = 0 if and only if f = 0), homogeneous, and obeys the quasi-triangle inequality, i.e., there
exists a constant C  1 such that for all f,g ∈ B, ‖f + g‖B  C(‖f ‖B + ‖g‖B).
Definition 1.6. Let q ∈ (0,1]. A quasi-Banach space Bq with the quasi-norm ‖ · ‖Bq is said to be a q-quasi-Banach
space if ‖f + g‖qBq  ‖f ‖
q
Bq + ‖g‖
q
Bq for all f,g ∈ Bq .
Notice that any Banach space is a 1-quasi-Banach space, and the quasi-Banach spaces q , Lq(X n) and Hq(X n)
with q ∈ (0,1) are typical q-quasi-Banach spaces.
For any given q-quasi-Banach space Bq with q ∈ (0,1] and linear space Y , an operator T from Y to Bq is called
to be Bq -sublinear if for any f,g ∈ Y and λ, ν ∈ C, we have∥∥T (λf + νg)∥∥Bq  (|λ|q∥∥T (f )∥∥qBq + |ν|q∥∥T (g)∥∥qBq )1/q
and ‖T (f ) − T (g)‖Bq  ‖T (f − g)‖Bq .
We remark that if T is linear, then T is Bq -sublinear. Moreover, if Bq = Lq(X ) and T is sublinear in the classical
sense, then T is also Bq -sublinear.
Let η ∈ (0, 1) and ˚Cηb (X ) be the collection of all functions f such that suppf is bounded,
∫
X f (x)dμ(x) = 0,
and there exists a constant C > 0 such that |f (x) − f (y)| < C[d(x, y)]η for all x, y ∈X . For any σ ∈ (0,∞), we let
˚D(η, σ ) be the space of all functions f ∈ ˚Cη˜b (X ) for some η˜ ∈ (η, 1), and define the norm of f in ˚D(η, σ ) by
‖f ‖
˚D(η,σ ) = sup
x∈X
[
V1(x1) + V (x1, x)
][
1 + d(x1, x)
]σ ∣∣f (x)∣∣.
The main result of this paper is as follows.
Theorem 1.1. Let 1 ∈ (0,1] be as in Definition 1.4,  ∈ (0, 1), η ∈ (, 1), p ∈ (n/(n+ ),1], q ∈ [p,1] and Bq be a
q-quasi-Banach space. If a Bq -subliner operator T maps all (p,2)-atoms in ˚Cηb (X ) into uniformly bounded elements
of Bq , then T extends to a bounded Bq -sublinear operator from Hp(X ) to Bq .
Remark 1.1.
(1) It is obvious that if T is a bounded Bq -sublinear operator from Hp(X ) to Bq , then T maps all (p,2)-atoms in
˚Cηb (X ) into uniformly bounded elements of Bq . Thus, in Theorem 1.1, the assumption that the uniform bounded-
ness of T on all (p,2)-atoms in ˚Cηb (X ) is actually necessary.
(2) Even when Bq = Hq(X ) or Bq = Lq(X ), to apply Theorem 1.1, it is not necessary to know the continuity of the
considered operator T from any space of test functions to its dual space, or the boundedness of T in L2(X ) or in
Lp(X ) for certain p ∈ (1,∞), which may be convenient in applications.
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Rn
f (x) dx = 0} and l be the same linear functional on
θ0(Rn) as in [1, Theorem 2]. As an application of Theorem 1.1, we know that l is not uniformly bounded on
all (1,2)-atoms of H 1(Rn); equivalently, there exists a sequence of (1,2)-atoms {an}n∈N such that |l(an)| → ∞
as n → ∞. But, it is proved in [1, Theorem 2] that l(a) is uniformly bounded for all (1,∞)-atoms of H 1(Rn).
This fact implies that in applications of the Hardy space H 1(Rn), there may exist an essential difference between
(1,∞)-atoms and (1,2)-atoms.
The proof of Theorem 1.1 will be given in Section 2. As applications of Theorem 1.1, in Section 3, we obtain
the boundedness of singular integrals from Hp(X ) to Lp(X ) or Hp(X ) with p ∈ (n/(n + ),1], which answers a
question in [11]; see also [12].
We finally make some conventions. Throughout this paper, we let N = {1,2,3, . . .} and use C to denote a positive
constant that is independent of main parameters involved but whose value may differ from line to line. We use f  g
to denote f  Cg, f  g to denote f  Cg, and if f  g  f , we then write f ∼ g. For any set E ⊂ X , we define
diamE = supx,y∈E d(x, y).
2. Proof of Theorem 1.1
We begin with Calderón’s reproducing formula; see [12, Theorem 3.2]. Throughout this section, we always assume
that 1, {Sk}k∈Z and {Dk}k∈Z are as in Definition 1.4.
Lemma 2.1. Let  ∈ (0, 1) and β,γ ∈ (0, ). Then there exists a family of linear operators {Dk}k∈Z such that for any
f ∈ ˚G0(β, γ ),
f =
∞∑
k=−∞
DkDk(f ), (2.1)
where the series converges in both the norm of ˚G0(β, γ ) and the norm of Lp(X ) for p ∈ (1,∞), and that for any
f ∈ ( ˚G0(β, γ ))′, (2.1) converges in ( ˚G0(β, γ ))′. Moreover, the kernel Dk(x, y) of the operator Dk satisfies that for
any ′ ∈ (, 1), there exists a constant C6 > 0 such that for all k ∈ Z and x, y ∈X ,
(i) |Dk(x, y)| C6 1V2−k (x)+V2−k (y)+V (x,y)
2−k′
(2−k+d(x,y))′ ;
(ii) |Dk(x,y)−Dk(x,y′)|C6( d(y,y′)2−k+d(x,y) )
′ 1
V2−k (x)+V2−k (y)+V (x,y)
2−k′
(2−k+d(x,y))′ when d(y, y
′) (2−k +d(x, y))/2;
(iii) ∫X Dk(x, z) dμ(z) = ∫X Dk(z, y) dμ(z) = 0.
Throughout this section, we always assume that  ∈ (0, 1) and ′ ∈ (, 1).
Lemma 2.2. Let β,γ ∈ (0, ′), σ ∈ (0, γ ) and k ∈ Z. Then there exist constants δ1, δ2 > 0 and C > 0 such that for
any N ∈ N, Lmax{k,0} and all f ∈ ˚G(β, γ ),
sup
x∈X
[
V1(x1) + V (x1, x)
][
1 + d(x1, x)
]σ ∑
|j |N
∫
X
∣∣Dj(x, y)∣∣∣∣Dj(f )(y)∣∣dμ(y) C‖f ‖G(β,γ )2−Nδ1
and
sup
x∈X
[
V1(x1) + V (x1, x)
][
1 + d(x1, x)
]σ ∫
d(x1,y)>4C52L
∣∣Dk(x, y)∣∣∣∣Dk(f )(y)∣∣dμ(y) C‖f ‖G(β,γ )2−|k|δ1 2−Lδ2 .
To prove Lemma 2.2, we need the following estimates which were established in (5.13) and (5.14) of [12, p. 101];
see also Lemma 2.8 in [11].
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k ∈ Z with k  0,∣∣Dk(f )(y)∣∣ C‖f ‖G(β,γ )2−kβ 1
V1(x1) + V (x1, x)
1
[1 + d(x1, x)]γ ;
and that for any f ∈ ˚G(β, γ ) and k ∈ Z with k < 0,∣∣Dk(f )(y)∣∣ C‖f ‖G(β,γ )2k(γ−γ ′) 1
V2−k (x1) + V (x1, x)
1
[2−k + d(x1, x)]γ ′ .
Proof of Lemma 2.2. By homogeneity, without loss of generality, we may assume that ‖f ‖G(β,γ )  1. Let j  0.
Then by Lemma 2.3, we have∫
X
∣∣Dj(x, y)∣∣∣∣Dj(f )(y)∣∣dμ(y)
 2−jβ
∫
d(x,y)<2C52−j
1
V2−j (x) + V2−j (y)
1
V1(x1) + V (x1, y)
1
[1 + d(x1, y)]γ dμ(y).
Since d(x, y) < 2C52−j  1, by the doubling property, we then have V1(x1) + V (x1, y) ∼ V1(x1) + V (x1, x) and
1 + d(x1, y) ∼ 1 + d(x1, x). Thus, for any x ∈X ,∫
X
∣∣Dj(x, y)∣∣∣∣Dj(f )(y)∣∣dμ(y) 2−jβ 1
V1(x1) + V (x1, x)
1
[1 + d(x1, x)]γ . (2.2)
Let j < 0 and γ ′ ∈ (σ, γ ). Then by Lemma 2.3 with γ ′ ∈ (σ, γ ), we have∫
X
∣∣Dj(x, y)∣∣∣∣Dj(f )(y)∣∣dμ(y)
 2j (γ−γ ′)
∫
d(x,y)C52−j
1
V2−j (x) + V2−j (y)
1
V2−j (x1) + V (x1, y)
1
[2−j + d(x1, y)]γ ′ dμ(y).
Since d(x, y) < 2C52−j , by the doubling property, we then have V2−j (x1) + V (x1, y) ∼ V2−j (x1) + V (x1, x) 
V1(x1) + V (x1, x) and 2−j + d(x1, y) ∼ 2−j + d(x1, x) 1 + d(x1, x). Thus, for any x ∈X ,∫
X
∣∣Dj(x, y)∣∣∣∣Dj(f )(y)∣∣dμ(y) 2j (γ−γ ′) 1
V2−j (x1) + V (x1, x)
1
[2−j + d(x1, x)]γ ′
 2j (γ−γ ′) 1
V1(x1) + V (x1, x)
1
[1 + d(x1, x)]γ ′ . (2.3)
Therefore, by (2.2) and (2.3), we have
sup
x∈X
[
V1(x1) + V (x1, x)
][
1 + d(x1, x)
]σ ∑
|j |N
∫
X
∣∣Dj(x, y)∣∣∣∣Dj(f )(y)∣∣dμ(y)

∞∑
j=N
2−jβ +
−N∑
j=−∞
2j (γ−γ ′)  2−Nδ1,
where δ1 = min{β,γ − γ ′} > 0. This implies the first inequality of Lemma 2.2.
To establish the second inequality, notice that if L > |k|, d(x1, y) > 4C52L and Dk(x, y) = 0, then d(x1, x) >
2C52L. Therefore, by σ < γ ′ < γ , (2.2) and (2.3), we then have
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d(x1,y)>4C52L
∣∣Dk(x, y)∣∣∣∣Dk(f )(y)∣∣dμ(y) 2−|k|δ1 1
V1(x1) + V (x1, x)
1
[1 + d(x1, x)]γ ′
 2−|k|δ1 2−Lδ2 1
V1(x1) + V (x1, x)
1
[1 + d(x1, x)]σ ,
where δ2 = γ ′ − σ .
If k < −L, then for all x ∈X , 2−k + d(x1, x) 2L. Thus, by σ < γ ′ < γ and (2.3), we then have∫
d(x1,y)2C52L
∣∣Dk(x, y)∣∣∣∣Dk(f )(y)∣∣dμ(y) 2−|k|δ1 1
V2−k (x1) + V (x1, x)
1
[2−k + d(x1, x)]γ ′
 2−|k|δ12−Lδ2 1
V1(x1) + V (x1, x)
1
[1 + d(x1, x)]σ .
This completes the proof of Lemma 2.2. 
Lemma 2.2 implies the convergence of the Calderón reproducing formula in the spaces ˚D(η, σ ) for some η,σ > 0.
Based on this observation, for any f ∈ ˚D(η, σ ), we will establish its atomic decomposition converging in ˚D(η, σ )
for some η,σ > 0; see Lemma 2.4(ii) below. To this end, we first recall, in Lemma 2.4(i), the atomic decomposition
of Hardy spaces via the Littlewood–Paley S-function established in [11, Theorem 2.21]. We remark that since the
approximation of the identity with bounded support is available now, Lemma 2.4(i) can be proved by a simpler way
than that used in the proof of Theorem 2.21 in [11]. We only give an outline.
Lemma 2.4. Let , ′ be as in Lemma 2.1 and p ∈ (n/(n + ),1].
(i) Then f ∈ Hp(X ) if and only if there exist a sequence of numbers {λk}k∈N ⊂ C with ∑k∈N |λk|p < ∞ and
a sequence of (p,2)-atoms {ak}k∈N such that f = ∑k∈N λkak in ( ˚G0(β, γ ))′ for some β,γ ∈ (0, ) and
‖f ‖Hp(X ) ∼ inf{(
∑
k∈N |λk|p)1/p}, where the infimum is taken over all the decompositions as above.
(ii) If f ∈ ˚D(η, σ ) with some η,σ ∈ (, ′), then f ∈ Hp(X ) and there exist a sequence of numbers {λk}k∈N ⊂ C
with
∑
k∈N |λk|p < ∞ and a sequence of (p,2)-atoms {ak}k∈N ⊂ ˚D(η, σ ) such that f =
∑
k∈N λkak in ˚D(η, σ ),
and {(∑k∈N |λk|p)1/p} C‖f ‖Hp(X ), where C > 0 is a constant independent of f .
To prove Lemma 2.4, we need the following construction given by Christ in [2], which provides an analogue of the
grid of Euclidean dyadic cubes on spaces of homogeneous type.
Lemma 2.5. Let X be a space of homogeneous type. Then there exists a collection Q≡ {Qkτ ⊂ X : τ ∈ Ik, k ∈ Z} of
open subsets, where Ik is some index set, and constants δ ∈ (0,1) and C7,C8 > 0 such that
(i) μ(X \⋃τ Qkτ ) = 0 for each fixed k and Qkτ ∩Qkν = ∅ if τ = ν;
(ii) for any τ, ν, k, j with j  k, either Qjν ⊂ Qkτ or Qjν ∩Qkτ = ∅;
(iii) for each (k, τ ) and each j < k there is a unique ν such that Qkτ ⊂ Qjν ;
(iv) diam(Qkτ ) C7δk ;
(v) each Qkτ contains some ball B(zkτ ,C8δk), where zkτ ∈X .
In fact, we can think of Qkτ as being a dyadic cube with diameter rough δk and centered at zkτ . In what follows, we
always suppose δ = 1/2; otherwise, we need to replace 2−k in the definition of ATI’s by δk and some other changes
are also necessary; see [10, pp. 96–98] for more details.
Without loss of generality, we may assume that C7  1  C8 > 0. Then there exists k0 ∈ N such that 2k0−1 
C7 < 2k0 . In what follows, for each dyadic Q, denote by scale(Q) the integer k such that Q = Qk+k0τ for some
τ ∈ Ik+k . Then diam(Q) 2− scale(Q).0
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(p,2)-atoms {ak}k∈N such that f =∑k∈N λkak in ( ˚G0(β, γ ))′ and ∑k∈N |λk|p < ∞, then it has been proved in [11,
Theorem 2.21] that f ∈ Hp(X ) and ‖f ‖Hp(X )  {
∑
k∈N |λk|p}1/p .
Conversely, let f ∈ Hp(X ). Then f ∈ ( ˚G0(β, γ ))′ for some β,γ ∈ (n(1/p − 1), ). Following the proof of the
atomic decomposition of f via the Littlewood–Paley S-function characterization of Hp(X ) in [11, Theorem 2.21],
for each k ∈ Z, we put Ωk ≡ {x ∈ X : S(f )(x) > 2k} and Qk ≡ {Q ∈Q: |Q ∩ Ωk| > |Q|/2, |Q ∩ Ωk+1| |Q|/2}.
It is easy to see that for each Q ∈Q, there exists a unique k ∈ Z such that Q ∈Qk . A dyadic cube Q ∈Qk is said
to be a maximal cube in Ωk if for any Q′ ∈ Qk , either Q′ ⊂ Q or Q′ ∩ Q = ∅. For k ∈ Z, denote the set of all
maximal cubes in Ωk by {Qjτ,k}τ∈Ij,k ⊂Qk , where Ij,k is some subset of Ij and may be an empty set. Then we have
Q=⋃j,k∈Z⋃τ∈Ij,k {Q ∈Qk: Q ⊂ Qjτ,k}.
By Lemma 2.1, we have
f (x) =
∑
∈Z
∑
τ∈I+k0
∫
Q
+k0
τ
D(x, y)D(f )(y) dμ(y)
=
∑
Q∈Q
∫
Q
Dscale(Q)(x, y)Dscale(Q)(f )(y) dμ(y)
=
∑
k∈Z
∑
j∈Z
∑
τ∈Ij,k
∑
Q⊂Qjτ,k
∫
Q
Dscale(Q)(x, y)Dscale(Q)(f )(y) dμ(y)
≡
∑
j∈Z
∑
k∈Z
∑
τ∈Ij,k
λ
j
τ,ka
j
τ,k (2.4)
in ( ˚G0(β, γ ))′, where
λ
j
τ,k ≡
[
μ
(
Q
j
τ,k
)]1/p−1/2{ ∑
Q⊂Qjτ,k
∫
Q
∣∣Dscale(Q)(f )(y)∣∣2 dμ(y)}1/2
and
a
j
τ,k(x) ≡
(
λ
j
τ,k
)−1 ∑
Q⊂Qjτ,k
∫
Q
Dscale(Q)(x, y)Dscale(Q)(f )(y) dμ(y).
By an argument similar to the proof of Theorem 2.21 in [11], we obtain that there exists a constant C > 0 such that for
all j, k ∈ Z and τ ∈ Ij,k , Cajτ,k is a (p,2)-atom supported in B(zjτ,k,2(C5 +C7)2−j ), where zjτ,k is the center of Qjτ,k
as in Lemma 2.5, and{∑
k∈Z
∑
j∈Z
∑
τ∈Ij,k
∣∣λjτ,k∣∣p}1/p  ‖f ‖Hp(X ),
which yields (i).
To verify (ii), let f ∈ ˚D(η, σ ). Using the above decomposition, we only need to prove that {ajτ,k}j,k∈Z,τ∈Ij,k ⊂
˚D(η, σ ) and
f =
∑
j∈Z
∑
k∈Z
∑
τ∈Ij,k
λ
j
τ,ka
j
τ,k (2.5)
in ˚D(η, σ ).
To see this, for any x ∈ X and  ∈ Z, let Q(x, ) be the set of all dyadic cubes Q with scale(Q) =  such that
B(x,2C52−)∩Q = ∅. Then, by the doubling property, it is easy to see that there exists N ∈ N such that for all x ∈X
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some η˜ ∈ (η, 1) and σ ∈ (, ′), by Lemma 2.3 and (i) of Definition 1.2, for all x ∈ suppajτ,k , we have∣∣λjτ,kajτ,k(x)∣∣ ∑
Q⊂Qjτ,k, scale(Q)<0
2scale(Q)σ
∫
Q
∣∣Dscale(Q)(x, y)∣∣dμ(y)
+
∑
Q⊂Qjτ,k, scale(Q)0
2− scale(Q)˜η
∫
Q
∣∣Dscale(Q)(x, y)∣∣dμ(y)

−1∑
=−∞
Q(x, )2σ +
j∑
=0
Q(x, )2−η˜  1,
which implies that ajτ,k ∈ L∞(X ) and ‖ajτ,k‖L∞(X )  (λjτ,k)−1.
Let η′ ∈ (η, η˜). We now prove ajτ,k ∈ ˚Cη
′
b (X ). For any x, x′ ∈ X , if d(x, x′)  2C52−j , then by ‖ajτ,k‖L∞(X ) 
(λ
j
τ,k)
−1
, we have∣∣ajτ,k(x) − ajτ,k(x′)∣∣ (λjτ,k)−12jη′[d(x, x′)]η′ .
If d(x, x′) < 2C52−j , then there exists j0  j such that 2C52−j0−1  d(x, x′) < 2C52−j0 . Notice that (ii) of Defini-
tion 1.2 for D implies that for all j   < j0,∫
X
∣∣D(x, y) −D(x′, y)∣∣dμ(y) 2η′[d(x, x′)]η′ .
Thus, when j0  0  j , by Lemma 2.3, (i) of Definition 1.2 for D and Q(x, )  N for all x ∈ X and  ∈ Z, we
have ∣∣λjτ,k∣∣∣∣ajτ,k(x) − ajτ,k(x)∣∣

∑
Q⊂Qjτ,k, scale(Q)<0
2scale(Q)˜η
∫
Q
∣∣Dscale(Q)(x, y) −Dscale(Q)(x′, y)∣∣dμ(y)
+
∑
Q⊂Qjτ,k,0scale(Q)<j0
2scale(Q)σ
∫
Q
∣∣Dscale(Q)(x, y) −Dscale(Q)(x′, y)∣∣dμ(y)
+
∑
Q⊂Qjτ,k, scale(Q)j0
2− scale(Q)˜η
∫
Q
∣∣Dscale(Q)(x, y) −Dscale(Q)(x′, y)∣∣dμ(y)

0∑
=j
2(σ+η′)
[
d(x, x′)
]η′ + j0−1∑
=0
2−(˜η−η′)
[
d(x, x′)
]η′ + ∞∑
j=j0
2−j η˜ 
[
d(x, x′)
]η′
.
Similarly, when 0 > j0  j , we have |ajτ,k(x) − ajτ,k(x′)|  [d(x, x′)]η
′ ; and when j0  j > 0, we have |ajτ,k(x) −
a
j
τ,k(x
′)| [d(x, x′)]η′ . This together with the bounded support of ajτ,k implies that ajτ,k ∈ ˚D(η, σ ).
To prove (2.5), let L,N ∈ N such that L > N + k0. For each Q ∈ Q with |scale(Q)|  N and Q ∩
B(x1,4C52L) = ∅, there exists a unique maximal dyadic cube Qjτ,k such that Q ⊂ Qjτ,k . Denote by QN,L the col-
lection of all such maximal dyadic cubes. Obviously, QN,L < ∞. Since f ∈ ˚Cη˜b (X ) implies f ∈ ˚G0(β, γ ) for any
β,γ ∈ (0, ), then by Lemma 2.1, (2.4) converges pointwisely. Therefore, by the assumption f ∈ ˚Cη˜b (X ), which
implies f ∈ ˚G(β, γ ) with any β ∈ (0, η˜) and γ ∈ (σ, ′), and by Lemma 2.2, we further have
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Q
j
τ,k∈QN,L
λ
j
τ,ka
j
τ,k
∥∥∥∥
˚D(η,σ )
=
∥∥∥∥ ∑
j,k∈Z, τ∈Ij,k,Qjτ,k /∈Q˜
∑
Q⊂Qjτ,k
∫
Q
Dscale(Q)(·, y)Dscale(Q)(f )(y) dμ(y)
∥∥∥∥
˚D(η,σ )
=
∥∥∥∥ ∑
j,k∈Z, τ∈Ij,kQjτ,k /∈QN,L
∑
Q⊂Qjτ,k
| scale(Q)|>N
∫
Q
Dscale(Q)(·, y)Dscale(Q)(f )(y) dμ(y)
∥∥∥∥
˚D(η,σ )
+
∥∥∥∥ ∑
j,k∈Z, τ∈Ij,k,Qjτ,k /∈QN,L
∑
Q⊂Qjτ,k, | scale(Q)|N
· · ·
∥∥∥∥
˚D(η,σ )
 sup
x∈X
[
V1(x1) + V (x1, x)
][
1 + d(x1, x)
]σ ∑
||>N
∫
X
∣∣D(x, y)∣∣∣∣D(f )(y)∣∣dμ(y)
+ sup
x∈X
[
V1(x1) + V (x1, x)
][
1 + d(x1, x)
]σ
×
∑
||N
∫
d(x1,y)>4C52L
∣∣D(x, y)∣∣∣∣D(f )(y)∣∣dμ(y) 2−Nδ1 +N2−Lδ2,
which implies (ii). Here, δ1, δ2 > 0 are as in Lemma 2.2. This completes the proof of Lemma 2.4. 
Lemma 2.6. Let p ∈ (n/(n + ),1], η ∈ (, 1) and σ > 0. Then ˚D(η, σ ) is dense in Hp(X ).
Proof. As a simple corollary of Proposition 5.5 and Theorem 5.1 in [12], we know that if p ∈ (n/(n + ),1] and
η ∈ (, ′), then ˚Cηb (X ) is dense in Hp(X ), which further implies the conclusion of Lemma 2.6. 
The following conclusion plays a key role in the proof of Theorem 1.1; some ideas of its proof come from Theo-
rem C in [5].
Lemma 2.7. Let p ∈ (n/(n + ),1], q ∈ [p,1] and Bq be a q-quasi-Banach space. Let η ∈ (, 1) and T be a
Bq -sublinear operator from ˚Cηb (X ) to Bq . If there exists a constant C > 0 such that for all f ∈ ˚Cηb (X ) and some
x0 ∈ suppf ,∥∥T (f )∥∥Bq  C[μ(B(x0,diam(suppf )))]1/p‖f ‖L∞(X ), (2.6)
then T extends to a bounded Bq -sublinear operator from ˚D(η, σ ) to Bq for any σ ∈ (, η).
Proof. By the first inequality in (1.2), there exists N ∈ N and N > 2 such that for all x ∈X and r > 0,
μ
(
B(x,Nr/2)
)
 2μ
(
B(x, r)
)
. (2.7)
Let R0 = B(x1,N) and Rj = {x ∈ X : Nj−1  d(x1, x) < Nj+1} for j ∈ N. Let ψ ∈ C∞(R) such that 0 ψ(t) 1
for all t ∈ R, ψ(t) = 1 if |t |  1/N and ψ(t) = 0 if |t |  2/N . Let φ(t) = ψ(t/N) − ψ(t) for all t ∈ R. Then
φ  0, suppφ ⊂ {t ∈ R: 1/N  |t | < N} and ∑j∈Z φ(N−j t) = 1 for all t ∈ R \ {0}. Let Φj(x) = φ(N−j d(x1, x))
for all x ∈X and j ∈ N, and Φ0(x) = 1 −∑∞j=1 φ(N−j d(x1, x)) for all x ∈X . Then suppΦj ⊂ Rj for j ∈ N ∪ {0},
Φj(x) = 1 if j ∈ N and 2Nj−1  d(x1, x) < Nj and Φ0(x) = 1 if d(x1, x) < 1/N . From this and (2.7), for j ∈
N ∪ {0}, if letting (sj )−1 =
∫
X Φj(x)dμ(x), then we deduce sj ∼ [VNj (x1)]−1. It is easy to see that Φj ∈ ˚Cηb (X ) for
any j ∈ N ∪ {0} with η as in Lemma 2.7 and ∑ Φj(x) = 1 for all x ∈X .j∈N∪{0}
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j ∈ N ∪ {0}, put fj ≡ fΦj and Pj ≡ sjΦj
∫
X fj (y) dμ(y). Then for any j ∈ N ∪ {0}, fj − Pj ∈ ˚Cηb (X ). Moreover,
since f ∈ ˚Cηb (X ) implies
∑k0+1
=0
∫
X f(y) dμ(y) = 0, we then have
f =
k0+1∑
j=0
(fj − Pj ) +
k0+1∑
j=0
Pj
=
k0+1∑
j=0
(fj − Pj ) +
k0+1∑
j=1
k0+1∑
=j
(sjΦj − sj−1Φj−1)
∫
X
f(y) dμ(y).
Since fj − Pj , sjΦj − sj−1Φj−1 ∈ ˚Cηb (X ) and T is Bq -sublinear, we then have∥∥T (f )∥∥qBq  k0+1∑
j=0
∥∥T (fj − Pj )∥∥qBq + k0+1∑
j=1
k0+1∑
=j
∣∣∣∣ ∫
X
f(y) dμ(y)
∣∣∣∣q∥∥T (sjΦj − sj−1Φj−1)∥∥qBq .
For any j ∈ N ∪ {0}, since (sj )−1 ∼ VNj (x1), we obtain∫
Rj
∣∣fj (y)∣∣dμ(y) (sj )−1 sup
y∈Rj
∣∣f (y)∣∣N−jσ ‖f ‖
˚D(η,σ ). (2.8)
This together with (2.7) leads to that
‖fj − Pj‖L∞(X )  ‖fj‖L∞(X ) 
[
VNj (x1)
]−1
N−jσ‖f ‖
˚D(η,σ ),
and thus, by (2.6) together with the doubling property,∥∥T (fj − Pj )∥∥Bq  [VNj (x1)]1/p‖fj − Pj‖L∞(X )  [VNj (x1)]1/p−1N−jσ‖f ‖ ˚D(η,σ ). (2.9)
On the other hand, by sj ∼ [VNj (x1)]−1, we have∥∥T (sjΦj − sj−1Φj−1)∥∥Bq  [VNj (x1)]1/p‖sjΦj − sj−1Φj−1‖L∞(X )  [VNj (x1)]1/p−1.
From this, (2.8), (2.9) and σ >  > (1/p − 1)n, it follows that
∥∥T (f )∥∥Bq 
{
k0+1∑
j=0
[
VNj (x1)
]q(1/p−1)
N−jσ +
k0+1∑
j=1
k0+1∑
=j
[
VNj (x1)
]q(1/p−1)
N−qσ
}1/q
‖f ‖
˚D(η,σ )

[
V1(x1)
]1/p−1{ k0+1∑
j=0
Nj [(1/p−1)n−σ ]q
}1/q
‖f ‖
˚D(η,σ ) 
[
V1(x1)
]1/p−1‖f ‖
˚D(η,σ ),
which completes the proof of Lemma 2.7. 
Proof of Theorem 1.1. To prove the theorem, for η ∈ (, 1), since ′ can be enough close to 1 in Lemma 2.1,
we may assume η ∈ (, ′). Let σ ∈ (, η). Since there exists a constant C > 0 such that for any f ∈ ˚D(η, σ ) and
x0 ∈ suppf ,
C
[
μ
(
B
(
x0,diam(suppf )
))]−1/p‖f ‖−1
L∞(X )f
is a (p,2)-atom, we then have ‖T (f )‖Bq  [μ(B(x0,diam(suppf )))]1/p‖f ‖L∞(X ), which implies that T satis-
fies (2.6). Thus, by Lemma 2.7, T extends to a bounded Bq -sublinear operator from ˚D(η, σ ) to Bq . Moreover, for
any f ∈ ˚D(η, σ ), by Lemma 2.4(ii), there exist numbers {λk}k∈N ⊂ C and (p,2)-atoms {ak}k∈N ⊂ ˚D(η, σ ) such
that f =∑k∈N λkak , which converges in ˚D(η, σ ), and {∑k∈N |λk|p}1/p  ‖f ‖Hp(X ). From this and Lemma 2.7, it
follows that
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∥∥∥∥∥T
(
f −
N∑
k=1
λkak
)∥∥∥∥∥
q
Bq
+
∥∥∥∥∥T
(
N∑
k=1
λkak
)∥∥∥∥∥
q
Bq

∥∥∥∥∥f −
N∑
k=1
λkak
∥∥∥∥∥
˚D(η,σ )
+
N∑
k=1
|λk|q
∥∥T (ak)∥∥qBq → ∞∑
k=1
|λk|q
∥∥T (ak)∥∥qBq ,
as N → ∞. By the monotonicity of the sequence space q together with the Bq -sublinear property of T , we have
T (f ) ∈ Bq and
∥∥T (f )∥∥Bq 
{∑
k∈N
|λk|q
∥∥T (ak)∥∥qBq
}1/q

{∑
k∈N
|λk|p
}1/p
 ‖f ‖Hp(X ). (2.10)
For any f ∈ Hp(X ), by Lemma 2.6, we can find that {fk}k∈N ⊂ ˚D(η, σ ) such that ‖f −fk‖Hp(X ) → 0 as k → ∞,
which together with the Bq -sublinear property of T implies that {T (fk)}k∈N is a Cauchy sequence of Bq . By the
completeness of Bq , we can then define T (f ) = limk→∞ T (fk) in Bq . From the Bq -sublinear property of T together
with (2.10) again, it follows that T (f ) is well defined and T (f ) also satisfies (2.10), which completes the proof of
Theorem 1.1. 
3. Some applications
Applying Theorem 1.1, in this section, we consider the boundedness in Hardy spaces of singular integrals on
RD-spaces X .
Let T be a singular integral onX , which is assumed to be bounded on L2(X ). Let δ ∈ (0,1). Assume that associated
to T , there is a kernel K , which is a locally integrable away from the diagonal of X ×X and satisfies that there exists
a constant C > 0 such that for any x, y, y′ ∈X with d(y, y′) d(x, y)/2 and x = y,
∣∣K(x,y) −K(x,y′)∣∣ C 1
V (x, y)
[
d(y, y′)
d(x, y)
]δ
. (3.1)
The relation between K and T is that if f ∈ L2(X ) with bounded support and x /∈ suppf ,
T (f )(x) =
∫
X
K(x,y)f (y) dμ(y).
In what follows, T ∗(1) = 0 means that for any f ∈ L2(X ) with bounded support and ∫X f (x)dμ(x) = 0,∫
X T (f )(x) dμ(x) = 0.
The following Proposition 3.1(i) generalizes Proposition 3.2 in [11] from p = 1 to p ∈ (δ/(n + δ),1] and answers
the question posed in [11, p. 1531]. Moreover, Proposition 3.1(ii) improves Proposition 3.6 in [11] by removing the
hypothesis that |K(x,y)| C[V (x, y)]−1 for any x = y. To prove Proposition 3.1, we need Theorem 1.1, and for the
proof of Proposition 3.1(ii), we also use some ideas in the proof of Theorem C in [5] (see also Theorem 2.2 in [13]),
which is different from the proof of Proposition 3.6 in [11].
Proposition 3.1. Let 1 ∈ (0,1] be as in Definition 1.4,  ∈ (0, 1), δ ∈ (0,1) and T be a bounded linear operator on
L2(X ) with distribution kernel K satisfying (3.1). Let p ∈ (max{n/(n + δ), n/(n + )},1].
(i) Then T can be extended as a bounded linear operator from Hp(X ) to Lp(X ).
(ii) If further assuming that T ∗(1) = 0, then T can be extended as a bounded linear operator from Hp(X ) to Hp(X ).
Proof. To prove (i), by an argument similar to the proof of Proposition 3.1 in [11], we have ‖T (a)‖Lp(X )  1. From
this and Theorem 1.1, it is easy to deduce (i).
To prove (ii), we first claim that for any (p,2)-atom a, ‖T (a)‖Hp(X )  1. If this claim is true, then by Theorem 1.1,
it is easy to deduce (ii).
634 D. Yang, Y. Zhou / J. Math. Anal. Appl. 339 (2008) 622–635To prove this claim, suppose a is a (p,2)-atom supported in B = B(x0, r) for some x0 ∈ X and r > 0. For any
x ∈X with d(x0, x) 2r , by
∫
X a(x) dμ(x) = 0, (3.1) and the Hölder inequality, we have∣∣T (a)(x)∣∣= ∣∣∣∣ ∫
X
[
K(x,y) −K(x,x0)
]
a(y) dμ(y)
∣∣∣∣

∫
X
1
V (x0, x)
[
d(x0, y)
d(x0, x)
]δ∣∣a(y)∣∣dμ(y) [Vr(x0)]1−1/p
V (x, x0)
[
r
d(x0, x)
]δ
. (3.2)
By the first inequality in (1.2), there exists a constant N > 2 such that VNr(x) > 2Vr(x) for all x ∈ X and r > 0.
Set Rk(B) = {x ∈ X : Nkr  d(x0, x) < Nk+1r} for k ∈ N and R0 = B(x0,Nr). Then μ(Rk(B)) ∼ VNkr (x0). For
any k ∈ N ∪ {0}, let mk =
∫
Rk(B)
T (a)(x) dμ(x), χk = χRk(B), χ˜k = [μ(Rk(B))]−1χk and Mk = (T (a))χk − mkχ˜k .
Then we have
T (a) =
∞∑
k=0
Mk +
∞∑
k=0
mkχ˜k. (3.3)
Let Nj =∑∞k=j mk . Since T ∗(1) = 0 implies N0 = ∫X T (a)(x) dμ(x) = 0, then by (3.3), we further have
T (a) =
∞∑
k=0
Mk +
∞∑
j=0
Nj+1(χ˜j+1 − χ˜j ). (3.4)
By the L2(X )-boundedness of T , we have ‖T (a)‖L2(X )  ‖a‖L2(X )  [Vr(x0)]1/2−1/p , which together with the
Hölder inequality and (3.2) implies that for any k ∈ N ∪ {0}, ‖Mk‖L2(X )  [Vr(x0)]1−1/p[VNkr (x0)]−1/2N−kδ. Since
suppMk ⊂ Bρ(x0,Nk+1r) and
∫
X Mk(x)dμ(x) = 0, then there exists a constant C > 0, which is independent of k
and a, such that C[Vr(x0)]1/p−1[VNkr(x0)]1−1/pNkδMk for k ∈ N ∪ {0} is a (p,2)-atom. Since (3.2) and the L2(X )-
boundedness of T imply T (a) ∈ L1(X ), by ∑∞k=0 ‖Mk‖L1(X )  2‖T (a)‖L1(X ), we know that the first summation in
(3.4) converges in L1(X ) and hence in ( ˚G0(β, γ ))′ for any β,γ ∈ (0, ).
On the other hand, notice that μ(Rj (B)) ∼ VNj r (x0) implies ‖χ˜j+1 − χ˜j‖L∞(X )  [VNj r (x0)]−1. Since
supp(χ˜j+1 − χ˜j ) ⊂ B(x0,Nj+2r), and
∫
X (χ˜j+1 − χ˜j )(x) dμ(x) = 0, then by the doubling property, there exists a
constant C > 0 independent of j and a such that C[VNj r (x0)]1−1/p(χ˜j+1 − χ˜j ) is a (p,2)-atom. Moreover, by (3.2),
the doubling property and μ(Rj (B)) ∼ VNj r (x0), for j ∈ N, we have |Nj |
∑∞
k=j |mk|N−jδ[Vr(x0)]1−1/p . Thus∑∞
j=0 |Nj+1|‖χ˜j+1 − χ˜j‖L1(X )  [Vr(x0)]1−1/p
∑∞
j=1 N−jδ  [Vr(x0)]1−1/p , which implies that the second sum-
mation in (3.4) converges in L1(X ) and thus in ( ˚G0(β, γ ))′ for any β,γ ∈ (0, ).
Furthermore, since p ∈ (n/(n + δ),1] and the doubling property implies that
∞∑
k=0
[
Vr(x0)
]1−1/p[
VNkr (x0)
]1/p−1
N−kδ 
∞∑
k=0
N−k(δ−n/p+n)  1,
then by (3.4) and Lemma 2.4(i), we have T (a) ∈ Hp(X ) and ‖T (a)‖Hp(X )  1, which completes the proof of Propo-
sition 3.1(ii), and hence, the proof of Proposition 3.1. 
Remark 3.1. Using Theorem 1.1, we can establish a variant of Proposition 3.1 for fractional integrals. We leave the
details to the reader.
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