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Introduction
A number of clustering algorithms have been developed over the last decade in the data base/data mining community (e.g., DBSCAN, CURE, CHAMELEON, CLARANS, STING, and BIRCH). Most of these algorithms rely on a distance function (such as the Euclidean distance or the Jaccard distance that measures the similarity between two objects) such that objects are in the same cluster if they are nearest neighbors. However, recent research shows that clustering by distance similarity is not scalable with the dimensionality of data because it suffers from the so-called curse of dimensionality, which says that for moderate-tohigh dimensional spaces, a full-dimensional distance is often irrelevant since the farthest neighbor of a data point is expected to be almost as close as its nearest neighbor. As a result, the effectiveness/accuracy of a distance-based clustering method would decrease significantly with increase of dimensionality. This suggests that "shortest distances/nearest neighbors" are not a robust criterion in clustering high dimensional data.
Our contributions:
To resolve the curse of dimensionality, we propose a new definition of clusters that is based on a novel concept of cluster cores, instead of on nearest neighbors. A cluster core is a fairly dense group with a maximal number of pairwise similar objects (neighbors). It represents the core of a cluster so that all objects in a cluster are with a great degree attracted to it. This allows us to define a cluster as a direct expansion of a cluster core such that every object in the cluster is similar to most of the objects in the core. Moreover, instead of using Euclidean or Jaccard distances, we define the similarity of objects by taking into account the meaning (semantics) of individual attributes. In particular, two objects are similar (or neighbors) if a certain number of their attributes take on similar values. Whether two values of an attribute are similar is semantically dependent on applications and is defined by the user. Note that since any two objects are either similar or not, the concept of nearest neighbors does not apply in our approach.
Our definition of clusters shows several advantages. Firstly, since the similarity of objects is measured semantically w.r.t. the user's application purposes, the resulting clusters would be more easily understandable by the user. Secondly, a cluster core represents the core of a cluster, with the property that a unique cluster is defined given a cluster core and that all objects in a cluster are with a great degree attracted to the core. Due to this, the cluster cores-based method achieves high accuracy. Thirdly, since clusters are not defined in terms of nearest neighbors, our method does not incur the curse of dimensionality and is scalable linearly with the dimensionality of data. Fourthly, clustering results are not sensitive to the order of input data. Finally, outliers are effectively eliminated, as an outlier would be similar to no or just a very few objects in a core.
Related work:
Closely related work on resolving the dimensionality curse with high dimensional data includes shared nearest neighbor methods, such as the Jarvis-Patrick method [4] , SNN [1] , and ROCK [2] . Like our cluster cores-based method, they do not rely on the shortest dis-tance/nearest neighbor criterion. Instead, objects are clustered in terms of how many neighbors they share. A major operation of these methods is to merge small clusters into bigger ones. The key idea behind the Jarvis-Patrick method is that if any two objects share more than T (specified by the user) neighbors, then the two objects and any cluster they are part of can be merged. SNN extends the JarvisPatrick method by posing one stronger constraint: two clusters C i and C j could be merged if there are two representative objects, o i ∈ C i and o j ∈ C j , which share more than T neighbors. An object A is a representative object if there are more than T 1 objects each of which shares more than T neighbors with A. To apply SNN, the user has to specify several thresholds including T and T 1 . ROCK is a sophisticated agglomerative (i.e. bottom-up) hierarchical clustering approach. It tries to maximize links (common neighbors) within a cluster while minimizing links between clusters by applying a criterion function such that any two clusters C i and C j could be merged if their goodness value
is the number of common neighbors between C i and C j , θ is a threshold for two objects to be similar under the Jaccard distance measure, and f (θ) is a function with the property that for any cluster C i , each object in it has approximately |C i | f (θ) neighbors. To apply ROCK, the user needs to provide a threshold θ and define a function f (θ). However, as the authors admit [2] , it may not be easy to decide on an appropriate function f (θ) for different applications. Unlike the above mentioned shared nearest neighbor approaches, our cluster cores-based method does not perform any merge operations. It requires the user to specify only one threshold: the minimum size of a cluster core. We will show that our method outperforms ROCK, with both lower time complexity and higher accuracy.
Our approach is also closely related to HCS [3] , a graphbased algorithm, which defines clusters as highly connected subgraphs. A highly connected subgraph is a subgraph whose edge connectivity exceeds half the number of nodes. is a natural number representing the unique identity of object o, and a i ∈ V i or a i = nil. nil is a special symbol not appearing in any V i , and a i = nil represents that the value of A i is not present in this object.
Semantics-based similarity
We introduce a non-distance similarity measure that relies on the semantics of individual attributes. We begin by defining the similarity of two values of an attribute. Informally, for a numerical attribute, two values are considered similar w.r.t. a specific application if their difference is within a scope specified by the user, and for a categorical attribute, two values are viewed similar if they are in the same class/partition of the domain. The domain is partitioned by the user based on his application purposes.
Definition 2.1 (Similarity of two numerical values) Let
A be an attribute and V be its domain with numerical values. Let ω ≥ 0 be a scope specified by the user. a 1 ∈ V and a 2 ∈ V are similar if |a 1 − a 2 | ≤ ω.
Definition 2.2 (Similarity of two categorical values) Let
For instance, we may say that two people are similar in age if the difference of their ages is below 10 years, and similar in salary if the difference is not over $500. We may also view two people similar in profession if both of their jobs belong to the group {soldier, police, guard} or the group {teacher, researcher, doctor}. The similarity of attribute values may vary from application to application.
With the similarity measure of attribute values defined above, the user can then measure the similarity of two objects by counting their similar attribute values. If the number of similar attribute values is above a threshold δ, the two objects can be considered similar w.r.t. the user's application purposes. Whether an attribute is selected as a key attribute depends on whether it is relevant to the user's application purposes. In case that the user has difficulty specifying key attributes, all attributes are taken as key attributes. The similarity threshold δ is expected to be specified by the user. It can also be learned from a dataset.
Cluster cores and disjoint clusters
The intuition behind our clustering method is that every cluster is believed to have its own distinct characteristics, which are implicitly present in some objects in a dataset. This suggests that the principal characteristics of a cluster may be represented by a certain number of pairwise similar objects.
Definition 3.1 (Cluster cores) C
r ⊆ DB is a cluster core if it satisfies the following three conditions. (1) |C r | ≥ α, where α is a threshold specifying the minimum size of a cluster core. (2) Any two objects in C r are similar w.r.t. the user's application purposes. (3) There exists no C , with C r ⊂ C ⊆ DB, that satisfies condition (2) . C r is a maximum cluster core if it is a cluster core with the maximum cardinality.
Note that a cluster core C r is a fairly dense group with a maximal number of pairwise similar objects. Due to this, it may well be treated as the core/center of a cluster, as other objects of the cluster not in C r must be attracted with a great degree to C r .
Definition 3.2 (Clusters)
Let C r ⊆ DB be a cluster core and let θ be a cluster threshold with 0 ≤ θ ≤ 1. C is a cluster if C = {v ∈ DB|v ∈ C r or C r contains at least θ * |C r | objects that are similar to v}.
The threshold θ is the support (degree) of an object being attracted to a cluster core. Such a parameter can be learned from a dataset by experiments. Note that a unique cluster is defined given a cluster core. However, a cluster may be derived from different cluster cores, as the core/center of a cluster can be described with different sets of objects that satisfy the three conditions of Definition 3.1.
The above definition of cluster cores/clusters allows us to apply existing graph theory to compute them. We first define a similarity graph over a dataset.
Definition 3.3 (Similarity graphs)
A similarity graph, SG DB = (V, E), of DB is an undirected graph where V = DB is the set of nodes, and E is the set of edges such that {o 1 , o 2 } ∈ E if objects o 1 and o 2 are similar.
An undirected graph G = (V, E) is complete if its nodes are pairwise adjacent. In this case, V is called a clique. A maximal clique is a clique that is not a proper subset of any other clique. A maximum clique is a maximal clique that has the maximum cardinality. It is easy to show that a cluster core in DB corresponds to a maximal clique in SG DB . Example 3.1 Let us consider a sample dataset, DB 1 , as shown in Table 1 , where nil is replaced by a blank. For simplicity, assume all attributes have a domain {1} with a single partition {1}. Thus, two values, v 1 and v 2 , of an attribute are similar if v 1 = v 2 = 1. Let us assume all attributes are key attributes, and choose the similarity threshold δ ≥ 2. The similarity relationship between objects of DB 1 is depicted by a similarity graph SG DB1 shown in Figure 1 . We have four maximal cliques: C 1 = {1, 2, 3, 4}, C 2 = {4, 5}, C 3 = {5, 6, 7} and C 4 = {5, 6, 8}. Let us choose α = 3 and the cluster threshold θ = 0.6. C 1 , C 3 and C 4 are cluster cores. C 1 is also a cluster and {5, 6, 7, 8} is a cluster which can be obtained by expanding either C 3 or C 4 . There may be overlaps among cluster cores and/or clusters. Like most graph-based clustering approaches, in this paper we are devoted to building disjoint clusters. 
Approximating maximum clusters
Ideally, we would like to have maximum disjoint clusters. However, this appears to be infeasible for a massive dataset DB, as computing a maximum cluster core over DB amounts to computing a maximum clique over its corresponding similarity graph SG DB (a NP -complete problem). Therefore, we appeal to approximating maximum disjoint clusters. Here is a sketch of the algorithm, where maximal clique(.) is a procedure for randomly building a maximal clique, and i starts from 1.
Step 1. Iterate maximal clique(SG DB ) for maxitr times to build a large cluster core C r , and then build a cluster C i based on C r . Step 2. Remove from SG DB all nodes in C i .
Step 3. Repeat Steps 1 and 2 until SG DB contains less than α nodes. 
Preliminary experimental results
We report our experiments over the widely-used Mushroom data from the UCI Machine Learning Repository. This dataset consists of 8124 objects with 22 attributes each with a categorical domain. Each object has a class of either edible or poisonous. One major reason for us to choose this dataset is that ROCK [2] has achieved very high accuracy over it, so we can make a comparison with ROCK. Here, clustering accuracy is measured using the formula accuracy = N |DB| , where N is the number of objects sitting in right clusters.
Our experiments go through two steps. First, we learn a similarity threshold δ. In many cases, the user cannot provide a precise similarity threshold used for measuring the similarity of objects. This requires us to be able to learn it directly from |DB|. Second, we learn a cluster threshold θ. The evaluation criterion on different thresholds is their clustering accuracy. Through the learning process, we observed that the highest accuracy was obtained at δ = 15 and θ = 0.88. The sizes of clusters that were produced with δ = 15 and θ = 0.88 are shown in Table 2 (C# stands for the cluster number and the results of ROCK were copied from [2] ). Clearly, our method achieves higher accuracy than ROCK.
As one can see, our experimental evaluation is quite preliminary. More experimental results over large real life datasets and more comparison with closely related existing approaches will be reported in a short period of time.
