We present a set of maximum entropy reconstructions of the starspot distribution on the surface of the rapidly rotating KO dwarf AB Doradus. The images were obtained from three independent data sets secured on three consecutive nights of observation at the Anglo-Australian Telescope in 1992 January. We discuss the effects of several potential types of systematic error in Doppler imaging, and methods of eliminating them. Independent reconstructions are presented in the three photospheric lines: Ca i 643.9 nm, Fe i 666.3 nm and Ca i 671.8 nm. All the images indicate a bimodal latitude distribution of spot area coverage, with a broad low-latitude band and a circumpolar 'crown'. The gross azimuthal structures in the polar crown and the low-latitude band show no evidence of longitude shifts over the duration of the observing run. On the time-scale of a single stellar rotation the star's surface layers thus appear to be in a state of nearly solid-body rotation.
INTRODUCTION
AB Doradus (=HD 36705) is the brightest known member of a class of rapidly rotating G and K dwarfs with ages of a few tens of millions of years. Nearly half the low-mass dwarfs in the Pleiades and a Persei clusters appear to be in the same evolutionary state.
AB Dor has been the subject of several recent collaborative observing campaigns aimed at studying the spatial structure of its corona and circumstellar prominence system (Collier Cameron et al. 1990; Pagano et al. 1993) . These studies have shown that the structure of the corona and prominence system evolves on a time-scale of a few days, with well-defined 'nests' of magnetic activity at fixed longitudes on the stellar surface. Since its discovery in 1978, the star has shown the kind of rotationally modulated photometric variability that is attributed to extensive surface starspot activity. Between 1978 and 1990 the maximum level in the lightcurve declined steadily by nearly 20 per cent, but more recently there have been signs that the light level may be on the increase again (Anders 1990; Anders et al. 1992) . This suggests that the star is emerging from a period of very high activity, and is approaching whatever may be the equivalent of solar minimum on a star with a 12.4-h rotation period.
Because of its brightness and high rotation rate, AB Dor is a good candidate for Doppler imaging studies of its surface starspot distribution. It is possible to map some 60 per cent of the stellar surface in a single night, using the technique first described by Vogt & Penrod (1983) .
The long-term changes and short rotation period of AB Dor present a unique opportunity to find out whether changes in the overall level of magnetic activity on such a star are accompanied by changes in the geometry of the active zones.
To this end, we have embarked on an extended programme of Doppler imaging studies of AB Dor, designed to map the surface spot distribution and the overlying prominence distribution at regular intervals over a period of several years. In this paper we present several Doppler images obtained during the first run of this programme, which took place in 1992 January. We obtained independent images of the stellar surface using three different photospheric absorption lines, on each of three consecutive nights. The main purposes of this paper are to assess the reliability of our Doppler imaging technique from the level of agreement between these nine independent images and to search for evidence of changes in the starspot distribution over an interval of four stellar rotations.
OBSERVATIONS
The data were obtained on the three consecutive nights of 1992 January 18 to 20, with the UCL Echelle Spectrograph (Walker & Diego 1985) on the Anglo-Australian Telescope. The journal of observations is given in Table 1 . The observing conditions were of photometric quality throughout most of the run, with some degradation in transparency due to light cloud in the latter part of the third night. The seeing also was unusually good for this site. Instantaneous seeing measures yielded seeing of 0.9 arcsec throughout most of the run, although with image motion and guiding errors the actual figure measured from the spatial extent of the spectral orders is closer to 1.4 arcsec. The seeing deteriorated to 2 or 3 arcsec during the latter part of the third night. AB Dor was observed continuously throughout all three nights, with approximately hourly breaks to observe spectral and telluric water vapour standards on the second and third nights. The observations of AB Dor made during the last two hours of the third night had too low a signal-to-noise (S:N) ratio to be usable, because of poor transparency and seeing. A further set of brighter spectral and telluric standards was observed instead. The detector, a 1024 x 1024-element Thomson CCD, was centred at 570.8 nm in order 99 of the 31.6 line mm -1 grating. The free spectral range was slightly greater than the chip dimensions, leaving small gaps in wavelength coverage between the 34 orders on the chip. The chip was binned by a factor two in the spatial direction to minimize readout time between exposures. An exposure time of 150 s was used for most of the AB Dor observations, in order to monitor rapid variations in the Ha profile due to circumstellar prominence material. A few 900-s exposures were made during the second night. The dead-time of 40 s between exposures was dominated by the reading-out of the CCD.
The journal (Table 1) shows the groupings of individual exposures that were co-added for the Doppler imaging analysis.
REDUCTION PROCEDURES

Extraction
The spectra were extracted using the ECHOMOP echelle reduction procedures developed by Mills (1994) as an extension of the FIGARO data reduction system. Pixel-to-pixel sensitivity variations were removed using flat-field exposures taken with an internal tungsten reference lamp. The background scattered light was subtracted and the orders of interest were extracted using ECHOMOP's implementation of the optimal extraction algorithm of Horne (1986) . Error information based on photon statistics and readout noise was propagated throughout the extraction procedure.
Continuum fitting
One of the most serious difficulties in calibrating echelle spectra of rapidly rotating stars such as AB Dor involves removing the blaze profile from spectra that suffer from severe rotational blending of the photospheric absorption lines. Even at red wavelengths, rotational blending leaves few continuum windows in any echelle order that can be used for determining the shape of the continuum. For this and other reasons cited below, we obtained reference spectra of a set of several slowly rotating dwarfs with spectral types ranging from GO to M4. In the G and K dwarfs the absorption lines are relatively narrow and well-spaced in the orders of interest for Doppler imaging, so that there are numerous well-defined continuum windows.
We divided the extracted AB Dor spectra by the extracted template spectra, and found that, over the orders of interest, the best match to the large-scale continuum shape was given by a template with a K0 spectrum. In order to remove the blaze profile and normalize the AB Dor spectra to give a flat local continuum, we made a seventh-order polynomial fit to the continuum in each order of the template spectrum. The fit was made iteratively, in two stages. In the first stage, after each fit all blocks of two or more contiguous points lying more than Id below the fit were rejected. A new fit was then made to the remaining points. All points were then reinstated and a new set of contiguous low-lying blocks was rejected. This process was repeated until the same set of points was rejected on successive iterations. The fit was then refined by rejecting further individual outliers until a satisfactory value of the x 2 statistic was attained. The K0 template spectrum and the resulting continuum fits are shown for the orders of interest in Fig. 1 .
The AB Dor spectra were then divided out by the resulting polynomial fit. Although the absolute level of the continuum is still unknown following this procedure, the local slope of the continuum across the rotational profile of the line of interest is removed with great accuracy. This is sufficient to give good results with our Doppler imaging procedure, which requires only that the continuum level be flat across the profile. It does not need the actual level of the continuum to be measured.
Telluric line removal
One of our three prime Doppler imaging lines, the 643.9-nm line of Ca I, is in a part of the spectrum where there are numerous weak telluric absorption features. These are due mainly to atmospheric H2O, and can vary significantly in strength during the course of a night. The strengths of the features in the 643.9-nm line are comparable with the amplitude of the starspot bumps. Two of the four telluric lines within the 643.9-nm line profile are placed almost symmetrically to either side of the line core in AB Dor. They produce polar artefacts in the reconstructed images in the form of a dark polar spot surrounded by a bright ring at latitude 80° and another dark ring at latitude 70°. The line core is critical in determining the distribution of activity at high latitude, so these telluric features must be removed with the greatest of care.
To achieve this we co-added several spectra of the rapidly rotating B stars HR3037 and HR3084, to obtain a telluric reference spectrum with a very high S:N ratio. On the night of 1992 January 20 we found that the strengths of the intermediate-strength H 2 0 lines in the echelle order containing Ha varied by more than a factor of two during the night. We were thus able to intercompare the strengths of lines with different equivalent widths. We were satisfied that they varied linearly with respect to each other as the atmospheric H 2 0 column changed during the night. We measured the equivalent width (EW) of a randomly chosen, intermediate-strength telluric line in the summed B-star spectrum. We used the variations in the EW of the same line in the spectra of AB Dor itself (where it appeared against a flat piece of pseudo-continuum) to scale the strengths of the much weaker features in the 643.9-nm region of the B-star reference spectrum throughout the night. The AB Dor data were then divided through by the resulting time-series of scaled reference spectra. This proved a very effective means of removing the weak features in the 643.9-nm line core, and was applied to the data from all three nights of the run. The other Doppler imaging lines used here, Fe i 666.3 nm and Ca 1 671.8 nm, were not as severely affected by telluric absorption. One very weak feature was seen in the 671.8-nm line when all the spectra were co-added, but, as its amplitude was less than the noise amplitude in both the Bstar telluric reference spectrum and the time-grouped AB Dor spectra (see Section 3.4 below), no correction was attempted for this line.
Wavelength calibration and rebinning
The wavelength calibration was performed using a fourthorder polynomial fit to a thorium-argon comparison spectrum. The 150-s exposures were co-added in groups of six or so, giving an average exposure duration of 900 s per group. These A. Collier Cameron and Y.C. Unruh Gl 176.3 (KOV) with continuum fit 'o Figure 1 -continued grouped spectra were rebinned to equal increments in log wavelength, with a bin size of 7.5 km s" 1 . This corresponds to the half-width at half-maximum of the intrinsic line profile, and maximizes the S :N ratio per bin while maintaining enough samples across the profile that no spatial information is lost. The S :N ratios per pixel of the grouped, rebinned AB Dor exposures are plotted as a function of time in Fig. 2 , for a section of the continuum near our primary Doppler imaging lines at 643.9, 666.3 and 671.8 nm. The typical S:N ratio is 600 in the continuum for the 643.9-and 666.3-nm lines, and 400 for the 671.8-nm line.
DOPPLER IMAGING
The image reconstructions were carried out using the Sussex Stellar Surface Imaging Package (SSSIP). Detailed descriptions of our algorithm have been published elsewhere (Collier Cameron 1992; Collier Cameron, Jeffery & Unruh 1992) and will not be repeated in full here. Our code differs in one or two essential respects from others that are commonly in use by other groups working in this area, so in this section we give a brief resume of the underlying assumptions and line formation physics used in the reconstructions.
The filling-factor image model
The code works on the assumption that only two temperature components are present on the stellar surface, i.e. unperturbed photosphere and cool spots. The stellar surface is divided into 40 latitude bands, each of which is subdivided into pixels of more or less uniform area. There are a total of 2038 pixels in the image. Each pixel i is assigned an image value f t with a value between zero and unity, denoting the fraction of the pixel occupied by spots. No attempt is made to infer the surface temperature distribution from the spectral data: rather, the spot temperature is estimated independently from broad-band photometry using the method of Vogt (1981) .
This approach has the significant advantage that it is extremely stable, and has been found in tests to preserve total spot areas very well even in the presence of blurring (Collier . Methods that relate the surface brightness of each pixel to its effective temperature are subject to the difficulty that unresolved spots are assigned temperatures that are much higher than the actual spot temperature. If the spectrum varies non-linearly as a function of temperature, problems can arise from the presence of large areas at fictitious intermediate temperatures in the image. Similarly, test reconstructions from synthetic data computed from known images indicate that, if bright patches are allowed to grow on the photosphere, they invariably do so even if none was present in the input image . This again appears to result from blurring of the image due to the finite width of the mapping line and the limitations of the S:N ratio in real data. Hatzes & Vogt (1992) circumvented this problem by 'thresholding' the reconstructed images derived from such unconstrained fits to force each pixel in the image to the surface brightness of either the photosphere or the spots. The present technique does not require such post-processing of the image -even though the spots may appear blurred, the total spot area is preserved as far as is possible given the limitations of the data.
Specific intensity profiles
This 'filling-factor' image of the stellar surface is transformed into a set of synthetic line profiles for comparison with the observations. To accomplish this, we used a look-up table of specific intensity profiles as functions of limb angle, calculated at the temperatures of both spots and photosphere. The tables can be constructed using the spectra of template stars of similar spectral types to the spots and photosphere, with the continuum scaled according to an appropriate linear limb-darkening law. Alternatively, the specific intensities can be generated using a version of the LTE line synthesis code SPECTRUM and the ATLAS9 set of model atmospheres of Kurucz (1991) . The SPECTRUM code was modified to give specific intensity profiles in cool stellar atmospheres as a function of limb angle.
This approach allows us to model correctly the centre-tolimb variation of both the continuum intensity and the line Doppler images of AB Dor 819 shape, and to include nearby blends which overlap with the lines of interest due to the very rapid rotation of AB Dor. The synthetic profiles for a 5000-K photosphere (with logg = 4.3 and isotropic micro turbulence with = 1.5 km s _1 ) were found to give good fits to the spectrum of the normal, slowly rotating dwarf G1 176.3, whose KOV spectral type is the same as that of AB Dor, implying an effective temperature close to 5000 K. The profiles computed for the effective temperature of 3500 K assumed for the spots (corresponding to spectral type M2V) give fits to the observed spectra of the M4V dwarf G1 367 that are far from perfect, but which are acceptable given the mismatch in spectral type and the neglect of molecular features in the spectral synthesis. The observed and synthetic profiles for both temperature components are shown in Fig. 3 , together with typical observed profiles of the same lines in AB Dor. The importance of blends in computing the rotationally broadened profiles is evident, particularly for Ca i 671.8 nm.
The image reconstruction was performed using the MEM-SYS algorithm described by Skilling & Bryan (1984) . The problem of normalizing the line profiles to an unknown continuum level was circumvented by re-scaling the individual computed line profiles at each iteration, so that their inverse variance-weighted means matched those of the observations. The code was found to converge smoothly to a maximum entropy solution at a stopping value pre-set at % 2 = N + 2/fÑ, where N is the total number of pixels in the data set.
Template spectra versus LTE synthesis
In a related investigation, Unruh & Collier Cameron (1994) used the observed profiles of the template stars to generate look-up tables of pseudo-specific-intensity profiles, by scaling the continuum according to a linear limb-darkening law. The results obtained with this technique were not found to differ significantly from those obtained with a full spectral synthesis for relatively isolated lines such as Ca i 643.9 nm (see Fig. 4 ). For lines with nearby blends, the images recovered with the scaled template spectra were found to give better agreement with those in the isolated lines than was the case when LTE spectral synthesis was used. This suggests that the centre-tolimb variations in the EWs of the mapping lines used here are not strong enough to have a significant effect on the reconstructed images. For this reason, the reconstructions presented in this paper were all performed using scaled template spectra rather than spectral synthesis. 
Stellar radial velocity
An incorrect choice of v r leads to an apparent flux excess in one wing of the line and a deficiency in the other when the observed and computed profiles are compared. If the mismatch is severe, no solution is possible at the target value of x 2 . For smaller mismatches, a solution may be possible, but the reconstructed image tends to develop spurious equatorial spots at the position of the limb with the spurious flux excess at each phase of observation. Each of these serves to produce a brief enhancement of one wing of the line at each observed phase. This has the effect of increasing the total area of spots in the reconstructed image.
The correct value of v T can thus be determined by per-forming several reconstructions at different values, and plotting the total area of spots in the reconstructed image against v T . As can be seen from Fig. 5 , there exists only a narrow range of radial velocities within which a solution is possible, and there is a well-defined minimum in the spot area in the middle of this feasible range. This fine-tuning method allows us to determine the stellar radial velocity in the instrumental system to a precision of about 0.5 km s -1 .
Although the UCL echelle spectrograph is extremely stable, small systematic errors are to be expected in the wavelength scale, which was derived from polynomial fits to the arc spectra taken on each night. Accordingly we fine-tuned the data for each line on each night of the run. In practice 6714 6716 6718 6720 6722 Wavelength Figure 3 -continued we found that, for the well-defined 643.9-nm line, the velocities on the three nights of the run were 32.9, 33.4 and 33.6 km s -1 respectively. The 666.3-nm line gave 33.8, 34.5 and 34.2 km s -1 . The rather shallower and asymmetrically blended 671.8-nm line yielded best-fitting velocities of 34.7, 35.2 and 36.6 km s -1 respectively. We emphasize that these are purely instrumental velocities, which have not been calibrated with respect to radial velocity standards or corrected to the velocity of the Solar system barycentre.
Mapping line strength and v sin i
Errors in the strength of the mapping line and in irsini lead to similar types of artefact in the reconstructed image. Too high a line strength, or too low a value of v sin i, produces a Doppler images of AB Dor 821 flux excess in the line core and a deficit in the wings in the residual (in the sense observed minus computed) profiles. This produces an excess of high-latitude spots in the reconstructed image. Conversely, too low a line strength or too high a v sin i gives excess residual flux in the wings and a deficit in the core of the line. This produces an excess of spots at low latitudes, in the form of a dark equatorial band. If the errors are severe, no image can be found that gives a satisfactory fit to the data. Small mismatches, however, can give satisfactory fits at the expense of introducing extra spots to compensate for the errors. Accordingly, we fine-tuned the parameter values used in the reconstructions by performing trial reconstructions at several values of these parameters, and searching for a well-defined minimum in the spot area with respect to both parameters simultaneously.
Because the effects of errors in these two parameters are so similar, the positions of the minima are correlated. In Fig. 6 we illustrate this effect with plots of the spot area as a function of v sin i, for several different values of the EW of the 643.9-nm line. It can be seen that the global minimum for the 643.9-nm line occurs at a line EW of 0.0320 nm, and v sini =91 km s" 1 on all three nights.
For the 666.3-nm line, the global minimum occurred at a line EW and vsini of 0.0160 nm and 89 km s -1 on the first two nights and at 0.0150 nm and 87 km s -1 on the third night. The minimum for the 671.8-nm line was found to occur at a line EW of 185 nm on the first two nights, and 190 nm on the third night. The best-fitting value of vsini was 91 km s -1 on all three nights. Since we do not expect the line EW or t;sini to change from night to night, we adopted the value of usini that fitted the greatest number of lines on the greatest number of nights. Accordingly, we used vsini = 91 km s -1 for all reconstructions in all three lines. The EWs that give the best fits at this value of v sini are 0.0320, 0.0165 and 0.0185 nm for the 643.9-, 666.3-and 671.8-nm lines respectively. With these values fixed, the total spot areas in the reconstructed images for individual nights are never more than 10 per cent greater than the global minimum values found from the unconstrained fits.
Axial inclination
The axial inclination of the star can be determined from its rotation period, projected equatorial rotation speed, angular diameter and distance. Innis, Thompson & Coates (1986) estimated the distance to AB Dor as 20 ± 5 and 27 pc from a main-sequence fit to the dM3e companion Rst 137b and the U, F, W velocity components of the system respectively, on the assumption that the system belongs to the Local Association. Despite this small distance, no parallax measurement is available in the literature. The angular diameter was estimated by Collier Cameron et al. (1988) as 0.52 milliarcsec using the colour-surface brightness relation of Barnes, Evans & Moffett (1978) . The projected equatorial rotation speed and rotation period yield R*sini = (6.44 ± 0.07)xlO 8 m, which is typical of a main-sequence K0 dwarf and yields a minimum distance of 16.5 pc for i = 90°. If, as seems likely, the star lies slightly above the main sequence, its radius could be as great as 1.1 R 0 , or 7.6xlO 8 cm. In this case the inclination could be as low as i = 57°, giving a maximum distance of 20 pc. Given that this upper limit gives the best consistency with membership of Figure 4 . An image of the starspot distribution on AB Dor on the night of 1992 January 18, in the Ca i 643.9-nm line. The specific intensities were computed using a full LTE spectral synthesis. Note the similarity between this image and the reconstruction in the same line shown in Fig. 9(a) .
the Local Association, we adopt an inclination of 60° and a corresponding distance of 19 pc.
OTHER SYSTEMATIC ERRORS
In addition to artefacts produced by errors in the stellar parameters, it is important to investigate the effects of deficiencies in the data themselves and of the assumptions built into the spectral synthesis procedure. Problems involving the data include the effects of incomplete phase coverage and imperfect removal of telluric absorption features. The kernel used to generate the specific intensities in the photosphere and spots can also lead to systematic errors if photospheric blends and other aspects of the spectral synthesis are not treated realistically.
Incomplete phase coverage
The phase coverage on each night of observation was incomplete. This leads to a loss of information at the unobserved range of longitudes, which is thus portrayed as a blank patch at the default (photospheric) level extending from the midlatitudes in the visible hemisphere, across the equator and down towards the invisible pole. Because of the difference between two 12.35-h rotation cycles of the star and the 24-h day-night cycle at a single observing site, the blank patch advances by 20° per night (or 10° per rotation) relative to the usable hours of darkness at the AAT.
We explored the effects of incomplete phase coverage on the reconstructed images by generating artificial data-sets from a simulated stellar image, using the same temporal sampling pattern as was obtained at the telescope on each of the three nights. The test image was the 'golfball star' shown in Fig. 7(a) . The artificial data were calculated in the 643.9-nm line, and random Gaussian noise was added to each spectrum with an rms amplitude corresponding to the mean S:N ratio obtained during the night. The images reconstructed from the artificial data are shown in Figs 7(b), (c) and (d) . The regions where the phase coverage is inadequate are recognizable from the smearing or absence of features that were present in the input image. The effects of incomplete phase coverage are expected to be the same in all three lines, given that they were all derived from the same echelle spectra.
Telluric line removal
While our method for removing the telluric lines from the profile of the 643.9-nm line appears to have been extremely effective, some uncertainty must inevitably remain concerning the regions of the star that were most seriously affected by the features near the line core. To delineate these parts of the stellar surface, we repeated the 'golfball star' exercise, adding in the computed telluric absorption spectra that had been subtracted from the actual spectra. The reconstructed images in Figs 8(a), (b) and (c) illustrate clearly the polar artefacts that emerge in the worst-case scenario where no correction is made at all for telluric features in the line core. In fact, these reconstructions did not converge fully to the target value of X 2 , because the telluric features are significantly narrower than the profile of the mapping line.
Stellar photospheric blends
Another common source of problems is the effect of neighbouring photospheric absorption lines becoming blended with the mapping line. This problem is particularly severe in rapid rotators such as AB Dor. In such a star, there are few if any lines that are surrounded on either side by enough clean continuum that they can be modelled in isolation. Our solution to this problem involves a judicious combination of spectral synthesis and template spectra of other stars of similar spectral type to AB Dor. As can be seen from Fig. 3 , our spectral synthesis efforts succeed in reproducing most of the features in the three regions of interest. Some, however, are absent or imperfectly reproduced, either because of deficiencies in the relevant atomic data or because the line identifications themselves are uncertain. The best-isolated of our mapping lines is Ca I 643.9 nm, and the worst is Ca i 671.8 nm, which has two strong overlapping blends to blueward. The effect of these blends is apparent from the asymmetry in the profiles of this line in AB Dor. We attempted to recover images of the 'golfball star' from artificial spectra that included the blends, but using a look-up table computed for the 671.9-nm line in isolation for the reconstruction. The discrepancies in the profile shapes were so bad that we could not obtain convergence. The 643.9-and 666.3-nm lines are not so badly affected, although the 666.3-nm line itself is a very close blend of two Fe i lines of unequal strength.
THE RECONSTRUCTED IMAGES
General structure
The profiles of each of the three mapping lines Ca i 643.9 nm, Fe I 666.3 nm and Ca i 671.8 nm are plotted in Fig. 9 for each of the three nights of 1992 January 18, 19 and 20. The maps of the spot distribution derived from them are also shown, in grey-scale form, in Fig. 9 . All nine images show an apparent concentration of spot activity at high latitudes, with a few rather weaker features in the equatorial regions. There is a great deal more fine structure in the maps than has been The reason for this is that AB Dor has the greatest i;sinï of any star for which Doppler imaging has yet been attempted. If we take the 15 km s -1 FWHM of the mapping line as the velocity resolution element, this gives 12 resolution elements across the stellar equator and hence 38 resolution elements around the circumference of the star at the equator. This can be a blessing and a curse: while it allows us to image subtler features on the stellar surface than are detectable on more slowly rotating stars, it also means that any over-fitting of noise features in the data can produce fine structure in the images.
The apparent weakness and vertical elongation of the equatorial features are due in part to the poor latitude discrimination of the Doppler imaging technique at low latitudes on stars with reasonably high axial inclinations. The reason for this is that the length of time for which a feature remains visible is a useful discriminant between northern and southern features in stars with lower inclinations, but is not a strong function of latitude in the equatorial region at higher inclinations. The remaining latitude discriminator is the apparent radial acceleration of the bump as it crosses the observer's meridian. Unfortunately the radial acceleration suffers from north-south ambiguity and varies only as the cosine of the latitude, changing by only 6 per cent between the equator and latitude 20°. The maximum entropy criterion expresses this uncertainty by smearing these features vertically over the range of possible latitudes. For this reason, the vertically extended structures seen at low latitudes should be interpreted not as real structures, but as artefacts centred on more compact features with the same total spot area located at the same longitude somewhere in the equatorial region.
Latitude banding
In the filling-factor model of the spot distribution, the fraction of the stellar surface occupied by spots is a well-defined quantity. The total area covered by spots in each latitude band is recovered simply by summing the product of filling factor and pixel area for all pixels in each band. For ease of manipulation we repeated the reconstructions using a rectangular grid of 64 longitudes by 32 latitudes.
Initially, we examined the latitude distribution of spots in the images by collapsing the images in longitude to yield the total spot area in each latitude band. The results are plotted in Fig. 10 for all three mapping lines on all three nights. While the total area of spots in the images varies somewhat with line strength, S:N ratio and phase coverage, all nine images show clearly that the distribution of spot area in latitude is bimodal. There is a strong concentration of spots in a polar crown extending from 55° to 80°, and a broad low-latitude belt apparently peaking somewhere in the range 15° to 25°. As was discussed above, the width of the equatorial belt may be due in part to north-south smearing of the image at low latitudes. In stars with intermediate inclinations, there is also a tendency for purely equatorial features to be pulled towards the subobserver latitude in the reconstructions. The relative paucity of spots between latitudes 40° and 50° is better established, however, and serves to strengthen the evidence for distinct belts of activity at high and low latitudes.
Differential rotation
Both the equatorial and polar bands contain a good deal of azimuthal structure, although there are some differences between images taken in different lines on the same night. In order to minimize the effects of spurious features, we combined the images taken on the three nights as a weighted sum. The weight w of each image was assigned according to the line EW and the S:N ratio: / EW \ /S:N\-| 2 \0.032 nm) VSSoJ. '
(1)
We chose this form because the ratio of the amplitude of a spot bump to the noise amplitude scales approximately as the product of the line EW and the S:N ratio in the continuum. As Fig. 2 shows, the mean S:N ratios of the spectra were 550 for Ca i 643.9 nm and Fe i 666.3 nm, and 420 for Ca i 671.8 nm. Thus the three lines were accorded weights of 1.000, 0.266 and 0.195 respectively. Figure 8 . The effects of incomplete telluric line removal on the reconstructed images in the Ca i 643.9-nm line. The 'golfball star' was used to generate artificial data sets in the 643.9-nm line, and the scaled telluric absorption lines were added. These images were reconstructed from the resulting data sets. Note the banding of the image at high latitudes. In the resulting maps, we co-added the spot areas between latitudes 50° and 85° to obtain the azimuthal variation in spot area in the polar crown. We did the same for latitudes 35° to -5° to capture the azimuthal structure in the equatorial zone. We then averaged the azimuthal variations from 1992 January 19 and 20, and plotted them together with those derived from the 1992 January 18 map. The results are shown in Fig. 11 .
While it is clear that there are some differences in phase coverage on the different nights of the run, it is none the less clear that the gross azimuthal structure at both latitudes does not change much over the three nights. In particular, there do not appear to be any significant longitude shifts in the spot pattern at either latitude, in the well-observed range of longitudes from 180° to 360°. This would show up as a displacement of the pattern in longitude, and as a general smearing of the structure in the averaged maps from January 19 and 20. Neither effect is seen in Fig. 11 . The polar crown shows spot concentrations near longitudes 160°, 200°, 270° and 310° in both plots, with broad gaps near 120° and 230°. The equatorial band shows finer structure than the polar crown, owing to the smaller range of longitudes covered by a single velocity resolution element in the data. While some of this structure may be caused by over-fitting of noise features in the data, there is a good correspondence which is most clearly seen in the pattern of gaps between spotted regions at longitudes 150°, 190°, 220° and 285°.
If AB Dor exhibited significant differential rotation on time-scales comparable with its rotation period, any correspondences between maps made on successive nights would be destroyed quickly unless all the spots were concentrated at a single latitude. We conclude that there is no strong evidence for any departure from solid-body rotation over the interval of four stellar rotations that we observed. At most, the equatorial zone may have gained or lost one pixel per two rotations relative to the polar crown. This indicates a lower limit of 120 rotations (62 d) for the time required for the equatorial region to 'lap' the higher latitudes. For the Sun, the corresponding 'lap time' is of order 120 d, or five rotations. This does not constitute a definite detection of surface differential rotation on AB Dor. It does, however, suggest that, on a time-scale of one rotation, AB Dor is a far better approximation to a solid-body rotator than the Sun. The low value we have inferred for the differential rotation is consistent with the conclusions of Innis et al. (1988) . They found that the rotation periods of all the major spot groups that dominated the lightcurve over the period from 1978 to 1987 were very similar, in that no group showed any systematic phase drift relative to the mean ephemeris over this period. None the less, it has been shown in the past that the lightcurve of AB Dor can change significantly over a period of order 10 d (Rucinski 1983; Lloyd Evans 1987) . Future Doppler imaging studies should concentrate on this time-scale in order to determine whether these short-term changes are due to differential rotation or to formation and dissolution of the spots themselves. A. Collier Cameron and Y.C. Unruh Our tentative conclusions regarding differential rotation depend crucially on the reality of the high-latitude spot concentration or 'polar crown' in our maps, because we used its azimuthal structure as a tracer of the rotation at high latitudes. We have taken care to eliminate the common types of systematic error that plague Doppler imaging, and a few new ones as well. The broadly axisymmetric nature of the polar crown is none the less reminiscent of the types of artefact that are seen when some aspect of the line formation problem has been treated incorrectly.
One possibility is that the axisymmetric part of the polar crown could be an artefact of differential rotation. In a solid-body rotator, the iso-velocity contours are straight lines parallel to the rotation axis. Differential rotation distorts the iso-velocity contours, and so redistributes the line absorption into different parts of the rotation profile. In a star with a surface rotation pattern similar to that of the Sun, the equatorial acceleration causes the iso-velocity contours to splay out with increasing distance from the equator. If the equatorial value of v sin i is held constant, this has the effect of making the wings of the rotation profile shallower, but the core deeper. Conversely, an equatorial deceleration causes a bunching-together of the iso-velocity contours with increasing latitude, making the core shallower and the wings steeper.
In AB Dor, however, the profile wings are fitted satisfactorily by a solid-body model. In order to mimic the effect of a polar crown, the differential rotation pattern would have to produce (i) an absorption excess extending 15 km s -1 to either side of line centre;
(ii) an absorption deficit extending from 15 to 50 km s _1 from line centre ; and (iii) a solid-body rotation profile at velocities greater than 50 km s" 1 from line centre.
This would correspond to a solid-body surface rotation pattern extending from the equator to latitude 55°, and a strong deceleration towards the pole at higher latitudes.
Such an effect would not, however, explain the repeatable azimuthal structure seen in the crown on successive nights. We note that Fig. 11 does show a marginal correspondence between the longitudes of gaps in the azimuthal distributions of spots at high and low latitudes. We therefore considered the possibility that some systematic error might be causing 'echoes' of equatorial features to appear at higher latitudes. The 'golfball star' simulations in Figs 7(a) to (d) are instructive in this respect. They show that, while some vertical smearing is to be expected in the equatorial region, there are no spurious correlations between features at equatorial and polar latitudes. This is borne out by direct inspection of the reconstructed images in Fig. 9 , which show a number of high-latitude features at longitudes where no equatorial counterpart is present and vice versa.
We also note that the bump seen in the profiles near phase 0.5 appears to be produced primarily by a polar feature near longitude 180°. The amplitude of this bump is significantly enhanced in the 666.3-and 671.8-nm lines relative to the 643.9-nm line. This is expected if the distortions are caused by spots, because (as Fig. 3 shows) the profiles of these two lines are weaker in the spots than in the photosphere. We verified this by using the image recovered from the Ca i 643.9-nm data on 1992 January 18 to generate synthetic profiles in the other two lines. The synthetic profiles fitted the observed data with reduced x 2 values of 1.29 for Fe i 666.3 nm and 1.33 for Ca i 671.8 nm. The greater relative bump amplitude was reproduced accurately. A distortion of the polar velocity field could not produce such consistent results. The structure in the polar crown cannot therefore be explained away as being simply an artefact of the reconstruction process or of anomalous velocity fields on the stellar surface. Its signature in the data shows all the temperature sensitivity of genuine starspot activity.
There is other, less direct evidence that supports the case for circumpolar spot activity on AB Dor. Although no pho- tometry was obtained simultaneously with these observations, partial lightcurves obtained by Anders (personal communication) in 1991 December show a maximum at phase 0.45 (V = 6.82). There is also a broad minimum (V = 6.93) extending from phase 0.7 to 1.0, which was observed on 1992 January 12, six days prior to the spectroscopic observations. This suggests that the most heavily spotted part of the stellar surface lay in the phase range with the poorest spectroscopic phase coverage, whereas the least spotted hemisphere was centred near longitude 200°. This is in agreement with the maps obtained on January 18 and 19, which show several wide gaps in the equatorial spot coverage between longitudes 150° and 270°. These should all have been visible around the phase of photometric maximum in 1991 December, provided that the spot distribution did not change too drastically in the intervening month.
Even at this maximum, however, the F-band magnitude was depressed by some 0.06 mag relative to the V = 6.75 maxima observed in 1979 and 1980. The total area of the equatorial spots in the reconstructed images is not sufficient to explain this depression of the maximum. The polar crown, however, remains in view at all times, and covers a large enough area to give a lightcurve depression of a few per cent at all phases.
CONCLUSIONS
The main question that must be faced when dealing with any result from a Doppler imaging study is the reality of the 'surface features' in the reconstructed maps. In this study we have had the good fortune to be able to obtain maps in different lines over several stellar rotations. This has given us for the first time the opportunity to compare reconstructions based on independent data sets (a) in different lines on the same night, and (b) on different nights in the same line. Intercomparison of the independent maps shows that surface features are detectable down to the limit of surface resolution imposed by the width of the mapping lines, but are comparable in strength with spurious noise features of similar extent in any individual map.
AB Dor appears to have had two active belts at the epoch of observation. There appears to be a broad low-latitude belt peaking somewhere in the range 15° to 25°. The apparent width of the equatorial belt is due in part to north-south smearing of the image at low latitudes. There is a relative paucity of spots between latitudes 40° and 50°, then a strong concentration of spots in a polar crown extending from 55° to 80°. It is possible that the polar crown could be an artefact caused by a departure from solid-body rotation, in the form of a strong polar deceleration at high latitudes. This interpretation cannot, however, explain the presence of repeatable azimuthal structure in the crown, nor can it reproduce the observed difference in the bump amplitudes in lines with different temperature sensitivities. Contemporaneous photometry does, however, indicate a 0.06-mag depression of the lightcurve maximum at this epoch, which is broadly consistent with the area coverage and circumpolar visibility of the polar crown.
If the polar crown and the azimuthal variation in spot area within it are real, they suggest strongly that AB Dor rotates effectively as a solid body, at least over the time-scale of its 12.35-h rotation period. We have established an upper limit on the difference in the rate of longitude drift of equatorial and high-latitude surface features relative to the mean rotation period of 0.51479 d. This difference in rotation rate between the polar and equatorial regions gives a lower limit of 60 d on the beat period or 'lap time' over which the equatorial regions pull one full rotation ahead of the polar regions (or vice versa).
Further observations are needed, with fuller (multi-site) phase coverage and a longer time baseline of order a week, in order to achieve a more rigorous limit on the nature and extent of differential rotation on this highly active young object.
