Abstract-Frequent weighted itemsets represent correlations frequently holding in data in which items may weight differently. However, in some contexts, e.g., when the need is to minimize a certain cost function, discovering rare data correlations is more interesting than mining frequent ones. This paper tackles the issue of discovering rare and weighted itemsets, i.e., the infrequent weighted itemset (IWI) mining problem. Two novel quality measures are proposed to drive the IWI mining process. Furthermore, two algorithms that perform IWI and Minimal IWI mining efficiently, driven by the proposed measures, are presented. Experimental results show efficiency and effectiveness of the proposed approach.
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INTRODUCTION
I
TEMSET mining is an exploratory data mining technique widely used for discovering valuable correlations among data. The first attempt to perform itemset mining [1] was focused on discovering frequent itemsets, i.e., patterns whose observed frequency of occurrence in the source data (the support) is above a given threshold. Frequent itemsets find application in a number of real-life contexts (e.g., market basket analysis [1] , medical image processing [2] , biological data analysis [3] ). However, many traditional approaches ignore the influence/interest of each item/transaction within the analyzed data. To allow treating items/transactions differently based on their relevance in the frequent itemset mining process, the notion of weighted itemset has also been introduced [4] , [5] , [6] . A weight is associated with each data item and characterizes its local significance within each transaction.
Consider, as an example, the data set reported in Table 1 . It includes six transactions (identified by the respective tids), each one composed of four distinct items weighted by the corresponding degree of interest (e.g., item a has weight 0 in tid 1, and 100 in tid 4). In the contexts of data center resource management and application profiling, transactions may represent CPU usage readings collected at a fixed sampling rate. For instance, tid 1 means that, at a fixed point of time (1) , CPU b works at a high usage rate (weight 100), CPUs c and d have an intermediate usage rate (weights 57 and 71, respectively), while CPU a is temporarily idle (weight 0). The itemsets mined from the example data set can be exploited by a domain expert to profile system usage in order to perform resource allocation and system resizing.
The significance of a weighted transaction, i.e., a set of weighted items, is commonly evaluated in terms of the corresponding item weights. Furthermore, the main itemset quality measures (e.g., the support) have also been tailored to weighted data and used for driving the frequent weighted itemset mining process. For instance, when evaluating the support of {a,b} in the example data set reported in Table 1 , the occurrence of b in tid 1, which represents a highly utilized CPU, should be treated differently from the one of a, which represents an idle CPU at the same instant. In [4] , [5] , [6] different approaches to incorporating item weights in the itemset support computation have been proposed. Note that they are all tailored to frequent itemset mining, while this work focuses on infrequent itemsets.
In recent years, the attention of the research community has also been focused on the infrequent itemset mining problem, i.e., discovering itemsets whose frequency of occurrence in the analyzed data is less than or equal to a maximum threshold. For instance, in [7] , [8] algorithms for discovering minimal infrequent itemsets, i.e., infrequent itemsets that do not contain any infrequent subset, have been proposed. Infrequent itemset discovery is applicable to data coming from different real-life application contexts such as (i) statistical disclosure risk assessment from census data and (ii) fraud detection [7] , [8] , [9] . However, traditional infrequent itemset mining algorithms still suffer from their inability to take local item interestingness into account during the mining phase. In fact, on the one hand, itemset quality measures used in [4] , [5] , [6] to drive the frequent weighted itemset mining process are not directly applicable to accomplish the infrequent weighted itemset (IWI) mining task effectively, while, on the other hand, state-of-the-art infrequent itemset miners are, to the best of our knowledge, unable to cope with weighted data. This paper addresses the discovery of infrequent and weighted itemsets, i.e., the infrequent weighted itemsets, from transactional weighted data sets. To address this issue, the IWI-support measure is defined as a weighted frequency of occurrence of an itemset in the analyzed data. Occurrence weights are derived from the weights associated with items in each transaction by applying a given cost function. In particular, we focus our attention on two different IWI-support measures: (i) The IWI-support-min measure, which relies on a minimum cost function, i.e., the occurrence of an itemset in a given transaction is weighted by the weight of its least interesting item, (ii) The IWI-support-max measure, which relies on a maximum cost function, i.e., the occurrence of an itemset in a given transaction is weighted by the weight of the most interesting item. Note that, when dealing with optimization problems, minimum and maximum are the most commonly used cost functions. Hence, they are deemed suitable for driving the selection of a worthwhile subset of infrequent weighted data correlations. Specifically, the following problems have been addressed:
A. IWI and Minimal IWI mining driven by a maximum IWI-support-min threshold, and B. IWI and Minimal IWI mining driven by a maximum IWI-support-max threshold. Task (A) entails discovering IWIs and minimal IWIs (MIWIs) which include the item(s) with the least local interest within each transaction. Table 2 reports the IWIs mined  from Table 1 by enforcing a maximum IWI-support-min threshold equal to 180 and their corresponding IWI-supportmin values. For instance, {a,b} covers the transactions with tids 1, 2, 3, and 4 with a minimal weight 0 (associated with a in tids 1 and 2 and b in tids 3 and 4), while it covers the transactions with tids 5 and 6 with minimal weights 71 and 57, respectively. Hence, its IWI-support-min value is 128. In the context of system usage profiling, IWIs in Table 2 represent sets of CPUs which contain at least one underutilized or idle CPU at each sampled instant. As shown in Section 5, real-life system malfunctioning or underutilization may arise when the workload is not allocated properly over the available CPUs. For instance, considering CPUs a and b, recognizing a suboptimal usage rate of at least one of them may trigger targeted actions, such as system resizing or resource sharing policy optimization. As an extreme case, {a,b,c} has IWIsupport-min equal to 0 because at every sampled point of time at least one between a, b, or c (not necessarily the same at each instant) is idle, possibly due to system oversizing.
Considering minimal IWIs allows the expert to focus her/his attention on the smallest CPU sets that contain at least one underutilized/idle CPU and, thus, reduces the bias due to the possible inclusion of highly weighted items in the extracted patterns. In Table 2 IWIs are partitioned between minimal and not, as indicated next to each itemset IWI-support-min value (minimal/not minimal).
Task (B) entails discovering IWIs and MIWIs which include item(s) having maximal local interest within each transaction by exploiting the IWI-support-max measure. Table 3 reports the IWIs mined from Table 1 by enforcing a maximum IWI-support-max threshold equal to 390. They may represent sets of CPUs which contain only under-utilized/idle CPUs at each sampled time instant. Note that, in this context, discovering large CPU combinations may be deemed particularly useful by domain experts, because they represent large resource sets which could be reallocated.
To accomplish tasks (A) and (B), we present two novel algorithms, namely Infrequent Weighted Itemset Miner (IWI Miner) and Minimal Infrequent Weighted Itemset Miner (MIWI Miner), which perform IWI and MIWI mining driven by IWI-support thresholds. IWI Miner and MIWI Miner are FP-Growth-like mining algorithms [10] , whose main features may be summarized as follows: (i) Early FP-tree node pruning driven by the maximum IWI-support constraint, i.e., early discarding of part of the search space thanks to a novel item pruning strategy, and (ii) cost function-independence, i.e., they work in the same way regardless of which constraint (either IWI-support-min or IWI-support-max) is applied, (iii) early stopping of the recursive FP-tree search in MIWI Miner to avoid extracting non-minimal IWIs. As shown in Section 4, Property (ii) makes tasks (A) and (B) equivalent, from an algorithmic point of view, as long as a preliminary data transformation step, which adapts data weights according to the selected aggregation function, is applied before accomplishing the mining task.
Experiments, performed on both synthetic and real-life data sets, show efficiency and effectiveness of the proposed approach. In particular, they show the characteristics and usefulness of the itemsets discovered from data coming from benchmarking and real-life multi-core systems, as well as the algorithm scalability.
This paper is organized as follows. Section 2 discusses and compares related work with the proposed approach. Section 3 introduces preliminary definitions and notations as well as formally states the IWI and MIWI mining tasks addressed by this paper. Section 4 describes the proposed algorithms, while Section 5 evaluates efficiency and effectiveness of the proposed approach. Finally, Section 6 draws conclusions and presents future work. Table 1 Maximum IWI-support-max threshold $ ¼ 390.
PREVIOUS WORK
Frequent itemset mining is a widely used data mining technique that has been introduced in [1] . In the traditional itemset mining problem items belonging to transactional data are treated equally. To allow differentiating items based on their interest or intensity within each transaction, in [4] the authors focus on discovering more informative association rules, i.e., the weighted association rules (WAR), which include weights denoting item significance. However, weights are introduced only during the rule generation step after performing the traditional frequent itemset mining process. The first attempt to pushing item weights into the itemset mining process has been done in [5] . It proposes to exploit the anti-monotonicity of the proposed weighted support constraint to drive the Apriori-based itemset mining phase. However, in [4] , [5] weights have to be preassigned, while, in many real-life cases, this might not be the case. To address this issue, in [6] the analyzed transactional data set is represented as a bipartite hubauthority graph and evaluated by means of a well-known indexing strategy, i.e., HITS [11] , in order to automate item weight assignment. Weighted item support and confidence quality indexes are defined accordingly and used for driving the itemset and rule mining phases. This paper differs from the above-mentioned approaches because it focuses on mining infrequent itemsets from weighted data instead of frequent ones. Hence, different pruning techniques are exploited.
A related research issue is probabilistic frequent itemset mining [12] , [13] . It entails mining frequent itemsets from uncertain data, in which item occurrences in each transaction are uncertain. To address this issue, probabilistic models have been constructed and integrated in Apriori-based [12] or projection-based [14] algorithms. Although probabilities of item occurrence may be remapped to weights, the semantics behind probabilistic and weighted itemset mining is radically different. In fact, the probability of occurrence of an item within a transaction may be totally uncorrelated with its relative importance. For instance, an item that is very likely to occur in a given transaction may be deemed the least relevant one by a domain expert. Furthermore, this paper differs from the above-mentioned approaches as it specifically addresses the infrequent itemset mining task.
A parallel effort has been devoted to discovering rare correlations among data, i.e., the infrequent itemset mining problem [7] , [8] , [9] , [15] , [16] , [17] . For instance, in [7] , [8] a recursive algorithm for discovering minimal unique itemsets from structured data sets, i.e., the shortest itemsets with absolute support value equal to 1, is proposed. They extend a preliminary algorithm version, previously proposed in [18] , by specifically tackling algorithm scalability issues. The authors in [9] first addressed the issue of discovering minimal infrequent itemsets, i.e., the itemsets that satisfy a maximum support threshold and do not contain any infrequent subset, from transactional data sets. More recently, in [17] an FP-Growth-like algorithm for mining minimal infrequent itemsets has also been proposed. To reduce the computational time the authors introduce the concept of residual tree, i.e., an FP-tree associated with a generic item i that represents data set transactions obtained by removing i. Similarly to [17] , in this paper we propose an FP-tree-based approach to mining infrequent itemsets. However, unlike all of the above-mentioned approaches, we face the issue of treating items differently, based on their relative importance in each transaction, in the discovery of infrequent itemsets from weighted data. Furthermore, unlike [17] , we adopt a different item pruning strategy tailored to the traditional FP-tree structure to perform IWI mining efficiently. An attempt to exploit infrequent itemsets in mining positive and negative association rules has also been made in [15] , [16] . Since infrequent itemset mining is considered an intermediate step, their focus is radically different from that of this paper.
PROBLEM STATEMENT
This paper addresses the problem of mining infrequent itemsets from transactional data sets. Let I ¼ fi 1 ; i 2 ; . . . ; i m g be a set of data items. A transactional data set T ¼ ft 1 ; t 2 ; . . . ; t n } is a set of transactions, where each transaction t q (q 2 ½1; n) is a set of items in I and is characterized by a transaction ID (tid).
An itemset I is a set of data items [1] . More specifically, we denote as k-itemset a set of k items in I . The support (or occurrence frequency) of an itemset is the number of transactions containing I in T . An itemset I is infrequent if its support is less than or equal to a predefined maximum support threshold $. Otherwise, it is said to be frequent [1] . An infrequent itemset is said to be minimal if none of its subsets is infrequent [7] . Given a transactional data set T and a maximum support threshold $, the infrequent (minimal) itemset mining problem entails discovering all infrequent (minimal) itemsets from T [9] .
Unfortunately, using the traditional support measure for driving the itemset mining process entails treating items and transactions equally, even if they do not have the same relevance in the analyzed data set. To treat items differently within each transaction we introduce the concept of weighted item as a pair hi k ; w q k i, where i k 2 I is an item contained in t q 2 T , while w q k is the weight associated with i k that characterizes its local interest/intensity in t q [4] . Concepts of weighted transaction and weighted transactional data set are defined accordingly as sets of weighted items and weighted transactions, respectively. Note that, in general, weights could be either positive, null, or negative numbers. Itemsets mined from weighted transactional data sets are called weighted itemsets. Their expression is similar to the one used for traditional itemsets, i.e., a weighted itemset is a subset of the data items occurring in a weighted transactional data set. The problem of mining itemsets by considering weights associated with each item is known as the weighted itemset mining problem [4] . For the sake of simplicity, by convenient abuse of notation weighted itemsets will be denoted by itemsets whenever it is clear from the context. For the same reason, a generic weighted data set and transaction are denoted by T and t q , respectively, throughout the paper.
Consider again the example data set reported in Table 1 . It is a weighted transactional data set T composed of 6 transactions, each one including four weighted items. Since, for instance, the weight of item a in tid 1 (0) is significantly lower than the ones of b (100) and d (71) then a, b, and d should be treated differently during the mining process.
This paper focuses on considering item weights in the discovery of infrequent itemsets. To this aim, the problem of evaluating itemset significance in a given weighted transactional data set is addressed by means of a two-step process. Firstly, the weight of an itemset I associated with a weighted transaction t q 2 T is defined as an aggregation of its item weights in t q . Secondly, the significance of I with respect to the whole data set T is estimated by combining the itemset significance weights associated with each transaction.
In traditional itemset mining, an itemset I is said to cover a given transaction t q if I t q . For our purposes, we define two different weighting functions, i.e., the minimum and the maximum functions, which associate the minimum and the maximum weight relative to items in I with each covered transaction t q . As discussed in the following, minimum and maximum are weighting functions which are deemed suitable for performing different targeted analysis. Notice that weighting functions are defined only when a transaction is covered by the given itemset. Selecting the minimum item weight within each transaction allows the expert to focus her/his attention on the rare itemsets that contain at least one lowly weighted item (e.g., an underutilized/idle CPU). On the other hand, using the maximum weighting function allows considering rare itemsets that contain only lowly weighted items.
Similarly to the traditional absolute support measure, 1 the IWI-support of an itemset is defined as its weighted observed frequency of occurrence in the source data, where for each transaction itemset occurrences are weighted by the output of the chosen weighting function.
Definition 3 (IWI-support). Let I be an itemset, T a weighted transactional data set, ISðt q Þ the set of items in t q 2 T , and W f a minimum or maximum weighting function. The IWIsupport of I in T is defined as follows.
Consider again the data set in Table 1 . The IWI-supportmin of {a,b} is 128, because its weights referring to the transactions with tids 1-6 are 0, 0, 0, 0, 71, and 57. Instead, the IWI-support-max of {a,b} is 443, because the assigned weights are 100, 43, 43, 100, 86, and 71.
The IWI-support measures are characterized by the following notable properties.
Property 1 (Equivalence between the IWI-support measure and the traditional support measure). Let T be a weighted transactional data set that exclusively contains items with weight 1, and T u its corresponding unweighted version. Let W f be an arbitrary aggregation function. The IWI-support value of an itemset I in T corresponds to its traditional support value in T u , i.e., IWI-support(I, T Þ ¼ support(I, T u ).
Proof. Since any item in T has a weight equal to 1 then W f ðI; t q Þ ¼ 1 for any t q 2 T covered by I, where W f ðI; t q Þ may be either W min ðI; t q Þ or W max ðI; t q Þ. Thus, by Definition 3, the IWI-support is equal to the number of the transactions covered by I. Hence, it follows that IWI-
The maximum IWI-support-min constraint is also characterized by the monotonicity property.
Property 2 (Monotonicity property of the maximum IWIsupport-min constraint). Let T be a weighted transactional data set and " a precedence relation holding between pairs of weighted itemsets X and Y, such that X " Y holds if and only if X Y . Let $ be a maximum IWI-support threshold.
The maximum IWI-support constraint IWI-support-min (X, T Þ $ is monotone with respect to ".
Proof. Let X and Y be two arbitrary weighted itemsets such that X " Y . Since X Y the transactions covered by X in T are a subset of those covered by Y . Moreover, given an arbitrary weighted transaction t q covered by both X and Y , it trivially follows from Definition 2 that W min ðX; t q Þ ! W min ðY ; t q Þ. Hence, the following inequality holds. IWI-support-minðX; T Þ ¼ P tq2T j XISðtqÞ W min ðX; t q Þ ! P tq2T j Y ISðtqÞ W min ðY ; t q Þ ¼ IWI-support-minðY ; T Þ, where ISðt q Þ is the set of items in t q .
It follows that the maximum IWI-support constraint is monotone with respect to the precedence relation ". t u
Problem statement. Given a weighted transactional data set T , an IWI-support measure based on a weighting function W f (let it be either the minimum or the maximum weighting function), and a maximum IWI-support threshold $, this paper addresses the following tasks:
A. discovering all IWIs that satisfy $ in T , B. discovering all MIWIs that satisfy $ in T . While task (A) entails discovering all IWIs (minimal and not), task (B) selects only minimal IWIs, which represent the smallest infrequent item combinations satisfying the constraints.
If W f is the minimum weighting function then the IWIsupport-min measure is considered and tasks (A) and (B) select all IWIs/MIWIs that include at least one lowly 1 . The absolute support of an itemset is defined as the number of occurrences of the itemset in the source data [1] .
weighted item within each transaction. Otherwise, i.e., in case W f is the maximum weighting function, the IWI-support-max measure is considered and, thus, tasks (A) and (B) select all IWIs/MIWIs that include only lowly weighted items within each transaction.
THE ALGORITHMS
This section presents two algorithms, namely Infrequent Weighted Itemset Miner and Minimal Infrequent Weighted Itemset Miner, which address tasks (A) and (B), stated in Section 3, respectively. The proposed algorithms are FPGrowth-like miners whose main characteristics may be summarized as follows: (i) The use of the equivalence property, stated in Property 3, to adapt weighted transactional data to traditional FP-tree-based itemset mining, and (ii) the exploitation of a novel FP-tree pruning strategy to prune part of the search space early. This section is organized as follows. Section 4.1 formally states the weighted transaction equivalence property and describes the FP-tree pruning strategy, while IWI Miner and MIWI Miner algorithms are thoroughly described in Sections 4.2 and 4.3.
Weighted Transaction Equivalence
The weighted transaction equivalence establishes an association between a weighted transaction data set T , composed of transactions with arbitrarily weighted items within each transaction (Cf. Definition 1), and an equivalent data set T E in which each transaction is exclusively composed of equally weighted items. To this aim, each weighted transaction t q 2 T corresponds to an equivalent weighted transaction set T E q T E, which is a subset of T E's transactions fte 1 ; . . . ; te k g. Item weights in t q are spread, based on their relative significance, among their equivalent transactions in T E q . The proposed transformation is particularly suitable for compactly representing the original data set by means of an FP-tree index [10] . As shown in Sections 4.2 and 4.3, the generated FP-tree will be used to tackle the (M)IWI mining problem effectively and efficiently. The equivalent weighted transaction set is defined as follows.
Definition 4 (Equivalent weighted transaction set). Let T be a weighted transactional data set and T E its corresponding equivalent data set. Let t q be a weighted transaction in 
(
The equivalent version T E of a weighted transactional data set T (Cf. Definition 1) is the union of all equivalent transactional sets associated with each weighted transaction. Consider, for instance, the example data set reported in Table 1 . The equivalent versions of the transaction with tid 1 obtained by using the minimum and the maximum weighting functions are reported in the left-hand side of Table 4 , where the original transaction and its equivalent versions are put side by side for convenience.
Readers can notice that each transaction in the equivalent data sets only includes equally weighted items. In both cases, the transaction with tid 1 in Table 1 is mapped to the equivalent transactions with tids 1.a, 1.b, 1.c, and 1.d. When using the minimum weighting function, the equivalence procedure first considers the lowest among the weights occurring in the original transaction as current reference weight w ref (e.g., the weight 0 associated with item a in tid 1) and generates an equivalent transaction of equally weighted items (tid 1.a). Next, an iterative procedure only considers, for the subsequent steps, the set S of items contained in the original transaction and having weight strictly higher than w ref (e.g., items b, c, and d in tid 1). Items in S are combined in a new equivalent transaction (tid 1.b). At this stage, the new value of reference weight w ref for tid 1.b is equal to the minimum weight among the items in S reduced by the previous reference weight value (e.g., the minimum between 100 (100-0), 57 (57-0), and 71 (71-0)). Next, set S is further pruned by excluding items with weight w ref once more. The above procedure is iterated until S is empty. In case the maximum weighting function is adopted, the procedure is analogous, but the highest transaction weight is selected at each step instead of the lowest one. Note that reducing item weights by the local maximum weight may yield negatively weighted equivalent transactions.
The IWI-support of a weighted itemset in a weighted transactional data set corresponds to the one evaluated on the equivalent data set. We denote this property as the equivalence property.
Property 3 (Equivalence property). Let T be a weighted transactional data set and T E its equivalent version. The IWI-support values of an itemset I in T and T E are equal.
Proof. Let t q 2 T be a weighted transaction covered by I and T E q ¼ fte 1 ; . . . ; te k g its equivalent transaction set. Let matched ¼ fhi j ; w q j i 2 t q j i j 2 Ig be the set of matched weighted items and ISðt q Þ and ISðte p Þ the set of items in Complexity analysis. The data set transformation procedure generates, for each transaction, a number of equivalent transactions at most equal to the original transaction length. A lower number of equivalent transactions is generated when two or more items have the same weight in the original transaction. The product of the original data set cardinality and its longest transaction length can be considered a preliminary upper bound estimate of the equivalent data set cardinality. However, in real data sets many transactions are usually shorter than the longest one and many items have equal weight in the same transaction. This reduces the number of generated equivalent transactions significantly. As confirmed by the experimental results achieved on real and synthetic data (see Section 5), the scaling factor becomes actually lower than the average transaction length, which could be considered a more realistic upper bound estimate.
IWI Miner and MIWI Miner exploit the equivalence property to address tasks (A) and (B), stated in Section 3, efficiently and effectively. In the following section a thorough description of the proposed algorithms is given.
The Infrequent Weighted Itemset Miner Algorithm
Given a weighted transactional data set and a maximum IWI-support (IWI-support-min or IWI-support-max) threshold $, the Infrequent Weighted Itemset Miner algorithm extracts all IWIs whose IWI-support satisfies $ (Cf. task (A)). Since the IWI Miner mining steps are the same by enforcing either IWI-support-min or IWI-support-max thresholds, we will not distinguish between the two IWIsupport measure types in the rest of this section. IWI Miner is a FP-growth-like mining algorithm [10] that performs projection-based itemset mining. Hence, it performs the main FP-growth mining steps: (a) FP-tree creation and (b) recursive itemset mining from the FPtree index. Unlike FP-Growth, IWI Miner discovers infrequent weighted itemsets instead of frequent (unweighted) ones. To accomplish this task, the following main modifications with respect to FP-growth have been introduced: (i) A novel pruning strategy for pruning part of the search space early and (ii) a slightly modified FPtree structure, which allows storing the IWI-support value associated with each node.
To cope with weighted data, an equivalent data set version is generated (Cf. Definition 4) and used to populate the FP-tree structure. The FP-tree is a compact representation of the original data set residing in main memory [10] . Unlike the traditional FP-tree creation, items in the FP-tree header table are sorted by their IWI-support value instead of by their traditional support value. Furthermore, the insertion of an equivalent weighted transaction te p , whose items are all characterized by the same weight wt p , requires increasing the weights associated with the covered tree nodes by wt p rather than 1.
To reduce the complexity of the mining process, IWI Miner adopts an FP-tree node pruning strategy to early discard items (nodes) that could never belong to any itemset satisfying the IWI-support threshold $. In particular, since the IWI-support value of an itemset is at least equal to the one associated with the leaf node of each of its covered paths, then the IWI-support value stored in each leaf node is a lower bound IWI-support estimate for all itemsets covering the same paths. Hence, an item (i.e., its associated nodes) is pruned if it appears only in tree paths from the root to a leaf node characterized by IWI-support value greater than $. The pruning property could be formalized as follows.
Property 4 (Pruning property). Let T be a weighted transac-
tional data set and F P T the FP-tree associated with T . Let i be an arbitrary item and N i ¼ fni 1 ; ; ni k g the set of nodes associated with i in F P T . If for each path from ni j 2 N i to a leaf in F P T the leaf node is characterized by an IWI-support value greater than $ then i cannot be contained in any IWI satisfying the IWI-support constraint.
Proof. Suppose that i is an item such that, for each path from ni j 2 N i to a leaf, the leaf node is characterized by an IWI-support greater than $. Hence, for every path pi l from the FP-tree root to a leaf through ni j 2 N i the leaf node is characterized by an IWI-support higher than $. Consider now a generic itemset Ii l composed of items in pi l . Since the IWI-support of the leaf node of pi l is greater than $ then the IWI-support of Ii l is greater than $, i.e., Ii l does not satisfy the maximum IWI-support constraint. Thus, every itemset containing i does not satisfy $. t u
Consider, for example, the FP-tree in Fig. 1a and suppose discovering IWIs by enforcing an IWI-support-min threshold $ equal to 2.5. Item d is included in the paths {d,c} and {h,d,f}, whose leaf nodes have IWI-support equal to 3 and 4, respectively (see Fig. 1a ). Since d is contained only in paths whose leaf nodes have an IWI-support value greater than $, it can be pruned. The same consideration holds for f and h. Instead, b is contained in a path ({a,b,c}) associated with a leaf node having an IWI-support value lower than $. Thus, it should be kept. In fact, {a,b,c} is an IWI characterized by an IWI-support-min equal to 2. The result of the pruning step is reported in Fig. 1b. 
Algorithm Pseudocode
In Algorithm 1 the IWI Miner pseudocode is reported. The first steps (lines 2-9 of Algorithm 1) generate the FP-tree associated with the input weighted data set T . Then, the recursive mining process is invoked on the constructed FP-tree (line 10). The FP-tree is initially populated with the set of equivalent transactions generated from T . For each weighted transaction t q 2 T the equivalent set (line 5) is generated by applying function equivalentTransactionSet, which implements the transactional data set equivalence transformation described in Section 4.1.
Once a compact FP-tree representation of the weighted data set T has been created, the recursive itemset mining process is executed (Algorithm 1, line  10) . A pseudocode of the mining procedure is given in Algorithm 2. Since IWI Miner relies on a projectionbased approach [10] , items belonging to the header table associated with the input FP-tree are iteratively considered (lines [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Initially, each item is combined with the current prefix to generate a new itemset I (line 3). If I is infrequent, then it is stored in the output IWI set F (lines 4-6) . Then, the FP-tree projected with respect to I is generated (lines 7-8) and the IWIMining procedure is recursively applied on the projected tree to mine all infrequent extensions of I (line 12). Unlike traditional FP-Growth-like algorithms [10] , IWI Miner adopts a different pruning strategy (see lines 9-10). According to Property 4, identifyPrunableItems procedure visits the FPtree and identifies items that are only included in paths whose leaves have an IWI-support above $. Since they cannot be part of any IWI, they are pruned (line 10).
The Minimal Infrequent Weighted Itemset Miner Algorithm
Given a weighted transactional data set and a maximum IWI-support (IWI-support-min or IWI-support-max) threshold $, the Minimal Infrequent Weighted Itemset Miner algorithm extracts all the MIWIs that satisfy $. The pseudocode of the MIWI Miner algorithm is similar to the one of IWI Miner, reported in Algorithm 1. Hence, due to space constraints, the pseudocode is not reported. However, in the following, the main differences with respect to IWI Miner are outlined. At line 10 of Algorithm 1, the MIWIMining procedure is invoked instead of IWIMining. The MIWIMining procedure is similar to IWIMining. However, since MIWI Miner focuses on generating only minimal infrequent patterns, the recursive extraction in the MIWIMining procedure is stopped as soon as an infrequent itemset occurs (i.e., immediately after line 5 of Algorithm 2). In fact, whenever an infrequent itemset I is discovered, all its extensions are not minimal.
EXPERIMENTS
We evaluated IWI Miner and MIWI Miner performance by means of a large set of experiments addressing the following issues: (i) Expert-driven validation from real weighted data (Section 5.2), (ii) algorithm performance analysis (Section 5.3), and (iii) algorithm scalability analysis (Section 5.4). All the experiments were performed on a 3.0 GHz Intel Xeon system with 4 GB RAM, running Ubuntu 10.04 LTS. The IWI Miner and MIWI Miner algorithms were implemented in the C++.
Data Set Description
The characteristics of the evaluated data sets are summarized in the following.
Real-life data sets. To validate the usefulness of the proposed algorithms we analyzed 10 collections, each one composed of 31 real-life weighted data sets. Each collection was obtained by measuring the CPU usage of a multicore system when executing a different benchmark, among the ones available at http://www.dacapobench.org/. The benchmarks (e.g., avrova, batik) are exploited to analyze multi-core system performance by running a number of standard programs. Each data set reports the per-core usage rate of a multi-core machine during the execution of a benchmark. In particular, each weighted transaction corresponds to a distinct reading sampled at a fixed point of time, where its weighted items represent the per-core usage rate measures. Data sets have been populated by performing tests on a IBM Power7 machine equipped with four CPUs with 8 cores each and enabling/disabling the available cores. More specifically, for each collection, each of the considered data sets represents the CPU usage collected with a different multi-core setting, i.e., the first data set is relative to a 2-core setting (i.e., 2 out of 32 cores were enabled, while all the others were temporarily idle), the second one to a 3-core setting, etc. Each data set is characterized by a number of items per transaction equal to the number of enabled cores, i.e., the transaction length is equal to the number of enabled cores. The sampling rate is around 1 s for the 2-core setting, while it decreases when a larger number of cores is enabled. Hence, the data set cardinality is usually higher for highly parallelized test settings.
Synthetic data sets. We also exploited a synthetic data set generator to evaluate algorithm performance and scalability. The data generator is based on the IBM data generator [19] . It allows generating transactional synthetic data sets by setting (i) the data set cardinality, (ii) the average transaction length, and (iii) the item correlation factor. To assign weights to data generated by the IBM generator we integrated a synthetic weight generator. The newly proposed data generator version may assign to each data item a weight according to two different distributions, chosen as representative among all the possible data distributions, i.e, the uniform data distribution and the Poisson distribution. When not otherwise specified, in the following experiments item weights are selected in the range [1, 100] . The synthetic weighted data generator is publicly available at http:// dbdmg.polito.it/$paolo/.
Knowledge Discovery from Real Benchmark Data Sets
Analysis and monitoring of multi-core system usage is commonly devoted to (i) detecting system malfunctioning, (ii) optimizing computational load balancing and resource sharing, and (iii) performing system resizing. To address these issues we focus on analyzing and validating, with the help of a domain expert, the usefulness of the patterns extracted by IWI Miner and MIWI Miner from the real-life data sets described in Section 5.1.
Since item weights occurring in the analyzed data sets represent core load rates, IWIs and MIWIs that satisfy a maximum IWI-support value represent combinations of underutilized or idle cores. More specifically, when setting an IWI-support-min threshold, MIWIs represent the smallest core combinations that contain at least one underutilized core. Instead, when setting the IWI-support-max threshold, MIWIs represent the smallest core combinations that contain only underutilized cores.
Consider the avrova benchmark first. In Table 5 the number of MIWIs mined by MIWI Miner by setting different values of the maximum IWI-support-min and IWI-supportmax thresholds (relative to 10 and 30 percent core usage rates, respectively) is reported. Since core usage rates range from 0 to 100, for each data set the absolute threshold relative to the x percent usage rate is given by jT j Á x percent, where jT j is the data set cardinality (i.e., the number of samples). The corresponding values are given in columns 2 and 5 in Table 5 . A preliminary analysis of the MIWIs extracted by enforcing different IWI-support-max thresholds shows that, unexpectedly, some cores become underutilized when the workflow is allocated over several cores. For instance, when seven or more cores are simultaneously enabled some of them have an average usage rate lower than 30 percent in all sampled points of time, i.e., at least one MIWI is mined. Similarly, when 12 cores are simultaneously active, there exist three core combinations composed of cores with average usage rate lower than 10 percent. Their inspection allows the expert to drive the process of system resizing.
To detect system malfunctioning or analyze the maximum application parallelism, the expert may also perform a worst-case analysis by discovering situations in which the simultaneous enabling of multiple cores may cause one or more cores to remain, possibly in an alternate fashion, completely idle (i.e., usage rate ¼ 0). This situation may be due to either specific scheduling problems (e.g., the scheduler may fail to consider some of the available cores for its internal allocation policy) or running application constraints, which may limit the maximum system parallelism. Table 6 reports the number of IWIs and MIWIs mined from the avrova benchmark data sets by setting IWI-support-min to 0. To give a more detailed insight into the characteristics of the extracted MIWIs, in Fig. 2 we also reported the perlength distribution of the MIWIs mined from three representative data sets relative to the avrova benchmark (i.e., the 16-, 24-, and 32-core settings) by enforcing an IWI-support-min threshold equal to 0. The extracted IWIs compactly represent the information that, at each sampling time, at least one of the included cores is idle. The extraction of IWIs with length 1 from highly parallel settings (i.e., the 24-and 32-core settings) confirms the hypothesis of suboptimal resource utilization and suggests disabling/reallocation of specific cores. On the other hand, longer IWIs may suggest the presence of an unbalanced load allocation when enabling specific core combinations. Note that longer IWIs are discovered even when lowly parallelized settings (e.g., 16-core) are analyzed. As a drawback, IWIs with IWI-support-min equal to 0 may also contain highly loaded cores. To focus the attention on the smallest potentially relevant core combinations, the expert chooses to look into the subset of minimal IWIs. Although the mined IWI set may be hardly manageable for manual inspection, the number of mined MIWIs is, in most cases, orders of magnitude lower (see Table 6 ).
The results confirm that the system has parallelized the computational workflow to lower extent than expected. In fact, idle core situations appear when sampling the system usage with a 14-core setting or higher. Similar results were achieved by evaluating system performance with other benchmarks. Table 7 reports, for each tested benchmark, the maximum number of cores yielding an optimal system parallelization in terms of the following criteria: (A) no idle core is detected, and (B) no core with average usage rate lower than 10 percent is detected. Condition (A) is verified if no MIWI with IWI-support-min equal to 0 is mined, whereas condition (B) holds when no MIWI with IWI-support-max lower than the 10 percent usage rate is extracted. The results show that in seven out of 10 benchmarks there exists at least one core combination for which one or more cores remain idle (not necessarily the same at each instant), and in eight cases out of 10 there is a suboptimal system resource usage.
Performance Analysis
We analyzed IWI Miner and MIWI Miner performance on standard synthetic and real data sets. In particular, we analyzed: (i) The impact of the equivalence procedure on the data set size (see Section 5.31), (ii) the impact of the IWI-support thresholds on both the number of mined patterns and the algorithm execution time (see Section 5.32), and (iii) the comparison, in terms of execution time, between MIWI Miner and MINIT, a state-of-the-art minimal infrequent (unweighted) itemset miner [9] (see Section 5.33).
Impact of the Equivalence Procedure
To enable the IWI mining process from weighted data, an equivalence procedure, described in Section 4.1, is preliminary applied to the original data set in order to suit weighted data to the subsequent FP-Growth-like mining step. This section reports the results of an experimental evaluation of the impact of the equivalence procedure on the resulting data set size. Table 8 reports, for four representative synthetic data sets with different characteristics, the original data set size jT j (Column 1), the longest transaction length in T (Column 2), the equivalent data set size jT Ej (Column 3), and the size increase ratio jT Ej=jT j (Column 4). In particular, three weighted data sets with size 100,000, average transaction length 10, uniformly distributed weights, and different item correlation values (i.e., minimum (0), standard (0.25), maximum (1)) are considered. Furthermore, one data set with size 100,000, transaction length 10, Poisson distribution, and standard item correlation value is also analyzed. Similar statistics for the real avrova data sets are given in Table 6 .
As discussed in Section 4.1, a more realistic estimate of the number of generated equivalent transactions should consider the average transaction length instead of the maximal one. The results reported in Table 6 , achieved on synthetic data with average transaction length 10, confirm the expected trend. However, in practice, since many transactions are shorter than the longest one and many items have the same weight in each transaction, the actual size is significantly lower (e.g., for IBMT10D100KC0.25 the size increase ratio is 9.6 instead of 29). When using the Poisson distribution instead of the uniform one, weights are more correlated with each other and the size increase ratio further decreases (8.3 instead of 29). Similar results come out when coping with real data (e.g., based on the results in Table 6 , D32cores achieves 6.92 against 32). As discussed in Section 4.1, a more precise estimate of the number of generated equivalent transactions is obtained by considering the product between the cardinality of T and its average transaction length. In the considered IBM data sets the average transaction length is equal to 10, and its use allows obtaining a good estimate of jT Ej.
Since during the FP-Growth-like mining process many transactions may be collapsed into a single FP-tree path, we also analyzed the impact of the equivalent procedure on the FP-tree size. In particular, in Table 6 we reported the ratio between the number of nodes contained in the FP-tree generated from T E and the one relative to the FP-tree that would be generated from T (see Column 6) . For all the evaluated data sets, the increase ratio, in terms of nodes, is lower than the one achieved in terms of number of transactions because, subsets of equivalent transactions generated from one original transaction are commonly compacted in the same FP-tree path.
Impact of the Maximum IWI-Support Threshold
Since IWI-support threshold enforcement may affect the result of the (M)IWI mining process significantly, we analyzed its impact on IWI Miner and MIWI Miner performance on synthetic data. In particular, we performed different mining sessions, for many combinations of algorithms and data sets with different characteristics, by varying the maximum IWI-support-min and IWI-support-max thresholds.
Figs. 3a, 3c and Figs. 4a, 4b report the number of patterns extracted by IWI Miner and MIWI Miner from data Enforcing the IWI-support-max constraint instead of the IWI-support-min one yields the curves converging to the steady state condition more slowly, because IWIs have, on average, higher IWI-support values. Instead, for the MIWI Miner algorithm the combinatorial increase of the number of candidate MIWIs is counteracted by the discarding of some IWIs that become not minimal, i.e., some of their subsets satisfy the IWI-support constraint, from a certain point on. Hence, the total number of MIWIs becomes maximal at medium IWI-support thresholds (i.e., when $ is around 25) while it decreases for higher IWI-support values.
The average length of the extracted MIWIs also reflects the selectivity of the enforced IWI-support thresholds. In particular, at lower IWI-support thresholds longer MIWIs are selected on average, while the average MIWI length decreases when increasing the maximum IWI-support threshold. As an extreme case, when very high IWI-support thresholds are enforced, only single weighted items get selected as minimal IWIs.
Synthetic data sets with different item correlation factors (i.e., the lowest (0), the highest (1), and the standard one (0.25)) have been generated and tested. Roughly speaking, the correlation factor is an approximation of the data set density, i.e., the more the items are correlated with each other, the more dense the analyzed data distribution is. As expected, the correlation factor turns out to be inversely correlated with the number of mined (M)IWIs. In fact, denser data sets contain on average a higher number of frequent patterns and, thus, a lower number of infrequent ones.
Weighted data sets with two different weight distributions, i.e., the Poisson distribution with a mean value equal to 50 and the uniform distribution, have also been analyzed. Using the Poisson distribution instead of the Uniform one produces, on average, fewer (M)IWIs with low IWI-support values. In fact, when using Poisson, the distribution of the IWI-supports of the extracted MIWIs is thickened around the mean value 50, while the IWIsupports of the extracted MIWIs are spread across the whole value range when using the uniform distribution.
Since the algorithm execution time and mined set cardinality are strongly correlated each other, the corresponding curves show a similar trend. Hence, due to the lack of space, we report detailed results only for the IWI-support-min measure (Figs. 3b and 3d) . Similar results have been obtained by enforcing the IWI-support-max measure.
Comparison with Traditional Non-Weighted Infrequent Itemset Mining
This paper is, to the best of our knowledge, the first attempt to perform infrequent itemset mining from weighted data. However, other algorithms (e.g., [7] , [8] , [9] , [17] ) are able to mine infrequent itemsets from unweighted data. Hence, to also analyze the efficiency of the proposed approach when tackling the infrequent itemset mining from unweighted data, we compared MIWI Miner execution time with that of a benchmark algorithm, namely MINIT [9] . MINIT is, to the best of our knowledge, the latest algorithm that performs both minimal and non-minimal (unweighted) infrequent itemset mining from unweighted data. For MINIT, we exploited the C++ algorithm implementation available at http://mavdisk.mnsu.edu/haglin. For MIWI Miner, we set all item weights to 1 in order to mine traditional (unweighted) infrequent itemsets. We compared MIWI Miner and MINIT performance, in terms of execution time, on synthetic and benchmark data sets with different characteristics. sparse data distribution. Similarly, Fig. 6 reports the results achieved on the real-life Connect data set downloaded from the UCI repository [20] . Connect is an averagely dense data set, characterized by 67,557 transactions and 42 categorical attributes, which has already been used for comparing infrequent itemset mining algorithm performance [9] . Since MINIT always takes more than 10 hours in mining non-minimal infrequent itemsets, while IWI Miner execution is orders of magnitude faster, the corresponding plots have been omitted.
Thanks to its FP-growth-like implementation and the applied pruning strategy, MIWI Miner is always at least one order of magnitude faster than MINIT in all the performed comparisons. In particular, when coping with denser data sets (e.g., connect) MIWI Miner becomes at least two orders of magnitude faster than MINIT for almost all the considered maximum support threshold values. Similar results have been obtained for the other real and synthetic data sets.
For the sake of completeness, we also considered another minimal infrequent mining algorithm, called IFP_min [17] , beyond MINIT. IFP_min is, to the best of our knowledge, the latest minimal (unweighted) infrequent itemset miner. According to the results reported in [17] , IFP_min is faster than MINIT only when relatively high maximum support threshold values are enforced. Unlike IFP_min, MIWI Miner performs better than MINIT for every support threshold value. Hence, when the mining task becomes more time consuming (i.e., lower support thresholds are enforced) it performs significantly better than both IFP_min and MINIT.
In summary, when dealing with unweighted data (i) IWI Miner is shown to be orders of magnitude faster than state-of-the-art algorithms for all considered parameter settings and data sets, and (ii) MIWI Miner is faster or competitive with state-of-the-art approaches, especially when setting lower maximum support thresholds or coping with denser data sets.
Scalability Analysis
We also analyzed the algorithm scalability, in terms of execution time, on synthetic data sets. To test the algorithm scalability with the number of data set transactions (i.e., the data set cardinality), we generated data sets of size ranging from 0 to 1,000,000 transactions by following the procedure described in Section 5.1.
Figs. 7a and 7b respectively report IWI Miner and MIWI Miner execution times by varying the data set cardinality and by setting three representative IWI-support-min threshold values. The mining computational complexity appears to be strongly correlated with the cardinality of the extracted patterns. In general, IWI Miner execution time significantly increases for higher IWI-support-min threshold values due to the combinatorial growth of the number of extracted patterns. Instead, MIWI Miner takes a higher execution time when medium IWI-support-min thresholds are enforced, because the cardinality of the mined MIWIs becomes maximal (see Section 5.32). However, both IWI Miner and MIWI Miner execution time scale roughly linearly with the data set size for all the tested settings.
We also analyzed the algorithm scalability, in terms of execution time, with the average transaction length. Figs. 7d and 7e report the IWI Miner and MIWI Miner execution times by varying the transaction length and by setting three representative IWI-support-min threshold values. When increasing the average transaction length the algorithm execution time increases because of the non-linear increase of the number of possible item combinations. To also compare the impact of the IWI-supportmin and IWI-support-max constraints on algorithm scalability in Figs. 7c and 7f we report the MIWI Miner execution time achieved by enforcing three representative IWIsupport-max constraint values and by varying the data set cardinality and the average transaction length, respectively. From the comparison between Figs. 7b and 7c it comes out that the effectiveness of the early item pruning strategy described in Section 4 is lower when pushing the IWI-support-max constraint into the mining process instead of IWI-support-min. Similar results, omitted due to space constraints, were achieved for IWI Miner (i.e., when non-minimal IWIs are mined). However, enforcing both constraints the proposed algorithms scale well even when coping with fairly complex data sets (e.g., with data set cardinality ¼ 1,000,000, correlation factor = 0.25, and average transaction length ¼ 10, MIWI Miner takes around 180 s with IWI-support-min threshold $ ¼ 100, whereas 520 s with IWI-support-max threshold $ ¼ 100).
CONCLUSIONS AND FUTURE WORK
This paper faces the issue of discovering infrequent itemsets by using weights for differentiating between relevant items and not within each transaction. Two FPGrowth-like algorithms that accomplish IWI and MIWI mining efficiently are also proposed. The usefulness of the discovered patterns has been validated on data coming from a real-life context with the help of a domain expert. As future work, we plan to integrate the proposed approach in an advanced decision-making system that supports domain expert's targeted actions based on the characteristics of the discovered IWIs. Furthermore, the application of different aggregation functions besides minimum and maximum will be studied.
