Abstract. In this article we will study semigroupoids, and more specifically inverse semigroupoids. These are a common generalization to both inverse semigroups and groupoids, and provide a natural language on which several types of dynamical structures may be described. Moreover, this theory allows us to precisely compare and simultaneously generalize aspects of both the theories of inverse semigroups and groupoids.
Introduction
Groups, semigroups and categories are ubiquitous in Mathematics. The dynamical systems associated with such structures are usually assumed to satisfy some form of associativity, roughly stating that "performing certain related operations in any order will always yield the same result". This is clearly the case, for example, when considering group actions. Moreover, different components of a given system play different roles: Given a left action of a group G on a set X, the elements of G can be composed both with elements of G (on either side) and with elements of X on their right (via the action), however elements of X can only be composed with elements of G on their left. This leads us to consider partially defined operations.
Semigroupoids are an algebraic abstraction of these concepts: they are sets with partially defined binary operations with are associative in a precise way. In particular, the two most prominent examples of semigroupoids are categories and semigroups.
Whereas the most common categories one first encounters consist of unrelated objects of a given signature, such as the categories of rings, topological spaces, posets, etc. . . and certain structure-preserving maps between them, we consider a more algebraic-geometric approach: categories (and semigroupoids) ought to be regarded as collections of transformations between subobjects of a single object. The classical version of this approach is well-established, where one seeks to understand a given object by looking at its automorphism group. This is the first motivation for this work.
This approach -to study an object by analyzing its "partial automorphisms" -has been popularized in the contexts of Topological Dynamics and Operator Algebras mainly after the introduction of partial actions of groups by Exel on his study of the structure of C*-algebras endowed with circle actions, [14] . This turned out to be a rich an fruitful research direction, since it allows one to consider algebras and topological dynamical systems which are not induced (in any natural fashion) by a group action, but rather from transformations among its subsets (see [3, 28, 31] , for example).
A variation on the "partial transformation" approach was taken by Sieben in [39, 43] , who instead considered actions of inverse semigroups on topological spaces and algebras. Inverse semigroups have been thoroughly studied in the last century, which provides solid foundation for this approach.
Another approach to Topological Dynamics and Operator Algebras, and which in fact predates the works above, is the usage of groupoids, which have played a central role in the theory of C * -algebras 2010 Mathematics Subject Classification. Primary 18B40; Secondary 06F05, 08A55, 20M30 . The author was supported by the ANR project GAMME (ANR-14-CE25-0004).
since Renault's seminal work [40] , since they provide a geometric counterpart to a large class of (noncommutative) C * -algebras. In simple terms, and as an interpretation of [41, Theorem 5.9] , groupoids are the "non-commutative spectra" of "non-commutative, dynamical C * -algebras". Groupoids, partial actions of groups, and actions of inverse semigroups -or more generally partial actions of inverse semigroups -are related via the constructions of "groupoids of germs" and "crossed products". We refer to [1, 3, 4, 9, 12, 37, 39, 44] . In fact, groupoids and inverse semigroups may be seen as dual to each other, via the non-commutative Stone duality of Lawson-Lenz, [27] . We also refer to [8, 16, 42] for related studies.
Actions of groupoids have also appeared throughout the literature, in the context of Lie theory ( [36] ), algebraic topology ( [5] ), operator algebras and topological dynamics ( [8, 19, 2] ). A generalization of groupoids and inverse monoids, called inverse categories, were initially introduced in [23] and have been considered in recent work, e.g. in the study of tilings ( [24] ), logic and recursion theory ( [10, 22] ) and crossed product algebras ( [46] ).
The main goal of this article is to study the structure of inverse semigroupoids, which are a common generalization of both inverse semigroups and groupoids. First we begin by comparing the notions of semigroupoid used in [29, 45] to that of [17] , which is more general. After that, we introduce inverse semigroupoids and prove some basic facts about their structure (some which had already been proven in [29] ). We follow with a representation theorem, which is an analogue of Cayley's Theorem for groups and the Vagner-Preston theorem for inverse semigroups. It motivates a notion of action, and more generally ∧-preactions and partial actions of inverse semigroupoids on semigroupoids, in a manner which covers previously used notions for inverse semigroups and for groupoids. These are used to construct "semidirect products" which generalize transformation groupoids of partial group actions, semidirect products of inverse semigroups, semidirect products of groupoids, among others.
In the third section we look at topological semigroupoids, specializing to the étale inverse semigroupoid case, and generalize some results known for topological groupoids to this setting. The fourth section generalizes some constructions from the theory of inverse semigroups, and we describe their categorical properties explicitly. The fifth and last section contains a generalization of non-commutative Stone duality to the context of inverse semigroupoids.
Notation and running conventions. The domain and codomain of a map f are denoted by dom(f ) and cod(f ), respectively. The image of a subset A ⊆ dom(f ) is denoted as f (A), and the range of f is ran(f ) . .= f (dom(f )). Note that cod(f ) = ran(f ) if and only if f is surjective.
Given maps f i : X i → Y i (i = 1, 2), we define f 1 × f 2 : X 1 × X 2 → Y 2 × Y 2 as (f 1 × f 2 )(x 1 , x 2 ) = (f 1 (x 1 ), f 2 (x 2 )). If X 1 = X 2 = . . X, we define (f 1 , f 2 ) : X → Y 1 × Y 2 as (f 1 , f 2 )(x) = (f 1 (x), f 2 (x)). The identity map of a set X is denoted as id X , and more generally id C stands for the identity functor of a category C.
We denote as N = {0, 1, 2, . . . , } the set of non-negative integers, and as N ≥1 = N \ {0} the set of positive integers.
We assume familiarity with inverse semigroups and étale groupoids. The main references are [26, 37] (see also the author's PhD thesis [11] ). A semilattice is a poset (P, ≤) admiting binary meets (infima), and is always regarded as an inverse semigroup under meets: ab = a ∧ b = inf {a, b} for all a, b ∈ P .
Setoids, bundles and partitions.
Setoids. A setoid is a pair (X, R), where X is a set and R is an equivalence relation on X. Equivalently, a setoid is a principal groupoid. A morphism of setoids (X, R X ) and (Y, R Y ) is simply a relational morphism, that is, a map f : X → Y such that (f × f )(R X ) ⊆ R Y . Equivalently, a morphism of setoids, seen as principal groupoids, is simply a groupoid homomorphism.
Bundles/Fibrations. A bundle or fibration is a function π : X (1) → X (0) . X (0) is called the base space, and we say that X (1) is fibred over X (0) , or that π is a bundle over X (0) . Although of most insterest are the surjective bundles, we do not make such an assumption.
A morphism between bundles (X (0) , X (1) , π X ) and (Y (0) , Y (1) , π Y ) is a pair f = (f (0) , f (1) ) of maps (1) . In other words, bundles and their morphisms are simply the category of arrows of Set, the category of sets and functions (see [30, p. 40 
]).
Partitions. A partition is a pair (X, P), where X is a set and P is a partition of X (i.e., a collection of nonempty, pairwise disjoint subsets of X such that P = X). A morphism between partitions (X, P X ) and (Y, P Y ) is a map f : X → Y such that for every A ∈ P X , there exists B ∈ P(Y ) such that f (A) ⊆ B.
Setoids, surjective bundles and partitions are equivalent concepts. More precisely, the categories Std, Bdl sur and Part which they respectively define are equivalent:
(1) Given a setoid (X, R), we construct the bundle (X/R, X, π X ), where X/R is the quotient space and π X : X → X/R is the quotient map. Given a morphism of setoids f : (X, R X ) → (Y, R Y ), there exists a unique map f (0) : X/R X → Y /R Y such that f (0) • π X = π Y • f . Then (f (0) , f ) is a morphism of bundles.
(2) Given a bundle (X (0) , X (1) , π), we consider the partition P X = π −1 (x) : x ∈ π(X (1) ) of X (1) . Given a bundle morphism f = (f (0) , f (1) ) : (X (0) , X (1) , π X ) → (Y (0) , Y (1) , π Y ), the map f (1) is a morphism of partitions f (1) : (X (1) , P X ) → (Y (1) , P Y ). (3) Any partition (X, P) induces an equivalence relation R P on X as R P = {(x, y) ∈ X × X : there exists A ∈ P such that x, y ∈ A} Given a morphism of partitions f : (X, P X ) → (Y, P Y ), the same map f : X → Y is also a morphism of setoids.
All of these constructions are functorial. If we denote F : Std → Bdl sur , G : Bdl sur → Part and H : Part → Std the functors described above, then H • G • F = id Std , G • F • H is equivalent to id Bdl sur , and F • H • G = id Part . In particular, these three categories are equivalent (Std and Part being in fact isomorphic). We will, therefore, not make any meaningful distinction between these concepts.
Bundles are generally easier to describe in the topological setting: A continuous or topological bundle is a continuous map π : X (1) → X (0) between topological spaces. In this setting, we also consider only bundle morphisms f = (f (1) , f (0) ) such that f (0) and f (1) are continuous. Equivalently, continuous bundles and their morphisms form the category of arrows of Top, the category of topological spaces and continuous maps.
Given bundles (fibrations) π i : X i → X (0) (i = 1, 2,) over the same base space X (0) , the fibred product of π 1 and π 2 is X 1 * π1 π2 X 2 = {(x 1 , x 2 ) ∈ X 1 × X 2 : π 1 (x 1 ) = π 2 (x 2 )} .
1.2.
Graphs. Graphs will be used in the description of semigroupoids, and provide a geometric picture which will be useful throughout this paper. The graphs we consider are sometimes called directed multigraphs, since all edges come with a direction and we allow multiple edges between points. Definition 1.1. A graph is a tuple G = (G (0) , G (1) , s, r), where G (0) and G (1) are classes of vertices and arrows, respectively, and s, r : G (1) → G (0) are functions, called the source and range maps.
Alternative terminology is sometimes employed. Elements of G (0) are also called objects or units; elements of G (1) are called edges; The source map is also called the domain map, and the range map the target or codomain map. We may alternate between these terminologies depending on the context. If necessary, we will use subscripts to specify the graph G, as in writing s G and r G .
We usually write simply G in place of G (1) , so that an inclusion of the form g ∈ G means that g is an arrow of G.
Note that the source and range maps give fibred structures on G (1) over G (0) . Moreover, we will generally assume that G = s(G) ∪ r(G), in the same manner that surjective bundles are the ones of interest.
A graph morphism φ : G → H between graphs G and H is a pair φ = (φ (0) , φ (1) ) of maps φ (0) : G (0) → H (0) and φ (1) :
In other words, it is a simultaneous fibred morphism from G to H over their respective source and range maps. A graph isomorphism is a graph morphism φ such that both φ (0) and φ (1) are bijective, and in this case
is also a graph morphism.
• A sink
We will interpret the arrows of a graph as functions, and thus they will be composed from right to left, as functions are. Given k ∈ N ≥1 , we consider the set of k-paths of a graph G as
Naturally, edges of G are identified with 1-paths, so the notation G (1) is unambiguous in this manner. We regard G (k) as a graph itself, with vertex set G (0) and the source and range maps given by
We also regard G (0) as a trivial graph with vertex set G (0) , and the source and range maps the identity function: s, r = id G (0) .
If G and H are graphs over the same vertex set G (0) = H (0) , we make the fibred product G * s r H into a graph over that same vertex set, with source and range maps r(g, h) = r(g) and s(g, h) = s(h). The construction of graphs of paths obey the "rules of exponentiation", where the fibred product * s r takes the role of the product: given k, p ∈ N ≥0 , we have natural isomorphisms
and
Inverse semigroupoids
2.1. Exel and graphed semigroupoids. We will now define semigroupoids, which are generalizations of both semigroups and categories. Every category C comes with an underlying graph structure, where vertices and arrows correspond respectively to objects and morphisms of C. However, the vertex set of C can always be recovered from the arrow set, by identifying each object to its corresponding identity morphism, and so categories may be defined purely in terms of their arrow space. This becomes an issue in the case of semigroupoids, where we do not have identity elements (or something similar) anymore. We have two working definitions of semigroupoids: One purely algebraic, introduced by Exel in [17] , and one where we assume an underlying graph structure, introduced by Tilson in [45] . It should be noted that every semigroupoid in the sense of Tilson is a semigroupoid in the sense of Exel (Proposition 2.11).
To avoid any confusion, we will use capital greek letters Λ, Γ, . . . to denote semigroupoids in the sense of Exel, without a priori underlying graph structures. These are called simply semigroupoids, or Exel semigroupoids whenever such precision is warranted. Capital caligraphic latin letters S, T, . . . will be used to denote semigroupoids in the sense of Tilson, with an underlying graph structure, and these will always be called graphed semigroupoids. ). An Exel semigroupoid or simply semigroupoid is a set Λ equipped with a subset Λ [2] ⊆ Λ × Λ and a product map µ : Λ [2] → Λ, denoted by concatenation, µ(f, g) = f g, which is associative in the following sense: For all f, g, h ∈ Λ, the statements (i) (f, g) ∈ Λ [2] and (g, h) ∈ Λ [2] ; (ii) (f, g) ∈ Λ [2] and (f g, h) ∈ Λ [2] ; (iii) (g, h) ∈ Λ [2] and (f, gh) ∈ Λ [2] ; are equivalent and in case any (all) of them holds, we have (f g)h = f (gh). If necessary for precision, we will say instead that the triple (Λ, Λ [2] , µ) is a semigroupoid.
We use square brackets when denoting the subset Λ [2] of Λ × Λ to stress the fact that Λ has no graph structure. Moreover, instead of saying that a pair (f, g) belongs to Λ [2] we may simply state that "the product f g is (well-)defined".
The product of subsets of a semigroupoid Λ is regarded in the standard manner: If A, B ⊆ Λ, the set AB consists of all products ab which are defined, where a ∈ A and b ∈ B -that is, AB = µ((A×B)∩Λ [2] ). If a ∈ Λ, the products aA and Aa are defined similarly.
The associativity condition on the product may be regarded as follows: if any of the products (f g)h or f (gh) are defined, then the other product is also defined and they are equal, so we simply denote it f gh. Also, if f g and gh are both defined, f gh is also defined. This allows us to move parentheses at will during computations.
Example 2.2. Let θ be a left action of a group G on a set X. Consider the disjoint union Λ . . = G ⊔ X. We make Λ into a semigroupoid by extending the product of G to a partial product on Λ with the action, viz. gx = θ g (x) for all g ∈ G and x ∈ X. This is an alternative to the more useful construction of a transformation groupoid, which is a particular case of a semidirect product of semigroupoids (see Subection 2.4).
Let us look at some counter-examples for the associativity condition, where some of items (i)-(iii) are valid but the others are not.
Example 2.3. Let Λ = {f, g, h}, and define f g = f and gh = h. Then f g and gh are defined, but neither (f g)h nor f (gh) are defined.
Example 2.4. Let Λ = {f, g, h}, and define f g = g, gh = h. Then f g, gh and (f g)h are defined, but f (gh) is not. A similar example may be constructed, where f (gh) is defined but (f g)h is not.
Example 2.5. Let Λ = {f, g, h} with product f g = hh = h. Then (f g)h is defined, but gh is not. A similar example may be constructed where f (gh) is defined but f g is not.
Example 2.6. If Λ is any set endowed with a non-associative binary operation, then (i)-(iii) of Definition 2.1 are always valid, and in particular equivalent, but Λ is not a semigroupoid. For example, take Λ = {a, b}, aa = ab = b, bb = ba = a. Then (aa)a = a but a(aa) = b.
Sub-semigroupoids and semigroupoid homomorphisms are defined in the natural manner.
It is immediate to verify that if φ : Λ → Γ is a homomorphism of semigroupoids and ∆ is a subsemigroupoid of Γ, then φ −1 (∆) is a sub-semigroupoid of Λ. However, contrary to the cases of semigroups and groupoids, the image of a homomorphism φ : Λ → Γ between semigroupoids is not necessarily a subsemigroupoid of Γ.
Example 2.9. Let Λ = {e, f }, with operations ee = e and f f = f and Γ = {e, f, g} the semigroup with product ee = e, f f = f , and all other products xy = g. Then the inclusion ι : Λ ֒→ Γ is a semigroupoid homomorphism, but the image ι(Λ) = {e, f } is not sub-semigroupoid of Γ.
We will now consider semigroupoids in the sense of Tilson.
Definition 2.10 ( [45, p. 194] ). A graphed semigroupoid is a tuple (S (0) , S, s, r, µ), where (S (0) , S, s, r) is a graph and µ : S (2) → S is a product map, denoted by concatenation, µ(a, b) = ab, satisfying: 2) , s(ab) = s(b) and r(ab) = r(a) -i.e., (id S (0) , µ) is a graph morphism; (ii) for all (a, b, c) ∈ S (3) , (ab)c = a(bc).
We will always assume that a graphed semigroupoid S satisfies S (0) = s(S) ∪ r(S). Otherwise, restricting the vertex set to s(S) ∪ r(S) yields another graphed semigroupoid with the same underlying arrow set and product.
The next proposition shows that graphed semigroupoids are, in particular, Exel semigroupoids. Proposition 2.11. Let (S (0) , S, s, r) be a graph and µ : S (2) → S, µ(a, b) = ab, a fixed function. Consider the following assertions:
(1) (S (0) , S, s, r, µ) is a graphed semigroupoid; (2) (S, S (2) , µ) is an Exel semigroupoid. (3) for all (a, b) ∈ S (2) , s(ab) = s(b) and r(ab) = r(b). Then (1) is equivalent to (2)+(3) (that is, their logical conjunction).
If S has no sources nor sinks, then (2) implies (3). (Thus (1) is equivalent to (2) in this case.)
Proof. The implication (2)+(3)⇒(1) is trivial. The only nontrivial part of the implication (1)⇒(2)+(3) is the verification that items (i)-(iii) of Definition 2.1 are equivalent: In other words, to compare when products ab, bc, a(bc) and (ab)c are defined.
For example, assume that 2.1(i) is valid, i.e., (a, b) ∈ S (2) and (b, c) ∈ S (2) . Then s(ab) = s(b) = r(c), so (ab, c) ∈ S (2) , which means that 2.1(ii) is valid. The other implications are proven similarly. Therefore (1) implies (2)+(3).
For the last part, assume that (S, S (2) , µ) is an Exel semigroupoid and that the graph S has no sources nor sinks, and let us verify (3) . Let (a, b) ∈ S (2) . As the vertex s(b) is not a source of S, choose z ∈ S such that (b, z) ∈ S (2) . Then (ab, z) ∈ S (2) , because (S, S (2) , µ) is an Exel semigroupoid, which means that s(ab) = r(z) = s(b). Similarly, S not having sinks implies that r(ab) = r(a). This is precisely property (3).
Example 2.12. Every semigroup S may be regarded as a graphed semigroupoid with a singleton vertex set, S (0) = { * }. Conversely, every graphed semigroupoid (or rather its arrow set) with singleton vertex set is a semigroup.
We will now characterize Exel semigroupoids which admit a compatible graph structure (Proposition 2.15). These were already considered in [15] . We will moreover classify all compatible graph structures to such an Exel semigroupoid (Proposition 2.17). 
We say that Λ is categorical if for all a, b ∈ Λ, the sets Λ a and Λ b are either disjoint or equal.
Note that a ∈ Λ b if and only if b ∈ Λ a . Moreover,
Proposition 2.14. The following are equivalent for an Exel semigroupoid Λ:
(2) For all a, b ∈ Λ, Λ a and Λ b are either disjoint or equal.
Proof. Assume that Λ is categorical and let a, b ∈ Λ. We need to prove that if Λ a and Λ b are not disjoint, then they are equal. Suppose p ∈ Λ a ∩ Λ b . By symmetry, it is sufficient to prove that
The implication (2)⇒(1) is completely analogous.
We will now prove that categorical semigroupoids are precisely those with a compatible graph structure. All that is needed is to define an appropriate vertex set and source and range maps. The main idea is that if S is a graphed semigroupoid and (a, z) ∈ S (2) , then for any other arrow c ∈ S, we have s(c) = s(a) if and only if c ∈ S z . This suggests us to identify s(a) with S z , and this is where the categorical property comes into play. If S a = ∅ (i.e., there is no z such that (a, z) ∈ S (2) ), then we add a "dummy" vertex as the source of a.
Theorem 2.15. Every graphed semigroupoid is categorical. Conversely, every categorical Exel semigroupoid (Λ, Λ [2] , µ) can be graphed, i.e., we may construct a graphed semigroupoid (Λ (0) , Λ, s, r, µ), in such a way that Λ [2] = Λ (2) .
Proof. Suppose that (S (0) , S, s, r, µ) is a graphed semigroupoid and a, b ∈ S. If S a and S b are not disjoint, take any p ∈ S a ∩ S b . For all q ∈ S a , we have
thus q ∈ S b . This proves S a ⊆ S b , and the reverse inclusion is proven similarly. Hence S is categorical. Conversely, assume that (Λ, Λ [2] , µ) is a categorical semigroupoid. We will first construct the vertex set of the underlying graph of Λ.
Consider two collections of symbols
Let R 0 and R 1 be any two equivalence relations on V 0 and V 1 , respectively, satisfying, for all (a, b) ∈ Λ [2] ,
We denote the R i -equivalence class of a symbol
, and the source and range maps s R0,R1 , r R0,R1 :
We need to check that the source map is well-defined: if Λ a is nonempty and z 1 , z 2 ∈ Λ a , then a ∈ Λ z1 ∩ Λ z2 , which is therefore nonempty and thus
R0,R1 . This defines a graph structure on Λ. Since it depends on R 0 and R 1 , we denote the set of 2-paths as Λ (2) R0,R1 . We need to prove that
, which is nonempty and thus r(b) = Λ b = s(a).
This proves Λ
R0,R1 (as a disjoint union) and of the source and range maps, we necessarily have s(a) = r(b) ∈ {Λ z : z ∈ Λ}, that is, that s(a) = Λ z for some z ∈ Λ a , and that r(b) = Λ b . Then
, we obtain r(ab) = r(a) and s(ab) = s(b) (this is where Equation (2.16) is necessary). By Proposition 2.11, (Λ
The construction above, in fact, yields all the compatible graph structures on Λ, as we now prove. Let V 0 and V 1 be the two sets considered in the proof above.
Proposition 2.17. Let Λ be a categorical Exel semigroupoid, endowed with a graph structure which makes it a graphed semigroupoid (Λ (0) , Λ, s, r, µ). Suppose, moreover, that Λ (0) = s(Λ) ∪ r(Λ). Then there exist unique equivalence relations R 0 and R 1 on V 0 and V 1 , respectively, and a bijection
Proof. Consider the sets
Note that W 0 and W 1 are disjoint, since otherwise there would be a, b ∈ Λ such that s(a) = r(b) and Λ b = ∅. However, this would imply that (a, b) ∈ Λ (2) , so a ∈ Λ b , a contradiction.
First we need to construct the equivalence relations R 0 and R 1 as in Proposition 2.15. Consider the functions F 0 : V 0 → W 0 and F 1 :
for all a, b ∈ Λ such that Λ a = Λ b = ∅. Note that these maps are surjective. Consider the equivalence relations R i = ker F i (i = 1, 2), that is,
Then Equation (2.16) is clearly satisfied, by the definition of F 0 and F 1 and because s and r are compatible with the semigroupoid structure of Λ (see Definition 2.10(i)).
Therefore the maps F i factor through the quotient to bijections V i /R i → W i . This gives us a bijection
We need to extend I to a bijection from Λ (0)
, that is, we need to define I(Λ a ) when Λ a = ∅ in order to obtain a bijection from {Λ a : Λ a = ∅} to W .
If Λ a = ∅, we let I(Λ a ) = r(a). In order to prove that I is well-defined, suppose
Let us now prove that every v ∈ W is of the form I(Λ a ) for some a ∈ Λ with Λ a = ∅. As we assume that
, we have two possibilities:
• If v = r(a) for some a, then Λ a = ∅ as v ∈ W 1 , and so v = I(Λ a ).
We have thus obtained a surjection I : {Λ a : Λ a = ∅} → W . We still need to prove that I is injective on this set. Suppose I(Λ a ) = I(Λ b ), that is, r(a) = r(b), where Λ a , Λ b = ∅. Choose any z ∈ Λ a . Then s(z) = r(a) = r(b), so z ∈ Λ a ∩ Λ b , and therefore Λ a = Λ b as Λ is categorical.
We have, therefore, a well-defined bijection I : Λ
R0,R1 → Λ (0) . We are done if we verify that s(a) = I(s R0,R1 (a)) and r(a) = I(r R0,R1 (a)) for all a ∈ Λ. Let a ∈ Λ. If Λ a = ∅, then
If Λ a = ∅, then we choose z ∈ Λ a , so that a ∈ Λ z = ∅, and
This proves that I • s R0,R1 = s, and similarly I • r R0,R1 = r. Therefore (I, id Λ ) is a graph isomorphism. Suppose now that R 
is any other bijection for which (J, id Λ ) is a graph isomorphism. We denote the equivalence classes of
where we use the facts that J is injective, the definition of the source map
, the fact that (J, id Λ ) is a graph isomorphism, and the definitions of F 0 and of R 0 = ker F 0 . Therefore
Example 2.18. Let Λ = {a, b, x, y, z}, with product defined by aa = a, xa = y, ya = y, bb = b, xb = z, zb = z Then Λ is a non-categorical semigroupoid, since Λ a = {x, y} and Λ b = {x, z} are different but not disjoint. Thus Λ cannot be fully realized as a graphed semigroupoid.
Note that every Exel semigroupoid Λ may be identified, in an injective and homomorphic manner, as a subset of some semigroup S: Namely, the power set S = 2 Λ of Λ is a semigroup under the product of sets, and the map φ : Λ → S, φ(a) = {a}, is an injective semigroupoid homomorphisms. However, φ(Λ) is not a sub-semigroup(oid) of S if Λ is not a semigroup itself.
We finish this introduction by providing a condition that allows us to "extend" semigroupoid homomorphisms between graphed semigroupoids to graph homomorphisms. Proposition 2.19. Suppose that G and H are graphs, that G has no sources nor sinks, and that φ : G → H is a map such that (φ × φ)(G (2) ) ⊆ H (2) . Then there exists a unique "vertex map" φ (0) :
Proof. Uniqueness of such φ (0) is immediate, since we require that s H •φ = φ (0) • s G , and s G is surjective as G has no sinks. This same equation yields us the only possible formula for ) ) where a ∈ G is any arrow with s G (a) = v. Thus we need to verify that
Therefore, we obtain a unique function φ (0) :
• r G follows a similar argument as in the paragraph above, but using instead the fact that G has no sinks.
Corollary 2.20. Suppose that S and T are graphed semigroupoids, φ : S → T is a semigroupoid homomorphism, and that S has no sources nor sinks. Then there exists a unique "vertex map" φ (0) :
Example 2.21. The proposition above is not valid if we just assume that S has no sinks (or no sources). Let us associate a semigroupoid A to the strict order of N in the same manner as we associate categories to (non-strict) orders -namely A = {(n, m) ∈ N × N : m < n}, with product (n, m)(m, k) = (n, k), vertex set A (0) = N and source and range maps s(n, m) = m, r(n, m) = n.
Now let S 1 = A⊔A consist of two distinct copies of A, so S 1 is a graphed semigroupoid over S
1 = N⊔N (the product of S 1 is defined only for elements in the same copy of A). We let S Then neither S 1 nor S 2 have sinks, but the identity map S 2 → S 1 is an Exel semigroupoid isomorphism which cannot be extended to a graph homomorphism.
Inverse semigroupoids.
The main goal of this subsection if to define inverse semigroupoids and to extend the basic elements of the theory of inverse semigroups to this more general setting. [2] and aba = a and bab = b. Such an element b is called an inverse of a.
If every element a ∈ Λ admits a unique inverse, then Λ is called an inverse semigroupoid. In this case, the unique inverse of a is denoted a * .
All groupoids and all inverse semigroups are inverse semigroupoids. Just as in the case of semigroups, the condition for regular semigroupoids can be weakened to the following: For every a ∈ Λ, there exists b ∈ Λ such that aba = a. Such an element b is called a pseudoinverse of a. It follows that bab is an inverse of a, and therefore Λ is regular.
Example 2.23. Suppose that Λ is an inverse graphed semigroupoid, endowed with some compatible graph structure. Then for every x ∈ Λ (0) , the isotropy semigroup Λ
is in fact an inverse semigroup, with the product induced by Λ.
Given an Exel semigroupoid Λ, denote by E(Λ) = e ∈ Λ : (e, e) ∈ Λ [2] and ee = e the set of idempotents of Λ. Note that if t is an inverse of s, then st and ts are idempotents.
We will now proceed to prove that every inverse semigroupoid admits a unique compatible graph structure (Corollary 2.27).
Lemma 2.24. Let Λ be an inverse semigroupoid. The following are equivalent:
(1) Λ is categorical; (2) For all e, f ∈ E(Λ), if ef is defined, then f e is also defined and ef = f e.
Proof.
(1)⇒(2): Suppose that Λ is categorical, and that ef is defined, where e, f ∈ E(Λ). We consider any compatible graph structure on Λ. Then s(f ) = r(f ) = s(e) = r(e), so f e is defined. Let x = s(e). Then e and f belong to the isotropy semigroup Λ (2)⇒(1): Assume (2) holds. We will construct an explicit compatible graph structure on Λ, although similar arguments may be used to prove directly that Λ is categorical. We define the following equivalence relation ∼ on E(Λ):
e ∼ f ⇐⇒ ef is defined. The only nontrivial part about ∼ being an equivalence relation is transitivity. If ef and f g are defined (e, f, g ∈ E(Λ)), then ef g = (ef )(f g) = (f e)(gf ), and in particular eg is defined. Thus ∼ is transitive.
Denote the ∼-class of e ∈ E(Λ) by [e]. Let Λ (0) = E(Λ)/∼, and define a graph structure on Λ by setting
Since a product ab is defined if and only if a * abb * is defined, i.e., if and only if s(a) = r(b), we have
, as necessary. We may also compute, for all
The set Λ (0) constructed above is the space of germs of E(Λ) with its canonical order. This construction will be further developed in Subsection 4.3.
Theorem 2.25. Every inverse semigroupoid Λ is categorical. Equivalently, if e, f ∈ E(Λ) and ef is defined, then f e is also defined and ef = f e.
Proof. We will prove that Λ satisfies condition (2) of Lemma 2.24, which follows the same arguments as in the case of inverse semigroups (see [21, Proposition 5.1.1]), as long as we make sure that all products involved are defined. We include the details for completeness. Suppose that e, f ∈ E(Λ), and that (e, f ) ∈ Λ [2] . Let x = (ef ) * . Then
In particular, the products f x and xe are defined, so f xe is defined. Let us prove that f xe = x, by proving that f xe is an inverse of ef : Since f f = f and ee = e are defined, then we may compute
and similarly (ef )(f xe)(ef ) = ef . Thus f xe is the inverse of ef , i.e., f xe = x. Moreover, it follows from the last equality of (2.26) that x = f xe = f xef xe = x 2 so x ∈ E(Λ), and in particular x = x * = ef is idempotent. Since f x = f (ef ) is defined, then f e is defined, and the same argument as above (changing the roles of e and f ) proves that f e ∈ E(Λ). To finish, we use the equalities x = f xe = ef to obtain f e = f ef e = f xe = x = ef.
Therefore, every inverse semigroupoid admits a compatible graph structure. Suppose S is a graphed inverse semigroupoid. Recall that we assume that S (0) = s(S) ∪ r(S). Given a ∈ S, a * a and aa * are defined, so s(a) = r(a * ) and r(a) = s(a * ). It follows that S has no sources nor sinks. From Corollary 2.20 we may conclude that the compatible graph structure is unique. Corollary 2.27. If Λ is an inverse semigroupoid, then there exists a unique compatible graph structure on Λ.
We will thus always regard inverse semigroupoids as graphed semigroupoids, with their unique compatible graph structure, and for every inverse semigroupoid homomorphism φ : S → T, we denote φ (0) : S (0) → T (0) the unique map for which (φ (0) , φ) is a graph homomorphism, as in Corollary 2.20. Let S be an inverse semigroupoid. We will now list the remaining algebraic properties of S which will be used in the remainder of this article.
Definition 2.28. The canonical order of an inverse semigroup S is the relation ≤ defined as
(In particular, we require that s(a) = s(b) and r(a) = r(b).)
Note that inverse semigroupoid homomorphisms preserve the order. If a product ab is defined in the inverse semigroupoid S, then r(a
* is also defined. Using this and the commutativity of E(S), the properties below can be proven by the same computations as in the case of inverse semigroups. See [21, Chapter 5] for details.
. (b) If e ∈ E(S) and (b, e) ∈ S (2) . then beb * ∈ E(S). (c) the following are equivalent:
, then ac ≤ bd.
We may determine subclasses of the class of semigroupoids algebraically as follows: An inverse semigroupoid S is a
• semigroup if and only if any two idempotents may be multiplied (and in this case it is an inverse semigroup).
• groupoid if the product of two idempotents is defined if and only if they are equal; Alternatively, S is a groupoid if and only if the canonical order is equality.
• group if it is both a semigroup and a groupoid, or equivalently if it has a unique idempotent.
A representation theorem.
Cayley's theorem states that every group can be represented as a permutation group on some set. More generally, the Vagner-Preston theorem states that every inverse semigroup can be represented as a semigroup of partial bijections on some set. In this subsection, we will further generalize this to represent semigroupoids as certain semigroupoids of partial bijections.
Representation results have been obtained in the context of inverse categories, i.e., (possibly large) categories which behave as inverse semigroupoids. Namely, it is proven that every (locally small) inverse category may be faithfully embedded into the category PInj of sets and partial bijections. For more details, see [23, p. 87] , [10, Theorem 3.8] , [20, Proposition 3.11] . However we adopt a fundamentally different perspective from those works, by considering inverse semigroupoids as innate to bundles. This approach has the advantage of making the dynamical nature of inverse semigroupoids more explicit, and in particular to naturally motivating a natural notion of action for inverse semigroupoids.
Let π : X → X (0) be a bundle. A partial bijection between fibers of π is a triple (y, f, x), where x, y ∈ X (0) and f : dom(f ) → ran(f ) is a bijection with dom(f ) ⊆ π −1 (x) and ran(f ) ⊆ π −1 (y) (in other words, f is a partial bijection from π −1 (x) to π −1 (y)). We denote by I(π) the set of all partial bijections between fibers of π.
We make I(π) into a graph over X (0) by setting s(y, f, x) = x and r(y, f, x) = y and then induce a product structure on I(π) as
where g • f is the usual partial composition of functions
The verification that this products makes I(π) into an inverse semigroupoid is straightforward. The inverse of an element
In particular cases, this construction leads to well-known examples of semigroups and groupoids.
Example 2.30. Suppose that X is a set, seen as a bundle over a singleton set X (0) = { * }, i.e., we consider the bundle π : X → { * }, π X (x) = * for all x ∈ X. Then I(X) . . = I(π) is simply the inverse semigroup of partial bijections of X.
Example 2.31. Consider the identity function id X of a set X. Let L 2 = {0, 1} be the lattice with two elements 0 < 1, which is an inverse semigroup under meets. Let X × X be the transitive equivalence relation on X, seen as a groupoid. Then I(id X ) is isomorphic to the product inverse semigroupoid (X × X) × L 2 (where the product semigroupoid structure is defined in the obvious manner). Namely, to an element (y, f, x) of I(id X ) we associate the element (y, x, 0) of (X × X) × L 2 if f = ∅, the empty function, and (y, x, 1) otherwise.
Note that the equivalence relation X × X is isomorphic to the subsemigroupoid of maximal elements (with respect to the canonical order) of (X × X) × L 2 , or to the initial groupoid of I(id X ) (see Subsection 4.3).
We now state our representation theorem for inverse semigroupoids.
Theorem 2.32. Let S be an inverse semigroupoid. Then S is isomorphic to a sub-inverse semigroupoid of I(π) for some bundle π.
Proof. Considering the range map r : S → S (0) , we will define an embedding α : S → I(r). Namely, given a ∈ S, α(a) is a triple of the form (y, α a , x), where x, y ∈ S (0) and α a is a partial bijection from r −1 (x) to r −1 (y). We first describe the map α a . For every a ∈ S, let D a = {t ∈ S : tt
so at ∈ D a . Therefore we may define α a : D a * → D a as α a (t) = at. It is a bijection, since if t ∈ D a * , then α a (t) ∈ D a , so we may apply α a * and obtain
Changing the roles of a * and a we conclude that α a is invertible, with α
Moreover, we have D a ⊆ r −1 (r(a)) and thus we may define α : S → I(r) by
Notice that, for a, b ∈ S,
Using the equivalence above and the same arguments as in the proof of the Vagner-Preston theorem (see [37, Proposition 2.1.3], for example), it follows that α is an injective semigroupoid homomorphism. In fact, the right-to-left implications of 2.33 imply that the image of α is a sub-semigroupoid of I(r), onto which α is an isomorphism.
Still considering the map α of the proof above, note that the vertex set of I(r) is S (0) , the vertex set of S. We have s •α = s, so the "vertex map" (as in Corollary 2.20) associated to α is the identity of S (0) . This motivates the definition of an action of an inverse semigroupoid S on a set X. Definition 2.34. A global action of an inverse semigroupoid S on a set X consists of a map π : X → S (0) , called the anchor map and a semigroupoid homomorphism θ : S → I(π) such that the vertex map
is the identity id S (0) . More explicitly, it consists of a map π : X → S (0) and a family {θ a : a ∈ S} of bijections θ a : dom(θ a ) → ran(θ a ) such that
However, as stated in the introduction, we will be interested in more general notions than actions, which is the content of the next subsection.
2.4. ∧-prehomomorphisms, partial homomorphisms, and actions. Generalizations of homomorphisms, initially called ∨ and ∧-prehomomorphisms, were respectively introduced in [33, Definition 1.1] and [34, Definition 4.1] by McAlister and Reilly on their study of E-unitary inverse semigroups. We will focus on ∧-prehomomorphisms, which are appropriate for the constructions of semidirect products.
Remark. The terminology "prehomomorphism" has been used to describe ∨-prehomomorphisms in [26, p. 80 ], but used to describe ∧-prehomomorphisms in [38, VI.7.2] and [25] . In order to avoid confusion, we will use the original terminology of "∧-prehomomorphism".
A more specific case of ∧-prehomomorphisms are partial homomorphisms, whose study was initiated by Exel in [14] , in order to describe the structure of C*-algebras endowed with an action of the circle. This turned out to be a rich area of research, with several applications in the theory of topological dynamical systems and C*-algebras (see [12, 18] ). Let us mention that partial homomorphisms of general inverse semigroups were first defined in [7] , while partial actions of groupoids (on rings) were defined in [2] .
We will now define ∧-prehomomorphisms and partial homomorphisms in the context of semigroupoids, connecting in a precise manner all the notions described above. From them, we will construct semidirect products in a manner which generalizes semidirect products of groupoids ([5, Exercise 11. 
. Example 2.36. Let S be any inverse semigroupoid, X any set, and consider 2 X , the power set of X, as a semigroup under intersection.
If X has sufficiently large cardinality (e.g. |X| ≥ |S|), then there is a map θ :
Then θ is a ∧-prehomomorphism, but not a partial homomorphism as long as S is not a groupoid.
If θ : S → T is a ∧-prehomomorphism, then θ takes idempotents to idempotents. Indeed, if e ∈ E(S), then θ(e) * θ(e) = θ(e * )θ(e) ≤ θ(e * e) = θ(e). Applying the definition of the order of T implies θ(e) = θ(e) * θ(e), which is idempotent. Following [26, p. 12] , two elements a, b ∈ S are compatible if a * b and ab * are idempotent. Any ∧-prehomomorphism θ : S → T takes compatible elements to compatible elements, if a, b ∈ S are compatible, then θ(a)
, which is idempotent. Similarly, θ(a)θ(b) * is idempotent. The statements 2.35.(i)-(iii) are independent, that is, there exist maps θ : S → T between inverse semigroupoids which satisfy any two of them but not the third one. In fact, we can obtain such examples for inverse semigroups, which we present for the sake of reference.
Example 2.37. Let G = {1, g} be the cyclic group of order 2 and X = {a, b}. Define θ : G → I(X) as θ 1 = id X and θ g : {a} → {b} , θ g (a) = b.
Then θ satisfies 2.35(ii) and (iii), but not (i).
Example 2.38. Let G = {1} be the trivial group, and H = {1, g} the cyclic group of order 2. The map θ : G → H, 1 → g satisfies 2.35(i) and (iii), but not (ii).
Example 2.39. Let L 2 = {0, 1} be the lattice with two elements, 0 < 1, and define θ : L 2 → L 2 as θ(a) = b and θ(b) = θ(a). Then 2.35(i) and (ii) are satisfied, but (iii) is not (i.e., θ is a ∧-prehomomorphisms but not a partial homomorphism).
We should remark that ∧-prehomomorphisms are not stable under composition.
Example 2.40. Let S = {a, b} and θ be as in Example 2.39. Let G = {1, g} be the group with two elements and η : G → S be given by η(1) = b, η(g) = a. Then θ is a ∧-prehomomorphism and η is a partial homomorphism, however θ • η is not a ∧-prehomomorphism since
On the other hand, it is easy to verify that if η is a ∧-prehomomorphism and θ is a partial homomorphism, then θ • η is a ∧-prehomomorphism, and also that the composition of two partial homomorphisms is a partial homomorphism.
We may now define ∧-preactions and partial actions. In particular from property 2.35(ii), we may apply Proposition 2.19 to obtain a unique map φ (0) :
Definition 2.41. A ∧-preaction of an inverse semigroupoid S on a set X consists of an anchor map π : X → S (0) and a ∧-prehomomorphism θ : S → I(π) such that the vertex map θ (0) is the identity of
We use the notation (π, θ) : S X to denote a ∧-preaction of S on X.
As ∧-prehomomorphisms take idempotents to idempotents, then whenever (π, θ) : S X is a ∧-preaction and e ∈ E(S), the map θ e is the identity of its domain. Moreover, if a ∈ S, then
If a ≤ b and x ∈ dom(a * a) ∩ dom(b), then we may compute
Note, however, that we do not necessarily have dom(θ a ) ⊆ dom(θ b ) (unless (π, θ) is a partial action), so we need some care with these computations. These notions extend, simultaneously, those of (global) actions and partial actions which have commonly appeared throughout the literature.
Example 2.43. Let S be an inverse semigroup, so S (0) = { * } is a singleton. Given any set X, there is a unique map π : X → S (0) . Therefore, partial and global actions of S on X, as an inverse semigroupoid, are the same as partial and global actions of S on X in the usual sense of inverse semigroups (see e.g. [ 
, as we wanted.
In order to construct semidirect products, we will need to consider ∧-preactions which preserve the structure of semigroupoids. This notion will be used to connect the topological and algebraic settings (i.e., when considering appropriate actions of semigroupoids on topological spaces and on algebras).
Definition 2.45.
A left ideal of a semigroupoid Λ is a subset I ⊆ Λ such that ΛI ⊆ I. Right ideals are defined similarly. An ideal is a subset of Λ which is simultaneously a left and a right ideal.
Example 2.46. Let G be a groupoid. The map I → s(I) is an order isomorphism from the set of ideals of G to the set of invariant subsets of
Every set X is regarded as a groupoid in the trivial manner: X (0) = X, and for all x ∈ X, s(x) = r(x) = x, and the product is defined as xx = x. The groupoids constructed in this manner are called unit groupoids. Ideals of X are precisely its subsets.
If Λ is an Exel semigroupoid, a homomorphism φ : Λ → X is a function such that, if (a, b) ∈ Λ [2] , then φ(a) = φ(b). In particular, functions between sets are the same as their (semi)groupoid homomorphisms.
In the definition below, we regard the vertex set S (0) as a unit groupoid. This is an adaptation of [2, p. 3660] Definition 2.47. A ∧-preaction (resp. partial, global action) (π, θ) of an inverse semigroupoid S on a semigroupoid Λ is a ∧-preaction (resp. partial, global action) of S on Λ, as a set, which further satisfies:
Remark.
(1) Alternatively to (ii) and (iii), we could adopt the simpler (and slightly stronger) assumption that dom(θ a ) is an ideal of Λ for all a ∈ S. This is the case, for example, when all such ideals dom(θ a ) are idempotent (see Definition 2.60).
(2) If Λ is a set/unit groupoid, then this definition coincides with 2.41, since the additional properties of Definition 2.47 become trivial. Accordingly, by a ∧-preaction we will always mean one in the sense of Definition 2.47.
As we will be more interested in continuous ∧-preactions of topological semigroupoids, we refer to Subsection 3.1 for examples. In fact, every ∧-preaction (π, θ) : S Λ may be "extended" to a partial action, in the sense that partial action (π, θ) : S Λ (with same anchor map) such that θ a ≤ θ a for all a ∈ S. See Proposition 2.48
Let us finish this subsection by proving that any ∧-preaction may be "extended" to a partial action.
Proof. As the only (possible) problem with is that θ does not necessarily satisfy θ b ≤ θ a when b ≤ a, we simply "glue" θ b to θ a in this case.
More precisely: Let a ∈ S. If b 1 , b 2 ≤ a. Then b 1 and b 2 are compatible, so θ b1 and θ b2 are compatible (see the paragraphs after Definition 2.35), which means that θ b1 and θ b2 coincide on the intersection of their domains, as do θ b2 . Thus we set θ a = b≤a θ b , the join taken in I(Λ) i.e., θ a (x) is defined if and only if θ b (x) is defined for some b ≤ a, in which case θ a (x) = θ b (x). This defines an isomorphism between the ideals b≤a dom(θ b )
a , and that θ is order preserving, and the verification that it is a ∧-preaction, and thus a partial action, is straightforward.
Note that the partial action (π, θ) constructed above is minimal, in the sense that any other partial action (π, γ) extending (π, θ) satisfies θ a ≤ γ a for all a ∈ S.
2.5. Semidirect products. Throughout this subsection, we fix a ∧-preaction (π, θ) : S Λ. Consider the set S ⋉ Λ = {(a, x) ∈ S × X : x ∈ dom(θ a )} . We will endow S ⋉ Λ with a product, and call the resulting semigroupoid the semidirect product of (π, θ). If (a, x) and (b, y) ∈ S ⋉ Λ, ab and xθ b (y) are defined (in S and Λ, respectively), we set
(Compare this formula with the product on partial crossed product algebras; see [3, 43, 35] .) To check that the right-hand side of (2.49) is a well-defined element of S ⋉ Λ, first note that θ b (y)
However, the product (2.49) is not associative in general, even when considering global actions of inverse semigroups on semigroups. The example below is a slight modification of [13, Example 3.5].
Example 2.50. Let G = {1, g} be the cyclic group of order 2, and S the inverse semigroup obtained by adjoining a new unit x to G.
Let T = {0, t, u, v} be the semigroup with product defined by
Consider the ideal I = {0, u, v} of T , and define an action θ : S T as θ x = id T , θ 1 = id I and θ g :
Definition 2.51. We call S ⋉ Λ with the product (2.49) the semidirect product semigroupoid (induced by the ∧-preaction (π, θ)), whenever the product (2.49) is associative.
We will therefore need to consider conditions on the ∧-preaction θ : S Λ which make the product in (2.49) associative, so that we obtain a semigroupoid structure on S ⋉ Λ. The same ideas as in [13, Section 3] , which lie in the context of partial actions of groups on algebras, may be easily adapted to the context of semigroupoid actions and show that the product (2.49) is in fact associative for a large class of inverse semigroupoid actions. See the paragraph after Proposition 2.61
, in the sense that each side of these equations is defined if and only if the other side is defined, in which case they coincide. L and R are called, respectively, a left and a right multipliers.
Example 2.53. Given x ∈ Λ, we let L x : Λ x → xΛ x and R x : Λ x → Λ x x be given by L x (a) = xa and R x (a) = ax. Then (L x , R x ) is a multiplier. If I is an ideal of Λ, then the restrictions of L x and R x to I form a multiplier of I.
Moreover, the associative property of Λ may be rewritten in terms of multipliers as follows: For all
Proof. Let (a, r), (b, s), (c, t) ∈ S ⋉ Λ. As long as it makes sense, we compute
c (sθ c (t))))) Thus, we need to prove that for all (a, b, c) ∈ S (3) ,
c (sθ c (t)))) in the sense that either side is defined if and only if the other one is, and in which case the equation holds. As θ c (t) runs through all of ran(θ c ), let us rewrite it as θ c (t) = w. Let us first rewrite the right-hand side. We have
and the element sw belongs to the domains of both θ bcc * and of θ b . As bcc * ≤ b then θ bcc * (sw) = θ b (sw) (see Equation (2.42)), thus we need instead to prove
bc (rθ b (sw)). To further simplify the expression above we would need to rewrite the term "θ 
In particular, this also proves that ((a, r)(b, s))(c, t) is defined if and only if (a, r)((b, s)(c, t)) is defined, which is equivalence (ii) ⇐⇒ (iii) of Definition 2.1. We still need to prove that these terms are defined when both (a, r)(b, s) and (b, s)(c, t) are defined..
Indeed, in this case, θ
) and sθ c (t) are defined, which means that 
Proof of the equivalence of Equations (2.57) and (2.58). First assume that (2.57) holds. We may apply θ c on the left-hand side, and hence on the right-hand side as well, to obtain
where the last equality follows from the fact that cc * b * ≤ b * and rθ b (sw) belongs to dom(θ cc * b * )∩dom(θ * b ). This is precisely (2.58).
In the other direction, note that the left-hand side of (2.58) is θ (i) Λ is idempotent; (ii) Λ is non-degenerate, and for every a ∈ Λ we have Λ a = ∅.
(iii) Λ is non-degenerate, and for every a ∈ Λ we have Λ a = ∅.
in the sense that, in each of these chains of equalities, one of the terms is defined if and only if the other ones are, in which case they coincide. If Λ is non-degenerate, this implies that
. First assume that Λ is idempotent, and write a = a 1 a 2 . Then we may compute
In particular, a 1 ∈ dom(L), which is a right ideal and thus a 1 R ′ (a 2 ) ∈ dom(L), so we may compute
and so a ∈ dom(L • R ′ ). Now assume that condition (ii) holds, and take x ∈ Λ L(a) , so xL(a) = R(x)a is defined. Since a belongs to the left ideal dom(R ′ ), we may compute
and in particular a ∈ dom(L•R ′ ). The proof that condition (iii) implies (L, R)-associativity is similar.
We could also adapt the terminology "s-unital" from ring theory (see [47] ) to the setting of semigroupoids: A semigroupoid Λ is left s-unital if for every t ∈ Λ there exists u ∈ Λ t such that ut = t. Of course every left s-unital semigroupoid is idempotent (and also non-degenerate). Examples of left sunital semigroupoids include regular semigroupoids and categories -in particular sets, groupoids, regular semigroups, multiplicative semigroups of s-unital rings, monoids, lattices etc. . .
Note that if Λ is a regular semigroupoid, I is an ideal of Λ, x ∈ I and y is an inverse of x in Λ, then y = yxy ∈ I. It follows that I itself is a regular semigroupoid. In particular, a ∧-preaction (π, θ) : S Λ of an inverse semigroupoid S on a regular semigroupoid Λ will always have the product (2.49) associative. In this case, S ⋉ Λ is also a regular semigroupoid, and in fact the converse implication is also true. Proposition 2.62. Suppose that the ∧-preaction (π, θ) is non-degenerate and S ⋉ Λ is a semigroupoid. Then S ⋉ Λ is regular (resp. inverse) if and only if Λ is regular (resp. inverse).
Proof. We may simply prove that the inverses of (a, x) ∈ S ⋉ X are precisely the elements of the form (a * , θ a (x)), where y is an inverse of x in Λ. First assume that (a, x) ∈ S ⋉ Λ, and that x has an inverse y. Then as y = yxy is defined, so y ∈ p −1 (s(a)), and as dom(θ a ) is an ideal of p −1 (s(a)) then y ∈ dom(θ a ). It is easy to verify that (a * , θ a (y)) is an inverse of (a, x). Conversely, suppose that (a, x) has an inverse (b, z) in S ⋉ Λ. This means that
a , so using the fact that θ a is a semigroupoid homomorphism, the equations above mean that
The second equation above implies that
Together with the first equation of (2.63), this means that the element y = θ a * (z) is an inverse of x in Λ, and z = θ a (y).
The graphed case. If T is a graphed semigroupoid and (π, θ) : S T is a ∧-preaction, the semidirect product S ⋉ T has a natural graphed structure over T (0) (or more precisely, its subset a∈S dom(θ a ). Namely, the source and range maps of S ⋉ T are defined as
and r(a, x) = r(θ a (x)).
Topological and étale inverse semigroupoids
We will now consider semigroupoid endowed with topologies which are compatible with their algebraic structures. In general, a (partial) algebraic structure A consists of families A 0 of sets and A 1 of partial functions between sets in A 0 , and A is said to be topological if all sets in A 0 are endowed with topologies, and all functions in A 1 are continuous. The homomorphisms between such structure are also assumed to be continuous. This applies, in particular, to graphs and (Exel/graphed/inverse) semigroupoids. We write the following definitions in full for the sake of completeness.
A topological (Exel) semigroupoid is a semigroupoid Λ endowed with some topology which makes the product continuous (where Λ [2] is endowed with the product topology of Λ × Λ). A topological graphed semigroupoid is a graphed semigroupoid which is both a topological graph and a topological semigroupoid. Definition 3.2. A topological inverse semigroupoid is an inverse semigroupoid S which is a topological graphed semigroupoid, and such that the inverse map ( ) * : S → S, s → s * , is continuous.
Note that since ( ) * • ( ) * = id S , then ( ) * being continuous implies that it is a homeomorphism. Remark. As in [42] , recall that a topological groupoid G is étale if the source map s :
is endowed with the subspace topology of G. It is not immediately clear that this coincides with the notion in Definition 3.3 since for étale semigroupoids we do not assume S (0) to even be a subset of S. Corollary 3.6 below deals with this: Suppose G is a topological groupoid, étale in the sense of 3.3. Let τ be the topology of G, τ | G (0) ist restriction to G (0) , and η the topology of
is open in G. The source map on G (0) is simply the identity map (
, and it is a bijective (local) homeomorphism, hence τ | G (0) = η.
Homomorphisms of topological semigroupoids are always assumed to be continuous. A homomorphism φ = (φ (0) , φ (1) ) : G → H of topological graphs is continuous in the sense that φ (0) and φ (1) are continuous. When dealing with topological graphed semigroupoids this is a condition which we need to require, but when dealing with étale inverse semigroupoids, continuity of the "arrow map" actually implies continuity of the "vertex map". For this we recall a fact from the general theory of étale spaces.
Suppose that π i : X 
1 is endowed with the the quotient (final) topology that π 1 induces. We have the commutative square
which implies that f (0) is the quotient map induced from the continuous map π 2 • f (1) , and is therefore continuous.
We thus apply the fact above with the bundle induced by the source maps of graphed semigroupoids, and in conjunction with Corollary 2.20 to obtain the result below: Corollary 3.4. Suppose that φ : S → T is a continuous homomorphism between topological inverse semigroupoids and that S is étale. Then there exists a unique continuous map φ (0) :
for which (φ (0) , φ) is a graphed semigroupoid homomorphism.
A bisection of a graphed semigroupoid S is a subset U ⊆ S such that the source and range maps are injective on U . We denote by B(S) the set of all open bisections of an étale inverse semigroupoid S. If U ∈ B(S), then the source and range maps restrict to homeomorphisms from U onto open subsets of S (0) . Moreover, B(S) is a basis for the topology of S. Since r •π = r •µ on S (2) and both r and π are local homeomorphisms, then µ is a local homeomorphism as well.
We thus make B(S) into a semigroup with the usual product of sets: for all A, B ∈ B(S),
Then B(S) is, in fact, an inverse semigroup. However, we are not able to recover the semigroupoid S from B(S) alone, since the canonical order of B(S) does not correspond to set inclusion. We have
In Section 5, we will prove that an inverse semigroupoid S may be recovered from B(S) and set inclusion ⊆.
We finish this section by mentioning a few simple, but nevertheless important, consequences of Proposition 3.5. Let U be any neighbourhood of 0 in X.
It follows from Corollary 3.6 that if S is an étale inverse semigroupoid, then E(S) is also an étale inverse semigroupoid with the subspace topology. In fact a weaker version of the converse holds: If S is a topological inverse semigroupoid and E(S) is open and étale, then S has a basis of open bisections. However this only implies that the source map is locally injective, but not necessarily open, and so S may be non-étale. In any case, the following generalization of [42, Theorem 5 .18] holds, with simple adaptations on the proof. 3.1. Continuous ∧-preactions and semidirect products. Tipically, in the topological setting we consider actions which preserve the topological structure. Let us consider the "action map" associated to a ∧-preaction (π, θ) : S Λ, which we also denote by θ:
In the case that S and Λ are topological semigroupoids, we endow S ⋉ Λ with the product topology. If A ⊆ S and U ⊆ Λ, we denote A * U = (A × Evidently, the semidirect product S ⋉ Λ associated to a continuous ∧-preaction (π, θ) : S Λ is a topological semigroupoid (as long as the product (2.49) is associative).
is open in π −1 (r(a)).
If Λ is a topological graphed or inverse semigroupoid then S ⋉ Λ will also be a topological graphed or inverse semigroupoid, where the vertex set (S ⋉ Λ) (0) = Λ (0) is endowed with its original topology. The following proposition simplifies the verification of when an action is open. , thus a = b as A is a bisection. Therefore p is locally injective, continuous and open, i.e., a local homeomorphism. The range map r S⋉T of S ⋉ T is the composition of the range map r T of T and the action map θ, which are both local homeomorphisms. Therefore S ⋉ T is étale.
Example 3.11. We will now describe an analogue, in the setting of semigroupoids, of the canonical actions of a semigroup on its idempotent semilattice (the Munn representation), and of Let S be an inverse semigroupoid. We denote by F(S) the set of elements b ∈ S such that (i) s(b) = r(b);
(ii) For all e ≤ b * b, we have beb * = e;
The verification that F(S) is an inverse sub-semigroupoid of S is straightforwards, using properties of the canonical order of S. Note that E(S) ⊆ F(S). If b ∈ F(S), then b * b = bb * , and for all e ∈ E(S) ∩ S b , beb * = eb * b If a ∈ S, b ∈ F(S) and ab is defined, then aba * ∈ F(S) as well.
Then S carries a natural action by conjugation) on F(S) as follows. Consider the bundle π . . = s | F(S) = r | F(S) : F(S) → S (0) . Given a ∈ S, let dom(µ a ) . .= {b ∈ F(S) : bb * ≤ a * a}, which is an ideal of F(S), and contained in π −1 (s(a)). The map µ a : dom(µ a ) → ran(µ a * ), µ a (b) = aba * , is an isomorphism, and the pair (π, τ ) is a global action of S on F(S).
If S is an étale inverse semigroupoid, then int(F(S) is invariant, in the sense that µ(S * int(F(S))) ⊆ int(F(S)). Indeed, if A and U are open bisections of S and U ⊆ F(S), then µ(A * U ) = AU A * is the set of products aua * (whenever defined), where a ∈ A and u ∈ U . Since the product of open sets is open and S * int(F(S)) is the union of all such sets A * U , then int(F(S)) is invariant.
Thus we may restrict the action (π, µ) to int(F(S)). In fact, the argument in the paragraph above proves that the restriction of (π, µ| U ) to any invariant open subset U of F(S) is an open action. Since E(S) is also open and invariant, then the semigroupoids S ⋉ int(F(S) and S ⋉ E(S) are étale as well.
In classical cases, the action µ is well-known.
• If S is an étale groupoid, then F(S) is the isotropy subgroupoid of S. The restriction of (π, µ) to E(S) = S (0) is the canonical action of S on its unit space: µ g is defined only as µ g (s(g)) = r(g), for each g ∈ S.
• if S is a discrete inverse semigroup then the restriction of (π, µ) to E(S) is the Munn representation of S.
We finish this section by proving that continuous ∧-preactions of discrete inverse semigroups, and continuous non-degenerate global actions of étale groupoids, are always open. Of course, it is enough to consider only actions on topological spaces (unit groupoids). In fact, more generally, if θ is a continuous ∧-preaction of S on X, then dom(θ a ) is open in X for all a ∈ S (by a previous remark). Thus S ⋉ X = a∈S {a} × dom(θ a ) is open in S × X (since we regard S as a discrete space). From the comment after Proposition 3.10, it follows that θ is an open ∧-preaction, and in particular S ⋉ X is an étale inverse semigroupoid. Example 3.13. As in Example 2.44, a continuous, non-degenerate global action (π, θ) : G X of a topological groupoid G on a topological space X is the same notion as used in [8, Definition 3.6] . Suppose moreover that G is étale, and let us prove that (π, θ) is open. The map p of Proposition 3.10 is precisely the source map s : G ⋉ X → X, s(g, x) = x, so we need only to prove that it is open. Let A ⊆ G and U ⊆ X be open. From Example 2.44, we know that π −1 (s(a)) = dom(θ a ) for all a ∈ G, so it follows that
which is open because G is étale. Therefore (π, θ) is an open global action.
We now refine Proposition 2.48 to the topological setting. Recall that any ∧-preaction (π, θ) may be extended, in a minimal manner, to a partial action (π, θ).
Proposition 3.14. If S is an étale semigroupoid, Λ is a topological semigroupoid and (π, θ) is a continuous (resp. open) ∧-preaction, then the minimal partial action (π, θ) of Proposition 2.48 is also continuous (resp. open).
To avoid confusion, we denote S ⋉ Λ and S⋉Λ the (underlying sets of the) semidirect products associated to θ and θ, respectively, and if A ⊆ S, U ⊆ Λ, by A * U . . = (A × U ) ∩ (S ⋉ Λ) and A * U . .= (A × U ) ∩ (S⋉Λ). The action maps are still denoted θ and θ. 
Constructions with inverse semigroupoids
Throughout this section the letters S, T,. . . will always denote inverse semigroupoids. We define TopIS as the category of topological inverse semigroupoids and their continuous homomorphisms, and
TopGr as the full subcategory of TopIS of topological groupoids. By EtIS and EtGr we denote the full subcategories of TopIS of étale inverse semigroupoids and groupoids, respectively.
Underlying groupoids.
Definition 4.1. The underlying or restricted product groupoid of a semigroupoid S is the groupoid U (S) obtained from S by restricting its product to the set U (S) (2) 
It is straightforward to check that U (S) is indeed a groupoid. The unit space (identified with the object space) of U (S) is E(S), and the inverse of a ∈ U (S) is a −1 = a * . The source and range maps on U (S) are given, respectively, by
If S is a topological semigroupoid, then the same topology of S makes U (S) a topological groupoid: The product and inverse maps are immediately continuous. If S is étale, then U (S) is étale as well. Indeed, suppose that A is a bisection of the semigroupoid
Thus s U (S) is a continuous, open, locally injective map, i.e., a local homeomorphism. Therefore U (S) is an étale groupoid.
Note that if G is a groupoid and φ : G → S is a homomorphism, then for all (g, h) ∈ G (2) we have
so the same map φ may be seen as a groupoid homomorphism from G to U (S).
In particular, if φ : S → T is a continuous semigroupoid homomorphism, then the same map induces a continuous groupoid homomorphism U (φ) = φ : U (S) → U (T). This gives us a functor U : TopIS → TopGr. In fact, U is a retraction from TopIS to TopGr, i.e., the restriction of U to TopGr is the identity functor.
The functor U can be easily seen to be terminal universal with respect to the inclusion of categories ι : TopGr ֒→ TopIS. The same facts are also true when restricted to EtIS and EtGr. Proposition 4.2. Let S be a topological (resp. étale) inverse semigroupoid. Then for every topological (resp. étale) groupoid G and for every continuous semigroupoid homomorphism φ : G → S, the associated map φ : G → U (S) is a groupoid morphism. In other words, there exists a unique groupoid morphism ψ : G → U (S) (namely, the same function as φ) such that the following diagram commutes:
Quotients. A somewhat general notion of quotient for discrete semigroupoids is considered in [29] . We will consider only quotients of inverse semigroupoids which preserve their vertex sets.
Definition 4.3.
If G is a graph, an equivalence relation R on G (1) is said to be graphed the source and range maps are R-invariant (i.e., constant on all R-equivalence classes).
A graph congruence on an inverse semigroupoid S is a graphed equivalence relation R on S such that for all a, a, b, b ∈ S, if (a, a), (b, b) ∈ R and (a, b) ∈ S (2) , then (ab, a b) ∈ R.
Note that, in the definition above, the product a b is defined since s( a) = s(a) = r(b) = r( b), as the source and range maps are constant on R-equivalence classes.
Given a graph congruence R on an inverse semigroupoid S, we let S/R be the quotient semigroupoid, which is a graphed semigroupoid constructed in the same manner as quotients of categories (see [30, Section 2.8] ): The vertex space is (S/R) (0) . .= S (0) . The arrow space is the usual quotient set S/R, and we denote the R-equivalence class of a ∈ S as [a]. Since s and r are constant on R-equivalence classes, then they factor (uniquely) to maps s, r : S/R → S (0) , s([a]) = s(a) and r([a]) = r(a) for all a ∈ S. The product is defined in the only manner which makes the natural quotient map S → S/R a semigroupoid homomorphism. Namely, given (x, y) ∈ (S/R) (2) , choose representatives a ∈ x and b ∈ y.
Then s(a) = s(x) = r(y) = r(b), so we may define xy = [ab]. Since R is a congruence, this product does not depend on the choice of representatives of x and y. Associativity of the product is immediate. Let us prove that quotients of inverse semigroupoids are also inverse semigroupodis. The following is an analogue of a well-known fact for semigroups, and its proof follows the same steps. See [ Lemma 3.3.1]) . A regular graphed semigroupoid S is an inverse semigroupoid if and only if elements of E(S) commute, i.e., for all (e, f ) ∈ (E(S) × E(S)) ∩ S (2) , ef = f e.
The following is a particular case of [29, Lemma 3.3 .3] and the Lemma above. It may also be proven directly as in the case of inverse semigroups -see [37, Proposition 2.1.1(iii)].
Proposition 4.5. If R is a graph congruence on an inverse semigroupoid S, then S/R is an inverse semigroupoid.
4.2.1. The étale case. Suppose now that S is a topological (or étale) inverse semigroupoid, and that R is a graphed congruence on S. We wish to endow S/R with a natural topology making it a topological (or étale) inverse semigroupoid as well, and for this we use the quotient topology. However, in general we do not have control over the topology of (S/R) (2) , and thus we cannot guarantee that the multiplication map of S/R is continuous with respect to the quotient topology. We will therefore to make further topological assumptions on the congruence R in order to obtain the desired result. Let us briefly recall some facts about quotient topologies.
• If X is a topological space, Y is a set, and π : X → Y is a function, the quotient topology Proposition 4.6. Let S be a topological (resp. étale) inverse semigroupoid and R a graphed open congruence on S. Then the quotient topology of S/R makes it a topological (resp. étale) inverse semigroupoid, where we endow T (0) = S (0) with its original topology.
Proof. We first assume only that S is a topological inverse semigroupoid. Let us denote T . . = S/R and π : S → T the quotient map. We have the commutative diagram
where the horizontal arrows denote the inversion maps. Therefore the inversion map of T is simply the factor map of π • ( ) * through π, and is therefore continuous. Continuity of the source and range maps may be proven similarly with diagrams.
We will prove that T (2) has the quotient topology induced by the restriction of π × π to T (2) . After that, continuity or the product on T follows easily, since we have the commutative diagram
where the horizontal arrows denote the product maps. This means that the product of T is the factor of a continuous map through π × π, and is therefore continuous. Moreover, we have S (2) = (π × π) −1 T (2) and so for every Remark. A similar construction as in [6] shows, by set-theoretic considerations, that the category of topological inverse semigroupoids admits arbitrary quotients in the following sense: If S is any topological inverse semigroupoid and R is any congruence on S, then there exists a topological inverse semigroupoid S/R and a continuous homomorphism π R : S → S/R such that π R (a) = π R (b) whenever (a, b) ∈ R, and for any other inverse semigroupoid T and any continuous homomorphism φ : S → T such that φ(a) = φ(b) whenever (a, b) ∈ R, then there exists a unique continuous groupoid homomorphism ψ :
The main idea in the construction of S/R as above is to show that there is a set Q of all possible topological semigroupoid quotients of S which identify R-equivalent elements of S. More precisely, Q is a set of topological inverse semigroupoids Q endowed with continuou maps π Q : S → Q such that π Q (a) = π Q (b) whenever (a, b) ∈ R, and which satisfies the following property: If φ : S → T is any topological semigroupoid homomorphism such that φ(a) = φ(b) whenever (a, b) ∈ R and φ(S) generates T (as an inverse semigroupoid), then (T, φ) may be represented (faithfully) as (Q, π Q ) for some Q ∈ Q. We then take (S/R) ′ = Q∈Q Q, π = Q∈Q π Q , and S/R the sub-inverse semigroupoid of (S/R) ′ generated by π(S). However, the topology of S/R is not manageable in abstract terms, and a priori the inverse semigroupoid S/R might be trivial even if R = S × S.
4.3.
Semigroupoids of germs and the initial groupoid. Definition 4.7. A poset (P, ) is conditionally downwards directed for all p ≤ P , the downset p ↓, = {x ∈ P : x p} is downwards directed. Explicitly, this means that whenever x, y p in P , there exists z ∈ P with z x, y.
As an example, every inverse semigroupoid with its canonical order is conditionally downwards directed.
The germ relation ∼ on a poset (P, ) is defined as a ∼ b ⇐⇒ there exists z ∈ P such that z ≤ a and z ≤ b.
Lemma 4.8. ∼ is always reflexive and symmetric, and it is transitive (and thus an equivalence relation) if and only if (P, ) is conditionally downwards directed.
Proof. Only the last statement warrants a proof. If (P, ) is conditionally downwards directed, then suppose a ∼ b and b ∼ c. Let x and y with x a, b and y b, c. As both x and y are bounded above by b, we may take z x, y. Then z x a and z y c, so a ∼ c. Hence ∼ is transitive. Conversely, if ∼ is transitive, suppose x, y p in P . Then x ∼ p and p ∼ y, so x ∼ y, which means that there exists z x, y, as desired.
The following example will be used in our duality result, and yields a large class Definition 4.9. A preorder on a semigroupoid S is compatible (with S) if (i) a b implies a ≤ b; (ii) a b implies ax bx and ya yb whenever (a, x), (y, a) ∈ S (2) .
(note that bx and yb in (ii) are defined because, by (i), a ≤ b, so s(a) = s(b) and r(a) = r(b)). The verification of the other direction -that if G is an étale groupoid then the canonical order of B(G) is set inclusion -is straightforward.
Lemma 4.11. If is a compatible preorder on an inverse semigroupoid S then it is conditionally downwards directed, and ∼ is a graphed congruence.
Proof. To prove that is conditionally downwards directed, suppose x, y a. Then x, y ≤ a as well. The product z . .= xy * y is thus defined, and z = xy * y ay * y = y, and z = xy * y xa * a = x.
(In fact, note that any -lower bound w of {x, y} satisfies w = ww * w xy * y = z, so z = inf {x, y}.) Property 4.9(i) implies that the source and range maps are ∼ -invariant, so ∼ is graphed. If
Remark. The germ relation associated to a compatible order does not determine the order completely. For example, let L 3 = {0, 1, 2} be the lattice with 0 < 1 < 2. Set x y if and only if x = y or x = a. Then is a compatible order on L 3 , different from the canonical order ≤ but with the same germ relation (namely, all elements of L 3 are equivalent).
Therefore, given an inverse semigroupoid S and a compatible order , we may construct the quotient inverse semigroupoid S/∼ . If S is étale, we wish to apply Proposition 4.6 to make S/∼ étale as well. is compatible but not topologically compatible with S. Moreover, it is not hard to verify that the quotient S/∼ is a topological, non-étale, inverse semigroupoid when endowed with the quotient topology.
At this moment, we do not have an example of a compatible order on a topological inverse semigroupoid S such that the product map on S/∼ is not continuous with respect to the quotient topology.
Given a topologically compatible order on a topological inverse semigroupoid S, the
which is open. Therefore ∼ is open, and as a particular case of Proposition 4.6, we obtain the following result.
Proposition 4.14. Suppose that is a topologically compatible order on a topological (resp. étale) inverse semigroupoid S. Then the quotient topology on T = S/∼ makes it a topological (resp. étale) inverse semigroupoid. (We endow S (0) = T
with its original topology.)
Given an étale inverse semigroupoid S, the canonical order ≤ of S is topologically compatible, by Corollary 3.6(b), and thus we may apply the result above. To check that ℐ (S) is indeed a groupoid, we may simply verify that its canonical order is trivial. Denote by π S : S → ℐ (S) the (usual) quotient map. If π S (a) ≤ π S (b), then π S (a) = π S (ba * a). Since ba * a ≤ b then ba * a and b are ∼ ≤ related, hence π S (b) = π S (ba * a) = π S (a). Moreover, ℐ (S) satisfies a universal property for semigroupoid homomorphisms from S to topological groupoids (and hence its name): Let π S : S → ℐ (S be the canonical quotient map. Suppose that φ : S → G is a continuous semigroupoid homomorphism, where G is a topological groupoid. As φ preserves the orders and the order of G is trivial, then φ is ∼ ≤ -invariant, and thus φ factors through π S to a continuous groupoid homomorphism ψ : ℐ (S) → G, i.e., φ = ψ • π S .
In particular, if T is another étale inverse semigroupoid and φ : S → T is a continuous semigroupoid homomorphism, then the composition π T • φ : S → ℐ (T) factors uniquely through ℐ (S), so we obtain a continuous groupoid homomorphism ℐ (φ) : ℐ (S) → ℐ (T). Therefore we have a functor ℐ : EtIS → EtGr, and the previous paragraph proves that it is initial with respect to the inclusion of categories ι : EtGr ֒→ EtIS. Proposition 4.16. Let S be an étale inverse semigroupoid. Then for every étale groupoid G, every continuous semigroupoid morphism φ : S → G factors through a continuous groupoid homomorphism ℐ (S) → G. In other words, there exists a unique continuous groupoid homomorphism ψ : ℐ (S) → G such that the following diagram commutes:
If G is a groupoid, then its order is trivial and the associated germ relation is the identity, hence the restriction of ℐ to EtGr is naturally isomorphic to the identity functor. In this manner, ℐ may also be regarded as a retraction from EtIS onto its full subcategory EtGr. X is a continuous ∧-preaction of an inverse semigroup S on a topological space X, then we have seen in Example 3.12 the semidirect product S ⋉ X is an étale inverse semigroupoid. The groupoid ℐ (S ⋉ X) is the groupoid of germs of θ, as considered in [3] .
Quotients of semidirect products. Let (π, θ) : S
T be an open, continuous ∧-preaction, where S and T are topological inverse semigroupoids. We will now analyse how the operations of "taking quotients" and "taking semidirect products" behave with respect to each other. Abusing language, we might simply say that "quotients and semidirect products commute".
Suppose that R 1 and R 2 are graphed congruences on S and T, respectively. We denote equivalence classes, either in S or T, simply by brackets, if a ∈ S then [a] denotes its R 1 -equivalence class, and similarly in T.
On one direction, consider the equivalence relation
if and only if s 1 is R 1 -equivalent to s 2 and t 1 is R 2 -equivalent to t 2 . We wish that R 1 × R 2 is a congruence on S ⋉ T, and for this we need to impose conditions on the congruences R 1 and
Definition 4.19. A graphed congruence R on an inverse semigroupoid R is idempotent pure if (a, e) ∈ R and e ∈ E(S) implies a ∈ E(S) (i.e., the saturation of E(S) is E(S)).
The following equivalences are well-known in the case of inverse semigroups, and the proofs are easy enough, so we omit them. (i) R is idempotent pure;
(ii) The canonical quotient map π : S → S/R is idempotent pure, in the sense that π
We therefore make two standing hypotheses on the congruence R 1 and R 2 , and the action (π, θ).
(H1) R 1 is idempotent pure; (H2) θ is an R 2 -morphism: For all a ∈ S and x, y ∈ dom(θ a ), if (x, y) ∈ R 2 then (θ a (x), θ a (y)) ∈ R 2 .
Lemma 4.21. Under hypotheses (H1) and (H2),
Proof. We start with the last statement.
, and xy * y belongs to both dom(θ a ) and dom(θ b ). As R 1 is idempotent pure, θ a and θ b are compatible, and thus coincide on the intersection of their domains. Since θ is an R 2 -morphism then
as desired.
We can now prove that the source and range maps of
] by the previous paragraph. As R 2 is graphed, The lemma above allows us to construct the quotient of the semidirect product, (S ⋉ T)/R 1 × R 2 . We now do the opposite, namely we construct a semidirect product of the quotients, (S/R 1 ) ⋉ (T/R 2 ). First we need to describe the ∧-preaction of S/R 1 on T/R 2 .
The anchor map π : T → S (0) is a homomorphism, so if r(x) = r(y), then x * y is defined, so π(x) = π(x * ) = π(y). Since R 2 is graphed then π factors unique to a homomorphism, T/R 2 → S (0) , which we also denote π.
We now define the action of S/R 1 on T/R 2 , which we denote by Θ. Given an R 1 -class α ∈ S/R 1 , consider the subsets of T/R 2
Note that R α = D α * , and that D α is a subset of π −1 (s(α)). By Lemma 4.21, we may define a map Θ α :
whenever a ∈ α and x ∈ dom(θ a ).
We have already seen that if a, b ∈ α then θ a and θ b coincide on their common domain, and from this it follows that Θ α is a bijection from D α to R α . We will prove that it is a ∧-preaction, in the sense of Definition 2.47. For this, let us make a small detour to the theory of ∨-prehomomorphisms, which are dual to ∧-prehomomorphisms. is also a ∨-prehomomorphism, then θ is an isomorphism.
Proof. The statements in the first paragraph may be proven just as in the case of inverse semigroups; see [26, Proposition 3.1.5] . Let us prove the last statement. Suppose θ is invertible and θ −1 is also a ∨-prehomomorphism.
Given (a, b) ∈ S (2) , we have θ(ab) ≤ θ(a)θ(b). Since θ −1 is a ∨-prehomomorphism, and in particular it preserves the order,
Proof. We simply need to verify that if (π, θ) satisfies any of properties 2.35(i), (ii) or (iii), then (π, Θ) satisfies the same property. The work for 2.35(i) is straightforward, i.e., if θ
, and this belongs to dom(Θ α ). Then, find a ∈ α and y ∈ dom(θ a ) such that
We have
, and the element θ b (x)y * y belongs to both ran(θ b ) and dom(θ a ).
This proves that Θ α • Θ β ≤ Θ αβ , as we wanted.
It remain only to prove that each map Θ α is an isomorphism between ideals of T/R 2 . It should be clear that D α is an ideal for each α ∈ S/R 1 . Moreover, recall that as R 2 is graphed, then a product Let α ∈ S/R 1 . First we prove that Θ α preserves idempotents. Indeed, if γ ∈ dom(Θ α ) is idempotent, take a ∈ α and x ∈ γ ∩ dom(θ a ).
, we may assume that x ∈ E(S), so θ a (x) ∈ E(T), because θ a is an isomorphism, and thus Θ α (γ) = [θ a (x)] ∈ E(T/R 2 ).
We may now prove that Θ α is a ∨-prehomomorphism. Suppose that γ, δ ∈ dom(Θ α ). Then are a, b ∈ α and x ∈ γ ∩ dom(θ a ) and y ∈ δ ∩ dom(θ b ). If γδ is defined and it also belongs to dom(Θ α ), so there is c ∈ α and z ∈ (γδ) ∩ dom(θ c ). We then apply Lemma 4.21 several times, which allows us to compute
α , so by Proposition 4.23, Θ α is an isomorphism. .
Remark.
The analogous result to the proposition above for partial actions is not true. The following example was considered in [25, Example 4.5] . Let E = {0, a, b} be the semilattice with x ≤ y if and only if x = 0 or x = y, acting on the lattice L 2 = {0, 1}, where 0 < 1, as follows: θ 0 and θ a are the identity of {0} and θ b = id L2 . Then, in fact, θ is a global action. We let R 1 be the congruence which identifies 0 and b in E, and R 2 the identity of L 2 . Again denoting
= θ a , and θ a < θ b .
We will now consider the topological setting. The two standing hypotheses (H1) and (H2) are still maintained. 
Indeed, the inclusion "⊆" is immediate. Conversely, an element of the right-hand side may be writtens in the form ([a], [x] ), where x ∈ dom(θ b ) for some b ∈ A, and also in the form
where z ∈ dom(θ c ). As R 2 is graphed then r(x) = r(z), so π(x) = π(z). As R 1 is also graphed, then
Since π 1 , π 2 and p are open maps then (
, which is open by the previous item. (c) We have the commutative diagram 
is a topological semigroupoid isomorphism.
Proof. The fact that Φ is a semigroupoid isomorphism is immediate. To check that it is also a homeomorphism, consider the commutative diagram (that is, dom(τ a ) = {s(a)} and ran(τ a ) = {r(a)}).
As S is étale, it is easy to verify that T(S) . .= (id S (0) , τ ) is a continuous open action.
Denote by Act the category of continuous open actions of étale inverse semigroupoids on topological spaces. A morphism between actions (π i , θ i ) : S i X i (i = 1, 2) is a pair (f, φ), where f : X 1 → X 2 is a continuous function and φ : S 1 → S 2 is a continuous homomorphism, which are equivariant in the sense that for all a ∈ S, f • θ
We will construct a pair of adjunct functors between Act and EtIS. Let us denote by T(S) = (id S (0) , τ ) the action constructed in Example 4.28, for an étale inverse semigroupoid S. We already know that any continuous étale semigroupoid homomorphism φ : S 1 → S 2 induces a continuous map on the vertex sets φ (0) :
It is easy to see that T(φ) . .= (φ (0) , φ) is equivariant, and thus a morphism between the actions T(S 1 ) and T(S 2 ). We thus have a functor T : EtIS → Act.
In the other direction, given a morphism (f, φ) :
). Therefore we have a functor * : Act → EtIS, taking any action to the associated semidirect product.
Proposition 4.29. (T, * ) is a pair of adjoint functors. Moreover, * T is (naturally isomorphic to) the identity of EtIS.
Proof. We first define a natural transformation ǫ : T * → id Act . Given an action (π, θ) : S T, consider the homomorphism ǫ (1) :
) is a morphism of actions, and this defines a natural transformation ǫ : T * → id Act .
In the other direction, given an inverse semigroupoid S, consider η S : S → S * S (0) as η S (a) = (a, s(a)). Then η S is actually an isomorphism, and this defines a natural isomorphism η : id EtIS → * T.
Elementary, although long, computations prove that (ǫ, η) is an adjunction between T and * .
Duality
By making an analogy with the Non-Commutative Stone Duality of Lawson-Lenz, between certain classes of groupoids and inverse semigroups, we look at the following question: How can one recover an inverse semigroupoid from its set of bisections?
Let S be a discrete inverse semigroupoid. Then the set B(S) of bisections of S is an inverse semigroup under product of sets. However, the natural order in this semigroup does not coincide with set inclusion: Given A, B ∈ B(S), we have A ≤ B if and only if for all a ∈ A, there exists b ∈ B with (r(b), s(b)) = (r(a), s(a)) and a ≤ b.
As a more concrete example, if S is an inverse semigroup, then the non-empty bisections of S are simply singleton sets, and thus set inclusion coincides with identity: {a} ⊆ {b} if and only if a = b. However, as long as S is not a group, there will be distinct elements a = b with a ≤ b.
Therefore, in order to recover S from B(S) we will need to consider information about set containment as well.
Following the approach in classical Stone duality, as well as in the initial versions of non-commutative Stone duality for groupoids, we will consider only locally compact étale semigroupoids with Hausdorff and zero-dimensional idempotent spaces. is Hausdorff. then the product of compact subsets of S is compact.
(a) Suppose E(S) is Hausdorff. Given
, choose e 1 , e 2 ∈ E(S) with s(e i ) = x i , so e 1 = e 2 . Take any two open bisections U 1 , U 2 with e i ∈ U i . (b) We have S (2) = {(a, b) ∈ S : s(a) = r(b)}, which is closed in S × S as s and r are continuous and
Example 5.2. Let X be any Hausdorfff topological space with a non-isolated point x 0 ., and let L 2 = {0, 1} be the lattice with 0 ≤ 1. Let S be the inverse semigroupoid obtained from L 2 × X by identifying (0, x) with (1, x) whenever x = x 0 . Then S = E(S) is a non-Hausdorff, étale inverse semigroupoid, and S (0) = X is Hausdorff. Now consider Y = S simply as a topological space. Let E = {0, a, b} be the semilattice with x ≤ y ⇐⇒ x = 0 or x = y, and T = E × X \ {(0, x 0 )}, which we make an inverse semigroupoid over Y as follows: If s(a, x 0 ) is the class of (0, x 0 ) in Y , s(b, x 0 ) is the class of (1, x 0 ) in Y , and if x = x 0 , then s(e, x) is the class of (0, x) in Y . Then the product of E × X restricted to T makes it a Hausdorff, étale inverse semigroupoid, with non-Hausdorff vertex space. S :
Proof. We have t ≤ a and t * ≤ a * . By (Σ-vi), consider z, w ∈ S such that t ≤ z, w ⊆ a and tx = 0 ⇐⇒ zx = 0 and xt = 0 ⇐⇒ xw = 0.
Let p = z ∩ w (Lemma 5.5(c)). Then t ≤ p ⊆ a, p = zw * w and for all x ∈ S, px = 0 ⇐⇒ zw * wx = 0 ⇐⇒ tw * wx = 0 ⇐⇒ tx = 0, where the second equivalence follows from the choice of z and the third one from t ≤ w. Similarly, as p = w ∩ z = zz * w, xp = 0 ⇐⇒ xt = 0. As for the uniqueness of p, suppose that q is another element with the same property. Then p * p, q * q ⊆ a * a, and we have 0 = p(a * a\p * p) = 0, hence x(a * a\p * p) = 0 and q(a * a\p * p) = 0 by the given properties of p and q. Therefore
By symmetry, we conclude that q * q = p * p, and as both p, q ≤ a then p = q.
Definition 5.7. The unique element p of the Lemma above is called the interpolator of t and a, and is denoted by a|t.
Interpolators may be described precisely in well-known cases.
Example 5.9. Let S be a weakly Boolean distributive inverse semigroup as in [27] . Then the canonical order of S makes it a Σ-ordered inverse semigroup. Interpolators are trivial, in the sense that if a ≤ b in S then b|a = a.
5.1.
The general procedure. Let us describe the general procedure to reconstruct an ample inverse semigroupoid S from the pair (KB(S), ⊆). First, we "extend" the canonical action S on S (0) to an action of KB(S) on S (0) in the intuitive way: a bisection of S is actually a collection of arrows between points of S (0) , and thus describes a partial function of S (0) . Then set inclusion on KB(S) induces a compatible order on the semidirect product KB(S) ⋉ S (0) , and the quotient (semigroupoid of germs) is isomorphic to S.
So the problem at hand now is to describe S (0) in terms of KB(S), which we follow by constructing the relevant categories and the dual equivalence between them.
Reconstruction of S (0)
from KB(S). Let E be a semilattice. Recall that a filter on E is a nonempty subset F ⊆ E which is downwards directed and upwards closed -i.e., it satisfies (i) If e, f ∈ F, then ef ∈ F; (ii) If e ∈ F, f ∈ E, and e ≤ f , then f ∈ F.
A filter is proper if F = E. If E has a zero (minimum), this is equivalent to say that 0 ∈ F. An ultrafilter is a maximal proper filter. Every nonzero element e ∈ E belongs to the filter e ↑ = {f ∈ E : e ≤ f }, and Zorn's Lemma implies that every filter is contained in some ultrafilter. Therefore every element of E belongs to some ultrafilter.
The following alternative description of ultrafilters is well-known and useful.
Lemma 5.10. Let F be a proper filter in a semilattice with zero E. The following are equivalent:
(1) F is an ultrafilter; (2) For every e ∈ E, if 0 ∈ eF then e ∈ F.
Proof. If 0 ∈ eF, then the set (eF) ↑ = {u ∈ E : ef ≤ u for some f ∈ F} is a proper filter containing F ∪ {e}. If F is maximal, then F = (eF) ↑ , which contains e. This proves (1)⇒(2). Conversely, if (2) is valid, consider a proper filter G containing F. As 0 ∈ G, then every e ∈ G satisfies the condition of (2), so G ⊆ F. Hence F is valid, i.e., (1).
Definition 5.11. The spectrum of E is the topological space Ω(E) of all ultrafilters in E, with the topology generated by the sets
(e ∈ E).
for all e, f ∈ E, so {X[e] : e ∈ E} is indeed a basis for the topology of Ω(E).
Suppose now that (S, ⊆) is a Σ-ordered inverse semigroup, and E = E(S) is its idempotent semilattice (we use the canonical order ≤ as the lattice structure of E(S), and not ⊆).
Lemma 5.12. Every element F of Ω(E(S)) is a prime ⊆-filter, in the sense that if e 1 ∪ e 2 ∈ F then e 1 ∈ F or e 2 ∈ F.
In other words, X[e 1 ∪ e 2 ] = X[e 1 ] ∪ X[e 2 ] whenever e 1 ∪ e 2 is defined in E(S).
Proof. If e 1 ∈ F we are done. If e 1 ∈ F, then by Lemma 5.10 there exists f ∈ F such that e 1 f = 0. For any other f ′ ∈ F, as e 1 ∪ e 2 ∈ F, we have
and in particular f ′ e 2 = 0 (as E(S) is commutative). By Lemma 5.10, e 2 ∈ F.
Proposition 5. 13 . Ω(E(S)) is a zero-dimensional, locally compact Hausdorff space.
Proof. First we prove that Ω(E(S)) is Hausdorff. Suppose that F = G in Ω(E(S)). As F and G are ultrafilters, Lemma 5.10 allows us to take f ∈ F and g ∈ G such that f g = 0, so X[f ] and X[g] are disjoint neighbourhoods of F and G, respectively. To prove that Ω(E(S)) is locally compact and zero-dimensional, it suffices to prove that each basic open set X[e] is compact. Suppose that
, we may assume that r i ≤ e. Using interpolation, let s i = e|r i , i.e., r i ≤ s i ⊆ e and s i x = 0 ⇐⇒ r i x = 0 for all x ∈ E(S).
By Lemma 5.10, we have X[r i ] = X[s i ] for all i, so it suffices to prove that e = i∈F s i for some finite subset F ⊆ I and apply Lemma 5.12. Suppose otherwise, and let us arrive at a contradiction. For every finite subset
so the family B = {x ∈ E(S) : x ≥ s(F ) for some finite F ⊆ I} is a ≤-filter containing e. Let F be any ≤-ultrafilter containing B (which exists by Zorn's Lemma). Then for all i, e \ s i ∈ B ⊆ F, so s i ∈ F , i.e., F ∈ X(e) \ i∈I X[s i ], a contradiction.
Suppose now that S is an ample inverse semigroupoid. For every x ∈ S (0) , the set
is clearly a proper filter in E(KB(S)).
Lemma 5.14. For every x ∈ S (0)
, the set ψ(x) is an ultrafilter in E(KB(S)). In fact, the map ψ :
Proof. First note that, as S (0) is Hausdorff, then ψ(x) ⊆ ψ(y) if and only if x = y. We thus only need to prove that every proper filter F of E(KB(S)) is contained in ψ(x) for some x. As F is downwards directed, then the family {s(U ) : U ∈ F} of compact subsets of the Hausdorff space S (0) has the finite intersection property, so Cantor's Intersection Theorem implies that its intersection is nonempty. Any element x ∈ U∈F s(U ) satisfies F ⊆ ψ(x).
This in fact implies that ψ(x) is an ultrafilter for any x ∈ S (0) : By Zorn's lemma and the previous paragraph, there are an ultrafilter F and y ∈ S (0) such that ψ(x) ⊆ F ⊆ ψ(y). By the first paragraph of the proof and maximality of F, ψ(x) = ψ(y) = F is an ultrafilter. The argument in the previous paragraph implies the statement about ψ −1 .
5.3.
The category Σ-Ord. A morphism of Σ-ordered inverse semigroups is a semigroup homomorphism θ : S → T which further satisifies:
(iv) For all a, b ∈ S and t ∈ T , if t ⊆ θ(a), θ(b), then there exists c ⊆ a, b such that t ⊆ θ(c);
(v) θ is proper : For all t ∈ T , there exist t 1 , . . . , t n ∈ T and s 1 , . . . , s n ∈ S such that
It is easy to check that morphisms of Σ-ordered inverse semigroups are stable under composition. We thus define the category Σ-Ord of Σ-ordered inverse semigroups and their morphisms.
Property (iv) above was considered in [27, p. 134] , as part of the definition of callitic morphisms for distributive inverse semigroups. It is a strengthening of the condition that θ preserves ∧, and is necessary since we consider non-Hausdorff inverse semigroupoids.
To see that θ preserves ∧, suppose that a∩b exists in S.
It is important to note that there are semigroup homomorphisms, between Σ-ordered inverse semigroups, which satisfy Properties (i)-(v) but not (vi).
The next example shows that (iv) and (vi) are necessary. If φ is both star-injective and star-surjective, we say that φ is a covering homomorphism. We define Amp ⋆ as the category of ample inverse semigroupoids and continuous, proper covering homomorphisms. We thus define the functor K on a morphism φ : A → B of Amp ⋆ as K(φ)(A) = φ −1 (A).
Proof of Lemma 5.16. Suppose A ∈ KB(T). As φ is continuous and proper, then φ −1 (A) is open and compact. Let us prove that it is a bisection of S.
Suppose a, b ∈ φ −1 (A) and s(a) = s(b). Then s(φ(a)) = s(φ(b)), andas φ(a) and φ(b) belong to the bisection A then φ(a) = φ(b). As φ is star-injective then a = b. Thus the source map is injective on φ −1 (A), and similarly the range map is injective on φ −1 (A). We now need to prove that K(φ) : A → φ −1 (A) is a semigroup homomorphism, i.e., that φ −1 (AB) = φ −1 (A)φ −1 (B) for all A, B ∈ KB(T). The inclusion φ −1 (A)φ −1 (B) ⊆ φ −1 (AB) is immediate as φ is a semigroupoid homomorphism. Conversely, suppose that z ∈ φ −1 (AB). Then there exist (a, b) ∈ (A × B) ∩ T (2) such that φ(z) = ab, and in particular s(φ(z)) = s(b). As φ is star-surjective, there exists p b ∈ S with s(p b ) = s(z) and φ(p b ) = b. Then s(φ(pp * b )) = s(b * ) = s(a), so again since φ is star-surjective then there exists p a ∈ S with s(p a ) = s(p * b ) and φ(p a ) = a. Then s(p a p b ) = s(p b ) = s(z), and φ(p a p b ) = ab = φ(x). As φ is star-injective then x = p a p b ∈ φ −1 (A) ∩ φ −1 (B). The first non-trivial property that we need to prove for K(φ), to conclude that it is a morphism of Σ-ordered inverse semigroups, is properness. Suppose K ∈ KB(S). Then φ(K) is compact in T, so we may cover it by finitely many bisections A 1 , . . . , A n ∈ KB(T). Setting K i = φ −1 (A i ) ∩ K, we have K = n i=1 K i and K i ⊆ K(φ)(A i ). This proves that K(φ) is proper. The fact that K(φ) preserves interpolators it equivalent to the equality φ −1 (s −1 (s(B)) ∩ A) = s −1 (s(φ −1 (B))) ∩ φ −1 (A)
for arbitrary A, B ∈ KB(T), and this is easily proven using star-surjectivity.
5.6. The functor P : Σ-Ord op → Amp. As a motivation, suppose that the functor P is defined in a manner that P(KB(S)) ∼ = S for every ample semigroupoid S. Given another ample semigroupoid T, a morphism θ : KB(S) → KB(T)) thus induces a morphism P(θ) : T → S, and in particular a map between the underlying vertex spaces T (0) and S (0) , or alternatively by the content of Subsection 5.1, between Ω(E(KB(T))) and Ω(E(KB(S))). This is the map we deal with first.
Let us temporarily fix a morphism of Σ-inverse semigroups θ : (S, ⊆) → (T, ⊆). Then θ restricts to a semigroup homomorphism θ| E(S) : E(S) → E(T ). The construction of the maps Ω(E(T )) → Ω(E(S)) cannot be done just by taking pre-images, contrary to as in more classical cases (e.g. [27] ).
Lemma 5.17. If F ∈ Ω(E(T )), then θ −1 (F) is nonempty, and the set P(θ) (0) (F) = e ∈ E(S) : 0 ∈ eθ|
is an ultrafilter containing θ| −1 E(S) (F). Moreover, the map P(θ)
thus defined is continuous and proper.
Proof. Choose any t ∈ F, so as θ is proper, there exist t 1 , . . . , t n ∈ E(T ) and s 1 , . . . , s n ∈ E(S) such that t = n i=1 t i and t i ⊆ φ(s i ) for each i. As F is ⊆-prime (Lemma 5.12), for some i we have t i ∈ F, so s i ∈ θ| −1 E(S) (F). Of course, P(θ) (0) (F) is upwards closed, does not contain 0, and contains θ −1 (F), so to prove that it is a filter we need to prove that it is closed under products. For this, fix an arbitrary p ∈ θ| −1
E(S) (F).
Suppose that f, g ∈ P(θ) (0) (F). Then f p ≤ p, so we may consider the interpolator q f . . = p|(f p). Since θ(p) = θ(q f ) ∪ θ(p \ q f ), one of q f or (p \ q f ) belongs to θ −1 (F) (by Lemma 5.12). We have f p(p \ q f ) ≤ q f (p \ q f ) = q f ∩ (p \ q f ) = 0, and because f ∈ P(θ) (0) (F) then p(p \ q f ) ∈ θ −1 (F), so (p \ q f ) ∈ θ −1 (F) as well. We therefore have q f ∈ θ −1 (F). Suppose now, in order to obtain a contradiction, that f g ∈ P(θ) (0) (F), so that we may find e ∈ θ −1 (F) such that f ge = 0. Then f p(eg) = 0, implying q f (eg) = 0, contradicting the facts that e, q f ∈ θ −1 (F) and g ∈ P(θ) (0) (F). From all of this, we conclude that P(θ) (0) (F) is a proper filter of E(S). In fact, its definition makes it clear, by Lemma 5.10, that it is an ultrafilter in E(S), i.e., an element of Ω(E(S)).
To prove that P(θ) (0) is continuous and proper, it is sufficient to prove that P(θ) (0) −1 (X[e]) = X[θ(e)], as it shows that preimages of basic compact open subsets of Ω(E(KB(S))) are compact and open in Ω(E(KB(T))). The inclusion X[θ(e)] ⊆ P(θ) (0) −1 (X[e]) is simple enough, however the converse is harder. Namely, we need to prove that if e ∈ P(θ) (0) (F), then θ(e) ∈ F. Suppose that this was not the case, so there exists a ∈ F with θ(e)a = 0. By Property 5.4(Σ-v), the join θ(e) ∪ a exists. As θ is proper, the same considerations as in the proof that θ −1 (F) is nonempty allow us to assume that θ(e) ∪ a ⊆ θ(g), and in particular θ(e) = θ(eg). Letting p = g|(eg), we have θ(p) = θ(g)|θ(e). In particular, θ(e)a = 0 implies θ(p)a = 0, so θ(p) ∈ F. On the other hand, e(g \ p) = ge(g \ p) ≤ p(g \ p) = 0, and since e ∈ P(θ) (0) (F) then g \ p ∈ θ −1 (F), i.e., θ(g \ p) ∈ F. This is a contradiction, as neither θ(p) nor θ(g \ p) belong to the ultrafilter A but θ(g) = θ(p) ∪ θ(g \ p) does.
We therefore conclude that P(θ) (0) −1 (X[e]) = X[θ(e)], as we wanted.
To finish the construction of the functor P, let us work in a more general setting. Suppose that θ : S E is an action of an inverse semigroup S acts on a semilattice E by order isomorphisms of ideals of E (equivalently, this is action between semigroupoids). Then we may construct a "dual" action θ of S on Ω(E). Namely, for a ∈ S, we set dom( θ a ) . . = {F ∈ Ω(E) : F ∩ dom(θ a ) = ∅}, and a bijection θ a : dom( θ a ) → dom( θ a * ), θ a (F) = θ a (F ∩ dom(θ a )) ↑ = {u ∈ E : u ≥ θ a (e) for some e ∈ F ∩ dom(θ a )} Note that dom( θ a ) = e∈dom(θa) X[e] is open in Ω(E), and that θ a * (X[e]) = X[θ(e)], whenever X[e] ⊆ In particular, the Munn representation µ : S E(S) induces a continuous action µ : S Ω(E(S)). Note that dom( µ a ) = X[a * a] for all a ∈ S. We then construct the semidirect product S ⋉ µ Ω(E(S)).
As we are considering a Σ-ordered inverse semigroup (S, ⊆), the order ⊆ induces a compatible order, also denoted ⊆, on S ⋉ µ Ω(E(S)), namely (s, F) ⊆ (t, G) ⇐⇒ e = f and s ⊆ t.
Note that a basic open set of S ⋉ µ Ω(E(S)) is of the form {s} × X[e] for some e ∈ E(S), and is an étale inverse semigroupoid. The vertex space Ω(E(S)) is Hausdorff, locally compact and zerodimensional, and therefore P(S, ⊆) is ample. This defined the functor P on objects.
To define P on morphisms, we need a lemma. Fix a morphism of Σ-ordered inverse semigroups θ : (S, ⊆) → (T, ⊆). Proof. Since θ is proper, choose t 1 , . . . , t n ∈ T and s 1 , . . . , s n ∈ S such that t = n i=1 t i and t i ⊆ θ(s i ) for each i. As t * t = , F], i.e., there exists t ⊆ θ(s 1 ), θ(s 2 ) such that t * t ∈ F. Property (iv) of morphisms of Σ-ordered inverse semigroups yields u ⊆ s 1 , s 2 such that t ⊆ θ(u). In particular F ∈ X[θ(u) * θ(u)], so the previous paragraph gives us P(θ) (0) (F) ∈ X[u * u]. As u ⊆ s 1 , s 2 , we conclude that [s 1 , P(θ) (0) (F)] = [s 2 , P(θ) (0) (F)].
We then define P(θ) : P(T, ⊆) → P(S, ⊆) as P(θ)[t, F] = [s, P(θ) (0) (F)], where s ∈ S is chosen so that [t, F] = [θ(s), F]. The verification that P(θ) is indeed a star-injective, star-surjective, homomorphism of inverse semigroupoids, is somewhat long and uneventful, so we omit it. The vertex map of P(θ) is indeed P (0) which we have already proven to be proper and continuous, so P(θ) is also proper and continuous.
5.7. The natural equivalence. First consider an ample inverse semigroupoid S. Let ψ : S (0) → Ω(E(KB(S))), ψ(x) = {U ∈ E(KB(S)) : x ∈ s(U )} be the homeomorphism constructed in Lemma 5.14.
Thus we define ζ S : S → P(K(S) as ζ S (a) = [A, ψ(s(a))], where A ∈ KB(S) is chosen so that a ∈ A. Then ζ S is an isomorphism of étale inverse semigroupoids, and the associated vertex map ζ (0) S = ψ is a homeomorphism, so ζ S is an isomorphism as well. This defines a natural isomorphism ζ : id Amp ⋆ → PK. (The proof of the naturality of ζ is straightforward, although uninspiring, by carefully following all the definitions, and thus is ommited.)
In the other direction, given (S, ⊆) a Σ-ordered inverse semigroup, we wish to construct an isomorphism κ (S,⊆) : S → K(P(S, ⊆)). For this, let us introduce some notation: Given s ∈ S and a subset U ⊆ Ω(E(S)), let Let us prove that it is an isomorphism. 
