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We propose an approah for inferring strength of oupling between two systems from their tran-
sient dynamis. This is of vital importane in ases where most information is arried by the
transients, for instane in evoked potentials measured ommonly in eletrophysiology. We show
viability of our approah using nonlinear and linear measures of synhronization on a population
model of thalamoortial loop and on a system of two oupled Rössler-type osillators in non-haoti
regime.
PACS numbers: 87.10.Ed, 05.45.Tp, 05.45.Xt, 87.19.lm
I. INTRODUCTION
Coherent ations of apparently distint physial sys-
tems often provoke questions of their possible intera-
tions. Suh oherene in interating systems is often a
result of their synhronization [1℄. It beame a popu-
lar topi with the disovery of synhronization of non-
idential haoti osillators [2℄. Over the years dif-
ferent types of synhrony were studied, notably phase
synhronization [3℄. There were also numerous at-
tempts to study more ompliated interations under the
names of generalized synhronization or interdependene
[4, 5, 6, 7, 8℄. In biologial ontext synhronization is
expeted to play a major role in ognitive proesses in
the brain [9, 10, 11℄ suh as visual binding [10℄ and large-
sale integration [11℄. Various synhronization measures
were suessfully applied to eletrophysiologial signals
[11, 12, 13, 14, 15, 16, 17, 18℄. In this work we onen-
trate on nonlinear interdependene [12, 14℄.
For an experimentalist it is often interesting to know
how two systems synhronize during short periods of
evoked ativity [19, 20℄. Suh questions arise naturally in
analysing data from animal experiments [21, 22, 23, 24℄.
One measures there eletrial ativity on dierent levels
of sensory information proessing and aims at relating
hanges in synhrony to the behavioral ontex, suh as at-
tention or arousal. It may be the ase that the stationary
dynamis (with no sensory stimulation) orresponds to a
xed point. For instane, when one measures the ativity
in the barrel ortex of a restrained and habituated rat,
the reorded signals seem to be noise [21, 22, 23℄. On the
other hand transient ativity evoked by spei stimuli
seems to provide useful information. For example, bend-
ing a bunh of whiskers triggers non-trivial patterns of
ativity (evoked potentials, EPs) in both the somatosen-
sory thalami nulei and the barrel ortex [23, 25℄.
Explorations desribed in this paper aim at solving the
following problem. Suppose we have two pairs of tran-
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sient signals, for example reordings of evoked potentials
from thalamus and erebral ortex in two behavioral situ-
ations [21, 23℄. Can we tell in whih of the two situations
the strength of oupling between the strutures is higher?
Thus we investigate if one an measure dierenes in the
strength of oupling between two strutures using non-
linear interdependene measures on an ensemble of EPs.
Sine EPs are short, transient signals, straightforward
appliation of the measures motivated by studies of sys-
tems moving on the attrators (stationary dynamis) is
rather doubtful and a more sophistiated treatment is
needed [20, 26℄. Our approah is similar in spirit to that
advoated by Janosi and Tel for the reonstrution of
haoti saddles from transient time series [27℄. (Note that
the transients we study should not be onfused with the
transient haos studied by Janosi and Tel.) Thus we ut
piees of the reordings orresponding to well-loalized
EPs and paste them together one after another. Sine
we are interested in the oupled systems, unlike Janosi
and Tel, we obtain two artiial time-series to whih we
then apply nonlinear interdependene measures and lin-
ear orrelations. It turns out that this approah allows
to extrat the information about the strength of the ou-
pling between the two systems.
We test our method on a population model of informa-
tion proessing in thalamoortial loop (Figure 1) on-
Figure 1: Struture of the model of the thalamoortial loop
used in the simulations.
sisting of two oupled Wilson-Cowan strutures [28, 29℄.
Sensory information is relayed through thalami nulei
to ortial elds, whih in return send feedbak onne-
2tions to the thalamus. This basi framework of the early
stages of sensory systems is to a large extent universal
aross dierent speies and modalities [30℄. To hek that
the results are not spei to this partiular system we
also study evoked dynamis of two oupled Rössler-type
osillators in non-haoti regime.
The paper is organized as follows. In Se. II we de-
ne the measures to be used. In Se. III we desribe the
models used to test our method. Our model of thalamo-
ortial loop is disussed in Se. III A and a system of two
oupled Rössler-type osillators is desribed in Se. III B.
In Se. IV we present the results. In Se. IVA we show
how various interdependene measures alulated on the
transients are related to the oupling between the sys-
tems, while in Se. IVB we study how the resolution of
our methods degrades with noise. Finally, in Se. IVC,
we apply time-resolved interdependene measure Hi [26℄
and ompare its utility with our approah. We summa-
rize our observations in Se. V.
II. SYNCHRONIZATION MEASURES
In the present paper we mainly study the appliability
of nonlinear interdependene measures on the transients.
These measures, proposed in [12℄, are non-symmetri and
therefore an provide information about the diretion of
driving, even if the interpretation in terms of ausal re-
lations is not straightforward [31℄.
These measures are onstruted as follows. We start
with two time series xn and yn, n = 1, . . . , N , measured
in systems X and Y. We then onstrut m-dimensional
delay-vetor embeddings [32℄ xn = (xn, . . . , xn−(m−1)τ ),
similarly for yn, where τ is the time lag. The informa-
tion about the synhrony is inferred from omparing the
size of a neighborhood of a point in m-dimensional spae
in one subsystem to the spread of its equal-time oun-
terpart in the other subsystem. The idea behind it is
that if the systems are highly interdependent then the
partners of lose neighbors in one system should be lose
in the other system. Several dierent measures explor-
ing this idea an be onsidered depending on how one
measures the size of the neighborhood. These variants
inlude measures denoted by S, H [12℄, N [14℄, M [33℄.
We have studied the properties of most of these measures
but for the sake of larity here we report only the results
for the robust variant H and a normalized measure N ,
as they proved most useful for our purposes.
Let us, following [12℄, for eah xn dene a measure of
the spread of its neighborhood equal to the mean squared
Eulidean distane:
R(k)n (X) =
1
k
k∑
j=1
(xn − xrn,j )
2,
where rn,j are the time indies of the k nearest neighbors
of xn, analogously, sn,j denotes the time indies of the
k nearest neighbors of yn. To avoid problems related to
temporal orrelations [34℄, points loser in time to the
urrent point xn than a ertain threshold are typially
exluded from the nearest-neighbor searh (Theiler or-
retion). Then we dene the y-onditioned mean
R(k)n (X|Y) =
1
k
k∑
j=1
(xn − xsn,j )
2,
where the indies rn,j of the nearest neighbors of xn are
replaed with the indies sn,j of the nearest neighbors of
yn. The denitions of R
(k)
n (Y) and R
(k)
n (Y|X) are anal-
ogous. The measures H and N use the mean squared
distane to random points:
Rn(X) =
1
N − 1
∑
j 6=n
(xn − xj)
2,
and are dened as
H(k)(X|Y) =
1
N
N∑
n=1
log
Rn(X)
R
(k)
n (X|Y)
,
N (k)(X|Y) =
1
N
N∑
n=1
Rn(X)−R
(k)
n (X|Y)
Rn(X)
.
The interdependenies in the other diretion H(k)(Y|X),
N (k)(Y|X) are dened analogously and need not be equal
H(k)(X|Y), N (k)(X|Y).
Suh measures base on repetitiveness of the dynam-
is: one expets that if the system moves on the attra-
tor the observed trajetory visits neigborhoods of every
point many times given suiently long reording. The
same holds for the reonstruted dynamis. However, if
the stationary part of the signal is short or missing, espe-
ially if we observe a transient suh as evoked potential,
this is not the ase. Still, if we have noisy dynamis, every
repetition of the experiment leads to a slightly dierent
probing of the neighborhood of the noise-free trajetory.
This observation led us to an idea of gluing a number
of repetitions of the same evoked ativity (with dier-
ent noise realizations) together and using suh pseudo-
periodi signals as we would use trajetories on a haoti
attrator. A similar idea was used by Janosi and Tel in
a dierent ontext for a dierent purpose [27℄. An exam-
ple of a delay embedding of a signal obtained this way
is presented in Fig. 2. Note that artifats may emerge
at the gluing points. This is disussed in [27℄, and some
ountermeasures are proposed. For simpliity we proeed
with just gluing as we expet that the artifats only in-
rease the eetive noise level. The inuene of noise is
studied in Se. IVB.
Reently, time-resolved variants of the methods de-
sribed above were studied [20, 26℄. They are applied
to ensembles of simultaneous reordings, eah onsisting
of many dierent realizations of the same (presumably
short) proess. Let us denote the n-th state vetor in j-
th realization of the time-series by x
j
n (y
j
n, respetively),
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Figure 2: Delay-vetor embeddings (shown in planes dened
by the rst two prinipal omponents) of pseudo-periodi sig-
nals obtained by gluing 50 evoked potentials generated in a
model of thalamoortial loop. On the left (signal from tha-
lamus) a point is hosen (blak square) and its 15 nearest
neighbors are marked with red (gray) diamonds. On the right
(ortex) the equal-time partners of the marked points from
the left piture are shown.
j = 1, . . . , J . The idea in [20℄ is, for given xjn to nd
one neighbor in eah of the ensembles. Then a mea-
sure (denoted T ) based on distanes to these neighbors
is onstruted. The proposition of [26℄ is to look not at
the nearest neighbors of a given xn no matter what time
they our at, but rather at the spread of state-vetors
at the same lateny aross the ensemble. In Se. IVC
we study the measure Hi as dened in [26℄. Let r
j,l
i de-
note the ensemble index of the l-th nearest neighboor of
y
j
n among the whole ensemble {y
j
n}
j=1,...J
. Dene the
quantities
R
j,(k)
i (X|Y) =
1
k
k∑
l=1
(xji − x
r
j,l
i
i )
2,
R
j,(k)
i (X) =
1
J − 1
∑
s6=j
(xji − x
s
i )
2.
The time-resolved interdependene measure is further de-
ned as
H
(k)
i (X|Y) =
1
J
J∑
j=1
log
R
j,(k)
i (X)
R
j,(k)
i (X|Y)
.
Analogously one an dene H
(k)
i (Y|X) and also time-
resolved variants of other interdependene measures.
In the numerial experiments desribed in this paper
we use the following parameters of the nonlinear interde-
pendene measures: time lag for onstrution of delay-
vetors: τ = 1, embedding dimension m = 10, number
of nearest neighbors k = 15, Theiler orretion T = 5.
To alulate the interdependenies we used the ode by
Rodrigo Quian Quiroga and Chee Seng Koh available at
http://www.vis.alteh.edu/~rodri/Synhro/Synhro_home.htm.
In ase of the measure Hi we use the same embedding
dimension and time lag; here k = 1. To alulate this
measure we used the ode provided in supplementary
material to [26℄. To ompare the linear and nonlinear
analysis methods we alulated the ross-orrelation
oeients using Matlab.
While in numerial studies the orretness of reon-
strution an often be easily heked by omparison with
original dynamis, in analysis of experimental data it an
be a omplex issue. Corret reonstrution is a prerequi-
site for appliation of our tehnique. For tehnial details
on best praties of delay embedding reonstrutions, pit-
falls and aveats, see [35℄.
III. MODEL DATA
A. Conneted Wilson-Cowan aggregates
Our model of the thalamoortial loop was based on
the Wilson and Cowan mean-eld desription of inter-
ating populations of exitatory and inhibitory neural
ells [28, 29℄. In the simplest version, whih we used,
eah population is desribed by a single variable stand-
ing for its mean level of ativity
τE
dE
dt
= −E + (kE − rEE)SE(cEEE − cIEI + P ),
τI
dI
dt
= −I + (kI − rII)SI(cEIE − cIII +Q).
(1)
The variables E and I are the mean ativities of exita-
tory and inhibitory populations, respetively, and form
the phase spae of a loalized neuronal aggregate. The
symbols τ , k, r, c denote parameters of the model, S
are sigmoidal funtions, P and Q are input signals to ex-
itatory and inhibitory populations, respetively. These
equations take into aount the absolute refratory pe-
riod of neurons whih is a short period after ativation
in whih a ell annot be ativated again. Suh models
exhibit a number of dierent behaviors (stable points,
hysteresis, limit yles) depending on the exat hoie
of parameters [28, 29℄. To relate the simulation results
to the experiment [21, 23℄ we onsidered the observable
V = E − I, sine the eletri potential measured in ex-
periments is related to the dierene between exitatory
and inhibitory postsynapti potentials (see the disussion
in [28℄).
We studied a model omposed of two suh mutually
onneted aggregates, whih we all thalamus and or-
tex (Figure 1). Note that the parameters haraterizing
the two parts are dierent (see the Appendix for a om-
plete speiation of the model). Speially, there are
no exitatory-exitatory nor inhibitory-inhibitory on-
netions in the thalamus. Only the thalamus reeives
sensory input, and we assume that Q is always a onstant
fration of P . The onnetions between two subsystems
are exitatory only.
To model the stimulus we assumed that the input
(P,Q) swithes at some point from 0 to a onstant
value (PC , QC), and after a short time (on the time-
sale of relaxation to the xed point) swithes bak to
4zero. This is learly another simpliation, as the real
input, whih ould be indued by bending a bunh of
whiskers [21, 22, 23℄, would be a more omplex funtion
of time. However, the transient nature of the stimulus
is preserved. In this simple setting we an understand
that the evoked potential orresponds to a trajetory
approahing the asymptoti solution of the exited sys-
tem (with the non-zero input PC , QC), followed by a re-
laxation to the spontaneous ativity in the system with
null input.
The model parameters were hosen so that its response
to brief stimulation were damped osillations of V both
in the thalamus and the ortex similar to those observed
in the experiments, both in terms of shape and time du-
ration [21, 22, 23℄ (Figure 3). However, apart from that,
we exerised little eort to math the response of the
model to the atual ativity of somatosensory trat in
the rat brain. Our main goal in the present work was es-
tablishing a method of inferring oupling strength from
transients and not a study of the rat somatosensory sys-
tem. For this reason it was onvenient to use a very sim-
plied, qualitative model. Interestingly, the response of
the model, measured for example as the ativity of exi-
tatory ells in the thalamus, extends in time well beyond
the end of the stimulation (Figure 3). Suh behavior is
not observed in a single aggregate and requires at least
two interonneted strutures [29℄.
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Figure 3: Evoked potentials (V = E − I), (a), (b) and
their delay-vetor embeddings shown in a plane dened by
the rst two prinipal omponents (), (d). Plots (a) and ():
thalamus, (b) and (d): ortex. The intervals above the EP
indiate the duration of the non-zero stimulus. Blak (thik)
lines are solutions for the system without noise, blue (thin)
urves are ve dierent realisations of noisy dynamis.
We performed numerial simulations in three modes:
either stationary (null or onstant input), or not (tran-
sient input). The dynamis of the model is presented in
Figure 4. In ase of transient input the simulation was
done for −1000 ≤ t ≤ 1000ms. We used the stimulus P
and Q whih was 0 exept for the time 200 < t < 220
when it was PC = 3.5 and QC = 0.3. The system set-
tled in the stationary state during the initial segment
(t < 195) whih was disarded from the analysis. The
noise was simulated as additional input to eah of the
four populations, see the Appendix for the equations.
For eah population we used dierent Gaussian (mean
µ = 0, standard deviation σ = 0.025) white noise, sam-
pled at 1kHz and interpolated linearly to obtain values for
intermediate time points. In ase of stationary dynamis
we simulated longer periods, −1000 ≤ t ≤ 20000ms. The
signals were sampled at 100Hz before the synhronization
measures were applied.
In ase of onstant or null stimulation the system ap-
proahes one of the two xed-point solutions whih are
marked by large dots in Figure 4. For the amount of
noise used here the dynamis of the system hanges as
expeted: the xed points beome diused louds (Fig-
ure 4). During the transient  evoked potential 
the swithing input fores the system to leave the null-
input xed point, approah the onstant-input attrator,
and then relax bak to its original state (Figure 4). Of
ourse, in the presene of noise the shape of the transient
is aeted (Figure 4). Observe the similarity between the
embedding reonstrutions of the evoked potentials (Fig-
ure 3, bottom row) and the atual behavior in V
Th
-V
Cx
oordinates (Figure 4, bottom row).
B. Coupled Rössler-type osillators
While we are speially interested in the dynamis
of thalamoortial loop whih ditated our hoie of the
studied system, we heked if our approah is not spei
to this model. Our seond model of hoie onsisted of
two oupled Rössler-type osillators [3, 36℄
dx1
dt
= −(1 + ∆ω)y1 − z1 + αC(x2 − x1) + ξ1,
dy1
dt
= (1 +∆ω)x1 − 0.15y1 + P + ξ2,
dz1
dt
= 0.2 + z1(x1 − 10) + ξ3,
dx2
dt
= −(1−∆ω)y2 − z2 + αC(x1 − x2) + ξ4,
dy2
dt
= (1−∆ω)x2 − 0.15y2 + ξ5,
dz2
dt
= 0.2 + z2(x2 − 10) + ξ6.
We used the frequeny detuning parameter ∆ω = 0.05
and the maximum oupling onstant C = 0.06. The sal-
ing parameter α took values from 0 to 1. The stimula-
tion parameter P was 0 exept for 200 < t < 250 where
it was set to 0.8; the noise inputs ξi, i = 1 . . . 6 were
Gaussian white noise with parameters as for the Wilson-
Cowan model. The simulation was done for t ∈ [0, 300]
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Figure 4: Dynamis of the model. The green (lower left) and red (upper right) dots are xed points in ase of null or onstant
stimulation respetively, the blak (thik) line is the noise-free transient dynamis. Blue (thin) lines are example trajetories
of the model in the presene of noise. The plots show projetions of the same dynamis to dierent planes.
and segments from t = 195 to t = 300, sampled every
∆t = 0.125, were used for the analysis of the transients.
The synhronization was measured between x1 and x2.
Parameters of the system were hosen so that asymptot-
ially it moved into a stable xed point (note the signs in
the equations for y1 and y2) for both P = 0 and P = 0.8.
Therefore the transient dynamis (Fig. 5) is of the same
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Figure 5: (a), (b): signals (x oordinate) from oupled
Rössler-type osillators; (), (d): their delay-vetor embed-
dings, shown in a plane dened by the rst two prinipal
omponents. The intervals in (a) and (b) indiate the dura-
tion of non-zero input P . Blak (thik) lines are solutions for
the system without noise, blue (thin) urves are ve dierent
realisations of noisy dynamis.
type as in the model of thalamoortial loop: the sys-
tem swithes briey to the seond stable point and then
returns. Note that the level of noise in the seond subsys-
tem is quite high and the evoked ativity is barely visible
at the single trial level (Fig. 5, right olumn).
IV. RESULTS
A. Inferring onnetion strength
We aim at solving the following problem: suppose we
have two pairs of signals, for example reordings from
thalamus and erebral ortex in two behavioral situa-
tions [21, 22, 23, 24℄. Can we tell in whih of the two
situations the strength of onnetions between the stru-
tures is higher? Thus we need to nd a measure being
a monotoni funtion of the oupling strength. We have
studied this problem in our model of thalamoortial loop
(Setion IIIA). We saled the strength of onnetions
from thalamus to ortex by hanging α between 0 and 1,
and alulated synhrony measures on signals from these
strutures. The strength of onnetions from ortex to
thalamus was onstant (β = 1); see the Appendix for
the details.
Consider rst stationary signals with P = 0 or P =
const. Without noise the system is in a xed point
and obviously it is impossible to obtain the onnetion
strength. However, given the noise, in priniple the dy-
namis in the neighborhood of the xed point is also
probed. Thus there is a possibility that the interdepen-
dene and the strength of the oupling ould be estab-
lished during stationary parts of the dynamis. It turns
out that for null stimulation neither the interdependene
measures nor the linear orrelations detet any hanges in
the oupling strength (Figure 6, left olumn). For on-
stant non-zero input there is a onnetion between the
oupling strength and the values of the measure but they
are anti-orrelated and the dependene is not very pro-
nouned (Figure 6, right olumn). One must also bear in
mind that while it is possible to have no stimulation, in
brain studies prolonged and onstant stimulation in the
present sense annot be experimentally realized (at least
for most sensory systems) beause of the adaptation of
reeptors. The natural stimuli are neessarily transient.
To use the synhrony measures on the transient we
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Figure 6: Nonlinear interdependene measures (a) H , (b) N and maximum of absolute value of ross-orrelation oeients
for varying oupling onstants. Eah measure is alulated for 10 independent realizations with dierent seeds. The parameter
α sales the strength of onnetions from thalamus to ortex.
ut out piees of signal orresponding to the evoked po-
tential, and pasted them one after another. Thus ob-
tained pseudo-periodi signal ontained the same under-
lying dynamis with eah piee diering due to the noise.
We then applied the same measures as we did for the
stationary signals. In the simulations we alulated 50
evoked potentials (Figure 3) for eah value of α. Plots
in the middle olumn of Figure 6 show the values of the
synhronization measures evaluated for dierent oupling
strengths. It an be seen that they are inreasing fun-
tions of the oupling strength between the subsystems.
Therefore, our approah is indeed a viable solution to
the problem of data-based quantiation of the oupling
strength.
It is interesting to study the values of these inter-
dependene measures in dierent ases. Observe that
H(V
Th
|V
Cx
) > H(V
Cx
|V
Th
) for P = 0. The opposite
is true for transients (for small α). This is even more
learly visible for N . In all the ases linear orrela-
tions showed similar trends to the nonlinear measures
N(V
Th
|V
Cx
), N(V
Cx
|V
Th
).
The asymmetry in the interdependene measures was
originally intended to be used for inferring the diretion
of the oupling or driving. However, the inferene of spe-
i driving struture in every ase must follow a areful
analysis of underlying dynamis (see, for example, dis-
ussions in [31℄ and [12℄). Let us onsider the plots in
the middle olumn of Figure 6. For small α the domi-
nant onnetions are from the ortex to the thalamus so
one might expet that the state of the thalamus might
be easier preditable from the states of the ortex than
the other way round. Thus one would intuitively expet
H(V
Th
|V
Cx
) > H(V
Cx
|V
Th
). However, we observe the
opposite. The reason is that the measures used are re-
lated to the relative number of degrees of freedom [12℄.
Loosely speaking, as disussed [31℄, the eetive dimen-
sion of the driven system (thalamus for small α) is usu-
ally higher than the dimension of the driver (whih means
that the response  the dynamis of the thalamus  is
more omplex). This eet is further enhaned by the
fat that we stimulate the thalamus in moments unpre-
ditable from the point of view of the ortex. Summa-
rizing, the result is ompatible with the analysis in [31℄.
What happens for higher α when the two measures be-
ome equal is probably the oupling between the two sub-
systems beoming so strong that the quality of predition
in any diretion is omparable.
In the stationary ase the situation is dierent as we
7observe the asymptoti behavior. It turns out that for
P = 0 for every α, and for P = const > 0 for small
α we have H(V
Th
|V
Cx
) > H(V
Cx
|V
Th
). But it seems
that another eet also plays a role here. The noise in
the ortex has a higher amplitude than in the thalamus
and as a onsequene it is easier to predit the state of
the thalamus from that of the ortex than in the other
diretion. The reason for this disparity in the amplitudes
is the dierene in the shape of the sigmoidal funtions
Sq. To summarize, here, the asymmetry of the measures
reets internal properties of the two subsystems and not
the symmetry properties of the oupling between them.
Figure 7 shows similar results obtained for two oupled
Rössler-type systems. In stationary situation the inter-
dependene measures are very noisy. Although a weak
trend is visible, one would not be able to reliably dis-
riminate between, say, α = 0.25 and α = 0.75. The
equality of the measures in two diretions is due to the
fat that the systems are almost idential and symmetri-
ally oupled.
If the interdependene is quantied on transient parts
of the dynamis, the situation improves onsiderably.
H(X2|X1) has a high slope and is a very good measure
of the oupling strength between the systems. Although
H(X1|X2) has a slope omparable to that in the station-
ary ase for P = 0, the variability of the results is muh
smaller, ompared to the size of the utuation in the
ensemble mean in the stationary ase. The dierene be-
tween H(X2|X1) and H(X1|X2) reets the asymmetry
of the driving (whih makes the dynamis of X1 more
omplex than the dynamis of X2), not of the oupling
(whih is symmetri).
B. Inuene of noise
The performane of the proedure desribed above de-
pends on the level of noise present in the system. To
study this dependene we performed the simulations of
the thalamoortial model (the ase of transient dynam-
is) for 25%, 50%, 100% and 200% of the original noise
level. We found that for inreasing level of noise the dy-
namis of the system may hange qualitatively: if the
noise level is large enough the system may be kiked out
of the basin of attration of the xed point and would
not return there after P is reset to 0. Instead it may
fall into the basin of attration of another stable orbit
or swith between the basins repeatedly. We observed
suh behavior only one for 2500 simulations performed
with 200% of the original noise and this trial was ex-
luded from the analysis. Suh behavior beomes more
frequent with inreasing noise (e.g. 400%) and so we did
not study this situation as it was very dierent from the
original dynamis of the system.
As one would expet, the higher the noise, the less sen-
sitive the measures are (Fig. 8). However, even for twie
the original level of noise a weak trend in the interdepen-
dene is learly visible.
C. Time-resolved measure Hi
Sine we are interested in the dynamis of non-
autonomous systems one might wonder if time-resolved
measures, suh as Hi introdued in [26℄, would not
perform better in the problem of inferring onnetion
strength. We performed tests on ut-and-pasted tran-
sient signals. This problem is dierent from the one stud-
ied in [26℄. There, two Lorenz systems were oupled for
short periods of time and Hi was shown to identify these
times of oupling well. In our problem the oupling is
onstant in time, it is only the input to the system that is
varying. For the problem at hand the values of Hi do not
seem to hange with varying oupling onstant α (Fig. 9,
(a)) when β is onstant, β = 1. The reason for this
may be that even for α = 0 the subsystems are oupled
through the onnetions from ortex to thalamus. This
hypothesis an be tested in another experiment, where all
the onnetions between the subsystems are saled and
α = β. Indeed, in this setup the measure Hi is sensitive
to the oupling strength (Fig. 9, (b); Fig. 10).
One may also note that Hi(VTh|VCx) is on average
higher than Hi(VCx|VTh), exatly as for H in ase of
P = 0 and ontrary to what is observed using H on tran-
sients (Fig. 6 (a)). Thus it seems that for the problem of
inferring oupling strength between two systems the op-
timal approah is to use H or N , or linear orrelations,
on the transients, as desribed in Setion IVA.
V. CONCLUSIONS
To summarize, we have proposed a general approah
for inferene of the oupling strength using transient
parts of dynamis. We have shown that our approah
gives more information about the oupling between sub-
systems than the approah using the stationary part of
dynamis in ase when the asymptoti dynamis is on a
xed point. We have heked the validity of this approah
on a model of a thalamoortial loop of sensory systems
and on two oupled Rössler-type osillators. We showed
that our method is quite robust with respet to inreas-
ing level of noise as long as the dynamis does not hange
qualitatively. We have also shown that this method mea-
sures dierent aspets of oupling than a time-resolved
measure Hi and than linear orrelations. We believe that
our approah will be of use in many other physial sys-
tems studied in the stimulus-response paradigm, espe-
ially in the experimental ontext.
The results of Setion IVA are ompatible with our
preliminary studies of data from real neurophysiologi-
al experiments [23℄. There one annot disern oupling
strength in two ontextual situations basing on station-
ary reordings, but the analysis of transients leads to
lear dierenes between two variants of experiment. The
results of this analysis will be published elsewhere.
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Figure 7: Nonlinear interdependene measures H(X1|X2), H(X2|X1) and maximum of absolute value of ross-orrelation
oeients between signals from two symmetrially oupled Rössler-type systems with noise. Coupling strength is proportional
to α. The panels (a) and () present results of 10 simulations with dierent seeds. Additionally in stationary situation the means
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ross repetitions are plotted for larity in (b), the top 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) H(X2|X1) (C) is higher than H(X1|X2) (B). The intermediate urves
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ross-orrelation.
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Appendix: PARAMETERS OF THE MODELS
We use the following equations for the model of thala-
moortial loop:
τ
dE
Th
dt
= −E
Th
+ (kE
Th
− rE
Th
)
×SE
Th
(P − c1ITh + βe1ECx + ξ1),
τ
dI
Th
dt
= −ITh + (kI
Th
− rI
Th
)
×SITh(Q + c2ETh + βe2ECx + ξ2),
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Figure 10: Mean value of the time-resolved interdependene
measure Hi(V
Th
|V
Cx
) (dashed lines) and Hi(VCx|V
Th
) (solid
lines). (a) β = 1, (b) β = α
τ
dE
Cx
dt
= −ECx + (kE
Cx
− rE
Cx
)
×SE
Cx
(c3ECx − c4ICx + αe3ETh + ξ3),
τ
dI
Cx
dt
= −I
Cx
+ (kI
Cx
− rI
Cx
)
×SI
Cx
(c5ECx − c6ICx + αe4ETh + ξ4),
where
Sq(x) =
1
1 + e−aq(x−ϑq)
−
1
1 + eaqϑq
,
q standing for E
Th
, I
Th
, E
Cx
, I
Cx
, and ξi, i = 1 . . . 4 are
noise inputs. The normalizing onstants kq are dened
as kq = 1−
1
1+eaqϑq
.
In the numerial experiments we used the following
parameter values:
c1 = 1.35 c2 = 5.35 c3 = 15
c4 = 15 c5 = 15 c6 = 3
e1 = 10 e2 = 20 e3 = 10
e4 = 5 τ = 10ms r = 1
aE
Th
= 0.55 ϑE
Th
= 11 aI
Th
= 0.25
ϑI
Th
= 9 aE
Cx
= 1 ϑE
Cx
= 2
aI
Cx
= 2 ϑI
Cx
= 2.5
The strength of onnetions was saled by α ∈ [0, 1].
Everywhere exept in Setion IVC we used β = 1. In
Setion IVC we used either α ∈ [0, 1] and β = 1, or
α ∈ [0, 1] and β = α.
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