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Abstract 
In this study, the problem of discriminating between objects of two or more classes with 
(or without) prior knowledge is investigated. We present how a two-class discrimination 
model with or without prior knowledge can be extended to the case of multi-categorical 
discrimination with or without prior knowledge. The prior knowledge of interest is in the 
form of multiple polyhedral sets belonging to one or more categories, classes, or labels, 
and it is introduced as additional constraints into a classification model formulation. The 
solution of the knowledge-based support vector machine (KBSVM) model for two-class 
discrimination is characterized by a linear programming (LP) problem, and this is due to 
the specific norm (L1 or L∞) that is used to compute the distance between the two classes. 
We propose solutions to classification problems expressed as a single unconstrained 
optimization problem with (or without) prior knowledge via a regularized least square 
cost function in order to obtain a linear system of equations in input space and/or dual 
space induced by a kernel function that can be solved using matrix methods or iterative 
methods. Advantages of this formulation include the explicit expressions for the 
classification weights of the classifier(s); its ability to incorporate and handle prior 
knowledge directly to the classifiers; its ability to incorporate several classes in a single 
formulation and provide fast solutions to the optimal classification weights for multi-
categorical separation. 
Comparisons with other learning techniques such as the least square SVM & MSVM 
developed by Suykens & Vandewalle (1999b & 1999c), and the knowledge-based SVM 
 xv
developed by Fung et al. (2002) indicate that the regularized least square methods are 
more efficient in terms of misclassification testing error and computational time. 
 1
Chapter 1 
Introduction 
1.1 Research Objectives 
Support Vector Machines (SVMs), developed by Vapnik (1995, 1998), have been 
successfully applied to a wide range of problems. However, during implementation of the 
method, various problems arise such as selecting or estimating the appropriate tradeoff 
parameter in the case of inseparability, and kernel function in the case of nonlinear 
separability. When considering the robustness of the model, one must take the following 
into account: incorporating uncertainty into the model (Fung & Mangasarian, 2005), 
incorporating prior knowledge (Fung et al., 2002 & 2003; Mangasarian et al., 2004), and 
obtaining a sparse representation of classifiers (Suykens et al., 2000).  
The problems mentioned are rather significant. However, the shortfalls of SVMs should 
not greatly disturb the solution of classification problems, they should be investigated for 
a more comprehensive and/or alternative solution to the same classification problem. The 
SVM model as originally proposed requires the construction of several binary SVM 
classifiers to solve a multi-class problem. Although theoretically this scheme may seem 
practical, it becomes increasingly tedious to continue to perform the same repeated 
procedure of providing a solution for all independent classification models as this tends 
to increase the time used to obtain all solutions. Therefore a practical problem is a 
generalized extension of the support vector machine model for binary classification to 
accommodate multi-classification problems. 
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The purpose of the research is as follows: 
i. The development of, and solution to, a pairwise multi-classification SVM model 
for multi-categorical discrimination of sets involving three or more classes. 
 Current research in this area targets the construction of single optimization 
 models for the reduction of the computational effort needed to solve the resulting 
 large scale optimization problems. Practical attempts involve solving k SVM 
 models, where k is the number of classes and k(k-1)/2 is the number of SVM 
 classifiers (Hsu & Lin, 2002; Santosa et al., 2002). Other attempts involve the 
 solution of a single optimization problem using all data at once (Bredensteiner & 
 Bennet, 1999; Weston & Watkins, 1999; Szedmak & Shawe-Taylor, 2004; 
 Oladunni & Trafalis, 2005; Trafalis & Oladunni, 2005). The latter are arguably 
 the most well constructed multi-class formulations most closely aligned with 
 Vapnik’s structural minimization principle (Vapnik, 1995 & 1998). 
 Rifkin & Klautau (2004) developed a regularized least square (RLSC) model 
 using the Tikhonov regularization (Tikhonov & Arsenin, 1977) approach. In that 
 study, they showed that the standard SVM and RLSC model report similar 
 empirical performance. However, from a computational point of view, the RLSC 
 model computation time is more consistent, hence more favorable for generating 
 classifiers. To distinguish between the proposed formulation and RLSC, note that 
 in the intended formulation the unregularized bias offset is considered, and the 
 intended model problem is employing a pairwise strategy (Oladunni & Trafalis, 
 2005) for multi-classification. 
 3
Investigations will include the development of a linearly and nonlinearly 
separable binary classification SVM, extended to the case of multi-categorical 
discrimination expressed as a single unconstrained optimization  problem. 
Advantages of this formulation include the explicit expressions for the 
classification weights of the classifier(s); its ability to incorporate several classes 
in a single formulation and provide fast solutions to the optimal classification 
weights for multi-categorical separation; and its ability to provide solutions 
without the use of specialized solver-software.  
ii. The development of, and robust solution to, a knowledge based SVM model for 
pairwise multi-categorical discrimination of sets with prior knowledge. 
There are circumstances where data collection can prove to be expensive or even 
impossible to acquire; there might only be a certain relationship belonging to a 
specific class, label, or category. With such relationships, the proposed model 
attempts to find a robust classifier which incorporates prior knowledge in the form 
of polyhedral sets belonging to each class. This results in a model that combines 
both the knowledge set and the data.  Traditional SVMs are not equipped to 
handle such a problem because they are completely data driven. They require a 
given dataset which they will analyze for hidden relationships and possible 
decision making. Considering the need for incorporating prior knowledge and 
finding solutions to such models, the second objective of the dissertation is 
intended to provide a formulation for knowledge-based SVM classifiers using a 
regularization approach and extend it to the case of multi-classification 
(classification involving three or more classes). 
 4
1.2 Scope and Organization of Dissertation Proposal 
The organization of the dissertation is as follows: In chapter 2, a review of concepts and 
definitions are presented. Concepts include; SVM, least square (LS) method, LS-SVM, 
Multiclass-SVM (MSVM) and knowledge based SVM (KB-SVM). In chapter 3, a review 
of the relevant literature with respect to SVM, MSVM and KB-SVM are discussed. In 
chapter 4, a model for linear and nonlinear multi-classification of sets is proposed. In 
chapter 5, a model for knowledge based linear and nonlinear multi-classification of sets 
with prior knowledge is proposed. Applications of the proposed model are discussed in 
chapter 6. Preliminary computational results are presented in chapter 7. Finally in chapter 
8, summary, conclusion and future research are discussed. 
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Chapter 2 
Concepts & Definitions 
In this chapter, several concepts and definitions are presented to facilitate the research 
objectives of the dissertation. 
 
2.1 Support Vector Machines 
SVMs (Vapnik 1995, 1998) have been applied to a wide range of problems. Their prime 
advantage for classification problems is their ability to perform a mapping of the 
variables in a high (possibly infinite) feature space, providing an avenue for exploring 
nonlinear kernel-based classifiers (Burges, 1998; Cristianini & Shawe-Taylor, 2000). 
SVMs are equipped to discriminate between sets that are linearly separable, linearly 
inseparable, and nonlinearly separable. SVMs avoid overfitting by maximizing the 
margin between two classes of training data; i.e., maximizing the distance between the 
separating hyperplane and the training data on either side of it (see Figure 1). 
In this section we consider the two-class classification problem. Specifically, l data points 
( ) 1, li i ix y = are given, where nix ∈ℜ are the input training vectors, and { 1, 1}iy ∈ + −  are 
the corresponding labels. 
 
2.1.1 Linearly Separable Problem 
Making the assumption that the classification problem is linearly separable, the problem 
becomes finding a (w, γ ) that defines a separating hyperplane such that the following 
separation constraints hold (see Figure 1):                                                               
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1, 1
1, 1
i i
i i
w x y
w x y
γ
γ
⋅ − ≥ =
⋅ − ≤ − = −     (2.1.1.1) 
where w is the normal vector perpendicular to the separating hyperplane, and γ  is the 
bias—the position of the hyperplane analyzed in input space. Combining constraints 
(2.1.1.1) into one set of inequalities gives: 
( ) 1, 1,..,i iy xw i lγ ≥⋅ − =    (2.1.1.2) 
 
Figure 1: Linearly separable problem. The optimal hyperplane is orthogonal to the 
shortest line connecting the two classes, and intersects it halfway; circles in +1 class 
and squares in -1 class. 
 
The formulation of a linearly separable problem written in its primal form (Burges, 1998; 
Cristianini & Shawe-Taylor, 2000; Chang & Lin, 2001; Hsu et al., 2003) is as follows: 
( )
2
,
1min
2
. . 1, 1, ,
w
i i
w
s t y w x i l
γ
γ⋅ − ≥ = …
   (2.1.1.3) 
Where 2 Tw w w=  is the square of the 2-norm of the normal vector defining the 
separating hyperplane and it is a convex function. 
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Kuhn and Tucker (Reklaitis et al., 1983; Bazaraa et al., 1993) have developed the 
necessary and sufficient optimality conditions by using the concept of the Lagrangian 
function. For the SVM model its Lagrangian function is given by: 
( )2
1
1( , , ) ( ) 1
2
l
i i i
i
L w w y w xγ α α γ
=
= − ⋅ − −∑    (2.1.1.4) 
At the global saddle point, L should be minimized with respect to w, γ and maximized 
with respect to 0iα ≥ , where iα are positive Lagrange multipliers.  
The Karush Kuhn-Tucker conditions (KKT) for the primal problem are given below: 
1
0 0
l
i i
i
L yαγ =
∂ = ⇒ − =∂ ∑     (2.1.1.5) 
1 1
0 0
l l
i i i i i i
i i
L w y x w y x
w
α α
= =
∂ = ⇒ − = ⇒ =∂ ∑ ∑   (2.1.1.6) 
( ) 1 0i i iy w xα γ⋅ − − =⎡ ⎤⎣ ⎦     (2.1.1.7) 
Substituting equations (2.1.1.5) and (2.1.1.6) into (2.1.1.4), provides the Wolfe dual 
problem in the following form:  
1 1 1
1
1max ( ) max ,
2
. . 0
0, 1,...,
l l l
i i j i j i j
i i j
l
i i
i
i
w y y x x
s t y
i l
α αα α α α
α
α
= = =
=
= −
=
≥ =
∑ ∑∑
∑   (2.1.1.8) 
The optimal point solution is given by: 
* *
1
l
i i i
i
w y xα
=
= ∑ ,     (2.1.1.9) 
where a training vector for which * 0iα >  is called a support vector. 
 8
The decision function is: 
1
( ) ,
l
i i i j
i
f x sign y x xα γ
=
⎛ ⎞= −⎜ ⎟⎝ ⎠∑    (2.1.1.10) 
The KKT complementary condition (2.1.1.7) can be used to determine the threshold 
value, γ, for any i such that iα  is not zero.  
 
2.1.2 Linearly Inseparable Problem 
The problem is to find a (w, γ ) that defines a separating hyperplane such that the 
following separation constraints hold:                                                               
1 , 1
1 , 1
i i i
i i i
w x y
w x y
γ ξ
γ ξ
⋅ − ≥ − =
⋅ − ≤ − + = −    (2.1.2.1) 
where iξ  is a non-negative slack. Condition (2.1.2.1) is a linearly inseparable separation 
constraint analyzed in input space; its combination results into a single set of inequalities: 
( ) 1 , 1,..,i i iy xw i lξγ ≥ −⋅ − =    (2.1.2.2) 
 
The formulation of a linearly inseparable problem can be written in its primal form 
(Burges, 1998; Cristianini & Shawe-Taylor, 2000; Chang & Lin, 2001; Hsu et al., 2003) 
as follows: 
( )
2
, , 1
1min
2
. . 1
0, 1, ,
l
iw i
i i i
i
w
s t y w x
i l
γ ξ λ ξ
γ ξ
ξ
=
+
⋅ − + ≥
≥ =
∑
…
    (2.1.2.3) 
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The linearly inseparable case has an error term,
1
l
i
i
λ ξ
=
∑ , included in the objective function 
of model (2.1.1.3) and it’s minimized together with the square of the 2-norm. It is evident 
that if two disjoint sets are linearly separable, then the error slacks will be zero (see 
Figure 1). 
The non-negative slack variable, iξ , measures the degree of violation of the constraints 
(see Figure 2). The parameter λ is a constant called the regularization parameter. It 
controls the tradeoff between minimizing training error and minimizing the 2-norm of the 
normal vector (generalization ability).  This parameter is chosen by the modeler, keeping 
in mind that a larger λ corresponds to a higher penalty of errors with less generalization 
ability resulting in a more complex model.  A smaller λ corresponds to fewer penalties 
with higher generalization ability resulting in a less complex model.  Thus, there is a need 
to select a suitable value for λ to control the tolerance level for errors. For the quadratic 
programming solution, λ is usually determined by employing cross validation techniques 
(Hsu et al., 2003).  
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Figure 2: A Support Vector Machine classification schematic with violation of 
separation constraints (linearly inseparable problem). 
 
 
To apply the KKT (Reklaitis et al., 1983; Bazaraa et al., 1993), the Lagrangian of 
problem (2.1.2.3) is defined as: 
( )2
1 1 1
1( , , , , ) ( ) 1
2
l l l
i i i i i i i
i i i
L w w y w xγ ξ α β λ ξ α γ ξ β ξ
= = =
= + − ⋅ − − + −∑ ∑ ∑  (2.1.2.4) 
At the global saddle point, L should be minimized with respect to w, γ, ξ, and maximized 
with respect to , 0i iα β ≥ ; where ,i iα β are positive Lagrange multipliers. 
The Karush Kuhn-Tucker conditions (KKT) for the primal problem are given below: 
1
0 0
l
i i
i
L yαγ =
∂ = ⇒ − =∂ ∑     (2.1.2.5) 
1 1
0 0
l l
i i i i i i
i i
L w y x w y x
w
α α
= =
∂ = ⇒ − = ⇒ =∂ ∑ ∑   (2.1.2.6) 
0 0i i i i
i
L λ α β α β λξ
∂ = ⇒ − − = ⇒ + =∂    (2.1.2.7) 
( ) 1 0i i iy w x γ ξ⋅ − − + ≥     (2.1.2.8) 
iξ +  
−
iξ  
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0iξ ≥       (2.1.2.9) 
0iα ≥       (2.1.2.10) 
0iβ ≥       (2.1.2.11) 
0i iβ ξ =      (2.1.2.12) 
( ) 1 0i i i iy w xα γ ξ⋅ − − + =⎡ ⎤⎣ ⎦     (2.1.2.13) 
Equation (2.1.2.7) combined with equation (2.1.2.12) indicates that 0iξ =  if iα λ< ; 
therefore substituting the necessary KKT (2.1.2.5) & (2.1.2.6) in the Lagrangian (2.1.2.4) 
provides the Wolfe dual problem below: 
1 1 1
1
1max ( ) max ,
2
. 0
0 , 1,...,
l l l
i i j i j i j
i i j
l
i i
i
i
w y y x x
s t y
i l
α αα α α α
α
α λ
= = =
=
= −
=
≤ ≤ =
∑ ∑∑
∑   (2.1.2.14) 
We can use the KKT complementary conditions—(2.1.2.12) & (2.1.2.13)—to determine 
the threshold value, γ, for any i such that iα  is not zero.  
 
2.1.3 Kernel Functions for Nonlinear Separable Problems 
In the case of nonlinear separation, the input vector x , of the SVM, can be transformed 
into a higher dimensional space called the feature space, using a 
function : ( )x X x Fφ φ∈ → ∈ . This transformation allows the solution of the classification 
problem to be solved in feature space utilizing linear techniques. Note that the function 
( )xφ  might not be available or cannot be computed. However, while ( )xφ  might not be 
available, one can still compute the inner product 1 2( ) ( )x xφ φ⋅  in feature space implicitly 
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through a kernel function. This function can be viewed as determining the similarity or 
distance between the input vectors. The inner product in feature space can be expressed 
by the kernel function (Cristianini & Shawe-Taylor, 2000):  
1 2 1 2: : ( , ) ( ) ( )
n nk k x x x xφ φℜ ×ℜ →ℜ = ⋅    (2.1.3.1) 
Figure 3 illustrates the transformation process from input space to feature space. 
 
Figure 3: Feature space schematic (Schölkopf and Smola, 2002) 
Therefore in the case of nonlinear separability, we can replace ,ix x  in the dual problem 
(2.1.2.14), and decision function (2.1.2.10), by the kernel function ( , )ik x x . Then problem 
(2.1.2.14) becomes: 
1 1 1
1
1max ( ) max ( , )
2
. 0 , 1,...,
0
l l l
i i j i j i j
i i j
i
l
i i
i
w y y k x x
s t i l
y
α αα α α α
α λ
α
= = =
=
= −
≤ ≤ =
=
∑ ∑∑
∑
  (2.1.3.2) 
and the decision function becomes: 
1
( ) ( , )
l
i i i
i
f x sign y k x xα γ
=
⎛ ⎞= −⎜ ⎟⎝ ⎠∑    (2.1.3.3) 
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Below are examples of two widely used kernel functions: 
• The polynomial kernel. 
 ( ), ( 1)T Pi ik x x x x= + ,     (2.1.3.4) 
 where p is the degree of the polynomial for the polynomial kernel function. 
• The Gaussian radial basis kernel function (rbf) 
 ( )
2
2, exp( )2
i
i
x x
k x x σ
−= − ,    (2.1.3.5) 
 where σ is the spread for the Gaussian rbf kernel. There are several other kernel 
 functions; see Cristianini & Shawe-Taylor, 2000. 
 
2.2 Tikhonov Regularization 
The main idea underlying regularization theory is that an ill-posed problem or in 
particular, a problem of approximating the functional relation between x and y given a 
finite number of l points ( ) 1, li i ix y = , can be formulated as a variational problem which 
contains both that data and prior smoothness information. The smoothness of the function 
is taken into account by defining a smoothness functional ( )fϕ  in such a way that 
smaller values of the functional correspond to smoother functions. To find a function that 
is simultaneously close to the data and is also smooth, leads to the approximation 
problem arising from the minimization of the following quadratic functional (Tikhonov 
& Arsenin, 1977; Ivanov, 1976): 
( )2
1
1[ ] ( ) ( )
l
i i
i
H f y f x f
l
λϕ
=
= − +∑     (2.2.1) 
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for a fixed λ, called the regularization parameter. The first term is an L2 loss function for 
empirical risk, enforcing closeness to the data. The second term called stabilizer, enforces 
smoothness (generalization ability), and the regularization parameter controls the 
tradeoff. The minimizer of functional (2.2.1) is as follows: 
 
1 1
( ) ( )  or  ( ) ( )i i i i
i i
f x c x f x c x bϕ ϕ∞ ∞
= =
= = −∑ ∑    (2.2.2) 
For classification the decision function is sign[f(x)]. The image space of ( )xϕ  is called 
the feature space, and its dimensionality is the number of basis elements ( )i xϕ  which do 
not necessarily have to be infinite. The choice of ( )xϕ  defines the feature space where 
the data ix  are mapped. In terms of classification, the smoothness functional together 
with a loss function can be geometrically interpreted in terms of the margin. 
 
2.3 Least Square Method 
The Least Square (LS) approach provides an approximate solution to a uniquely 
determined, over-determined and under-determined linear system of equations. Rather 
than solving the equations exactly we attempt to minimize the sum of square errors. 
Computational techniques for solving least square problems include decomposition 
methods such as orthogonal matrix factorization, singular value decomposition, Cholesky 
decomposition, etc. Iterative methods such as Newton’s method, steepest descent method, 
conjugate gradient method, etc. are also used (Lewis, et al., 2006).  
 
 
 15
2.3.1 Over-Determined Linear System 
The least square problem for the over-determined case (m > n) is: 
2min ( )  ls lsf x b Ax= −     (2.3.1.1) 
where m nA R ×∈  is a matrix, mb R∈  is a vector and nlsx R∈  is a vector. 
To minimize ( )lsf x , the gradient and Hessian of ( )lsf x are given by:  
( ) 2 2( )T Tls lsf x A b A A x∇ = − +     (2.3.1.2) 
and 
2 ( ) 2( )Tlsf x A A∇ =      (2.3.1.3) 
Applying the first order conditions by setting the gradient in (2.3.1.2) equal to zero, 
provides a minimizing solution, lsx , to the linear system of simultaneous equations known 
as normal equations: 
( )T TlsA A x A b=     (2.3.1.4) 
If 2 ( )lsf x∇ is a positive definite (PD) matrix, then we get the minimizing solution 
of ( )lsf x , 
1( )T Tlsx A A A b
−=     (2.3.1.5) 
 
2.3.2 Under-Determined Linear System 
The least square problem for the under-determined case (m < n) is: 
2min ( )  
s.t.
ls ls
ls
f x x
Ax b
=
=
    (2.3.2.1)  
where m nA R ×∈  is a matrix, and mb R∈  is a vector. 
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Using the concept of the Lagrangian multipliers, mls Rλ ∈ , problem (2.3.2.1) is expressed 
as an unconstrained optimization problem of the form (Lagrangian): 
2( , ) ( ) ( )T T Tls ls ls ls ls ls ls ls lsL x x b Ax x x b Axλ λ λ= + − = + −   (2.3.2.2) 
First order optimality conditions for ( , )ls lsL xλ : 
( , ) 2 0
ls
T
x ls ls ls lsL x x Aλ λ∇ = − =    (2.3.2.3) 
( , ) 0
ls ls ls ls
L x b Axλ λ∇ = − =     (2.3.2.4) 
Rearranging equations (2.3.2.3) and (2.3.2.4), it follows that 1
2
T
ls lsx A λ=  and 
1 ( )
2
T
lsb AA λ=  respectively. Assuming that T m mAA R ×∈  is invertible, 
then 12( )Tls AA bλ −= . Substituting lsλ into equation (2.3.2.3) yields the minimizing 
solution given below: 
1* ( )T Tlsx A AA b
−=      (2.3.2.5) 
 
2.3.3 Uniquely Determined Linear System 
The least square problem for the uniquely determined case (m = n): 
Assuming the columns of A are linearly independent and span space nR ; then the vector b 
can be expressed as a linear combination of columns of A.  
With linear independence, the solution to system (2.3.3.1) below, 
0lsAx b− =      (2.3.3.1) 
is given by: 
1*lsx A b
−=      (2.3.3.2) 
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2.3.4 Unified Approach 
In the event that TA A or TAA are not invertible matrices, a regularized approach 
(Tikhonov regularization, 1977), which expresses the system of equations as a least 
square, unconstrained, minimization problem of the form below is used (Lewis, et al., 
2006): 
 
21min ( )  ( )
2 2
Tls
ls ls ls lsf x x x b Ax
α= + −    (2.3.4.1) 
αls is the tradeoff constant that seeks to find a compromise between obtaining both the 
minimum norm solution and minimum residual solution. This form is especially useful 
for rank deficient/singular matrices and badly conditioned Hessians. In the case that the 
Hessian is not positive definite (PD) we force the matrix or Hessian to become positive 
definite for a suitable 0lsα > , and determine a solution, x , that minimizes ( )f x .  
( )1( )  22 2T T T T Tlsls ls ls ls ls lsf x x x b b b Ax x A Axα= + − +    (2.3.4.2) 
The optimality conditions for ( )lsf x are as follows: 
First order conditions 
( ) 0T Tls ls ls lsf x Ix A b A Axα∇ = − + =     (2.3.4.3) 
Second order conditions 
2 ( ) +Tls lsf x A A Iα∇ = ,    (2.3.4.4)  
where 2 ( )lsf x∇ is PD 
The minimum solution is obtained from the first order relation for the m > n case. 
1
( )
* ( )
T T T T
ls ls ls ls ls
T T
ls ls
A Ax Ix A b A A I x A b
x A A I A b
α α
α −
+ = ⇒ + =
⇒ = +    (2.3.4.5) 
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For m < n case, the matrix identity is used (Lewis, et al., 2006). 
1 1 1 1
1 1 1
1
( ) ( )
[ ( )]
[ ]
T T T T
ls ls ls
T T
ls ls ls
T T
ls
A A I A IA I AA
A I AA
A I AA
α α α
α α α
α
− − − −
− − −
−
+ = +
= +
= +
   (2.3.4.6) 
Substituting (2.3.4.6) into the RHS of solution (2.3.4.5) becomes: 
1* ( )T Tls lsx A I AA bα −= +     (2.3.4.7) 
The least square approach is very sensitive to the structure and properties of its matrix. In 
order to guarantee a global minimizer it is essential that the matrix be positive definite. 
 
2.4 Least Square Support Vector Machines 
Consider the two-class classification problem. Specifically, l data points ( ) 1, li i ix y = are 
given, nix ∈ℜ are the input training vectors, and { 1, 1}iy ∈ + −  are the corresponding 
labels. The least square version to the SVM classifier is given by the following 
optimization problem (Suykens &Vandewalle, 1999b): 
( )
2 2
, , 1
1 1min
2 2
. . ( ) 1 , 1, ,
l
iw b i
i i i
w
s t y w x i l
ξ λ ξ
φ γ ξ
=
+
⋅ + = − =
∑
…
   (2.4.1) 
 The mapping function, : ( )x X x Fφ φ∈ → ∈ , maps the input space to a high dimensional 
feature space. This formulation has equality constraints rather than inequality constraints, 
and takes into account a penalized sum of square error term. 
Similar to Vapnik’s SVM, its Lagrangian function is defined below: 
( )2 2
1 1
1( , , , ) ( ( ) ) 1
2
l l
i i i i i
i i
L w w y w xγ ξ α λ ξ α φ γ ξ
= =
= + − ⋅ + − +∑ ∑   (2.4.2) 
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Where iα are the Lagrange multipliers and can either be positive or negative due to the 
equality constraints of problem (2.4.1). From the conditions for optimality, the KKT 
system is obtained. 
1
0 0
l
i i
i
L yαγ =
∂ = ⇒ − =∂ ∑     (2.4.3) 
1 1
0 ( ) 0 ( )
l l
i i i i i i
i i
L w y x w y x
w
α φ α φ
= =
∂ = ⇒ − = ⇒ =∂ ∑ ∑   (2.4.4) 
0 0i i i i
i
L λξ α α λξξ
∂ = ⇒ − = ⇒ =∂    (2.4.5) 
0 ( ( ) ) 1 0i i i
i
L y w xφ γ ξα
∂ = ⇒ ⋅ + − + =∂     (2.4.6) 
Eliminating variables w and ξ , the following linear system is obtained, 
1
00 T
T
y
ey ZZ I
γ
αλ−
⎛ ⎞⎛ ⎞ ⎛ ⎞=⎜ ⎟⎜ ⎟ ⎜ ⎟+ ⎝ ⎠ ⎝ ⎠⎝ ⎠     (2.4.7) 
where 1[ , ....., ]ly y y= , 1[ , ....., ]lξ ξ ξ= , 1[ , ....., ]lα α α= and e is the vector of 
ones with appropriate dimension. To guarantee a solution, Mercer’s condition (Burges, 
1998; Cristianini & Shawe-Taylor, 2000) can be applied to matrix TZZΩ = . 
( ) ( ) ( , )ij i j i j i j i jy y x x y y K x xφ φΩ = ⋅ =    (2.4.8) 
The decision function becomes 
1
( ) ( , )
l
i i i
i
f x sign y K x xα γ
=
⎛ ⎞= +⎜ ⎟⎝ ⎠∑     (2.4.9) 
The solution to system (2.4.7) provides the classification weights in dual space, and when 
used as parameters in the decision function, a new point can be classified.  
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2.5 Multi-classification Support Vector Machines 
In this section, the most general formulations that address the discrimination of two or 
more classes ( 2k ≥ ) are presented. 
 
2.5.1 One-Against-All (OAA) Method 
In the OAA method, k SVM classifiers are constructed where k is the number of classes. 
Each model is trained on data for one class versus the rest of the classes. For example, if 
we have a three-class classification problem, we have to construct 3 classifiers, P1v2+3, 
P2v1+3, P3v1+2.  When we train P1v2+3, all points from class 1 are labeled with +1 and all the 
points from class 2 and 3 are labeled with -1. Similarly for P2v1+3, class 2 is labeled with 
+1, class 1 and 3 with -1, and for P3v1+2, class 3 has label +1, and class 1 and 2 are labeled 
-1.  Given l data points ( ) 1, li i ix y = ; nix ∈ℜ are the input training vectors, and 
{1,...., }iy k∈ is the class of ix . The i-th SVM model solves the following problem of the 
form: 
2
, , 1
1min
2
. .
( ) ( ) 1 ,
( ) ( ) 1 ,
0, 1,.....,
i i i t
t
t
t
t
l
i i
w t
i T i i
t t
i T i i
t t
i
w
s t
w x if y i
w x if y i
t l
γ ξ
λ ξ
φ γ ξ
φ γ ξ
ξ
=
+
+ ≥ − =
+ ≤ − + ≠
≥ =
∑
    (2.5.1.1) 
Solving (2.5.1.1) produces k SVM classifiers defined by the following functions: 
1 1( ) ( ) ,
( ) ( ) ,
T
k T k
w x
w x
φ γ
φ γ
+
+
#      (2.5.1.2) 
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Then we predict x  as being in the class with the largest value of the decision function: 
1....,class of arg max [( ) ( ) ]
i T i
i kx w xφ γ=≡ +    (2.5.1.3) 
Basically we solve the dual of (2.5.1.1), whose number of variables is the same as the 
number of data of the problem.  Hence, if we are to solve a problem with l data points, we 
then have to solve k quadratic programming problems where each of them has l data 
points (Hsu & Lin, 2002). 
 
2.5.2 One-Against-One (OAO) Method  
In the OAO method, one constructs k(k-1)/2 SVM classifiers, each one of which is 
trained on data for two classes.  For example, if we have a three-class classification 
problem, we have to construct 3 classifiers P12, P13, P23.  When we train P12 all points 
from class 1 are labeled with +1 and all the points from class 2 are labeled with -1. 
Similarly for P13, class 1 is labeled with +1, class 3 with -1, and for P23, class 2 has label 
+1, and class 3 label -1.  For training data from the i-th and the j-th classes, we solve the 
following binary classification problem (Hsu & Lin, 2002; Santosa et al., 2002): 
2
, , 1
1min
2
. .
( ) ( ) 1 ,
( ) ( ) 1 ,
0
ijij ij t
t
t
t
t
l
ij ij
w t
ij T ij ij
t t
ij T ij ij
t t
ij
w
s t
w x if y i
w x if y j
γ ξ
λ ξ
φ γ ξ
φ γ ξ
ξ
=
+
+ ≥ − =
+ ≤ − + =
≥
∑
    (2.5.2.1) 
There are different strategies for performing the testing for points not in the training set 
after all k(k-1)/2 classifiers have been constructed.  The strategy employed is called “Max 
Wins” strategy. This strategy is a voting approach (Hsu & Lin, 2002; Santosa et al., 
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2002).  For example, if sign [ ( ) ( )ij T ijw xφ γ+ ] indicates that x  is in the i-th class, then the 
vote for the i-th class is increased by one. Otherwise, the vote for the j-th is increased by 
one.  Then we predict x  as being in the class with the largest vote.  In the case that those 
two classes have identical votes, select the one with the smallest index.  Basically we 
solve the dual of (2.5.2.1), of which the number of variables is the same as the number of 
data points in the two classes.  Hence, if each class has l/k data points, we have to solve 
k(k-1)/2 quadratic programming problems where each of them has 2l/k data points (Hsu 
& Lin, 2002). 
 
2.5.3 Pairwise Multi-classification Support Vector Machines 
In trying to solve the classification problem as a single optimization problem, problem 
(2.5.2.1) can be generalized with the introduction of indices provided that the size of each 
class are of moderate size and/or it’s designs are balanced (equal sizes) (Trafalis & 
Oladunni, 2005) (see Figure 4).  
 
Figure 4: A Multi-Classification diagram. Three classes, class 1, 2 and 3 are 
represented by small squares, circles and triangles respectively; blue lines are the 
supporting hyperplanes for each pairwise comparison; the optimal hyperplane is 
orthogonal to the shortest line connecting each pairwise comparison, and intersects 
it halfway. 
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Given that the data sets in nR  are represented by a matrix im niA R ×∈ , where 1,..,i k=  (k 
classes). Let iA  be a im n× matrix whose rows are points in the ith class, and let jA  be a 
jm n× matrix whose rows are points in the jth class. If nx R∈  can be classified as 
follows: 
1,
1, ,
T ij ij i
T ij ij j
x w x A
x w x A i j
γ
γ
− ≥ ∈
− ≤ − ∈ <    (2.5.3.1) 
Then below is a general approach for obtaining k(k-1)/2 classifiers from a single 
optimization model in primal form that solves problems of multi-class discrimination 
(Trafalis & Oladunni, 2005): 
2
, 1
1min  
2
. .  ( ) 1,
0
ij
t
t
t
lk k
ij ij
w i j i j t
ij ij ij ij ij
ij
w
s t y A w i j
γ λ ξ
γ ξ
ξ
< < =
+
− + ≥ <
≥
∑ ∑∑
   (2.5.3.2) 
with
i
ij
j
A
A
A
⎡ ⎤= ⎢ ⎥⎢ ⎥⎣ ⎦  ( ij
m n× matrix ) and 1ijy = ±  for classes ith and jth respectively. Note that 
ij i jm m m= + . The parameter λ  is a constant called the regularization parameter which 
controls the tradeoff between minimizing training error ijξ and minimizing the norm of 
the normal vector (generalization ability). The dual of problem (2.5.3.2) is given below: 
1 , 1
1
1max ,
2
. . 0
0 ,
ij ij
ij
m mk k
ij ij ij ij ij ij ij
c c c cd d d
i j i jc c d
m
ij ij
c c
c
ij
c
Ty y A A
s t y
i j
α α α α
α
α λ
< <= =
=
−
=
≤ ≤ <
∑∑ ∑∑
∑    (2.5.3.3) 
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where 0ijα ≥ are Lagrangian multipliers, and 0ijα > are support vectors. 
 
2.6 Knowledge-Based Support Vector Machines 
Knowledge based SVM (KBSVM) can be considered a robust method which deals with 
the incorporation of prior knowledge into a linear support vector machine classifier. This 
prior knowledge is in the form of multiple polyhedral sets, which are unique to their 
respective classes (see Figure 5).  
Consider the problem of classifying m points in the n-dimensional input space Rn, 
represented by a m n× matrix, A. The membership of each point in A to a positive or 
negative class is specified by a m m× matrix, D, whose diagonals are 
labels { 1, 1}iiD ∈ + − . The following knowledge sets are also given (see Figure 5): 
k sets: { | }, 1,...,i ix B x b i k≤ = , belonging to A+  (positive class)    
l sets: { | }, 1,...,i ix C x c i m≤ = , belonging to A−  (negative class)  (2.6.1) 
The knowledge based support vector machine (KBSVM) model (Fung et al., 2002) is 
given as: 
1, , , , , , , , 1 1
min  ( ( ) ( ))
. .  ( )
1 , 1,...,     
1 1,...,
, , , , , , 0
i i i j j j
k l
T i i j j
w u r p v s i j
i iT i i
iT i i
j jT j j
jT j j
i i i j j j
w e r s
s t D Aw e e
r B u w r
b u i k
s C v w s
c v j l
u r p v s
γ ξ σ
λ ξ µ ρ σ
γ ξ
γ ρ
γ σ
ξ σ
= =
+ + + + +
− + ≥
− ≤ + ≤
+ + ≤ =
− ≤ − ≤
− + ≤ =
≥
∑ ∑
  (2.6.2) 
Where , , 1,....,i ir i kρ = , , , 1,....,j js j lσ = are error variables that are forced to zero if 
linearly separable.  
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The solution to (2.6.2) provides the classification weights based on data and prior 
knowledge of the problem. Decision function ( Tsign w x γ⎡ ⎤−⎣ ⎦ ) classifies a new point 
coming to the system. 
 
 
Figure 5: A knowledge-based SVM diagram, with two knowledge sets: belonging in 
the halfspace of class (+1), and belonging in the halfspace of class (-1).  
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Chapter 3 
Literature Review 
There have been several proposed methods for solving multi-classification problems in 
the support vector machine literature. In this chapter a review of the relevant SVM 
literature is presented. 
 
3.1 Support Vector Machines 
Vapnik’s SVM (1995, 1998) was developed to solve linear and nonlinear classification 
problems (Burges, 1998; Cristianini & Shawe-Taylor, 2000; Mangasarian, 2000). It 
expresses a classification problem in quadratic programming (QP) form and guarantees a 
global and unique solution. The QP formulation allows the use of kernel approximations 
for nonlinear separability provided that Mercer’s condition (Burges, 1998; Cristianini & 
Shawe-Taylor, 2000) isn’t violated. 
Suykens & Vandewalle (1999b) proposed a modified version of the SVM called the least 
square SVMs (LS-SVMs). In their formulation equality separation constraints were used 
and the square norm of the error term is minimized. This idea is similar to the ridge 
regression concept (Saunders et al., 1998) and Tikhonov scheme (Tikhonov, 1977), but 
with binary targets {-1, 1} as outputs. As a result, the classification problem becomes a 
linear system of equations solved using the method of least squares. In the classical QP 
formulation many support vector values are zero, while in the least square case the 
support vector values are proportional to the errors at the data points. Hence, sparsity of 
the solution is lost. In the case of large scale classification problems, Suykens et al. 
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(1999) suggested an iterative training algorithm for LS-SVMs that is based on a 
conjugate gradient method. The iterative procedure is considered in order to avoid 
storage of the input matrix. 
To demonstrate the performance of the LS-SVM, Baesens et al. (2000) and Van Gestel et 
al. (2004) performed an empirical study of the LS-SVM on several benchmark data sets 
using some kernel functions. The linear kernel was used for linear separability. To attain 
further insight into the degree of nonlinearity of the problem a polynomial and a RBF 
kernel was used for nonlinear separability. Due to standard cross validation techniques 
for hyperparameter selection, both studies confirm that the SVM and LS-SVM with the 
RBF kernel achieve comparable performances and consistently yield the best results for 
each data set. 
A drawback of the LS-SVM is that sparsity of solution is lost, and this becomes 
important in finding equivalence between sparse approximation and support vector 
machines (Girosi, 1998). To obtain a sparse solution, Suykens et al. (2000) proposed a 
heuristic method for pruning the support value continuum. This is done by gradually 
removing the least important data from the training set and re-estimating the LS-SVM. A 
small amount of points—e.g. 5% of training set—with smallest values in the sorted 
support value continuum is removed. The procedure is performed as a second stage 
operation for obtaining a solution to the LS-SVM classification problem. 
Fung & Mangasarian (2001) developed a linear and nonlinear classification algorithm 
called proximal support vector machine (PSVM). The idea is to classify new points by 
assigning them to the closer of the two parallel planes that are as far apart as possible. 
Their formulation has similar interpretation to the regularized LS-SVM (Pelckmans et al., 
 28
2004) because it depends on the strong convexity of the objective function. However, it 
does differ slightly from the broad perspective of regularized networks (Evgeniou et al, 
2000) which is not always convex. The solution to the PSVM models is based on a linear 
system of equations, as opposed to the traditional SVM, that solves a quadratic 
programming problem requiring a considerably longer computation time.  
A survey of recent developments in the context of SVMs was described in Mangasarian 
(2001). Four SVM algorithms were investigated; generalized SVMs (a very general 
mathematical programming framework for SVMs), smooth SVMs (a smooth nonlinear 
equation representation of SVMs solvable by a fast Newton method), Lagrangian SVMs 
(an unconstrained Lagrangian representation of SVMs leading to an extremely simple 
iterative scheme capable of solving classification problems with millions of points), and 
reduced SVMs (a rectangular kernel classifier that utilizes as little as 1% of the data).  
Similar to the PSVM formulation, Pelckmans et al. (2004) compared three related 
regularization schemes for kernel machines using a least square criterion. The 
regularization schemes considered are as follows: Tikhonov & Ivanov regularization 
(1977 & 1976), and Morozov’s (1984) discrepancy principle. Below are the cost 
functions of the three regularization schemes. 
• Tikhonov, similar to the LS-SVMs (Suykens & Vandewalle, 1999b), where λ 
expresses the tradeoff between data fitting and smoothness in the trust region of 
parameters and noise level respectively:  
2
, , 1
1min ( , ) . . ( ) , 1, ,
2 2
l
T
T i i i iw b i
f w w w s t w x y i lξ
λξ ξ φ γ ξ
=
= + ⋅ + + = =∑ …  (3.1.1) 
• Morozov’s discrepancy principle (Morozov, 1984), where the minimal 2-norm of 
w realizing a fixed noise level σ2 is to be found: 
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  (3.1.2) 
• Ivanov’s regularization (Ivanov, 1976) amounts to solving for the best fit with a 
2-norm on w smaller than π2: 
2, ,
( ) , 1, ,1min ( ) .
2
i i iT
I Tw b
w x y i l
f e s t
w wξ
φ γ ξξ ξ π
⋅ + + = =⎧⎪= ⎨ =⎪⎩
…
   (3.1.3) 
The derivative of the cost functions (3.1.1) to (3.1.3) results in a linear system which after 
some simple manipulation, can be solved using linear techniques. The three 
regularization schemes allow incorporation of prior or model-free estimates of the noise 
variance for tuning the regularization constant in LS-SVMs.  
 
3.2 Multi-classification Support Vector Machines   
Most developed classification models are for discriminating between two classes. To 
address the problem of multi-classification, researchers have adopted methods which 
involve solving k SVM models (OAA method) to produce k classifiers, or solving k(k-
1)/2 SVM models (OAO method) to produce k(k-1)/2 classifiers; k is the number of 
classes. Hsu & Lin (2002) developed a decomposition strategy and made a comparison of 
the above methods. Methods include the OAA, OAO, and Direct Acyclic Graph SVM 
(DAGSVM) (Platt et al., 2000). It was reported that the OAO method and DAGSVM are 
more suitable for practical use, and that for large scale problems, methods that consider 
all data at once, in general, use fewer support vectors. 
In expressing and solving a multi-class problem as a single optimization problem the 
following models were suggested (Bredensteiner & Bennet, 1999; Weston & Watkins, 
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1999; Szedmak & Shawe-Taylor, 2004; Trafalis & Oladunni, 2005; Oladunni & Trafalis, 
2005). These models were developed as a generalization of the binary classification 
model. 
Bredensteiner & Bennet (1999) developed a piecewise quadratic programming multi-
classification model. A set of points , 1, ,iA i k= " represented by matrices im niA R ×∈  are 
piecewise-linearly separable if there exist i nw R∈  and i Rγ ∈  such that:    
, , 1,..., ,i i i i j jA w e A w e i j k i jγ γ− > − = ≠   (3.2.1) 
In canonical form  
( ) ( ) 1, , 1,..., ,T i j i jx w w e i j k i jγ γ− − − ≥ = ≠    (3.2.2) 
The bounding plane separating classes i and j is defined as ( ) ( )T i j i jx w w e γ γ− = − . 
The piecewise M-SVM problem is to minimize the following: 
2 2
, , 1 122
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"
   (3.2.3) 
Weston & Watkins (1999) also developed a quadratic programming model that satisfies 
condition (3.2.1). This model is similar to problem (3.2.3), with the notable difference 
being the objective function. The model minimizes the following problem. 
, , 1 1
1min  
2
. .  2 ,
      0,   1, ,   {1,...., } \
i
i i
k l
T m
m m iw m i m y
T T m
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w w
s t w x w x
i k m k y
γ ξ λ ξ
γ γ ξ
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= = ≠
+
+ ≥ + + −
≥ = ∈
∑ ∑ ∑
"
   (3.2.4) 
Both model problems (3.2.3 & 3.2.4) use the same decision function of the form: 
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( ) arg max[ ], 1,...,Ti ikf x w x i kγ= + =    (3.2.5) 
They do not generalize better than the OAA and OAO methods. However, they do report 
fewer support vectors. Hence, there is no theoretical justification of the better 
generalization of OAA and OAO methods, which happens to be the two most widely 
used multi-classification SVMs techniques. 
Szedmak et al. (2004) proposed a multi-class model for large sample sizes and number of 
features. In their formulation, the OAA framework was used, and the L1 norm of the 
normal vector w of the separating hyperplanes is minimized. Their formulation solves k 
SVM optimization problems simultaneously, and since there are no interactions between 
the variables of the k SVM problems, their method, which essentially is the OAA 
considering all data at once, produces the same solution as that of the separated k SVM 
problems using the L1 norm. The formulation is a generalization of problem (2.5.1.1) 
with additional L1 norms in the objective function, and the constraints contain all data 
points. Considering all data at once transforms the problem into a large scale problem 
which can get even larger with additional data points, hence the size of the problem can 
be a drawback of the method, if it gets too large. 
Trafalis & Oladunni (2005), also proposed a multi-classification model, but using the 
OAO framework. The formulation is given in problem (2.5.3.2). It solves k(k-1)/2 SVM 
simultaneously, and since there are no interactions between the variables of the k(k-1)/2 
SVM problems the method can be considered a pairwise multi-classification method 
considering all data at once. The formulation produces the same solution as that of the 
separated k(k-1)/2 SVM problems. The method works well but has a drawback related to 
the size of the multi-class problem. Large scale problems become very expensive to 
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compute the solution especially when considering a quadratic programming solution. 
Solving a quadratic programming problem involves the number of the data points, so an 
increase in data points increases the dimensionality of problem, hence requiring more 
time to obtain a solution.   
 
Linear programming formulations have also been considered. Bennett & Mangasarian 
(1994), proposed minimizing the sum of errors violating condition (3.2.1) i.e. finding a 
feasible solution. Weston & Watkins, (1999) also developed a linear machine for multi-
class classification by writing a dual representation problem (3.2.4). They represented the 
normal vector w in its dual representation form and minimized the dual variable iα in the 
objective function. The dual representation of w is as follows: 
1
l
i i
i
w xα
=
=∑      (3.2.6) 
Recently, multi-classification problems have been investigated in the context of the least 
square approximations (Suykens & Vandewalle, 1999c; Oladunni & Trafalis, 2005) and 
the broad perspective of regularized networks (Evgeniou et al, 2000). 
Suykens & Vandewalle, (1999c) extended their LS-SVMs methodology to accommodate 
multi-classification LS-SVM problems. The cost function and constraints (with equality 
constraint) of the multi-class LS-SVM is given as: 
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   (3.2.7) 
 33
The linear system that is obtained from the above formulation after writing its Lagrangian 
function and taking its derivatives, becomes the classification problem to solve and is 
given as: 
00
1
T
LL
T
LL L
Y
Y
γ
α
⎛ ⎞⎛ ⎞ ⎛ ⎞=⎜ ⎟⎜ ⎟ ⎜ ⎟Ω ⎝ ⎠⎝ ⎠⎝ ⎠      (3.2.8) 
(1) ( )
1 1
(1) ( )
blockdiag{ ,..., }
L
L
L
N N
y y
Y
y y
⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥= ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
# #     (3.2.9) 
(1) ( )blockdiag{ ,..., }LLΩ = Ω Ω     (3.2.10) 
( ) ( ) ( ) 1( , )i i ikj k j i k jy y x x Iψ λ−Ω = +      (3.2.11) 
The solution vectors are  
1[ ;.....; ]L lγ γ γ=      (3.2.12) 
1,1 ,1 1, ,[ ;....; ;....; ;....; ]L N l N lα α α α α=    (3.2.13) 
This formulation is different from Oladunni & Trafalis (2005), which includes inequality 
constraints in its formulation, but also minimizes the L2 norm of the error slack variable. 
In their study two formulations where provided, one for pairwise classification and the 
other for piecewise classification. For the pairwise classification the linear system is 
based on the following formulation (Oladunni & Trafalis, 2005): 
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    (3.2.14) 
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The resulting linear system is as follows: 
1 1
1 1
00 0
0 0
T
T
ls ls ls
E
E AA I I e A x b
I I
γ
λ λ α
λ λ β
− −
− −
⎛ ⎞⎛ ⎞ ⎛ ⎞⎜ ⎟⎜ ⎟ ⎜ ⎟+ = ⇒ =⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠
  (3.2.15) 
Here is a three class problem in matrix form: 
1 1
2 2
1 1
3 3
2 2
3 3
0 0 0 0
0 0 0 0
0 00 0
,
0 0 0 0
0 00 0
0 00 0
A e
A e
A e
A E
A e
A e
A e
⎛ ⎞ ⎛ ⎞−⎜ ⎟ ⎜ ⎟−⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟−⎜ ⎟ ⎜ ⎟= =⎜ ⎟ ⎜ ⎟−⎜ ⎟ ⎜ ⎟−⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠
  (3.2.16) 
And solution vector  
12 13 ( 1), ,..,
Tk kγ γ γ γ −⎡ ⎤= ⎣ ⎦ , 12 13 ( 1), ,..,
Tk kα α α α −⎡ ⎤= ⎣ ⎦   (3.2.17) 
The piecewise classification linear system is based on formulation (3.2.3) and the 
resulting linear system is given below (Oladunni & Trafalis, 2005): 
1 1
1 1
ˆ0 0 0
1 ˆˆ ˆ ˆˆ ˆ
1
00
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ls ls ls
E
E AA I I e A x b
k
I I
γ
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βλ λ
− −
− −
⎛ ⎞⎛ ⎞ ⎛ ⎞⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟+ = ⇒ =⎜ ⎟ ⎜ ⎟⎜ ⎟+ ⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎜ ⎟⎝ ⎠
  (3.2.18)  
Here is a three class problem in matrix form: 
1 1 1 1
1 11 1
2 22 2
2 2 2 2
3 33 3
3 3 3 3
0 0
0 0
0 0ˆ ˆ,
0 0
0 0
0 0
A A e e
A eA e
A eA eA E
A A e e
A eA e
A A e e
⎛ ⎞ ⎛ ⎞− −⎜ ⎟ ⎜ ⎟− −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟−−⎜ ⎟ ⎜ ⎟= =⎜ ⎟ ⎜ ⎟− −⎜ ⎟ ⎜ ⎟− −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟− −⎝ ⎠ ⎝ ⎠
  (3.2.19) 
The solution vector  
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1 2, ,..,
Tkγ γ γ γ⎡ ⎤= ⎣ ⎦ , ( 1) ( 1), ,......, ,
T T Tij ji k k k kα α α α α− −⎡ ⎤= ⎣ ⎦   (3.2.20) 
Problems (3.2.3) and (3.2.14) have nonnegative error constraints. However, if the error 
variable is negative, then the first constraint of both problems can still be satisfied if the 
error variable is set to zero. Setting the error variable to zero also decreases the objective 
function value; hence, the error constraint can be removed. In classification, the main 
concentration is the ability to generalize with weights obtained from a model i.e. the 
solution to the decision variables. The functional value of the objective function is not so 
much of a problem. However, if one is overly concerned about the objective function, 
then the nonnegative constraints can be dropped from both models (3.2.3) and (3.2.14). 
Hence, the last row and column of block matrices (3.2.15) and (3.2.18) won’t be 
necessary. 
Fung & Mangasarian (2005) extended the PSVM idea to the multi-classification case. 
This SVM formulation is called multi-category proximal support vector machine 
(MPSVM)—similar to the binary case—which classifies new points by assigning them to 
the closer of the two parallel planes that are as far apart as possible. The idea is closely 
aligned with the OAA method where the ith class is separated from the rest. 
The Linear Proximal Support Vector Machine solves the following optimization problem: 
1
2
2
( , )
1min  ( )
2 2nw R
w
D Aw e e
γ
ν γ γ+∈
⎡ ⎤− − + ⎢ ⎥⎣ ⎦    (3.2.21) 
The membership of each point in A either to a positive or negative class is specified by a 
m m× matrix, D, whose diagonals are labels { 1, 1}iiD ∈ + − . To obtain the nonlinear 
classifying weights, problem (3.2.21) is modified using a dual representation 
of 'w A Dα= , whereα  is a dual variable. 
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The Nonlinear Proximal Support Vector Machine is described through the following 
optimization problem: 
1
2
2
( , )
1min  ( ( , ') )
2 2mR
D K A A D e e
α γ
αν α γ γ+∈
⎡ ⎤− − + ⎢ ⎥⎣ ⎦    (3.2.22) 
In order to obtain the classification weights, we need to solve the optimality conditions of 
problem (3.2.21) and (3.2.22). 
  
3.3 Knowledge-Based Support Vector Machines   
In data mining applications, incorporation of prior knowledge is usually not considered 
and this is due to the lack of algorithms which do not have the necessary provisions for 
writing explicitly, the constraints needed to represent the prior knowledge. However, if 
one has prior information regarding a class or label, we need to find a representation of 
such knowledge and incorporate it into some classification problem. By solving the 
modified problem we can have a more robust solution. 
From 2002 – 2005, prior knowledge formulation, incorporation, and solution, have been 
studied in both the context of approximations (Fung & Mangasarian, 2005) and in the 
context of classifiers (Fung et al., 2002 & 2003; Mangasarian et al., 2004). In the 
approximate sense one can consider the bias, γ , of the PSVM and MPSVM, as a 
perturbation parameter of the normal vector w (i.e. how far it stretches the margin), 
thereby providing robust classifiers. For a more direct incorporation of prior knowledge 
to classification models, Fung et al. (2002 & 2003) developed explicit formulations for 
incorporating prior knowledge. The prior knowledge is in the form of multiple polyhedral 
sets belonging to one or more categories. The formulations are later introduced into 
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reformulations of the linear support vector machine and nonlinear kernel support vector 
machine model. 
Mangasarian et al. (2004) also proposed a similar methodology for incorporating prior 
knowledge into a function approximation framework generated by a linear combination 
of linear or nonlinear kernels. For standard linear programming formulations, 
Mangasarian (2005) proposed a generalized class of linear programs with constraints in 
the form of implications (prior knowledge representation). 
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Chapter 4 
Tikhonov Regularization Based Multi-
classification Support Vector Machine 
Multi-classification problems are very practical problems that need to be addressed. 
The term multi-classification is referring to classifying given data into several categories. 
Available methods address such problems by breaking it up into smaller binary or two 
class problems. While this method is practical it consumes a lot of computational time 
primarily because of the algorithm, or method (quadratic programming), used in 
computing its solution.  
The proposed method is intended to consider all data at once by solving a single 
optimization problem. This provides a simpler solution model based on linear techniques, 
and also provides explicit solutions to the classifying weights of the multi-class problem 
in terms of the given data. With the derived explicit solutions the proposed method can be 
implemented adequately, especially for linearly separable problems. For very large scale 
problems, one might have to revert back to solving several independent two class models.  
The decomposition of the problem can be beneficial particularly when analyzing the 
problem in the feature space, because the dimensionality of the problem increases 
tremendously there. Hence, the issues of multi-classification problems are related to the 
size of the problem and the computational time required in obtaining a solution. For k 
independently classes, several independent optimality conditions need to be satisfied. A 
motivating factor would be that the smaller the number of optimality conditions required 
 39
to be solved for satisfying a classification model, the lesser the computational time 
required in obtaining a solution to that model problem. (Please note that in chapter 4, the 
separating hyperplane is of the form, ( ) Tf x x w γ= − ). 
 
4.1 Linear Multi-classification Tikhonov Regularization Support Vector 
Machine: Pairwise Separation 
Consider a problem of classifying data sets in nR  that are represented by a data 
matrix ( ) im niA R ×∈ , where 1,..,i k=  ( 2k ≥  classes). Let ( )iA  be a im n× matrix whose rows are 
points in the ith class, and im  is the number of data in class i. Let ( )jA  be a jm n×  matrix 
whose rows are points in the jth class, and jm  is the number of data in class j, and 
( ) 1ijy = +  for class i and ( ) 1ijy = −  for class j. Note that we identify the classes with the 
matrices ( )iA  and ( )jA , and each data point can belong to exactly one class. Like in the 
dichotomous case, we formulate the optimal pairwise linear separator for the separable 
case. For the pairwise separable case there exists a ( )ij nw R∈ and ( )ij Rγ ∈ , such that 
( ) ( ) ( ) ( ) ( ) ( ),i ij ij ij j ijA w e e A w i jγ γ> > < ,    (4.1.1) 
where e is a vector of ones with appropriate dimensions. Since infinitely many w(ij) and 
γ(ij) exist, the optimal solution would provide the largest margin of classification. The 
margin of separation between classes i and j, i.e. the distance between the halfspaces 
( ) ( ) ( )i ij ijA w e eγ≥ +      (4.1.2) 
and 
( ) ( ) ( )j ij ijA w e eγ≤ − +      (4.1.3) 
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is ( )2 ijw . Therefore, one would minimize the reciprocal
( )
2
ijw  for i j< . 
Let
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A
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  and ( ) 1ijy = +  for class i and ( ) 1ijy = −  for class j. 
For the pairwise linearly separable problem we formulate the constrained optimization 
problem as shown below (Trafalis & Oladunni, 2005): 
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    (4.1.4) 
To classify a new point x, we employ the “Max Wins” strategy, this is a voting approach 
(Hsu & Lin, 2002; Santosa et al., 2002). For example, if the sign of [ ( ) ( )T ij ijx w γ− ] 
indicates that x  is in the ith class, then the vote for the ith class is increased by one; 
otherwise, the jth is increased by one. Hence we predict x  as being in the class with the 
largest vote. In the case that those two classes have identical votes, we select the one with 
the smallest index. 
At this juncture, we have assumed that our data set is linearly separable, but in reality that 
is not always the case. To accommodate inseparability, error slacks need to be included in 
the model and the following problem is then minimized. 
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γ ξ
ξ
< < =
+
− + ≥ <
≥ =
⎛ ⎞= + = ⎜ ⎟⎜ ⎟⎝ ⎠
∑ ∑∑


   (4.1.5) 
 41
Problem (4.1.5) can be considered as a two objective optimization problem, where 1 2( , )λ λ  
are parameters regulating the tradeoff between minimizing the L2 norm of w 
(generalization ability) and the misclassification or training error, ξ . Ifξ =0 then we have 
a linearly separable problem, else the problem is linear inseparable. The distance between 
the pairwise planes bounding the classes are called approximate margins (soft margins) 
because they provide approximate weight classifiers that allow some error.  
To apply the Tikhonov regularization approach problem (4.1.4) needs to be presented in 
the following form: 
( )2
( ) ( ) 2
, , 1
( ) ( ) ( ) ( ) ( )
( )
( )
( )
( ) ( )
1min  ( )
2 2
. .  ( ) 1,   1,...., ,  
where ,
ij
t
t
mk k
ij ij
w i j i j t
ij ij ij ij ij
t t ij
i
ij
ij i j j
w
s t y A w t m i j
A
m m m A
A
γ ξ
λ ξ
ξ γ
< < =
+
= − − = <
⎛ ⎞= + = ⎜ ⎟⎜ ⎟⎝ ⎠
∑ ∑∑


  (4.1.6) 
The formulation above is similar to the RLSC (Rifkin & Klautau, 2004), with two notable 
differences. First, the inclusion of the bias offset constant, γ , and second, the pairwise 
strategy implemented in the problem above. It also bears similarity with the LS-SVM 
(Suykens & Vandewalle, 1999c). For this model problem an unconstrained problem is 
formulated.  
Here is a k class problem rewritten in matrix notation: 
Let, 
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( ) ( )
( )( )
( )
1 ( )
( 1) ( 1)
( ) ( )
0 0 0 0
0 00 0
0 0 0 0
,  , , for 
0 0 0 0
0 0 0 0
0 0 0 0
where ( ), ( 1) / 2
i i
jj
i
m n n m n m j
k k
k k
k
i j
i j
A e
eA
e
A E e i j
e
A e
A e
m m m n k k
× ⋅ × ×
− −
<
⎛ ⎞ ⎛ ⎞−⎜ ⎟ ⎜ ⎟−⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎛ ⎞⎜ ⎟ ⎜ ⎟= = = <⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎝ ⎠⎜ ⎟ ⎜ ⎟−⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠
= + = −∑
% %
% %
 (4.1.7) 
where ( ) ( ), ,  ji m nm ni jA R A R i j××∈ ∈ <  are matrices whose input vector belong to the ith and jth 
class; 1( ) imie R ×∈ and 1( ) ,jmje R i j×∈ < are vectors of ones. The formulation is applicable 
to 2k ≥  and can be expressed in the following matrix form: 
2 2
, ,
1min  
2 2
. .  
w
w
s t Aw E e
γ ξ
λ ξ
ξ γ
+
= + −
     (4.1.8) 
λ is obtained by dividing the objective function (4.1.5) by 2λ and setting 1 2λ λ λ= which 
accounts for the tradeoff between minimum norm and minimum error. In practice the 
optimal choice of λ is obtained by cross validation techniques, i.e. λ is run through a 
series or range of values. As λ runs through a range of values, the optimal solution of 
problem (4.1.8) also changes. Therefore, a specificλ corresponds to an optimal choice of 
w, while minimizing the L2 norm ofξ . The margin between the bounding planes is still 
maximized with respect to w, however the L2 norm ofξ  is minimized instead of the L1 
norm ofξ . Note that the error slack ξ  (residual) is set to the difference between the actual 
and estimated label, so, no nonnegative error constraint is required. The L2 norm ofξ  
further provides a strong convexity of the objective function, making it easier to solve 
and providing reasonable estimates to the classification weights with minimum 
computational time.  
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To eliminate the error slack ξ  from the constraints, problem (4.1.8) is rewritten as: 
2 2
,
1min  ( , )
2 2M RL T SVMw
f w w Aw E eγ
λγ γ= + + −    (4.1.9) 
Problem (4.1.9) is called the Linear Multi-classification Tikhonov Regularization Support 
Vector Machine (LMTRSVM). The modification to problem (4.1.5) is simpler to solve 
because explicit solutions to problem (4.1.9) in terms of the given data can be derived. 
The geometric representation of the LMTRSVM model problem is illustrated in Figure 6. 
The planes ( ) ( )ij T ijw x γ− = ± 1 are approximate bounding planes because they allow some 
error (approximate margin).   
 
Figure 6: An illustration of the LMTRSVM problem. The three classes, class 1, 2 and 
3 are represented by small squares, circles and triangles respectively; blue lines are 
the approximate supporting hyperplanes for each pairwise comparison; the optimal 
hyperplane is orthogonal to the shortest line connecting each pairwise comparison, 
and intersects it halfway. 
 
Problem (4.1.9) is a convex unconstrained optimization problem which has a unique 
minimum point. To find its minimum point, the optimality conditions need to be written 
explicitly.  
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Expanding problem (4.1.9) 
1 ( , ) [ ] [ ]
2 2
1 [ 2 2 2 ]
2 2
M R
T T
L T SVM
T T T T T T T T T T T
f w w w Aw E e Aw E e
w w w A Aw w A E e Aw E e E E e e
λγ γ γ
λ γ γ γ γ
= + + − + −
= + + − − + +
  (4.1.10) 
Optimality conditions are obtained by setting the partial derivatives of (4.1.10) with 
respect to w and γ equal to zero: 
0T T Tdf w A Aw A E A e
dw
λ γ= + + − =     (4.1.11) 
0T T Tdf E Aw E e E E
d
γγ = − + =     (4.1.12) 
From the optimality conditions the following expressions can be derived for the optimal 
solution to w and γ . 
From equation (4.1.12) γ (bias) can be set equal to: 
1
( ) ( 1)where ,
( ) ( ),
[ ,...., ]
T T T
ij k k T i j
E E E Aw E eγ
γ γ γ
−
− <
= − +
=     (4.1.13) 
Substituting (4.1.13) into (4.1.11) the following expression is obtained for w : 
( ) ( )11 1
( ) ( 1)
,
where ,
( ) ( )
[ ,...., ]
T T T T T T T T
ij k kT T T
A A A E e A e
i j
w I A E E E E A E E E
w w w
λ −− −
−
− +
<
= + −
=   (4.1.14) 
Decision function is given as: 
( )
( )
( ) ( ) 1,  
1,  
if point ( ) is in class  
( ) [ ]
if point ( ) is in class 
i
j
ij ijT x AD x sign x w
x A
γ ⎧+⎪⎨−⎪⎩= − =   (4.1.15) 
Define G and v as follows: 
1( )T T T TA A AG I A E E E Eλ −−= +     (4.1.16) 
1v ( )T T T TE e A eA E E E − += −      (4.1.17) 
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Assuming G is invertible, then the solution to the normal vector (4.1.14) is given as: 
1v*w G−=       (4.1.18) 
and the corresponding linear system is: 
vGw =       (4.1.19) 
Solution (4.1.18) provides an estimate to the linear system of equations in (4.1.19). Such 
a linear system is easier to solve than the quadratic programming formulation. Methods 
for solving the system include matrix decomposition methods and iterative based 
methods. Its solution involves the inversion of a smaller dimensional matrix of the 
magnitude ( * ) ( * )n n n n× , where ( 1) / 2n k k= −  as opposed to QP formulation which is 
of the order of the number of data points and usually performs more operations to arrive 
at a solution. Below is an algorithm for LMTRSVM. 
 
Algorithm 4.1 Linear Multi-classification Tikhonov Regularization SVM ( 2k ≥ ): 
Given a data set in nR  that is represented by a matrix ( ) im niA R ×∈ , where 1,..,i k=  (k 
classes). Let ( )iA  be a im n× matrix whose rows are points in the ith class and let ( )jA  be a 
jm n×  matrix whose rows are points in the jth class. Weights w and γ  for linear classifiers 
(4.1.15) are as follows. 
LMTRSVM Algorithm: 
Step 1:  Compute G from (4.1.16) for a specific constant λ . 
Step 2:  Compute v from (4.1.17). 
Step 3:  Determine w from (4.1.18). 
Step 4:  Determine γ  from (4.1.13). 
Step 5:  Classify a new point x by (4.1.15). 
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It is in step 3 that matrix methods or iterative methods are invoked to obtain a solution to 
w. 
 
4.1.1 Numerical Example (AND & three class problem) 
To illustrate the workings of the proposed method, two small problems are considered, 
the AND problem and a simple three class problem. The computations for the two small 
problems were conducted using MATLAB.  
AND Problem, given sets: 
( )(1) (2)
1 1
1 1 , 1 1
1 1
A A
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
− −
= = −
−
    (4.1.1.1) 
Table 1 illustrates the relationship between the inputs and outputs for the AND problem.  
Table 1. Relationship between input and output of AND Problem 
 
Problem (4.1.9) is solved with the given sets in (4.1.1.1). As the tradeoff increases, the 
approximate margin (L2 norm of w) increases (decreases). From Table 2 and Figure 7 it is 
evident that a specific constant corresponds to a specific margin, and it is within this 
approximate margin that the sum of square errors is minimized. At λ =0, the margin is 
smallest; at that juncture only the sum of square errors is minimized. When λ =1, both the 
L2 norm of w and the sum of square errors are minimized. At λ =5 in bold face, the model 
over generalizes because the margin becomes too large. Illustrations of the approximate 
x 1 x 2 AND (output) 
1 1 1 
-1 -1 -1 
1 -1 -1 
-1 1 -1 
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classifiers are shown in Figure 7, and at λ =5 (blue dash line) there is an over forecasting 
classifier (solution to the norm is too small).  
Because some errors are allowed, the supporting hyperplanes become approximate 
bounding planes for classes i and j. Also, there are no support vectors as a result of the 
approximation because no points lie on the supporting hyperplanes (see Figure 8). 
However, the approximate margin does increase as a direct consequence of the 
approximate bounding planes centered in the region of its categorical points, but pushed 
as far apart from each class (see Figure 8).  
Optimal separating hyperplane for λ =0 (blue line Figure 7):  
( ) 1 11 2 1 2
2 2
0 (0.5 0.5) 0.5 0.5 0.5 0.5T
x x
w x w w x x
x x
γ γ⎛ ⎞ ⎛ ⎞− = ⇒ − = − ⇒ + =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠   (4.1.1.2) 
Table 2. LMTRSVM solution to AND Problem (varying tradeoff constant λ) 
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Figure 7: Illustration of LMTRSVM optimal hyperplanes with varying tradeoff 
constants for AND problem. The blue line for λ =0, green line for λ =0.1, red line for 
λ =0.5, cyan line for λ =1, magenta line for λ =2, yellow line for λ =3, black line for λ 
=4, blue dash line for λ =5. Red diamond for class A1, blue circles for class A2. 
 
 
Figure 8: Illustration of LMTRSVM hyperplanes λ =0 for AND problem: The 
supporting approximate hyperplanes (with some error) are in red, the optimal 
hyperplane in blue. Red diamond for class A1, blue circles for class A2. 
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Given the sets below (see Figure 9): 
( ) ( ) ( )(1) (2) (3)1 1 , 1 1 , 1 1A A A −= − = = −    (4.1.1.3) 
 
Figure 9: Illustration of THREE class problem. Diamond for class A1, square for 
class A2, circle for class A3. 
 
Problem (4.1.9) is solved on a simple three class problem. All the experiments for this 
example were performed using MATLAB. 
Table 3 summarizes the classification weight statistics.  Notice at λ =0, there is no 
solution (infeasible); this will happen because at 0, G in (4.1.16) is a singular matrix. The 
tradeoff constant, not only tries to find a balance between the minimum norm and error, it 
also forces matrix G (4.1.16) to be nonsingular (G is of full rank). Hence for this 
problem, the tradeoff constant should be greater than zero (λ > 0). Next we describe the 
optimal separating planes at λ =0.0001:  
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( )
( )
( )
1 1
1 2 1
2 2
1 1
1 2 2
2 2
1 1
1 2 1 2
2 2
class 1 v 2 ( 1 0) 0 0
class 1 v 3 (0 1) 0 0
class 2 v 3 (0.5 0.5) 0 0.5 0.5 0
x x
w w x
x x
x x
w w x
x x
x x
w w x x
x x
γ
γ
γ
⎛ ⎞ ⎛ ⎞⇒ − = − − = − =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
⎛ ⎞ ⎛ ⎞⇒ − = − = =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
⎛ ⎞ ⎛ ⎞⇒ − = − = + =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
 (4.1.1.4) 
Table 3. LMTRSVM solution to THREE class Problem (varying tradeoff constant λ) 
 
Similar to the AND problem, ( ) ( )ij T ijw x γ− = ± 1 as depicted in Figure 6 are approximate 
bounding planes separating im niA R ×∈ , where 1,..,i k=  (k = 3 classes).  
The optimal separating hyperplanes are the same, however, since the pairwise 
comparisons are distinctive and bounded by a ± 1, the supporting hyperplanes cannot be 
the same. The pairwise supporting hyperplanes are approximate bounding planes. Note 
that only at λ =0.0001, the supporting hyperplanes touch the points (see Figures 10, 11 & 
12).  
As the tradeoff increases, the approximate margin (L2 norm of w) increases (decreases). 
At small increments of λ, the classifiers are not significantly different and the margins are 
much closer. Values of λ between 0.0005 and 0.01 give similar approximate hyperplanes 
that minimize the errors. At larger increments of λ, the influence on the classifiers 
becomes obvious. While the optimal weights gives good generalization, its supporting 
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hyperplanes move further away from the optimal hyperplane and data points belonging to 
its respective class (see Figures 10, 11 & 12).  
 
Figure 10: Illustration of LMTRSVM hyperplane with varying tradeoff constants for 
THREE class problem. The optimal hyperplane in black dashed line, supporting 
hyperplanes red line (λ =0.0001), blue line (λ =0.0005), green line (λ =0.001), cyan 
line (λ =0.005), magenta line (λ =0.01), yellow line (λ =0.05), black line (λ =0.1), 
green dash line (λ =0.5), red dash line (λ =1), blue dash line (λ =5). Diamond for 
class A1, square for class A2. 
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Figure 11: Illustration of LMTRSVM hyperplane with varying tradeoff constants for 
THREE class problem. The optimal hyperplane in black dashed line, supporting 
hyperplanes red line (λ =0.0001), blue line (λ =0.0005), green line (λ =0.001), cyan 
line (λ =0.005), magenta line (λ =0.01), yellow line (λ =0.05), black line (λ =0.1), 
green dash line (λ =0.5), red dash line (λ =1), blue dash line (λ =5). Diamond for 
class A1, circle for class A3. 
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Figure 12: Illustration of LMTRSVM hyperplane with varying tradeoff constants for 
THREE class problem. The optimal hyperplane in black dashed line, supporting 
hyperplanes red line (λ =0.0001), blue line (λ =0.0005 & 0.001), cyan line (λ =0.005), 
magenta line (λ =0.01), yellow line (λ =0.05), black line (λ =0.1), green dash line (λ 
=0.5), red dash line (λ =1), blue dash line (λ =5). Square for class A2, circle for class 
A3. 
 
In Figures 10, 11 & 12, the black dash line is the optimal hyperplane—the line 
perpendicular to the normal vector w—for separation between classes 1 & 2, classes 1 & 
3, and classes 2 & 3 respectively. Since the optimal hyperplanes are the same irrespective 
of the tradeoff constant for a specific pairwise comparison, only the optimal classifier 
with λ =0.0001 is depicted on Figures 10, 11 & 12 together with the bounding planes for 
the varying tradeoff constants. As the tradeoff increases the approximate bounding planes 
move far apart from the optimal hyperplane and points unique to the bounding planes. 
For large values of λ the margin becomes too wide thereby increasing the error margin of 
the point from its position to its respective approximate bounding plane. 
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4.2 Nonlinear Multi-classification Tikhonov Regularization Kernel Machine: 
Pairwise Separation 
To obtain nonlinear classifiers it is essential to carry out a nonlinear mapping from the 
input space to a feature space (Burges, 1998; Cristianini & Shawe-Taylor, 2000) using a 
mapping function (see Fig. 3), 
: nR Fφ →       (4.2.1) 
But since we do not know the mapping function, a kernel function is employed to 
implicitly compute the inner products of the input vectors in feature space. Depending on 
the specific kernel function chosen, the resulting kernel matrix defines the similarity or 
dissimilarity of the input vectors. The kernel matrix can also be considered a distance 
matrix. To formulate the nonlinear counterpart of the linear classification, the primal 
variable w is replaced by its equivalent dual representation as shown below: 
Tw A Yα=       (4.2.2) 
Then problem (4.1.9) can be modified as follows: 
2 2
,
2
1min  ( , ) ( )
2 2
1 ( )
2 2
M R
T T
L T KM
T T T
f A Y Y AA Y E e
YAA Y Y AA Y E e
α γ
λα γ α α γ
λ α α α γ
= + − −
= + − −   (4.2.3) 
Here is a k class problem in matrix form: 
( )
1 ( )
( ) ( )
( )( )
(12)
( )
( 1)
( 1) ( 1)
( ) ( )
,  , 
whe
0 0 0 0
0 00 0 0 0
0 0 0 0 , 0 0
0 0 0 0
0 0
0 0 0 0
0 0 0 0
 for  ,  
m n n m n m m
i
m j
i i
jj
ij
k k
k k
k k
Y
Y
Y
e
e
e
A e
eA
A E Y
A e
A e
i j
× ⋅ × ×
×
−
− −
⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎛ ⎞⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
⎛ ⎞= ⎜ ⎟⎜ ⎟⎝ ⎠
= = =
<
% %
% %
re ( ), ( 1) / 2
k
i j
i j
m m m n k k
<
= + = −∑
 (4.2.4) 
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where ( ) ( ), ,  ji m nm ni jA R A R i j××∈ ∈ <  are matrices whose input vector belong to the ith and jth 
class; 1( ) imie R ×∈ and 1( ) ,jmje R i j×∈ <  are vectors of ones; ijY are diagonal matrices whose 
diagonals are 1±  for classes i and j respectively, andα is the dual variable. 
 
Problem (4.2.3) is still a linear classification problem, because TAA is a linear kernel 
matrix. But, replacing the linear kernel by a nonlinear kernel ( , )TK A A , where ( , )TK A A is a 
m m× matrix, problem (4.2.3) then becomes:   
2
,
1min  ( , ) ( , ) ( ( , ) )
2 2M R
T T T
NL T KMf YK A A Y Y K A A Y E eα γ
λα γ α α α γ= + − −  (4.2.5) 
Setting 
( , ) and m m m mTK K A A K YKY× ×= =     (4.2.6) 
where K is a square symmetric matrix.  
Problem (4.2.5) is given as: 
2
,
1min  ( , )
2 2M R
T
NL T KMf K K YE eα γ
λα γ α α α γ= + − −   (4.2.7) 
  
Definition 4.2 Let m nA R ×∈ and n kB R ×∈ . The kernel ( , )K A B maps m n n kR R× ×× into m kR × .  
Definition 4.2 strongly relies on Mercer’s condition (Burges, 1998; Cristianini & Shawe-
Taylor, 2000) for symmetric kernel matrices.  
 
Problem (4.2.5) is called the Nonlinear Multi-classification Tikhonov Regularization 
Kernel Machine (NLMTRKM). It is a modification of problem (4.1.9) to accommodate 
nonlinearly separable patterns, and explicit solutions can be derived in dual space in 
terms of the given data. 
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The NLMTRKM model is a convex unconstrained optimization problem which has a 
unique minimum point. To find its minimum point, the optimality conditions need to be 
written explicitly.  
Expanding the second term in problem (4.2.7) 
21 1
2 2
1 2 2 2
2
T
T T T T T T T T T
K YE e K YE e K YE e
KK KYE e K E Ye E YYE e e
α γ α γ α γ
α α α γ α γ γ γ
⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦
⎡ ⎤⎣ ⎦
− − = − − − −
= − − + + +
 (4.2.8) 
Optimality conditions are obtained by setting the partial derivatives of (4.2.7) equal to 
zero, with respect toα and γ : 
0TK KK KYE K edf
d
α α γλα − − == +     (4.2.9) 
0T T TE YK E Ye E YYEdf
d
α γγ − + == +     (4.2.10) 
From the optimality conditions, explicit solutions to the classification parameters, 
α and γ , can be derived. 
From equation (4.2.10) γ (bias) can be set equal to: 
1
( ) ( 1)
( ) ( ),
where [ ,...., ] ,
T T T
ij k k T
E YYE E YK E Ye
i j
γ α
γ γ γ
−
−
= −
= <     (4.2.11) 
Substituting (4.2.11) in (4.2.9) the following expression is obtained forα : 
( ) ( )11 1
( ) ( 1)
,
where [ ,...., ] ,
T T T T
ij k kT T T
I K YE E YYE E YK YE E YYE E Ye e
i j
α λ
α α α
−− −
−
⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠= + − − +
= <
  (4.2.12)  
Decision function is given as: 
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( )
( )
( ) ( ) ( ) ( ) 1,  
1,  
if point ( ) is in class  
( ) ( , )
if point ( ) is in class 
i
j
ij ij ij ijT T x AD x sign K x A Y
x A
α γ ⎧+⎪⎡ ⎤ ⎨⎣ ⎦ −⎪⎩= − =  (4.2.13) 
To classify a new point x, the voting approach strategy (Santosa, et al., 2002; Hsu & Lin, 
2002) is employed. For example, if sign [ ( ) ( ) ( ) ( )( , )ij ij ij ijT TK x A Y α γ− ] says that x  is in the ith 
class, then the vote for the ith class is increased by one. Otherwise, the jth is increased by 
one.  Then we predict x  as being in the class with the largest vote.  In the case that those 
two classes have identical votes, select the one with the smallest index.   
Define G and v as follows: 
( ) 1T TG I K YE E YYE E YKλ −= + −     (4.2.14) 
( ) 1v T TYE E YYE E Ye e−= − +     (4.2.15) 
Assuming Gα is invertible then the solution to the dual vector (4.2.12) is given as: 
1* vGα −=      (4.2.16) 
The corresponding linear system is: 
vGα =      (4.2.17) 
Solution (4.2.16) provides a solution to the linear system of equations in (4.2.17). Such a 
linear system is easier to solve than the quadratic programming formulation. Methods for 
solving the system include matrix decomposition methods or iterative based methods. Its 
solution involves the inversion of an m m×  matrix, where ( )
k
i j
i j
m m m
<
= +∑ . Below is an 
algorithm for NLMTRKM. 
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Algorithm 4.2 Nonlinear Multi-classification Tikhonov Regularization Kernel Machine 
( 2k ≥ ): 
Given a data set in nR  that is represented by a matrix ( ) im niA R ×∈ , where 1,..,i k=  (k 
classes). Let ( )iA  be a im n× matrix whose rows are points in the ith class and let ( )jA  be a 
jm n×  matrix whose rows are points in the jth class. Weightsα and γ  for the nonlinear 
classifier (4.2.13) is as follows: 
NLMTRKM Algorithm: 
Step 1: Choose an appropriate kernel function such as a polynomial kernel 
function (2.1.3.4) or a Gaussian rbf kernel (2.1.3.5), then compute its 
square symmetric kernel matrix. 
Step 2:  Compute G  from (4.2.14) for a specific constant λ . 
Step 3:  Compute v  from (4.2.15). 
Step 4:  Determine α  from (4.2.16). 
Step 5:  Determine γ  from (4.2.11). 
Step 6:  Classify a new point x by (4.2.13). 
It is in step 4 that matrix methods or iterative methods are invoked to obtain a solution 
toα . 
 
4.2.1 Numerical Example – XOR problem  
Given the sets: 
Table 4 illustrates the relationship between the inputs and outputs for the XOR problem. 
The XOR problem was trained with a polynomial kernel with degree 2 and computations 
were conducted using MATLAB. 
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Table 4. Relationship between input and output of XOR Problem 
 
In the XOR Problem, the data matrices are as follows: 
(1) (2)1 1 1 1,
1 11 1
A A⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟−− ⎝ ⎠⎝ ⎠
−= =−     (4.2.1.1) 
Problem (4.2.5) is solved with the given sets in (4.2.1.1). From Table 5, it is evident that 
an increase in the tradeoff constant decreases the solution value of the dual variable. At λ 
=0, the problem is infeasible, indicating that G matrix is not invertible. Therefore, only for 
a positive constant there exists a solution to (4.2.16) for the given sets (4.2.1.1).  When λ 
=0.001, we obtain the same solution to the traditional SVM; with an increase of the 
constant λ, the dual vector solution decreases. At λ =100 and greater, the model can over 
generalize because the solution to the dual variables gets smaller, implying that too much 
emphasis has been placed on the generalization ability and little or no attention is placed 
on reducing the training or misclassification error. 
Decision separating hyperplane for λ =0.001 (see Fig. 13):  
( )
( ) ( ) ( ) ( )
2(12) (12) (12) (12)
1 2
( ) ( , )
( ) 1
( )
ij ij ij ijT T
TT
D x sign K x A Y
D x sign x A Y
D x sign x x
α γ
α γ
⎡ ⎤⎣ ⎦
⎡ ⎤⎢ ⎥⎣ ⎦
⎡ ⎤⎣ ⎦
= −
= + −
=
   (4.2.1.2) 
 
 
 
x 1 x 2 XOR (output) 
1 1 1 
-1 -1 1 
1 -1 -1 
-1 1 -1 
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Table 5. NLMTRKM solution to XOR Problem (varying tradeoff constant λ) 
λ  α 1 α 2 α 3 α 4 γ  
0 Infeasible 
0.001 0.125 0.125 0.125 0.125 0 
0.01 0.1248 0.1248 0.1248 0.1248 0 
0.1 0.1235 0.1235 0.1235 0.1235 0 
1 0.1111 0.1111 0.1111 0.1111 0 
5 0.0909 0.0909 0.0909 0.0909 0 
10 0.0556 0.0556 0.0556 0.0556 0 
100 0.0093 0.0093 0.0093 0.0093 0 
 
 
 
Figure 13: Illustration of NLMTRKM hyperplanes λ =0.001 for XOR discrimination 
problem with decision function 1 2( ) [ ]D x sign x x=  (4.2.1.2). Blue circles for class A1, red 
circles for class A2. 
 
4.3 Reduced Nonlinear Kernel Multi-classification Tikhonov Regularization 
Machine: Pairwise Separation 
The optimization problem of the NLMTRKM model (4.2.7) requires the entire training 
data set which results in a kernel matrix ( , )TK A A  with m rows and m dual variables. If the 
number of the data in the training set increases, so will its kernel matrix, and this will 
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impose a heavy burden on the computational time used in obtaining a solution. Similar 
problems will appear in memory storage of parameters and solution, and/or even 
numerical instability. In order to reduce the computing time used to generate nonlinear 
classifiers and the amount of memory usage, an algorithm that uses a small subset of the 
original data set is proposed. To generate nonlinear classifiers, the whole training dataset 
is used as the constraints, and a small subset of the training set is used as the dual 
variables of the optimization problem. This can be achieved by applying definition 4.2 
without making any assumption to create a rectangular ˆm m×  kernel ˆ( , )TK A A . A similar 
approach was developed by Lee & Mangasarian (2001). 
Such a kernel matrix reduces the size of the optimization problem to be solved and 
simplifies the description of the pairwise nonlinear separating surfaces. 
 
Since this reduces the number of dual variables, TA  can be replaced by ˆTA  in the dual 
representation of w as shown below: 
ˆ ˆ ˆ
ˆ ˆ ˆ
ˆ ˆ ˆwhere , ,  ( ), ( 1) / 2ˆ ˆ
T
k
m n n m m i j
i j
w A Y
m m m n k kA Y
α
× ⋅ ×
<
=
= + = −∑   (4.3.1) 
where Aˆ is a subset matrix similar to A in (4.2.4), but based on a percentage of the training 
set, i.e. Aˆ  is a subset matrix containing ˆˆ( ) ( )ˆ ˆ, ,  ji m nm ni jA R A R i j××∈ ∈ < whose row vectors 
belong to the ith and jth subset; Yˆ  is a diagonal matrix similar to Y  in (4.2.4), but whose 
ijY matrix diagonals are 1±  for classes i and j subsets respectively, and α is the dual 
variable. 
 62
Consider minimizing the L2 norm of αˆ , and replacing TA  by ˆTA  then problem (4.2.5) 
can be expressed as: 
2
ˆ ,
1 ˆ ˆˆ ˆ ˆ ˆmin  ( , ) ( ( , ) )
2 2M R
T T
RK T Mf Y K A A Y E eα γ
λα γ α α α γ= + − −  (4.3.2) 
Setting 
ˆ ˆ
ˆ ˆ ˆ( , ) and m m m mTK K A A K YKY× ×= =    (4.3.3) 
where Kˆ is a rectangular matrix.  
Problem (4.3.2) is given as: 
2
ˆ ,
1 ˆˆ ˆ ˆ ˆmin  ( , )
2 2M R
T
RK T Mf K YE eα γ
λα γ α α α γ= + − −   (4.3.4) 
 
Problem (4.3.4) is called the Reduced Nonlinear Kernel Multi-classification Tikhonov 
Regularization Machine (RKMTRM). It is a variant of problem (4.2.7) to accommodate, or 
provide a sparse solution to the optimization problem. Explicit solutions in dual space in 
terms of the given data can be derived.  
 
An issue with the least square SVMs is that sparsity is lost, due to the nonzero 
components of the dual variable. In obtaining a sparse solution we aim to find a solution 
with the least number of points that characterize the normal vector and bias parameter. 
The formulation of traditional SVMs is to find a sparse solution because its error slacks 
are nonnegative. However, its least square counter part is not capable of finding a sparse 
solution, because its error slacks are unrestricted. The proposed RKMTRM model can 
address such a problem of sparsity because few points are used to perform the mapping 
from the primal space to the dual space (i.e., the points used to perform the mapping 
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become the number of variables). Since sparsity is governed by the number of features 
used in training a model problem, a decrease in that number should provide a more sparse 
solution to w. 
The RKMTRM model is a convex unconstrained optimization problem which has a unique 
minimum point. To find its minimum point, the optimality conditions need to be written 
explicitly.  
Expanding the second term in problem (4.3.4) 
21 1ˆ ˆ ˆˆ ˆ ˆ
2 2
1 ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ2 2 2
2
T
T T T T T T T T T T T T
K YE e K YE e K YE e
K K K YE e K E Ye E Y YE e e
α γ α γ α γ
α α α γ α γ γ γ
⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦
⎡ ⎤⎣ ⎦
− − = − − − −
= − − + + +
(4.3.5) 
Optimality conditions are obtained by setting the partial derivatives of (4.3.5) equal to 
zero, with respect to αˆ and γ : 
ˆ ˆ ˆ ˆˆ ˆ 0
ˆ
T T TK K K YE K edf
d
α α γλα − − == +     (4.3.6) 
ˆ ˆ 0T T T T T TE Y K E Y e E Y YEdf
d
α γγ − + == +    (4.3.7) 
From the optimality conditions, explicit solutions to the classification parameters, αˆ  and 
γ , can be derived. 
From equation (4.3.7) γ  (bias) can be set equal to: 
1
( ) ( 1)
ˆˆ( ) ( ),
where [ ,...., ] ,
T T T T T T
ij k k T
E Y YE E Y K E Y e
i j
αγ
γ γ γ
−
−
= −
= <    (4.3.8) 
Substituting (4.3.8) into (4.3.6) the following expression is obtained forα : 
( )( ) ( )( )11 1
( ) ( 1)
ˆ ˆ ˆ ˆ ˆ ˆˆ ,
ˆ ˆ ˆwhere [ ,...., ] ,
T T T T T T T T T T T T
ij T k kT T
I K K K YE E Y YE E Y K K YE E Y YE E Y e K e
i j
α λ
α α α
−− −
−
= + − − +
= <
(4.3.9)  
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Decision function is given as: 
( )
( )
( ) ( ) ( ) ( ) 1,  
1,  
if point ( ) is in class  ˆ ˆ ˆ( ) ( , )
if point ( ) is in class 
i
j
ij ij ij ijT T x AD x sign K x A Y
x A
α γ ⎧+⎪⎡ ⎤ ⎨⎣ ⎦ −⎪⎩= − =  (4.3.10) 
To classify a new point x, the voting approach strategy (Santosa, et al., 2002; Hsu & Lin, 
2002) is employed. For example, if sign [ ( ) ( ) ( ) ( )ˆ ˆ ˆ( , )ij ij ij ijT TK x A Y α γ− ] says that x  is in the ith 
class, then the vote for the ith class is increased by one. Otherwise, the jth is increased by 
one.  Then we predict x  as being in the class with the largest vote.  In the case that those 
two classes have identical votes, select the one with the smallest index.   
Define Gˆ and vˆ as follows: 
( ) 1ˆ ˆ ˆ ˆ ˆT T T T T TG I K K K YE E Y YE E Y Kλ −= + −    (4.3.11) 
( ) 1ˆ ˆvˆ T T T T T TK YE E Y YE E Y e K e−= − +    (4.3.12) 
Assuming Gˆ  is invertible; the solution to dual vector (4.3.9) is given as: 
1ˆ ˆ ˆ* vGα −= ,     (4.3.13) 
and the corresponding linear system is: 
ˆˆ vˆGα =      (4.3.14) 
Solution (4.3.13) provides an estimate to the linear system of equations in (4.3.14). Such 
a linear system is easier to solve than the quadratic programming formulation. Methods 
for solving the system include matrix decomposition methods and iterative based 
methods. Its solution involves the inversion of a reduced dimensional matrix of 
magnitude ˆ ˆm m× , where ˆ ˆ ˆ( )
k
i j
i j
m m m
<
= +∑ . Below is an algorithm for RKMTRM. 
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Algorithm 4.3 Reduced Nonlinear Kernel Multi-classification Tikhonov Regularization 
Machine ( 2k ≥ ): 
Given a data set in nR  that are represented by a matrix ( ) im niA R ×∈ , where 1,..,i k=  (k 
classes). Let ( )iA  be a im n× matrix whose rows are points in the ith class and let ( )jA  be a 
jm n×  matrix whose rows are points in the jth class. Weights αˆ and γ  for nonlinear 
classifier (4.3.10) is as follows. 
RKMTRM Algorithm: 
Step 1:  Choose a random subset matrix ˆˆ( ) ( )ˆ ˆ, ,  ji m nm ni jA R A R i j××∈ ∈ < of the original  
  data matrix ( ) ( ), ,  ji m nm ni jA R A R i j××∈ ∈ < . 
Step 2: Choose an appropriate kernel function such as a polynomial kernel 
function (2.1.3.4) or a Gaussian rbf kernel (2.1.3.5). Then compute its 
rectangular kernel matrix. 
Step 3:  Compute Gˆ  from (4.3.11) for a specific constant λ . 
Step 4:  Compute vˆ  from (4.3.12). 
Step 5:  Determine αˆ  from (4.3.13). 
Step 6:  Determine γ  from (4.3.8). 
Step 7:  Classify a new point x by (4.3.10). 
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Chapter 5 
Tikhonov Regularization Knowledge-Based 
Multi-classification Support Vector Machine 
Robust solutions are solutions that investigate two types of problem; one addresses 
problems of uncertainty (unknown information) i.e. presence of noise in a given data set; 
while the other addresses problems which have prior knowledge (known information) i.e. 
incorporation of additional constraints to a given set. Below is the description of a model 
problem called Tikhonov Regularization Knowledge-Based Support Vector Machine for 
multi-category discrimination (Please note that in chapter 5, the separating hyperplane is 
of the form, ( ) Tf x x w γ= − ). 
 
5.1 Linear Multi-classification Tikhonov Regularization Knowledge-based 
Support Vector Machine: Pairwise knowledge set formulation 
Consider a problem of classifying data sets in nR  that are represented by a data 
matrix ( ) im niA R ×∈ , where 1,..,i k=  ( 2k ≥  classes). Let ( )iA  be a im n× matrix whose rows are 
points in the ith class, and im is the number of data in class i. Let ( )jA  be a jm n×  matrix 
whose rows are points in the jth class, and jm is the number of data in class j, and 
( ) 1ijy = +  
for class i and ( ) 1ijy = −  for class j. Note that we identify the two classes with the matrices 
( )iA  and ( )jA , and each data point can belong to exactly one class. The classification 
optimization problem is given below: 
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( )2( ) ( ) 2
, , 1
( ) ( ) ( ) ( ) ( )
( )
( )
( )
( ) ( )
1min  ( )
2 2
. .  ( ) 1,   1,...., ,  
where ,
ij
t
t
mk k
ij ij
w i j i j t
ij ij ij ij ij
t t ij
i
ij
ij i j j
w
s t y A w t m i j
A
m m m A
A
γ ξ
λ ξ
ξ γ
< < =
+
= − − = <
⎛ ⎞= + = ⎜ ⎟⎜ ⎟⎝ ⎠
∑ ∑∑


,  (5.1.1) 
λ  is the tradeoff constant, and ( )ijξ are error slack measuring the deviation of points from 
their respective bounding planes. The classification weights (w(ij), γ(ij)) that characterize 
the optimal separating plane are shown in Figure 8. 
( ) ( ) ,T ij ijx w i jγ= <      (5.1.2) 
As shown in Figure 4, w(ij) is the normal vector perpendicular to the approximate 
bounding planes: 
( ) ( ) ( ) ( )1 , 1 ,T ij ij T ij ijx w x w i jγ γ= + = − + <    (5.1.3) 
that bound most of the points belonging to sets ( ) im niA R ×∈  1,..,i k=  as follows: 
( ) ( ) ( ) ( ) ( ) ( ), ,i ij ij j ij ijA w e e A w e e i jγ γ≥ + ≤ − + <   (5.1.4) 
where e is a vector of ones with appropriate dimension. The locations of the approximate 
bounding planes relative to the origin are determined by the value of γ(ij).  
Problem (5.1.1) is minimized parametrically with the tradeoff constant λ which accounts 
for the tradeoff between minimum norm and minimum misclassification error. Its weight 
estimate provides an approximate bounding plane for each pairwise comparison. The 
decision function for problem (5.1.1) is given by: 
( )
( )
( ) ( ) 1,  
1,  
if point ( ) is in class  
( ) [ ]
if point ( ) is in class 
i
j
ij ijT x AD x sign x w
x A
γ ⎧+⎪⎨−⎪⎩= − =   (5.1.5) 
Now, suppose that in addition to the given data points with their corresponding labels, 
there is prior knowledge classifying data into one or more categories. We assume that the 
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knowledge sets in an n dimensional space are given in the form of a polyhedral set. Then 
those are determined by a set of linear equalities and linear inequalities as follows (see 
Figure 14). 
( ) ( ) ( ) ( ) ( ) ( ), for  in  and , for  in i i i j j jB x b x A B x b x A≤ ≤ , or  (5.1.6) 
or 
( ) ( ) ( ) ( ) ( ) ( ), for  in  and , for  in i i i j j jB x b x A B x b x A= =   (5.1.7) 
All points x lying in the polyhedral set defined by (5.1.6) & (5.1.7) belong to class i, 
where 1,..,i k=  (k classes). Therefore, the following implications must hold for a given 
(w(ij), γ(ij)): 
( ) ( ) ( ) ( ) 1i i T ij ijB x b x w γ≤ ⇒ ≥ +     (5.1.8) 
( ) ( ) ( ) ( ) 1j j T ij ijB x b x w γ≤ ⇒ ≤ −     (5.1.9) 
( ) ( ) ( ) ( ) 1i i T ij ijB x b x w γ= ⇒ ≥ +     (5.1.10) 
( ) ( ) ( ) ( ) 1j j T ij ijB x b x w γ= ⇒ ≤ −     (5.1.11) 
Propositions (5.1.8) – (5.1.11) cannot be implemented directly into formulation (5.1.1). 
Transforming the propositions (5.1.8 – 5.1.11) into constraints which can be incorporated 
into the LMTRSVM model can be achieved in two ways. Either applying the 
nonhomogeneous Farkas theorem of the alternative (Mangasarian, 1994, Fung et al., 
2002) or using duality in linear programming (LP) (Bazaraa et al., 1993). The latter is 
preferred because of its simplicity. It is the dual formulation of the propositions (5.1.8) – 
(5.1.11) that will be incorporated into the LMTRSVM model, making the problem 
feasible. 
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Fung et al. (2002) developed the propositions for knowledge set classification using 
Farkas theorem (Mangasarian, 1994). 
 
Figure 14: An illustration of a knowledge-based multi-classification with three 
knowledge sets: belonging in the halfspace of class A1, belonging in the halfspace of 
class A2, and belonging to the halfspace of class A3. 
 
Proposition 5.1 Knowledge Set Classification (Fung et al., 2002).  
The set ( ) ( ){ | }i ix B x b≤ lies in the halfspace ( ) ( ){ | 1}T ij ijx x w γ≥ +  if and only if, there exists 
( )iju such that:  
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
0
1 0
0, has a solution ( , )
i T ij ij
i T ij ij
ij ij ij
B u w
b u
u u w
γ
+ =
+ + ≤
≥
   (5.1.12) 
Proposition 5.1 is the equivalence of implication (5.1.8), and it’s the set of linear 
equations which will readily incorporated into the LMTRSVM model (5.1.1). (Note that 
the equivalence can be verified using LP duality (Bazaraa et al., 1993).  
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5.1.1 Linear Multi-classification Tikhonov Regularization Knowledge-based 
Support Vector Machine: Incorporation of knowledge set into LMTRSVM model 
Given the knowledge sets: 
( ) ( ) ( ) ( ){ | } or { | }i i i ix B x b x B x b≤ = , belonging to class i, where (5.1.1.1) 
 or i ig g are the number of prior knowledge (equality or inequality) constraints in class i. 
and ( ) ( ) ( ) ( ){ | } or { | }j j j jx B x b x B x b≤ = , belonging to class j, where (5.1.1.2) 
 or j jd d are the number of prior knowledge (equality or inequality) constraints in class j, 
relative to the bounding planes (5.1.3). 
Using Farkas theorem (Mangasarian, 1994), there exist a ( ) ( ) ( ) ( ), , ,ij ij ij iju v u v  (using LP 
Duality Bazaraa et al., 1993) such that:  
( ) ( ) ( ) ( ) ( ) ( ) ( )0, 1 0, 0i T ij ij i T ij ij ijB u w b u uγ+ = + + ≤ ≥    (5.1.1.3) 
( ) ( ) ( ) ( ) ( ) ( ) ( )0, 1 0, 0j T ij ij j T ij ij ijB v w b v vγ− = − + ≤ ≥    (5.1.1.4) 
or  
( ) ( ) ( ) ( ) ( ) ( )0, 1 0i T ij ij i T ij ijB u w b u γ+ = + + ≤     (5.1.1.5) 
( ) ( ) ( ) ( ) ( ) ( )0, 1 0j T ij ij j T ij ijB v w b v γ− = − + ≤     (5.1.1.6) 
Constraints (5.1.1.3) – (5.1.1.6) can be incorporated into the LMTRSVM formulation 
(5.1.1) as additional constraints. The resulting optimization problem is as follows: 
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( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( )
( )
( ) ( )
priors with inequality sign
0
1 0
priors with equality sign
0
1 0
for , where ,
i T ij ij
i T ij ij
j T ij ij
j T ij ij
i
ij
ij i j j
B u w
b u
B v w
b v
A
i j m m m A
A
γ
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⎫+ = ⎪+ + ≤ ⎪⎬− = ⎪⎪− + ≤ ⎭
⎛ ⎞< = + = ⎜ ⎟⎜ ⎟⎝ ⎠
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   (5.1.1.7) 
Problem (5.1.1.7) is a constrained optimization problem, called LMTRKSVM. The 
additional constraints, as they are, assume that each knowledge set lies on the appropriate 
side of its bounding plane (5.1.3). However, because, we cannot guarantee that such a 
separating hyperplane exists, error slacks need to be included. Similar to the LMTRSVM 
the error slack will represent the residual of additional constraints, and it will attempt to 
drive its variables to zero.  
For convenience, problem (5.1.1.7) is rewritten in matrix form: 
2 2 2 2 2 2
, , , , , , , ,
1 1min  
2 2 2
. .  
w u v r s p
T
u u
T
bu u u
T
v v
T
bv v v
w r s p
s t Aw E e
B u I w r
B u E e p
B v I w s
B v E e
γ ξ σ
λ ξ σ
γ ξ
γ
γ σ
⎡ ⎤+ + + + +⎣ ⎦
+ − =
+ =
+ + =
− =
− + =
  (5.1.1.8) 
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Note that weights can be assigned to each term of the objective function, constructing a 
multi-objective optimization (MOP) problem with 6 objectives. 
All knowledge sets have a unique set of Lagrange multipliers, where 
( ) ( 1) ( ) ( 1)[ ,...., , ,...., ]ij T k kT ij T k kT Tu u u u u− −= ( 1gu R ×∈ ) is a vector of all multipliers referring to 
the ith class, and ( ) ( 1) ( ) ( 1)[ ,...., , ,...., ]ij T k kT ij T k kT Tv v v v v− −= ( 1dv R ×∈ ) is a vector of all 
multipliers referring to the jth class. ξ  is a residual error vector accounting for the 
training data error, and vectors , , ,r s p σ  are residual error vectors accounting for the 
knowledge set error (i.e., violation of the knowledge constraints).  
The following matrices are defined for all , , 1,....i j i j k< = classes (Note that matrices 
(5.1.1.9) – (5.1.1.12) describe the formation of the prior knowledge): 
Matrix uB  ( vB ) are diagonal block matrices whose diagonals contain knowledge sets 
belonging to the ith (or jth) class. The ith (or jth) knowledge set is derived from the 
inequality and equality prior knowledge constraints. The diagonals of uB  ( vB ) are 
( ) ig ni
ij RB ×∈ , ( ) ig niij RB ×∈  ( ( ) jd njij RB ×∈ , ( ) jd njij RB ×∈ ). Matrix buB  ( bvB ) is a matrix consisting of 
vectors 1( )( ) igiij Rb ×∈ , 1( )( ) igiij Rb ×∈  ( 1( )( ) jdjij Rb ×∈ , 1( )( ) jdjij Rb ×∈ ) and each component of the vectors is 
the bound of the knowledge set. Matrix uI  ( vI ) is a block matrix consisting of identity 
matrices ( ) ( ), n nu ij u ijI I R ×∈  ( ( ) ( ), n nv ij v ijI I R ×∈ ). Matrix uE  ( vE ) is a matrix consisting of entries 
( ) ( ),u ij u ije e R∈  ( ( ) ( ),v ij v ije e R∈ ), where ( ) ( ) ( ) ( ), , ,u ij u ij v ij v ije e e e  are equal to one. Vector ue  ( ve ) is a 
vector of ones, where each entry corresponds to a vector 1( )( ) igiij Rb ×∈ , 1( )( ) igiij Rb ×∈  ( 1( )( ) jdjij Rb ×∈ , 
1( )
( )
jdj
ij Rb
×∈ ). Each ith and jth entry into matrices and vector uB , buB , uI , uE , ue , 
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and vB , bvB , vI , vE , ve  completes a pairwise comparison. Matrices A and E and vector e are 
defined in (4.1.7) respectively. 
The formulation is applicable to 2k ≥ , and can be expressed in the following matrix 
form: 
2 2
( )
( ) ( )
( 1)
( 1)( 1)
( )
( )( )
( 1)
( 1)( 1)
0 0 0 0
0 0 0
00 0
,
0 00 0
00 0
00 0
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g n n n n n n
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u k kk k
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× ⋅ ⋅ × ⋅
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−−
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∑
(5.1.1.9) 
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( 1) ( 1)
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( )
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0 0 0
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(5.1.1.11) 
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(5.1.1.12) 
To eliminate the error slack ξ  from constraints, problem (5.1.1.8) can be rewritten as: 
2 2
2 2
, , ,
2 2
1
2 2
1min  ( , , , )
2
1
2
M R
T T
L T KSVM u u v vw u v
T T
bu u u bv v v
w Aw E e
f w u v B u I w B v I w
B u E e B v E e
γ
λ γ
γ
γ γ
⎡ ⎤+ + − +⎢ ⎥⎢ ⎥⎢ ⎥⎡ ⎤= + + − +⎢ ⎥⎢ ⎥⎣ ⎦⎢ ⎥⎡ ⎤⎢ ⎥+ + + − +⎢ ⎥⎣ ⎦⎢ ⎥⎣ ⎦
     (5.1.1.13) 
Problem (5.1.1.13) is the final model which incorporates the knowledge sets (as defined 
in (5.1.1.1) and (5.1.1.2)) into the LMTRSVM model. The tradeoff constant λ is also run 
through a series, or range, of values to achieve the best result. If its value increases then 
the minimum norm is achieved, but at the expense of having a higher training residual 
error and higher knowledge set residual error. If data isn’t available, the second term of 
the LMTRKSVM model can be dropped. This result in classifiers based strictly on 
knowledge sets, and it is useful for situations of which only expert knowledge exists. 
The L2 norm of all terms is considered because of its strong convexity of the objective 
function. Nonetheless, the L1 norm can also be used, by changing problem (5.1.1.8) into a 
linear programming (LP) problem. However, explicit expressions to the solution of the 
classification weights cannot be obtained in the LP solution. Problem (5.1.1.13) is a 
convex unconstrained optimization problem which has a unique minimum point. To find 
its minimum point, the optimality conditions need to be written explicitly.  
Expanding each term in problem (5.1.1.13): 
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2
2 2
Tw w wλ λ=     (5.1.1.14) 
[ ] [ ]21 1
2 2
1 2 2 2
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Aw E e Aw E e Aw E e
w A Aw w A E e Aw E e E E e e
γ γ γ
γ γ γ γ
+ − = + − + −
⎡ ⎤= + − − + +⎣ ⎦
 (5.1.1.15) 
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T T T T T
u u u u u u
B u I w B u I w B u I w
u B B u u B I w w I I w
⎡ ⎤ ⎡ ⎤+ = + +⎣ ⎦ ⎣ ⎦
⎡ ⎤= + +⎣ ⎦
  (5.1.1.16) 
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v B B v v B I w w I I w
⎡ ⎤ ⎡ ⎤− = − −⎣ ⎦ ⎣ ⎦
⎡ ⎤= − +⎣ ⎦
  (5.1.1.17) 
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γ γ γ
γ
γ γ γ
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  (5.1.1.18) 
21 1
2 2
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TT T T
bv v v bv v v bv v v
T T T
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T T T T T
bv v v v v v v v
B v E e B v E e B v E e
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v B e e E E E e e
γ γ γ
γ
γ γ γ
⎡ ⎤ ⎡ ⎤− + = − + − +⎣ ⎦ ⎣ ⎦
⎡ ⎤− += ⎢ ⎥− + +⎢ ⎥⎣ ⎦
  (5.1.1.19) 
To find the minimizing solution to problem (5.1.1.13) we need to write its optimality 
conditions. Below are the optimality conditions for ( , , , )
M RL T KSVM
f w u vγ , obtained by setting 
the partial derivatives of (5.1.1.13) with respect to , ,w u v and γ equal to zero: 
0T T T T T T T T Tu u u u v v v v
df w A Aw A E A e I B u I I w I B v I I w
dw
λ γ= + + − + + − + =  (5.1.1.20) 
0T Tu u u u u ubu bu bu bu
df B B u B I w B B u B e B e
du
γ= + + + + =    (5.1.1.21) 
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0T Tv v v v v vbv bv bv bv
df B B v B I w B B v B e B e
dv
γ= − + − + =    (5.1.1.22) 
0u
u u u u v v v v v
T T T T T
bu
T T T T T T
bv
B udf
d e B v e
E Aw E e E E E
E E E E E E Eγ
γ
γ γ
⎡ ⎤⎢ ⎥⎢ ⎥⎣ ⎦
+= =+ − +
− + +
−   (5.1.1.23) 
To provide explicit matrix expressions for w and γ , the optimality conditions need to be 
rearranged. From equation (5.1.1.21) and (5.1.1.22) the following expressions are 
obtained for variables u and v : 
( ) 1
,
where g g
u u u ubu bu
T T
u u bu bu
u UB I w UB E UB e
U B B B B
γ
×
−
= − − −
= +     (5.1.1.24) 
( ) 1
,
where d d
v v v vbv bv
T T
v v bv bv
v VB I w VB E VB e
V B B B B
γ
×
−
= + −
= +     (5.1.1.25) 
Now that estimates are provided for u and v, the location (bias) of each pairwise 
hyperplane relative to the origin can be estimated by substituting (5.1.1.24) and (5.1.1.25) 
in equation (5.1.1.23): 
( ) ( 1)
( )
where [ ,...., ] , for ij k k T
H Lw a
i j
γ
γ γ γ −
= − +
= <     (5.1.1.26) 
1
T T T T T
n n u u u v v vbu bu bv bvH E E E E B UB E E E B VB E
−
× ⎡ ⎤⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦⎣ ⎦= + − + −   (5.1.1.27) 
1
T T T T T
n n n u u u v v vbu bv
T T T T T
u u u v v vn bu bu bv bv
L E A E B UB I E B VB I
a E e E e B UB e E e B VB e
× ⋅
×
⎡ ⎤⎣ ⎦
⎡ ⎤⎡ ⎤ ⎡ ⎤−⎣ ⎦ ⎣ ⎦⎣ ⎦
= − −
= − + −   (5.1.1.28) 
With explicit solutions to ,u v and γ , already determined under the assumption that U, V 
and H are invertible matrices, when substituted into equation (5.1.1.20), the solution to 
the normal vector w can conveniently be expressed as:  
1
( ) ( 1) , for where [ ,...., ]ij k kT T T i j
w M z
w w w
−
− <
=
=   (5.1.1.29) 
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The decision function for classifying a point is given by: 
( )
( )
( ) ( ) 1,  
1,  
if point ( ) is in class  
( ) [ ]
if point ( ) is in class 
i
j
ij ijT x AD x sign x w
x A
γ ⎧+⎪⎨−⎪⎩= − =   (5.1.1.30) 
To classify a new point x, the voting approach strategy (Santosa, et al., 2002; Hsu & Lin, 
2002) is employed. For example, if sign [ ( ) ( )ij ijTx w γ− ] says that x  is in the ith class, then 
the vote for the ith class is increased by one. Otherwise, the jth is increased by one.  Then 
we predict x  as being in the class with the largest vote.  In the case that those two classes 
have identical votes, select the one with the smallest index.   
The corresponding linear system to (5.1.1.29) is: 
Mw z= ,     (5.1.1.31) 
where  
T
T T
n n n n u u u u u ubu
T T
v v v v v vbv
I A A EHL
M I I B U B I B E HL
I I B V B I B E HL
λ
⋅ × ⋅
⎡ ⎤⎡ ⎤⎣ ⎦⎢ ⎥⎢ ⎥⎡ ⎤⎡ ⎤⎣ ⎦⎢ ⎥⎣ ⎦⎢ ⎥⎡ ⎤⎡ ⎤⎢ ⎥⎣ ⎦⎣ ⎦⎣ ⎦
+ − +
= − − +
− −
   (5.1.1.32) 
1
T
T T
u u u un n bu
T T
v v v vbv
A e EHa
z I B UB e E Ha
I B VB e E Ha
⋅ ×
⎡ ⎤⎡ ⎤⎣ ⎦⎢ ⎥⎢ ⎥⎡ ⎤⎣ ⎦⎢ ⎥⎡ ⎤⎢ ⎥⎣ ⎦⎣ ⎦
− +
= + −
−
   (5.1.1.33) 
(5.1.1.29) provides a solution to the linear system of equations in (5.1.1.31). Methods for 
solving the linear system include matrix decomposition methods, or iterative based 
methods (Lewis et al., 2006; Bazaraa et al., 1993). Its solution involves the inversion of a 
smaller dimensional matrix (M) of the magnitude ( * ) ( * )n n n n× , where ( 1) / 2n k k= − . 
Below is an algorithm for LMTRKSVM. 
 
 78
Algorithm 5.1 Linear Multi-classification Tikhonov Regularization Knowledge-based 
SVM ( 2k ≥ ): Given a data set in nR  that are represented by a matrix ( ) im niA R ×∈ , where 
1,..,i k=  (k classes), and knowledge sets ( ) ( ){ | }i ix B x b≤  or ( ) ( ){ | }i ix B x b= belonging 
to ( )iA , ( ) ( ){ | }j jx B x b≤  or ( ) ( ){ | }j jx B x b=  belonging to ( )jA . Let ( )iA  be a im n× matrix 
whose rows are points in the ith class. Let ( )jA  be a jm n×  matrix whose rows are points in 
the jth class. Computing weights w and γ  for linear classifier (5.1.1.30) is as follows. 
LMTRKSVM Algorithm: 
Step 1:  Compute M from (5.1.1.32) for a specific constant λ . 
Step 2:  Compute z from (5.1.1.33). 
Step 3:  Determine w from (5.1.1.29). 
Step 4:  Determine γ  from (5.1.1.26). 
Step 5:  Classify a new point x by (5.1.1.30). 
It is in step 3 that matrix methods or iterative methods are invoked to obtain the solution 
to w. 
 
5.1.2 Numerical Example (AND & three class problem) 
To illustrate the workings of the proposed method, two small problems are considered; 
the AND problem and a simple three class problem, both with prior knowledge. The 
computations for the two small problems were conducted using MATLAB. Next we 
describe the AND Problem with the following data matrices and knowledge sets: 
( )(1) (2)
1 1
1 1 , 1 1
1 1
A A
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
− −
= = −
−
    (5.1.2.1) 
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12 (1) (1)
1 2
2
1 0 0.5
{ | 0.5, 0.5}
0 1 0.5
x
x R x x B x b
x
− −⎡ ⎤⎛ ⎞ ⎡ ⎤∈ ≥ ≥ ⇔ ≤ ⇔ ≤⎜ ⎟ ⎢ ⎥ ⎢ ⎥− −⎝ ⎠ ⎣ ⎦⎣ ⎦
 (5.1.2.2) 
12 (2) (2)
1 2
2
1 0 0.5
{ | 0.5, 0.5}
0 1 0.5
x
x R x x B x b
x
−⎡ ⎤⎛ ⎞ ⎡ ⎤∈ ≤ − ≤ − ⇔ ≤ ⇔ ≤⎜ ⎟ ⎢ ⎥ ⎢ ⎥−⎝ ⎠ ⎣ ⎦⎣ ⎦
 (5.1.2.3) 
Using the matrix definitions in (4.1.7) and (5.1.1.9) – (5.1.1.12), the data and prior 
knowledge sets given in (5.1.2.1) – (5.1.2.3) can be represented as: 
1 1 1
1 1 1 1 0 1 0
, , ,
1 1 0 1 0 11
111
u vA E B B
⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟ ⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎝ ⎠ ⎝ ⎠⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠
−
−= = = =− −
−
  (5.1.2.4) 
1 0 1 0 0.5
, , , 1
0 1 0 1 0.5u v u v u v
I I b b E E⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠
−= = = = = =−   (5.1.2.5) 
Problem (5.1.1.13) is solved with the given data sets in (5.1.2.1) and knowledge sets in 
(5.1.2.2 & 5.1.2.3) defined in the matrices (5.1.2.4) & (5.1.2.5). As the tradeoff increases, 
the approximate margin (L2 norm of w) increases (decreases). From Table 6 and Figure 
15, it is evident that a specific constant corresponds to a specific margin, and it is within 
this approximate margin that the sum of square errors is minimized. At λ =0, the margin 
is smallest; at that juncture only the sum of square errors of the sets is minimized. When 
λ =1, both the L2 norm of w and the sum of square errors of the data sets are minimized. 
At λ=3, 4 & 5, the model can over generalize because the margin becomes too large. 
Illustrations of the approximate classifiers are shown in Figure 15. Note that at λ =3, 4 & 
5 (yellow, black & blue dash line) the classifiers are over forecasting (solution to the 
norm is too small).  
Since the supporting hyperplanes are approximate bounding planes for classes i and j, 
some errors are tolerable. Also, there are no support vectors as a result of the 
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approximation because no points lie on the supporting hyperplanes (see Figure 16). 
However, the approximate margin does increase as a direct consequence of the 
approximate bounding planes centered in the region of its categorical points, but pushed 
as far apart from each class (see Figure 16).  
Optimal separating hyperplane for λ =0 (blue line Figures 16 & 17):  
1
1 2
2
0 (0.5714 0.5714) 0.3750 0.5714 0.5714 0.3750T
x
w x x x
x
γ ⎛ ⎞− = ⇒ − ⇒ + =⎜ ⎟⎝ ⎠   (5.1.2.6) 
The linear programming formulation for the knowledge based SVM (KBSVM) by Fung 
et al. (2002) was also trained on the AND problem, and the optimal separating 
hyperplane is given through the green line of Figure 17:  
( ) 1 11 2 1 2
2 2
0 (2 2) 1 2 2 1T
x x
w x w w x x
x x
γ γ⎛ ⎞ ⎛ ⎞− = ⇒ − = − ⇒ + =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠   (5.1.2.7) 
Table 6. LMTRKSVM solution to AND Problem with knowledge sets 
(varying tradeoff constant λ) 
λ w1 w2 γ Margin 
0 0.5714 0.5714 0.3750 1.2374 
0.1 0.5594 0.5594 0.3750 1.2640 
0.5 0.5161 0.5161 0.3750 1.3700 
1 0.4706 0.4706 0.3750 1.5026 
2 0.4 0.4 0.3750 1.7678 
3 0.3478 0.3478 0.3750 2.0329 
4 0.3077 0.3077 0.3750 2.2981 
5 0.2759 0.2759 0.3750 2.5633 
KBSVM 2 2 1 0.3536 
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Figure 15: Illustration of LMTRKSVM optimal hyperplanes with varying tradeoff 
constants for AND problem. Knowledge sets belonging to class 1 and 2 are 
intersecting solid blues. The blue line for λ =0, green line for λ =0.1, red line for λ 
=0.5, cyan line for λ =1, magenta line for λ =2, yellow line for λ =3, black line for λ 
=4, blue dash line for λ =5. Red diamond for class A1, blue circles for class A2. 
 
 
Figure 16: Illustration of LMTRKSVM hyperplanes λ=0 for AND problem. 
Knowledge sets belonging to class 1 and 2 are intersecting solid blues lines. The 
supporting approximate hyperplanes are in red, the optimal hyperplane in blue. 
Red diamond for class A1, blue circles for class A2. 
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Figure 17: Illustration of LMTRKSVM hyperplanes λ=0 and KBSVM for AND 
problem. Knowledge sets belonging to class 1 and 2 are intersecting solid blues lines.  
Red diamond for class A1, blue circles for class A2. For LMTRKSVM model, the 
supporting approximate hyperplanes are in red, the optimal hyperplane in black. 
For KBSVM model, the supporting approximate hyperplanes are in magenta, the 
optimal hyperplane in green. 
 
Next we describe the three class problem, given the data sets and knowledge sets below 
(see Figure 18): 
( ) ( ) ( )(1) (2) (3)1 1 , 1 1 , 1 1A A A −= − = = −    (5.1.2.8) 
12 (1) (1)
1 2
2
1 0 0.5
{ | 0.5, 0.5}
0 1 0.5
x
x R x x B x b
x
−⎡ ⎤⎛ ⎞ ⎡ ⎤∈ ≤ − ≥ ⇔ ≤ ⇔ ≤⎜ ⎟ ⎢ ⎥ ⎢ ⎥− −⎝ ⎠ ⎣ ⎦⎣ ⎦
 (5.1.2.9) 
12 (2) (2)
1 2
2
1 0 0.5
{ | 0.5, 0.5}
0 1 0.5
x
x R x x B x b
x
− −⎡ ⎤⎛ ⎞ ⎡ ⎤∈ ≥ ≥ ⇔ ≤ ⇔ ≤⎜ ⎟ ⎢ ⎥ ⎢ ⎥− −⎝ ⎠ ⎣ ⎦⎣ ⎦
 (5.1.2.10) 
12 (3) (3)
1 2
2
1 0 0.5
{ | 0.5, 0.5}
0 1 0.5
x
x R x x B x b
x
−⎡ ⎤⎛ ⎞ ⎡ ⎤∈ ≤ − ≤ − ⇔ ≤ ⇔ ≤⎜ ⎟ ⎢ ⎥ ⎢ ⎥−⎝ ⎠ ⎣ ⎦⎣ ⎦
 (5.1.2.11) 
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Figure 18: An illustration of a knowledge-based multi-class SVM with three 
knowledge sets; The set in blue are knowledge sets belonging in the halfspace of 
class A1 (diamond), in green are knowledge sets belonging in the halfspace of class 
A2 (square), and in red are knowledge sets belonging in the halfspace of class A3 
(circle). 
 
Problem (5.1.1.13) is solved on the above simple three class problem with prior 
knowledge. All the experiments for this example were performed using MATLAB. 
Table 7 summarizes the classification weight statistics.  Notice that at λ =0, there is no 
solution (infeasible), this will happen because at 0, M in (5.1.1.32) is a singular matrix. 
The tradeoff constant not only tries to find a balance between the minimum norm and 
error, it also forces matrix M to be nonsingular (M is of full rank). Hence, for this 
problem the tradeoff constant should be greater than zero (λ > 0). 
Optimal separating hyperplanes for λ =0.0001: 
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( )
( )
( )
1 1
1 2 1
2 2
1 1
1 2 2
2 2
1 1
1 2 1 2
2 2
class 1 v 2 ( 1.1428 0) 0 1.1428 0
class 1 v 3 (0 1.1428) 0 1.1428 0
class 2 v 3 (0.5714 0.5714) 0 0.5714 0.5714
x x
w w x
x x
x x
w w x
x x
x x
w w x x
x x
γ
γ
γ
⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
⇒ − = − − = − =
⇒ − = − = =
⇒ − = − = + = 0
(5.1.2.12) 
Table 7. LMTRKSVM solution to THREE class Problem (varying λ) 
 
The optimal separating hyperplane are the same, however, since the pairwise 
comparisons are distinctive and bounded by a ± 1, the supporting hyperplanes cannot be 
the same. As the tradeoff increases, the approximate margin (L2 norm of w) increases 
(decreases). At small increments of λ, the classifiers are not significantly different and the 
approximate margins are much closer. Values of λ between 0.0001 and 0.01 give similar 
approximate hyperplanes and minimize the errors. At larger increments of λ, the 
influence on the classifiers becomes obviously large. Their corresponding approximate 
bounding planes move further away from the optimal hyperplane, data points, and 
knowledge sets belonging to its respective class (see Figures 19, 20 & 21).  
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Figure 19: Illustration of LMTRKSVM hyperplane with varying tradeoff constants 
for THREE class problem. Knowledge sets belonging in class 1 and 2 are 
intersecting solid blues, optimal hyperplane in black dashed line, supporting 
hyperplanes red line (λ =0.0001), blue line (λ =0.0005), green line (λ =0.001), cyan 
line (λ =0.005), magenta line (λ =0.01), yellow line (λ =0.05), black line (λ =0.1), 
green dash line (λ =0.5), red dash line (λ =1), blue dash line (λ =5), diamond for 
class A1, square for class A2. 
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Figure 20: Illustration of LMTRKSVM hyperplane with varying tradeoff constants 
for THREE class problem. Knowledge sets belonging in class 1 and 3 are 
intersecting solid blues, optimal hyperplane in black dashed line, supporting 
hyperplanes red line (λ =0.0001), blue line (λ =0.0005), green line (λ =0.001), cyan 
line (λ =0.005), magenta line (λ =0.01), yellow line (λ =0.05), black line (λ =0.1), 
green dash line (λ =0.5), red dash line (λ =1), blue dash line (λ =5), diamond for 
class A1, circle for class A3. 
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Figure 21: Illustration of LMTRKSVM hyperplane with varying tradeoff constants 
for THREE class problem. Knowledge sets belonging in class 2 and 3 are 
intersecting solid blues, optimal hyperplane in black dashed line, supporting 
hyperplanes red line (λ =0.0001 & 0.0005), blue line (λ =0.001), cyan line (λ =0.005), 
magenta line (λ =0.01), yellow line (λ =0.05), black line (λ =0.1), green dash line (λ 
=0.5), red dash line (λ =1), blue dash line (λ =5), square for class A2, circle for class 
A3. 
 
In Figures 19, 20 & 21, the black dash line is the optimal hyperplane—line perpendicular 
to the normal vector w—for separation between classes 1 & 2, classes 1 & 3, and classes 
2 & 3 respectively. Since the optimal hyperplanes are the same irrespective of the 
tradeoff constant for a specific pairwise comparison, only the optimal classifier with λ 
=0.0001 is depicted on Figures 19, 20 & 21 together with the bounding planes for the 
varying tradeoff constants. As the tradeoff increases, the approximate bounding planes 
move far apart from the optimal hyperplane and points unique to the bounding planes. 
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Similar to the LMTRSVM model, it happens that at large values the approximate margin 
becomes too wide, thereby increasing the error margin of the point from its position to its 
respective approximate bounding plane.  
 
5.2 Nonlinear Multi-classification Tikhonov Regularization Knowledge-based 
Kernel Machine 
Similar to chapter 4, section 4.2, to obtain nonlinear classifiers it is essential to carry out 
a nonlinear mapping from the input space to a feature space (Burges, 1998; Cristianini & 
Shawe-Taylor, 2000) using a mapping function (see Fig. 3), 
: nR Fφ →       (5.2.1) 
Replacing the primal variable w by its equivalent dual representation below: 
Tw A Yα=       (5.2.2) 
Then problem (5.1.1.13) can be modified as follows: 
22
2 2
, , ,
2 2
1 ( )
2 2
1min  ( , , , )
2
1
2
M R
T
T T T T
L T KKM u u v vu v
T T
bu u u bv v v
Y AA Y E e
f u v B u I A Y B v I A Y
B u E e B v E e
α γ
λ α α γ
α γ α α
γ γ
⎡ ⎤+ − − +⎢ ⎥⎢ ⎥⎢ ⎥⎡ ⎤= + + − +⎢ ⎥⎢ ⎥⎣ ⎦⎢ ⎥⎡ ⎤⎢ ⎥+ + + − +⎢ ⎥⎣ ⎦⎢ ⎥⎣ ⎦
 (5.2.3) 
In problem (5.2.3) the dual variables aren’t weighted using the kernel matrix, just the L2 
norm ofα is minimized, while in problem (4.2.3) the dual variables are weighted using 
the kernel implying a direct representation of w in dual space. The reason for minimizing 
the L2 norm ofα will become obvious at the end of the derivation.  
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Problem (5.2.3) is still a linear classification problem, because TAA is a linear kernel. But, 
replacing the linear kernel by a nonlinear kernel ( , )TK A A , where ( , )TK A A is a m m× matrix, 
problem (5.2.3) then becomes:   
22
2 2
, , ,
2 2
1 ( ( , ) )
2 2
1min  ( , , , )
2
1
2
M R
T
T T T T
NL T KKM u u v vu v
T T
bu u u bv v v
Y K A A Y E e
f u v B u I A Y B v I A Y
B u E e B v E e
α γ
λ α α γ
α γ α α
γ γ
⎡ ⎤+ − − +⎢ ⎥⎢ ⎥⎢ ⎥⎡ ⎤= + + − +⎢ ⎥⎢ ⎥⎣ ⎦⎢ ⎥⎡ ⎤⎢ ⎥+ + + − +⎢ ⎥⎣ ⎦⎢ ⎥⎣ ⎦
 (5.2.4) 
Setting 
( , ) and m m m mTK K A A K YKY× ×= =     (5.2.5) 
Problem (5.2.4) is given as: 
22
2 2
, , ,
2 2
1
2 2
1min  ( , , , )
2
1
2
M R
T T T T
NL T KKM u u v vu v
T T
bu u u bv v v
K YE e
f u v B u I A Y B v I A Y
B u E e B v E e
α γ
λ α α γ
α γ α α
γ γ
⎡ ⎤+ − − +⎢ ⎥⎢ ⎥⎢ ⎥⎡ ⎤= + + − +⎢ ⎥⎢ ⎥⎣ ⎦⎢ ⎥⎡ ⎤⎢ ⎥+ + + − +⎢ ⎥⎣ ⎦⎢ ⎥⎣ ⎦
 (5.2.6) 
Definition 5.2 Let m nA R ×∈ and n kB R ×∈ . The kernel ( , )K A B maps m n n kR R× ×× into m kR × .  
Definition 5.2 strongly relies on Mercer’s condition (Burges, 1998; Cristianini & Shawe-
Taylor, 2000) for symmetric kernel matrices. 
 
Problem (5.2.4) is called the Nonlinear Multi-classification Tikhonov Regularization 
Knowledge-Based Kernel Machine (NLMTRKKM). It is a modification of problem 
(5.1.1.13) to accommodate nonlinearly separable patterns with knowledge sets, and 
explicit solutions in dual space in terms of the given data can be derived. 
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The NLMTRKKM model is a convex unconstrained optimization problem which has a 
unique minimum point. To find its minimum point, the optimality conditions need to be 
written explicitly.  
Expanding each term in problem (5.2.6): 
2
2 2
Tλ λα α α=     (5.2.7) 
21 1
2 2
1 2 2 2
2
T
T T T T T T T T T
K YE e K YE e K YE e
KK KYE e K E Ye E YYE e e
α γ α γ α γ
α α α γ α γ γ γ
⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦
⎡ ⎤⎣ ⎦
− − = − − − −
= − − + + +
(5.2.8) 
21 1
2 2
1 2
2
TT T T T T T
u u u u u u
T T T T T T T
u u u u u u
B u I A Y B u I A Y B u I A Y
u B B u u B I A Y YAI I A Y
α α α
α α α
⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦
⎡ ⎤⎣ ⎦
+ = + +
= + +
  (5.2.9)  
21 1
2 2
1 2
2
TT T T T T T
v u v v v v
T T T T T T T
v v v v v v
B v I A Y B v I A Y B v I A Y
v B B v v B I A Y YAI I A Y
α α α
α α α
⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦
⎡ ⎤⎣ ⎦
− = + +
= − +
  (5.2.10) 
21 1
2 2
21
2 2 2
TT T T
bu u u bu u u bu u u
T T T
bu bu bu u
T T T T T
bu u u u u u u u
B E e B u E e B u E e
u B B u u B E
u B e e E E E e e
γ γ γ
γ
γ γ γ
⎡ ⎤ ⎡ ⎤+ + = + + + +⎣ ⎦ ⎣ ⎦
⎡ ⎤+ += ⎢ ⎥+ + +⎢ ⎥⎣ ⎦
  (5.2.11) 
21 1
2 2
21
2 2 2
TT T T
bv v v bv v v bv v v
T T T
bv bv bv v
T T T T T
bv v v v v v v v
B v E e B v E e B v E e
v B B v v B E
v B e e E E E e e
γ γ γ
γ
γ γ γ
⎡ ⎤ ⎡ ⎤− + = − + − +⎣ ⎦ ⎣ ⎦
⎡ ⎤− += ⎢ ⎥− + +⎢ ⎥⎣ ⎦
  (5.2.12) 
Applying definition 5.2 and setting 
( , ) and ( , )
m m m g
T T T T
u u u u uBuK K AI I A K K AI B× ×= =    (5.2.13) 
 ( , ) and ( , )
m m m d
T T T T
v v v v vBvK K AI I A K K AI B× ×= =    (5.2.14) 
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To obtain a solution, kernel matrices and u vK K need to satisfy Mercer’s conditions, i.e. 
,u vK K are symmetric and are of full rank (positive definite matrix). Kernel 
matrices  and Bu BvK K are rectangular kernels which cannot be symmetric. Hence, the kernel 
function given in definition 5.2 is very general.  
 
Substituting kernels (5.2.13) and (5.2.14) into the expansion of the objective function, the 
optimality conditions for ( , , , )
M RNL T KKM
f u vα γ  are obtained by setting the partial derivatives 
of (5.2.6) equal to zero, with respect to , ,u vα and γ : 
0T u vBu Bv
df KK KYE K e YK u YK Y YK v YK Y
d
λα α γ α αα = + − − + + − + =  (5.2.15) 
0T T Tu u u uBu bu bu bu bu
df B B u K Y B B u B E B e
du
α γ= + + + + =   (5.2.16) 
0T T Tv v v vBv bv bv bv bv
df B B v K Y B B v B E B e
dv
α γ= − + − + =    (5.2.17) 
0
T T T T T
u bu
T T T T T T
u u u u v v v v vbv
E YK E Ye E YYE E B udf
d E e E E E B v E e E E
α γ
γ γ γ
⎡ ⎤⎢ ⎥⎢ ⎥⎣ ⎦
− + + + += =+ − − +   (5.2.18) 
To provide explicit matrix expressions for α and γ , the optimality conditions need to be 
rearranged. From equation (5.2.16) and (5.2.17) the following expressions are obtained 
for variables u and v : 
( ) 1
,
where 
T
u uBu bu bu
T T
g g u u bu bu
u UK Y UB E UB e
U B B B B
α γ
−
×
= − − −
= +     (5.2.19) 
 ( ) 1
,
where 
T
v vBv bv bv
T T
v vd d bv bv
v VK Y VB E VB e
V B B B B
α γ
−
×
= + −
= +     (5.2.20) 
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Since estimates are provided for u and v, the location (bias) of each pairwise hyperplane, 
relative to the origin in dual space, can be estimated by substituting (5.2.19) and (5.2.20) 
in equation (5.2.18): 
( ) ( 1)
( )
where [ ,...., ] , for ij k k T
H D t
i j
γ α
γ γ γ −
= −
= <    (5.2.21) 
1
T T T T T
n n u u u v v vbu bu bv bvH E YYE E E B UB E E E B VB E
−
× ⎡ ⎤⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦⎣ ⎦= + − + −  (5.2.22) 
1
T T T T T T T
n m u vBu Bvbu bv
T T T T T
u u u v v vn bu bu bv bv
D E YK E B UK Y E B VK Y
t E Ye E e B UB e E e B VB e
×
×
⎡ ⎤⎣ ⎦
⎡ ⎤⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦⎣ ⎦
= + +
= + − − −   (5.2.23) 
With explicit solutions to ,u v and γ  already determined under the assumption that U, V 
and H are invertible matrices, when substituted into equation (5.2.15), the solution to the 
dual vectorα can be conveniently expressed as:  
1
( ) ( 1)where [ ,...., ] , for ij k kT T T
M z
i j
α
α α α
−
−
=
= <   (5.2.24) 
Decision function is given as: 
( )
( )
( ) ( ) ( ) ( ) 1,  
1,  
if point ( ) is in class  
( ) ( , )
if point ( ) is in class 
i
j
ij ij ij ijT T x AD x sign K x A Y
x A
α γ ⎧+⎪⎡ ⎤ ⎨⎣ ⎦ −⎪⎩= − =  (5.2.25) 
To classify a new point x, the voting approach strategy (Santosa, et al., 2002; Hsu & Lin, 
2002) is employed. For example, if sign [ ( ) ( ) ( ) ( )( , )ij ij ij ijT TK x A Y α γ− ] says that x  is in the ith 
class, then the vote for the ith class is increased by one. Otherwise, the jth is increased by 
one.  Then we predict x  as being in the class with the largest vote.  In the case that those 
two classes have identical votes, select the one with the smallest index.   
The corresponding linear system to solution (5.2.24) is: 
M zα =      (5.2.26) 
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Where  
T
m m u uBu Bu bu
T
v vBv Bv bv
I K K YEHD
M Y K Y K U K Y B E HD
Y K Y K V K Y B E HD
λ
×
⎡ ⎤⎡ ⎤⎢ ⎥⎣ ⎦⎢ ⎥⎡ ⎤⎡ ⎤⎢ ⎥⎣ ⎦⎣ ⎦⎢ ⎥⎢ ⎥⎡ ⎤⎡ ⎤⎣ ⎦⎢ ⎥⎣ ⎦⎣ ⎦
+ − +
= − + +
− +
   (5.2.27) 
1
T
u uBum bu
v vBv bv
K e YEHt
z YK UB e E Ht
YK VB e E Ht
×
⎡ ⎤⎡ ⎤⎣ ⎦⎢ ⎥⎢ ⎥⎡ ⎤−⎢ ⎥⎣ ⎦⎢ ⎥⎡ ⎤+⎢ ⎥⎣ ⎦⎣ ⎦
− +
= −      (5.2.28) 
Minimizing the L2 norm ofα guarantees a solution for a positive tradeoff constant. 
However, minimizing the direct representation of w in dual space does not guarantee a 
solution for a positive tradeoff constant. This is the reason why the L2 norm ofα is 
minimized. It is evident from matrix M that only the diagonals change with any change in 
the tradeoff constant, implying we can always get a diagonally dominant matrix M which 
can ensure a solution. However, if the first term (identity matrix) in M is replaced with a 
kernel matrix, then for any constant, all elements in matrix M also increase. Therefore, we 
cannot guarantee a diagonally dominant matrix M , hence guarantee a solution when 
minimizing the square norm of the linear combination of w in dual space. 
 
Solution (5.2.24) provides an estimate to the linear system of equations in (5.2.26). Such 
a linear system is easier to solve than the quadratic programming formulation. Methods 
for solving the system include matrix decomposition methods and iterative based 
methods. Its solution involves the inversion of a dimensional matrix of the 
magnitude m m× , where ( )
k
i j
i j
m m m
<
= +∑ . Below is an algorithm for NLMTRKKM. 
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Algorithm 5.2 Nonlinear Multi-classification Tikhonov Regularization Knowledge-
based Kernel Machine ( 2k ≥ ): Given the data set of nR  that is represented by a 
matrix ( ) im niA R ×∈ , where 1,..,i k=  (k classes), and knowledge sets ( ) ( ){ | }i ix B x b≤  or 
( ) ( ){ | }i ix B x b= belonging to ( )iA ( ) ( ){ | }j jx B x b≤  or ( ) ( ){ | }j jx B x b=  belonging to ( )jA . 
Let ( )iA  be a im n× matrix whose rows are points in the ith class. Let ( )jA  be a jm n×  matrix 
whose rows are points in the jth class. Weightsα and γ  for nonlinear classifier (5.2.25) is 
as follows. 
NLMTRKKM Algorithm: 
Step 1: Choose an appropriate kernel function such as a polynomial kernel 
function (2.1.3.4) or a Gaussian rbf kernel (2.1.3.5). 
Step 2:  Compute M  from (5.2.27) for a specific constant λ . 
Step 3:  Compute z  from (5.2.28). 
Step 4:  Determine α  from (5.2.24). 
Step 5:  Determine γ  from (5.2.21). 
Step 6:  Classify a new point x by (5.2.25). 
It is in step 4 that matrix methods or iterative methods are invoked to obtain the solution 
toα . 
 
5.3 Reduced Nonlinear Kernel Multi-classification Tikhonov Regularization 
Knowledge-based Machine 
A drawback of NLMTRKKM model (5.2.6) is the lack of adequate memory storage of the 
parameters and solution. Such problems arise when dealing with very large data sets. It is 
in matrices (5.2.27) & (5.2.28) that the problems lie, because these equations involve the 
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addition of several large scale matrices, making the problem impractical to solve or even 
unsolvable, i.e. lacking an efficient method and/or solution. This is due to the lack of 
memory capacity for storing the data matrix and other associated parameters used, or 
necessary, in attaining a solution. To generate nonlinear classifiers the whole training 
dataset is used as the constraints, and a small subset of the training set is used as the dual 
variables of the optimization problem. This can be achieved by applying definition 5.2 to 
create a rectangular ˆm m×  kernel ˆ( , )TK A A .  
Such a kernel matrix reduces the size of the optimization problem to be solved and 
simplifies the description of the pairwise nonlinear knowledge based separating surfaces. 
 
Similar to the RKMTRM model (4.3.4), to reduce the number of dual variables associated 
with the dual representation of w, TA can be replaced by ˆTA as below: 
ˆ ˆ ˆTw A Yα=       (5.3.1) 
Where Aˆ is a subset matrix similar to A in (4.2.4), but based on a percentage of the training 
set, i.e. Aˆ  is subset matrix containing ˆˆ( ) ( )ˆ ˆ, ,  ji m nm ni jA R A R i j××∈ ∈ < whose input vectors belong 
to the ith and jth subset; Yˆ  is a diagonal matrix similar to Y  in (4.2.4), but whose 
( )ijY matrix diagonals are 1±  for the classes i and j subsets respectively, andα is the dual 
variable. 
Consider minimizing the L2 norm ofαˆ , and replacing TA by ˆTA then problem (5.2.6) can be 
expressed as: 
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22
2 2
ˆ , , ,
2 2
1 ˆ ˆˆ ˆ( ( , ) )
2 2
1 ˆ ˆˆ ˆˆ ˆ ˆmin  ( , , , )
2
1
2
M R
T
T T T T
RK T KM u u v vu v
T T
bu u u bv v v
Y K A A Y E e
f u v B u I A Y B v I A Y
B u E e B v E e
α γ
λ α α γ
α γ α α
γ γ
⎡ ⎤+ − − +⎢ ⎥⎢ ⎥⎢ ⎥⎡ ⎤= + + − +⎢ ⎥⎢ ⎥⎣ ⎦⎢ ⎥⎡ ⎤⎢ ⎥+ + + − +⎢ ⎥⎢ ⎥⎣ ⎦⎣ ⎦
 (5.3.2) 
Setting 
 ˆ ˆˆ ˆ ˆ( , ) and m m m mTK K A A K YKY× ×= =    (5.3.3) 
where Kˆ is a rectangular matrix.  
Problem (5.3.2) is given as: 
22
2 2
ˆ , , ,
2 2
1 ˆˆ ˆ
2 2
1 ˆ ˆˆ ˆˆ ˆ ˆmin  ( , , , )
2
1
2
M R
T T T T
RK T KM u u v vu v
T T
bu u u bv v v
K YE e
f u v B u I A Y B v I A Y
B u E e B v E e
α γ
λ α α γ
α γ α α
γ γ
⎡ ⎤+ − − +⎢ ⎥⎢ ⎥⎢ ⎥⎡ ⎤= + + − +⎢ ⎥⎢ ⎥⎣ ⎦⎢ ⎥⎡ ⎤⎢ ⎥+ + + − +⎢ ⎥⎢ ⎥⎣ ⎦⎣ ⎦
 (5.3.4) 
The RKMTRKM model (5.3.4) is a variant of NLMTRKKM model problem (5.2.6) that 
provides a sparse solution to a problem of interest, and explicit solutions in dual space in 
terms of the given data that can be derived. Its optimization problem is a convex 
objective function, which has a unique minimum point. To find its minimum point, the 
optimality conditions need to be written explicitly.  
Expanding each term in problem (5.3.4): 
2ˆ ˆ ˆ
2 2
Tλ λα α α=     (5.3.5) 
21 1ˆ ˆ ˆˆ ˆ ˆ
2 2
1 ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ2 2 2
2
T
T T T T T T T T T T T T T
K YE e K YE e K YE e
K K K YE e K E Y e E Y YE e e
α γ α γ α γ
α α α γ α γ γ γ
⎡ ⎤ ⎡ ⎤− − = − − − −⎣ ⎦ ⎣ ⎦
⎡ ⎤= − − + + +⎣ ⎦
(5.3.6) 
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21 1ˆ ˆ ˆˆ ˆ ˆˆ ˆ ˆ
2 2
1 ˆ ˆ ˆˆ ˆ ˆˆ ˆ ˆ2
2
T
T T T T T T
u u u u u u
T T T T T T T T
u u u u u u
B u I A Y B u I A Y B u I A Y
u B B u u B I A Y Y AI I A Y
α α α
α α α
⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦
⎡ ⎤⎣ ⎦
+ = + +
= + +
  (5.3.7) 
21 1ˆ ˆ ˆˆ ˆ ˆˆ ˆ ˆ
2 2
1 ˆ ˆ ˆˆ ˆ ˆˆ ˆ ˆ2
2
T
T T T T T T
v u v v v v
T T T T T T T T
v v v v v v
B v I A Y B v I A Y B v I A Y
v B B v v B I A Y Y AI I A Y
α α α
α α α
⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦
⎡ ⎤⎣ ⎦
− = + +
= − +
  (5.3.8) 
21 1
2 2
21
2 2 2
TT T T
bu u u bu u u bu u u
T T T
bu bu bu u
T T T T T
bu u u u u u u u
B u E e B u E e B u E e
u B B u u B E
u B e e E E E e e
γ γ γ
γ
γ γ γ
⎡ ⎤ ⎡ ⎤+ + = + + + +⎣ ⎦ ⎣ ⎦
⎡ ⎤+ += ⎢ ⎥+ + +⎢ ⎥⎣ ⎦
  (5.3.9) 
21 1
2 2
21
2 2 2
TT T T
bv v v bv v v bv v v
T T T
bv bv bv v
T T T T T
bv v v v v v v v
B v E e B v E e B v E e
v B B v v B E
v B e e E E E e e
γ γ γ
γ
γ γ γ
⎡ ⎤ ⎡ ⎤− + = − + − +⎣ ⎦ ⎣ ⎦
⎡ ⎤− += ⎢ ⎥− + +⎢ ⎥⎣ ⎦
  (5.3.10) 
Applying definition 5.2 and setting 
 
ˆ ˆ ˆ
ˆ ˆ ˆˆ ˆ( , ) and ( , )
m m m g
T T T T
u u u u uBuK K AI I A K K AI B× ×= =   (5.3.11) 
  
ˆ ˆ ˆ
ˆ ˆ ˆˆ ˆ( , ) and ( , )
m m m d
T T T T
v v v v vBvK K AI I A K K AI B× ×= =    (5.3.12) 
Kernel matrices  and ˆ ˆu vK K need to satisfy Mercer’s conditions, i.e. ,ˆ ˆu vK K  are symmetrical 
and are of full rank (positive definite matrix). Matrices and ˆ ˆBu BvK K  are rectangular kernel 
matrices similar to kernel (5.3.3) and cannot be symmetric. Substituting kernels (5.3.11) 
and (5.3.12) into the expansion of the objective function. The optimality conditions 
for ˆ( , , , )
M RRK T KM
f u vα γ  are obtained by setting the partial derivatives of (5.3.4) equal to zero, 
with respect to ˆ, ,u vα and γ : 
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ 0
ˆ
T T T T T T T
u vBu Bv
df K K K YE K e Y K u Y K Y Y K v Y K Y
d
λα α γ α αα = + − − + + − + =   (5.3.13) 
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ˆ ˆ ˆ 0T T Tu u u uBu bu bu bu bu
df B B u K Y B B u B E B e
du
α γ= + + + + =   (5.3.14) 
ˆ ˆ ˆ 0T T Tv v v vBv bv bv bv bv
df B B v K Y B B v B E B e
dv
α γ= − + − + =    (5.3.15) 
ˆ ˆ
0
T T T T T T T T
u bu
T T T T T T
u u u u v v v v vbv
E Y K E Y e E Y YE E B udf
d E e E E E B v E e E E
α γ
γ γ γ
⎡ ⎤⎢ ⎥⎢ ⎥⎣ ⎦
− + + + += =+ − − +   (5.3.16) 
To provide explicit matrix expressions for αˆ and γ , the optimality conditions need to be 
rearranged. From equation (5.3.14) and (5.3.15) the following expressions are obtained 
for variables u and v : 
( ) 1
ˆ ˆ ˆ ,
where 
T
u uBu bu bu
T T
g g u u bu bu
u UK Y UB E UB e
U B B B B
α γ
−
×
= − − −
= +     (5.3.17) 
( ) 1
ˆ ˆ ˆ ,
where 
T
v vBv bv bv
T T
v vd d bv bv
v VK Y VB E VB e
V B B B B
α γ
−
×
= + −
= +     (5.3.18) 
Since estimates are provided for u and v, the location (bias) of each pairwise hyperplane, 
relative to the origin in dual space, can be estimated by substituting (5.3.17) and (5.3.18) 
in equation (5.3.16): 
( ) ( 1)
ˆ ˆ ˆˆ( )
where [ ,...., ] , for ij k k T
H D t
i j
γ α
γ γ γ −
= −
= <    (5.3.19) 
1ˆ T T T T T T
n n u u u v v vbu bu bv bvH E Y YE E E B UB E E E B VB E
−
× ⎡ ⎤⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦⎣ ⎦= + − + −  (5.3.20) 
ˆ
1
ˆ ˆ ˆ ˆ ˆ ˆ
ˆ
T T T T T T T T
u vBu Bvbu bvn m
T T T T T T
u u u v v vn bu bu bv bv
D E Y K E B UK Y E B VK Y
t E Y e E e B UB e E e B VB e
×
×
⎡ ⎤⎣ ⎦
⎡ ⎤⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦⎣ ⎦
= + +
= + − − −   (5.3.21) 
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With explicit solutions to ,u v and γ  already determined under the assumption that U, V 
and Hˆ are invertible matrices, when substituted into equation (5.3.13) the solution to the 
dual vectorαˆ can conveniently be expressed as:  
1
( ) ( 1)
ˆˆ ˆ
ˆ ˆ ˆwhere [ ,...., ] , for ij k kT T T
M z
i j
α
α α α
−
−
=
= <   (5.3.22) 
Decision function is given as: 
( )
( )
( ) ( ) ( ) ( ) 1,  
1,  
if point ( ) is in class  ˆ ˆ ˆ( ) ( , )
if point ( ) is in class 
i
j
ij ij ij ijT T x AD x sign K x A Y
x A
α γ ⎧+⎪⎡ ⎤ ⎨⎣ ⎦ −⎪⎩= − =  (5.3.23) 
To classify a new point x, the voting approach strategy (Santosa, et al., 2002; Hsu & Lin, 
2002) is employed. For example, if sign [ ( ) ( ) ( ) ( )ˆ ˆ ˆ( , )ij ij ij ijT TK x A Y α γ− ] says that x  is in the ith 
class, then the vote for the ith class is increased by one. Otherwise, the jth is increased by 
one.  Then we predict x  as being in the class with the largest vote.  In the case that those 
two classes have identical votes, select the one with the smallest index.   
The corresponding linear system to solution (5.3.22) is: 
ˆ ˆ ˆM zα =      (5.3.24) 
Where  
ˆ ˆ
ˆ ˆ ˆ ˆ
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ
T
T T
u uBu Bu bum m
T T
v vBv Bv bv
I K K YEHD
M Y K Y K U K Y B E HD
Y K Y K V K Y B E HD
λ
×
⎡ ⎤⎡ ⎤⎢ ⎥⎣ ⎦⎢ ⎥⎡ ⎤⎢ ⎥⎡ ⎤⎢ ⎥⎣ ⎦⎢ ⎥⎣ ⎦⎢ ⎥⎡ ⎤⎡ ⎤⎢ ⎥⎢ ⎥⎣ ⎦⎢ ⎥⎣ ⎦⎣ ⎦
+ − +
= − + +
− +
    (5.3.25) 
ˆ 1
ˆ ˆ ˆ
ˆ ˆ ˆ ˆˆ
ˆ ˆ ˆ ˆ
T
T
u uBu bum
T
v vBv bv
K e YEHt
z Y K UB e E Ht
Y K VB e E Ht
×
⎡ ⎤⎡ ⎤⎢ ⎥⎣ ⎦⎢ ⎥⎡ ⎤⎢ ⎥⎣ ⎦⎢ ⎥⎢ ⎥⎡ ⎤⎢ ⎥⎣ ⎦⎣ ⎦
− +
= − −
+
      (5.3.26) 
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Solution (5.3.22) provides an estimate to the linear system of equations in (5.3.24). Such 
a linear system is easier to solve than the quadratic programming formulation. Methods 
for solving the system include matrix decomposition methods and iterative based 
methods. Its solution involves the inversion of a reduced dimensional matrix of the 
magnitude ˆ ˆm m× , where ˆ ˆ ˆ( )k
i j
i jm m m
<
= +∑ . Below is an algorithm for RKMTRKM. 
 
Algorithm 5.3 Reduced Nonlinear Kernel Multi-classification Tikhonov Regularization 
Knowledge-based Machine ( 2k ≥ ): Given a data set in nR  that is represented by a 
matrix ( ) im niA R ×∈ , where 1,..,i k=  (k classes), and knowledge sets ( ) ( ){ | }i ix B x b≤  or 
( ) ( ){ | }i ix B x b= belonging to ( )iA ( ) ( ){ | }j jx B x b≤  or ( ) ( ){ | }j jx B x b=  belonging to ( )jA . 
Let ( )iA  be a im n× matrix whose rows are points in the ith class. Let ( )jA  be a jm n×  matrix 
whose rows are points in the jth class. 
Weights αˆ and γ  for nonlinear classifier (5.3.23) is as follows. 
RKMTRKM Algorithm: 
Step 1:  Choose a random subset matrix ˆˆ( ) ( )ˆ ˆ, ,  ji m nm ni jA R A R i j××∈ ∈ < of the original  
  data matrix ( ) ( ), ,  ji m nm ni jA R A R i j××∈ ∈ < . 
Step 2: Choose an appropriate kernel function such as a polynomial kernel 
function (2.1.3.4) or a Gaussian rbf kernel (2.1.3.5). Then compute its 
rectangular kernel matrix. 
Step 3:  Compute Mˆ  from (5.3.25) for a specific constant λ . 
Step 4:  Compute zˆ  from (5.3.26). 
Step 5:  Determine αˆ  from (5.3.22). 
 101
Step 6:  Determine γ  from (5.3.19). 
Step 7:  Classify a new point x by (5.3.23). 
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Chapter 6 
Application 
Discrimination of sets or objects is a practical problem in various fields such as finance 
(Trafalis & Ince, 2000), science (Ding & Dubchak, 2001; Santosa et al., 2002; Lee et al., 
2003), political science (Malyscheff & Trafalis, 2003), and engineering (Trafalis & 
Oladunni, 2004; Trafalis et al., 2005). Discrimination requires the construction of 
classification models that can assign a data point or instance into a well-defined class.  
 
6.1 Data Description 
Below are the various data sets of interest: 
Admission Data for Graduate School of Business: The Admission data set (Johnson & 
Wichern, chap. 11, 2002) uses the undergraduate grade point average (GPA) and 
graduate management aptitude test (GMAT) scores to help determine which applicants 
should be admitted to the school’s graduate program. There are 85 instances (points) and 
2 attributes (features), 43 data points used as training samples and 42 data points used as 
test samples. The distribution of instances with respect to their class is as follows: 28 
instances in class 1 (not admitted), 26 instances in class 2 (borderline), and 31 instances 
in class 3 (admitted). The random sample validation was employed to validate the 
proposed models. In the random sample validation, fifty percent of the data set will be 
drawn randomly and trained on the proposed model, while the other 50 % will be used as 
test samples.  
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Iris flower Data: The Iris data set (Johnson & Wichern, chap. 11, 2002) uses the sepal 
length, sepal width, petal length, and petal width to help discriminate between three 
species of iris flower. There are 150 instances (points) and 4 attributes (features), 75 data 
points used as training samples and 75 data points used as test samples. The distribution 
of instances with respect to their class is as follows: 50 instances for each of the three 
classes. Class 1 belongs to the iris setosa specie, class 2 is the iris versicolor specie, and 
class 3 is the iris virginica specie. The random sample validation was employed to 
validate the proposed models. 
 
Wine Recognition Data: The Wine data set uses the chemical analysis of wine grown in 
the same region in Italy to help discriminate between three different cultivars. There are 
178 instances (points) and 13 attributes (features), 90 data points used as training 
samples, 88 data points used as test samples. The distribution of instances with respect to 
their class is as follows: 59 instances belong to class 1, 71 instances belong to class 2 and 
48 instances belong to class 3. The random sample validation was employed to validate 
the proposed models. This data set is obtained from the UCI Repository of Machine 
Learning Databases and Domain Theories (Murphy & Aha, 1994). 
 
Laminar/Turbulent Fluid Flow Data: Fluid flow pattern is determined by the generalized 
Reynolds number ( reN ) thanks to the experimental work of Osborne Reynolds who 
determined the parameters that influence fluid flow (Bared, 1990). If reN < 2100, then the 
flow is defined as laminar flow and if reN > 2100, then the flow is defined as turbulent 
flow. The value 2100 is the critical Reynolds number which corresponds to the transition 
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from laminar to turbulent flow. Our interest is in the simulation of experimental data and 
Reynolds number equation for flow pattern in the annulus opposite the drill collars 
(Bourgoyne et al., 1991). The Reynold’s equation is based on the Non-Newtonian 
bingham plastic model. The fluid flow data uses flow rate, density, viscosity, borehole 
diameter, drill collar diameter and mud type to delineate the flow pattern (laminar, +1; 
turbulent, -1) of the model. There are 92 data-points and 5 attributes, 46 instances for 
laminar flow pattern and 46 instances turbulent flow pattern (Trafalis & Oladunni, 2004; 
Oladunni & Trafalis, 2005). 
The attributes are as follows: 
1. ρ , density of fluid, ibm/gal – continuous variable 
2. q , flow rate, gal/min – continuous variable 
3. 2 1( )d d+ , summation of borehole and drill collar (OD) diameter, in – continuous 
variable 
4. pµ , plastic viscosity, cp – continuous variable 
5. Mud type, water based mud (1) oil based mud (2) – categorical variable 
  
Wisconsin Breast Cancer Prognosis Data:  Tests were performed on the Wisconsin breast 
cancer prognosis dataset WPBC using a 60-month cutoff for predicting recurrence or 
non-recurrence of the disease (Bradley & Mangasarian, 1998).  
Two validation methods were used: the random sample validation and the k-fold cross 
validation. In the random sample validation, fifty percent of the data set will be drawn 
randomly and trained on the proposed models, while the other 50 % will be used as test 
samples. In the k-fold cross validation, k subsets of equal sample size are created, and 
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training is performed on k-1 subsets, with the test set being the subset that is left out of 
training. The approach is performed k times until all subset have been gone through a 
training and test phase, but at different times. The average error is reported. 
There are 198 instances (points) and 32 attributes (features), using random sampling 
validation, 100 data points used as training samples, 98 data points used as test samples. 
The distribution of instances with respect to their class is as follows: 47 instances in class 
1 (recursive patients), 151 instances in class 2 (non-recursive patients). For data source, 
please refer to Fung et al. (2002). 
For direct comparison with accuracy obtained from the KBSVM, a smaller subset of the 
WPBC data set is trained. The subset data has 110 instances (points) and 32 attributes 
(features). The distribution of instances with respect to their class is as follows: 41 
instances in class 1 (recursive patients), 69 instances in class 2 (non-recursive patients). 
For data source, please refer to Fung et al. (2002). 
 
Tornado Detection Data: There are three categories of severe weather; tornado detection, 
hail greater than 1.9cm in diameter, and non-tornadic winds in excess of 25m/s. 
Tornadoes have a rare occurrence but inflict a significant amount of damage to an area or 
vicinity. The Mesocyclone Detection Algorithm (MDA) data set is of interest, and it is 
based on the outputs from the Weather Surveillance Radar 1998 Doppler (WSR-88D) 
collected prior to the formation of a pre-tornadic circulation in the atmosphere. If there is 
a tornado reported, a circulation detected on a particular volume scan of radar data can be 
associated with that report.  
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The National Severe Storms Laboratory (NSSL) database labels tornado ground truth 
value based on temporal and spatial proximity. If there is a tornado occurrence between 
the beginning and end of the volume scan, and the occurrence is within a reasonable 
distance of circulation detection, then the ground truth value is flagged. However, if a 
circulation falls inside the prediction “time window” of -20 to +6 minutes of the ground 
truth occurrence duration, then the ground truth value is also flagged. Hence, the critical 
initiative involving these timings is to determine whether a circulation will produce a 
tornado within the next 20 minutes, a suitable lead time for advanced severe weather 
warnings by the National Weather Service.  
The rule based SVM classification model by Trafalis et al. (2004) has shown promise in 
the tornado detection application. In that study, they have used a multiplier within the 
interval of 0.9 – 1.15 (increments of 0.05) to control the threshold value, and the best 
error rate (0.1449) was achieved at multiplier 1.05, i.e. each threshold value of the rules is 
multiplied by 1.05. The success of the model highlights the merits of a hybrid system 
incorporating both data and domain knowledge. With the data and prior knowledge, a 
model based on optimization theory is used to develop the hybrid model. 
The Tornado data set uses 23 attributes based on Doppler velocity data (Trafalis et al., 
2003). There are 1562 observations (points) and 23 attributes (features), 782 data points 
used as training samples and 780 data points used as test samples. The distribution of 
instances with respect to their class is as follows: 781 instances in class 1 (tornado), 781 
instances in class 2 (non-tornado). The random sample validation was employed to 
validate the proposed models. The list of attributes used for tornado and non tornado 
discrimination are shown in Table 8. 
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Table 8. Mesocyclone Detection Algorithm (MDA) list of attributes and units 
 
 
Vertical Two-Phase Flow Data set (2D classification): The 2D vertical flow data set uses 
a pair of flow rates (superficial gas and liquid velocity) belonging to one inch pipes with 
fluid properties at atmospheric conditions, to delineate three different flow regimes. 
There are 209 instances (points) and 2 attributes (features), 107 data points used as 
training samples, 102 data points used as test samples. The distribution of instances with 
respect to their class is as follows: 44 instances in class 1 (bubble flow), 102 instances in 
class 2 (intermittent flow), and 63 instances in class 3 (annular flow). The random sample 
validation was employed to validate the proposed models. For data sources, please refer 
to Trafalis et al. (2005). 
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Vertical Two-Phase Flow Data set (3D classification): The 3D vertical flow data set uses 
a pair of flow rates (superficial gas and liquid velocity) and varying pipe sizes with fluid 
properties at atmospheric conditions, to delineate three different flow regimes. There are 
424 instances (points) and 3 attributes (features), 206 data points used as training 
samples, 218 data points used as test samples. The distribution of instances with respect 
to their class is as follows: 98 instances in class 1 (bubble flow), 217 instances in class 2 
(intermittent flow), and 109 instances in class 3 (annular flow). The random sample 
validation was employed to validate the proposed models. For data sources, please refer 
to Trafalis et al. (2005). 
  
Horizontal Two-Phase Flow Data set (2D classification): The 2D horizontal flow data set 
uses a pair of flow rates (superficial gas and liquid velocity) belonging to one inch pipes 
with fluid properties at atmospheric conditions, to delineate five different flow regimes. 
There are 1195 instances (points) and 2 attributes (features), 597 data points used as 
training samples and 598 data points used as test samples. The distribution of instances 
with respect to their class is as follows: 415 instances in class 1 (annular flow), 25 
instances in class 2 (dispersed bubble flow), 407 instances in class 3 (intermittent flow), 
110 instances in class 2 (stratified smooth flow), and 238 instances in class 5 (stratified 
wavy flow). The random sample validation was employed to validate the proposed 
models. For data sources, please refer to Trafalis et al. (2005). 
 
Horizontal Two-Phase Flow Data set (3D classification): The 3D horizontal flow data set 
uses a pair of flow rates (superficial gas and liquid velocity) and varying pipe sizes with 
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fluid properties at atmospheric conditions, to delineate five different flow regimes. There 
are 2272 instances (points) and 3 attributes (features), 1131 data points used as training 
samples and 1141 data points used as test samples. The distribution of instances with 
respect to their class is as follows: 699 instances in class 1 (annular flow), 81 instances in 
class 2 (dispersed bubble flow), 745 instances in class 3 (intermittent flow), 250 instances 
in class 2 (stratified smooth flow), and 497 instances in class 5 (stratified wavy flow). 
The random sample validation was employed to validate the proposed models. For data 
sources, please refer to Trafalis et al. (2005).  
Table 9 illustrates the combinations of attributes used and the dimensions of the datasets. 
Table 9. Vertical and Horizontal Flow Model Data Combination 
 Attributes 2D classification  3D classification 
Gas superficial velocity Yes Yes 
Liquid superficial velocity Yes Yes 
Pipe diameter No Yes 
Dimension of vertical dataset 209 rows by 2 columns 424 rows by 3 columns 
Dimension of horizontal 
dataset 1195 rows by 2 columns 2272 rows by 3 columns 
 
6.2 Prior Knowledge Descriptions 
Below are the various prior knowledge sets of interest: 
Laminar/Turbulent Fluid Flow Prior Knowledge (Reynold’s Number): In addition to the 
fluid flow data, the Reynold’s equation for a Bingham plastic model is used as prior 
knowledge to develop knowledge based classification model. As additional constraints, 
the prior knowledge will represent the transition equations which delineates laminar from 
turbulent flows. Since the flow pattern data are scaled by taking the natural logarithm of 
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each instance, the prior knowledge needs to be scaled by also considering a natural 
logarithm transformation of the equations. Below is the equivalent logarithmic 
transformation for Reynold’s equation: 
2 1
2 2
2 1
2 1
2 1
757 ( ) , If  < 2100 Laminar, else if  > 2100 Turbulent
where 
2.448( )
ln( ) ln( ) ln( ) ln( ) 1.9156 Laminar
ln( ) ln( ) ln( ) ln( ) 1.9156 Turbulent
re re re
p
p
p
v d dN N N
qv
d d
q d d
q d d
ρ
µ
ρ µ ε
ρ µ ε
−= → →
= −
+ − + − ≤ − →⎧⎪⇒ ⎨ + − + − ≥ + →⎪⎩
, (6.2.1) 
where ε is a deviation factor, a small fraction perturbing the critical Reynold’s number. 
 
Wisconsin Breast Cancer Prognosis Prior Knowledge: In addition to the WPBC data, 
prior knowledge for both recursive and non-recursive patients are included to develop 
knowledge based classification models. The prior knowledge used is based on prognosis 
rules used by doctors (Lee et al., 2003). The rules actually depend on just two features, 
the diameter (cm) of the excised tumor (T), and the number of metastasized axillary 
lymph (L) nodes. Both features refer to attribute 31 and 32 of the WPBC dataset 
respectively. The rules are (Fung et al., 2002): 
( ) ( )5 4L T RECURSIVE≥ ∧ ≥ ⇒     (6.2.2) 
( ) ( )0 1.9L T NON RECURSIVE= ∧ ≤ ⇒ −    (6.2.3) 
 
Tornado Prior Knowledge: In addition to the 23 MDA attributes data set, there are 
specific threshold values (Trafalis et al., 2004) assigned to each attribute for both classes. 
Usually these threshold values are determined by experts in the domain of meteorology. 
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For each attribute, the corresponding probability distribution function for tornado and 
non-tornado case arising from the training data are considered. The selection of the 
threshold for each rule was based on eliminating misclassification by inspecting if the 
minimum for a non-tornado case had a value less than the minimum for a tornado case 
for a particular attribute. If such a condition holds, then a region unique to non-tornadoes 
is found. Likewise, if the maximum for a non-tornado case had a value less than the 
maximum for a tornado case, for a particular attribute, then a region unique to tornado 
cases is found. Of 23 attributes, only 20 were found to be useful for rule generation 
(Trafalis et al., 2004). The thresholds used for tornado and non tornado discrimination are 
shown in Table 10. 
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Table 10. Threshold values for each MDA attribute. See (Trafalis et al., 2003) for 
description of attributes 
 
 
Vertical and Horizontal Prior Knowledge (Flow Transitions): In addition to the vertical 
and horizontal flow data, prior knowledge for both flow models are included to develop 
knowledge based classification models. As additional constraints, the prior knowledge 
will represent the transition equations which delineate, or govern, the existence of each 
regime. Since the flow regime data are scaled by taking the natural logarithm of each 
instance, the prior knowledge needs to be scaled by also considering a natural logarithm 
transformation of the equations. Below are the transition equations (Trafalis et al., 2005) 
and their equivalent logarithmic transformations for 2D and 3D knowledge based 
classification. 
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Vertical flow correlations: The vertical two-phase flow transition equations used as 
expert knowledge for the knowledge based classification model are based on the work of 
McQuillan and Whalley (1985), and are as follows: 
- Bubble – intermittent flow transition 
1
4
2
( )3.0 1.15
0.9883ln( ) ln( ) 1.0608,  2D classification
0.9883ln( ) ln( ) 1.0608,  3D classification
L G
LS GS
L
GS LS
GS LS
gv v
v v
v v
σ ρ ρ
ρ
⎡ ⎤⎢ ⎥⎣ ⎦
⎧⎨⎩
−= −
− + =⇒ − + =
 (6.2.4)  
- Bubble – dispersed bubble flow transition 
{ }
0.112
0.278
0.444
6.8 ( )
ln( ) 1.03345,  2D classification
ln( ) 1.4466 0.112ln( ),  3D classification
LLS G
L L
LS
LS
Dv g
v
v D
σ ρ ρρ µ
⎛ ⎞⎜ ⎟⎝ ⎠
⎧⎨⎩
≥ −
≥⇒ ≥ +
  (6.2.5) 
Horizontal flow correlations: The horizontal two-phase flow transition equations used as 
expert knowledge for the knowledge based classification model are based on the work of 
Weisman et al. (1979), and are as follows: 
-  Stratified – intermittent transition 
1.1
1
2
0.25
( )
0.1ln( ) 1.1ln( ) 2.0895,  2D classification
0.1ln( ) 1.1ln( ) 0.5ln( ) 0.2451,  3D classification
GS GS
LS
GS LS
GS LS
v v
vgD
v v
v v D
⎛ ⎞⎜ ⎟⎝ ⎠
⎧⎨⎩
=
− =⇒ − + =
(6.2.6) 
- Stratified wavy – stratified smooth transition 
0.45 0.160.20
2 8 ,  where 
0.29ln( ) 0.16ln( ) 0.4030,  2D classification
0.29ln( ) 0.16ln( ) 0.05ln( ) 0.5875,  3D classification
G GS
L G
G LS
GS LS
GS LS
DG v
gD v
v v
v v D
σ ρ ρ ρρ µ
⎛ ⎞ ⎛ ⎞⎛ ⎞ = ∆ = −⎜ ⎟ ⎜ ⎟⎜ ⎟∆⎝ ⎠ ⎝ ⎠ ⎝ ⎠
⎧⎨⎩
+ = −⇒ + + = −
(6.2.7) 
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- Transition to annular flow 
0.21 0.1818 22
0.2 0.18
1
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1.9
[ ( ) ]
0.435ln( ) 0.125ln( ) 0.6911,  2D classification
0.435ln( ) 0.125ln( ) 0.18ln( ) 1.3551,  3D classification
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⎧⎨⎩
= = −
+ =⇒ + − =
(6.2.8) 
The correlations were selected based on the uncertainty of the transition lines as 
evidenced by the misclassification errors of the MSVM of Trafalis et al. (2005). Also, as 
a result of the uncertainty, the threshold values of the vertical and horizontal correlations 
where deviated by a small value, ±ε (deviation factor). This is in fact necessary because 
the correlation equations identify points on its boundaries, transitional points which have 
no distinct flow regime. So a small deviation of the thresholds facilitates the formation of 
bounds (deviated thresholds) for each flow regime. For instance equation (6.2.4), 2D case 
will be represented by: 
- Bubble – intermittent flow transition  
0.9883ln( ) ln( ) 1.0608,  2D classification
0.9883ln( ) ln( ) 1.0608(1 ) Bubble
0.9883ln( ) ln( ) 1.0608(1 ) Intermitent
GS LS
GS LS
GS LS
v v
v v
v v
ε
ε
− + =
⎧⎨⎩
− + ≥ + →⇒ − + ≤ − →
 (6.2.9) 
Above, D is the pipe diameter, g is the acceleration due to gravity, ,GS LSv v are the gas and 
liquid superficial velocities, respectively, ,G Lρ ρ  are the gas and liquid densities, σ is the 
surface tension, and ,G Lµ µ are the gas and liquid viscosities, respectively. 
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6.3 Forecast Assessment Indices for Tornado Detection 
Since it is commonplace to use forecast assessment indices (Stephenson, 2000; Wilks, 
1995), the results will be evaluated based on quantities in cells outlined in a contingency 
or confusion matrix (see Table 11). 
 
Table 11. Tornado Forecast Confusion Matrix 
 
 
The cells (a, b, c, d) in the confusion matrix are used to compute the various forecast 
assessment indices. The indices used are as follows: 
Misclassification error (error) is defined as 
 error = b c
a b c d
+
+ + +  
The misclassification error measures the fraction of misclassified points in the total 
number of observations. Its range is 0 to 1, and a perfect score is 0, which corresponds to 
100% accuracy. 
Probability of Detection (POD) is defined as 
 POD = a
a c+  
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The POD measures the fraction of observed events that were forecast correctly. Its range 
is 0 to 1, and a perfect score is 1 (or 100%). The POD is sensitive to hits, and ignores the 
false alarms. So for rare events the POD might be a better measure. The measure can be 
improved by including more “yes” forecasts to increase the number of hits. 
False Alarm Rate (FAR) is defined as 
 FAR = b
a b+  
The FAR measures the fraction of “yes” forecasts in which events did not occur. Its range 
is 0 to 1, and a perfect score is 0. The FAR is sensitive to false alarms, and ignores the 
misses. The measure can be improved by including more “no” forecasts to reduce the 
number of false alarms. 
Bias is defined as 
 Bias = a b
a c
+
+  
The bias measures the ratio of the frequency of forecast events to the frequency of 
observed events. Its range is 0 to infinity, and a perfect score is 1. The bias measures the 
tendency of the forecast system to over-forecast (bias > 1) or under-forecast (bias < 1) 
events. It does not measure how well the forecast corresponds to the observation, it 
measures only relative frequencies. 
Heidke’s Skill (HSS) is defined as 
 2( )HSS = 
( )( ) ( )( )
ad bc
a b b d a c c d
−
+ + + + +  
The HSS is a measure of skill, where the concept of skill is one which a forecast is 
superior to some known reference forecast (e.g., random chance). Its range is -1 to +1, 
where -1 is an anti-skill, 0 is no skill, and +1 is a perfect skill. The HSS is commonly 
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used in meteorology since it uses all elements in the confusion matrix and works well for 
rare event forecasting (e.g. tornadoes) (Doswell et. al., 1990). 
Probability of False Detection (POFD) is defined as 
 POFD = b
b d+  
The POFD measures the ratio of false alarms to the total number of observations. Its 
range is 0 to 1, and a perfect score is 0. The POFD is a measure of inaccuracy with 
respect to the observations and provides a measure of the extent to which the forecasts 
provide a false warning for the occurrence of an event. 
Critical Success Index (CSI) is defined as 
 CSI = a
a b c+ +  
The CSI measures the fraction of observed and/or forecast events that were correctly 
forecast. Its range is 0 to 1, and a perfect score is 1. The CSI is sensitive to hits, penalizes 
both misses and false alarms. The measure does not discriminate between sources of 
forecast error, and it depends on the climatological frequency of events (worse scores for 
rarer events) since some hits can occur purely due to random chance. 
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Chapter 7 
Preliminary Computational Results 
In this section, the results of the analyzed data sets described in chapter 6 are presented 
and discussed. The following model problems are used to train and test the data sets with 
and without prior knowledge.  
• Linear Multi-classification Tikhonov Regularization Support Vector Machine 
(LMTRSVM): Model problem 4.1.9. 
• Nonlinear Multi-classification Tikhonov Regularization Kernel Machine 
(NLMTRKM): Model problem 4.2.7. 
• Reduced Nonlinear Kernel Multi-classification Tikhonov Regularization Machine 
(RKMTRM): Model problem 4.3.4. 
• Linear Multi-classification Tikhonov Regularization Knowledge-based Support 
Vector Machine (LMTRKSVM): Model problem 5.1.1.13. 
• Nonlinear Multi-classification Tikhonov Regularization Knowledge-based Kernel 
Machine (NLMTRKKM): Model problem 5.2.6. 
• Reduced Nonlinear Kernel Multi-classification Tikhonov Regularization 
Knowledge-based Machine (RKMTRKM): Model problem 5.3.4. 
All computations were performed using MATLAB. For nonlinear separation, a 
polynomial kernel function (2.1.3.4) with p = 2 was used to train and test the models. To 
demonstrate the uniqueness of the formulations, a comparison between the models was 
conducted. The comparisons were made by evaluating a performance parameter 
(misclassification error) defined below: 
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1 Total number of correctly classified points
Total number of observed points
β ⎛ ⎞= − ⎜ ⎟⎝ ⎠   (7.1) 
β  represents the overall misclassification error rate, i.e., the fraction of misclassified 
points for a given data set. For 100% classification, 0β = .  
 
7.1 Data Driven Model 
Results of the GPA, IRIS, WINE, 2D & 3D vertical, and horizontal flow data trained on 
the data driven models (LMTRSVM, NLMTRKM and RKMTRM), are shown in Tables 12 - 
16. A comparison was also made on the multi-class LS-SVM model (3.2.7) (Suykens & 
Vandewalle, 1999c). It should be noted that β  (error rate) in Tables 12 - 16 is defined by 
(7.1) and computing (cpu) time is measured in seconds.  
Table 12. Average test error rate for LMTRSVM, NLMTRKM and multi-class LS-
SVM on GPA Data (varying tradeoff, λ) 
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Table 13. Average test error rate for LMTRSVM, NLMTRKM and multi-class LS-
SVM on IRIS Data (varying tradeoff, λ) 
 
 
 
Table 14. Average test error rate for LMTRSVM, NLMTRKM and multi-class LS-
SVM on WINE Data (varying tradeoff, λ) 
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Table 15. Average test error rate for LMTRSVM, NLMTRKM, RKMTRM and multi-
class LS-SVM on 2D & 3D VERTICAL Flow Data (varying tradeoff, λ) 
 
 
Table 16. Average test error rate for LMTRSVM, NLMTRKM, RKMTRM and multi-
class LS-SVM on 2D & 3D HORIZONTAL Flow Data (varying tradeoff, λ) 
 
 
 
 
Observations 
 
The values in bold are the lowest error rates for a specific data set with respect to its 
tradeoff constant. Tables 12 – 14 present the average test error rate results based on three 
runs (random samples) for the GPA, IRIS & WINE Data respectively. All models trained 
on the GPA data report similar error rates (0.0714, see Table 12). The use of the 
polynomial kernel function shows no improvement in the error rates. In Table 13, 
differences in the errors of the learning models become obvious. While all learning 
models report comparable error rates, the NLMTRKM model reports the lowest 
misclassification error (0.0178). Similar to the IRIS data, the WINE data (see Table 14) 
also reflects the differences in the error rates of the learning models. While the 
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misclassification errors are comparable, especially between the LMTRSVM, LS-MSVM 
and NLMTRKM models, Suykens & Vandewalle LS-MSVM (1999c) report a slightly 
lower error (0.0114) than the rest. 
The computational training time (cpu time) of all learning models trained on the GPA, 
IRIS and WINE data are adequate, but with LMTRSVM reporting the lowest cpu time. 
The LMTRSVM model is of the magnitude of number of attributes n of a given dataset, 
while the NLMTRKM is of the magnitude of the number of data points m, hence the 
computational training time of the linear model (LMTRSVM and LS-MSVM with a linear 
kernel) (m>>n) will be lower than its nonlinear counterpart (LS-MSVM & NLMTRKM, 
both with a polynomial kernel function). However, if (m<<n) then the computational 
training time of the nonlinear kernel models will be lower than its linear counterpart. 
Changing the tradeoff constant λ may improve the generalization ability, however for the 
NLMTRKM model (λ=0), the matrix becomes nonsingular. Hence, its solution is not 
appropriate because it is not unique, i.e. there exist several alternate solutions to the same 
problem using the same method (NLMTRKM). 
Table 15 presents the average test error rate results, based on three & four runs (random 
samples) for the 2D & 3D vertical flow data respectively. With respect to the 2D vertical 
flow data, the mean error rate is lowest at 0.0098. This error rate was obtained using both 
the LMTRSVM and LS-MSVM models. The second best error rates (0.0131) were 
obtained by performing training on the RKMTRM, NLMTRKM and LS-MSVM models. 
The highest error rate (0.0163) was reported by the NLMTRKM and LS-MSVM (poly 
kernel) models. The error rates for the 2D data are low enough to suggest that the data 
might be linearly separable. The theoretical correlation error rate for 2D vertical flow is 
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0.0163, which is comparable but not better than the learning models. The learning models 
perform better than the theoretical model. 
The 3D vertical flow data classification is a more complex problem because an extra 
attribute accounting for the influences of the pipe size is included in the model. The error 
rates for the RKMTRM model appear to outperform the other models in comparison. The 
lowest error rate stands at 0.0298, which is also better than the 3D vertical flow 
theoretical model error rate (0.1227). It should be noted that the NLMTRKM and LS-
MSVM formulations are in dual space which is induced by a kernel function, and the 
RKMTRM model formulation is in a reduced dual space also induced by a kernel function. 
Table 16 presents the average test error rate results, based on three & four runs (random 
samples) for the 2D & 3D horizontal flow data respectively. For both 2D and 3D 
horizontal flow data classification, the best error rate (0.0568 and 0.0736 respectively) 
was obtained by performing training on the RKMTRM model. The other learning models 
also report comparable error rates but, preference is given to the model with the lowest 
error rate (RKMTRM). The 2D and 3D horizontal flow theoretical error rates are 0.0970 
and 0.0918 respectively, while less than 10%, it does not outperform the nonlinear 
learning models. 
The cpu time appears to be consistent irrespective of the varying tradeoff constants. From 
a computational point of view, the RKMTRM model is better for nonlinear separation, 
because it reduces the computation (cpu) time to train nonlinearly separable data. Based 
on the results given in Tables 15 & 16, the reduction in cpu time is within the interval 68 
– 89%. The RKMTRM model is a significantly faster and simpler method to implement. 
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7.2 Prior Knowledge Model 
7.2.1 Laminar/Turbulent Fluid Flow Prior Knowledge 
The tradeoff constant considered was within the interval 0 – 100; and the deviation factor 
used was ε = 0.01. Further comparisons were made between the NLMTRKKM model, 
LMTRKSVM model, the traditional SVM (Vapnik, 1995; Trafalis & Oladunni, 2004), and 
the mixed integer programming kernel based classifiers (MIPKCps & MIPKCp, Oladunni 
& Trafalis, 2005). 
Results of the fluid flow pattern data with prior knowledge information trained on the 
NLMTRKKM model, and compared with the LMTRKSVM, SVM, MIPKCps, & MIPKCp 
model (Oladunni & Trafalis, 2005), as shown in Tables 17 & 18. It should be noted 
that β  (error rate) in the Tables are defined by (7.1), and the computing (cpu) time is 
measured in seconds. All computations and experiments were performed using 
MATLAB for NLMTRKKM, LMTRKSVM & SVM (Gunn, 1998) model and CPLEX OPL 
(ILOG, 2003) for the mixed integer programming kernel based models. 
Table 17. Sample and Average random sample validation test error rate for 
NLMTRKKM on Fluid Flow Pattern Data (varying tradeoff, λ). 
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Table 18. Average error, accuracy & cpu. time of NLMTRKKM, LMTRKSVM, 
MIPKC & SVM models. 
 
 
Observations 
Tables 17 & 18 contain results for the NLMTRKKM, LMTRKSVM, MIPKCps, MIPKCp, & 
SVM model on the fluid flow pattern classification data. The models in comparison 
generally report promising error rates. The NLMTRKKM model reports the smallest error 
(0), meaning that the testing data set was correctly classified (100% classification). The 
error rate (0.0139) for the model with prior knowledge (LMTRKSVM) performs in the 
same capacity as the data driven mixed integer programming model (MIPKCps). The 
computation time of both the NLMTRKKM and LMTRKSVM model are comparable, and 
both clearly outperform the other learning models. The SVM models report the next best 
computation time and the MIPKC model reports the worst time. 
The fast solution of the LMTRKSVM model is due the formulation of the problem that is 
analyzed in the primal (input) space, i.e., the dimensionality of the classification problem 
is the number of attributes (variables) of the data set, in our case n = 5. The fast solution 
of the NLMTRKKM model is due to the small size of the test set (m = 46 test 
observations) and, when possible, the avoidance of iterative methods in computing its 
solution. The next best computation time to the NLMTRKKM model is the SVM model, 
and its fast solution is also due to the (m = 46 test observations), but in this case iterative 
methods are employed to find its solution. The MIPKC models require more time 
because their formulation is based on integer and mixed integer programming techniques 
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which generally perform more enumerations in obtaining a solution than their continuous 
counterparts such as SVM, LMTRKSVM and NLMTRKKM.  
The influence of the tradeoff is on a slight decrease from λ = 1 to 5, at the tradeoff 
constant, λ = 10 to 100, the error rates increase slightly. At λ =0, no error rates are 
reported because the solution is not unique, meaning the matrix of the system of 
equations is singular. But at λ =1, we actually provide equal weighting to both the 
maximization of the margin between the laminar and turbulent flow patterns, and 
minimization of the empirical error of misclassification. As the tradeoff increases then 
the weighting between both the maximization of the margin and minimization of the 
training misclassification error becomes uneven. In this study, λ = 5 & 10 report the best 
misclassification error (100% correct classification).  
 
7.2.2 Wisconsin Breast Cancer Prognosis Prior Knowledge 
Results of the WPBC data with prior knowledge information trained on the LMTRKSVM 
model and compared with the LMTRSVM model (4.1.9) are shown in Tables 19-23. 
Comparisons were also made on the LS-SVM model (2.4.1) (Suykens & Vandewalle, 
1999b) and the KBSVM model (2.6.2) (Fung, et al., 2002). The LMTRSVM, LMTRKSVM 
& LS-SVM computations were performed using MATLAB, while the KBSVM 
computation was conducted on Xpress-MP. It should be noted that the error rate in 
Tables 19-23 is defined by (7.1) and computing (cpu) time is measured in seconds.  
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Table 19. Sample and Average random sample validation test error rate for 
LMTRSVM on WPBC Data (varying tradeoff, λ) 
 
 
 
 
 
Table 20. Sample and Average random sample validation test error rate for LS-
SVM on WPBC Data (varying tradeoff, λ) 
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Table 21. Sample and Average random sample validation test error rate for 
LMTRKSVM on WPBC Data (varying tradeoff, λ) 
 
 
Table 22. Sample and Average random sample validation test error rate for 
KBSVM on WPBC Data (varying tradeoff, λ) 
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Table 23. Average 10-fold cross validation test error rate for LMTRKSVM on WPBC 
Data set with 198 pts and 110 pts (varying tradeoff, λ) 
 
 
Observations 
Tables 19 & 20 present the average test error rate results for the LMTRSVM & LS-SVM 
model respectively, based on five runs (random sample validation) for the WPBC 
(sample size = 198) without prior knowledge. The results show a decreasing trend of the 
error rates with an increase in the tradeoff constant for the LMTRSVM model. The 
LMTRSVM model reports a better error rate of 0.2286, while the LS-SVM lowest error 
rate is 0.2408.  
Tables 21 & 22 present the average test error rate results for the LMTRKSVM & KBSVM 
models respectively, based on five runs (random sample validation) for the WPBC 
(sample size = 198) with prior knowledge. For the LMTRKSVM model, the results also 
show a decreasing trend of the error rates when the tradeoff constant increases. However, 
the KBSVM error rates show an increasing trend when the tradeoff constants increase. 
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The LMTRKSVM model reports a much better error rate of 0.2306, while the KBSVM 
lowest error rate is 0.2775. 
For the tradeoffs (λ > 0) used in LMTRKSVM, the error rates do not appear to be 
significantly different. But at λ=0, a difference between the solution of the two models is 
observed. This suggests the prior rules do have a positive effect on the data. The 
stabilizer, which is the L2 norm of w, is omitted (not minimized), and LMTRSVM only 
enforces closeness of data unique to its class (correctness of 70.21%), while the 
LMTRKSVM simultaneously enforces the closeness of data and prior knowledge unique 
to its class (correctness of 74.08%), and as a result the expert domain knowledge 
information is contained in the classifiers. The sample size of the data is small, so the 
computation running time is not an issue. Based on the random sampling validation 
results on Tables 19 - 22, the best and worst accuracy was reported by the LMTRSVM 
with correctness rate of 77.14% and 70.21% respectively. The correctness rate for the 
LMTRKSVM is 76.94% and 74.08% respectively. The length of the accuracy interval for 
both models is 6.93% for LMTRSVM, and 2.86% for the LMTRKSVM. If the interest lies 
in the highest accuracy, the best model would be LMTRSVM. However, since the highest 
accuracy for both models are approximately the same, the model with the lowest 
accuracy interval length shows more consistency, hence the LMTRKSVM is more 
favorable. 
Table 23 presents the average test error rate results for the LMTRKSVM model, based on 
the 10-fold cross validation for the WPBC (sample size = 198, 110) with prior 
knowledge. The solution of the WPBC198 data shows a decreasing trend of the error rates 
when the tradeoff constant increases. At λ = 100 (λ = 1), the highest and worst 
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correctness rate is 78.32% and 74.79% respectively, with an accuracy interval length of 
3.53%. This analysis is consistent with random sample validation LMTRKSVM accuracy 
analysis in terms of the accuracy interval length, and clearly higher than the correctness 
rate of the LMTRSVM model. The solution of the WPBC110 data shows an increasing 
trend of the error rates which approaches steady state when the tradeoff constant, λ > 0. 
At λ = 0 (λ = 1, 5, 10, 50 & 100), the highest (worst) correctness rate is 69.09% (68.18%) 
with accuracy interval length of 0.91%. The solution of the LMTRKSVM model reports a 
reasonably better solution of the Wisconsin breast cancer prognosis data set of 110 
patients (recursive and non-recursive patient) than the KBSVM of Fung, et al. (2002), 
which has a correctness rate of 66.4%.  It also outperforms the standard SVM model 
correctness rate of 66.2%.   
The prior knowledge incorporation model (LMTRKSVM) can be considered a recipe for 
preventing over-fitting, because in addition to data sets, additional constraints 
representing a correlation or relationship inherent and unique to the existence of a 
category, is incorporated in the model. Hence, the results based on the LMTRKSVM 
model can be regarded as a more robust solution. The error rates of the k-fold cross 
validation method appear to be more consistent in terms of having both lower error rate 
and lower accuracy interval length. 
 
7.2.3 Tornado Prior Knowledge 
In this section, the forecast assessment indices defined in section 6.3 are used to analyze 
the tornado data sets and prior sets described in chapter 6. The LMTRKSVM model is 
used to train the data sets with prior knowledge. A comparison was also made on the 
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KBSVM model (2.6.2) (Fung, et al., 2002). The LMTRKSVM computation was 
performed using MATLAB, while the KBSVM computation was conducted on Xpress-
MP. The average CPU time for the LTRKSVM was 0.05s, whereas for the KBSVM 
method it was 0.6s Results from the testing data are summarized in Table 24 and 25. 
 
Table 24. Forecast Summary for LMTRKSVM on Tornado Data 
 
 
Table 25. Forecast Summary for KBSVM on Tornado Data 
 
 
Observations 
Table 24 presents the sample and average summary statistics, based on five runs (random 
samples) for the Tornado Data with prior knowledge specified in section 6.2.  The model 
data is a balanced design with equal data for training and testing, and the average values 
of all indices are favorable to the tornado data trained on the LMTRKSVM model. 
The statistics of the LMTRKSVM model are very encouraging.  The average error rate for 
five random samples is 0.1449, with a minimum error rate of 0.1397.  The ability to 
forecast correctly observed events is represented by POD, which has an average value of 
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0.8641.  Note that this is much closer to the ideal value of 1.0 than previous work 
(Marzban and Stumpf, 1996). Conversely, the ability to distinguish correct forecasts of 
tornadoes from those observations that do not materialize is summarized in the FAR.  
High FAR has been a persistent problem in tornado forecasting.  Here we find that the 
average FAR is 0.1508, or about one-third of that reported in Marzban and Stumpf 
(1996).  The relative contribution of POD and FAR can be assessed through the average 
bias, which has a value of 1.0179, indicating a slight over-forecast model; however, its 
value is close to 1, which is a perfect score.  The incorrect forecasts can be interpreted 
further through POFD (0.1538), which examines observations of no tornadoes when 
forecasts were either for a tornado or no tornado.  The perfect score for this index is 0.  
The CSI penalizes for both misses and false alarms.  The average value is 0.7489.  To 
determine how much better the forecast is than some random reference is measured by 
the skill.  There is consistency in HSS values for all five random samples, the average 
HSS is 0.7103, and the perfect skill is 1.  
These results can be compared directly to those for KBSVM model (see Table 25).  The 
average error for KBSVM is 0.1674, a change that is approximately 15.5% higher than 
the error for the LMTRKSVM model.  Similarly, the LMTRKSVM model outperforms the 
KBSVM with a higher POD (by +3.4%) and lower FAR (by -11%).  Despite the slightly 
inferior performance of the KBSVM model, the bias is closer to the ideal 1.0, reflecting a 
slight reduction in over-forecasting at the expense of slightly increased under-forecasting.  
The LMTRKSVM has a notably lower POFD compared to KBSVM, with a change of -
10%, whereas CSI drops similarly in KBSVM (-4.6%).  Heidke Skill is markedly higher 
for LMTRKSVM (+6.8% change).  Taken collectively, of these forecast evaluation 
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statistics suggest that LMTRKSVM is the most accurate technique.  The results are 
promising, suggesting, the incorporation of prior knowledge to tornado discrimination 
offers a reasonably lower error rate, implying the thresholds values are good bounds for 
their respective attributes. 
 
7.2.4 Vertical and Horizontal Prior Knowledge 
The tradeoff constant considered are within the interval 0 – 100. The outputs (flow 
regimes) were coded as follows: 
Vertical Flows: 1 – bubble, 2 – intermittent and 3 – annular. Slug and churn flows were 
grouped together as intermittent, because for both flows neither the gas nor the liquid 
phase is dominant. 
Horizontal Flows: 1 – annular, 2 – dispersed bubble, 3 – intermittent, 4 – stratified 
smooth, and 5 – stratified wavy. 
 
Results of the 2D & 3D vertical, and horizontal flow data with prior knowledge 
information trained on the data driven and knowledge based models, are shown in Tables 
26-29. It should be noted that β  (error rate) in the Tables is defined by (7.1), and the 
computing (cpu) time is measured in seconds. The theoretical correlations of McQuillan 
& Whalley (1985) and Weisman et al. (1979) were also simulated to compare with the 
learning models. The error rates for the 2D Vertical flow data is 0.0163, the 3D Vertical 
flow data reports an error rate of 0.1227, the 2D Horizontal flow data reports an error rate 
of 0.0970, and the 3D Horizontal flow data reports an error rate of 0.0918. All 
computations and experiments were performed using MATLAB. 
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Table 26. Average test error rate for RKMTRKM on 2D VERTICAL Flow Data 
(varying tradeoff, λ) 
 
 
Table 27. Average test error rate for RKMTRKM on 3D VERTICAL Flow Data 
(varying tradeoff, λ) 
 
 
Table 28. Average test error rate for RKMTRKM on 2D HORIZONTAL Flow Data 
(varying tradeoff, λ) 
 
 
Table 29. Average test error rate for RKMTRKM on 3D HORIZONTAL Flow Data 
(varying tradeoff, λ) 
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Observations 
The values in bold are the lowest error rates for each tradeoff constant λ.  
Table 26 presents the average test error rate results, based on three runs (random 
samples) for the 2D vertical flow data. The lowest mean error rate (0.0098) was obtained 
using the LMTRSVM, LMTRKSVM and RKMTRKM model. The second best error rate 
(0.0131) was obtained by performing training on the NLMTRKM, NLMTRKKM and 
RKMTRM model. The error rates for the 2D data are low enough to suggest that the data 
might be linearly separable. The theoretical correlation error rate for 2D vertical flow is 
0.0163, which is comparable but not better than the learning models. The 3D data 
classification is a more complex problem because an extra attribute accounting for the 
influences of the pipe size is included in the model.  
Table 27 presents the average test error rate results, based on four runs (random samples) 
for the 3D vertical flow data. The error rate for the NLMTRKKM and RKMTRKM models 
appear to outperform the other models in comparison. The lowest error rate stands at 
0.0287, which is also better that than the 3D vertical flow theoretical model error rate at 
0.1227. It should be noted that the NLMTRKKM formulation are in a dual space induced 
by a kernel function, and the RKMTRKM model formulation is in a reduced dual space 
also induced by a kernel function. 
Table 28 presents the average test error rate results, based on three runs (random 
samples) for the 2D horizontal flow data. The error rate for the NLMTRKKM and 
RKMTRKM models appear to outperform the other models in comparison. The lowest 
error rate stands at 0.0541 and it also surpasses the 3D vertical flow theoretical model 
error rate at 0.0970. The knowledge sets seem to influence the classifiers, because for 
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each nonlinearly data driven model, its corresponding knowledge based model reports a 
smaller error rate.  
Table 29 presents the average test error rate results, based on four runs (random samples) 
for the 3D horizontal flow data. The lowest mean error rate (0.0736) was obtained by 
performing training on the RKMTRM model. The knowledge sets do not seem to 
influence the classifiers however, the reduction of the mapping input vectors of the model 
problems seem to influence the classifiers. The theoretical correlation error rate for 3D 
horizontal flow is 0.0918, which is comparable but not better than the learning models. 
The other learning models also reports comparable error rates but, preference is given to 
the model with the lowest error. 
Overall the nonlinear models perform better than their linear counterparts. Incorporation 
of prior knowledge seems appropriate for the data sets. Through observation the 
nonlinear models with a higher cpu time perform better than the linear models. The cpu 
time of the NLMTRKKM is significantly higher than other methods. This is further 
testament that an increase in number of training samples, as well as the inclusion of 
additional constraints representing the knowledge set (prior knowledge), increases the 
computation (cpu) training time. 
Models RKMTRM & RKMTRKM both use a reduced kernel matrix, and are both intended 
to decrease training time while providing simultaneously providing good generalization 
and reduced misclassification error. Reducing the dimensions of the kernel matrix 
reduces the computational time tremendously. The reduced kernel models are preferred 
due their fast implementation, ability to solve large data sets, and memory storage ability. 
Through experimentation, it is obvious that at λ=0 in dual space, the model is either 
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infeasible or nonsingular, and this applies to all nonlinear models. In either case their 
solutions are not acceptable, as it is does not exist or it is not unique.  
The cpu time appear to be consistent irrespective of the varying tradeoff constants. From 
a computational point of view, the RKMTRKM model is better for nonlinear separation of 
sets with prior knowledge as it reduces the computation (cpu) time to train nonlinearly 
separable data. Based on the results given in Tables 26 - 29, the reduction in cpu time is 
within the interval 86 – 96%.  
The prior knowledge incorporation model can be considered a recipe for preventing over-
fitting, because in addition to data sets, additional constraints representing a correlation or 
relationship inherent and unique to the existence of a category, is incorporated in the 
model. Hence, the results based on the knowledge based models can be regarded as a 
more robust solution, capable of generating robust bounding planes for its category. 
Preference for a model should be based on the data set, i.e. having a visible structure or 
some similarity. For linear classification problems with (without) prior knowledge, model 
LMTRKSVM (LMTRSVM) is preferred. For nonlinear classification problems with 
(without) prior knowledge, model NLMTRKKM (NLMTRKM) is preferred. When 
computational time is essential to a nonlinear classification problem with (without) prior 
knowledge, model RKMTRKM (RKMTRM) is preferred. 
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Chapter 8 
Summary, Conclusions and Future Research 
8.1 Summary 
In this study, several least square classification models have been developed for multi-
category classification and knowledge based multi-category classification. The least 
square multi-classification models are referred to as the linear multi-classification 
Tikhonov regularization support vector machine (LMTRSVM), nonlinear multi-
classification Tikhonov regularization kernel machine (NLMTRKM), reduced nonlinear 
kernel multi-classification Tikhonov regularization machine (RKMTRM), linear multi-
classification Tikhonov regularization knowledge-based support vector machine 
(LMTRKSVM), nonlinear multi-classification Tikhonov regularization knowledge-based 
kernel machine (NLMTRKKM) and reduced nonlinear kernel multi-classification 
Tikhonov regularization knowledge-based machine (RKMTRKM). All six models are 
convex optimization problems, and they can be used to determine the maximum margin 
of separation between the given classes.  
An important finding of the least square classification models is the ability to express the 
weights (parameters) that characterize the optimal separating hyperplane or surface, in 
terms of the given data of interest. Another positive outcome is the succinct 
representation of their respective formulations. The formulations express a multi-
categorical problem with or without prior knowledge, as a single convex optimization. In 
addition, it can be used for binary problems or two-class classification problems with or 
without prior knowledge.  
 140
To illustrate the workings of the proposed models the binary AND problem, Exclusive 
XOR problem, and a simple three class problem with & without prior knowledge have 
been used. Through experimentation we showed the influence of the tradeoff parameter 
on the solution of the classification weights. An increase in the tradeoff increases the 
pairwise margin of separation defined by the approximate bounding hyperplanes and 
simultaneously reduces the L2-norm of the normal vector defining the optimal 
hyperplane. More importantly, the influence of prior knowledge (knowledge sets) in the 
form of multiple polyhedral sets is demonstrated. In the present case, additional 
constraints that incorporate the prior knowledge set directly to the pairwise normal 
vectors have been formulated, and its solution is expressed in an explicit form. 
The analysis of several data sets such as the GPA data, IRIS data, WINE data, WPBC 
data, Laminar/turbulent fluid flow pattern data, Tornado data, and Vertical & Horizontal 
Two-phase flow data look promising and in some cases outperform other existing 
models. 
The ability of the models to provide fast solutions is very encouraging. In Tables 30 - 34 
are the summary of the average error rates of all two-class and multi-class data sets (in 
bold are the lowest average error rates and cpu time for each data set). For the two-class 
model comparisons, all models yield comparable error rates. However, the knowledge-
based models (LMTRKSVM & NLMTRKKM) report a better error rate in comparison with 
the rest of the models. For the multi-class model comparisons, the LMTRSVM & LS-
MSVM yield comparable error rates. However, the reduced kernel data driven model and 
knowledge-based models (RKMTRM, LMTRKSVM, NLMTRKKM & RKMTRKM) report a 
better error rate in comparison with the rest of the models. 
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Table 30. Summary of average test error rate for SVM, LMTRKSVM & 
NLMTRKKM on two-class Flow pattern data 
 
 
Table 31. Summary of average test error rate for LMTRSVM, LS-SVM, KBSVM & 
LMTRKSVM on two-class WPBC data (198 points) 
 
 
Table 32. Summary of average test error rate for SVM, KBSVM & LMTRKSVM on 
two-class WPBC data (110 points) 
 
 
Table 33. Summary of average test error rate for LMTRSVM, SVM, KBSVM, & 
LMTRKSVM on two-class Tornado data 
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Table 34. Summary of average test error rate for LMTRSVM, LS-MSVM, 
NLMTRKM, RKMTRM, LMTRKSVM, NLMTRKKM & RKMTRKM on multi-class 
data sets 
 
Note that the GPA, IRIS and WINE have no prior knowledge. 
Overall, the knowledge-based models display a better performance in comparison with 
the other data driven (data-based) models. It is evident through experimentation that the 
LMTRSVM, RKMTRM, LMTRKSVM and RKMTRKM models are fast algorithms. The 
reduction in the computational time is a direct result of the derivation of the LMTRSVM 
& LMTRKSVM model problem to linear systems of equations of the magnitude of the 
attributes. However, the computational tractability of the RKMTRM and RKMTRKM is a 
direct result of the subset data used to induce the kernel function. It is also interesting to 
highlight the role of the tradeoff constant that can be used to force the models to be 
strong convex optimization problems, i.e., to satisfy positive definite matrix properties. 
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8.2 Future Research 
Development of an algorithm for classification problem would be a good direction for 
future research. The linear system of equations derived from each optimization model 
problem can be investigated for determining a more efficient matrix method solution. 
Matrix methods such as LU decomposition, Cholesky decomposition, QR decomposition 
and singular value decomposition (SVD) (Lewis et al., 2006), or optimization algorithms 
such as conjugate gradient method (Lewis et al., 2006) can be investigated to solve this 
problem. 
A recursive least square estimation can also be investigated in the context of online 
training/incremental learning methods. Such a model would avoid having to re-train the 
optimization model when a new point comes into the system/network. A recursive model 
would be computationally tractable since it can provide a means of storing the old 
solution, and then use the new point coming into the system to update the old solution. 
Finally, since the proposed optimization models assume that the problem of interest is 
static/deterministic in nature, a dynamic/deterministic model can be investigated by 
assuming that each observation at time ti is dependent on the observation at time ti-1.  
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Appendices 
Appendix A. LMTRSVM MATLAB Training Code (Linear Classification) 
function [K,nbdata,gsol,xsol,t1]=Pair_wise_LMTRSVM(x,y,a) 
  
% x: Input data (matrix) 
% y: Class of input data (vector) 
% a: trade off constant (scalar) 
% usage: [K,nbdata,gsol,xsol,t1]=Pair_wise_LMTRSVM(x,y,a) 
  
Mmax = max(y); %label: 1, 2, 3, ..., M 
Mmin = min(y); %label: 1, 2, 3, ..., M 
M = Mmax-Mmin + 1; 
nbdata=zeros(1,M*(M-1)/2); 
st = cputime; 
[baris,col]=size(x); 
xsup=[]; 
k=1; 
K=[];Lt=[]; 
for i=1:M-1 
    for j=i+1:M 
        indi=find(y==i); 
        indj=find(y==j); 
        xapp=[x(indi,:); -x(indj,:)]; 
        xsup=[xsup;xapp]; 
        lab=[-ones(size(x(indi,:),1),1);ones(size(x(indj,:),1),1)]; 
        n2=size(xapp,1); 
        nbdata(k)=n2; 
        Lt=blkdiag(Lt,lab); 
        K=blkdiag(K,xapp); 
        k=k+1; 
    end 
end 
sA=size(K); 
[r,c]=size(Lt); 
st=cputime; 
  
% Linear Multiclass Tikhonov Regularization Support Vector Machine 
Classification 
xsol=(a*eye(sA(2))+(K'*K)-(K'*Lt*((Lt'*Lt)^-1)*(Lt'*K)))\((-
K'*Lt*((Lt'*Lt)^-1)*(Lt'*ones(sA(1),1)))+(K'*ones(sA(1),1))); % w 
weights 
gsol=((Lt'*Lt)^-1)*(-(Lt'*K*xsol)+(Lt'*ones(sA(1),1))); % bias offset 
t1=cputime-st; 
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Appendix B. LMTRKSVM MATLAB Training Code (Linear Classification) 
function [K,nbdata,gsol,xsol,t1]=Pair_wise_LMTRKSVM(x,y,B,b,yb,a) 
  
% x: Input data (matrix) 
% y: Class of input data (vector) 
% B: Prior knowledge (matrix) 
% b: Right hand side of prior knowledge (vector) 
% yb: Class of prior knowledge (vector) 
% a: trade off constant (scalar) 
% usage: [K,nbdata,gsol,xsol,t1]=Pair_wise_LMTRKSVM(x,y,B,b,yb,a) 
  
Mmax = max(y); %label: 1, 2, 3, ..., M 
Mmin = min(y); %label: 1, 2, 3, ..., M 
M = Mmax-Mmin + 1; 
nbdata=zeros(1,M*(M-1)/2); 
st = cputime; 
[baris,col]=size(x); 
xsup=[]; 
k=1; 
K=[];Lt=[];Bti=[];Btj=[];IBi=[];IBj=[];bti=[];btj=[];Ibi=[];Ibj=[];ebi=
[];ebj=[]; 
for i=1:M-1 
    for j=i+1:M 
        indi=find(y==i); 
        indj=find(y==j); 
        indbi=find(yb==i); 
        indbj=find(yb==j); 
        KBi=B(indbi,:);  
        KBj=B(indbj,:); 
        Kbi=b(indbi,:);  
        Kbj=b(indbj,:); 
        laBi=eye(size(KBi,2));   
        laBj=eye(size(KBj,2)); 
        labi=eye(size(Kbi,2));   
        labj=eye(size(Kbj,2)); 
        xapp=[x(indi,:); -x(indj,:)]; 
        xsup=[xsup;xapp]; 
        lab=[-ones(size(x(indi,:),1),1);ones(size(x(indj,:),1),1)];         
        n2=size(xapp,1); 
        nbdata(k)=n2; 
        Lt=blkdiag(Lt,lab); 
        K=blkdiag(K,xapp); 
        Bti=blkdiag(Bti,KBi); %Bi 
        Btj=blkdiag(Btj,KBj); %Bj 
        bti=blkdiag(bti,Kbi); %bi 
        btj=blkdiag(btj,Kbj); %bj 
        IBi=blkdiag(IBi,laBi); %Iu 
        IBj=blkdiag(IBj,laBj); %Iv 
        Ibi=blkdiag(Ibi,labi); %Eu 
        Ibj=blkdiag(Ibj,labj); %Ev 
        ebi=[ebi;labi];  %eu 
        ebj=[ebj;labj];  %ev 
        k=k+1; 
    end 
end 
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sA=size(K); 
[r,c]=size(Lt); 
  
% Linear Multiclass Tikhonov Regularization Knowledge Based Support 
Vector Machine Classification 
U=(Bti*Bti'+bti*bti')^-1; 
V=(Btj*Btj'+btj*btj')^-1; 
H=[(Lt'*Lt)+(Ibi'*(Ibi-bti'*U*bti*Ibi))+(Ibj'*(Ibj-btj'*V*btj*Ibj))]^-
1; 
Li=(Lt'*K)-(Ibi'*bti'*U*Bti*IBi)-(Ibj'*btj'*V*Btj*IBj); 
aa=(Lt'*ones(sA(1),1))-(Ibi'*(ebi-bti'*U*bti*ebi))+(Ibj'*(ebj-
btj'*V*btj*ebj)); 
M=[(a*eye(sA(2)))+(K'*(K-Lt*H*Li))+(IBi'*(IBi-Bti'*U*(Bti*IBi-
bti*Ibi*H*Li)))+(IBj'*(IBj-Btj'*V*(Btj*IBj-btj*Ibj*H*Li)))]; 
av=[(K'*(ones(sA(1),1)-Lt*H*aa))+(IBi'*Bti'*U*bti*(ebi+Ibi*H*aa))-
(IBj'*Btj'*V*btj*(ebj-Ibj*H*aa))]; 
xsol=M\av; % w weights 
gsol=H*[-Li*xsol+aa]; % bias offset  
t1=cputime-st; 
 
Appendix C. LMTRSVM & LMTRKSVM MATLAB Testing Code (Linear 
Classification) 
function yt=Pair_wise_LMTRSVM_test(K,tstx,nbdata,xsol,gsol) 
  
%This to predict the label of data point with LMTRSVM or LMTRKSVM 
% K: input data matrix obtained from Pairwise_LMTRSVM or 
Pairwise_LMTRKSVM 
% tstx: input sample for testing set 
% nbdata: number of data for each classifier 
% xsol: w weights obtained from Pairwise_LMTRSVM or Pairwise_LMTRKSVM 
% gsol: bias offset obtained from Pairwise_LMTRSVM or Pairwise_LMTRKSVM 
% yt: predicted label for testing set   
  
[n1,n2]=size(tstx); 
nbclass=(1+ sqrt(1+4*2*length(nbdata)))/2; 
vote=zeros(n1,nbclass); 
m=nbclass*(nbclass-1)/2; 
k=1; 
nbtest=[0 n1*ones(1,m)]; 
aux=cumsum(nbtest); 
Knew=[]; 
for i=1:nbclass-1; 
    for j=i+1:nbclass;    
 Knew=blkdiag(Knew,tstx); 
end 
end 
Knew; 
size(Knew); 
gamv=[]; 
for z=1:m 
gam=[gsol(z)*ones(n1,1)];     
gamv=[gamv;gam]; 
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end 
gamv; 
size(gamv); 
y=(Knew*xsol)-gamv; 
for i=1:nbclass-1; 
    for j=i+1:nbclass;   
        indi=find(y(aux(k)+1:aux(k)+nbtest(k+1))>=0); 
        indj=find(y(aux(k)+1:aux(k)+nbtest(k+1))<0); 
        vote(indi,i)=vote(indi,i)+1; 
        vote(indj,j)=vote(indj,j)+1;        
        vote; 
        k=k+1; 
        if k==m 
            break 
        end 
    end 
end 
[maxi,yt]=max(vote'); 
yt=yt'; 
 
Appendix D. NLMTRKM MATLAB Training Code (Nonlinear Classification) 
function [K,Lt1,nbdata,gsol,xsol,t1]=Pair_wise_NLMTRKM(x,y,a,p,d) 
  
% x: Input data (matrix) 
% y: Class of input data (vector) 
% a: trade off constant (scalar) 
% p: polynomial kernel coefficent (scalar) 
% d: degree of polynomial kernel (scalar) 
% usage: [K,Lt1,nbdata,gsol,xsol,t1]=Pair_wise_NLMTRKM(x,y,a,p,d) 
  
Mmax = max(y); %label: 1, 2, 3, ..., M 
Mmin = min(y); %label: 1, 2, 3, ..., M 
M = Mmax-Mmin + 1; 
nbdata=zeros(1,M*(M-1)/2); 
st = cputime; 
[baris,col]=size(x) 
xsup=[]; 
k=1; 
K=[];Lt=[];Lt1=[];Y=[]; 
for i=1:M-1 
    for j=i+1:M 
        indi=find(y==i); 
        indj=find(y==j); 
        xapp=[x(indi,:); x(indj,:)]; 
        yapp=blkdiag(eye(length(indi)),-eye(length(indj))); 
        xsup=[xsup;xapp]; 
        lab=[ones(size(x(indi,:),1),1);ones(size(x(indj,:),1),1)]; 
        lab1=[ones(size(x(indi,:),1),1);-ones(size(x(indj,:),1),1)]; 
        n2=size(xapp,1); 
        nbdata(k)=n2; 
        Lt=blkdiag(Lt,lab); 
        Lt1=[Lt1;lab1]; 
        K=blkdiag(K,xapp); 
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        Y=blkdiag(Y,yapp); 
        k=k+1; 
    end 
end 
KKt=Y*((K*K'+p).^d)*Y; 
E=Y*Lt; 
sA=size(KKt); 
[r,c]=size(Lt); 
  
% Nonlinear Multiclass Tikhonov Regularization Kernel Machine 
xsol=(a*eye(sA(2))+KKt-(E*((E'*E)^-1)*(E'*KKt)))\((-E*((E'*E)^-
1)*(E'*ones(sA(1),1)))+(ones(sA(1),1))); % alpha weights 
gsol=((E'*E)^-1)*((E'*KKt*xsol)-(E'*ones(sA(1),1))); % bias offset 
t1=cputime-st; 
 
Appendix E. NLMTRKKM MATLAB Training Code (Nonlinear Classification) 
function 
[K,Lt1,nbdata,gsol,xsol,t1]=Pair_wise_NLMTRKKM(x,y,B,b,yb,a,p,d) 
  
% x: Input data (matrix) 
% y: Class of input data (vector) 
% B: Prior knowledge (matrix) 
% b: Right hand side of prior knowledge (vector) 
% yb: Class of prior knowledge (vector) 
% a: trade off constant (scalar) 
% p: polynomial kernel coefficent (scalar) 
% d: degree of polynomial kernel (scalar) 
% usage: 
[K,Lt1,nbdata,gsol,xsol,t1]=Pair_wise_NLMTRKKM(x,y,B,b,yb,a,p,d) 
  
Mmax = max(y); %label: 1, 2, 3, ..., M 
Mmin = min(y); %label: 1, 2, 3, ..., M 
M = Mmax-Mmin + 1; 
nbdata=zeros(1,M*(M-1)/2); 
st = cputime; 
[baris,col]=size(x); 
xsup=[]; 
k=1; 
K=[];Lt=[];Lt1=[];Y=[]; 
Bti=[];Btj=[];IBi=[];IBj=[];bti=[];btj=[];Ibi=[];Ibj=[];ebi=[];ebj=[]; 
for i=1:M-1 
    for j=i+1:M 
        indi=find(y==i); 
        indj=find(y==j); 
        indbi=find(yb==i); 
        indbj=find(yb==j); 
        KBi=B(indbi,:);  
        KBj=B(indbj,:); 
        Kbi=b(indbi,:);  
        Kbj=b(indbj,:); 
        laBi=eye(size(KBi,2));   
        laBj=eye(size(KBj,2)); 
        labi=eye(size(Kbi,2));   
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        labj=eye(size(Kbj,2)); 
        xapp=[x(indi,:); x(indj,:)]; 
        yapp=blkdiag(eye(length(indi)),-eye(length(indj))); 
        xsup=[xsup;xapp]; 
        lab=[ones(size(x(indi,:),1),1);ones(size(x(indj,:),1),1)]; 
        lab1=[ones(size(x(indi,:),1),1);-ones(size(x(indj,:),1),1)]; 
        n2=size(xapp,1); 
        nbdata(k)=n2; 
        Lt=blkdiag(Lt,lab); 
        Lt1=[Lt1;lab1]; 
        K=blkdiag(K,xapp); 
        Y=blkdiag(Y,yapp); 
        Bti=blkdiag(Bti,KBi); %Bi 
        Btj=blkdiag(Btj,KBj); %Bj 
        bti=blkdiag(bti,Kbi); %bi 
        btj=blkdiag(btj,Kbj); %bj 
        IBi=blkdiag(IBi,laBi); %Iu 
        IBj=blkdiag(IBj,laBj); %Iv 
        Ibi=blkdiag(Ibi,labi); %Eu 
        Ibj=blkdiag(Ibj,labj); %Ev 
        ebi=[ebi;labi];  %eu 
        ebj=[ebj;labj];  %ev         
        k=k+1; 
    end 
end 
KKt=Y*((K*K'+p).^d)*Y; 
Ku=((K*IBi')*(IBi*K')+p).^d; 
Kv=((K*IBj')*(IBj*K')+p).^d; 
KBu=((K*IBi')*Bti'+p).^d; 
KBv=((K*IBj')*Btj'+p).^d; 
sA=size(KKt); 
[r,c]=size(Lt); 
  
% Nonlinear Multiclass Tikhonov Regularization Knowledge Based Kernel 
Machine 
U=inv(Bti*Bti'+bti*bti'); 
V=inv(Btj*Btj'+btj*btj'); 
Hbar=inv((Lt'*Y*Y*Lt)+(Ibi'*(Ibi-bti'*U*bti*Ibi))+(Ibj'*(Ibj-
btj'*V*btj*Ibj))); 
D=(Lt'*Y*KKt)+(Ibi'*bti'*U*KBu'*Y)+(Ibj'*btj'*V*KBv'*Y); 
t=(Lt'*Y*ones(sA(1),1))+(Ibi'*(ebi-bti'*U*bti*ebi))-(Ibj'*(ebj-
btj'*V*btj*ebj)); 
Mbar=[(a*eye(sA(2)))+(KKt*(KKt-Y*Lt*Hbar*D))+(Y*(Ku*Y-
KBu*U*(KBu'*Y+bti*Ibi*Hbar*D)))+(Y*(Kv*Y-
KBv*V*(KBv'*Y+btj*Ibj*Hbar*D)))]; 
zbar=[(KKt'*(ones(sA(1),1)-Y*Lt*Hbar*t))+(Y*KBu*U*bti*(ebi-
Ibi*Hbar*t))-(Y*KBv*V*btj*(ebj+Ibj*Hbar*t))]; 
xsol=Mbar\zbar; % alpha weights 
gsol=Hbar*[D*xsol-t]; % bias offset 
t1=cputime-st; 
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Appendix F. NLMTRKM & NLMTRKKM MATLAB Testing Code (Nonlinear 
Classification) 
function yt=Pair_wise_NLMTRKM_test(K,Lt1,tstx,nbdata,xsol,gsol,p,d) 
  
%This to predict the label of data point with NLMTRKM or NLMTRKKM 
% K: input data matrix obtained from Pairwise_NLMTRKM or 
Pairwise_NLMTRKKM 
% tstx: input sample for testing set 
% nbdata: number of data for each classifier 
% xsol: alpha weights obtained from Pairwise_NLMTRKM or 
Pairwise_NLMTRKKM 
% gsol: bias offset obtained from Pairwise_NLMTRKM or Pairwise_NLMTRKKM 
% p: polynomial kernel coefficent (scalar) 
% d: degree of polynomial kernel (scalar) 
% yt: predicted label for testing set     
  
[n1,n2]=size(tstx); 
nbclass=(1+ sqrt(1+4*2*length(nbdata)))/2; 
vote=zeros(n1,nbclass); 
m=nbclass*(nbclass-1)/2; 
k=1; 
nbtest=[0 n1*ones(1,m)]; 
aux=cumsum(nbtest); 
Knew=[]; 
for i=1:nbclass-1; 
    for j=i+1:nbclass;    
 Knew=blkdiag(Knew,tstx); 
end 
end 
Knew; 
size(Knew); 
gamv=[]; 
for z=1:m 
gam=[gsol(z)*ones(n1,1)];     
gamv=[gamv;gam]; 
end 
gamv; 
size(gamv); 
H=(Knew*K'+p).^d; 
size(H); 
y=H*[xsol.*Lt1]-gamv; 
for i=1:nbclass-1; 
    for j=i+1:nbclass;   
        indi=find(y(aux(k)+1:aux(k)+nbtest(k+1))>=0); 
        indj=find(y(aux(k)+1:aux(k)+nbtest(k+1))<0); 
        vote(indi,i)=vote(indi,i)+1; 
        vote(indj,j)=vote(indj,j)+1;        
        vote; 
        k=k+1; 
        if k==m 
            break 
        end 
    end 
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end 
[maxi,yt]=max(vote'); 
yt=yt'; 
 
Appendix G. RKMTRM MATLAB Training Code (Nonlinear Classification) 
function [K1,Lt1,nbdata,gsol,xsol,t1]=Pair_wise_RKMTRM(x,y,x1,y1,a,p,d) 
  
% x: Input data (matrix) 
% y: Class of input data (vector) 
% x1: A subset of input data (matrix) 
% y1: A subset of class of input data (vector) 
% a: trade off constant (scalar) 
% p: polynomial kernel coefficent (scalar) 
% d: degree of polynomial kernel (scalar) 
% usage: [K1,Lt1,nbdata,gsol,xsol,t1]=Pair_wise_RKMTRM(x,y,x1,y1,a,p,d) 
  
Mmax = max(y); %label: 1, 2, 3, ..., M 
Mmin = min(y); %label: 1, 2, 3, ..., M 
M = Mmax-Mmin + 1; 
nbdata=zeros(1,M*(M-1)/2); 
st = cputime; 
[baris,col]=size(x) 
xsup=[]; 
k=1; 
K=[];K1=[];Lt=[];Ltx=[];Lt1=[];Y=[];Y1=[]; 
for i=1:M-1 
    for j=i+1:M 
        indi=find(y==i); 
        indj=find(y==j); 
        ind1i=find(y1==i); 
        ind1j=find(y1==j);         
        xapp=[x(indi,:); x(indj,:)]; 
        x1app=[x1(ind1i,:); x1(ind1j,:)];        
        yapp=blkdiag(eye(length(indi)),-eye(length(indj))); 
        y1app=blkdiag(eye(length(ind1i)),-eye(length(ind1j)));  
        lab=[ones(size(x(indi,:),1),1);ones(size(x(indj,:),1),1)];        
        lab1=[ones(size(x1(ind1i,:),1),1);-
ones(size(x1(ind1j,:),1),1)]; 
        n2=size(xapp,1); 
        nbdata(k)=n2; 
        Lt=blkdiag(Lt,lab);        
        Lt1=[Lt1;lab1]; 
        K=blkdiag(K,xapp); 
        K1=blkdiag(K1,x1app);         
        Y=blkdiag(Y,yapp); 
        Y1=blkdiag(Y1,y1app);           
        k=k+1; 
    end 
end 
KKt=Y*((K*K1'+p).^d)*Y1; 
E=Y*Lt; 
sA=size(KKt); 
[r,c]=size(Lt); 
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% Reduced Kernel Multiclass Tikhonov Regularization Machine 
xsol=(a*eye(sA(2))+(KKt'*KKt)-(KKt'*E*((E'*E)^-1)*(E'*KKt)))\((-
KKt'*E*((E'*E)^-1)*(E'*ones(sA(1),1)))+(KKt'*ones(sA(1),1))); % alpha 
weights 
gsol=((E'*E)^-1)*((E'*KKt*xsol)-(E'*ones(sA(1),1))); % bias offset 
t1=cputime-st; 
 
Appendix H. RKMTRKM MATLAB Training Code (Nonlinear Classification) 
function 
[K1,Lt1,nbdata,gsol,xsol,t1]=Pair_wise_RKMTRKM(x,y,x1,y1,B,b,yb,a,p,d) 
  
% x: Input data (matrix) 
% y: Class of input data (vector) 
% x1: A subset of input data (matrix) 
% y1: A subset of class of input data (vector) 
% B: Prior knowledge (matrix) 
% b: Right hand side of prior knowledge (vector) 
% yb: Class of prior knowledge (vector) 
% a: trade off constant (scalar) 
% p: polynomial kernel coefficent (scalar) 
% d: degree of polynomial kernel (scalar) 
% usage: 
[K1,Lt1,nbdata,gsol,xsol,t1]=Pair_wise_RKMTRKM(x,y,x1,y1,B,b,yb,a,p,d) 
  
Mmax = max(y); %label: 1, 2, 3, ..., M 
Mmin = min(y); %label: 1, 2, 3, ..., M 
M = Mmax-Mmin + 1; 
nbdata=zeros(1,M*(M-1)/2); 
st = cputime; 
[baris,col]=size(x); 
xsup=[]; 
k=1; 
K=[];K1=[];Lt=[];Ltx=[];Lt1=[];Y=[];Y1=[]; 
Bti=[];Btj=[];IBi=[];IBj=[];bti=[];btj=[];Ibi=[];Ibj=[];ebi=[];ebj=[]; 
for i=1:M-1 
    for j=i+1:M 
        indi=find(y==i); 
        indj=find(y==j); 
        ind1i=find(y1==i); 
        ind1j=find(y1==j); 
        indbi=find(yb==i); 
        indbj=find(yb==j); 
        KBi=B(indbi,:);  
        KBj=B(indbj,:); 
        Kbi=b(indbi,:);  
        Kbj=b(indbj,:); 
        laBi=eye(size(KBi,2));   
        laBj=eye(size(KBj,2)); 
        labi=eye(size(Kbi,2));   
        labj=eye(size(Kbj,2)); 
        xapp=[x(indi,:); x(indj,:)]; 
        x1app=[x1(ind1i,:); x1(ind1j,:)];            
        yapp=blkdiag(eye(length(indi)),-eye(length(indj))); 
 162
        y1app=blkdiag(eye(length(ind1i)),-eye(length(ind1j)));         
        lab=[ones(size(x(indi,:),1),1);ones(size(x(indj,:),1),1)];         
        lab1=[ones(size(x1(ind1i,:),1),1);-
ones(size(x1(ind1j,:),1),1)]; 
        n2=size(xapp,1); 
        nbdata(k)=n2; 
        Lt=blkdiag(Lt,lab); 
        Lt1=[Lt1;lab1]; 
        K=blkdiag(K,xapp); 
        K1=blkdiag(K1,x1app); 
        Y=blkdiag(Y,yapp); 
        Y1=blkdiag(Y1,y1app);   
        Bti=blkdiag(Bti,KBi); %Bi 
        Btj=blkdiag(Btj,KBj); %Bj 
        bti=blkdiag(bti,Kbi); %bi 
        btj=blkdiag(btj,Kbj); %bj 
        IBi=blkdiag(IBi,laBi); %Iu 
        IBj=blkdiag(IBj,laBj); %Iv 
        Ibi=blkdiag(Ibi,labi); %Eu 
        Ibj=blkdiag(Ibj,labj); %Ev 
        ebi=[ebi;labi];  %eu 
        ebj=[ebj;labj];  %ev         
        k=k+1; 
    end 
end 
KKt=Y*((K*K1'+p).^d)*Y1; 
Ku=((K1*IBi')*(IBi*K1')+p).^d; 
Kv=((K1*IBj')*(IBj*K1')+p).^d; 
KBu=((K1*IBi')*Bti'+p).^d; 
KBv=((K1*IBj')*Btj'+p).^d; 
sA=size(KKt); 
[r,c]=size(Lt); 
E=Y*Lt; 
  
% Reduced Kernel Multiclass Tikhonov Regularization Knowledge Based 
Machine 
U=inv(Bti*Bti'+bti*bti'); 
V=inv(Btj*Btj'+btj*btj'); 
Hhat=inv((E'*E)+(Ibi'*(Ibi-bti'*U*bti*Ibi))+(Ibj'*(Ibj-
btj'*V*btj*Ibj))); 
Dhat=(E'*KKt)+(Ibi'*bti'*U*KBu'*Y1)+(Ibj'*btj'*V*KBv'*Y1); 
that=(E'*ones(sA(1),1))+(Ibi'*(ebi-bti'*U*bti*ebi))-(Ibj'*(ebj-
btj'*V*btj*ebj)); 
Mhat=[(a*eye(sA(2)))+(KKt'*(KKt-E*Hhat*Dhat))+(Y1'*(Ku*Y1-
KBu*U*(KBu'*Y1+bti*Ibi*Hhat*Dhat)))+(Y1'*(Kv*Y1-
KBv*V*(KBv'*Y1+btj*Ibj*Hhat*Dhat)))]; 
zhat=[(KKt'*(ones(sA(1),1)-E*Hhat*that))+(Y1'*KBu*U*bti*(ebi-
Ibi*Hhat*that))-(Y1'*KBv*V*btj*(ebj+Ibj*Hhat*that))]; 
xsol=Mhat\zhat; % alpha weights  
gsol=Hhat*[Dhat*xsol-that]; % bias offset 
t1=cputime-st; 
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Appendix I. RKMTRM & RKMTRKM MATLAB Testing Code (Nonlinear 
Classification) 
function yt=Pair_wise_RKMTRM_test(K1,Lt1,tstx,nbdata,xsol,gsol,p,d) 
  
%This to predict the label of data point with RKMTRM or RKMTRKM 
% K1: input data matrix obtained from Pairwise_RKMTRM or 
Pairwise_RKMTRKM 
% tstx: input sample for testing set 
% nbdata: number of data for each classifier 
% xsol: alpha weights obtained from Pairwise_RKMTRM or Pairwise_RKMTRKM 
% gsol: bias offset obtained from Pairwise_RKMTRM or Pairwise_RKMTRKM 
% p: polynomial kernel coefficent (scalar) 
% d: degree of polynomial kernel (scalar) 
% yt: predicted label for testing set     
  
[n1,n2]=size(tstx); 
nbclass=(1+ sqrt(1+4*2*length(nbdata)))/2; 
vote=zeros(n1,nbclass); 
m=nbclass*(nbclass-1)/2; 
k=1; 
nbtest=[0 n1*ones(1,m)]; 
aux=cumsum(nbtest); 
Knew=[]; 
for i=1:nbclass-1; 
    for j=i+1:nbclass;    
 Knew=blkdiag(Knew,tstx); 
end 
end 
Knew; 
size(Knew); 
  
gamv=[]; 
for z=1:m 
gam=[gsol(z)*ones(n1,1)];     
gamv=[gamv;gam]; 
end 
gamv; 
size(gamv); 
  
H=(Knew*K1'+p).^d; 
size(H); 
y=H*[xsol.*Lt1]-gamv; 
  
for i=1:nbclass-1; 
    for j=i+1:nbclass;   
        indi=find(y(aux(k)+1:aux(k)+nbtest(k+1))>=0); 
        indj=find(y(aux(k)+1:aux(k)+nbtest(k+1))<0); 
        vote(indi,i)=vote(indi,i)+1; 
        vote(indj,j)=vote(indj,j)+1;        
        vote; 
        k=k+1; 
        if k==m 
            break 
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    end 
end 
  
[maxi,yt]=max(vote'); 
yt=yt'; 
 
 
 
