Six of the ten leading causes of death in the United States can be directly linked to diet. Measuring accurate dietary intake, the process of determining what someone eats is considered to be an open research problem in the nutrition and health fields. We are developing image-based tools in order to automatically obtain accurate estimates of what foods a user consumes. We have developed a novel food record application using the embedded camera in a mobile device. This paper describes the current status of food image analysis and overviews problems that still need to be addressed.
INTRODUCTION
Six of the ten leading causes of death in the United States, including cancer, diabetes, and heart disease, can be directly linked to diet. Measuring accurate dietary intake is considered to be an open research problem in the nutrition and health fields. Methods for dietary assessment and evaluation continue to be a challenge. Traditional dietary assessment, e.g. dietary record, is a time consuming and tedious process, which requires individuals to keep detailed written reports for 3-7 days of all food or drink consumed [1, 2] . Mobile telephones provide a unique mechanism for collecting dietary information and monitoring personal health. By February 2016, 72% of American adults were smartphone owners and there has been a noticeable rise in mobile phone and internet usage in the past few years in the emerging and developing nations [3] . The importance of using eating occasion images to record and estimate dietary intake versus classical handwritten food record approaches has been highlighted in our earlier work [4, 5] .
For the past 9 years we have been investigating the use of images that a user takes of their meal before and after eating occasions to assess dietary intake. We have developed a system, known as the Technology Assisted Dietary Assessment System (TADA), to acquire and process food images [6, 4, 7] . The TADA system and the associated mobile Food Record (mFR) mobile application allows users to acquire food images using a mobile telephone (see Figure 1 ). Image processing and computer vision analysis methods are then used to determine the food type, volume, the energy (kilocalories) and nutrients of the food [8, 9, 7, 10] . The TADA system has been used for more than 14 scientifically implemented user studies, including environments in the wild, by more than 800 users who have taken more than 60,000 food images. For example, the Connecting Health and Technology (CHAT) study [11, 12] was a six-month randomized controlled trial (RCT) in 247 young adults (18-30 years) . The study aimed to evaluate the effectiveness of tailored dietary feedback and weekly text messaging to improve dietary intake of fruit, vegetables and junk food over 6 months among a population-based sample of men and women (aged 18 to 30 years) [11, 12] . In this paper, we describe the current status of the TADA project and overview problems that still need to be addressed. 
Other Work in Image-Based Dietary Assessment
In recent years, mobile-based "nutrition" systems and services have become increasingly popular. Some of these systems are capable of taking images of foods eaten at different eating occasions and using the images as part of a food diary to assist users in recording their diets. These systems include FoodLog [13] , Tuingle [14] , FoodCam [15] , DietCam [16] and Im2Calories [17] . DietCam [16] uses images acquired from multiple views to analyze food. FoodLog [13] provides both a mobile application and cloud service that allows users to record daily dietary intake by acquiring images of food. In many of these systems, a user must first identify the names and quantities of food items and then the nutrient values are estimated, which places a large portion of the dietary assessment on the user (or on a human analyst). Tuingle [14] is able to automatically recognize food items, but it only works for images with a single food item and requires users to manually input portion size to complete energy assessment. Im2Calories [17] , developed by Google, uses deep learning techniques to recognize food but it has not been released to the public.
Besides the overall dietary collection systems mentioned above, there has been efforts in the area of food image analysis, in particular segmentation, food recognition and portion size estimation. The accurate estimation of energy and nutrients consumed using food images is essentially dependent on the correctly labelled food item and a sufficiently well-segmented region. Extensive research has been done to obtain reliable food segments and to learn a variety of food features and classifiers. Most of the work in food identification [18, 19, 20, 21] have analyzed multiple features and classifiers that are more effective to their applications. Some work [22, 23, 17] use either an end-to-end deep neural network or deep features with variations of SVM to obtain better results. In [22] , the authors trained a CNN on the Food101 dataset [18] with 101 food categories and used domain adaption to improve the classification performance. [23] reports achieving the top 1 classification accuracy, 78.77% and 67.57% on the UEC-FOOD100/256 dataset.
Due to the complexity of food images (e.g. occlusion and cluttered background), food image segmentation is a difficult task. Some the food classification work mentioned above only deal with single food images, thus image segmentation is not necessary. For example, [20] focuses on restaurant foods and utilize GPS information to get restaurant menus. With the correct restaurant information, they can already map the dish name to the corresponding nutrient table. In [24] , 10 types of food with containers were examined using a formable part model and a circle detector to constrain the food region of interest. Bettadapura et. al [21] used hierarchical segmentation in their implementation. A semantic segmentation method based on deep neural network was recently proposed in [17] .
We define portion size estimation as the process of determining how much food (in cm 3 or grams) is present in the food image. Food volume estimation (or portion size estimation) is a challenging problem since the food preparation process and the way food is consumed can cause large variation in food shape and appearance. Many existing image-based work on food volume estimation require either modifying the mobile device such as 3D range finding [25] , acquiring multiple images [26, 16] , or video [27] which is not desirable for users trying to collect information about their diets and can contribute to poor compliance with these methods. Our work [10] has focused on the use of a single image for portion estimation since our studies have indicated that this reduces users' burden from having to acquire multiple images of their eating occasions.
TADA SYSTEM OVERVIEW AND CURRENT STATUS

Image Segmentation
Food image segmentation has been extensively addressed in our previous work resulting in a joint segmentation/classification multiple hypothesis technique [7] . We also investigated the use of local variation [28] and integrated it with food classifiers so that we can iteratively use the classification results to refine the segmented regions [29] . Local variation is a graph based segmentation method, in which two regions are segmented if the difference between the two regions is large relative to the internal difference within at least one of the two regions. The degree to which the difference between regions must be larger than minimum internal difference is controlled by a threshold β [28] .
Since the image segmentation method is limited by a particular choice of input parameters, some food items may be undersegmented, while others may be over-segmented. We seek to overcome the segmentation problem by using classification feedback to refine the segmentation results. In our earlier work, Zhu [7] used a set of segmentation parameters for salient regions for segmentation refinement. Ye [29] proposed to use the initial segmentation result to replace the saliency region detection. After obtaining the initial segmented regions, segments which are smaller than 1/50 of the original image are removed. Then each remaining segment is resegmented and classified again. If the food classification confidence score is improved by re-segmentation, we accept the new segmentation; otherwise the original segmentation is kept as final segmentation. For each adjacent pair of segments, if a food category label in one segment equals to a label in the other segment, and the sum of the confidence score is greater than the highest individual score, we merge these two segments.
Although the segmentation refinement approach boosts the food segmentation accuracy, it is time-consuming due to multiple iterations of segmentation and classification. Also, general graph-based segmentation methods use low level features to measure similarity between two sets of pixels. For an image of a complicated scene, using low level features often result in noisy segments. To address the above disadvantages, we proposed an superpixel based normalized cut (SNcut) [30] . The idea is to obtain higher level features from superpixels and in the meantime reduce the size of the affinity matrix in Normalize Cut (Ncut) [31] .
In [30] , we use simple linear iterative clustering [32] to generate an initial segmentation mask. To construct a weighted graph connecting the superpixels, we used average RGB values and a customized local binary pattern [30] as the color and texture cues for the superpixels and χ 2 test [30] in texture space and L2 distance in color space between adjacent superpixels to determine the weights. We then map the similarity measurement to a probability estimate. Finally, the edge weight is obtained by combining the probability estimates from both features. To evaluate the proposed segmentation methods, we described a new metric in [30] . Based on our experiments, SNcut outperforms some of the widely used segmentation methods and it also produces competitive results for natural images based on other segmentation benchmarks [30] .
Food Classification
Once the food items are segmented for a eating occasion image, color, texture and local region features are extracted for each segment. We have trained multiple classifiers and investigated the effective combination of features. Features are used for describing the characteristics of objects. An essential step in solving the food classification problem is to select suitable features to distinguish one food from another. We overview three types of features we have investigated extensively in the TADA system: color, texture and local region features, among which we regard color and texture as global features [7, 8] .
We used two color descriptors, namely, Dominant Color Descriptor (DCD) and Scalable Color Descriptor (SCD) [8] . DCD is a vector of D representative colors from the CIE-Luv color space using the generalized Lloyd algorithm for color clustering and their corresponding percentages [8] . SCD is determined by quantizing the colors in the HSV color space uniformly into 256 bins, which includes 16 levels in H, 4 levels in S, and 4 levels in V as suggested by the MPEG-7 standard [33] .
We investigated two texture descriptors for food classification: Entropy-Based Categorization and Fractal Dimension Estimation (EFD) and Gabor-Based Image Decomposition and Fractal Dimension Estimation (GFD) [7] . EFD can be seen as an attempt to characterize the variation of roughness of homogeneous parts of the texture in terms of complexity [7] . GFD is based on fractal dimension estimation [7] . Instead of using entropy categorization, Gabor-based image decomposition is used. The fractal dimension descriptor is estimated for each filtered response and fused into one feature vector. Local region features are described for points of interest and/or local regions. We used Scale Invariant Feature Transforms (SIFT) [34] and Multi-scale Dense SIFT (MDSIFT) in our previous work [7] .
We use K-Nearest Neighbors (KNN) for the color and texture features and the Vocabulary Tree (VT) classifier for the local features [8] . Finally, we classify each segment using the weighted sum of confidence scores from KNN classifiers for each global features and from the vocabulary tree for local features. We tested the proposed method on the dataset of 1,453 eating occasion images of 42 commonly eaten food items and we achieved approximately 64% and 85% classification accuracy for Top 1 and Top 4 results [8] .
The Use of Contextual Information
In our previous work [35, 9] , we described the idea of using contextual information to refine the classification result, because often it is visually impossible to differentiate similar food items such as diet soda vs regular soda and a nonfat milk vs whole milk. By incorporating temporal and food co-occurrence patterns within a personalized learning model, we were able to deal with such issues effectively.
Contextual information, referring to any information that is not directly produced by the visual appearance of an object, has been discussed a great deal in image analysis and computer vision in the past few years [36, 37, 38] . In terms of food images, we investigated using temporal information and food co-occurrence patterns to improve food classification accuracy. Other contextual information we are investigating includes the location where the food has been consumed, data from the embedded pedometer and accelerometer, weather condition and information about the person's diet.
To gradually learn a person's daily diet, we proposed to use a recursive Bayesian model [35, 9] . The learning process is achieved by incorporating user feedback from our mobile interface, which will be discussed in Section 2.5. The food co-occurrence pattern is learned from a study in the wild [5] , in which we provided common foods to the participants and the participants were also allowed to eat their own food according to their preference in terms of how and when they eat.
A food co-occurrence pattern describes the likelihood of food combinations. We use a graphical model to visualize the probabilistic structure. Since the number of food segments in an eating occasion is relatively small, we construct a weighted complete digraph between all segments. Experimental results showed the classification accuracy was improved by 11% on average after contextual refinement. More details are available in [35, 9] .
Portion Size Estimation
Our ultimate goal is to determine from the food image the energy (kilocalories) and nutrients consumed. To do this we need to estimate size of the food items. This means we need to estimate the volume of each food item. Once we know this, we can use a food composition database such as the FNDDS [39, 40] . We have developed a single-view based food portion estimation technique [10] . Although single-view 3D scene reconstruction is in general an illposed problem, the use of geometric models such as the shape of a container can help to partially recover 3D parameters of the food items in the scene. The correct food classification label and segmentation mask in the image is alone insufficient for 3D reconstruction of a food item, hence the use of geometric models will allow for volume estimation where we can use the food label to index into a class of geometric models for single view volume estimation. The task then becomes finding the correct parameters for the selected geometric model. Based on the estimated 3D parameters of each food item and a reference object (a fiducial marker [10] ) in the scene, the weight of each food can then be estimated using the estimated volume and density of the food item.
For example, the most commonly used models that have significant 3D structure either can be modeled as cylinders or can be approximated to be cylinders. For a cylinder, radius and height are sufficient to estimate the volume. Instead of reconstructing the cylinders, we designed an iterative point search technique to estimate the essential parameters which carry sufficient information for volume estimation. The iterative point search technique is based on projecting points from world coordinates to pixel coordinates, where the projection process is made possible using camera intrinsic and extrinsic parameters [10] . For foods served in non-rigid shapes or do not have significant 3D structures, we use the prism model. The prism model is an area-based model assuming the height is the same for the entire horizontal cross-section [10] . In an experiment using 19 food categories, we achieved 6% error rate for energy estimation assuming perfect segmentation mask and food classification [10] .
The TADA Mobile Application
We have designed a mobile application for the iOS and Android mobile telephones that allow users to take images of their food and then submit these images to our system for analysis (see Figure 1) . We refer to this mobile application as the mobile food record (mFR). The mFR has a simple, easy to use, GIU that has been extensively tested in our user studies [41] .
The use of image analysis imposes requirements on the mFR and made the design of the mFR challenging. The current mFR has two main components: record mode and review mode [41] . The record mode is used for capturing images of eating occasions, while the review mode is used for reviewing the results of the food image classification and segmentation.
User Studies
The TADA system has been tested, validated and used globally by researchers, dietitians and nutritionists for various purposes. We have more than 14 user studies involving more than 800 users who acquired more than 60,000 food images under controlled and community-dwelling conditions [42, 43, 11, 12, 44] . Most of our studies showed that not only did we reduce the burden of collecting daily dietary food records on users but we also allowed health care professionals to have real-time access to the records.
In [42] we studied the ability of adolescents aged 11-18 years to identify foods in images of their meals 10-14h postprandial and estimate portion size. We showed that the automated processes performed better at estimating portion size than the adolescents. The TADA system examined the consumption of razor clam [44] with respect to domoic acid consumption which can be toxic for humans. A study described in [43] recruited 135 volunteers (78 adolescents, 57 adults) to use the mFR for one or two meals under controlled conditions in order to evaluate the set of skills among adolescents and adults to use mFR and to compare their preference regarding to mFR. The results show that most of the users are able to easily use the mFR, while the adults were more likely than adolescents to remember to capture images and include all foods and beverages in their images, but they were less efficient than adolescents to capture a satisfactory image. In the Connecting Health and Technology (CHAT) study [11, 12] , 247 young adults aged 18-30 years participated in a 6-month study in a randomized controlled trial (RCT). The study aimed to evaluate the effectiveness of tailored feedback through the mFR to make dietary habit changes [11, 12] . Result shows that tailored dietary feedback have an important effect on reducing sugar-sweetened beverages and energy dense nutrient poor foods such as fast food, as well as reducing body weight in those who were overweight.
CONCLUSION AND FUTURE WORK
Food image analysis is an interesting and difficult problem and is attracting the interest of the larger computer vision and machine leaning community. With respect to the our TADA system, we intend to continue investigating both food portion size estimation and food image analysis. Estimating nutrient information or energy consumption from a single image is a very challenging research problem. In the future we would also like to incorporate contextual information for volume estimation. Deep learning has been gaining widespread attention and constitutional neural network has demonstrated impressive successes on many computer vision tasks. Compared to common objects, e.g. human, faces or buildings, food items in general lack structure. We are working on designing and implementing an effective food localization network and a localization to classification to improve food identification accuracy. In the future, we are also interested in analyzing the hierarchies of the common food categories and using crowdsourcing and user feedback to train our system more efficiently.
