Abstract. This paper presents an extended version of the fully automated 3D cerebral vessel reconstruction algorithm developed by Wilson and Noble [11] which is applicable to time-of-flight (TOF) and phase contrast (PC) magnetic resonance angiography (MRA) images. We introduce a Rician distribution for background noise modelling and use a modified EM (Expectation-Maximisation) algorithm for the parameter estimation procedure. The proposed algorithm is applied to PC-MRA images. It is shown that the estimated Rician distribution gives a better quality-of-fit to the observed background noise distribution than a Gaussian distribution. In the experiments reported, the segmented 3D vasculature is shown to be qualitatively comparable with the results obtained from higher resolution TOF MRA images.
Introduction
Three dimensional vascular segmentation is an essential prior step for brain aneurysm characterisation which has been shown, for example, to be extremely useful for pre-GDC (Guglielmi detachable coil) treatment planning [12] . Pretreatment vessel examination is commonly performed using magnetic resonance angiography (MRA) because the image intensity is flow related and MRA does not require the use of contrast agent as for example X-ray analysis does. Two typical and major groups of MRA techniques are phase contrast (PC) and timeof-flight (TOF). The main advantage of PC-MRA over TOF-MRA is that it not only gives information about vascular morphology but also provides, additionally, directional-flow images in each orthogonal direction. This work is entirely driven by the growing need of PC-MRA image segmentation. This paper extends the fully automated 3D cerebral vessel reconstruction algorithm developed by Wilson and Noble [11] from TOF-MRA to PC-MRA. PC-MRA is employed for capturing the flow rate (both magnitude and directions) information spatially within a region of interest (ROI) at a particular time. Similar to TOF-MRA, the voxel intensity is flow-encoded [8] . Intensity and flow rate are positively correlated in PC-MRA. However, unlike TOF-MRA, which shows detail anatomical structures, a PC-MRA image displays two major and high contrast voxel types: vessel and background. It is common to assume that the background intensities are Gaussian distributed. However, in this paper, we adopt a Rician distribution as the statistical representation of the background intensities because, theoretically, the background intensities follow a Rician distribution [4, 1, 9] . The experiments we present show that the Rician distribution gives a better quality-of-fit than a Gaussian distribution. We present a method for estimating parameters based on modified EM (Expectation-Maximisation) algorithm [2] . The proposed algorithm is tested on PC-MRA images and segmentation results are shown.
The Algorithm
This section briefly explains the statistical models of each voxel type based on the image formation process and physical characteristics of blood flow. These models are combined additively, and their parameters are estimated via a modified EM algorithm. Segmentation criteria are then described.
Derivation of the background noise and vessel models
We assume the following background noise model to describe the intensity characteristics of the voxels having approximately zero flow rate, i.e. air background or tissues with stationary flow rate. For PC-MRA, the flow-rate of each voxel is encoded separately in three orthogonal directions. The three orthogonal velocity components, v x , v y and v z , are then combined to obtain the flow
These velocity components are complex numbers. Each component is computed by the difference between positive and negative gradient Fourier transformed images along the component direction [1, 7] . We assume that the real and imaginary parts of these complex components are independently Gaussian distributed with different means µ k , k = 1 . . . 6, and the same variance σ 2 . The probability density function (p.d.f.) of the flow v is then governed by a Rician distribution, which describes the distribution of the square root of the squared-sum of Gaussian random variables. Since the voxel intensity i and flow v are linearly related, the p.d.f. of the background voxel intensity f b (i) is also Rician distributed and given by,
where
is the modified Bessel function of real order, u is the unit step function and N is the number of independent Gaussian random variables. N = 6 for the rest of the paper. A plot of Rician distributions with difference Signal-to-Noise (SNR) ratios Figure 1a . It shows that a Rician distribution with small SNR tends to be positively skewed and that with large SNR it is symmetric and approximately Gaussian.
We assume a vessel model, in which the intensity characteristics of the vessel voxels are assumed to exhibit a laminar flow pattern. The velocity profile across the circular vessel cross-section is then parabolic [3] , as shown in Figure  1b . Hence, the intensity profile is i = C(1 − r 2 R 2 ), where i is the intensity, C is a constant, R is the vessel radius and r is the distance from vessel centre to the boundary. The p.d.f. f v (i) for a vessel voxel that has intensity i is directly 
, γ). This shows that a Rician distribution with small SNR tends to be positively skewed and that with large SNR it is symmetric and approximately Gaussian. (b) A typical laminar flow pattern. a(x ≥ i) is the area having intensity x larger than i. The probability that a voxel has intensity equal to i is then given by
proportional to the area a(x = i). f v (i) is calculated as the rate-of-change of area having intensity greater than or equal to i,
, where i max is the maximum intensity in the frequency histogram. Although, in practice, the vessel voxel intensity mainly spreads over the high intensity region the number of vessel voxels is only a small proportion (1%) of the frequency histogram. Hence, for the sake of simplicity, we assume that the uniform distribution spreads over the entire intensity range (0 . . . i max ).
The background noise and vessel models can be combined into a mixture model. The modified EM algorithm [2] can be used to estimate the parameters for the mixture
, where f b (i|b) and f v (i|v) are the conditional probabilities that a voxel has intensity i given that it is a background noise and vessel voxel respectively, and w b and w v are the prior probabilities of a background noise and vessel voxel respectively. In other words, w b and w v are the weights of the background and vessel models respectively, and w b +w v = 1. A procedure for estimating the model parameters is outlined in the next subsection.
Parameter estimation procedure
This subsection concerns parameter estimation of a mixture density. Given a mixture model of a Rician and uniform distributions, there are four unknown parameters: w b , w v , A and σ 2 that need to be estimated. The modified EM algorithm is an iterative procedure that can be used to estimate the parameters which maximizes the log-likelihood of the mixture distribution in each iteration [2] . The iterative procedure terminates when the change in log-likelihood or the parameters is sufficiently small.
Let the log-likelihood function be L = 
where index k represents the k th iteration step. We aim to maximize the change of log-likelihood L k+1 −L k until the change is sufficiently small. Suppose that, given an intensity i, the posterior probabilities that a voxel belongs to the background noise and vessel are p(b|i) and p(v|i) respectively. Then
The same applies to p(v|i). Also p(b|i) + p(v|i) = 1. Equation (2) can be rewritten as
by expanding f k+1 (i) and multiplying p k (b|i) and p k (v|i) to both numerator and denominator. By Jensen's inequality, log(λ 1
. (4) Therefore, maximizing the right-hand-size of the inequality in Equation (4) is equivalent to maximizing the change in log-likelihood until the log-likelihood converges to a stationary point.
Maximisation with respect to w . Let
Then we need to maximize Q w under that constrain w 
Summing Equations (6) gives λ = M , which M is the total number of voxels. Hence, we obtain
The initial values of w Maximisation with respect to A k+1 and σ 2 k+1 : the right-hand-side of Equation (4) can be rearranged to isolate the terms related to A k+1 and σ 2 k+1 .
Setting the derivatives of Q A,σ 2 with respect to A k+1 and σ 2 k+1 to zero gives Figure 3a and 3b show a typical EM estimation result when the background voxel intensity f b is assumed to be Rician and Gaussian respectively. Estimations were performed in each of the 64 slices of a PC-MRA volume. Figure 3c displays the absolute errors of the Rician (solid) and Gaussian (dashed) distributions versus slice number. Absolute error is defined as the absolute difference between the observed and estimated histograms
Results
. Note that the Rician distribution consistently gives a better quality-of-fit (about 5%) for the background noise distribution than a Gaussian distribution. This is because of the low signal-to-noise ratio (SNR) of the background. Low SNR magnifies the contributions of Gaussian noise in each orthogonal component to the background signal. Therefore, the background distribution is corrupted from a Gaussian to a Rician distribution. A Gaussian distribution is still a good approximation when the SNR is significantly large ( 
. (a) and (b) show the estimation results when f b is assumed to be Rician and Gaussian respectively. The solid line is the observed histogram and the dotted line is the estimated histogram. For 64 slices of a PC MRA volume, (c) shows the absolute errors (%) of the Rician (solid) and Gaussian (dashed) distributions versus the slice number. This shows that the Rician distribution gives a consistent better quality-of-fit for the background noise distribution than a Gaussian distribution.

Segmentation Criteria
Given an estimated mixture model, a volume of PC-MRA can be segmented statistically on the basis of the MAP (Maximum-A-Posterior) criterion, which is conceptually different from the criteria of feature-based methods demanding the extraction of relevant spatial features, e.g. edge, curvature [5, 6] or intensity variance, or velocity coherence among neighbouring voxels [10] , as the criteria for vessel segmentation. Using MAP, a voxel is classified as a vessel voxel when the vessel probability w v f v (i|v) is greater than the background probability w b f b (i|b). Therefore, a threshold i t can be found by the intersection of the two probability distributions. The threshold i t cuts the observed histogram into two portions. The high intensity portion describes the intensity distribution of the vessel voxels, as shown in Figure 4a . Note that the high intensity portion of the histogram follows the uniform distribution and is consistent with the vessel model. However, note also that the histogram frequency increases as the intensity decreases. This is because the number of relatively slow-flow (low intensity) small-vessel voxels is greater than that of fast-flow large-vessel voxels. As shown in Figure 4b , most of the small subsidiary vessels lead from the single major vessel. Therefore, when the intensity decreases, the number of voxels increases because of the increase in the number of low-intensity small vessels, which in turn causes an increase in the histogram frequency. This change in frequency can be found by finding the point i t at the maximum planar curvature of the smoothed curve. Curvature is defined as
2 . In Figure 4a , i t and i t are approximately 120 and 198 respectively. Figure 5a shows a sub-image from a PC-MRA slice. Figure 5b shows the segmentation results using the threshold i t . In this figure voxels with intensity greater than i t are labelled white. Figure 5c shows the segmentation results using the threshold i t . Here voxels with intensity between i t and i t are labelled white; those greater than i t labelled grey. This example illustrates that slow-flow small-vessel voxels are now detected and appear adjacent to the fast flow large vessel voxels. This means the estimated size of major vessels is larger without the correction. 
Results
Intracranial scans (both PC-MRA and TOF-MRA) of a volunteer (without an aneurysm) were performed using a 1.5 T Siemens Magnetom Vision MR scanner at the Radcliffe Infirmary, Oxford. The volume size was 192x256x48 voxels and voxel size 0.82mm x 0.78mm x 1.46mm. The segmentation algorithm was applied to the whole PC-MRA volume. The segmented 3D vasculature is shown in Figure 6a . A high resolution TOF-MRA image of the same volunteer was also acquired (voxel size 0.67mm x 0.39mm x 1.46mm and 225x512x48 voxels). The segmentation method [11] was applied to the data. The result is shown in Figure 6b . Observe that although PC-MRA is acquired at a lower scanning resolution, as compared with TOF-MRA, all the major vessels are clearly shown and reconstructed. To verify the aneurysm detection ability of the new algorithm, PC-MRA data from a patient with two small aneurysms was acquired at the same resolution and volume size. Figure 6c shows a 3D vascular segmentation of the data. The two aneurysms are clearly detected (pointed by the arrows). The computational time of the current implementation of the algorithm is approximately 10 seconds on a SGI 200MHz workstation. 
Conclusion
We have presented an extended version of the fully automated 3D cerebral vessel segmentation algorithm [11] applicable to PC-MRA. Conceptually, the proposed algorithm falls into a probabilistic framework, in which the two major voxel types: background and vessel are statistically modelled. Statistical models were derived on the basis of the signal formation process and physical characteristics of the flow pattern. We show that a threshold found by the intersection of the two probabilistic distributions enables a good segmentation of the large major vessels to be performed. The results show that the estimated distribution well approximates the true (observed) background and vessel distributions. The main advantage of PC-MRA over TOF-MRA is that it gives additional directional flow images in the three orthogonal directions. Our next step is to perform directional velocity mapping on the segmented 3D vasculature such that the flow pattern around the region of aneurysm can be visualized and intensively studied.
