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The seed-to-solution method for the Einstein equations
and the asymptotic localization problem
Philippe G. LeFloch1 and The-Cang Nguyen2
Abstract
We establish the existence of a broad class of asymptotically Euclidean solutions to Einstein’s constraint
equations whose asymptotic behavior at infinity is a priori prescribed. The seed-to-solutionmethod (as we call it)
proposed in this paper encompasses vacuum spaces as well as spaces with (possibly slowly decaying) matter, and
generates a Riemannian manifold from any seed data set consisting of (1): a Riemannian metric and a symmetric
two-tensor prescribed on a manifold with finitely many asymptotically Euclidean ends, and (2): a (density) field
and a (momentum) vector field representing the matter content. We distinguish between several classes of seed
data referred to as tame or strongly tame, dependingwhether the prescribed seed data provide a rough or accurate
asymptotic Ansatz at infinity. We also encompass classes of metrics with the weakest possible decay (having
infinite ADM mass) or with the strongest possible decay (i.e. having Schwarzschild behavior) at infinity. Our
analysis is based on a linearization of the Einstein operator around a (strongly) tame seed data and is motivated
by Carlotto and Schoen’s pioneering work on the so-called localization problem for Einstein’s vacuum equations.
Dealing with Einstein manifolds with possibly very low decay and establishing estimates beyond the critical level
of decay require a significantly different method. By working in a suitably weighted Lebesgue-Ho¨lder framework
adapted to the prescribed seed data, we analyze the nonlinear coupling taking place between the Hamiltonian and
momentum constraints, and we study terms arising at the critical level of decay and, in this way, we uncover the
novel notion of mass-momentum correctors. In addition, we estimate the difference between the seed data and
the actual Einstein solution, which might of interest for numerical computation. Next, we introduce and study the
asymptotic localization problem (as we call it), in which Carlotto-Schoen’s localization property is required in an
asymptotic sense only. By applying our method of analysis to a suitable parametrized family of seed data sets, we
solve this problem at the critical decay level.
1 Introduction
1.1 Einstein’s constraint equations
Curvature operators of interest. Any 3-dimensional spacelike (i.e. Riemannian) hypersurface embedded in a
4-dimensional Lorentzian spacetime satisfying the Einstein equations must satisfy constraint equations of Gauss-
Codazzi type, which are expressed in terms of the induced geometry (first and second fundamental forms) and the
projection of the matter tensor (density and momentum) on this hypersurface. Specifically, in the present paper
an Einstein manifold (M, g, k) (with finitely many asymptotic ends), by definition, is endowed with a Riemannian
metric g and a symmetric 2-tensor field k —the latter representing the extrinsic curvature or second fundamental
form in the dynamical picture. Given a scalar fieldH⋆ : M→ R+ and a vector fieldM⋆ defined onM (representing
the matter content), the following equations should hold (cf. [5]):
Rg + (Tr gk)
2 − |k|2g = H⋆, Divg
(
k − (Tr gk)g
)
=M⋆, (1.1)
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which are referred to as the Hamiltonian constraint and momentum constraint, respectively. Here, Rg denotes
the scalar curvature of the Riemannianmetric g, while Tr gk is the trace of the extrinsic curvature and |k|g denotes its
norm. In an arbitrary chart of local coordinates (x j) (in a subset ofR3) and with the standard notation for lowering
or raising indices with the metric g = gi jdx
idx j, one defines the trace operator Tr gk = k
j
j
= gi jk
i j, the (squared) norm
|k|2g = ki jki j, and the divergence operator (Divgk) j = ∇ikij. Here, ∇ denotes the Levi-Civita connection associated
with the metric g, while the range of Latin indices is i, j, . . . = 1, 2, 3.
It is convenient to introduce the notation h ≔ k−Tr g(k)g, and write the Hamiltonian andmomentum operators
as
H(g, h) ≔ Rg +
1
2
(
Tr gh
)2 − |h|2g, M(g, h)≔ Divgh. (1.2a)
By setting also
G(g, h)≔
(
H(g, h),M(g, h)
)
, G⋆ ≔ (H⋆,M⋆), (1.2b)
the Einstein equations (1.1) read
G(g, h) = G⋆ on the manifoldM. (1.3)
Throughout, we rely on our notation (g, h) rather than (g, k), and we refer to g as the metric (or first fundamental
form) and to h as the extrinsic curvature (or second fundamental form).
Classes of solutions to the Einstein equations. The Einstein constraints form a system of nonlinear partial
differential equations of nonlinear elliptic type, which is highly under-determined. For establishing the existence
of solutions, the standard technique goes back to pioneering work by Lichnerowicz and followerswho developped
the so-called conformalmethod. For adetailed bibliographywe refer the reader to thepapers, and the the references
therein, [3]–[14], [18], [24], and [25]. Specifically, we build here upon the recent work by Carlotto and Schoen [4]
about the localization problem (see Section 1.3 below), which stems from Corvino and Schoen’s earlier work
[11]. Yet, an other approach is based on evolutionary formulations; see [26] and [21]. We observe that most of
the existing literature is focused on vacuum spacetimes and on solutions that enjoy the standard Schwarzschild
decay at infinity. However, in the context of the theory of general relativity, one might interested in more general
behavior and in describing the asymptotic behavior of rather arbitrary gravitational systems of matter (such as
stars, galaxies, etc.). From a mathematical standpoint, one must investigate the behavior of solutions at infinity.
1.2 Solutions generated from seed data sets: selected results
Notion of a seed data set. Focusing on the set of solutions that are asymptotically Euclidean at infinity, in this
paper we prove that the asymptotic behavior of solutions to the Einstein equations may be essentially arbitrarily
prescribed at infinity. We proceed by choosing a “seed data set”, consisting of a Riemannian manifold (M, g1) with
finitely many asymptotically Euclidean ends, together with a symmetric two-tensor field h1 on M, as well as a
scalar fieldH⋆ and a vector fieldM⋆. In our theory, these data may be chosen to have very low decay at infinity or,
instead, very fast decay. Considering the vacuum equations or, more generally, the matter Einstein constraints, we
prove that from any seed data we can generate a solution (g, h) onM that (essentially) enjoys the same asymptotic
behavior as the one of the seed data.
The precise description of the asymptotic behavior, in fact, is more involved and it is our aim to provide
conditions associated with the data g1, h1,H⋆,M⋆, especially on their decay exponents, and get a control on the
asymptotic behavior of the corresponding Einstein solution.
A broad class of vacuum Einstein spaces. From our general theory in Section 2 below, we extract the following
results. For the sake of simplicity, we tacitly assume sufficient regularity on the data and we restrict attention
to vanishing matter fields, while referring the reader to the next section for much more general statements. The
exponents pG and pM below determine the rate of decay of the metric and extrinsic curvature and the rate of decay
of the Einstein operator (or matter content), respectively.
2
Main Theorem 1 (The seed-to-solution method). Consider Einstein’s constraint equations in the vacuum (that
is, (1.3) with G⋆ = 0) posed on a manifold with a single asymptotically Euclidian end. Given any seed data set
(g1, h1) consisting of a Riemannianmetric g1 and a symmetric two-tensor h1 satisfying suitable smallness conditions
together with the following decay conditions in a coordinate chart defined at infinity (gEucl being the Euclidean
metric):
g1 ≃ gEucl + O(r−pG), h1 ≃ O(r−pG−1),
H(g1, h1) = O(r
−pM−2), M(g1, h1) = O(r−pM−2),
(1.4)
for some pG ∈ (1/2, 1] and pM ∈ (1/2,+∞) (with pG ≤ pM), there exists a solution (g, h) to the vacuum Einstein
equations (1.3), that is, G(g, h) = 0, which enjoys the following decay properties1:
• Sub-critical Einstein decay. If pM < 1 then
g ≃ g1 + O(r−pM), h ≃ h1 + O(r−pM−1). (1.5a)
• Critical Einstein decay. When pM = 1 andH(g1, h1) andM(g1, h1) are integrable, then
g ≃ g1 + 2m˜
r
+ o(r−1), h ≃ h1 + O(r−2), (1.5b)
where m˜ is a constant determined from G(g1, h1).
• Super-critical Einstein decay. When pM > 1, one has a stronger statement with p = min(pG + 1, pM, 2):
g ≃ g1 + 2m˜
r
+ O(r−p), h ≃ h1 + O(r−2). (1.5c)
In the last two cases, the “mass corrector” m˜ = m˜(g1, h1,M⋆,H⋆) satisfies2
m˜ = − 1
16π
∫
M
H(g1, h1) dVg1 + O(G(g1, h1)
2), (1.6)
(which obviously vanishes if (g1, h1) is an actual solution).
Geometry vs. matter decay rates. Let us consider some particular choices for our exponents:
• Regime pG = pM → 1/2. This is the weakest possible decay on the metric as well as on the Einstein operator.
Interestingly, our method below covers the limiting case pG = 1/2 (not included in the previous statement).
• Regime pG → 1/2 with pM → +∞. This is the weakest possible decay on the metric and the strongest
possible decay of the Einstein operator. This regime is covered in our statement above and (1.6) tells us that
the constant m˜ approaches zero when pM → +∞. Obviously the limit pM → +∞ is realized precisely when
the seed data is (trivially) chosen to be a solution.
• Regime pG = 1 with arbitrary pM ∈ [1,+∞). This is the strongest decay on the metric while the Einstein
operator canhave a broad range of behaviors. When pM is close to 1, the seeddata is a “rough” approximation,
while the larger pM is, the more “accurate” our seed data is.
1.3 The asymptotic localization problem
Optimal localization. The seed-to-solution method provides us with a strategy in order to tackle a question
raised by Carlotto and Schoen in [4]. Therein, solutions to the Einstein equations were constructed which are
prescribed within two asymptotic angular regions joint by a “small’ angular region, denoted as Ca ∪ T ǫa ∪ C ca+ǫ
1after making a change of coordinates, if necessary
2The meaning O is specified in terms of weighted functional norms below.
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in our statement below. Within the asymptotic regions Ca and C
c
a+ǫ Carlotto and Schoen impose that the solution
coincides exactly with (for instance) the Euclidian and Schwarzschild metrics, respectively. They prove that such
solutions exist by solving the vacuum Einstein equations in the transition regionT ǫa in suitably weighted function
spaces. However, the method in [4] provides only a sub-critical control on the decay of the solutions within T ǫa ,
that is, r−p with p ∈ (1/2, 1). It is a challenging open problem to decide whether there exist solutions enjoying the
1/r critical decay in every direction.
Asymptotic localization. In the present paper, we do construct solutions at the critical level of decay, at the
expense, however, of slightly relaxing the requirement that the solution coincides with prescribed metrics in
some angular regions. Instead, we introduce the asymptotic localization problem, as we call it, consisting of
constructing solutions which are, at a super-critical rate, asymptotic to (for instance!) prescribed Minkowski and
Schwarzschild behavior outside a small transition region. From a physical standpoint, this new problem appears
to be as natural as the optimal localization one.
A new class of solutions. We are able to solve the proposed problem and construct solutions that are also critical
in the transition region. As we did in Section 1.2, we state only a typical result and we refer to Section 6 for our
general result.
Main Theorem 2 (Resolution of the asymptotic localization problem.) Consider solutions to the vacuum Einstein
equations on a manifold M with a single asymptotic end. Decompose asymptotic infinity in R3 into three
asymptotic angular regions, say Ca ∪ T ǫa ∪ C ca+ǫ, where Ca is a cone with a (possibly arbitrarily) small angle
a ∈ (0, 2π),C ca+ǫ is the complement of the same cone but with a (slightly) larger angle a+ǫ, while Tǫa is the remaining
transition region. Then, by considering the Euclidean metric gEucl and the Schwarzschild metric gSch (with mass
mSch > 0, say), one can construct a solution to the vacuum Einstein equations (1.3), that is, G(g, h) = 0, whose
metric has the critical 1/r behavior in each asymptotic direction while being asymptotic to the Euclidean and
Schwarzschild metrics in the chosen cones, that is, for any given q ∈ (1, 2),
g ≃ gEucl + O(r−1) in T ǫa , g ≃ gEucl + O(r−q) in C ca+ǫ, g ≃ gSch + O(r−q) in Ca. (1.7)
The proof of this theoremwill be basedon a choice of seeddata that depends on several parameters (determined
implicitely within our proof), together with a further refinement of the seed-to-solution method described below.
1.4 The Seed-to-Solution Method
The seed dat sets. On a given 3-manifold with finitely many asymptotic ends, we are thus given a seed data set
consisting of a Riemannian metric g1 and a symmetric two-tensor h1, as well as a (matter density) scalar field H⋆
and a (matter momentum) vector fieldM⋆. To any such data (satisfying suitable smallness and decay conditions),
we are able to associate an asymptotically Euclidean solutions to Einstein’s constraint equations. We distinguish
between several classes of seed data referred to as tame or strongly tame, which allows us to encompass metrics
with the weakest possible decay and even solutions with infinite ADM mass, as well as the strongest possible,
Schwarzschild decay at infinity. We also distinguish whether the seed data provide a rough or accurate asymptotic
Ansatz at infinity,
Definition and continuity of the Seed-to-Solution map. First of all, we linearize around a (rough or accurate)
approximate solution (g1, h1,M⋆,H⋆) and, under our tamedecay conditions, analyze the structure of the (linearized
and adjoint) Einstein equations. We proceed by assuming first the minimal decay required on the seed data set
in order to solve the equations (1.3). We prove the convergence of an iteration scheme whose principal is a
linearization of the Einstein equations around the given seed data, while nonlinearities are treated as a “source”.
The convergence tpo an actual solution to the Einstein equations is established in suitably weighted Lebesgue-
Ho¨lder spaces. At this stage of our construction, the solution need not have the expected decay behavior prescribed
via the seed data or only at a sub-critical rate of decay. In the course of our analysis, we also study whether our
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solutions depend continuously upon the seed data and, specifically, we establish a Lipschitz continuity estimate
in weighted spaces.
Encompassing slow or fast decay. Interestingly, the seed data set may have much slower decay at infinity in
comparison to the critical decay achieved by the standard Schwarzschild solution, or alternatively may have
precisely the Schwarzschild decay. In both cases, what is relevant is whether the seed data is, for the Einstein-
matter system, a rough or an accurate asymptotic Ansatz at infinity, which we refer to as tame and strongly tame,
respectively. For the first class of data, we prove that the Einstein solutions have the prescribed decay (i.e. the
behavior of the seed data) up to a sub-critical rate, only. For the second class of data, our result is stronger and we
prove that the constructed solutions have the prescribed decay up to —and including— the critical decay rate.
Nonlinear geometry-matter coupling. In a second stage of our analysis, we investigate the asymptotic properties
of the solutions we have constructed, andwe relate the asymptotic behavior of the seed data set and the asymptotic
behavior of the actual solution. We must cope with several difficulties which are not dealt with in Carlotto and
Schoen’s original method [4]. We work with different decay exponents for the Hamiltonian and momentum
components, and, most important, treat geometry-matter terms at the critical level of decay. The main technical
part is an investigation, based on several successive improvement of our estimates, of the nonlinear coupling
between the Hamiltonian and momentum operators. Finally, under sufficiently strong decay conditions on the
seed data, we are able to relate the ADM mass and momentum of the solution with the one of the seed data,
together with suitable mass and momentum “correctors”, as we call them.
Outline of this paper. In Section 2, we introduce our tame decay conditions together with the relevant function
spaces. We state the main results established in this paper in Theorem 2.6 (existence of the seed-to-solution map)
and in Theorems 2.9 and 2.10 (asymptotic properties of the solutions). In Section 3, we investigate the dual version
of the linearized Einstein operators in suitably weighted Sobolev spaces and, next, the linearized Einstein operator
in suitably weighted Ho¨lder spaces. We then solve the nonlinear Einstein equations and establish the existence
of the seed-to-solution map, completing therefore the proof of Theorem 2.6. Next, in Section 4, we study the
linearized Hamiltonian and momentum operators and derive refined estimates at critical and super-critical levels
of decay. In Section 5, the asymptotic properties of the seed-to-solution map are established and we provide a
proof of Theorems 2.9 and 2.10. Finally, the asymptotic localization problem is solved in Section 6, while the proof
of some technical estimates iss postponed to the appendix.
2 The seed-to-solution map: definition, existence, and asymptotic proper-
ties
2.1 The functional setup
Background geometry. Throughout,M denotes a topological 3-manifold with finitely many Euclidian ends —a
notion we define below after introducing now a background manifold.
Definition 2.1. Given some ǫ⋆ ∈ (0, 1], a background manifold (M, e, r) is a smooth Riemannian manifold that admits
finitely many ends, which are denoted by N1,N2, . . . ,Nn and are pairwise disjoint and diffeomorphic to the exterior of a closed
ball in R3, and moreover is endowed with a radius function r : M → [1,+∞), such that:
• In each end, the metric e = ei jdxidx j = δi jdxidx j is the Euclidian metric in a suitably chosen chart1 (x j) and the radius
function coincides with r2 =
∑
j(x
j)2.
• The manifold-with-boundary M0 ≔ M \ (N1 ∪ N2 . . . ∪ Nn) is covered by a finite collection of local coordinate charts
(x j) in which the metric e = ei jdx
idx j is close to the Euclidian metric in the sense that the functions ei j − δi j admit
continuous derivatives up to fourth-order which are less than ǫ⋆ in the sup-norm.
1As mentioned earlier, all Latin indices j, k, . . . range in 1, 2, 3.
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A sufficiently small parameter ǫ⋆ ∈ (0, 1] is fixed throughout this paper and we often denote such a fixed
background by M = (M, e, r). No topological restriction is required on the manifold under consideration. In this
context, it is useful to fix (once for all) a partition of unity χa adapted to the family of asymptotic ends Na and the
compact setM0, that is, functions
χa ≥ 0,
∑
0≤n≤a
χa ≡ 1, χa|Na ≡ 1 (a = 1, . . . , n). (2.1)
Remark 2.2. For instance if we are interested in the topologyM ≃ R3, then we simply choose ǫ⋆ = 0 and standard
Cartesian coordinates (x j) defined globally on R3 with ei j = δi j in M together with the radius function given by
r(x) =
√
|x|2 + e−1/(1−|x|2) for |x| ≤ 1, while r(x) = |x| for all |x| ≥ 1.
Ho¨lder and Lebesgue spaces of interest. On a background manifold M = (M, e, r), we now define functional
spaces based on the volume form dVe determined by the metric e. It is convenient to use the same notation for
spaces of scalar, vector, and tensor fields (except when some emphasis is useful) and, for simplicity, we state our
definitions below for functions. For tensor fields, all the norms below should be definedwith respect to the specific
atlas of coordinate charts implied by Definition 2.1. More precisely, the following weighted spaces will be needed.
• Ho¨lder spaces. Given any α ∈ (0, 1) and θ > 0, we define theweightedHo¨lder space Cl,α
θ
(M, e, r) as the space
of functions f : M → R with Ho¨lder regularity of order l + αwith finite weighted norm
‖ f ‖Cl,α
θ
(M,e,r) ≔
∑
charts
∑
|L|≤l
sup
M
(
r|L|+θ |∂L f |χchart
)
+
∑
charts
∑
|L|=l
sup
M
(
r|L|+θ [∂L f ]αχchart
)
. (2.2a)
where χchart denotes a partition of unity associated with the partition of unity χa (see above) completed with
the chosen family of charts coveringM0. Here, ∂L f denotes the partial derivatives (in any given chart) with
respect to the multi-index L and, furthermore with x, y denoting local coordinates,
[ f ]α(x) ≔ r(x)
α sup
0<|y−x|≤r(x)
| f (y) − f (x)|
|y − x|α . (2.2b)
Moreover, when l = 0 we simply write Cα
θ
(M, e, r) instead of C0,α
θ
(M, e, r).
• Lebesgue spaces. Given any real θ > 0, we define the weighted Lebesgue space L2
θ
(M, e, r) by completion
of the set of smooth functions f : M → R with bounded support and finite norm
‖ f ‖2
L2
θ
(M,e,r)
≔
∫
M
| f |2 r−3+2θ dVe. (2.2c)
For instance, when M = R3, we recover the standard L2 space provided the exponent θ is chosen to be
3/2. We will also use the notation L1(M, e, r) and the standard L1 norm of a function f : M → R defined as
‖ f ‖L1(M,e,r) ≔
∫
M
| f | dVe.
• Lebesgue-Ho¨lder spaces. Combining the previous two definition, we refer to L2Cl,α
θ
(M, e, r) ≔ L2θ(M, e, r) ∩
Cl,α
θ
(M, e, r) as the weighted Lebesgue-Ho¨lder space with decay exponent θ and regularity exponents l, α.
The squared norm of a function f in this space is defined as ‖ f ‖2
L2Cl,α
θ
(M,e,r)
≔ ‖ f ‖2
L2
θ
(M,e,r)
+ ‖ f ‖2
Cl,α
θ
(M,e,r)
. In our
notation, a larger θ means a stronger decay in space. We find this notation to be natural in the present
context, especially since we are interested in critical decay issues. Roughly speaking, a function in a space
with a subscript θ decays slightly faster than 1/rθ at infinity.
Often, we will not specify the background manifold (M, e, r) and we will write L2Cl,α
θ
(M), L1(M), etc. In our
proofs, we sometimes omit the manifoldM from the notation, unless some confusion may arise.
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2.2 The notion of tame seed data sets
Basic definitions. We begin with several definitions. We emphasize that our decay conditions below are much
weaker than the standard ones (and we refer the reader to specific comments given after each definition and
statement below). The notation (a, b) < (c, d) is used when a < c and b < d both hold (with obvious generalizations).
Throughout, ǫ⋆, ǫM, ǫG ∈ (0, 1) are assumed to be sufficiently small.
Definition 2.3. A pair (p, q) satisfying1 1/2 ≤ p ≤ 2(q − 1) is called a pair of admissible decay exponents. Such a pair
is said to be sub-critical if, moreover, one has (p, q) < (1, 2), and to be critical if p = 1 or q = 2 (or both).
Definition 2.4. Given a Ho¨lder exponent α ∈ (0, 1] and admissible exponents (pG, qG) and (pM, qM), a tame seed data set
(g1, h1,H⋆,M⋆) over the background manifold M = (M, e, r) consists of four tensor fields defined on M and satisfying the
following regularity and decay conditions for sufficiently small ǫG, ǫM ∈ (0, 1).
• Asymptotically Euclidian data: g1 is a Riemannian metric satisfying2 ‖g1 − e‖C4,αpG (M) . ǫG, while h1 is a symmetric
(0, 2)-tensor satisfying ‖h1‖C3,αqG (M) . ǫG.
• Asymptotically Einstein data: H⋆ is a scalar field satisfying3 ‖H(g1, h1)−H⋆‖L2Cα
pM+2
(M) . ǫM, while M⋆ is a vector
field satisfying ‖M(g1, h1) −M⋆‖L2C1,α
qM+1
(M) . ǫM.
Decay of the seed data. The above definition provides us with a (quantitative) formulation of the asymptotic
flatness conditions at each end, while also constraining the manifold to be “almost Euclidian” in a whole. For
instance, onM = R3 endowedwith the standardmetric, we can easily construct seed data satisfying our conditions
by deriving a formal expansion near infinity and using a standard cut-off technique in order to glue this expansion
with the Euclidean metric in the interior. As will become clear in the following, our admissibility condition
1/2 ≤ p ≤ 2(q − 1) is natural in view of the schematic form ∆eg = ∂g ⋆ ∂g + h ⋆ h of the Hamiltonian constraint.
Our conditions so far are very mild, but will be sufficient for our existence result in Theorem 2.6. In order to
further motivate our definition above, we record here some observations4.
• Rate of decay of the seed metric g1. We assume that pG ≥ 1/2, while the condition pG > 1/2 is, in principle,
the standard assumption for the ADM mass to be well-defined (together with the integrability of the scalar
curvature). Yet, even under the condition pG > 1/2, our tensor h1 may have a rather slow decay and its
contribution to the ADMmass expression might be infinite.
• Rate of decay of the seed tensor h1. Our condition qG ≥ 1 + pG/2 does not imply that the ADM momentum
is well-defined, since the standard condition is qG > 3/2. This condition qG ≥ 1 + pG/2 is motivated
from a different perspective: in the Hamiltonian constraint this is the condition required for the source
(1/2)Tr(h1)2 − |h1|2 to be compatible with the assumed decay on the metric given by pG ≥ 1/2.
• Mass and matter content. In the important special case qG ≥ pG + 1 > 3/2, both the ADM mass and the
ADMmomentum arewell-defined, and this case will be treated in Theorem 2.9 below. Our general existence
theory, stated in Theorem 2.6 below, provides us with solutions to the Einstein equations that may have
infinite mass —namely in the regime qG ∈ (5/4, 3/2). This is the first result of this kind in the mathematical
literature, which is of interest at least from the standpoint of understanding the structure and the coupling
properties of the Einstein equations.
Furthermore, we do not impose any lower bound on the decay rate of g1, h1 and, on the other hand, we do not
assume any specific sign on the scalar curvature Rg1 . Of course, these two issues are related in view of the positive
mass theorem [27].
1p, q can be taken to be arbitrarily large in some of the following statements.
2Our notation A . B stands for A ≤ cBwhere c > 0 is a fixed constant.
3This inequality and the next one restrict, both, the Einstein operator applied to (g1 , h1) and the matter content of the space.
4which, in a first reading, can be skipped by the reader
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• When Rg1 ≥ 0 one cannot allow a too strong decay on the data for otherwise, by the positive mass theorem,
the assumption pG > 1 would then imply g1 = e = δi j can only be the Euclidean metric onM ≃ R3.
• However, since Rg1 need not be non-negative in Theorem 2.6 below, we can thus allow for pG > 1 in our
existence theory —although this may not be the most interesting regime.
2.3 Einstein manifolds generated from general tame data
Subcritically effective exponents. Based on a suitable iteration scheme, we are going to define a map (g1, h1) 7→
(g, h) that associates an actual solution (g, h) to any seed data. We can think of (g1, h1) as an “approximate solution”.
In Definition 2.4, we specified its decay at infinity as well as the decay enjoyed by the matter termsH(g1, h1) −H⋆
and M(g1, h1) − M⋆. We anticipate that the decay behavior of (g, h) could be different from the one of (g1, h1).
Heuristically, in the course of the iterations defined in our proof, “spurious waves” that lie in our seed data are
“propagated” to infinity. This may have the effect of modifying the decay properties and, in particular, the ADM
mass, as we prove it below. With this in mind, our analysis will proceed in two stages. We begin by establishing a
rather general existence theory for tame data and by controlling the asymptotic behavior up to sub-critical level.
Definition 2.5. Given any admissible exponents (pG, qG, ) and (pM, qM), a pair of admissible exponents (p, q) is called
subcritically effective if
(p, q) are sub-critical, (p, q) ≤ (pM, qM), |q − p − 1| ≤ qG − 1. (2.3)
Heuristically, a natural choice for (p, q) is to try to saturate the inequality (p, q) ≤ (pM, qM) and to choose them to
coincide with (pM, qM). This choice is also constrained by the requirement that (p, q) remains sub-critical, and the
exponents (pM, qM) may be arbitrary large.
The existence theory. Our first result concerns the existence of solutions with prescribed asymptotics beyond
the harmonic decay. In short, we prove now that the Einstein equations can be solved from a prescribed seed data
up to the effective rate of decay.
Theorem 2.6 (Existence of Einstein solutions for arbitrary tame data sets). Consider an arbitrary tame seed data set
(g1, h1,H⋆,M⋆) defined on a backgroundmanifoldM = (M, e, r), associated with admissible decay exponents (pG, qG, pM, qM)
and Ho¨lder exponent α ∈ (0, 1). Given any subcritically effective exponents (p, q), there exists a pair of (0, 2)-tensors (g, h)
defined onM such that:
• Solution property. The pair (g, h) is a C2,α–Ho¨lder continuous solution to the Einstein equations (1.3) associated
with the matter fields H⋆ and M⋆.
• Asymptotic property. This solution is asymptotic to (g1, h1) in the sense that ‖g− g1‖L2C2,αp (M)+‖h−h1‖L2C2,αq (M) . ǫG.
• Stability property. More precisely, this solution depends continuously upon the values of the Einstein operator in the
sense that
‖g − g1‖L2C2,αp (M) . ‖H(g1, h1) −H⋆‖L2Cαp+2(M) + ǫG ‖M(g1, h1) −M⋆‖L2C1,αq+1(M),
‖h − h1‖L2C2,αq (M) . ǫG ‖H(g1, h1) −H⋆‖L2Cαp+2(M) + ‖M(g1, h1) −M⋆‖L2C1,αq+1(M),
(2.4)
in which the implied constants depend on the decay and regularity exponents.
In particular, if (g1, h1) is known to be an actual solution to the Einstein equations, then (g, h) does coincide
with that solution. In fact, if (g1, h1) is chosen to be a sequence converging to an actual solution, then the
distance (in appropriate weighted spaces specified in our theorem) between this solution and the solution (g, h)
approaches zero. It is worth mentioning also that, by construction, the solutions (g, h) in Theorem 2.6 are small
perturbations of the background data (e, 0) (with e itself being sufficiently close to the Euclidean metric), since
‖g − e‖L2C2,αp (M) + ‖h‖L2C2,αq (M) . ǫM + ǫG.
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Heuristic observations. We can motivate our conditions (2.3) as follows.
• The sub-critical assumption in in (2.3) is imposed since, otherwise, from the schematic form of the Hamilto-
nian constraint (for the perturbation g2 = g − g1) ∆g2 ≃ 0 one would expect harmonic terms 1/r which we
are not (yet) included in Theorem 2.6.
Similarly, from the schematic form of the Hamiltonian constraint Diveh2 ≃ 0 for the perturbation h2 = h − h1,
one would find terms like 1/r2 which we do not include in Theorem 2.6.
• Our second condition (p, q) ≤ (pM, qM) in (2.3) relates the effective exponents to the matter exponents, while
the geometry exponents satisfy (pG, qG) ≤ (pM, qM).
• Our third condition in (2.3) is relevant for the linearization of the Hamiltonian constraint about the data
(g1, h1), leading us to consider the equation ∆g2 ≃ h1 ∗ h2 + (H(g1, h1) − H⋆), from which we argue that the
conditions p+ 2 ≤ qG + q and p+ 2 ≤ pM + 2 are necessary for the nonlinearities to decay at least as fast as the
principal term.
Similarly, an analysis of the linearization of the momentum constraint about the data (g1, h1) lead us to
consider the equation Diveh2 ≃ h1 ∗ ∂g2 + (M(g1, h1) −M⋆), from which we argue that the conditions q + 1 ≤
qG + p + 1 and q + 1 ≤ qM + 1 are required.
2.4 Einstein manifolds generated from strongly tame data
The seed-to-solution map. Under the conditions in Theorem 2.6 and by choosing p = 1/2 et q = 3/2 therein, we
define a map
P
sol
seed : (g1, h1) 7→ (g, h), (2.5)
which we refer to as the seed-to-solution map associated with the Einstein equations. It is defined on a suitable
subset of C4,αpG (M) × C3,αqG (M), and its image is such that g − g1 ∈ L2C2,α1/2(M) and h − h1 ∈ L2C2,α3/2(M). Of course, this
map also depends upon the choice of the matter terms H⋆,M⋆, which we regard as fixed data and, for instance,
can be chosen to vanish identically if one is solely interested in Einstein’s vacuum spaces.
Basic definitions. Our next result establishes that, under additional conditions, the prescribed seeddata behavior
is “realized ” by the actual solution at (and beyond) the standard 1/r Schwarzschild rate. This naturally requires
us to assume that our seed data is a suitably “accurate” asymptotic solution to the Einstein equations.
Definition 2.7. Under the condition in Definition 2.4, a tame seed data set (g1, h1,H⋆,M⋆) is said to be strongly tame if
the Einstein operator G(g1, h1) − G⋆ and enjoys the following stronger decay1:
pM ≥ 1, qM > max(3 − qG, 3/2), H(g1, h1) −H⋆ ∈ L1(M), (2.6a)
qM ≥ 2, M(g1, h1) −M⋆ ∈ L1(M). (2.6b)
We emphasize that our conditions concern the matter (or Einstein) content of the seed data and do not restrict
the behavior of the metric itself, which may have very low or very strong decay (cf. the examples in Section 2.5).
Definition 2.8. Given any admissible exponents (pG, qG, pM, qM) associated with a strongly tame data set, some exponents
(p⋆, q⋆) are called (super-)critically effective if
(1, 2) ≤ (p⋆, q⋆) ≤ (pM, qM),
p⋆ ≤ min(pG + 1, qG + qM − 2), p⋆ < min(2, qG),
q⋆ ≤ min(pG + 2, qG + 1), q⋆ < 3.
(2.7)
1The finite integrability of the Hamiltonian andmomentum operators is relevant only for the critical values pM = 1 and qM = 2. Recall that
throughout we write L1(M) instead of L1(M, e, r), etc.
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Analysis of the seed-to-solution map. The associated Einstein solution (g, h) then is asymptotic close to (g1, h1)
at the critical rate of decay, in the sense that if the seed data is strongly tame, then the metric g enjoys the same
asymptotic behavior at infinity as the seed metric up to the harmonic rate, with ‖g− g1‖C2,α
1
(M) + ‖h− h1‖C2,α
2
(M) . ǫM.
In fact, our results are even stronger since we can describe the critical term in the metric, as now described.
Theorem 2.9 (Asymptotic behavior at the (super-)critical level – The metric component). Assume the strongly
tame conditions (2.6a) for some seed data set (g1, h1,H⋆,M⋆) on a background manifold M = (M, e, r) with exponents
(pG, qG, pM, qM) and α ∈ (0, 1), consider the solution (g, h) to the Einstein-matter equations given by Theorem 2.6. Then there
exist a choice of coordinates at infinity such that the metric is asymptotic to1
g˜1 := g1 +
∑
1≤a≤n
2χa
m˜a
r
gEucl, (2.8)
referred to as the effective seed metric, at the following (super-)critical rate (with any p⋆ as in (2.7))
‖g − g˜1‖C2,αp⋆ (M) . E(g1, h1,H⋆,M⋆) + sup
1≤a≤n
∣∣∣m⋆a (g1, h1,H⋆)∣∣∣, (2.9a)
in which E = E(g1, h1,H⋆,M⋆) measures the “accuracy” of the seed data (with q′⋆ := min(p⋆ + 1, qM)):
E := ‖H(g1, h1) −H⋆‖C2,α
p⋆+2
(M) + (ǫG + ǫM) ‖M(g1, h1) −M⋆‖C1,α
q′⋆+1
(M), (2.9b)
and, for each asymptotic end Na, m
⋆
a = m
⋆
a (g1, h1,H⋆) is the following average of the Hamiltonian data
m⋆a :=
1
16π
∫
M
χa
(
H⋆ −H(g1, h1)
)
dVg1 , (2.9c)
while themass correctors m˜a satisfy the estimate
sup
1≤a≤n
∣∣∣m˜a −m⋆a ∣∣∣ . ‖H(g1, h1) −H⋆‖2L2Cα
5/2
(M)
+ ‖M(g1, h1) −M⋆‖2L2C1,α
5/2
(M)
. (2.9d)
In particular, one has limr→+∞
(
r |g − g˜1| + r2 |∂(g − g˜1)|
)
= 0—which holds even in the critical case p⋆ = 1.
It is convenient to introduce now the notation Vi j :=
(
xix j + 3r
2δi j
)
/r3, which is defined in each of the charts at
infinity and can be smoothly extended to the whole of the manifold.
Theorem 2.10 (Asymptotic behavior at the (super-)critical level — The extrinsic curvature). Under the conditions in
Theorem 2.9, assume now that the strongly tame conditions (2.6) hold. Then, the extrinsic curvature h is asymptotic to
h˜1 := h1 +
∑
1≤a≤n
χaLP˜a ·Vg1, (2.10)
referred to as the effective seed extrinsic curvature, in the following (super-)critical sense (with any p⋆, q⋆ as in (2.7)):
‖h − h˜‖C2,αq⋆ (M) . F(g1, h1,H⋆,M⋆) + sup
1≤a≤n
(
ǫG |m⋆a | + |P⋆a |
)
, (2.11a)
in which F = F(g1, h1,H⋆,M⋆) measures the “accuracy” of the seed data:
F := (ǫG + ǫM) ‖H(g1, h1) −H⋆‖C2,α
p⋆+2
(M) + ‖M(g1, h1) −M⋆‖C1,α
q⋆+1
(M) (2.11b)
and, for each asymptotic end Na, P
⋆
a = P
⋆
a (g1, h1,M⋆) is the average of the momentum data
P⋆a :=
1
8π
∫
M
χa
(
M⋆ −M(g1, h1)
)
dVg1 , (2.11c)
while themomentum correctors P˜a satisfy the estimate
sup
1≤a≤n
∣∣∣P˜a − P⋆a ∣∣∣ . ‖H(g1, h1) −H⋆‖2L2Cα
5/2
(M)
+ ‖M(g1, h1) −M⋆‖2
L2C1,α
5/2
(M)
. (2.11d)
In particular, one has limr→+∞
(
r2 |h − h˜1| + r3 |∂(h − h˜1)|
)
= 0 which holds even in the critical case q⋆ = 2.
1The functions χa were introduced in (2.1).
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Heuristic observations. The strongly tame decay conditions can be motivated from the schematic expressions
(for the perturbations g2 = g − g1 and h2 = h − h1)
∆g2 =
(
H(g1, h1) −H⋆
)
+ h ∗ h2 + ∂g ∗ ∂g2, Div(h2) =
(
M(g1, h1) −M⋆
)
+ ∂h ∗ g2.
Differentiating the momentum equation, we consider the second-order formulation obtained by replacing it
by ∆h2 + Div(∇h2) = ∂
(
M(g1, h1) −M⋆ + g2 ∗ ∂h
)
. If (p, q) denotes the pair of decay exponents associated with the
solution perturbation (g2, h2), then the study of the second-order elliptic system abovewill lead us to the conditions
p ≤ min(pM, 2q− 2, qG+ q− 2, 2p, pG+ p) and q ≤ min(qM, p+ qG, p+ q). The conditions (2.6) arise in order to reach the
harmonic decay exponents p = 1 and q = 2, respectively. The definition of (p⋆, q⋆) in (2.7) is similarly motivated.
2.5 ADMmass, ADMmomentum, and examples
Mass andmomentum. Whenever the expressions below arewell-defined, the ADMmassmADM(M, g) andADM
momentum PADM(M, h) are defined as the following scalar and vector in R3, respectively, by
mADM(M, g)≔
1
16π
lim
r→+∞
∫
Sr
3∑
i, j=1
(
gi j,i − gii, j
)x j
r
dω, PADMi (M, h)≔
1
8π
lim
r→+∞
∫
Sr
∑
1≤ j≤3
hi j
x j
r
dω, (2.12)
where dω denotes the standardmeasure on the unit sphereR2 and Sr is the sphere with radius r (in the coordinate
chart given in the asymptotic end). These formulas are valid when the manifold admits a single asymptotic end
extends to manifolds with several ends, by summing up the contributions due to each end. Our asymptotic
expansion provides us with some expressions of the mass and momentum of the constructed solutions.
Corollary 2.11 (Mass andmomentum properties of the seed-to-solution map). The ADMmass and ADMmomentum
of the Einstein solution (g, h) in Theorems 2.9 and 2.10 enjoy the following decomposition. Provided pG > 1/2 and qG > 3/2
as well as1 Rg1 ∈ L1(M) (so that the mass and momentum are finite), one has
mADM(M, g) = mADM(M, g1) +
∑
1≤a≤n
m˜a, P
ADM(M, h) = PADM(M, h1) +
∑
1≤a≤n
P˜a.
Recall also that, by the positive mass theorem [27], if the matter data (H⋆,M⋆) satisfies the positive energy
condition2 with respect to the constructed solution (g, h), we find mADM(M, g) > |PADM(M, h)|, unless M ≃ R3 and
g ≡ gEucl and h ≡ 0.
• Hence, the positive mass theorem implies that
mADM(M, g1) +
∑
1≤a≤n
m˜a >
∣∣∣∣PADM(M, h1) + ∑
1≤a≤n
P˜a
∣∣∣∣
g
, (2.13a)
which is a lower bound on the mass correctors
∑
1≤a≤n m˜a.
• If thematter data also satisfies the positive energy conditionwith respect to the seeddata, thenmADM(M, g1) >
|PADM(M, h1)| or
mADM(M, g) −
∑
1≤a≤n
m˜a >
∣∣∣∣PADM(M, h) − ∑
1≤a≤n
P˜a
∣∣∣∣
g1
, (2.13b)
which is an upper bound on the mass correctors
∑
1≤a≤n m˜a.
1Since we already assumedH(g1, h1) −H⋆ ∈ L1(M), it follows thatH⋆ ∈ L1(M) since h has sufficient decay.
2The factor 2 here comes from the interpretation ρ⋆ := H⋆/2 as the matter density and J⋆ :=M⋆ as the matter momentum vector.
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Several regimes of interest. It is interesting to consider special values of the exponents arising in Theorems 2.6
and 2.9. For simplicity, in our examples we assume that H⋆ andM⋆ vanish identically.
• Seed metric with slow decay. The slowest possible decay allowed in our theorems is as follows.
– Tame data. In Theorem 2.6, for any sufficiently small δ ≥ 0 we can choose
(pG, qG) = (1/2, 5/4), (pM, qM) = (p, q) = (1/2 + δ, 5/4 + δ). (2.14a)
Hence, Theorem 2.6 shows that a prescribed data set that decays much slower than Schwarzschild
and in fact with infinite ADM mass, generates a solution (g, h) such that g − g1 decays slower than
Schwarzschild, but slightly faster than the seed data g1 if one has δ > 0. Theorem 2.6 applies even when
pG = pM = p = 1/2 so that the seed data, the matter, and the solution enjoy the same decay in this regime
—however, it must be observed that a slightly stronger norm is used to control the matter based on a
weighted L2 norm.
– Strongly tame data. In Theorem 2.9, for any sufficiently small δ ≥ 0 we can choose
(pG, qG) = (1/2, 5/4), (pM, qM) = (p, q) = (1 + δ, 2 + δ). (2.14b)
In this regime, the remainder g− g1 enjoys the harmonic decay at infinity when δ ≥ 0, and the remainder
g − g˜1 has even super-harmonic decay when δ > 0.
• Seed metric with fast decay. For any sufficiently small δ′ ≥ δ ≥ 0 we can choose our exponents to be
(pG, qG) = (1 + δ, 2 + δ), (pM, qM) = (p⋆, q⋆) = (1 + δ
′, 2 + δ′). (2.14c)
Hence, our method allows us to generate a solution perturbation enjoying a (super-)harmonic behavior at
infinity depending whether we choose δ′ = 0 or δ′ > 0.
A class of strongly tame seed data sets. It is not difficult to check that our collection of seed data sets is non-
empty. We take again M = R3, H⋆ = 0, and M⋆ = 0, and we choose any two-tensor h1 ∈ L2C2,α3 (R3) together
with an arbitrary decay exponent pG ∈ (1/2, 1]. For any given ǫ ∈ (0, 1), we can find a Riemannian metric g1 on
R
3 such that ‖g1 − δ‖L2C4,αpG (R3) . ǫ as well as ‖Rg1‖C2,α2pG+2(R3) . ǫ
2. For instance, we can choose the class of metrics
g1 = 2v dx
1dx2 + (1 + u)
∑3
i=1(dx
i)2, in which the metric coefficients u, v ∈ C2,αpG (R3) are chosen to satisfy ∆u = ∂1∂2v.
Namely, such functions exist since, for instance, we can pick up an arbitrary function v ∈ C2,αpG (R3), which, therefore,
satisfies ∂1∂2v ∈ C0,αpG (R3), and the existence of a function u is guaranteed by Proposition 4.1, below. Moreover, one
has Rg1 = −∆g1ii + g1i j,i j + ∂g1 ∗ ∂g1 = 2∂1∂2v − 2∆u + ∂g1 ∗ ∂g1 = ∂g1 ∗ ∂g1, which enjoys the desired decay. Our
theory in Theorems 2.9 and 2.10 applies to this seed data set (which has pM = 2pG > 1).
3 Existence of the seed-to-solution map for general tame data sets
3.1 The linearized Einstein operator and its adjoint
Weighted Sobolev spaces. We consider first the adjoint of the linearization dG of the Einstein operator around a
given seed data set (g1, h1,H⋆,M⋆), and we solve a linearized version of our problem in which the unknowns are
associated with the adjoint operator dG∗
(g1,h1)
. These adjoint variables consist of a scalar field u and a vector field
Z sought in (suitably weighted) Sobolev spaces. The system under consideration couples together second- and
first-order elliptic equations.
Recall that a backgroundmanifoldM = (M, e, r) is fixed throughout and all of our statements assume that ǫ⋆ is
sufficiently small and fixed. For any real θ > 0 we define the weighted Sobolev space Hk
θ
(M) by completion from
the set of all smooth and compactly supported functions f : M → R with finite weighted Sobolev norm
‖ f ‖2
Hk
θ
(M)
≔
∑
charts
∑
|K|≤k
∫
|∂K f |2r−3+2|K|+2θ χchart dVe, (3.1)
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where χchart is a given partition of unity compatible with the partition (2.1). The integration is performed over
our (finite) covering of M while dVe denotes the volume form of (M, e). As already pointed out we use the same
notation for tensor fields, by considering components in the prescribed coordinate charts of (M, e, r).
Linearization around a seed data set. Given any seed data (g1, h1), from (1.3) we can compute the linearized
Einstein operator dG(g1,h1) : (g2, h2) 7→ dG(g1,h1)[g2, h2], together with the adjoint Einstein operator dG∗(g1,h1) : (u,Z) 7→
dG∗
(g1,h1)
[u,Z]. Recall that the formal adjoint in the (weighted) L2 sense is defined by
∫
M
(g2, h2) · dG∗(g1,h1)[u,Z] dVg1 ≔
∫
M
dG(g1,h1)[g2, h2] · (u,Z) dVg1 , (3.2)
where the dot notation is defined with the metric g1. The expressions were derived in [16, 17]. Namely, the
linearized Hamiltonian and momentum operators read
dH(g1,h1)[g2, h2] = − ∆g1
(
Tr g1(g2)
)
+Divg1
(
Divg1g2
)
− g1
(
g2,Ricg1
)
+ h1 ∗ h1 ∗ g2 + h1 ∗ h2,
dM(g1,h1)[g2, h2] =Divg1(h2) + h1 ∗ ∇g1g2,
(3.3a)
which are second-order (scalar) and first-order (vectorial) operators, respectively. Here, ∇g1 , Divg1 , ∆g1 , and Ricg1
denote the Levi-Civita connection, divergence operator, Laplace operator, and Ricci curvature associated with the
seed metric g1, respectively. The adjoint Hamiltonian and momentum operators are more involved and, in a
schematic form, read
dH∗(g1,h1)[u,Z] = −
(
∆g1u
)
g1 +Hessg1(u) − uRicg1 + h1 ∗ h1 ∗ u + ∇g1(h1 ∗ Z),
dM∗(g1,h1)[u,Z] = −
1
2
LZg1 + h1 ∗ u,
(3.3b)
which are second-order andfirst-order operators, respectively. (Recall thatL stands for the Lie derivative operator.)
Full expression of the adjoint operator. More precisely, the adjoint Hamiltonian operator at (g1, h1) reads
dH∗(g1,h1)[u,Z] = −(∆g1u)g1 +Hessg1(u) +
(
− Ricg1 + (Tr g1h1)h1 − 2h1 × h1
)
u − 1
2
LZh1
+
1
2
Div(Z)h1 − 1
2
(
Z ⊗Divg1h1 +Divg1h1 ⊗ Z
)♭
+
1
4
g1
(
LZg1, h1
)
− 1
2
g1(Z,Divg1h1),
(3.4a)
where the flat symbol ♭ is the contravariant vs. covariant transformation of a tensor via the metric duality based
on g1, and the notation h1 × h1 ≔ hik1 h
j
1k
is used. On the other hand, the full expression of the adjoint momentum
operator at (g1, h1) is
dM∗(g1,h1)[u,Z] ≔ −
1
2
LZg1 +
(
(Tr g1h1)g
−1
1 − 2h1
)
u. (3.4b)
A special case of interest is obtained by taking the tensor h1 and the vector field Z to vanish identically, and the
adjoint Hamiltonian operator then reduces to the adjoint scalar curvature operator
L∗g1(u) ≔ dH
∗
(g1,0)
[u, 0] = −(∆g1u)g1 +Hessg1(u) − uRicg1 . (3.5)
We will also use the adjoint momentum operator obtained by taking the tensor h1 to vanish identically, which is
essentially the Lie derivative operator
M∗g1 (Z) := dM
∗
(g1,0)
[0,Z] = −1
2
LZg1. (3.6)
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Einstein operators in weighted Sobolev spaces. The scale of weighted Sobolev spaces defined in (3.1) is now
used.
Proposition 3.1. Given any tame seed data set (g1, h1,H⋆,M⋆) on a background manifoldM = (M, e, r) with (admissible)
decay exponents (pG, qG) and (pM, qM), and Ho¨lder exponent α ∈ (0, 1), the images of the linearized Einstein operator and
its adjoint are such that, for any subcritically effective exponents (p, q) in the sense (2.5), dG(g1,h1) : H
2
p(M) × H1q(M) →
L2p+2(M) × L2q+1(M), while dG∗(g1,h1) : H21−p(M) ×H12−q(M)→ L23−p(M) × L23−q(M).
Proof. We treat first the linearized Hamiltonian operator dH(g1,h1)[g2, h2] and consider each term arising in (3.3a).
Denoting by Γk
i j
(g1) the Christoffel symbols in the chart prescribed in any of the asymptotic ends, since (g1, h1) is
tame and (g2, h2) ∈ H2p(M) ×H1q(M) we obtain Γki j(g1) ≃ r−PG−1 and, with some obvious notation,
∆g1
(
Tr g1(g2)
)
≃ r−p−2 + r−pG−1−p−1 . r−p−2, Divg1
(
Divg1g2
)
≃ r−p−2 + r−pG−2−p + r−pG−1−p−1 . r−p−2,
g1
(
g2,Ricg1
)
≃ r−p−pG−2 . r−p−2, h1 ∗ h1 ∗ g2 + h1 ∗ h2 ≃ r−2qG−p + r−qG−q . r−p−2.
For the latter condition, we require that p + 2 − qG ≤ q ≤ p + qG, as stated in our definition. On the other hand,
for the linearized momentum operator dM(g1,h1)[g2, h2] in (3.3a), we obtain Divg1(h2) . r
−q−1 and h1 ∗ ∇g1 g2 . r−q−1.
Finally, dealing with the adjoint (Hamiltonian and momentum) operators is similar. 
Technical estimates. The proof of the following two statements is not difficult and is omitted. We state here
standard inequalities in weighted functional spaces by including here critical values that are needed in the present
paper. By definition, in the Euclidian spaceR3, the radius function r = r(x) is bounded below by a positive constant
and coincides with the usual distance function |x| outside the unit ball.
Lemma 3.2. For any exponent a > 0 and any function w : R3 → R, one has ‖w‖L2a (R3) . ‖∇w‖L2a+1(R3), as well as
‖w‖H2a (R3) .
∥∥∥Hess(w)∥∥∥
L2
a+2
(R3)
, with implied constants depending upon a only.
On the other hand, let us consider the Killing operator in the Euclidean spaceR3. Recall that the Killing operator
D is defined on any Riemannian manifold (M, g) by D(Y)(Z,W) ≔ g(∇ZY,W) + g(∇WY,Z), where ∇ denotes the
Levi-Civita connection associated with the metric under consideration.
Lemma 3.3. Given any exponent q ∈ (−∞, 2), the inequality ‖Z‖H1
2−q(R
3) . ‖D(Z)‖L2
3−q(R
3) holds for any vector field Z defined
on R3, in which the implied constant depends upon q only.
An invertibility property. Relying on weighted functional inequalities, we are in position to establish a funda-
mental properties of the linearization.
Proposition 3.4 (Invertibility on its image for the adjoint Einstein operator). Consider any tame seed data set
(g1, h1,H⋆,M⋆) on a background manifold M = (M, e, r) with decay exponents (pG, qG, pM, qM), and Ho¨lder exponent
α ∈ (0, 1). Then for any sub-critical effective exponents (p, q) and for all u ∈ H2
1−p(M) and Z ∈ H12−q(M), one has (with
implied constant depending upon the decay and regularity exponents)
‖u‖H2
1−p(M)
.
∥∥∥dH∗(g1,h1)[u,Z]∥∥∥L2
3−p(M)
+ ǫG
∥∥∥dM∗(g1,h1)[u,Z]∥∥∥L2
3−q(M)
,
‖Z‖H1
2−q(M)
. ǫG
∥∥∥dH∗(g1,h1)[u,Z]∥∥∥L2
3−p(M)
+
∥∥∥dM∗(g1,h1)[u,Z]∥∥∥L2
3−q(M)
.
We recall that, throughout, the coefficients ǫ⋆ and ǫG are sufficiently small. If one is not interested in the
dependency of the constant in ǫG, one can rewrite the estimate in Proposition 3.4 in the (slightly less precise) form
‖(u,Z)‖H2
1−p(M)×H12−q(M) .
∥∥∥dG∗
(g1,h1)
[u,Z]
∥∥∥
L2
3−p(M)×L23−q(M)
. It is convenient to decompose the proof into several steps, and
Proposition 3.4 follows immediately once we establish the following two technical lemmas. The second lemma
follows from a standard perturbation and its proof is omitted.
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Lemma 3.5 (Adjoint Einstein operator for the background metric). 1. Given any p ∈ (−∞, 1), one has ‖w‖H2
1−p(M,e,r)
.
‖L∗e(w)‖L2
3−p(M,e,r)
for all w ∈ H2
1−p(M, e, r), in which the implied constant may depend upon p (as well as (M, e, r)).
2. Given any q ∈ (−∞, 2), for the operator in (3.6) one has ‖W‖H1
2−q(M,e,r)
. ‖M∗e(W)‖L2
3−q(M,e,r)
for all W ∈ H12−q(M, e, r),
in which the implied constant may depend upon q (as well as (M, e, r)).
Lemma 3.6 (Adjoint Einstein operator close to the backgroundmetric). Under the assumptions of Proposition 3.4, one
has ∥∥∥dH∗(g1,h1)[u,Z] − dH∗(e,0)[u,Z]∥∥∥L2
3−p(M)
. ǫG ‖(u,Z)‖H2
1−p(M)×H12−q(M),∥∥∥dM∗(g1,h1)[u,Z] − dM∗(e,0)[u,Z]∥∥∥L2
3−q(M)
. ǫG ‖(u,Z)‖H2
1−p(M)×H12−q(M).
Proof of Lemma 3.5. 1. Hamiltonian operator. 1a. We establish first the following Poincare´-type inequality on the
background manifold (M, e, r):
‖w‖H2
1−p(M,e,r)
. ‖∂2w‖L2
3−p(M,e,r)
. (3.7a)
Proceeding by contradiction, if (3.7a) does not hold, we can find a sequence wn : M → R such that
‖wn‖H2
1−p(M,e,r)
= 1, lim
n→+∞
‖∂2wn‖L2
3−p(M,e,r)
= 0. (3.7b)
Passing to a subsequence if necessary, we can assume that wn converges weakly to a limit w ∈ H2
1−p(M, e, r). Since
w, ∂w vanish at infinity, we deduce from (3.7b) that the limit w ≡ 0. Moreover, by the Sobolev theorem, wn
converges strongly to 0 in H1(M, e), hence in H2(M, e) by (3.7b). (Recall here that the embedding H2
θ
֒→ H1
θ′ is
compact provided θ > θ′; see, for instance, [6, Lemma 2.1].)
Now we let ξ : M → [0, 1] be a cut-off function such that ξ is identically 1 outside some ball of sufficiently
large radius, chosen so that its support is included in the union of the asymptotic ends which we have denoted by
N1,N2, . . . On one hand, since wn converges to 0 in H2(M, e), we see that (1 − ξ)wn converges to 0 in H21−p(M, e, r).
In combination with the property ‖wn‖H2
1−p(M,e,r)
= 1, we get limn→+∞ ‖ξwn‖H2
1−p(M,e,r)
= 1. On the other hand, since
∂2wn converges to 0 in L23−p(M, e, r) and since w
n converges to 0 in H2(M, e), we see that ∂2(ξwn) converges to 0 in
L23−p(M, e, r). Therefore, since limn→+∞ ‖ξwn‖H21−p(M,e,r) = 1 it follows that limn→+∞ ‖∂
2(ξwn)‖L2
3−p(M,e,r)
/‖ξwn‖H2
1−p(M,e,r)
=
0. However, the function ξwn may be regarded (for each end) to be defined on R3, so this then contradicts the
statement in Lemma 3.2. Hence (3.7a) holds as claimed.
1b. Next, by our definition of ǫ⋆ we have ‖Ric(e)ki j∂kw‖L23−p(M,e,r) . ǫ⋆‖∂w‖L22−p(M,e,r) and, provided ǫ⋆ is sufficiently
small, from (3.7a) we deduce that
‖w‖H2
1−p(M,e,r)
. ‖Hessew‖L2
3−p(M,e,r)
. (3.7c)
In each asymptotic end and by denoting by δ the Euclidean metric in the coordinate chart at infinity, with the
notation (3.5) we can write Hessew = L
∗
ew − 12Tr(L∗ew)e + w ∗ ∂2e ∗ e + ∂2w ∗ (e − δ). Provided ǫ⋆ is sufficiently small,
we obtain ‖Hessew‖L2
3−p(M,e,r)
. ‖L∗ew‖L2
3−p(M,e,r)
, which together with (3.7c) completes the argument for the first item
of then lemma.
2. Momentumoperator. Wework in the coordinate charts chosen on (M, e, r) and to any vector fieldW =Widxi
we associate (D(W))i j ≔ (∂ jWi + ∂iW j) dxi ⊗ dx j. Thanks to Lemma 3.3 and an analysis similar to the derivation of
(3.7a) above, we can check that ‖W‖H1
2−q(M,e,r)
. ‖D(W)‖L2
3−q(M,e,r)
for allW ∈ H1
2−q(M, e, r). On the other hand, by the
definition of the Lie derivative we have (again in the coordinate charts under consideration)
(LWe −D(W))i j = ∂kei jWk + (ekj − δkj)∂iWk + (eki − δkj)∂ jWk,
so provided ǫ⋆ is sufficiently small, we obtain ‖W‖H1
2−q(M,e,r)
. ‖LWe‖L2
3−q(M,e,r)
. 
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3.2 Variational framework for the linearized Einstein operator
Following Corvino and Schoen [4, 11], given any ( f ,V) ∈ L2
p+2
× L2
q+1
(M) we consider the functional
J(g1,h1, f ,V) : H
2
1−p(M) ×H12−q(M) ∋ (u,Z) 7→ J(g1 ,h1, f ,V)(u,Z) ∈ [0,+∞) (3.8a)
defined by
J(g1 ,h1, f ,V)(u,Z) ≔
∫
M
(1
2
∣∣∣dH∗(g1 ,h1)[u,Z]∣∣∣2r3−2p + 12
∣∣∣dM∗(g1,h1)[u,Z]∣∣∣2r3−2q − f u − g1(V,Z)) dVg1 . (3.8b)
The Euler-Lagrange equation for a minimizer (u,Z) of the functional J(g1,h1, f ,V) reads
dG(g1,h1))[g2, h2] = ( f ,V), g2 ≔ r
3−2pdH∗(g1 ,h1)[u,Z], h2 ≔ r
3−2qdM∗(g1,h1)[u,Z]. (3.9a)
Theorem 3.7 (Existence theory for the adjoint Einstein equations). Consider any tame seed data set (g1, h1,H⋆,M⋆)
on a background manifold M = (M, e, r) with decay exponents (pG, qG, pM, qM), and Ho¨lder exponent α ∈ (0, 1). Then for
any subcritically effective exponents (p, q) in the sense (2.5) and for any ( f ,V) ∈ L2
p+2
(M) × L2
q+1
(M), there exists a unique
minimizer (u,Z) ∈ H2
1−p(M) ×H12−q(M) of the adjoint Einstein functional J(g1,h1, f ,V) satisfying (3.9).
Proof. For simplicity in the proof1 we suppress the explicit dependence in ǫG. From the definition of J(g1 ,h1, f ,V) and
for some constants C1,C2 > 0 we have
J(g1,h1, f ,V)(u,Z) ≥C1
∥∥∥dG∗(g1,h1)[u,Z]∥∥∥2H2
1−p×H12−q(M)
− C2 ‖( f ,V)‖L2
p+2
×L2
q+1
(M)‖(u,Z)‖H2
1−p×H12−q(M)
and therefore, with Proposition 3.4,
J(g1 ,h1, f ,V)(u,Z) ≥ C1 ‖(u,Z)‖2H2
1−p×H12−q(M)
− C2 ‖( f ,V)‖L2
p+2
×L2
q+1
(M)‖(u,Z)‖H2
1−p×H12−q(M).
Therefore, the functional J(g1,h1, f ,V) is coercive. It is a standard matter to show that it is lower semi-continuous in
the spaces under consideration, and we conclude that J(g1 ,h1, f ,V) admits at least one minimizer.
Moreover, if both (u1,Z1) and (u2,Z2) are minimizers, then we find
J(g1 ,h1, f ,V)
( (u1,Z1) + (u2,Z2)
2
)
=
1
2
J(g1 ,h1, f ,V)(u1,Z1) +
1
2
J(g1,h1, f ,V)(u2,Z2) −
1
8
∥∥∥dG∗(g1,h1)[u2 − u1,Z2 − Z1]∥∥∥2H2
1−p(M)×H12−q(M)
.
Therefore, we obtain dG∗
(g1,h1)
[u2 − u1,Z2 − Z1] = 0, which implies u1 = u2 and Z1 = Z2 by Proposition 3.4. 
3.3 Uniform ellipticity of the adjoint Einstein operator
Ho¨lder regularity for elliptic systems. We continue our study of the linearized Einstein equations and we now
investigate theweightedHo¨lder regularity of our solutions. We begin by recalling a general theory in the Euclidean
space, or rather in a bounded domain Γ ⊂ R3, as specified below. We present the setting in three-dimensions, since
this is our application of interest. We consider first a system of N linear partial differential equations in R3 of the
general form
Li(·, ∂)w =
N∑
j=1
Li j(·, ∂)w j = fi, i = 1, 2, . . . ,N, (3.10a)
where the operator Li j = Li j(x, ∂) are polynomials of the partial derivatives ∂ = (∂1, ∂2, ∂3). Assume that there exist
2N integers, denoted by s1, . . . , sN and t1, . . . , tN, such that for all relevant x
Li j(x, ∂)has order less or equal than si + t j. (3.10b)
1The assumption (p, q) ≤ (pM, qM) is not used in this proof.
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We denote L′
i j
the sum of those terms in Li j that have exactly the order si + t j and we refer to
P(x, ξ)≔ det
(
L′i j(x, ξ)
)
1≤i, j≤N, ξ ∈ R
3, (3.10c)
as the characteristic polynomial associated with the operator (3.10a).
We consider the above operator in a bounded domain Γ ⊂ R3 with sufficiently regular boundary, and let
d : Γ→ R be the distance function from the boundary ∂Γ. For any integer k ≥ 0 and reals θ ≥ 0 and α ∈ [0, 1), we
consider the weighted Ho¨lder norm
‖w‖Ck,α
θ
(Γ,d) ≔
k∑
i=0
sup
x∈Γ
d(x)θ+i|∂iw(x)| + sup
x∈Γ
d(x)θ+k+α[∂kw]α, (3.11)
and we denote by Ck,α
l
(Γ, d) the Banach space determined by completion (with respect to the above norm) of the
set of all smooth functions on R3 restricted to Γ.
Ellipticity conditions. We decompose the operator in the form Li j(x, ∂) =
∑si+t j
|β|=0 ai j,β ∂
β, where the summation is
over all multi-indices ordered by their length |β|. The following conditions are assumed for some α ∈ (0, 1) and
K > 0 and for all indices i, j = 1, . . . ,N:
(1) The coefficients ai j,β belong to C
−si ,α
si+t j−|β|(Γ, d) with supi, j,β ‖ai j,β‖C−si ,α−si−t j+|β|(Γ,d) ≤ K.
(2) The right-hand sides fi in (3.10a) belong to the space C
−si ,α
si+t
(Γ, d) with t := max j t j.
(3) With m ≔
∑N
k=1(sk + tk), the characteristic polynomial satisfies the uniform positivity condition P(x, ξ) ≥
K−1
(∑n
i=1 ξ
2
i
)m/2
for x ∈ Γ, ξ ∈ RN.
We now recall Douglis–Nirenberg’s elliptic theory [15, Theorem 1].
Theorem 3.8 (Interior Ho¨lder regularity). Consider a solution w : Γ → RN to the system (3.10a) under the ellipticity
conditions (stated above) such that, for any j = 1, . . . ,N, the componentw j ∈ C(0,0)t−t j (Γ, d) admitsHo¨lder continuous derivatives
up to order t j. Then one has the higher regularity w j ∈ Ct j ,αt−t j (Γ, d) and, moreover,∑
1≤ j≤N
‖w j‖
C
t j ,α
t−t j (Γ,d)
.
∑
1≤ j≤N
(
‖w j‖C0,0t−t j (Γ,d) + ‖ f j‖C−sj ,αsj+t (Γ,d)
)
, (3.13)
where the implied constant may depend upon K,N, α, s1, . . . , sN, t1, . . . , tN.
Recall that a seed data set (g1, h1,H⋆,M⋆) with exponents (pG, qG, pM, qM) is prescribed together with effective
exponents (p, q). Thanks to Theorem 3.7, for any ( f ,V) ∈ L2
2+p
(M)×L2
q+2
(M) we can associate a unique minimizer of
the functional J(g1 ,h1, f ,V). This minimizer is denoted by (u,Z) ∈ H21−p(M) ×H12−q(M) and enjoys the direct equations
−∆g1(Trg1 (g2)) +Divg1(Divg1(g2)) − g1(g2,Ricg1) + h1 ∗ h1 ∗ g2 + h1 ∗ h2 = f , Divg1 (h2) + h1 ∗ ∇g1g2 = V, (3.14)
and the adjoint equations
−
(
∆g1u
)
g1 +Hessg1(u) − uRicg1 + h1 ∗ h1 ∗ u + ∇g1 (h1 ∗ Z) = r−3+2pg2, −
1
2
LZg1 + h1 ∗ u = r−3+2qh2. (3.15)
Taking the trace of the first equation in (3.15) and the divergence of the second equation in (3.15) into account, we
obtain
−∆g1u =
(
Tr g1(g1) − 1
)−1(
uRg1 − Tr g1(h1 ∗ h1 ∗ u) − Tr g1
(
∇g1(h1 ∗ Z)
)
+ r−3+2pTr g1(g2)
)
,
−1
2
Divg1
(
LZg1
)
= r−3+2qDivg1(h2) + h2 · ∇g1
(
r−3+2q
)
−Divg1(h1 ∗ u).
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In combination with (3.14), we arrive at the following fourth-order equation for the dual Hamiltonian variable u:
−∆g1
(
∆g1u
)
= ∆g1
(
(Tr g1(g1) − 1)−1
(
uRg1 − Tr g1(h1 ∗ h1 ∗ u) − Tr g1
(
∇g1(h1 ∗ Z))
))
+
Tr g1(g2)
r3−2p
∆g1
(
(Tr g1(g1) − 1)−1
)
+ 2g1
(
∇(Tr g1(g1) − 1)−1,∇
(
r−3+2pTr g1(g2)
))
+ 2(Trg1(g1) − 1)−1g1
(
∇
(
Tr g1(g2)
)
,∇r2p−3
)
+ (Tr g1(g1) − 1)−1Tr g1(g2)∆g1r2p−3
+ (Tr g1(g1) − 1)−1
(
f −Divg1
(
Divg1(g2)
)
+ g(g2,Ric) − h1 ∗ h1 ∗ g2 + h1 ∗ h2
)
r2p−3,
(3.16a)
together with the following second-order system of equations for the dual momentum variable Z:
−1
2
Divg1
(
LZg1
)
= r−3+2q
(
V − h1 ∗ ∇g1g2
)
+ h2.∇g1
(
r−3+2q
)
−Divg1(h1 ∗ u). (3.16b)
In terms of the weighted unknowns1 u˜ ≔ r−pu and Z˜ ≔ r−qZ, this system may be rewritten as
∆g1 (∆g1 u˜) +
∑
0≤|β|≤3
a
(1)
β ∂
βu˜ + Ap ∗
( ∑
0≤|β|≤3
c
(1)
β ∂
βZ˜
)
=
(
Tr g1(g1) − 1
)−1
rp−3 f ,
Divg1
(
LZ˜g1
)
+
∑
0≤|β|≤1
c
(2)
β ∂
βZ˜ + Bp ∗
( ∑
0≤|β|≤3
c
(1)
β ∂
βu˜
)
= −2rq−3V,
(3.17a)
in which the coefficients satisfy the following bounds within the manifold (M, g1)
|a(1)
β
| . ǫGr|β|−4, |c(1)β | . ǫGr|β|−3, |Ap| . ǫGr−p,
|a(2)β | . ǫGr|β|−3, |c
(2)
β | . ǫGr|β|−2, |Bp| . ǫGr−p.
(3.17b)
From [4]we recall the following ellipticity property of the Einstein equations in the sense of Douglis andNirenberg.
Within each asymptotic end of the manifold (M, g1) in the coordinate chart at infinity: provided the coefficients
ǫ⋆, ǫG are sufficiently small and by choosing the order parameters s1 = 0, s2 = s3 = s4 = −1, t1 = 4, and
t2 = t3 = t4 = 3, the system (3.17a) in local coordinates takes the form (3.10a) and is elliptic in the sense of Douglis
and Nirenberg.
3.4 Lebesgue-Ho¨lder regularity theory for the linearized Einstein equations
Recall that
g2 = r
3−2pdH∗(g1,h1)[u,Z], h2 = r
3−2qdM∗(g1,h1)[u,Z], (3.18a)
satisfy
dG(g1,h1)[g2, h2] − ( f ,V) = 0. (3.18b)
We can now estimate (g2, h2) in suitably weighted Lebesgue andHo¨lder norms. Observe that the Lebesgue-Ho¨lder
norm is used at this juncture. Recall once more that ǫ⋆ and ǫG are assumed to be sufficiently small. We point out
that the condition (p, q) ≤ (pM, qM) is actually not needed for the following two properties to hold.
Proposition 3.9 (Weighted Lebesgue regularity for the linearized Einstein operator). Consider any tame seed data
set (g1, h1,H⋆,M⋆) on a background manifold M = (M, e, r) with decay exponents (pG, qG, pM, qM), and Ho¨lder exponent
α ∈ (0, 1). Then for any sub-critical effective exponents (p, q), the solution (g2, h2) to the linearized Einstein equations (3.18)
satisfies
‖g2‖L2p(M) . ‖ f ‖L2p+2(M) + ǫG ‖V‖L2q+1(M), ‖h2‖L2q (M) . ǫG ‖ f ‖L2p+2(M) + ‖V‖L2q+1(M).
1Observe that different exponents are used for the components u and Z.
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Proof. 1. Recall that (u,Z) is the unique minimizer of J(g1 ,h1, f ,V) over the function space H
2
1−p(M) × H12−q(M)
and we have dG(g1,h1))[g2, h2] = ( f ,V) with g2 = r
3−2pdH∗
(g1 ,h1)
[u,Z], and h2 = r3−2qdM∗(g1,h1)[u,Z]. It follows that
J(g1,h1, f ,V)(u,Z) ≤ J(g1,h1, f ,V)(0, 0) = 0, hence(
‖g2‖L2p(M) + ‖h2‖L2q(M)
)2
.
(
‖u‖L2
1−p(M)
+ ‖Z‖L2
2−q(M)
)(
‖ f ‖L2
p+2
(M) + ‖V‖L2
q+1
(M)
)
.
On the other hand, Proposition 3.4 gives us
‖u‖H2
1−p(M)
.
∥∥∥g2∥∥∥L2p(M) + ǫG
∥∥∥h2∥∥∥L2q(M), ‖Z‖H12−q(M) . ǫG
∥∥∥g2∥∥∥L2p(M) +
∥∥∥h2∥∥∥L2q(M). (3.19a)
Taking these inequalities into account, we have
‖g2‖L2p(M) + ‖h2‖L2q (M) . ‖ f ‖L2p+2(M) + ‖V‖L2q+1(M). (3.19b)
2. Next in view of J(g1 ,h1, f ,V)(u,Z) ≤ J(g1 ,h1, f ,V)(0,Z), we obtain
‖g2‖2L2p(M) .
∫
M
(
|dH∗(g1,h1)[0,Z]|2r3−2p +
(
|dM∗(g1,h1)[0,Z]|2 − |dM∗(g1,h1)[u,Z]|2
)
r3−2q
)
dVg1 + ‖u‖L2
1−p(M)
‖ f ‖L2
p+2
(M).
Therefore, by a straightforward calculation similar to the one in the proof of Lemma 3.6 leads us to
‖g2‖2L2p(M) . ǫ
2
G
(
‖Z‖2
H1
2−q(M)
+ ‖u‖2
H2
1−p(M)
)
+ ‖u‖L2
1−p(M)
‖ f ‖L2
p+2
(M)
and so, by recalling (3.19a) and (3.19b),
‖g2‖2L2p(M) . ǫ
2
G
(
‖g2‖L2p(M) + ‖h2‖L2q(M)
)2
+
(
‖g2‖L2p(M) + ǫG ‖h2‖L2q(M)
)
‖ f ‖L2
p+2
(M)
. ǫ2G
(
‖ f ‖L2
p+2
(M) + ‖V‖L2
q+1
(M)
)2
+ ǫG
(
‖ f ‖L2
p+2
(M) + ‖V‖L2
q+1
(M)
)
‖ f ‖L2
p+2
(M) + ‖g2‖L2p(M)‖ f ‖L2p+2(M).
This establishes the first inequality of the proposition.
3. Similarly, from J(g1,h1, f ,V)(u,Z) ≤ J(g1 ,h1, f ,V)(u, 0) we deduce the second inequality and the proof is completed.

Proposition 3.10 (Weighted Ho¨lder regularity for the linearized Einstein operator). Consider any tame seed data
set (g1, h1,H⋆,M⋆) on a background manifold M = (M, e, r) with decay exponents (pG, qG, pM, qM), and Ho¨lder exponent
α ∈ (0, 1). Then for any sub-critical effective exponents (p, q), the solution (g2, h2) to the linearized Einstein equations (3.18)
satisfies
‖g2‖C2,αp (M) . ‖ f ‖L2C0,αp+2(M) + ǫG ‖V‖L2C1,αq+1(M), ‖h2‖C2,αq (M) . ǫG ‖ f ‖L2C0,αp+2(M) + ‖V‖L2C1,αq+1(M).
Proof. 1. We follow here a strategy first applied in [4] in a different setup andwe apply Theorem 3.8. The inequality
within any compact region of M being standard by a local elliptic regularity argument, we focus on any of the
asymptotic ends, denoted below by N = R3 \ BR1 ⊂ R3 for some R1 > 0.
Recall that we are working with the weighted unknown u˜ = r−pu and Z˜ = r−qZ. Since the Einstein equations
satisfyDouglis-Nirenberg’s ellipticity conditions (as pointed out as the end of Section 3.3), we can apply the interior
regularity estimate in Theorem 3.8. We use the bounded domain Γ(x) = B(x, r(x)/3) centered at any arbitrary point
x ∈ R3 \ B2R1 , so that Γ(x) ⊂ N. With d(x) = r(x)/3 we obtain
4∑
i=0
d(x)i
∣∣∣∂iu˜(x)∣∣∣ + d(x)4+α[∂4u˜]α,Bd(x)/2(x) +
3∑
i=0
d(x)i+1
∣∣∣∂iZ˜(x)∣∣∣ + d(x)4+α[∂3Z˜]α,Bd(x)/2(x)
. max
B3d(x)/4(x)
|u˜| + r(x) max
B3d(x)/4(x)
|Z˜| + d(x)4r(x)p−3 sup
B3d(x)/4(x)
| f | + d(x)α[ f ]α,B3d(x)/4(x)
+ d(x)3r(x)q−3 sup
B3d(x)/4(x)
|V| + d(x) sup
B3d(x)/4(x)
|∂V| + d(x)1+α[∂V]α,B3d(x)/4(x).
(3.20a)
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We next control the sup norm as follows. Given any sufficiently large radius R > 0, by applying Caccioppoli-
Leray’s inequality to ∆eu˜(Rx) and ∆e(∂u˜(Rx)) respectively, we have (for any ǫ > 0)∫
B1/2(x0/R)
|∇u˜(Rx)|2 dx . ǫ−2
∫
B1(x0/R)
u˜2(Rx) dx + ǫ2
∫
B1(x0/R)
(
∆u˜(Rx)
)2
dx,∫
B1/4(x0/R)
|∇2u˜(Rx)|2 dx . ǫ−1
∫
B1/2(x0/R)
|∇u˜(Rx)|2 dx + ǫ
∫
B1/2(x0/R)
(∆(∇u˜(Rx)))2 dx.
It follows that
‖u˜(Rx)‖2
W2,2(B1/4(x0/R))
. ǫ−3
∫
B1(x0/R)
u˜2(Rx) dx + ǫ
∫
B1(x0/R)
(∆u˜(Rx))2 dx + ǫ
∫
B1(x0/R)
(∆(∇u˜(Rx)))2 dx
and so, by the Sobolev embedding theorem,
max
B1/4(x0/R)
|u˜(Rx)|2 . ǫ−3
∫
B1(x0/R)
u˜2(Rx) dx + ǫ( max
B1(x0/R)
|∆u˜(Rx)|)2 + ǫ
(
max
B1(x0/R)
∣∣∣∆(∇u˜(Rx))∣∣∣)2,
which is equivalent to
max
BR/4(x0)
|u˜(x)|2 . 1
ǫ3R3
∫
BR(x0)
u˜2(x) dx+ ǫR4
(
max
BR(x0)
|∆u˜(x)|
)2
+ ǫR6
(
max
BR(x0)
∣∣∣∆(∇u˜(x))∣∣∣)2. (3.20b)
Similarly, we also have
max
BR/4(x0)
|Z˜(x)|2 . 1
ǫ3R3
∫
BR(x0)
|Z˜|2(x) dx+ ǫR4
(
max
BR(x0)
|∆Z˜(x)|
)2
+ ǫR6
(
max
BR(x0)
∣∣∣∆(∇Z˜(x))∣∣∣)2. (3.20c)
Therefore, as long as ǫ is sufficiently small, we obtain from (3.20a)-(3.20c)
‖u˜‖C4,α
0
(B3d(x)/4(x))
+ ‖Z˜‖C3,α
1
(B3d(x)/4(x))
. r(x)−3/2‖u˜‖L2(B3d(x)/4(x)) + r(x)−1/2‖Z˜‖L2(B3d(x)/4(x)) + ‖ f ‖C0,α
p+1
(B3d(x)/4(x))
+ ‖V‖C1,αq (B3d(x)/4(x)).
(3.20d)
Since
r(x)−3‖u˜‖2
L2(B3d(x)/4(x))
. d(x)−3r(x)−2p
∫
Bd(x)/2(x)
|u(y)|2 dy,
. r(x)−2
∫
Bd(x)/2(x)
|u(y)|2r−3+2(1−p) dy . r(x)−2‖u‖2
H2
1−p
. r(x)−2‖(u,Z)‖2
H2
1−p×H1,2−q
,
we have from Propositions 3.4 and 3.9
r−3/2‖u˜‖L2(B3d(x)/4(x)) . r(x)−1
∥∥∥dG∗(g1,h1)(u,Z)∥∥∥L2
3−p(N)×L23−q(N)
. r−1‖( f ,V)‖L2
p+2
(N)×L2
q+1
(N).
Similarly, we also have r(x)−1/2‖Z˜‖L2(B3d(x)/4(x)) . r−1‖( f ,V)‖L2p+2(N)×L2q+1(N). Taking this into account in (3.20d), we
establish that
‖u˜‖C4,α
0
(B3d(x)/4(x))
+ ‖Z˜‖C3,α
1
(B3d(x)/4(x))
. r−1‖( f ,V)‖L2
p+2
(N)×L2
q+1
(N) + ‖ f ‖C0,α
p+1
(B3d(x)/4(x))
+ ‖V‖C1,αq (B3d(x)/4(x))
and by the definition of (g2, h2) in (3.18a) we arrive at ‖g2‖C2,αp (M) + ‖h2‖C2,αq (M) . ‖ f ‖L2C0,αp+2(M) + ‖V‖L2C1,αq+1(M).
2. In order to improve the previous estimates and cope with the dependency in ǫG, it suffices to re-apply the
same arguments to each of the two set of equations in (3.17a). 
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3.5 A Lipschitz continuity property for the Einstein equations
The calculations in this section are parallel to those in [4] but in a different setup. Let us summarize our conclusion
so far with a slightly different notation. Thanks to Theorem 3.7, for each ( f2,V2) ∈ L2C0,αp+2(M) × L2C1,αq+1(M) there
exists a unique minimizer of of the adjoint Einstein functional J( f2 ,V2), that is, (u2,Z2) ∈ H21−p(M) × H12−q(M). By
setting g2 ≔ r
3−2pdH∗
(g1,h1)
[u,Z], and h2 ≔ r3−2qdM∗(g1,h1)[u,Z], it follows that dG(g1,h1)[g2, h2] − ( f2,V2) = 0.
As established in the previous section, given any ( f2,V2) ∈ L2C0,αp+2(M) × L2C1,αq+1(M), from Propositions 3.9 and
3.10 we deduce that (g2, h2) ∈ L2C2,αp (M) × L2C2,αq (M) and, in fact,
‖(g2, h2)‖L2C2,αp (M)×L2C2,αq (M) . ‖( f2,V2)‖L2C0,αp+2(M)×L2C2,αq+1(M).
Therefore, it allows us to define a bounded linear map which we find convenient to denote1 by (dG)−1
(g1,h1)
(dG)−1(g1,h1) : L
2C0,α
p+2
(M) × L2C1,α
q+1
(M) ∋ ( f2,V2) 7→ (dG)−1(g1,h1)( f2,V2) ≔ (g2, h2) ∈ L2C
2,α
p (M) × L2C2,αq (M).
For the nonlinear problem to be considered now, the main unknown is (g2, h2) and the argument takes place in the
Lebesgue-Ho¨lder spaces defined in Section 2.
With the notation g = g1 + g2 and h = h1 + h2, we define the “quadratic part” of the Einstein operator to be
Q(g1,h1)[g2, h2] =
(
QH(g1,h1)[g2, h2],QM(g1,h1)[g2, h2]
)
≔
(
H(g, h) −H(g1, h1) − dH(g1,h1)[g2, h2],M(g, h)−M(g1, h1) − dM(g1,h1)[g2, h2]
)
.
(3.21)
The following proposition shows that the nonlinearities of the Einstein equations can be controlled at the level of
decay and regularity of interest. The proof follows from similar arguments as in [4] and, therefore, is omitted.
Proposition 3.11 (Lipschitz continuity for the Einstein operator in weighted Lebesgue-Ho¨lder spaces). Consider
any tame seed data set (g1, h1,H⋆,M⋆) on a background manifoldM = (M, e, r) with decay exponents (pG, qG, pM, qM), and
Ho¨lder exponent α ∈ (0, 1). Then for any sub-critical effective exponents (p, q) and for any λ > 0, there exists a sufficiently
small real r0 > 0 such that for all f2,V2, f3,V3 satisfying ‖ f2,V2‖L2C0,α
p+2
(M)×L2C1,α
q+1
(M) ≤ r0, and ‖ f3,V3‖L2C0,α
p+2
(M)×L2C1,α
q+1
(M) ≤ r0,
with (g2, h2) = (dG)−1(g1,h1)( f2,V2) and (g3, h3) = (dG)
−1
(g1,h1)
( f3,V3) one has
‖Q(g1,h1)[g2, h2] − Q(g1,h1)[g3, h3]‖L2C0,α
p+2
(M)×L2C1,α
q+1
(M) ≤ λ ‖(g2, h2) − (g3, h3)‖L2C2,αp (M)×L2C2,αq (M).
3.6 Existence of the seed-to-solution map (Theorem 2.6)
Given a seed data set (g1, h1), the requirement that (g, h) = (g1 + g2, h1 + h2) is a solution to the Einstein equations
is equivalent to saying that
dG(g1,h1)[g2, h2] + Q(g1,h1)[g2, h2] = (H⋆,M⋆) − G(g1, h1). (3.22)
In order to applywhat we have established so far, wemust ensure that our variable remainswithin the range of the
mapping (dG)−1
(g1,h1)
, that is, (g2, h2) ∈ (dG)−1(g1,h1)
(
L2C0,α
p+2
(M) × L2C1,α
q+1
(M)
)
. Indeed, in view of the Lipschitz continuity
of the quadratic part derived in Proposition 3.11, the left-hand-side of (3.22) must belong to L2C0,α
p+2
(M)×L2C1,α
q+1
(M).
This leads us to the condition (H⋆,M⋆)−G(g1, h1) ∈ L2C0,αp+2(M)× L2C1,αq+1(M),which, as stated in (2.3), requires us to
assume the condition (p, q) ≤ (pM, qM) on the decay exponents for the matter.
Theorem 3.12 (Existence of the seed-to-solution map for the Einstein equations). Consider any tame seed data
set (g1, h1,H⋆,M⋆) on a background manifold M = (M, e, r) with decay exponents (pG, qG, pM, qM), and Ho¨lder exponent
α ∈ (0, 1). Then for any sub-critical effective exponents (p, q), there exists a pair (g2, h2) ∈ (dG)−1(g1,h1)
(
L2C0,α
p+2
(M)×L2C1,α
q+1
(M)
)
such that
dG(g1,h1)[g2, h2] + Q(g1,h1)[g2, h2] = (H⋆,M⋆) − G(g1, h1). (3.23)
Moreover, the solution (g, h) = (g1 + g2, h1 + h2) satisfies (2.4) and such a solution is unique.
1Strictly speaking, this map also depends upon (H⋆,M⋆).
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Proof. 1. Letting g3 = 0, h3 = 0 and f3 = 0, V3 = 0, we inductively construct a sequence ( fi,Vi) and a sequence
(gi, hi) as follows for all i ≥ 4
( fi,Vi) ≔ −Q(g1,h1)[gi−1, hi−1] + (H⋆,M⋆) − G(g1, h1), (gi, hi) ≔ (dG)−1(g1,h1)( fi,Vi).
Let λ > 0 be sufficiently small and r0 > 0 be as in Proposition 3.11. We first prove by induction that
‖ fi,Vi‖L2C0,α
p+2
×L2C1,α
q+1
≤ r0. (3.24)
In fact, assume that ‖( fi,Vi)‖L2C0,α
p+2
×L2C1,α
q+1
≤ r0 for i = 3, . . . , k. Thanks to Proposition 3.11 and the fact that the operator
(dG)−1
(g1,h1)
is bounded (with respect to the specified spaces), we have
‖( fk+1,Vk+1) − ( fk,Vk)‖L2C0,α
p+2
×L2C1,α
q+1
= ‖Q(g1,h1)[gk, hk] − Q(g1 ,h1)[gk−1, hk−1]‖L2C0,α
p+2
×L2C1,α
q+1
≤ λ‖(gk, hk) − (gk−1, hk−1)‖L2C2,αp ×L2C2,αq . λ‖( fk,Vk) − ( fk−1,Vk−1)‖L2C0,αp+2×L2C1,αq+1 .
Therefore, provided λ is sufficiently small we have
‖( fk+1,Vk+1) − ( fk,Vk)‖L2C0,α
p+2
×L2C1,α
q+1
≤ 2−k ‖( f4,V4) − ( f3,V3)‖L2C0,α
p+2
×L2C1,α
q+1
= 2−k ‖(H⋆,M⋆) − G(g1, h1)‖L2C0,α
p+2
×L2C1,α
q+1
,
hence
‖( fk+1,Vk+1) − (H⋆,M⋆) + G(g1, h1)‖L2C0,α
p+2
×L2C1,α
q+1
≤
k∑
i=1
2−i‖(H⋆,M⋆) − G(g1, h1)‖L2C0,α
p+2
×L2C1,α
q+1
≤ 2 ‖(H⋆,M⋆) − G(g1, h1)‖L2C0,α
p+2
×L2C1,α
q+1
.
It follows that ‖( fk+1,Vk+1)‖L2C0,α
p+2
×L2C1,α
q+1
≤ 3‖(H⋆,M⋆) − G(g1, h1)‖L2C0,α
p+2
×L2C1,α
q+1
≤ 3ǫM, and, therefore, provided that
ǫM ≤ r0/3, we obtain ‖ fk+1,Vk+1‖L2C0,α
p+2
×L2C1,α
q+1
≤ r0 and (3.24) holds, as claimed.
2. Next, we observe that for all integers m, n > 0
‖( fm+n,Vm+n) − ( fn,Vn)‖L2C0,α
p+2
×L2C1,α
q+1
≤ 2−n‖( fm,Vm)‖L2C0,α
p+2
×L2C1,α
q+1
≤ 2−nr0.
Thismeans that the sequence ( fi,Vi), hence (gi, hi), is Cauchy. As a consequence, {(gi, hi)} converges in L2C2,αp ×L2C2,αq
to a limit which we denote by (g2, h2) and satisfies the equation dG(g1,h1)[g2, h2]+Q(g1,h1)[g2, h2] = (H⋆,M⋆)−G(g1, h1).
Moreover, eachpair (gi, hi) is of the form dG∗(g1,h1)[ui,Zi] = (r
−3+2pgi, r−3+2qhi) for someminimizer (ui,Zi) ∈ H21−p×H12−q.
We deduce from Proposition 3.4 that the sequence (ui,Zi) is also Cauchy, hence (ui,Zi) converges in H21−p ×H12−q to
the minimizer (u2,Z2) and satisfying
(r−3+2pg2, r−3+2qh2) = dG∗(g1,h1)[u2,Z2], (u2,Z2) ∈ H21−p(M) ×H12−q(M).
This means that (g2, h2) = (dG)−1(g1,h1)
(
dG(g1,h1)[g2, h2]
)
, which is true by construction.
3. Finally, let (g2, h2) and (g′2, h
′
2) be such solutions. It follows by (3.23) that
dG(g1,h1)[g2 − g′2, h2 − h′2] + Q(g1,h1)[g2, h2] − Q(g1,h1)[g′2, h′2] = 0. (3.25)
On one hand, since S is bounded linear we have
‖(g2, h2) − (g′2, h′2)‖L2C2,αp ×L2C2,αq . ‖dG(g1,h1)[g2 − g
′
2, h2 − h′2]‖L2C0,α
p+2
×L2C1,α
q+1
. (3.26)
On the other hand, since the Einstein solutions, say (g, h) = (g1 + g2, h1 + h2), (g′, h′) = (g1 + h′2, h1 + h
′
2
), satisfy
(2.4), dG(g1,h1)[g2, h2] and dG(g1,h1)[g
′
2, h
′
2] are sufficiently small in L
2C0,α
p+2
(M) × L2C1,α
q+1
(M). Therefore, thanks to
Proposition 3.11 we obtain
‖Q(g1,h1)[g2, h2] − Q(g1 ,h1)[g′2, h′2]‖L2C0,α
p+2
×L2C1,α
q+1
. λ‖(g2, h2) − (g′2, h′2)‖L2C2,αp ×L2C2,αq ,
for some sufficiently small λ > 0. Combining with (3.25)-(3.26), we get
‖(g2, h2) − (g′2, h′2)‖L2C2,αp ×L2C2,αq . λ‖(g2, h2) − (g
′
2, h
′
2)‖L2C2,αp ×L2C2,αq ,
which implies (g2, h2) = (g′2, h
′
2) as long as λ is small. The proof is completed. 
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4 Asymptotic properties for the linearized Einstein equations
4.1 Weighted Ho¨lder regularity
The previous section has provided us with a large class of solutions to the Einstein equations. Our next objective is
to analyze their asymptotic properties and, in the present section, we begin with the linearized Einstein equations
and their dual version. We consider first the adjoint Hamiltonian equation linearized around the Euclidian metric
δ, that is, dH∗
(δ,0)
[u, 0], which is essentially the Laplace operator. We are interested in regularity and asymptotic
decay properties at the sub-critical, critical (harmonic), or super-critical level.
The reader is referred to Bartnik [2] and Choquet-Bruhat and Christodoulou [6] for standard material. For
instance, recall the following continuous embedding property forweighted Sobolev andHo¨lder spaces: Cl,α
θ+ǫ
(R3) ⊂
Wl,m
θ
(R3) ⊂ Ck,α
θ
(R3), valid for all θ > 0, m > 1, l − k − α > n/m, and ǫ ∈ (0, 1). In particular, a function f ∈ Wq
l,θ
(R3)
with l > 3/q enjoys the pointwise decay f = O(r−θ) when r → +∞. The following statement is standard.
Proposition 4.1 (Weighted Ho¨lder elliptic regularity. I). The Laplace operator ∆ : Ck+2,α
θ
(R3) → Ck,α
θ+2
(R3) is an
isomorphism for all θ, α ∈ (0, 1) and k ≥ 0.
More generally, using for instance Douglis–Nirenberg’s regularity theory [15] we have the following decay
property.
Proposition 4.2 (Weighted Ho¨lder elliptic regularity. II). Let k ≥ 0, θ > 0, and α ∈ (0, 1). If w ∈ C0
θ
(R3) and
−∆w + fw ∈ Ck,α
θ+2
(R3) for some f ∈ Ck,α
2
(R3), then w ∈ Ck+2,α
θ
(R3) and ‖w‖Ck+2,α
θ
(R3) . ‖w‖C0θ(R3) + ‖∆w − fw‖Ck,αθ+2(R3).
Proof. Applying Theorem 3.8 with t = k + 2 and s = −k and d(x) = r(x)/3, we find∑
0≤i≤k+2
d(x)i|∂iw(x)| + d(x)k+2+α[∂k+2w]α,Bd(x)/2(x)
. sup
B3d(x)/4(x)
|w(x)|+
∑
0≤i≤k
sup
B3d(x)/4(x)
d(x)2+i
∣∣∣∂i(∆w − fw)∣∣∣ + d(x)k+α[(∆w − fw)]α,B3d(x)/4(x),
and the desired conclusion follows from the definitions. 
Next, the following statement includes, in particular, the critical decay rate θ = 2 —which is critical in view of
−∆r−2 + 2r−4 = 0 for r ≥ 1. Recall that, in view of our notation in Remark 2.2, the function r in R3 does coincide
with the standard Euclidian distance from the origin —except in the unit ball centered at the origin— while r is
bounded below by a positive constant (actually, r ≥ e−1/2).
Proposition 4.3 (Weighted Ho¨lder elliptic regularity. III). 1. Given k ≥ 0, α ∈ (0, 1), θ ∈ (0, 2), and any function w one
has
‖w‖Ck+2
θ
(R3) . ‖∆w − 2r−2w‖Ck,α
θ+2
(R3), (4.1)
provided the right-hand side is finite. In particular, ‖r−2w‖Ck+2,α
θ+2
(R3) is then finite.
2. Given α ∈ (0, 1) and θ ∈ [1,+∞), for any function w one has
‖r−2w‖L1(R3) . ‖∆w − 2r−2w‖C0,α
θ+2
(R3) + ‖∆w − 2r−2w‖L1(R3), (4.2)
provided the right-hand side is finite.
Proof. 1. It is sufficient to check that ‖w‖C0
θ
(R3) . ‖∆w − 2r−2w‖C0
θ+2
(R3). From the definitions, we have
− r−θ−2‖∆w − 2r−2w‖C0
θ+2
(R3) ≤ −∆w +
2
r2
w ≤ r−θ−2‖∆w − 2r−2w‖C0
θ+2
(R3). (4.3)
Thanks to Kato’s inequality ∆|w| ≥ sgn(w)∆w, we find −∆|w| ≤ sgn(w)(−∆w + 2r−2w) − 2r−2|w| ≤ |∆w − 2r−2w|,
and it remains to control w(1), as follows. Let v be the unique solution to the Poisson problem with a source term
E chosen to be |∆w − 2r−2w| (see (4.4) below). Then by the maximum principle |w| ≤ v and, on the other hand,
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it follows from Proposition 4.1 that ‖v‖C2,α
min(θ,1−ǫ)(R
3) . ‖∆w − 2r−2w‖C0,α
θ+2
(R3). In particular, we obtain |w|(1) ≤ v(1) .
‖∆w − 2r−2w‖C0,α
θ+2
(R3). Combining this with (4.3), we see that there exists a constant K > 0 independent of w such
that
− ∆
(
w − Kr−θ‖∆w − 2r−2w‖C0
θ+2
(R3)
)
+
2
r2
(
w − Kr−θ‖∆w − 2r−2w‖C0
θ+2
(R3)
)
≤ 0,
− ∆
(
w + Kr−θ‖∆w − 2r−2w‖C0
θ+2
(R3)
)
+
2
r2
(
w + Kr−θ‖∆w − 2r−2w‖C0
θ+2
(R3)
)
≥ 0,
and |w(1)| ≤ K ‖∆w − 2r−2w‖C0
θ+2
(R3). By the maximum principle we deduce that |w| . r−θ ‖∆w − 2r−2w‖C0
θ+2
(R3) and,
thanks to Proposition 4.2, the inequality (4.1) follows.
2. In order to derive (4.2), we use again Kato inequality ∆|w| − sgn(w)(∆w−2r−2w) ≥ 2r−2|w|, which we integrate
on an arbitrary ball BR:∫
BR
r−2|w| dx .
∫
BR
∆|w| dy+
∫
BR
|∆w − 2r−2w| dy .
∫
∂BR
∣∣∣∣∂i(|w|)xi
R
∣∣∣∣ dω +
∫
BR
|∆w − 2r−2w| dy.
In view of (4.1), by writing ‖r−2w‖L1(R3) . ‖∆w − 2r−2w‖C0,α
θ+2
(R3) + ‖∆w − 2r−2w‖L1(R3), the proof is completed. 
4.2 Harmonic and super-harmonic decay
Given a source function E ∈ L1(R3)∩ Lp(R3) with p > 3/2, we consider the (continuous) solution w : R3 → R to the
Poisson problem
− ∆w = E in R3, lim
|x|→+∞
w(x) = 0. (4.4)
Proposition 4.4 (Solutions with harmonic decay). Given α ∈ (0, 1) and any function E ∈ L1(R3)∩C0,α
3
(R3), the solution
w to the problem (4.4) belongs to C2,α
1
(R3) and satisfies
lim
|x|→+∞
|x|w(x) = 1
4π
∫
R3
E dy =: c(E), lim
|x|→+∞
|x|2|∇w(x)| = |c(E)|. (4.5)
Proof. The stated regularity was already explained in Proposition 4.2. For the first statement in (4.5), recall that
w(x) = 14π
∫
R3
E(y)
|x−y| dy and select an arbitrarily small ǫ ∈ (0, 1). Since E ∈ L1(R3), we can find a radius Rǫ so large that∫
R3\BRǫ (0)
|E| dy ≤ ǫ.Writing
|x|w(x) = 1
4π
∫
BRǫ (0)
|x|E(y)
|x − y| dy +
1
4π
∫
R3\BRǫ (0)
|x|E(y)
|x − y| dy =: I
ǫ
1 + I
ǫ
2 (4.6a)
and using lim|x|→+∞
(
supy∈BRǫ (0) |x|/|x− y|
)
= 1, we obtain
lim
|x|→+∞
Iǫ1 =
1
4π
∫
BRǫ (0)
E(y) dy. (4.6b)
On the other hand, we have
|Iǫ2| ≤
∫
R3\BRǫ (0)
|x−y|≥√ǫ|x|
|x||E(y)|
|x − y| dy +
∫
R3\BRǫ (0)
|x−y|≤√ǫ|x|
|x||E(y)|
|x − y| dy . ǫ
−1/2
∫
R3\BRǫ (0)
|E(y)| dy+
∫
R3\BRǫ (0)
|x−y|≤√ǫ|x|
|x||y|−3
|x − y| dy
. ǫ−1/2
∫
R3\BRǫ (0)
|E(y)| dy+
∫
R3\BRǫ (0)
|x−y|≤√ǫ|x|
|x|−2
|x − y| dy .
√
ǫ + ǫ.
(4.6c)
Since ǫ ∈ (0, 1) is arbitrary, from (4.6) we obtain the first statement in (4.5). Finally, we write |x|2∇w(x) =
− 14π
∫
R3
|x|2(∇|x − y|)E(y)|x − y|−2 dy and by observing that |∇|x − y|| = 1, a similar analysis as above leads us to
the second statement in (4.5). 
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We continue by analyzing solutions with faster decay. It is convenient to specify the value of sgn(0) = 0 of the
standard sign function.
Proposition 4.5 (Solutions with super-harmonic decay). Given an integer k ≥ 0, a Ho¨lder exponent α ∈ (0, 1), and a
decay exponent θ ∈ [1, 2), as well as a source function E ∈ L1(R3) ∩ Ck,α
θ+2
(R3) with vanishing integral
∫
R3
E dy = 0, the
solution w : R3 → R to the Poisson problem (4.4) decays at a super-harmonic rate, in the sense that
‖w‖Ck+2,α
θ
(R3) . ‖E‖Ck,α
θ+2
(R3). (4.7)
Furthermore, provided
lim
r=|x|→+∞
rθ+2+i∂iE = 0, i = 0, 1, . . . , k, (4.8a)
one also has
lim
r=|x|→+∞
rθ+i∂iw = 0, i = 0, 1, . . . , k + 2. (4.8b)
Proof. When θ = 1 the desired result follows immediately from the proof of Proposition 4.4, so we treat here the
interval θ ∈ (1, 2). Since
∫
R3
E dy = 0, we have
|x|θw(x) = 1
4π
∫
R3
|x|θ E(y)|x − y| dy =
1
4π
∫
R3
|x|θ−1
(
|x| − |x − y|
) E(y)
|x − y| dy,
and therefore given any radius d > 0
4π|x|θw(x) =
∫
Bd(0)
|x|θ−1(|x| − |x − y|)E(y)
|x − y| dy +
∫
R3\Bd (0)
|x|/2≤|x−y|≤3|x|/2
|x|θ−1(|x| − |x − y|)E(y)
|x − y| dy
+
∫
R3\Bd (0)
|x−y|≥3|x|/2
|x|θ−1(|x| − |x − y|)E(y)
|x − y| dy +
∫
R3\Bd (0)
|x−y|≤|x|/2
|x|θ−1(|x| − |x − y|)E(y)
|x − y| dy
=: I1(x) + I2(x) + I3(x) + I4(x).
Since
|x|θ−1 ||x−y|−|x||
|x−y| ≤
|x|θ−1 |y|
|x−y| , we have for any ǫ ∈ (0, 1)
|I1|(x) . (1 + sgn(|x| − 2d))|x|θ−2d‖E‖L1(Bd(0)) + (1 − sgn(|x| − 2d))|x|θ−ǫ‖E‖C0,α
2+ǫ
,
where our convention is that sgn(0) = 0. For the term I2 we write
|I2(x)| . |x|θ−2
∫
R3\Bd (0)
|x|/2≤|x−y|≤3|x|/2
|y||E(y)| dy
. |x|θ−2‖rθ+2E‖C0(R3\Bd(0))
∫
R3\Bd (0)
|y|≤|x|/2
|y|−θ−1 dy . (2 − θ)‖rθ+2E‖C0(R3\Bd(0))
since θ ∈ (1, 2), while for the term I3
|I3(x)| . |x|θ−1
∫
R3\Bd (0)
|x−y|≥3|x|/2
|E(y)| dy . |x|θ−1‖rθ+2E‖C0(R3\Bmax(d,|x|/2)(0))
∫
R3\Bd (0)
|x−y|≥3|x|/2
|y|−θ−2 dy . (θ − 1)‖rθ+2E‖C0(R3\Bmax(d,|x|/2)(0)).
Finally, we estimate I4 by writing
|I4(x)| . |x|θ−1
∫
R3\Bd (0)
|x−y|≤|x|/2
|y||E(y)|
|x − y| dy . |x|
θ−1‖rθ+2E‖C0(R3\Bmax(d,|x|/2)(0))
∫
R3\Bd (0)
|x−y|≤|x|/2
|y|−θ−1
|x − y| dy
. |x|θ−1‖rθ+2E‖C0(R3\Bmax(d,|x|/2)(0))
∫
R3\Bd (0)
|x−y|≤|x|/2
(|x| − |x − y|)−θ−1
|x − y| dy . ‖r
θ+2E‖C0(R3\Bmax(d,|x|/2)(0)).
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Taking the above inequalities into account, we conclude that
|x|θ|w| . (1 + sgn(|x| − 2d))|x|θ−2d‖E‖L1(Bd(0)) + (1 − sgn(|x| − 2d))|x|θ−ǫ‖E‖C0,α
2+ǫ
+ (2 − θ)‖rθ+2E‖C0(R3\Bd(0)) + θ‖rθ+2E‖C0(R3\Bmax(d,|x|/2)(0)).
(4.9a)
Combining this with the property
lim
d→0
(
(1 + sgn(|x| − 2d))|x|θ−2d‖E‖L1(Bd(0)) + (1 − sgn(|x| − 2d))|x|θ−ǫ‖E‖C0,α
2+ǫ
)
= 0,
we find |x|θ|w| . (2 − θ)‖rθ+2E‖C0(R3) + θ‖rθ+2E‖C0(R3\B|x|/2(0)). Hence, by Proposition 4.2 the inequality (4.7) holds.
From (4.9a), one has lim sup|x|→+∞ |x|θ|w| . ‖rθ+2E‖C0(R3\Bd(0)) for all d > 0. Therefore, thanks to (4.8a) and by
letting d → +∞, we obtain lim|x|→+∞ |x|θ|w| = 0, as claimed.
Now for any d > 0, let ξd be a cut-off function which equals 0 for all |x| ≤ d and equals 1 for all |x| ≥ 2d,
and |∂iξd| . d−i (i = 1, 2, 3, . . .). By setting w˜d := ξdw, we find −∆w˜d = ξdE − w∆ξd + 2∇w.∇ξd := E˜d. Thanks to
Proposition 4.2, we have
‖w˜d‖Ck+2,α
θ
(R3) . ‖w˜d‖C0,αθ (R3) + ‖E˜d‖Ck,αθ+2(R3).
Observing also that ‖E˜d‖Ck,α
θ+2
(R3) . ‖rθ+2+i∂iE‖C0(R3\Bd(0)),we obtain
‖w˜d‖Ck+2,α
θ
(R3) . ‖w˜d‖C0,αθ (R3) + ‖r
θ+2+i∂iE‖C0(R3\Bd(0)).
Therefore, given ǫ ∈ (0, 1), in view of (4.8a) and our previous conclusion lim|x|→+∞ |x|θ |w| = 0, we choose d to be
sufficiently large so that ‖w˜d‖Ck+2,α
θ
(R3) . ǫ,which gives us (4.8b). 
Instead of the standard distance |x| from the origin, we now make use of our definition of the function r = r(x)
(in Remark 2.2) for the Euclidian case, and we observe that r and |x| coincide in the exterior of the unit ball. so that
the the term ∆(1/r) (arising in the definition of c1(E) below) vanishes identically in the exterior of this ball. Thee
following statement is relevant provided E has sufficiently fast decay at infinity, so that the norm in the right-hand
side of (4.10b) (below) is finite.
Corollary 4.6. Given an integer k ≥ 0, θ ≥ 1, and α ∈ (0, 1), let w be the solution to the Poisson problem (4.4) with
E ∈ L1(R3) ∩ Ck,α
θ+2
(R3), and assume that (1 − sgn(2 − θ)) r E ∈ L1(R3). With c(E) ≔ (1/(4π))
∫
R3
E dx, one has
E1 ≔ −∆
(
w − c(E)/r
)
∈ L1(R3) ∩ Ck,α
θ+2
(R3),
∫
R3
E1 dx = 0,
(1 − sgn(2 − θ)) r E1 ∈ L1(R3).
(4.10a)
Consequently, from Proposition 4.5 with p = min(θ, 2) it follows that
‖w − c(E)/r‖Ck+2,αp (R3) . ‖E1‖Ck,αp+2(R3) + ‖(1 − sgn(2 − θ)) r E1‖L1(R3). (4.10b)
4.3 The adjoint momentum operator
We now study the adjoint momentum equation linearized around the Euclidian metric, that is, we focus our
attention on the following operator defined over all vector fields in R3:
B(W) ≔ dM∗(δ,0)[0,W]. (4.11)
Given any vector field E = (Ei) : R3 → R3, we thus consider the following linear second-order elliptic problem on
R
3:
(B(W))i = −∆Wi − ∂i(∂ jW j) = Ei, i, j = 1, 2, 3,
lim
|x|→+∞
W(x) = 0.
(4.12)
Before we can investigate the asymptotic behavior of solutions to (4.12), let us first compute the fundamental
solution associated with our operator.
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Lemma 4.7. The matrix-valued field M(x, y) = (Mi j(x, y))1≤i, j≤3 defined in
{
(x, y) ∈ R3 × R3, x , y
}
by Mi j(x, y) ≔
1
16π |x−y|
(
(xi−yi)(x j−y j)
|x−y|2 + 3δi j
)
satisfies
− ∆Mi j(·, y) −
∑
k=1,2,3
∂ikM jk(·, y) = δy δik, y ∈ R3 (4.13)
in the sense of distributions on R3, where δy is the Dirac measure at the point y ∈ R3 (also written below as δ(x− y)) and δi j
denotes the Kronecker symbol.
Proof. Since B has constant coefficients, without loss of generality we can assume that y = 0 and, after setting
Mi j(x) :=Mi j(x, 0), we only need to check
Ii j(φ) ≔
∫
R3
(
Mi j(x)∆φ +
∑
k=1,2,3
M jk(x)∂ikφ
)
dx = −φ(0) δi j (4.14a)
for all smooth and compactly supported functions φ : R3 → R. By observing thatM ∈ L1
loc
(R3 \ {0}), it suffices to
check that
−φ(0) δik = lim
a→0+
Iik(a), Iik(a) ≔
∫
|x|≥a
(
Mki(x)∆φ +
∑
j=1,2,3
M jk(x)∂i jφ
)
dx.
Using that φ has compact support and integrating by parts, we obtain
Iik(a) = −
∫
|x|≥a
(
∂ jMki∂ jφ + ∂ jM jk∂iφ
)
dx −
∫
|x|=a
(
Mki∂ jφ
x j
|x| +M jk∂iφ
xi
|x|
)
dω
=
∫
|x|≥a
(
∆Mki + ∂i jM jk
)
φ dx +
∫
|x|=a
(
∂ jMki
x j
|x| + ∂ jM jk
xi
|x|
)
φ dω
−
∫
|x|=a
(
Mki
x j
|x|∂ jφ +M jk
xi
|x|∂iφ
)
dω.
Since (x j/r)∂ jφ is bounded and since |M(x)| . 1/|x|, the last integral converges to zero when a → 0. On the other
hand, a straightforward calculation away from the singularity at x = 0 gives us
∆Mki + ∂i jM jk = 0,
x j
|x|∂ jMki +
xi
|x|∂ jM jk = −
3
16π |x|2
(
δik +
xixk
|x|2
)
. (4.14b)
Taking these identities into account, we then find
lim
a→0+
Iik = − 3
16π
lim
a→0+
∫
|x|=a
1
|x|2
(
δik +
xixk
|x|2
)
φ(x) dω
= − 3
16π
φ(0) lim
a→0+
∫
|x|=a
1
|x|2
(
δik +
xixk
|x|2
)
dω − 3
16π
lim
a→0+
∫
|x|=a
1
|x|2
(
δik +
xixk
|x|2
)(
φ(x) − φ(0)
)
dω
= −3φ(0)
16π
lim
a→0+
∫
|x|=a
1
|x|2
(
δik +
xixk
|x|2
)
dω = −φ(0) δik. 
Proposition 4.8. Consider any E = (E1,E2,E3) ∈ L1
loc
(R3) such that the function y 7→ Mi j(x, y)E j(y) are integrable (for
i, j = 1, 2, 3 and almost every x). Then the vector field W = (W1,W2,W3) defined by
Wi(x) ≔
∫
R3
Mi j(x, y)E
j(y) dy, x ∈ R3 (4.15a)
belongs to L1
loc
(R3) and solves the linearized momentum equation in the sense of distributions, i.e.
B(W) = E. (4.15b)
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Proof. We have |Wi(x)| ≤
∫
R3
|Mi j(x, y)| |E j(y)| dy ≤ 14π
∫
R3
1
|x−y| |E j(y)| dy. and for any ball BR(x0) ⊂ R3, using Fubini’s
theorem we find ∫
BR(x0)
|Wi| dy ≤ 1
4π
∫
R3
( ∫
BR(x0)
1
|x − y| dx
)
|E j(y)| dy.
Since
∫
BR(x0)
1
|x−y| dx is boundedand,moreover,
∫
BR(x0)
1
|x−y| dx =
4πR3
3|x0−y| for |x0−y| ≥ R, it follows that
∫
BR(x0)
|Wi| dy < +∞,
henceW ∈ L1
loc
(R3) as claimed.
Next, we show that −
∫
R3
(
Wi∆φ +
∑
1≤ j≤3W
j∂i jφ
)
dx =
∫
R3
Eiφ dx for any test-function φ : R3 → R. Namely,
by plugging (4.15a) in the left-hand side and applying Fubini’s theorem, the above expression becomes from from
(4.13)
−
∫
R3
( ∫
R3
(
Mki(x, y)∆φ +
∑
j=1,2,3
M jk(x, y)∂i jφ
)
dy
)
Ek(x) dx =
∫
R3
Eiφ dx. 
We are now in a position to rely on a result established in Lockhart and McOwen [22, Theorem 3].
Proposition 4.9 (Isomorphism property for the adjoint momentum equation. I). Given an integer k ≥ 0, a Ho¨lder
exponent α ∈ (0, 1) and a decay exponent θ > 0, the operator B : Hk+2
θ
(R3) → Hk
θ+2
(R3) is continuous and one-to-one if
θ ∈ (0, 1).
Since the operator B is elliptic in the sense of Douglis and Nirenberg (with t1 = t2 = t3 = k + 2 and s1 = s2 =
s3 = −k), from Theorem 3.8 we deduce also the following result.
Proposition 4.10 (Weighted regularity property for the adjoint momentum equation). For any integer k ≥ 0, Ho¨lder
exponent α ∈ (0, 1), and decay exponent θ > 0, consider the solution W to the problem (4.12) associated with a source-term
E ∈ Ck,α
θ+2
(R3). Then, provided W ∈ C0
θ
(R3) one has W ∈ Ck+2,α
θ
(R3) and, moreover, ‖W‖Ck+2,α
θ
(R3) . ‖W‖C0θ(R3) + ‖E‖Ck,αθ+2(R3).
Proposition 4.11 (Isomorphism property for the adjoint momentum equation. II). Given an integer k ≥ 0, a Ho¨lder
exponent α ∈ (0, 1), and a decay exponent θ > 0, the operatorB : Ck+2,α
θ
(R3) → Ck,α
θ+2
(R3) is continuous and, when θ ∈ (0, 1),
is one-to-one.
Proof. For any sufficiently small ǫ > 0 we have Ck,α
θ
(R3) ⊂ Hk
θ−ǫ(R
3), hence the injectivity of the operator follows
from Proposition 4.9. Next, given E ∈ Ck,α
θ+2
(R3), we may consider a sequence of smooth and compactly supported
functions {Ei} converging to E inHkθ+2−ǫ(R3). It follows fromProposition 4.8 thatW
j
i
≔
∫
R3
M jk(x, y)Eki (y) dy satisfies
BWi = Ei. Letting i → +∞, thanks to Proposition 4.9 we obtainWi → W in Hk+2θ−ǫ(R3). Moreover, we have BW = E
andW j(x) =
∫
R3
M jk(x, y)Ek(y) dy. Since |M(x, y)| ≤ 14π|x−y| , this identity tells us that |W j(x)| ≤ 14π
∫
R3
|Ek(y)|
|x−y| dy, hence,
by the isomorphism property enjoyed by the Poisson operator we find ‖W j‖C2
θ
(R3) . ‖E‖C0,α
θ+2
(R3). Combining this
with Proposition 4.10, we obtain ‖W‖Ck+2,α
θ
(R3) . ‖E‖Ck,α
θ+2
(R3) and the proof is completed. 
4.4 Harmonic and super-harmonic decay
We have arrived at the desired asymptotic statements concerning Einstein’s momentum operator.
Proposition 4.12 (Adjoint momentum equation: solutions with harmonic decay). Given any Ho¨lder exponent α ∈
(0, 1), and a source E ∈ L1(R3) ∩ C0,α
3
(R3), the solution W : (R3)3 → R to the problem (4.12) has Ho¨lder continuous
second-order derivatives, namely W ∈ C2,α
1
(R3) and, moreover, for every ω ∈ S2
lim
x→+∞
|x|=ω
|x|Wi(x) = M˜i j(ω)
∫
R3
E j(y) dy, M˜i j(ω) ≔ lim
x→+∞
|x|=ω
|x|Mi j(x, 0) = 1
16π
(
ωiω j + 3δi j
)
. (4.17)
Proof. In the proof of Proposition 4.11, we have established thatWi =
∫
R3
Mik(x, y)Ek(y) dy for i = 1, 2, 3. Given any
ǫ ∈ (0, 1) and since E ∈ L1(R3), we can choose a radius Rǫ so large that
∑3
i=1
∫
R3\BRǫ (0)
|Ei| dy ≤ ǫ. We obtain
|x|Wi(x) =
∫
BRǫ (0)
|x|Mi j(x, 0)E j(y) dy+
∫
BRǫ (0)
|x|
(
Mi j(x, y) −Mi j(x, 0)
)
E j(y) dy
+
∫
R3\BRǫ (0)
|x|Mi j(x, y)E j(y) dy =: Iǫ1 + Iǫ2 + Iǫ3.
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For all sufficiently large |x|we have supy∈BRǫ (0) |x| |Mi j(x, y) −Mi j(x, 0)| . ǫ, and, therefore, I
ǫ
2
. ǫ. Next, an analysis
similar to the one for (4.6c) in the proof of Proposition 4.4 shows that Iǫ
3
.
√
ǫ. Taking these results into account,
for all sufficiently large |x|we have
|x|
∣∣∣∣Wi(x) −
∫
BRǫ (0)
Mi j(x, 0)E
j(y) dy
∣∣∣∣ . ǫ.
Combining this with our condition
∑3
i=1
∫
R3\BRǫ (0)
|Ei| dy ≤ ǫ, we arrive at (4.17). 
Now, we introduce our asymptotic model for the momentum equation as follows for i, j = 1, 2, 3:
W
j
i
≔ − 1
r3
(xix j + 3r
2δi j), Wi ≔ (W
1
i ,W
2
i ,W
3
i ), E
j
i
≔ (BWi)
j. (4.18a)
By construction we have E
j
i
≡ 0 for r ≥ 1 and, furthermore,∫
R3
Eii dx = −16π (i = 1, 2, 3),
∫
R3
Eij dx = 0 (i , j). (4.18b)
Therefore, for any E = (E1,E2,E3) ∈ L1 and by setting
W∞(E) ≔ − 1
16π
3∑
i=1
( ∫
R3
Ei dx
)
Wi, (4.18c)
we arrive at ∫
R3
(BW∞(E))i dx =
∫
R3
Ei dx, i = 1, 2, 3. (4.19)
Proposition 4.13 (Adjoint momentum equation: solution with super-harmonic behavior). Given any exponents
k ≥ 0, α ∈ (0, 1), and θ ∈ [1, 2), as well as a source term E ∈ L1(R3)∩Ck,α
θ+2
(R3), the solution W : (R3)3 → R3 to the problem
(4.12) satisfies
‖W −W∞(E)‖Ck+2,α
θ
(R3) . ‖E −BW∞(E)‖Ck,α
θ+2
(R3),
where the asymptotic model W∞ =W∞(E) is defined by (4.18). Moreover, if θ ≥ 2 and rE ∈ L1(R3), one has
‖W −W∞(E)‖Ck+2,α
2
(R3) . ‖E −BW∞(E)‖Ck,α
4
(R3) + ‖r(E −BW∞(E))‖L1(R3).
Proof. By a straightforward calculation, we have B(W −W∞(E))i ∈ L1(R3) ∩ Ck,αθ (R3) and
∫
R3
B(W −W∞(E))i dx = 0
(for i = 1, 2, 3). The rest of the proof is similar in spirit to the ones of Proposition 4.5 and Corollary 4.6 and is
omitted. 
4.5 Reduction to the Euclidian case
For future reference, we close this section with an immediate observation. Let BR be a large ball in a background
manifold (M, e) such thatM \ BR is isomorphic to the exterior R3 \ BR of a ball in the Euclidian space1. Consider a
solutionW to the equation or system of equations LW = E inM \ BR, where the operator L denotes either −∆ or B.
Let φ be a cut-off function in R3 such that φ is identically 1 in R3 \ BR+2 and vanishes identically in BR+1. Setting
W˜ ≔ φW it follows that LW˜ = φE + ∂φ ∗ ∂W + ∂2φ ∗W =: E1. Then, an estimate in the Euclidian space R3, say
‖W˜‖Ck+2,α
θ
(R3) ≤ ‖E1‖Ck,αη (R3) (for any given integer k ≥ 0, Ho¨lder exponent α ∈ (0, 1), and decay exponents θ, η > 0)
implies an estimate in the manifold itself, namely
‖W‖Ck+2
θ
(M\BR+2) . ‖E‖Ck,αη (M\BR+1) + ‖∂W‖Ck,αη (BR+2\BR+1) + ‖W‖Ck,αη (BR+2\BR+1). (4.20)
1The same notation is used for the balls in the two manifolds.
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5 Asymptotic properties of the seed-to-solutionmap (Theorems 2.9 and 2.10)
5.1 Sub-critical decay estimates
Building upon the material developed in the previous sections, especially the asymptotic properties derived in
Section 4, we are now in a position to give a proof of Theorem 2.9. Our arguments rely on a detailed analysis of
the nonlinear coupling taking place between the Hamiltonian and momentum constraints.
Step 1. Reduction to a single asymptotic end. Let BR be a sufficiently large ball so thatM \ BR is isomorphic to
the union of finitely many exterior domains of the formR3 \BR. Within the ball with radius 2R, thanks to Theorem
2.6 with (p, q) satisfying the sub-critical effective condition (2.3), we already control of the solution, namely
‖g − g1‖L2C2,αp (B2R) . ‖H(g1, h1) −H⋆‖L2C0,αp+2(M) + ǫG‖M(g1, h1) −M⋆‖L2C1,αq+1(M),
‖h − h1‖L2C2,αq (B2R) . ǫG‖H(g1, h1) −H⋆‖L2C0,αp+2(M) + ‖M(g1, h1) −M⋆‖L2C1,αq+1(M),
and, therefore, it is obvious that we can also control the following weighted norms for any θ > 0:
‖g − g1‖L2C2,α
θ
(B2R)
. Rθ−p
(
‖H(g1, h1) −H⋆‖L2C0,α
p+2
(M) + ǫG‖M(g1, h1) −M⋆‖L2C1,α
q+1
(M)
)
,
‖h − h1‖L2C2,α
θ
(B2R)
. Rθ−p
(
ǫG‖H(g1, h1) −H⋆‖L2C0,α
p+2
(M) + ‖M(g1, h1) −M⋆‖L2C1,α
q+1
(M)
)
.
(5.1)
Furthermore, we have pointed out in Section 4.5 that one can reduce our analysis to R3. From now and without
loss of generality, we assume that (M, e) = (R3, δ).
Step 2. Basic decay rates. Applying Theorem 2.6 with the exponents p = 1/2 and q = 3/2, we know that there
exists (g2, h2) ∈ (dG)−1(g1,h1)
(
L2C0,α
5/2
(R3) × L2C1,α
5/2
(R3)
)
such that (g, h) = (g1 + g2, h1 + h2) is a solution to the Einstein
equations, enjoying the decay property
‖g2‖L2C2,α
1/2
(R3) . ‖H(g1, h1) −H⋆‖L2Cα5/2(R3) + ǫG ‖M(g1, h1) −M⋆‖L2C1,α5/2(R3),
‖h2‖L2C2,α
3/2
(R3) . ǫG ‖H(g1, h1) −H⋆‖L2Cα5/2(R3) + ‖M(g1, h1) −M⋆‖L2C1,α5/2(R3).
(5.2)
Moreover, there exists a pair (u2,Z2) ∈ C4,α1/2(R3)×C3,α1/2(R3) such that (g2, h2) is in the image of the adjointHamiltonian
and momentum operators, that is,
−
(
∆g1u2
)
g1 +Hessg1(u2) − u2Ricg1 + h1 ∗ h1 ∗ u2 + ∇g1(h1 ∗ Z2) =
g2
r2
, −1
2
LZ2g1 + h1 ∗ u2 = h2. (5.3)
Here, r = r(x), in (M, e) = (R3, δ), in given by Remark 2.2.
Furthermore, throughout our following arguments we will use that a decay rate for (u2,Z2) implies a cor-
responding decay rate for (g2, h2) since, for any decay exponent θ > 0 such that the right-hand side below is
finite,
‖g2‖C2,α
θ
. ‖u2‖C4,α
θ
+ ǫG ‖Z2‖C3,α
θ
, ‖h2‖C2,α
θ+1
. ǫG ‖u2‖C4,α
θ
+ ‖Z2‖C3,α
θ
. (5.4)
Before going further, we summarize our current decay result as
(g2, h2, u2,Z2) ∈ C2,αa1 × C2,αa2 × C4,αa3 × C3,αa4 , (5.5)
with, at this stage of the proof,
a1 = a3 = a4 = 1/2, a2 = 3/2. (5.6)
Throughout our forthcoming arguments, the inequalities a1, a3, a4 ≥ 1/2 and a2 ≥ 3/2 always hold, and we work
toward “improving” the basic rates in (5.6) and eventuallt establishing that we can choose (for all arbitrarily small
ǫ > 0)
a1 = a3 = min(pM, 1), a2 = min(qM, 2 − ǫ), a4 = min(qM − 1, 1 − ǫ). (5.7)
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Step 3. Linearized and adjoint Hamiltonian constraints. From the definition of the scalar curvature, we have
Rg = gi j,i j − gii, j j + ∂g ∗ ∂g =
(
g1i j,i j − ∆e(Treg1)
)
+ (g2i j,i j − ∆e(Treg2)) + ∂g ∗ ∂g
= Rg1 +
(
g2i j,i j − ∆e(Treg2)
)
+ O(∂g, ∂g2),
in which the notation stands for quadratic terms of the form O(∂g, ∂g2) := ∂g1 ∗ ∂g2 + ∂g2 ∗ ∂g2. In view of the
Hamiltonian constraint Rg = H⋆ + |h|2g −
(
Tr gh
)2
/2 satisfied by (g, h), we can rewrite the above identity as
− ∆e(Treg2) + g2i j,i j = H⋆ + |h|2g −
1
2
(
Tr gh
)2 − Rg1 + O(∂g, ∂g2)
=
(
H⋆ + |h1|2g1 −
1
2
(Tr g1h1)
2 − Rg1
)
+ g2 ∗ g2 ∗ h1 ∗ h1 + O(h, h2) + O(∂g, ∂g2)
(5.8)
and, with the Hamiltonian operator applied with the seed data (g1, h1),
−∆e(Treg2) + g2i j,i j = H⋆ −H(g1, h1) + g2 ∗ g2 ∗ h1 ∗ h1 + O(h, h2) + O(∂g, ∂g2). (5.9)
Here, our notation O(h, h2) = h1 ∗ h2 + h2 ∗ h2 represents quadratic terms.
The following identity in R3 (with implicit summation in i, j)(
− |x|2(∆eu2) e + |x|2Hesse(u2)
)
i j,i j
= −4∆eu2 (5.10)
holds, where |x|2 = ∑ j(x j)2 and e = (ei j) = (δi j). Using the function r = r(x) in Remark 2.2, it follows from the adjoint
Hamiltonian constraint that
∂i j
( |x|2
r2
g2i j
)
= −4∆eu2 + ∂2
(
|x|2∂2((g1 − e)u2)
)
+ ∂2
(
|x|2(u2Ricg1 + h1 ∗ h1 ∗ u2)
)
+ ∂2
(
|x|2∇g1 (h1 ∗ Z2)
)
. (5.11)
On the other hand, taking the trace of the Hamiltonian constraint (with respect to g1 and then expanding
g1 = e + (g1 − e)) we obtain
− 2∆eu2 = 1
r2
Treg2 + Rg1u2 +
(
h1 ∗ h1 ∗ u2 + ∇g1 (h1 ∗ Z2) + ∂g1∂u2 +
1
r2
(g1 − e) ∗ g2
)
. (5.12)
Taking (5.11) and (5.12) into account in (5.9), we arrive at the following elliptic equation1 for the trace of the metric
perturbation g2 (for r ≥ 1)
−∆e
(
Trg2
)
+
2
r2
Treg2 = Eg1,h1(g2, h2, u2,Z2) (5.13)
with E = Eg1,h1(g2, h2, u2,Z2) given by
E := H⋆ −H(g1, h1) + 2Rg1u2 + E˜g1,h1(g2, h2, u2,Z2), (5.14)
and E˜ = E˜g1,h1(g2, h2, u2,Z2) given by
E˜ := g2 ∗ g2 ∗ h1 ∗ h1 + O(h, h2) + O(∂g, ∂g2) + h1 ∗ h1 ∗ u2 + ∂g1 ∗ ∂u2 + 1
r2
(g1 − e) ∗ g2
+ ∇g1 (h1 ∗ Z2) + ∂2
(
r2∂2((g1 − e)u2)
)
+ ∂2
(
r2(u2Ricg1 + h1 ∗ h1 ∗ u2)
)
+ ∂2
(
r2∇g1 (h1 ∗ Z2)
)
.
(5.15)
Imposing now the strong tame conditions (2.6) on admissible exponents pG, qG, pM, qM and considering the
decay enjoyed by the right-hand side, we see that the exponent
p˜ := min
(
pM + 2, 2(a1 + qG), qG + a2, 2a2, pG + a1 + 2, 2a1 + 2, a3 + pG + 2, a3 + 2qG, a4 + qG + 1
)
(5.16)
is at least (3 − 1/4) and that the term E(g1, g2, h1, h2,Z1,Z2) in (5.13) decays (almost) like r−p˜. We proceed in two
steps:
1recalling that r is bounded below
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• By applying Proposition 4.3 to the elliptic equation (5.13) with any exponent a chosen such that
3/4 ≤ a ≤ p˜ − 2, a < 2, (5.17a)
we see that Trg2 decays at the rate a:
‖Trg2‖C2,αa . ‖Eg1,h1(g2, h2, u2,Z2)‖C0,αa+2 , (5.17b)
• Here a ≥ 3/4 which therefore improves upon the rate 1/2 known in (5.6). Returning to the trace equation
(5.12), we can infer an improved decay also for the dual variable u2. Indeed, applying Proposition 4.1 to
(5.12) we obtain (5.5) with now (ǫ being arbitrarily small)
a3 = min(1 − ǫ, a) ≥ 3/4. (5.18a)
In turn, we can use the expression of g2 in terms of the adjoint Hamiltonian operator and it follows that in
(5.5) we can take (ǫ being arbitrarily small)
a1 = min(1 − ǫ, a) ≥ 3/4. (5.18b)
Step 4. Linearized and adjoint momentum constraints. Taking now the divergence of the adjoint momentum
equation with respect to the metric g1 and expanding g1 = e + (g1 − e)), we obtain
− ∆eZ2 −Dive(∇eZ2) = 2Divg1(h2) +Divg1(h1 ∗ u2) + ∂2
(
(g1 − e) ∗ Z2
)
. (5.19)
The divergence term Divg1(h2) in the right-hand side is related to the momentum operator applied to h, namely
Divg(h) =M⋆ implies
Divg1(h2) = Divgh2 + g2 ∗ ∂h2 =
(
M⋆ −Divgh1
)
+ g2 ∗ ∂h2 =
(
M⋆ −M(g1, h1)
)
+ O(g2, ∂h),
in which O(g2, ∂h) is a term g2 ∗ ∂h1 + g2 ∗ ∂h2. Therefore, we can rewrite (5.19) in the form of the following
second-order elliptic system of equations:
− ∆eZ2 −Dive(∇eZ2) = 2 (M⋆ −M(g1, h1)) + Fg1,h1(g2, h2, u2,Z2) (5.20a)
with F = Fg1,h1(g2, h2, u2,Z2) given by
F := g2 ∗ ∂h1 + g2 ∗ ∂h2 +Divg1(h1 ∗ u2) + ∂2
(
(g1 − e) ∗ Z2
)
. (5.20b)
We proceed in two steps:
• First, from the available decay (5.18a) and the isomorphism property of the adjoint momentum operator (in
Proposition 4.11), it follows that Z2 ∈ C3,αmin(qM−1,1−ǫ).
• Consequently, returning to the momentum equation we infer that the extrinsic curvature satisfies h2 ∈
C2,α
min(qM ,2−ǫ). In other words, in (5.5) we can now take the desired exponents
a4 ≥ min(qM − 1, 1 − ǫ), a2 ≥ min(qM, 2 − ǫ). (5.21)
Step 5. Harmonic decay estimate. We can then complete the first part of our proof, as follows:
• Plugging (5.18) and (5.21) in the expression of the exponent p˜ defined in (5.16), we see that a ≥ 1, therefore,
(5.18) allows us to choose the exponents associated with the metric perturbation g2 and its dual variable u2
as
a1 = a3 = min(pM, 1 − ǫ). (5.22a)
32
• Using the integrability assumption H⋆ −H(g1, h1) ∈ L1(R3) and applying Proposition 4.3 again to the elliptic
equation for the trace (5.13), we find
r−2Tr eg2 ∈ L1. (5.22b)
• Applying Proposition 4.4 to the equation (5.12) for the dual variable u2, we can choose a3 = min(pM, 1) and
finally, returning once more to the linearized Hamiltonian equation, a1 = min(pM, 1).
Before moving to the next step, we have (5.7), as claimed earlier. Applying Proposition 4.1 to (5.13), for any
θ1 ∈ (0, 1) we obtain
‖u2‖C4,α
θ1
. ‖r−2Trg2‖C2,α
θ1+2
+ ‖Rg1u2 + h1 ∗ h1 ∗ u2‖C2,α
θ1+2
+ ‖∇g1(h1 ∗ Z2)‖C2,α
θ1+2
.
Since, by qG + qM > 3, we have ‖∇g1(h1 ∗ Z2)‖C2,α
θ1+2
. ǫG ‖Z2‖C3,α
min(qM−1,θ1)
, and therefore
‖u2‖C4,α
θ1
. ‖r−2Trg2‖C2,α
θ1+2
+ ǫG ‖u2‖C2,α
θ1
+ ǫG ‖Z2‖C3,α
min(qM−1,θ1)
.
Similarly, thanks to Proposition 4.12 and the momentum equation (5.20), we also have
‖Z2‖C3,α
min(qM−1,θ1 )
. ‖M⋆ −M(g1, h1)‖C1,α
min(qM+1,θ1+2)
+ ǫG
(
‖u2‖C1,α
θ1
+ ‖g2‖C1,α
θ1
+ ‖Z2‖C3,α
min(qM−1,θ1)
)
.
Applying now Proposition 4.3 to (5.13) we obtain
‖Trh2‖C2,α
θ1
. ‖H(g1, h1) −H⋆‖C2,α
θ1+2
+ ǫG‖Z2‖C3,α
1−ǫ
+ ‖Rg1u2 + h1 ∗ h1 ∗ u2‖C2,α
θ1+2
+
∥∥∥g2 ∗ g2 ∗ h1 ∗ h1 + h1 ∗ h2 + h2 ∗ h2 +O(∂g, ∂g2)∥∥∥C0,α
θ1+2
and we arrive at the desired control of the dual unknowns (u2,Z2)
‖u2‖C4,α
θ1
. ‖H(g1, h1) −H⋆‖C2,α
θ1+2
+ ǫG ‖M⋆ −M(g1, h1)‖C1,α
min(qM+1,θ1+2)
,
‖Z2‖C3,α
min(qM−1,θ1)
. ǫG ‖H(g1, h1) −H⋆‖C2,α
θ1+2
+ ‖M⋆ −M(g1, h1)‖C1,α
min(qM+1,θ1+2)
(5.23)
and, consequently, the desired control of the main unknowns (g2, h2) thanks to (5.4).
5.2 Critical decay estimates
Step 6. Super-harmonic decay property for the metric. In order to eventually treat the regime of strongly tame
exponents (2.6), we still need to improve our exponents, as follows. We introduce the super-critical effective
exponent p⋆ in (2.7) and, by applying Corollary 4.6 to ∆eu2 arising in (5.12), we deduce that there exists a constant
m˜ such that
‖u2 − m˜/r‖C4,αp⋆ . ‖∆eu2‖C2,αp⋆+2 + |m˜|.
Observing, for instance, that
‖Rg1u2‖C2,α
p⋆+2
. ‖Rg1‖C2,α
pG+2
‖u2 − m˜/r‖C4,αp⋆ + m˜‖r
−1Rg1‖C2,α
p⋆+2
. ǫG ‖u2 − m˜r−1‖C4,αp⋆ + m˜‖r
−1Rg1‖C2,α
p⋆+2
,
it then follows from the equation (5.12) that
‖u2 − m˜/r‖C4,αp⋆ . m˜ + ‖r
−2Trh2‖C2,α
p⋆+2
+ ǫG ‖Z2‖C3,α
1+p⋆−qG
. (5.24)
By the definition of p⋆ we have p⋆ − qG ≤ qM − 2 and p⋆ − qG < 0, and, therefore, (5.23) gives us a control of the
dual unknown Z2
‖Z2‖C3,α
1+p⋆−qG
. ǫG ‖H(g1, h1) −H⋆‖C2,α
max(0,3+p⋆−qG)
+ ‖M⋆ −M(g1, h1)‖C1,α
max(0,3+p⋆−qG)
.
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On the other hand, applying Proposition 4.3 to the equation (5.13) on the trace Trg2, we find
‖Trh2‖C2,αp⋆ . ‖H(g1, h1) −H⋆‖C2,αp⋆+2 + ǫG‖Z2‖C3,α1+p⋆−qG + ‖Rg1u2 + h1 ∗ h1 ∗ u2‖C2,αp⋆+2
+ ‖g2 ∗ g2 ∗ h1 ∗ h1 + h1 ∗ h2 + h2 ∗ h2 + ∂g1 ∗ ∂g2 + ∂g2 ∗ ∂g2‖C0,α
p⋆+2
Recalling (5.4) we can thus rewrite the estimate (5.24) as
‖u2 − m˜/r‖C4,αp⋆ . ‖H(g1, h1) −H⋆‖C2,αp⋆+2 + ǫG ‖M(g1, h1) −M⋆‖C1,αmin(qM+1,p⋆+2) + |m˜|.
It remains to estimate the constant m˜. First of all, in (5.17b) and (5.22b) we have established that r−2Trg2 ∈
L1 ∩ C2,α
1
, so, in view of (5.13), we also have ∆(Trg2) ∈ L1 ∩ C2,α1 . Applying Proposition 4.4, we obtain
lim
r→+∞
rTrg2 = − 1
4π
∫
R3
∆(Trg2) dx, lim
r→+∞
(
r2|∇(Trg2)|
)
=
1
4π
∣∣∣∣
∫
R3
∆(Trg2) dx
∣∣∣∣.
Since r−2Trg2 ∈ L1, we obtain limr→+∞(r|Trg2| + r2|∂Trg2|) =
∫
R3
∆(Trg2) dx = 0, that is,
lim
r→+∞
r3
∣∣∣∣Trg2
r2
∣∣∣∣ = lim
r→+∞
r4
∣∣∣∣∂(Trg2
r2
)∣∣∣∣ = 0. (5.25)
Next, in view of Proposition 4.4, m˜ is the coefficient of the asymptotic behavior of u2, that is,
m˜ = lim
r→+∞
r|u2| = − 1
4π
∫
R3
∆u2 dx.
Combining this observation with (5.11), we find m˜ = 116π
∫
R3
∂i j((|x|2/r2)g2i j) dx and, after an integration by parts,
m˜ =
1
16π
lim
r→+∞
∫
Sr(0)
g2i j,i
x j
r
dω =
1
16π
∫
R3
g2i j,i j dx. (5.26)
On the other hand, integrating (5.9) and using (5.25) we obtain∫
R3
g2i j,i j dx =
∫
R3
(H⋆ −H(g1, h1)) dx +
∫
R3
(
g2 ∗ g2 ∗ h1 ∗ h1 + O(h, h2) + O(∂g, ∂g2)
)
dx.
In combination with (5.26), we arrive at
m˜ =
1
16π
∫
R3
(H⋆ −H(g1, h1)) dx + 1
16π
∫
R3
(
g2 ∗ g2 ∗ h1 ∗ h1 + O(h, h2) + O(∂g, ∂g2)
)
dx. (5.27)
Consequently, using Ho¨lder inequality we have
∣∣∣∣m˜ − 1
16π
∫
R3
(H⋆ −H(g1, h1)) dx
∣∣∣∣ . ‖h1‖2L2 + ‖h2‖2L2 + ‖∂g1‖L2‖∂g2‖L2 + ‖g2‖2L2
and, from (5.2), it follows that
∣∣∣∣m˜ − 1
16π
∫
R3
(H⋆ −H(g1, h1)) dx
∣∣∣∣ . ‖H(g1, h1) −H⋆‖2L2Cα
5/2
+ ‖M(g1, h1) −M⋆‖2
L2C1,α
5/2
. (5.28)
Step 7. Super-harmonic decay property for the extrinsic curvature. From our earlier analysis of the adjoint
momentum operator, especially Proposition 4.13, similar arguments to those above show that, provided the
second strongly tame condition (2.6b) holds and relying on the elliptic system of equations (5.20), there exists a
constant vector P˜ ∈ R3 such that∣∣∣∣P˜ − 1
8π
∫
R3
(M⋆ −M(g1, h1)) dx
∣∣∣∣ . ‖H(g1, h1) −H⋆‖2L2Cα
5/2
+ ‖M(g1, h1) −M⋆‖2
L2C1,α
5/2
(5.29)
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and
‖Z2 + 2V · P˜‖C3,α
q⋆−1
. ǫG ‖H(g1, h1) −H⋆‖C2,α
p⋆+2
+ ‖M(g1, h1) −M⋆‖C2,α
q⋆+1
+ ǫG|m˜| + |P˜|, (5.30)
in which Vi j ≔
(
xix j + 3r
2δi j
)
/(2r3) for i, j = 1, 2, 3.
Consequently, under the conditions in Theorem 2.9 and for each case of interest and by taking our results above
into account in the dual Einstein equations (5.3), we obtain
‖g2 − m˜r2Hess(1/r)‖C2,αp⋆ . ‖H(g1, h1) −H⋆‖
2
L2Cα
5/2
+ ‖H(g1, h1) −H⋆‖C2,α
p⋆+2
+
∣∣∣∣
∫
R3
(H(g1, h1) −H⋆) dx
∣∣∣∣
+ ‖M(g1, h1) −M⋆‖2L2C1,α
5/2
+ ǫG ‖M(g1, h1) −M⋆‖C2,α
min(qM+1,p⋆+2)
,
and
‖h2 − L(V·P˜)e‖C2,αq⋆ . ‖M(g1, h1) −M⋆‖
2
L2Cα
5/2
+ ‖M(g1, h1) −M⋆‖C2,α
q⋆+1
+ sup
1≤ j≤3
∣∣∣∣
∫
R3
(
M(g1, h1) −M⋆
)
j
dx
∣∣∣∣
+ ‖H(g1, h1) −H⋆‖2L2Cα
5/2
+ ǫG ‖H(g1, h1) −H⋆‖C2,α
p⋆+2
+ ǫG
∣∣∣∣
∫
R3
(H(g1, h1) −H⋆) dx
∣∣∣∣.
5.3 Conclusion and remarks
Step 8. The critical regime. We now study the asymptotic behavior of (g2, h2) in the case p⋆ = 1 and q⋆ = 2. We
claim that, based on our previous arguments, when p⋆ = 1 we also have (but this is trivial for p⋆ > 1):
lim
r→+∞
(
r
∣∣∣(g2 − m˜r2Hess(1/r))∣∣∣ + r2∣∣∣∂(g2 − m˜r2Hess(1/r))∣∣∣) = 0. (5.31)
Indeed, observing that
∫
R3
∆(u2 − m˜r−1) dx = 0 and ∆(u2 − m˜r−1) = ∆u2 (for r ≥ 1), and applying Proposition 4.5
to ∆(u2 − m˜r−1), from the elliptic equation (5.12) and the asymptotic property for the trace of the metric (5.25) it
follows that
lim
r→+∞
sup
0≤i≤3
r1+i|∂i(u2 − m˜r−1)| = 0.
Taking intoaccount theHamiltonianconstraint, weobtain (5.31) as claimed. Similarly,wealsohave limr→+∞
∑
0≤i≤3 r1+i|∂i(Z2+
V∞)| = 0 in the case q⋆ = 2 and, by the adjoint momentum equation, limr→+∞
∑
i=0,1,2 r
2+i|∂i(h2 − 1/2LV∞e)| = 0.
Step 9. The super-critical regime. In the super-critical regime (2.6a)–(2.6b) (and more precisely the condition
M(g1, h1) −M⋆ ∈ L1), the strict inequality p⋆ < qG can be improved to p⋆ ≤ qG, by writing
‖g2 − m˜ r2Hess(1/r)‖C2,αp⋆ . ‖H(g1, h1) −H⋆‖
2
L2Cα
5/2
+ ‖H(g1, h1) −H⋆‖C2,α
p⋆+2
+
∣∣∣∣
∫
R3
(H(g1, h1) −H⋆) dx
∣∣∣∣
+ ‖M(g1, h1) −M⋆‖2
L2C1,α
5/2
+ ǫG ‖M(g1, h1) −M⋆‖C2,α
3
+ ǫG sup
1≤ j≤3
∣∣∣∣
∫
R3
(
M(g1, h1) −M⋆
)
j
dx
∣∣∣∣. (5.32)
Step 10. Change of coordinates at infinity. Finally, we perform a change of coordinates at infinity in order to
simplify the Hessian term. We present a general argument and assume that, in some given coordinates, an Einstein
solution (g, h) has the following expansion near infinity for some constants m1,m2:
g =
(
1 + 2m1/r
)
δ +m2r
2Hess(1/r) + o(1/r). (5.33)
A natural question to ask is whether g is in fact asymptotic to Schwarzschild, that is, whether there exists an
asymptotic coordinate system (x˜ j) = (x˜ j(x)) in which the metric reads for some mass m (to be determined from
m1,m2)
g˜i j =
(
1 + 2m/˜r
)
δi j + o(1/˜r). (5.34)
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Here, (˜r)2 =
∑3
i=1(x˜
i)2 ≥ 1 and r˜ ≃ r. We search for such a coordinate transformation x 7→ x˜ in the form x˜ = Cx + ϕ,
where C = (C
j
i
) is a 3 × 3 matrix and the vector-valued function ϕ = (ϕ j(x)) (in the weighted space C2,α
0
, say) is
bounded at infinity. In view of the identity gi j = g˜kl ∂ix˜
k∂ jx˜l, (5.33) and (5.34) lead us to the condition(
1 + 2m1/r
)
δi j +m2
(
− δi j/r + 3xix j/r3
)
= (Cki + ∂iϕ
k)(Clj + ∂ jϕ
l)
(
1 + 2m/r
)
δkl + o(1/r)
=
(
1 + 2m/r
)
(CkiC
k
j + Ckj∂iϕ
k + Cki∂ jϕ
k) + o(1/r).
Therefore, wemust impose CkiC
k
j
= δi j andCki∂ jϕk+Ckj∂iϕk = (−2m+2m1−m2)δi j/r+3m2xix j/r3. In order to handle
the corrector term arising in the expansion of the metric, the simplest choice is obtained by taking C
j
i
= δ
j
i
and we
can choose a solution to the non-homogeneous Killing equation ∂ jϕi + ∂iϕ j = (−2m + 2m1 − m2)δi j/r + 3m2xix j/r3,
for instance ϕ(x) = ax/rwith a = −(3/2)m2 and m = m1 +m2. This completes the proof of Theorems 2.9 and 2.10.
6 The asymptotic localization method
6.1 The asymptotic localization at (super-)critical level
Under the assumptions of Theorem 2.9, we have shown that there exists an Einstein solution (g, h) such that
g − g1 +
∑
1≤a≤n
m˜aχ
ar2Hessg1(1/r) ∈ C2,αp⋆ (M), (6.1)
in which, in general, m˜a is non-vanishing. Interestingly, we now prove that the Hessian term r
2Hess(1/r) can be
suppressed in all asymptotic directions except possibly within a small asymptotic angular region.
Theorem 6.1 (The asymptotic localization method). Under the assumptions of Theorem 2.9, consider any asymptotic
cone Ca with
1 angle a ∈ (0, 2π). Then, to the solution to the Einstein equation (g, h) provided by the seed-to-solution map
one can associate an asymptotically localized solution to the Einstein equations (gloc, hloc) which has the same decay properties
and estimates, that is,
(gloc − g1, hloc − h1), (g − g1, h − h1) ∈ C2,α1 (M) × C2,α2 (M), (6.2)
but, in addition, enjoys the following critical localization property outside the cone
gloc − g1 ∈ C2,αp⋆ (C ca ), (6.3)
that is, has super-critical decay in all directions except inside the cone where it has critical decay only.
Proof. As in Section 5, we can reduce the problem to the case (M, e) = (R3, δ) and we decompose the proof in
several steps.
Step 1. Construction of the seed data. Let Φ : S2 → R be a smooth function defined on the “sphere at infinity”
and to be chosen at the end of our argument. Let also ξ be a smooth cut-off function such that ξ is identically 0
inside the unit ball B(0, 1) ⊂ R3 and is identically 1 outside the ball B(0, 2). We denote by ✓∆ the Laplace operator
on the two-spheres of the standard foliation. For any s ∈ R, we set
g1(s) := g1 + ĝ1(s), ĝ1(s) := s ξs
(
1/2✓∆Φ −Φ
)
r2Hess(1/r),
in which ξ : R3 → [0, 1] with ξs := ξ(x/ρs) and ρs > 0 is a sufficiently large constant to be chosen later on in the
proof. The scalar curvature Rg1(s) of g1(s) and the covariant derivative ∇g1(s)h1 of the prescribed extrinsic curvature
reads
Rg1(s) = g1i j,i j(s) − g1ii, j j(s) + ∂g1(s) ∗ ∂g1(s)
= Rg1 + ĝ1(s)i j,i j − ĝ1(s)ii, j j + ∂g1 ∗ ∂ĝ1(s) + ∂ĝ1(s) ∗ ∂ĝ1(s)
(6.4a)
1possibly arbitrarily small
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and
∇g1(s)h1 = ∇g1h1 + ĝ1(s) ∗ ∂h1. (6.4b)
Observe that for anyC1-functionΨ : S2 → R and any C1-function f : R→ R, the scalar product 〈∇Ψ,∇ f (r)〉 = 0
vanishes. So, for all r ≥ 1 we have
∂i
(
− 1
2
✓∆Φ + Φ
)
∂ j
(
r2∂i j
(1
r
))
= ∂i
(
− 1
2
✓∆Φ + Φ
)(6xix2j
r5
− 2δi jx j
r3
)
+ r2∂i
(
− 1
2
✓∆Φ + Φ
)
∂i
(
∆
(1
r
))
= 0
as well as for the second-order derivatives
∂i j
(
− 1
2
✓∆Φ + Φ
)
∂i j
(1
r
)
= ∂ j
(
∂i
(
− 1
2
✓∆Φ + Φ
)
∂i j
(1
r
))
−
〈
∇
(
− 1
2
✓∆Φ + Φ
)
, ∇
(
∆
(1
r
))〉
= −∂ j
(δi j
r3
∂i
(
− 1
2
✓∆Φ + Φ
))
− ∂ j
(
x j
〈
∇
(
− 1
2
✓∆Φ + Φ
)
, ∇
( 1
r3
)〉)
= −∂i
( 1
r3
∂i
(
− 1
2
✓∆Φ + Φ
))
= − 1
r3
∆
(
− 1
2
✓∆Φ + Φ
)
−
〈
∇
( 1
r3
)
, ∇
(
− 1
2
✓∆Φ + Φ
)〉
= − 1
r3
∆
(
− 1
2
✓∆Φ + Φ
)
=
1
r2
∆
( r2
2
∆
(Φ
r
))
− 1
r2
∆
(Φ
r
)
.
Observing also that ∂i j
(
r2∂i j
(
1
r
))
= 0 for all r ≥ 1, we find the momentum of the new seed data to be
M(g1(s), h1) −M⋆ =M(g1, h1) −M⋆ + ĝ1(s) ∗ ∂h1, (6.5)
while its Hamilonian takes the form
H(g1(s), h1) −H⋆ = H(g1, h1) −H⋆ + ĝ1(s)i j,i j − ĝ1(s)ii, j j + ∂g1 ∗ ∂ĝ1(s) + ∂ĝ1(s) ∗ ∂ĝ1(s) + ĝ1(s) ∗ ĝ1(s) ∗ h1 ∗ h1
= s∆
( r2
2
∆
(Φ
r
))
− 2sr−2
( r2
2
∆
(Φ
r
))
+H(g1, h1) −H⋆ + ĝ1(s)i j,i j − ĝ1(s)ii, j j
− s∆
( r2
2
∆
(Φ
r
))
+ s∆
(Φ
r
)
+ ∂g1 ∗ ∂ĝ1(s) + ∂ĝ1(s) ∗ ∂ĝ1(s) + +ĝ1(s) ∗ ĝ1(s) ∗ h1 ∗ h1.
(6.6)
One should keep in mind that, by definition, ĝ1(s)i j,i j − ĝ1(s)ii, j j − s∆
(
r2
2 ∆
(
Φ
r
))
+ 2s∆
(
Φ
r
)
= 0 (for r ≥ ρs). Therefore,
as long as ρs &
(
(1 + |s|)/min(ǫM, ǫG)
)2
, the new seed data (g1(s), h1) also satisfies the assumptions in Theorem 2.6
with the exponent (p, q) = (1/2, 3/2), and, therefore, the Einstein solution (g(s), h(s)) determined from the seed data
(g1(s), h1) is well-defined and has the form
g2(s)
r2
= −
(
∆g1(s)u2(s)
)
g1(s) +Hessg1(s)(u2(s)) − u2(s)Ricg1(s) + h1 ∗ h1 ∗ u2(s) + ∇g1(s)
(
h1 ∗ Z2(s)
)
, (6.7a)
h2(s) = −1
2
LZ2(s)g1(s) + h1 ∗ u2(s), (6.7b)
in which the dual unknowns are denoted by (u2(s),Z2(s)) ∈ C4,α1/2 × C3,α1/2 and (g2(s), h2(s)) := (g(s) − g1(s), h(s) − h1).
Step 2. Terms with harmonic decay. Proceeding as in Steps 3 and 4 in the proof of Theorem 2.9, we have:
−∆(Trg2(s)) + g2(s)i j,i j = H⋆ −H(g1(s), h1) + g2(s) ∗ g2(s) ∗ h1 ∗ h1 + O(h(s), h2(s)) + O(∂g(s), ∂g2(s)). (6.8a)
while
−2∆u2(s) = 1
r2
Tr eg2(s) + Rg1(s)u2(s) + h1 ∗ h1 ∗ u2(s) + ∇g1(s)(h1 ∗ Z2(s)), (6.8b)
−4∆eu2(s) = ∂i j
( |x|2
r2
g2(s)i j
)
− ∂2
(
|x|2∂2((g1 − e)u2(s))
)
− ∂2
(
|x|2(u2(s)Ricg1(s) + h1 ∗ h1 ∗ u2(s))
)
− ∂2
(
|x|2∇h1h1 ∗ Z2(s)
)
, (6.8c)
∆Z2(s) +Div(∇Z2(s)) =
(
M⋆ −M(g1(s), h1)
)
+ g2(s) ∗ ∂h1 + g2(s) ∗ ∂h2(s)
+Divg1(s)(h1 ∗ u2(s)) + ∂2
(
(g1(s) − e) ∗ Z2(s)
)
. (6.8d)
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Taking (6.8b) and (6.8c) into account in (6.8a), we obtain
− ∆(Trg2)(s) + 2
r2
Trg2(s)
= H⋆ −H(g1(s), h1) + g2(s) ∗ g2(s) ∗ h1 ∗ h1 + O(h, h2(s)) + O(∂g, ∂g2(s)) + ∂2
(
r2∂2((g1(s) − e)u2(s))
)
+ ∂2
(
r2(u2(s)Ricg1(s) + h1 ∗ h1 ∗ u2(s))
)
+ ∂2
(
r2∇g1(s)(h1 ∗ Z2(s))
)
+ Rg1(s)u2(s) + h1 ∗ h1 ∗ u2(s) + ∇g1(s)(h1 ∗ Z2(s))
:= H⋆ −H(g1(s), h1) + E1
(
g1(s), h1, g2(s), h2(s), u2(s),Z2(s)
)
.
(6.8e)
Next, in view of (6.6), the equations (6.8b) and (6.8e) are rewritten as
−2∆
(
u2(s) +
sΦ
4r
)
=
1
r2
(
Trg2(s) − sr
2
2
∆
(Φ
r
))
+ Rg1(s)u2(s) + h1 ∗ h1 ∗ u2(s) + ∇g1(s)(h1 ∗ Z2(s)) (6.9)
and
− ∆
(
Trg2(s) − sr
2
2
∆
(Φ
r
))
+
2
r2
(
Trg2(s) − sr
2
2
∆
(Φ
r
))
= ĝ1(s)ii, j j − ĝ1(s)i j,i j + s∆
( r2
2
∆
(Φ
r
))
− s∆
(Φ
r
)
+H(g1, h1) −H⋆ + ∂g1 ∗ ∂ĝ1(s) + ∂ĝ1(s) ∗ ∂ĝ1(s)
+ ĝ1(s) ∗ ĝ1(s) ∗ h1 ∗ h1 + E1
(
g1(s), h1, g2(s), h2(s), u2(s),Z2(s)
)
.
(6.10)
Therefore, analysis similar to Steps 3 and 4 in the proof of Theorem 2.9 shows that
1
r2
(
Trg2(s) − sr
2
2
∆
(Φ
r
))
∈ L1 ∩ C2,α
1
, u2(s) +
sΦ
4r
∈ C4,α
1
, Z2(s) ∈ C3,α1 ,
Using this in (6.7a)-(6.7b), we obtain (g2(s), h2(s)) ∈ C2,α1 × C2,α2 , hence thanks again to (6.9)-(6.10), we obtain
−∆
(
Trg2(s) − sr
2
2
∆
(Φ
r
))
+
2
r2
(
Trg2(s) − sr
2
2
∆
(Φ
r
))
∈ L1 ∩ C0,α
p⋆+2
, (6.11)
−2∆
(
u2(s) +
sΦ
4r
)
− 1
r2
(
Trg2(s) − sr
2
2
∆
(Φ
r
))
∈ L1 ∩ C2,α
p⋆+2
, (6.12)
By applying Proposition 4.3 to (6.11) we have(
Trg2(s) − sr
2
2
∆
(Φ
r
))
∈ C2,αp⋆ ,
1
r2
(
Trg2(s) − sr
2
2
∆
(Φ
r
))
∈ L1 (6.13)
and therefore, by applying Corollary 4.6 to (6.12), there exists a constant m˜(s) such that u2(s) +
sΦ
4r − m˜(s)r ∈ C4,αp⋆ .
In the same way as Step 7 in the proof of Theorem 2.9, we also have Z2(s) + 2V · P˜(s) ∈ C3,αq⋆−1, where V · P˜(s) was
introduced earlier. Taking the last two results into account in (6.7a)-(6.7b), we find
g2(s) − sr2∆
(Φ
4r
)
δ + sr2Hess
(Φ
4r
)
− m˜(s)r2Hess
(1
r
)
∈ C2,αp⋆ , (6.14a)
h2(s) − LV·P˜(s)δ ∈ C2,αq⋆ . (6.14b)
Step 3. Estimating the mass corrector m˜(s). We can apply similar arguments to thae ones in the proof of Theorem
2.9 and control the term m˜(s). By applying Proposition 4.4 to (6.12), we have m˜(s) = − 14π
∫
R3
∆
(
u2(s) +
sΦ
4r
)
dx and,
by (6.8c),
m˜(s) =
1
16π
∫
R3
(
g2(s)i j,i j − s∆
(Φ
r
))
dx. (6.15)
On the other hand, analysis similar to (5.25) in Step 6 in the proof of Theorem 2.9 shows that
∫
R3
∆
(
Trg2(s) −
sr2
2 ∆
(
Φ
r
))
dx = 0, therefore, thanks to (6.8a) we have∫
R3
(
g2(s)i j,i j − s∆
( r2
2
∆
(Φ
r
))
+H(g1(s), h1) −H⋆
)
dx
=
∫
R3
(
g2(s) ∗ g2(s) ∗ h1 ∗ h1 + h1 ∗ h2(s) + h2(s) ∗ h2(s) + ∂g1(s) ∗ ∂g2(s) + ∂g2(s) ∗ ∂g2(s)
)
dx.
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Taking (6.6) into account, we obtain∫
R3
(
g2(s)i j,i j − s∆
(Φ
r
))
dx =
∫
R3
(
H⋆ −H(g1, h1)
)
dx −
∫
R3
(
ĝ1(s)i j,i j − ĝ1(s)ii, j j − s∆
( r2
2
∆
(Φ
r
))
+ s∆
(Φ
r
))
dx
+
∫
R3
(
∂g1 ∗ ∂ĝ1(s) + ∂ĝ1(s) ∗ ∂ĝ1(s) + O(∂g(s), ∂g2(s))
)
dx +
∫
R3
(
g2(s) ∗ g2(s) ∗ h1 ∗ h1 + O(h, h2(s))
)
dx.
(6.16)
Observing that by integration by parts∫
R3
(
ĝ1(s)i j,i j − ĝ1(s)ii, j j − s∆
( r2
2
∆
(Φ
r
))
+ s∆
(Φ
r
))
dx = lim
r→+∞
∫
Sr
(
ĝ1(s)i j,i − ĝ1(s)ii, j − s∂ j
( r2
2
∆
(Φ
r
))
+ s∂ j
(Φ
r
))x j
r
dω,
A straightforward calculation gives us (r ≥ 2ρs)∫
Sr
ĝ1(s)ii, j
x j
r
dω = s
∫
Sr
∂ j
((1
2
✓∆Φ −Φ
)
r2∆
(
1/r
))x j
r
dω = 0, (6.17a)
and ∫
Sr
ĝ1(s)i j,i
x j
r
dω = s
∫
Sr
((1
2
✓∆Φ −Φ
)(
r∂ j
(
∆
(1
r
))
x j +
6x2
i
x2
j
r6
− 2x
2
i
r4
)
+ ∂i
(1
2
✓∆Φ −Φ
)(3xix2j
r4
− δi jx j
r2
))
dω
= 4s
∫
S2
(1
2
✓∆Φ −Φ
)
dω = −4s
∫
S2
Φ dω,
(6.17b)
as well as ∫
Sr
(
∂ j
( r2
2
∆
(Φ
r
))
− ∂ j
(Φ
r
))x j
r
dω =
∫
Sr
(
∂ j(✓∆Φ)
x j
2r2
dω −✓∆Φ
x2
j
2r4
− ∂ jΦ
x j
r2
+ Φ
x2
j
r4
)
dω
= −
∫
S2
(1
2
✓∆Φ −Φ
)
dω =
∫
S2
Φ dω.
(6.17c)
Therefore, it follows that∫
R3
(
ĝ1(s)i j,i j − ĝ1(s)ii, j j − s∆
( r2
2
∆
(Φ
r
))
+ s∆
(Φ
r
))
dx = −5s
∫
S2
Φ dω.
Using this result in (6.16), we also deduce∫
R3
(
g2(s)i j,i j − s∆
(Φ
r
))
dx =
∫
R3
(
H⋆ −H(g1, h1)
)
dx + 5s
∫
S2
Φ dω
+
∫
R3
(
∂g1 ∗ ∂ĝ1(s) + ∂ĝ1(s) ∗ ∂ĝ1(s) + ∂g1(s) ∗ ∂g2(s) + ∂g2(s) ∗ ∂g2(s)
)
dx
+
∫
R3
(
g2(s) ∗ g2(s) ∗ h1 ∗ h1 + h1 ∗ h2(s) + h2(s) ∗ h2(s)
)
dx,
and, by (6.15),
m˜(s) =
1
16π
∫
R3
(
H⋆ −H(g1, h1)
)
dx +
5s
16π
∫
S2
Φ dω
+
∫
R3
(
∂g1 ∗ ∂ĝ1(s) + ∂ĝ1(s) ∗ ∂ĝ1(s) + ∂g1(s) ∗ ∂g2(s) + ∂g2(s) ∗ ∂g2(s)
)
dx
+
∫
R3
(
g2(s) ∗ g2(s) ∗ h1 ∗ h1 + h1 ∗ h2(s) + h2(s) ∗ h2(s)
)
dx.
(6.18)
Now, proceeding as in Step 6 in the proof of Theorem 2.9 (see (5.28)), we control the mass corrector
∣∣∣∣m˜(s) −
∫
R3
(
H⋆ −H(g1, h1)
) dx
16π
−
∫
S2
5sΦ
16π
dω
∣∣∣∣ . ‖H(g1, h1) −H⋆‖2L2Cα
5/2
+ ‖M(g1, h1) −M⋆‖2
L2C1,α
5/2
. (6.19)
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Step 4. Dealing with the Hessian term in the cone. We now introduce the function F : I → R, s 7→ 45 m˜(s), where
I :=
[
− ‖H(g1, h1) −H⋆‖L1 − 1, ‖H(g1, h1) −H⋆‖L1 + 1
]
,
while m˜(s) was determined uniquely in the previous steps. We will prove first that F is continuous. In fact, given
s ∈ I, let {si} ⊂ I be an arbitrary sequence converging to s. In view of (6.7a)-(6.7b), we have
(g2(s) − g2(si)) = −r2
((
∆g1(s)u2(s)
)
g1(s) −
(
∆g1(si)u2(si)
)
g1(si)
)
+ r2
(
Hessg1(s)(u2(s)) −Hessg1(si)(u2(si))
)
− r2
(
u2(s)Ricg1(s) − u2(si)Ricg1(si)
)
+ r2
(
h1 ∗ h1 ∗ (u2(s) − u2(si))
)
+ r2
(
∇g1(s)(h1 ∗ Z2(s)) − ∇g1(si)(h1 ∗ Z2(si))
) (6.20a)
and
h2(s) − h2(si) = −1
2
(
LZ2(s)g1(s) − LZ2(si)g1(si)
)
+ h1 ∗ (u2(s) − u2(si)), (6.20b)
with (g2(s), h2(s), u2(s),Z2(s)), (g2(si), h2(si), u2(si),Z2(si)) ∈ C2,α1 × C2,α2 × C4,α1 × C3,α3 .
Observe, for instance, that for any θ ∈ (0, 1)∥∥∥(∆g1(s)u2(s))g1(s) − (∆g1(si)u2(si))g1(si)∥∥∥C2,α
θ+2
.
∥∥∥∆g1(s)u2(s) − ∆g1(si)u2(s))g1(s)∥∥∥C2,α
θ+2
+
∣∣∣(∆g1(si)(u2(s) − u2(si)))g1(s)∥∥∥C2,α
θ+2
+
∣∣∣(∆g(si)u2(si))(g1(s) − g2(si)∥∥∥C2,α
θ+2
. ‖u2(s) − u2(si)‖C4,α
θ
+ E(s − si),
in which E = E(t) (which can be different from line to line) stands for a scalar function satisfying limt→0 E(t) = 0.
So it follows from (6.20a) that
‖g2(s) − g2(si)‖C2,α
θ
. ‖u2(s) − u2(si)‖C4,α
θ
+ ǫG ‖Z2(s) − Z2(si)‖C3,α
θ
+ E(s − si). (6.21a)
Similarly, we also obtain by (6.20b)
‖h2(s) − h2(si)‖C2,α
θ+1
. ǫG ‖u2(s) − u2(si)‖C4,α
θ
+ ‖Z2(s) − Z2(si)‖C3,α
θ
+ E(s − si) (6.21b)
On the other hand, by rewriting (6.8) in short as
−∆(Trg2(s)) + g2(s)i j,i j = H⋆ −H(g1(s), h1) + E0(g1, h1, s),
−∆(Trg2)(s) + 2
r2
Trg2(s) = H⋆ −H(g1(s), h1) + E1(g1, h1, s)
and
− 2∆u2(s) = 1
r2
Treg2(s) + E2(g1, h1, s), −4∆eu2(s) = ∂i j
( |x|2
r2
g2(s)i j
)
+ E3(g1, h1, s),
∆Z2(s) +Div(∇Z2(s)) =
(
M⋆ −M(g1(s), h1)
)
+ E4(g1, h1, s),
we have
−∆
(
Trg2(s) − Trg2(si)
)
+ (g2(s)i j,i j − g2(si)i j,i j) = H(g1(si), h1) −H(g1(s), h1) + E0(g1, h1, s) − E0(g1, h1, si),
−∆(Trg2(s) − Trg2(si)) + 2
r2
(Trg2(s) − Trg2(si)) = H(g1(si), h1) −H(g1(s), h1) + E1(g1, h1, s) − E1(g1, h1, si)
and
−2∆(u2(s) − u2(si)) = 1
r2
(Treg2(s) − Treg2(si)) + E2(g1, h1, s, t) − E2(g1, h1, si),
−4∆e(u2(s) − u2(si)) = ∂i j
( |x|2
r2
(g2(s)i j − g2(si)i j)
)
+ E3(g1, h1, s, t) − E3(g1, h1, si),
∆Z2(s) +Div(∇Z2(s)) =M(g1(si), h1) −M(g1(s), h1) + E4(g1, h1, s) − E4(g1, h1, si).
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Therefore, analysis similar to Step 5 in the proof of Theorem 2.9, but using (6.21a)-(6.21b) instead of (5.4), shows
that
‖u(s) − u(si)‖C4,α
θ
. ‖H(g1(s), h1) −H(g1(si), h1)‖C2,α
θ+2
+ ǫG ‖M(g1(s), h1) −M(g1(si), h1)‖C2,α
θ+2
+ ǫG
(
‖g2(s) − g2(si)‖C2,α
θ
+ ‖h2(s) − h2(si)‖C2,α
θ+1
)
+ E(s − si),
‖Z(s) − Z(si)‖C3,α
θ
. ǫG ‖H(g1(s), h1) −H(g1(si), h1)‖C2,α
θ+2
+ ‖M(g1(s), h1) −M(g1(si), h1)‖C2,α
θ+2
+ ǫG
(
‖g2(s) − g2(si)‖C2,α
θ
+ ‖h2(s) − h2(si)‖C2,α
θ+1
)
+ E(s − si).
Combining this result with the bounds (6.21a) and (6.21b), we obtain
‖g2(s) − g2(si)‖C2,α
θ
. ‖H(g1(s), h1) −H(g1(si), h1)‖C2,α
θ+2
+ ǫG ‖M(g1(s), h1) −M(g1(si), h1)‖C2,α
θ+2
+ E(s − si),
‖h2(s) − h2(si)‖C2,α
θ+1
. ǫG ‖H(g1(s), h1) −H(g1(si), h1)‖C2,α
θ+2
+ ‖M(g1(s), h1) −M(g1(si), h1)‖C2,α
θ+2
+ E(s − si).
(6.22)
Now recall that (see (6.18))
F(s) =
4
5
m˜(s) =
1
20π
∫
R3
(
H⋆ −H(g1, h1)
)
dx +
s
4π
∫
S2
Φ dω
+
∫
R3
(
∂g1 ∗ ∂ĝ1(s) + ∂ĝ1(s) ∗ ∂ĝ1(s) + ∂g1(s) ∗ ∂g2(s) + ∂g2(s) ∗ ∂g2(s)
)
dx
+
∫
R3
(
g2(s) ∗ g2(s) ∗ h1 ∗ h1 + h1 ∗ h2(s) + h2(s) ∗ h2(s)
)
dx.
Therefore, thanks to (6.22), we obtain
|F(s) − F(si)| . ‖H(g1(s), h1) −H(g1(si), h1)‖C2,α
θ+2
+ ‖M(g1(s), h1) −M(g1(si), h1)‖C1,α
θ+2
+ |s − si|
∣∣∣∣
∫
S2
Φ dω
∣∣∣∣ + E(s − si).
Since
lim
(
‖H(g1(s), h1) −H(g1(si), h1)‖C2,α
θ+2
+ ‖M(g1(s), h1) −M(g1(si), h1)‖C1,α
θ+2
)
= 0,
we have F(si) → F(s), and, therefore, F is continuous as claimed.
Furthermore, we recall that (by (6.19))
∣∣∣∣m˜(s) − 1
16π
∫
R3
(
H⋆ −H(g1, h1)
)
dx − 5s
16π
∫
S2
Φ dω
∣∣∣∣ . ‖H(g1, h1) −H⋆‖2L2Cα
5/2
+ ‖M(g1, h1) −M⋆‖2
L2C1,α
5/2
. ǫ2M.
Consequently, we have
|F1(s)| = 4
5
|m˜(s)| ≤ 1
20π
∣∣∣∣
∫
R3
(
H⋆ −H(g1, h1)
)
dx + 5s
∫
S2
Φ dω
∣∣∣∣ + C0ǫ2M,
Therefore, if we choose Φ such that
∫
S2
Φ dω = 0, it follows that F(I) ⊂ I and, by the Schauder fixed point theorem,
there exists s∗ ∈ I such that 45 m˜(s∗) = F(s∗) = s∗. In turn, thanks to the decay property of the metric (6.14a) we find
g2(s
∗) − s∗r2∆
(Φ
4r
)
δ + s∗r2Hess
(Φ
4r
)
− 5s
∗
4
r2Hess
(1
r
)
∈ C2,αp⋆ (C ca ),
Provided Φ(x/r) = 1 for all x ∈ C ca , we conclude that g2(s∗) − s∗r2Hess(1/r) ∈ C2,αp⋆ (C ca ) and we have established the
theorem in view of the choice of g1(s). 
6.2 Resolution of the asymptotic localization problem
We now apply our method in order to provide some insight on a question raised by Carlotto and Schoen in [4].
The method introduced in [4] provides solutions to the Einstein equations which may have only sub-harmonic
decay r−1+ǫ. Their geometry is prescribed within any arbitrarily small angular sector while the solution in the
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remaining angular sector is identically Euclidean except for a transition region. By analogy with this localization
problem, we propose here the asymptotic localization problem as we call it, which consists of finding solutions
that are asymptotically Euclidean at a super-harmonic rate except within an arbitrarily small angular region. We
will achieve this result by constructing a “good” seed function adapted to the problem of asymptotic localization
under consideration. Hence, we relax the restriction initially proposed in [4] in order to achieve the desired
harmonic decay property, which also appears to be natural from a physical standpoint.
Theorem 6.2 (The asymptotic localization problem). Consider solutions to the vacuum Einstein equations with topology
M ≃ R3, and let gSch be a Schwarzschild solution with mass m > 0 (defined outside a compact region) and let gEucl = δ be the
Euclidean metric. Decompose the asymptotic infinity ofR3 into three asymptotic angular regions, say Ca ∪T ǫa ∪C ca+ǫ, where
Ca is a cone with (possibly arbitrarily small) angle a ∈ (0, 2π), C ca+ǫ is the complement of the same cone but with a (possibly
only slightly) larger angle, and Tǫa is the remaining transition region. Then, with suitable seed data, the seed-to-solution
method generates a solution to the Einstein equations, say (g, h) defined onR3, that decays at least like 1/r in every direction,
that is,
(g − gEucl, h) ∈ C2,α1 (M) × C2,α1 (M) (6.23)
and enjoys the asymptotic Schwarzschild behavior 1/r within the cone Cα and the Euclidean behavior within the cone C cα+ǫ
with, for θ ∈ (1, 2),
g − gSch ∈ C2θ(Cα), g − gEucl ∈ C2θ(C cα+ǫ). (6.24)
We now give a proof of this theorem.
Step 1. Ansatz for the seed data set. LetΨ : S2 → R be an arbitrary cut–off function such thatΨ(x/r) = 1 in Cα,
while Ψ(x/r) = 0 in C cα+ǫ. Let ξ be a cut-off function such that ξ is identically 0 inside the unit ball B(0, 1) and is
identically 1 outside the ball B(0, 2). Consider the seed data defined by h1 = 0 and
g1(s, t) :=
(
− 1
2
✓∆Ψ +Ψ
)(
gSch − tξRs,tr2Hess
(
1/r
)
+
(
1 +
1
2
✓∆Ψ −Ψ
)
δ + sξRs,t
(1
2
✓∆Φ −Φ
)
r2Hess
(
1/r
)
, (6.25)
where t, s are parameters to be chosen later on, Φ : S2 → R is a C2-function to be also chosen later, and ξRs,t :=
ξ(x/Rs,t). Here, the radius Rs,t > 0 is a sufficiently large constant such that (h1, g1(s, t)) satisfies the assumptions
in Theorem 3.12 with (p, q) = (1/2, 3/2). Therefore, we can apply Theorem 2.6 and the corresponding Einstein
solution (g(s, t), h(s, t)) deterlined from (g1(s, t), 0) has the form
g2(s, t)
r2
= −
(
∆g1(s,t)u2(s, t)
)
g1(s, t) +Hessg1(s,t)(u2(s, t)) − u2(s, t)Ricg1(s,t), (6.26a)
h2(s, t) = −1
2
LZ2(s,t)g1(s, t), (6.26b)
where (g2(s, t), h2(s, t)) := (g(s, t)− g1(s, t), h(s, t)) and (u2(s, t),Z2(s, t)) ∈ C4,α1/2(R3) × C3,α1/2(R3).
From now on, the notation O2,αǫ (r
−4) stands for a function, say f , satisfying ‖ f ‖C2,α
θ
(R3) . ǫ. We have denoted by
m the ADMmass of the metric gSch under consideration, and we observe that
(
− 1
2
✓∆Ψ+Ψ
)
gSch +
(
1 +
1
2
✓∆Ψ −Ψ
)
δ − δ =
(
− 1
2
✓∆Ψ +Ψ
)
(gSch − δ) = −2m
( 1
2r
✓∆Ψ − 1
r
Ψ
)
δ + O2,αǫ (r
−4)
and (( 1
2r
✓∆Ψ − 1
r
Ψ
)
δ
)
i j,i j
−
(( 1
2r
✓∆Ψ − 1
r
Ψ
)
δ
)
ii, j j
= −2m∆
( 1
2r
✓∆Ψ − 1
r
Ψ
)
= −2
(1
2
∆
(
r2∆
(Ψ
r
))
− ∆
(Ψ
r
))
.
Therefore, straightforward calculations similar to the ones done for the Hamiltonian operator in the proof of
Theorem 6.1 (see for instance (6.6)) lead us to
H(g1(s, t), h1) = ∆
( r2
2
∆
( (4m + t)Ψ+ sΦ
r
))
− 2r−2
( r2
2
∆
( (4m + t)Ψ+ sΦ
r
))
+ g1(s, t)i j,i j − g1(s, t)ii, j j − ∆
( r2
2
∆
( (4m + t)Ψ+ sΦ
r
))
+ ∆
( (4m + t)Ψ+ sΦ
r
)
+ O
2,α
ǫ (r
−4).
(6.27)
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Here, it is helpful to keep in mind that
g1(s, t)i j,i j − g1(s, t)ii, j j − ∆
( r2
2
∆
( (4m + t)Ψ+ sΦ
r
))
+ ∆
( (4m + t)Ψ+ sΦ
r
)
= 0, r ≥ Rs,t.
Step 2. Analysis at the critical decay level. Proceeding as in Step 2 in the proof of Theorem 6.1, we obtain the
following equation for the trace of the metric perturbation
− ∆(Trg2(s, t)) + g2(s, t)i j,i j = −H(g1(s, t), 0)+ h2(s, t) ∗ h2(s, t) + ∂g1(s, t) ∗ ∂g2(s, t) + ∂g2(s, t) ∗ ∂g2(s, t) (6.28a)
and, for the dual variables u2 and Z2,
−2∆u2(s, t) = 1
r2
Treg2(s, t) + Rg1(s,t)u2(s, t), (6.28b)
−4∆eu2(s, t) = ∂i j
( |x|2
r2
g2(s, t)i j
)
− ∂2
(
|x|2∂2((g1(s, t) − e)u2(s, t))
)
− ∂2
(
|x|2u2(s, t)Ricg1(s,t)
)
, (6.28c)
∆Z2(s, t) +Div(∇Z2(s, t)) = g2(s, t) ∗ ∂h2(s, t) + ∂2
(
(g1(s, t) − e) ∗ Z2(s, t)
)
. (6.28d)
Taking (6.28b) and (6.28c) into account in (6.28a), we deduce that
− ∆(Trg2)(s, t) + 2
r2
Trg2(s, t) = −H(g1(s, t), 0)+ h2(s, t) ∗ h2(s, t) + ∂g1(s, t) ∗ ∂g2(s, t)
+ ∂g2(s, t) ∗ ∂g2(s, t) + ∂2
(
r2∂2((g1(s, t) − e)u2(s, t))
)
+ ∂2
(
r2u2(s, t)Ricg1(s,t)
)
+ Rg1(s,t)u2(s, t)
=: −H(g1(s, t), 0)+ E1
(
g1(s, t), g2(s, t), h2(s, t), u2(s, t),Z2(s, t)
)
.
(6.28e)
By recalling the expansion of the Hamiltonian operator in (6.27), the equations (6.28b) and (6.28e) can be rewritten
as
− ∆
(
Trg2(s, t) − r
2
2
∆
( (4m + t)Ψ+ sΦ
r
))
+
2
r2
(
Trg2(s, t) − r
2
2
∆
( (4m + t)Ψ+ sΦ
r
))
= ∆
( r2
2
∆
( (4m + t)Ψ+ sΦ
r
))
− ∆
( (4m + t)Ψ+ sΦ
r
)
− g1(s, t)i j,i j + g1(s, t)ii, j j
+ E1
(
g1(s, t), g2(s, t), h2(s, t), u2(s, t),Z2(s, t)
)
+ O
2,α
ǫ (r
−4)
(6.29a)
and
−2∆
(
u2(s, t) +
(4m + t)Ψ+ sΦ
4r
)
=
1
r2
(
Trg2(s, t) − r
2
2
∆
( (4m + t)Ψ+ sΦ
r
))
+ Rg1(s,t)u2(s, t). (6.29b)
Therefore, an analysis similar to Steps 3 and 4 in the proof of Theorem 2.9 shows that
1
r2
(
Trg2(s, t) − r
2
2
∆
( (4m + t)Ψ+ sΦ
r
))
∈ L1(R3) ∩ C2,α
3
(R3),
u2(s, t) +
(4m + t)Ψ+ sΦ
4r
∈ C4,α
1
(R3), Z2(s, t) ∈ C3,α1 (R3).
It follows from (6.26a)-(6.26b) that (g2(s, t), h2(s, t)) ∈ C2,α1 (R3) × C2,α2 (R3), hence by (6.29a)-(6.29b)
−2∆
(
u2(s, t) +
(4m + t)Ψ+ sΦ
4r
)
− 1
r2
(
Trg2(s, t) − r
2
2
∆
( (4m + t)Ψ+ sΦ
r
))
∈ C2,α
4
(R3), (6.30a)
−∆
(
Trg2(s, t) − r
2
2
∆
( (4m + t)Ψ+ sΦ
r
))
+
2
r2
(
Trg2(s, t) − r
2
2
∆
( (4m + t)Ψ+ sΦ
r
))
∈ C0,α
4
(R3). (6.30b)
By applying Proposition 4.3 to (6.30b) we have for any θ1 ∈ (θ, 2)
(
Trg2(s, t) − r
2
2
∆
( (4m + t)Ψ+ sΦ
r
))
∈ C2,α
θ1
(R3), (6.31)
and therefore, by applying Corollary 4.6 to (6.30a), there exists a constant m˜(s, t) such that
u2(s, t) +
(4m + t)Ψ+ sΦ
4r
− m˜(s, t)
r
∈ C4,α
θ
(R3). (6.32)
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Similarly to Step 7 in the proof of Theorem 2.9, we also find Z2(s, t)+V∞(s, t) ∈ C3,αθ (R3), where V∞(s, t) := P˜(s, t) ·V,
with some constant vector P˜(s, t) and the vector V defined earlier. Plugging finally these decay properties in (6.26),
we arrive at the desired decay properties for the metric and extrinsic curvature:
g2(s, t) − r2∆
( (4m + t)Ψ+ sΦ
4r
)
δ + r2Hess
( (4m + t)Ψ+ sΦ
4r
)
− m˜(s, t)r2Hess
(1
r
)
∈ C2,α
θ
, (6.33a)
h2(s, t) − LV∞(s,t)δ ∈ C2,αθ+1. (6.33b)
Step 3. Estimating the mass corrector m˜(s, t). Proceeding as in Step 3 in the proof of Theorem 6.1, we find
m˜(s, t) =
1
16π
∫
R3
(
g2(s, t)i j,i j − ∆
( (4m + t)Ψ+ sΦ
r
))
dx
=
1
16π
∫
R3
(
g1(s, t)ii, j j − g1(s, t)i j,i j + ∆
( r2
2
∆
( (4m + t)Ψ+ sΦ
r
))
− ∆
( (4m + t)Ψ+ sΦ
r
))
dx +
∫
R3
O
0,α
ǫ (r
−4) dx
=
1
16π
lim
r→+∞
∫
Sr
(
g1(s, t)ii, j − g1(s, t)i j,i + ∂ j
( r2
2
∆
( (4m + t)Ψ+ sΦ
r
))
− ∂ j
( (4m + t)Ψ+ sΦ
r
))x j
r
dω +
∫
R3
O
0,α
ǫ (r
−4) dx.
By integration by parts we obtain∫
R3
(
∂i j
((1
2
✓∆Ψ −Ψ
)
(gSch − δ)i j
)
− ∂ii
((1
2
✓∆Ψ −Ψ
)
(gSch − δ) j j
))
dx
= lim
r→+∞
∫
Sr
(
∂i
((1
2
✓∆Ψ −Ψ
)
(gSch − δ)i j
)
− ∂ j
((1
2
✓∆Ψ −Ψ
)
(gSch − δ)ii
))x j
r
dω = −4m
∫
S2
Ψ dx.
Furthermore, we observe that (see (6.17))∫
Sr
(
∂ j
( r2
2
∆
(Φ
r
))
− ∂ j
(Φ
r
))x j
r
dω =
∫
S2
Φ dω,
∫
Sr
(
∂ j
( r2
2
∆
(Ψ
r
))
− ∂ j
(Ψ
r
))x j
r
dω =
∫
S2
Ψ dω
and ∫
Sr
(
∂ j
((
− 1
2
✓∆Φ + Φ
)
r2∂ii
(1
r
))
− ∂i
((
− 1
2
✓∆Φ + Φ
)
r2∂i j
(1
r
)))x j
r
dω = 4
∫
S2
Φ dω,∫
Sr
(
∂i
((
− 1
2
✓∆Ψ +Ψ
)
r2∂i j
(1
r
))
− ∂ j
((
− 1
2
✓∆Ψ+Ψ
)
r2∂ii
(1
r
)))x j
r
dω = 4
∫
S2
Ψ dω.
Taking these identities into account, we arrive at
m˜(s, t) =
5
16π
(
t
∫
S2
Ψ dω + s
∫
S2
Φ dω
)
+
∫
R3
O
0,α
ǫ (r
−4) dx. (6.34)
Step 4. Choice of the seed data (Φ, s, t). In view of (6.14) the Einstein solution (g, h) satisfies
g(s, t) − g1(s, t) − 1
4r
✓∆((4m + t)Ψ+ sΦ)δ + r
2Hess
( (4m + t)Ψ+ sΦ
4r
)
− m˜(s, t)r2Hess
(1
r
)
∈ C2,α
θ
and h(s, t) − LV∞(s,t)δ ∈ C2,αθ+1. By the definition of g1(s, t), for r ≥ Rs,t we have
g(s, t) − g1(s, t) − 1
4r
✓∆((4m + t)Ψ+ sΦ)δ + r
2Hess
( (4m + t)Ψ+ sΦ
4r
)
− m˜(s, t)r2Hess
(1
r
)
= g(s, t) +
(1
2
✓∆Ψ −Ψ
)
gSch −
(
1 +
1
2
✓∆Ψ −Ψ
)
δ − t
2
✓∆Ψr
2Hess
(
1/r
)
− s
2
✓∆Φr
2Hess
(1
r
)
− 1
4r
✓∆((4m + t)Ψ+ sΦ)δ
+ tΨr2Hess
(1
r
)
+
(4m + t)
4
r2Hess
(Ψ
r
)
+
s
4
r2Hess
(Φ
r
)
+ sΦr2Hess
(1
r
)
− m˜(s, t)r2Hess
(1
r
)
.
Provided t = − 4m5 and Φ
(
x
r
)
= 1 for all x ∈ Cα ∪ C cα+ǫ, from the definition ofΨ it follows that
g(s,−4m/5)−ΨgSch −
(
1 −Ψ
)
δ +
(5s
4
− m˜(s,−4m/5)
)
r2Hess
(1
r
)
∈ C2,α
θ
(Cα ∪ C cα+ǫ). (6.35)
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Now thanks to (6.34), proceeding as in Step 4 in the proof of Theorem 6.1 and provided the vanishing integral
condition
∫
S2
Φ dω = 0 is assumed for our choice of seed data, there exists a constant s∗ satisfying s∗ = 45 m˜(s
∗,−4m/5).
Hence, (6.35) associated with s∗ is rewritten as g(s∗,−4m/5) −ΨgSch − (1 −Ψ)δ ∈ C2,αθ (Cα ∪ C cα+ǫ), and the desired
conclusion follows in view of our choice ofΨ. This completes the proof of Theorem 6.2.
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