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HAUSDORFF MEASURES AND KMS STATES
MARIUS IONESCU AND ALEX KUMJIAN
Abstract. Given a compact metric space X and a local homeomorphism
T : X → X satisfying a local scaling property, we show that the Hausdorff
measure on X gives rise to a KMS state on the C∗-algebra naturally associated
to the pair (X,T ) such that the inverse temperature coincides with the Haus-
dorff dimension. We prove that the KMS state is unique under some mild
hypotheses. We use our results to describe KMS states on Cuntz algebras,
graph algebras, and certain C∗-algebras associated to fractafolds.
1. Introduction
This note arises from a simple observation which relates to the computation
of the Hausdorff dimension dimX of a self-similar space X arising from an iter-
ated function system that satsifies the open set condition and has similarity ratios
r1, . . . , rn ∈ (0, 1); dimX is the unique positive number s satisfying
1 = rs1 + · · ·+ rsn
(see [5, Section 6.4]). But this agrees with the condition that ensures that a certain
one-parameter automorphism group on the Cuntz algebra On has a KMS state.
Let α : R → Aut(On) be defined such that αt(Sj) = eitλjSj for j = 1, 2, . . . , n;
then by [6, Proposition 2.2] there is a KMS state for α at inverse temperature β iff
1 = e−βλ1 + · · ·+ e−βλn .
If we set rj = e
−λj for j = 1, . . . , n and s = β, the two conditions coincide (see
Example 4.1 for more details). It is the purpose of this note to account for this
coincidence and explore more examples. To accomplish this we apply groupoid
methods from [16] and [13] (see also [20]).
In 1967 Haag, Hugenholtz and Winnink (see [8]) discovered the relevance of the
KMS condition to the C∗-algebraic formulation of equilibrium states in quantum
statistical mechanics. Thereafter the KMS states of a C∗-algebra with respect to
a natural one-parameter automorphism group (regarded as time evolution) have
played a key role in the development of the theory. Many of the basic facts may be
found in the text by Bratteli and Robinson (see [1]).
Given a compact metric space X, a local homeomorphism T : X → X is said to
satisfy the local scaling condition (see Definition 3.1) if (x, y) 7→ ρ(Tx,Ty)ρ(x,y) extends
to a continuous function on X ×X that is strictly positive on the diagonal. In this
case, there is a continuous function ϕ ∈ C(X,R) such that for all x ∈ X,
eϕ(x) = lim
y→x
ρ(Tx, Ty)
ρ(x, y)
.
This work was partially supported by a grant from the Simons Foundation (#209277 to Marius
Ionescu).
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Then ϕ gives rise to a continuous real-valued cocycle cϕ on the Renault-Deaconu
groupoid G which in turn defines a one-parameter action α on C∗(G), the associated
groupoid C∗-algebra.
Our main result (see Theorem 3.4) asserts that if T : X → X satisfies the local
scaling condition, then the Hausdorff measure may be used to define an (α, β)-KMS
state on C∗(G) where β is the Hausdorff dimension of X. We next obtain conditions
for the uniqueness of the KMS state (see Proposition 3.5). If ϕ is constant, we derive
a simple equation involving the topological entropy of T , the Hausdorff dimension
of X and the scaling constant (see Proposition 3.6).
The remainder of the paper is devoted to applications of our results to a number
of examples. The last example, which is based on the Sierpinski octafold, is perhaps
the most interesting. Although it does not satisfy the hypotheses of our main
result, the conclusions hold. This suggests that it should be possible to weaken the
hypotheses in our main result.
2. Preliminaries
Let (X, ρ) be a metric space and let s > 0. For a set F ⊂ X and ε > 0, a
countable cover A of F is called an ε-cover of F iff diamA ≤ ε for all A ∈ A.
Define
µsε(F ) = inf
∑
A∈A
(diamA)s,
where the infimum is over all countable ε-covers A of the set F [5, Section 6.1].
Then µsε is decreasing with respect to ε and
µs(F ) = lim
ε→0
µsε(F )
is a metric outer measure on X. Let µs be the Borel measure defined by µs.
Let s, t > 0 such that s < t. It is well known ([5, Theorem 6.1.6]) that if
µt(F ) > 0 then µs(F ) = ∞ and if µs(F ) < ∞ then µt(F ) = 0. The Hausdorff
dimension dimF of a set F is the unique number s0 ∈ [0,∞] such that µs(F ) =∞
for all s < s0 and µ
s(F ) = 0 for all s > s0. If s = dimX, then we call µ
s
the Hausdorff measure on X. In the following we assume that 0 < s < ∞ and
0 < µs(X) <∞.
We say G is a groupoid ([16]) if there is a subset G(2) of G×G, a map (x, y) 7→ xy
from G(2) to G and a involution x 7→ x−1 on G such that the following conditions
hold:
(1) If (x, y) and (y, z) are in G(2), then so are (xy, z) and (x, yz), and the
equation (xy)z = x(yz) is satisfied;
(2) For all x ∈ G, (x−1, x) ∈ G(2) and if (x, y) ∈ G(2), then x−1(xy) = y and
(xy)y−1 = x.
The maps r and s on G, defined by the formulae r(x) = xx−1 and s(x) = x−1x
are called the range and source maps. Then G(0) := r(G) = s(G) is called the unit
space of G. The groupoid G is called a topological groupoid in case G is a groupoid
with a topology such that the multiplication and the inverse maps are continuous,
where the topology on G(2) is the relative product topology. The groupoids that
we consider in this note are Hausdorff and locally compact.
A left Haar system ([16]) on a topological groupoid G is a family {λu}u∈G(0) of
non-negative Radon measures on G such that
(1) supp(λu) = Gu, u ∈ G(0);
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(2) for f ∈ Cc(G), the function
u 7→
∫
fdλu
on G(0) is in Cc(G
(0)) ; and
(3) for x ∈ G, ∫ f(xy)dλs(x)(y) = ∫ f(y)dλr(x).
Once a Haar system {λy}u∈G(0) has been specified on a groupoid, one can define
an involutive algebraic structure on Cc(G) by the formulae
f ∗ g(y) =
∫
f(x)g(x−1y)dλr(y)
and
f∗(x) = f(x−1).
The groupoid C∗-algebra C∗(G) is the completion of Cc(G) under the universal
norm (see [16] for details).
Assume that T : X → X is a local homeomorphism. The Renault-Deaconu
groupoid associated to the pair (X,T ) (see [17], [4]) is defined via
G := {(x,m− n, y) : Tm(x) = Tn(y)} ⊂ X × Z×X.
Two triples (x1, n1, y1) and (x2, n2, y2) are composable if and only if y1 = x2, and,
in this case, (x1, n1, y1)(y1, n2, y2) = (x1, n1 + n2, y2). The inverse of (x, n, y) is
(y,−n, x). A basis of topology for G is given by the sets
Z(U, V, k, l) = {(x, k − l, y) ∈ G : x ∈ U, y ∈ V },
where U and V are open subsets of X such that T k|U and T l|V are homeomorphisms
onto their images and T k(U) = T l(V ). The groupoid G is e´tale so it admits a Haar
system consisting of counting measures.
Let A be a C∗-algebra, let αt : R→ Aut(A) be a strongly continuous action, and
let β ∈ R. Recall ([1, Section 5.3]) that a state ϕ on A is said to be an (α, β)-KMS
state if
ϕ(bαiβ(a)) = ϕ(ab)
for all a, b entire for α. If β = 0, then ϕ is an α-invariant tracial state. The
parameter β is called the inverse temperature.
Let G be a locally compact e´tale groupoid and let c be a real-valued continuous
cocycle. Then c defines a one-parameter automorphism group αc of C∗(G) via
αct(f)(γ) = e
itc(γ)f(γ),
for all t ∈ R, γ ∈ G, and f ∈ Cc(G) ([16, Section II.5]). Each probability measure
µ on G(0) defines a state ωµ on C
∗(G) via
(2.1) ωµ(f) =
∫
G(0)
E(f)dµ,
for all f ∈ C∗(G), where E is the canonical expectation onto C0(G(0)). A probabil-
ity measure µ on G(0) is quasi-invariant under G with Radon-Nikody´m derivative
dr∗µ/ds∗s = e−βc if and only if the state ωµ of C∗(G) is an (αc, β)-KMS state ([16,
Proposition II.5.4]). Moreover, if c−1(0) is principal then every (αc, β)-KMS state
of C∗(G) is of the form ωµ for some quasi-invariant probability measure µ on G(0)
with Radon-Nikody´m derivative dr∗µ/ds∗µ = e−βc ([13, Proposition 3.2]).
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If G is the Renault-Deaconu groupoid associated with a local homeomorphism
T on a compact metric space (X, ρ), then every real valued continuous function ϕ
on X defines a continuous one-cocycle on G via the formula
cϕ(x,m− n, y) =
m−1∑
i=0
ϕ(T ix)−
n−1∑
i=0
ϕ(T iy).
Moreover, every continuous one-cocycle on G is of this form (see [3, Lemma 2.1]).
In this case, the condition that c−1ϕ (0) is principal means that ([13, page 2073])
Tn(x) = x and n ≥ 1 =⇒ ϕ(x) + ϕ(Tx) + · · ·+ ϕ(Tn−1x) 6= 0.
This condition is trivially satisfied when ϕ is strictly positive or strictly negative.
3. The Main Result
In this section we show that if (X, ρ) is a compact metric space and T : X → X
is a local homeomorphism which satisfies additional conditions as described below,
then the Hausdorff measure gives rise to a KMS-state with inverse temperature the
Hausdorff dimension. We will also show that the KMS state is unique under some
mild hypotheses.
Definition 3.1. Let (X, ρ) be a compact metric space and let T : X → X be a
local homeomorphism. We say that T satisfies the local scaling condition if
(x, y) 7→ ρ(Tx, Ty)
ρ(x, y)
extends to a continuous function f on X×X that is strictly positive on the diagonal
∆X = {(x, x) | x ∈ X}.
The next proposition provides an equivalent formulation of the local scaling
property.
Proposition 3.2. Let (X, ρ) be a compact metric space and let T : X → X be
a local homeomorphism. Then T satisfies the local scaling condition if and only if
there is a continuous function ϕ ∈ C(X,R) such that:
i. for all x ∈ X,
eϕ(x) = lim
y→x
ρ(Tx, Ty)
ρ(x, y)
;
ii. for any ε > 0 there is δ > 0 such that if 0 < ρ(x, y) < δ, then
(3.1)
∣∣∣∣ ρ(x, y)ρ(Tx, Ty) − e−ϕ(x)
∣∣∣∣ < ε.
Remark 3.3. Notice that since T is assumed to be a local homeomorphism and X
is compact, there is δ1 > 0 such that if 0 < ρ(x, y) < δ1 then Tx 6= Ty. In the
following we will implicitly assume that δ above satisfies δ ≤ δ1. This will ensure
that inequality (3.1) makes sense.
Proof. Suppose that f satisfies the local scaling condition. Then the function ϕ :
X → R, given by ϕ(x) = log f(x, x) for x ∈ X, is continuous on X; since f is
uniformly continuous on X × X, it follows easily that the conditions above are
satisfied.
HAUSDORFF MEASURES AND KMS STATES 5
Conversely, suppose that T satisfies the above conditions. We then define f :
X ×X 7→ R via
f(x, y) =
{
ρ(Tx,Ty)
ρ(x,y) if x 6= y
eϕ(x) if x = y.
Then f(x, x) > 0 for all x ∈ X and it suffices to show that f is continuous. Since
f is clearly continuous at (x, y) if x 6= y, we need only prove that f is continuous
on the diagonal.
We prove first that f is bounded on X × X. Assume, by contradiction, that
for each n ∈ N there are xn and yn in X such that |f(xn, yn)| > n. Then there
is a subsequence (xnk , ynk) that converges to (x, y) ∈ X × X. If x 6= y then it
follows that xnk 6= ynk eventually, and that limk→∞ f(xnk , ynk) = f(x, y). But this
contradicts the fact that the sequence |f(xnk , ynk)| is unbounded. Assume now that
x = y. Since ϕ is continuous on X and thus bounded, we may assume (by passing
to a subsequence if necessary) that xnk 6= ynk for all k. Given ε > 0, choose δ > 0
such that (3.1) holds. Then there is an integer N ≥ 1 such that for all k ≥ N
ρ(x, xnk) < δ/2, ρ(x, ynk) < δ/2 and
|1/f(x, x)−1/f(xnk , xnk)| < ε
(by the continuity of e−ϕ). It follows that for k ≥ N ρ(xnk , ynk) < δ and, since
e−ϕ(x) = 1/f(x, x), we also have that∣∣∣∣ 1f(xnk , ynk) − 1f(xnk , xnk)
∣∣∣∣ < ε.
Therefore∣∣∣∣ 1f(xnk , ynk) − 1f(x, x)
∣∣∣∣ ≤ ∣∣∣∣ 1f(xnk , ynk) − 1f(xnk , xnk)
∣∣∣∣ + ∣∣∣∣ 1f(xnk , xnk) − 1f(x, x)
∣∣∣∣
< 2ε.
Since |1/f(xn, yn)| < 1/n it follows that 1/f(x, x) = 0, which is a contradiction.
Thus f is bounded on X ×X; let M > 0 be a bound of the function.
We return now to the continuity of f for x = y. Let xn → x and yn → x. If
xn = yn for all n then limn→∞ f(xn, xn) = f(x, x) because ϕ is assumed to be
continuous. So, by passing to a subsequence, if necessary, we may assume that
xn 6= yn for all n. Let ε > 0 be given; choose δ > 0 such that (3.1) holds. There is
an integer N such that for all n ≥ N
ρ(x, xn) < δ/2, ρ(x, yn) < δ/2 and
|1/f(x, x)−1/f(xn, xn)| < ε.
Then, for such n,
|f(xn, yn)− f(x, x)| = |f(xn, yn)f(x, x)|
∣∣∣∣ 1f(x, x) − 1f(xn, yn)
∣∣∣∣
≤M2
(∣∣∣∣ 1f(x, x) − 1f(xn, xn)
∣∣∣∣+ ∣∣∣∣ 1f(xn, xn) − 1f(xn, yn)
∣∣∣∣)
< 2M2ε.
Therefore, f is continuous on X×X and T satisfies the local scaling condition. 
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Theorem 3.4. Let (X, ρ) be a compact metric space and let T : X → X be a local
homeomorphism that satisfies the local scaling condition. Let ϕ ∈ C(X,R) be such
that
eϕ(x) = lim
y→x
ρ(Tx, Ty)
ρ(x, y)
,
and let cϕ be the associated one-cocycle on the Renault-Deaconu groupoid G asso-
ciated with (X,T ). Then the state ωµ given by the equation (2.1) is an (α, β)-KMS
state where α = αcϕ , β = dimX, and µ = µβ/µβ(X).
Proof. As noted above in Section 2, by [16, Proposition II.5.4], it suffices to show
that µ is a quasi-invariant measure on G(0) and
(3.2)
dr∗µ
ds∗µ
= e−βcϕ .
This is equivalent with
(3.3) µ(U) =
∫
TU
e−βϕ
(
(T |U )−1x
)
dµ(x)
for all open sets U such that T |U is a homeomorphism onto TU ([19, Page 6]; see
also [18]). We will call such sets sections of T .
By the local scaling property (see Definition 3.1) (x, y) 7→ ρ(Tx,Ty)ρ(x,y) extends to
a continuous function f on X × X that is strictly positive on the diagonal. We
know that ϕ(x) = log f(x, x) is uniformly continuous, since f is continuous and X
is compact. This fact together with (3.1) implies that for any ε > 0 there is δ > 0
such that if 0 < ρ(x, y) < δ then
(3.4)
∣∣∣∣ ρ(x, y)ρ(Tx, Ty) − e−ϕ(x)
∣∣∣∣ < ε
and
(3.5) |e−ϕ(x) − e−ϕ(y)| < ε.
Fix ε > 0 such that 2ε < minx∈X e−ϕ(x). Suppose, first, that U is a section of
T such that diamU < δ, where δ is chosen such that (3.4) and (3.5) hold. Let
x, x ∈ U such that e−ϕ(x) ≤ e−ϕ(x) ≤ e−ϕ(x) for all x ∈ U , where U is the closure of
the set U . Let ε1 > 0 and suppose that A is an ε1-cover of U consisting of subsets
of U (see [5, page 167]). Then, for any A ∈ A we have that
diamA = sup
x,y∈A,x 6=y
ρ(x, y) = sup
x,y∈A,x6=y
ρ(Tx, Ty)
ρ(x, y)
ρ(Tx, Ty)
.
Now ∣∣∣∣ ρ(x, y)ρ(Tx, Ty) − e−ϕ(x)
∣∣∣∣ < 2ε
and ∣∣∣∣ ρ(x, y)ρ(Tx, Ty) − e−ϕ(x)
∣∣∣∣ < 2ε
for all x, y ∈ A with x 6= y. Therefore(
e−ϕ(x) − 2ε) diamTA ≤ diamA ≤ (e−ϕ(x) + 2ε) diamTA.
Hence (
e−ϕ(x) − 2ε)βµβε1(TU) ≤ µβε1(U) ≤ (e−ϕ(x) + 2ε)βµβε1(TU)
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and, by taking the limit when ε1 goes to 0,
(3.6)
(
e−ϕ(x) − 2ε)βµ(TU) ≤ µ(U) ≤ (e−ϕ(x) + 2ε)βµ(TU).
Let now U be an arbitrary section of T . Then there is a finite disjoint family
{U1, . . . , UN} of sections of T such that U =
⋃N
n=1 Un and diamUn < δ for n =
1, . . . , N . Indeed, by the compactness of U , there are finitely many open sets
{V1, . . . , VN} such that U ⊂
⋃N
n=1 Vn and diamVn < δ for n = 1, . . . , N . Now set
U1 =: U ∩ V1 and
Un+1 =: U ∩ Vn+1 \ (V 1 ∪ · · · ∪ V n),
for n ≥ 1. It is routine to check that the Un satisfy the requisite conditions. Let
xn, xn ∈ Un such that e−ϕ(xn) ≤ e−ϕ(x) ≤ e−ϕ(xn) for all x ∈ Un. Then, by
inequality (3.6),
µ(U) =
∑
n
µ(Un) ≤
∑
n
∫
TUn
(
e−ϕ(xn) + 2ε)βdµ(x).
For all x ∈ TUn we have that e−ϕ(xn) ≤ e−ϕ
(
(T |U )−1(x)
)
. Thus
µ(U) ≤
∫
TU
(
e−ϕ
(
(T |U )−1(x)
)
+ 2ε
)β
dµ(x).
Similarly, since e−ϕ
(
(T |U )−1(x)
)
≤ e−ϕ(xn) for all x ∈ TUn, we have that∫
TU
(
e−ϕ
(
T |U )−1(x)
)
− 2ε
)β
dµ(x) ≤ µ(U).
Since ε was arbitrarily chosen it follows that (3.3) holds and the conclusion follows.

To ensure the uniqueness of the (α, β)-KMS state we need to impose some con-
ditions on the local homeomorphism T and the map ϕ. We say that T is positively
expansive if there is an ε > 0 such that for all x 6= y there is an n ∈ N with
ρ(Tnx, Tny) ≥ ε. We say that T is exact if for every non-empty open set U ⊂ X
there is an n > 0 such that Tn(U) = X. We say that a real-valued continuous func-
tion ϕ on X satisfies the Bowen condition with respect to T (see [13, Definition
2.7]) if there are δ, C > 0 such that
n−1∑
i=0
ϕ(T ix)− ϕ(T iy) ≤ C,
for all x, y ∈ X and n > 0 such that ρ(T ix, T iy) ≤ δ for 0 ≤ i ≤ n− 1. Note that if
T is positively expansive and ϕ is Ho¨lder, that is, |ϕ(x)−ϕ(y)| ≤ kρ(x, y)l for some
positive constants k and l, then ϕ satisfies the Bowen condition (see the discussion
following [13, Definition 2.7]).
Proposition 3.5. Assume that the local homeomorphism T : X → X is positively
expansive and exact, and assume that ϕ satisfies the Bowen condition. Let α be the
action on C∗(G) determined by cϕ and let β be the Hausdorff dimension of X. If
T satisfies the local scaling condition and c−1ϕ (0) is principal then β is the unique
inverse temperature which admits a KMS state for α. Moreover, the (α, β)-KMS
state ωµ is unique.
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Proof. Theorem 3.4 implies that there is a (α, β)-KMS state, namely ωµ. By Wal-
ters’ version of the Ruelle-Perron-Frobenius Theorem ([13, Theorem 2.8], see also
[19, Theorem 6.1], [24, Theorem 8], [26, Theorem 2.16]) there are unique λ > 0 and
probability measure ν such that
L∗−ϕ(ν) = λν,
where L−ϕ(f)(x) =
∑
Ty=x e
−ϕ(y)f(y) is the transfer operator associated with ϕ.
Proposition 4.2 of [18] (see also [20, Proposition 3.4.1]) implies that β is the unique
inverse temperature which admits a KMS state for α and ν = µ.
Theorem 3.4 and [13, Theorem 3.5 i)] imply that P (T,−βϕ) = 0, where P (T, ·)
is the topological pressure([25, Section 9.1]). Since c−1ϕ (0) is principal, [13, Theorem
3.5 ii)] implies that the (α, β)-KMS state ωµ is unique. 
In the last result of this section we show how one can compute the topological
entropy of the local endomorphism T under some suitable hypothesis. Recall that
the topological entropy of T , h(T ), equals P (T, 0).
Proposition 3.6. Let T : X → X be a local homeomorphism. Suppose that T is
positively expansive, exact, and satisfies the local scaling condition. Assume that
the map ϕ is constant, that is, there is a constant τ > 1 such that
τ = lim
y→x
ρ(Tx, Ty)
ρ(x, y)
,
for all x ∈ X. Then h(T ) = β ln τ , where β is the Hausdorff dimension of X.
Proof. By Theorem 3.4 and Proposition 3.5 there is a unique (α, β)-KMS state ωµ.
Moreover, Theorem 3.5 of [13] implies that P (T,−β ln τ) = 0. Since P (T,−β ln τ) =
h(T )− β ln τ , it follows that h(T ) = β ln τ . 
4. Examples
4.1. Cuntz algebras. Fix n ∈ N with n > 1 and let E = {1, . . . , n} be the
alphabet with n letters. Let (r1, r2, . . . , rn) be a list of positive numbers such that
ri < 1 for all i ∈ {1, . . . , n}. We call such a list a contractive ratio list (see [5,
Chapter 4]). We set X to be the infinite path space over the alphabet E, that is
X = E∞ = {(xk)k∈N : xk ∈ E}.
We write Ek for the set of paths of length k over E and we set E∗ =
⋃
k E
k. We
define a metric on X based on the given ratio list. For σ ∈ Ek the cylinder of σ is
(4.1) Z(σ) = {(xm) ∈ X : x0 = σ0, . . . , xk−1 = σk−1}.
We specify the metric on X by requiring that the diameter of a cylinder Z(σ), with
σ ∈ Ek for some k, to equal rσ := rσ0rσ1 . . . rσk−1 (see [5, Section 4.2]). Thus for
x 6= y
ρ(x, y) =
{
inf{rσ : x, y ∈ Z(σ)} if x0 = y0
1 if x0 6= y0
.
Then the left shift, T : X → X, T ((xk)) = (xk+1), is a local homeomorphism on
X. If G is the corresponding Renault-Deaconu groupoid then C∗(G) is isomorphic
to the Cuntz algebra On ([16, Section III.2], [4]). Recall that the Cuntz algebra is
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the universal C∗-algebra generated by n isometries {Si}ni=1 satisfying the following
relations
S∗i Sj = δijI and
n∑
i=1
SiS
∗
i = I.
Under our identification the generating isometries of On are given by Sj = 1Γj ,
where Γj = {(jx, 1, x) : x ∈ X}, for j = 1, . . . , n. A routine computation shows
that T satisfies the local scaling property and
lim
y→x
ρ(Tx, Ty)
ρ(x, y)
=
1
rx0
,
that is, ϕ(x) = − log rx0 . Thus the automorphism α on On is determined by
(4.2) αt(Sj) = e
−it log rjSj .
The Hausdorff dimension β of X is the unique number that satisfies the equation
([5, Theorem 6.4.3])
(4.3)
n∑
i=1
rsi = 1.
The Hausdorff measure on X is the unique Borel measure that satisfies µβ(Z(σ)) =
rβσ for all σ ∈ E∗. Theorem 3.4 and Proposition 3.5 imply that there exists a
KMS-state for α at temperature β if and only if β satisfies (4.3). The KMS state
is unique in this case. We recover, thus, Theorem 2.2 of [6].
If r1 = r2 = · · · = rn = 1/e, then the inverse temperature is log n, which is the
main result in [14]. Moreover the topological entropy of T is log n. More generally,
let s > 0 be arbitrary and set r1 = r2 = · · · = rn = n−1/s. Then (r1, . . . , rn) is
a contractive ratio list. The Hausdorff dimension of X is β = s and ϕ(x) = logns .
The topological entropy of T is still log n.
4.2. Generalized gauge actions on Cuntz algebras. We still assume that E =
{1, . . . , n} is a finite alphabet and we let X = E∞ endowed with the product
topology. Then X is a compact topological space. Let T be the left shift, as in the
previous example. Fix now a continuous function f on X such that f(x) > 1 for
all x ∈ X. We define next a metric ρf on X with the property
(4.4) lim
y→x
ρf (Tx, Ty)
ρf (x, y)
= f(x).
Let σ ∈ E∗ and let Z(σ) be the cylinder of σ as defined in (4.1). We will write |σ|
for the length of the finite word σ. Define
(4.5) wσ := max
z,w∈Z(σ)
|σ|−1∏
i=0
f(T iz) ·
|σ|−1∏
i=0
f(T iw)
−1/2 .
Let α, β ∈ E∗ such that |α| < |β| and αi = βi for i = 0, . . . , |α| − 1; in this case,
write α < β ([5]). Since f(x) > 1 for all x ∈ X, it follows that if α < β then
wβ > wα and limn→∞ wσ|n = 0 for σ ∈ E∞. Proposition 2.6.5 of [5] implies that
there is a metric ρf on X such that the diameter of Z(α) = wα for all α ∈ E∗ and,
if x, y ∈ X such that xi = yi for i = 0, . . . , k − 1 and xk 6= yk then ρf (x, y) = wσ,
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where σ ∈ Ek such that σi = xi, i = 0, . . . , k − 1. Thus if x, y ∈ X and the length
of their common longest prefix σ is at least one, then
(4.6) ρf (x, y) = wσ := max
z,w∈Z(σ)
|σ|−1∏
i=0
f(T iz) ·
|σ|−1∏
i=0
f(T iw)
−1/2 .
Note that the maximum in (4.6) is attained for some z and w in Z(σ) since the
function f is continuous and the cylinder Z(σ) is a closed subset of the compact
space X. Also, if m = minx∈X |f(x)| and M = maxx∈X |f(x)|, then
1
M |σ|
≤ ρf (x, y) ≤ 1
m|σ|
,
where σ is the longest common prefix of x and y, for all x and y in X. Thus, since
m > 1 by hypothesis, for x and y in X we have that ρf (x, y) < ε if and only if
there is N ≥ 1 and σ ∈ EN such that x, y ∈ Z(σ). Thus the metric ρf generates
the topology on X. If (r1, . . . , rn) is a contractive ratio list and f(x) = 1/rx0 we
recover the metric from the previous example.
We prove next that T satisfies the local scaling condition (see Definition 3.1)
with respect to the metric ρf with ϕ = log f . First we need a lemma.
Lemma 4.1. Let x, y ∈ X such that their longest common prefix σ has length at
least 2. Then there are points zi, wi ∈ Z(σ), i = 1, 2 such that
(4.7)
(
f(z1)f(w1)
) 1
2 ≤ ρf (Tx, Ty)
ρf (x, y)
≤ (f(z2)f(w2)) 12 .
Proof. Observe that wσ = ρf (x, y) and wσ′ = ρf (Tx, Ty) (Equation (4.6)), where
σ′ := σ1 . . . σ|σ|−1. Then
ρf (Tx, Ty)
ρf (x, y)
=
wσ′
wσ
.
Note that if z ∈ Z(σ) then Tz ∈ Z(σ′). Conversely, if z′ ∈ Z(σ′) then σ0z′ ∈ Z(σ).
Let z1, w1 ∈ Z(σ) the points for which the maximum in (4.6) is attained. That is,
wσ =
|σ|−1∏
i=0
f(T iz1) ·
|σ|−1∏
i=0
f(T iw1)
−1/2 .
Then Tz1, Tw1 ∈ Z(σ′) and
wσ =
(
f(z1)f(w1)
)− 12 ·
|σ|−1∏
i=1
f(T iz1) ·
|σ|−1∏
i=1
f(T iw1)
−1/2
≤ (f(z1)f(w1))− 12 · wσ′ .
Thus the first part of (4.7) holds. Let now z2, w2 ∈ Z(σ′) such that
wσ′ =
|σ|−2∏
i=0
f(T iz2) ·
|σ|−2∏
i=0
f(T iw2)
−1/2 .
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Then z2 = σ0z2 and w2 = σ0w2 belong to Z(σ) and|σ|−1∏
i=0
f(T iz2) ·
|σ|−1∏
i=0
f(T iw2)
−1/2 ≤ wσ.
Thus (
f(z2)f(w2)
)− 12wσ′ ≤ wσ,
which is the second part of (4.7). 
Let ε > 0 be given such that ε < min f(x). Since f is uniformly continuous
on X there is a δ > 0 such that if σ ∈ E∗ is chosen so that 1/m|σ| < δ then
|f(z) − f(w)| < ε for all z, w ∈ Z(σ). Let x, y ∈ X be such that the length of
their common prefix σ satisfies 1/m|σ| < δ. Suppose that z1, w1 and z2, w2 are
the points in Z(σ) for which the inequality (4.7) holds. Since |f(z2) − f(x)| < ε
it follows that f(z2) < f(x) + ε. Similarly, f(w2) < f(x) + ε, f(x) − ε < f(w1)
and f(x) − ε < f(z1). Since all the above quantities are positive, inequality (4.7)
implies that
f(x)− ε ≤ ρf (Tx, Ty)
ρf (x, y)
≤ f(x) + ε
Therefore (4.4) holds and (3.1) also holds with ϕ = log f ; hence, T satisfies the
local scaling condition (by Proposition 3.2). Since the topology on the Renault-
Deaconu groupoid G associated to (X,T ) depends only on the topology on X and
not the underlying metric, if follows that it is still the case that C∗(G) ' On. The
associated automorphism αt of C
∗(G) is given via
αt(a)(x,m− k, y) = eitcf (x,m−k,y)a(x,m− k, y),
for all (x,m− k, y) ∈ G and a ∈ Cc(G), where the cocycle cf is given by
(4.8) cf (x,m− k, y) = log
(
m−1∏
i=0
f(T ix)/
k−1∏
i=0
f(T iy)
)
.
These actions generalize the gauge actions on On described in the previous example.
To see this, recall from the previous example that, under our identification, Sj =
1Γj , where Γj = {(jx, 1, x) : x ∈ X}, for j = 1, . . . , n. If f(x) = 1/rx0 an easy
computation shows that
eitcf (x,m−k,y)Sj(x,m− k, y) = e−it log rjSj(x,m− k, y),
and we recover (4.2). Assuming that the Hausdorff dimension β of X is strictly
positive and finite, Theorem 3.4 implies that there exists a KMS-state ωµ on On
for α at inverse temperature β.
If log f(x) satisfies the Bowen condition, then β and µ are the unique solutions
of the equation L∗f,β(µ) = µ, where
Lf,β(a)(x) =
n∑
j=1
f(jx)−βa(jx),
for all x ∈ X and a ∈ C(X) ([19, Proposition 7.1], [13, Theorem 2.8 and proof
of Proposition 3.5]). In this case, ωµ is the unique KMS state for α on On by
Proposition 3.5.
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4.3. Graph C∗-algebras. Suppose that E = (E0, E1, r, s) is a finite directed
graph, where r : E1 → E0 and s : E1 → E0 are the range and source maps,
respectively. Suppose that {re}e∈E1 is a list of positive numbers1 such that re < 1
for all e ∈ E1. We say that {re}e∈E1 is a contractive ratio list for the graph
E (see [5, Section 4.3]). A path of length n in the graph E is a finite sequence
σ = σ0σ1 . . . σn−1 such that σi ∈ E1 for all i ∈ {0, . . . , n − 1} and s(σi) = r(σi+1)
for all i ∈ {0, . . . , n−2}. Note that we adopt the recent convention from the theory
of graph C∗-algebras when we define a path in a graph; namely, we switch the
traditional role of r and s (see, for example, [15] for more details about this). We
write En for the set of paths of length n and E∗ =
⋃
nE
n for the set of finite paths
in the graph E. We extend the definition of r and s to E∗ via r(σ) = r(σ0) and
s(σ) = s(σn−1) if σ ∈ En. The infinite path space X is defined via
X := E∞ := {(xn)n∈N : xn ∈ E1 and s(xn) = r(xn+1)}.
For an element x ∈ E∞ we set r(x) = r(x0). We say that the graph E is irreducible
(or strongly connected) if for every two elements v, w ∈ E0 there is a path σ ∈ E∗
such that r(σ) = v and s(σ) = w. For v ∈ E0 we write vE∞ for the set of infinite
sequences x ∈ X such that r(x) = v. Similarly one can define vEk and vEkw.
If s is a positive real number, then s-dimensional Perron numbers for the graph
E are positive numbers qv, one for each vertex v ∈ E0, such that
(4.9) qsv =
∑
w∈E0,e∈vE1w
r(e)sqsw
for all v ∈ E0 (see, for example, [5, Section 6.6]). For an irreducible graph E there
is a unique number s ≥ 0 such that Perron numbers exist ([5, Theorem 6.9.6]).
If σ ∈ E∗ then the cylinder Z(σ) is
Z(σ) = {x ∈ E∞ : xi = σi, i = 0, . . . , n− 1}.
Using [5, Proposition 2.6.5], one can show that there is a metric ρ on X such that
the diameter of Z(σ) equals rσqs(σ), for all σ ∈ E∗. It follows that the metric ρ
satisfies the property
ρ(ex, ey) = reρ(x, y) for all x, y ∈ s(e)E∞.
Provided that the number s which satisfies condition (4.9) is positive, the Hausdorff
dimension β of X equals s and the Hausdorff measure on X is the unique Borel
measure such that µβ(Z(σ)) = qβs(σ)r
β
σ for all σ ∈ E∗ ([5, Section 6.6]).
The left shift T : X → X defined by T (xn) = (xn+1) is a local homeomorphism
on X. We assume that the graph E is irreducible and it satisfies condition (L)
from [11] (or, equivalently since E is finite, condition (I) from [2]). That is, we
assume that every loop in E has an exit. Under these assumptions if G is the
Renault-Deaconu groupoid associated to the pair (X,T ), then C∗(G) is isomorphic
to the graph C∗-algebra C∗(E) ([12],[11]; see also [15]). The local homeomorphism
T satisfies the local scaling property with
lim
y→x
ρ(Tx, Ty)
ρ(x, y)
=
1
rx0
,
1the ratio re should not be confused with r(e), the range of the edge e.
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that is, ϕ(x) = − log rx0 . The corresponding automorphism of C∗(G) is defined
then via
αt(Pv) = Pv for all v ∈ E0
and
αt(Se) = e
−it log reSe,
where ({Pv}v∈E0 , {Se}e∈E1} is a universal Cuntz-Krieger family generating C∗(G)
([11, 15]).
Theorem 3.4 and 3.5 imply that there exists a KMS-state for α at inverse tem-
perature β if and only if β is the unique positive number for which Perron numbers
exist. In this case, there is a unique (α, β)-KMS state, namely
ωµ(f) =
∫
E(f)dµ,
where µ is the normalized Hausdorff measure on X and E is the canonical expec-
tation onto C(X).
If re = r ∈ (0, 1) for all e ∈ E1, then the Hausdorff dimension satisfies λ = r−β ,
where λ is the Perron-Frobenius eigenvalue of the vertex matrix AE of the graph E
(see, for example, [5, Theorem 6.9.6]). Proposition 3.6 implies that the topological
entropy of T is log λ.
4.4. Generalized gauge actions on graph C∗-algebras. The construction of
Example 4.2 extends to the graph C∗-algebras described in the previous example.
Suppose that X is the infinite path space of a finite directed graph E = (E0, E1, r, s)
which is irreducible and satisfies condition (L) of [13]. We endowX with the product
topology so that it is a compact topological space and we let T be the left shift
map on X as in the previous example. Fix a continuous function f on X such that
f(x) > 1 for all x ∈ X and fix a list of positive number {qv}v∈E0 such that
(4.10) f(x) >
qs(x0)
qr(x0)
for all x ∈ E∞.
For example, if qv = 1 for all v ∈ V then the above condition is trivially satisfied.
We define the diameter of a cylinder Z(σ), σ ∈ vE∗, to be wσ · qs(σ), where
(4.11) wσ := max
z,w∈Z(σ)
|σ|−1∏
i=0
f(T iz) ·
|σ|−1∏
i=0
f(T iw)
−1/2 .
Since f(x) > 1 and the numbers qv satisfy (4.10), it follows that if α, β ∈ E∗ are
such that α < β then diamZ(α) < diamZ(β) and limn→∞ diamZ(σ|n) = 0 for all
σ ∈ E∞. Then [5, Proposition 2.6.5] implies that there is a metric ρf on vX such
that the diameter of Z(σ) with respect to ρf equals wσ · qs(σ) for all σ ∈ vE∞, for
each v ∈ E0. Namely, if x, y ∈ vE∞ and σ ∈ E∗ is their longest common prefix,
then
ρf (x, y) = wσ · qs(σ).
Since X is the finite disjoint union of vX we can extend ρf to a metric on X.
If f(x) = 1/rx0 for a contractive ratio list {re}e∈E1 and {qv}v∈E0 are s-dimensional
Perron numbers for the graph E then the condition (4.10) is implied by (4.9). Thus
we recover the metric from the previous example.
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One can easily see that if x and y have a common prefix σ of length at least 2
then
ρ(Tx, Ty)
ρ(x, y)
=
wσ′
wσ
,
because s(σ′) = s(σ), where σ′ is obtained from σ by removing the first entry
(σ′ = σ1 . . . σ|σ|−1). Then the analogue of Lemma 4.1 holds and T satisfies the
local scaling property (by Proposition 3.2) with respect to the metric ρf with
lim
y→x
ρ(Tx, Ty)
ρ(x, y)
= f(x),
for all x ∈ X, and condition (3.1) holds with ϕ = log f . Assuming that the graph
E is irreducible and satisfies condition [L] of [11] , the C∗-algebra C∗(G) of the
Renault-Deaconu groupoid G associated to (X,T ) is still isomorphic to the graph
C∗-algebra C∗(E). The associated action αt on C∗(G) is given via
αt(a)(x,m− n, y) = eitcf (x,m−n,y)a(x,m− n, y),
for all (x,m− n, y) ∈ G and a ∈ Cc(G), where the cocycle cf is defined as in (4.8).
These actions generalize the gauge actions described in the previous example. In-
deed, a universal Cuntz-Krieger family on C∗(E) is given by
({Pv}v∈E0 , {Se}e∈E1),
where Pv = 1∆v and Se = 1Γe , and
∆v = {(x, 0, x) ∈ G0 : r(x) = v}
and
Γe = {(ex, 1, x) ∈ G : x ∈ s(e)E∞}.
Then an easy computation shows that
eitcf (x,m−n,y)1∆v (x,m− n, y) = 1∆v (x,m− n, y), and
eitcf (x,m−n,y)1Γe(x,m− n, y) = eit log re1Γe(x,m− n, y).
Let β be the Hausdorff dimension of X with respect to the metric ρf and assume
that 0 < β < ∞. Theorem 3.4 implies that there exists a KMS state ωµ on the
graph C∗-algebra C∗(E) for α at inverse temperature β. Moreover, if log f satisfies
the Bowen condition, then β is the unique inverse temperature for which KMS
states exist and ωµ is the unique (α, β)-KMS state. The Hausdorff dimension β
and the measure µ are the unique solutions of the equation L∗f,β(µ) = µ ([19, 13]),
where
Lf,β(a)(x) =
∑
e∈E1,s(e)=r(x)
f(ex)−βa(ex).
We recover, thus, some of the results of [7].
4.5. Coverings of T. Let f : [0, 1] → R be a continuous positive function such
that f(0) = f(1) and n :=
∫ 1
0
f(t)dt is a positive integer such that n ≥ 2. For
example, the constant function n satisfies these requirements. Let X = T = R/Z
and let ρ the induced metric on X. We define T : X → X by
T (x) =
∫ x
0
f(t)dt.
Then T is a local homeomorphism. Moreover, T is an n-fold covering map. One
can easily compute that
lim
y→x
ρ(Tx, Ty)
ρ(x, y)
= f(x).
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Thus T satisfies the local scaling condition and ϕ(x) = log f(x). Since the Hausdorff
dimension β = 1, Theorem 3.4 implies that ωµ is an (α, 1)-KMS state, where µ = µ
1.
If f is continuously differentiable and f(x) > 1, then ϕ = log f is both positive and
Ho¨lder. Thus c−1ϕ (0) is principal and ϕ satisfies the Bowen condition. Moreover, T
is positively expansive and exact. Therefore, by Proposition 3.5, ωµ is the unique
KMS state on C∗(G).
Suppose now that f(x) = n for all x ∈ [0, 1]. Then f is continuously differentiable
and f(x) > 1. Moreover, Proposition 3.6 implies that h(T ) = log n.
4.6. The Sierpinski octafold. Consider the triangle Y with vertices v1 = (1, 0, 0),
v2 = (0, 1, 0), and v3 = (0, 0, 1) in R3. Let f1, f2, f3 be the the restrictions to Y of
the linear maps defined by the matrices
A1 =
 1 1/2 1/20 1/2 0
0 0 1/2
 , A2 =
 1/2 0 01/2 1 1/2
0 0 1/2
 , A3 =
 1/2 0 00 1/2 0
1/2 1/2 1
 .
Note that for i = 1, 2, 3, we have fi(Y ) ⊂ Y and fi is a similarity with ratio 1/2.
So (f1, f2, f3) is an iterated function system ([9]) and it admits a unique invariant
set K ([9, 5])
K = f1(K)
⋃
f2(K)
⋃
f3(K).
The set K is a copy of the Sierpinski gasket. Using the terminology from [10] and
[23], we call the sets fi(K), i = 1, 2, 3, 1-cells.
Now consider the octahedron in R3 with vertices at (±1, 0, 0), (0,±1, 0) and
(0, 0,±1); note that each face is isometric to Y and Y is one of the faces. We consider
four copies of the Sierpinski gasket K (one of which is K itself) on alternating faces
of the octahedron; so any two of the Sierpinski gaskets intersect only at a single
point. Let X be the union of the four Sierpinski gaskets. Note that each point in
X has a neighborhood which is similar to a neighborhood of the Sierpinski gasket.
Thus X is what is called in [22] a fractafold (see also [23] and [21]). We call X
the Sierpinski octafold. One can also think of the octafold as four copies of the
Sierpinski gasket such that any two of them are glued at one of the vertices as in
Figure 4.1, where the dotted curves mean that the two endpoints of the curve are
identified.
The metric ρ on X is the restriction of the Euclidean metric to X. Therefore the
Hausdorff dimension of K is log 3/ log 2 (see, for example, [5, Theorem 6.5.4]). Since
X is the union of four copies of K and the Hausdorff dimension of a union of sets
equals the maximum of the Hausdorff dimension of each of the sets ([5, Theorem
6.1.7]) it follows that the Hausdorff dimension of X is also log 3/ log 2. To describe
the local homeomorphism, label the four copies of the Sierpinski gasket, which we
will call 0-cells, as 1, 2, 3, and 4. Let 11, 12, 13 be the three 1-cells of the 0-cell 1,
and similarly for the other three 0-cells (see Figure 4.1). The local homeomorphism
T we define is uniquely determined by the following two properties
(1) The vertices of the 0-cells are left fixed.
(2) The restriction to each 1-cell defines an affine homeomorphism onto the
0-cell that shares exactly one vertex with the original 1-cell.
It is enough to indicate where the points that are the vertices of the 1-cells and are
not vertices of the 0-cells map. We call these points midpoints. Each midpoint may
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Figure 4.1. The Sierpinski octafold
11
12 13
21
22
23
31
3233
4142
43
be written .5(1eσ(1) + 2eσ(2)) where i = ±1, ei is a canonical basis element of R3
and σ is in the permutation group S3. Then
T
(
.5(1eσ(1) + 2eσ(2))
)
= −12eσ(3).
It is easy to see that this is well defined and T is a local homeomorphism such that
lim
y→x
ρ(Tx, Ty)
ρ(x, y)
= 2.
It does not, however, satisfy condition (3.1) of Proposition 3.2 and, thus, it does
not satisfy the local scaling condition. To see this, consider a point y in the 1-cell
11 and another point z in the 1-cell 12 such that they lie on the line segments, that
form an angle of pi/3 and intersect at the midpoint x (where the two 1-cells meet).
We may also assume that they are equidistant from the midpoint x (see Figure 4.1).
Their images lie on adjacent edges of a square, so the Pythagorean Theorem implies
that ρ(Ty, Tz) = 2
√
2ρ(y, z), while ρ(Tx, Ty) = 2ρ(x, y) and ρ(Tx, Tz) = 2ρ(x, z).
Since we can take y and z as close as we want to x, it follows that T does not satisfy
the local scaling property.
We claim, however, that the conclusion of Theorem 3.4 is still valid for this
example with ϕ = log 2. Since the proofs of Proposition 3.5 and Proposition 3.6 do
not depend on the local scaling property and only on the existence of the KMS-state
ωµ, it follows that they are also valid, once we prove the claim.
Let G be the associated Renault-Deaconu groupoid. The action on C∗(G) is
given via
αt(f)(x,m− n, y) = e−it(m−n) log 2f(x,m− n, y).
Recall from [16, Proposition II.5.4] that in order for the Hausdorff measure µ to be a
quasi-invariant measure for G the equality (3.2) need only hold almost everywhere.
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One can modify the proof of Theorem 3.4 to show that this is the case for this
example. Let C be any of the 1-cells of the octafold. Then the restriction of T to C
is a similarity with ratio 2. Theorem 6.1.9 of [5] implies that µ(TU) = 2βµ(U) for
all subsets of C, where β = log 3/ log 2 is the Hausdorff dimension. In particular
the equality is true for all open sections U of C. It follows that the equation (3.2) is
true with ϕ = log 2 for all points except possibly the midpoints and the conclusion
of Theorem 3.4 is true for the octafold.
Thus, β = log 3/ log 2 is the unique inverse temperature which admits a KMS
state on C∗(G) for α, the (α, β)-KMS state ωµ given by (2.1) is unique, and the
topological entropy is h(T ) = log 3.
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