R. Hartshorne and A. Hirschowitz proved that a generic collection of lines on P , ≥ 3, has bipolynomial Hilbert function. We extend this result to a specialization of the collection of generic lines, by considering a union of lines and 3-dimensional sundials (i.e., a union of schemes obtained by degenerating pairs of skew lines).
Introduction
In 1982, R. Hartshorne and A. Hirschowitz wrote a beautiful article [15] in which they answered the following very natural question: What is the Hilbert function of a general union of lines in P ?
There is a simple natural response, namely that the function is bipolynomial, i.e. if X is the union of these generic lines in P then the Hilbert function of X in degree is H(X ) = min + ( + 1) for every , and
Preliminary considerations
In order to explain what we will do in this paper, we will have to explain one of the many techniques used by Hartshorne and Hirschowitz in [15] .
They first considered the following situation: let L 1 and L 2 be two general lines in P . These lines, being general, generate a P 3 inside P . Now, pick a point P ∈ L 1 (general) and let L 2 move (in the P 3 generated by it and L 1 ) so as to cross L 1 at the point P. One now sees a (degenerate) plane conic -but that is not the scheme that is the result of this degeneration. In fact, [15] shows that this movement can be made to take place in a flat family and the result is a scheme that "remembers" the P 3 in which we began, in the sense that the limiting scheme is the degenerate conic union the scheme defined by ℘ 2 P 3 , where ℘ is the ideal of the point P ∈ P (see [4, Lemma 2 .5] for a proof for this degeneration). Thus, we can visualize the limiting scheme as the degenerate plane conic formed by L 1 and the limit of L 2 , along with a direction coming out of the plane of the degenerate conic which (along with the plane) generate the P 3 which contained L 1 , L 2 at the start. We have named a scheme formed in this way a sundial. Now, a sundial in P behaves (from the point of view of its Hilbert function) precisely like a pair of disjoint lines in P , but, this is no guarantee that a generic union of sundials in P will behave (from the point of view of its Hilbert function) as if it were a generic collection of 2 lines in P .
The "sundial scheme" is clearly less generic than the analogous scheme of generic lines. But, despite this, in this paper we will show that, from the point of view of the Hilbert function, generic sundials behave exactly like 2 generic lines.
This then gives an extension of the Hartshorne-Hirschowitz result as well as affording us more freedom in confronting problems involving general unions of linear spaces (both reduced and non-reduced) which we have discussed in [5] . To be more precise, our main theorem is the following (see Theorem 4.4) : Let X be a generic union of sundials in P . Then the Hilbert function of X in degree is bipolynomial and given by H(X ) = min + 2 ( + 1) for every , and .
Basic facts and notation
We will always work over an algebraically closed field of characteristic zero. Let R = [ 0 ] be the coordinate ring of P , and denote by I X and by I X the ideal and the ideal sheaf, respectively, of a closed subscheme X ⊂ P . We will denote the Hilbert function of X by HF(X −) and the Hilbert polynomial by hp(X −).
Let P denote an m-fat point on P with support at the point P, i.e. the scheme defined by the ideal sheaf I P ⊆ O P . If X and Y are two closed subschemes of P we denote by X + Y the scheme defined by the ideal sheaf I X ∩ I Y ⊂ O P .
Definition 3.1.
Let X be a closed subscheme of P . We say that X has a bipolynomial Hilbert function if HF(X ) = min {hp(P ) hp(X )} for all ∈ N.
It is perhaps worth noting that for the X 's considered in this paper (i.e. disjoint unions of linear subvarieties and sundials) the notion of bipolynomial Hilbert function and maximal rank coincide. We often find it more convenient to describe dim (I X ) rather than HF(X ).
Definition 3.2.
If X Y are closed subschemes of P , we denote by Res Y X the scheme defined by the (colon) ideal (I X : I Y ) and we call it the residual scheme of X with respect to Y , we denote by Tr Y X ⊂ Y the scheme theoretic intersection X ∩ Y , and call it the trace of X on Y .
The following lemma (often referred to as Castelnuovo's inequality) is an immediate consequence of the residual exact sequence of [2, Section 2].
Lemma 3.3 (Castelnuovo's inequality).
Let δ ∈ N, ≥ δ, let Y ⊆ P be a hypersurface of degree δ, and let X ⊆ P be a closed subscheme. Then
Remark 3.4.
Since we will use this lemma often in the sequel (and usually in the same way) we want to take a moment to explain how it will be used. When we calculate the size of the ideal of the trace of X (in degree ) on the hypersurface Y (say defined by the form F of degree δ) and find that the ideal of the trace in that degree has dimension 0 (roughly speaking, the forms of degree leave no trace on Y ) we conclude that the form F is a factor of all the forms of degree in the ideal of X . If we seek to find other factors of the forms of degree in the ideal of X we have to look at the forms of degree − δ on the residue of X . We can then try to apply the same trace procedure to the residue of X , but now we have lowered our degree to that of − δ on the residue.
The following lemma gives a criterion for adding to a scheme X ⊆ P a set of reduced points lying on a projective variety Y and imposing independent conditions to forms of a given degree in the ideal of X ; see also [4, Lemma 2.2].
Lemma 3.5.
Let ∈ N and let X ⊆ P be a closed subscheme. Let Y ⊆ P be a closed reduced subscheme, and let P 1 P be generic distinct points on Y . If dim (I X ) = and dim (I X +Y ) = 0, then dim (I X +P 1 + +P ) = 0.
3-dimensional sundials
Proof. By induction on . Since (I X +Y ) = (I X ) ∩ (I Y ) = (0) and dim (I X ) = > 0, let ∈ (I X ) , / ∈ (I Y ) . Therefore there exists P ∈ Y , P / ∈ X such that (P) = 0. It follows that dim (I X +P ) = − 1 and thus the same holds for a generic point P 1 ∈ Y . So we are done in the case = 1.
Let > 1 and let X = X + P 1 . Obviously dim (I X +Y ) = 0. Hence, by the inductive hypothesis, there exist − 1 generic distinct points P 2 P in Y such that dim (I X +P 2 + +P ) = dim (I X +P 1 + +P ) = 0.
Definition 3.6.
We say that C is a degenerate conic if C is the union of two intersecting lines L M. In this case we write C = L + M.
Definition 3.7.
Let L and M be two intersecting lines in P , ≥ 3, let P = L ∩ M, and let T P 3 be a linear space containing the scheme L + M. We call the scheme L + M + 2P T a degenerate conic with an embedded point or a 3-dimensional sundial (see [15] or [4, Definition 2.6 with = 1]).
The following lemma shows that a 3-dimensional sundial in P is a degeneration of two generic lines in P (see [4, Lemma 2.5] for the proof in a more general case).
Lemma 3.8.
Let X 1 ⊂ P , ≥ 3, be the disconnected subscheme consisting of two skew lines L 1 and M (so the linear span of X 1 is X 1 P 3 ). Then there exists a flat family of subschemes
• a line L which intersects M in a point P,
• the scheme 2P X 1 , that is, the scheme theoretic intersection of the double point 2P of P and X 1 .
Moreover, if H P 2 is the linear span of L and M, then Res H (X 0 ) is given by the (simple) point P.
Remark 3.9.
Since it is easy to see that in P , ≥ 3, a 3-dimensional sundial is also a degeneration of two intersecting lines and a simple generic point, by the lemma above we get that in P , ≥ 3, a degenerate conic with an embedded point at the intersection of the two lines can be viewed either as a degeneration of two generic lines, or as a degeneration of a scheme which is the union of a degenerate conic and a simple generic point.
Inasmuch as we have lower semicontinuity of the Hilbert function in a flat family, we will use the remark above several times in what follows. Now an obvious, but useful, observation.
Lemma 3.10.
Let X = X 1 + + X ⊂ P be the union of not intersecting closed subschemes X , let < and
(the expected value), then also dim (I X ) is as expected, that is
If dim (I X ) = 0, then dim (I X ) = 0 for any subscheme X ⊃ X .
We now recall the basic theorem of Hartshorne and Hirschowitz about the Hilbert function of generic lines. that is, X has bipolynomial Hilbert function.
To be more precise, the following equivalent statement is the actual theorem proved in [15] : By Lemma 3.10, the statement of Theorem 3.12 easily implies the one of Theorem 3.11; moreover, by Lemma 3.5, it is easy to prove that also the converse holds.
The main theorem
In order to prove the main result in P 3 (see Proposition 4.3), we need to know more about the Hilbert function of points lying on a nonsingular quadric.
First we recall the following result [ The following lemma shows that certain special subschemes of a quadric have in a particular degree maximal Hilbert function.
Lemma 4.2.
Let ∈ N, + = 0. Let Q ⊂ P 3 be a non-singular quadric and X ⊂ Q be a zero dimensional subscheme described as follows: then X imposes independent conditions on the curves of bidegree ( ) on Q. More precisely,
Proof. Thinking of Q as the image of P 2 via the linear system of the conics passing through two simple points, say A, B, we know that a curve of bidegree ( ) corresponds to a curve in P 2 of degree + passing through the two fat points A and B [9, Theorem 1.5]. So we have to prove that dim (I A+ B+X )
where, by an abuse of notation, we denote again by X the corresponding scheme in P 2 , that is,
where now: the points 2P are double points in P 2 ; for evey the six points A B Q 1 Q 4 lie on a generic conic through A and B (recall that the original points Q 1 Q 4 lived on a generic plane section of Q); the points R are generic points in P 2 .
Now we proceed by induction on . Let = 0. Since + > 0, we get > 0 and that fact alone allows us to avoid the exceptional behavior in Proposition 4.1. In fact, since ( +1)( +1) = 3 +4 + , if ( ) = (2 2 ) and = 2 +1 we get 3(2 + 1) − 3(2 + 1) > 0, a contradiction. Since the points R are generic, the conclusion follows from Proposition 4.1.
So assume > 0. Let C be the non singular conic through A, B, Q 1 1 Q 1 4 . We will use Lemma 3.5 with Y = C and
By adding to X four generic points R +1 R +4 and by the inductive hypothesis, we get
We now need to show that adding four general points on C and adding them to X lowers dim (I X ) + by exactly four. Now, since obviously C is a fixed component for the curves containing X + C , we have
Hence the curves of degree + − 2 = − 1 through Res C (X + C ) are unions of lines through A and we have
Moreover, by hypothesis we have ≥ 2, thus for = 0 we have 4 + = 2( + 1) ≥ 6. For = 1 we get 2 − 1 = 4 + , hence > 0. It follows that
and the conclusion follows from Lemma 3.5.
Now let > 1 and recall that
Res
In case = = 2 we have 3 + 4 + = 9, so recalling that > 0 we get ( ) = (1 1 2), or ( ) = (0 1 5), or ( ) = (0 2 1), and it is easy to see that in all these cases we have dim I Res C (X +C ) 2 = 0.
3-dimensional sundials
Let ( ) = (2 2). The expected dimension for I
is union of generic double points and generic simple points, hence dim I Res C (X +C ) + −2 = 0 follows from Proposition 4.1.
Let > 1. We want to apply the inductive hypothesis to a subscheme of Res C (X + C ). Note that since ( ) = (2 2), we have ( − 1)( − 1) > 1. Now by throwing away some double points, some simple points among the Q (recall that > 1) and the R , and the two points infinitely near to some of the points P (so that the double point 2P becomes a simple point), we get a subscheme of Res C (X + C ) whose expected dimension is zero, satisfying the hypotheses of this lemma. Hence we get dim I Res C (X +C ) + −2 = 0
Thus also for > 1 we have dim I X +C + = dim I Res C (X +C ) + −2 = 0 and the conclusion follows again from Lemma 3.5.
Proposition 4.3.
Let X ⊂ P 3 be the union of generic 3-dimensional sundials and generic lines. Then the Hilbert function of X is
that is, X has bipolynomial Hilbert function.
By Remark 3.9 and Lemma 3.10, if +3 3 ≥ ( + 1)(2 + ), it suffices to prove the proposition for a scheme which is the union of sundials, and, if is odd, one line, and (in order to get the expected dimension equal to zero) generic points. More precisely, it suffices to prove that the following scheme has the expected Hilbert function in degree :
where the C are 3-dimensional sundials, the P are generic points and M is a generic line.
For +3
3 < ( + 1)(2 + ), by Remark 3.9 and Lemma 3.10 again, it suffices to prove the proposition for ( ) = ( 1) or for ( ) = ( + 1 0), depending on whether is even or odd . By observing that in both these cases we get > 0, it is enough to prove that the following scheme has the expected Hilbert function in degree :
for odd and > 0 where the C are 3-dimensional sundials, and M is a generic line. In other words we have to prove that
Notice that W and T , as defined above, each have linear span which is all of P 3 . Thus the lemma is clear for = 1.
We fix the following notation. Set C = C + 2R : where C = L 1 + L 2 is the union of the two intersecting lines L 1 L 2 , and where 2R is a double point with support at L 1 ∩ L 2 .
We proceed by induction on . We omit the easy proof in the case = 2. Let H be the plane containing the support of C . Since L 2 meets Q at two points (one of which is L 1 ∩ L 2 ), and each C meets Q at four points, ≥ 2 + 2, and M meets Q at two points, it is easy to compute that, both for even and odd, Recall that = /2 and so
for odd and > 0
Note that ≥ 2 + 2 and so we can let W be the scheme obtained from W by specializing the points P on Q and by specializing 2 + 2 sundials C in such a way that the lines L 1 1 L 2 +2 1 become lines of the same ruling on Q.
The specialization for T proceeds in a slightly different way. First notice that for > 1 we have ≥ 2 + 3, while for = 1 we have = 5, so = 9 is odd. Thus we can let T be the scheme obtained from T by specializing 2 + 3 sundials C in such a way that the lines L 1 1 L 2 +3 1 become lines of the same ruling on Q.
We have Although in this case we have = 0, and so we only have to deal with W , this is the most difficult case.
If we write = 3 + 1, we have = ( + 1)(3 + 4) 2 = 0 For = 2, that is for = 7, we have
In this case a direct computation by [14] gives the conclusion.
It is also possible to get the conclusion by an ad hoc specialization: degenerate the line M onto the plane containing the support of C 1 , say H 1 , so that the new scheme C 1 + M is the union of three intersecting lines and three double points. Then specialize onto H 1 the supports of the singular points of each of C 2 C 3 and C 4 . In this way the trace of the specialized scheme onto H 1 is the union of three lines which intersect pairwise, three generic double points, and six generic simple points. Since in a plane there is no curve of degree 7 through that scheme, we get that H 1 is a fixed component for the surfaces of degree 7 passing through the specialized scheme. Looking at the subscheme residual to H 1 , we are left with: three generic sundials; three degenerate conics with only their singular point on the plane H 1 and three generic points on H 1 . By specializing the three generic points on H 1 to the singular points of the three degenerate conics, we obtain six generic sundials. By Case 1 we are done. 
The trace Tr Q W is the union of 2 + 1 lines of the same ruling and 2( − 5 − 2) points.
As usual, thinking of Q as P 1 × P 1 , we have that the forms of degree − 2 in the ideal of Tr Q W are curves of type As in the case = 3, by Remark 3.9 and Lemma 3.10, it suffices to prove the theorem only for = and = + 1, more precisely, it suffices to prove that the following schemes have the expected Hilbert function in degree : We will again be using Castelnuovo's inequality (Lemma 3.3) and specialization, but this time our specializations will all be into hyperplanes. For this reason we must also keep track of the following integers:
We denote the sundial C by We proceed by induction on + . In Proposition 4.3 we have proved the case = 3, any , and, since W and T each have linear span which is all of P , the theorem is clear for = 1 (any ). So assume > 3, > 1. We split the proof into three cases.
Case (a): and both odd.
In this case we have
Notice that − − ≥ 0 (this inequality is treated in Appendix, Lemma A (a)).
Using this inequality we can construct W , a specialization of W , as follows. Pick a generic hyperplane H:
• specialize the first sundials, C 1 C , in such a way that L 1 + L 2 ⊂ H, but 2R H ⊂ H, for 1 ≤ ≤ ;
• specialize the next − − sundials, C +1 C − , into H;
• specialize the points P 1 P into H;
• leave the remaining sundials and the line generic.
Similarly, we specialize T to T by:
• specializing the first sundials, C 1 C , in such a way that L 1 + L 2 ⊂ H, but 2R H ⊂ H;
• specializing the next − − sundials, C +1 C − , into H;
• specializing the sundial C +1 in such a way that L +1 1 ⊂ H, but L +1 2 ⊂ H.
We will prove that dim I
We have 
the last equality is proved in Appendix, Lemma B. 
so the trace Tr H W is the union of degenerate conics, − − sundials and + 2 + 1 = + generic points. Since + ≥ (see Appendix, Lemma A (b)), by Remark 3.9, the dimension, in degree , of the ideal of Tr H W is not more than the dimension, in degree , of the ideal of a scheme which is the union of − sundials and + − generic points. That is, by the inductive hypothesis, dim I
it follows that dim I
Now recall that
that is, the trace Tr H T is the union of degenerate conics, − − sundials, a generic line, the scheme 2R +1 H +1 ∩H and 2 generic points. Since 2 ≥ (see Appendix, Lemma A (c)), by Remark 3.9, the dimension in degree of the ideal of Tr H T is not more than the dimension, in degree , of the ideal of a scheme which is the union of − sundials, a line and 2 − generic points (we ignore the scheme 2R +1 H +1 ∩H ), that is, by the inductive hypothesis, dim I 
Case (b): even.
Notice that − − ≥ 0 (see Appendix, Lemma A (a)). Using this inequality we construct W , a specialization of W , as follows. Let H be a generic hyperplane:
• specialize the sundials C 1 C in such a way that
• if is odd, specialize the line M into H.
• if is odd, specializing the + 1 − − sundials C +1 C +1− into H;
• if is even, specializing the − − sundials C +1 C − and the line M into H.
We have
for even:
for odd: 
We have
It follows that dim I 
and we have
For even we have
Hence the trace Tr H T is the union of degenerate conics, − − sundials, a generic line and 2 generic points. Since 2 ≥ (see Appendix, Lemma A (c)), by Remark 3.9, the dimension in degree of the ideal of Tr H T is not more than the dimension in degree of the ideal of a scheme which is the union of − sundials, a generic line and 2 − generic points. So, by the inductive hypothesis, dim I
and we have 
Case (c): even and odd.
Notice that − − − 1 ≥ 0 (this inequality is treated in Appendix, Lemma A (a)). As in Cases (a) and (b), we can use this inequality to construct W , a specialization of W , as follows: pick H a generic hyperplane, and
• specialize the sundials C We have
Res 
Finally, recall that Since + − 1 − ≥ (see Appendix, Lemma A (b)), by Remark 3.9, the dimension, in degree , of the ideal of Tr H W is not more than the dimension, in degree , of the ideal of a scheme which is the union of + − 1 − − generic points and the − sundials • for odd and odd, or for even: − − ≥ 0;
• for even and odd: − − − 1 ≥ 0;
(b) • for odd and odd, or for even: + ≥ ;
• for even and odd: + − 1 − ≥ ;
Proof. (a) For odd and odd, or for even, since − − = /2 − /2 − , it suffices to verify that − 1 − − 2 ≥ 0
In case even and odd, we have
hence also in this case it is enough to verify that − 1 − − 2 ≥ 0. We have This table shows that for even and odd, we have − − − 1 ≥ 0, while for odd and odd, or for even we have − − ≥ 0 and this completes the proof of (a).
(b) For odd and odd, or for even we have to prove that + ≥ . We have we get the conclusion.
