ABSTRACT Cobalt oxalate synthesis process is a nonlinear batch process. However, the lack of online sensors for the quality variable (e.g., average particle size) has become the main obstacle of controlling the process accurately and optimally. An active learning strategy for selecting the informative training data is proposed to improve the soft sensor prediction performance. First, an initial data set which is collected from the process is used to establish an LSSVR soft sensor model. Second, the LSSVR model prediction error is obtained and the joint probability distribution for the prediction error and input variables can be described through a Gaussian mixture model (GMM). Then, the conditional error variance, which can be calculated from the error GMM, is used to select the representative data which can be added to the initial data set and can improve the current LSSVR model for better performance. In addition, an evaluation index is presented to implement the active learning procedure. Finally, the proposed method applicability to an industrial cobalt oxalate synthesis process is demonstrated.
I. INTRODUCTION
Cobalt oxalate synthesis process is an important separation and purification unit operation of cobalt hydrometallurgy where cobalt oxalate powders are produced [1] , [2] . The powder particle size distribution (PSD) which can determine the filtration and drying operation efficiency is a key quality variable. And the demand of powder PSD is increasing under such a market condition full of competition. Hence it is crucial to design an effective control strategy for the process to produce the cobalt oxalate powders with the desired PSD. Therefore it is highly desired that the accurate average particle size should be measured online which can be utilized to design a feedback quality control system. However, the average particle size is generally measured in the laboratory assaying procedure, which is time-consuming, low reliability or low sampling rate. Therefore, the lack of online
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sensors for average particle size has become a main obstacle of controlling the synthesis process accurately and optimally.
Recently, first-principle model-driven and data-driven soft sensors for quality-related variables have been widely used in process industry [3] - [12] . Compared with the former, which mainly dependent on the substantial understanding of the process, the data-driven soft sensing approaches have been used more widely due to their independence from a priori knowledge and experience of designers. Furthermore in order to track the time-varying behavior of the process, and multiplicity of operation phases or modes, which have been widely recognized as a common concern in soft sensor applications [13] , [14] .
To establish the data-drive soft sensor model for the quality variables generally, labeled training samples that contain both ordinary process variables (e.g., temperature, or pressure that are easily measured online) and quality variables (e.g., average particle size that is difficulty measured) are required [15] - [17] . However we conventionally have a very limited numbers of labeled samples while we have a large amount of unlabeled samples that only contain the ordinary variables. Here we denote the data samples with both process variables and quality variables as the labeled samples and denote the data samples that only contain the process variables as the unlabeled samples. As a result, conventional soft sensor methods which are built using the limited labeled data samples may be inefficient for predicting the average particle size. How to adaptively select the representative data that lead to better prediction performance of soft sensor model should be deeply studied.
Active learning strategy is an attractive solution to leverage the abundant unlabeled samples with a very limited labeled sample to help the conventional soft sensor modeling. In [18] a PCR based active learning strategy for smart soft sensor development was proposed. However it cannot directly be used to other soft sensor methods. Recently the active learning strategy was incorporated into the Gaussian process regression (GPR) [19] , [20] . To apply the active learning to select informative data sample, the predictive variance which is given by the GPR is used as the selection criterion. By labeling these informative samples, the better GPR soft sensor performance can be obtained while the labels are minimized simultaneously. However, the variance based criterion was applied to these approaches, which is not suitable for dynamic processes. Moreover, the GPR model is derived based on the assumption that the modeling errors follow a normal distribution. However, the industrial process renders the assumption of a normal error distribution invalid. As discussed in [21] - [23] , the Gaussian mixture model (GMM) can be used to approximate any continuous density with arbitrary accuracy by using a sufficient number of Gaussians and by adjusting its parameters.
To overcome the problems aforementioned, a novel active learning approach based on GMM is proposed. First, an initial data set which is collected from the process is used to establish a LSSVR soft sensor model. Secondly, the LSSVR model prediction error is obtained and the joint probability distribution for the prediction error and input variables can be described through a Gaussian mixture model (GMM). Then the conditional error variance which can be calculated from the error GMM is used to select the representative data. Then we add the selected samples to the initial data set and update the LSSVR model. Additionally, an evaluation index is presented to implement the active learning procedure. Finally, the proposed method applicability to an industrial cobalt oxalate synthesis process is demonstrated.
The objective of the current study is to present a novel active learning LSSVR (ALLSSVR) soft sensor for predicting the average particle size of cobalt oxalate powder timely. The contributions of this paper include: 1) the model validity monitoring based on GMM proposed in our previous paper [1] is extended to the context of the active learning strategy. The conditional variance is developed to evaluate the information of sample and to tell what data can improve the LSSVR model estimation; 2) Using GMM in the proposed method not only considers the influence of model uncertainty but also takes into account the model output prediction derivate which is the major difference between the proposed approach and the methods proposed in [18] - [20] . This is because the joint probability distributions of input variables and the prediction error are described through GMM.
The rest of this paper is organized as follows. In Section II, the cobalt oxalate synthesis process, the LSSVR method and PCA method are briefly reviewed. The detailed description of the proposed active learning strategy based on GMM is given in Section III. In Section IV, the effectiveness and promising results of the proposed approach are demonstrated through its application to cobalt oxalate synthesis process. Finally, conclusions are made.
II. PRELIMINARIES
In this section, the cobalt oxalate synthesis process is described firstly. Secondly, LSSVR model and PCA model is briefly reviewed.
A. DESCRIPTION OF COBALT OXALATE SYNTHESIS PROCESS
Cobalt chloride and ammonium oxalate were mixed and stirred in a batch reactor for the synthesis of cobalt oxalate particles, which is an industrial conventional precipitation technology. The reaction can be described as Fig. 1 shows the flowsheet of the synthesis process which consists of a dissolver and a crystallizer. In the typical synthesis process which is characterized by high nonlinearity and multivariable, a fed-batch mode is utilized to synthesize the cobalt oxalate crystals. Compared to the batch operation model, the fed-batch mode can avoid the risk of reaction runaway [2] . Firstly, a certain volume of cobalt chloride is filled in the crystallizer and the ammonium oxalate is added at a preset flow rate to the crystallizer. Then the reaction and cobalt oxalate synthesis are carried out until the batch VOLUME 7, 2019 terminal time. To keep the reaction temperature at a preset value, the crystallizer is surrounded by a heating jacket and a PI controller is designed to maintain the constant temperature. Commonly, the set-points of reaction temperature and agitation speed are constant, while the feed rate of ammonium oxalate (F B ) is used as manipulated variable. In the industrial plant operation, temperature of the reaction (T r ), feed rate of ammonium oxalate (F B ) and agitation speed (N a ) are easy to measure and acquire online. However, the average particle size of cobalt oxalate can be measured traditionally with scanning electron microcopy (SEM) or laser particle size analyzer in a laboratory. The main analysis process can be described as follows: 1) After one batch is discharged, the cobalt oxalate powder specimen is obtained by the lab assistant; 2) The sample is dispersed in ethanol or other organic reagents and uniformly dispersed by ultrasound; 3) A small amount of the dispersed liquid sample is taken and put in the aluminum foil or silicon wafer; 4) The sample is dried overnight at room temperature; 5) The specimen is put into the SEM and the motor of the SEM is started. Then the operator regulates electron optical system to obtain and record the SEM image; 6) The particle size distributions obtained from electron microscopy images were fitted to log normal distributions. The average particle size reported is the mean of the lognormal distribution and the range reported starts at 5% of the cumulative number distribution and ends at 95% of the cumulative number distribution. Therefore significant efforts will be incorporated to perform the labeling task of the average particle size, which are expensive and time-consuming. In the cobalt hydrometallurgy industrial, the interval of sampling and analysis is 24 h (i.e., one time per day); hence, large time delay exists for obtaining the average particle size values and makes it difficult to meet the requirements of the online closeloop advanced control. The initial concentrations of cobalt chloride and ammonium oxalate (C A0 and C B0 ) are constants in each batch and can be collected before the start of the batch.
B. LSSVR MODEL
LSSVR approach proposed by Suykens [24] is derived from the basic knowledge of support vector regression (SVR) [25] . For a typical regression problem on a given training dataset
, where x i ∈ R m and y i ∈ R are the input and output data with n samples, m represents the number of variables in the input data, the relationship between x and y is constructed by LSSVR as
where φ(·) denotes the function used for the nonlinear transformation to map the x to the higher dimensional space, w and brepresent the parameterized weight vector and the model offset. w and b can be obtained through solving the optimization problem which is described as
where i = 1, 2, . . . , n , e i and γ represent the estimation error and the regularization parameter respectively. Since the nonlinear feature space has potentially infinite dimensions, the Lagrangian dual form which combines the cost function with the constraints is described as (4) where α i represents the Lagrange multipliers. The kernel function is
which satisfies Mercer's condition simplifying the mapping process. The solution to (4) can be obtained by the Karush-Kuhn-Tucker (KKT) conditions for optimality. The conditions can be obtained through solving the following partial derivatives:
Then after eliminating the e i and w, we can obtain the following linear system in the dual variables α i
where
T and is the kernel matrix
) with a variance σ is utilized in this article. Then the final LSSVR model can be obtained as
Therefore the prediction for a test sample x t becomeŝ
PCA is usually used to deal with a linear process with Gaussian distributed variables [26] , [27] . Given a normalized data set x ∈ R N ×M with M variables and N samples, the object of PCA is to extract a direction p of the largest variance, which can be described as:
The singular value decomposition (SVD) is the solution to this optimization problem. This implies that p is the eigenvector of x T x corresponding to the largest eigenvalue. After obtaining the loading vector p, the latent score vector tcan be calculated as t = Xp. Then performing the same optimization problem on the deflated matrix x := x − tp T , the next principal component can be extracted. Finally the load matrix P ∈ R M ×M can be obtained. Then the load matrix is divided
III. GMM BASED ACTIVE LEARNING STRATEGY
A detailed GMM based active learning strategy for LSSVR soft sensor model is described. In this work, we assume that a massive amount of process data samples while only a very limited number of labeled samples are obtained. The main objective of the active learning method is to opportunely label the most useful unlabeled data from the training dataset to maximize the estimation performance of LSSVR model while minimizing the number of samples for modeling [28] . Therefore how to construct an index to evaluate the informativeness of the data is the main issue for the active learning strategy.
In this section, a sequentially active learning method based on GMM is proposed. The active learning structure is first shown in Fig. 2 .
Gaussian mixture model (GMM) described in Section III.A is applied to design the active learning approach. First, a set of initial training data is selected to build the LSSVR model and the estimation error can be computed. Based on the process variables and estimation error, the GMM model can be constructed. Second, the index for evaluating the amount of information for the new data based on the conditional error variance is proposed in Section III.B. In Section III.C, the selection criterion is sequentially utilized to actively seek the informative data sample and the newly selected data can be added to the training dataset for LSSVR model development. Finally, the evaluation criterion of the active learning method is given in Section III.D.
} with N L samples represents the initial labeled dataset and the x U ∈ R N U ×m with N U samples represents the unlabeled datasets respectively, and m is the number of the process variables. For active learning based soft sensor design, a LSSVR soft sensor model is built using the initial labeled dataset firstly. Then the quality 
T is non-normal, hence it is unable to capture the probabilistic characterization by a simple Gaussian distribution. Whereas GMM can describe any continuous density by modeling multiple independent Gaussian distributions [29] , [30] . The probability density function (pdf) P(x ei |β, ) is the weighted sum of G(G ≥ 2) Gaussian components for x ei :
with the mean vector µ g and the covariance matrix g for the gth Gaussian component. β = [β 1 , β 2 , . . . , β g , . . . , β G ] T denotes the mixing proportions for each of the G components, N (x ei |µ g , g ) represents the normal probability density function which is described as
. . , {β G , µ G , G }} can be determined by expectation maximization (EM) algorithm. The detailed algorithmic implementation of EM can VOLUME 7, 2019 be found in [31] , [32] , and the briefly descriptions are given in Appendix A.
B. AN INDEX FOR EVALUATING THE INFORMATIVENESS BASED ON THE CONDITIONAL ERROR VARIANCE
The conditional error variance is capable to measure the amount of information for each unlabeled data x u in the unlabeled dataset x U . It means that if conditional error variance for a new data is smaller, the initial LSSVR model is more reliable and the additional information provided by the data x u is very limited. However, if conditional error variance is larger, the initial LSSVR model is less reliable and the unlabeled data x u contains significant information. Therefore, the unlabeled data sample with larger conditional error variance are selected, labeled and added to the labeled dataset. Thus, in this paper the conditional error variance which can be calculated from the error GMM is used to identify the feasible regions for improving the model. And considerable effort to accomplish the updated LSSVR model building with such selected data should be given.
From the error GMM which describe the joint distribution of input and error vectors P(x e ) constructed in Section III.A, the corresponding conditional distribution P(e|x), its mean vector µ e|x and its variance δ 2 e|x can be calculated as:
where x e = [x T , e] T and x is the process variables. Based on (13), we can obtain
The numerical solution was used to compute δ 2 e|x . The mean vector µ g and covariance matrix g of the gth component in the error GMM are as follows respectively
The conditional variance for the gth Gaussian component iŝ
Thenδ 2 e|x can be calculated aŝ
where the mixing weight is
and N represents the samples number in the dataset. Moreover the details are given in Appendix A and Appendix B.
After building the GMM for error data, theδ 2 e|x which is an index for evaluating the amount of information for unlabeled data can be obtained.
C. SEQUENTIAL IMPROVEMENT OF LSSVR MODEL QUALITY
The important step for the proposed method is the unlabeled data selection strategy, which broaden the initial labeled training dataset size. Assume a pool consists of N U unlabeled data x U ∈ R N U ×m , the informative for each data is assessed based on the conditional variance proposed in the preceding section. The unlabeled data with significant capability of promoting the prediction accuracy for LSSVR model is chosen to label by an annotator iteratively.
For x u in x U the conditional varianceδ 2 e|x u can be obtained and is rearranged in a descend order which can be described as
The sample with the largest conditional variance i.e. (δ 2 e|x u ) 1 is selected and is labeled by a domain specialist. The selected and labeled data is then included to training dataset, which is used to rebuild the LSSVR model. The error GMM is also updated. For the next iteration, conditional variances for the remaining samples in x U is computed using the updated GMM model and rearranged in a descend order according to the conditional variance value. It can be seen that the method is an iterative algorithm which contains two steps, selection and updating. Therefore through repeating the two steps, a satisfactory LSSVR model can be obtained.
D. THE PROCEDURE OF ACTIVE LEARNING APPROACH BASED ON GMM
Furthermore, in order to control the stopping of the active learning strategy, an evaluation index is given as 2) Build a LSSVR model using the initial training dataset, the prediction errors for the training dataset can be obtained; 3) Construct Gaussian mixture model based on the input variables and prediction error, and the indexδ 2 e|x can be obtained. 4) Select the data with the largestδ 2 e|x and introduce the newly selected data to the initial LSSVR model training dataset; 5) Rebuild the LSSVR model and error GMM model based on the updated training dataset; 6) Calculate the stopping index ε m to judge whether the active learning should be terminated. If ε m > ρ go to step(4). Otherwise, the active learning procedure should be stopped.
IV. APPLICATION TO THE PREDICTION OF AVERAGE PARTICLE SIZE
To assess the effectiveness of the proposed active learningbased LSSVR model, the application to predict mean particle size of an industrial cobalt oxalate synthesis process is demonstrated. A. DATA PREPROCESSING As described in Section II.A, to promote the quality of the cobalt oxalate powders by model based control strategy, online estimation of average particle size is needed. For designing the soft sensor model in this process, five input variables (i.e. 3 online measured process variables and 2 initial conditions) have been selected, which are listed in Table 1 . The duration of each batch is 660s, and the online measured process variables such as temperature in crystallizer can be collected every 5 s. The initial concentrations of cobalt chloride and ammonium oxalate can also be measured before the start of a batch. A total of 420 batches data have been obtained under the normal operation condition. Since the process variables are collected every 5 s, Hence 132 sampling times are available. Therefore, the structure of the data collected from the process is a three-way matrix x ∈ R 420×3×132 (i.e., I = 420, J = 3, K = 132) which is shown in Fig. 3 . The batch-wise unfolding method [33] , [34] is used to rearrange the matrix x to a 2-dimensional matrix. And the initial conditions are summarized in a matrix Z ∈ R 420×2 therefore the matrix x ∈ R 420×398 can be obtained. The main objective of the paper is to make use of the unlabeled data samples. From modeling view, it starts from a small number of training data samples, and then additional samples are selected properly from a large amount of unlabeled dataset. Therefore in the experiment, the dataset is divided into three parts: an initial labeled set x L with 30 samples, a unlabeled set x U with 300 samples and a testing set with 90 samples.
It can be seen that the process variables are characterized by high nonlinearity and a complex coupling correlating after unfolding the data. Hence PCA model is applied to reduce the dimensionality of the input variables and eliminate the correlations among them. In our study, the PCA method is performed initially. On the one hand, the PCA model is used to address high correlations between different variables; on the other hand, the PCA model is used for dimension compression of process data, which will alleviate the computational burden of online prediction using LSSVR. And then the principal components which are used as the input vectors for LSSVR model can be obtained.
The number of retained principal components in PCA model is an important parameter to retain as much as possible of internal information presented in data set of original variables. To determine the number of retained principal components, the CPV which is the popularly used approach can VOLUME 7, 2019 be calculated as
λ a (27) where λ a presents the ath largest eigenvalue of the covariance, m is the dimension of input variables. Further the number of principal components A is determined based on the minimum number of process variables it takes to meet a certain CPV (e.g., 85% in this paper). Based the labeled dataset, PCA model is established and detailed CPV is shown in Fig. 4 . As shown in Fig. 4 , when A is 3 the CPV value exceed the 85% control limit. Therefore a score matrix T ∈ R 30×3 can be constructed for establishing the LSSVR model.
B. PREDICTION RESULTS AND DISCUSSIONS
To test the superiority of the proposed active learning based LSSVR approach, random selection strategy based LSSVR model is exploited. The prediction accuracy of the two methods can be reflected by the root mean square error (RMSE). For the testing dataset, RMSE is given as follows (28) where k = 1, 2, . . . , N te , N te is the number of testing samples, y k andŷ k are the real and estimated values of the kth output in the testing set respectively. Initially, the number of selecting unlabeled data samples is preset as 5. It means that 5 unlabeled data samples with the most information should be labeled and added into the labeled training dataset in each learning iteration. Therefore, there are total of 60 iterations for the 300 unlabeled data samples. Then a new LSSVR model can be developed based on the updated training set and a total of 60 LSSVR models can be constructed during the whole learning process. Also when the prediction performance satisfied the preset accuracy requirement, the learning process should be stopped. For LSSVR model construction, the regularization parameter γ and the RBF kernel parameter σ should be determined firstly. A 10-fold cross validation is used to select the two parameters in the paper. The 10-fold cross validation is a method of dividing the original dataset randomly into 10 subsets firstly. Then, one subset is chosen as the validation data for testing the model, and the remaining 9 subsets are used as training data. This process is repeated 10 times. The 10 prediction results can then be averaged to produce a single estimation. The 10-fold cross validation can be described as follows:
Step 1: Divide the dataset {x, y} into 10 roughly equal parts
. . , {x 10 , y 10 };
Step 2: For i = 1, 2, . . . , 10, the subset {x i , y i } is selected as validation data. And the remaining 9 subsets {x 1 , y 1 }, . . . , {x i−1 , y i−1 }, {x i+1 , y i+1 },. . . , {x 10 , y 10 }, are used to build the LSSVR model with the parameters γ and σ chosen from the parameter range. We preset γ in the range [0.1,0.5,1,5,10,50,100,1000]and preset σ in the range [0.1,0.5,1,5,10,50,100,1000]. Furthermore, the cross validation error for the subset {x i , y i } can be computed as 2 where y j andŷ j represent the real value and prediction value respectively. And N i is the number of samples is subset {x i , y i };
Step 3: Repeat step 1 and step 2 for many values of γ and σ , choose the value of γ and σ that minimizesCV (γ , σ ) = The curve plot for cross validation is shown in Fig. 5 . It can be seen that γ = 10 and σ = 10 get the best performance of active learning strategy. In our study, the two parameters remain unchanged for all the learning iterations.
In random selection strategy, the unlabeled data sample is selected randomly. While the proposed method is allowed to select the unlabeled samples which contain most information actively. In the active learning strategy, the joint probability distributions for the initial LSSVR model prediction error and process variables can be described through a Gaussian mixture model (GMM). Then the conditional error variance which can be calculated from the error GMM is used to select the representative data which can be added to the initial data set and can improve the current LSSVR model for better performance. For GMM model building, it is very important to determine the optimal number of Gaussian components G. The Bayesian information criterion (BIC) which is defined as follows is utilized in the paper.
where κ =
) is the log-likelihood function, n p is the number of free parameters required for a mixture of G Gaussian components and N tr is the number of data samples in training dataset. The curve plot of BIC value for Gaussian components is shown in Fig. 6 . It can be seen from the figure that the BIC value reached its minimum point with the number G = 6, therefore six Gaussian components are selected in the GMM model. Finally, the optimal prediction results of the proposed model and the random selection strategy can be obtained. The RMSE values for the two methods (i.e. random selection strategy and active learning strategy) are shown in Fig. 7 .
As can be seen from RMSE index, both the proposed strategy and random selection strategy can enhance the LSSVR model quality. The reason is that the model space can be enlarged by the newly labeled data samples. The RMSE of the proposed active learning strategy decreased faster than the random selection strategy during the first 20 iterations whereas the decrease of the curve is limited at the last 40 iterations. This is because the active learning strategy is a greedy algorithm which selects the most informative samples in each iteration. Therefore the additional information of the remaining samples cannot play an important role for the LSSVR model. However, the RMSE curve of random selection strategy showed large fluctuation. This means that the random selection of sample may not improve or even deteriorate the LSSVR model performance. Thus the performance of random selection is further improved in the last 26 iterations. Furthermore the number of Gaussian components for GMM kept unchanged during the iteration, which may deteriorate the performance of the LSSVR model. Hence RMSE of the active learning is large than random selection strategy from about 34 iterations. To examine the soft sensor model performance, a comparison between random selection strategy and the proposed method is made. The results of average particle size prediction on the testing set under the 2nd and 15th iterations are shown in Figs. 8 and 9 , respectively. Generally, the prediction performances are improved for the two methods with the increase of learning iterations (Fig. 7) . Oppositely, for random selection strategy, there VOLUME 7, 2019 are significant deviations between the actual and predicted values. For the 2nd iteration, the prediction RMSE values of the proposed active learning strategy and random selection strategy are 0.1868 and 0.2191; and for the 15th iteration, the prediction RMSE values of the two methods are 0.1213 and 0.1446. Furthermore the absolute prediction error (simply denoted as AE,AE = y k −ŷ k ) is also adopted to evaluate the prediction performance of the two methods. Where y k represents the real output value andŷ k represents the prediction of soft sensor model. These observations confirm that the predicted output values of the proposed approach can track the trend of the real output values successfully. Compared with the random selection strategy, the proposed method can achieve the better prediction performance. And the absolute prediction errors are shown in Fig. 10 . The prediction results for most of the testing data exhibit that the proposed active learning strategy is more accurate than the random selection strategy.
Furthermore, three active learning strategies, termed as GPR based active learning [19] , PCA based active learning [18] , and GMM based active learning strategy, are built separately to make a comparison between them. For GPR based active learning, the unlabeled samples are selected by the estimated variance based on GPR method; while in the PCA based active learning, the unlabeled samples are selected by the T 2 statistic. The comparison results of the RMSE values are shown in Fig. 11 . It can be seen that RMSE values of the three algorithms decrease with the increasing of iteration. Meanwhile, the converge rate of the proposed GMM based active learning strategy is higher than the other methods which means that less labeled samples are need to build the soft sensor model. And GPR based active learning strategy performs better than PCA based active learning.
Moreover, conditional error variance values of the unlabeled samples for1st iteration, 5th iteration and 15th iteration is also demonstrated in Fig. 12 (a-c) .
We can see that as the learning iteration proceeds, the conditional error variance values become small. The reason is that the most valuable unlabeled sample is selected sequentially by the proposed method and is used to optimize the current LSSVR model. Consequently, the updated LSSVR model can achieve high accuracy with the increase of learning iterations. Also conditional error variance values become so small after the 15th iteration that the remaining samples in unlabeled dataset can provide quite limited useful information.
Finally, the influence of the prediction accuracy under different numbers of selected samples is illustrated in Fig. 13 . We denote that as expected, the larger the number of selected unlabeled samples, the higher prediction accuracy can be obtained. However, the computation burden and human efforts for labeling the sample will also be increased. Therefore it is a trade-off problem and it is very important to correctly select the number of unlabeled samples.
V. CONCLUSIONS
In this paper, a GMM based active learning strategy for soft sensor design with very small labeled dataset was proposed. In the method, a GMM model has been used to describe the joint probability distributions for the LSSVR model prediction error. And the conditional error variance criterion was constructed to assess the additional information of each unlabeled samples. The most valuable as well as representative unlabeled samples could be selected, labeled and introduced to the training set to enlarge the model space. Compared with the random selection strategy, the proposed approach can maximize the soft sensor model prediction performance and can reduce the amount of labeled samples. Finally, the effectiveness and promising results of the proposed approach are illustrated by means of its application to an industrial cobalt oxalate synthesis process. In our proposed method, we assume that the collected process data are clean enough and no outliers are mixed. However, such assumptions are too strict in practice. The collected input variables are sometimes corrupted with outliers. Therefore the robust soft sensor model should be investigated. Furthermore, although the proposed active learning strategy can reduce human efforts, the performance of the method may be degraded due to the changes in the process. A lot of adaptive methods such as moving window methods and just-in-time learning methods have been developed. In the future work, we plan to use the adaptive soft sensor modeling methods to improve our proposed algorithm.
APPENDIX A EXPECTATION-MAXIMIZATION ALGORITHM FOR PARAMETER ESTIMATION
The Expectation-Maximization (EM) algorithm [29] which contains two major steps (i.e., E-step and M-step) is an iterative approach to estimate the parameters µ g ,β g and g in GMM. Given a data set x = {x 1 , x 2 , . . . , x N } and the initial estimate 0 = {{β 0 1 , µ 0 1 , 0 1 }, . . . , {β 0 G , µ 0 G , 0 G }} for the unknown parameters. Where G is the number of component in the GMM. The implementation of EM algorithm is described as: E-step:
β s j N (x i |µ s j , s j )
, g = 1, 2, . . . , G (A1) VOLUME 7, 2019 where λ g is the posterior probability of the ith sample within the gth Gaussian component at the sth iteration. M-step:
where β s+1 g , µ s+1 g , s+1 g are the estimation of mean, covariance and weighting coefficient of the gth Gaussian component at the (s+1)th iteration. Repeat the calculation of Eqs. (A1)-(A4) until the algorithm converges or the maximum iteration number has been reached.
APPENDIX B THE NUMERICAL SOLUTION FOR CONDITIONAL VARIANCE
Given x is a D-dimensional vector with Gaussian distribution N (x|µ, ), µ ∈ R D and ∈ R D×D is a positive definite matrix [32] . Let us further consider the following partitions of x,µ, and : 
For the gth component in the error GMM, suppose x e is a M-dimensional vector with Gaussian distribution N (x e |µ, ), µ ∈ R M and ∈ R M ×M . Then we partition x e into two disjoint subsets x ∈ R M −1 and e ∈ R, therefore we can define corresponding partitions of µ g and g as (19) and (20) respectively. Then based on the Lemma1 we can obtain (21) .
