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vAbstract
The Standard Model has been a successful theory in describing the
behaviour of fundamental particles, but there are still problems re-
maining unsolved. New theoretical models are therefore proposed to
answer those questions with either new interactions or new particles.
This thesis is presenting the searches for new physics with diboson
signatures in these two ways from LHC
√
s = 13 TeV collisions with
the ATLAS detector with the data collected in 2015 and 2016 corre-
sponding to an integrated luminosity of 36.1 f b−1. The searching
strategy was performed with the Monte Carlo simulation for the SM
background modelling and a data-driven method for the multijet
background estimation. The final result was interpreted by a com-
parison between background modelling and data by a CLs method.
For the resonance search, no new particle was discovered, and mass
limits are therefore set on the new particles from models taken as the
interpretation benchmarks. For the study on new interactions in the
signatures of vector boson scattering, the first measurement of this
process with the semileptonic decay was given with a significance of
2.7σ in reasonable agreement with the SM prediction
Both the LHC and ATLAS detector are now going through the up-
grades for operations in 2021 with the
√
s = 14 TeV collisions. The
ATLAS hardware calorimeter trigger is part of the upgrade project
for the implementation of three new object processors: eFex, jFex,
and gFex. This thesis will also present the construction of simula-
tion system along with the expected performance of proposed object
reconstruction algorithms for this new infrastructure.
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“We are just an advanced breed of monkeys on a minor planet of a very average star.
But we can understand the Universe. That makes us something very special.”
— Stephen Hawking

Chapter 1.
Introduction and Motivation
“We can’t focus on what’s going wrong, there’s always a way to turn things
around.”
— Joy, Inside Out
Particle physics is the subject to study the fundamental structure of the universe. It is
now based on the theory called the "Standard Model" (SM). It interprets the universe
as the composition of tiny particles interacting with each other by the exchange of
force carriers (another type of particle). In July 2012, the discovery of Higgs boson
made by the ATLAS and CMS collaborations [1, 2] completed SM 50 years after being
predicted for the existence. By now, it has been deemed as one of the most successful
theories in modern physics.
However, there are still some conflicts between the SM and factual results. For exam-
ple, in the SM, neutrinos are supposed to be massless, but the discovery of neutrino
oscillation support the fact that neutrinos are massive, and the SM cannot explain it.
New theories are proposed in order to resolve those conflicts, and they indicate the
existence of some new particles or the deviation from SM predictions. This thesis is
dedicated to the work in search for this kind of new physics.
1
2 Introduction and Motivation
1.1. Standard Model [3, 4]
The SM is a quantum field theory (QFT). In the QFT, the universe is filled with different
fields, and all fundamental particles (particles without further substructure) are the
forms of quantized fields. They make up the matters and also mediate interactions be-
tween them, which is the foundation how this universe operates. Those fundamental
particles could be classified into two types: fermions and bosons. Fermions are the
matter builders, while bosons are the force carriers exchanged between particles (for
both fermions and bosons).
Fermions
Fermions are quantized from fermionic fields following Dirac-Fermi statistics with
half integer spin number, ± 12 . Under the statistic characteristics, fermions exclude
each other with the same quantum status in a bound state, which makes them different
from bosons.
All fermions have their antiparticles which have opposite charge and chirality. Those
fermions are called "Dirac Fermions". They can be presented as Weyl spinors of four
components composed of one left-handed spinor and one right handed spinor fol-
lowing the Dirac equation. However, neutrinos, a sub-specie of fermions, have no
anti-partner with opposite chirality found1, so they are now taken as candidates of
"Majorana Fermions": they are their own antiparticle following the Majorana euqation.
They could be presented as Majorana spinors in Majorana equation.
Dirac Equation: ih¯γµ∂µψ−mcψ = 0
Majorana Equation: ih¯γµ∂µψ−mcψc = 0
ψ is the fermion field with charge conjugate ψc, and γ
µ is the gamma matrix and
1Due to being neutral, although neutrinos and anti-neutrinos were discovered, neutrinos (anti-
neutrinos) only have the left-handed (right-handed) chirality.
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m is the particle mass.
Fermions can then be further categorized into two types, quarks and leptons, by
the interactions they participate in. Quarks are the only particles involved in the
strong interaction, so they cannot exist alone, and, instead, they are always in bound
state with two or more quarks.
Quarks have three generations and six flavours. In each generation are quarks with
different charges: −13 e and
2
3e with e as the electric charged carried by electrons. The
first generation are the lightest: up and down. Strange and charm are in the second
generation. The third generation has bottom and top with highest mass. Quarks
change their flvaours via the weak interaction, and the couplings between flavours is
described by the CKM matrix which is shown in Fig.1.1. A stronger coupling between
two quarks indicates a higher possibility that the heavier quark would decay to the
lighter one.
Figure 1.1.: The coupling strengths between quarks are determined by CKM matrix taken
from [5]
Similar to quarks, leptons also have 3 generations and 6 flavours. In each gener-
ation, there is one neutral neutrino and corresponding charged particle with charge
−1. The three generations are electrons, muons and taus with their neutrino partners.
The flavour change is via the weak interactions which has one charged lepton with
its partner neutrino and a W boson participating in the process. The neutrinos could
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also change their own flavours via neutrino oscillation described by the PMNS matrix
without the company of other particles. Leptons participate in weak interaction, quan-
tum electrodynamics(except for neutral neutrinos) and gravity.
Interaction and Bosons
Under the SM, the interactions between particles are induced by gauge fields which
could be quantised into gauge bosons. Different from fermions, those bosons follow
Bose-Einstein statistics with their spin as integer numbers, which means more than
one boson is allowed to occupy a single quantum state in a bound state. They mediate
interactions between particles including themselves.
Although there are four fundamental forces in the universe, only three of them are in
the SM, because they are quantizable: electromagnetic, weak and strong interactions.
The challenge of quantizing gravity is still not achieved in the modern physics. Each
interaction has a corresponding term in the SM Lagrangian.
The electromagnetic interaction is the best known among the four interactions. It
is explained by quantum electrodynamics in the SM. The interaction is induced by
electromagnetic field which could be seen as the interaction between photons and
charged particles, under which the electric charges are conserved as an invariance of
U(1) symmetry. In electromagnetic interactions, photons don’t interact with neutral
particles at the leading order 2. The coupling constant (a number that determines the
strength of the force exerted in an interaction) in the interaction is:
αEM =
e2
4pie0h¯c
=
1
137.036...
(1.1)
with e as electric charge of electron, h¯ as reduced Plank constant and c, the speed of
2With a loop diagram, it can still be achieved by exchanging charged fermions between photons
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light. Its part in the SM Lagrange could be written as:
L = ψ¯(iγµDµ)ψ− FµνFµν (1.2)
with ψ as the Wyle spinor of spin, ± 12 , and Dµ = ∂µ + ieAµ + ieBµ representing the
gauge covariant derivative with Aµ as the field induced by the particle itself and Bµ
as the field from external source. In the equation, Fµν is the electromagnetic field tensor.
All the left-handed particles participate in the weak interaction. It is mediated by
three different bosons: the W+, W− and Z0 bosons. They are massive gauge bosons
which obtain their mass via the electroweak symmetry breaking. The flavour change
of a particle is through the weak interaction mediated by W bosons which would also
involve the change of electric charge (the neutrino oscillation is an exception, as the
neutrinos change their flavour without the involvement of W bosons), while Z boson
is involved in the neutral current interactions within which both the electric charges
and particle flavours are conserved. In the weak interaction, a quantity, weak isospin,
is conserved under SUL(2) symmetry. Its definition is similar to the spin numbers
of a pair of electrons in the same orbital. For two fermions in the same generations,
they could be grouped into a weak isospin doublet with I3 = ± 12 . As right-handed
fermions do not participate in weak interaction, their weak isospin is 0. The weak
isospins of fermions are showed in Table.1.1.
Table 1.1.: Weak Isospin of Elementary fermions
1st Generation I3 2nd Generation I3 3rd Generation I3
e− −12 µ− −12 τ −12
νe
1
2 νµ
1
2 ντ
1
2
u 12 c
1
2 t
1
2
d −12 s −12 b −12
The coupling constant for weak interaction is defined as:
αW =
gW
4pih¯c
≈ 1
29
(1.3)
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with gW as the W weak charge strength. In terms of the interactions via Z boson, it is
substituted by Z weak charge, gZ. A unification between the weak and electromagnetic
interactions is achieved with another new parameter called electroweak hypercharge
defined as Yw = 2(Q− I3) where I3 is the isospin and Q is the electric charge under
SUL(2)×U(1) symmetry in the scale of high energy. In the SM, the symmetry is
spontaneously broken by the Higgs field to give particles mass. It will be discussed in
the next section.
Only quarks are involved in the strong interaction which is described by quantum
chromodynamics (QCD). The conserved quantity in the interaction is the colour charge,
with gluons as the force carrier boson under SU(3) symmetry. There are three different
colours: red, blue and green along with their anti-colour partners. Similar to the colour
principle of light, the colour would be neutral (white) when the three colours are mixed
together or with their anti-colour, and it is the condition for a stable state in QCD.
However, each quark is only allowed to carry one colour, and this is an unstable state.
It needs to be bound with another quark(s) to stabilize the system, which is called
colour confinement. In QCD, gluons have 8 types with different colour combinations:
(rb¯ + br¯)/
√
2, −i(rb¯− br¯)/
√
2 (1.4)
(rg¯ + gr¯)/
√
2, −i(rg¯− gr¯/
√
2) (1.5)
(bg¯ + gb¯)/
√
2, −i(bg¯− gb¯/
√
2) (1.6)
(rr¯− bb¯)/
√
2, (rr¯ + bb¯− 2gg¯)/
√
6 (1.7)
with r, red charge, b, blue charge, and g, green charge.
Its part of the SM Lagrange is shown as:
LQCD = ψ¯(i(γµDµ)ij −mδij)ψj −
1
4
GaµνG
µν
a (1.8)
with
Gaµν = ∂µAaµ − ∂νAaν + g f abcAbµAcν (1.9)
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with ψi, the quark field in SU(3) representation indexes of i,j, ..., G
a
µν, the gluon field
also in SU(3) representation indexed of a, b... from 1 to 8. f abc is the structure constant,
Aµ is the spin 1 gluon field and g =
√
4piαs is the QCD coupling strength with αs
as the fine structure constant. It should be noted that the coupling strength is not a
constant in QCD but dependent on colour-charged particle energy due to the effect
of the gluon self-interaction. It leads to the result that the interaction between colour-
charged particles are strong, when they carry lower energy. In the other opposite
way, the quarks would behave like free particles when they have higher energy, as the
interaction strength is weak in this scenario, which is called “asymptotic freedom”.
All the elementary particles with their basic properties are shown in Fig. 1.2. The 3 in-
teractions with their conserved quantities makes the SM a gauge quantum field theory
containing the internal symmetries of the unitary product group, U(1)× SU(2)L× SU(3).
Figure 1.2.: Elementary particles and properties taken from [6]
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1.2. Electroweak Symmetry Breaking
One particle in Fig. 1.2 is not mentioned yet: Higgs boson, the last discovered funda-
mental particle in the SM. It arises from quantised Higgs field which was proposed
by three groups in early 1960s: Robert Brout and Francois Englert [7], Peter Higgs [8]
as well as Gerald Guralnik, C. R. Hagen, and Tom Kibble [9]. It induces spontaneous
electroweak symmetry breaking via the ”Brout-Englert-Higgs mechanism“. The Higgs
boson discovery was announced on 4th July 2012 and confirmed on 14 March 2013
with spin 0 and + parity by the ATLAS and CMS collaborations.
The Higgs field is defined as the scalar gauge field in a complex scalar SU(2)L doublet.
Φ =
 φ+
φ0
 (1.10)
with both φ0 and φ+ as arbitrary imaginary numbers representing the neutral and
charged components. The potential for this field is then given as:
V(Φ) = µ2|Φ†Φ|+ λ(|Φ†Φ|)2 (1.11)
Here, µ and λ are arbitrary constants, and some choices of them could make the
potential minimum at Φ = 0. For this case, the shape of potential would be seen in
Fig. 1.3 (this is a simplified plot, and the real one should be in 4 dimensions). In this
potential, the symmetry is not broken with the minimal value at Φ = 0.
In an alternative scenario for µ2 < 0, the potential shape becomes Fig. 1.4. The minimal
expected value of the potential is not at 0 but at:
〈Φ〉 =
√
− µ
2
2λ
 0
1
 ≡ ν√
2
 0
1
 (1.12)
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Φ
)
Φ
V(
Figure 1.3.: Scalar potential with µ2 > 0
with ν as the “vacuum expected value” (VEV). It could be noted that the term of φ+
is shifted to zero with a rotation on the phase space of (φ+, φ0). To maintain a stable
state, particles are only allowed to stay in the lowest potential, the valley part. This
makes the degree of freedom of the particles decrease from four to one and breaks
the SUL(2)×U(1) symmetry with isospin and hypercharge to U(1) symmetry with
electric charge. In high energy regime above the valley (excited state), electromagnetic
Φ
)
Φ
V(
Figure 1.4.: Scalar potential with µ2 < 0
and weak interaction are mixed together to form three SUL(2) gauge bosons, W
i
µ with
µ = 1, 2, 3 and one U(1) gauge boson, Bµ. They are not SM particles, but they could
be taken as the excited form of SM gauge bosons. The Lagrangian for the interaction
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between them and Higgs field is:
L = (DµΦ)†(DµΦ)−V(Φ) (1.13)
with
Dµ = ∂µ + i
g
2
τ ·Wµ + i
g′
2
BµY (1.14)
g and g′ are the coupling constants between the fields respectively, τ is the Pauli matrix
and Y is the hypercharge.
A unitary gauge transformation on the Higgs field can remove Goldstone bosons3
after the symmetry breaking. The Higgs field is thus shifted with the new gauge as:
〈Φ〉 = ν+ h√
2
 0
1
 (1.15)
with h, the physical Higgs sector, as a real number.
After inserting the new Higgs field into and rearranging SM Lagrangian, the SM
gauge bosons could be shown as:
W ±µ =
1√
2
(W1µ ∓ iW2µ) (1.16)
Zµ =
−g′Bµ + gW3µ√
g2 + g′2
(1.17)
Aµ =
gBµ + g
′W3µ√
g′2 + g2
(1.18)
3Unitary gauge transformation is to select the fixed gauge which sets the Goldstone boson terms into 0
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with particle masses:
M2W =
1
4
g2ν2 (1.19)
M2Z =
1
4
(g2 + g′2)ν2 (1.20)
MA = 0 (1.21)
From the expression, it turns out that Z boson and photon are both the mix of B and
W3 bosons with different phases which could be shown as: A
Z
 =
 cos θW sin θW
− sin θW cos θW

 B
W3
 (1.22)
With cos θW =
g√
g2+g′2
and sin θW =
g′√
g2+g′2
. Here, θW is called the weak mixing angle
or Weinberg angle. By this, the electroweak parameter, ρ, is defined:
ρ =
mW
mZ cos θW
(1.23)
with the comparison between Eq. 1.2 and Eq. 1.14 with Eq. 1.22, the electric charge
could be defined as:
e = g sin θW = g
′ cos θW (1.24)
This relation gives the access to a precision measurement of ρ, which is now given
1.0008, a litte deviation from expectation of 1 in the SM because of the loop diagram
correction.
In terms of degrees of freedom, before symmetry breaking, it comes with four degrees
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from Higgs complex scalar doublet, six degrees from SU(2)L gauge fields, Wi, and
two degrees from U(1)Y gauge field, B, which makes 12 degrees in total for all the
massless fields. After symmetry breaking, the number of degrees of freedom does not
reduce with nine degrees from three massive vector boson, Z and W± , two degrees
from massless photon, A, and one degree from physical real scalar field, h.
Not only granting mass to bosons, the interaction between fermions and Higgs boson
is also part of the Brout-Englert-Higgs Mechanism. The left-handed fermionic field is
defined as a doublet:
QL =
 uL
dL
 (1.25)
For right-handed ferions, the representation would be in a singlet, uR and dR, due
to the fact that they have different transformation under the SU(2)×U(1) gauge
symmetry.
Their interaction with Higgs field are through Yukawa couplings4
L = −λQ¯LΦdR + h.c. (1.26)
with λ as the coupling constant. The Lagrangian can lead to the fermionic mass as:
md =
λν√
2
(1.27)
This mechanism would change the chirality of a fermion, when it is giving the mass.
However, no right-handed neutrino and left-handed anti-neutrino were measured,
which leaves it as one of the unsolved problem in SM. (More details are given in next
section.)
4Yukawa coupling means the couplings betweent fermionic and bosonic fields
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1.3. Unsolved Problems in SM
With SM, we have understood most behaviours of the fundamental particles. However,
it still failed explaining some experimental results. The following is part of them the
work in the thesis is trying to answer.
Higgs Mass Naturalness [10]
In quantum field theory, all the experimental observables could be presented as:
O = a1 + a2 + a3 + ... (1.28)
where O corresponds to the physical observables like the invariant mass of particles,
and a′ns are the independent contributions to the observables. For naturalness of
the observable, it is expected that an ≤ O. For any case that an >> 0, the further
fine-tuning needs to be introduced for proper correction on theory, and it also indicates
the defect in the theory.
The form for the observable of Higgs mass is:
m2h = 2µ
2 + δm2h (1.29)
where δm2h for the contribution from coupling to top quark is:
δm2h '
3
4pi2
(
λ2t +
g2
4
+
g2
8 cos2 θw
+ λ
)
Λ (1.30)
where λt is the top-quark Yukawa coupling, and Λ is the energy cut-off to divergent
loop integrals. With the observed Higgs boson mass at 125 GeV, Λ is estimated to
be around 1 TeV, and that is also roughly the limit to keep the naturalness of this
observable.
However, many models beyond the SM predict the existence of particles at the TeV
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scale, which means the naturalness would be broken in the scenario. For this reason, a
correction to Brout-Englert-Higgs Mechanism is needed, or there is possibly a heavier
Higgs boson to complete the theory.
The Hierarchy Problem and Quantum Gravity [11]
The hierarchy problem is defined in two ways: the unreasonable discrepancy be-
tween theoretical prediction and experimental result, or two comparable parameters.
Higgs mass is one instance for the first definition. For the second one, it is generally
referred to the gap between coupling strengths of weak interaction and gravity in the
order of 1016.
When a hierarchy problem occurs, the “so-called” fine-tuning is introduced to correct
the discrepancy between two parameters. However, the fine-tunning could only be
performed with enough understanding on the quantum effect of related parameters,
and quantum gravity is still an unsolved problem. In the case, no solution is available.
Neutrino Mass
Brout-Englert-Higgs Mechanism is the process to make particles massive within which
the chirality of fermions would be changed. This implies that massive fermions of
right-handed and left-handed chirality shall both exist, but no evidence is found for
right handed neutrinos (or left-handed anti-neutrinos). Therefore, they are supposed
be massless with SM. However, with the measurement of neutrino oscillation [12]
induced by the difference of neutrino mass and flavour eigenstates, they are practically
massive particles. The conflict between SM and experiment still remains unsolved.
1.4. Thesis Overview
To solve the problems in SM, analyses are performed in two ways, direct and indirect
searches which are corresponding to two different signatures in physics: new particles
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or new interactions. The thesis will present how the experiment is set up to see
the signatures of new physics in Chapter 2, and the following three chapters are
dedicated to show the analyses of these two types of signatures with 2015+2016
data corresponding to the integrated luminosity of 36.1 f b−1 for which I made the
contributions to the multijet background estimation, study on trigger performance,
data background comparison, analysis framework development, and the statistical
interpretation. The last chapter is for the simulation of the upgrade of the LHC and
ATLAS detector which will start to operate in 2021 for which I made the contribution
to the construction of the simulation framework and also the study for the preliminary
missing transverse energy (EmissT , the definition will be shown later) trigger.
Chapter 2.
Experimental Setup
“Adventure is out there!”
— Ellie, Up
The accelerators are utilised to recreate the high energy environment rich in new
physics like the hot early universe. In this thesis, Large Hadron Collider (LHC) is used
for this purpose, and the ATLAS detector (A Toroidal LHC ApparatuS) is taken to
probe the potential signatures of new physics.
2.1. Large Hadron Collider [13]
LHC is a circular collider with a circumference of 27 km for hadrons (it could be
either protons or lead ions) hosted by CERN at the border of France and Switzerland
in the depth varied between 50m to 175m. It accelerates protons (lead ions) to the
speed of Lorentz Factor of 10540 (32) and smashes them together to recreate the “hot”
environment right after the big bang which corresponds to 6.5 TeV (2.5 TeV) energy.
However, before a proton reaches the targeted energy, it has a long way to go.
16
Experimental Setup 17
Ionization
At the beginning, hydrogen is released from a tank and ionised into the state of
proton-electron plasma. It then experiences the electric field to separate electrons as
well as protons like Fig. 2.1. The protons are then sent into the LINAC2, a linear
accelerator. After reaching the energy of 50 MeV, the protons are fed into circular
accelerators in the order of the PSB, PS and SPS to further increase the energy until
they reach 450 GeV (Fig. 2.2). By this stage, the protons are ready to be injected into
the LHC.
Figure 2.1.: The hydrogen plasma is separated into electrons (blue) and protons (red), and the
protons are injected into LINAC2. This image is taken from [14].
Magnets
While accelerating the protons, they would repel each other due to the same elec-
tric charge they are carrying, so the quadrupole magnets are implemented in LHC
to focus them by the effect of magnetic lens. In addition to the quadrupole magnets,
the other magnet system in LHC is the superconducting dipole magnets working to
bend the protons to keep them staying in the circular pipe of the LHC. For the ATLAS
operation from 2015 to 2018, the dipole system provide a 8.3 T magnetic field to bend
the proton beam at an energy of 6.5 TeV.
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Figure 2.2.: Before the LHC, protons go through several boosting facilities. This material is
taken from [15]
Radiofrequency Cavity [16]
The “radiofrequency cavity” (RF cavity) is in charge of the acceleration. Protons
would experience electric field when going through RF cavities which are installed in
the LHC like beads along a string. The field is induced by an alternating current of a
frequency of 400 MHz and resonates as a standing wave in the cavity. This wave de-
celerates faster protons and accelerates slower ones, which makes the protons squeeze
into bunches as demonstrated in Fig. 2.3., until they reach the targeted energy. When
the beams are kept in the same speed, they are called “stable beams” and ready for the
collision.
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Figure 2.3.: The protons are formed into a bunch in the EM wave. This image is taken from [17]
Each LHC beam could have up to 3564 bunches with N ≈ 1012 protons in each
bunch for a spacing of 25 ns, but not all of them are filled. For the LHC 2018 operation,
the “filling scheme” has around 1000-2500 bunches filled, while the remaining ones
are left empty (filling scheme most of time is constrained due to technical issues). A
series of continuous bunches is called a “bunch train”. This scheme would then be
used to configure the trigger and data acquisition system for the active window of
detector operation.
Collision
The LHC has two beams going in opposite directions with the same configuration
(bunch structure, luminosity and energy), and the two beams cross at locations where
four detectors are sited: ALICE [18], ATLAS [19], CMS [20], and LHCb [21]. Before
stable beams, the two beams pass each other where they are supposed to cross. When
both of the beams are ready, the two beams are slightly shifted to target on each other
for the collisions. The crossing angle between the two beams plays an important role in
detector performance. It should not be too big, or it would have an impact on physical
object reconstruction (see section. 2.3) which assumed a zero crossing angle. However,
it also should not be too small, or the two beams would interfere with each other. The
crossing angle is kept optimized during LHC operation even when the detectors are
taking data for physics.
When collisions happen, the two crossed bunches usually have more than one pair of
interacting protons. In physics, only the one leaving signatures with the highest energy
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sum gets the attention for study, while the other ones are background contributions
called "pile-up events". For the ATLAS operation in 2017, the measured pile-up events
could number up to 70 per bunch crossing, and it is now a major challenge of analyses
to suppress this type of background.
The collisions are then taken as the “instantaneous luminosity” for the measurement
on the amount of data:
Linst =
N
∆t× Se f f
(2.1)
with N as the number of collisions and Se f f as the effective area of the LHC beams
for the collisions 1 in a time duration, ∆t. Then, the total collected data with time is
presented as:
L =
∫
Linstdt (2.2)
2.2. ATLAS Detector
The ATLAS detector [19] is designed as a general purpose detector2 aiming for most
high energy physics topics in the energy scale LHC provides like SM precision mea-
surements and searches for new physics.
The ATLAS detector is in a cylinder shape with dimensions of 44 m in length and 25 m
in diameter. Its inner structure is like an onion with multiple layers from the inner
most tracking system to the outer part of muon spectrometer functioning to capture
different physical objects which will be explained in the following. In the purpose of
measuring the particle mass and charge, ATLAS also has two magnetic systems (a
solenoid and a toroid) located outside inner tracking system and muon spectrometer.
1Se f f = 4×pi× (1.6× 10−5)2[m2] for the LHC configuration.
2The other general purpose detector hosted by LHC is Compact Muon Solenoid (CMS). The discovery
of any new physics shall be verified by both the ATLAS and CMS collaborations
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The diagram of the whole ATLAS detector is shown in Fig. 2.4 with the two minimum
bias trigger scintillators (MBTS) at both ends.
Figure 2.4.: The diagram of the ATLAS detector taken from [22]
To define the object positions inside this massive and complicated giant, the Cartesian
coordinate is applied as shown in Fig. 2.5. The x-axis is defined as pointing to the
centre of the LHC, while the z-axis is the cylinder axis toward the direction of solenoid
magnetic field. Then, the y-axis could be found with the right-hand rule. However,
this Cartesian coordinate is not convenient in a cylinder, so, instead, an alternative
coordinate system (θ: angle related to z-axis, φ: angle related to x-axis) is adopted in
terms of physics. However, in the experimental particle physics, θ is interpreted into
pseudorapidity, η:
η = − ln tan θ
2
(2.3)
because the particle production is approximately constant as a function of η. And, the
differences in η between particles is also a Lorentz invariance, so the relative kinematic
variables like ∆η are not dependent on the particles’ energy. With this definition,
the variation of η is different from θ, which can be seen in Fig. 2.6. This quantity is
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Figure 2.5.: The coordinate system used in the ATLAS detector
important, because the distance between two particles in the detector is defined as:
∆R =
√
∆η2 + ∆φ2 (2.4)
For the same ∆R, the separation would be actually larger in the high η region especially
at |η| > 3.2 (“endcap” and “forward” regions).
Figure 2.6.: The Psedorapidity varied with θ from [23]
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2.2.1. Inner Detector (ID) [24]
The design of a general detector usually consists of two types of system: “trackers”
and “calorimeters”. The tracker is used to record the charged particle trajectories
inside the detector with the lowest disturbance on their energy, while calorimeters
trap the particles to measure their total energy sum, E.
The ATLAS Inner Detector is designed as a “tracker”, so it is used to record the
tracks of particles from the collisions. It stands at the inner most part of the detector
and spans from 3 cm to 108 cm in radius with several layers from three subsystems
which are the pixel detector (in the following content, it might be just written as
“pixel”), semiconductor tracker (SCT) and transition radiation tracker (TRT) as shown
in Fig. 2.7.
Figure 2.7.: The diagram for the ATLAS inner detector from [25]
Each layer has cells of well-defined granularity. When particles are passing through
the Inner Detector, they leave “a hit” per cell on each layer. The tracks are then defined
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as the link through hits on each layer which are curved lines due to the existence
of magnetic field from solenoid, so the curvature of a track is taken to evaluate the
particle momentum and charge. After all tracks are reconstructed, the vertices are then
defined as where the tracks cross. The resolution of particle momentum projected on
the transverse plane (x-y plane), transverse momentum (pT), depends on the particle
pT and η, and it can be presented as:
σpT =
√
a2p4T + b
2p2T (2.5)
with a and b, the coefficients, depending on track quality and η. From MC simulation
for the track with at lease seven hits (a track crossing all layers from pixel and SCT)
within 0.25 < |η| < 0.5, a and b are estimated to be 0.00034 GeV−1 and 0.0015 respec-
tively.
Pixel [26]
The pixel detector is the innermost system of ATLAS, and it has the structure of
three concentric barrels enclosed by three disks at each end, so all the particles com-
ing out from the collision must pass through all the layers (giving three hits). It
provides the best position resolution in the ATLAS detector with a granularity of
50 µm× 400 µm for each cell in the r∆φ× z plane with the coverage of |η| < 2.5 which
is used to define the barrel region which has a spatial resolution of 14 µm× 115 µm
In 2014, a new layer of pixel detector called insertable b-layer (IBL) [27] was installed
at 3.3 cm to the beam pipe in addition to the original three layers. Its design is aiming
to find the vertices of particles which decay near the primary vertex (the definition is
in Sec. 2.3) like the b quarks, so it has an even better granularity of 50 µm× 250 µm
with a extended coverage to |η| < 3. The improved granularity also helps to reduce
the uncertainty on impact parameter of collisions (the particle trajectory distance to
the primary vertex).
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Semiconductor Tracker
Outside the pixel detector is the semiconductor tracker with four layers in its barrel
and nine disks at each end. The sensors are double sided, so when a particle passes
through four layers, it leaves totally eight hits in the SCT which form four spacepoints.
Different from the pixel detector which has one sensor on each module, the SCT mod-
ules have two strip sensors with the width of 80 µm which cross at an angle of 40 mrad
giving a spatial resolution of 17 µm× 580 µm in the r∆φ×∆z plane.
Transition Radiation Tracker
The last part of the inner detector is the TRT detector. It does not have a multi-
ple layer structure as the pixel or SCT detectors but just a single thick layer stacked of
straw drift tubes. Each straw has the diameter of 4 mm (with the drift time correction,
the spatial resolution from each measurement is 130 µm) and is filled with the gas
mixture of Xe, CO2 and O2. The gas mixture is used to optimize the absorption of
transition radiation. (Due to the gas leaking problem found in the ATLAS operation
from 2009 to 2012 [28], part of the gas was replaced by cheaper Ar-based gas.) When
a charge particle passes through the gas, the emitted photon (transition radiation)
induces a “charge avalanche”. This detector allows to distinguish between electrons
and charged pions (because light particles emit more transition radiation).
Magnets
The ATLAS detector has two superconducting magnet systems different from the
CMS experiment with only one solenoid magnet. The inner one is the solenoid magnet
located between the TRT detector and the calorimeter, while the toroid magnet is
situated in the muon spectrometer system. The advantage of this design is to have
the light material (solenoid) inside the detector for transparency, and the toroid still
provides the magnetic field to further improve the resolution of momentum measure-
ment [29] on the muons.
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The solenoid magnet has a diameter of 2.56 m and length of 5.8 m. The magnetic
field inside the solenoid is almost uniform of 2 T along the z-axis as shown in Fig. 2.8
to give the momentum and charge measurement in the Inner Detector.
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Figure 2.8.: The magnetic field inside the solenoid taken from [30]
The toroid magnet is composed of the barrel and endcap toroids, and both of them
have eight coils providing the magnetic field varied between 2 T and 8 T in the muon
spectrometer. The toroid magnet has the advantage that the particle trajectories in
the transverse plane are always perpendicular to the magnetic field, so the momen-
tum measurement is simplified. The toroid magnet is for the measurement of muon
momentum in the muon spectrometer.
2.2.2. Calorimeter
Outside the inner detector is the calorimeter, an energy sampling system. In the ATLAS
analyses, there is the need to distinguish the fundamental particles with their energy,
so two systems of calorimeters are applied to trap particles with different interactions
to materials: the electromagnetic calorimeter (ECAL) for electrons and photons as
well as the hadronic calorimeter (HCAL) for the hadronic particles. Both ECAL and
HCAL have the coverage up to |η| < 4.9. For the range of |η| < 2.5 in the barrel
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region, two types of calorimeter, the liquid argon (LAr) and tile detectors, are used
for the ECAL and HCAL, while in the endcap and forward regions is only the LAr
detector. To fit into the cylinder shape of the ATLAS detector, the LAr calorimeters
are accordion-shaped from the cross section side. The full diagram of the calorimeter
system is presented in Fig. 2.9. The energy resolution for the calorimeter could be
Figure 2.9.: The calorimeter system of the ATLAS detector from [?]
presented as:
σ(E) =
√
a2 + b2E + c2E2 (2.6)
where a, b, and c are the coefficients. The first term is due to the electronic noise
(constant), and the second term is from the shower development of the Poisson fluctu-
ation for the number of shower particles, while the third term is for the calorimeter
non-uniformities (linear to the true shower energy). From the test beam data, the
coefficients for the ECAL are 0.4 GeV, 0.1
√
GeV and 0.0017 for a, b, and c. In terms
of the HCAL, the resolution is a bit worse with 1.6 GeV, 0.52
√
GeV and 0.03. The
degraded resolution is partially due to the complexity of measurement on hadronic
objects like the energy contribution from neutrinos or binding energy between partons.
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Electromagnetic Calorimeter
In ATLAS, the ECAL is made up of the LAr detector [31] each module of which
has one absorber and one electrode, and liquid argon is the medium between them.
When a particle hits the absorber, it induces the shower, and the shower electrons
ionize liquid argon atoms. All the electrons from the interactions would then be
collected by the electrodes. The measured current is used to estimate the energy of the
incoming particle. The process could be seen in Fig. 2.10.
Figure 2.10.: The interaction between an electron and the LAr calorimeter taken from [32]
The barrel LAr detector has three sampling layers with different depth and granularity.
An extra presampler (layer 0) was added for |η| < 1.8 which has no absorber but
only a thin LAr sampler to recognize photons from pi0 decays. The best granularity is
at the strip layer (layer 1) for 0.0031× 0.1 (∆η×∆φ) 3, while the last layer is coarse
for 0.05× 0.025 in terms of ∆η×∆φ. For the energy absorption, the depth is what
matters most. The full depth of the three sampling layers could correspond to ∼ 22
lead radiation lengths (22X0) or 2 nuclear interaction length (2λ).
4 When the ECAL is
3the granularity for ∆φ is a approximation, as it has to complete a circle of an irrational number.
4the radiation length is defined by the electron energy loss (the distance that an electron loses (e− 1)/e
[e is the natural constant] energy), while the nuclear interaction length is defined as the mean
distance before undergoing an inelastic nuclear interaction when a hadronic object is traveling
though materials.
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extended to the region of 2.5 < |η| < 3.2, only the last two layers would remain, but
they still have 18X0 in total.
Hadronic Calorimeter
Behind the LAr detector is the three-layer tile detector covering |η| < 1.7 with a
crack5 at 1.37 < |η| < 1.52. It operates in the similar way to the LAr detector, but the
absorber material is scintillator instead of lead used in the LAr detector. Each sensor
of this system is coarser as compared to LAr ones with 0.1× 0.1 (∆η×∆φ) for the first
two layer and 0.1× 0.2 at the third layer. To ensure the absorption of all the hadronic
objects, the depth for all three tile layers corresponds to 8λ.
In the endcap region (1.7 < |η| < 3.1), another type of LAr detector with copper
absorber is used as the HCAL. It contains four layers which have the same granular-
ity for 0.1× 0.1 (∆η×∆φ) in the region, 1.7 < |η| < 2.5, and 0.2× 0.2 in 2.5 < |η| < 3.1
Forward Calorimeter [33]
The calorimeter is designed to have the widest coverage in the ATLAS detector, so the
missing energy carried by invisible particles could be estimated by energy conserva-
tion within the detector. Therefore, a forward detector is installed at 3.1 < |η| < 4.9,
and it makes the calorimeter have the best coverage among the ATLAS subsystems.
The type of detector used here is the third type of LAr detector with tungsten ab-
sorber. It has three layers with the first one for ECAL and the last two for HCAL with
the total depth of 10λ (ECAL+HCAL).
5The crack is for the supporting structure and output cables
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2.2.3. Muon Spectrometer [34]
The outermost detector is the muon spectrometer (MS). Because of their large mass
and lack of strong interactions, only muons could travel through the calorimeter and
leave signatures here. The muon spectrometer is composed of four types of detectors:
thin gap chamber (TGC), resistive plate chamber (RPC), monitored drift tubes (MDT),
and cathode strip chamber (CSC) with the toroid magnet system.
In this subsystem, the MDT and CSC are the two detectors providing the tracking
measurement with a three-layer structure. In the coverage of |η| < 2.0, all the three
layers are composed of the MDT detectors, while the innermost layer is replaced by the
CSC detectors in the extent of 2.0 < |η| < 2.7 for the effectiveness of high particle den-
sity environment. The overall tracking measurement has the spatial resolution of 35µm.
However, the precise tracking measurement of the MDT and CSC comes with the cost
of a poor temporal resolution, so the RPC (|η| < 1.05) and TGC ((1.05 < |η| < 2.7)) are
interspersed in tracking layers with the time resolution of 25 ns (with the consideration
of uncertainty from cosmic muons). With the fast response, they are part of the ATLAS
hardware trigger system. The overall detector performance is summarised in Tab. 2.1.
Table 2.1.: Muon Spectrometer Subdetector Performance
Type Function coverage z/R resolution r∆φ resolution time resolution
MDT tracking |η| < 2.7 35 µm(z) N/A N/A
CSC tracking 2.0 < |η| < 2.7 40 µm(R) 5 mm 7 ns
RPC trigger |η| < 1.05 10 mm(z) 10 mm 1.5 ns
TGC trigger 1.05 < |η| < 2.7 2− 6 mm(R) 3− 7 mm 4 ns
2.2.4. Trigger System
The LHC has the collision rate at 40 MHz, which leads to the data rate over 60 TB
per second. However, most of the events have no physical interest, because they are
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just the products of low energy hadronic interactions. Therefore, the trigger system is
developed to select events which are going to the storage.
For data-taking, the ATLAS trigger system has a two-level structure: the hardware-
based L1 trigger (L1) and the software-based high level trigger (HLT). The L1 system
is based on the front-end electronics with the logic of selection written by FPGAs. Its
feature is to make a fast reconstruction of physical objects with a degraded resolution,
and it delivers the events at the rate of 100 kHz (100k events per second). As the
detector signatures from the calorimeter and MS are irrelevant to each other, they have
their independent L1 trigger systems: L1Calo and L1MU. After the physical objects
are reconstructed in the two systems, they are then sent to the L1Topo system for the
estimation on the topological relation between them. The final trigger decision would
eventually be made at the central trigger processor (CTP) by whether a event contains
the objects with energy or topological parameters fulfilling the defined criteria. After-
wards, the detector signatures in the readout buffer will be further processed with a
more complicated reconstruction algorithm to give the HLT trigger decision, and the
output event rate is reduced to ∼ 5 kHz. The full trigger system is shown in Fig. 2.11.
Figure 2.11.: The ATLAS trigger system from [35]
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L1Calo
When the detector signatures are received from the calorimeter, they are firstly sent
to the readout buffer and the L1Calo system. The first component in the L1Calo
electronic system is the preprocessor where the signatures are processed into trigger
towers with degraded granularity and sent to the processors for physical object re-
construction. Electrons, photons and taus are reconstructed with the trigger tower of
0.1× 0.1(∆η×∆φ) in the cluster processor (CP), while hadronic objects and missing
transverse energy (EmissingT )
6 are processed in jet energy processor (JEP) with a coarser
granularity of 0.2× 0.2.
L1MU
The L1MU system is taking the data from the RPC and CSC which have great time
resolution as fast as 1.5 µs but with a poor spatial resolution. It receives signatures
from the MS barrel and endcaps where they are processed respectively. To further
suppress the rate contributed by fake muons, the L1 muons are reconstructed and
matched to the hits from the TGC in the endcap (1.05 < |η| < 2.7).
HLT
When the trigger decision is made to accept an event, the regions of interest (ROI)
with the original detector granularity are passed to the HLT. The HLT runs on a CPU
farm where the more complicated algorithms are deployed to reconstruct the physical
objects. Due to the finer granularity and longer latency, it provides better precision on
both energy and spatial resolution. When the events fulfil the HLT criteria, they are
then sent to storage.
6As the protons only have the longitudinal momentum, the transverse direction momentum should
be conserved after collisions
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ATLAS Trigger Menu
An ATLAS trigger is generally a trigger chain composed of L1 and HLT items. When an
HLT trigger is fired, there is always a corresponding L1 trigger decision. For example,
HLT electron trigger shall only be passed when a L1 electron trigger is also fired:
L1_e24→ HLT_e26_lhtight_nod0_ivarloose (2.7)
where the numbers are the trigger thresholds in the unit of GeV, while the lhtight
and ivarloose are to define the electron quality with the calorimeter activities in the
surrounding region of this electron (see more details in Sec. 2.3) . The threshold of
triggers might not be kept the same during operation periods. Because the LHC keeps
pushing its performance on instantaneous luminosity, the increase of events from both
pile-ups and interactions from physics of interest enhances the trigger object energy.
This makes the trigger rate go above the allowed bandwidth for data storage. To make
better suppression on the trigger rate, the thresholds are therefore raised during some
operation periods.
The defined triggers would then be made into “streams” where the events are cate-
gorized for different purposes. Physics analyses shall use the triggers contained in
the “physics_main” stream, and there are also the dedicated streams composed of
“prescaled” triggers for hardware calibrations. Those calibration triggers usually have
lower thresholds in the contrast to the ones in physics_main. A random sampling is
applied to only pick a fraction of events passing those triggers, which makes them
not ideal for most physics analyses due to a complicated calibration scheme for the
simulation.7 The total allowed output rate from all streams is 5 kHz with 1 kHz for
physics_main.
7There are still analyses using prescaled triggers like the studies in b-physics, or low energy signatures.
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2.2.5. Run 2 Operation Overview
For the ATLAS operation from 2015 to 2018 which is called Run 2 (with respect
to Run 1 from 2009 to 2012), the average data recording efficiency is around 95%
with respect to LHC delivery efficiency. From the measurement with the Luminosity
Cherenkov Integrating Detector (LUCID, one of the forward detectors of ATLAS) [?,36],
the integrated luminosity is ∼ 36 f b−1 for 2015 and 2016, ∼ 46 f b−1 for 2017 and
∼ 63 f b−1 for 2018 which gives the total data of 140 f b−1. The performance from 2011
to 2018 is summarized in Fig. 2.12
Figure 2.12.: The ATLAS recording efficiency and luminosity [37]
2.3. Object Reconstruction
When the events are passed into the permanent storage, they are still in the format
of raw data which contains only the information of hits (the spacepoints from the
inner detector and muon spectrometer) and calorimeter energy towers (the energy
deposited in the calorimeter cells). They need to go though the full reconstruction
(offline reconstruction, which is different from the online construction performed in
the hardware) to be interpreted into the objects with physical meanings as the SM
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particles like electrons or muons. The reconstruction will be based on the principles of
interactions between detectors and particles:
1) Only charged particles leave tracks in the inner detector
2) The particles involved in electromagnetic interactions shall deposit energy in the
ECAL, and the light ones are stopped here.
3) All the particles except for muons are supposed to be stopped in or before the
HCAL.
4) Only muons could reach the muon spectrometer.
After the reconstruction of all objects, a further correction on energy scale (the peak of
the energy pulse shape) is applied on both data and simulation samples to take in the
effect of energy loss from the radiation, the contamination from other objects, or the
detector effect (like dark current, hot noise, or material inhomogeneities). The final
procedure is to remove the overlapped objects by the priority defined by the analyses.
Primary Vertex & Tracks [38]
A pattern recognition is performed in the SCT to find the helical trajectories with
at least 3 spacepoints and pT > 500 MeV which are taken as the track seeds. A Kalman
Filter algorithm is then performed to extend the track seeds to the pixel layers. To
resolve the reconstruction ambiguity, a tracking score system is taken to reject the
shared spacepoints or fake tracks. When a track is reconstructed with more hits and
less “holes” (missing hits in some layers), it is given a higher score. The track can-
didates from the SCT and pixel shall all have at least seven hits (three spacepoints
from SCT and four hits from pixel). To complete the track reconstruction in the full
inner detector, the drift tubes in the TRT are integrated into the track, if they are
with 10 mm of the route projection of a reconstructed track from the outermost SCT
spacepoint. Afterwards, one addition track reconstruction (outside-in) from the TRT is
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performed to recover the tracks from late decays or photon conversions. The unused
TRT segments are then rematched to the SCT and pixel hit remanent.
The tracks which fulfil the following requirements are taken into the interaction
point (vertex) reconstruction with the reconstructed beamspot which is assume to be
where the two proton beams cross each other on the transverse plan [39]:
• pT>400 MeV, d0 < 4 mm (transverse distance to the beamspot)
• σ(d0) < 5mm (uncertainty on the d0 measurement);
σ(dz) < 5mm (uncertainty on the measurement of distance between the track and
beamspot on the z-axis)
• at least four hits in the SCT
• at least nine hits in total from the SCT and pixel
• no hole in the pixel
The input tracks are then taken into an iterative algorithm [39] to reconstruct the
interaction points (where the protons collide into each other) called vertices. The
vertex associated with the highest p2T sum is then defined as the primary vertex. All
the reconstructed objects should origin from the primary vertex which is verified by
d0 and dz, or they are taken as “minimum bias” background.
Electrons
Electrons are charged light particles, so they leave tracks in the inner detector and
energy clusters in the ECAL. The two types of signature are combined to reconstruct
electrons.
The first stage of the reconstruction is to build the energy cluster as an electron
seed [40, 41]. A window of 3× 5 ECAL layer-2 cells (corresponding to 0.075× 0.125
in ∆η×∆φ) is used to scan through ECAL layer-2 to find the electron seeds. If the
transverse energy sum (ET) inside the window is above 2.5GeV, the cells inside this
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window are selected, and the electron position is defined as the energy weighted η and
φ (barycentre) of this window. Then, this window is extended along the R-direction to
sum over the energy in other layers with the adjusted window size (detailed in [41]).
The cells taken in the cluster are then removed to avoid the duplication into other
electrons. With the estimation from Z→ ee simulation sample, this algorithm has the
electron reconstruction efficiency of 95% (> 99%) for ET ∼ 7 GeV (ET > 15 GeV).
The reconstruction of tracks associated to electrons is performed independently from
the mentioned reconstruction . A track seed of pT > 1GeV is firstly reconstructed with
three spacepoints from the SCT layers . Then, based on the pion hypothesis (pion
energy loss pattern in the ID materials), it is verified whether this track seed can be
extended to pixel with four hits and matched to a calorimeter cluster. If it fails, the
electron hypothesis is applied for the same verification. The hits from both hypotheses
are then fitted using “ATLAS Global χ2 Track Fitter” [42] into tracks, and the tracks
failing the pion track hypothesis are then tested again with electron hypothesis. The
tracks passing the electron hypothesis are then taken as potential electron tracks. This
algorithm is also integrated in the standard track reconstruction with the least interfer-
ence to the reconstructed tracks.
The track and cluster are then associated with a loose ∆R matching which considers
the electron bremsstrahlung and the number of hits in the inner detector. The matched
track-cluster pairs are then refitted with optimised “Gaussian Sum Filter” (GSF) [43]
to take non-linear bremsstrahlung into account.
To have further separation between signal-like and background-like electrons, the
electron identification is then performed on Z → ee (signal) and dijet (background)
MC samples. It is a multi-variable analysis (MVA) based on the likelihood discriminant
defined as:
dL =
LS
LS + LB
and LS(B)(~x) =
n
∏
i=1
PiS(b)(x
i) (2.8)
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where PiS(b)(x
i) is the probability density function for signal (background) for a specific
input variable xi, and ~x is the vector formed by those variables in the likelihood phase
space (all the input variables could be found in [44]). Three working points are there-
fore defined by dL: Tight, Medium and Loose
8. The signal efficiency from this selection
process is as a function of electron ET, and the plateau of efficiency could be reached
at ET = 70GeV with ∼ 97% (95%) [91%] for the Loose (Medium) [Tight] working point.
In addition to the reconstruction quality, the electrons are also required to be “isolated”
from all the other tracker and calorimeter signatures, because of the concern that the
nearby detector activities might affect the electron measurement. The isolation is
defined in two ways:
• the calorimeter isolation (IsoET ): it is defined as the cluster ET sum within a cone
with ∆R = 0.2(0.3) centred at the reconstructed electron inside which a central
cluster subset in a rectangle of 0.125× 0.175 (∆η×∆φ) is subtracted. This will be
denoted as topoetcone20(30)
• the track isolation (IsopT ): it is defined as the pT sum of tracks from primary
vertex within a cone of ∆R = min(0.2(0.3), 10GeV/EeT) centred at the electron
but without the electron associated tracks. This will be denoted as ptvarcone20(30)
The isolation discriminant is then applied as IsoET /ET or Iso
pT /pT. The recommenda-
tion working points on the discriminant are given as a function of electron ET or fixed
cut which are summarised with the muon isolation working points in Tab. 2.2.
Muons [45]
Muons can travel through the calorimeter and reach the MS, and the reconstruc-
tion is mainly based on the tracks in the inner detector and the MS.
The MS track segments are firstly built from the hits within each MS module, and the
reconstruction coordinates are different for each subsystem due to the varied detector
architectures: the MDT reconstruction is on the coordinate of the toroid magnetic
8Tight selected electrons are the subset of Medium, and Medium is the subset of Loose
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bending plane, while the RPC and TCG have the coordinate orthogonal to it, and
the CSC is only using the detector η-φ coordinate. A loose criteria is applied in the
segment building algorithm to verify the compatibility to a full track. Then, the seg-
ments in the middle layer of the MS are taken as the track seed and extended to the
inner and outer layers. If two segments could be fitted with enough hits by matching
from their relative position and angle, they are integrated into the same track. The
exception is in the transition region between the barrel and endcap, and a standalone
and good-quality segment could be kept as a single track.
An overlap removal is afterwards applied to remove the shared hits in the tracks
with poor fitting quality, but they could still be kept only if the fitting criterion is
fulfilled. Two tracks could share maximally two hits in the inner two layers and have
no same hit in the outer layer for the concern of close-by muons.
The hits along the tracks are then taken into the global χ2 fitting. The hits with
great deviation from the fitted MS trajectory are removed, and the fit is applied again
to derive the new track. If there are hits not included in the track but within the
allowed deviation from the track, they are also taken into the track, and the fitting is
repeated.
The final MS tracks are taken as the seed to match to the inner detector tracks to
reconstruct the combined muons. A further global fitting is conducted to extrapolate
the muons with the flexibility to add in or remove the MS hits to improve the fitting
quality with the ID tracks. The primary algorithm in the fitting is performed outside-in
from the MS to the inner detector, and a complementary algorithm of inside-out is also
applied to guarantee the robustness of the reconstruction. For the muons outside of
the inner detector coverage (2.5 < |η| < 2.7), they can be reconstructed from only MS
tracks, but the criteria are more stringent.
Similar to electrons, muons also have the identification procedure with three pa-
rameters: q/p significance (the ratio of charge and momentum measured in the ID and
MS over the quadrature sum of their uncertainties), ρ′ (the ratio of momentum differ-
40 Experimental Setup
ence between the ID and MS measurements over the combined measurement) and the
normalised combined track fit, χ2. The working points for the muons identification
have the definition individually as below:
• Medium muons: they are defined within the range of 0.1 < |η| < 2.5 with at
least two MDT layers of ≥ 3 hits. If it is within the range, 0.1 < |η|, it is allowed
to have hits in only one MDT layer, but there shall be no hole in the MS track
reconstruction. As the muons go beyond the coverage of the inner detector (i.e.
2.5 < |η| < 2.7), they shall have the MS tracks reconstructed from all three layers.
An extra requirement of q/g significance above seven is also applied on this
muon quality.
• Loose muons: those muons are defined with the most loose requirement. They
are generally Medium muons, but the selection is loosen for the range of |η| < 0.1
due to the missing coverage of the MS (where a gap is present for the service of
the ID and calorimeter). When an ID track is found within this range and matched
to a calorimeter cluster which is identified as a deposit by “minimum-ionization”
particles, they are also accepted as loose muons to recover the reconstruction
efficiency.
• Tight muons: all of them must have the tracks reconstructed from two layers
in the MS (either MDT or CSC) with Medium muon hit selection. To enhance
the purity of muons, a further requirement on the ID to MS track fitting is also
added into the selection for χ2 < 8. An additional two-dimension cut on q/g
significance and ρ′ is also applied to improve the background rejection for muons
with pT < 20 GeV.
For the muon isolation, the definition is similar to the electron ones, but they have
different working points. The recommended working points for electrons and muons
are shown in Tab. 2.2.
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Table 2.2.: Electron/Muon Isolation Working Points (e means the efficiency)
Working Point Object Calo Iso Track Iso Combined Iso
LoseeTrackOnly all leptons - 99% 99%
Loose all leptons 99% 99%
Gradient all leptons e = (0.1143 ∗ pT[GeV] + 92.14)%
e(25GeV) = 90%
e(60GeV) = 99%
GradientLoose all leptons e = (0.057 ∗ pT[GeV] + 95.57)%
e(25GeV) = 95%
e(60GeV) = 99%
FixedCutTight Electrons topoetcone20/pT <0.06 ptvarcone20/pT <0.06 -
FixedCutTight Muons topoetcone20/pT <0.06 ptvarcone30/pT <0.06 -
FixedCutTightTrackOnly Electrons - ptvarcone20/pT <0.06 -
FixedCutTightTrackOnly Muons - ptvarcone30/pT <0.06 -
FixedCutLoose Electrons topoetcone20/pT < 0.2 ptvarcone20/pT < 0.15 -
FixedCutLoose Muons topoetcone20/pT < 0.3 ptvarcone30/pT < 0.15 -
FixedCutHighPtCaloOnly Electrons topoetcone20 < 3.5 GeV - -
Jets
When quarks or gluons are travelling in the space, they go through the process called
“fragmentation” or “hadronisation” for “colour-confinement” of QCD. This leads to
the multiplication of quarks, gluons (i.e. partons), or even leptons and photons, and
they eventually form the bound states as hadrons leaving complicated signatures in
the detector. One quark from a collision might leave more than one hundred tracks
in the inner detector and several clusters in the calorimeter, and jets are defined as
the ensemble of those signatures. To properly collect those tracks and calorimeter
clusters into the same jets, the reconstruction algorithm is designed to ensure the
infrared safety and collinear safety. The infrared safety means that the soft radiation
from hadronic objects in a jet would not change the jet width or orientation, while
the collinear safety indicates that the nearby particles with higher pT in the collinear
direction of the splitted parton would not affect the jet reconstruction. To achieve both
of the two requirements, the jet reconstruction algorithm [46] employs the following
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two parameters for the jet definition:
dij = min((p
i
T)
a, (pjT)
a)× R
2
ij
R
with diB = (p
i
t)
a (2.9)
where pit and p
j
t are pT of ith and jth entities which could be calorimeter clusters (a
patch of energetic cells in the calorimeter), tracks, or the truth particles in the simula-
tion, Rij is the distance between the i− th and j− th entities, and R is the parameter
to customize the algorithm for performance (i.e. cone size), while a corresponds to
three algorithms which are sensitive to different jet properties. a = −2 is for anti-kt
algorithm, and it has the advantage for better stability of jet structure during recon-
struction with high sensitivity to hard objects and ignorance for the jet substructure as
well as pile-up events. a = 0 and a = −2 are used for Cambridge-Aachen algorithm
and kt algorithm respectively which are more sensitive to jet substructure but with
high dependence on pile-up events and soft objects. When dij < diB, the i
th and jth
objects are merged into the same cluster with the position defined as their barycentre.
If no new pair could be found meeting this condition, the cluster is then defined as a jet.
For the jets in the ATLAS experiment, anti-kt algorithm is preferred with R = 0.4 and
R = 1.0. R = 1.0 is for the scenario that two jets are close to each other, and R = 0.4
could not have the separation power to distinguish them. The input entities for jet
reconstruction is the ECAL clusters in the range of |η| < 4.9, the calorimeter coverage,
with the energy 2σ above the quadrature sum of pile-up events and electronic noise,
while the cluster to initiate the clustering (the seed) has higher requirement of 4σ. The
hadronic energy deposit from HCAL is added to the ECAL clusters through “local cell
weighting” (LCW) [47] which is to calibrate the jet energy scale by the MC simulation
and the data from the single particle test beam. The final reconstructed jets are then
used in analyses after the selection of “jet vertex tagger” (JVT) [48] to guarantee that
they originate from the primary vertex.
b-Tagging [49]
In the SM, ∼ 58.5% of Higgs bosons decay to two bottom quarks (b-quark), and
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almost all top quarks decay to b-quarks (BR(t→ bW)=100%) which is the major back-
ground for most ATLAS analyses. Therefore, how to recognize the jets from b quarks
is an important task for physics purposes.
Different from the signatures other stable SM particles leave in the detector, b-quarks
have a longer lifetime as compared to the other unstable particles which decay almost
at the locations of vertices, so the jets of b-quarks have a displaced vertex several mm
away from the primary vertex. The b-jet identification depends on this property and
the b-quark decay chain. The following three algorithms are used:
• Impact-Parameter-Based Algorithms: given their displaced vertex, b-jet associ-
ated tracks should tend to have a greater impact parameter in both transverse
and longitudinal directions. The impact parameters are used as inputs for the
probability density function for b-quark and light-flavour quark hypotheses. The
ratio of the two possibilities are then taken into a single log likelihood ratio
discriminant (LLR).
• Secondary Vertex Finding Algorithm: to reconstruct the secondary vertex, a
preselection on tracks within a jet based on the kinematic and topological prop-
erties is adopted. This is to reject the tracks from photon conversions, hadronic
interactions, etc. The survived tracks are then taken into the reconstruction of a
single vertex with outlier tracks iteratively removed.
• Decay Chain Multi-Vertex Algorithm: this algorithm is also called “jet finder”.
Its purpose is to find the full chain of “PV → b→ c”. A Kalman filter is applied to
link the vertices to approximate the trajectories of this jet with which the vertices
of b- and c-quarks could be resolved even with only one-track link.
The output of those algorithms are then given to a multi-variable analysis (MVA)
of Boosted Decision Tree for the final discriminant. It is trained with the sample of
tt¯ which contains b-jets and the background composed of 10% c-jets and 90% other
light-flavour jets. The final outcome variable, MV2c, is then applied as a simple cut
to select b-jets, and the suggested working points are shown in tab. 2.3. The rejection
rate is defined as the inverse of the background acceptance rate.
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Table 2.3.: b-Tagging Working Points
Cut Value b-jet Efficiency[%] c-jet Rejection light-flavour-jet Rejection
0.4496 60 21 1900
−0.0436 70 8.1 440
−0.4434 77 4.5 140
−0.7787 85 2.6 28
Missing Transverse Energy (EmissT )
The design of the ATLAS detector utilises electromagnetic and hadronic interactions
to capture particles. If particles are only involved in weak interactions, they leave
no signatures in the detector like neutrinos or some new particles predicted by BSM
theories. In this case, the only way to measure their energy is via the momentum
conservation.
When two protons collide into each other in the LHC, both of them have no momen-
tum on the transverse plane, so the transverse momentum sum of collision products is
supposed to be zero. Therefore, the definition for sum of transverse momentum from
invisible particles could be presented as:
~EmissT = ∑
visible objects
−~piT (2.10)
where EmissT is supposed to be called missing transverse momentum, but it is called
“missing transverse energy” out of historical reason. The explicit form is:
~EmissT = −(∑~peT +∑~pµT +∑~pγT +∑~pjetT +∑~pτT +∑~pso f tT ) (2.11)
with pT contributed from different objects passing loose selection (the notations in the
equation are e as electrons, µ as muons, gamma as photons, tau as tau lepton). Even
though tau, τ, and photon, γ, are not used in this analysis, they are still reconstructed
Experimental Setup 45
and applied in EmissT estimation. The last term (~p
so f t
T ) is referred to the detector soft
signatures which are not used in the reconstruction of any objects. They could be
either from tracks (track soft term, TST) or clusters (cluster soft term, CST). The track
soft term considers only the remaining tracks from the primary vertex, so it has lower
dependence on the pile-up events, while it cannot deal with the contribution from
neutral objects which, instead, could be recovered by the CST. In ATLAS Run2 analyses,
TST is preferred, because it delivers smaller uncertainty with the high pile-ups. As
EmissT is only calculated on the transverse plane, it has no η information.
2.4. Simulation
For the two analyses in this thesis, the SM background estimation comes from the
Monte Carlo simulation. It is performed in several steps: event generation→ event
overlapping with “minimum bias” (MB) events→ detector response simulation→
digitisation→ physical object reconstruction→ physics analysis.
Event generation is through the generators designed by theorists with the input
of theoretical parameters for interactions: pp(→ X)→ Y. X is intermediate particles
with a short lifetime, and it will eventually decay to Y as final stable particles which
leave signatures in the detector. With the example of tt¯ event simulation, the process
would be taken as pp→ tt¯→ b`νbqq with X as the intermediate particles, tt¯, and Y as
the final state particles, b`νbqq. The total cross section of an interaction will then be
evaluated by this equation [50]:
σpp→Y =∑
a,b
∫
dx1dx2 fa(x1, µ1) fb(x2, µ2)σˆa+b→X(x1, x2, µR) (2.12)
with a,b as the proton partons (quark or gluon) involved in the interaction, and x1 and
x2 are the momentum fraction of the partons relative to the whole proton, σˆa+b→X is
the cross-section calculated perturbatively of the process, a + b→ X, and fa, fb are the
parton distribution function (PDF) for the corresponding parton which determines the
possibility of momentum transfer from partons, a and b, to the output particle, X. µ1,
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µ2, and µR are the parameters which decide how the PDF depends on x1 and x2.
For the ATLAS simulation, two processes are simulated in one event: pile-ups, pp→ jj,
and hard-scattering, pp(→ X) → Y with X and Y as particles of interest. Generally,
hard-scattering is generated with a specific generator which can give the best accuracy
of simulation, and the events are then passed to PYTHIA8 [51, 52] for the generation
of pile-up events and the hadronizaton of the hadronic objects which are stored in the
“HITS” files.
The next step is to simulate the interaction between the particles and the detector. The
detector is described by GEANT4 [53] with the input parameters like materials and
physical design. The detector description is stored in the ATLAS Geometry database
which has low flexibility to change the content, while an additional database, COOL,
is used to keep the information changed with time like dead channels and LAr high
voltage settings. The particles are then parametrized to interact with the detector,
which gives the digitalised output of raw data objects (RDO) like tracks and calorime-
ter clusters . After the same physical object reconstruction from the detector signatures
as data, the simulation samples are ready for the physical analyses in the data format
called “analysis object data” (AOD). The full procedure could be seen in the diagram
of Fig. 2.13 .
Figure 2.13.: The full procedure of the ATLAS simulation
Chapter 3.
Resonance Searching Strategy
“The wilderness must be explored!”
— Russell, Up
The search for resonance signatures is applying a general strategy with three bench-
marks for exotic particles of different spins: the narrow-width-approximation scalar
boson (NWA, spin=0), the heavy vector triplet (HVT W’, Z’ bosons, spin=1), and the
Randall-Sundrum graviton (RSG, spin=2).
In the study of this thesis, WW and WZ are the two medium states of interest through
the production of gluon-gluon fusion (ggF), Drell-Yan process (DY), or vector boson
fusion (VBF). The vector boson fusion is the fusion process of two vector bosons (W or
Z) emitted from two incoming quarks, and the two quarks are then scattered into two
energetic jets with a wide η separation and high invariant mass, which is taken as the
key signature to select VBF events (details in event selected section). The production
processes could be seen in Fig. 3.1 as Feynman diagrams, and it should be noted
that DY and ggF are indistinguishable from detector signatures. The strategy herein
considers only final states in which one W boson decays leptonically (W → lν) into an
electron or muon accompanied by a neutrino of the corresponding flavour, while the
other boson,W or Z, is chosen to decay hadronically into two quarks reconstructed
into two R = 0.4 jets or one R = 1.0 jet (W/Z → jj or W/Z → J). The events with W
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bosons decayed into taus are not considered in this analysis. The benefit of choosing
this final state is to have the high branching ratio from the hadronic decay and suppress
the QCD contamination by the leptonic decay. This study is conducted to search for
particles in a wide mass range from 300 GeV to 5 TeV. If the mass of a resonance parti-
cle is high enough (m > 1 TeV), the bosons would be highly boosted. In this scenario,
the two quarks decayed from boosted bosons get too close to each other which is be-
yond the resolution of anti-kT algorithm with R = 0.4, so they are not resolved as two
jets, and a larger cone of R = 1.0 is applied to collect their signatures into a single fat jet.
This search was performed with the 36.1 f b−1 data collected by the ATLAS detec-
tor in 2015 and 2016 with pp collisions at
√
s = 13 TeV (s is a Mandelstam variable
meaning the square energy sum of the two quarks involved in a collision).
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Figure 3.1.: The Feynman diagrams of different production mechanisms for particle X which
decays into two SM bosons.
3.1. Signal Models
In the SM, bosons are the force carriers and also maintain the conservation of certain
physical quantities associated with underlying symmetries. To seek for the solution of
unsolved problems of the SM, many new models predict the existence of new bosons
corresponding to unknown interactions or symmetries, and they also have the strong
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coupling to the SM bosons which provide the access to verify those theories. However,
the existing new models are constructed with many free parameters, and each set of
them needs a dedicated analysis from the experimental side, which is impossible in
reality. Therefore, a simplified model with only the kinematic parameters related to
resonance mass is introduced for which experiments provide precise measurements
for on-shell bosons.
This strategy could scan through many models, so it is defined as a general search.
However, to give a better separation between signal and background, three bench-
marks are applied in this analysis for sensitivity optimization as mentioned before.
Narrow-Width-Approximation Higgs Boson
Some extended models predict the existence of high mass Higgs bosons (BSM Higgs
boson) to solve the problems of Higgs boson naturalness. However, as only kinematic
properties are concerned, the interpretation model chosen in this analysis is the SM
Higgs boson but with higher mass. To have further simplification, the decay of the
Higgs boson is forced to be always at the mass pole with the narrow width approxima-
tion. This means the transferred momentum, q, from the proton partons is exactly the
mass of the resonant particle under the assumption, which gives the narrow resonance
width, Γ/mH << 1 (Γ is the mass width on Higgs boson mass spectrum with mH as
the new mass of Higgs boson), and the interference to the SM Higgs boson is taken to
be negligible [54]. Therefore, the relativistic Breit–Wigner distribution could be written
as:
f (q) =
kpi
mHΓ
δ(q2 −m2H) (3.1)
where k represents:
k =
2
√
2mHΓγ
pi
√
m2H + γ
(3.2)
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and γ =
√
m2H(m
2
H + Γ
2). This is then used to evaluate the cross-section of the Higgs
boson production.
Heavy Vector Triplet
Heavy vector bosons are predicted by many new BSM theories with the coupling to
quarks, leptons, SM vector bosons and Higgs bosons. To examine the suitable theories,
this study attempts to investigate all the couplings with a set-up of one neutral heavy
boson, Z′, and two degenerate charged bosons, W ′ ± , with the given coupling constant,
gV . For optimization, two models are taken as the benchmarks [55,56]. Model A is with
an additional symmetry breaking to SM, SU1(2)× SU2(2)×U(1)→ SUL(2)×U(1)
giving a weak coupling: gV ∼O(1). For the scenario of a strong SM boson coupling,
the Minimal Composite Higgs Model is taken as model B with the symmetry breaking,
SO(5)→ SO(4) for 4pi ≥ gV ≥ 1. However, because the decay width is proportional
to the coupling constant, and the focus of this search is for the narrow resonance, only
6 ≥ gV ≥ 1 is considered with ΓV′/mV′ below 10%.
To simplify the models, the coupling strength to all fermions are equal with the
scale of g2cF/gV where g is the SUL(2) gauge coupling, and cF is the dimensionless
coefficient between bosons and fermions defined as a free parameters of order one
(ranged between one and ten) in the phase space of interest. As the fermionic coupling
scale is proportional to 1/gV , model A turns to be more sensitive to the fermionic
production with Drell-Yan process, but it is suppressed in model B. In contrast, the
coupling to bosons is governed by cHgV with cH as the universal coupling among
bosons. Therefore, model B has higher branching ratio of the diboson decay channel
and also the production rate from vector boson scattering in this analysis than model
A. For the interpretation, the two parameters, g2cF/gV as well as cHgV , construct a
two-dimension phase space across which production rates and decay branching ratios
vary significantly.
As the coupling to all bosons are the same (cHgV), the neutral and charged heavy
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bosons (Z′ and W ′ ± ) have the same decay branching ratio to all SM bosons:
BR(Z′ → ZH) = BR(Z′ →W ±W ± ) = BR(W ′ ± →W ± Z) = BR(W ′ ± →W ±H)
(3.3)
However, with the small mixing angle (between SM and BSM bosons), the coupling in
the transverse component of a field is well suppressed, and the dominant contribution
is from the longitudinal component. For the same reason, the couplings to neutral
dibosons and Wγ are also so weak that those channels are ignored in this analysis. For
the case of coupling to HH, this interaction is forbidden due to the conservation of
momentum and angular momentum.
Randall-Sundrum Graviton
As discussed in Chapter 1, extra dimensions were proposed as one of the solu-
tions [57] to the hierarchy problem. It leads to the result that the effective Planck
scale, Mpl = 2× 1018GeV, is determined by the existence of extra dimensions from the
orginal scale, M, and the extra-dimension geometry. The relation between Mpl and M
is:
M2pl = M
n+2Vn (3.4)
where n is the number of dimensions which are not yet observed, and V is the volume
constructed from the extra dimensions regardless of the four-dimensional spacetime.
Therefore, the visible spacetime is just a manifold under (4+ n) dimensions.
Under Randall-Sundrum model, only one more dimension is needed, which hy-
pothesises that the fifth dimension in addition to the spacetime four dimensions is
constrained with boundary condition of the φ periodicity ranged between −pi to pi
called the “warped bulk”. It bridges two four-dimensional manifolds at φ = pi and
φ = 0. The “Hilbert-Einstein”actions under the set-up could be presented as:
S = Sgravity + Sobs + Shid (3.5)
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Sgravity =
∫
d4x
∫ pi
−φ
dφ
√
G
[
−Λ+ 2M3R
]
(3.6)
Svis(hid) =
∫
d4x
√
−gvis(hid)
[
Lvis(hid) −Vvis(hid)
]
(3.7)
withΛ as the cosmological constant, R as the scalar spacetime curvature, and g’s are the
determinants of metric tensor matrix, gµν, Vvis, and Vhid are the constant gravitational
potentials taken out from the Lagrangian vacuum energy for the visible and hidden
spacetimes. After inserting the terms into the Einstein Field Equation, it leads to the
solution for the spacetime description in terms of the line element:
ds2 = e−2σ(φ)ηµνdx
µdxν + r2c dφ
2 (3.8)
with
σ(φ) = krc|φ| k =
√
−Λ
24M3
(3.9)
where η is the Minkowski metric, and rc is the constant independent of φ taken as
the “compactification radius” of the extra dimension on the orbifolding. As a result,
the extra dimension only has the dimensional interval, pirc, at φ = pi in the visible
spacetime. Taking the space description into Eq. 3.4, the relation between rc and Mpl
could be derived as:
M2pl =
M3
k
[
1− e−2krcpi
]
(3.10)
This expression indicates that Mpl depends on krc, and the weak gravity could be
explained with a proper choice of rc. Under the solution, the existence of graviton
(the gravitational field) is then taken as the tensor fluctuation on Minkowski metric:
ηµν → ηµν + h¯µν(x). To estimate its mass, the new spacetime geometry is inserted
into the Higgs sector in the SM Lagrangian, and it gives the result: m = e−krcpim0
with m0 as the original mass scale in the visible manifold, and m as the one in the
five-dimensional spacetime. (This relation could also be applied to SM particles.)
If ekrcpi is of the order 1015, the mass scale would be in the scale of TeV under this
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mechanism, which offers the signature verifiable to the LHC energy scale with the
couplings to SM particles derived the same way.
3.2. Simulation Samples and Derivation
Each SM background process and each signal sample are simulated by the procedure
mentioned in Sec. refsec:simulation. To make a proper comparison between simulation
and data, the event numbers are normalised to the theoretical cross section and total
data luminosity. However, the modelling of interactions between the ATLAS detector
and particles is not perfect, and it leads to discrepancy in efficiency measurements
including the particle reconstruction, lepton isolation, trigger, and jet b-tagging effi-
ciency. To recover this disagreement, scaling factors are estimated from the comparison
between data and the simulation from a Monte Carlo method (MC) and applied as
event weights on the simulation samples.
Another disagreement comes from the inconsistency in distribution of interaction
numbers per bunching crossing, µ. To eliminate the effect, one more scale factor is
applied through the process called “pile-up reweighting” (PRW) to make the simulated
µ distribution agree with data.
After considering all the factors for the data-MC comparison, the final simulation
event yield is reweighted to data by:
Nyield = L× σ× erec× eiso× etrigger× eb−tagging× eprw/Nmc (3.11)
where Nmc is the total event weight from simulation, σ is the cross-section for the
interaction, and e’s stand for the scaling factors of different contributions like trigger
or reconstruction efficiency. L and σ are the integrated luminosity and cross-section of
the interaction.
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Background Simulation
Some of the SM processes have the same final state to the new physics of our in-
terest: one lepton, one neutrino and multiple jets, and they are called “irreducible”
background which could not be well-suppressed by selection cuts. This type of back-
grounds are estimated from the MC simulation contributed from W+jets (W → lν), tt¯
(t→ bW → bjj and t→ bW → blν), diboson (WW/WZ → lνjj), Z+jets (Z → ll), and
single top interactions.
The events of W/Z+jets are simulated by SHERPA v2.2.1 [58], with the PDF con-
figuration of NNPDF30NNLO [59] as the baseline generator, and the simulation
uncertainty is taken by the comparison to other generators detailed in next chapter.
With the complicated process of hadronisation including the broad range of jet pT and
involved quark flavours, the simulation is done respectively with multiple slices of
max(hT, pT(W/Z)) (hT is the scalar sum of pT from all jets) and different number of
bottom and charm quarks. The involved matrix element for the simulation are up to 2
partons at NLO (next to leading order) and 4 partons at LO (leading order) which is
followed by merging into the Sherpa parton shower. The resulting cross section for
normalisation is estimated to NNLO (next next to leading order) of QCD.
tt¯ events are generated through POWHEG-BOX [60] v2 with the matrix element calcula-
tion provided by CT10 PDF [61] with the top quark mass set at 172.5 GeV, and the
HDAMP parameters for high pT radiation is set at 1.5mt. Different from SHERPA as a
self-contained generator to do parton shower itself, the simulation from POWHEG-BOX
is then interfaced through MADSPIN [62] and PYTHIA8.186 tuned by Perugia 2012
(P2012) [63] and CTEQ6L1 PDF [64] sets for spin correlation preservation of top
quark decays and the following parton shower, fragmentation and underlying events.
The renormalisation and factorisation scale of the whole process are determined by√
m2t + p
2
T(t). The tt¯ cross section used for normalisation is calculated using TOP++
2.0 [65] with the precision up to NNLO in QCD. To take in the contribution from
soft gluon terms, a re-summation with next-to-next-to-leading logarithmic (NNLL) is
applied to make further correction.
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Single top events are generated through three processes: s-, t- and Wt-channel pro-
ductions (Feynman diagrams are presented in Fig. 3.2). For the simulation of Wt and
s-channels, the same recipe from tt¯ generation is adopted, while the t-channel one
is through POWHEG-BOX v1 with fixed four-flavour CT10F4 PDF [66] set but also
followed by the same procedure for decay and parton showering from tt¯ generation.
The renormalisation and factorisation scales are set respectively for the three channels
with:
• s-channel & Wt-channel: mt
• t-channel 4×
√
m2q + p
2
T(q) (q is the quark associated with the single top quark
production)
The cross section for each production is calculated separately with the description
in [67, 68].
(a) t-channel (b) Wt-channel (c) s-channel
Figure 3.2.: The Feynman diagrams of three channels for single top production.
The generation of WW/WZ events are also through SHERPA v2.2.1 for the event
production and the hadronisation.
Signal Simulation
HVT samples are generated via MADGRAPH5 [69] interfaced to PYTHIA8 [52]
with the resonance mass points ranged from 300 GeV to 5 TeV with 100 GeV spacing.
For simplicity, gV = 1 and gV = 3 are set for model A and model B respectively.
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RS graviton events are also simulated through MADGRAPH5 and PYTHIA8, and
only the ggF production is considered for this signal. Within the simulation, rc = 1 is
set as the default for the simulation, but it is also reweighted in the resonance mass
distribution at parton level for rc = 0.5
1 This is for the comparison with the result
from the CMS collaboration. The decay width of graviton mass with this configuration
is expected to be ≈ 6%. The decay widths and cross-sections of HVT and RS graviton
are summarised in tab. 3.1.
For the NWA Higgs boson, its interference to the SM Higgs boson (125 GeV) is as-
sumed to be negligible as discussed in 3.1. Its narrow decay width is set as a constant
at 4.07 MeV for all mass points which is beyond the experimental resolution with the
production of ggF and VBF, which are simulated separately. The simulation is done by
POWHEG-BOX v2 showered with PYTHIA8 under CTEQ6L1 PDF set.
Table 3.1.: The decay width and cross section of HVT and RSG at 800 GeV, 1.6 TeV, and 2.4 TeV
mass points
HVT W’ and Z’ RS G∗
m Γ σ× BR(Z′→WW) σ× BR(W ′→WZ) Γ σ× BR(G ∗ →WW)
[TeV] [GeV] [ f b] [ f b] [GeV] [ f b]
0.8 32 354 682 46 301
1.6 51 38.5 79.3 96 4.4
2.4 74 4.87 10.6 148 0.28
Derivation
For practical reasons, the analyses were not run on AODs directly. Instead, they
went through the “derivation” procedure composed of “trimming” and “slimming”
to drop down variables and events of no interest first [70], which outputs the data
format called derived AOD (DAOD). For the broad variety of analysis types, a couple
of derivation schemes are applied, and the analyses with similar final states share the
1Reweighting is a feature of Madgraph. For similar configurations of simulations, the samples can be
obtained by altering the weight of existing samples based on the kinemtic properties.
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same derivation scheme.
With the final state of this analysis, “HIGG5D2” is chosen with the derivation scheme
as the following:
• trigger: passing at least one unprescaled electron, OR muon, OR EmissT trigger
• lepton: one electron OR muon with pT > 15 GeV
• jet: two small R jets with pT > 20 GeV, OR one small R jet with pT > 100 GeV, or
one large R jet with pT > 150 GeV
3.3. Physical Object Definition
Because the LHC is using protons as the beam source, it leads to the enormous pro-
duction of hadronic jets. Within the environment, most reconstructed objects have the
potential to suffer from great contamination from jet misidentified as other objects.
Therefore, the definition on the signal objects selection as well as the loose object
rejection for this analysis is to keep the signal efficiency and significant suppression of
misidentification of the intended objects at the same time.
Electron
The electrons in this analysis are defined as two types, loose and signal, and each event
only has exactly one signal lepton without additional loose one. Signal electrons are
required to have pT above 27 GeV to reach the trigger efficiency turn-on plateau, and
|η| < 2.47 is applied on both electron types within the acceptance of inner detector
with the crate region vetoed (1.37 < |η| < 1.52). The impact parameter cut is required
to suppress the electrons contributed by pile-up events by the cuts on the distance
between the electron and the primary vertex on the transverse plan and the z-axis.
The selection criteria for signal and loose electrons are shown in Tab. 3.2.
In addition to the fundamental quality requirement, the overlap removal is applied
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afterwards to prevent the objects reconstructed from the same detector signature.
When an electron shares inner detector tracks with any muon candidate, the electron
is discarded. The existence of a nearby jet defined by:
• 0.2 < ∆R(e, j) < min(0.4, 0.04+ 10 GeV/pT(e))
also makes the electron removed. The final requirement on electron is that it shall be
consistent with the trigger level electron which fired the required electron trigger to
suppress the QCD background.
Table 3.2.: Selection for electron candidates used in the analysis. Loose and signal electrons
are defined.
Electrons
Loose Signal
pT > 7 GeV > 27 GeV
|η| < 2.47 /∈ [1.37, 1.52]
Identification LooseLH TightLH
Isolation LooseTrackOnly FixedCutTight
|d0/σ(d0)BL| < 5
|z0 sin θ| < 0.5 mm
Muon
Similar to electrons, loose and signal muons are defined with pT and |η| cuts in
the consideration of trigger turn-on curve plateau and inner detector coverage. The
requirement on muon impact parameters is tightened for better rejection to the cosmic
muons. The selection criteria are shown below in Tab. 3.3
Different from the electrons, muons are kept, when it is close to small-R (R=0.4)
jets. And, those jets are discarded, if they fulfil either of the following conditions:
• ∆R(µ, j) < 0.2
• number of associated tracks is smaller than 2 (the ghost-association algorithm
mentioned in large-R jet definition in the following)
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• pµT/p
j
T < 0.5 with ∆R(µ, j) < min(0.4, 0.04+ 10 GeV/pT(µ))
• pµT/∑n1 ptrkT < 0.7 with ∆R(µ, j) < min(0.4, 0.04+ 10 GeV/pT(µ))
If a jet pass the above selection with a distance po the muon with∆R(µ, j) < min(0.4, 0.04+
10 GeV/pT(µ)), the muon is discarded instead.
The last selection in muon is that it shall be spatially consistent to the trigger muon if
muon trigger is fired in the event.
Table 3.3.: Selection for muon candidates used in the analysis. Veto and signal electrons are
defined.
Muons
Loose Signal
pT threshold 7 GeV 27 GeV
|η| < 2.7 < 2.5
Identification Loose Medium
Isolation LooseTrackOnly FixedCutTightTrackOnly
|d0/σ(d0)|w.r.t.BL < 3
|z0 sin θ| < 0.5 mm
Small R Jets [R=0.4]
In the intended final states, the jets (denoted as j) come from the decay of W bosons
(W→ jj) or the remnant quarks from the vector boson fusion (jj→WWjj or jj→WZjj).
Because of the kinematic properties, the two types of jets are selected respectively. The
full selection criteria are in Tab. 3.4.
The pair of VBF jets are supposed to be a high mass dijet system with wide separation,
so they have a tighter pT selection of pT > 30 GeV but a looser |η| cut, |η| < 4.5. For
signal jets (the jets from the boson decay), they are only required to have pT > 20 GeV,
and only the ones within the acceptance of inner detector (|η| < 2.5) are taken as jet
candidates for event selection. The jet quality requirement is to remove the “fake jets”
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from calorimeter noise pulse, cosmic ray, or non-collision background (like beam-halo),
which is called “jet cleaning” [71].
Table 3.4.: Selection for small-R jets
Small-R Jets
Signal Jets VBF Jets
Algorithm anti−kt, R = 0.4
pT > 20 GeV > 30 GeV
|η| < 2.5 < 4.5
Quality not “bad” jet
JVT < 0.59 ( |η| < 2.4 && pT < 60 GeV)
b-Tagging MV2c10, 85% efficiency
Large R Jets [R=1.0]
When the W or Z boson is highly boosted and decayed from a heavy particle, the
outcoming quarks would be close to each other. In this case the small R jets would not
have enough resolution power to reconstruct them individually, so the large R jets (or
called “fat jets” and denoted as J) are reconstructed to collect the energy deposits from
the close-by quarks. The full selection on the fat jets could be seen in Tab. 3.5. With
this topology, the jet mass and pT would need a further correction due to the limited
calorimeter spatial resolution. This is performed with the track-assisted mass, mTA [72],
as the calorimeter cannot provide enough spatial resolution. mTA is estimated from
the tracks left by charged jet partons inside the fat jets defined as:
mTA = mtrk× p
J
T
∑ ptrkT
(3.12)
Here, mtrk is the reconstructed mass of the tracks taken as massless particles, and ptrkT
is the vector sum from pT of tracks. The ratio of pT between the jet and tracks is to take
in the neutral-to-charge fluctuations. It could then be combined with the calorimeter
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mass, mcalo, into the combined mass, mcomb, by this definition:
mcomb =
σ−2calom
calo + σ−2TA m
TA
σ−2calo + σ
−2
TA
(3.13)
with σcalo and σTA as pre-estimated mass resolutions for the calorimeter and track-
assisted mass which are assumed to be uncorrelated. From Fig. 3.3, it could be seen
that the calorimeter mass has better performance in the low pT(W) regime benefited
from the great energy resolution, but it is degraded as pT(W) increases, while the track-
assisted mass performed in an opposite way. The combined mass takes the merits of
these two mass definitions and provide the best mass resolution (∼ 10%(15%) at jet
pT = 1 TeV(2.5 TeV)). It is taken as the nominal fat jet mass in this analysis with the
selection of mcomb > 50 GeV. The jet pT is the corrected by p
comb
T = p
calo
T ×mcomb/mcalo
Table 3.5.: Selection for large-R jets
Signal Large-R Jets
Algorithm anti−kt, R = 1.0
pT >200 GeV
|η| < 2.0
Mass threshold 50 GeV
W/Z Tagger Dβ=12 &m
comb
However, the combined mass is still not proficient to select the W/Z decayed fat
jets precisely, so the substructure of jets is needed to improve the boson tagging.
This extra information is extracted with the subjets of R = 0.2 from a kT algorithm
performed on the clusters used to reconstruct small-R jets. Those tiny jets are then
taken as the new entities to be “ghost-associated” with the fat jets, which mean the
anti− kT algorithm is performed on the R = 0.2 subjects pT selected by the threshould,
pR=0.2T /p
R=1.0
T > 0.05, for a re-clustering. The jet substructure information could then
be given by the discriminant, Dβ=12 , for the W/Z boson recognition [73] which is
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Figure 3.3.: The jet mass resolution as a function of jet pT for jets produced from boosted W
boson [72]. Three different jet mass reconstruction algorithms are displayed: the
calo-jet mass (mcalo), the track-assisted mass (mTA), and the combined TA+calo
mass (mcomb).
defined as:
Dβ=12 =
eβ3
eβ2
(3.14)
with eβ2 and e
β
3 as:
eβ2 =
1
(pjetT )
2 ∑
i<j∈J
piT p
j
T(∆Rij)
β (3.15)
eβ3 =
1
(pjetT )
3 ∑
i<j<k∈J
piT p
j
T p
k
T(∆Rij∆Rjk∆Rik)
β (3.16)
where ∆R is the distance between two R = 0.2 jets with i, j, and k as the indices for
subjets. The boson tagging requirement is then done by a 2D cut on both Dβ=12 and
mcomb as a function of pT shown in Fig. 3.4 with two working points (WPs), 50% and
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80%, for the tagging efficiency. The curves are smoothed, but the cuts are applied in
different bins.
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Figure 3.4.: The thresholds of the mass window cut (mcombo) (a) and the upper cut on Dβ=12
(b) as a function of pT used in this analysis. The cuts for W-(Z)-boson tagging is
shown by red (blue) lines.
Missing Transverse Energy
Although EmissingT is supposed to be reconstructed as shown in Sec. 2.3, hadroni-
cally decayed taus and photons are treated as jets for the intended final state in this
analysis.
The cut on EmissT will be discussed in the next section.
3.4. Event Selection
The event selection in this analysis is performed to define signal regions which is ex-
pected to be enriched with events of new-physics-like (signal-like) detector signatures
as well as the control regions enriched with the SM events which is to give constrains
in the SM background contributions in signal regions when the simultaneous fit is per-
formed(details in the next chapter). For this analysis, two control regions are defined
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corresponding to two dominant background, W+jets (WR) and tt¯ (TR) interactions,
whose events are orthogonal to each other.
As discussed before, the signal regions are defined into four categories by production
channels (VBF and ggF/DY) and jet topologies (single merged jets or two resolved
jets): VBF merged, VBF resolved, ggF/DY merged, and ggF/DY resolved, and they
are defined as the following:
• VBF: the existence of a jet pair with high invariable mass and broad η separation
(the selection criteria is in the following)
• ggF/DY: no VBF jet pair is found
• Merged: at lease one large-R jet is found fulfilling the definition mentioned in
Sec. 3.3.
• Resolved: no fat jet is found.
By this definition, the four categories are orthogonal to each other, and the category
priority is given as: VBF merged → VBF resolved → ggF merged → ggF resolved.
This scheme is performed to give the category with less background contamination
higher priority. Furthermore, each categories have WW and WZ signal regions due
to different charges of signal particles (W ′→WZ, and G/H/Z′→WW) which are
selected by the mass of hadronically decayed bosons. For WW signal regions, the fat
jet or the dijet system should have the mass in the W mass window, while they are in
the Z mass window for the WZ signal region. (It should be noted that WW and WZ
signal regions are not orthogonal to each other).
If a event fails the signal region selection and passes either the control region selections,
it would be recycled into the control regions. Then, the same event categorisation
is performed in control regions , which gives each signal category a corresponding
control region. The priority of event categorisation for both signal and control could
be seen in Fig. 3.5.
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Figure 3.5.: Illustration on the priority of event categorisation for both signal and control
regions.
3.4.1. Trigger
The first applied criterion on event selection is the trigger. The recorded data is a broad
collection of different physical signatures, and our final state only accounts for a small
fraction of them, so the trigger is used to choose the events with signatures of interest.
Hereby, the chosen triggers for this analysis are single electron triggers, single muon
triggers, and EmissT triggers. Because of the increasing luminosity provided by LHC,
the trigger thresholds were enhanced in 2016 to reduce the trigger rate. For the MC
samples, the run number is randomly generated, and the events shall only pass the
triggers available in the random run number. The full trigger set used in this analysis
is shown in Tab. 3.6
Three electron triggers are used in electron channel including the unprescaled lowest
threshold one to maximize the signal efficiency. The other two triggers are used to
select high pT electrons with looser isolation requirement. The combined performance
of the triggers is around 90% efficiency at the turn-on plateau as a function of pT,
which was studied by a dedicated Z→ ee sample [74].
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Table 3.6.: The list of triggers used in the analysis.
Data-taking period Electron channel
Muon channel
pT , (µν) < 150 GeV PT , (µν) > 150 GeV
2015
HLT_e24_lhmedium_L1EM20 HLT_mu20_iloose_L1MU15
HLT_xe70HLT_e60_lhmedium HLT_mu50
HLT_e120_lhloose
2016a (run < 302919)
HLT_e26_lhtight_nod0_ivarloose HLT_mu26_ivarmedium
HLT_xe90_mht_L1XE50HLT_e60_lhmedium_nod0 HLT_mu50
(L < 1.0× 1034 cm−2 s−1) HLT_e140_lhloose_nod0
2016b (run ≥ 302919)
same as above same as above HLT_xe110_mht_L1XE50
(L < 1.7× 1034 cm−2 s−1)
Total int. lumi. [ f b−1] 36.1 35.6 35.9
In muon channel, EmissT and muons triggers are both used, which depends on the
transverse momentum sum of muon and EmissT denoted as pT(µν). For the scenario
of pT(µν) < 150 GeV, two unprescaled single muon triggers are used with the logic
of “OR”: one for single isolated muons passing the lowest threshold, and another one
with for single muon passing a higher threshold without the requirement on isolation.
Otherwise, EmissT triggers are chosen for events with pT(µν) > 150 GeV, because the
combined performance of muon triggers can only reach 70% efficiency on the plateau
with the study on signal samples.
However, the EmissT cut in this analysis is below the plateau, so there might be the
inconsistency between data and simulation in terms of the efficiency. Therefore, a “tag
and probe” method is applied to study the trigger efficiency as a function of pT(µν)
(because muons are invisible in the L1Calo system, so EmissT in the hardware trigger
level is actually pT(µν)). This study is performed on boosted and resolved channels
respectively. The tagged events are required to fulfil the following conditions for the
resolved (boosted) channel:
a) one muon with pT > 27 GeV
b) at least 2 signal jets (1 fat jet) selected for resolved (boosted) category
c) the unprescaled lowest threshold muon trigger is fired
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d) pT(µν) > 75GeV
Then, the probe is performed by the selection on the tagged events by whether the
events pass the EmissT trigger. The efficiency is therefore taken as the ratio of probed
event number over the tagged event number. The result for data and simulated tt¯
events are shown in Fig. 3.6 for boosted channel and Fig. 3.7 for the resolved channel.
They are presented as a function of pT(`ν), and it could be seen that the efficiency
reaches the 100% plateau at pT(µν)∼ 200 GeV. However, EmissT trigger is applied for
the case of pT(µν) > 150 GeV, and there is the efficiency discrepancy between data
and simulation sample. To recover the discrepancy, the scaling factor is applied as an
extra weight on simulated events for a proper modelling of background estimation
from simulation. In the concern of the orthogonality, signal regions are a small fraction
of events used in this study, so the interference is negligible.
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Figure 3.6.: The upper plot is pT(µν) distribution of tagged (real) and probed (dotted) events
in boosted channel for data (a) and tt¯ events (b). The lower plots is the efficiency
as a function of pT(µν)
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Figure 3.7.: The upper plot is pT(µν) distribution of tagged (real) and probed (dotted) events
in resolved channel for data (a) and tt¯ events (b). The lower plots is the efficiency
as a function of pT(µν)
3.4.2. Event Cleaning and Preselection
After the trigger, the event “quality” is verified by a series of flags in data determining
the suitability of an event for physical analyses. The following is the list:
• Good Run: when the detector operates in a proper status without intolerable
defects like dead channels in the colorimeter covering a significant region, the
runs go into the good run list (GRL). Only the events contained in the GRL are
considered in this analysis.
• Primary Vertex: because all the physical objects are required to origin from the
primary vertex, its existence is essential. Events without a proper primary vertex
(defined in Sec. 2.3) are discarded.
• Tile Error Veto: part of the channels in tile detector are broken. If they accept any
physical objects, this flag would be marked, and the events are vetoed.
• LAr Error Veto: part of the channels in LAr detector are broken. If they accept
any physical objects, this flag would be marked, and the events are vetoed.
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• SCT Error Veto: part of the channels in SCT detector are broken. If they accept
any physical objects, this flag would be marked, and the events are vetoed.
• Core Error Veto: during data-taking periods, the ATLAS central DAQ system
might suffer from some glitches which broke the data recording, and the flag is
marked for events. They are also vetoed in this analysis.
3.4.3. Reconstructed Mass of Signal Objects, mWV
This analysis is searching for the mass resonance of exotic particles. If there is the
existence of signal particles with the narrow width assumption applied in this analysis,
a peak should be spotted in the mass spectrum of reconstructed from signal objects
(two jets, one lepton, and one neutrino) denoted as mWV . Therefore, mWV is taken
as the discriminant to input to the statistic interpretation which will be discussed
in the next chapter. However, the longitudinal momenta of neutrinos, pνz , are not
measured, so the mass resolution is degraded. To improve it, pνz is solved with the
assumption that all neutrinos are coming from the process, W → lν, so EmissT could
be taken equally as transverse component of neutrino momentum, pνT. Therefore, the
equation of energy conservation of W boson decays can be written down as:
m2W = m
2
l + 2E
l
√
pνT
2
+ pνz
2 − 2~plT ·~pνT − 2plz pνz (3.17)
with the four-vector of leptons as (ml, p
l
T, p
l
z) where ml and p
l
T could be written as:
plT =
√
plx
2
+ ply
2
(3.18)
ml =
√
El
2 − plT
2 − plz
2
(3.19)
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Figure 3.8.: The pνz resolution with absolute values of the solutions, bigger (blue) and smaller
(red) one.
In SM, W bosons have the mass of 80 GeV (mW), so ml for electrons and muons is
negligible. This leads to the quadratic equation with pνz :
4plT
2
pνT
2 − 4
(
m2W + 2~p
l
T ·~pνT
)
plz p
ν
z −
(
m2W + 2~p
l
T ·~pνT
)2
+ 4plT
2
pνT
2
= 0 (3.20)
If the solutions are complex, only the real terms are taken into this analysis, and the
imaginary term is discarded. If both solutions are real, the resolutions are compared
with the absolute value of solutions (bigger one and smaller ones) to determine which
solution to use. It is defined as:
σ =
ptruthz − pνz
ptruthz
(3.21)
with ptruthz as the neutrino longitudinal momentum at generator level (MC truth). The
result could be seen in Fig. 3.8, and it indicates the bigger one has slightly better
performance in terms of the mass resolution, so it is kept. The similar assumption is
also made on the hadronically decayed objects. The two selected signal jets are also
assumed to always originate from a W or Z boson, so the reconstructed mass of two
selected signal jets, mV , is supposed to be sim80 GeV (sim91 GeV) for W (Z) boson.
Therefore, the invariant mass and transverse momentum of this di-jet system, mjj and
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pT(j, j), are taken to correct the transverse momentum of the di-jet system, p
corr
T :
pcorrT = pT(j, j)×
mV
mjj
(3.22)
With the two corrected boson systems (W→ `ν with pνz correction and mW , and V→ jj
with pcorrT and mV), the invariant mass of the diboson system, mWV , is evaluated. A
comparison for the evaluations with and without this “mass-constraint” correction
could be seen in Fig. 3.9 with NWA Higgs boson samples of 300 GeV, 500 GeV, and
700 GeV, and the ones with this correction has a better resolution.
Figure 3.9.: mWV distributions for gg → H → WW signals at m = 300 GeV (solid), 500 GeV
(dashed) and 700 GeV (dot), with (red) and without (blue) W-mass constraint to
W → jj system.
3.4.4. VBF Event Selection
As VBF signal regions have better sensitivity than ggF/DY ones, the selection criteria
play an important role in this analysis. The optimization on the selection is conducted
in three steps. First, all VBF events are required to have at least 4(2) jets in the resolved
(boosted) channel. Second, the two jets in the dijet system are chosen as the pair with
the highest mass, opposite η signs, and not b-tagged. This pair was chosen prior to
the W/Z → jj signal jet selection and removed from signal jet candidates. Then, the
optimization is performed on a 2-dimensional phase space constructed by ∆η(j, j)
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and m(j, j) which are two most evident signatures of this production process. The
performance of the cuts on the two variables is determined by signal significance, σ,
which is evaluated on the mWV distribution which is defined as:
σ2 =
Nbin
∑
i
(
si
si + bi + (∆bi)
2
)2
(3.23)
Here, si and bi are the signal and background event numbers in the mWV distribution
with the binnings shown in Eq. 4.2 and 4.3, and ∆ is set at 1.5% taken as the hypothe-
sised systematic uncertainty. Fig. 3.10 shows the result of the optimization performed
on the signal sample with 700 GeV HVT, and the best significance could be achieved
by:
• mVBFjj > 770 GeV
• ∆η(jj) > 4.7
The other reason to choose this set of cuts is to make it consistent with WZ/ZZ →
ll jj/ννjj analysis [75] for the combination in next chapter. In the following of this
thesis, the reconstructed mass of two VBF jets is denoted as mVBF.
3.4.5. Boosted Event Selection
In the boosted channel, the most important selection above the others is that at least one
large R jet fulfils the W/Z boson 80% efficiency tagging working points. Then, those
events are further categorized into high purity and low purity regions determined
by whether the 50% tagging working points are passed. The full selection is seen in
Tab. 3.7. It should be noted that W and Z boson taggers are applied respectively in
signal regions to separate the W→ J and Z→ J events, which gives the WW and WZ
signal regions for each signal region category.
For the other boson system which decays leptonically, the requirement is that exactly
one signal lepton is selected with EmissT above 100 GeV to suppress the multijet back-
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Figure 3.10.: The signal significance for the VBF WW signal as a function of the VBF cuts
on ∆η(j1, j2) (which is shown as DY(jj) in the plot) and m(jj) for signal mass
700 GeV respectively. The black outlined bins are those whose values vary from
the maximum by less than 5%.
ground. The additional requirements on the leptonical decay system is two topological
cuts with the study on the simulation samples:
(a) EmissT /pT(e, ν) > 0.2
(b) pT(`, ν)/mWV > 0.3(0.4) for VBF (ggF) category
(a) is only for the electron channel to reduce multijet background of which electrons
and EmissT are irrelevant, so the events tend to have smaller ratio of met over pT(e, ν)
(transverse vector sum of met and electron pT). For the case of (b), because the two
reconstructed bosons in SM background events are not correlated, the ratio of pT(ell, ν)
over mWV has smaller number. Therefore, the cut is deployed to suppress the SM back-
ground contribution. [76] These criteria are consistent across signal and control regions.
On the side of the hadronically decayed boson is only the large R jet. In addition
to the requirement in the last section, the high purity regions (HP) (for both signal
and control regions) demand the fat jet boson-tagged at 50% WP, and it is the most
sensitive region to signal. Events with fat jets failing 50% but passing 80% WPs go
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Table 3.7.: Summary of the selection criteria in the definition of the signal region (SR), W+jets
control region (W CR) and tt¯ control region (tt¯ CR), in the high-purity (HP) and
low-purity (LP) categories.
Selection
SR W CR tt¯ CR
HP LP HP LP HP LP
W → lν
Num of signal leptons 1
Num of vetoed leptons 0
EmissT > 100GeV
pT(lν) > 200GeV
W/Z → J
Num of large-R jets ≥ 1
D(β=1)2 50 % WP pass fail pass fail pass fail
D(β=1)2 80 % WP — pass — pass — pass
W/Z mass 50 % WP pass fail — — pass fail
W/Z mass 80 % WP — pass fail fail — pass
Topology cuts
pT(lν)/mWV > 0.3(0.4) for VBF (ggF) category
pT(J)/mWV
Top-quark veto Num of b-tagged jets 0 ≥ 1
Multi-jet BG Cleaning Cut EmissT /pT(lv) > 0.2 Electron channel only
Existence of VBF jets yes (no) for VBF (ggF) category
into the low purity region (LP). By doing this, the combined sensitivity of the HP and
LP signal regions is improved by around 10%. [76] If the fat jet only fails mass cut
and pass the Dβ=12 of boson tagging, this event would not be discarded but chosen
into W+jet control region instead. Finally, pT of the fat jet is also required to be above
0.3(0.4)mWV for the energy balance in VBF(ggF) category. The event categorization of
signal and W+jet control regions for both high and low purity categories is illustrated
in Fig. 3.11. To reduce the tt¯ background contribution, the subjets associated to the
selected large R jet shall not be b-tagged in the W+jet control region and signal region.
If any of them or the small R jets (R = 0.4) pass the 85% b-tagging WP, the event would
go into the top control region.
Fig. 3.12 and Fig. 3.13 are the mWV distributions for the comparison of signal and
background events in high purity and low purity signal regions for electron and muon
channels respectively.
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Figure 3.11.: Definitions of signal region (SR) and W+jets control region (CR) for the event
with the large-R jet of pT = 1 TeV based on fat jet boson tagging parameters,
Dβ=12 and fat jet mass.
3.4.6. Resolved Event Selection
The resolved channel has a lower sensitivity than the boosted channel, but it still
helps to recover the events lost in the lower energy regime. If the event has no fat jet
fulfilling the selection criteria, it goes to the resolved category. The full selection for
resolved signal and control regions can be seen in Tab. 3.8.
As in the boosted channel, the leptonically decaying W boson has a signal lepton
fulfilling the object definition of the last section. However, the EmissT cut here is lowered
to 60 GeV for the less energetic system as compared to the boosted channel. For the
energy balance, the ratio between pT(l, ν) and mWV shall be over 0.3 (0.35) for VBF
(ggF) category.
On the hadronic side, the two signal jets are selected after VBF jets, and they are
required to have pT above 60 GeV (45 GeV) for the leading (subleading) one to sup-
press the SM background. Similar to the boosted event selection, to recognize the
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Figure 3.12.: The mWV distribution (denoted as m(VV) in the plots) in the HP signal region for
(a) electron and (b) muon channels for SM background from simulation which is
normalized to the integrated luminosity of 36.5 f b−1.The HVT WZ signals with
mass of 1.0 TeV, 1.5 TeV, 2.0 TeV, 2.6 TeV and 3.0 TeV are overlaid and scaled to
100 × the cross section.
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Figure 3.13.: The mWV distribution (denoted as m(VV) in the plots) in the LP signal region for
(a) electron and (b) muon channels for SM background from simulation which is
normalized to the integrated luminosity of 36.5 f b−1.The HVT WZ signals with
mass of 1.0 TeV, 1.5 TeV, 2.0 TeV, 2.6 TeV and 3.0 TeV are overlaid and scaled to
100 × the cross section.
boson which decays to the two jets, two mass windows are applied respectively to se-
lect WW and WZ signal regions, which are [66, 94] GeV for WW signal region (W→ jj)
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Table 3.8.: Summary of the selection criteria of the resolved analysis for the WW and WZ
signal regions (SR), W+jets control region (WR) and tt¯ control region (TR).
cuts WW SR WZ SR WR TR
W → `ν selection
Number of signal leptons 1
Number of veto leptons 0
EmissT > 60GeV
pT(`ν) > 75GeV
W/Z → jj selection
Number of small jets ≥ 2
pT(j1) > 60 GeV
pT(j2) > 45 GeV
mjj [66, 94]GeV [82, 106]GeV < 66GeV [66, 106]GeV
or [106, 200]GeV
Topology cuts
∆φ(j, `) > 1.0
∆φ(j, EmissT ) > 1.0
∆φ(j, j) < 1.5
∆φ(l, EmissT ) < 1.5
pT(eν)/mWV > 0.3(0.35) for VBF (ggF) category
pT(jj)/mWV
Top veto
Number of b-tagged jets in W/Z ≤ 1 ≤ 2 ≤ 1 ≥ 2
Number of other b-tagged jets 0 or ≥ 1
Existence of VBF jets yes (no) for VBF (ggF) category
and [82, 106] GeV for the WZ signal region (Z→ jj). The top control regions don’t have
the WW and WZ regions separated, so the mass window is applied with [66, 106] GeV
as the OR condition of W and Z mass windows. Events with a dijet mass which falls
into the side band region of W and Z boson mass ([0, 66] GeV or [106, 200] GeV) are
taken into the W+jet control region. The energy balance requirement here is the same
as the leptonic system: pT(jj)/mWV > 0.3(0.35) for the VBF (ggF) category. The two
selected jets in the W(Z) mass window are allowed to have one(two) of them b-tagged.
The existence of any additional b-tagged jets would then make the event go into the
top control region.
Different from the boosted channel, the resolved channel has the abundant background
contribution from multijet events (details in next section), so they are suppressed by a
series of topological cuts with the optimization by the study on the dijet MC samples,
which are listed below [76]:
• ∆φ(j, l) > 1.0
• ∆φ(j, EmissT ) > 1.0
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• ∆φ(j, j) < 1.5
• ∆φ(l, EmissT ) < 1.5
Fig. 3.14 is the mWV distributions for comparison of signal and background in resolved
signal regions for ggF and VBF categories respectively. The signal samples are with
lower mass, because resolved channel has better sensitivity to them.
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Figure 3.14.: The mWV (denoted as m(VV) in the plots) distribution in the resolved signal
region for (a) ggF and (b) VBF channels for SM background from simulation
which is normalized to the integrated luminosity of 36.5 f b−1.The HVT WZ
signals with mass of 300 GeV, 500 GeV, and 700 GeV are overlaid and scaled to
100 × the cross section..
3.4.7. Multijet Background Estimation
As discussed above, the SM backgrounds are estimated from Monte-Carlo simulation
and constrained in the dedicated control regions. However, the multijet processes
is poorly modelled in MC simulation due to the lack of understanding of QCD, so
simulation is not feasible for this background contribution. Its contribution is from the
following sources:
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• Photon Conversion: When photons are travelling through detector material, the
interaction between photons and nucleus induces the pair production which has
the products of a electron-position pair. The electrons from this source are difficult
to distinguish from the signal ones decayed from Z bosons. This contribution is
considered only in the electron channel.
• Lepton Misidentification: Soft charged hadrons could be blocked at ECAL and
leave no signature in HCAL, which is identical to electron signatures. In this case,
they are reconstructed as electrons instead of jets. This source only contributes to
electron channel.
• Heavy Hadron Decay: The decay products of heavy hadrons also include leptons.
If their decay is close to the primary vertex, the decayed leptons are not distin-
guishable from the prompt ones. Both electrons and muons have the contribution
from this source.
This background contribution is only considered in resolved channel, while it is
negligible in boosted channel. [76]. Different from the SM background, the multijet
background estimation is performed with fake factor method, a data-driven approach.
The details of this method can be found in the ATLAS Run2 VHbb analysis [77, 78].
Methodology
The fake factor method is one type of ABCD methods with an illustration in Fig. 3.15.
Two uncorrelated parameters are chosen to divide the data events into four categories,
A, B, C, and D which are orthogonal to each other, and A is taken as the signal or con-
trol region. If the event contributions are the same across all the regions, the following
equation should be held true:
NA
NB
=
NC
ND
(3.24)
N stands for the event numbers in each region. With a proper choice on the parameter
A and parameter B, the multijet events are enriched in region B, C, and D, and the
multijet contribution in region A could then therefore be estimated with the equation
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Figure 3.15.: The illustration of ABCD method with two uncorrelated parameters, A and B,
to divide events into four categories, A, B, C, and D, and A is the signal/control
region.
shown above. The ratio of event numbers of C and D regions is called “fake factor”.
In this analysis, the number of small R jets is taken as parameter B, while the muon
isolation (electron identification) is chosen to be parameter A for the muon (electron)
channel. The fake factors are estimated from data in the region with only one small R
jet selected called single jet control region (region C+ region D) which is orthogonal
to signal regions which demands two or more jets. The events with any existence
of fat jets passing the selection is vetoed (pJT > 200 GeV && m
J > 50 GeV) to keep
the orthogonality to boosted regions. This region is then further divided into two
subregions by muon isolation and electron identification. The first subregion has the
same lepton selection as the signal region with signal leptons, while the second one
has the inverse requirement on leptons with inverse leptons. The lepton definition
could be seen in table 3.9. With pT(µν) < 150 GeV, an isolated muon trigger is applied
with a requirement on isolation of ptvarcone30/pµT < 0.07. In this case, the isolation
requirement for inverse muons is tightened to the same upper limit to keep the con-
sistency of muons reconstructed at trigger and offline levels. EmissT triggers instead of
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muon triggers are applied in the region of pT(µν) > 150GeV, so the isolation issue is
not present. Therefore, the isolation upper limit is loosen to 0.15. Then, the fake factor
is defined as the ratio of event numbers of these two subregions:
f =
Nevent(CR(1j, ` [signal]))
Nevent(CR(1j, ` [inverse]))
(3.25)
Furthermore, to achieve a better accuracy, this was performed in the binnings presented
in Tab. 3.10. The fake factors have the dependence on lepton η (this dependence is for
the consideration of detector homogeneity) and lepton pT (the multijet background
contribution source varies with lepton pT). Additional binning on the E
miss
T is applied
in electron channel. For both channels, the fake factor is estimated in two different
regions with pT(µν) < 150 GeV and pT(µν) > 150 GeV, because they have different
amount of multijet contamination. Fake factors are shown as a function of lepton pT
in Figure 3.16 for the region of pT(lν) > 150 GeV for which it could be noticed that
fake factors for electron channel are just up to pT = 190 GeV. To have the multijet
background estimation for high pT electrons with pT > 190 GeV, fake factors are
roughly evaluated in pT bins only for this pT range which is shown in Fig. 3.17.
Table 3.9.: Definition of leptons in the single jet control regions
Signal Lepton Inverse Lepton
electron TightLH MediumLH (!TightLH)
muon(pT(lν) > 150GeV) Isotrk < 0.06 0.06 < Isotrk < 0.15
muon(pT(lν) < 150GeV) Isotrk < 0.06 0.06 < Isotrk < 0.07
The fake factors are then applied on events from the “inverse leptopn” control regions.
They have the same event selection as the signal and control regions, but the only
lepton in those events is required to be an inverse leptons with the same definition
as shown in Tab. 3.9 (Region B in Fig. 3.15). With Eq. 3.24, it could be seen that the
multijet event number in the region of interest (NA) could be presented as:
NA = NB× f (3.26)
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Table 3.10.: Binning for electrons and muons to evaluate fake factor
channel pT(GeV) |η| EmissT (GeV)
electron 27-115 0, 60, 75, ∞
115-135 0, 1.37, 1.52, 2.47 0, 38, 52, ∞
135-155 0, 26, 43, ∞
155-190 0, 25, 45, ∞
Fig. 3.17 (190-∞) NA NA
muon 27, 42, 59, 76, 99, ∞ 0, 1.05, 1.5, 2.5 N/A
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Figure 3.16.: Fake factors for the corresponding binnings (shown in text) in electron (a) and
muon (b) channels
with f from Eq. 3.25. Therefore, fake factors could be used as event weights applied
on events from inverse lepton control regions, which then gives the multijet event
number in the signal/control regions.
Electroweak Subtraction
Electroweak interactions (tt¯, W/Z+jets, diboson and single top) could also contribute
to multijet events in addition to the multijet background, so they might be double
counted from the fake factor method and background simulation. To avoid this issue,
those events are removed by employing fake factors on events from the simulation in
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Figure 3.17.: Fake factors for high pT electrons
the inverse lepton control region, which could be expressed as the following equation:
NMJevents = N
data
events − NMCevent (3.27)
It means that the multijet background events (NMJevents) are given by removing the esti-
mated SM multijet contribiton (from simulation) (NMCevent) from the estimated multijet
events (from data)(Ndataevents), and it is anticipated that N
data
events ≈ NMCevent with EmissT >
150 GeV. A control region was defined to verify this with a simple selection of at least
two small-R jets with pT > 20 GeV and exactly one signal electron or muon. This re-
gion is overlapped with signal regions, while the signal events just account for a small
fraction, so this doesn’t bias the final result. The comparison between data and the SM
background from the MC simulation in this control region is shown in Figure 3.18 and
Figure 3.19 for electron and muon channels respectively. The observed discrepancy
was contributed by the multijet events. However, unfortunately, an inconsistency
remains in the region of EmissT > 150 GeV. That means the multijet events from the
SM backgrounds (electroweak interactions) are not well-modelled. In this case, the
electroweak subtraction is applied with a scale factor derived from the ratio of events
from data and simulation in the bin of 150GeV < EmissT < 250 GeV defined as:
f =
Nevent(data)
Nevent(MC)
(3.28)
It is applied as an additional correction on fake factors for events with EmissT > 150GeV
from simulation to correct this MC mis-modelling. The electroweak subtraction factors
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for electron and muon channels are shown in Tab 3.11. For the EmissT < 150 GeV region,
the simulation sample has the performance as what we expected, so this correction is
not applied.
  (GeV)
T
Electron p
100 200 300 400 500 600 700 800 900 1000
En
tri
es
1
10
210
310
410
510
610
710
810
910 Data (2015+2016)
W+jets
Top
Single-t
Dibosons
Z+jets
 only)MCstatσSM total (
 InternalATLAS
 L dt =13.20/fb∫
  (GeV)
T
Electron p
100 200 300 400 500 600 700 800 900 1000
da
ta
 / 
M
C
0
0.5
1
1.5
2
(a)
ηElectron 
2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5
En
tri
es
1−10
1
10
210
310
410
510
610
710 Data (2015+2016)W+jets
Top
Single-t
Dibosons
Z+jets
 only)MCstatσSM total (
 InternalATLAS
 L dt =32.9/fb∫
ηElectron 
2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5
da
ta
 / 
M
C
0
0.5
1
1.5
2
(b)
  (GeV)missTE
100 200 300 400 500 600 700 800 900
En
tri
es
1−10
1
10
210
310
410
510
610
710
810 Data (2015+2016)
W+jets
Top
Single-t
Dibosons
Z+jets
 only)MCstatσSM total (
 InternalATLAS
 L dt =32.9/fb∫
  (GeV)missTE
100 200 300 400 500 600 700 800 900
da
ta
 / 
M
C
0
0.5
1
1.5
2
(c)
 (e, mET)φ ∆
0 0.5 1 1.5 2 2.5 3
En
tri
es
1−10
1
10
210
310
410
510
610
710
Data (2015+2016)
W+jets
Top
Single-t
Dibosons
Z+jets
 only)MCstatσSM total (
 InternalATLAS
 L dt =32.9/fb∫
 (e, mET)φ ∆
0 0.5 1 1.5 2 2.5 3
da
ta
 / 
M
C
0
0.5
1
1.5
2
(d)
Figure 3.18.: The distribution of lepton pT, η, E
miss
T and ∆φ(e,E
miss
T ) in dijet fake control region
with inversed lepton for electron channel. The inconsistency is thought to be
comprised of multijet events without applying electroweak subtraction.
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Figure 3.19.: The distribution of lepton pT, η, E
miss
T and ∆φ(µ,E
miss
T ) in dijet fake control region
with inversed lepton for muon channel. The inconsistency is thought to be
comprised of multijet events without applying electroweak subtraction.
Table 3.11.: Electroweak subtraction factor for electron and muon channels
channels electron muon
EW subtraction factor 1.36 1.49
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Validation
The method is validated in the dedicated validation region. The definition is similar
to the signal region with looser cut to enrich the multijet events. It requires at lease
two resolved jets (pleadingT > 60 GeV, p
subleading
T > 45 GeV), 30 GeV < E
miss
T < 100 GeV,
exactly one isolated lepton and the resolved triggers passed for electron and muon
channels respectively. This definition is slightly overlapped with signal and control
regions, but the upper cut on EmissT suppress the signal contribution. As the fake factors
were derived from two bins of pT(lν), the validation is performed on pT(lν) < 150 GeV
and pT(lν) > 150 GeV separately. The results are presented in Figures 3.20 - 3.23 with
multijet background estimated using fake factor method. In general, data agrees
well with backgrounds with tolerable inconsistency within statistic uncertainties. The
disagreement in the region of pT(lν) > 150GeV is supposed to be due to the low
statistics for fake factor estimation in the single jet control region. This doesn’t have
a great impact in the final result, as multijet events would just account for around
10% of all the background. The related systematic uncertainties will be discussed in
Chapter 4.
3.5. Data Background Comparison
To verify the modelling of background estimation, the data-MC comparison in top and
W+jet control regions are performed for both VBF and ggF categories. The consistency
is not perfect, as expected, since the fitting in the control regions exists to correct it
as discussed in next chapter. The other issue in the background simulation is that a
slope in the ratio of data over background is observed in mVBF distribution in VBF
category for V+jet samples from Sherpa generator (it could be clearly seen in (d) of
Fig. 3.27). In this analysis, it is also taken as one systematic uncertainty contribution
to the simulation mismodelling. (Further discussion about this issue will be in Chap. 5.)
Fig. 3.24 and Fig. 3.25 are the comparison plots for mWV in ggF category, while
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Fig. 3.26 to Fig. 3.28 are for VBF category. The comparison of mVBF could be found in
Fig. 3.27 and Fig. 3.29 to examine the VBF modelling.
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Figure 3.20.: The distribution of lepton pT, η, E
miss
T , ∆φ(`,E
miss
T ), and mWV in validation region
with pT(lν) > 150GeV in electron channel with multijet background
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Figure 3.21.: The distribution of lepton pT, η, E
miss
T , ∆φ(`,E
miss
T ), and mWV in validation region
with pT(lν) < 150GeV in electron channel with multijet background
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Figure 3.22.: The distribution of lepton pT, η, E
miss
T , ∆φ(`,E
miss
T ), and mWV in validation region
with pT(lν) > 150GeV in muon channel with multijet background
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Figure 3.23.: The distribution of lepton pT, η, E
miss
T , ∆φ(`,E
miss
T ), and mWV in validation region
with pT(lν) < 150GeV in muon channel with multijet background
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Figure 3.24.: The distribution of mWV in ggF high purity (top), low purity (middle), and re-
solved (bottom) W+jet control region for electron (left) and muon (right) channels
respectively
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Figure 3.25.: The distribution of mWV in ggF high purity (top), low purity (middle), and
resolved (bottom) top control region for electron (left) and muon (right) channels
respectively
94 Resonance Searching Strategy
J)  [GeV]νm(l
0 500 1000 1500 2000 2500 3000
Ev
en
ts
 / 
10
0 
G
eV
1−10
1
10
210
310
410
510
610
Data (2015+2016)
W+jets
tt
Single-t
Dibosons
Z+jets
SM total
 InternalATLAS
-1L =36.1 fb
el
J)  [GeV]νm(l
0 500 1000 1500 2000 2500 3000
da
ta
 / 
M
C
0.6
0.8
1
1.2
1.4
(a)
J)  [GeV]νm(l
0 500 1000 1500 2000 2500 3000
Ev
en
ts
 / 
10
0 
G
eV
1−10
1
10
210
310
410
510
610
710
Data (2015+2016)
W+jets
tt
Single-t
Dibosons
Z+jets
SM total
 InternalATLAS
-1L =36.1 fb
mu
J)  [GeV]νm(l
0 500 1000 1500 2000 2500 3000
da
ta
 / 
M
C
0.6
0.8
1
1.2
1.4
(b)
J)  [GeV]νm(l
0 500 1000 1500 2000 2500 3000
Ev
en
ts
 / 
10
0 
G
eV
1−10
1
10
210
310
410
510
610
710 Data (2015+2016)
W+jets
tt
Single-t
Dibosons
Z+jets
SM total
 InternalATLAS
-1L =36.1 fb
el
J)  [GeV]νm(l
0 500 1000 1500 2000 2500 3000
da
ta
 / 
M
C
0.6
0.8
1
1.2
1.4
(c)
J)  [GeV]νm(l
0 500 1000 1500 2000 2500 3000
Ev
en
ts
 / 
10
0 
G
eV
1−10
1
10
210
310
410
510
610
710 Data (2015+2016)
W+jets
tt
Single-t
Dibosons
Z+jets
SM total
 InternalATLAS
-1L =36.1 fb
mu
J)  [GeV]νm(l
0 500 1000 1500 2000 2500 3000
da
ta
 / 
M
C
0.6
0.8
1
1.2
1.4
(d)
jj)  [GeV]νm(l
0 200 400 600 800 1000 1200 1400
Ev
en
ts
 / 
50
 G
eV
1−10
1
10
210
310
410
510
610 Data (2015+2016)W+jets
tt
Mis-id. lepton
Single-t
Dibosons
Z+jets
SM total
 InternalATLAS
-1L =36.1 fb
el
jj)  [GeV]νm(l
0 200 400 600 800 1000 1200 1400
da
ta
 / 
M
C
0.6
0.8
1
1.2
1.4
(e)
Ev
en
ts
1−10
1
10
210
310
410
510
610
710
810 Data (2015+2016)
W+jets
tt
Mis-id. lepton
Single-t
Diboson
Z+jets
SM total
ATLAS Internal
-1
 Ldt=36.1fb∫
mu
jj)(GeV)νm(l
0 200 400 600 800 1000 1200 1400
da
ta
/b
kg
0.6
0.8
1
1.2
1.4
(f)
Figure 3.26.: The distribution of mWV in VBF high purity (top), low purity (middle), and re-
solved (bottom) W+jet control region for electron (left) and muon (right) channels
respectively
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Figure 3.27.: The distribution of mVBF in VBF high purity (top), low purity (middle), and re-
solved (bottom) W+jet control region for electron (left) and muon (right) channels
respectively
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Figure 3.28.: The distribution of mWV in VBF high purity (top), low purity (middle), and
resolved (bottom) top control region for electron (left) and muon (right) channels
respectively
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Figure 3.29.: The distribution of mVBF in VBF high purity (top), low purity (middle), and
resolved (bottom) top control region for electron (left) and muon (right) channels
respectivelyy
Chapter 4.
Interpretation for Resonance Analysis
“The best things happen by chance.”
— Dory, Finding Dory
After obtaining the mWV distributions from both control and signal regions, a statistical
interpretation is used to determine whether any signal signature is captured in this
analysis. The statistical analysis uses the following steps:
• Variation on Histograms: Systematic uncertainties are applied in the analysis to
vary the variables like the jet energy or event weight on the simulation samples.
This then leads to the variations on distribution of mWV, and each systematic
uncertainty gives one varied mWV histogram. Those histograms are then taken
into the statistic interpretation with the one without any variation (this is called
“nominal” histogram) for following steps.
• Simultaneous Fitting: a binned maximum-likelihood fitting is performed in
control and signal region histograms simultaneously to rescale the backgrounds
and signal for a proper agreement to the data. The scaling is performed bin-by-bin
in histograms of mWV distribution, which means the shape of mWV distribution
would change under this step. Further detail will be discussed later.
• Signal Verification: the signal interpretation is through the CLs method by quan-
tifying the agreement between data and background in signal regions after simul-
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taneous fitting. The result will be presented as the exclusion on the mass regions
at 95% confidence level or the discovery with a corresponding “p-value”.
The details of each step will be discussed in the following sections with the results from
this analysis, and the details of the methodology formalism can be referred to [79].
4.1. Systematic Uncertainties
No measurement and theoretical estimation could be 100% accurate, and the uncer-
tainties would propagate to the mWV histograms. In this case, a bump in data might be
due to the uncertainty fluctuation but mistaken as a signal. To prevent such a mistake,
both systematic and statistic uncertainties are brought into the consideration for the
ground fitting and signal interpretation. The following are the systematic uncertainties
considered in this analysis and how they are taken into the mWV histograms, and the
methods to estimate the uncertainties of each source could be found in [?, 45,48,80–82].
• Luminosity Measurement: the given luminosity of the dataset collected in 2015
and 2016 is accompanied by the uncertainty of 2.1%. It is applied in the histograms
from simulations by scaling up and down the total yield of each bin by 2.1%.
• Selection and Reconstruction Efficiency: the object reconstruction and selection
efficiency of physical objects are not consistent between data and simulation
like the trigger efficiency shown in Subsec. 3.4.1. This type of uncertainties are
induced by the uncertainties in variables used in tag and probe method. To
estimate the impact, the tag and probe criteria are tightened and loosened for
scale factor re-estimation, and they replace the nominal scale factors to obtain
the new histograms. This type of uncertainties come from the efficiencies of
trigger, lepton isolation, lepton identification, jet b-tagging, fat jet boson-tagging,
and all physical object reconstruction, and each of them gives one uncertainty
contribution with a pair of histograms. (loosened and tightened criteria give two
histograms for each source.)
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• Energy Scale and Resolution: the energy measurement is based on the pulse
shapes from the calorimeter cells, but it is not precise enough due to different
responses of layers or varied granularities of the calorimeter. The uncertainty
estimation of this source for electrons and muons are via the Z boson mass
reconstruction in dedicated analysis as a function of pT. In the case of jets, they
are estimated via the comparison of the MC truth and reconstructed ET from dijet
simulation samples with the variation on multiple sources, which contributes
81 uncertainties. However, a simplified scheme is applied to combine related
uncertainties into 21 categories, for which details could be found in [45]. The
measurement uncertainties of jets also have impact on EmissT reconstruction, and
the variation on jet energy scale is the dominant contribution to EmissT uncertainty.
Each variation is applied on the corresponding object ET, which gives varied
mWV histograms of dedicated uncertainty contributions.
• Simulation Modelling: The tuning and modelling parameters are different for
generators and showering models due to the varied preference of theoretical
approximation. To take this variation into the uncertainty contribution, simulated
samples are regenerated with another simulation sets (a different generator or
tuning parameters), and the same events selections is applied. New histograms
are then obtained after the normalization to total event yield of the nominal
sample after the simultaneous fitting (the explanation is in the next section). Each
tuning of one SM background process or signal sample gives one uncertainty
contribution. For W+jet and tt¯ backgrounds, the varied histograms are not taken
into the simultaneous fitting directly due to the poor statistics in the region
of high mWV . A linear fitting in the dedicated control regions is performed to
smooth the mWV distribution based on the event ratio between nominal and
varied histograms respectively for each category and each background (the linear
fitting of W+jet (tt¯) is performed in the W+jet (tt¯) control region), which gives
weights as a function of mWV in the following form:
w = a + b×mWV (4.1)
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with a and b as fitting parameters, and w as the given scale factor for each bin
to modify the mWV distribution. The rescaled histograms are then taken into
the next step for simultaneous fitting. For the signal modelling uncertainty, the
generator tuning is to consider additional jets from the initial and final state
radiations (ISR and FSR), and histograms from the new tunings are taken into
next step without the process done for W+jet and tt¯ modelling uncertainties. For
other minor SM background contributions, this uncertainty is taken negligible.
• Multijet Background Modelling: multijet modelling is sensitive to the lepton
isolation criteria and the jet topology. To estimate the uncertainty of this contribu-
tion, the fake factors were re-evaluated with loosened and tightened isolations on
leptons as well as in the single b-jet control region, and the new fake factors are
applied to get the new multijet mWV distribution.
4.2. Likelihood Construction & Fitting
A binned simultaneous fit is conducted to adjust the background and signal to agree
well with the data in the mWV distribution. The following is the binning used for
boosted (ranged from 500 GeV to 6 TeV, Eq. 4.2) and resolved (ranged from 300 TeV to
2 TeV, Eq. 4.3) category histograms:
mBoostedWV = [500, 575, 660, 755, 860, 975, 1100, 1235, 1380, 1535, 1700,
1875, 2060, 2255, 2460, 2675, 2900, 3135, 3380, 3800, 6000] (4.2)
mResolvedWV = [300, 360, 420, 500, 575, 660, 755, 860, 975, 1100, 1500, 2000] (4.3)
For the VBF category, the bins with higher mWV have the statistics too low for the
MC samples, so there is only one bin for mWV > 1535 GeV(1100 GeV) for the boosted
(resolved) region. Then, a maximum likelihood method is performed for the fitting
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which could be presented in the full form as:
L(µ, θ) =∏
k
N
k
bins
∏
i=1
[
P(Nki |µski + µtt¯,kbktt¯,i + µW,kbkW,i + bkothers,i)×
Nθ
∏
j=1
Nuis(θ0|θj,k)
]
(4.4)
where P(x|y) is the Poisson probability distribution function (p.d.f.) to observe “x”
number of events (data) when “y” number of events are expected from theory (esti-
mated event number sum of signal event number, s, and background event number,
b) in each bin which is indexed by i. To properly normalize the background, µ’s
are the most important parameter in the formula as floating parameters to rescale
the event numbers in each region for background estimation , and they are shared
between control and signal regions (simultaneously). The µ to rescale the signal event
number is also called “signal strength” which is the primary parameter of interest
in the statistical interpretation. The k index in this formula corresponds to the event
categories of each control/signal region: ggF merged HP, ggF merged LP, ggF resolved,
VBF merged HP, VBF merged LP, and VBF resolved regions for W+jet control regions,
tt¯ control regions and signal regions. For the last term, NθNuis(θ0|θj), it is to take
systematic uncertainties into the likelihood as nuisance parameters to further vary the
probability distribution, which will be discussed next.
Nuisance Parameters
The last term in Eq. 4.4 is to take in the consideration of systematic uncertainties
mentioned in the last section. They are called “nuisance parameters” (NP) in the scope
of statistics, as they are of the second interest with respect to the primary parameter of
interest (POI), µ, the scale factor for signal events. Nuisance parameters are used as
addition probabilities multiplying the Poisson distribution function which could be
seen in one bin as:
p = P(x|µn0)×
Nθ
∏
j=1
Nuis(θ0|θj) (4.5)
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Under this equation, P(x|µn0) is a simplified form of Eq. 4.4, and the nuisance param-
eter form is taken as the probability to have θj variation with respect to an nominal
value, θ0 (j is the index for NPs).
There are three types of nuisance parameters based on their impact on the distri-
bution of mWV [83]. The following are the treatments to them in this analysis, and
most of them are taking the constraint as a Gaussian distribution, although the other
p.d.f. options are also available. (In the following content, the NP contribution to the
likelihood is not normalized to 1, because the normalization factors are cancelled out
in the form of a ratio in the next step.)
• Statistical Uncertainty: with the limited event numbers of background estima-
tion, the statistical uncertainties are taken as extra nuisance parameters. A light
Beeston-Barlow method is applied which introduces a new scale factor, θ, on
each bin with the constraint of a Gaussian distribution with the default value
as 1. These nuisance parameters are then contributed to the likelihood in this
expression:
Nuis(1|θ) = exp
[
(θ − 1)2
2σ2
]
(4.6)
θ is the ratio of the scaled event number to the unscaled (raw) event number in
the prediction in one bin with i as the bin index, and the distribution width, σ is
computed as the quadratic sum of all the background contributions. Each bin in
the histograms makes one contribution in the likelihood with this formulation.
• Overall Normalization: this type of nuisance parameters arise, when yields
of mWV histograms are scaled up and down without changing the shape of
distributions. They are contributed by uncertainties from the scaling factors and
luminosity measurement. The treatment is simply taking a Gaussian distribution
for the related probability. It can be presented in the likelihood as:
Nuis(N|θ) = exp
[
(θ − N)2
2σ2
]
(4.7)
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In this expression, the Gaussian distribution has the mean of estimated event
number, N, with the width of observed uncertainty, σ. For the case of luminosity,
σ is taken as 2.1% of the estimated event number. In the case of uncertainties for
scale factors, Tab. 4.1 is the summary for σ applied on different background scale
factors. For tt¯ and W+jets backgrounds, no constraint is set, and the deviation of
θ from N for their scale factors is always taken as 1σ.
Table 4.1.: The constraints on scaling factors for SM backgrounds
Background Constraint Uncertainty (σ)
W+jets Free 1
tt¯ Free 1
single top Gaussian 0.11
WW+WZ Gaussian 0.3
Z+jets Gaussian 0.11
• Shape Related Uncertainty: for the uncertainties which are asymmetrically sided
(σ+ 6= σ−, σ+ and σ− are event numbers in the varied histograms for a given
systematic uncertainty), a procedure called “morphing” is applied on each bin
respectively which could be presented as:
n =
n0 + θ(σ+ − n0) θ > 0n0 + θ(n0 − σ−) θ < 0 (4.8)
Here, n is the scaled event number, while n0 is the raw event number. Then,
scaled factor is constrained by θ which is under a Gaussian distribution constraint
(G(µ, σ) = G(0, 1)). This type of nuisance parameters cover the most of system-
atic uncertainties like selection and reconstruction efficiencies, energy scale, or
theoretical modelling.
Quality of Fitting
To find the maximum of likelihood in Eq. 4.4, the logarithmic form, logL, is used. The
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extreme value is then found when:
− ∂
∂µ
logL = 0 (4.9)
However, the phase space of the likelihood is complex constructed with multiple
dimensions of the scale factors, so the MINUIT2 [84] method with Hessian matrix1 is
performed under the framework of RooStat [85]. The maximized likelihood is denoted
as: L(µˆ, θˆ)
To verify the quality of the process of fitting with the likelihood equation, two proper-
ties of the results are verified:
• Pull The pull is defined as the deviation of nuisance parameters from the expected
mean number:
pull =
θˆ − θ0
σθ
(4.10)
with θ0 as the mean of θ, while the uncertainty of nuisance parameters, σθ , is taken
from the likelihood phase space. The pull result is verified by the comparison to
“Asimov data” which took the expected event number as the observed data. (so
the Asimov data has the pull as 0.) The proper fitting should have all the pulls
within the 1σ variation with the reasonable uncertainty, or that indicates a huge
discrepancy between the background estimation and the observed data.
• Nuisance Parameter Correlation The phase space of likelihood is constructed
under the assumption that all the nuisance parameters are uncorrelated, but it
still needs to be verified. The correlation matrix is then used for this verification
which has the elements defined as:
Cov(θi, θj) =
∂2 log(L)
∂θi∂θj
|θ=θˆ (4.11)
This element, Cov(θi, θj), should be close to 0 if i 6= j.
1Hessian matrix is a square matrix of second-order partial derivatives of a scalar-valued(i.e. the
likelihood) function
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Control regions
WW WZ
ggF VBF ggF VBF
W+jet CR
Merged HP 0.94± 0.07 0.87± 0.29 0.95± 0.07 0.85± 0.28
Merged LP 0.97± 0.07 0.86± 0.23 0.98± 0.07 0.86± 0.22
resolved 0.87± 0.08 N/A 0.90± 0.08 0.68± 0.23
tt¯ CR
Merged HP 0.92± 0.07 1.16± 0.27 0.93± 0.08 1.03± 0.21
Merged LP 0.97± 0.07 1.21± 0.28 0.96± 0.07 1.12± 0.24
resolved 0.90± 0.07 N/A 0.92± 0.06 1.03± 0.27
Table 4.2.: The scale factors for the W+jet (µw) and tt¯ (µtt¯) backgrounds for the fitting with the
signal strength, µ, set at 0
The pulls are with the signal of ggF 2000 GeV and 500 GeV W’ bosons for boosted and
resolved categories which are presented in Fig. 4.1 with signal strength (signal scale
factor) as 02. Fig. 4.2 is the correlation matrix of the nuisance parameters applied in
the ggF HP boosted region. The normalization factors could be seen over-constrained
and over-pulled in the fitting, as the scaling factors are allowed to be pulled to the
extreme for better data-background agreement after the fitting [76]. And, it could
also be observed that the resolved channel has the NPs pulled and constrained much
more than the merged channel, and this is due to the fact that the mWV shape was
significantly affected by the systematic uncertainty variations in the resolved event
categories, and this could also be seen in Tab. 5.9 that the scale factors in the resolved
regions have larger deviation from one with respect to the two merged regions. The
final yields for the background only fitting are then shown in Tab. 4.3 (WW) and
Tab. 4.4 (WZ) for the ggF/DY event category, and the VBF ones are shown in Tab. 4.5
(WW) and Tab. 4.6 (WZ). It could be noted that the total uncertainties in event yields
are smaller than the ones shown in Sec. 3.5. The difference here is that the uncertainties
in Sec. 3.5 was derived as the quadratic sum over all the uncertainties, but the ones
presented in the yields tables are the uncertainties along the statistical uncertainty in
the phases space of the likelihood.
2The signal sample was used as an essential element for the statistics tool configuration, but the choice
does not affect the result
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Table 4.3.: Expected and observed yields in signal and control regions for the ggF/DY WW
signal hypothesis. Yields and uncertainties are evaluated after a background-only
fit to the data in all regions indicated above.
Boosted, High Purity Boosted, Low Purity Resolved
SR W+jets CR Top CR Signal Region W+jets CR Top CR SR W+jets CR Top CR
W+jets 3116 ± 165 6848 ± 206 540 ± 60 10790 ± 251 10972 ± 255 1424 ± 167 61537 ± 1826 165656 ± 722 7951 ± 925
tt¯ 2043 ± 142 2920 ± 180 6883 ± 138 2648 ± 187 3790 ± 222 8738 ± 235 23287 ± 1633 31110 ± 2050 78354 ± 1262
Single-t 374 ± 44 487 ± 57 704 ± 84 493 ± 56 553 ± 64 819 ± 97 3822 ± 436 4675 ± 539 5631 ± 669
SM Diboson 353 ± 94 167 ± 45 51 ± 14 431 ± 118 201 ± 55 70 ± 20 2413 ± 656 1500 ± 408 274 ± 77
Z+jets 49 ± 6 143 ± 17 15 ± 3 205 ± 25 215 ± 27 54 ± 9 1748 ± 273 4298 ± 640 275 ± 62
Multijet – – – – – – 3601 ± 720 7627 ± 1671 799 ± 137
Total 5935 ± 70 10565 ± 96 8192 ± 87 14566 ± 120 15730 ± 124 11105 ± 104 96409 ± 310 214866 ± 468 93283 ± 307
Observed 5885 10619 8178 14566 15707 11133 96459 214838 93257
Table 4.4.: Expected and observed yields in signal and control regions for the WZ signal
hypothesis. Yields and uncertainties are evaluated after a background-only fit to
the data in all regions indicated above.
Boosted, High Purity Boosted, Low Purity Resolved
SR W+jets CR Top CR Signal Region W+jets CR Top CR SR W+jets CR Top CR
W+jets 3679 ± 173 6958 ± 191 556 ± 61 13356 ± 299 11091 ± 247 1496 ± 173 49052 ± 1294 164656 ± 2692 8066 ± 921
tt¯ 2283 ± 146 2812 ± 167 6842 ± 141 3447 ± 233 3681 ± 218 8611 ± 241 24376 ± 1272 30589 ± 1955 78012 ± 1269
Single-t 410 ± 50 485 ± 57 749 ± 90 655 ± 75 556 ± 65 854 ± 102 3499 ± 399 4743 ± 549 5762 ± 685
SM Diboson 356 ± 98 162 ± 44 51 ± 14 498 ± 138 193 ± 53 71 ± 21 1672 ± 470 1466 ± 404 267 ± 78
Z+jets 56 ± 7 148 ± 18 15 ± 3 244 ± 31 212 ± 26 55 ± 9 1475 ± 259 4406 ± 659 282 ± 64
Multijet – – – – – – 2650 ± 533 8965 ± 1878 895 ± 153
Total 6784 ± 76 10564 ± 96 8211 ± 88 18201 ± 136 15733 ± 124 11087 ± 104 82722 ± 285 214824 ± 505 93284 ± 308
Observed 6751 10619 8178 18188 15707 11133 82740 214838 93257
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Figure 4.1.: The pulls for the fitting with input signal of ggF 2 TeV (up) and 500 GeV (down)
W’ bosons for the boosted and resolved categories respectively.
Combination
This analysis contains several categories (merged and resolved, or VBF and ggF
production), and a combination of them could help to increase the sensitivity to set
a more stringent limit by the decrease of distribution width in the test statistic p.d.f.
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Table 4.5.: Expected and observed yields in signal and control regions for the VBF WW signal
hypothesis. Yields and uncertainties are evaluated after a background-only fit to
the data in all regions indicated above.
Boosted, High Purity Boosted, Low Purity Resolved
SR W+jets CR Top CR Signal Region W+jets CR Top CR SR W+jets CR Top CR
W+jets 71 ± 15 183 ± 26 18 ± 4 268 ± 31 294 ± 35 55 ± 11 1093 ± 107 2520 ± 186 215 ± 54
t ¯bar 84 ± 16 179 ± 22 346 ± 19 115 ± 24 225 ± 30 500 ± 27 714 ± 106 1040 ± 144 2442 ± 86
Single-t 13 ± 3 24 ± 6 30 ± 5 23 ± 5 31 ± 6 47 ± 9 66 ± 16 104 ± 24 120 ± 21
SM Diboson 9.8 ± 3.4 13 ± 4 3.3 ± 1.1 17 ± 6 16 ± 5 6.7 ± 3.2 52 ± 19 66 ± 22 14 ± 6
Z+jets 1.6 ± 0.5 4.5 ± 0.9 0.5 ± 0.3 6.7 ± 2.1 8.7 ± 2.1 2.0 ± 0.7 41 ± 10 94 ± 30 12 ± 4
Multijet – – – – – – 44 ± 19 97 ± 39 54 ± 19
Total 178 ± 12 403 ± 19 398 ± 18 431 ± 20 573 ± 23 611 ± 23 2010 ± 47 3920 ± 70 2856 ± 54
Observed 176 402 398 436 567 613 2004 3924 2856
Table 4.6.: Expected and observed yields in signal and control regions for the VBF WZ signal
hypothesis. Yields and uncertainties are evaluated after a background-only fit to
the data in all regions indicated above.
Boosted, High Purity Boosted, Low Purity Resolved
SR W+jets CR Top CR Signal Region W+jets CR Top CR SR W+jets CR Top CR
W+jets 75 ± 17 187 ± 27 18 ± 5 323 ± 42 302 ± 41 58 ± 12 773 ± 263 2519 ± 597 196 ± 48
tt¯ 106 ± 24 175 ± 45 346 ± 36 161 ± 49 224 ± 56 496 ± 52 863 ± 187 1059 ± 264 2460 ± 87
Single-t 12 ± 6 24 ± 10 31 ± 10 26 ± 11 30 ± 9 47 ± 19 75 ± 38 109 ± 59 120 ± 47
SM Diboson 10 ± 5 11 ± 5 2.7 ± 1.1 22 ± 10 14 ± 5 5.9 ± 4.1 37 ± 23 61 ± 27 12 ± 5
Z+jets 1.6 ± 1.5 4.6 ± 2.3 0.4 ± 0.2 7.8 ± 6.0 8.4 ± 3.9 1.9 ± 1.2 53 ± 15 81 ± 39 11 ± 4
Multijet – – – – – – 30 ± 28 94 ± 40 56 ± 20
Total 205 ± 28 402 ± 52 398 ± 41 540 ± 49 578 ± 47 609 ± 66 1833 ± 162 3923 ± 911 2856 ± 59
Observed 201 402 398 550 567 613 1829 3924 2856
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Figure 4.2.: The correlation matrix of boosted high purity region with the ggF event selection
(this will be discussed in the next section). The combination procedure is to simply
multiply the likelihoods constructed from different event categories [86]:
L =
Ncategories
∏
k=1
Lk(µ, θk) (4.12)
The signal strength,µ, would be common across the likelihoods. For the nuisance
parameter terms, if they are from the same source like the uncertainty in object energy
measurements, they are also the same among the event categories. In this case,
those nuisance parameters are “correlated”. For the other case, when the nuisance
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parameters are from an independent source which is not considered in the other
category like the multijet uncertainties in the resolved category, it would only make
the constraint on the likelihood of this category, and they are called “decorrelated”.
4.3. Result
After the fitting with no signal strength, the agreement between data and back-
ground+signal expectation event numbers should be verified to test whether the
“hypothesis” of existence or exclusion of signal is correct for which the signal strength
would be floating to find the maximum likelihood. The final interpretation is conduced
in two ways: the exclusion for setting limits and the significance of a discovery.
Methodology for a Discovery (p-Value)
This is a counting analysis for which the property we want to measure is to see
where a signal bump could be spotted in the diboson mass spectrum, so a profile
likelihood with the likelihood built in the last session is formulated [87, 88] (for the
case of a precision measurement, the “Neyman–Pearson lemma” is preferred in the
format of λ = L(H1)/L(H0) [89]) to simplify the phase space to verify the varied
signal strength:
λ(µ) =
L(µ, ˆˆθ)
L(µˆ, θˆ) (4.13)
whereL(µˆ, θˆ) is the maximized likelihood with µˆ and θˆ, whileL(µˆ, θˆ) is the maximized
likelihood with a specific µ by giving ˆˆθ. The test statistic is then constructed as
−2 lnλ(µ). Following by this, a test statistic [90] is built which is given the form:
q0 =
−2 lnλ(0) 0 ≤ µˆ0 µˆ < 0 (4.14)
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For the second case of µˆ < 0, this is not to reject the background only hypothesis.
However, the derivation of a p.d.f. for the test statistic is computationally expensive, so
an asymptotic approach is applied. The first step is to apply the Wald approximation,
and the test statistic can be simplified to:
−2 ln(λ(µ)) = (µ− µˆ
σ
)2 +O(1/N) (4.15)
with σ taken as the uncertainty in the likelihood phase space along the µ direction and
N is the observed event number. However, to evaluate σ is computationally expensive,
so, in this analysis, the Asimov data is used. With Eq. 4.15, σ could be evaluated as:
σ2 =
µ− µˆ
−2 ln(λ(µ)) (4.16)
With enough event numbers, the last term in Eq. 4.15 is negligible. From Wilks
theorem, if a hypothesized µ′ is true, the probability of measuring a specific µˆ should
follow a Gaussian distribution:
µˆ∼Gaus(µ′, σ) (4.17)
Then, the probability distribution of the test statistic would be in a “chi-suqare distri-
bution” which is written as f (qµ|µ′) with the non-central parameter as:
Λ = (
µ− µ′
σ
)2 (4.18)
For a discovery with the test statistic in Eq. 4.14, µ′ is set to 0, and a “p-value” is then
defined as:
p0 =
∫ ∞
q0,obs
f (q0|µ′ = 0)d q0 (4.19)
where q0,obs is taken at the µ value which gives the observed event yield. This is
indicating the possibility that the null hypothesis (µ′ = 0) is wrong, and it shows
great disagreement to data. p-value would also be interpreted into the discovery
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Figure 4.3.: The observed p-value and significance for the W’ boson from the ggF production
with the combined data of both resolved and merged channels
significance:
Z = Φ−1(1− p0) (4.20)
where Φ−1 is the quantile for inverse cumulative distribution of a standard Gaussian.
Fig. 4.3 shows the p-value and discovery significance for the ggF HVT signal combined
with both resolved and boosted regions. The best significance is given at 800 GeV for
less than 3σ. In particle physics, the discovery of a new particle could only be claimed
with an excess of 5σ which is tight to avoid the so-called “type-I error” defined as
making a false discovery. In this case, an exclusion limit is set to make the claim which
mass range has no signal at a certain confidence level.
Methodology for an Exclusion (Confidence Interval at 95% Confidence Level)
Without a significant result (Z < 3σ), an exclusion limit is then set to conclude that a
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specific range of theoretical hypotheses (i.e. new particles of varied mass range) has no
signal which is within the analysis sensitivity (i.e. the particle production cross-section
is significant to be measured).
In the case of an exclusion, an alternative test statistic is formulated as:
q˜µ =

−2 lnλ(µ) 0 ≤ µˆ ≤ µ
0 µˆ > µ
−2 lnλ(0) µˆ < 0
(4.21)
For the three cases in the expression, the bottom one is to keep µ positive to have
physical meaning, when µˆ is smaller than 0. For the other two cases, it is to have the
µ hypothesis at one side for µ > µˆ which is to set the exclusion upper limit on the
cross-section, and the lower limit is ignored.
Then, the asymptotic approach is applied again. Under this case, q˜∗µ is chosen with the
Asimov data to make:
pµ =
∫ ∞
q˜∗µ
f (q˜µ|µ = 0)d q˜µ = 0.05 (4.22)
This is meaning that if the signal exists with a specific signal strength, µ∗, the null
hypothesis would be rejected at 95% confidence level (CL). Followed by that, µ∗ is
taken as the median value for the new p.d.f., f (q˜µ|µ = µ∗), and also the expected
upper limit of sensitivity to measure the signal. Then, the observed sensitivity is
estimated to be the µ in this new p.d.f. corresponding to the observed event yield.
This would lead to the claim that there is no signal with the given upper limit on
cross-section at 95% confidence, and there is still 5% chance of the occurrence of the
“type II error” which means to miss the signal within the expected sensitivity.
The final result is then interpreted by converting the evaluated µ into the produc-
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tion cross-section and the decay branch ratio:
σ× BR = µ×N
evt
L (4.23)
with L as the luminosity
The results with the combination of all the signal regions are presented in Fig. 4.4
for the ggF category with theoretical cross-section overlaid together, and Fig. 4.5 for
the VBF category. For the W’ boson, Z’ boson, and the RS graviton, the theoretical
cross-section is overlaid together with the expect and observed limits from the ex-
periment which presents that the measurement has the sensitivity on the mass up
to 3 TeV, and 1.7 TeV for the HVT bosons and gravitons respectively. And, Fig. 4.6
shows the comparison of power to set a limit on the HVT Z’ boson between resolved,
merged, and combined channels. For the range of low mass, resolved channel has
dominated the sensitivity, while for mWV > 800 GeV, merged channel has made better
performance in terms of the sensitivity.
4.4. Combination of VV/VH/``/`ν
As mentioned before, the combination of multiple signal regions would help to in-
crease the statistics and improve the measured sensitivity. In addition to the final state
this analysis is interested in(pp→WV→ `νqq), there are also other analyses which are
aiming for the same exotic particles. Therefore, a combination across all the possible
final states of those searches was conducted to have a further improvement in the final
result. The proposed scheme is to combine the diboson analyses for which the final
states of VV (V=W or Z boson) decay are considered to search for the scalar NWA
boson, the HVT, and the RS graviton. And, to have a further understanding of the
HVT coupling to the SM particles, the dilepton (`` and `ν) and VH (H→ bb) channels
are also taken into the combination.
The discriminant used in the combination is the fully reconstructed mass, mWV , and
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Figure 4.4.: The limits for the BSM particles via ggF/DY production. (a) and (b) are for the
HVT Z’ and W’ bosons, while (c) is for the NWA scalar boson, and (d) is for the RS
graviton.
the transverse mass, mT is taken when the mass could not be fully reconstructed. (like
VV→ νν`` or X→ `ν).
As discussed in the last chapter, the signal configuration was set to have a narrow res-
onance mass window, so the effect of interference on the cross-section is smaller than
15% in the VV and VH channels. Therefore, interference is taken to be negligible. For
the dilepton channel, a cut on the resonance (transverse) mass is applied to mitigate
the effect. [91]
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Figure 4.5.: The limits for the BSM particles via VBF production. (a) and (b) are for the HVT
Z’ and W’ bosons, while (c) is for the NWA scalar boson. For the RS graviton, the
VBF production is not considered
4.4.1. Combination Strategy
The combination scheme could be seen in Fig. 4.7, and the considered analyses with a
brief event selection summary is presented in Tab. 4.7.
With the number of involved analyses, the likelihood construction of all the final state
would be too complicated, so the procedure was conducted step by step. It started
from the combination of channels with same medium states of WW, WZ, or ZZ bosons.
For example, there are three analyses involved for X→WW with final states of `νqq,
`ν`ν and qqqq, so they are combined first.Then, the combined results of WW, WZ, and
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Figure 4.6.: The limit comparison between the merged, resolved, and combined channels.
ZZ are further combined to give the VV combination result. At this stage, the statistic
interpretations for RS gravitons and NWA scalar bosons are completed. Following by
that, the VV channels are combined together with VH and dilepton channels to set the
limit on mass of W’ and Z’ bosons as well as the coupling strength between the HVT
and SM particles.
Orthogonality
Within VV and VH channels, the category orthogonality was kept by the cuts on
lepton number, EmissT , and b-jet numbers. However, due to overlapped mass windows
between W/Z and Higgs bosons, some events went into both VV and VH signal
regions. Tab. 4.8 shows the mass windows used in the hadronically decayed bosons.
In this case, the events are given higher priority to go into the VV category and get
removed from the VH channels, if the selected dijet system has the mass in the over-
lapped region. With the comparison to the original event selection, the expected
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(a)
Figure 4.7.: The scheme for combination of VV, VH, and dilepton analyses with their final
states. It could be seen that decays channels for WW, WZ, ZZ, WH, and ZH are
combined respectively first. Then, the further combinations are performed to give
the final interpretation.
sensitivity does not have significant change (< 10%) which could be seen in Fig. 4.8.
(a) (b) (c)
Figure 4.8.: The change in expected limits in the VH channels for (a)VH→ ννbb (b)VH→ `νbb
and (c) VH→ ``bb
Nuisance Parameter Correlation
For each individual analysis, more than 100 nuisance parameters are considered.
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Table 4.7.: The list of individual analyses which are taken into the combination
Channel Diboson state Selection VBF cat. Reference
Leptons EmissT Jets b-tags
qqqq WW/WZ/ZZ 0 veto 2J − − [92]
ννqq WZ/ZZ 0 yes 1J − yes [75]
`νqq WW/WZ 1e, 1µ yes 2j, 1J − yes [76]
``qq WZ/ZZ 2e, 2µ − 2j, 1J − yes [75]
``νν ZZ 2e, 2µ yes − 0 yes [93]
`ν`ν WW 1e+1µ yes − 0 yes [94]
`ν`` WZ 3e, 2e+1µ, 1e+2µ, 3µ yes − 0 yes [95]
```` ZZ 4e, 2e+2µ, 4µ − − − yes [93]
qqbb WH/ZH 0 veto 2J 1, 2 − [96]
ννbb ZH 0 yes 2j, 1J 1, 2 − [97]
`νbb WH 1e, 1µ yes 2j, 1J 1, 2 − [97]
``bb ZH 2e, 2µ veto 2j, 1J 1, 2 − [97]
`ν − 1e, 1µ yes − − − [98]
`` − 2e, 2µ − − − − [99]
Some of them are commonly applied across the analyses, but there are also the ones
which only made the contribution to the dedicated analyses. The following is the list
of nuisance parameters which are decorrelated from the other analyses:
Jet Uncertainties: The measurement of jets actually have 81 sources of uncer-
tainties, but most of analyses just deploy the simplified schemes for which the
81 sources are combined into 21 or 3 uncertainties. For the analyses using dif-
ferent simplified uncertainty schemes, their jet uncertainties are uncorrelated
(VV→ `ν``&``νν)
Electron ID Uncertainty: The VV→ `ν`ν analysis has deployed different identi-
fication working points in the electron selection, so the related uncertainties are
uncorrelated.
Signal and Background Modelling Uncertainties: The scale factors for the SM
background in the likelihood reconstructions are decorrelated as they have differ-
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Table 4.8.: The mass windows for the selection on hadronically decayed bosons in VV and VH
events
channel Jet Topo W Z H
qqqq
resolved - - -
merged [65,95] [76,106] -
``qq
resolved [62,97] [70,105] -
merged [65,95] [76,106] -
`νqq
resolved [66,94] [82,106] -
merged [64,104](LP) [69,114](LP) -
ννqq
resolved - - -
merged [65,95] [76,106] -
qqbb
resolved - - -
merged - [70,110] (HP) [75,145]
`νbb/ννbb
resolved [110,140]
merged [75,145]
``bb
resolved [100,145]
merged [75,145]
ent kinematic properties for varied final states. Furthermore, the uncertainties
arising from the data-driven estimation are also decorrelated. As the ISR and
FSR effect was not considered in the fully leptonically decayed channels, they are
uncorrelated as well.
4.4.2. Result
The combination is aiming for two kinds of results: the limit on the mass of exotic
partices (NWA scalar boson, HVT W’ and Z’ bosons, and RS gravtion), and the limit on
the coupling strength between the HVT and SM particles. The first result will follow
the asymptotic methodology which was discuss in Sec.4.3 with a cross-check from
the toy model3, and , for the second result, a similar likelihood would be constructed
by the parameter of interest would be the coupling constant, ~g, instead of the signal
3as running the toy model is computationally expensive, it it only performed on the mass points of 1,
2, 3, 4, and 5 TeV
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strength, µ. The detail will be coming later.
Mass Limits
The cross-section limits are set with the ggF/DY and VBF productions respectively.
For the VBF category, not all analyses have this channel, but they are still combined to
provide the upper limit, and the results are shown in Fig. 4.9. Here, a new benchmark
for the HVT model is applied with gH = 1 and g f = 0, and this means the production
of W’ and Z’ bosons could only be via VBF. With this new configuratio (named as
model c), the sensitivity is set as the inclusive (W’ + Z’ bosons) cross-section upper
limit ratio between the expectation (observation) and theory. With respect to the single
channel analysis presented before, the mass limit has seen a significant improvement
from 1.2 TeV(3 TeV) to 2.2 TeV(4.5 TeV) for the RS graviton (HVT boson) interpretation.
0.5 1 1.5 2 2.5 3
m(V’)  [TeV]
1−10
1
10
210
310
410
510
610
710
H
VT
 m
od
el
 C
σ/
σ
Observed 95% CL limit
Expected 95% CL limit
σ 1±Expected 
σ 2±Expected 
HVT model C
-1
 = 13 TeV, 36.1 fbs
ATLAS  
 WW + WZ→VBF HVT V’ 
(a)
0.5 1 1.5 2 2.5 3
m(Scalar)  [TeV]
1−10
1
10
210
310
410
 
VV
)  [
fb]
→
 
Sc
al
ar
 
→
(pp
 
σ
Observed 95% CL limit
Expected 95% CL limit
σ 1±Expected 
σ 2±Expected 
-1
 = 13 TeV, 36.1 fbs
ATLAS  
 WW + ZZ→VBF Scalar 
(b)
Figure 4.9.: The cross-section upper limit for (a) the HVT model boson (as a ratio to the
theoretical one) (b) and the NWA scalar boson
For the ggF result, the VV channel is combined with VH and dilepton channels for the
HVT interpretation, while the limits on models of RS graviton and NWA scalar boson
are only set with the VV channel. The HVT interpretation is shown in Fig. 4.10 as the
ratio of the observed cross-section to the theoretically predicted cross-section. And,
the limits on RS graviton and NWA scalar bosons are in Fig. 4.11, while Fig. 4.12 is
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presenting the comparison of the sensitivities from the VV+VH and dilepton channels.
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Figure 4.10.: The cross-section upper limit ratio to the HVT model theoretical prediction for (a)
the W’ boson (b) the Z’ boson
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Figure 4.11.: The cross-section upper limit on the (a) NWA scalar boson (b) RS graviton
Coupling Limits
The limits of the HVT couplings are set on a two-dimensional plane with which
two pairs of parameters are used:
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gH and g f : they are corresponding to the couplings to the SM bosons (W, Z, and
H) and fermions. For the simplicity, the fermionic coupling is set equal between
quarks and leptons.
gl and gq: they are corresponding to the couplings to the leptons and quarks with
the coupling to SM bosons set at 0.56 (model A).
For the estimation of the couplings, the same method in Sec.4.3 is applied with the
profile likelihood and asymptotic formulae, but the likelihood is constructed with the
coupling strengths, ~G :
λ(~G) = L(
~G, ˆˆθ)
L(~ˆG, θˆ)
(4.24)
Then, the event yields (signal strength) would be parametrized in terms of the cou-
plings, and the following procedure is to set the exclusion limit at the 95% confidence
level .
The final results are shown in Fig. 4.13 on which the region outside dotted lines
are excluded, and exclusions from the electroweak precision measurements [100] are
also overlaid as the coloured exclusion region which has combined the following
experiments:
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• Z mass pole measurements from LEP [100]
• LEP2 measurements provided in the last joint paper by the ALEPH, DELPHI, L3,
and OPAL Collaborations [101]
• Measurements from low-energy experiments, CKM unitarity and αs [102]
• World average for the top-quark mass measurements from the ATLAS, CMS,
CDF, and D0 Collaborations [103]
• World average for the Higgs boson mass measurements with Run 1 data from the
ATLAS and CMS Collaborations (the cross-section measurement is not included)
[104]
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Figure 4.13.: The limits on coupling strength from the full combination with (a) gH, g f and (b)
gl , gq planes
It could be seen that the combination of exotic particle searches has presented the
exclusion that the electroweak measurements did not have the sensitivity to achieve.
With the low mass HVT boson assumptions, both of the two benchmark models are
also excluded by the coupling strength interpretation.
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4.5. Summary
In the search for new particles with diboson resonance, the single final state of
WV→ `νqq is chosen to investigate two production modes, ggF/DY (indistinguish-
able) and VBF, along two jet topologies. The background estimation was performed
with the Monte Carlo simulation for the Standard Model process like W+jets and tt¯
interactions and the Fake Factor method for the multijet events. After the comparison
between background estimation and data with a statistic interpretation, the discovery
significance did not confirm the existence of any unknown particle. Therefore, the
limits are set via the asymptotic method on the particle mass based the present analysis
sensitivity.
For the further enhancement on the sensitivity to new physics, the `νqq result was
combined with the other diboson and dilepton final states. However, there is still
no evident existence of the new particles. The limits on the particle mass and their
coupling to the SM particle are then set giving an improved constraint on the phase
space for the new particle searches.
Chapter 5.
Search with Non-Resonance Signatures
(Vector Boson Scattering)
“When something is too hard, there is always another way.”
— Charlie, Finding Dory
In addition to the physics with resonance particles, unknown couplings between SM
particles are also a portal to new physics. Their signature would be similar to the
SM with enhanced or reduced (interference) occurrence rates (cross section) for the
physical process of interest. However, the deviation from SM prediction might be
marginal, so tests on precision measurement could only be achieved with large amount
of data. With the LHC data collected in 2015 and 2016, some of the rare processes
predicted by the SM could examined for the first time.
This analysis is aiming for the phenomenology with “vector boson scattering” (VBS)
which has the signature like VBF with one back-to-back high-mass jet pair accom-
panied by two SM gauge bosons (qq→VVqq). The phenomenon was an interaction
with relatively low cross-section predicted by the SM and measured in ATLAS Run1
data analysis (2009-2012) along with the search for the anomalous quadratic gauge
coupling (aQGC). However, with the limit number of data, the measurement did not
give a promising result for the existence of this interaction (the p-value is less than
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3σ) [105]. This analysis is to extend the search with greater luminosity of data collected
in 2015 and 2016 for 36.1 f b−1, and the final state of the dibson system is chosen to be
semileptonic. This analysis will focus on one lepton channel (WV→ lνqq) just like the
resonance search, and the result will be combined with other two semileptonical final
states (ZV→ ννqq/llqq) for the statistic interpretation.
With the same final state, the object definition was inherited from the resonance
search, and the simulation sample and dataset are also reused. However, because the
search is aiming for different signal, the optimization was repeated for the thresholds
of object and event selection. The most significant change in this analysis is that
although mWV is still reconstructed, it cannot be taken as the discriminant because of
no resonance particle in the process. Instead, an algorithm of boosted decision tree
(BDT) is performed on the experimental observables, and it would give the output of
“BDT score” for the discrimination of signal and background.
To maximize the sensitivity, the event categorization employs the same strategy to
have boosted HP, boosted LP, and resolved regions for signal, W+jet and tt¯ control
regions for VBS category only, and the event priority is the same as the resonance
search.
5.1. Signal Simulation Samples
Two types of signal signature were generated: SM VBS scattering and anomalous
quadratic coupling. As this analysis is a general search for the coupling signature, a
couple of physical processes are involved as the signal. In this case, an approximation
of effective field theory (EFT) is applied to simplify the simulation.
5.1.1. Standard Model Vector Boson Scattering
Under the SM, the vector boson scattering is through the coupling to a variety of
bosons including W/Z bosons, photon, or Higgs boson. The coupling strength is
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(a) (b)
(c) (d) (e)
Figure 5.1.: Here are the Feynman diagrams which contribute to the SM VBS signal. The
dashed line in figure (b) and (d) are the Higgs boson which couples the interactions.
Those interactions are of the order α6EW involving the consideration of the decays
of the two scattered bosons into fermions.
constrained by the Higgs mass, so the measurement could be another test on the Higgs
naturalness and Brout-Englert-Higgs Mechanism [106]. The interactions considered
in this analysis are shown in Fig. 5.1 with the order of α6EW which also considers the
decays of bosons into fermions.
For those interactions, only the longitudinal component of bosons is considered, while
the transverse one has relatively low coupling strength, so it is neglected [107]. When
the Higgs boson is not involved in the interactions (Fig. 5.1 (a)-(c)), the coupling
magnitude [108] could be presented in Mandelstam variables, s and t, as:
|M| = g
2
4m2W
[s + t] (5.1)
with the consideration of only the coupling to W bosons for simplicity. This implies
that the coupling strength will diverge when the energy increases, so the unitary of ρ
in Eq. 1.23 would be broken due to the enhanced coupling between W and Z bosons.
The introduction of the Higgs boson to mediate the bosons could provide a constraint
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to prevent the divergence, which makes the coupling magnitude to:
|M| = g
2m2H
4m2W
[
t
t−m2H
+
s
s−m2H
]
(5.2)
This expression is hold at the tree level, and the perturbative terms are neglected with
the light Higgs boson [109]. However, the high order terms would remain if the Higgs
mass is above 1.2 TeV with λ > 4pi:
m2H = 2λν
2 > 1.2 TeV (5.3)
where ν is 246 GeV measured from experiments. This would then make the cross-
section diverge again as shown in Fig. 5.2. Therefore, the cross-section measurement
of the SM vector boson scattering could be another verification of the existence of
high-mass Higgs boson.
Sample Production
The signal samples are produced with the setting under SM with Higgs boson mass at
125 GeV. MADGRAPH5_AMC@NLO V2.3.3 [69] is the chosen generator interfaced
by PYTHIA8 [52] for the fragmentation with the PDF set of NNPDF30LO [59]. The
two medium state bosons (WW or WZ) are required to be on-shell with the mass pole
from PDG.
As thw physical processes for this analysis is presented as pp→VVjj, some of un-
wanted interactions would also go into the signal samples. Their coupling is still at
the order of α6EW , but no VBS interaction is involved. With the VBS requirement on
event selection, the contribution is well-suppressed.
5.1.2. Anomalous Quadratic Coupling (aQGC)
With the light mass of the discovered SM Higgs boson, the Higgs naturalness turns
to be a problem. In addition to the BSM heavy Higgs bosons, the hidden couplings
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Figure 5.2.: The cross-section of vector boson scattering between gauge bosons with Higgs
boson of 125GeV and 1010GeV as a function of
√
s. [110]
132 Search with Non-Resonance Signatures (Vector Boson Scattering)
between bosons is another approach to this issue. It could lead to the fine-tuning to
the SM Lagrangian to make high order correction.
To simplify the hidden theory, the approach of EFT is applied which could be presented
in Lagrangian as:
LEFT = LSM +∑
i
Ci
Λd−4i
Odi (5.4)
where the extended term, ∑i
Ci
Λd−4i
Odi , is contributed from the anomalous couplings
which are indexed by i. It is constructed by 3 components: Λ as the energy scale for
where the coupling is significant, Ci as the coefficient of this interaction and O
d
i is the
operator. d is used as the number of dimensions of this coupling. With the constraint
of Λ in the power of d− 41, the interactions of higher order could be neglected due
to small contribution. When Λ goes to ∞, that would mean the new physics is unap-
proachable, and SM would be the only observable phenomenon. This approach has
been proven working well to have theoretical agreement to experimental data with
the example from Fermi theory.
The new physics operators, O, considered here is based on Eboli model [111, 112]
which formulates the new interactions with the components:
• Higgs Field Covariant Derivative: DµΦ = (∂µ + igW jµ σ
j
2 + ig
′Bµ 12)Φ
• Electroweak W Field Covariant Derivative: Wˆµν = ∑i(∂µW iν − ∂νW iµ)σ
i
2
• Electroweak B Field Covariant Derivative: Bµν = ∂µBν − ∂νBµ
The notations used here are the same as the ones used in Chap. 1 with σj as the Pauli
Matrices, and they all have the same dimension of two:
[
DµΦ
]
=
[
Wˆµν
]
=
[
Bµν
]
= GeV2 (5.5)
1d− 4 is applied on the energy scale to keep the dimension consistent in the Lagrangian
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Then, the BSM interaction is constructed from four of them (the same component
could be chosen multiple times) which are combined into one individual operator
with the dimension of eight. Three types of operators can then be categorized by the
combinations:
• DµΦ only: the operators are only composed of DµΦ and denoted as OiS with the
free parameters f iS. The index, i, ranges from 0 to 2.
• all the elements: the operators are the mix with all the components denoted as
OiM. The free parameters are denoted as f iM with the index, i, ranging from 0 to 7.
• combination of the electroweak fields: the operators have Wˆµν and Bµν which are
denoted as OiT with the free parameters, f iT. The index, i, has the range from 0 to
9.
Signal Production
It is impossible to investigate all the possible operators, so only one operator of each
category is chosen in the signal, which are O0S, O
0
M, and O
0
T with the free parameter, f
0
S ,
f 0M, f
0
T, while the other operators are tuned to 0. The chosen coupling strength for the
free parameters in the simulation is summarized in Tab. 5.1.
Similar to the SM VBS signal, the production is also via MADGRAPH5_AMC@NLO
V2.3.3 [69] interfaced by PYTHIA8 [52] with the PDF set of NNPDF30LO [59].
However, this simple production scheme is not enough for the aQGC statistic in-
Table 5.1.: Set-up of parameters in Eboli Model for this analysis
f 0S
[
10−12TeV
]
f 0M
[
10−12TeV
]
f 0T
[
10−12TeV
]
Signal 1 50 0 0
Signal 2 0 5 0
Signal 3 0 0 1
terpretation. With the consideration of time scale for a complete sample production
(with more benchmarks for Eboli Model parameters), the aQGC statistical interpreta-
tion was discard in this analysis.
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Figure 5.3.: Here are the Feynman diagrams which contribute to the SM VBS signal. The
dashed line in figure (b) and (d) are the Higgs boson which couples the interactions.
Those interactions are of the order α6EW involving the consideration of the decays
of the two scattered bosons into fermions.
5.1.3. Interference Effect on the Signal
Under the Standard Model, the interference on the VBS cross-section would come
from the QCD processes which is via the same process, qq→VVjj, under the order of
coupling, α4EWα
2
EW . The QCD interactions could be seen in Fig. 5.3. The effect on the
cross-section estimation could be presented with the matrix elements,M:
|M|2 = |M1 +M2|2 = |M1|2 + |M2|2 + 2Re(M1M2) (5.6)
with |M|2 as the total amplitude, andM1 andM2 are the amplitudes from the VBS
and QCD contributions. The last term is showing the interference effect on the total
cross-section. With the estimation by MADGRAPH5_AMC@NLO V2.3.3 [69], this
effect is less around 1% for the VBS signal, so it is taken negligible, but it is still taken
as one contribution of systematic uncertainty.
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5.2. Event Selection
In general, the event selection in this analysis has the same scheme as the resonance
search including both trigger and event cleaning. However, as the optimization is
conducted with SM VBS signal, some cuts are looser due to the similar kinematic
properties with respect to the background. For the same reason, the cuts on topological
variables employed in resonance search would also remove significant signal, so they
are dropped in this analysis [113].
Not just the event selection scheme but also the event categorization is adopted
here from the resonance WV→ `νqq analysis. Three regions are defined with the
jet topology as boosted HP, boosted LP, resolved regions (in the order of selection
priority) for W+jet control region, top control region, and signal regions (with higher
selection priority than the other two). To achieve better sensitivity for aQGC, the
dedicated control region is defined with one additional cut in the signal region with
mVBS > 1 TeV.
5.2.1. Batman Veto
In September 2017, a cell saturation problem in high pile-up runs in 2015 and 2016
was reported in the LAr detector endcap (EMEC). This leads to a large number of low
pT jets (pT > 20 GeV) falsely reconstructed at |η| ∼ 2.9 (which is beyond the range
where JVT is applicable), and they also made the contribution to EmissT reconstruction.
Therefore, the events are removed manually by the event and run numbers. Fig.
5.4 shows the jet η distributions before and after the problematic event removal in
resolved signal region but with two loose leptons selected, which is another channel
along with this 1 lepton analysis. (This issue was noticed after the resonance search
was completed, so it was not considered.)
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Figure 5.4.: The jet η distribution before (left) and after (right) the problematic event removal
5.2.2. VBS Event Selection
The pairs of VBS jets are still chosen to be the one with highest invariant mass and
toward different η direction (η1× η2 < 0) in an event, but, different to resonance
search, the selection was conducted after the pair of signal jets from the boson decay
(the pair with invariant mass closet to W/Z mass pole). The full selection of the jet
pair is listed below:
• pj1T > 30 GeV&&p
j2
T > 30 GeV
• mVBS > 400 GeV
• η1η2 < 0
• not b-tagged
5.2.3. Boosted & Resolved Event Selection
Tab. 5.2 and 5.3 are showing the cuts applied to select the events into both signal
and control regions. The measurement on both aQGC and SM cross-section does not
distinguish the processes of WW or WZ, so only one SR is defined for both boosted
and resolved jet topologies.
As compared to the resonance search, object selections are kept the same like the
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Table 5.2.: Summary of the selection criteria in the definition of the signal region (SR), W+jets
control region (W CR) and tt¯ control region (tt¯ CR), in the high-purity (HP) and
low-purity (LP) categories.
Selection
SR W CR tt¯ CR
HP LP HP LP HP LP
W → lν
Num of signal leptons 1
Num of vetoed leptons 0
EmissT > 80GeV
W/Z → J
Num of large-R jets ≥ 1
D(β=1)2 50 % WP pass fail pass fail pass fail
D(β=1)2 80 % WP — pass — pass — pass
W/Z mass 50 % WP pass fail — — pass fail
W/Z mass 80 % WP — pass fail fail — pass
Top-quark veto Num of b-tagged jets 0 ≥ 1
pT threshold or lepton isolation requirements. However, the E
T
miss cut is lowered to
80 GeV to enhance the statistics for the training sample into the multivariable analysis.
Furthermore, the topological cuts are also removed from this analysis, because they
are too stringent for the signal sample. And, the b-tagging requirement is also changed
in the resolved channel with forbidding any b-tagged jet in the events for signal region.
The definition of W+jet control regions is still defined by the mass side band of the
dijet system in resolved channel and failed mass tagging in boosted channel. With the
change on number of b-tagged jets, the top control region definition is also simplified
as the event with any existence of b-jets.
5.3. Multivariate Analysis
When the new physics and SM interactions have similar kinematics, their detector
signatures would have marginal difference. In this case, no individual variable could
be taken as the discriminant to distinguish signal from backgrounds. And, this is why
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Table 5.3.: Summary of the selection criteria of of the resolved analysis for the WW and WZ
signal regions (SR), W+jets control region (WR) and tt¯ control region (TR).
cuts SR WR TR
W → `ν selection
Number of signal leptons 1
Number of veto leptons 0
EmissT > 80GeV
W/Z → jj selection
Number of small jets ≥ 2
pT(j1) > 60 GeV
pT(j2) > 45 GeV
mjj [64, 106]GeV < 66GeV [64, 106]GeV
or [106, 200]GeV
Top veto Number of b-tagged jets 0 0 ≥ 1
Existence of VBF jets yes
the multivariate analysis is taken into the analysis, and it is based on the framework of
TMVA [114].
Two candidate algorithms were considered: adaptive and gradient decision trees.
However, the outcome of adaptive decision tree is not robust to prevent overtrain-
ing [113], which means the training is too close to the training sample, so it might fail
the prediction of additional data. Therefore, gradient boost decision (GBDT) is chosen
to be used in this analysis.
Decision Tree
Decision tree is constructed with a series of binary decisions. Those decisions are made
by whether the events could pass a cut which can give the best separation between
signal and background. The full scheme could be presented as Fig. 5.5. To make the
best decision on signal and background separation, the Gini Index is defined as:
IG = p(1− p) (5.7)
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Figure 5.5.: The scheme of a decision tree. The nodes are where the decision are made by
whether the event could pass the cut on xi, xj, and xk. The bottom nodes are the
final outcomes labeled as S for more signal events categorized into the node, and
B for more background events
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where p is the percentage of signal events (purity) in the node. The decision would
then be made to optimize the increase of IG in the mother node:
Gain = ImotherG −
n1
N
Idaughter1G −
n2
N
Idaughter2G (5.8)
where the two daughter nodes are split from the mother node (event number, N,
divided to n1 and n2), and their IG’s are reweighted. After repeating this procedure,
the events get into the leaf nodes where they are labelled by signal or background de-
pending on which kind of events takes over bigger proportion. To avoid over-training,
a further procedure called “pruning” is applied. This procedure is conducted from
the bottom, and the node with little increase of the separation power (Gini Index) is
removed. If the following branches are all removed, the mother node making the
decision would be turned into another leaf node.
The other decision tree is also used in this analysis which is called “regression tree”
for the prediction of a truth value which is not in the binary format. In this case, the
Gini Index is not available, and, instead, the average squared error is used:
σ =
1
N
N
∑(yˆi − ytruthi ) (5.9)
with yˆi as the average truth value of the events in the same node and y
truth
i as the
truth value of the events itself. The decision is made with a cut which makes σ as the
minimum.
In general, decision tree has the advantage of being handy for use, easy to understand,
and flexible, but it also has the disadvantage of being weak to statistic fluctuation and
correlation between input variables especially when only one tree is trained. Therefore,
there are a couple of methods to train trees into “forests” like random forest, and the
one used in this analysis is “Gradient Boost”.
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Gradient Boost
Due to the insufficiency of a simple decision tree, the approach called “boost” is
applied into the sample events after each tree is grown up. The process is determined
by deviation of the predicted value from the truth value with a “Loss Function” defined
as:
L(F(xi), yi) =
n
∑
i
ln(1+ exp (−2F(xi)yi)) (5.10)
where F(xi) is the predicted value from the outcome of decision trees for the ith event,
and yi is its truth value. The training process is then conducted in the following steps:
(a) The first tree is built up with the procedure as mentioned above to optimize the
Gini Index.
(b) The predicted value of each event, F0(xi), is then assigned by the type of nodes.
(signal node: F0(xi) = 1, background node: F0(xi) = −1)
(c) The gradient of Loss Function, ∂L(F0(xi), yi)/∂F0(xi), is calculated for each event.
(d) The average of the gradient from all the events in a node is assigned as a new
label.
(e) Instead of using the label of background (−1) and signal (+1), the average of
gradient is taken as the new label on the events for next training
(f) The training is conducted as a regression tree by minimizing the average squared
error when making each decision
(g) After the tree is constructed, the average expected value of each leaf node, yˆi, is
taken to correct F0(xi):
F1(xi) = F0(xi) + βyˆi (5.11)
with β as the training rate. Smaller β gives better precision, but the training also
needs more trees to achieve the required accuracy.
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Table 5.4.: The customized parameters in the Gradient Boosted Decision Tree Configuration
Option Defined Value Description
NTrees 800 Number of trees
MinNodeSize 5% Minimum percentage of training events
required in a leaf node, or the leaf shall
be trimmed off
Shrinkage 0.3 Training rate used in this analysis
nCuts 20 Number of grid points in variable range
used in finding optimal cut in node split-
ting
MaxDepth 4 Max depth of the decision tree allowed
BaggedSampleFraction 0.5 The fraction of events in the full sample
for training of each tree.
(h) step (c) to step (g) are then repeated until N tree are built.
The final outcome, FN(xi), of this training is then called “BDT score” which is used as
the final discriminant for this analysis.
Training
Tab. 5.4 is showing the customized parameter configuration in the training for this
analysis, and the ones not mentioned are taken as default value. It could be noted that
not all events in the training are used in each tree, but a random sampling (“bagging”)
is employed. This is to smear the statistic fluctuation to avoid over training.
In this analysis, the SM VBS samples is taken as signal, and the background sam-
ple is composed of simulated tt¯ and W+jets interaction. Both signal and background
events are re-weighted to the relative weight corresponding to their cross-sections.
Both of them are split into two samples with equal size: the events of even event
numbers are taken as sample A, and odd event number ones are taken as sample B.
Then, two trainings are conducted on both samples and evaluated on the other one.
Afterwards, data are processed with both of the two trainings also with the event
splitting by event numbers. The final result was given as the combination of the two
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trainings. With drastically different kinematics, the training is performed on merged
and resolved channels respectively.
At the very beginning, the trainings were conducted with more than 50 input vari-
ables including 4-vector of the selected objects, topological parameters between them,
and various associated observables like jet-width. Only the subsets of uncorrelated
variables showing great separation power were chosen. Two variables were newly
defined here:
• boson centrality (ζV): This is to identify the topology that the two scattered bosons
are supposed to be within the η gap of the two scattered jets:
∆η− = min(η(Vhad), η(Vlep))−min(η(jVBS1 ), η(jVBS2 )) (5.12)
∆η− = max(η(Vhad), η(Vlep))−max(η(jVBS1 ), η(jVBS2 )) (5.13)
ζV = min(∆η−,∆η+) (5.14)
• jet width: the jet calorimeter width defined as the pT averaged distance of
calorimeter clusters to the jet axis:
width = ∑i
∆R(j, ci)pT(c
i)
∑i pT(ci)
(5.15)
with ci representing the cluster entities inside the jet.
Tab 5.5 is presenting the variable importance for BDT training with definition as the
percentages of variables used to make a decision.
Result
The final result with the output of BDT response (Fxi) is shown in Fig. 5.6. As men-
tioned above, signal events would have the response close to 1, while background
ones tend to have the outcome of −1.
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Table 5.5.: The importance of each input variable in Gradent BDT training
SelectionVariable
Importance
Resolved Merged
MVVjtag jtag 1.532× 10−1 4.726× 10−1
psig j2T 8.833× 10−2 NA
η(`) 7.939× 10−2 1.366× 10−1
ζV 7.866× 10−2 1.970× 10−1
width(sig jet2) 7.151× 10−2 NA
width(tag jet1) 6.933× 10−2 NA
width(sig jet1) 6.354× 10−2 NA
ptag j1T 6.166× 10−2 NA
∆η(j1, j2) 6.017× 10−2 NA
∆R(`, ν) 5.450× 10−2 NA
ptag j2T 5.352× 10−2 1.939× 10−1
Ntrk(sig jet1) 5.102× 10−2 NA
width(tag jet2) 4.093× 10−2 NA
Ntrk(tag jet1) 3.607× 10−2 NA
Ntrk(sig jet2) 2.121× 10−2 NA
Ntrk(tag jet2) 1.697× 10−2 NA
5.4. Background Modeling
The modelling strategy is similar to the resonance search. The two dominant back-
ground interactions, tt¯ and W+jets, are constrained using dedicated control regions,
while the other minor contributions are without constraint in the signal region fitting.
However, to achieve higher precision measurement, some of the cuts are loosened.
In this case, the mismodelling of mVBS is not negligible, so an extra event weight is
applied on W+jet MC events.
The multijet background contribution in the non-resonance search is higher than
the resonance analysis due to the lack of anti-QCD cuts from the topological variables.
It is also estimated with the same fake factor from resonance search, because the distri-
bution shape is supposed to remain the same with similar final state. The comparison
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Figure 5.6.: Comparison of test and training BDTG response distributions in 1-lepton channel,
for merged (top) and resolved (bottom) regimes. Results obtained with even (odd)
event numbers used for training are shown on left (right).
between data and background (pre-fit) will be presented in next section along with
the post-fit distribution.
5.4.1. mVBS Modelling
As what was observed in the resonance search, an unknown issue is underlying in the
simulation for W+jet events with Sherpa. With the comparison to data, a slope could
be seen on the ratio of data to simulation in mVBS distribution shown in Fig. 5.7, and
Madgraph sample gives better agreement. However, Sherpa sample has more events
for statistics, so it is chosen for the estimation on W+jets background. To remodel
the distribution, an extra weight is derived with mVBF distribution in W+jets control
region:
w(mVBSjj ) =
Ndata − (Nmc − Nmc(W+jets))
Nmc(W+jets)
(5.16)
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Figure 5.7.: Comparison of mVBF distribution of data and W+jets MC samples from Sherpa
and Madgraph 5 in the boosted W+jets control region.
The estimation is performed as a linear fitting in the mass of two small-R signal jets, or
the selected large-R signal jet, mVjj(J), bins:
mVjj(J) = [50, 60, 70, 100, 150, 200, 300][GeV] (5.17)
where the bin of 70-100 GeV is removed because it is defined as signal region. The
fitting in multiple bins is to investigate the weight dependence on mVjj(J). The result of
fitting could be seen in Fig. 5.8 and 5.9. With consistent results between each mVjj(J)
slice, it was determined to perform the fitting only on resolved and boosted regions
without further categorisation. The parameters from the best fitting is shown in Tab 5.6
with 1σ uncertainty from statistical fluctuation. As the discrepancy was only seen in
Table 5.6.: Estimated mVBS reweighting functions for W+jets events.
Fitting parameters Resolved Merged
p0 (constant) 1.1± 0.04 1.1± 0.02
p1 (slope) [GeV
−1] −0.00021± 0.00002 −0.00019± 0.00003
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mVBS, the validation was performed by applying the weight in the other distributions,
and the result is in Fig. 5.10 which is showing the agreement is significantly improved
for mVBS distribution with little disturbance on the other kinematic properties.
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Figure 5.8.: Fit of mVBS (as resolved_m_jj in the plots) slope in W+jets resolved CRs, in different
slices of mVjj .
148 Search with Non-Resonance Signatures (Vector Boson Scattering)
4−10
3−10
2−10
1−10
1
Wjets
Data-(bkg-Wjets)
-1
 = 13 TeV, 36.1fbs
Boosted, 50to60
boosted_mjj_tag0 1000 2000 3000 4000 5000 6000
D
at
a/
M
C
0
0.5
1 y=1.08(+-0.026) -0.00016(+-2.6e-05) x
4−10
3−10
2−10
1−10
1
Wjets
Data-(bkg-Wjets)
-1
 = 13 TeV, 36.1fbs
Boosted, 60to70
boosted_mjj_tag0 1000 2000 3000 4000 5000 6000
D
at
a/
M
C
0
0.5
1 y=1.08(+-0.033) -0.00016(+-3.7e-05) x
4−10
3−10
2−10
1−10
1
Wjets
Data-(bkg-Wjets)
-1
 = 13 TeV, 36.1fbs
Boosted, 100to150
boosted_mjj_tag0 1000 2000 3000 4000 5000 6000
D
at
a/
M
C
0
0.5
1 y=1.13(+-0.025) -0.00023(+-2.4e-05) x
4−10
3−10
2−10
1−10
1
Wjets
Data-(bkg-Wjets)
-1
 = 13 TeV, 36.1fbs
Boosted, 150to200
boosted_mjj_tag0 1000 2000 3000 4000 5000 6000
D
at
a/
M
C
0
0.5
1 y=1.18(+-0.044) -0.00027(+-3e-05) x
4−10
3−10
2−10
1−10
1
Wjets
Data-(bkg-Wjets)
-1
 = 13 TeV, 36.1fbs
Boosted, 200to300
boosted_mjj_tag0 1000 2000 3000 4000 5000 6000
D
at
a/
M
C
0
0.5
1 y=1.16(+-0.053) -0.00025(+-1.8e-05) x
Figure 5.9.: Fit of mVBS (as resolved_m_jj in the plots) slope in W+jets boosted CRs, in different
slices of mVJ .
Search with Non-Resonance Signatures (Vector Boson Scattering) 149
0 1000 2000 3000 4000 5000 6000
6−10
5−10
4−10
3−10
2−10
1−10 data-(bkg-Wjets)
reweighted
un-reweighted
resolved_mjj_tag
0 1000 2000 3000 4000 5000 6000
D
at
a/
M
C
0.5
1
1.5
D
at
a/
M
C
0.5
1
0 500 1000 1500 2000 2500 3000
4−10
3−10
2−10
1−10
data-(bkg-Wjets)
reweighted
un-reweighted
lvjjmass
0 500 1000 1500 2000 2500 3000
D
at
a/
M
C
0.5
1
1.5
D
at
a/
M
C
0.5
1
0 1000 2000 3000 4000 5000 6000
9−10
8−10
7−10
6−10
5−10
4−10
3−10
2−10
1−10
data-(bkg-Wjets)
reweighted
un-reweighted
boosted_mjj_tag
0 1000 2000 3000 4000 5000 6000
D
at
a/
M
C
0.5
1
1.5
D
at
a/
M
C
0.5
1
0 500 1000 1500 2000 2500 3000
3−10
2−10
1−10
data-(bkg-Wjets)
reweighted
un-reweighted
lvJmass
0 500 1000 1500 2000 2500 3000
D
at
a/
M
C
0.5
1
1.5
D
at
a/
M
C
0.5
1
Figure 5.10.: Comparison of mVBS (as resolved_m_jj in the plots) and mVV (as lvjjmass in
resolved plots and lvJmass in boosted plots) distributions before and after the
mVBS reweighting for events in the resolved (top) and boosted (bottom) W+jets
control regions
5.5. Statistical Interpretation
The statistical interpretation of the non-resonance search follows the same strategy as
the resonance one in likelihood construction (it has the same structure as Eq. 4.4), fit-
ting, and then the final result. However, as the main focus of this analysis is to observe
the vector boson scattering in the semileptonic (qq→VVjj→ ``qq/`νqq/ννqq + jj),
the exclusion interpretation is not performed.
The likelihood construction was using two discriminants: the BDT distribution for
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signal region (first line in Eq. 4.4) and the mVBS for W+jet control region (third line in
Eq. 4.4). The top control region was just taking one bin for the fitting normalization
(second line in Eq. 4.4) which has combined both tt¯ and single top backgrounds. They
are summarized in Tab. 5.7. This choice is to make the mVBS reweighting systematic
uncertainty constrained by mVBS distribution shape in the W+jet control region.
Regions
1lep channel fit model
Merged high-purity Merged low-purity Resolved
SR BDT BDT BDT
WCR mVBS mVBS mVBS
TopCR One bin One bin One bin
Table 5.7.: Summary of the regions from 1lep channel entering the likelihood of the fit models.
“One bin” implies that a single bin without any shape information is used in the
corresponding fit region.
For the systematic uncertainties, the set from the resonance search is also applied.
However, as the analysis employs the mVBS reweight, the additional systematic un-
certainty is taken in for the statistic uncertainty from this sources. The other addition
systematic uncertainty arises from the interference between the QCD interactions and
the VBS process, and it is taken into the uncertainty of signal modelling.
5.5.1. Fitting
The fitting procedure is conducted as the resonance search for which the two dominant
backgrounds, W+jets and top, are constrained by the dedicated control regions by a
Gaussian distribution. Before having the final result of the signal strength, the back-
ground only fitting is performed to test the background modelling and the nuisance
parameter effect on the fitting quality.
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Post-fit and Pre-fit Distributions
The background and data comparison is presented here to verify the background
modelling before the fitting. The post-fit plots are presented together to show the effect
of fitting on the histograms. This fitting procedure has applied the background only
hypothesis (µ = 0).
Fig. 5.11 and 5.12 are the results in W+jet and top control regions respectively.
Fitting Quality
The fitting quality is also verified in this analysis with the pulls and the correla-
tion matrix. The combined results of merged and resolved channels are in Fig. 5.13
with a reduced scheme presenting only the NPs with significant correlation or pulls on
the fitting. There are a coupling of NPs like mVBS reweighting which are highly con-
strained and pulled, and that is due to the strong impact of the systematic uncertainties
on distribution shapes.
5.5.2. Results
This analysis is aiming to provide the vector boson scattering measurement which has
been predicted by the SM, so the interpretation has the following two parts: a) the
discovery significance b) the cross-section in the intended final states in the fiducial
region, and the exclusion limit is not set.
Combination of Semileptonic Channels
For this analysis, all the three semi-leptonic channels are considered. The results
will be showing the combination of all the three semileptonical channels through the
combination procedure discussed in the last chapter. Most of the systematic uncer-
tainties are correlated among the three semileptonic final states (``qq, `νqq, and ννqq),
but the ones for normalization factors and the multijet background (only in the `νqq
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Table 5.8.: Expected and observed yields in signal and control regions for the signal hypothesis.
Yields and uncertainties are evaluated after the fitting to the data in all `νqq regions
indicated above.
Boosted, High Purity Boosted, Low Purity Resolved
SR W+jets CR Top CR Signal Region W+jets CR Top CR SR W+jets CR Top CR
W+jets 1556.66 ± 244.61 1448.88 ± 154.05 749.76 ± 121.50 3931.65 ± 539.85 2002.27 ± 272.88 1822.72 ± 244.59 97489.49 ± 22840.18 25321.33 ± 4730.05 35265.68 ± 7019.05
Top 570.42 ± 123.89 136.60 ± 45.84 5635.05 ± 1198.20 608.91 ± 142.16 166.52 ± 51.80 6670.66 ± 1649.92 11747.76 ± 3529.05 1277.32 ± 634.75 128305.05 ± 36872.78
SM Diboson 238.63 ± 66.59 73.92 ± 20.90 181.79 ± 52.32 339.94 ± 107.33 92.97 ± 30.69 189.66 ± 56.52 4330.69 ± 1287.57 581.58 ± 162.93 2093.22 ± 560.53
Z+jets 53.47 ± 9.96 40.73 ± 6.95 28.42 ± 0 123.62 ± 20.22 57.37 ± 11.74 72.81 ± 14.09 3939.25 ± 1667.54 954.46 ± 350.69 1614.46 ± 432.94
Multijet – – – – – – 15381.16 ± 2292.91 3776.57 ± 471.86 24426.45 ± 4082.85
Background 2477.59 ± 382.38 1705.67 ± 186.99 6642.85 ± 1268.24 5047.75 ± 707.29 2325.75 ± 320.31 8797.59 ± 1784.29 133347.69 ± 26918.73 31959.56 ± 5264.22 192183.01 ± 40519.71
VBS Signal 58.41 ± 8.32 5.53 ± 0.97 47.84 ± 7.76 43.62 ± 6.05 6.53 ± 1.43 41.75 ± 6.24 459.33 ± 54.23 48.30 ± 4.89 478.14 ± 65.29
SM Total 2536.00 ± 382.47 1711.20 ± 186.99 6690.69 ± 1268.26 5091.37 ± 707.32 2332.28 ± 320.31 8839.34 ± 1784.30 133807.02 ± 26918.78 32007.86 ± 5264.22 192661.15 ± 40519.76
Observed 1929 1364 5806 3709 1831 7629 104476 27475 157177
channel resolved merged
W+jet CR 0.93± 0.07 0.86± 0.06
Top CR 0.67± 0.10 0.83± 0.01
Table 5.9.: The scale factors for the top and W+jet backgrounds for the fitting with signal
channel) are taken decorrelated. The details of the other two channels could be referred
to [113]. In addition, the combination performed the simultaneous fitting on the three
channels which means that the signal strength and the scaling factors among the three
channels are shared: signal strength of three of them, W+jet and top scaling factor
are shared between `νqq and ννqq which are constrained in `νqq control regions, and
Z+jet scaling factor is shared between ``qq and ννqq which is constrained in the ``qq
Z+jet control region. The yields after the fitting with the signal in the `νqq channel are
presented in Tab. 5.8 for the control and signal regions, and the scale factors on W+jets
and top backgrounds are shown in Tab. 5.9.
Discovery Significance
The asymptotic formulae was applied here with the same methodology from the
resonance search to test the SM VBS hypothesis against the null hypothesis. The
discovery significance with the test statistics in Eq. 4.21 before the batman veto is
shown in Tab. 5.10 for each channel and combination. However, with the event re-
moval from this cut, the final discovery significance decreased to 2.7σ. Fig. 5.14 is
showing the signal strengths denoted, µˆ, giving the best fit in each individual channel
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and the combination. The signal and background distributions with observed data
are re-binned into the log(S/B) (S and B are signal and background event numbers)
and presented in Fig. 5.15. The final combined result has great agreement with the
SM prediction, and the sensitivity is dominated by the systematic uncertainty. The
compatibility of the three channels are within the 36% with the estimation from the χ2
distribution of two degrees of freedom (from systematic and statistical uncertainties).
Channel Exp. significance(Asimov) Obs. significance
ννqq 1.35 1.43
`νqq 1.77 0.53
``qq 1.34 2.07
combined 2.58 3.14
Table 5.10.: Summary of VBS signal significance against null-hypothesis in the semileptonic
final states.
VBS Cross-Section Measurement
To measure the inclusive cross-section of the VBS production, the selection efficiency is
estimated with the generator truth information through an approach like the tag-and-
probe method. Firstly, the events from signal simulation are tagged via the “fiducial
region” selection, which means the same signal region cuts are applied on events at the
particle truth (“truth”) level (without considering their interactions with the detector),
but the fat jet D2 cuts are removed, as it is a variable at the reconstruction level. Then,
those tagged events are probed by whether the reconstructed particles (“reco”) could
also pass the same cuts. This would then give the reconstruction efficiency:
Ce f f =
N(reco)
N(truth)
(5.18)
To measure the cross-section, the signal strength is set as a free parameter, and the
related uncertainty should not affect the fitting procedure, so it is removed from the
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likelihood reconstruction in Eq. 4.4. Then, the cross-section could be presented as:
σ× BR = µ× (N
data − Nbkg)
Ce f f ×L
(5.19)
The result of the cross-section measurement could be seen in Tab. 5.11.
Fiducial region Predicted σexp Measured σexp
Total 43.0± 2.4 (theo.) fb 45.1± 8.6 (stat.) +15.9−14.6 (sys.) fb
Merged 11.4± 0.7 (theo.) fb 12.7± 3.8 (stat.) +4.8−4.2 (sys.) fb
Resolved 31.6± 1.8 (theo.) fb 26.5± 8.2 (stat.) +17.4−17.1 (sys.) fb
Table 5.11.: Summary of measured signal strengths, and the predicted and measured fiducial
cross section.
5.6. Summary
This analysis is dedicated to spot the vector boson scattering interaction in the semilep-
tonical final states with the analysis strategy inherited from the resonance search. The
combination of the three final states (``qq+`νqq+ννqq) has presented the discovery
significance of 2.7σ against the null hypothesis, which is still not yet significant to claim
a discovery but still within a reasonable agreement to the SM estimation (2.5σ). For
the cross-section measurement, it was given 45.1 f b for the VBS process in agreement
with the SM prediction within the uncertainties, and this is also the first measurement
of vector boson scattering in semileptonic final states.
The aQGC statistical interpretation is skipped for this analysis due to the need for a
more complete signal sample production.
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Figure 5.11.: Comparison of the BDT score distributions before and after the fitting in the
Boosted HP (top), Boosted LP (middle), resolved (bottom) W+jet control regions.
The left and right are the plots for pre-fit and post-fit (with the post-fit over pre-fit
ratio) results.
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Figure 5.12.: Comparison of the BDT score distributions before and after the fitting in the
Boosted HP (top), Boosted LP (middle), resolved (bottom) top control regions.
The left and right are the plots for pre-fit and post-fit (with the post-fit over pre-fit
ratio) results.
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Chapter 6.
Upgrade of the ATLAS Calorimeter
Trigger
“To infinity . . . and beyond!”
— Buzz Lightyear (made in Taiwan), Toy Story
Following the period of LHC operation with
√
s = 13 TeV from 2015 to 2018, the
long-shutdown period (LS2) is scheduled from 2018 to 2021 to prepare for the Run 3
operation which will start in 2021. The major upgrades in this period are to enhance
the LHC energy for proton-proton collision as well as the luminosity. Meanwhile,
three main upgrades will be also performed on the ATLAS detector: the new small
wheels (NSW) in the muon spectrometer [115], the fast tracker at HLT (FTK) [116], and
the new L1Calo infrastructure. One of the main purposes of the two upgrades is to
improve the trigger rate for better recognition on the physical objects. This chapter
will be dedicated to the L1Calo Run 3 upgrade from the hardware design, preparation
of the software, to expected performance of the new L1Calo infrastructure, for which I
was in charge of the software preparation and also the EmissT trigger algorithm.
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6.1. LHC Run 3 Upgrade
After the operation of Run 2 (2015-2018), the LHC undergoes the Long Shutdown
period (LS2) from 2018 to 2021 during which a couple of upgrades and maintenance
will be taken to enhance the LHC performance to prepare for the upcoming operation
in 2021. This is to bring the LHC to the design energy of 7 TeV for each beam and also
enhance the instantaneous luminosity to 2× 1034 cm−2s−1 with estimated ∼ 70 pile-up
events per bunch crossing with respect to 1.5× 1034 cm−2s−1 luminosity during the
LHC operation in 2018. The subsequent operation is expected to last for three years
delivering the integrated data of 300 f b−1 by the end of this period. This upgrade plan
could also be taken as the preceding work for the High-Luminosity LHC (HL-LHC)
which will keep the beams at 7 TeV, but the instantaneous luminosity will increase to
7.5× 1034 cm−2s−1 for which the pile-ups will go up to 200 per bunch crossing. The
LHC upgrade road map and the estimated instantaneous luminosity can be seen in
Fig. 6.1.
The major upgrade of this project is that the linear accelerator of beams will be re-
placed by the new LINAC4, and the LINAC2 will just retire from 40 years of operation.
The major difference between the LINAC2 and LINAC4 is that the LINAC4 will ac-
celerate negatively charged hydrogen ions (H−), and the electrons will be stripped
off in the PSB, whose design is intended to concentrate the beams with better stabil-
ity [119]. Furthermore, the CERN acceleration complex (Fig. 2.2) will also upgrade
the RF cavities for the energy upgrade. For the LHC itself, the upgrade will take
place in the magnet systems for which more than 20 magnets will be replaced, and a
new superconductor technology using niobium-tin as the cable material will also be
employed with the new magnet material which can afford the even higher magnetic
field of ∼ 10 T (the original material can only take the magnetic field up to ∼ 9 T) [119].
This upgrade project is aiming to refine the present physics results. Firstly, the Higgs
boson properties like the couplings to other particles or themselves could be measured
with better precision to verify the SM predictions. Secondly, most of the SM interac-
tions have the cross-sections as a function of the collision centre-of-mass energy, and
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Figure 6.1.: The LHC upgrade plan (top) [117] and the instantaneous luminosity (bottom) [118]
for the upcoming 10 years with the estimated integrated data.
the new operation energy can provide other measurement points. Thirdly, the increase
of collected data will benefit the new physics search giving a better separation on the
test statistics between hypotheses, and this will enhance the sensitivity to the hidden
particles. Ref. [118] has summarized all the studies for expected results with the Run 3
LHC data.
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6.2. Hardware of the Run 3 ATLAS Calorimeter Trigger
To incorporate the upcoming LHC upgrades, the ATLAS hardware calorimeter trigger
system is scheduled to undergo a series of upgrade to cope with the high luminosity
in Run 3, and it will also be remained as part of the Run 4 L0 trigger. The full L1Calo
trigger scheme in Run 3 can be seen in Fig. 6.2. It could be noted that the Run 2 system
Figure 6.2.: The L1Calo hardware scheme in the Run 3 operation [120]
will still remain in the operation for the tile calorimeter input running in parallel with
the new system and also for the purpose of commissioning. This design is because
that the calorimeter readout upgrade will only take place in the LAr detector for
which the output signal will be digitized, and the tile detector would still use the
legacy analogue system. The newly digitized signal from the LAr detector will be
processed into the trigger-level object, “supercells” (a new type of trigger tower), in
the “LAr Digital Processing Blade” (LDPB) with a granularity of 0.025× 0.1 for the
middle layer and sent to the optical plant once per 25 ns (the LHC collision rate).
Before the transmission into the object processors, two others new types of trigger
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towers will be constructed from supercells as well in LDPB, jTowers and gTowers,
within the Data Processing System (DPS) which is part of the LDPB. The calorimeter
information is herein duplicated into these three types of trigger towers, and they are
distributed by the optical plant to the three feature extractors respectively: supercells
to the electron feature extractor (eFex), jTowers to the jet feature extractor (jFex), and
gTowers to the global feature extractor (gFex). Those Fex systems are designed as
FPGA boards written in the reconstruction algorithms which will then output the
physical objects to the L1Topo and L1CTP to make the trigger decision along with the
outputs from L1MU. Regarding of the tile detector, the analogue signal is processed
by a new processor, “Tile Rear Extension Module” (TREX), into “tTowers” with the
granularity of 0.1× 0.1, and they will be taken into the Fex’s as well. In comparison to
the Run 2 trigger system, the reconstruction of physical objects could access a better
granularity for the background suppression and also have a longer latency for more
complicated algorithms of physical object reconstruction.
eFex and Supercells
The eFex is designed to reconstruct the electromagnetic objects like electrons, photons,
and taus, with the trigger towers of best granularity, supercells. With respect to the
other two trigger tower types (jTowers and gTowers), supercells are constructed within
each layer in the LAr calorimeter, and the layer names in each detector region from
inside to outside are:
• Barrel (0 < |η| < 1.52): PreSamplerB, EMB1, EMB2, EMB3
(EMB stands for “EM Barrel”)
• Barrel (1.52 < |η| < 3.2): PreSamplerE, EME1, EME2, EME3, HEC
(EME stands for “EM Endcap”, and HEC stands for Hadronic Endcap)
• Barrel (3.2 < |η|): FCAL1, FCAL2, FCAL3
Although the hadronic endcap calorimeter still has several layers, the system would
still just sum their energy deposit as one entity. Due to the detector structure, some
of the layers might not cover the full designated region. In terms of the granularity,
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the middle two layers (EMB1 and EMB2) have the finest one with 0.025× 0.1 in the
∆η×∆φ plane, while it is 0.1× 0.1 for the front and back layers (Presampler and
EMB3) in the barrel region. However, this supercell arrangement is not employed
in the full LAr detector, and the granularity gets coarser when |η| increases. In the
forward region, the most coarse granularity would degrade to 0.32× 0.4 for the back
layer of the forward detector (this is a rough number, as the forward supercells are
in irregular shapes due to the complicated structure geometry in this region). The
comparison between supercells and Run2 trigger towers could be seen in Fig. 6.3.
Different from the Run 2 trigger towers, the layer information will be kept in Run 3
L1Calo system, and the middle two layers of supercells have finer granularity. This
indicates the accessibility to isolation variables with more complicated algorithm. The
full detail of the granularity and the coverage of each layer could be found in [121].
This is the key upgrade for the new L1Calo system. In the Run 2 operation, the single
electron trigger has taken around 30% of the total output bandwidth, and this limits
the bandwidth budget for the other signatures like jets or taus. Therefore, the eFex
upgrade is aiming to make better suppression on the background and keeping the
same efficiency for physical signal like Z→ ee.
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Figure 6.3.: The comparison of the Run 2 trigger towers [121] and the supercells [122] in the
barrel region. One block in the Run 2 trigger tower is corresponding to one square
in the front layer of supercells.
To evaluate the energy of each supercell, the signal of cells is sent to a processor
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called “LATOME” with an optimal filter (OF). The received analogue LAr cell signal
is firstly digitalized through the analogue digital converter (ADC) into the number
of ADC counts. The energy is then calibrated by the optimal filter to estimated the
measured transverse energy (ET = E× cos θ) and also mitigate the noise:
ET =
i=4
∑
i=1
αiSi (6.1)
ET · τ =
i=4
∑
i=1
βiSi (6.2)
S is taken as the ADC count with the optimal filter coefficients (OFC), α and β, and
τ is the phase shift along the measured time to ensure the energy is assigned to the
appropriate bunch crossing. The i is the index for energy sampling every 25 ns within
an active window of 100 ns. It should be noted that although the collision rate of LHC
is one bunch crossing per 25 ns, the active window for “one” collision is still 100 ns.
This means once a channel receives the signal, it will not be available for the following
few bunch crossings. In Run 2, the timing assignment was simply applied by checking
whether a peak of pulse could be found within the active window [123] (peak finder
algorithm):
Si−1 < Si > Si+1 (6.3)
The time is then assigned to the bin centre. However, for the search of long-lived
particles, they might arrive in the calorimeter after this time window. Therefore, a
more flexible algorithm to extend the time window will be implemented in the Run 3,−8 ns < t < 16 ns ET ≥ 10 GeV−8 ns < t < 8 ns ET < 10 GeV (6.4)
This allows to have the calorimeter receive energy deposits which are not within the
active time window triggered by the collisions (0 ns < t < 25 ns). Although the
sampling period is 25 ns, the sampling window could be delayed by maximally 24 ns
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with the steps of 1 ns using the PHOS4 chip [124], which can help to achieve the
desired temporal resolution. Fig. 6.4 is presenting how the OFC shifts the peak of the
origin digitalized ADC input from the beam test and the supercell energy efficiency
after the new timing cuts from simulation. They are showing that the new algorithms
could successfully recover the peak energy and also reach the signal plateau of 3 GeV
energy deposit in a supercell.
Figure 6.4.: The digitized pulse shape from the ADC and the signal efficiency after the timing
window cut. The peak could be seen shifted after the OF is applied, and the timing
window properly removes the negative measured energy.
The other correction on the supercells is the “pedestal correction”. When the LAr
cells start to receive the energy from a bunch train, the cell would deliver strong noise
during the first few bunches (∼ 20 bunches), and it leads to a high trigger rate beyond
the trigger rate budget. The pedestal correction is applied to mitigate the effect by
reducing the energy count from the ADC. Fig. 6.5 is showing the pedestal correction
used in the Run 2 operation, while its optimization for Run 3 is still ongoing. Therefore,
in the following studies, the first 20 bunches of a bunch train are vetoed in the event
selection to remove this noise source. The average noise response (the energy deposit
from pp→ jj for which the two jets have ET < 20 GeV at truth level) for each layer in
the Run 3 simulated environment (µ∼ 80) could be seen Fig. 6.6, and the noise would
increase with |η| due to the fact that the supercells are larger in the high |η| region.
The calibrated supercells are taken as the input for eFex, and they are reconstructed
into electrons/photons, and taus with the coverage of |η| up to 2.5 (For physics
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Figure 6.5.: The pedestal correction as a function of bunch crossings for long bunch trains. The
shadowed area is within a bunch train [123].
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Figure 6.6.: The average ET of supercell layers as a function of |η|with the Run 2 like algorithm
with peak finder algorithm [121]
analysis, this is also the |η| range for offline electrons due to the coverage of inner
detector). It should be noted that in the hardware trigger level, electrons and photons
are reconstructed into the same objects for no track information. The reconstruction is
performed from seed-finding in the EMB2 layer with the finest granularity and greatest
depth. The energy of tTowers behind the ROI are then added into the reconstruction
object in EM layers. With the upgraded system, the algorithms could have more
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flexibility to explore different cluster shapes and also the isolation variables. Further
details will be discussed later.
jFex and jTower
jTowers are in a similar format as the Run 2 trigger towers with the same granu-
larity, 0.1× 0.1, but it is not uniform in the whole detector. The granularity of each
region in the barrel and endcap regions is summarized in Tab. 6.1. The construction
Table 6.1.: The jTower granularity in the barrel and endcap regions
Index |η| ∆ ∆φ
0 0-2.5 0.1 0.1
1 2.5-3.1 0.2 0.2
2 3.1-3.2 0.1 0.2
of the jTowers are firstly performed by defining the static windows for the jTowers
sizes and locations. Then, those windows are simply matched to the supercells whose
energy is summed over to build the ET of jTowers. No additional selection of supercells
is applied. However, for the forward region, this construction cannot work because
of the irregular shape of supercells, and one supercell might overlap with two other
supercells in a back layer. In this case, all the supercells are taken as jTowers directly,
so the layer information would still be kept. For the input from the tile detector, the
tTowers are processed into independent jTowers in the jFex, so there would be two
trigger towers at the same location corresponding to EM and hadronic layers.
When the jFex is processing the jTowers, it is performed in eight FPGA modules which
receive data from each φ-octant respectively covering the full η range (0 < |η| < 4.9)
from the barrel to forward region, and the jTower data is duplicated to the neigh-
bouring FPGAs [125]. This is to properly reconstruct the physical objects (jets or tau
decayed with widely spread signatures) at the transition region between FPGAs. The
final outputs of the jFex are taus with larger ROI, small-R jets (R = 0.45), EmissT , and
the transverse energy scalar sum (HT). Different from the Run 2 system, the new sys-
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tem can afford more computing-expensive algorithms for the event-by-event pile-up
mitigation.
gFex and gTower
The gTowers have similar properties as the jTowers, but they are given a even coarser
granularity of 0.2× 0.2 without the layer information. Furthermore, not like the jTow-
ers constructed from individual supercells in the forward region, the forward layers of
supercells are still summed over to construct the Towers by defining static windows
which collect the supercells with their electrodes inside the region. Tab. 6.2 is present-
ing the gTower granularity in the barrel and endcap regions, while the forward region
has the |η| binning as:
|η| = [3.2, 3.5, 4.0, 4.45, 4.9] (6.5)
with equal bins in φ of ∆φ∼ 0.2
Table 6.2.: The gTower granularity in the barrel and endcap regions
Index |η| ∆ ∆φ
0 0-2.5 0.2 0.2
1 2.4-2.5 0.1 0.2
2 2.5-3.1 0.2 0.2
3 3.1-3.2 0.1 0.2
With the coarse granularity, there would be fewer input channels to the gFex, so
it can afford some more complicated algorithms and increase the region of interest,
which is one of the motivations to have the gFex in the Run 3. In the Run 2, the JEP
can only handle the ROI for a narrow jet (R∼ 0.45), and it is too small for a large-R jet
which is an important signature for a wide range of physics analyses. The comparison
of the Run 2 and Run 3 trigger level jets could be seen in Fig. 6.7, and the new system
could extend the jet reconstruction to contain all the energy deposits for the decays of
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two close-by hadrons. The other advantage of gFex is that it can have more compli-
cated algorithms than the jFex for the pile-up subtraction.
Figure 6.7.: The comparison of the Run 2 (red circle) and Run 3 (black circle) L1Calo jet ROIs
for an HVT Z′→ tt¯ event. The Z’ boson was given a high mass, so the two top
quarks were highly boosted and got close to each other. They would form a large-R
jet in the offline reconstruction [126].
The processing of gTowers in the gFex is conducted in three FPGAs which corre-
spond to three η ranges of full φ rings:
• FPGA #A: −2.5 < η < 0
• FPGA #B: 0 < η < 2.5
• FPGA #C: 2.5 < |η|
Due to the bandwidth limit for the communication between these FPGAs, no gTower
can be duplicated as they might be in the jFex. In this case, when reconstruction objects
near the border of FPGAs, the gTowers outside the available range are not considered.
In this case, the reconstruction of gFex jets is not yet settled. The outputs from the
gFex are the large-R jets and EmissT with another algorithm different from the jFex one.
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6.3. Simulation Software of the Run 3 ATLAS
Calorimeter Trigger
The general simulation procedure was already introduced in Sec. 2.4. However, the
Run 3 system is still missing in the simulation chain, so I made the contribution to
build up the framework with essential components and integrate it into the ATLAS
software, Athena. The final output from the simulation should contain both of the
trigger-level and offline objects, so they can be distributed to physics analysis groups
to decide what trigger items should go into the trigger menu for the ATLAS Run 3
operation.
The trigger simulation receives the digitized data from the LAr detector simulation
in the format of supercells, and the trigger simulation is performed afterwards in the
following procedure:
• Tower Identification: this process is to define the j/gTower windows in the
detector with their locations and granularities through the ATLAS Identifier
system.
• Supercell & Tower matching: as the j/gTowers are constructed from the supercells,
this is to pair the j/gTowers with the supercells inside the defined windows.
• Construction of Towers: this is performed event by event to collect the energy
deposits from supercells into the j/gTowers
• Event Data Model: this is the format to store the reconstructed objects in the
output file for both the hardware level (like tracks, energy cluster, or trigger
towers) and physical objects. As j/gTowers are new objects in the Run 3, an event
data model is created to store them.
• Physical Object Reconstruction: methods for the phyiscal object reconstruction
from the trigger towers. As of July 2019, the baseline electrons from eFex, and
small-R jets and EmissT from jFex are already implemented, while the tau recon-
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struction and gFex objects are still under study. The algorithms for object recon-
struction will be discussed in Sec. 6.4.
• Integration: the last step is to integrate the simulation into the ATLAS simulation
chain, reco_t f [127], with which the output samples contain all the objects for
physics studies with trigger objects.
This simulation is under the ATLAS official software, Athena, which is a Gaudi-based
system [128]. All the simulation components are C++ based scripts, and they are
accessible and configurable via python interface, “job option”, under this framework.
6.3.1. Tower Identification
The ATLAS identifier (ID) infrastructure [129, 130] is used to define and interpret the
hardware readout channels for the offline system1. It has two components, the dictio-
nary and ID helper. The dictionary is to categorize the hardware readout channels in a
hierarchy structure which decomposes the ATLAS detector into several levels, and the
ID helper is to interpret the dictionary to construct the readout channels into offline
software via the detector storage [131] which is shared between events.
This infrastructure has been used in the Run 2 for a full detector simulation, while
the components dedicated for the Run 3 system are still missing like the muon new
small wheel, or the L1Calo jFex and gFex. Therefore, although the ATLAS simulation
system in the Run 2 has performed well for physics results, it is not yet completed for
the full simulation of the new Run 3 system. To incorporate the new system of L1Calo
jFex and gFex into the detector simulation, the first step is to construct the identifier
system for jFex and gFex readout channels to define the jTowers and gTowers, while
the supercells are already implemented within the LAr simulation software. However,
the identifier system can only be applied on the readout channels in a regular pattern,
so it does not extend to the forward region where supercells are in irregular shapes.
Therefore, the forward region towers are defined only in the main construction script,
and this information does not go into the detector storage [131].
1offline means the system is detached from the detector
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Dictionary
The definition dictionary is written in the format of xml, which decomposes the
detector in the following order:
the ATLAS detector → subdetectors → detector sides (+η, −η) → region (bar-
rel, endcap) → sampling layer (EM/Had) → η → φ
Under this structure, each of the readout channel is given a unique hash number
with a set of indices representing its hardware location within each level. With the
hash numbers, the readout channels could only be recognized by the indices, and the
physical meaning like the real η, or φ, would still need the further interpretation in the
script for a proper construction to make the readout channel into an object (j/gTower
in this case). The following is the snippet of how the readout channels of jFex are
added and defined in the dictionary:
<field name="JTsampling" >
<label name="EM" value="0" />
<label name="Hadronic" value="1" />
</field>
<subregion name="JTower" >
<range field="DetZside"
values="negative_lvl1_side positive_lvl1_side" />
<range field="JTsampling" values="EM Hadronic" />
</subregion>
<!−− Up to eta=2.5 −−> \\
<region group="Reg\_JTower" name="JTower\_0"
eta0="0.0" deta="0.1" phi0="0.0" dphi="0.1">
<reference subregion="JTower" />
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<range field="JTregion" value="0" />
<range field="JTeta" minvalue="0" maxvalue="24" />
<range field="JTphi" minvalue="0" maxvalue="63"
wraparound="TRUE" />
</region>
The first block in the script defines the two layers of the jTowers, EM and Hadronic
layers, and the second block is for the two detector sides. Then, the definition for the
central region (region index as 0) granularity and the beginning point of η and φ is
shown in the third block, and each tower would be given the η indices ranged from
0 to 24 and φ indices ranged from 0 to 63. For the jTowers, there are three regions
defined corresponding to the granularities presented in Tab. 6.1, while gTowers are
categorized into five regions which is summarized in Tab. 6.2. The system would
then loop through the combinations of those indices to build up all the trigger towers
within those regions, assign the unique hash numbers for each trigger tower via the
ID helper, and register them into the detector storage [131].
ID Helper
ID helper is designed to interface the dictionary and the user code for the simulation of
the ATLAS detector written in the format of C++. For each system, a dedicated helper
is customized due to different architectures of the subdetector designs. During the
initialization of the identifiers, the helpers would access its corresponding dictionary
and assign the hash identifiers for each channel by the set of indices. The identifier is
then enumerated and cached for fast conversion. Under this framework, the memory
for the cache of Run 2 identifiers is already fixed and filled, and the direct addition of
Run 3 identifiers would occupy the memory. In this case, the identifiers would not
be properly configured. To add in the new Run 3 trigger tower identifiers, the Run 2
trigger tower caches are expanded by the method in the snippet shown below:
m_full_region_range = m_dict
−>build_multirange(reg_id , "Reg_Lvl1" , prefix , "region") ;
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m_full_tower_range = m_dict
−>build_multirange(reg_id , "Reg_Lvl1" , prefix , "phi") ;
m_full_layer_range = m_dict
−>build_multirange(reg_id , "Reg_Lvl1" , prefix ) ;
This function is to make the new jTower and gTower identifiers as the extension of
the Run 2 trigger towers, so both the Run 2 and Run 3 trigger tower systems could
run in parallel. After the identifiers are cached, the users could then access the tower
information via the detector StoreGate (DetStore) [131] in the Athena framework.
6.3.2. j/gTower Matching and Construction
The tower definition is then taken to build up the tower windows on the calorimeter
for which the locations are fixed. The following snippet is to show how the windows
are defined in the software:
float jDEta = m_jTowerId−>etaGranularity( rid ) ;
float jDPhi = m_jTowerId−>phiGranularity( rid ) ;
int nTowers = ( int ) (TMath: : Pi ( )/jDPhi)+1;
jDPhi = TMath: : Pi ( )/nTowers;
float jEta = (m_jTowerId−>eta ( jid )+1−0.5)∗jDEta∗detSide
+m_jTowerId−>eta0( rid )∗detSide ;
float jPhi = (m_jTowerId−>phi( j id )+1−0.5)∗jDPhi+m_jTowerId−>phi0( rid ) ;
i f ( jPhi>TMath: : Pi ( ) ) jPhi = jPhi−2∗TMath: : Pi ( ) ;
Firstly, the granularities are taken from the dictionary by the region with ∆φ redefined
to ensure the number of φ segments is an integer. Then, eta0 and phi0 are used to
define the starting point of this region with the granularity to evaluate the centre of
trigger towers, and the trigger towers are defined with η, φ, and the tower granularity.
For the forward region, the j/gTower are not defined in the dictionary, so another
176 Upgrade of the ATLAS Calorimeter Trigger
approach is taken. For the jTowers, a simple scheme is deployed to take the forward
supercells as individual towers from |η| = 3.1, while forward gTowers are hard-coded
to define the edge and granularity of the towers in the simulation software as the
following:
float fgT_Etas[5] = {3.2 , 3.5 , 4.0 , 4.45 ,4.9} ;
int nTowers = 17;
float fgT_dPhi = 2∗TMath: : Pi ( )/nTowers;
For the supercells, the supercell identifier is used to retrieve the locations of the elec-
trodes, and the following is the snippet for this purpose:
float scEta = dde−>eta_raw() ;
float scPhi = dde−>phi_raw() ;
i f ( fabs (scEta) >3.2) continue ;
i f ( fabs ( fabs (dde−>eta_raw() )−1.4)<0.001 && m_scid−>region( scid ) == 0
&& m_scid−>sampling( scid ) == 2) {
i f ( scEta > 0) scEta += 0.05;
else scEta −= 0.05;
}
It could be noted that the η and φ are taken “raw”, and that means the locations
applied in the study are not calibrated for any misalignment in the reality. The last
section of the script is showing a special case that the supercells near the transition
region between barrel and endcap regions are on the edge of supercells, and the ad-
justment is to ensure they could be mapped to the trigger towers beginning at |η| = 1.4.
After both towers and supercells are defined, a matching is performed by verify-
ing whether the supercells are inside the tower windows. If they are matched, the
supercell indices are serialized into a vector as one auxiliary parameter of the towers.
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Then, the energy of towers is evaluated by simply summing over all the supercells
inside the tower window.
6.3.3. Event Data Model for j/gTowers
The ATLAS event data model [132] (EDM) was constructed to store and handle the
variables from physical and detector objects. Each type of objects such as electrons, jets,
or trigger towers, has one dedicated event data model which is called a container. For
the j/gTowers, the Run 2 trigger tower container could not meet all the requirements
to store new variables, and its structure also contains some redundant variables for the
new Run 3 system which will take unnecessary space for the tower storage. Therefore,
for an efficient storage of Run 3 trigger objects, a new type of container was designed
and dedicated for the use of Run 3 trigger towers, jTowers and gTowers.
The ATLAS EDM is based on C++, and the scheme is shown in Fig. 6.8. With this
infrastructure, the objects are constructed as two components, the object itself, and the
object variables like ET or η. The object variables are then taken into the auxiliary store
(it is called “aux-container”) of the object, and the object could access the auxiliary
store to obtain the variables. When the objects are built up for an event, they are
serialized into a vector (transient data) which are then dumped into the container
and aux-container (persistent data) respectively via StoreGate [131] and written out
into a ROOT file. The StoreGate feature could then also be used to retrieve the object
information from the containers.
The new container design is following the same structure as the Run 2 trigger tower
container, and the aux container is skimmed by removing the redundant variables.
Those removed variables are used for the LAr detector readout calibration like the
bunch crossing index and the information about the pulse peak which are now pro-
cessed in the supercell construction, and they are irrelevant to the j/gTowers. As the
j/gTowers are now constructed from the supercells, the indices of supercells inside the
towers are now also added into the aux container for the potential use of pulse shape
inside the towers.
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Figure 6.8.: The illustration of the ATLAS EDM scheme for the auxiliary store [132].
6.3.4. Simulation Chain Integration
To study the trigger performance for physics analyses, both trigger-level and offline
objects are used to understand the trigger threshold impact on a physics results like the
study in Sec. 3.4.1. The offline objects will remain the same from the Run 2 construction
algorithms which are already in the simulation chain. However, the Run 3 trigger
simulation is still not yet in the simulation chain, although the simulation components
are already built up from the procedures mentioned above. In this case, another task
to output samples with Run 3 trigger objects is to integrate it into the ATLAS software,
Athena.
The ATLAS reconstruction simulation is handled by the reco_t f function built in
the Athena framework which is presented in the scheme in Fig. 6.9. It is in the form
as a python script which calls all the default reconstruction components within the
Athena framework using the configurations corresponding to the Athena version
(which is called “release” in the ATLAS collaboration). The most important feature
in the framework is in the middle block where multiple steps of the reconstruction
could be executed sequentially by taking the output file from the last step as a new
input. This means although the simulation is complicated as shown in Sec. 2.4, it
could still be completed with just a simple command. The other feature of the system
is that the completed jobs would send the metadata information such the processed
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event numbers and interaction cross-section to the ATLAS Metadata Interface (AMI).
The reco_t f script could also be extended to include new reconstruction components
by the subcommands, preExec and postExec, and this is used to integrate the Run 3
trigger simulation into the simulation chain. The execution order of components from
the reco_t f , preExec, and postExec is shown in Fig. 6.10 where the execute() is to run
the default algorithms in reco_t f .
The following is the snippet showing how the Run 3 trigger simulation runs with the
reco_t f script:
Reco_tf .py \
−−preExec \
"from TrigT1CaloFexSim. L1SimulationControlFlags
import L1Phase1SimFlags as simflags;\
simflags .CTP.RunCTPEmulation=False ; \
simflags .Calo .QualBitMask=0x40 ; \
simflags .Calo .SCellType=\"Pulse\";
simflags .Calo .ApplySCQual=True" \
−−postInclude \
"default :PyJobTransforms/UseFrontier .py" \
"TrigT1CaloFexSim/createL1SimulationSequence .py" \
"LArROD/LArConfigureCablingSCFolder .py" \
−−postExec \
"StreamAOD. ItemList+=["xAOD: : JGTowerContainer#JTower" ,"xAOD: :
JGTowerAuxContainer#JTowerAux. " ] ; \ StreamAOD. ItemList+=["xAOD: :
JGTowerContainer#GTower" ,"xAOD: : JGTowerAuxContainer#GTowerAux. " ] " ;
−−autoConfiguration="everything" \
The preExec is to set up the Run 3 configuration for the whole simulation chain, and the
postInclude here plays the same role as the postExec with the algorithm components
inside joboption files (in python format) which is to run the Run 3 trigger simulation.
As the new trigger towers are not set as the default output, they are added by the
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postExec to dump the containers and the corresponding auxiliary containers into the
output AOD files. The last subcommand is to set the simulation to run with the default
configuration for the detector geometry and database which has the information like
the employed high voltage in calorimeter or the threshold to receive the cell energy.
Then, the final output would be the proper sample for further study on the trigger
performance.
Figure 6.9.: The illustration of the ATLAS simulation flow run by reco_t f with the Athena
framework [127].
Figure 6.10.: The execution order of reco_t f with its subcommands [127].
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6.4. Run 3 L1Calo Performance
The output trigger towers are then taken into the physical object reconstructions.
This study is to follow the Run 2-like algorithms to verify the performance of ob-
ject reconstruction under the new Run 3 system, which will be taken as the baseline
reconstruction in the firmware. In the study here, three objects will be discussed,
which are electrons, small-R jets, and EmissT , and a deeper insight will be given for E
miss
T
reconstruction for which I make a thorough study on the thresholds and performance.
The reconstruction of hardware level objects has more constraints than the offline
ones. Firstly, the processing of each event must be within the available latency, so a
computing-expensive algorithm is not allowed like a machine learning reconstruction
with a large-scale structure. Other hardware limits include the restriction on commu-
nicating links between the readout channels which are rather important for the gFex
algorithms, as the three FPGAs do not share the signal connections between each other.
Thirdly, the L1Calo objects should still be consistent to the HLT and offline objects,
because they are taken as the seeds for the HLT reconstruction and required to be
matched to offline objects.
To investigate the performance of algorithms, two parameters are studied: trigger rate
and signal efficiency of an individual L1 trigger item. The trigger rate is estimated from
a minimum bias sample with the luminosity corresponding to the pile-up number as
60 per bunch crossing (µ = 60) and
√
s = 14 TeV, and it is defined as the following:
Rate = 40×C× N
pass(trigger(s))
Nall
[MHz] (6.6)
The “40 MHz” is corresponding to the collision rate of the LHC multiplied by a factor,
C, correcting for the fraction of unfilled bunches and the ratio of events passing the
trigger requirement (In the following content, the trigger requirements will just be
passing “one single” trigger). In the following studies, C was taken as 3/8 from a run
in 2017. Each L1Calo item (the objects with corresponding thresholds) should meet
the expected individual Run 3 trigger rate budget from the ATLAS TDAQ technical
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design report [125] which are presented in Tab. 6.3. After finding a threshold giving a
reasonable trigger rate, the trigger efficiency was studied by the offline turn-on curves
(definition could be found in Subsec. 3.4.1), which should present a sharp turn-on
reaching the plateau at a reasonable offline threshold. The following are the studies
with this strategy to verify whether the Run 3 L1Calo system could offer promising
physics results with reasonable trigger rates.
Table 6.3.: The expected Run 3 trigger rate budget for the L1Calo items (not all of them)
Object L1 threshold [GeV] offline threshold [GeV] Rate [kHz]
electron/photo 25 32 14
jet 100 200 7
EmissT 70 200 13
6.4.1. Electron/photon
Due to the lack of the track information, the photons and electrons (egamma) are
reconstructed from the calorimeter energy deposits into the same object at L1Calo
level. With respect to the other signatures, the energy deposit from the egamma
showers is relatively narrow, so the region of interest is defined as a small window of
the size, 3× 2, on the η − φ plane (as the green area shown in Fig. 6.11 corresponding
to 0.075× 0.2 for ∆η×∆φ) with the centre cell as a local maximum inside a three by
three window. Its energy is given by the summation of energy over all the sampling
layer inside this region of both the LAr and tile detectors. However, the electrons
are easily faked by the hadronic objects as discussed in Sec. 3.4.7, and a simple cut
on energy threshold is not enough to reduce the trigger rate easily. In this case, the
shower shape of the energy distribution is taken from three variables for a further
background reduction:
• Rη = 1− E3× 2T /E7× 3T : this variable is defined as the ratio of energy in green over
yellow area in Fig. 6.11 to ensure the egamma is well-isolated.
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• Rhad = EHadT /EtotT : this is the hadronic energy ratio defined in the blue framed
region in Fig. 6.11, and it helps to reduce the contamination from the hadronic
objects, as they would deposit more energy in the hadronic layers.
• wtot =
√
∑i E
SCi
T × (ηSCi − ηSCmax)2/∑ ESCiT : this is to defined the shower distri-
bution within the red framed region in Fig. 6.11.
The final cuts on the three variables are employed with the energy threshold of 20 GeV
for the same rate for Run 2 egamma trigger:
• Rη < 0.12
• Rhad < 0.16
• wtot < 0.02
Figure 6.11.: The diagram to illustrate the electron/photon ROI with the areas for the isolation
definition.
A sample of Z→ ee simulated by Sherpa generator is taken to verify the signal effi-
ciency. The results are presented in Fig. 6.12. The turn-on curves as a function of the
leading truth electron ET with an event-veto of truth electrons in the transition region
of 1.37 < |η| < 1.52 are made from two L1Calo electron ET cuts: 20 GeV giving the
rate of ∼ 30 kHz (the Run 2 single electron trigger rate), and 28 GeV giving the rate
of ∼ 10 kHz (the expected rate in the ATLAS TDAQ TDR [125]). With the same rate
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as Run 2 electron trigger, the turn-on curves has shown a sharper turn-on which can
reach the plateau at 25 GeV which is 7 GeV lower than the Run 2 offline threshold. For
the turn-on curve with the cut on 28 GeV, it reaches the plateau at similar ET as Run 2,
but it has much lower rate. Both of them has shown the improvement with respect to
the Run 2 electron trigger in terms of either trigger rate or the offline threshold, and it
has achieved the performance as the ATLAS TDAQ TDR [125] expected. The other
study in the trigger efficiency is to verify the |η| dependence which is also shown in
Fig. 6.12 with the L1 electron ET cut at 28 GeV. The result has shown that the electron
trigger efficiency has low dependence on η except for the ones in the transition region,
and the trigger has almost 100% for electrons with ET > 30 GeV.
Figure 6.12.: The signal efficiency as a function of truth electron ET (left) and η (right)
6.4.2. Small-R Jets
The small-R jets are reconstructed from a sliding window algorithm (SLW). Firstly,
the jet seed finding was performed by a 3× 3 window (0.3× 0.3) which went through
the jTowers in the LAr detector. The seed is then built if the centre tower is a local
maximum, and the energy sum within the window is above 4 GeV and also higher
than the surrounding region. Then, the jets is constructed as the region of interest
defined as R = 0.45 from the central tower with the energy summed over both LAr
and tile detector sampling layers. It should be noted that the L1Calo jets has a different
radius from the offline and HLT ones which have the radius of R = 0.4, because the
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number of included towers should be an integer with the centre in a chosen tower. The
construction steps are presented in Fig. 6.13 which is also showing another potential
algorithm for which the jets are reconstructed from a 9× 9 square region of interest.
Figure 6.13.: The illustration of how the L1Calo jets are reconstructed.
For the jet triggers, two L1Calo items are proposed, a single jet trigger and a three-jet
trigger. Both of the two triggers are studied with a signal sample of ZH→ ννbb simu-
lated by Sherpa under the collision environment of µ = 60. Although the sample has
only two jets from the physical process, the third jet might still be added by the pile-up
simulation, so it can also be used for the three-jet trigger study. The performance of
these two triggers could be seen in Fig. 6.14 with turn-ons as a function of the offline
first (for the single-jet trigger) and third (for the three-jet trigger) leading jet ET. The
performance of Run 3 L1 jets is compared to Run 2 L1 jets and anti-kT jets which
take jTowers as input entities, and the thresholds are all set giving the same trigger
rate. For the Run 3 single jet trigger, the threshold was set at 97 GeV, and it has the
same performance as the jets reconstructed from the other two algorithms as what we
expect from the TDR (7 kHz). For the three jet trigger, the two Run 3 algorithms have
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shown better performance than Run 2 jets, as both of them achieve higher efficiency
in the turn-on plateau region than Run 2 L1 jets. This is benefited from the improved
granularity which provides a better distinguishing power for jet finding within a high
pile-up environment.
Figure 6.14.: The trigger performance for single-jet (left) and three-jet (right) triggers as turn-on
curves as functions of offline jet ET
6.4.3. Missing Transverse Energy
The missing transverse energy, EmissT , is constructed as the vector sum of jTowers in
the jFex, and the same algorithm proposed here will also be potentially implemented
with gTowers which will need further optimization for the trigger tower thresholds.
However, most of the energy deposits in the calorimeter are from the pile-up events or
electronic noise, so a proper selection on the towers is essential. With broadly ranged
granularities, a constant threshold is not appropriate to handle all the jTowers, so a
tower-dependent threshold scheme is applied. For this purpose, the minimum bias
sample is used to understand the noise behaviour in the jTowers. The first step is
to get the ET histograms for each jTower and take the root mean square (RMS, 1σ)
from this histograms, which will be set as the unit of thresholds on jTower selection.
Then, the optimization is performed by finding the working point which gives the
highest signal efficiency (with the same signal sample for jet trigger study) with the
trigger rate at 5 kHz as the Run 2 EmissT trigger. The working point scan is performed
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on a three-dimension phase space constructed by the thresholds on LAr (EM) and tile
(Hadronic) sampling layers with one more dimension which levels up the thresholds
in the forward region. Fig. 6.15 is presenting the result of signal efficiency at the trigger
rate of 5 kHz with the scanning step of 0.5σ for both LAr and tile towers, while the
threshold on the forward region is 0.5σ higher than the LAr threshold. After this
process, the scheme of thresholds shown in Tab. 6.4 is chosen to reconstruct the jFex
EmissT .
Table 6.4.: jTower thresholds for the EmissT reconstruction
LAr Tile Forward Efficiency Threshold
> 5σ > 5.5σ > 5.5σ 21.62% 57 GeV
Figure 6.15.: The signal efficiency with the trigger rate at 5 kHz as a function of thresholds on
the LAr (x-axis) and tile (y-axis) ET which are in the unit of σ. The forward region
has the threshold for 0.5σ higher than the LAr tower threshold.
To verify the performance for the physics analysis, the ZH→ ννbb sample is still used.
The first verification is for the energy and spatial resolutions with respect to the truth
EmissT which is defined as:
ResET =
EjFexT − EtruthT
EtruthT
(6.7)
Resφ = ∆φ(E
jFex
T , E
truth
T ) (6.8)
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The results could be seen Fig. 6.16 with the other thresholds which also give high
efficiency with trigger rate at 5 kHz, and they are showing great agreement to the Run 2
L1Calo EmissT . However, when making the trigger rate comparison to data, a significant
inconsistency was found as shown in Fig. 6.17. For this case, the Run 2 simulated L1
EmissT cannot be used for a proper comparison due to some unknown modelling issue,
and, instead, a dataset collected in 2017 with an offline selection of Z→ µµ is used, as
muons are invisible for the L1Calo system and make the contribution to L1 EmissT . The
result is shown in Fig. 6.18, and a great agreement is observed because of the similar
algorithm. This is now already taken as the baseline jFex EmissT , while the other pile-up
dependent algorithms are still under investigation for both jFex and gFex.
Figure 6.16.: The energy (left) and spatial resolution of the reconstructed jFex EmissT in compari-
son to the simulated Run 2 L1Calo EmissT
Figure 6.17.: The rate comparison of data and simulated Run 2 L1Calo EmissT
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Figure 6.18.: The efficiency turn-on curves as a function of truth EmissT for data and simulated
jFex L1Calo EmissT
6.5. Summary
The Run 3 L1Calo upgrade plays an important role for the imminent LHC operation
to provide a better background suppression and similar signal efficiency with respect
to Run 2 under the environment of abundant pile-ups. The new hardware provides a
better granularity and a longer latency for the object reconstruction, and it also grants
the flexibility to capture new exotic signatures like the long-lived particles by the
new design of active time window of calorimeters. To make the best use of the new
hardware calorimeter trigger system, I have constructed the simulation software with
the new trigger towers and integrated into the ATLAS software, Athena. The prelimi-
nary studies with my proposed EmissT trigger algorithm have shown promising results,
and the samples with the new L1Calo physical objects are also under production in
preparation for the Run 3 L1 trigger menu.
Chapter 7.
Thesis Remarks
“Git-r-done”
— Mater, Cars
The Standard Model has been a successful description for the constituents of this uni-
verse giving precise predictions of how the matters interact with each other. However,
we saw that a few puzzles still remain unsolved. I have described how the Large
Hadron Collider and the ATLAS detector were built to investigate those mysteries.
New models were proposed in the attempt to solve those problems to complete
the SM, and they also predicted the existence of new particles most of which have
the couplings to the SM bosons. The WV→ `νqq final state was therefore chosen to
investigate those new models including the heavy-mass Higgs boson, the heavy vector
triplet, and also the RS graviton. This analysis has looked into two production modes,
VBF and ggF/DY, along with two jet topologies. The analysis strategy was to employ
the simulation for the SM background modelling and the fake factor method for the
multijet background modelling. After the comparison between data and background
estimation, no evidence for new physics was found, and exclusion limits were set on
the masses of the new particles. To enhance the sensitivity of this search task, the result
was combined with the other diboson and dilepton resonance final states. Unfortu-
nately, there was still no discovery of any new particle, and mass limits were further
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updated with the new limit on couplings between the HVT and the SM particles.
In addition to the search for new particles, another way of looking for new physics
was to verify the Standard Model predictions toward the interaction cross-sections.
This study inheriting the framework from the resonance search, and it was dedicated
to the vector boson scattering cross-section measurement which has the semileptonic
final states (pp→VVjj→ `νqq+jj). The final result was combined with the other chan-
nels, ``qq and ννqq, and it made the first measurement on the VBS interaction with
semileptonic final states. Although the discovery significance is just 2.7σ which is
not enough to claim a discovery, it still showed promising agreement with the SM
estimation.
Although no BSM physics was discovered, the ATLAS detector has been through
a fruitful Run 2 operation delivering significant physics results. To enhance the
sensitivity to new physics, the LHC will undergo the upgrade to increase both the
energy and luminosity. To achieve better performance for physics analyses, the ATLAS
will also upgrade the hardware calorimeter trigger with new components to process
calorimeter signal. I have described my contributions to the software implementa-
tion for the simulation of this system including the trigger tower identification and
construction. Under this framework, three preliminary physical object algorithms
including my proposal of L1 EmissT reconstruction showed the same or improved per-
formance with the upcoming Run 3 collision environment in comparison to the Run 2
L1 objects. However, it should be noted that there is still the great potential for more
complicated algorithms to achieve better performance for pile-up suppression.
In the following decades, the ATLAS detector is expected to collect the data up to
3000 f b−1 with hardware upgrades including a full silicon inner tracking system (ITK),
an entirely digitized calorimeter readout electronics, and a two-level hardware trigger
(L0 and L1). This will shed the light for the underlying new physics and provide
a better understanding to the Standard Model at the frontier of human knowledge
and technology which include the analyses discussed in this thesis (searches for the
diboson resonance and the measurement on the VBS interaction).
“Thanks for the adventure. Now go have a new one”
— Ellie, Up
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Appendix A.
Sample List
Here are the lists for the samples used in the analyses in this thesis with the related
information for the event normalization.
A.1. Background Samples
Here is the list for samples of background interactions. The V+jets samples are sliced
by the leading jet pT.
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A.2. Signal Samples for Resonance Search
Here is the list presenting samples which are taken as the signal for the resonance
search.
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A.3. Signal Samples for non-Resonance Search
Here is the list presenting samples which are taken as signal for the non-resonance
search for the VBS signal.
Table A.16.: List of VBS samples used in the analysis.
Process DSID Events Filter efficiency cross-section (pb)
W`νZqqjj 364428 487000 1.0 2.3639e-01
W`νWqqjj 364429 488000 1.0 1.7547e+00
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Appendix B.
Run 3 L1Calo EmissT Trigger
Optimization
The EmissT trigger was optimized by scanning through possible ET cuts of LAr, tile, and
forward jTowers. The scan was performed by the steps of 0.5σ ranged from 0 to 6σ for
LAr and tile jTowers, while the forward towers have threshold higher than LAr tower
one ranged from 0 to 2.5σ. The result is shown in Fig. B.1.
213
214 Run 3 L1Calo EmissT Trigger Optimization
(a) (b)
(c) (d)
(e) (f)
Figure B.1.: The EmissT trigger signal efficiency with different thresholds on jTowers, when the
trigger rate is 5 kHz. The six figures presents different threshold in the forward
region: (a) 0σ, (b) 0.5σ, (c) 1.0σ, (d) 1.5σ, (e) 2.0σ, and (f) 2.5σ higher than the LAr
jTower ET thresholds
Appendix C.
Supercells in the ATLAS Forward
Region
Here shows the supercell layouts in the forward region. They are in irregular shapes,
so the supercell to j/gTower mapping has a complicated scheme.
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216 Supercells in the ATLAS Forward Region
Figure C.1.: The front layer of the forward LAr detector
Supercells in the ATLAS Forward Region 217
Figure C.2.: The middle layer of the forward LAr detector
218 Supercells in the ATLAS Forward Region
Figure C.3.: The back layer of the forward LAr detector
Colophon
This thesis was made in LATEX 2ε using the “hepthesis” class [133].
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