Abstract -We introduce a novel Bayesian nonparametric model that uses the concept of disease trajectories for disease subtype identification. Although our model is general, we demonstrate that by treating fractions of tissue patterns derived from medical images as compositional data, our model can be applied to study distinct progression trends between population subgroups. Specifically, we apply our algorithm to quantitative emphysema measurements obtained from chest CT scans in the COPDGene Study and show several distinct progression patterns. As emphysema is one of the major components of chronic obstructive pulmonary disease (COPD), the third leading cause of death in the United States [1], an improved definition of emphysema and COPD subtypes is of great interest. We investigate several models with our algorithm, and show that one with age, pack years (a measure of cigarette exposure), and smoking status as predictors gives the best compromise between estimated predictive performance and model complexity. This model identified nine subtypes which showed significant associations to seven single nucleotide polymorphisms (SNPs) known to associate with COPD. Additionally, this model gives better predictive accuracy than multiple, multivariate ordinary least squares regression as demonstrated in a five-fold cross validation analysis. We view our subtyping algorithm as a contribution that can be applied to bridge the gap between CT-level assessment of tissue composition to populationlevel analysis of compositional trends that vary between disease subtypes.
for distinct biological mechanisms that can explain disease etiology. Examples of heterogeneous diseases that have been studied from the perspective of disease subtyping include brain cancer [2] , Parkinson's disease [3] , autism [4] , autoimmune disease [5] , and Chronic Obstructive Pulmonary Disease (COPD) [6] . In the case of progressive diseases such as COPD, the challenge is to identify subpopulations in which progression characteristics are similar; distinct disease trajectories suggest underlying biological and/or genetic similarity within subtypes. As COPD is the fourth leading cause of death worldwide [7] with an estimated global financial cost of $2.1 trillion, identifying meaningful subtypes that can lead to more targeted patient care is especially important.
COPD is characterized by airflow limitation resulting from chronic inflammatory responses in the airways and lungs to noxious particles or gases. There are two basic components of COPD: emphysema (destruction and loss of lung tissue) and small airways disease (inflammation and thickening of airway walls). Patients often undergo high resolution computed tomography (CT) scanning, which enables the direct evaluation of the lungs with both visual and quantitative methods. Recently, the Fleischner Society, a multidisciplinary medical society for thoracic radiology, released a statement defining the phenotypic abnormalities that characterize emphysema as evident on CT [8] . Patterns include centrilobular emphysema (subdivided into trace, mild, moderate, confluent, and advanced desctructive), panlobular, and paraseptal (subdivided into mild and substantial). There has also been a significant amount of work to classify patterns of emphysema on CT using computer algorithms [9] [10] [11] [12] [13] [14] . However, there has been comparatively little work to assess the change of these patterns over time and in response to smoke exposure across large cohorts of subjects, so the etiology of these patterns and the manner in which they progress remains unclear.
In this paper we introduce a general, Bayesian nonparametric model that uses the concept of disease trajectories to define subtypes. The model can be applied to a wide range of disease measures; here we demonstrate that by treating the fractions of different lung tissue types identified on CT as compositional data, our model can be effectively used as a means to investigate distinct emphysema progression patterns.
Researchers have previously applied the concept of trajectory clustering in a number of contexts. Schulam et al [5] introduced a probabilistic subtyping model and used it to identify subtypes of scleroderma. Their model uses longitudinal data to search for a fixed number of trajectory clusters. Wang et al [15] use continuous-time Markov jump processes to model the progression of COPD using comorbidity information. Their analysis focused on discovering a single disease progression model for COPD rather than a mixture of trajectory subtypes. McCulloch et al [16] illustrate the utility of latent class mixed models by identifying subgroup structure in longitudinal prostate cancer data, and Nagin and Odgers [17] apply the phrase group-based trajectory modeling to refer to the same underlying concept of identifying subgroups that evolve in time in distinct ways. An issue faced by all of these methods is how to identify the number of trajectories that best explain the data. A typical approach is to investigate a range of possible group numbers and apply a measure such as the Bayesian information criterion (BIC) [18] or the Akaike information criterion (AIC) [19] to select the final number of groups that best balances the goodness of fit and model complexity.
The model we introduce here is nonparametric and automatically determines the number of trajectories that best explain the data. Our approach is similar in spirit to a model we presented previously [20] . In both cases we are interested in clustering individuals using disease trajectories; however, whereas before we used Gaussian processes to represent trajectories, here we use linear functions of the predictors to represent them. This has the disadvantage of being more restrictive in terms of the functions can be modeled, but it has the advantage of making the relationship between predictors and disease measures more interpretable. Both models also leverage constraints between data points in order to guide the fitting process. We previously described using so-called "must-link" and "cannot-link" constraints between data pairs to flexibly capture auxiliary information about the data set, such as expert input specifying that a pair of points should or should not be grouped together. Here we expand this mechanism to accommodate longitudinal data, which forces observations from the same individual into the same trajectory during the inference procedure (the use of "must-link" and "cannot-link" constraints is less rigid, coaxing the algorithm rather than forcing the algorithm). Lastly, we previously made the variance on each target variable a constant and required that it be specified by the user. Here we learn these variances during the inference procedure and allow each trajectory to have a unique variance for each target variable.
Although our model can be applied to a wide range of applications and disease severity measures, we focus here on the analysis of quantitative emphysema measures derived from CT data. The paper is laid out as follows: in Section I we provide a detailed description of the emphysema data used in our experiments (Section II-A), our model formulation (Section II-B), the variational inference procedure (Section II-C), our experimental design (Section II-D), and the methods by which we validate our model (Section II-E). In Section III we give results, and we conclude in Section IV.
II. MATERIALS AND METHODS
In this section we detail our Bayesian model and the variational inference procedure we use to compute a posterior probability over our model's latent variables. The Bayesian paradigm is attractive because it enables specification of prior knowledge through model parameter selection. Additionally, by adopting a Bayesian approach, the over-fitting problem (which arises when making point estimates of parameters) can be avoided [21] . We begin by describing the emphysema data that we use for our experiments and later describe the experimental setup and validation criteria we apply to the posterior probabilities and disease trajectories discovered by our model.
A. Data
Between 2007 and 2011, 10, 192 non-Hispanic white (6, 784) and African-American (3,408) smokers were enrolled into the COPDGene Study, a previously described multicenter study designed to investigate the genetic and epidemiologic associations of COPD [22] . Participants with a history of active lung disease other than asthma, emphysema, or COPD were excluded from COPDGene. The age of enrollment ranges from 45 years old to over 90 years old, and participants present with a range of disease severity. A wide array of data exists for study participants including image-based disease measures computed from CT scans, spirometric measures of lung function, comorbidity information, demographic data, genetic profiles, and history of smoke exposure. The COPDGene study is currently in its second round of funding, and the subjects originally recruited are now returning at an interval of 5 years from their first visit for a repeat collection of the same data obtained during their first visit.
In this paper we demonstrate our Bayesian subtyping framework by identifying subpopulations of individuals whose emphysema patterns progress in distinct ways. We assume that progression potentially depends on a number of factors including increasing age and smoke exposure, current smoking status, gender, and race. We use a tissue classification scheme based on the local histogram of lung density [14] to characterize the percentage of six tissue patterns in CT scans acquired through the COPDGene study: nonemphysematous (NE), mild centrilobular emphysema (CL1), moderate centrilobular emphysema (CL2), severe centrilobular emphysema (CL3), panlobular emphysema (PL), and pleuralbased emphysema (PB). Figure 1 illustrates tissue classification using the local histogram method. As mentioned in the Section I, alternative methods exist for classifying emphysema patterns in CT images. We choose the local histogram method because of its available implementation and the encouraging associations between classified image patterns and a wide array of measures of respiratory physiology and function [23] . However, it is important to note that the Bayesian framework presented in this paper could be used equally well with data derived from other classification approaches.
The local histogram data can be treated as compositional data [24] by considering the fraction of the whole lung region accounted for by non-emphysematous tissue and each type of emphysema. Each individual in the COPDGene study is then associated with a 6 dimensional vector,
, where each element represents the fraction of each type of tissue in the lung, and the sum of all vector elements equals 1. Because of the summation contraint, the distribution over this space is confined to a 5-simplex. Egozcue et al introduced the isometric log-ratio (ILR) transformation and showed that it can be applied to compositional data vectors in order to map them from the simplex space to the real space [25] . The ILR transformation is given by
where in our case f n is the 6-dimensional compositional data vector of the n th subject, Y n is the 5-dimensional transformed vector in the real space, and is the 5 × 6 contrast matrix (details below). This transformation has the property that it preserves distance relationships between points. Additionally, the multivariate normal distribution in the real space has an analogue in the simplex space [26] , and if a random composition is distributed according to the normal distribution on the simplex, then the ILR transformation of that random composition is distributed according to the multivariate normal in the real space.
The rows of the contrast matrix, , are associated with an orthonormal basis in the simplex, and there are multiple ways to define such a basis. We choose the approach based on a sequential binary partition (SBP) of the compositional data elements ( [27] , [28] ) given its intuitive construction and the ease in interpreting the resulting coordinates. The SBP is a hierarchy of the parts of a composition. In the first order of the hierarchy, all parts are split into two groups. In subsequent steps, each group is in turn spit into two groups. The particular scheme we adopted for our problem is provided in Table I , which gives the sign matrix used to encode the sequential binary partition and build an orthonormal basis. Columns correspond to elements of the compositional data vector, and rows relate to elements of the transformed data vector. For a given row, a +1 indicates that the compositional element appears in the numerator of the transformed data vector, and a −1 indicates that it appears in the denominator. 0s indicate that the compositional data element is not involved in vector element of the transformed data. Given the sign matrix, the contrast matrix can readily be derived (see [27] , [28] for details). Importantly, Table I provides an interpretation of each element of the vector in the ILR-transformed space, which are in terms of ratios between groups of compositional data elements. For example, the first row of the sign matrix corresponds to the first element of the ILR-transformed vector. This element captures the proportion of pleural-based emphysema vs all other tissue types (non-emphysematous, each type of centrilobular emphysema, and panlobular emphysema). Since the logarithm is taken in Equation 1, this means that a negative value indicates there is less pleural-based emphysema compared to all other tissue types, a positive value means there is more, and 0 indicates that are equal amounts.
The ILR transformation is useful because it allows a conjugate model formulation as we describe below. However, we need a principled way of dealing with lung tissue type fractions that are equal to zero, which cause the natural log function to be undefined. For this we use the multiplicative substitution strategy proposed by [29] given as follows
Here δ is chosen to be 5 × 10 −7 , which is roughly equal to the fraction of a typical lung region accounted for by one image voxel (i.e. the detection limit of the imaging system).
In this study we consider all COPDGene round 1 data as well as the round 2 data available at the time of this study (1,338 samples). Gender is coded as −1 (males) and 1 (females); race is coded as −1 (non-Hispanic whites) and 1 (African Americans); and smoking status is coded as −1 (current non-smoker) and 1 (current smoker). Cumulative smoke exposure is measured as pack-years, defined as the number of cigarette packs smoked per day multiplied by the number of years the person has smoked.
B. Model Formulation
In this section we describe our Bayesian formulation. We begin with a brief review of Markov random fields and Dirichlet process mixtures, two key elements of our model.
1) Markov Random Fields:
A Markov random field (MRF) is represented by an undirected graphical model in which the nodes represent variables or groups of variables and the edges indicate dependence relationships [30] . An important property of MRFs is that a collection of variables is conditionally independent of all others in the field given the variables in their Markov blanket. The Hammersley-Clifford theorem states that the distribution, p (Z), over the variables in a MRF factorizes according to
where Z is a normalization constant called the partition function, C is the set of all cliques in the MRF, Z c are the variables in clique c, and H c is the energy function over clique c ([31] , [32] ). The energy function captures the desired configuration of local variables. Here we use a MRF to force longitudinal data instances belonging to the same individual to be in the same subtype cluster.
2) Dirichlet Process Mixtures: Ferguson [33] first introduced the Dirichlet process (DP) as a measure on measures. It is parameterized by a base measure, G 0 , and a positive scaling parameter α:
The notion of a Dirichlet process mixture (DPM) arises if we treat the k th draw from G as a parameter of the distribution over some observation [34] . DPMs can be interpreted as mixture models with an infinite number of mixture components.
More recently, Blei and Jordan [35] described a variational inference algorithm for DPMs using the stick-breaking construction introduced in [36] . The stick-breaking construction represents G as
where δ η * i is the Kronecker delta, and the v i are distributed according to a beta distribution: v i ∼ Beta(1, α), and η * i ∼ G 0 . We use a DPM in our model to automatically identify the number of disease trajectories that best explain our data.
3) Our Model: The probabilistic graphical model describing our formulation can be seen in Figure 2 . The set C is a collection of data instances that are associated longitudinally-i.e. that represent the same patient at multiple time points. α, μ 0 , λ 0 , a 0 , and b 0 are hyperparameters in our model that control the shape of the the prior distributions. A summary of the variables in our model is given in Table II . With these quantities defined, we give the joint distribution as
where
The likelihood in our model is given in Equation 8 and is represented as a multivariate normal distribution that factorizes over data instances, target variables, and trajectories. The mean is given by the inner product between an instance's predictors and the associated coefficients in the W matrix; the variance is given by inverse precision for the corresponding target variable and trajectory. Equation 9 describes the distribution over Z and consists of two terms: the first is a MRF that captures the pairwise longitudinal constraints, and the second is a multinomial distribution with parameters drawn for a Dirichlet process using the stick-breaking construction. The energy function for the MRF used in our experiments is given by
where < z i,· , z j,· > represents the inner product between z i,· and z j,· . This energy function is similar to the one we used previously [20] , but here we have adapted it to force longitudinal data pairs to be associated with the same disease trajectory. Note that any number of longitudinal data points for an individual can be handled with this framework by simply forming a link between each data point and the data point from the previous visit. Equation 10 expresses the distribution over the variable, v, used for the stick-breaking process, and α is the concentration parameter. The distribution over the predictor coefficients, given by Equation 11 , is a multivariate normal distribution that factorizes over predictors, target variables, and trajectories.
C. Inference
In this section we give the variational inference update equations used in our model. Variational inference is a method of approximate inference that makes assumptions (typically a factorization) over the distribution of interest, and it turns an inference problem into an optimization problem [37] , [38] .
For our application, we are interested in the distribution over the latent variables in our model given our observations: p (Z, v, W, λ| Y, X, C, α, μ 0 , λ 0 , a 0 , b 0 ) . The posterior probability is approximated by optimizing the variational lower bound. The standard variational inference approach is to assume a factorized approximation of this distribution, in our case:
. In order to derive the expression for one of these factors, the expectation with respect to the other factors is considered. Derivation of the variational distributions begins with the following expressions
We give expressions for each factor without derivation. First,
K is an integer chosen by the user for the truncated stickbreaking process (set to 20 in our experiments). The variational distribution for p * (Z) is given by
and
E{lnλd,k} − ln(2π)
In Equation 19 , V represents a set of sets. Each element V of V is a set of data indices belonging to a connected subgraph of the constraint MRF. In our experiments, this set of data indices corresponds to pairs of COPDGene data samples representing the same individual at baseline and 5-year follow-up. Because the set of constraints is sparse, the MRF can be characterized by a collection of disconnected subgraphs. (If the constraint set is dense, we can approximate the distribution by truncating the neighborhood to enforce low cardinality). It is important to note that the distribution factorizes over the resultant subgraphs. Given that each subgraph cardinality is small, it is feasible to compute the corresponding partition function, Z V . This in turn enables efficient computation of EZ{Z}. The variational distribution over λ is given by a gamma distribution with parameters a and b:
E{zn,k} (23)
Finally, the variational distribution over the coefficients W is given by a multivariate normal distribution that factorizes over the predictors, targets, and subtype clusters:
The -in w −,d,k and x n,− indicates all but the m th predictor.
Inference proceeds by iteratively updating Equations 18, 19, 22, and 25. The variational lower bound is guaranteed to increase with each iteration and can be monitored to assess convergence. For our experiments, we terminate algorithm execution when the percent increase in the lower bound falls below 1 × 10 −10 .
D. Experimental Design
As stated above, our goal is to demonstrate our Bayesian subtyping framework by identifying distinct populations of people with similar emphysema progression characteristics. We explore several models with various subsets of the following predictors: age, pack year s, (age) 2 , ( pack year s) 2 , smoking status, race, gender , and an intercept term. The Bayesian paradigm involves specifying prior knowledge (or lack thereof) through model hyperparameter selection. In our case, we must select values for the hyperparameters α, μ 0 , λ 0 , a 0 , and b 0 . The hyper-parameter α is set to 5 for all of our experiments. This value encodes our general belief about how many trajectories exist: smaller α values reflect the belief that only a few trajectories exist and vice versa. For all experiments, a 0 and b 0 were set to 0.01, corresponding to gamma distributions with mean 1.0 and a variance 100.0 (Equation 12). We place vague priors over each of the predictor coefficients by setting μ 0 = 0 and λ 0 = 10 −4 . In Section III we show the results of a sensitivity analysis that investigates how stable disease trajectory assignments are to perturbations of these parameter settings.
E. Model Comparison and Validation
We compare each of the models considered in our experiments by estimating their predictive accuracy. For this we use two approaches: 1) a version of the Watanabe-Akaike information criteria (WAIC) that uses a correction for the effective number of parameters to adjust for overfitting ([39] , [40] ), and 2) a five-fold cross validation study. The WAIC is given by:
where lppd is the log pointwise predictive density given by
Here p post (·) represents the posterior distribution over all our latent variables which we collectively represent as θ . The correction term, p WAIC , is given by
var post ln p y n,· |θ (30) which is a sum over the posterior variance for each sample point. Both lppd and p WAIC are estimated by sampling from the posterior distribution. Other measures exist for estimating model predictive accuracy such as the deviance information criterion (DIC) and the Akaike information criterion (AIC), but we use WAIC as given in Equation 28 because it is a more fully Bayesian measure: it averages over the posterior distribution rather than conditioning on a point estimate of θ [40] . For the five-fold cross validation study we divide the set of 1,338 round 2 data points into five evenly-sized groups. For each fold we hold out one of the five round 2 groups and run our algorithm using the round 1 data and the remaining four round 2 groups. After the algorithm converges, we predict the target values (the ILR-transformed compositional data) for each data point in the hold-out set. For a given individual in the hold-out set, i , we estimate the expected value of his/her round 2 target variables by averaging samples from i 's posterior density but using i 's round 2 predictor values. We report the average mean squared error (MSE) between actual and predicted target values for each fold. We compare our predictions to those made by multiple, multivariate ordinary least-squares regression, a standard analysis method which implicitly assumes a single disease trajectory.
We use the predictive accuracy to select from the various candidate models that we explore. Once selected, we are interested in evaluating whether the posterior estimates of our model's latent variables are sensible based on our prior knowledge. If a model does not significantly violate our assumptions it does not prove that the model is correct, but if assumptions are flagrantly violated, then the model is suspect. For example, we generally expect that the proportion of emphysema patterns relative to the amount of normal tissue should increase with increasing age and smoke exposure. Significant departures from this expectation will signal an issue with our model. We also expect that draws from our posterior distribution will resemble our observed data in substantive ways. This can be checked graphically by plotting histograms of our observed data overlaid with draws from the posterior. Areas of significant discrepancy can pinpoint possible issues with the model that may need to be addressed.
Finally, our goal is to identify subpopulations of individuals whose emphysema patterns evolve in distinct ways, which we assume occurs because of common underlying biology. To evaluate this, we consider the association of the discovered subtypes to seven single nucleotide polymorphisms (SNPs) known to be associated with COPD at genome-wide significance levels: rs12914385, rs13141641, rs4416442, rs754388, rs626750, rs4846480, and rs2070600. We perform an ordered logistic regression on each SNP and perform a likelihood ratio test between two models: the first, adjusted for age, pack-years of smoking, and principal components of genetic ancestry to adjust for population stratification, and the second, with the addition of subtypes as a categorical variable. Results are given in Section III.
III. RESULTS AND DISCUSSION
Our algorithm was run to convergence for each model explored in our study using the termination criterion given in Section II-C. Figure 3 shows the variational lower bound (the variational inference objective function) as a function of iteration number for each model. In each case, the algorithm converged within approximately 8,000 iterations. (Note that the rank ordering of the models in terms of variational lower bound values at convergence does not correspond to the same rank ordering in terms of model WAIC scores, as these quantities capture different things). In the following sections we provide a comparison of the models and choose a model for further investigation (Section III-A), give a detailed description of the selected model (Section III-B), show results of checks on the selected model (Section III-C), and present results of genetic analysis (Section III-D). Table III gives WAIC scores and cross validation MSEs for the top ten performing models explored in our experiments. All models included age, pack year s, and an intercept term as predictors. For each fold in the cross validation study, the mean squared error is given for our approach (unshaded column) and for multiple, multivariate ordinary least squares regression (adjacent shaded column). The MSEs for our model are noticeably lower for each model across all five folds. The last column shows the folds average for each model. We note that models M3 and M5 have the lowest average MSE but that the values do not vary considerably across the models. Therefore, we select model M1, which has the lowest WAIC score, for further analysis.
A. Model Comparison and Selection

B. Selected Model Description
Using model M1, our algorithm identified nine subtypes. Table IV summarizes the number of individuals in each subtype and the percentage of individuals in each group with longitudinal constraints.
We display mean coefficients and probability intervals for each predictor in Figure 4 . We highlight the second row as the target vector element most closely associated with the overall amount of emphysema (panlobular plus centrilobular) relative to the amount of non-emphysematous tissue (generally, the amount of pleural-based emphysema accounts for a small fraction of the overall composition). We observe that in all but subtype one, the amount of (non-pleural-based) emphysema increases with increasing age and smoke exposure and that these rates vary from subtype to subtype. We also note that the amount of (non-pleural-based) emphysema relative to nonemphysematous tissue appears to decrease in current smokers as opposed to current non-smokers (row two, column four). This can potentially be explained by an inflammatory response in the lungs caused by current smoke exposure which would increase lung density and decrease the amount of apparent emphysema. These trends are mirrored in the last row of Figure 4 , which captures the relative amounts of moderate and mild emphysema. Overall, these results tend to align with our assumption that smoke exposure provokes an inflammatory response and that emphysema tends to progress with age and cumulative exposure. The effect of the predictors on the other target variables (rows one, three, and four) are more mixed, suggesting a more nuanced effect on the progression of these patterns, although the apparent decrease in pleuralbased emphysema with increasing age (row 1, column 1) is unexpected. It is notable that non-pleural-based emphysema patterns do not appear to progress in subtype one. We note that the intercept for this subtype is greater than zero (Figure 4 , row two, column three), indicating that these individuals have more emphysematous than non-emphysematous tissue at the outset; i.e., they are very sick early on. It is unlikely that these individuals actually improve as our model suggests (emphysema is known to be a progressive disease). It is more likely that they die before reaching an advanced age as a result of their severe condition. This reveals one of the limitations of our approach: given that we do not explicitly incorporate mortality data in our model, it is difficult to accurately capture such trends.
C. Selected Model Checking
As a check of model M1's posterior probability density, we show in Figure 5 50 random draws from the posterior overlaid on the data histograms of the five-dimensional transformed space, Y. Overall, model M1 does a very good job of capturing the major modes in each of the marginal densities. An exception that indicates a possible area for improvement is the leftmost mode in the P B/N − P B density, which M1 does not capture. This is the only target variable that involves the pleural-based emphysema pattern; the discrepancy could possibly be explained by the local histogram method's relative difficulty in accurately classifying the pleural-based emphysema pattern, although further investigation is required to verify this.
We are also interested to know how sensitive our results are to perturbations in our parameter and prior choices. We consider how trajectory assignments differ as we adjust the variance of the gamma distribution in Equation 12 , the mean and precision in Equation 11 , and the α parameter in Equation 10 ; when adjusting one quantity, the others are held fixed at the values specified in Section II-D. Results of the sensitivity analysis are shown in Figure 6 , where we use normalized mutual information (NMI) ( [41] ) for pairwise trajectory assigment comparisons. Letting A and B represent two different trajectory assignments, the NMI is given by
, where H (·) is the entropy. Higher NMI values indicate greater agreement, with a value of 1.0 indicating perfect agreement. [42] The figure shows that trajectory assignments are quite stable for a range of parameter and prior choices, indicating the strength of the data-as opposed to the priors-in defining the final solution. This tends to be somewhat less so for the mean values in Equation 11 and highlights the specification of trajectory shape (via predictor coefficients) as an area of focus for future experimentation.
D. Selected Model Genetic Analysis
Finally, Table V shows the results of the genetic association study for models M1 and M2 and for results generated using K-means clustering as described in Castaldi et al [42] . Models M1 and M2 show significant associations for all SNPs (model M1 gives a p-value just over 0.05 for SNP rs754388 on the R I N3 gene). Notably, no significant association is found between the K-means clustering solution and the rs2070600 SNP on the AG E R gene, yet there are strong associations with the M1 and M2 subtypes.
IV. CONCLUSION
In this paper we introduce a Bayesian nonparametric approach for identifying disease subtypes and demonstrate its use on emphysema data derived from the COPDGene study. Our model has several features which make it attractive. First, it is nonparametric and is able to automatically discover the number of trajectory subtypes that best explains the data. Second, our algorithm identifies the precision of each target variable for each subtype (latent variable λ). Alternative approaches attempt to model individual random effects, acknowledging that some subpopulation members may vary from the group trend in ways that are not explicitly modeled. By learning subtypes variances separately for each target variable, we are able to represent the possibility that some subtypes may exhibit more within-group variability for a given target variable than others. We also introduce a flexible way to represent constraints imposed by longitudinal data, extending a mechanism that we introduced previously for capturing "mustlink" and "cannot-link" constraint information between data points.
We chose to use vague priors for the latent variables in our model. Given that ours is a new probabilistic model applied to a new data set (isometric log-ratio transformed emphysema data), we did not have strong evidence to choose more specific priors for the predictor coefficients. However, given the genetic associations with the discovered trajectory clusters and the encouraging predictive accuracy shown in the results section, we now have some measure of confidence that the posterior distributions over the coefficients have some meaning. Furthermore, the size of our data set makes the prior specification less important than it would be for smaller data sets. The relative insensitivity of the subtype assignments to hyperparameter perturbations shown in the sensitivity analysis demonstrates the effect of the data in driving the solution. We could conceivably now apply our model to a new cohort with a more limited number of data samples using the posteriors discovered from the COPDGene data as priors for the new data set. In such a setting with more limited data, the influence of the prior becomes more pronounced, and the strength of the Bayesian approach is brought to bear.
We note that the recent emphysema definitions released in the Fleischner Society statement conflict slightly with the classification categories we imposed during the development of our previously described local histogram method. In particular, our "pleural-based" category attempts to capture the paraseptal emphysema pattern, which can also occur near lobar fissures-not reflected in our local histogram data set. Additionally, severe centrilobular emphysema (the Fleischner Society's advanced destructive emphysema) appears very similar to panlobular emphysema on a local level. Labeling both advanced destructive emphysema and true panlobular as panlobular potentially conflates patterns arising from distinct biological mechanisms, making it difficult to further tease out progression patterns. Furthermore, panlobular, centrilobular, and paraseptal emphysema-while understood to be distinct phenotypes-may manifest within the same individual [43] , [44] . These facts help to explain not only why the subtypes determined by our approach exhibit a mixture of these components, but also why our results show some issues representing pleural-based emphysema (P B/N − P B in Figure 5 ; row one, column one in Figure 4 ) and some ambiguity in the relative progression of panlobular and centrilobular patterns (rows three and four in Figure 4) . Despite these issues, our primary goal is to enrich the purity of subtype definition enough to identify biological or genetic factors that may be at the root cause of disease etiology. We found significant associations between model M1's discovered subtypes and seven SNPs known to associate with COPD. This is an encouraging result, but targeted followup studies would be needed to determine the possible role of the affected genes in the emphysema progression process.
In summary, our algorithm produced interesting and encouraging results on emphysema data from the COPDGene study. The probabilistic model we describe here is general and can be applied to any number of disease measures that can be modeled (or transformed to model) as draws from a multivariate normal distribution. Although we have used emphysema measures generated from the local histogram classification approach, data produced from other lung tissue classification approaches can be analyzed just as easily. As such, we view our subtyping algorithm as a contribution that can be applied to bridge the gap between CT-level assessment of tissue composition to population-level analysis of compositional trends that vary between disease subtypes.
