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Abstract
This paper continues an earlier work on the structure of solutions to two classes
of functional equation. Let Z be a compact Abelian group and U1, . . . , Uk ≤ Z
be closed subgroups. Given f : Z −→ T and w ∈ Z, one defines the differenced
function
dwf(z) := f(z + w)− f(z).
In this notation, we shall study solutions to the system of difference equations
du1 · · · dukf ≡ 0 ∀(u1, . . . , uk) ∈
∏
i≤k
Ui,
and to the zero-sum problem
f1 + · · ·+ fk = 0
for functions fi : Z −→ T that are Ui-invariant for each i.
Part I of this work showed that the Z-modules of solutions to these problems
can be described using a general theory of ‘almost modest P-modules’. Much of
the global structure of these solution Z-modules could then be extracted from re-
sults about the closure of this general class under certain natural operations, such as
forming cohomology groups. The main result of the present paper is that solutions
to either problem can always be decomposed into summands which either solve
a simpler system of equations, or have some special ‘step polynomial’ structure.
This will be proved by augmenting the definition of ‘almost modest P-modules’
further, to isolate a subclass in which elements can be represented by the desired
‘step polynomials’. We will then find that this subclass is closed under the same
operations.
∗Research supported by a fellowship from the Clay Mathematics Institute
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1 Introduction
This paper continues the work of [1] (‘Part I’). As in that paper, let Z be a compact
metrizable Abelian group, let U = (U1, . . . , Uk) be a tuple of closed subgroups of Z ,
and let A be an Abelian Lie group (often A will be T := R/Z). Given a measurable
function f : Z −→ A and an element w ∈ Z , we define the associated differenced
function to be
dwf(z) := f(z − w)− f(z). (1)
Part I introduced two classes of functional equation for such functions.
• The partial difference equation, or PDceE, associated to Z and U is the system
du1 · · · dukf = 0 ∀u1 ∈ U1, u2 ∈ U2, . . . , uk ∈ Uk (2)
(since we quotient by functions that vanish a.e., this means formally that for
strictly every u1, . . . , uk, the left-hand side is a function Z −→ A that vanishes
at almost every z).
• The zero-sum problem associated to Z and U is the problem of solving the
equation
f1(z) + · · ·+ fk(z) = 0 for mZ-a.e. z (3)
among k-tuples of measurable functions fi : Z −→ A such that each fi is Ui-
invariant. A tuple (fi)ki=1 satisfying (3) is a zero-sum tuple of functions.
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For each of these problems, the set of solutions (that is, functions satisfying the
PDceE in the first case, and zero-sum tuples in the second) forms a Polish Z-module.
Part I was concerned with the global structure of these Polish Z-modules, and es-
tablished a basic description of them as two families of examples of ‘almost modest
P-modules’.
In this paper, our interest will be in the form of the individual functions that solve
these equations. Our main result is already suggested by the several examples analyzed
in the Introduction and Section 12 of Part I. Here it will suffice to recall one of those.
Let ⌊·⌋ denote the integer-part function on R, and let {·} denote the obvious selector
T −→ [0, 1) ⊂ R, which we will call the ‘fractional part’ map. Then Example 12.7 in
Part I showed that the functions σ, c : T2 × T2 −→ T defined by
σ(s, x) := {s1}{x2} − ⌊{x2}+ {s2}⌋{x1 + s1} mod 1
and
c(s, t) = {s1}{t2} − {t1}{s2} mod 1
satisfy the equation
σ(t, x) + σ(s, x+ t) = σ(s, x) + σ(t, x + s) + c(s, t).
As explained there, this may be read as giving a zero-sum quintuple of functions on
T2 × T2 × T2, with each function invariant under a different subgroup of this group.
The main result of this paper will be that, in a sense to be made precise below,
the basic ‘building block’ solutions to PDceEs or zero-sum problems may always be
(chosen to be) functions assembled using ⌊·⌋ and {·}, such as those above.
To formulate these theorems properly, we will introduce in Section 3 a precise
notion of ‘step polynomial’ functions on a compact Abelian group. For now let us
simply remark that a ‘step polynomial’ on Z is a function for which there is a partition
of Z into ‘geometrically-simple’ pieces such that, on each of those pieces, the function
is given by a polynomial in some fractional parts of characters of Z .
In the first place, step polynomials will appear as representative cocycles of the
cohomology groups Hpm(Z,T), which played a key roˆle in the analysis in Part I. A
precursor to this fact can be found as [2, Proposition 9.4], and we give a complete
proof in Subsection 5.3 below. Our main results, Theorems A and B below, assert that
step polynomials similarly appear as a complete list of solutions to PDceEs and zero-
sum problems, modulo degenerate solutions. Those theorems also give the following
related fact: if a degenerate PDceE-solution (resp. zero-sum tuple) happens to be a step
polynomial, then it may be decomposed into PDceE-solutions (resp. zero-sum tuples)
corresponding to simpler equations so that the summands are still step polynomials.
Conclusions of this second kind will be an essential inclusion in some of the inductive
proofs that will lead to Theorems A and B, as well as having some interest in their own
right.
Theorems A and B below are best stated using the language of P-modules from
Part I. Fix Z and U = (U1, . . . , Uk), and assume that U1 + · · · + Uk = Z . (If this
is not so, then the PDceE and zero-sum problems may simply be solved on each coset
of U1 + · · · + Uk independently, as discussed in Part I.) Let M = (Me)e⊆[k] and
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N = (Ne)e⊆[k] be the P-modules of PDceE solutions and zero-sum tuples associated
to this Z and U (Subsection 4.6 in Part I). Recall the main results of Part I: in this
setup, the submodules ∂Mk (M (k−1)) of degenerate PDceE solutions, and ∂Nk (N (k−1))
of degenerate zero-sum tuples, are relatively open and co-countable in M[k] and N[k]
respectively.
Also, before proceeding, we should recall from Corollaries A′′ and B′′ in Part I that
if A is a Euclidean space, then these P-modules have vanishing structural homology
except in the lowest nonvanishing position of each structure complex. As a result,
PDceE-solutions for k ≥ 2 and zero-sum tuples for k ≥ 3 could all be expressed quite
easily in terms of degenerate solutions for Euclidean A. On the other hand, some of the
auxiliary theory to be developed below fails for some Euclidean modules, so we will
simply exclude these now.
Theorem A Suppose thatU1+ · · ·+Uk = Z and that A is a compact-by-discreteZ-
module (this includes all compact and discrete modules). The cosets of ∂Mk (M (k−1))
in M[k] all contain representatives that are step polynomials. Also, if an element of
∂Mk (M
(k−1)) is a step polynomial, then it is the image of a k-tuple in M (k−1) consist-
ing of step polynomials.
If f : Z −→ T solves the PDceE associated to U, then by an iterative appeal to
Theorem A it can be decomposed as
f =
∑
e⊆[k]
fe, (4)
where:
• fe solves the PDceE-system associated to the sub-tuple (Ui)i∈e;
• each fe is a step polynomial on every coset of
∑
i∈e Ui.
Theorem B Suppose that U1 + · · · + Uk = Z and that A is a compact-by-discrete
Z-module. The cosets of ∂Nk (N (k−1)) in N[k] all contain representatives that are step
polynomials. Also, if an element of ∂Nk (N (k−1)) is a step polynomial, then it is the
image of a k-tuple in N (k−1) consisting of step polynomials.
Similarly to the above, this implies that any zero-sum tuple (fi)ki=1 as in (3) can be
decomposed as
(fi)
k
i=1 =
∑
e⊆[k], |e|≥2
(ge,i)
k
i=1 (5)
where:
• (ge,i)ki=1 is a zero-sum tuple for every e;
• ge,i = 0 if i 6∈ e;
• each ge,i is a step polynomial on every coset of
∑
j∈e Uj .
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As they stand, Theorems A and B are vacuous in case Z is a finite group, since
every function on a finite Abelian group may be written as a step polynomial. However,
knowing these results for arbitrary compact Abelian groups, we will be able to extract
some (highly ineffective) quantitative dependence via a compactness argument. This
will promise some control on the ‘complexity’ of the functions involved, nontrivial
even for finite groups.
To formulate this, we next invoke a notion of complexity for step polynomial func-
tions. That notion will not be defined until Section 9, where the theorem will be proved,
but intuitively it bounds the number of partition-cells, the degrees and the coefficients
involved in specifying the step polynomial.
Theorem C For every k ≥ 1 there is an ε > 0 such that for every d ∈ N there is a
D ∈ N for which the following holds. Let Z be a compact metrizable Abelian group,
let U = (Ui)ki=1 be a tuple of subgroups of Z , and let M = (Me)e be the associated
T-valued PDceE-solution P-module. If f ∈M[k] is such that
d0(f, g) < ε
for some step polynomial g ∈ F(Z) of complexity at most d, then f ∈ f ′+∂k(M (k−1))
for some step polynomial f ′ ∈M[k] of complexity at most D. That is, in the decompo-
sition (4) one may choose f[k] to have complexity at most D.
Thus, if a function solves a PDceE, and can be well-approximated by a step poly-
nomial of a certain complexity, then it agrees with a step polynomial PDceE-solution
which itself has a bound on its complexity, up to a degenerate solution. Since we will
see that any element of F(Z) may be approximated in d0 by step polynomials (this
will follow easily from Lemma 3.5), in principle this can be applied to a set of repre-
sentatives for each class in M[k]/∂k(M (k−1)), and so gives a quantitative enhancement
of the first conclusion of Theorem A.
It will be clear that the analog of Theorem C holds also for zero-sum tuples, and
can be proved in the same way, but we will not give those details separately. The same
argument should also work for other compact-by-discrete target modules A, but we
will also set this aside for the sake of brevity.
Interestingly, there do not seem to be analogous quantitative versions of the second
parts of Theorems A and B. In the setting of Theorem A, if Z and each Ui are fixed
compact Abelian Lie groups, then given a step polynomial f ∈ ∂k(M (k−1)), one
can bound the minimal complexity of pre-images (f1, . . . , fk) ∈ ∂−1k {f} in terms of
the complexity of f . However, it can happen that this bound must deteriorate as one
considers increasingly ‘complicated’ Lie groupsZ and U, and such a bound is actually
impossible for some infinite-dimensionalZ and U. This will be discussed further, and
witnessed by examples, in Subsection 9.3.
Since our proof of Theorem C is by compactness and contradiction, it does not give
explicit bounds. One could presumably extract such bounds by making all steps of the
proof suitably quantitative, but even then one would expect them to be extremely poor.
On the other hand, even if one ignores the topological aspects of the proof, these results
have a similar flavour to more classical structure theorems in real semi-algebraic alge-
braic geometry, where quantitative bounds are well-known to grow extremely rapidly:
see, for instance, the classical monograph [4], or [3].
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2 Background and basic definitions
We shall refer to [1] as ‘Part I’, and will freely use the definitions and results of that pa-
per. They will be cited by prepending ‘I’ to their numbering in that paper: for instance,
‘Theorem I.X .Y ’ means ‘Theorem X .Y in Part I’.
2.1 Compact and Polish Abelian groups
Like Part I, this work will focus on measurable functions defined on a compact metriz-
able Abelian group. Assuming metrizability incurs no loss of generality, as explained
in Section I.1.2.
A function from such a group to a Polish space is ‘measurable’ if it is measurable
with respect to the Haar-measure completion of the Borel σ-algebra; it is ‘Borel’ if it is
Borel measurable. We will freely use the Measurable Selector Theorem for the former
notion of measurability.
Many of our functions will take values in an Abelian Lie group. By this we un-
derstand a locally compact, second-countable Abelian group whose topology is locally
Euclidean. It need not be connected or compactly generated.
If Z is a compact metrizable group and M is any Polish Abelian group, then, as in
Part I, the space of Haar-a.e. equivalence classes of measurable functions Z −→M is
denoted F(Z,M). It is regarded as another Polish Abelian group with the topology of
convergence in probability. We also abbreviate F(Z,T) =: F(Z).
If Z is a compact Abelian group, then an affine function on Z is a function f :
Z −→ T of the form θ + χ for some θ ∈ T and χ ∈ Ẑ. Since affine functions
are continuous, two of them can be equal Haar-a.e. only if they are strictly equal,
so we will generally identify them with their Haar-a.e. equivalence classes. Having
done so, they form a closed Z-submodule A(Z) ≤ F(Z). More generally, if Y is
another compact Abelian group then an affine map f : Z −→ Y is of the form
f(z) = y0+χ(z) for some y0 ∈ Y and continuous homomorphism χ : Z −→ Y . It is
an affine isomorphism if χ is an isomorphism.
A torus is a compact group isomorphic to Td = Rd/Zd for some d. For Td itself
there is a canonical choice of fundamental domain, [0, 1)d ⊂ Rd. For any t ∈ Td, we
let {t} denote its unique representative in [0, 1)d. If Z is a torus and χ : Z −→ Td is a
choice of affine isomorphism, then {χ} : Z −→ [0, 1)d denotes the composition of χ
with {·}.
An Abelian Lie group will be called compact-by-discrete if it is isomorphic to
Td ×D for some d ≥ 0 and some discrete Abelian group D. For this group, the short
exact sequence
Td →֒ Td ×D ։ D
is preserved by any continuous automorphism, because the copy of Td inside the mid-
dle group equals the identity component. Thus, for any compact Z and any Z-action
on Td×D, the resulting module is a discrete extension of a compact Z-module, hence
the name.
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2.2 Functions, sets and partitions
Let X , Y and Z be sets, and let χ : X −→ Y and γ : X −→ Z be functions. Then χ
factorizes through γ if χ = f ◦ γ for some f : Z −→ Y ; equivalently, if the level-set
partition of γ refines that of χ.
If P and Q are two partitions of any set, then P ∨Q denotes their common refine-
ment, and P  Q denotes that Q is already a refinement of P. If P is a partition of a
set S and T ⊆ S, then
P ∩ T := {C ∩ T | C ∈ P},
a partition of T . If P is a partition of an Abelian group Z and z ∈ Z , then
P− z := {C − z | Z ∈ P}.
Given also a subgroup W ≤ Z , the partition P is W -invariant if P − w = P for all
w ∈ W ; of course, this does not require that the individual cells of P be W -invariant.
If P and Q are Borel partitions of a compact Abelian group Z , then P almost
refines Q if there is a Borel subset Y ⊆ Z with mZ(Y ) = 1 and P ∩ Y  Q ∩ Y ;
they are almost equal if P ∩ Y = Q ∩ Y for such a Y .
Relatedly, if Z is a set and U and V are any covers of it (not necessarily partitions),
then V is subordinate to U if for every U ∈ U there is a V ∈ V such that U ⊆ V .
This will also be denoted by U  V , as it is obviously equivalent to refinement in case
U and V are partitions.
Lastly, if P is a partition of S then ∼P denotes the corresponding equivalence
relation on S:
s ∼P t ⇐⇒ s, t lie in same cell of P.
3 Step polynomials
The section introduces the ‘step polynomials’ that appear in the formulations of Theo-
rems A and B, and builds up some basic theory for them.
3.1 Quasi-polytopal partitions and step-affine maps
Our convention below is that a convex polytope in a Euclidean space may contain some
of its facets and not others, and may lie in a proper affine subspace.
Definition 3.1 (Quasi-polytopal partitions and step functions). IfZ is a compact Abelian
group and P is a partition of Z , then P is quasi-polytopal (‘QP’) if there are
• an affine map χ : Z ∼=−→ Td,
• and a partition Q of [0, 1)d into convex polytopes
such that P  {χ}−1(Q).
A subset C ⊆ Z is QP if the partition {C,Z \ C} is QP
For any set S, a function f : Z −→ S is step if its level-set partition {f−1{s} | s ∈
S} is QP
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The following properties are immediate.
Lemma 3.2. Quasi-polytopal partitions have the following properties:
• If θ : Z −→ Y is affine and P is a QP partition of Y , then θ−1(P) is a QP
partition of Z .
• If P  Q are partitions of Z such that Q is QP, then P is QP
Lemma 3.3. If P1 and P2 are two QP partitions of Z , then P1 ∨P2 is also QP.
Proof. For i = 1, 2, let χi : Z −→ Tdi be affine maps and Qi be partitions of [0, 1)di
into convex polytopes such that Pi  {χi}−1(Qi). Then (χ1, χ2) : Z −→ Td1+d2 is
also affine; the product partition Q1 ⊗ Q2 (whose cells are products of cells from
Q1 and Q2) is a partition of [0, 1)d1+d2 into convex polytopes; and P1 ∨ P2 
{(χ1, χ2)}−1(Q1 ⊗Q2).
Lemma 3.4. If P is a partition of a compact Abelian Lie group Z , and Z0 ≤ Z is the
identity component, then P is QP if and only if (P − z) ∩ Z0 is a QP partition of Z0
for every z ∈ Z .
Proof. If P is QP and z ∈ Z , then the map θ : Z0 −→ Z : z0 7→ z0 + z is affine, and
(P− z) ∩ Z0 = θ−1(P), so this direction follows from Lemma 3.2.
On the other hand, let P′ be the partition of Z into cosets of Z0, and let χ : Z −→
Td be a homomorphism whose kernel equals Z0 (such exists, because characters sepa-
rate points). Then χ(Z) is a finite subgroup of Td, and so if Q′ is a partition of [0, 1)d
into sufficiently small boxes, then P′ = {χ}−1(Q′).
Let z1, . . . , zm be a cross-section of Z0 in Z . If (P−zi)∩Z0 is QP for each i, then
there are affine maps θi : Z0 −→ TDi and convex polytopal partitions Q′′i of [0, 1)Di
such that (P − zi) ∩ Z0  {θi}−1(Q′′i ). Let θ′i : Z −→ TDi be an extension of θi to
all of Z , and let θ′′i be the composition of θ′i with rotation by zi. Then
P  P′ ∨
∨
i≤m
{θ′′i }
−1(Q′′i ),
and this latter is QP by Lemma 3.3, so P is also QP.
Lemma 3.5. If U is an open cover of a compact metrizable Abelian group Z , then it is
subordinate to some QP partition.
Proof. Choosing a suitable metric on Z , the structure theory for compact Abelian
groups (see, in particular, [11, Theorem 9.5]) and Lebesgue’s Number Lemma imply
that there are a Lie-group quotient q : Z −→ Z1 and an open cover V of Z1 such that
U is subordinate to q−1(V). This justifies assuming that Z is a Lie group. In that case
a partition of Z into connected components, and then of each connected component
into sufficiently small boxes, has the desired property, by another appeal to Lebesgue’s
Number Lemma.
We will next introduce a class of maps that respect QP partitions. We will first de-
fine the corresponding maps on Euclidean spaces, before returning to compact groups.
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Definition 3.6. If Q ⊆ Rd is a convex polytope in a Euclidean space, then a map f :
Q −→ Rr is step-affine if there are a partition Q of Q into further convex polytopes,
and, for each C ∈ Q, an affine map ℓC : Rd −→ Rr such that f |C = ℓC |C.
Lemma 3.7. If f : Q −→ Rr is step-affine and A : Rr −→ Rs is affine, then A ◦ f is
step-affine.
Lemma 3.8. If f : Q −→ Rr and g : Q −→ Rs are step-affine, then so is (f, g) :
Q −→ Rr+s and, in case r = s, so is f + g : Q −→ Rr.
Proof. If two partitions of Q consist of convex polytopes, then so does their common
refinement.
Lemma 3.9. If f : Q −→ Rs is step-affine and R is a pairwise-disjoint collection of
convex polytopes in Rs which covers f(Q), then f−1(R) is a partition of Q which has
a refinement into convex polytopes.
Proof. Letting Q be as in Definition 3.6, it is obvious that C ∩ f−1(R) consists of
convex polytopes for each C ∈ Q.
Corollary 3.10. If f : Q −→ Rs and g : R −→ Rp are step-affine and f(Q) ⊆ R ⊆
Rs, then g ◦ f is step-affine.
Lemma 3.11. If f : Q −→ Rs is step-affine and D ⊆ Q is a finite union of convex
sub-polytopes of Q, then f(D) is also finite union of convex polytopes.
Proof. Clearly we may assume that D is a single convex polytope. Let Q be the parti-
tion appearing in Definition 3.6. Then f(C∩D) is an affine image of a convex polytope
for each C ∈ Q, so their union has the required form.
In the first place, the relevance of step-affine maps to the setting of compact Abelian
Lie groups stems from the following.
Lemma 3.12. If α : Td −→ Ts is an affine map, then there is a step-affine map
f : [0, 1)d −→ [0, 1)s which makes the following diagram commute:
Td
{·}

α // Ts
{·}

[0, 1)d
f
// [0, 1)s.
Proof. By Lemma 3.8, we may argue coordinate-wise, and hence assume s = 1. In
this case there are θ ∈ T and n1, . . . , nd ∈ Z such that
α(t1, . . . , td) = θ + n1t1 + . . .+ ndtd,
using the obvious coordinates in Td, and hence
{α}(t1, . . . , td) = {θ + n1t1 + . . .+ ndtd}.
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Let Q be the partition of [0, 1)d into the sets
Cm := {(x1, . . . , xd) ∈ [0, 1)
d | {θ}+ n1x1 + . . .+ ndxd ∈ [m,m+ 1)}
for all integers−|n1| − · · · − |nd| − 1 ≤ m ≤ |n1|+ · · ·+ |nd|+1. This is a partition
into convex polytopes, and on the set Cm the desired function f agrees with the affine
function
ℓCm(x1, . . . , xd) = {θ}+ n1x1 + . . .+ ndxd −m.
This has the some useful corollaries.
Corollary 3.13 (Freedom in choice of coordinates). If P is a QP partition of Td, then
there is a partition Q of [0, 1)d into convex polytopes such that P  {·}−1(Q).
Proof. Definition 3.1 gives an affine map α : Td −→ Ts and a partition R of [0, 1)s
into convex polytopes such that P  {α}−1(R). Now Lemma 3.12 gives a step-
affine map f : [0, 1)d −→ [0, 1)s which makes the diagram in that lemma commute.
Having done so, Lemma 3.9 gives a convex-polytopal partition Q  f−1(R), and so
the commutativity of that diagram gives P  {·}−1(f−1(R))  {·}−1(Q).
Corollary 3.14. If P is a QP partition of a compact Abelian Lie group Z , and P1 is
the refinement consisting of all connected components of cells of P, then P1 is also
QP
Proof. First, if Z0 ≤ Z is the identity component, and R is the partition of Z into
Z0-cosets, then clearly P1 % P∨R, and P∨R is still QP We may therefore consider
Z0-cosets separately, or, equivalently, assume that Z = Z0. In this case, assuming
Z = Td, if Q is the partition provided by the previous corollary, then every cell of Q
is connected, and the map {·}−1 : [0, 1)d −→ Td is just the restriction of the covering
map Rd −→ Td, hence continuous, so {·}−1(Q) also refines P1.
Remark. The previous lemma and corollary are false for general compact Abelian
groups. For example, for the totally disconnected group Z := (Z/2Z)N, the trivial
partition {Z} is QP, but the partition into singletons is certainly not. ⊳
Corollary 3.15. If α : Z −→ Y is an affine map of compact Abelian groups with Y a
Lie group, and C ⊆ Z is a QP set, then q(C) ⊆ Y is a QP set.
Proof. Since C is QP, it is lifted from some Lie group quotient of Z . Also, α must
factorize through such a quotient of Z , since Y is Lie. Combining these two quotients,
we may assume Z itself is Lie.
Having done so, the result will be true for C if it is true for C ∩ (z +Z0) for every
identity-component coset z + Z0 ≤ Z , so we may assume C ⊆ Z0, and hence that Z
is a torus. This implies that the image α(Z) lies in an identity-component coset of Y ,
so we may assume that Y is also a torus.
Finally, letting Z = Td and Y = Ts, the result follows by Lemma 3.11 and the
commutative diagram of Lemma 3.12.
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We can now proceed from Definition 3.6 to the following.
Definition 3.16 (Step-affine map). Let Z be a compact Abelian group.
A map f : Z −→ Rs is step-affine if it equals f0 ◦ {χ} for some affine map
χ : Z −→ Td and step-affine map f0 : [0, 1)d −→ Rs.
A map f : Z −→ T is step-affine if it equals ψ ◦ f1 for some homomorphism
ψ : R −→ T and some step-affine f1 : Z −→ R.
Finally, if Y is another compact Abelian group, then a map f : Z −→ Y is step-
affine if χ ◦ f is step-affine for every χ ∈ A(Y ).
Let Fsa(Z, Y ) denote the set of Haar-a.e. equivalence classes of step-affine func-
tions Z −→ Y , for Y equal to either Rs or another compact Abelian group.
In case f : Z −→ R is step-affine, the QP partition implicit in its definition will be
said to control f .
The following lemma is immediate from the properties of Euclidean step-affine
maps established above.
Lemma 3.17. Step-affine functions have the following properties.
• Sums and scalar multiples of step-affine functions Z −→ Rs are still step-affine.
• If Y is compact Abelian, then sums of step-affine functions Z −→ Y are still
step-affine, and so Fsa(Z, Y ) is a subgroup of F(Z, Y ).
• If Y is compact Abelian and S ⊆ Ŷ is a generating set for Ŷ , then ψ : Z −→ Y
is step-affine if and only if χ ◦ ψ is step-affine for every χ ∈ S.
• If Y is a compact Abelian Lie group, then any step-affine map Z −→ Y factor-
izes through a Lie-group quotient of Z .
• If f : Z −→ Rs is step-affine, then so is {f}.
• If f : Z −→ T, then f is step-affine if and only if {f} : Z −→ [0, 1) is step-
affine.
• If f : Z −→ R is step-affine, andR is a locally finite partition ofR into intervals,
then f−1(R) is a QP partition of Z .
Lemma 3.18. If Y and Z are compact Abelian groups, then affine maps Z −→ Y are
step-affine.
Proof. Composing with a character, it suffices to prove this in case Y = T. However,
if χ ∈ A(Z), then
χ(z) = {χ(z)}+ Z,
and {χ} : Z −→ R is clearly step-affine.
The next result is a natural extension of Lemma 3.12
Lemma 3.19. If Z is a compact Abelian Lie group and f : Z −→ Td is step-affine,
then there are an affine map χ : Z −→ TD and a step-affine map f0 : [0, 1)D −→
[0, 1)d such that the following diagram commutes:
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Z
f //
{χ}

Td
{·}

[0, 1)D
f0
// [0, 1)d.
Proof. Arguing coordinate-wise, it suffices to prove this when d = 1, in which case
{f} : Z −→ R is step-affine. The desired conclusion is now just the definition of
step-affine maps to R.
Lemma 3.20. If X , Y and Z are compact Abelian groups, and ϕ : X −→ Y and
ψ : Y −→ Z are step-affine, then so is ψ ◦ ϕ : X −→ Z .
Proof. We treat this in two steps.
Step 1. If ψ is actually affine, and χ ∈ A(Z), then χ ◦ ψ ∈ A(Y ), so in this case
the result follows at once from the definition.
Step 2. For the general case, after composing with a character we may assume
Z = T. Having done so, by definition there are an affine map χ : Y −→ Td and a
step-affine map ψ0 : Td −→ T such that ψ = ψ0 ◦χ. Replacing ϕ with χ ◦ϕ (justified
by Step 1) and ψ with ψ0, we may therefore assume that Y = Td.
With this assumption, Definition 3.16 gives a commutative diagram
X
ϕ // Td
ψ //
{θ}
""❊
❊❊
❊❊
❊❊
❊❊
T
[0, 1)s
f2
// R
mod 1
^^❂❂❂❂❂❂❂❂
in which θ : Td −→ Ts is affine and f2 is step affine. Now Lemmas 3.12 and 3.19
enable one to enlarge this to a commutative diagram
X
ϕ //
{χ}
||②②
②②
②②
②②
②
Td
ψ //
{·}
||②②
②②
②②
②② {θ}
""❊
❊❊
❊❊
❊❊
❊❊
T
[0, 1)D
f0
// [0, 1)d
f1
// [0, 1)s
f2
// R
mod 1
^^❂❂❂❂❂❂❂❂
in which also χ : X −→ TD is affine and f0 and f1 are step affine.
Reading around the bottom row of this diagram, the proof is completed by an appeal
to Corollary 3.10.
Lemma 3.21. If P is a QP partition of Y andψ : Z −→ Y is step-affine, then ψ−1(P)
is a QP partition of Z .
Proof. By definition we may assume that P = {χ}−1(Q) for some affine map χ :
Y −→ Td and some partition Q of [0, 1)d into convex polytopes. Replacing ψ with
χ ◦ ψ, we may therefore assume Y = Td. Now the definitions and Lemma 3.19 give a
commutative diagram
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Z{θ}

ψ // Td
{·}

[0, 1)D
f1
// [0, 1)d
for some affine θ and step-affine f1. Reading counterclockwise around this diagram
and applying Lemma 3.9 completes the proof.
3.2 Step-affine cross-sections
One important way in which step-affine maps appear naturally is as cross-sections of
quotient homomorphisms.
Lemma 3.22. Suppose that W ≤ Z is an inclusion of tori, and let q : Z −→ Z/W be
the quotient homomorphism. Then q has a step-affine cross-section σ : Z/W −→ Z .
Proof. We may identify Z = Td, and then the quotient Z/W may be identified with
another torus, say Tr .
Let π : Rd −→ Td be the universal cover, and let Q : Rd −→ Rr be the lift of q to
the universal covers. Then Q is a surjective linear map, so it has a linear cross-section
A : Rr −→ Rd. Let P be the partition of Tr that is the pullback under A ◦ {·} of the
partition of Rd into half-open unit cubes. Then P is QP, and for each D ∈ P the map
(A ◦ {·})|D has image contained in a single fundamental domain of π. Composing
with π identifies each of these restrictions of A ◦ {·} with a map D −→ Td, which
gives a suitable step-affine cross-section.
Proposition 3.23. Suppose that W ≤ Z is an inclusion of compact Abelian groups,
and let q : Z −→ Z/W be the quotient. Then q has a step-affine cross-section
Z/W −→ Z , and there is a step-affine W -equivariant map Z −→W .
We will first prove this in a special case, and then use that case to prove the result
in general.
Proof in special case. Assume that Z/W is finite-dimensional (that is, topologically
isomorphic to a subgroup of a torus). We will find a step-affine cross-section σ :
Z/W −→ Z under this assumption. The structure theory for compact Abelian groups
(see [11, Theorem 9.5]) gives a decreasing sequence of closed subgroups U1 ≥ U2 ≥
· · · in Z whose intersection is {0}, and such that each Z/Ui is finite-dimensional.
Intersecting each of them with W if necessary, we may assume that U0 := W ≥ U1.
Let qi : Z −→ Z/Ui be the quotient homomorphism, and similarly qij : Z/Ui −→
Z/Uj whenever i ≥ j. By Lemma 3.22, there are step-affine cross-sections
Z/W
σ1−→ Z/U1
σ2−→ Z/U2
σ3−→ · · ·
of q21, q32, . . . . It is now routine to check that the partial compositions
σ1,j := σj ◦ σj−1 ◦ · · · ◦ σ1 : Z/W −→ Z/Uj
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converge uniformly. Their limit σ : Z/W −→ Z is a step-affine cross-section, because
any χ ∈ A(Z) is a lift of some χ′ ∈ A(Z/Ui), hence
χ ◦ σ = χ′ ◦ σ1,i,
and σ1,i is step-affine by construction.
Lemma 3.24. Suppose that Z is a compact Abelian group and that U,W ≤ Z are
closed subgroups such that both Z/U and Z/W are finite-dimensional. Suppose also
that τ : Z/(U +W ) −→ Z/U is a step-affine cross-section for the relevant quotient.
Then there is a step-affine cross-section σ : Z/W −→ Z which makes the following
diagram commute:
Z
q1 // // Z/U
Z/W
q2 // //
σ
OO
Z/(U +W )
τ
OO
where q1 and q2 are the relevant quotient maps.
Proof. Let σ1 : Z/W −→ Z be any step-affine cross-section as given by the special
case of Proposition 3.23 proved above. Then q1 ◦ σ1 − τ ◦ q2 must take values in the
subgroup (W + U)/U ≤ Z/U , which is canonically isomorphic to W/(W ∩ U). Let
γ : (W + U)/U ∼= W/(W ∩ U) −→ W be a step-affine cross-section, again by the
special case of Proposition 3.23 proved above. Now
σ := σ1 − γ ◦ (q1 ◦ σ1 − τ ◦ q2)
is a step-affine cross-section Z/W −→ Z which gives the desired commutativity.
Proof of Proposition 3.23. Now consider general Z and W . Let U1 ≥ U2 ≥ · · · be as
in the proof of the special case, and let Wi := W + Ui for each i. This is a decreasing
sequence of closed subgroups of Z whose intersection is W , and such that Z/Wi is
finite-dimensional for each i.
By recursively applying Lemma 3.24, we can choose step-affine cross-sections σi :
Z/Wi −→ Z/Ui such that the following diagram commutes:
Z // // · · · // // Z/U2 // // Z/U1
Z/W // // · · · // // Z/W2 // //
σ2
OO
Z/W1.
σ1
OO
Letting qi : Z/W −→ Z/Wi be the quotient maps, it now follows as in the proof
of the special case that the maps σi ◦ qi : Z/W −→ Z/Ui converge uniformly to some
cross-section σ : Z/W −→ Z , and that σ is still step-affine.
Finally, we obtain a step-affine W -equivariant map ξ : Z −→W by setting
ξ(z) := z − σ(q(z)).
If σ is step-affine, then so is this, by Lemmas 3.20 and 3.17.
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Corollary 3.25. Whenever W ≤ Z is an inclusion of compact Abelian groups, there
is a W -equivariant bijection
ψ : (Z/W )×W −→ Z
such that both ψ and ψ−1 are step-affine.
Proof. Letting σ : Z/W −→ Z be a step-affine cross-section, as produced by Propo-
sition 3.23, a suitable bijection is given by
ψ(z, w) = σ(z) + w for z ∈ Z/W, w ∈W.
Example 3.26. For the two-fold covering homomorphism
T
×2
−→ T,
one has the obvious setp-affine selector
θ 7→ e({θ}/2) : T −→ e([0, 1/2)) ⊂ T,
where e : R −→ T is the usual quotient homomorphism. ⊳
Example 3.27. The restriction map arising from the inclusion Z ⊂ Q defines a homo-
morphism
Q̂ −→ Ẑ ∼= T,
whereQ is given its discrete topology so that Q̂ is compact (Q̂ is sometimes called the
solenoid). In this case one has also a ‘natural’ selector, which to θ ∈ T assigns the
element of the solenoid defined by
ϕθ(p/q) := e(p{θ}/q)
where e is as in the previous example. By Pontryagin duality, any χ ∈ ̂̂Q takes the
form of evaluation at some p/q ∈ Q, so the above formula shows that the composition
θ 7→ ϕθ 7→ χ(ϕθ) is step-affine.
Topologically, Q̂ is a bundle of copies of the Cantor set over S1, and the above
selector embeds [0, 1) into this as a cross-section of the projection from the total space
onto S1. ⊳
3.3 Step polynomials
Again let Z be a compact metrizable Abelian group and A an Abelian Lie group. We
next introduce step polynomials, which form a natural generalization of step affine
maps.
Definition 3.28. If Q ⊆ Rd is a convex polytope, then a function f : Q −→ Rr is a
step polynomial if there are a partition P of Q into convex sub-polytopes and, for each
C ∈ P, a polynomial pC : Rd −→ Rr such that f |C = pC |C. Such a choice of P will
be said to control f .
A step polynomial f : Q −→ Rr is basic if f = g · 1R for some polynomial
g : Rd −→ Rr and convex sub-polytope R ⊆ Q.
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Definition 3.29 (Step polynomial). If Z is a compact Abelian group and A is an
Abelian Lie group, then a map f : Z −→ A is a step polynomial if it is a compo-
sition
Z
{χ}
−→ [0, 1)d
f0
−→ A˜
ψ
−→ A,
where
• χ : Z −→ Td is affine,
• A˜ is a closed subgroup of Rr for some r,
• f0 : [0, 1)d −→ Rr is a step polynomial with image contained in A˜,
• and ψ : A˜ −→ A is a continuous homomorphism.
The step polynomial f is basic if f0 may be taken to be basic in the above definition.
The set of Haar-a.e. equivalence classes in F(Z,A) that contain step polynomials
Z −→ A is denoted by Fsp(Z,A).
Clearly any step polynomial decomposes as a finite sum of basic step polynomials.
Also, if Z is an Abelian Lie group with identity componentZ0 ≤ Z and f : Z −→ Rd
is a step polynomial, then an easy exercise shows that f ·1z+Z0 is also a step polynomial
for every coset z+Z0. Combining these facts, if Z is Lie then we may always decom-
pose f into basic step polynomials supported on single identity-component cosets.
Remark. Having reached this definition, it is high time we drew attention to the over-
lap between this section and Bergelson and Leibman’s work [5]. Their interest is in
the study of bounded ‘generalized polynomials’ from Zd to R. These comprise the
smallest class which contains the linear functions and is closed under addition, mul-
tiplication, and also taking integer parts. Generalized polynomials arise naturally in
various problems from equidistribution theory and additive combinatorics (see, for in-
stance, [9], and the many further references in [5]). The paper [5] develops a general
structure theory for them. It proves that every bounded generalized polynomial can be
obtained by sampling along an orbit of a Zd-action by rotations on a compact nilmani-
fold, where the function sampled is essentially what our terminology would call a step
polynomial on that nilmanifold.
Insofar as any compact connected nilmanifold can be described as a tower of topo-
logical circle extensions, and has a natural ‘coordinate system’ which identifies it with
some cube [0, 1)d, the study of such functions on nilmanifolds forms a natural general-
ization of our work on step polynomials on compact Abelian Lie groups. The concerns
of [5] are fairly disjoint from ours, and so are the results, but it seems likely that most
of the work of this section could be generalized to their setting. It might even be worth
looking for an abstract category of ‘step-polynomial spaces’, whose objects are spaces
that admit a coordinate system based on finitely many Euclidean cubes, and whose
morphisms are an abstract characterization of ‘step polynomial mappings’ between
such spaces. This would also bear comparison with the abstract study of ‘nilspaces’
in [8]. Such a theory would put us in the realm of quite general semi-algebraic ge-
ometry (see [4, Chapter 2] for a good introduction), but I do not know whether ideas
from that theory could shed additional light on the kind of work that we will do below.
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Our interest in PDceEs and zero-sum problems could also be generalized, by replacing
the rotation-actions of subgroups of Z with the actions of commuting nilpotent sub-
groups of a nilpotent Lie group G on a compact nilmanifold G/Γ (a similar proposal
was already discussed in Subsection I.10.4). In this way, there might generalizations
of Theorems A and B to that setting. ⊳
Lemma 3.30. A sum of twoA-valued step polynomials is a step polynomial, soFsp(Z,A)
is a subgroup of F(Z,A).
Proof. Let
Z
{χi}
−→ [0, 1)di
fi
−→ A˜i
ψi
−→ A
for i = 1, 2 be factorizations of our two step polynomials as given by Definition 3.29.
Then their sum factorizes as
Z
{(χ1,χ2)}
−→ [0, 1)d1+d2
(f1π1,f2π2)
−→ A˜1 ⊕ A˜2
ψ1q1+ψ2q2
−→ A,
where πi : [0, 1)d1+d2 −→ [0, 1)di is the projection onto the first (resp. last) di co-
ordinates for i = 1 (resp. i = 2), and also qi : A˜1 ⊕ A˜2 −→ A˜i are the coordinate
projections. This is clearly a factorization into ingredients of the required kind.
Lemma 3.31. If f : Z −→ A is a step polynomial, then there is a QP partition of Z
such that f |C extends to a uniformly continuous function on C for every C ∈ P.
Proof. Let f = ψ ◦ f0 ◦ {χ} be a factorization as in Definition 3.29, and let Q1 be
the convex polytopal partition of [0, 1)d associated to f0 as in Definition 3.28. Let Q
be a further convex polytopal refinement of Q1 so that the map {χ}−1 restricts to a
homeomorphism on each cell of Q. Then P := {χ}−1(Q) is the desired QP partition
of Z .
Corollary 3.32. If A is discrete, then a step polynomial f : Z −→ A is a step function.
Proof. This follows by combining the preceding lemma and Corollary 3.14.
Lemma 3.33. If ξ : Z −→ Y is step-affine and f : Y −→ A is a step polynomial,
then f ◦ ξ is a step polynomial.
Proof. Clearly every step polynomial factorizes through an affine map to a torus, so
we may assume Y = Td.
Let f = ψ ◦ f0 ◦ {χ} as in Definition 3.29. Lemma 3.19 provides a commutative
diagram
Z
{θ}

ξ // Td
{χ}

f
''PP
PP
PP
PP
PP
PP
PP
PP
[0, 1)D
ξ0
// [0, 1)d
f0
// A˜
ψ
// A,
where θ is affine and ξ0 is step-affine. The proof is completed by observing that f0◦ξ0 :
[0, 1)D −→ A˜ is a step polynomial, which is clear from the definitions.
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Another fact we will use repeatedly is that step polynomials can be lifted through
target-module homomorphisms.
Lemma 3.34. Let q : A ։ B be a continuous epimorphism of Abelian Lie groups,
and Z a compact Abelian group. For any step polynomial f : Z −→ B there is a step
polynomial F : Z −→ A such that f = q ◦ F .
Proof. By the structure theory for locally compact Abelian groups (see [11, Section
II.9]), we may assume that
B = Rr ⊕ Td ⊕D,
with D discrete. Correspondingly, one may decompose f as f1 + f2 + f3, where each
summand takes values within one of the direct summands on the right above. Each fi
is the composition of f with a coordinate-projection, so is still a step polynomial. It
therefore suffices to lift each fi separately.
Firstly, f3 takes values in a discrete group. It is therefore constant on each cell of
some QP partition, so one may simply choose a lift of that constant value on each cell
separately.
Second, f1 takes values in Rr. Consider the analogous decomposition
A = Rr
′
⊕ Td
′
⊕D′.
Let q1 : A −→ Rr be the composition of q with the projection from B onto its sum-
mand Rr. The image q1(Td
′
) must be a compact subgroup of Rr, hence it must equal
0. Also, the image q1(D′) is countable, so since q1 is onto, the image q1(Rr
′
) is a
co-countable vector subspace of Rr. It is therefore equal to Rr. By linear algebra, this
implies that there is a linear function M : Rr −→ Rr′ ≤ A which is a cross-section of
q1, and now M ◦ f1 is the desired lift of f1.
Finally, let q2 : A −→ Td be the composition of q with the projection from B
onto Td. The image q2(Td
′
) is a closed, connected subgroup of Td. Is is therefore
a subtorus, and so we may split Td further as q(Td′) ⊕ T for some complementary
subtorus T ≤ Td. Correspondingly we may decompose f2 = f21 + f22 and lift
each summand separately. For f21, Proposition 3.23 gives a step-affine cross-section
σ : q2(T
d′) −→ Td
′
, so the composition σ ◦ f21 is a suitable lift of f21. For f22,
observe that the composition
Rr
′
≤ A
q
։ B ։ Td ։ Td/q2(T
d′) ∼= T
is surjective: its image is a σ-compact (hence Borel) and co-countable subgroup of T ,
so must equal T . This gives a continuous epimorphism Rr′ −→ T , which therefore
lifts to a linear epimorphism of the universal covers Q : Rr′ −→ T˜ . Composition f22
with a step-affine fundamental domain T −→ T˜ and then with a linear Q-cross-section
T˜ −→ Rr
′
completes the proof.
Remark. This result has quietly made an appeal to our assumption of second-countability
for Abelian Lie groups. Without it, one could consider the uncountable groupZ⊕T with
its discrete topology and the map
q : Z⊕T −→ T : (zt)t∈T 7→
∑
t∈T
zt · t.
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This q is a continuous epimorphism, but the identity map T −→ T has no lift through
q to a step polynomial T −→ Z⊕T. ⊳
3.4 Slicing
Suppose that X and Y are compact Abelian groups and that A is an Abelian Lie group.
Given a Borel function f : X × Y −→ A, each of its slices f(x, · ) is a Borel function
Y −→ A, so this defines a mapX −→ F(Y,A), which is easily seen to be measurable.
However, a step polynomial f : X × Y −→ A cannot generally be viewed as a step
function X −→ F(Y,A), even if A is discrete.
Example 3.35. If f : T2 −→ {0, 1} is the step function
(s, t) 7→ ⌊{s}+ {t}⌋,
then regarded as a functionT −→ F(T,Z) it is continuous and injective, so its level-set
partition is not even finite, let alone quasi-polytopal. ⊳
However, it will be important later that this ‘slicing’ operation gives rise to a func-
tion that is continuous on the cells of a QP partition. This will be the main result of the
present subsection.
Lemma 3.36. Let Q ⊆ Rd+r be a bounded convex polytope, and suppose that f =
g · 1Q : Rd+r −→ R is a basic step polynomial supported on Q. Let Π : Rd+r −→ Rr
be the projection onto the last r coordinates. Then the sliced function
Rr −→ F(Rd,R) : v 7→ f(·, v)
is identically zero on Rr \ Π(Q) and is uniformly continuous on intΠ(Q). (Here, as
usual, F(Rd,R) is the set of a.e. equivalence classes of maps Rd −→ R for Lebesgue
measure, with the topology of convergence in probability on bounded sets. The expres-
sion f(·, v) is to be understood as such an equivalence class.)
Proof. The first assertion is obvious, so we focus on the second.
Since g is uniformly continuous and uniformly bounded on the bounded set Q, it
suffices to prove this for 1Q alone.
Let B ⊇ Q be an open ball containing Q. By an easy calculation, the sliced
function
v 7→ 1B(·, v) ∈ F(R
d,R)
is uniformly continuous on the whole of Rr.
Now,Q is defined by a finite intersection of half-spaces inRd+r, sayQ = H1∩· · ·∩
Hm, where eachHi may be open or closed. This implies that 1Q = (1B∩H1) · · · (1B∩Hm),
and each function here has bounded support and is uniformly bounded by 1, so the re-
sult will follow if we show that each of the sliced functions
v 7→ 1B∩Hi(·, v), i = 1, 2, . . . ,m,
is uniformly continuous on intΠ(Q).
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Now, on the one hand, if the bounding hyperplane ∂Hi is not of the form Rd × V
for any hyperplane V ≤ Rr, then this sliced function is actually continuous on the
whole of Rr.
On the other, if ∂Hi equals Rd × V for such a hyperplane V ≤ Rr, then Hi itself
equals Rd ×Ki for some half-space Ki ⊆ Rr, and in this case the sliced function of
1B∩Hi is uniformly continuous on intKi, since it agrees with the sliced function of 1B
on intKi.
Let I ⊆ {1, 2, . . . ,m} be the set of indices i for which Hi is as in the second of
the possibilities above. Then we have shown that the function in question is uniformly
continuous on
Π(B) ∩
⋂
i∈I
intKi.
This clearly contains (and is often equal to) intΠ(Q).
Corollary 3.37. If A ⊆ Rd and B ⊆ Rr are bounded convex polytopes of positive
measure (equivalently, nonempty interior), and f : A×B −→ RD is a step polynomial,
then there is a partition P of B into convex sub-polytopes such that for each C ∈ P,
the sliced function
C −→ F(A,RD) : v 7→ f(·, v)
extends to a uniformly continuous function on C.
Proof. Arguing coordinate-wise, we may assume D = 1.
If f is a basic step polynomial supported on a convex polytopeQ ⊆ A×B, then the
previous lemma gives that the sliced function is uniformly continuous on the relative
interiors in B of both Π(Q) and B \Π(Q).
A general f may be written as a finite sum of basic step polynomials, say f =
f1 + · · · + fm. Let Q1, . . . , Qm be convex polytopal supports for f1, . . . , fm. Let
P0 be the partition generated by the polytopes Π(Q1), . . . , Π(Qm) together with all
their facets, regarded as separate polytopes also, and let P1 be a refinement of P0 into
convex polytopes.
It follows that the sliced function of each fi, and hence also of f , is uniformly
continuous on the relative interior in B of every cell of P1. This implies the desired
conclusion for the cells of P1 that have nonempty relative interiors, but does not handle
the cells that lie in ∂Π(Q1) ∪ · · · ∪ ∂Π(Qm). However, if a cell of P1 has no relative
interior, then it lies in some co-dimension-1 affine subspace of Rr. For each of these
lower-dimensional subspaces V , we may now simply repeat the previous construction
for the restriction f |(A× (B ∩ V )). An induction on r completes the proof.
Corollary 3.38. Suppose that A is an Abelian Lie group, W and Z are compact
Abelian groups, and f : W × Z −→ A is a step polynomial. Then there is a QP
partition Q of Z such that the map z 7→ f(·, z) is uniformly continuous from C to
F(W,A) for every C ∈ Q.
Proof. By Definition 3.29, there are affine maps α : W −→ Td and χ : Z −→ Tr,
a step polynomial f0 : Td+r −→ RD with image contained in some closed subgroup
A˜ ≤ RD, and a homomorphism ψ : A˜ −→ A, such that f = ψ ◦ f0 ◦ (α × χ). It
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therefore suffices to find a suitable QP partition of Tr for f0 and pull it back through
χ.
However, upon factorizing through the fundamental-domain map {·} : Td+r −→
[0, 1)d+r, this is precisely the output of the preceding corollary.
3.5 Integrating slices of step polynomials
The following result will be of great importance in the next section, where we develop
some group cohomology using step-polynomial cocycles. It strikes me as something
that is probably known, but I have not been able to find a suitable reference.
Proposition 3.39. Suppose that C ⊆ Rn×Rm is a bounded convex polytope and that
p : C −→ R is a step polynomial, which we extend by 0 outsideC. Then the integrated
function
q(u) :=
∫
Rm
p(u, v) dv
is a step polynomial of bounded support.
Proof. It suffices to prove this result for m = 1, since the general case may then be
recovered by integrating out the last m coordinates one-by-one.
Let Π : Rn × Rm −→ Rn be the coordinate projection. By decomposing p into
basic step polynomials, it suffices to assume that p is the restriction to C of a genuine
polynomial. Because C is bounded, so is Π(C), and clearly q vanishes outside Π(C).
It remains to prove that q is a step polynomial on Π(C).
We will complete this proof on intΠ(C). Having done so, the same proof may
be repeated above the Π-pre-image of each lower-dimensional facet of Π(C), so this
implies the full result.
The behaviour of q on Π(C) is unchanged if we replace C by its closure, so we
may now assume that C is closed. In this case it is defined by some intersection of
closed linear inequalities, so we may write
C =
r⋂
i=1
Hi with Hi = {(u, v) | ai • u+ bivi ≤ αi}
for some (ai, bi) ∈ (Rn × R) \ {(0, 0)} and αi ∈ R, i = 1, 2, . . . , r. For each j ≤ r,
let also
Cj :=
⋂
i∈[r]\{j}
Hi.
We may assume that the above representation of C is irredundant, meaning that for
each i, the simpler intersection Ci is strictly larger than C. Since C and Ci are both
closed, this is equivalent to the assertion that each of the hyperplanes ∂Hi intersects
the interior of the corresponding Ci. Knowing this, it follows that each of these inter-
sections ∂Hi ∩ Ci is a bounded convex polytope with non-empty interior relative to
∂Hi.
By convexity and boundedness, the slice
Iu := {v ∈ R | (u, v) ∈ C}
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is a closed bounded interval for every u, and the set
D := {u ∈ Rn | int Iu 6= ∅}
is also a bounded convex polytope. It has the property that q|(Rn \ D) = 0. Each
u ∈ D may be labeled by a pair (i1(u), i2(u)) of distinct elements of {1, 2, . . . , r}
with the property that ∂Hi1(u) intersects {u} × R precisely in the lower end-point of
Iu, and ∂Hi2(u) intersects {u} × R precisely in the upper end-point. It is easy to see
that this choice of (i1(u), i2(u)) is unique for a.e. u ∈ D, but for those u with more
than one possibility, let us order the set of distinct pairs in {1, 2, . . . , r}, and always
choose (i1(u), i2(u)) to be minimal among the possibilities.
With this convention, the choice of (i1(u), i2(u)) defines a partition of D, say
P, into sets defined by intersections of linear inequalities: that is, into convex sub-
polytopes. The proof will be finished by showing that q agrees with a polynomial on
each of these sub-polytopes.
Indeed, suppose that D′ = {u | (i1(u), i2(u)) = (i1, i2)} ∈ P. Then we may write
Iu = [ψ1(u), ψ2(u)]
for some affine functions ψ1, ψ2 : D′ −→ R, where ψs is the function whose graph is
∂His ∩ (D
′ × R) for s = 1, 2. For our integral, this now gives
q(u) =
∫ ψ2(u)
ψ1(u)
p(u, v) dv ∀u ∈ D′.
We will complete the proof by induction on deg p. If p is a constant, then we simply
obtain
q(u) = ψ2(u)− ψ1(u) on D
′,
which is affine. So now suppose that deg p ≥ 1. We will use the inductive hypothesis
to prove that the gradient ∇q is a polynomial function on D′. Indeed, the rules for
differentiation under an integral give
∇q(u) =
∫ ψ2(u)
ψ1(u)
∇up(u, v) dv + p(u, ψ2(u)) · ∇ψ2 − p(u, ψ1(u)) · ∇ψ1,
so we can apply the inductive hypothesis to the first term here, and observe directly
that the second and third are polynomials on D′.
Corollary 3.40. If Y and Z are compact Abelian groups and f : Y × Z −→ R is a
step polynomial, then so is the integrated function
g(y) :=
∫
Z
f(y, z) dz.
Proof. Since f factorizes through a Lie-group quotient, and then g does the same, we
may assume that Y and Z are both Lie groups. Since a function on an Abelian Lie
group is a step polynomial if this is true of its restriction to every identity-component
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coset, we may assume further that Y is a torus. On the other hand, if Z0 is the identity-
component of Z , then g is the sum of [Z : Z0]-many integrals over cosets of Z0, so it
suffices to prove the result for each of these, and hence assume that Z is also a torus.
Finally, if Z = Tm and Y = Tn, then applying the map {·} : Y ×Z −→ [0, 1)m+n
turns the definition of g into
g(y) =
∫
Rm
p({y}, v) dv
for some step polynomial p : Rm+n −→ R supported on [0, 1)m+n. This integral is
treated by the preceding proposition.
3.6 A special class of Lie modules
In the sequel we will often consider step polynomials Z −→ A for an Abelian Lie
group A that is already equipped with an action of Z . In this setting the following
special class of Lie modules will become important.
Definition 3.41. Let A be a Polish Abelian group, Z a compact Abelian group and
T : Z −→ AutA an action. Then this action is step-polynomial, or ‘SP’, if A is a Lie
group and, for every compact Abelian group Y and step polynomial f : Y −→ A, the
function
F : Z × Y −→ A : (z, y) 7→ T zf(y)
is also a step polynomial. In this case, A is a SP Z-module.
This includes the requirement that the orbit maps z 7→ T za be SP for all a ∈ A.
This will turn out to be equivalent, but we will use the definition in the stronger form
above. Later we will introduce a larger class of ‘SP modules’, of which Lie SP modules
will be a special case.
Example 3.42. The trivial action of Z on A is always SP More generally, an action that
factorizes through a quotient q : Z −→ Z1 to a finite group is always SP, because the
partition of Z into the cosets of ker q is QP. ⊳
Example 3.43. The rotation action rot : T −→ O(2) ≤ AutR2 given by
rot(t) =
(
cos 2πt sin 2πt
− sin 2πt cos 2πt
)
is not SP, because sin and cos are not SP functions T −→ R.
More generally, a full rotation action of someZ is an action isomorphic to rot◦χ :
Z y R2 for some χ ∈ Ẑ for which χ(Z) = T. It is easy to see that any full rotation
action is not SP. ⊳
In fact, it will turn out that full rotation actions are the unique obstructions to a Lie
module being SP.
Proposition 3.44. A Lie Z-module T : Z y A is SP unless it has a closed submodule
which is a full rotation action. In particular, any compact-by-discrete Lie Z-module is
SP.
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The proof of this will require a few steps.
Lemma 3.45. If T : Z −→ AutA is the action of a Lie Z-module, and W ≤ Z is a
finite-index subgroup such that T |W is SP, then T is SP.
Proof. If f : Y −→ A is SP, then the function F (z, y) := T zf(y) is SP if this is so
on every coset of W × Y separately, since the partition of Z × Y into these cosets is
QP However, if (z0 +W ) × Y is such a coset, then the map y 7→ T z0f(y) is a step
polynomial on Y , and so
F (z0 + ·, ·) :W × Y −→ A : (w, y) 7→ T
w(T z0f(y))
is a step polynomial because T |W is SP.
Lemma 3.46. If A is a discrete Abelian group or a compact Abelian Lie group, then
any Z-action on A is SP.
Proof. First suppose that A is discrete and T : Z y A is a continuous action. Then
every T -orbit must be finite. It follows that every finite-subset of A is contained in a
finitely-generated, Z-invariant submodule of A. Since a step polynomial from a com-
pact group always has pre-compact image, this means we may consider only finitely-
generated discrete modules. In this case, T factorizes through a finite quotient of Z , so
it is certainly SP.
On the other hand, if A is a compact Lie Z-module, then A = ̂̂A is the Pontryagin
dual of a finitely-generated discrete Z-module, so again the action factorizes through a
finite quotient of Z .
Proof of Proposition 3.44. Step 1: Euclidean modules. Let E be a Euclidean space.
All continuous group automorphisms of E are linear transformations, so the action of
Z is actually a linear representation. Since Z is compact, this representation admits an
invariant inner product, by the standard averaging trick. It therefore decomposes as a
finite direct sum ρ0 ⊕
⊕
i(rot ◦ χi), where ρ0 factorizes through a finite quotient of
Z and each rot ◦ χi is a full rotation action. By Lemma 3.45, this is SP if and only if
there are no summands of the second kind.
Step 2: connected modules. Now suppose that A is a connected Lie Z-module.
Then it may be presented as
D →֒ A˜
q
։ A,
where A˜ is the universal cover of A, a Euclidean space, and D is a discrete subgroup
of A˜. This presentation is canonical, so the action of Z on A lifts to a linear repre-
sentation of Z on A˜. By Step 1, either that representation on A˜ factorizes through a
finite quotient of Z , in which case so does the action on A, or it contains a full rota-
tion action as a direct summand. In the second case, letting E1 be such a full rotation
subrepresentation, it must hold that E1 ∩ D = 0, since any non-zero element of E1
has non-discrete Z-orbit. Therefore q|E1 is injective, and so its image q(E1) is a full
rotation submodule of A. Thus, for connected modules, any Z-action either factorizes
through a finite quotient of Z (so is SP) or contains a full rotation subaction (so is not
SP).
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Step 3: general case. Finally, consider a general Lie Z-module A, and let A0
be its identity component. We will show that if A0 does not contain a full rotation
subaction, then the whole module A is SP.
If the action of A on A0 contains no full rotation subaction, then step 2 has shown
that it must be trivial for some finite-index subgroup W ≤ Z . By Lemma 3.45, it
suffices to show that the W -action on A is SP.
Let B := A/A0. Standard structure theory for Abelian Lie groups (see, for in-
stance, [11, Section II.9]) shows that we have an isomorphism A ∼= A0 × B of topo-
logical groups, though this may not respect the Z-actions.
Now suppose that f : Y −→ A0 × B is a step polynomial, and write it in compo-
nents as (f1, f2). Then f2 : Y −→ B is a step function, hence takes only finitely many
values. Therefore, as in the proof of Lemma 3.46, we may assume that B is finitely
generated. However, having done so, the W -action on B must trivialize on a further
finite-index subgroup, so by shrinking W again we may assume that the W -action on
B is trivial.
Finally, in this case a routine exercise shows that the action T on the whole of
A0 ×B must take the form
T z(a, b) = (a+ σ(b)(z), b),
where σ ∈ Hom(b,Hom(Z,A0)). This now gives
T zf(y) = (f1(y) + σ(f2(y))(z), f2(y)).
Since f2 takes only finitely many values, controlled by some QP partition of Z , this
clearly defines a step polynomial on Z × Y .
Corollary 3.47. If A ≤ B q։ C is a short exact sequence in PMod(Z), then B is Lie
and SP if and only if both A and C are Lie and SP.
Proof. It is classical that the property of being Lie is closed in PMod(Z) for exten-
sions, quotients and closed subgroups, so we may assume all of A, B and C are Lie
modules. Let T denote any of these three actions.
First suppose that B is SP. Any step polynomial Y −→ A is also a step polynomial
Y −→ B, so A is also SP. On the other hand, if f : Y −→ C is a step polynomial,
then Lemma 3.34 gives a SP lift of it F : Y −→ B. It follows that
T zf(y) = q(T zF (y))
is a homomorphic image of a step polynomial, hence is a step polynomial.
On the other hand, suppose that B is not SP. Then Proposition 3.44 gives a full
rotation Z-submodule B1 ≤ B. Since full rotation modules are irreducible (indeed,
the orbit of any non-zero element of B1 has Z-span which is dense in B1), it follows
that either B1 ≤ A, in which case A is not SP, or q|B1 : B1 −→ q(B1) ≤ C is an
isomorphism, in which case C is not SP.
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4 Functional and semi-functional modules
This subsection will introduce a class of Polish Z-modules consisting of functions
between locally compact groups, and a larger class of modules obtained as quotients of
such. The latter will be assembled into a category. The next section will develop some
basic homological algebra in this category in order to introduce two different notions
of groups cohomology that we will need for its objects.
Let Z denote a compact metrizable Abelian group throughout this section.
4.1 Functional and semi-functional modules
Definition 4.1 (Functional modules). Suppose that X is another compact Abelian
group with a distinguished homomorphism α : Z −→ X , and that A is a Lie Z-
module, say with action TA. Then a functional Z-module with fibre A and base α is
a closed Z-submodule of F(X,A), equipped with the diagonal Z-action:
(z · f)(x) := T zA(f(x− α(z))).
Sometimes we will refer instead to X as the ‘base’, when the choice of α is clear.
Sometimes it will be important that X = X0 × Z for some X0 with the obvious
homomorphism Z →֒ X . In this case we shall refer instead to a functional Z-module
with fibre A and dummy X0.
It could happen that a Z-moduleP is a submodule of bothF(X,A) andF(X ′, A′)
for two different bases X and X ′ and two different fibres A and A′. Thus, the inclusion
P ⊆ F(X,A) for a specific choice of base and fibre is part of the structure that defines
a functional Z-module, even though it will usually be left implicit.
Example 4.2. Whenever q : Z ։ Y is a surjective homomorphism and A is a Lie
Y -module, the Y -module F(Y,A) pulls back to a functional Z-module
F(Y,A) ◦ q := {f ◦ q | f ∈ F(Y,A)} ≤ F(Z,Aq),
where Aq denotes A endowed with the action of Z obtained through q. The same
construction may be applied to any other functional Y -module. ⊳
Example 4.3. Most other examples will arise by repeatedly forming images or kernels
of suitable homomorphisms.
For instance, givenA, Z and a subgroup-tupleU = (U1, . . . , Uk) in Z , the module
of associated PDceE-solutions,
M := {f ∈ F(Z,A) | dU1 · · · dUkf = 0},
is functional, with fibre A and base idZ . It is the kernel of the Z-module homomor-
phism
F(Z,A) −→ F(U1 × · · · × Uk × Z,A) : f 7→ d
U1 · · · dUkf,
where the target module has dummy U1 × · · · × Uk.
Within M , one also finds the submodules Mi, i = 1, 2, . . . , k, of functions that
satisfy one of the obvious simplified equations:
Mi := {f ∈ F(Z,A) | d
U1 · · · dUi−1dUi+1 · · · dUkf = 0}.
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From these one forms the submoduleM0 :=M1 + · · ·+Mk of ‘degenerate’ solutions
to the original PDceE. Each Mi is also obtained as the kernel of a homomorphism
defined by repeated differencing, and then M0 is the image of M1 ⊕ · · · ⊕Mk under
the sum-homomorphism. The results of Part I include that M0 is closed, so it is another
example of a functional Z-module. ⊳
Much of our later work will concern pairs of functional modules, and their quo-
tients.
Definition 4.4 (Semi-functional modules). A semi-functional Z-module with fibre A
and base α : Z −→ X is an inclusion P ≤ Q consisting of a functional Z-module
Q with fibre A and base α and a closed submodule P of Q. Such a semi-functional
module will sometimes be written P incl
n
−→ Q. The quotient of this semi-functional
Z-module is Q/P .
As for functional Z-modules, the inclusion of Q in F(X,A) for a particular base
and fibre is part of the structure of a semi-functional Z-module.
Example 4.5. In the notation of Example 4.3, since M0 is closed, the inclusion (M0 ≤
M) is a semi-functional Z-module. The quotient M/M0 was studied in several of the
specific worked examples in Part I, where it could be computed explicitly in terms of
some cohomology groups. ⊳
Definition 4.6 (Semi-functional morphism). Given semi-functional Z-modules (P ≤
Q) and (P ′ ≤ Q′), possibly with different fibres and bases, a semi-functional mor-
phism between them is a commutative diagram
P
incln

ψ1 // P ′
incln

Q
ψ2 // Q′.
Note that in the above diagram one must haveψ1 = ψ2|P , so properties of ψ1 often
follow from those of ψ2. This diagram will often be abbreviated to
(P ≤ Q)
ψ2
−→ (P ′ ≤ Q′).
4.2 Step-polynomial submodules
It is clear that semi-functional Z-modules and morphisms form a category. This point
of view will be important shortly, but we will need to restrict our attention to a spe-
cial subclass of morphisms, defined in terms of their behaviour on step-polynomial
elements.
The following non-standard terminology will be valuable in the sequel.
Definition 4.7. If Z is a compact metrizable Abelian group, then an enlargement of it
is another compact metrizable Abelian group Z ′ containing Z as a subgroup.
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Definition 4.8. Let A an Abelian Lie group. If P ≤ F(X,A) is any subgroup, then
its SP subgroup relative to (X,A) is the subgroup P ∩ Fsp(X,A). Explicitly, this is
the subgroup of Haar-a.e. equivalence classes of functions in P that contain a step-
polynomial representative X −→ A.
Usually, X and A will be left to the reader’s understanding, and the SP subgroup
will be denoted by Psp. To be precise, however, this subgroup may depend on a partic-
ular choice of X and A.
Definition 4.9 (Complexity-bounded homomorphisms). Suppose that A and A′ are
Abelian Lie groups, thatX andX ′ are compact Abelian groups, and thatP ≤ F(X,A)
and Q ≤ F(X ′, A′) are closed subgroups. Then a continuous group homomorphism
ϕ : P −→ Q is complexity-bounded relative to (X,A) and (X ′, A′) if
ϕ(Psp) ⊆ Qsp.
Once again, the relevant choice of (X,A) and (X ′, A′) will usually be obvious, and
will be suppressed from the notation.
Similarly, a semi-functional morphism as in Definition 4.6 is complexity-bounded
if the horizontal arrows of its commutative diagram are complexity-bounded.
Thus, complexity-bounded homomorphisms are those that respect the property of
being step-polynomial among the elements of the domain module P . This requirement
can be weak or strong, depending on whether P contains many (equivalence classes
represented by) step polynomials. In the examples that will concern us, the modules
will be replete with step polynomials (for instance, the step polynomials will be dense
in probability), and so complexity-bounded homomorphisms will be rather special.
However, we should note in passing that I do now know the answer to the following
basic question.
Question 4.10. Are there an Abelian Lie group A with trivial T-action and a func-
tional T-submodule Q ≤ C(T, A) such that Qsp is not dense in Q for convergence in
probability?
Example 4.11. Suppose that P and Q are as above, that ϕ : P −→ Q is a continuous
homomorphism, and that there are
• a continuous homomorphism κ : A −→ A′, and
• a family of continuous epimorphisms ζ1, . . . , ζk : X ′ ։ X
such that
ϕ(f)(x′) =
k∑
i=1
κ(f(ζi(x
′))) ∀f ∈ P. (6)
Homomorphisms of this form are always complexity-bounded. ⊳
In Example 4.3, several functional modules arising in the study of PDceEs were
obtained using images and kernels of homomorphisms, and all of those homomor-
phisms took the form (6). However, it would be interesting to know whether kernels of
complexity-bounded homomorphisms suffice, without allowing images.
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Question 4.12. In the notation of Example 4.3, is there a complexity-bounded Z-
module homomorphism ϕ : F(Z,A) −→ F(X,A′) for some base X and fibre A′
such that M0 = kerϕ? Can ϕ be of the form (6)? ⊳
Clearly a composition of complexity-bounded homomorphisms is complexity-bounded,
so we may make the following.
Definition 4.13 (Basic semi-functional category). The basic semi-functional cate-
gory of Z-modules is the category SFMod0(Z) whose objects are semi-functional Z-
modules and whose morphisms are complexity-bounded semi-functionalZ-morphisms.
If P ≤ Q is a semi-functional Z-module, then clearly Psp ≤ Qsp. From the
definition of complexity-boundedness, it follows that the map(
P ≤ Q
)
7→ (Psp ≤ Qsp)
defines a functor StepPoly from SFMod0(Z) to the category Mod≤(Z) of inclusions
of abstract Z-modules (this functor forgets the topologies, base and fibre of Psp and
Qsp).
In the sequel, we will sometimes wish to study step polynomials across a whole
commutative diagram of semi-functional modules.
Definition 4.14 (Step-polynomial subdiagrams). Given any commutative diagram in
SFMod0(Z) (formally, any covariant functor from a small category C to SFMod0(Z)),
its step-polynomial subdiagram is the diagram of the same shape, where each semi-
functional module that appears in the original diagram has been replaced by its step-
polynomial submodule, and all morphisms are accordingly restricted to these SP sub-
groups (formally, this is the composition of the original functor C −→ SFMod0(Z)
with StepPoly : SFMod0(Z) −→ Mod≤(Z)).
We will also need the following approximate reversal of Definition 4.9.
Definition 4.15 (Step-polynomial pre-images). LetP ≤ F(X,A) andQ ≤ F(X ′, A′)
be as in Definition 4.9, and let ϕ : P −→ Q be a continuous homomorphism. Then ϕ
admits SP pre-images relative to (X,A) and (X ′, A′) if
(ϕ(P ))sp ⊆ ϕ(Psp) :
that is, whenever f ∈ ϕ(P ) is a Haar-a.e. equivalence class of a step polynomial,
there is some g ∈ Psp with ϕ(g) = f .
Clearly, if ϕ is an invertible homomorphism of functional Z-modules, then ϕ has
SP pre-images if and only if ϕ−1 is complexity-bounded. In general it may be false
that a composition of homomorphisms with SP pre-images has SP pre-images, so one
cannot define a further subcategory of SFMod0(Z) by requiring SP pre-images of any
of the homomorphisms involved.
The last task of this subsection will be to interpret a direct sum of two functional
Z-modules as another functional Z-module.
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Definition 4.16. If Pi ≤ F(Xi, Ai) are functional Z-modules with bases αi : Z −→
Xi for i = 1, 2, then their direct sum in the category SFMod0(Z) is the functional
Z-module with base Z −→ X1 ×X2 : z 7→ (α1(z), α2(z)) and fibre A1 ⊕A2 which
consists of all functions of the form
(x1, x2) 7→ (f1(x1), f2(x2))
for some f1 ∈ P1 and f2 ∈ P2.
If (Pi ≤ Qi), i = 1, 2, are semi-functional Z-modules, then their direct sum is
(P1 ⊕ P2 ≤ Q1 ⊕Q2).
It is an easy check that the above definition gives all the usual categorial properties
of direct sums, such as associativity: there is a natural isomorphism (P1 ⊕P2)⊕P3 ∼=
P1 ⊕ (P2 ⊕ P3). For this reason we will generally write such multiple direct sums
without brackets.
4.3 Behaviour under co-induction
Unfortunately,SFMod0(Z) is still not quite adequate for our later homological-algebraic
purposes. The problem is that (as far as I know) the property of complexity-boundedness
for morphisms may not be respected by co-induction.
In order to resolve this, we must decide how to interpret ‘step polynomials’ in a
module co-induced from a functional module. Let P ≤ F(X,A) be a functional Z-
module with base α : Z −→ X .
First, if β : Z −→ V is another base, then we can regard F(V, P ) as a sub-
module of F(V × X,A), so that it also becomes a functional Z-module with base
z 7→ (β(z), α(z)). We will often use this construction with β = 0.
Now suppose that Z ′ ≥ Z is an enlargement. Then we have
CoindZ
′
Z P := F(Z
′, P )Z ≤ F(Z ′ ×X,A)Z .
The Z-action whose fixed-point module is F(Z ′ × X,A)Z is the diagonal action on
X (through the homomorphism α : Z −→ X), on Z ′ (by rotation) and on A. Having
taken these fixed points, the new Z ′-action which defines CoindZ
′
Z P as a Z
′
-module is
by rotation of the Z ′-coordinate alone. Thus we have canonically identified CoindZ
′
Z P
as a functional Z ′-module in F(Z ′ ×X,A), with fibre A and dummy X , and its step-
polynomial elements will always be understood relative to (Z ′ ×X,A).
With this interpretation, it is an easy check that given two enlargements Z ≤ Z ′ ≤
Z ′′ and a functional Z-module P , the usual isomorphism
CoindZ
′′
Z P
∼= CoindZ
′′
Z′ Coind
Z′
Z P
is complexity-bounded in both directions. We will therefore generally identify these
two functional modules whenever convenient.
However, a slightly trickier issue is the following. If Z ′ = Z , then one has a
canonical isomorphism CoindZ
′
Z M
∼= M for any M ∈ PMod(Z). It will sometimes
be important that this ‘trivial’ isomorphism respect the notion of step polynomials.
We will find that this is the case only if one restricts attention to fibres A that are SP
modules: this is why SP modules were introduced. In that case, one has the following.
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Proposition 4.17. Let A be a Lie Z-module, thought of as a functional module with
base 0 (the trivial group) and fibre A. Then A is SP if the obvious isomorphism
CoindZZA
∼= A is complexity-bounded. In this case, for any base α : Z −→ X ,
any functional Z-module P ≤ F(X,A), and any enlargement Z ′ ≥ Z , there is a
Z-equivariant isomorphism
Φ : F(Z ′/Z, P )
∼=
−→ CoindZ
′
Z P
(though possibly notZ ′-equivariant) such that bothΦ andΦ−1 are complexity-bounded.
Moreover, this isomorphism may be chosen naturally in P : that is, if P −→ Q is a
homomorphism of functional Z-modules, then one obtains a commutative diagram of
Z-module homomorphisms
F(Z ′/Z, P ) //
∼=

F(Z ′/Z,Q)
∼=

CoindZ
′
Z P // Coind
Z′
Z Q.
The proof of this will make use of the following simple lemma.
Lemma 4.18. Let Y ≤ Z be an inclusion of compact metrizable Abelian groups and
let A be an SP Lie Y -module. If F : Z −→ A is a Borel function whose Haar a.e.
equivalence class in F(Z,A) is Y -equivariant, then there is a strictly Y -equivariant
Borel function f : Z −→ A which agrees with F a.e. If F is step-polynomial, then f
may be chosen step-polynomial.
Proof. Let ξ : Z −→ Y be a step-affine (hence Borel) Y -equivariant map, as provided
by Proposition 3.23, and define σ : Z −→ Z by z = σ(z) + ξ(z).
Since the a.e. equivalence class of F lies in F(Z,A)Y , we have that
F (z) = F ((σ(z) + y) + (ξ(z)− y)) = T ξ(z)−yF (σ(z) + y)
for a.e. (z, y) ∈ Z × Y . By Fubini’s Theorem, we may therefore fix a choice of y so
that the above holds for a.e. z. Now the right-hand side defines a Borel function f(z)
which is strictly Y -equivariant. If F is a step polynomial, then so is f , since σ and ξ
are step-affine and A is an SP module.
Proof of Proposition 4.17. Let T : Z y A be the action. ThenCoindZZA = F(Z,A)Z
consists of the Haar-a.e. equivalence classes of the orbit functions z 7→ T za for a ∈ A.
If A
∼=
−→ CoindZZA is complexity-bounded, then for every a ∈ Asp = A the function
z 7→ T za must agree with a step polynomial outside a negligible set. This precludes a
full-rotation submodule, so A is SP, by Proposition 3.44.
Now consider α : Z −→ X , Z ′ and P ≤ F(X,A) as in the statement of the
proposition. We construct the desired isomorphism Φ in two steps.
First, let W := Z ′/Z , and let
ψ :W × Z −→ Z ′
31
be a Z-equivariant bijection as given by Corollary 3.25. Then composition of functions
with ψ−1 × idX gives a Z-equivariant isomorphism
F(W × Z, P )Z −→ F(Z ′, P )Z
which is complexity-bounded in both directions. Since ψ is chosen independently of
P , this is obviously natural in P .
Secondly, we will find a natural Z-equivariant isomorphism
Ψ : F(W,P ) −→ F(W × Z, P )Z
which is complexity-bounded in both directions. This is given as follows. Let RP
denote the Z-action on P . Then for f ∈ F(W,P ), let Ψ(f) ∈ F(W × Z, P )Z be the
function
Ψ(f)(w, z) := RzP (f(w)).
If we regard f as a functionW×X −→ A, thenΨ(f) is the functionW×Z×X −→ A
given by
Ψ(f)(w, z, x) = T z
(
f(w, x− α(z))
)
.
It is routine to verify that this Ψ is an injective and Z-equivariant homomorphism of
Polish Abelian groups (recall that the relevant Z-action on F(W × Z, P )Z is now
rotation of the Z-coordinate alone). It is complexity-bounded because A is assumed
to be an SP module. Surjectivity and SP pre-images for Ψ follow using Lemma 4.18,
because if F : W × Z ×X −→ A is strictly Z-equivariant then it equals Ψ(f) with
f(w, x) := F (w, 0, x).
Finally, to see that Ψ is natural in P , suppose that ϕ : P −→ Q is a homomor-
phism of functional Z-modules. Let ΨP and ΨQ denote the above isomorphisms as
constructed for P and Q. Then for any f ∈ F(W,P ) one has
ΨQ(ϕ ◦ f)(w, z) = R
z
Q(ϕ(f(w))) = ϕ(R
z
P (f(w))) = ϕ
(
ΨP (f)(w, z)
)
.
This verifies the commutativity of the relevant diagram.
Corollary 4.19. If ϕ : A −→ B is a closed homomorphism of Lie SP Z-modules, then
it has stable SP pre-images.
Proof. Clearly we may assume B = ϕ(A). Letting Z ′ ≥ Z be an arbitrary enlarge-
ment, this is the assertion that any f ∈ Fsp(Z ′, B)Z is the image of some element
of Fsp(Z ′, A)Z . By the previous lemma, this follows from the existence of a step-
polynomial lift Z ′/Z −→ A for any step polynomial Z ′/Z −→ B, and this is given
by Lemma 3.34.
We are now ready for the following definition.
Definition 4.20 (Stable complexity-boundedness and SP pre-images). Suppose that P
and P ′ are functional modules with respective bases X and X ′ and respective fibres
A and A′, both of them SP Then a homomorphism P −→ P ′ is stably complexity-
bounded (resp. has stable SP pre-images) if for every enlargement Z ′ ≥ Z , the co-
induced morphism
CoindZ
′
Z P −→ Coind
Z′
Z P
′
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is complexity-bounded (resp. has SP pre-images) relative to (Z ′ × X,A) and (Z ′ ×
X ′, A′).
For complexity-boundedness, one also makes the analogous definition for semi-
functional morphisms.
Definition 4.21 (Semi-functional category). The semi-functional category ofZ-modules
is the category SFMod(Z) whose objects are semi-functional Z-modules and whose
morphisms are stably complexity-bounded semi-functional morphisms.
Thus, SFMod(Z) is a subcategory of SFMod0(Z) having the same objects. Defi-
nition 4.14 applies just as well to diagrams in SFMod(Z). Semi-functional categories
have the built-in property that for any enlargement Z ′ ≥ Z , CoindZ
′
Z (−) defines a
functor SFMod(Z) −→ SFMod(Z ′); this will be crucial later.
Given a functional Z-moduleQ, it can be identified with the semi-functional mod-
ule 0 ≤ Q. With this convention, functional Z-module define a full subcategory
FMod(Z) of SFMod(Z).
4.4 Semi-functional exact sequences
Most naı¨vely, one could define a ‘short exact sequence’ in SFMod(Z) simply to be a
short sequence of stably complexity-boundedsemi-functional morphisms whose forgetful-
functor image in PMod(Z) is short exact. However, we will need to restrict attention
to exact sequences whose step-polyomial subdiagrams are also exact, so we need a
more refined definition. Once again, a further complication arises because the desired
behaviour of step-polynomial subdiagrams can be disrupted by co-induction.
Let
(P ≤ Q) −→ (P ′ ≤ Q′) −→ (P ′′ ≤ Q′′)
be a pair of morphisms in SFMod(Z). The next definition is in the spirit of classical
‘relative’ homological algebra: see, for instance, [6, Section VI.2].
Definition 4.22 (Exact sequences). The above sequence is exact in SFMod(Z) if both
Q/P −→ Q′/P ′ −→ Q′′/P ′′ is exact in PMod(Z), and Qsp/Psp −→ Q′sp/P ′sp −→
Q′′sp/P
′′
sp is exact in Mod(Z).
Let ϕ be the homomorphism Q −→ Q′ above. Then, assuming the exactness of
Q/P −→ Q′/P ′ −→ Q′′/P ′′, the second condition above is equivalent to asserting
that the homomorphism
Q⊕ P ′ −→ Q′ : (q, p′) 7→ ϕ(q) + p′ (7)
has SP pre-images.
Definition 4.23 (Stable exact sequences). A sequence as above is stably exact if the
resulting co-induced diagram
CoindZ
′
Z P //

CoindZ
′
Z P
′ //

CoindZ
′
Z P
′′

CoindZ
′
Z Q // Coind
Z′
Z Q
′ // CoindZ
′
Z Q
′′
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is still exact in SFMod(Z) for every enlargement Z ′ ≥ Z .
A stable short exact sequence in SFMod(Z) is a sequence 0 −→ (P ≤ Q) −→
(P ′ ≤ Q′) −→ (P ′′ ≤ Q′′) −→ 0 that is stably exact in all places.
This time, assuming again the exactness of Q/P −→ Q′/P ′ −→ Q′′/P ′′, this
definition is equivalent to asserting that the homomorphism in (7) has stable SP pre-
images. Knowing this for Z ′ = Z does not seem to imply it for other enlargements, so
this definition isolates a distinguished subclass of short exact sequences in SPMod(Z).
Example 4.24. Many stable short exact sequences arise as follows. Let a concatena-
tion of semi-functional Z-modules be a triple P ≤ R ≤ Q of functional Z-modules,
all contained in some F(X,A). Then one checks easily that the diagram
0 // P //

P //

R //

0
0 // R // Q // Q // 0,
where every map is either zero or the relevant inclusion, is always a short exact se-
quence in SFMod(Z). Its quotient-sequence is simply R/P →֒ Q/P ։ Q/R. Since
the functor CoindZ
′
Z (−) simply converts this into the diagram for the concatenation
CoindZ
′
Z P ≤ Coind
Z′
Z Q ≤ Coind
Z′
Z R, it is actually stably exact. ⊳
It is worth noting the following special case of stability: if Z ′ :=W ×Z , regarded
as an enlargement through the coordinate-injection, then Definition 4.23 implies that
for a stable exact sequence, the following sequence is also exact:
(F(W,P ))sp //

(F(W,P ′))sp //

(F(W,P ′′))sp

(F(W,Q))sp // (F(W,Q′))sp // (F(W,Q′′))sp.
4.5 Step-polynomial representatives for quotients
Suppose now that P ≤ Q is a semi-functional Z-module with base X and fibre A. In
many of the examples that appear later, the quotient Q/P will be ‘small’: specifically,
an SP module. We may therefore regard Q/P as a new functional module with base
the trivial group {0} and with fibre Q/P . With this interpretation, it will be important
to study complexity-boundedness or SP pre-images for the quotient map Q։ Q/P .
Most of the results we need in this direction will stem from the next proposition.
It is fairly simple, but it captures a principle that will be vital to many of the more
intricate results later.
Proposition 4.25. Suppose that P is a functional W -module with base α : W −→
X and SP fibre A, and that ϕ : P −→ B is a continuous W -homomorphism to a
discrete W -module. Interpret every element of B as a step polynomial, so ϕ is trivially
complexity-bounded. Then:
(1) the homomorphism ϕ is stably complexity-bounded;
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(2) if ϕ has SP pre-images, then it actually has stable SP pre-images.
Proof. Let Z ≥ W be an arbitrary enlargement, and let V := Z/W . Proposition 4.17
gives a commutative diagram
CoindZWP
CoindZWϕ //
∼=

CoindZWD
∼=

F(V, P )
F(V,ϕ)
// F(V,B)
in which both vertical isomorphisms are complexity-bounded in both directions. It
therefore suffices to prove parts (1) and (2) for the bottom homomorphism: equiva-
lently, in case Z = V ×W .
Proof of part (1). Let f : V × X −→ A be a step-polynomial whose Haar-a.e.
equivalence class lies in F(V, P ).
Corollary 3.38 gives a QP partition P1 of V such that for each C ∈ P1, the map
ΦC : C −→ P : v 7→ f(v, ·)
is continuous.
Since f is a step polynomial, there are Lie-group quotients q : V ։ V and q1 :
X ։ X such that f factorizes as f ◦ (q × q1) for some step polynomial
f : V ×X −→ A,
and such that P1 is lifted from a QP partition P1 of V . It follows that the above maps
ΦC are pulled back from the corresponding maps
ΦD : D −→ F(X,A) : v 7→ f(v, ·), D ∈ P1.
Now Lemma 3.14 provides that the refinement P2 of P1 into its connected compo-
nents is still QP By restricting the above maps ΦD to these connected components, we
may therefore assume that P2 = P1. Having done so, each D ∈ P1 is connected, so
has connected image under the continuous map ΦD. Since B is discrete, each of these
connected ΦD-images lies in a single fibre of ϕ. It follows that the map
V −→ B : v 7→ ϕ(f(v, ·))
is a step function whose level-set partition is refined by P1, as required.
Proof of part (2). Now suppose that ϕ has SP pre-images. By replacing B with
its (necessarily discrete) submodule ϕ(P ), we may assume that ϕ is surjective.
Let f : V −→ B be a step polynomial: that is, a step function. Let P be its
level-set partition, so this is a QP partition of V , and for each C ∈ P let fC ∈ P
be a step-polynomial ϕ-pre-image of the single value that f takes on C. Now define
f : V −→ P by
f(v, x) = fC(x) ∀(v, x) ∈ C ×X, C ∈ P.
This is a step-polynomial pre-image of f .
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In a few places, we will use parts (1) and (2) of Proposition 4.25 in combination,
via the following slightly fiddly corollary.
Corollary 4.26. Suppose that Q and R are functional W -modules (not necessarily
with the same base or fibre), thatB is a discreteW -module, and that one has a diagram
of continuous W -homomorphisms
R
ψ

Q ϕ
// B.
Suppose further that this diagram has the following property:
If r ∈ Rsp and ψ(r) ∈ ϕ(Q), then ψ(r) ∈ ϕ(Qsp).
Then this property also holds for the co-induction of the above diagram to any enlarge-
ment Z ≥W .
Proof. Let B1 := ψ(Rsp) ∩ ϕ(Q), a (necessarily closed) submodule of B, and let
Q1 := ϕ
−1(B1), so this is a closed submodule of Q. The assumed property asserts
that ϕ|Q1 : Q1 −→ B1 has SP pre-images. Therefore, since B1 is discrete, it actually
has stable SP pre-images, by part (2) of Proposition 4.25.
Now let Ψ := CoindZWψ and Φ := CoindZWϕ. Let r ∈ (CoindZWR)sp be such that
Ψ(r) ∈ Φ(CoindZWQ) = Coind
Z
Wϕ(Q). Regarded as an element of F(Z,R), the fact
that r is step-polynomial implies that r(z, ·) ∈ Rsp for every z, and therefore Ψ(r) ∈
CoindZWB1. Applying part (1) of Proposition 4.25, it actually lies in (CoindZWB1)sp.
Since ϕ|Q1 has stable SP pre-images, this is equal to the image of (CoindZWQ1)sp
under Φ, so this completes the proof.
Now suppose that P ≤ Q is a semi-functional Z-module whose quotient Q/P is
SP We will have to refer frequently to SP pre-images for the quotient map Q։ Q/P ,
so these merit their own definition.
Definition 4.27 (Step-polynomial representatives). The inclusion P ≤ Q has SP rep-
resentatives if the quotientQ/P is a SP Lie Z-module and the quotient homomorphism
Q ։ Q/P admits SP pre-images, where we interpret (Q/P )sp = Q/P . Similarly, if
Q is a functional Z-module, A is a SP Lie Z-module, and ϕ : Q ։ A is a surjective
Z-homomorphism, then ϕ has SP representatives if (kerϕ ≤ Q) has SP representa-
tives.
It has stable SP representatives if that quotient homomorphism is stably complexity-
bounded and admits stable SP pre-images.
By part (2) of Proposition 4.25, if Q/P is discrete and P ≤ Q has SP representa-
tives, then it automatically has stable SP representatives.
Given our convention that all elements of a SP Lie module such as Q/P are step
polynomial, we see that if P ≤ Q has quotient which is an SP Lie module, then it has
SP representatives if and only if P +Qsp = Q.
Proposition 4.25 and the content of Definition 4.27 can be combined in the follow-
ing useful way. The proof is an immediate verification.
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Lemma 4.28. Let P ≤ Q be a semi-functional Z-module whose quotient Q/P is an
SP Lie module. The following are equivalent:
i) the quotient homomorphism Q։ Q/P has (resp. stable) SP representatives;
ii) the diagram
0 // P //

0 //

0
0 // Q // Q/P // 0
defines a sequence of morphisms in SFMod(Z) which is exact in SFMod(Z)
(resp. stably exact).
Remarks. (1) This lemma provides examples that illustrate the following feature of
the category SFMod(Z): there can be stable short exact sequences
0 −→ (P ≤ Q) −→ (P ′ ≤ Q′) −→ 0
which are nevertheless not isomorphisms, in the sense that there is no well-defined
inverse (P ′ ≤ Q′) −→ (P ≤ Q).
(2) Although we will not need it in the sequel, the following fact about SP repre-
sentatives may help build the reader’s understanding.
Lemma 4.29. If P ≤ Q ≤ F(Z,A) are closed subgroups and P + Qsp = Q, then
Q/P is locally compact.
To prove this, let χ1, χ2, . . . be an enumeration of all homomorphisms from Y to
finite-dimensional tori, and now for f ∈ Fsp(Z,A), let Cplx(f) denote the sum of the
least i such that f factorizes through χi, and of the number of linear inequalities and of
all the degrees and coefficients needed to specify the convex polytopes and polynomials
that go into the definition of f , if one uses that χi in the definition. (This is similar to
the notion of complexity that will be set up in Definition 9.1, except that Cplx also
keeps track of which quotient χi one uses to factorize f .)
Let q : Q −→ Q/P be the quotient homomorphism, and for each n let
Q≤n := {f ∈ Qsp | Cplx(f) ≤ n}.
An easy argument shows that each Q≤n compact (or see Corollary 9.5), and hence
Q/P = q(Qsp) =
⋃
n≥1 q(Q≤n) is σ-compact. By the Baire Category Theorem,
some q(Q≤n) must be co-meager inside some nonempty open set U in Q/P . This
now implies that q(Q≤n) − q(Q≤n) is a compact neighbourhood of the identity in
Q/P , so Q/P is locally compact, as required.
In view of this, the assumption that Q/P is SP in Definition 4.27 is only slightly
more restrictive than simply asserting directly that P +Qsp = Q. ⊳
The next simple property of SP representatives will be used repeatedly.
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Lemma 4.30. Suppose that P ≤ Q ≤ F(X,A) is a semi-functional Z-module with
Q/P discrete and with step-function representatives, and that D ≤ F(X,A) is an-
other Z-submodule such that P +D and Q +D are closed. Then P +D ≤ Q +D
has step-function representatives.
Proof. First, (Q+D)/(P +D) is Polish by assumption, and is a quotient of Q/P , so
is still an SP Z-module.
If q+ d ∈ Q+D, then it equals q′ + p+ d for some q′ ∈ Qsp and some p ∈ P , so
it agrees with q′ modulo P +D.
4.6 Semi-functional complexes
As with the Polish modules studied in Part I, we will soon have a need for whole
complexes of semi-functional modules.
Definition 4.31 (Semi-functional complex). A semi-functional Z-complex is a dia-
gram of the form
· · · // Pℓ //
incln

Pℓ+1 //
incln

Pℓ+2
incln

// · · ·
· · ·
αℓ // Qℓ
αℓ+1 // Qℓ+1
αℓ+2 // Qℓ+2
αℓ+3 // · · ·
where every column is a semi-functional Z-module with an SP fibre (possibly differ-
ent for different i), and every column of horizontal arrows defines a semi-functional
morphism.
Such a diagram will often be abbreviated to P• ≤ Q•, when no confusion can
arise.
A semi-functional complex is left-bounded if all modules sufficiently far to the left
in this diagram are 0.
Definition 4.32. Given a semi-functional complex as above, its quotient complex is
the resulting Polish complex
· · · −→ Qℓ/Pℓ −→ Qℓ+1/Pℓ+1 −→ Qℓ+2/Pℓ+2 −→ · · · .
The homology of the semi-functional complex P• ≤ Q• is defined to be the homol-
ogy of its quotient complex: in position ℓ this is
ker(Qℓ/Pℓ −→ Qℓ+1/Pℓ+1)
img(Qℓ−1/Pℓ−1 −→ Qℓ/Pℓ)
∼=
α−1ℓ+1(Pℓ+1)
αℓ(Qℓ−1) + Pℓ
(where this is easily seen to be a topological isomorphism, even if these quotients are
not Hausdorff: compare Lemma 5.2 below).
Let P• ≤ Q• be a semi-functional Z-complex. We will need to refer to several
properties concerning step-polynomial elements of the modules appearing there. The
simplest are the following.
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Definition 4.33 (Complexity-bounded complex). The semi-functional complex is (resp.
stably) complexity-bounded if every morphismαℓ is (resp. stably) complexity-bounded.
Definition 4.34 (Finite-complexity decompositions). A semi-functional complex has
(resp. stable) finite-complexity decompositions at position ℓ if the homomorphism
Qℓ−1 ⊕ Pℓ −→ Qℓ : (q, p) 7→ αℓ(q) + p
admits (resp. stable) SP pre-images. The complex has (resp. stable) finite-complexity
decompositions if this holds at all positions.
The next lemma sometimes provides a convenient way to understand finite-complexity
decompositions. Given P• ≤ Q• as above, it has an SP subdiagram: in this case, this is
an inclusion of complexes of abstract Z-modules, which we may write Psp,• ≤ Qsp,•.
Let M• = Q•/P• be the quotient complex, and similarly let M˜• := Qsp,•/Psp,•. Let
H• be the homology of M•, and H˜• that of M˜•.
The inclusions Qsp,• ⊆ Q• restrict to inclusions Psp,• ⊆ P•, and therefore induce
a commutative diagram of complexes
Psp,•
incln

// P•
incln

Qsp,•

// Q•

M˜• // M•.
This, in turn, induces a sequence of homomorphisms on the homologies of the two
bottom rows of this diagram:
H˜• −→ H•. (8)
Lemma 4.35. In the situation above, the original complex has finite-complexity de-
compositions at position ℓ if and only if the map H˜ℓ −→ Hℓ in (8) is injective.
Proof. This is just a matter of chasing the definitions: P• ≤ Q• has finite-complexity
decompositions at position ℓ if and only if
(αℓ(Qℓ−1) + Pℓ)sp = αℓ(Qsp,ℓ−1) + Psp,ℓ
⇐⇒ Qsp,ℓ ∩
(
αℓ(Qℓ−1) + Pℓ
)
= αℓ(Qsp,ℓ−1) + Psp,ℓ
⇐⇒ H˜ℓ
dfn
=
Qsp,ℓ ∩ α
−1
ℓ+1(Psp,ℓ+1)
αℓ(Qsp,ℓ−1) + Psp,ℓ
−→
α−1ℓ+1(Pℓ+1)
αℓ(Qℓ−1) + Pℓ
dfn
= Hℓ is injective.
Now consider a stable short exact sequence of semi-functional complexes:
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0 // P• //
incln

P ′• //
incln

P ′′• //
incln

0
0 // Q• // Q′• // Q
′′
•
// 0.
This means, of course, that every column is a semi-functional complex, and that this
diagram becomes a stable short exact sequence in SFMod(Z) for every particular po-
sition ℓ in those complexes.
Example 4.24 generalizes easily to this setting.
Example 4.36. A concatenation of semi-functional complexes is a sequence of con-
catenations
Pℓ ≤ Rℓ ≤ Qℓ ≤ F(Xℓ, Aℓ)
together with homomorphisms αℓ : Qℓ−1 −→ Qℓ such that αℓ(Rℓ−1) ≤ Rℓ and
αℓ(Pℓ−1) ≤ Pℓ for each ℓ. Given such a concatenation, one obtains a stable short
exact sequence of semi-functional complexes as follows:
0 // P• //
incln

P• //
incln

R• //
incln

0
0 // R• // Q• // Q• // 0.
⊳
Now consider again a general short exact sequence of semi-functional complexes
as above. Let α•, α′• and α′′• be the sequences of morphisms of Q•, Q′• and Q′′• ,
respectively, and let M•, M ′• and M ′′• be the quotient complexes. Similarly to the
previous subsection, let M˜ ′•, M˜ ′• and M˜ ′′• be the complexes of quotients arising from
the step-polynomial subdiagrams of the above semi-functional complexes. As in (8),
we have natural maps of the resulting homology groups
H˜ℓ −→ Hℓ, H˜
′
ℓ −→ H
′
ℓ and H˜ ′′ℓ −→ H ′′ℓ (9)
Since our short exact sequences are assumed to be exact inSFMod(Z), the SP sub-
diagram of the original short exact sequence of complexes defines a new short exact
sequence of complexes. It maps to the original short exact sequence via all the inclu-
sion maps such as Psp,ℓ →֒ Pℓ, so we now have the following.
Lemma 4.37. In the above setting, the homomorphisms in (9) fit together into a homo-
morphism of the resulting long exact sequences:
· · · // H˜ℓ //

H˜ ′ℓ
//

H˜ ′′ℓ
//

H˜ℓ+1 //

H˜ ′ℓ+1
//

· · ·
· · · // Hℓ // H ′ℓ
// H ′′ℓ
// Hℓ+1 // H ′ℓ+1
// · · · .
Since both rows here are the long exact sequences arising from certain short exact
sequences of complexes, both are exact.
We will call this the comparison diagram.
40
4.7 Semi-functional complexes with fully SP homology
We now focus on a more restricted class of semi-functional complexes. In general,
if the homology groups H• of a semi-functional Z-complex P• ≤ Q• are Hausdorff,
then they may be viewed as the quotients of the semi-functional modules
αℓ(Qℓ−1) + Pℓ ≤ α
−1
ℓ+1(Pℓ+1).
In some special cases, the homology groups turn out to be ’small’:
Definition 4.38. A semi-functional Z-complex P• ≤ Q• is locally SP if it is stably
complexity-bounded, if its homology groups H• are all SP Lie Z-modules, and if the
quotient homomorphisms
αℓ(Qℓ−1) + Pℓ ≤ α
−1
ℓ+1(Pℓ+1)։ Hℓ (10)
are also all stably complexity-bounded.
Recall that Subsection I.2.4 introduced Polish complexes that have ℓ0-almost dis-
crete homology groups: this means that all modules to the left of ℓ0 are zero, the
homology at ℓ0 is Lie, and the homology at all positions to the right of ℓ0 is discrete.
The examples of locally SP complexes that we will meet below all have almost discrete
homology, so it is worth knowing how these notions interact.
Lemma 4.39. Let (P• ≤ Q•) be a left-bounded semi-functional complex with homo-
morphisms α•, quotient complex M•, and homology groups H•. Suppose that M• has
ℓ0-almost discrete homology. Then (P• ≤ Q•) is locally SP if and only if Hℓ0 is an SP
module and the quotient homomorphism
Pℓ0 ≤ α
−1
ℓ0+1
(Pℓ0+1)։ Hℓ0
is stably complexity-bounded.
Proof. The point is simply that these conditions do not need to be checked at any
positions to the right of ℓ0: since Hℓ is discrete for every ℓ > ℓ0, it is SP, and stable
complexity-boundedness of the quotient homomorphisms in (10) is given by part (1)
of Proposition 4.25.
Often we will need to handle complexes that are co-induced from locally SP com-
plexes. Now let Y ≤ Z be an inclusion of compact Abelian groups, and suppose that
P ◦• ≤ Q
◦
• is a locally SP semi-functional Y -complex. Let H◦• be its homology groups,
and let
(P• ≤ Q•) := Coind
Z
Y (P
◦
• ≤ Q
◦
•). (11)
The homology groups of (P• ≤ Q•) are simply H• ∼= CoindZYH◦• . Since each H◦ℓ is
an SP Y -module, each Hℓ may therefore be interpreted as a functional Z-module with
base idZ and fibre H◦ℓ . This gives a direct meaning to ‘step polynomial’ elements in
these homology groups. Any further co-induction gives an analogous structure. With
this interpretation, we may make the following definition.
Definition 4.40 (SP representatives). Let P ◦• ≤ Q◦•, H◦• , P• ≤ Q• and H• be as
above. Then P• ≤ Q• has (resp. stable) SP representatives at position ℓ if the quotient
homomorphism
αℓ(Qℓ−1) + Pℓ ≤ α
−1
ℓ+1(Pℓ+1)։ Hℓ
has (resp. stable) SP pre-images (where the ‘step polynomials’ in the quotient module
here are understood as described above). It has (resp. stable) SP representatives if
this holds at all positions.
Often we will work with complexes satisfying both of Definitions 4.40 and 4.34.
Definition 4.41 (Fully SP homology). Again let P• ≤ Q• be the co-induction to Z of
a locally SP Y -complex. It has (resp. stably) fully SP homology if it has both (resp.
stable) finite-complexity decompositions and (resp. stable) SP representatives.
Letting H• be the homology of the Z-complex in the above definition, it follows
that it has (resp. stably) fully SP homology if and only if the sequence
Pℓ−1 //

Pℓ //

0 //

0
Qℓ−1 // α
−1
ℓ+1(Pℓ+1)
// Hℓ // 0
is (resp. stably) exact in SFMod(Z) for every ℓ.
Next consider the comparison homomorphisms (8) in the present setting. Since the
quotient homomorphisms (10) are stably complexity-bounded, the comparison homo-
morphisms must take values in Hsp,•. This leads to the following simple counterpart
of Lemma 4.35.
Lemma 4.42. In the situation above, the complex has SP representatives if and only if
the maps H˜ℓ −→ Hsp,ℓ are all surjective. Hence, it has fully SP homology if and only
if these maps are isomorphisms.
Consider again a stable short exact sequence
0 −→ (P ◦• ≤ Q
◦
•) −→ (P
′◦
• ≤ Q
′◦
• ) −→ (P
′′◦
• ≤ Q
′′◦
• ) −→ 0
of semi-functional Y -complexes. Assume now that all three of them are locally SP. Let
0 −→ (P• ≤ Q•) −→ (P
′
• ≤ Q
′
•) −→ (P
′′
• ≤ Q
′′
•) −→ 0 (12)
be the result of co-inducing to some Z ≥ Y . It will be important later that, in this
setting, fully SP homology (and hence also stably fully SP homology) is preserved by
such stable short exact sequences.
Proposition 4.43. In the above setting, if two of the complexes in (12) have fully SP
homology, then so does the third.
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Proof. This involves three cases: we treat only one, since they are all much the same.
Suppose that P• ≤ Q• and P ′• ≤ Q′• both have fully SP homology.
Consider the comparison diagram of Lemma 4.37. All the images from the top row
give step polynomials in the relevant groups of the bottom row, as in Lemma 4.42. We
may therefore restrict the bottom row of the comparison diagram to its SP subdiagram,
and so obtain the following:
· · · // H˜ℓ //

H˜ ′ℓ
//

H˜ ′′ℓ
//

H˜ℓ+1 //

H˜ ′ℓ+1
//

· · ·
· · · // Hsp,ℓ // H ′sp,ℓ
// H ′′sp,ℓ
// Hsp,ℓ+1 // H ′sp,ℓ+1
// · · · .
The new bottom row is still exact, because it is the SP subdiagram of an exact se-
quence of closed morphisms all of which are co-induced from morphisms of SP Lie
Y -modules, so are stably complexity-bounded (obvious) and have stable SP pre-images
(by Corollary 4.19).
Finally, our assumptions give that the first, second, fourth and fifth vertical arrows
here are isomorphisms, by Lemmas 4.35 and 4.42, and hence so is the middle vertical
arrow, by the Five Lemma [14, Proposition 2.72].
5 Cohomology theories for semi-functional modules
As in Part I, a central roˆle in this paper will be played by the cohomology of our vari-
ous Z-modules of interest. In Part I, the appropriate cohomology theory was that con-
structed by Calvin Moore in terms of measurable cochains. A more complete overview
of this was given in Section I.3. Here we will need this theory again, but also another,
constructed in terms of step-polynomial cochains. This section will derive some ba-
sic properties of the former for semi-functional modules, then introduce the latter, and
finally prove some comparison results between them.
5.1 Measurable cohomology
We will bring forward from Part I the notation for measurable cocycles, coboundaries,
coboundary operators, cohomology groups and so on.
There is an obvious forgetful functor SFMod(Z) −→ PMod(Z) which acts on
objects by (
P ≤ Q
)
7→ Q/P
and on morphisms in the corresponding way. Measurable cohomology for objects of
SFMod(Z) will simply be the composition of H∗m with this forgetful functor: if P ≤ Q
is a semi-functional Z-module, then its measurable cohomology in degree p will be
defined to be Hpm(Z,Q/P ).
It will be most important to us that these groups Hpm(Z,Q/P ) also admit descrip-
tions as quotients of pairs of functional Z-modules (although these quotients may not
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be Hausdorff). Indeed, quite generally, when a Polish W -module M is given as a quo-
tient of two other Polish Z-modules, one can present the group Hpm(Z,M) in terms
of those other modules. The following definition is in much the same spirit as relative
homology and cohomology in algebraic topology [10, Sections 2.1 and 3.1].
Definition 5.1 (Relative cocycles). Given a short exact sequence
P →֒ Q։M
in PMod(Z), a relative cocycle from Z to (P,Q) in degree p is an element of the
module
Zp(Z,Q, P ) := {f ∈ Cp(Z,Q) | df ∈ Cp+1(Z, P )},
and a relative coboundary from Z to (P,Q) in degree p is an element of the module
Bp(Z,Q, P ) := Cp(Z, P ) + Bp(Z,Q).
Just as for the usual groups of cocycles and coboundaries, Zp(Z, P,Q) is al-
ways a closed subgroup of Cp(Z,Q), and the subgroup Bp(Z,Q, P ) is contained in
Zp(Z,Q, P ) but may not be closed.
These modules can be used to give an alternative presentation of the cohomology
groups Hpm(Z,Q/P ). This is based on the following auxiliary lemma.
Lemma 5.2. Suppose that ψi : Pi →֒ Qi are continuous injective homomorphisms
of Polish groups for i = 1, 2 with quotient groups Qi/ψi(Pi) = Mi (which are not
assumed Hausdorff). Suppose also that ϕP : P1 −→ P2 and ϕQ : Q1 −→ Q2 are
continuous homorphisms which give rise to a commutative diagram
P1 _
ψ1

ϕP // P2 _
ψ2

Q1

ϕQ // Q2

M1 // M2.
Then the algebraic isomorphism
coker(M1 −→M2) ∼=
Q2
ϕQ(Q1) + ψ2(P2)
is also a topological isomorphism.
Proof. The construction of this algebraic isomorphism is a standard diagram chase. It
remains to prove that it is continuous in each direction.
The continuity from right to left is obvious from the definition of the quotient topol-
ogy, because the composition of quotient maps
Q2 −→M2 −→ coker(M1 −→M2)
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is continuous by definition and its kernel is ϕQ(Q1) + ψ2(P2). Similarly, from left to
right we see that img(M1 −→M2) is the kernel of the homomorphism
M2 = Q2/ψ2(P2) −→ Q2/(ϕ
Q(Q1) + ψ2(P2)),
so the map is continuous in this direction also, by the definition of the topology on the
cokernel.
Lemma 5.3. In the setting of the above definition, the inclusion
Bp(Z,Q, P ) ≤ Zp(Z,Q, P )
has quotient topologically isomorphic to Hpm(Z,Q/P ).
Proof. Quotienting bothBp(Z,Q, P ) andZp(Z,Q, P ) by the common subgroup Cp(Z, P )
gives a commutative diagram
Bp(Z,Q, P ) 
 //

Zp(Z,Q, P )

Bp(Z,Q/P ) 
 // Zp(Z,Q/P ) // // Hpm(Z,Q/P ).
The first of these vertical maps is obviously surjective, and a simple application of
the Measurable Selector Theorem shows that the second is also surjective. Since
Bp(Z,Q, P ) contains
ker
(
Zp(Z,Q, P ) −→ Cp(Z,Q/P )
)
= Cp(Z, P ),
it follows that the sequence
0 −→ Bp(Z,Q, P ) −→ Zp(Z,Q, P ) −→ Hpm(Z,Q/P ) −→ 0
is algebraically exact. Topological isomorphism follows from Lemma 5.2.
In the sense of Subsection 4.6, Lemma 5.3 has identified H∗m(Z,Q/P ) with the
homology of the semi-functional Z-complex
0 // P
d //
incln

C1(Z, P )
d //
incln

C2(Z, P )
d //
incln

· · ·
0 // Q
d // C1(Z,Q)
d // C2(Z,Q)
d // · · · .
Definition 5.4. The above semi-functionalZ-complex is the relative cochain complex
of (P ≤ Q).
In addition to defining H∗m for individual semi-functional modules, it will be im-
portant to note that one still obtains a long exact sequence relating these groups from
a short exact sequence in the category SFMod(Z). This is because a short exact se-
quence in SFMod(Z) is mapped to a short exact sequence in PMod(Z) by the forgetful
functor, and long exact sequences have been constructed there.
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5.2 Step-polynomial cohomology
Our next step is to introduce cohomology with step-polynomial coefficients. Let Q ≤
F(X,A) be a functionalZ-module with base α : Z −→ X and SP fibre A. Let p ≥ 0.
Then the SP p-cochains with values in Q are the elements of the group
Cpsp(Z,Q) := Fsp(Z
p, Q),
where the right-hand side is understood according to Subsection 4.3.
Now recall the usual differentials for the inhomogeneous bar resolution, as in Sub-
section I.3.1:
df(z1, . . . , zp+1, x) := (z1 · f)(z2, . . . , zp+1, x)
+
p∑
i=1
(−1)pf(z1, . . . , zi + zi+1, . . . , zp+1, x)
+(−1)p+1f(z1, . . . , zp, x). (13)
If f is a step polynomial, then so is every term on the right. This is obvious for all
but the first term, and that term is a step polynomial because A was assumed to be
SP. Moreover, all the appropriate slices on the right are elements of Qsp, so these
differentials define complexity-bounded maps Cp(Z,Q) −→ Cp+1(Z,Q). Since there
are obvious isomorphisms
CoindZ
′
Z C
p(Z,Q) ∼= Cp(Z,CoindZ
′
Z Q)
which are complexity-bounded in both directions, applying the same reasoning to
CoindZ
′
Z Q shows that these differentials are in fact stably complexity-bounded.
Now let P ≤ Q ≤ F(X,A) be a semi-functional Z-module with base α : Z −→
X and SP fibre A.
Definition 5.5. For each p ≥ 0, the SP relative p-cocycles with values in P ≤ Q are
the elements of the group
Zpsp(Z,Q, P ) := {f ∈ C
p
sp(Z,Q) | df ∈ C
p+1
sp (Z, P )},
and the SP relative p-coboundaries are the elements of the sum
Bpsp(Z,Q, P ) := d(C
p−1
sp (Z,Q)) + C
p
sp(Z, P ).
Clearly Bpsp ⊆ Zpsp.
Remark. Note that Bpsp(Z,Q, P ) may not be the same as the set of (Haar-a.e. classes
of) step polynomials in Bp(Z,Q, P ). When we need the latter, it will be denoted by
(Bp(Z,Q, P ))sp. ⊳
Definition 5.6. With P ≤ Q as above, the SP cohomology of P ≤ Q in degree p is
the quotient group
Hpsp(Z, P ≤ Q) := Z
p
sp(Z,Q, P )
/
Bpsp(Z,Q, P ).
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This definition is easily extended to see that each Hpsp(Z,−) defines a functor from
SPMod(Z) to Abelian groups.
Similarly to the case of H∗m, we now recognize that H∗sp(Z, P ≤ Q) is precisely
the homology of the step-polynomial subdiagram of the relative cochain complex of
P ≤ Q (Definition 5.4). The reasoning about d above gives that this semi-functional
complex is stably complexity-bounded, so this step-polynomial subdiagram is well-
defined.
Having made this observation, now consider a stable short exact sequence
0 −→ (P ≤ Q) −→ (P ′ ≤ Q′) −→ (P ′′ ≤ Q′′) −→ 0
in SFMod(Z). Applying Cp(Z,−) for each p, it gives rise to a stable short exact
sequence of the corresponding relative cochain complexes. Note that we really need the
stability of the original short exact sequence here, in order that each of the sequences
of cochain-module-inclusions
0 −→ (Cp(Z, P ) ≤ Cp(Z,Q)) −→ (Cp(Z, P ′) ≤ Cp(Z,Q′))
−→ (Cp(Z, P ′′) ≤ Cp(Z,Q′′)) −→ 0
still be an exact sequence in SFMod(Z) for p ≥ 1.
Applying the abstract construction of long exact sequences (see, for instance, [14,
Theorem 6.10]) to this step-polynomial sub-diagram, we now obtain a long exact se-
quence for H∗sp corresponding to a stable short exact sequence in SFMod(Z).
Remark. At this point, we have more or less covered all of the abstract properties of
H∗m and H∗sp that we will use below. However, it seems clear that one could develop
both theories for SFMod(Z) considerably further.
The basis for this development would be the abstract structure of the category
SFMod(Z). Letting E(Z) be the collection of all stable short exact sequences in
SFMod(Z), one can show that the pair (SFMod(Z),E(Z)) is actually an exact cat-
egory in the sense of Quillen [13]. This is a certain kind of enrichment of an additive
category: see, for instance, [7] for a thorough survey. It enables one to do homologi-
cal algebra even when the underlying additive category, such as our SFMod(Z), is not
Abelian (in our case, this is because injective homomorphisms need not have closed
image: in categorial terms, ‘monos’ are not always ‘kernels’).
Given this exact-category structure, one can then show that both H∗m and H∗sp are
cohomological functors from (SFMod(Z),E(Z)) to sequences of Abelian groups: this
just means they have long exact sequences, as we have seen. Also, both are effaceable
in a canonical way: for any (P ≤ Q) ∈ SFMod(Z), the semi-functional morphism
(P ≤ Q) −→ F(Z, P ≤ Q)
given by the inclusion Q →֒ F(Z,Q) as the constant functions can be extended to a
stable short exact sequence (P ≤ Q) →֒ (P ′ ≤ Q′)։ (P ′′ ≤ Q′′) such that
Hpm(Z,Q
′/P ′) = H∗sp(Z, P
′ ≤ Q′) = 0 ∀p ≥ 1.
From this fact, the universality of these cohomological functors given their respective
first terms H0m and H0sp follows by the usual argument. This, in turn, should lead to
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analogs of various other standard facts from classical group cohomology, such as the
Shapiro Lemma.
We will not use any of these more sophisticated results below, but I am grateful to
Theo Bu¨hler and Igor Minevich for helping me find my way around these ideas. ⊳
5.3 Comparing the cohomology theories
Having defines H∗m and H∗sp on the category SFMod(Z), we next observe that there
are obvious comparison homomorphisms between them. Indeed, for each p one has
inclusions Cpsp(Z,Q) ≤ Cp(Z,Q) which respect the coboundary morphisms, so these
inclusions quotient to a sequence of comparison homomorphisms
Hpsp(Z, P ≤ Q) −→ H
p
m(Z,Q/P ). (14)
In fact, these are nothing but a special case of the comparison homomorphisms in (8)
for the relative chain complex of P ≤ Q (Definition 5.4).
Much of our work later will concern whether these homomorphisms are injective
or surjective. At this point, it will be convenient to consider the action of a closed
subgroup W ≤ Z .
Definition 5.7. Let P ≤ Q be a semi-functional Z-module, and let W ≤ Z . Then
it has SP relative-coboundary-solutions over W if the comparison homomorphism
Hpsp(W,P ≤ Q) −→ H
p
m(W,Q/P ) is injective for all p.
On the other hand, it has SP-represented cohomology over W if those comparison
maps are all surjective.
Finally, for either of these properties, P ≤ Q has that property stably if that prop-
erty holds for CoindZ′Z (P ≤ Q) for every enlargement Z ′ ≥ Z (for the same fixed
W ).
More concretely, P ≤ Q has:
• SP relative-coboundary-solutions over W if whenever f ∈ Cp(W,Q) is such
that df ∈ Cp+1sp (W,Q) + Cp+1(W,P ), there is some f ′ ∈ Cpsp(W,Q) such that
df = df ′ modulo Cp+1(W,P );
• SP-represented cohomology over W if every f ∈ Zp(W,Q,P ) is relatively
cohomologous to an element of Zpsp(W,Q,P ).
In terms of the notions of Subsection 4.6, we see, for instance, that P ≤ Q admits
SP relative-coboundary solutions if and only if its relative cochain complex admits
finite-complexity decompositions.
Now a special case of Lemma 4.37 gives the following.
Lemma 5.8. Given a stable short exact sequence in SFMod(Z) as above, there is a
commutative diagram relating the resulting long exact sequences,
· · · // Hpsp(W,P ≤ Q) //

Hpsp(W,P
′ ≤ Q′) //

Hpsp(W,P
′′ ≤ Q′′) //

Hp+1sp (W,P ≤ Q)
//

· · ·
· · · // Hpsp(W,Q/P ) // Hpm(W,Q′/P ′) // Hpm(W,Q′′/P ′′) // Hp+1m (W,Q/P ) // · · · ,
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in which the vertical homomorphisms are those given by (14).
Various key steps later will be proofs that particular semi-functional modules have
SP relative-coboundary-solutionsor SP-represented cohomology. The seed from which
all of those proofs will grow is the basic fact that if A is a discrete Z-module, then the
groupsHpm(Z,A) are all discrete (by Proposition I.3.3), and the comparison homomor-
phisms
Hpsp(Z, 0 ≤ A) −→ H
p
m(Z,A)
are isomorphisms.
In fact, we will need a slightly fiddly generalization of this result to allow for co-
inductions and restrictions. The quickest approach seems to be to prove the more gen-
eral version directly. To formulate it, let Z be a compact metrizable Abelian group
and W,Y ≤ Z two closed subgroups. Let A0 be an SP Lie Y -module, and let
Z1 := Y +W , let A1 := CoindZ1Y A0 and let
A := CoindZY A0
∼= CoindZZ1A1
(using relation (9) in Part I).
Then Corollary I.3.4 gave that Hpm(W,CoindZ1Y A) is an s.p. Lie Z1-module for all
p ≥ 0, and Lemma I.3.5 gave that
Hpm(W,Coind
Z
Y A)
∼= CoindZZ1H
p
m(W,Coind
Z1
Y A)
(an isomorphism of Polish Z-modules). This right-hand side is now a functional Z-
module with base idZ and fibre equal to Hpm(W,CoindZ1Y A). As such, it has step-
polynomial elements of its own.
Proposition 5.9. In the above setting, if A0 is discrete, then the comparison homomor-
phism
Hpsp(W, 0 ≤ A) −→ H
p
m(W,A)
∼= CoindZZ1H
p
m(W,A1)
is injective for every p ≥ 0, and has image equal to(
CoindZZ1H
p
m(W,A1)
)
sp
.
This is similar to [2, Proposition 94], but is rather more precise. Its proof is also
similar to various arguments from [2], but requires a digression from the developments
of the current section. It is therefore deferred to Appendix A.
From the case of discrete A0 treated by Proposition 5.9, we can now easily prove
the following enhancement.
Proposition 5.10. In the above setting, for any SP Lie Y -module A0, the comparison
homomorphism
Hpsp(W, 0 ≤ A) −→ H
p
m(W,A)
∼= CoindZZ1H
p
m(W,A1) (15)
is injective for every p ≥ 0, and has image equal to(
CoindZZ1H
p
m(W,A1)
)
sp
.
In particular, A has stable SP relative-coboundary-solutions over W .
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Proof. Step 1. Proposition 5.9 already proves this in case A0 is discrete.
Step 2. We next prove it for Euclidean A0. When p = 0, one obviously has
H0sp(W,A) =
(
Z0(W,CoindZZ1A1)
)
sp
= (CoindZZ1A
W
1 )sp ⊆ A
W = H0m(W,A).
On the other hand, the Shapiro Isomorphism for the theory H∗m (see Theorem I.3.2)
gives Hpm(W,A1) ∼= Hpm(W ∩ Y,A0), and by [2, Theorem A], this equals 0 for all
p ≥ 1, so the right-hand side of (15) is zero. We therefore need to prove that also
Hpsp(W,A) = 0 for all p ≥ 1.
Suppose that p ≥ 1 and f ∈ Zpsp(W,A), so f is a step polynomialW p×Z −→ A0.
Since step polynomials are bounded, we may efface this cocycle as in the classical
cohomology of finite groups (or as in the proof of [2, Theorem A]): one has f = dg,
where g :W p−1 × Z −→ A0 is defined by
g(w1, . . . , wp−1, z) := (−1)
p
∫
W
f(w1, . . . , wp−1, w, z) dw.
This g is also a step polynomial, by Corollary 3.40, so Hpsp(W,A) = 0.
Step 3. Now consider a general SP module A, and consider its subgroups
T ≤ A′0 ≤ A0,
where A′0 is the identity component of A0 and T is the maximal compact subgroup
of A′0. These are preserved by any topological automorphism of A0, and standard
structure theory for locally compact Abelian groups (see [11, Section II.9]) gives that
A0/A
′
0 is discrete, A′0/T is Euclidean, and T is toral. Also, T is a quotient of its
universal cover T˜ , a Euclidean space, by a discrete subgroup, and any Z-action on T
lifts to a Z-action on T˜ .
To finish the proof, it therefore suffices to prove that the desired conclusion is closed
under forming quotients and extensions of SP Lie modules. However, letting A′0 →֒
A0 ։ A
′′
0 be a short exact sequence of SP Lie modules, this will follow by applying
Proposition 4.43 to the short exact sequence of relative chain complexes arising from
the stable short exact sequence
0 −→ (0 ≤ A) −→ (0 ≤ A′) −→ (0 ≤ A′′) −→ 0.
To see that all the conditions required for that proposition are satisfied here, we must
check that that all three of the relevant cochain complexes are locally SP. Firstly, the
homology of the first complex in position 0 is H0m(W,A) = AW , which is a submodule
of A and hence still SP, and similarly for A′ and A′′. On the other hand, Hpm(W,A) is
discrete, and hence SP, for all p ≥ 1, by Corollary I.3.4, and similarly for A′ and A′′.
Finally, all of the quotient homomorphisms
Bp(W,A′′) ≤ Zp(W,A′′)։ Hpm(W,A
′′)
are stably complexity-bounded: when p = 0, this is an isomorphism, and for p ≥ 1
the target Hpm(W,A′′) is co-induced from a discrete module, so stable complexity-
boundedness is given by part (1) of Proposition 4.25.
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Using the long exact sequence, Proposition 5.10 generalizes directly to semi-functional
modules with SP quotients and stable SP representatives.
Corollary 5.11. Let Y,W ≤ Z be as above, and let P0 ≤ Q0 be a semi-functional Y -
module whose quotient A0 := Q0/P0 is SP and which has stable SP representatives.
Let (P ≤ Q) := CoindZY (P0 ≤ Q0) and A := CoindZYA0. Then the comparison
homomorphisms
Hpsp(W,P ≤ Q) −→ H
p
m(W,Q/P )
∼= CoindZY+WH
p
m(W,Coind
Y+W
Y A0)
are injective (so P ≤ Q has SP relative-coboundary-solutions), and have images equal
to (
CoindZY+WH
p
m(W,Coind
Y+W
Y A0)
)
sp
Put another way, the second conclusion here implies that the semi-functional mod-
ule
Bp(W,CoindY+WY Q0,Coind
Y+W
Y P0) ≤ Z
p(W,CoindY+WY Q0,Coind
Y+W
Y P0)
has SP quotient module (isomorphic to Hpm(W,CoindY+WY A0)) and has stable SP pre-
images.
Proof. According to Lemma 4.28, the diagram
0 // 0 //

P //

0 //

0
0 // 0 // Q // A // 0
is a stable short exact sequence in SFMod(Z). Now consider the long exact sequences
for H∗sp and H∗m that result from this stable short exact sequence, and the comparison
diagram between them given by Lemma 5.8. Since the first column above is zero, this
diagram disconnects into a sequence of commutative squares
Hpsp(W,P ≤ Q) //

Hpm(W, 0 ≤ A)

Hpm(W,A) H
p
m(W,A).
By exactness of the long exact sequence, the first horizontal arrow here is an isomor-
phism. The second vertical arrow is injective and has image equal to(
CoindZY+WH
p
m
(
W,CoindY+WY A0
))
sp
,
by Proposition 5.10. Therefore the same is true of the first vertical arrow.
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5.4 Cohomology applied to complexes
Now suppose thatZ1 is a compact Abelian group and Y,W ≤ Z1 are closed subgroups
such that Z1 = Y +W . Suppose further that
0 = (P ′0 ≤ Q
′
0) −→ (P
′
1 ≤ Q
′
1) −→ · · · −→ (P
′
k ≤ Q
′
k) −→ (P
′
k+1 ≤ Q
′
k+1) = 0
is a bounded semi-functional Y -complex, let M ′• be its quotient complex, and let(
P ◦• ≤ Q
◦
• ։M
◦
•
)
:= CoindZ1Y
(
P ′• ≤ Q
′
• ։M
′
•
)
. (16)
Let α′• be the homomorphisms of Q′•, αM
′
• those of M ′•, and similarly α◦• and αM
◦
• .
Now let p ≥ 0, and assume a priori that Hpm(W,M◦ℓ ) is Hausdorff for every ℓ (in
the cases of interest this will follow from results of Part I). Under this assumption, this
subsection will study the resulting semi-functional complex
Bp(W,Q◦•, P
◦
• ) ≤ Z
p(W,Q◦•, P
◦
• ), (17)
whose quotient complex is equal to Hpm(W,M◦• ).
To lighten notation, we abbreviate Hpsp(W,−) =: Hpsp(−), Hpm(W,−) =: Hpm(−),
Zp(W,−,−) =: Zp(−,−), Bp(W,−,−) =: Bp(−,−) and Cp(W,−) =: Cp(−) for
the rest of this subsection.
The next proposition is an analog of Propositions I.3.6 and I.3.7 for the present
setting. Its proof will require several steps, involving many different ideas from earlier
in the paper.
Proposition 5.12. Assume that the Y -complex M ′• has locally SP and ℓ0-almost dis-
crete homology, that P ′• ≤ Q′• has stably fully SP homology, and that the following
hold for all i ∈ {ℓ0, . . . , k − 1}:
a)i the semi-functional module P ◦i ≤ Q◦i admits stable SP relative-coboundary-
solutions over W for all p ≥ 1;
b)i the semi-functional complex (17) has stable SP representatives at position i for
all p ≥ 1;
c)i the semi-functional complex (17) has stable finite-complexity decompositions at
position i+ 1 for all p ≥ 1.
Then property (a)k also holds; property (b)k also holds; and the following hold for all
i ∈ {ℓ0, . . . , k}:
d)i the semi-functional complex (17) has stable SP representatives at position iwhen
p = 0;
e)i the semi-functional complex (17) has stable finite-complexity decompositions at
position i when p = 0.
By re-numbering if necessary, we may of course assume that ℓ0 = 1.
Proposition 5.12 will be proved by induction on the length k of these complexes.
The inductive step will involve the following construction: given the semi-functional
Y -complex P ′• ≤ Q′• as above, its shortened version is the length-(k − 1) semi-
functional Y -complex
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0 // P ′1 //
incln

· · · // P ′k−2
//
incln

P ′k−1
//
incln

0
0 // Q′1 // · · · // Q
′
k−2
// R′ // 0,
where R′ := (α′k)−1(Pk). The quotient of this complex is
0 −→M ′1 −→ · · · −→M
′
k−2 −→ K
′ −→ 0,
where K ′ := kerαM ′k .
Lemma 5.13. This shortened version satisfies the analogs of all the assumptions of
Proposition 5.12 for i ≤ k − 2.
Proof. This is immediate for the counterparts of assumptions (a)i for all i ≤ k−2, and
for the counterparts of assumptions (b)i and (c)i for i ≤ k − 3.
Now let Z ≥ Z1 = Y + W be any enlargement, and let Pi be the result of co-
inducing P ′i to Z , and similarly for the all the other modules involved here.
The counterpart of assumption (b)k−2 now follows by observing that
img
(
Hpm(Mk−3) −→ H
p
m(Mk−2)
)
≤ ker
(
Hpm(Mk−2) −→ H
p
m(K)
)
≤ ker
(
Hpm(Mk−2) −→ H
p
m(Mk−1)
)
.
It remains to verify the counterpart of assumption (c)k−2: that is, that the relevant
homomorphism
Zp(Qk−2, Pk−2)⊕ B
p(R,Pk−1) −→ Z
p(R,Pk−1)
admits SP pre-images. Thus, suppose that σ ∈ Zp(Qk−2, Pk−2) and β ∈ Bp(R,Pk−1)
are such that τ = αk−1σ+ β is a step polynomial. Then, by assumption (c)k−2 for the
original length-k complex, we know that αk−1σ = αk−1σ′ modulo Bp(Qk−1, Pk−1)
for some σ′ ∈ Zpsp(Qk−2, Pk−2). We need the same conclusion, but moduloBp(R,Pk−1).
At this point, we may replace σ by σ−σ′ without disrupting our desired conclusion,
and hence assume that αk−1σ is itself a (Qk−1, Pk−1)-relative coboundary. It follows
that the class of αk−1σ in Hpm(K) lies in
A := ker(Hpm(K) −→ H
p
m(Mk−1)).
Now consider the diagram
Zp(R,Pk−1) ∩ Bp(Qk−1, Pk−1)
ψ

Zp(Qk−2, Pk−2) ∩ α
−1
k−1
(
Bp(Qk−1, Pk−1)
) ϕ // A,
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where ψ is the quotient by Bp(R,Pk−1) and
ϕ(σ) = αk−1σ + B
p(Qk−1, Pk−1) ∈ H
p
m(K).
Our assumptions above give that ϕ(σ) is equal to ψ(τ) for the step polynomial τ .
In case Z = Z1, A is discrete, by Claim 1 in the proof of Proposition I.3.6–7. The
general case Z ≥ Z1 is co-induced from that one. Also in case Z = Z1, ϕ factorizes
as
Zp(Qk−2, Pk−2) ∩ α
−1
k−1
(
Bp(Qk−1, Pk−1)
)
։
ker(Hp(Mk−2) −→ Hp(Mk−1))
img(Hp(Mk−3) −→ Hp(Mk−2))
−→ A.
The middle module here is also discrete, and the first of these factorizing homomor-
phisms has SP representatives by assumption (b)k−2, so their composition has SP
pre-images. Therefore in this case there is certainly some σ′′ ∈ Zpsp(Qk−2, Pk−2) ∩
α−1k−1(B
p(Qk−1, Pk−1)) such that ϕ(σ) = ϕ(σ′′), and hence αk−1σ = αk−1σ′′ mod-
ulo Bp(R,Pk−1). However, that last conclusion now extends to the case of a general
enlargementZ ≥ Z1, by Corollary 4.26.
To complete the proof of Proposition 5.12, we will also call on a slight variant of a
standard truncated version of the Five Lemma: compare [14, Proposition 2.72(ii)]. Its
proof is a routine diagram-chase.
Lemma 5.14. Let
A1
γ1

α1 // A2
γ2

α2 // A3
γ3

α3 // A4
γ4

B1
β1
// B2
β2
// B3
β3
// B4
be a commutative diagram of Abelian groups in which both rows are exact, γ2 and γ4
are injective, and one has
img γ2 ∩ img β1 = img(β1 ◦ γ1). (18)
Then γ3 is injective.
Proof of Proposition 5.12. This is proved by induction on the length k of the com-
plex (16).
Let Z ≥ Z1 be an arbitrary enlargement, and let(
P• ≤ Q• ։M•
)
:= CoindZY+W
(
P ◦• ≤ Q
◦
• ։M
◦
•
)
. (19)
Let α• be the morphisms of the complex Q•, and αM• the morphisms of the quotient
complex M•. They are co-induced from the morphisms of Q◦• and M◦• , respectively.
Base clause: k = 1. In this case, our semi-functional complex is simplyCoindZY (P ′1 ≤
Q′1), and the quotient M ′1 is an SP Y -module. Of the desired conclusion, (e)1 is trivial,
and (a)1, (b)1 and (d)1 are all given by Corollary 5.11.
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Recursion clause. Now assume that k ≥ 2. Consider the shortened version of
P ′• ≤ Q
′
•, as in Lemma 5.13, and its co-inductions from Y to Z1 and to Z . Let R′, R◦,
R, K ′, K◦ and K be the final modules in the shortened versions and their quotients, as
in the proof of Lemma 5.13.
In light of that lemma, we may apply the inductive hypothesis to this shortened
complex. It immediately gives the desired conclusions (d)i and (e)i for all i ≤ k − 1,
and also the following:
i) (Pk−1 ≤ R) admits SP relative-coboundary-solutions over W for all p ≥ 1;
ii) the semi-functional module
αk−1(Z
p(Qk−2, Pk−2)) + B
p(R,Pk−1) ≤ Z
p(R,Pk−1)
has quotient coker(Hpm(Mk−2) −→ Hpm(K)) that is co-induced from a discrete
Z1-module (as in the proof of Propositions I.3.6–7), and has SP representatives,
for all p ≥ 1.
It remains to prove (a)k, (b)k, (d)k and (e)k. The remainder of the proof will be
presented as a sequence of claims which together cover all of these conclusions.
Claim 1. Let I := imgαMk , and let S := αk(Qk−1) + Pk. The semi-functional
Z-module Pk ≤ S admits SP relative-coboundary-solutions over W in every degree
p ≥ 1.
Proof of claim. The short sequence
0 −→ (Pk−1 ≤ R) −→ (Pk−1 ≤ Qk−1) −→ (Pk ≤ S) −→ 0
is stably exact in SFMod(Z): this follows from our initial assumption of stable finite-
complexity decompositions for the complex (16). Consider the following portion of
the comparison between the resulting long exact sequences for H∗sp and H∗m (from
Lemma 5.8):
Hpsp(Pk−1 ≤ R) //

Hpsp(Pk−1 ≤ Qk−1) //

Hpsp(Pk ≤ S) //

Hp+1sp (Pk−1 ≤ R)

Hpm(K) // H
p
m(Mk−1) // H
p
m(I) // H
p+1
m (K).
We will apply Lemma 5.14 to show that the third vertical arrow here is injective, as
required.
Inductive conclusion (i) gives that (Pk−1 ≤ R) admits SP relative-coboundary-
solutions, and assumption (a)k−1 gives this for (Pk−1 ≤ Qk−1). It remains to check
the hypothesis (18) in this setting.
To do this, next let
A :=
ker(Hpm(Mk−1) −→ H
p
m(Mk))
img(Hpm(Mk−2) −→ H
p
m(Mk−1))
,
and consider the diagram
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Zp(Qk−1, Pk−1) ∩ α
−1
k (B
p(S, Pk))
ψ

Zp(R,Pk−1)
ϕ // A,
where
ϕ(σ) = σ +
(
Bp(Qk−1, Pk−1) + αk−1
(
Zp(Qk−2, Pk−2)
))
,
and similarly forψ(τ). The imageϕ(σ) always lies inA because img(Hpm(K) −→ Hpm(Mk−1))
is contained in ker(Hpm(Mk−1) −→ Hpm(Mk)), since K = kerαMk .
Now observe that ϕ has a natural factorization
Zp(R,Pk−1) −→ coker
(
Hpm(Mk−2) −→ H
p
m(K)
)
−→ A.
In case Z = Z1, inductive conclusion (ii) gives that the second module here is discrete
and that the first homomorphism has SP representatives. This implies that ϕ has SP
pre-images when Z = Z1. Thus, if σ ∈ Zp(R,Pk−1) and τ ∈ Zpsp(Qk−1, Pk−1) are
such that they represent the same cohomology class in Hpm(Mk−1), then in particular
they have the same image in A, and since ϕ has SP pre-images there is some σ′ ∈
Zpsp(R,Pk−1) which also has that image in A.
Having proved this conclusion when Z = Z1, Corollary 4.26 extends it to an arbi-
trary enlargement Z ≥ Z1. We therefore obtain
τ = σ = σ′ + αk−1κ mod B
p(Qk−1, Pk−1)
for some κ ∈ Zp(Qk−2, Pk−2). Finally, this asserts that αk−1κ agrees with the step
polynomial τ − σ′ modulo Bp(Qk−1, Pk−1). By assumption (c)k−2, this gives some
κ′ ∈ Zpsp(Qk−2, Pk−2) such that αk−1κ = αk−1κ′ modulo Bp(Qk−1, Pk−1). Hence
σ = σ′ + αk−1κ
′ mod Bp(Qk−1, Pk−1),
where the right-hand side is the required element of Zpsp(R,Pk−1). Claim
Claim 2. The semi-functional Z-module Pk ≤ Qk admits SP relative-coboundary-
solutions over W in every degree p ≥ 1. (This is conclusion (a)k.)
Proof of claim. The short exact sequence
0 −→ (Pk ≤ S) −→ (Pk ≤ Qk) −→ (S ≤ Qk) −→ 0
is stable, since it arises from a concatenation (see Example 4.24). Consider the follow-
ing portion of the resulting comparison between the long exact sequences for H∗sp and
H∗m:
Hp−1sp (S ≤ Qk) //

Hpsp(Pk ≤ S) //

Hpsp(Pk ≤ Qk) //

Hpsp(S ≤ Qk)

Hp−1m (Mk/I) // H
p
m(I) // H
p
m(Mk) // H
p
m(Mk/I).
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The result will follow by applying Lemma 5.14 to this picture.
Claim 1 has given that (Pk ≤ S) has SP relative-coboundary-solutions in all de-
grees, and this holds for (S ≤ Qk) by Corollary 5.11 (since M ′k/I ′ is a SP Y -module
and P ′• ≤ Q′• has stable SP representatives, by assumption).
It remains to check the hypothesis (18). To do this, let
B := ker(Hpm(I) −→ H
p
m(Mk)),
and consider the diagram
Zp(S, Pk) ∩ B
p(Qk, Pk)
ψ

Zp−1(Qk, S)
ϕ // B,
where ψ is the quotient by Bp(S, Pk) and ϕ is the composition of the homomorphisms
Zp−1(Qk, S)
quotient
−→ Hp−1m (Mk/I)
switchback
−→ Hpm(I).
Observe that ϕ is surjective, by the exactness of the bottom row of the comparison
diagram above. We need to show that if σ ∈ Zpsp(S, Pk) ∩ Bp(Qk, Pk), then ψ(σ) is
equal to ϕ(τ) for some τ ∈ Zp−1sp (Qk, S).
However, in the special case Z = Z1, Corollary 5.11 gives that the comparison
map
Hp−1sp (S ≤ Qk) −→ H
p−1
m (Qk/S) = H
p−1
m (Mk/I)
is an isomorphism, so in fact ϕ(Zp−1(Qk, S)) = ϕ(Zp−1sp (Qk, S)), from which the
desired conclusion follows trivially. Also, in this special case, B is discrete, since it is
equal to the image under the switchback homomorphism of Hpm(Mk/I), which is dis-
crete in that case (since Mk/I is co-induced from a discrete Y -module: see Corollary
I.3.4).
We may therefore apply Corollary 4.26 to the above diagram, and deduce that the
desired τ ∈ Zp−1sp (Qk, S) exists for any enlargementZ ≥ Z1 as well. Claim
Claim 3. The quotient homomorphism
Zp(S, Pk)։ coker
(
Hpm(Mk−1) −→ H
p
m(I)
)
has target that is co-induced from a discrete Z1-module, and has stable SP representa-
tives for all p ≥ 0.
Proof of claim. The co-induced-of-discrete structure follows from Claim 2 in the
proof of Proposition I.3.6–7. Given this, by part (2) of Proposition 4.25, stable SP
representatives will follow in general if we prove it in the special case Z = Z1, so we
now make that assumption.
Consider again the stable short exact sequence
0 −→ (Pk−1 ≤ R) −→ (Pk−1 ≤ Qk−1) −→ (Pk ≤ S) −→ 0,
as in the proof of Claim 1, and the following portion of the resulting comparison dia-
gram:
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Hpsp(Pk−1 ≤ Qk−1) //

Hpsp(Pk ≤ S) //

Hp+1sp (Pk−1 ≤ R) //

Hp+1sp (Pk−1 ≤ Qk−1)

Hpm(Mk−1) // H
p
m(I) // H
p+1
m (K) // H
p+1
m (Mk−1).
Introducing cokernels and kernels, this collapses to
coker
(
Hpsp(Pk−1 ≤ Qk−1) −→ H
p
sp(Pk ≤ S)
) ∼= //

ker
(
Hp+1sp (Pk−1 ≤ R) −→ H
p+1
sp (Pk−1 ≤ Qk−1)
)

coker
(
Hpm(Mk−1) −→ H
p
m(I)
) ∼= // ker
(
Hp+1m (K) −→ H
p+1
m (Mk−1)
)
.
Our present task to prove that the first column here is surjective, so we may instead
prove surjectivity for the second column.
Thus, suppose that σ ∈ Zp+1(R,Pk−1) ∩ Bp+1(Qk−1, Pk−1). Then the inductive
conclusion (ii) gives
σ = τ + αk−1γ mod B
p+1(R,Pk−1)
for some τ ∈ Zp+1sp (R,Pk−1), γ ∈ Zp+1(Qk−2, Pk−2).
Re-arranging, this implies that
αk−1γ = −τ mod B
p+1(Qk−1, Pk−1),
where the right-hand side is a step polynomial. Therefore property (c)k−2 gives some
γ1 ∈ Zpsp(Qk−2, Pk−2) such that
αk−1γ = αk−1γ1 mod B
p+1(Qk−1, Pk−1).
This, in turn, implies that γ − γ1 represents a class in
ker
(
Hp+1m (Mk−2) −→ H
p+1
m (Mk−1)
)
.
Since we are currently assuming Z = Y +W , this kernel is co-discrete over
img
(
Hp+1m (Mk−3) −→ H
p+1
m (Mk−2)
)
,
and property (b)k−2 gives SP representatives for that kernel over this image. Therefore
we may write
γ = γ1 + γ2 mod
(
αk−2(Z
p+1(Qk−3, Pk−3)) + B
p+1(Qk−2, Pk−2)
)
for some γ2 ∈ Zp+1sp (Qk−2, Pk−2).
Applying αk−1 and substituting back into our expression for σ, we find that
σ = τ + αk−1(γ1 + γ2) mod B
p+1(R,Pk−1).
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Letting σ1 := τ+αk−1(γ1+γ2), it follows that σ1 is an element ofZp+1sp (R,Pk−1)∩
Bp+1(Qk−1, Pk−1). Since the assumed property (a)k−1 implies that
Hp+1sp (Pk−1 ≤ Qk−1) −→ H
p+1
m (Mk−1)
is injective, it follows that in fact σ1 lies in Zp+1sp (R,Pk−1)∩ Bp+1sp (Qk−1, Pk−1), and
hence represents a class in
ker
(
Hp+1sp (Pk−1 ≤ R) −→ H
p+1
sp (Pk−1 ≤ Qk−1)
)
.
Claim
Claim 4. The quotient homomorphism
Zp(Qk, Pk)։ coker
(
Hpm(I) −→ H
p
m(Mk)
)
has target that is co-induced from a discrete Z1-module, and has stable SP representa-
tives for all p ≥ 0.
Proof of claim. Since k ≥ 2, the co-induced-of-discrete structure of the cokernel here
holds because the long exact sequence identifies it with a subgroup of Hpm(Mk/I) via
a homomorphism that is co-induced over Z1.
Given this co-induced-of-discrete structure, we may now assume that Z = Y +W ,
similarly to the proof of Claim 3. In this case our assertion is that the given quotient
homomorphism above is surjective.
Consider the stable short exact sequence
0 −→ (Pk ≤ S) −→ (Pk ≤ Qk) −→ (S ≤ Qk) −→ 0
as in the proof of Claim 2, and the following portion of the resulting comparison dia-
gram of long exact sequences:
Hpsp(Pk ≤ S) //

Hpsp(Pk ≤ Qk) //

Hpsp(S ≤ Qk) //

Hp+1sp (Pk ≤ S)

Hpm(I) // H
p
m(Mk) // H
p
m(Mk/I) // H
p+1
m (I).
Introducing cokernels, we may collapse the left-hand square of this diagram as follows:
0 // coker
(
Hpsp(Pk ≤ S) −→ H
p
sp(Pk ≤ Qk)
) //

Hpsp(S ≤ Qk) //

Hp+1sp (Pk ≤ S)

0 // coker
(
Hpm(I) −→ H
p
m(Mk)
) // Hpm(Mk/I) // Hp+1m (I),
where both rows here are still exact. In terms of this diagram, we need to show that
the first vertical arrow here is surjective. However, by a routine diagram chase (in
fact, another truncated version of the Five Lemma: see [14, Proposition 2.72(i)]), this
follows because
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• the map
Hpsp(S ≤ Qk) −→ H
p
m(Mk/I)
is an isomorphism, hence surjective (by Corollary 5.11, since Z = Y + W
and k ≥ 2 so Hpm(Mk/I) is discrete, and S ≤ Qk ։ Mk/I has stable SP
representatives by our assumption that P ′• ≤ Q′• has stably fully SP homology),
and
• the map
Hp+1sp (Pk ≤ S) −→ H
p+1
m (I)
is injective, because (Pk ≤ S) admits SP relative-coboundary-solutions (Claim
1). Claim
Claim 5. The quotient homomorphism
Zp(Qk, Pk)։ coker
(
Hpm(Mk−1) −→ H
p
m(Mk)
)
has target that is co-induced from a discrete Z1-module, and has stable SP representa-
tives for all p ≥ 0. (This gives properties (b)k and (d)k.)
Proof of claim. Since k ≥ 2, the co-induced-of-discrete structure of the cokernel
again follows from Propositions I.3.6 and I.3.7. As for Claim 3, we may therefore
assume that Z = Y +W .
Let D := Bp(Qk, Pk). Clearly it suffices to find step-polynomial representatives
in every coset for each of the two inclusions
αk
(
Zp(Qk−1, Pk−1)
)
+D ≤ Zp(S, Pk) +D ≤ Z
p(Qk, Pk).
SP representatives for the first of these inclusions follow by Lemma 4.30 and Claim 3,
and for the second they follow by Claim 4. Claim
Claim 6. Property (e)k holds.
Proof of claim. Suppose q ∈ Z0(Qk−1, Pk−1) is such that αk(q) ∈ Qk,sp + Pk.
Since the original complex itself has finite-complexity decompositions, there is some
q1 ∈ Qk−1,sp such that q − q1 ∈ (αk)−1(Pk) = R. Since q is relatively W -invariant
over Pk−1, it follows that
dW q1 = d
W (q1 − q) mod C
1(Pk−1),
so this is a (R,Pk−1)-valued relative cocycle (by the right-hand side) which is a step
polynomial (by the left-hand side). By inductive conclusion (i), we may now find some
q2 ∈ R such that dW q1 = dW q2 modulo C1(Pk−1), so now q1−q2 is a step-polynomial
member of Z0(Qk−1, Pk−1) whose αk-image equals αk(q). Claim
This completes the whole proof.
6 Semi-functional P-modules
Starting in this section, we make free use of all the definitions from Section I.4.
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6.1 Definitions
We first need the following simple generalization of Definition 4.9. Recall the notion
of derivation-actions from Definition I.4.2.
Definition 6.1 (Complexity-bounded derivation-actions). Suppose that P ≤ F(X,A)
and Q ≤ F(X ′, A′) are functional Z-modules, that U ≤ Z , and that
∇˜ : U −→ HomZ(P,Q)
is a derivation-action. Then ∇˜ is complexity-bounded if the map
(u, x′) 7→ (∇˜uf)(x
′)
is step-polynomial (hence, is an element of Z1sp(U,Q)) for every f ∈ Psp.
It is stably complexity-bounded if
CoindZ
′
Z ∇˜ : U −→ HomZ′(Coind
Z′
Z P,Coind
Z′
Z Q) : u 7→ Coind
Z′
Z (∇˜u)
is complexity bounded for every enlargement Z ′ ≥ Z .
Note that, in principle, the above property is stronger than simply asserting that ∇˜u
is complexity-bounded for each u separately.
We are now ready for the next major definition of this paper.
Definition 6.2 (Functional P-modules). A (Z, Y,U)-P-module (Pe)e is functional if
its sub-constituent modules are functional (Y + Ue)-modules, and its sub-constituent
morphisms and sub-constituent derivation-actions are all stably complexity-bounded.
(Note that, as in Definition 4.1, this implies a particular choice of base and fibre
for all of those sub-constituent functional modules. They may all be different.)
Henceforth we will be concerned only with morphisms that are stably complexity-
bounded, which is why this assumption is now built into the definition.
Example 6.3. The principle examples from Part I, P-modules of PDceE-solutions and
zero-sum tuples, are clearly of this kind. ⊳
Definition 6.4 (Semi-functionalP-modules). A semi-functional (Z, Y,U)-P-module
is an inclusion P ≤ Q of functional (Z, Y,U)-P-modules, where for each e the
inclusion Pe ≤ Qe is co-induced from an inclusion of the sub-constituent modules,
and that latter inclusion is a semi-functional (Y + Ue)-module.
This semi-functional may also be denoted by P incl
n
−→ Q.
Alternatively, one may regard a semi-functional P-module as a ‘P-object’ in the
category SFMod(Z).
Often, we will view a semi-functional P-module P ≤ Q as an enhanced way
of looking at the quotient P-module Q/P . For this reason, given a property P of
P-modules, such as modesty or almost modesty, we write that a semi-functional P-
module P ≤ Q has P if this is true of Q/P , but not necessarily of P or Q separately.
Now suppose that (P ≤ Q) is a semi-functional (Z, Y,U)-P-module. If e ⊆
[k], then the structure complexes of P and Q at e fit together into a semi-functional
complex, which is co-induced over Y + Ue.
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Definition 6.5. We will refer to this semi-functional complex as the structure complex
of (P ≤ Q) at e.
We will carry over many of our notational practices from Part I when working with
structure complexes. For example, we shall generally write ∂ℓ or ∂e,ℓ for the boundary
homomorphisms of the structure complex (at [k] or e, respectively), without notating
the P-module they belong to, since this will be clear from the context.
6.2 Recap of some basic constructions
Various auxiliary constructions and definitions for P-modules occupied I.4.2: direct
sums (Definition I.4.11), co-induction (Definition I.4.12), leanness (Definition I.4.13)
and lean versions (Definition I.4.14). These mostly have obvious extensions to semi-
functional P-modules, and we will not describe them all again. Simply note that one
now makes sense of direct sums and co-induction using the definitions of these for
individual semi-functional modules from Subsections 4.2 and 4.3.
Now suppose that c ⊆ e is an inclusion of finite sets, that Y ≤ Z is an inclusion
of compact Abelian groups, and that U = (Ui)i∈e is a family of closed subgroups of
Z . Let U↾c be the subfamily (Ui)i∈c, and let P be a functional (Z, Y,U)-P-module.
Then the restriction P ↾c is obviously also functional. Similarly, if P ≤ Q is a
semi-functional P-module, then so is (P ≤ Q)↾c:= (P ↾c≤ Q ↾c).
We next turn to aggrandizement, so now suppose instead that P = (Pe)e is a
functional (Z, Y,U↾c)-P-module. Then Definition I.5.1 gives immediately thatAgecP
is a functional (Z, Y,U)-P-module with the same fibre and dummy.
Now let P ≤ Q be a semi-functional (Z, Y,U ↾c)-P-module. Then both of P
and Q have aggrandizements to U, and these fit into a new semi-functional P-module
AgecP ≤ Ag
e
cQ.
We will sometimes abbreviate this to Agec(P ≤ Q). It is easy to check that the
quotient of Agec(P ≤ Q) is equal to Agec(Q/P).
One of the key results about aggrandizements was Corollary I.5.3, which related
the structure complexes of Ag[k]c M to those of M itself: if e ⊆ c, then the structure
complexes at e are the same; and if e 6⊆ c, then the structure complex of Ag[k]c M at e
is split.
We will need to re-use this splitting in the present paper, and in doing so we will
need the following additional information.
Lemma 6.6. Let c and P ≤ Q be as above, and let e ⊆ [k] with e 6⊆ c. The structure
complex of Ag[k]c Q at e has a sequence of splitting homomorphisms that are stably
complexity-bounded, and that restrict to the corresponding splitting homomorphisms
for Ag[k]c P .
Proof. This follows immediately from the explicit construction of splitting homomor-
phisms in the proof of Lemma I.5.2 (the ‘Homotopical Lemma’). Suppose for simplic-
ity that e = [k], and pick s ∈ [k]\c. Now for ℓ = 0, 1, . . . , k define the homomorphism
ξℓ :
⊕
|b|=ℓ+1
Qe∩c −→
⊕
|a|=ℓ
Qa∩c
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by (
ξℓ((qb)|b|=ℓ+1)
)
a
:=
{
0 if s ∈ a
sgn(a ∪ s : a)qa∪s if s 6∈ a.
These manifestly have the required properties.
Restriction and aggrandizement were combined to define reduction: Definition
I.5.4. In the semi-functional context, the reduction of P ≤ Q at c will be
(P ≤ Q)xc:= Ag
[k]
c ((P ≤ Q)↾c),
which is again clearly semi-functional, and has quotient equal to (Q/P)xc.
6.3 Meekness
We next introduce an enhancement of the notion of almost modesty that keeps track of
SP representatives. This definition will be given in two parts. The first is only a slight
modification of the definition of almost modesty itself (Definition I.4.19).
Definition 6.7. Let (P ≤ Q) be a semi-functional (Z, Y,U)-P-module.
If (Z, Y,U) is lean, then (P ≤ Q) is ℓ0-almost top-SP-modest if the top structure
complex of P ≤ Q both has ℓ0-almost discrete homology and is locally SP. (Note
that the extra assumption of an SP homology group is nontrivial only in position in ℓ0,
since ℓ0-almost discreteness implies that all other homology groups here are discrete:
see Lemma 4.39.)
In general, (P ≤ Q) is ℓ0-almost top-SP-modest if its lean version has this prop-
erty, and it is ℓ0-almost SP-modest if every restriction of it is ℓ0-almost SP modest.
It follows that strict modesty for Q/P implies almost SP-modesty.
Definition 6.8 (Meek and almost meek P-modules). Suppose that 0 ≤ ℓ0 ≤ k. If
(P ≤ Q) is a semi-functional P-module, then it is ℓ0-meek (resp. ℓ0-almost meek) if
• Q/P is ℓ0-modest (resp. ℓ0-almost SP-modest), and
• all of its structure complexes have stably fully SP homology.
Almost meek P-modules should be thought of as P-modules which are ‘explicit’
(in that they are semi-functional), and for which the structure complexes are ‘nearly
exact’ (in the sense of almost modesty) and have homology represented by step poly-
nomials.
Lemma I.5.5 identified the structure complexes of M xc in terms of those of M . In
Corollary I.5.6 this implied that the properties of almost or strict modesty are inherited
by this operation. Exactly the same reasoning gives this for meekness.
Lemma 6.9. If P ≤ Q is a semi-functional (Z, Y,U)-P-module and c ⊆ [k], then
(P ≤ Q)xc is ℓ0-almost (resp. strictly) meek if and only if (P ≤ Q) ↾c is ℓ0-almost
(resp. strictly) meek, and both are implied if P ≤ Q itself is ℓ0-almost (resp. strictly)
meek.
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Proof. Mostly this is clear from the identification of the structure complexes of the
restricted and reduced P-modules. The only remaining observation one needs is that
if e 6⊆ c, then the fact that the structure complexes of Pxc and Qxc at e have a con-
sistent sequence of stably complexity-bounded splitting homomorphisms (Lemma 6.6)
implies the following:
• the property of SP representatives is vacuously satisfied for the homology in
these structure complexes;
• one can obtain bounded-complexity representatives in the structure complex of
(P ≤ Q)xc at e simply by composition with those splitting homomorphisms.
6.4 Semi-functional P-morphisms and short exact sequences
The next two definitions are inevitable.
Definition 6.10 (Semi-functional P-morphism). Let (P ≤ Q) and (P ′ ≤ Q′) be
semi-functional (Z, Y,U)-P-module. Then a P-morphism from (P ≤ Q) to (P ′ ≤
Q′) is a commutative diagram
P //
incln

P ′
incln

Q // Q′
in which both horizontal arrows are P-morphisms (Definition I.4.16). This situation
will usually be abbreviated to (P ≤ Q) −→ (P ′ ≤ Q′).
The semi-functionalP-morphism is (resp. stably) complexity-bounded if this holds
for the resulting semi-functional morphism of the constituent semi-functional modules
for each fixed e ⊆ [k].
Definition 6.11 (Short exact sequences). A short exact sequence of semi-functional
(Z, Y,U)-P-modules is a sequence of semi-functional P-morphisms of the form
0 −→ (P ≤ Q) −→ (P ′ ≤ Q′) −→ (P ′′ ≤ Q′′) −→ 0
such that at each e ⊆ [k] the resulting diagram
0 −→ (Pe ≤ Qe) −→ (P
′
e ≤ Q
′
e) −→ (P
′′
e ≤ Q
′′
e ) −→ 0
is a short exact sequence in SFMod(Z).
This short exact sequence is stable if each of the resulting short exact sequences in
SFMod(Z) is stable.
Given a semi-functional short exact sequence as above, it clearly induces a short
exact sequence of the resulting structure complexes of (P ≤ Q), (P ′ ≤ Q′) and
(P ′′ ≤ Q′′).
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Proposition 6.12. Let
0 −→ (P ≤ Q) −→ (P ′ ≤ Q′) −→ (P ′′ ≤ Q′′) −→ 0
be a stable short exact sequence of semi-functional (Z, Y,U)-P-modules, all of them
almost SP-modest. Then the following implications hold.
(1) If (P ≤ Q) and (P ′ ≤ Q′) are ℓ0-almost (resp. strictly) meek, then so is
(P ′′ ≤ Q′′).
(2) If (P ≤ Q) and (P ′′ ≤ Q′′) are ℓ0-almost (resp. strictly) meek, then so is
(P ′ ≤ Q′).
(3) If (P ′ ≤ Q′) and (P ′′ ≤ Q′′) are ℓ0-almost (resp. strictly) meek, and Me = 0
whenever |e| ≤ ℓ0, then (P ≤ Q) is (ℓ0 + 1)-almost (resp. strictly) meek.
Proof. The analog of this for the property of almost modesty was Proposition I.4.25.
The present result now follows by applying Proposition 4.43 to the structure complexes
of these semi-functional P-modules.
7 Cohomology P-modules
Let M be a Polish (Z, Y,U)-P-module, W ≤ Z and p ≥ 0. Then one may form
a new pre-P-module Hpm(W,M ) over (Z,U) by applying the cohomology functor
Hpm(W,−) to all the modules and morphisms of M . This construction was the subject
of Section I.6. In case Hpm(W,M ) is still Polish, it may be given the structure of
a (Z, Y + W,U)-P-module (Lemma I.6.2). In particular, if M is (almost) modest,
then this Polish property obtains, and Hpm(W,M ) also inherits the property of being
(almost) modest (Theorem I.6.7).
Now suppose that P ≤ Q is a semi-functional (Z, Y,U)-P-module, and let M be
its quotientP-module. Assume that Hpm(W,M ) is Polish (this will be given by results
from Part I in all the cases of interest later). Then it can also be realized as the quotient
of a semi-functional P-module, suggested by Lemma 5.3:
Bp(W,Qe, Pe) ≤ Z
p(W,Qe, Pe)։ H
p
m(W,Me) for each e ⊆ [k]. (20)
Since we assume that each Hpm(W,Me) is Hausdorff, part of Lemma 5.3 gives that
each Bp(W,Qe, Pe) is closed.
It is easy to verify that the inclusions in (20) fit together into a new semi-functional
P-module. The structure modules and derivation-actions are inherited from Q as was
explained before Definition I.6.1.
We will usually abbreviate the above semi-functional (Z, Y + W,U)-P-module
whose quotient is Hpm(W,M ) to
Hpm(W,P ≤ Q) :=
(
Bp(W,Q,P) ≤ Zp(W,Q,P)
)
. (21)
Theorem 7.1. If (P ≤ Q) is ℓ0-almost meek, then Hpm(W,P ≤ Q) is ℓ0-almost
meek. It is strictly meek in case either (P ≤ Q) is strictly meek or p ≥ 1.
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The proof will require that we also establish the following, which is of interest in
its own right.
Theorem 7.2 (Step-polynomial coboundary solutions). Let (P ≤ Q) be an ℓ0-almost
meek (Z, Y,U)-P-module, and let W ≤ Z be a closed subgroup. Then the semi-
functional module (Pe ≤ Qe) admits stable SP relative-coboundary-solutions over W
for every e ⊆ [k].
This provides an extension of the first part of Corollary 5.11 to a larger class of
semi-functional modules.
Theorems 7.1 and 7.2 will be proved together by an induction on the data (Z, Y,U).
In this section, we will adopt essentially the same notation as in Section I.6. In
addition to those conventions, let
P (ℓ) :=
⊕
|e|=ℓ
Pe and Q(ℓ) :=
⊕
|e|=ℓ
Qe,
giving presentations P (ℓ) →֒ Q(ℓ) ։M (ℓ).
7.1 Complexity and pure semi-functional P-modules
Some of the more substantial proofs in Section I.6 were by induction on the subgroup-
data (Z, Y,U) directing a P-module of interest. This induction was organized using a
partial order on those data. We will meet more proofs like this below, so we quickly
recall that partial order now.
Given two tuples of subgroup-data (Z, Y,U = (Ui)ki=1) and (Z ′, Y ′,U′ = (U ′i)k
′
i=1),
we have (Z, Y,U) ≺ (Z ′, Y ′,U′) if
• either k < k′,
• or k = k′, but |{i ≤ k | Y ≥ Ui}| > |{i ≤ k′ | Y ′ ≥ U ′i}|.
This is easily seen to be a well-ordering, although not a total ordering.
The minimal tuples for this ordering are those of the form (Z, Y, ∗), where ∗ de-
notes the empty tuple. However, in most of our proofs by ≺-induction, the down-
wards movement in the order≺ stops before one reaches such a minimal tuple. Rather,
one must argue directly, without the ≺-inductive hypothesis, for any tuple for which
Y ≥ Ui for all i. Such a tuple is called ‘pure’, and a (Z, Y,U)-P-module is ‘pure’ if
(Z, Y,U) is pure.
Proposition I.6.6 showed that pure strictly modest P-modules have quite a sim-
ple structure, which made those parts of the inductive proofs very simple. The same
happens for strictly meek semi-functional P-modules, as we shall show now.
Proposition 7.3. If (Y, Y,U) is pure (thus, Z = Y ), and (P ≤ Q) is a strictly ℓ0-
meek semi-functional (Y, Y,U)-P-module, then the semi-functional Y -module (Pe ≤
Qe) has discrete quotient and stable SP representatives for every e ⊆ [k].
If (Z, Y,U) is pure, then a strictly ℓ0-meek semi-functional (Z, Y,U)-P-module is
co-induced from a strictly ℓ0-meek semi-functional (Y, Y,U)-P-module.
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Proof. Consider first a (Y, Y,U)-P-module (P ≤ Q).
If |e| = ℓ0, then all the asserted properties of Pe ≤ Qe are directly contained in the
definition of strict meekness.
The remaining cases are handled by induction on |e|. Thus, suppose |e| ≥ ℓ0 + 1.
The fact that Qe/Pe is discrete comes from Proposition I.6.6. Therefore it suffices to
prove SP representatives, from which the stable version follows by part (2) of Proposi-
tion 4.25.
So now suppose that m = q + Pe ∈ Qe/Pe. Then strict meekness gives that
q = q1+∂|e|(q2)+p for some q1 ∈ (Qe)sp, q2 ∈
⊕
a∈( e|e|−1)
Qa and p ∈ Pe. Also, the
hypothesis of the induction on |e| gives that we may choose q2 to be a step polynomial
modulo
⊕
a∈( e|e|−1)
Pa. This represents m by the step polynomial q + ∂|e|(q2), as
required.
For general Z ≥ Y , the assertion for a pure semi-functional (Z, Y,U)-P-module
is immediate from the definitions.
7.2 An auxiliary ≺-induction
The following is an analog of Proposition I.6.8, and it will play a similar roˆle in the
ensuing proofs.
Proposition 7.4. Fix (Z ′, Y ′,U′), and assume that Theorems 7.1 and 7.2 are known
for any strictly meek (Z1, Y1,U1)-P-module for which (Z1, Y1,U1) ≺ (Z ′, Y ′,U′).
(This assumption may be dropped in case (Z ′, Y ′, U ′) is pure.)
Let (R ≤ S ) be a strictly modest semi-functional (Z ′, Y ′,U′)-P-module all
of whose nontrivial restrictions are strictly meek, and let N := S /R. Let ∂ℓ :
S(ℓ−1) −→ S(ℓ), ℓ = 1, . . . , k, be the boundary morphisms of the top structure com-
plex of S , and let ∂Nℓ be their counterparts for N .
(1) The homomorphism
S(ℓ) ⊕R(ℓ+1) −→ S(ℓ+1) : (f, r) 7→ ∂ℓ+1f + r
admits finite-complexity decompositions for every ℓ.
(2) The homomorphism
∂−1ℓ+1(R
(ℓ+1)) −→
∂−1ℓ+1(R
(ℓ+1))
∂ℓ(S(ℓ−1)) +R(ℓ)
∼=
ker∂Nℓ+1
img ∂Nℓ
has SP representatives for every ℓ ≤ k − 1 (recall that the target module here
is co-induced from a discrete (Y ′ + U ′[k])-module, by the assumption of strict
modest).
Remarks. (1) Since Z ′ may be arbitrarily larger than Y ′+U ′[k] in the above statement,
it actually proves stable SP representatives and finite-complexity decompositions.
(2) The proof will make essential use of the discreteness of the structural ho-
mology here, and so we cannot weaken ‘strictly meek’ to ‘almost meek’ in the as-
sumptions. This discreteness will provide one of the hypotheses for some appeals to
Proposition 4.25. ⊳
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This proposition will be proved in several steps.
Proof of Proposition 7.4 in pure case. This is our main application of Proposition 7.3.
Firstly, applying that proposition to each nontrivial restriction of (R ≤ S ), we see
that it is co-induced from a strictly modest semi-functional (Y, Y,U)-P-module, say
(R◦ ≤ S ◦), all of whose restrictions are meek.
For part (1), suppose that f ∈ S(ℓ) and r ∈ R(ℓ+1) are such that q := ∂ℓ+1f + r is
a step polynomial. Let f be the image of f in N (ℓ). By Proposition 7.3 and 4.25, the
fact that q is a step polynomial implies that its image
q +R(ℓ+1) = ∂Nℓ+1f ∈ N
(ℓ+1) = CoindZYN
◦(ℓ+1)
is a step-function element of F(Z,N◦(ℓ+1)). The homomorphism ∂Nℓ+1 : N (ℓ) −→
N (ℓ+1) is co-induced from a closed homomorphism of discrete Y -modules, so Corol-
lary 4.19 gives some g ∈ N (ℓ)sp such that ∂Nℓ+1g = ∂Nℓ+1f .
Now, S◦(ℓ) ։ N◦(ℓ) is a direct sum of quotient maps that have stable SP pre-
images, by Proposition 7.3. We may therefore lift g to some g ∈ S(ℓ)sp . This satisfies
∂ℓ+1(f − g) ∈ R(ℓ+1), hence q = ∂ℓ+1g mod R(ℓ+1), as required for part (1).
Finally, for part (2), it suffices to complete the proof under the additional assump-
tion that Y ′+U ′[k] = Y
′ = Z ′, by part (2) of Proposition 4.25. In that case R(ℓ) ≤ S(ℓ)
itself is co-discrete and has SP representatives; since of courseR(ℓ) ≤ ∂−1ℓ+1(R(ℓ+1)) ≤
S(ℓ), the same follows for R(ℓ) ≤ ∂−1ℓ+1(R(ℓ+1)). This proves part (2).
The remainder of the proof of Proposition 7.4 will be by ≺-induction. The induc-
tion is enabled by the following relative of Lemma I.6.9.
Lemma 7.5. Let (R ≤ S ) be a semi-functional (Z ′, Y ′,U′)-P-module for any
(Z ′, Y ′,U′). Let N , ∂ℓ and ∂Nℓ be as in the statement of Proposition 7.4, and let
i ∈ [k].
If f ∈ S(ℓ) has the property that ∂ℓ+1f ∈ S(ℓ+1)sp +R(ℓ+1), then
dU
′
if ∈ ∂ℓ
(
Z1(U ′i , S
(ℓ−1), R(ℓ−1))
)
+ Z1sp(U
′
i , S
(ℓ), R(ℓ)) + C1(U ′i , R
(ℓ)).
Proof. Let (ϕa,e)a⊆e be the structure morphisms of S . Abbreviate S x := S x[k]\i,
and let Sx(ℓ) and ∂xℓ , 0 ≤ ℓ ≤ k, be the modules and boundary morphisms of the top
structure complex of S x. Also, let ∇˜U ′i denote ∇˜S ,e,e\i for any e ⊆ [k], or any direct
sum of these derivation-lifts over different e.
In this notation, we now have ∇˜U ′if ∈ Z1(U ′i , Sx(ℓ)), and
∂xℓ+1∇˜
U ′if = ∇˜U
′
i∂ℓ+1f ∈ Z
1
sp(U
′
i , S
x(ℓ+1)) + C1(U ′i , R
x(ℓ+1)).
This is the point at which it was crucial that the derivation-actions be complexity-
bounded.
By Lemma 6.6, the top structure complex of Rx ≤ S x splits with stably complexity-
bounded splitting homomorphisms. Therefore, decomposing ∇˜U ′if using the splitting
homomorphisms Sx(ℓ+1) −→ Sx(ℓ) and Sx(ℓ) −→ Sx(ℓ−1), one obtains
∇˜U
′
if = ∂xℓ σ
′ + τ ′ + γ′ (22)
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for some
σ′ ∈ Z1(U ′i , S
x(ℓ−1), Rx(ℓ−1)), τ ′ ∈ Z1sp(U
′
i , S
x(ℓ), Rx(ℓ)) and γ′ ∈ C1(U ′i , Rx(ℓ)).
Now let
ϕ :=
⊕
|e|=ℓ−1
ϕe\i,e : S
x(ℓ−1) −→ S(ℓ−1),
and let σ := ϕ ◦ σ′, and similarly τ and γ. Applying ϕ to equation (22) gives
dU
′
if = ∂ℓσ + τ + γ
∈ ∂ℓ
(
Z1(U ′i , S
(ℓ−1), R(ℓ−1))
)
+ Z1sp(U
′
i , S
(ℓ), R(ℓ)) + C1(U ′i , R
(ℓ)).
Proof of Proposition 7.4. The proof is by≺-induction. The pure case has already been
proved, so assume also that i ∈ [k] is such that U ′i 6≤ Y . For the non-pure case, the
heavy lifting will be done by a sequence of auxiliary claims, which are also part of the
≺-induction
Claim 1. For any p ≥ 0, the top structure complex of the semi-functional P-module
Hpm(U
′
i ,R ≤ S ) admits stable finite-complexity decompositions, and admits stable
SP representatives at all positions except the last.
Proof of claim. By the assumed previous cases of Theorems 7.1 and 7.2, all nontrivial
restrictions of Hpm(U ′i ,R ≤ S ) are strictly meek. Therefore Hpm(U ′i ,R ≤ S ) satis-
fies the assumptions of Proposition 7.4. Since (Z ′, Y ′ + U ′i ,U′) ≺ (Z ′, Y ′,U′), it is
covered by a previous case of that proposition, of which parts (1) and (2) now give the
desired conclusions. Claim
Claim 2. Suppose that ℓ < k and (f, r) ∈ S(ℓ) ⊕ R(ℓ+1) is such that ∂ℓ+1f + r is a
step polynomial. Then there is some f0 ∈ S(ℓ)sp such that
∂ℓ+1f = ∂ℓ+1f0 mod Z
0(U ′i , S
(ℓ+1), R(ℓ+1))(
i.e., ∂ℓ+1(f − f0) ∈ Z0(U ′i , S(ℓ+1), R(ℓ+1))
)
.
Proof of claim. Lemma 7.5 gives
dU
′
if = ∂ℓσ + τ + r (23)
for some σ ∈ Z1(U ′i , S(ℓ−1), R(ℓ−1)), τ ∈ Z1sp(U ′i , S(ℓ), R(ℓ)) and r ∈ C1(U ′i , R(ℓ)).
Now applying the finite-complexity decompositions given by Claim 1 with p = 1,
it follows that
τ = −∂ℓσ0 + d
U ′if0 − r0,
where σ0 ∈ Z1sp(U ′i , S(ℓ−1), R(ℓ−1)) and
dU
′
if0 − r0 ∈ (B
1(U ′i , S
(ℓ), R(ℓ)))sp.
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Since ℓ < k, one of the assumed cases of Theorem 7.2 gives that R(ℓ) ≤ S(ℓ) admits
SP relative-coboundary-solutions, so we may in fact take
f0 ∈ S
(ℓ)
sp and r0 ∈ C1sp(U ′i , R(ℓ))
above.
Now substituting the above decomposition of τ into (23) gives
dU
′
i (f − f0) = ∂ℓ(σ − σ0) + (r − r0), (24)
and hence
dU
′
i∂ℓ+1(f −f0) ∈ C
1(U ′i , R
(ℓ+1)) =⇒ ∂ℓ+1(f −f0) ∈ Z
0(U ′i , S
(ℓ+1), R(ℓ+1)).
Claim
Claim 3. Let ℓ < k, let (f, r) be as in Claim 2, and assume in addition that Y ′+U ′[k] =
Z ′. Then there are some g ∈ S(ℓ−1) and f1 ∈ S(ℓ)sp such that
f = ∂ℓg + f1 mod Z
0(U ′i , S
(ℓ), R(ℓ)).
Proof of claim. Let f0 be as produced for Claim 2. The conclusion of Claim 3 is not
disrupted if we replace f by f − f0, so we may assume that in fact f0 = 0. Similarly,
we may lighten notation by replacing σ by σ − σ0 and r by r − r0.
Having done so, equation (24) asserts that the class of σ inH1m(U ′i , R(ℓ−1) ≤ S(ℓ−1))
actually lies in
ker
(
H1m(U
′
i , R
(ℓ−1) ≤ S(ℓ−1))
H1m(U
′
i ,∂ℓ)−→ H1m(U
′
i , R
(ℓ) ≤ S(ℓ))
)
.
Claim 1 with p = 1 gives SP representatives at position ℓ − 1 in the top structure
complex of H1m(U ′i ,R ≤ S ). Since we now assume Y ′+U ′[k] = Z ′, the above kernel
contains the image of H1m(U ′i , R(ℓ−2) ≤ S(ℓ−2)) as a closed-and-open subgroup, by
the strict modesty of H1m(U ′i ,N ). Therefore in fact all cosets of that subgroup in the
above kernel contain SP representatives. This yields a decomposition
σ = σ1 + ∂ℓ−1γ + d
U ′ig + r1,
where
• σ1 ∈ Z1sp(U
′
i , S
(ℓ−1), R(ℓ−1)),
• γ ∈ Z1(U ′i , S
(ℓ−2), R(ℓ−2)),
• g ∈ S(ℓ−1), and
• r1 ∈ C1(U ′i , R
(ℓ−1)).
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We may now replace f with f −∂ℓg without disrupting the desired conclusion, and
so assume g = 0. Having done so, substituting the above decomposition of σ into the
formula for dU ′if gives
dU
′
if = ∂ℓσ1 + (∂ℓr1 + r)
= ∂ℓσ1 mod C
1(U ′i , R
(ℓ)).
Thus, the step-polynomial (S(ℓ), R(ℓ))-relative cocycle ∂ℓσ1 is actually a relative cobound-
ary. Therefore, by an assumed case of Theorem 7.2, there is some f1 ∈ S(ℓ)sp such that
∂ℓσ1 = d
U ′if1 mod C
1(U ′i , R
(ℓ))
=⇒ dU
′
i (f − f1) is R(ℓ)-valued
=⇒ f = f1 mod Z
0(U ′i , S
(ℓ), R(ℓ)).
Claim
Claim 4. Let ℓ < k, let (f, r) be as in Claim 3, but consider again general Y ′, U′ and
Z ′. Then there is some f1 ∈ S(ℓ)sp such that
∂ℓ+1f = ∂ℓ+1f1 mod
(
∂ℓ+1
(
Z0(U ′i , S
(ℓ), R(ℓ))
)
+R(ℓ+1)
)
.
Proof of claim. Let
P := ∂ℓ+1(Z
0(U ′i , S
(ℓ), R(ℓ))) +R(ℓ+1).
First, Claim 2 gives some f0 ∈ S(ℓ)sp such that
∂ℓ+1f = ∂ℓ+1f0 mod Z
0(U ′i , S
(ℓ+1), R(ℓ+1)).
Replacing f by f−f0, we may assume that ∂ℓ+1f itself lies inZ0(U ′i , S(ℓ+1), R(ℓ+1)).
Also, since it is a ∂ℓ+1-image, the function h := ∂ℓ+1f + r actually lies in
Q := Z0(U ′i , S
(ℓ+1), R(ℓ+1)) ∩ ∂−1ℓ+2(R
(ℓ+2)).
Now consider the diagram
Q
ψ

S(ℓ) ⊇ ∂−1ℓ+1(Q)
ϕ // Q/P,
where ψ is the quotient homomorphism and ϕ is the composition of ∂ℓ+1 with that
quotient homomorphism. Given the reductions already made above, we have elements
f ∈ ∂−1ℓ+1(Q) and h ∈ Qsp that have the same image in Q/P , and Claim 4 will be
proved if we find some f1 ∈ (∂−1ℓ+1(Q))sp which also has that same image.
Now recall that for general Y ′, U′ and Z ′, (R ≤ S ) is the co-induction from
Y ′ + U ′[k] to Z
′ of its lean version. Therefore the same holds for the above diagram.
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Let that lean version be (R0 ≤ S0), and let P0 and Q0 be the analogs of P and Q
for the lean version. Since we assume (R ≤ S ) is strictly modest, the same holds
for (R0 ≤ S0). Since the quotient Q0/P0 is isomorphic to the structural homology of
H0m(U
′
i ,S0/R0) at position ℓ in the top structure complex, Theorem I.6.7 now gives
that Q0/P0 is discrete. Therefore the desired conclusion about the above diagram will
follow in the general case Z ′ ≥ Y ′ + U ′[k] if we prove it only in the lean case, by
Corollary 4.26.
Finally, with that leanness assumption, suppose that f ∈ ∂−1ℓ+1(Q) is such that
∂ℓ+1f agrees with h ∈ Qsp modulo P . Then we have
∂ℓ+1f = h+ ∂ℓ+1γ + r
for some γ ∈ Z0(U ′i , S(ℓ), R(ℓ)) and r ∈ R(ℓ+1), by the definition of P . By applying
Claim 3 to the pair (f − γ, r) (as we may now that we assume Z ′ = Y ′ + U ′[k]), we
obtain g ∈ S(ℓ−1) and f1 ∈ S(ℓ)sp such that f−γ = ∂ℓg+f1 moduloZ0(U ′i , S(ℓ), R(ℓ)),
and hence
∂ℓ+1f = ∂ℓ+1f1 + ∂ℓ+1γ = ∂ℓ+1f1 mod ∂ℓ+1(Z
0(U ′i , S
(ℓ), R(ℓ)))
=⇒ ∂ℓ+1f = ∂ℓ+1f1 mod P.
This of course guarantees that f1 ∈ (∂−1ℓ+1(Q))sp, so this completes the proof. Claim
Proof of part (1) of Proposition 7.4. Suppose that (f, r) ∈ S(ℓ) ⊕ R(ℓ+1) is such
that g := ∂ℓ+1f+r is a step polynomial. We must show that there are step-polynomials
(f ′, r′) with the same image.
Claim 4 gives some f1 ∈ S(ℓ)sp such that
∂ℓ+1(f − f1) = ∂ℓ+1f2 mod R
(ℓ+1)
for some f2 ∈ Z0(U ′i , S(ℓ), R(ℓ)). Since f1 is a step polynomial, it therefore suffices to
complete the proof with f2 in place of f . However, at this point, our task is completed
by an inductive appeal to part (1) of Proposition 7.4 for H0m(U ′i ,R ≤ S ) (the case
p = 0 in Claim 1). This completes the proof of part (1).
Claim 5. If Y ′ + U ′[k] = Z ′ and f ∈ ∂
−1
ℓ+1(R
(ℓ+1)), then there are g ∈ S(ℓ−1) and
f2 ∈ S
(ℓ)
sp ∩ ∂
−1
ℓ+1(R
(ℓ+1)) such that
f − ∂ℓg − f2 ∈ Z
0(U ′i , S
(ℓ), R(ℓ)).
Proof of claim. Let g ∈ S(ℓ−1) and f1 ∈ S(ℓ)sp be as provided by Claim 3. Since
∂ℓ+1∂ℓ = 0, we still have f − ∂ℓg ∈ ∂−1ℓ+1(R(ℓ+1). We may therefore replace f
with f − ∂ℓg without disrupting the desired conclusion, and so simply assume that
f − f1 ∈ Z0(U ′i , S
(ℓ), R(ℓ)).
Having assumed this, we will show that f1 can be modified to some f2 ∈ S(ℓ)sp ∩
∂−1ℓ+1(R
(ℓ+1)) which still satisfies f − f2 ∈ Z0(U ′i , S(ℓ), R(ℓ)).
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Since ∂ℓ+1f ∈ R(ℓ+1), we have
∂ℓ+1(f − f1) = ∂ℓ+1(−f1) mod R
(ℓ+1)
Since ∂ℓ+1f1 is a step polynomial, this implies that
∂ℓ+1(f − f1) ∈ Z
0
sp(U
′
i , S
(ℓ+1), R(ℓ+1)) +R(ℓ+1).
Claim 1 with p = 0 gives finite-complexity decompositions in the top structure com-
plex of H0m(U ′i ,R ≤ S ), so it follows that there is some f ′1 ∈ Z0sp(U ′i , S(ℓ), R(ℓ))
such that
∂ℓ+1(f − f1) = ∂ℓ+1f
′
1 mod R
(ℓ+1).
Now f2 := f1 + f ′1 ∈ S
(ℓ)
sp satisfies
∂ℓ+1f2 = ∂ℓ+1f = 0 mod R
(ℓ+1),
and of course we still have f−f2 ∈ Z0(U ′i , S(ℓ), R(ℓ)), so this f2 satisfies our require-
ments. Claim
Proof of part (2) of Proposition 7.4. The target quotient module here is
∂−1ℓ+1(R
(ℓ+1))
∂ℓ(S(ℓ−1)) +R(ℓ)
∼=
−→
ker ∂Nℓ+1
img∂Nℓ
.
Since (R ≤ S ) is strictly modest, all modules here are co-induced over Y ′+U ′[k], and
this quotient in particular is co-induced from a discrete (Y ′+U ′[k])-module. Therefore,
by part (2) of Proposition 4.25, stable SP representatives will follow if we prove only
SP representatives in the case of lean data: Y ′+U ′[k] = Z ′. Assume this for the rest of
the proof.
Now suppose that f ∈ ∂−1ℓ+1(R(ℓ+1)). We must decompose f into a step-polynomial
and a member of ∂ℓ(S(ℓ−1)) + R(ℓ). By Claim 5, there are some g ∈ S(ℓ−1) and
f2 ∈ S
(ℓ)
sp ∩ ∂
−1
ℓ+1(R
(ℓ+1)) such that
f − ∂ℓg − f2 ∈ Z
0(U ′i , S
(ℓ), R(ℓ)).
Let f3 := f − ∂ℓg − f2. Since f2 is a step polynomial, and each term in f3 is an
element of ∂−1ℓ+1(R(ℓ+1)), it now suffices to find an SP representative for f3 modulo
∂ℓ(S
(ℓ−1)) + R(ℓ), instead of f . However, that now follows from the ≺-inductive hy-
pothesis: this time, the previous case of part (2) of Proposition 7.4 applied to H0m(U ′i ,R ≤
S ) (the case p = 0 in Claim 1).
7.3 Completed analysis of cohomology P-modules
Completed proof of Theorems 7.1 and 7.2. These are proved together by an induction
on k, the size of the tuple U of acting subgroups. The base clause k = 0 will be a
special case of the recursion clause with vacuous inductive hypothesis, so we do not
explain it separately.
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Thus, suppose that P ≤ Q satisfies the assumptions of Theorems 7.1 and 7.2, and
that those theorems are already known for any strictly smaller tuple of acting groups
(if such exist).
First, this inductive hypothesis immediately gives the desired conclusions for any
proper restriction of P ≤ Q. It therefore remains to prove that the top structure
complex of Hpm(W,P ≤ Q) is co-induced over (W + Y + U[k]) from a locally SP
complex which has stably fully SP homology, and that (Pk ≤ Qk) admits stable SP
relative-coboundary-solutions over W .
Next, knowing the desired conclusions for the proper restrictions of P ≤ Q, this
already implies that (R ≤ S ) := Hpm(W,P ≤ Q) satisfies the hypotheses of Propo-
sition 7.4 for any p ≥ 1 (not yet p = 0, since that proposition required strict meekness
of proper restrictions). In this case Hpm(W,P ≤ Q) is strictly modest, hence automat-
ically also SP-modest, and so that proposition gives that it has stable finite-complexity
decompositions in its top structure complex, and stably SP-represented homology at
all positions except the last.
Now let Z1 := W + Y + U[k]. Then (P ≤ Q) is equal to CoindZZ1(P
◦ ≤ Q◦)
for some semi-functional (Z1, Y,U)-P-module (P◦ ≤ Q◦). This (P◦ ≤ Q◦) has
all the same sub-constituents and same lean version as (P ≤ Q), so it also satisfies
the hypotheses of Theorems 7.1 and 7.2. Therefore the reasoning above also applies
to Hpm(W,P
◦ ≤ Q◦): it too has stable finite-complexity decompositions in its top
structure complex, and stably SP-represented homology at all positions except the last.
Finally, this last conclusion provides the hypotheses needed to apply Proposition 5.12
to the top structure complex of (P ≤ Q), which is likewise co-induced from that of
(P◦ ≤ Q◦). That Proposition gives all the remaining desired conclusions (including
when p = 0).
8 Partial difference equations and zero-sum tuples
In Part I, PDceE-solution P-modules and zero-sum P-modules were shown to be 1-
almost and 2-almost modest, respectively, and this implied the main structural results
of that paper. This was proved by showing how a general PDceE-solution P-module,
resp. zero-sum P-module, can be constructed out of simpler P-modules using co-
homology and short exact sequences: since all of those preserve the desired almost
modest structure, the result followed.
We will now prove Theorems A and B along similar lines, using the general results
of the preceding sections about the preservation of almost meekness.
Proof of Theorem A. Proposition 3.44 implies that if A is compact-by-discrete, then it
is SP; this is the key assumption for the proof.
Fix Z and U = (U1, . . . , Uk), and let us recall the description of the solution P-
module for the resulting PDceE given in Subsection I.7.1. For each j ∈ {0, 1, . . . , k},
let U(j) = (U (j)ℓ )kℓ=1 be the subgroup tuple defined by
U
(j)
ℓ :=
{
Uℓ if ℓ ≤ j
{0} if ℓ > j,
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and let M j be the solution P-module of the PDceE directed by U(j). In particular,
M k is the P-module we wish to analyze.
It follows from this definition that
M0∅ = 0 and M0e = F(Z,A) whenever e 6= ∅.
This is easily seen to be both 1-almost SP-modest and 1-almost meek as a (Z, 0,U(0))-
P-module: indeed, its homology is equal toF(Z,A) in position (e, 1)whenever e 6= ∅,
and vanishes at all other positions. (This meekness assertion is using the fact that A is
SP)
Also, let M j
x
:= M j
x[k]\{j+1} for each j. In Subsection I.7.1, it was next shown
that all these solution P-modules M j and their reductions M j
x
are related as follows.
For each j, if M j is 1-almost modest, then the (Z, 0,U(j))-P-module M j
x
and the
(Z,Uj+1,U
(j))-P-module (M j/M j
x
)Uj+1 are both also (Z, 0,U(j+1))-P-modules,
and are still 1-almost modest after this re-interpretation. Interpreting (M j/M j
x
)Uj+1
as the semi-functional P-module H0m(Uj+1,M jx ≤ M j), the same reasoning works
for 1-almost SP-modesty and 1-almost meekness.
Then, for each j ∈ {0, 1, . . . , k − 1}, one obtains a short exact sequence of
(Z, 0,U(j+1))-P-modules:
M
j
x
→֒ M j+1 ։ H0m(Uj+1,M
j
x
≤ M j).
For each e ⊆ [k], this short exact sequence arises from the concatenation
0 ≤ (M j
x
)e ≤M
j+1
e = Z
0(Uj+1,M
j
e ,M
j
xe),
and so it is actually stably exact when regarded as a sequence of semi-functional P-
modules. We know from Subsection I.7.1 that all three of theseP-modules are 1-almost
modest, and an easy check shows that they are actually all 1-almost SP-modest. This
is because when |e| = 1, the modules M je and (M je /M jxe)Uj+1 are functional, not just
semi-functional: they always equal either M je (functional) or 0. Locally SP homology
follows easily from this using Lemma 4.39.
Since we have seen that M 0 is a 1-almost meek (Z, 0,U(0))-P-module, it now
follows by induction on j, using Corollary 6.9, Proposition 6.12, and Theorem 7.1,
that M j , M j
x
and then H0m(Uj+1,M jx ≤ M j) are 1-almost meek for every j. Once
we reach j = k, this includes the conclusion we wanted.
Proof of Theorem B. Once again, it suffices to assume A is a SP module. Let U(j) for
j ∈ {0, 1, . . . , k} be as before, and now for each j let N j be the zero-sum P-module
associated to (Z,U(j)). In this setting, Section I.7.3 showed that N 0 is 2-almost
modest, and that these N j are related to one another in just the same way as the
PDceE-solution modules M j in the proof of Theorem A. Since N 0 is also easily seen
to be 2-almost meek, the rest of the proof is now just like the proof of Theorem A.
With Theorem A in hand, the following is an easy corollary. The analogous corol-
lary for Theorem B can be proved along exactly the same lines.
Corollary 8.1. If M is the PDceE-solution P-module corresponding to Z and U, so
that M[k] is the module of solutions, then (M[k])sp is dense in M[k].
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Proof. We prove this by induction on k. When k = 1, the solutions are just measurable
functions lifted from Z/U1, which may of course be approximated by lifts of step
polynomials on Z/U1. So now suppose the result is known for all PDceEs of degree
less than some k ≥ 2, and that f ∈M[k]. By Theorem A, there is a decomposition
f = f0 +
k∑
i=1
fi,
where fi ∈M[k]\i for i = 1, 2, . . . , k, and where the restriction f0|(z + U[k]) is a step
polynomial for each coset z + U[k].
Each fi may be approximated by a step polynomial solution to its respective sim-
pler PDceE, by the hypothesis of our induction on k, so it suffices to find a step-
polynomial approximation to f0.
To do this, let V := Z/U[k], and let ψ : V × U[k] −→ Z be a U[k]-equivariant
bijection as given by Corollary 3.25. By considering f0 ◦ ψ instead of f0, it suffices to
find a step polynomial approximation to f0 in the special case Z = V × U[k], so we
now assume this.
With this assumption, some routine measure theory gives that if P is a QP partition
of V into cells of sufficiently small diameter (for some choice of compact group metric
on V ), then f0 may be approximated in probability by a function f1 such that
f1(v, u) = fC(u) ∀(v, u) ∈ C × U[k],
where fC is a step polynomial solution to our PDceE onU[k] itself for eachC ∈ P. The
right-hand side clearly defines a step-polynomial element ofM[k], so this completes the
proof.
9 Steps towards quantitative bounds
Our next goal is Theorem C, the quantitative extension of Theorem A. Before proving
it, we must introduce the notion of ‘complexity’ for a step polynomial, and then prove
some of its basic properties. This notion is not canonical, and other possibilities will
be discussed following the proofs, but it is essentially the only notion for which I can
prove a version of Theorem C.
9.1 Complexity and its basic consequences
Recall from Subsection 3.3 that a function f : Z −→ T is a step polynomial if and only
if {f} : Z −→ R is a step polynomial, and that any step polynomial [0, 1)d −→ R is a
sum of basic step polynomials, one for each cell of some convex polytopal partition of
[0, 1)d that controls it.
Definition 9.1 (Complexity). Fix D ∈ N. If C ⊆ [0, 1)d is a convex polytope, then it
has complexity at most D relative to [0, 1)d if C = [0, 1)d ∩H1 ∩ · · · ∩HD for some
open or closed half-spaces Hi ⊆ Rd, i = 1, 2, . . . , D.
A basic step polynomial f : [0, 1)d −→ R has basic complexity at most D if
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• d ≤ D, and
• f may be represented as p · 1C , where p : Rd −→ R is a polynomial of degree
at most D and with absolute values of all coefficients bounded by D, and C ⊆
[0, 1)d is a convex polytope of complexity at most D relative to [0, 1)d.
A step polynomial f : [0, 1)d −→ R has complexity at most D if it is a sum of
at most D basic step polynomials, all of basic complexity at most D. The least D for
which this holds is denoted cplx(f).
Finally, if Z is a compact Abelian group, then a function f : Z −→ T has com-
plexity at most D if {f} = f0 ◦ {χ} for some affine map χ : Z −→ Td and some
f0 : [0, 1)
d −→ R of complexity at most D. The least D for which there is such a
factorization is denoted cplx(f).
In either setting, if f is not a step polynomial then we set cplx(f) :=∞.
Our first estimate for this notion is obvious from the definition.
Lemma 9.2. If g0, h0 : [0, 1)d −→ R are step polynomials, then cplx(g0 + h0) ≤
cplx(g0) + cplx(h0).
The next estimate requires a little more work.
Lemma 9.3. For each D ∈ N there is a D′ ∈ N with the following property. Let
d ≤ D, let Z be a compact Abelian group and let χ : Z −→ Td be an affine map. If
g0 : [0, 1)
d −→ R has complexity at most D, g := g0 ◦ {χ}, and z ∈ Z , then there is
some h0 : [0, 1)
d −→ R of complexity at most D′ such that Rzg = h0 ◦ {χ}.
Proof. First suppose that Z = Td and χ is the identity. By summing at most D terms,
it suffices to prove this when g = p · 1C is a basic step polynomial of basic complexity
at most D. However, now the coordinates of {z} = ({z1}, . . . , {zd}) dissect [0, 1)d
into at most 2d ≤ 2D smaller boxes, say Qω for ω ∈ {0, 1}d, and for each ω one has a
vector vω ∈ Rd such that the following diagram commutes:
{·}−1(Qω)
{·}

w 7→w−z // {·}−1(Qω)− z
{·}

Qω u7→u+vω
// Qω + vω.
It follows that for each ω, the function Rz((p ·1C∩Qω)◦ {·}) is still a basic polynomial
of complexity at most D + d ≤ 2D (since C ∩ Qω could require up to D + d linear
inequalities to define it). Summing over ω completes the proof when χ = idTd .
Finally, for generalχ, simply observe that we may factorize g = g1◦χ, where g1 :=
g0 ◦ {·} satisfies the assumption of the special case above. Since Rzg = Rχ(z)g1 ◦ χ,
the result now follows from that special case.
Lemma 9.4 (Compactness). If d ≤ D then the set{
f ◦ {·}
∣∣ f : [0, 1)d −→ R, cplx(f) ≤ D} ⊆ F(Td)
is compact for the topology of convergence in probability for the measure mTd .
77
Proof. It suffices to prove this for the set of all compositions f0 ◦ {·} with f0 a basic
polynomial of basic complexity at most D, and hence for the set of all functions (p ·
1C) ◦ {·} where p and C satisfy the bounds in the definition of basic complexity. Also,
since {·} : Td −→ [0, 1)d defines an isomorphism of measure spaces, it suffices to
prove this compactness on [0, 1)d itself. This conclusion now follows because these
data are specified by OD(1) coefficients for p, all lying in [−D,D], and by at most D
open or closed half-spaces that intersect [0, 1]d, and the set of all such half-spaces is
compact.
Corollary 9.5. Let d ≤ D, let Z be a compact Abelian Lie group and let χ : Z −→ Td
be affine. Then the set{
{f} ◦ {χ}
∣∣ f : [0, 1)d −→ R, cplx(f) ≤ D} ⊆ F(Z)
is pre-compact for the topology of convergence in mZ-probability, and its closure is
contained in the set
{g ∈ F(Z) | cplx(g) ≤ D′}
for some D′ ∈ N (which may depend on Z and χ).
Proof. It clearly suffices to prove this for each coset of the identity componentZ0 ≤ Z
separately, so we may assume that Z = Tr for some r. Now Lemma 3.12 gives a
commutative diagram
Tr
{·}

χ // Td
{·}

[0, 1)r
ψ
// [0, 1)d
for some step-affine map ψ : [0, 1)r −→ [0, 1)d. It is also clear that if f : [0, 1)d −→ R
has cplx(f) ≤ D, then f ◦ ψ has complexity bounded by some D′ that depends only
on ψ and D. Therefore the set of functions in question is contained in{
{f ′} ◦ {·}
∣∣ f ′ : [0, 1)r −→ R, cplx(f ′) ≤ D′},
so the result follows from Lemma 9.4.
Lemma 9.6 (Bounded complexity and equidistribution). Let Z be a compact Abelian
Lie group with a translation-invariant metric ρ, let χ : Z −→ Td be affine, and let
D ∈ N be fixed. Then for every ε > 0 there is a δ > 0 such that for any closed
subgroup Y ≤ Z , if Y is δ-dense in Z for the metric ρ, then
|dY0 (0, g|Y )− d
Z
0 (0, g)| < ε
whenever g = g0◦{χ} and g0 : [0, 1)d −→ R has complexity at mostD, where dY0 and
dZ0 are the metrics of convergence in mY -probability andmZ -probability, respectively.
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Proof. For δ sufficiently small, it suffices to prove this on each connected component of
Z , so we may assume that Z = Tr. Having done so, we may argue from Lemma 3.12
as in the proof of Corollary 9.5 to pull everything back to Tr itself, and assume that χ
is the identity.
Lastly, it suffices to prove the result for g = g0◦{·}with g0 a basic step polynomial
of basic complexity at most D, say g0 = p · 1C as in Definition 9.1. At this point the
result is clear, because
• on the one hand, the resulting function (p · 1C) ◦ {·} : Td −→ R is locally
Lipschitz, with constant bounded in terms of D, on both the interior and exterior
of {·}−1(C),
• and on the other, C ⊆ [0, 1)d is a convex set with boundary contained in a union
of at most D portions of hyperplanes in Rd, implying that
m[0,1)d({v | dist(v, ∂C) < δ}) −→ 0 as δ ↓ 0
at a rate that can be bounded in terms of D alone.
9.2 Proof by compactness
Theorem C will also be proved by compactness and contradiction. It will involve the
Vietoris topology on the set of closed subgroups of a torus Td, which is a compact and
metrizable topology since Td is compact and metrizable. Letting ρ be any standard
choice of metric on Td (such as the quotient of the Euclidean metric on Rd), if Zn −→
Z as subsets of Td with this topology, then, by definition, for every ε > 0 there is an
n0 such that Zn is ε-dense in Z for ρ for all n ≥ n0. It is also standard that this implies
mZn −→ mZ in the vague topology.
In this setting we will need the following elementary lemma.
Lemma 9.7. IfZn is a sequence of closed subgroups ofTd tending to another subgroup
Z in the Vietoris topology, then Zn ≤ Z for all sufficiently large n.
Proof. This is most easily seen in the Pontryagin dual. The Vietoris convergence
Zn −→ Z implies the vague convergence mZn −→ mZ , and hence the convergence
Z⊥n −→ Z
⊥ as subsets of T̂d = Zd, in the sense of eventual agreement at any given
point of Zd. Since all subgroups of Zd are generated by at most d elements, this means
that Z⊥n must eventually contain a set of generators for Z⊥, at which point one has
Z⊥n ≥ Z
⊥ and hence Zn ≤ Z .
Proof of Theorem C. We will first select an ε depending only on k. The keys to this
are the quantitative results from Part I.
Firstly, Theorem I.C implies that there is non-decreasing function κ : (0,∞) −→
(0,∞), depending only on k and tending to 0 at 0, such that if M is the solution P-
module for the PDceE associated to some Z and subgroup-tuple U = (U1, . . . , Uk),
and if f ∈ F(Z) is such that
d0(0, d
U1 · · · dUkf) < ε in F(U1 × · · · × Uk × Z),
79
then d0(f,M[k]) < κ(ε).
Second, Theorem I.A′ promises some η > 0, depending only on k, such that if
f ′ ∈M[k] and d0(0, f ′) < η, then in fact f ′ ∈ ∂k(M (k−1)).
Putting these facts together, we may now choose ε > 0 so small that
ε+ κ(2k+1ε) < η.
This still depends only on k. We will prove that this ε has the property asserted in
Theorem C.
This will be proved by assuming otherwise, and deriving a contradiction from The-
orem A and a compactness argument. Thus, suppose that Zn is a sequence of com-
pact Abelian groups and Un = (Un,i)ki=1 a sequence of tuples of subgroups. Let
Mn = (Mn,e)e be the PDceE solutionP-module associated to Un, and let fn ∈Mn,[k]
and gn ∈ Fsp(Zn,T) be sequences such that
cplx(gn) ≤ d and d0(fn, gn) < ε
for all n, but on the other hand such that
min{cplx(f ′) | f ′ ∈ fn + ∂k(M
(k−1)
n )} −→ ∞.
For each n, let χn : Zn −→ Trn be an affine map and g′′n : [0, 1)rn −→ R be a
step polynomial such that
gn = g
′′
n ◦ {χn} mod Z and cplx(g′′n) = cplx(gn).
Also, let
g′n := g
′′
n ◦ {·} mod Z : T
rn −→ T,
so gn = g
′
n ◦ χn.
Step 1. Since rn ≤ d for every n, after passing to a subsequence we may suppose
that
• rn = r for every n,
• Z ′n := χn(Zn) −→ Z
′ for some Z ′ ≤ Tr in the Vietoris topology,
• similarly, U ′n,i := χn(Un,i) −→ U ′i ≤ Z ′ for each i ≤ k in the Vietoris topol-
ogy.
Lemma 9.7 implies thatZ ′n ≤ Z ′ andU ′n,i ≤ U ′i for all sufficiently large n; by omitting
finitely many terms of our sequences, we may assume this holds for all n.
Using Corollary 9.5, another passage to a subsequence now allows us to assume
in addition that d0(g′n|Z′ , g′) −→ 0 in F(Z ′), where g′ : Z ′ −→ T is another step
polynomial.
Let M = (M ′e)e be the solution P-module for the PDceE associated to Z ′ and
U
′ = (U ′1, . . . , U
′
k).
Step 2. Since d0(fn, gn) < ε and fn ∈Mn,[k], we have
d0(0, du1 · · · dukgn) < 2
kε in F(Zn)
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for all (u1, . . . , uk) ∈
∏
i Un,i, for all n ≥ 1. Equivalently,
d0(0, (du′1 · · · du′kg
′
n)|Z′n) < 2
kε in F(Z ′n) (25)
for all (u′1, . . . , u′k) ∈
∏
i U
′
n,i, for all n ≥ 1.
Now, since g′n = g′′n ◦ {·} mod Z for g′′n : [0, 1)d −→ R having complexity at most
d, applying each of Lemmas 9.2 and 9.3 k times gives that also
du′
1
· · · du′
k
g′n = g
′′
n,u′1,...,u
′
k
◦ {·} mod Z
for some functions g′′n,u′1,...,u′k : [0, 1)
d −→ R whose complexity is bounded only in
terms of D and k, uniformly in (u′1, . . . , u′k). On the other hand, Z ′n equidistributes in
Z ′ as n −→∞. Given this, Lemma 9.6 and (25) imply that
d0(0, du′1 · · · du′kg
′
n) < 2
k+1/3ε in F(Z ′) (26)
for all (u′1, . . . , u′k) ∈
∏
i U
′
n,i, for all sufficiently large n.
Next, since d0(g′n, g′) −→ 0 in F(Z ′), the estimate (26) implies that
d0(0, du′1 · · · du′kg
′) < 2k+2/3ε in F(Z ′)
for all (u′1, . . . , u′k) ∈
∏
i U
′
n,i, for all sufficiently large n. Finally, since
⋃
n≥1 U
′
n,i is
dense in U ′i for each i, this turns into
d0(0, du′1 · · · du′kg
′) < 2k+1ε in F(Z ′) ∀(u′1, . . . , u′k) ∈
∏
i
U ′i
=⇒ d0
(
0, dU
′
1 · · · dU
′
kg′
)
< 2k+1ε in F(U ′1 × · · · × U ′k × Z ′).
Step 3. Having reached this last estimate, we may apply Theorem I.C to conclude
that there is some h′ ∈M ′[k] such that
d0(g
′, h′) < κ(2k+1ε).
Moreover, by the density result of Corollary 8.1, we may assume in addition that this
h′ is a step polynomial on Z ′.
Step 4. Finally, since Z ′n ≤ Z ′ and U ′n,i ≤ U ′i for all i and n, the pulled-back
functions
hn := h
′ ◦ χn
are all well-defined, each hn solves the PDceE associated to Zn and Un, and each hn
is still a step polynomial on Zn of complexity at most cplx(h′) (since pre-composing
with an affine function cannot increase complexity according to Definition 9.1). Now
another appeal to Lemma 9.6, the equidistribution of Z ′n in Z ′, and the fact that g′n −→
g′ in F(Z ′) give that
d0(gn, hn) ≤ d0(g
′
n ◦ χn, g
′ ◦ χn) + d0(g
′ ◦ χn, h
′ ◦ χn) < κ(2
k+1ε)
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for all n sufficiently large. Therefore
d0(fn, hn) < ε+ κ(2
k+1ε) in F(Zn).
However, we chose this right-hand side to be less than η, so this implies hn ∈ fn +
∂k(M
(k−1)
n ), yet cplx(hn) = cplx(h′) remains bounded as n −→∞. This contradicts
our initial assumptions, and so completes the proof.
9.3 Discussion
Instead of proving Theorem C by compactness and contradiction, it is tempting to try
to keep track of the complexities of the step polynomials that appear as we build up
the machinery of semi-functional P-modules. This would hopefully lead to effective
versions of our results about short exact sequences, cohomology P-modules, and so
on. (In principle, our proof by compactness could be forced to yield explicit bounds by
quantifier-elimination, but they would be atrocious.)
Unfortunately, the most naı¨ve version of this idea cannot be carried out, because
some of the necessary results are not true.
Example 9.8. Let Z = (Z/pZ)2 × T for some large prime p, and let χ : T −→ T be
the identity character. Let
U1 := ((1, 0) · (Z/pZ))× T, U2 := ((1,−1) · (Z/pZ))× T
and U3 := ((0, 1) · (Z/pZ)) × T,
and define f : Z −→ T by
f(s1, s2, t) := ⌊{s1}/p+ {s2}/p⌋ · p · χ(t),
where {s1} now denotes the element of {0, 1, . . . , p− 1} that represents s1 modulo p.
An easy check shows that
f(s1, s2, t) = {s1}χ(t) + {s2}χ(t)− {s1 + s2}χ(t), (27)
so f is a degenerate solution of the PDceE associated to (U1, U2, U3).
This f has complexity bounded independently of p. Indeed, one may simply ob-
serve that f = f1 ◦ πp, where
πp : (Z/pZ)
2 × T −→ T3 : (s1, s2, t) 7→ ({s1}/p mod 1, {s2}/p mod 1, pt)
is a homomorphism, and
f1(s
′
1, s
′
2, t
′) = ⌊{s′1}+ {s
′
2}⌋ · χ(t
′).
Therefore cplx(f) ≤ cplx(f1), and this does not depend on p. However, the sum-
mands in (27) have complexity that grows as p increases, because each of {s1}, {s2}
and {s1 + s2} can take real values as large as p − 1. (This is not a complete proof
that the summands grow in complexity, but it can be turned into one with a little extra
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work. Alternatively, Corollary 9.5 shows that if the complexities of these summands
were bounded uniformly in p, then one could factorize them through affine maps to a
fixed torus so that they are all pulled back from some pre-compact family of step poly-
nomials, and one can also check by hand that this is not possible.) Similar reasoning
also gives that there is no other representation as in (27) in which all summands have
complexity bounded independently of p.
Before leaving this example, let us note that the function f above is built from the
function
(Z/pZ)2 −→ Z : (s1, s2) −→ p⌊{s1}/p+ {s2}/p⌋,
which is an element of B2(Z/pZ,Z). This latter can also be cast as an example in
which a low-complexity 2-coboundary is not the coboundary of a low-complexity 1-
cochain, and from that perspective it can also be used to rule out certain complexity-
dependences in Theorem 7.2. ⊳
The upshot of this example is that, although we have proved that a PDceE-solution
P-module M admits finite-complexity decompositions in its top structure complex,
for a given step polynomial f ∈ ∂k(M (k−1)) it may not be possible to control the
minimal complexity of g ∈ ∂−1k {f} only in terms of cplx(f). At the very least, this
control must also depend on the choice of Z , and if Z is infinite-dimensional then there
may be no such control at all (for instance, by taking an infinite product of increasingly
bad examples).
The best one can obtain is a control on the minimal complexity of g ∈ ∂−1k {f} that
depends both on cplx(f) and on an a priori bound for how easily some g′ ∈ ∂−1k {f}
may be approximated by controlled-complexity step functions. This would be much
like the statement of Theorem C. However, this is strictly stronger than a control on the
ability to approximate f itself (the above example witnesses this, too), and it seems to
me a very complicated challenge to develop effective versions of the main results for
P-modules that take this technical necessity account.
Question 9.9. In the setting above, if one fixes a Lie group Z and subgroup-tuple U,
can one bound min{cplx(g) | g ∈ ∂−1k {f}} only in terms of cplx(f)?
Looking again at Example 9.8, the summands in (27) had large complexity (in the
sense of Definition 9.1) only by virtue of requiring polynomials with large coefficients
in their representation as step polynomials. Those polynomials may still be taken to be
quadratic, and the directing QP partitions involve only a small number of cells.
Question 9.10. Is there a version of Theorem C in which one controls only the com-
plexities of directing QP partitions and the degrees of polynomials, but not the size of
their coefficients?
I do not know how to approach this question. Subsections 9.1 and 9.2 both made
essential use of some consequences of low complexity for the ‘regularity’ of step poly-
nomials, and this will not hold if one allows very large coefficients. If one attempts
to avoid the proof by contradiction-and-compactness, and instead keep track of this
alternative kind of complexity through the work of all the previous sections, one still
runs into this problem, because the regularity properties of step polynomials were also
implicitly involved in the cohomological results of Subsection 5.3.
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Finally, recall from Theorems I.A and I.B that if Z is a Lie group, then the structural
homology of the P-modules M and N is finitely generated in all positions above 1
(resp. 2). Coupled with Theorems A and B of the present paper, this immediately
implies the following.
Corollary 9.11. Let Z be a Lie group, U a tuple of at least three subgroups of Z , M
the associated PDceE-solution P-module, and N the associated zero-sum P-module.
Then there is some D ∈ N such that every f ∈M[k] (resp. f ∈ N[k]) is of the form
f = n1f1 + · · ·+ nℓfℓ + g,
where ni ∈ Z, fi ∈M[k] (resp. fi ∈ N[k]) has complexity at most D for all i ≤ ℓ, and
g ∈ ∂k(M (k−1)) (resp. g ∈ ∂k(N (k−1))).
Of course, we cannot control the size of the coefficients ni in this corollary, and so
we do not control the complexity of the whole sum n1f1 + · · · + nℓfℓ. This begs the
following question, which I suspect lies far beyond the methods of the present paper.
Question 9.12. Does the preceding corollary hold for any compact Abelian Z , with a
choice of D that does not depend on Z or U, but now with no control over either the
coefficients ni or the number of summands ℓ?
A Step-polynomial cohomology for discrete modules
This appendix proves Proposition 5.9. We bring forward the notation used there.
First, let V := Z/Z1. A repeated application of Proposition 4.17 gives a diagram
of cochain Z1-complexes (hence also W -complexes)
0 // CoindZZ1A1
d //
∼=

C1(W,CoindZZ1A1)
d //
∼=

· · ·
0 // F(V,A1)
d // C1(W,F(V,A1))
d // · · · ,
where each vertical isomorphism is complexity-bounded in both directions. This re-
stricts to an isomorphism of the step-polynomial subdiagrams of the top and bottom
rows. It therefore suffices to prove the counterpart of Proposition 5.9 for the bottom
row: that is, to prove that the comparison maps
Hpsp(W, 0 ≤ F(V,A1)) −→ F(V,H
p
m(W,A1))
are injective with images equal to Fsp(V,Hpm(W,A1)). Equivalently, this has reduced
our work to the case Z = V × Z1.
The rest of the proof rests on defining two further cohomological functors from
PMod(Y ) to Abelian groups, say H∗ = (Hp)p≥0 and K∗ = (Kp)p≥0, with the
following properties:
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• if M is a discrete Y -module, then
Hp(M) = Hpsp
(
W, 0 ≤ F(V,M1)
)
and Kp(M) = Fsp
(
V,Hpm(W,M1)
)
, (28)
where we will now let M1 := CoindZ1Y M for any M ∈ PMod(Y ),
• H∗ andK∗ are both effaceable cohomological functors on the whole ofPMod(Y )
(these terms are defined in [12]), and
• there are comparison homomorphismsHp −→ Kp in all degrees which respect
long exact sequences and give an isomorphism in degree zero.
By the usual universality argument (see [12, Theorem 2]), the second and third of these
properties together imply that all of the those comparison homomorphisms are actually
isomorphisms. Then the first property implies that the desired cohomology groups are
equal for discrete modules, completing the proof of Proposition 5.9.
We need this rather abstract formulation because the universality argument works
only for functors that are defined on a large enough category: in this case, PMod(Y ).
It cannot be applied directly to the two right-hand sides in (28), since these are well-
defined only for discrete modules, which are too small a class to allow effacement.
Similar techniques were used in [2] to prove various cocycle-regularity results for the
theory H∗m.
The key to defining H∗ and K∗ on general Polish modules is the following.
Definition A.1. For any compact metrizable Abelian group Z and Polish Abelian
group M , a function Z −→ M is almost-step if it is a uniform limit of step functions
Z −→ M (that is, finite-valued functions whose level-sets form a QP partition). The
set of Haar-a.e. equivalence classes of almost-step functions is denoted by Fas(Z,M).
The definitions of H∗ and K∗ and the comparison between them will rely on a few
basic properties of almost step functions.
Lemma A.2. If ψ : M −→ N is a continuous homomorphism of Polish Abelian
groups and F ∈ Fas(Z,M), then ψ ◦ F ∈ Fas(Z,N). If ψ is surjective, then for any
f ∈ Fas(Z,N) there exists F ∈ Fas(Z,M) such that f = ψ ◦ F .
Proof. The first conclusion is obvious.
For the second, suppose ψ is surjective, let d be a bounded complete group metric
generating the topology of M , let d be the resulting quotient metric on N , and let d∞
be the uniform metric on functions Z −→ N that arises from d. Let gn : Z −→ N be
a sequence of step functions such that d∞(f, gn) < 2−n−1 for all n, and let Pn be a
QP partition that refines the level-set partition of gn for each n. By replacing each Pn
with
∨
m≤nPm if necessary, we may assume that each Pn refines its predecessors.
We now construct lifts Gn : Z −→M of the functions gn recursively as follows.
To begin, let G1 be any lift of g1 which is constant on the cells of P1.
Now assume that gm has already been defined for eachm ≤ n. Since d∞(gn, gn+1) <
2−n, and since gn and gn+1 are both constant on every cell of Pn+1, by the definition
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of d we may choose a lift of the value of gn+1 on each of these cells which lies within
2−n+1 of the previously-chosen value of Gn on this cell. This new lift will be the value
of Gn+1 on this cell.
These selections define the lifts Gn. The construction gives
d∞(Gn, Gn′) < 2
−n+1 + · · ·+ 2−n
′
whenever n′ > n, so these lifts form a Cauchy sequence in the uniform topology.
Letting F be their uniform limit completes the proof.
Lemma A.3. Let Z and M be as above, and suppose that f : Z −→ M is a function
for which there is a QP partition P of Z such that f |C has a uniformly continuous
extension to C for every C ∈ P. Then f is almost step.
Proof. Fix ε > 0, and let d be a suitable metric on M . Since P has only finitely many
cells, our assumption implies that there is a finite open cover U of Z , say by balls of
sufficiently small radius for some choice of metric on Z , such that(
y ∼P z and z, y ∈ U ∈ U
)
=⇒ d(f(y), f(z)) < ε.
Now let Q be a QP partition to which U is subordinate (Lemma 3.5), and let R :=
P ∩Q. Then the above property allows us to choose a function g which is constant on
every cell of R and takes values uniformly within ε of those of f everywhere.
Finally, we will need the following result about ‘slicing’ almost step functions.
Lemma A.4. If Y and Z are compact metrizable Abelian groups, M is a Polish
Abelian group with translation-invariant metric d, and f : Y ×Z −→M is an almost-
step function, then the function F : Y −→ F(Z,M) defined by
F (y)(z) := f(y, z)
is also an almost-step function.
Proof. Let gn −→ f be a uniformly convergent sequence of step functions, and define
Gn : Y −→ F(Z,M) by
Gn(y)(z) := gn(y, z).
These satisfy the uniform convergence Gn −→ F for the convergence-in-probability
metric d0 on F(Z,M). The proof is finished by showing that each Gn is an almost-
step function (although possibly not a step function: consider again Example 3.35).
This holds because Corollary 3.38 gives a QP partition P of Y such that Gn restricts
to a uniformly continuous function on each cell of P, so we may make another appeal
to Lemma A.3.
Now let us return to the setting of two subgroups Y,W ≤ Z1 with Y +W = Z1
and Z = V × Z1. For each p ≥ 0 and M ∈ PMod(Y ) define
Cpas(M) := Fas(W
p × V × Z1,M)
Y ,
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where we take the fixed points for the diagonal Y -action on Z1 and M . This is a
submodule of Cp(W,F(V,M1)). Define the corresponding coboundary operators
d : Cpas(M) −→ F(W
p+1 × V × Z1,M)
Y ∼= Cp+1(W,F(V,M1))
by the usual formula:
df(w1, . . . , wp+1, v, z) := w1 · (f(w2, . . . , wp+1, v, z + w1))
+
p∑
i=1
(−1)pf(w1, . . . , wi + wi+1, . . . , wp+1, v, z)
+(−1)p+1f(w1, . . . , wp, v, z), (29)
(this is really just a repeat of (13)).
Lemma A.5. If f ∈ Cpas(M) then df ∈ Cp+1as (M).
Proof. Since Z is compact, it is clear from formula (29) that if gn −→ f uniformly,
then dgn −→ df uniformly, so it suffices to prove this in case f is strictly a step
function.
In this case, every summand in (29) is obviously also step, except for the first:
w1 · (f(w2, . . . , wp+1, v, z + w1)).
If P is a QP partition of W p × V × Z1 that controls f , and Q is its lift through the
homomorphism
W p+1×(V×Z1) −→ W
p×(V×Z1) : (w1, . . . , wp+1, v, z) 7→ (w2, . . . , wp+1, v, z+w1),
then that first term is uniformly continuous on every cell of Q, so it is almost step by
the preceding lemma.
Finally, it is obvious that a sum of almost step functions is almost step.
This lemma shows that one has a complex
0 −→ C0as(M)
d
−→ C1as(M)
d
−→ · · · .
Now we define Hp(M) for p ≥ 0 to be the homology of this complex. In particular,
H0(M) is the module of W -fixed points in C0as(M) = Fas(V × Z1,M)Y , which is
easily identified with Fas(V, (CoindZ1Y M)W ) = Fas(V,H0m(W,M1)).
We next define the functor K∗. To this end, now set
C˜p(M) := Fas
(
V, Cp(W,M1)
)
for all p ≥ 0, and observe that these fit into a complex
0 −→ C˜0(M)
d˜
−→ C˜1(M)
d˜
−→ · · · ,
where d˜ : C˜p(M) −→ C˜p+1(M) is given by f 7→ d ◦ f when f ∈ C˜p(M) is regarded
as an almost step function V −→ Cp(W,M1), and d is the differential on C∗(W,M1).
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This complex is well-defined by the first part of Lemma A.2. We define Kp(M) for
p ≥ 0 to be the homology of this complex.
In order to compare H∗ and K∗, observe from Lemma A.4 that if f ∈ Cpas(M) =
Fas(W p × V × Z1,M)Y , and we regard it as a function V −→ Cp(W,M1), then it
defines an element of Fas(V, Cp(W,M1)). This re-interpretation therefore defines a
sequence of homomorphisms Cpas(M) −→ C˜p(M) that intertwine the differentials of
these complexes, and these now descend to a sequence of comparison homomorphisms
Hp(M) −→ Kp(M).
Now suppose that M is discrete. In this case, a uniformly convergent sequence of
M -valued functions must actually stabilize. Therefore
Cpas(M) = C
p
sp
(
W,F(V,M1)
)
and Hp(M) = Hpsp
(
W, 0 ≤ F(V,M1)
)
for discrete M . (Note, however, that if M is a non-discrete functional module, then
the class of almost-step functions W p × V × Z1 −→ M may be strictly larger than
Fsp(W p × V × Z1,M), and so it does not follow that Hp(M) = Hpsp(W,F(V,M1))
for general functional modules M .)
On the other hand, for any M ∈ PMod(Y ) for which
Hpm(W,M1) = Z
p(W,M1)/B
p(W,M1)
is Hausdorff, hence Polish, the second part of Lemma A.2 shows that
Kp(M) =
Fas(V,Zp(W,M1))
Fas(V,Bp(W,M1))
= Fas(V,H
p
m(W,M1)), (30)
regarded as a subgroup of F(V,Hpm(W,M1)). In particular, in case M is discrete,
the groups Hpm(W,M1) are also discrete (see Corollary I.3.4), and so this identifies
Kp(M) with the subgroup Fsp(V,Hpm(W,M1)).
Thus, we have proved (28), and Proposition 5.9 becomes a consequence of the
following more general result:
Proposition A.6. The comparison maps Hp(M) −→ Kp(M) are isomorphisms for
every M ∈ PMod(Y ).
Proof. This is proved by showing that both H∗ and K∗ are effaceable cohomological
functors on PMod(Y ), and that the comparison map is an isomorphism when p =
0. Then a standard appeal to the universality properties of effaceable cohomological
functors on PMod(Y ) complete the proof: see [12, Theorem 2]. This kind of argument
was discussed a little more in Subsection I.3.2.
Thus, we must give the constructions of long exact sequences for both theories;
prove that both are effaceable; and compare them in degree zero.
Long exact sequences. For K∗, long exact sequence simply follow from those for
Hpm itself, using Lemma A.2.
For H∗, the usual construction also works (compare [12]): running through the
construction of the switchback homomorphisms for the measurable theory, one sees
that Lemma A.2 and Corollary A.5 enable one to stay among almost-step functions.
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Effaceability. We will show that the inclusionM →֒ F(Z1,M), whereF(Z1,M)
is regarded as a Y -module with the diagonal action, is effacing for both H∗ and K∗.
Indeed, if f : W p × V × Z1 −→ M is Y -equivariant and satisfies df = 0, then
let ξ : Z1 −→W be a W -equivariant step-affine function (from Proposition 3.23), and
consider the function F : W p−1 × (V × Z1) −→ F(Z1,M) defined by
F (w1, . . . , wp−1, v, z)(z
′) := (−1)pf(w1, w2, . . . , wp−1, ξ(z
′)−w1−· · ·−wp−1, v, z).
A direct calculation gives that dF = f among F(Z1,M)-valued cochains. If f was
almost step, then so is F , by Lemma A.4, and similarly if f ∈ C˜p(M), then F ∈
C˜p−1(F(Z1,M)), so this inclusion effaces both theories.
Interpretation in degree zero. Finally, when p = 0, we have seen that H0(M) =
Fas(V,H0m(W,M1)), and equation (30) gives the same for K0(M), since H0m(W,M1)
is always Hausdorff.
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