Abstract: The study of networks leads to a wide range of high dimensional inference problems. In most practical scenarios, one needs to draw inference from a small population of large networks. The present paper studies hypothesis testing of graphs in this high-dimensional regime.
Introduction
Analysis of random graphs has piqued the curiosity of probabilists since its inception decades ago, but the widespread use of networks in recent times has made statistical inference from random graphs a topic of immense interest for both theoretical and applied researchers. This has caused a fruitful interplay between theory and practice leading to deep understanding of practical applications which, in turn, has led to advancements in applied research. Significant progress is clearly visible in problems related to network modelling (Albert and Barabási, 2002; Lovász, 2012) , community detection (Decelle et al., 2011; Abbe and Sandon, 2016) , network dynamics (Berger et al., 2005) among others, where statistically guaranteed methods have emerged as effective practical solutions. Quite surprisingly, the classical problem of hypothesis testing * Supported by the German Research Foundation (Research Unit 1735) and the Institutional Strategy of the University of Tübingen (DFG, ZUK 63) .
† Supported by the Deutsche Forschungsgemeinschaft (DFG) Emmy Noether grant MuSyAD (CA 1488/1-1) of random graphs is yet to benefit from such joint efforts from theoretical and applied researchers. It should be noted the problem itself is actively studied in both communities. Testing between brain or 'omics' networks have surfaced as a crucial challenge in the context of both modelling and decision making (Ginestet et al., 2017; Hyduke, Lewis and Palsson, 2013) . On the other hand, phase transitions are now known for the problems of detecting highdimensional geometry or strongly connected groups in large random graphs (Bubeck et al., 2016; Arias-Castro and Verzelen, 2014) . However, little progress has been made in the design of consistent tests for general models of random graphs. The present paper takes a step towards addressing this general concern.
While research on testing large random graphs has been limited, statistical hypothesis testing for high-dimensional data has been an active area of research in recent years. The standard framework here is the following. One has access to a population of m independent and identically distributed samples, each instance residing in an ambient space of dimension n, where n may be much larger than m. (We denote the dimension by n since the number of vertices n of a graph essentially quantifies the dimensionality of the problem.) Traditional tests address this setting of hypothesis testing where n is fixed and m → ∞. But, several recent works provide tests and asymptotic guarantees as m → ∞, with the possibility that n m → ∞ (Chen and Qin, 2010; Cai, Liu and Xia, 2014; Ramdas et al., 2015) . A different situation arises in the signal detection literature, where one observes a high-dimensional (Gaussian) signal, and tests the nullity of its mean. Subsequently, asymptotics of the problem is considered for n → ∞ but fixed sample size (m = 1 or a constant), and minimax separation rates between the null and the alternative hypotheses are derived (Ingster and Suslina, 2003; Baraud, 2002; Verzelen and Arias-Castro, 2014; Mukherjee, Pillai and Lin, 2015) .
Quite interestingly, all these settings have practical significance in the context of network analysis. For instance, consider the case where we have m graphs defined on the same set of n vertices. Such graphs may correspond to functional connectivity networks of brains of multiple individuals (Stam et al., 2007; Ginestet et al., 2017) , different sets of relations constructed for a set of actors (Hanneman and Riddle, 2005) , or molecular interaction networks arising from genomic / proteomic data (Hyduke, Lewis and Palsson, 2013) among others. In the first case, one has access to a large number of moderate-sized brain networks (large m, moderate n), whereas the second problem usually comes with a fixed number of large networks (small m, large n), and finally, omics data typically provide one large interaction network (m = 1, large n). This demands for tests and performance guarantees that hold for both large m or large n regimes. That being said, the problem is more amenable in the large m setting, where one can resort to the vast literature of non-parametric hypothesis testing that can even be applied to random graphs. A direct approach to this problem would be to use kernel based tests (Gretton et al., 2012) in conjunction with graph kernels (Vishwanathan et al., 2010; Kondor and Pan, 2016) , which does not require any structural assumptions on the network models. However, known guarantees for such tests depend crucially on the sample size, and one cannot conclude about the fidelity of such tests for very small m.
The "small m, large n" setting, on the other hand, is less obvious, and yet quite important. While this scenario is implicit in the problems of distinguishing a geometric graph from an Erdös-Rényi graph (Bubeck et al., 2016) or detecting planted cliques (Arias-Castro and Verzelen, 2014) , the issue was first addressed in a relatively general framework by Tang et al. (2016 Tang et al. ( , 2017 , where the authors presented non-parametric tests for testing between a pair of Random Dot Product Graphs (RDPG) defined on the same set of vertices. RDPGs are undirected graphs where edges occur independently, and the population adjacency matrix has a low-rank structure. Tang et al. (2016) show that as long as the rank is fixed and known, one can use spectral decompositions of the adjacency matrices to construct consistent two-sample tests for the problem. This leads to a number of interesting questions:
• When both graphs are defined on the same set of vertices, the most naive approach would be to simply compare the adjacency matrices. Does this approach lead to consistent tests? • Can we use similar techniques to test between any pair of random graphs with a common vertex set, that is, can the RDPG assumption be relaxed? • How easily can we extend such tests for m > 1? Can we achieve consistency when either m → ∞ or n → ∞? In other words, can we compensate for small m by large n and vice-versa? • Which models are hard to distinguish? Can we construct minimax tests?
The present paper addresses the above questions, and provides an affirmative answer in most cases. Similar to Tang et al. (2016) , we assume that both graph populations are defined on the same set of vertices with the exact vertex correspondence being known. The graphs are generated from the inhomogeneous Erdös-Rényi model (Bollobas, Janson and Riordan, 2007) , where all the edges occur independently but with arbitrary probabilities, and hence, there is no structural restriction on the population adjacency matrix. Section 2 presents a generic testing problem, where our aim is to test for equality of the population adjacencies of the two inhomogeneous random graph models.
We study two specific instances of this problem in Section 3 and 4, where the separation between the two models is quantified by the Frobenius norm and the operator norm of difference between the population adjacency matrices, respectively. We construct tests for these problems that also extend to large graph populations, and hence, can tackle both the "small sample, large graph" and "small graph, large sample" regimes. We show that the derived tests are near optimal in a minimax sense over a wide range of parameters for the inhomogeneous random graph models. We include only a sketch of the proofs in the paper, and the detailed proofs can be found in the appendix at the end of the paper.
Finally, Section 5 discusses several aspects of the results stated in this paper. In particular, Section 5.4 shows the minimax rates of detection for any fixed graph size n and population size m, while Section 5.5 rephrases our results to provide asymptotic power of the proposed tests. Section 5.7 discusses the connection of this paper to a general framework that does not assume vertex correspondence (Ghoshdastidar et al., 2017) .
Formal problem statement
We need the following norms for any n × n symmetric matrix: (i) Frobenius norm, · F , is the root of sum of squares of all entires, (ii) operator norm, · op , corresponds to the largest singular value of the matrix, and (iii) row sum norm, · r , (or, the induced ∞-norm) is the maximum absolute row sum of the matrix. We refer to any generic norm by · . We also use the notations and to denote the standard inequalities but ignoring constants, that is, we use them in the sense of big-O and Ω notations. Further, if both inequalities hold, then we use ≃ to denote that two quantities are same up to possible difference in constant scaling.
Throughout the paper, V = {1, 2, . . . , n} denotes a set of n vertices, and we consider undirected graphs defined on V . Any such graph can be expressed as G = (V, E G ), where E G is the set of undirected edges. We use the symmetric matrix A G ∈ {0, 1} n×n to denote the adjacency matrix of G, where (A G ) ij = 1 if (i, j) ∈ E G , and 0 otherwise. The class of inhomogeneous random graphs, or more precisely inhomogeneous Erdös-Rényi (IER) graphs, on V can be described as follows. Let M n ⊂ [0, 1] n×n be the set of symmetric matrices with zero diagonal, and off-diagonal entries in [0, 1]. For any P ∈ M n , we say that G is an IER graph with population adjacency P , denoted by G ∼ IER(P ), if the adjacency matrix A G is a symmetric random matrix such that (A G ) ij ∼ Bernoulli 0−1 (P ij ), and ((A G ) ij ) 1≤i<j≤n are independent.
Intuitively, we want to solve the following problem: Let P, Q ∈ M n . Given G 1 , . . . , G m ∼ iid IER(P ) and H 1 , . . . , H m ∼ iid IER(Q), we would like to test between the alternatives H 0 : P = Q and H 1 : P = Q. Note that the alternative hypothesis can also expressed as P − Q > 0, where · is any norm defined on M n . It is well known that if two distributions are very close, then no test can distinguish between them using only a finite number of samples m (see, for instance, Baraud, 2002) . In the present context, this implies that two IER models can be distinguished if P − Q > ρ, where ρ > 0 decays with increasing m. For the case of sparse IER graphs, we observe that this minimum separation also depends on the sparsity of either models, that is, ρ can be a function of P, Q as well. To resolve this issue, we replace P − Q by a surrogate function S(·) that becomes zero if and only if P = Q.
Formally, we rephrase the above two-sample testing in the following general framework. For any n and m, let S n,m ≥ 0 and C n,m ≥ 0 be two scalars that may depend on n, m. We define two subsets of M n × M n :
where S and C are two non-negative scalar functions with the property that S(θ) = 0 if and only if both components of θ are same. For simplicity, we henceforth denote these sets by Ω 0 and Ω 1 , respectively. We also drop the subscripts on S and C , bearing in mind that these two quantities can at most depend on n, m, but not on θ.
The quantity S corresponds to the separation criterion, and hence, the above sets correspond to the null and alternative hypotheses, that is, we test
The condition on C, and the parameter C , controls the complexity of the problem. Intuitively, one may think C as the minimum allowable edge density of the graphs. If C is smaller, then we also need to test between sparser graphs, which increases the difficulty of the problem since we need to distinguish between two models without sufficient information in terms of presence of edges. For any n, m, given the independent graphs G 1 , . . . , G m and H 1 , . . . , H m , a test Ψ is a binary function of 2m adjacency matrices, where Ψ = 0 when the test accepts the null hypothesis, and Ψ = 1 otherwise. We are interested in the maximum or worst-case risk of a test given by
which is the sum of maximum possible probabilities of Type-I and Type-II errors incurred by the test. In the following two sections, we present two tests based on the Frobenius norm difference, P − Q F , and the operator norm difference P − Q op , between the two models. We show that under certain conditions on S and C , the maximum risk of either tests can be made arbitrarily small. To study the optimality of these tests, we study the minimax risk for the problem defined as
where the infimum is taken over all possible tests for the problem. Our results are stated for fixed n and m. To obtain asymptotic results, one may consider a sequence of Ω 0 , Ω 1 with growing n or m. Subsequently, our results can be stated for each such problem in the sequence, which provides asymptotic statements when either n → ∞ or m → ∞ (see Section 5.5).
Testing for separation in Frobenius norm
Our first approach is to view the problem in a vectorised form. We know that for G ∼ IER(P ), A G consists of mutually independent Bernoulli's above the diagonal. Hence, we alternatively view A G as a n 2 -dimensional Bernoulli vector, with independent coordinates and mean given by a vectorisation of P . Subsequently testing equality of P, Q ∈ M n given G ∼ IER(P ) and H ∼ IER(Q) boils to the problem of testing whether vectorisations of A G and A H have identical means or not. This is a well-studied problem for Gaussian vectors (Chen and Qin, 2010) , and it is known that asymptotic consistency can be achieved if the Euclidean distance between the means is higher than the "noise level". To capture such a signal to noise ratio in the present Bernoulli setting, we express the separation as
for any θ = (P, Q) ∈ M n × M n with the convention 0 0 = 0. Observe that S 1 (θ) = 0 only when P = Q. The complexity of the problem is defined in terms of
which captures the level of overall sparsity of the pair of models. Note that the problem is harder only when both models are sparse, and this is the case where C 1 (θ) is small. We first consider a two sample test for this problem. Assume m ≥ 2 and even. Given G 1 , . . . , G m ∼ iid IER(P ) and H 1 , . . . , H m ∼ iid IER(Q), we define the following test statistic
For m odd, one may compute the above statistic by ignoring the last sample. One can observe that the numerator in (7) estimates P −Q 2 F upto some scaling, and is normalised by a rough estimate of its standard deviation. Equivalently, one may also see T 1 as an estimate of (S 1 (θ)) 2 upto scale. It is interesting to note that to compute the statistic (7), we split the population into two parts and estimate
′ . This is crucial for obtaining an unbiased estimate of the squared difference, and the main reason why the test works only for m ≥ 2. We obtain the following result using the test statistic T 1 in (7).
Theorem 3.1 (Sufficient conditions for detecting separation in Frobenius norm).
Consider the testing problem in (1)-(2) with S 1 and C 1 given in (5)-(6). For any given η ∈ (0, 1), if m ≥ 2, C ≥ 16 6 ln(
Proof. Let µ denote the numerator in (7) and σ be the denominator, that is,
(S 1 (θ)) 2 , and we show that T 1 concentrates under the condition on C . This claim follows from a new concentration inequality for the sum of "product of sums" stated in Lemma A.1 in the supplementary. Note that µ and σ 2 both have this structure. The theorem follows immediately from the concentration of T 1 since it implies that T 1 concentrates at zero for θ ∈ Ω 0 , whereas if θ ∈ Ω 1 , then T 1 is larger than the threshold with high probability. Informally, the above result implies that if the expected number of edges in one of the graph models grow at least linearly with n, then the above test can distinguish between two graphs that are separated by a certain factor, and a smaller separation can be identified with more samples. We complement Theorem 3.1 by showing the necessity of the condition on S . . For any η ∈ (0, 1), the minimax risk (4) of this problem is at least η if either of the following conditions hold:
, or (ii) m = 1 and S < n 12 . Proof. The principle arguments are along the lines of signal detection lower bounds (Baraud, 2002) , but need to be generalised to the case two-sample testing (see Appendix B). Intuitively, Theorem 3.2 is proved by considering models that cannot be distinguished by observing a population of size m and we show that if any one of the above conditions holds, then Ω 1 contains such model pairs, and hence, no test can have a small maximum risk.
The specific model pair used in our proof is the following. P corresponds to an Erdös-Rényi model with edge probability p ∈ (0, 1 2 ) chosen appropriately, and Q corresponds to a model with the n 2 edge probabilities (p±γ) for some γ ∈ (0, p∧ (1 − p)), where the + or − are signs chosen randomly. We show that the models are statistically indistinguishable if m = 1 or γ ≤ 4 ln(1 + 4(1 − η) 2 ) p mn . This leads to the statement of the theorem.
From Theorem 3.2, it is clear that the necessary condition on minimum separation S matches the sufficient condition stated in Theorem 3.1 upto a difference in constants. The curious fact, however, is that if we observe only m = 1 sample, then the minimax risk is large even for large separations. To be precise, one can easily verify that for θ = (P, Q), S 1 (θ) ≤ P + Q F , where the bound is less than √ 2n, and is much smaller for sparser graphs. Thus, for m = 1, the necessary separation S leads to a Ω 1 that only contains very dense graphs, and hence, not useful from a practical perspective. To put it simply, the above problem based on separation in terms of Frobenius norm cannot be solved if one observes only m = 1 sample from either models.
While the necessary and sufficient conditions in the above theorems are quite close in terms of S , there is a significant gap in the conditions for allowable sparsity C . To address this issue, we state the following result using another test based on (7). The result shows that one can deal with sparse graphs at the expense of marginally increasing the gap between the necessary and sufficient conditions for S . Proof. The proof is based on the following ideas. Consider the test 1 T 1 > 16 ln(
We use a refined version of Lemma A.1 (see Lemmas C.1 and C.2) to show that this test has bounded worst-case risk if C ln n m . In the present scenario, where we let C = 0, this test works for those θ ∈ Ω 0 ∪ Ω 1 for which C 1 (θ) ln n m . Now, for any θ = (P, Q) ∈ Ω 1 , we have
ln n m due to the condition on S . Hence, based on the previous point, the test Ψ also works -we only need to ensure that the second indicator is also 1. This is also due to Lemmas C.1. For θ ∈ Ω 0 , the first remark suggests that one can guarantee T 1 ≤ 16 ln(
ln n m . On the other hand, one can also show that if θ violates this condition, then the second indicator becomes false leading to acceptance of the null hypothesis. This leads to the stated result.
Testing for separation in operator norm
We now study the effect of viewing the adjacencies as a matrix, and subsequently, quantifying the separation in terms of the operator norm distance. To this end, we define the separation function S 2 (θ) and complexity term C 2 (θ) as
for any θ = (P, Q) ∈ M n × M n with the convention 0 0 = 0. It is interesting to note that the behaviour of the functions S 1 (·), C 1 (·) are quite different from that of S 2 (·), C 2 (·). For instance, consider two sparse matrices with a fixed number of non-zero entries -one with non-zero entries distributed uniformly, and the other where non-zero entries appear only in a particular row or column. It is easy to see that while both matrices may be comparable in terms of · F , the row sum norm of latter is much higher. In other words, for the same thresholds S and C , the geometry of the alternative hypothesis is quite different in the two cases.
Given G 1 , . . . , G m ∼ iid IER(P ) and H 1 , . . . , H m ∼ iid IER(Q) for any m ≥ 1, we construct a test statistic for the problem as follows. Consider the test statistic
which estimates S 2 (·) upto a scaling of √ m. Also, define the quantity
. We achieve the following risk bound using the test statistic in (9). 
, then the worst-case risk (3) of the test is at most η.
In particular, setting δ = ln( 8n η ), we can say that the maximum risk is at most η when C ≥ 6 ln( Proof. From (9), one can easily observe that T 2 is an estimator of √ mS 2 (θ) for θ = (P, Q). We prove the concentration of the denominator of T 2 using standard arguments (see Lemma D.3). For concentration of the operator norm in the numerator, we follow the trace method (Vu, 2007; Lu and Peng, 2013) , and prove a concentration inequality for operator norm of a finite sum of binary matrices (see Lemma D.1). The theorem follows from the concentration of T 2 .
We provide an intuitive explanation of the sufficient conditions. Let us first look at the special case of δ = ln( 8n η ). The result claims that if the maximum expected degrees for one of the graph models (ln n) 4 , then the test can distinguish between models separated by a factor of 24 e m that depends only on the sample size. In the most general case, we may choose δ to be smaller and deal with sparser graphs, but in this case, the separation S must grow at a much faster rate. However, the most interesting conclusion from the above result, in comparison to Theorem 3.1, is that the test works even for m = 1, that is, when we have a single observation from each model. We complement Theorem 4.1 by showing that the stated conditions on S are necessary up to a difference in constant factors. 
.
Proof. The proof follows the principle arguments of Theorem 3.2, but the model pair used here is the following. P corresponds to an Erdös-Rényi model with edge probability p ∈ (0, 1 2 ), while Q corresponds to a stochastic block model generated as follows. We random label every vertex by +1 or −1. The edge probabilities between vertices with same label is (p + γ) while the probability is (p − γ) for vertices with different labels for some γ ∈ (0, p∧(1−p)). We show that the models are statistically indistinguishable if γ ≤ ln(1 + 4(1 − η) 2 ) ∧ 
For any given η ∈ (0, 1) and any C ≥ 0, the maximum risk (3) of the test is at
Proof. The proof uses ideas similar to the proof of Theorem 4.3, and exploits the fact that C 2 (θ) ≥ (S 2 (θ)) 2 for all θ ∈ Ω 0 ∪ Ω 1 . We also use matrix Bernstein inequality instead of Lemma D.1 to derive concentration of operator norm of relatively sparser matrices, but at the expense of introducing an extra ln n factor in the condition for S .
Discussion
In this section, we take another look at the hypothesis testing problem in (1)- (2), and the conclusion of Theorems 3.1-4.3. We remark on our choice of formulation of the problem and statements, restate our conclusions in the terms of classical minimax testing theory as well as in terms of asymptotic test power, and finally, discuss extensions of the problem studied here.
Sparsity in noisy signals vs. sparsity in random graphs
In the previous sections, we often referred to the complexity terms C 1 (θ) in (6) and C 2 (θ) in (8) as the quantities that characterise the sparsity of two IER models in θ = (P, Q). It is important to clarify the notion of 'sparsity' here, which refers to sparsity of the randomly generated graphs, and is quite different from the sparsity used in the signal detection literature.
In the context of this work, and graphs in general, sparsity is quantified by the expected number of edges in a random graph. For instance, consider P ∈ M n . Then the expected number of edges in any graph G ∼ IER(P ) is
P ij and its maximum expected degree is D P = max i n j=1 P ij . Note that both quantities somewhat capture the number of non-zeros entries in the random binary adjacency matrix A G . One can see that E P ≤ n 2 and D P < n. It is not well-defined when P is to be called sparse or dense, and the quantitative terminology depends on the problem under consideration. Typically, one calls a graph to be sparse, or sometimes semi-sparse, when E P n δ for some δ < 2 or when D P n δ for some δ < 1. Many works reserve the notion of sparsity for graphs with E P n ln n or D P ln n. A generic belief in the literature is that dense graphs and semi-sparse graphs are more easy to deal with than sparse graphs. This principle has been repeatedly observed in the context of community detection (Abbe and Sandon, 2016) and testing on graphs (Bubeck et al., 2016) .
With respect to this notion of graph sparsity, one can observe that for any
Thus, in the discussion of Section 4, the threshold C in (1) ensures that the universe Ω 0 ∪ Ω 1 includes only those θ = (P, Q), where at least of the models is not too sparse. The connection of C 1 (θ) to sparsity in less straightforward, but can be argued as follows. Since P, Q are non-negative matrices, one can verify that
Hence, in the context of Section 3, the threshold C in (1) implies that the universe has only those θ = (P, Q) for which either
, that is, both cannot be too sparse. The above notion of sparsity that comes from the random graph literature should not be confused with the concept of model sparsity common in the context of signals. Often the signal detection literature deals with additive Gaussian noise instead of binary observations, and hence, small number of non-zero entries in the observation (sparse observation) cannot occur. Rather, a common setting is to test between the hypotheses that the true signal, say some matrix µ ∈ R n×n , either has all zero entries, or few non-zero entries. Thus, under the alternative hypothesis, the original signal µ is sparse. Note that this notion of sparsity can never be captured by µ F or µ r unless one imposes restrictions on the minimum magnitude of the non-zero entries. Hence, in this context, one often prefers the use of measures that are naturally related to the number of non-zero entries in µ.
Note on the problem formulation
Recall that our statement of the problem in (1)- (2) is characterised by two quantities: the separation term S(θ), and the complexity or sparsity term C(θ). While the separation is an obvious ingredient of the alternative hypothesis Ω 1 , the complexity term appears in both Ω 0 and Ω 1 . This implies that we restrict our universe Ω 0 ∪ Ω 1 to only those θ for which C(θ) ≥ C . This is quite unconventional with respect to both high-dimensional twosample testing literature (Chen and Qin, 2010; Cai, Liu and Xia, 2014) as well as minimax signal detection literature (Ingster and Suslina, 2003; Mukherjee, Pillai and Lin, 2015) . In both lines of work, the alternative hypothesis class Ω 1 may be characterised by additional quantities apart from the separation function S, but the null hypothesis class is typically defined as Ω 0 = {θ ∈ M n × M n : S(θ) = 0}. For instance, several works related to testing nullity of a signal consider that, under the alternative hypothesis, the number of non-zero entries in the signal is bounded with this bound being an additional parameter (Verzelen and Arias-Castro, 2014; Mukherjee, Pillai and Lin, 2015) . But, unlike our framework, this does not affect the definition of Ω 0 .
The reason for imposing the restriction C(θ) ≥ C on both Ω 0 and Ω 1 is to capture a notion of complexity of the problem. On a technical level, this condition is used to derive sharp concentration inequalities for the test statistics T 1 in (7) and T 2 in (9), but can be avoided as we have shown in Theorems 3.3 and 4.3. To elaborate on this aspect, let us consider a hypothesis testing problem that is more conventional than the one in (1)- (2), that is, the problem of testing
For this problem, one can state the necessary and sufficient conditions based on the two separation functions defined in Sections 3 and 4, as shown in the following results.
Corollary 5.1 (Necessary and sufficient conditions for detecting separation in Frobenius norm). Consider the problem in (10) with the separation given by
, then there exists a test with worst-case risk at most η.
If (i)
, or (ii) m = 1 and S < n 12 , then the minimax risk of the problem is at least η.
Corollary 5.2 (Necessary and sufficient conditions for detecting separation in operator norm). Consider the problem in (10) with the separation given by S 2 (θ) in (8). Let η ∈ (0, 1) be given.
, then there exists a test with maximum risk at most η.
If
, then the minimax risk of the problem is at least η.
The above results are immediate consequences of Theorems 3.2-3.3 and Theorems 4.2-4.3, respectively. So why did we study (1)-(2) instead of (10)?
The answer lies in the above results, which clearly show that the necessary and sufficient conditions on S differ by a factor of √ ln n. On the other hand, comparing Theorems 3.1-3.2 or Theorems 4.1-4.2 reveals that by removing those θ that are too sparse from Ω 0 ∪ Ω 1 , one can match the necessary and sufficient conditions up to a difference in constants. In other words, the additional condition on C allows one to precisely detect the phase transition in this problem with respect to S .
Remark 5.3 (Sufficient conditions using Chebyshev's inequality). It would not be entirely accurate to say that the ln n factors in sufficient conditions are unavoidable for sparse graphs. Our proofs are mainly based on concentration inequalities that provide exponential tail bounds, for instance, Bernstein-type bounds. The ln n factor appears as a consequence of this. One may alternatively resort to Chebyshev's inequality to prove concentration of the test statistics in (7) and (9). Then we would not have the extra ln n factor, but the dependence of S on η will be of the form S 1 √ mη . The exponential inequalities used lead to a logarithmic dependence on 1 η , which helps in the test power discussed later in Section 5.5.
The curious case of m = 1
We now remark on the case of testing between two IER models by observing only m = 1 sample. In Section 3, we arrived at the unintuitive conclusion that if the separation is quantified in terms of S 1 , then the hypothesis testing problem (1)- (2) or the problem (10) are unsolvable. The proof of Theorem 3.2 contains the technical reason for this, but here, we provide a high level intuition about the issue.
Intuitively, the two-sample testing problem cannot be solved for two models IER(P ) and IER(Q) if one cannot solve the corresponding one-sample testing problem of identifying whether a given population comes from IER(P ) or IER(Q). A formalisation of this intuition can be found in Collier (2012) in the context of signals. In our context, let IER(P ) correspond to the standard Erdös-Rényi model with every edge probability 1 2 , while IER(Q) be a deterministic but unknown graph model. In other words, we assume that Q is not known a priori, but we only known that Q ∈ {0, 1} n×n . Under this framework, if one observes a single random graph generated from either IER(P ) or IER(Q), it is impossible to conclude whether the graph is the unknown deterministic graph or a purely random graph. However, if one observes m ≥ 2 samples, it is evident whether underlying graph model is Erdös-Rényi or deterministic -in the latter case, all samples will be identical whereas the chances of this happening is very low in the former case. This argument holds irrespective of the separation function S. So why does this affect the case of Frobenius norm based separation S 1 , and not the operator norm based separation S 2 ?
This can be understood by studying the geometry of the two problems corresponding to Frobenius norm and operator norm. For m > 1, the necessary conditions for both problems show that all indistinguishable pairs have separation 1 √ m 1 if m is constant. Now, let us consider the case of m = 1 and the above pair θ = (P, Q), which we have already argued to be indistinguishable. One can verify that in this case P − Q F ≃ n and P + Q F ≃ n, and hence
√ n, which is same as the bound stated for m = 1 in Theorem 3.2, and is much larger than above mentioned constant order for m > 1. On the other hand, to understand the case of operator norm, note that P − Q Table 1 Minimax separation rates for the problem described in Section 3
Case Regime of sparsity Bounds on minimax
is symmetric with off-diagonal entries ± 1 2 . If we consider an uniform measure over all such matrices, standard operator norm bounds suggest that typically P − Q op √ n, and the bound is exceeded by only few Q. This, along with the fact P + Q r ≃ n shows that S 2 (θ) = P −Q op √ P +Q r 1, which matches the conclusion of m > 1 case. Hence, Theorem 4.2 does not show any disparity in the cases of m = 1 and m > 1. This also emphasises the fact that while testing between unweighted random graphs, one should be careful about the separation function considered.
Minimax separation rates for testing IER graphs
In the classical minimax testing framework (Baraud, 2002; Verzelen and Arias-Castro, 2014) , one is interested in determining the minimax separation rate S * such that the following holds: If S S * , then one can construct tests with any specified maximum risk η ∈ (0, 1), whereas if S S * , then for any test the minimax risk is larger than any specified η.
In Tables 1 and 2 , we present upper and lower bounds on the minimax separation rate for both the problems described in Sections 3 and 4, respectively. The statements in these tables follow immediately from the necessary and sufficient conditions in Theorems 3.1-4.3. We recall that the testing problem (1)- (2) is defined in terms of the separation S as well as the sparsity level C . Here, we view the second quantity in the same light as the sparsity parameter used in Verzelen and Arias-Castro (2014) or edge probability mentioned in Arias-Castro and Verzelen (2014) . Following similar lines, we consider the hypothesis testing problem for different allowable sparsity regimes, that is, for different ranges of the threshold C . Table 1 considers the problem in Section 3, and reports the bounds for S * for the different sparsity regimes. One can easily verify that for this problem, C and S * (or S ) has trivial upper bounds of C n and S * √ n. The table shows that for m ≥ 2, S * can determined precisely when C 1. Our results provide a precision of up to logarithmic factors when both graphs are sparse, but as noted in Remark 5.3, the ln n factor can be avoided if we do not mind the poor dependence on η. The case of m = 1 is trivial. Regime of sparsity Bounds on minimax threshold, C separation rate, S * (ln n)
The minimax separation rates for the testing problem in Section 4 are shown in Table 2 , where one does not need to consider different cases depending on m. One can again verify the trivial upper bounds C n and S * √ n. A precise rate is obtained in the case of C (ln n) 4 , where at least one of the graph models has polylogarithmic degrees. If we allow both graphs to be sparse, only a logarithmic precision is possible from our results.
Trade-off between population size m and graph size n
One of the motivations for this work was to construct good tests for both "large graph, small sample" and "small graph, large sample" regimes. In other words, we were interested to see whether having a small population size m makes the problem very hard, or does this negative effect get compensated if the graphs are large?
The theorems stated in this paper give precise answers to this question, but it is worth discussing this aspect separately -particularly, in terms of the test power as studied in classical two-sample testing framework. For ease of exposition, we restrict this discussion to the approach of operator norm based testing presented in Section 4, but similar conclusions also hold in the case of Frobenius norm based testing.
In two-sample setting, one typically considers a test with bounded Type-I error probability, and studies the power of the test, which is the probability of correctly rejecting the null hypothesis for some θ ∈ Ω 1 (Chen and Qin, 2010; Gretton et al., 2012) . In the present setting, it is easy to see that both tests in Theorems 4.1 and 4.3 have Type-I error probability at most η since the tests have worst-case risk η. For convenience, we consider the test in Theorem 4.3 and study its test power P θ (Ψ = 1) for any θ ∈ Ω 1 . Denote t η = 6 ln(
in the supplementary, we have
From the proof, one can see that the sum of the last two terms is bounded from above by (n + 1) exp(− 1 8 mC 2 (θ)). For the second term, one needs to observe that if S > 2tη √ m , then
due to matrix Bernstein inequality. Recalling that S 2 (θ) ≤ C 2 (θ), we arrive at the conclusion that if S is large enough as in Theorem 4.3, then
for any θ ∈ Ω 1 . Hence, the key requirement to achieve an asymptotic unit test power (or consistency) is that m(S 2 (θ)) 2 grows faster than ln n. With respect to Remark 5.3, we note that our proof techniques lead to an exponential decay in the Type-II error probability as evident in (11). Obviously, this rate of decay would not be possible if one uses Chebyshev's inequality to derive concentration bounds for the test statistics.
Let us now discuss the implication of (11) in either regimes. In the "small graph, large sample" case, assume that n and θ are fixed, and we study asymptotics for growing sample size m. The bound in (11) suggests that the test has a high power if m ln n (S2(θ)) 2 , and the test is obviously consistent as m → ∞. In the "large graph, small sample" regime, assume m is fixed and we have a sequence (θ n ) n≥1 where θ n ∈ M n × M n . As n → ∞, we again achieve unit test power if
Thus, a large graph size can indeed compensate for small sample size to some extent. A similar conclusion can be also drawn for the highdimensional statistics setting where both n, m vary -the key quantity here is the growth rate of m(S2(θ)) 2 ln n .
Extension: Ignoring small differences
In this paper, we focussed on the problem of distinguishing between the cases S(θ) = 0 and S(θ) > S , that is, we permit the two models to be either equal of sufficiently separated. A more general version of the problem is also interesting from a practical perspective, where we ignore small differences. This can be posed formally in the following way, which we state as a modification of (10) for convenience. For samples observed from a θ ∈ M n × M n , test the hypotheses
where ǫ and S are pre-specified quantities. We have not studied this problem, but intuitively, it seems that the proposed test can be modified for this setting. To see this, recall the test statistics defined in (7) and (9). One may easily verify that T 1 in (7) provides an estimate of 1 √ 8 m(S 1 (θ)) 2 , while T 2 in (9) approximates √ mS 2 (θ). Thus, the key ingredient in our tests is an estimate of √ mS(θ), which we then compare against a suitably chosen threshold. The same principle can also be used in the case of (12), where we may now define test statistics that estimate √ m(S(θ) − ǫ) from the given samples, and compare the statistic against a appropriate threshold -note here that ǫ is known a priori.
We believe that the minimax rates related to S will translate to similar minimax rates for (S − ǫ) in this case. However, it is not clear yet whether there is additional dependence between S and ǫ in the setting of (12), for instance, it may turn out that one needs to consider different regimes based on the ǫ. We leave this as an open question for now.
General framework for testing random graphs
The present paper studied the problem of hypothesis testing between two IER graphs models defined on the same set of vertices. While this situation is easier to analyse, it is far from most practical problems, where the edge-independence assumption is often inappropriate. More importantly, in many applications, the graphs are not defined on the same set of vertices, and may even be of different sizes. This situation is generally hard to study, but tests for this problem are often used in practice, where one typically computes some scalar or vector function from each graph and comments on the difference between two graph populations based on this function (Stam et al., 2007) .
In a recent work (Ghoshdastidar et al., 2017), we studied this principle and proposed a formal framework for testing between any two arbitrary distributions on random graphs. We briefly describe this framework here. Assume m = 1, and let G ≥n denote the set all of unweighted undirected graphs with at least n vertices. Let P ≥n be the set of all distributions on G ≥n . The problem that one encounters is as follows. For any P, Q ∈ P ≥n , one observes G ∼ P and H ∼ Q, and needs to test the hypothesis
However, the problem changes considerably if one compares graphs by means of a network function f : G ≥n → R that maps G ≥n to the real line (or some other metric space). In Ghoshdastidar et al. (2017), we argue that if one can show that there exists a map P → µ P for every P ∈ P ≥n (or a subset of P ≥n ) such that f (G) concentrates at µ P as n → ∞ for all G ∼ P , then the appropriate problem is to test
We suggested a generic two-sample test to tackle this problem that can be shown to be consistent, and in some special cases, even minimax optimal.
In the context of the present paper with matched vertices, one may informally say that µ P ≡ P , the population adjacency matrix, and f corresponds to mapping each graph to the space of symmetric matrices, where the distance is measured in terms of Frobenius or operator distance. In this sense, this paper is similar in spirit to the general framework suggested in Ghoshdastidar et al. (2017) , but it is needless to say that the restriction to IER graphs leads to a more clear understanding of the problem than obtained in the above related work.
Practical variant: Permutation test and bootstrapping
We reiterate a concern raised in Ghoshdastidar et al. (2017) regarding the practical performance of the proposed tests. It is well known that the practical applicability of concentration based tests can be improved by using bootstrapped variants (Gretton et al., 2012) . This is crucial in the present context since the tests proposed in Theorems 3.3 and 4.3 would require n to be very large or the graphs to be very dense so that the second indicator is true -rendering these tests practically useless in moderate n problems.
Bootstrapping helps to approximate the null distribution, and allows one to avoid testing based on the conservative thresholds as in Theorems 3.3 and 4.3. Techniques for generating bootstrap samples vary based on the problem at hand. Gretton et al. (2012) consider a large m problem, where random permutation of the two sample populations helps to estimate the null distribution for the test statistic. Numerically, we found that in our case, m = 10 to 20 samples suffices to benefit from this technique when n is at least 80 to 100. But permutation is certainly inapplicable for m = 1. Tang et al. (2016) deal with this setting, but consider only Random Dot Product Graphs (RDPG). The population adjacency in RDPG has a low-rank structure, and hence, easy to estimate for moderate n. With an available estimate, one may easily randomly draw bootstrap samples from the estimated model. However, under no restriction on the population adjacency, we numerically found that if an estimate is obtained via universal singular value thresholding (Chatterjee, 2012) The appendix contains detailed proofs of the Theorems 3.1-3.3 and 4.1-4.3 stated in the manuscript.
A. Proof of Theorem 3.1
We write the test statistic (7) as T 1 = µ/ σ, where
We also write the test threshold as t η = 8 6 ln( 4 η ). For the rest of this proof, assume that m ≥ 2 is even. If m is odd and larger than 2, we can drop the last sample and work with m − 1 samples. We will make this adjustment at the end of the proof. For θ = (P, Q), we observe that
We will show that under the condition on C mentioned in Theorem 3.1, both terms in (13) are smaller than η 4 . Similarly, for any θ ∈ Ω 1 ,
where we restate the condition
. We will again bound either terms in (14) by η 4 , which leads to the conclusion that the maximum risk (3) of the proposed test is at most η. We now derive the individual bounds using the following result, which we state in a more general setting. X kl , then for any τ > 0
The proof is given at the end of this section. To bound the second terms in (13) and (14), we use Lemma A.1 with τ = 3 4 σ 2 and X kl = (A G k ) ij + (A H k ) ij , where l = (i, j). It follows that a l = (P ij + Q ij ), and one may choose v l = (P ij + Q ij ), which leads to
F , and hence using Lemma A.1, the second terms in (13) and (14) are smaller than
since C ≥ 16 6 ln( 4 η ). We use the same technique to bound the first terms in (13) and (14), where we use
F . Now, in (13), θ ∈ Ω 0 and so, µ = 0 and a l = 0 for all l. Using Lemma A.1 with τ = σtη 2 , we get
since t η = 8 6 ln( 4 η ). To get the third inequality, we observe that the first term is smaller since P + Q F ≥ C ≥ 2t η .
In the case of the first term in (14), we set τ = µ − 3σtη 2 . One can verify that if 
where the last step uses the inequalities P − Q 2 F > S 2 P + Q F ≥ 2S 2 t η . It immediately follows that the probability is bounded by η 4 , which combined with the previous bound completes the proof for even m.
If m > 2 is odd, the test drops the last sample and works with m − 1 samples. This does not affect the stated lower bound on C , whereas for S we simply bound m or m − 1 from below by m 2 which result in the condition on S stated in the theorem.
Proof of Lemma A.1. We use Chernoff bound to write for any λ > 0,
Observe that
Using this, followed by Cauchy-Schwarz inequality for expectation, we get
We now bound the expectations in (15). We use the fact exp(x) ≤ (1+x+2x 2 ) for all x ∈ [−1, 1], which can be derived from Taylor's theorem. The first expectation in (15) can be bounded as
where the second step uses the bound on exponential function and holds if λ ≤ 1 4m . In the third step, we use Var(X kl ) ≤ 2. To bound the second expectation in (15), we first take expectation with respect to S ′ l keeping S l fixed, that is,
where the third step follows from the bound on exp(x) and holds for λ ≤ 
Proof. To prove the claim, we write
and observe that for c ≤ 1 16m , the term inside the second exponential lies in [−1, 1]. Hence, using exp(x) ≤ (1 + x + 2x
2 ), we bound the inner expectation by
where the second inequality uses |X p+1,l − a l | ≤ 2, and the third follows from the facts 16cY p ≤ 1 and 8c ≤ 1. Claim 2 follows immediately by substituting the bound on inner expectation.
We now return to (17) and observe that the final bound in (17) . We now use Claims 1 and 2 repeatedly to reach the conclusion that
2 )] (18) Using calculations similar to Claim 2, it is easy to see that the expectation is also smaller than exp(6c 0 v l ), and hence, we have from (17),
Substituting the bounds in (15), we get
where b is as defined in the statement of the lemma. One can see that λ = τ 2b achieves minimum and also λ ≤ , we use the smaller quantity instead of τ . Hence, the result. The second inequality follows similarly.
B. Proof of Theorem 3.2
We recall that there are two conditions stated in Theorem 3.2. We primarily prove the result for the first condition, that is S 1 √ m . The other part is then derived from the same proof. We begin with the general technique for proving lower bounds in the minimax setting. Let θ 0 ∈ Ω 0 be a particular instance satisfying the null hypothesis, and Θ 1 ⊂ Ω 1 be a finite collection of instances satisfying H 1 . We will specify θ 0 and Θ 1 later for our problem, but to prove a general lower bound, let θ 1 be uniformly selected from Θ 1 . The minimax risk (4) can be bounded from below as
Let F be the collections of all possible sets of 2m graphs on n vertices, and let F Ψ ⊂ F be the sub-collection of those instances for which Ψ = 1. Then, we can re-write above lower bound as
Here, ω ∈ F corresponds to a collection of 2m graphs. The equality follows by observing that both P θ0 (·) and E θ1∈Θ1 [P θ1 (·)] define two measures on F , and hence, the equality is due to equivalence of two definitions of total variation distance. The last step is a consequence of Cauchy-Schwarz inequality. Thus, to show that the minimax risk is larger than any η ∈ (0, 1), it suffices to show that for some θ 0 ∈ Ω 0 and Θ 1 ⊂ Ω 1 ,
We now define the specific choice of θ 0 and Θ 1 required to prove Theorem 3.2. Let p ∈ (0, 1 2 ], and γ ∈ (0, p]. Define θ 0 = (P, Q) such that every off-diagonal entry in P and Q equals p, that is, both models correspond Erdös-Rényi graphs with edge probability p. Let Θ 1 be the collection of all θ = (P, Q), where P is same as before, but each off-diagonal entry in Q is either (p + γ) or (p − γ). Note that due to symmetry of Q, there are exactly 2 n(n−1)/2 elements in Θ 1 . For pre-specified S , C , one can easily verify that θ 0 ∈ Ω 0 and Θ 1 ⊂ Ω 1 if p ≥ √ 2C n and S 6p n < γ ≤ p. We now compute the quantity in (19). Let ω ∈ F correspond to the tuple ω = (G 1 , . . . , G m , H 1 , . . . , H m ), where we assume that the first m graphs are generated from the first model, and the rest from the second model. Then
On the other hand, by construction, every element in Θ 1 is characterised by ǫ ∈ {±1} n(n−1)/2 , which specifies whether Q ij = (p + γ) or (p − γ). Denoting the element by θ ǫ , we have
Based on this, one can compute the quantity in (19) as
where the last step follows by taking the product outside, and observing that summing over all ω corresponds to summing over possible values of (S G ) ij and (S H ) ij ,where either can take the value k in m k ways. One can now separate the terms corresponding to k G and k H , and check that the former sums to 1 due to binomial expansion, while the latter sums to 1 + 
where the last two inequalities use the facts that (1+x) ≤ exp(x) and cosh(x) ≤ exp(x 2 /2) for all x. The second result can be verified from Taylor series expansion. We also use the condition p ≤ 1 2 in the last step. We now observe that (19) is satisfied for γ ≤ ℓ η p mn , where ℓ η = 4 ln(1 + 4(1 − η) 2 ). Recalling the restriction on γ, it is easy to see that if S < ℓη √ 6m
, then one can choose a γ ∈ S 6p n , p for which θ 0 , Θ 1 satisfy (19). Hence, the minimax risk is larger than η for S < ℓη √ 6m
. This proves condition (i) in the statement of Theorem 3.2. The condition on C ensures that we may choose any p that satisfies as otherwise the allowable interval for γ is empty.
C. Proof of Theorem 3.3
The proof is along the lines of the proof of Theorem 3.1 with µ, σ, µ, σ as defined there, but the threshold t η = 16 ln(
To prove the theorem, we need the following result which is a refined version of Lemma A.1.
Lemma C.1 (Another concentration inequality for sum of "product of sums"). Let m be even and d be any positive integer. Let {X kl : 1 ≤ k ≤ m, 1 ≤ l ≤ d} be a collection of independent random variables with E[X kl ] = a l , Var(X kl ) ≤ v l and |X kl − a l | ≤ 2 almost surely, where |a l | ≤ 2 and v l ≤ 2.
For any ǫ ∈ (0,
for all τ ≥ τ * . A similar bound holds for the lower tail probability.
We also mention the following result, which is derived from the proof of Lemma C.1, but is stated separately for convenience. 
for any τ larger than
We now start with the proof of Theorem 3.3. Since we claim that the test works for any C ≥ 0, it suffices to set C = 0 which leads to the largest possible Ω 0 ∪ Ω 1 . As in Theorem 3.1, we first assume that m is even and prove the result for S ≥ 50 ln( • Consider the test 1{T 1 > t η }. Using Lemma C.1, one can show that this test has bounded worst-case risk if
In the present scenario, where we let C = 0, this test works for those θ ∈ Ω 0 ∪ Ω 1 for which C 1 (θ) is above this level.
• Now, for any θ = (P, Q) ∈ Ω 1 , we have
η ) due to the condition on S . Hence, based on the previous point, the test Ψ also works -we only need to ensure that the second indicator is also 1.
• For θ ∈ Ω 0 , the first point suggests that one can guarantee
is above the mentioned level. On the other hand, one can also show that if θ violates this condition, then the second indicator become false leading to acceptance of the null hypothesis.
We put these arguments formally as follows. For θ ∈ Ω 0 , observe that
where
. Based on (13), we can further write
On the other hand, for θ ∈ Ω 1 , we have
where the first two terms are due to (14), and the last term follows from the observation that
η . This is the point where we use the fact that C 1 (θ) ≥ S 1 (θ) 2 > S 2 for θ ∈ Ω 1 . We now bound the above six terms in (22) and (23) using Lemmas C.1-C.2. We show that all probabilities are smaller than η 5 , which implies that the maximum risk is bounded by η. While using the above lemmas, we always set ǫ = η 10n 2 and d will turn out to be n 2 in all cases, which implies 4dǫ ≤ η 5 . Hence, the goal will be to simply rephrase the random variables in each term of (22)-(23) in the framework of Lemmas C.1 or C.2, which immediately will lead to the desired conclusion. Finally, we note that for odd m, we drop the last sample, and use the relation m − 1 ≥ m 2 . This increases S by a factor of √ 2. We start with the case of θ ∈ Ω 0 considered in (22). Using ǫ = 
To bound the second term in (22), set X kl = (A G k ) ij + (A H k ) ij , where l = (i, j), i < j. So a l = (P ij + Q ij ), and one may choose
. Also recall than in this case, τ = To bound the first term, we use X kl = (A G k ) ij − (A H k ) ij for l = (i, j), and so
. Applying Lemma C.1, we get the bound of 4dǫ, which combined with the previous bound show that the probability of Type-I error is at most
In this case, we show that the last term in (22) is smaller than 4dǫ, which bounds the Type-I error probability by η 5 . We invoke Lemma C.2 here, and
, and we may set δ = 560 ln 2 ( 1 ǫd ) in Lemma C.2, and hence,
η . So, the third term in (22) is bounded by 4dǫ due to Lemma C.2.
We now deal with the Type-II error probability (23). Recall that for θ ∈ Ω 1 ,
. In Lemma C.1, it is now easy to see that τ = 3 4 σ 2 > τ * due to the available lower bound on mv. Hence, each of the second and third terms of (23) is bounded by 4dǫ.
To bound the first term, let
The terms in the event can be computed as µ = m 2 a 2 4 , σ = mv 2 and so,
obtained by verifying that tη S 2 is bounded from above. On the other hand, τ * in Lemma C.1 can be bounded as
. Since τ > τ * , Lemma C.1 provides the bound of 4dǫ.
Combining with the previous bound, we get the Type-II error probability (23) is smaller than 12dǫ ≤ 3η 5 , while the Type-I error probability was previously shown to be at most 2η 5 . Hence, the claim. Proof of Lemma C.1. We first define the following quantities
and
Our aim is to show that
which immediately leads to the bound stated in the lemma since τ ≥ τ * 1 + τ * 2 . The corresponding bound on the lower tail probability can also be proved in a similar way. To prove (25), we define the events ξ l = S l − ma l 2 ≤ z and ξ
. We can now write
For the first term, we note that due to Bernstein inequality,
Substituting z and noting that v l ≤ v, the above bound is at most ǫ. Hence, by union bound P ξ C ≤ 2dǫ. To deal with the other two terms in (26), we need the following claim.
Claim 3. The following relations holds for all
. . , d} are multually independent after conditioning on ξ, and
Proof. Note that without conditioning {S l , S ′ l : l = 1, . . . , d} are mutually independent, and ξ l is defined only on S l . Hence, {ξ l , ξ ′ l : l = 1, . . . , d} are independent, and moreover, ξ l is independent of the mentioned random variables apart from S l . From this observation, (i) can be easily derived.
The equality in (ii) follows directly from the above arguments. To prove the inequality, define the non-negative random variable X = (S l − 1 2 ma l ) 2 , and note that ξ l = {X ≤ z 2 }. Hence,
. Hence, the claim. We now apply Bernstein inequality for the second term in (26) to obtain
where we use the claim to write
, and then substitute the value of τ * 1 . The third term in (26) can be dealt with similarly as
In the last step, we take l a (24), and note that the claim in (25) holds without any assumption on v. In the proof of Lemma C.1, we simply used a restriction on v to show that τ * 1 + τ * 2 ≤ τ * . We will use a similar approach here by proving that if the stated upper bounds on a and v hold, then τ *
To do this, observe that under the conditions,
, which is the first term of t * . Also z ≤ (
, and hence,
Similarly,
which leads to the fact that τ *
D. Proof of Theorem 4.1
We first state few lemmas that will be used in the proof of this result. For convenience, define
In this notation, the test statistic in (9) is T 2 = S − op / S + r . The proofs of these lemmas are provided at the end of this section. The first lemma, which plays a crucial role in our proof, is related to spectral norm bound of a zero mean symmetric matrix with independent entries. Lemma D.1 (Trace bound for sum of i.i.d. symmetric random matrices each with independent entries). Let θ = (P, P ) ∈ Ω 0 and m ≥ 1. Then for any positive integer ℓ ≤ (
where Trace(·) denotes the trace of a matrix Lemma D.1 has a similar flavour to the core technique of several well known results on spectral norms of random matrices (Füredi and Komlós, 1981; Lu and Peng, 2013; Bandeira and van Handel, 2016) , which use the so-called 'trace method'. Our proof requires the above form of the bound, but it is easy to verify that it leads to a spectral norm bound of the form
whenever C 2 (θ) ≥ (10 ln n) 4 . We note that though the above result is related to existing bounds, but does not follow from a direct application of any existing result. We provide a brief discussion on the necessity to prove the new result in Lemma D.1. For this discussion, it is easier to refer to the conclusion in (27) instead of Lemma D.1.
We recall that Lu and Peng (2013) considered the case of m = 1 and refined the arguments of (Füredi and Komlós, 1981; Vu, 2007) to show that under similar conditions, the spectral norm ≃ C 2 (θ)). Naive application of their general result (Lu and Peng, 2013, Theorem 7) in the present context leads to the bound in (27), but under a much stronger condition of C 2 (θ) m 2 (ln n) 4 . In the proof of Lemma D.1, we use a similar proof technique but modify some of the arguments to obtain the desired bound under the stated assumption.
In a different setting, Bandeira and van Handel (2016) showed that if the entries of a random matrix are independent standard Gaussians that are scaled arbitrarily, then a similar bound on the spectral norm holds under no additional assumptions. The result also extends to matrices where the entries are centred and scaled sub-Gaussians (Bandeira and van Handel, 2016, Corollary 3.3) . Unfortunately, the entries of the random difference matrix S − cannot be approximated by scaled sub-Gaussians that would capture the correct variance of the entries. Hence, this line of arguments does not lead to the desired bound in our setting.
On a similar note, we remark that there exist alternative deviation rates for spectral norms of random adjacency matrices, for instances, ones based on the maximum probability of any edge. These bounds holds under weaker restrictions such as C 2 (θ) ln n (Lei and Rinaldo, 2015) that can further weakened via regularisation (Le, Levina and Vershynin, 2017) . Such bounds would depend on max ij n(P ij + Q ij ), which is difficult to estimate. On the other hand, the bound in Lemma D.1 is based on C 2 (θ) = P + Q r , and can be estimated. This makes the stated bound more useful in the present context.
The second lemma that we need is a straightforward application of Talagrand's inequality that captures the deviation of spectral norm of a random matrix from the expected spectral norm.
Lemma D.2 (Concentration of operator norm).
For any θ ∈ Ω 0 ∪ Ω 1 and any t ≥ 32 √ 2m,
The final inequality that we need deals with the denominator of the test statistic in (9), and essentially provides a concentration inequality for the maximum row sum of a non-negative random matrix or · r .
Lemma D.3 (Concentration of row sum norm). For any θ ∈ Ω 0 ∪ Ω 1 ,
where C is the specified lower bound for C 2 (θ). On the other hand,
While the result is straightforward, the assumption might be less intuitive since we do not require that every row sum of (P + Q) is bounded from below. Rather, a lower bound on the largest row sum suffices to guarantee good estimation of the quantity.
We now present a proof of Theorem 4.1 using the above lemmas. The proof uses the line of arguments used in the proof of Theorem 3.1. Define the test threshold as t η = 8(
1/2κ , and observe that for θ ∈ Ω 0 ,
The second term can be bounded by exp(− mC 8 ) using Lemma D.3. For the first term, we consider the events κ ≤ ( 1 e 2 C 2 (θ)) 1/4 and κ > ( 1 e 2 C 2 (θ)) 1/4 separately, and bound the probability as
From the definition of κ, it follows that if κ exceeds ( 1 e 2 C 2 (θ)) 1/4 , then S + r must be larger than 2mC 2 (θ). From Lemma D.3, we know that this occurs with probability at most n exp(− mC 8 ). To bound the first term, we use Markov inequality with 2κ-th moment to obtain
To obtain the second inequality, we first note that for any symmetric matrix
, and then apply Lemma D.1. Substituting above bounds in (28), we obtain that the Type-I error is at most
where the second term is smaller than n exp(− mC 8 ) due to Lemma D.3. To bound the first term, note that E θ [S − ] = m(P − Q). Due to the convexity of operator norm and Jensen's inequality, we have
. So, we can write
Now, let δ ≥ 1 be any scalar such that C ≥ (6δ) 4 . Then from definition of κ, we have
So, we may bound the probability in (30) conditioned on the event κ ≥ δ. Note that under this event, t η ≤ 8( 
Observe that if θ = (P, P ), then the entries B m are such that
Hence,
if r is even, and 0 if r is odd. We claim the following for sums of such random variables. We also state another technical claim that we use later.
Claim 5. For any positive integers k, ℓ with ℓ ≥ k, define
Proof. One can simplify the problem by noting that
: r i ∈ {1, . . . , ℓ} and i r i = ℓ . Hence, it suffice to check
. This is true for k = 1 and all ℓ ≥ 1. For k > 1, we use induction on k and assume that the bound holds for k. Observe that
It is easy to verify that logarithm of the above function is strictly convex in the interval [1, ℓ − k]. Hence, the maximum is achieved only at the boundary, and the maximum value is (ℓ − k) ℓ−k , which proves the claim desired from the induction step. Hence, the result.
We now continue with the proof of Lemma D.1 using arguments similar to Lu and Peng (2013) . Let K n denote the complete graph on n vertices, and let W ′ n,2ℓ be the set of all possible closed walks of length 2ℓ on K n . Any w ∈ W ′ n,2ℓ
can be expressed as w = (i 1 , i 2 , . . . , i 2ℓ−1 , i 1 ), where i k is the vertex reached after traversing (k − 1) edges. For each w, we define |w| to be the number of distinct (undirected) edges traversed during the walk. Observe that one can write
where r k is the number appearances of edge (i k , j k ) in w ignoring direction. The second equality is due to independence of entries of S − , and we have k r k = 2ℓ. We note here that due to Claim 4, E (S
for even r k . Hence, we may restrict our attention only to closed walks, where each edge is traversed even number of times. Let W n,2ℓ be all such closed walks. Then, we have
where the last inequality uses Claim 5 with the fact k r k = 2ℓ. We now consider only walks in W n,2ℓ that visit exactly p vertices with p = 1, 2, . . . , ℓ + 1 (for larger p, not every edge can be visited twice). Denote this set by W n,2ℓ,p , and observe that p − 1 ≤ |w| ≤ 2ℓ. Hence, we can write
At this stage, we follow the lines of Lu and Peng (2013) . Let [n] p = {(i 1 , . . . , i p ) : 1 ≤ i j ≤ n, and all i j are distinct} be all possible ordering of p vertices, and also define W p,2ℓ as all closed walks of length 2ℓ on K p that traverse each edge even number of times, and visits the vertices in the order 1, 2, . . . , p. One can see that there is a bijection between W n,2ℓ,p and [n] p × W p,2ℓ . Also for any walk w = (i 1 , i 2 , . . . , i 2ℓ−1 , i 1 ) ∈ W p,2ℓ , we define a rooted tree T w such that for any j = 1, . . . , 2ℓ − 1, (i j , i j+1 ) ∈ T w if i j+1 / ∈ {i 1 , . . . , i j }. One can now follow the steps in page 7 of Lu and Peng (2013) , and use the facts that 2P ij (1 − P ij ) ≤ 1 and
where | W p,2ℓ | are the number of closed walks satisfying the prescribed property. To compute this, we view any walk w ∈ W p,2ℓ as an edge sequence 
ℓ−p+1 ways to pair the total 2ℓ − 2p + 2 positions. Thus, the number of possible codewords, and hence, | W p,2ℓ | can be bounded as
Substituting this in (32), we get E[Trace((S
S p , where
One can verify that for all p = 1, . . . , ℓ,
which in turn is at most
e 2 , the condition mentioned in Lemma D.1. It is now easy to see that if
which is same as the claimed bound. 
This follows since
, which is the claim in (33). The last inequality follows from a simple use of Cauchy-Schwarz inequality, ( k a k ) 2 ≤ ( k a 2 k )( k 1 2 ) = m k a 2 k . Subsequently, a standard way of using Talagrand's inequality leads to the claim of Lemma D.2. This mainly uses the following inequality (see equation (4) for any t ≥ 0, where x denotes the collection of independent random variables, and ℓ is the Lipschitz constant of f . If t ≥ 32ℓ, as assumed in the statement of Lemma D.2, we have t ≥ 16ℓ + t 2 , and using this in above inequality leads to the desired claim.
Proof of Lemma D.3. Recall that for any θ = (P, Q) ∈ Ω 0 ∪Ω 1 , we have C 2 (θ) = P + Q r ≥ C . Let d i = j (P ij + Q ij ) and without loss of generality, assume that the first row sum is largest, that is, d 1 = C 2 (θ). To prove the first inequality, we write
(A G k ) ij + (A H k ) ij ≥ 2mC 2 (θ)   using union bound. The probability corresponds to the tail of the sum of 2nm independent random variables, each lying in the interval [0, 1]. Moreover, for any i, Var j,k (A G k ) ij + (A H k ) ij ≤ md i . Now, consider i such that d i ≥
C2(θ)
3 . We can use Bernstein inequality to write (1 + 4(P ij + Q ij )) ≤ exp(−2mC 2 (θ) + 4md i ) ≤ exp(−2C 2 (θ)/3).
3 . The second inequality uses the fact that P ij Q ij ≤ (P ij +Q ij )/2. Combining above bounds, we obtain the first set of inequalities in Lemma D.3.
We prove the second claim by observing that where the second inequality is due to Bernstein inequality, and the last two use the fact that d 1 = C 2 (θ) ≥ C .
E. Proof of Theorem 4.2
We follow the generic technique used in the proof of Theorem 3.2, where we need to show that (19) holds for some choice of θ 0 ∈ Ω 0 and Θ 1 ⊂ Ω 1 . Let p ∈ (0, 1 2 ], and γ ∈ (0, p]. We choose θ 0 = (P, Q) such that every offdiagonal entry in P and Q equal p, that is, both models correspond to Erdös-Rényi graphs with edge probability p. Let Θ 1 be the collection of all θ = (P, Q), where P is same as before, but Q is chosen in the following way. For every v ∈ {−1, +1} n , we define a Q such that Q ij = (p + γv i v j ) for every i = j. One can see that there are exactly 2 n elements in Θ 1 , each corresponding to a v ∈ {−1, +1} n . (To be precise, Θ 1 contains 2 n−1 elements since v and −v result in the same Q. But, for convenience, we compute the expectation by counting every model twice and divide by 2 n .) For pre-specified S , C , it can be verified that θ 0 ∈ Ω 0 and Θ 1 ⊂ Ω 1 if p ≥ 2C n and S 6p n < γ ≤ p. We now compute the quantity in (19). As before, let ω ∈ F correspond to the tuple ω = (G 1 , . . . , G m , H 1 , . . . , H m ), where we assume that the first m graphs are generated from the first model, and the rest from the second model. Then P θ0 (ω) = i<j p (SG)ij +(SH )ij (1 − p) 2m−(SG)ij −(SH )ij , where S G = k A G k and S H = k A H k . On the other hand, every element in Θ 1 is characterised by v ∈ {±1} n . Denoting the element by θ v , we have P θv (ω) = i<j p (SG)ij (1 − p) m−(SG)ij (p + v i v j γ) (SH )ij (1 − p − v i v j γ) m−(SH )ij .
The quantity in (19) can be computed as . The upper bound on C simply ensures that the there is some p ≤ 1 2 such the considered models are present in Ω 0 , Ω 1 .
F. Proof of Theorem 4.3
The proof is combination of proofs of Theorem 4.1 and 3.3. Here, we use a matrix Bernstein-type concentration result (Tropp, 2012) instead of a trace method type approach (Lemma D.1). The formal result that we use is as follows.
Lemma F.1 (Matrix Bernstein inequality). Let θ = (P, Q) and C 2 (θ) = P + Q r . For any 0 < τ ≤ mC 2 (θ),
We also use the notations S + and S − introduced in proof of Theorem 4.1, but define the test threshold as t η = 6 ln( 4n η ). Since we claim that the test works for any C ≥ 0, it suffices to set C = 0 which leads to the largest possible Ω 0 ∪ Ω 1 . We follow the idea presented earlier in the proof of Theorem 3.3. We recall them in the present context:
• For the test 1{T 2 > t η }, Lemma F.1 helps to show that this test has bounded risk if C 2 (θ) 1 m ln( 4n η ).
• Now, for any θ = (P, Q) ∈ Ω 1 , we have C 2 (θ) ≥ (S 2 (θ)) 2 > S 2 1 m ln( 4n η ). Hence, the test Ψ also works if we can ensure that the second indicator is also 1.
• For θ ∈ Ω 0 , the first point suggests that one can guarantee T 1 ≤ t η if C 2 (θ) 1 m ln( 4n η ). On the other hand, one can also show that if θ violates this condition, then the second indicator become false leading to acceptance of the null hypothesis.
We put this arguments formally in the following way. For θ ∈ Ω 0 , observe that P θ (Ψ = 1) = P θ {T 2 > t η } ∩ { S + r > t 
Now consider θ ∈ Ω 0 such that C 2 (θ) ≥ t 2 η 4m . Following (28), we can write
The second term is bounded by exp(− (1 + 4(P ij + Q ij )) ≤ n exp(−t 2 η − δ + 4mC 2 (θ)) which is smaller than η 4 for θ such that C 2 (θ) < In the other case where θ ∈ Ω 1 , we have
To bound the second term, observe that 
