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Chapter 1
Introduction
1.1 Motivation
In certain domains, it is very useful to extract information about objects in images. A spe-
cific domain, geospatial sciences, is facing the problem of ever increasing high resolution
data. Streams of data from satellites, unmanned aerial vehicles, airplanes, and people need
to be accurately georeferenced and registered. Using conventional methods, desktop com-
puters that run serial programs, to analyze this data takes too long or requires more resources
than a single desktop contains. Parallel cluster computing provides more resources than a
desktop and allows one to work on different parts of the problem at the same time. Using
parallel processing, it is possible to solve the problem of analyzing large sets of geospatial
data and attain linear speed up.
Manual time-consuming tasks like image mosaicking, stitching, alignment, and match-
ing of geospatial data collected by multiple sensors can be made autonomous by the use of
computer vision algorithms such as Scale Invariant Feature Transform (SIFT). These tech-
niques are extensively used in geospacial sciences. Specifically, there exists a need to take
an input image from a user, analyze and describe it, and finally match the image to a known
location that has been georeferenced. The work presented here is part of a project working
towards building a system that uses computer vision techniques, databases, and algorithms
to quickly and autonomously to solve certain geospatial science problems like georeferenc-
ing and registering new and existing Geospatial Information Systems (GIS) data. The GIS
data sets that motivate this parallel implementation are terabytes in size. A single image
may be larger than the memory of a single node, hence the need to extract features and de-
scriptors from an image in parallel. Also, as output of data from different sensors increases,
the amount of data that needs to be processed in a timely manner will increase.
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1.2 Intellectual Merit
This work describes ways to implement a distributed memory parallel version of SIFT using
the Message Passing Interface (MPI) library in order to solve the problem of analyzing
large GIS data sets in a timely manner for which the original implementation of SIFT was
not designed. There have been successful parallel implementations of SIFT, but they are
geared toward real-time processing of small data whereas this implementation emphasizes
scalability and capacity computing.
1.3 Outline
Section 2 is background material for this work. Section 3 describes the methodology used
in this research. Section 4 presents the results produced by this research. Section 5 provides
some conclusions about the work done in this thesis. The last section talks about possible
future research.
2
Chapter 2
Background
A number of basic concepts in image processing and in geospatial science are essential
to understanding this research project. Image registration is the term used to describe the
process of mapping one image onto another. Geospatial science is the study of the Earth’s
surface. Feature detection is a set of algorithms that identify interesting points or regions in
images. SIFT is an examples of a feature detection and description algorithm. SIFT++ and
VLFeat are examples of SIFT implementations. Clusters are a type of parallel architecture
used for executing parallel applications, and InfiniBand is a fast interconnect network tech-
nology that is typically used in clusters. Each of these topics is covered in more detail in
the sections bellow.
2.1 Image Registration
Image registration is placing different images into the same coordinate system. Images
can differ in resolution, coordinate systems, and perspective. Images can contain global or
local variations. These variations can be in contrast and lighting (radiometric variation),
noise, and distortions caused by the sensor. Preprocessing techniques exist to minimize
these effects. [26] Image registration is used in remote sensing [25], medical imaging and
computer vision.
Image registration is applied in four modalities of applications. In the first type of
application called multiview analysis, images that are collected from different perspectives
are registered. In the second type called multimodal analysis, images that are collected from
different sensors are registered. In the third type called multitemporal analysis, images that
are collected over a period of time are registered. Finally, in the fourth type called template
analysis, an image is registered to a model. There is no one algorithm or method that can
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satisfy all applications.
Image registration consists of four steps: feature detection and description, feature
matching, transform model estimation, image transformation and resampling. Feature de-
tection is finding and describing control points in an image. Control points can be lines,
corners, intersections, blobs (closed-boundary regions), or contours. The collection of fea-
tures creates a feature space that can be used for matching. Feature matching is finding
corresponding points in the sensed and reference images. The measure of goodness of a
match between the corresponding points is a similarity metric. Transform model estimation
uses matched features to create a mapping function from the sensed image to the reference
image. The calculated transform model is applied to transform the sensed image into the
reference image space. Resampling techniques are used when a non-integer coordinate of a
sensed image is need during a transformation. The particular application and the nature of
the analyzed data dictates how each of these steps are used and implemented. The following
is an more detailed analysis of the four steps of image registration.
Detection and Description: Features are areas of interest in an image and can be re-
gions, points, or lines. Feature-based and area-based approaches exist. For a feature-based
approach to work, the sensed and the reference images both have to contain distinct and
easily identifiable features. With a feature-based approach, a feature detected and described
in one image will be detected and described in the same way in another image that con-
tains the feature. Feature-based approach is invariant to geometric, radiance, and noise
differences between the sensed and reference images, which makes this method suitable for
multi-sensor analysis. Area-based approaches work on whole images and do not deal with
distinct features, so there is no detection and description phase. [5] [27]
Matching: Matching is finding a correspondence between the sensed and the reference
images. In feature-based approaches, the goal is to finding pairs of matching features in
the sensed and reference images. This is done using spatial relations or the descriptions of
the features. Spatial relations methods group features in the sensed and reference images
4
Figure 2.1: Image registration example. First row shows keypoint detection and description.
Second row shows keypoint matching. Third row left shows transformation calculation.
Third row right shows image resampling and transformation. [40]
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into groups or clusters and try to establish relationships between these collection based on
their spatial distribution. Matching based on descriptions of features works by comparing
descriptions of features found in the sensed image with the descriptions of features in the
reference image.
The descriptions of the features need to contain the following properties: 1) feature
descriptions should be invariant; that is a feature described in the reference image has the
same description in the sensed image. [37] 2) descriptions should be unique; that is two
different features should have different descriptions 3) descriptions should be stable; that is
a small deformation of a features does not drastically change the description of that feature
4) ff the description of a feature is a vector, the elements of this vector should be independent
5) in area-based approaches, the goal is to find the location and orientation of the template
image in another image. The reference image serves as a template. This approach does
not use any structural analysis of the images, but instead relies on images intensities. Area-
based methods work well in situations were images only differ by local translations. [19]
Transformation: The transform model estimation step uses the relationship between
features discovered in the matching step to map the sensed image into the reference im-
age. Functionally, the sensed image is placed onto the reference image. A transformation
function is chosen and its parameters are found. The choice of a transformation function is
based on the severity of the geometric transformation, how the sensed image was obtained,
and the required accuracy. The transformation function can be classified as global or lo-
cal. Global transformation functions use all matched features in the calculation of mapping
function that is applied to all the points in the sensed image. Local transformation func-
tions break the sensed image into sections and compute transformation parameters for each
section. [38] [18]
Resampling: Once a transformation model is determined, the sensed image is trans-
formed using this model. The transformation is either forward or backward. Forward trans-
formation takes pixels in the sensed image and applies the transformation to generate an
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output image. This process is difficult to implement and produces images with holes and
overlaps. Another method is backward mapping. An inverse of the mapping function and
coordinate system of the reference image are used to calculate the result. Pixels in the output
are mapped to the sensed image. If the resultant coordinates are non-integer, interpolation
is used to determine the pixel value. Different techniques for interpolation exist, including
the 2D sync function, nearest neighbor, bilinear, and bicubic. The choice of interpolation is
based on the needed accuracy and speed of the calculation. [40] [6] [12]
2.2 Geospatial Science
Geospatial science is the study of the spatial aspects of terrestrial and geographic datasets
through scientific methods involving software and analysis. Geospatial data can be cap-
tured with sensors like Light Detection And Ranging (LIDAR), Global Positioning System
(GPS), film and digital cameras from platforms like field computers, airplanes, unmanned
aerial vehicles, and satellites. This data can range over wide scales and resolutions. A tool
used by geospatial science to work with this data is called Geospatial Information System
(GIS). A GIS captures, stores, analyzes, manages, and presents data that are linked to loca-
tion(s). The role of a GIS to be a decision support tool that integrates spatially referenced
data in a problem solving environment. [7] The following sections describe orthorectifica-
tion and georeferencing. These techniques are are important to this project because they are
used in GIS and will benefit from this research.
Orthorectification
Aerial photographs have five systematic errors: 1) failure of fiducial axes to intersect at the
principal point 2) lens distortion 3) atmospheric distortion 4) earth curvature and 5) shrink-
age or expansion of photographic materials (film). Also, during the acquisition of aerial
photographs the tools of location measurement, Global Positioning System (GPS) and In-
ertial Navigation System (INS), contain errors and bias drift. Correction for these errors
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is done using statistical analysis (regression analysis). [17] Orthophotography is a way to
create aerial imagery that is rectified to a particular map projection, like Universal Trans-
verse Mercator (UTM) or Universal Polar Stereographic (UPS). To create an orthophoto,
and image has to go through the process of orthorectification.
Orthorectification corrects aerial imagery in three ways. The first correction is the stan-
dardization of scale across the image. This quality is called planimetric. The second cor-
rection involves removing the relief displacement to position the terrain in its true location.
The final correction is the radiometric or tonal adjustments to allow the image to blend with
neighboring images.
Figure 2.2: Relief displacement. [1]
Aerial photos are typically acquired with 60% to 80% overlap between image and 20%
to 30% sidelap. This assures that there are no gaps in the data. A Digital Elevation Model
(DEM) or Digital Terrain Model (DTM) can be created from this method of collection.
DEM collection is necessary for the correction of scale differences across the aerial im-
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agery due to elevation changes. It is also used to remove the relief displacement in the
terrain. Fiducial marks and principal point are used to derive the nadir point. The nadir
point represents the direct point on the ground at the center of the image if the photo is
vertical. Differences in elevation in the image in relation to nadir point create differences in
scale throughout the image. Scale fluctuations have to be removed so that the image con-
tains a constant scale. Relief displacement is a distortion that affects the spatial accuracy
of the image. Simply stated, points that are higher than the nadir are displaced outward
from the center of the photograph and points that are lower in elevation are displace inward
from their true position. Then, ground control values with known x,y,z coordinates are as-
signed to points on the photograph in are process called aerotriangulation. [29] The aerial
imagery and the digital elevation model are used to create the final, constant scale and relief
corrected image using either forward or backward projection. In forward projection, pixels
in the source image are projected onto the DEM. This method produces irregularly spaced
points in the orthoimage, so interpolation has to be used to fill gaps between pixels. A more
commonly used approach is backward projection. In backward projection, object space co-
ordinates in the DEM and projection onto the source image. The resultant coordinates will
not be integer values, so interpolation techniques are used to determine pixel values. [20]
This process can be automated if ground control points can be found without human
interaction. This project aims at providing a fundemental utility that can accomplish this.
Georeferencing
Georeferencing is placing geospatial data onto a common global map so that it can be
viewed, queried, and analyzed with other geospatial data. Data can be images or it can be
geographic features. Each particular piece of data can be in different coordinate systems,
and it is the job of the GIS to bring all these pieces of data into a common coordinate
system. There are several typical uses of georeferencing. For example, data about the same
location can be collected over time and analyzed for historic changes, different map types
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can be combined into a common projection, or population density and geographic data can
be fused for analysis.
To georeference an image, the first step is to orthorectify the image. Then, control
points on the image with known geographic coordinates are established. Next, the coor-
dinate system is chosen onto which the source image is projected, and the point on the
image is aligned with the control points. This transformation generates residuals, which
are the differences between the actual coordinates of the control points and the coordinates
predicted by the geographic model created using the control points. To produce the most
accurate result, the goal is to minimize the residuals. [17] [8] This geospatial technique can
benefit, in the same way as orthorectification, from this research.
2.3 Feature Detection and Description Algorithms Concepts
Invariance
Our problem requires certain properties of invariance, including scale invariance, rotation
invariance, translation invariance, and affine invariance. These properties are described in
this section.
Scale transformation: Scale change is the effect of viewing an object from different
distances. To successfully match objects between different scales, the description of the
object has to be similar no matter what scale it is located. This is important if one is trying
to match an object that is located in a picture from a hand held camera, an areal image,
or a satellite picture. Images taken by these three methods have dramatic differences in
scale. Also, in an image, different objects can be interpreted differently at different scales.
In order to represent this characteristic, a feature detection algorithm has to account for
different scales within an image.
Rotation transformation: Rotation change is the effect of viewing an object from dif-
ferent angles on the same plane. A feature detection algorithm has to account for differences
in rotation between similar features.
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Figure 2.3: Rotation transformation.
Figure 2.4: Translation transformation.
Translation transformation: Translation change is the effect of viewing the object
from a different position. A feature detection algorithm has to account for translations
between similar features.
Affine transformation: An affine transformation is a linear mapping between coor-
dinates. It can be thought of as a combination of translations, scales, flips, rotations and
shears. This transformation preserves parallel lines. In the domain this represents looking
at a plane from a plane that is not parallel to the observed plane.
The description algorithm suitable for the geospatial domain is one that can describe
objects that have the above transformations in a transformation invariant manner. [21]
Scale Space Theory
Objects exist over a range of scales. A car can be described at the millimeter, meter and
kilometer scales, but only the meter scale will be useful. Scale space theory is a framework
for multi-scale signal representation. In computer vision it is used to extract information
from image data. The original image is transformed into a collection of derived images. The
structures at coarse scales in the multi-scale representation should constitute simplifications
of corresponding structures at finer scales. The collection of these structures is called a
11
Figure 2.5: Affine Transformation
Figure 2.6: Image at different scales.
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scale space. The method for the construction of a multi-scale representation is formalized
by the SIFT algorithm used in this research. The Gaussian kernel and its derivatives are the
only possible smoothing kernels. The proof of why this is so is complex, but the simple
explanation is that the smoothing done by the Gaussian kernel always destroys information
and never creates artifacts as the scale space is created. [13]
1D Gaussian convolution
2.1 is the equation for the one dimensional Gaussian distribution.
G(x) =
1√
2piσ
e−
x2
2σ2 (2.1)
The variance, σ2, in this context represents the scale and is never equal to 0. The 1√
2piσ
in front of the one dimensional Gaussian equation is a normalization term that ensures that
the area under the normal curve is always the same. The size of the filter can vary, but
generally does not exceed 3σ in the positive and negative direction. Finally, the filter is
discretely computed, the filter has to be normalized so that the image does not become
brighter after convolution.
This equation can be used to create the discretized filter K by sampling the Gaussian
distribution. The data, I, is then convolved using this filter and produces the result O.
O(a) =
m
∑
i=0
K(i+1)∗ I(i+a−1) (2.2)
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Filter K1 K2 K3
Data I1 I2 I3
Convolved Data
O1 =
K1 ∗0
+K2 ∗ I1
+K3 ∗ I2
O2 =
K1 ∗ I1
+K2 ∗ I2
+K3 ∗ I3
O3 =
K1 ∗ I2
+K2 ∗ I3
+K3 ∗0
As the filter is used on the edges, values outside the data are necessary to compute the
convolution. In our implementation of SIFT, these values are arbitrarily assumed to be equal
to zero. This is the reason part of the calculation of O1 has the first term multiplied by zero
and the calculation of O3 has the last term multiplied by zero. The rest of the elements are
calculated in a similar fashion, the filter being moved over the data until the last element in
the data array is convolved.
Here is an example that uses numbers instead of variables:
Filter .3 .39 .3
Data 0 100 0
Convolved Data 30 39 30
2D Gaussian convolution
2.3 is the equation for the two dimensional Gaussian distribution.
G(x,y) =
1
2piσ2
e−
x2+y2
2σ2 (2.3)
The two dimensional Gaussian convolution is separable. That is, a one dimensional
Gaussian convolution in the x dimension followed by another one dimensional Gaussian
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convolution in the y dimension is equal to a two dimensional Gaussian convolution. This
convolution is also isotropic, which means that the same filter can be used for both of the
separable convolutions.
Filter K1 K2 K3
K1 I11 I12 I13
K2 I21 I22 I23
K3 I31 I32 I33
The row-wise convolution of original data I with filter K, produces a temporary set of
data T . This is the calculation of the row-wise convolution of I22:
T (i,a) =
m
∑
j=0
K( j+1)∗ I(i, j+a−1) (2.4)
T22 = K1 ∗ I21 +K2 ∗ I22 +K3 ∗ I23 (2.5)
This is the temporary data:
T11 T12 T13
T21 T22 T23
T31 T32 T33
Next, the temporary data is convolved by columns using the same filter to produce final
result O. This is the calculation of the column-wise convolution of T12:
O(i,a) =
m
∑
j=0
K( j+1)∗T (i, j+a−1) (2.6)
O12 = K1 ∗0+K2 ∗T12 +K3 ∗T22 (2.7)
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The following is an example that uses numbers instead of variables:
Filter 0.3 0.39 0.3
0.3 0 0 0
0.39 0 100 0
0.3 0 0 0
This is the intermediate result:
0 0 0
30 39 30
0 0 0
This is the final result:
9 11.7 9
11.7 15.21 11.7
9 11.7 9
2.4 SIFT
There is a multitude of feature detection algorithms. [32] A popular computer vision al-
gorithm is Scale Invariant Feature Transform (SIFT). SIFT was chosen as the keypoint
detection algorithm because it is well known in the scientific community and it provides
the best results compared to the computation effort. [11] [22] [4] This algorithm automat-
ically detects and describes interesting features in images. These descriptions are unique,
stable, scale, rotation and translation invariant and are used in computer vision applications.
SIFT is designed to take an input image and output descriptors of unique points, called key-
points, in the image. This algorithm is invariant to scale, rotation, translation and is partially
invariant to illumination and perspective change. [16]
16
Figure 2.7: Gaussian convolution of an image.
Following are the steps in the SIFT algorithm:
1. Scale-space extrema detection A scale space pyramid is built. Extrema are detected
over all scales and image locations. Difference-of-Gaussian function is used to identify
potential interest points that are invariant to scale and orientation.
2. Keypoint localization Once a potential keypoint is found, location and scale are
determined. Keypoints are filtered based on their stability. Keypoints in low contrast areas
or one’s that are poorly localized along an edge are thrown out.
3. Orientation assignment Keypoints are assigned one or more orientations based on
local image gradients. These orientations are used for all future operations. This is what
allows the generation of descriptions that are invariant to orientation, scale and position.
4. Keypoint descriptor The local image gradients are measured at the selected scale
17
in the region around each keypoint. These are transformed into a transformation invariant
representation. [15] [14]
2.4.1 Components of SIFT
Scale Space Pyramid
To fulfill the requirement of being scale invariant, SIFT simulates scale changes by building
a scale space pyramid using Gaussian convolutions. A scale space pyramid is a series
of increasingly blurred versions of the original image. This is done because objects are
composed of different structures at different scales. By successively blurring an image and
looking at changes between the blurs, one can find different interesting object at different
scales. A Gaussian filter is used because a convolution that uses this filter always subtracts
information from the image. This property is useful in finding interesting points.
Using a two dimensional Gaussian filter, SIFT generates multiple convolutions of the
original image by varying σ in order to build the scale space pyramid.
L(x,y,σ) = G(x,y,σ)∗ I(x,y) = Gy(Gx(x,σ)∗ I(x,y)),σ) (2.8)
The scale space is divided into octaves, and each octave is divided into levels. Each
octave is separated by the doubling of σ, which initially equals
√
2. In each octave, the
levels are evenly spaced between octaves. By default, an octave consists of six levels of
convolution.
At each octave, the original image is down-sampled to represent the change in scale.
The down-sampling is done by selecting every second pixel in row and column. This is
done to save computational time and that the error from the discretized Gaussian filter does
not compound as the scale increases.
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Figure 2.8: Scale space pyramid. [15]
Difference of Gaussians
Once the scale space has been generated, stable points of interests can be detected using
Difference of Gaussians. The Laplacian of Gaussians can be used to find the extrema in an
image. However, this is costly, so an approximation in the form of Difference of Gaussians
is used to find extrema. The value of k is defined before convolution, so that each octave
has an equal number of levels.
D(x,y,σ) = L(x,y,kσ)−L(x,y,σ) (2.9)
Local maxima and minima are detected by comparing a particular point to its eight
neighbors in its current scale and to its nine neighbors in the scale above and below. It is
considered a potential keypoint only if it is the maxima or minima of its 26 neighbors.
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Figure 2.9: Maxima and minima detection. [15]
Figure 2.10: Keypoint orientation and description. [15]
Keypoint Orientation Designation
Each keypoint is assigned an orientation based on local image properties. This orientation
is used to create the keypoint descriptor that is invariant to image rotation. The scale of the
keypoint is used to select the Gaussian smoothed image, L, with the closest scale, so that all
computations are performed in a scale-invariant manner. For each image sample, L(x, y),
at this scale, the gradient magnitude, m(x, y), and orientation, (x, y), is precomputed using
pixel differences.
m(x,y) =
√
L(x+1,y)−L(x−1,y))2 +(L(x,y+1)−L(x,y−1))2 (2.10)
θ(x,y) = arctan(L(x,y+1)−L(x,y−1))/(L(x+1,y)−L(x−1,y)) (2.11)
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An orientation histogram of 36 bins is created from a region around keypoints. Domi-
nant directions are found when peaks in the histogram are detected. The highest peak and a
peak within 80% of the highest peak are used to determine a keypoints orientation. To have
a more accurate highest peak position, three values closest to the highest peak are interpo-
lated using a parabola. Since a point of interest can have multiple peaks of same magnitude
in its histogram, multiple keypoints with differing orientation can be created.
Keypoint Description
Once a keypoint’s image location, scale and orientation is known, a rectangular area ori-
ented in the same way as the keypoint is used to create a local description. This area is
divided into a 2D grid of sub-areas. In each sub-area, the dominant gradient is calculated
for every point and then collected into a histogram. These histograms are then collected into
a feature vector and the vector is normalized. The final description of the keypoint contains
the x,y location of the point in the image, the scale and the normalized feature vector.
Figure 2.11: This is an example of a 2x2 grid around a keypoint. An 8 bin histogram
is computed in each sub-area resulting in a 32 element feature vector. 4x4 grids and 8
bin histograms were used in experiments in this project, resulting in 128 element feature
vectors. [15]
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2.4.2 SIFT implementations
At the time of the writing of this thesis, two major serial implementations of the SIFT al-
gorithm, SIFT++ [34] and VLFeat [35]. The first implementation is a C++ implementation
of the SIFT algorithm and was designed to be as close as possible to David Lowe’s orig-
inal implementation. VLFeat is a set of computer vision libraries written in C. SIFT++
was chosen because it was faster, used less memory and was already used by researchers at
University of Arkansas.
2.5 Parallel SIFT Implementations
There have been previous attempts to parallelize SIFT. Examples include a Graphical Pro-
cessing Unit (GPU) implementation [28], a Field Programmable Field Array (FPGA) im-
plementation [2] and a multi-threaded implementation [36]. The GPU implementation cited
here offloads the scale space pyramid creation, Difference of Gaussians calculations, gradi-
ent calculations, and parts of the descriptor calculations to the GPU device. It achieves 10x
speedup over the optimized CPU implementation. The FPGA implementation cited here
offloads the orientation calculation to a custom designed hardware accelerator and showed
their implementation could be used for real-time applications. The multi-threaded imple-
mentation parallelized loops that contained scale space pyramid construction, keypoint ori-
entation calculations, and descriptor calculations. This approach yields a speedup of 2x
when using eight processors. Also, [36] explores GPU acceleration of SIFT with offloading
the Gaussian convolution to the GPU. The particular part of the code was accelerated by a
factor of 13, but the total execution time of the application was accelerated by a factor of
1.9. Another highly optimized multi-threaded implementation [39] was able to achieve an
average of 6.4x speedup. Most of the effort in accelerating SIFT has been in the real-time
computer vision domain. This subject area deals with small, for example 640x480, images
streamed at 30 frames per second. This kind of processing does not stress the memory ar-
chitecture, since the data is so small. However, once the scale space generated of an image
22
can no longer be held in a cache, memory bandwidth and memory size become the limit-
ing factors in performance of an application. These solutions can not be used to solve the
geospatial domain problems.
2.6 Technology
Clusters
The Star of Arkansas at the Arkansas High Performance Computing Center and Ranger at
the Texas Advanced Computing Center were used in this research.
Main system: The system used to develop and test was the Star of Arkansas. This
cluster consists of 157 Symmetric Multi-Processing (SMP) compute nodes. Each node
contains dual quad-core Xeon E5430 processors, 2x6MB cache, running at 2.66GHz with
1333 MHz FSB. Each core has 2 GB of main memory. The theoretical peak performance
of Star is 13.36 teraflops (13.36×1012 floating point operations per second).
Main system interconnect: The network interconnect on the Star of Arkansas is Infini-
Band and runs at 10 Gbps. The IB switch is from Qlogic and has expansion capacity up to
288 slots, of which only 165 are used in the current configuration. With this switch, addi-
tional compute nodes can be purchased incrementally and added to the cluster as additional
hardware funds become available. The cluster is interconnected with an additional Gigabit
Ethernet network for NFS access, and another Gigabit Ethernet network for management.
Main system storage: The Star of Arkansas has NFS and Lustre file systems. The NFS
file system is used for permanent storage and is 4 TB. The Lustre file system resides on
Data Direct Networks and is used for fast temporary storage and is 21 TB. The storage for
Lustre comes from and includes 21 TB of raw disk storage. Lustre is an open source dis-
tributed parallel file system for high performance cluster computing. [23] A Lustre system
is compose of file system clients which access the file system, object storage servers (OSS)
which provide file I/O service and metadata servers (MDS), which manage the names and
directories in the file system. All of this is transparent to applications which access the file
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Figure 2.12: Systems in a Lustre cluster. [3]
system using normal POSIX semantics. [3]
Secondary system: After initial development and testing, TACC’s Ranger system was
used to conduct large-scale tests. This cluster consists of 3,936 SMP compute nodes.
Each node contains four AMD Opteron Quad-Core 64-bit processors (16 total), running
at 2.3GHz with 1.0 GHz HyperTransport system Bus, and 2 channels with 667 MHz DDR2
DIMMS. Each processor has 64 KB of L1 cache, 4x512 KB L2 Cache, and 2 MB of on-die
(shared) L3 Cache. Each node has 32 GB of main memory. The theoretical peak perfor-
mance of Ranger is 579.4 teraflops (579.4×1012 floating point operations per second). The
interconnect topology is a 7-stage, full-CLOS fat tree with two large Sun InfiniBand Data-
center switches at the core of the fabric (each switch can support up to a maximum of 3,456
SDR InfiniBand ports). [24]
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Figure 2.13: Here, two applications are communicating over a channel. The two applica-
tions share the same virtual address space, but are hosted on different servers. [10]
InfiniBand vs. Ethernet
InfiniBand is a switched communications link with high throughput, low latency, quality of
service and failover, and it is scalable. Applications use InfiniBand as a messaging service.
It is used for storage, Inter Process Communication (IPC) or any other communication
between the application and its environment. This is different from the byte-stream oriented
TCP/IP/Ethernet, which works on transporting bytes of information between application
sockets and requires the operating system to move bytes from the program’s virtual buffer
space, to the kernel’s network stack and finally onto the wire. InfiniBand does not request
the operating system for access to communication resources. Applications accesses the
InfiniBand messaging service directly. [10]
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Message Passing Interface
Message Passing Interface (MPI) is an Application Programming Interface (API) that al-
lows communication between processes using a message passing paradigm. [30] It is used
to create scalable high performance parallel application. Processes can reside on the same
machine or on multiple machines in a cluster, and communicate through explicit messages.
This is unlike the shared-memory paradigm, where threads communicate using shared
buffers and have uniform memory access (UMA) to memory. [31] Since MPI favors data
locality, it is a non-uniform memory access (NUMA) architecture.
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Chapter 3
Methodology
We have discussed the need for a fast and scalable implementation of SIFT. In order to avoid
duplicating work, an existing implementation called SIFT++ by Andrea Vedaldi of Univer-
sity of British Columbia was used as base code. [33] In the computer vision community,
this is a well known open source implementation. [36] This implementation, compiled into
a binary called sift, was analyzed for hot spots, memory usage, and different paralleliza-
tion implementations using this base code were tested. The goal was to reduce the overall
runtime of the application while generating the same results as the serial implementation.
3.1 Performance Metrics
There are many ways to measure performance. One can measure the wall time or the
system/user time of an application, latency, response time, rate of integer or floating point
operations, or the efficiency of an application. [9] The chosen metrics have to be relevant
and meaningful within the application’s domain and have to be accepted by the users in that
domain.
In the domain of geospatial science and the problems this specific application is trying
to solve, three metrics are of most concern. The first is the wall time of the application.
Scientists in the field are willing to tolerate the delays between asking a question and getting
an answer anywhere from a few seconds to a few hours, so reducing the wall time of an
application is important. There is a distinction between wall time and run time. Wall time
incorporates the I/O, operating system jitter, and the actual work done by the application. In
this paper, wall time and run time are used synonymously. The second metric closely tied
to the first is the speedup over the serial implementation. Speed up is the serial run time
divided by the parallelized run time. This is the way to measure if the effort and resources
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spent to make the application run faster was worth it. The final metric is the accuracy of the
results because bad answers that are generated quickly are not useful to domain users. The
output of the parallelized application has to match the serial versions output.
3.2 Single Node Performance
SIFT++ is both memory intensive and computationally expensive. Scale space generation’s
computation time is deterministic. This processes uses a lot of memory since the scale space
is generated once and all of it is stored in memory throughout the life of the application.
Analyzing the code, the memory usage by the scale space pyramid is:
Memory usage = 4 bytes∗ l
m
∑
i=s
w∗h
22i
a (3.1)
The parameters in this equation are: final octave m, first octave s, current octave i,
number of levels per octave l.
Using a 800x640 image with standard parameters as an example, generation of scale
space is 25% of computation and takes up 62.5 MB of memory.
Memory usage = 4 bytes∗6
m
∑
i=−1
800∗640
22i
= 62.5 MB (3.2)
During testing, the serial implementation of SIFT failed to analyze a 9600 x 7200 image,
on a Star of Arkansas node, a system with 16 GB of RAM. The domain space uses images
of this size and greater. Besides the serial implementation failing to process large images,
given the right parameters this implementation would fail to process relatively small images.
The problem of single node memory exhaustion had to be overcome.
The computation time is highly dependent on the number of keypoints found in an
image. The number of keypoints is dependent on the objects in the image and the size of
the image. Once all of the keypoints are found, the majority of the computation is spent
calculating descriptors for these keypoints.
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Figure 3.1: Keypoint descriptor calculation run times.
3.3 Parallelization Strategy
In this application, time and memory are the constraining factors when processing data
on single nodes. Previous attempts at parallelizing SIFT involved speeding up specific
parts of the algorithm using fine grained parallelism. [36] In this implementation, the whole
application is being made run faster using high level data parallelism. Instead of focusing
on making a particular part of the algorithm fast, the data used by the application is divided
between multiple instances of the application. One approach is to simply partition the image
into horizontal slices and distribute pieces of the image among nodes. Each node uses SIFT
to process the data and outputs a description of the image slice. The output from the nodes
is aggregated to form a final description of the whole image. The second approach partitions
the image into blocks. The number and the size of the blocks depends on the dimensions of
the image and the number of nodes used to process the image. Each block is processed by
different nodes in parallel and the descriptions are aggregated. The parallelization strategy
is outlined in the following steps:
1. Partition (decompose) the image into smaller pieces.
2. Either send each piece to a different node, or have each node read a different piece of
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the image directly from the file system.
3. Compute SIFT descriptors on each piece of the image.
4. Aggregate the descriptors.
3.4 Project Schedule
The following is the project schedule that was decided upon at the beginning of the research.
Most of the deadlines were either met or exceeded.
December 2010
Understand the SIFT algorithm, its member functions, and the mathematics involved in the
computations. By the end of this period, have the ability to work simple example by hand.
January 2011
Phase I
Establish the mastery of MPI and its C/C++ implementation. Learn how to effectively
parallelize simple tasks and algorithms. Test most of the features of MPI and gain a good
understanding of tools for the task.
Phase II
Learn how to use profiling tools. Practice using them on simple cases. Profile local single
thread, local multi-thread, and MPI processes. Profile SIFT++ and record which sections
of the algorithm are calculation intensive and contain parallelism. Also, a base case (BC)
using SIFT++ and a sufficiently large data set will be established at this point.
February-March
Implement the parallelized versions of the SIFT application with MPI. Each version of the
parallelized code will be tested against the BC to check for correctness of output.
April
Experiment with different versions of the new implementation and address optimization
and bottleneck issues. Coalesce different variations of the implementation into one or two
versions. Test them against the BC.
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May
Benchmark the new implementations against existing methods. The same sufficiently large
data set will be used in these tests.
June
Address any shortcomings in the new implementations. Previous benchmarking steps will
be repeated. The technical part of the new implementations should be completed.
July
During this period, a user interface will be designed. This will consist of an executable with
equivalent functionality of SIFT++ and keypoint visualization interface.
August-September
Analyze the results of benchmarking the new implementation against existing methods.
Propose future research paths. Publish the findings in an appropriate publication.
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Chapter 4
Results
4.1 Implementation
4.1.1 Decomposition methods
Due to memory limitation of single nodes, the solution is to reduce the memory footprint
of the data on each node. This is done by partitioning the image into smaller pieces and
sending each piece to a different compute node in the cluster. Each node then runs SIFT
on its piece, computes the descriptors, adjust the coordinates of the descriptors and outputs
the descriptors. Finally, the descriptors are aggregated into a single descriptor file that other
applications and scientists can use.
Row-Wise Decomposition
The first attempt at splitting the image is to slice the image horizontally. The image is
divided between the nodes, each node receives a small slice of the original image. The root
node loads the entire image into memory, then scatters different pieces to different nodes.
Each node is responsible for adjusting the x,y coordinates of the keypoints based on its
rank. MPI code is directly integrated with the original SIFT++ code to accomplish this.
This approach is simple and generates results in which data loss due to boundary effects
is between 1% and 3% . However, this approach is not the most efficient, since certain
images can be partitioned in a better way. Before moving on to the next approach, the code
was rewritten. Most of the MPI code was transferred to a decomposition driver and the
SIFT driver was made into a library function that is called from the MPI driver. The SIFT
driver accepts command line arguments with which the program is started, an image buffer,
process rank, x and y offsets. This generic SIFT driver allows easy decomposition driver
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swapping.
Figure 4.1: Row-Wise Decomposition
Block-wise Decomposition
The second attempt at partitioning the image is to use block decomposition. The image is
divided into equally sized blocks, and each block is sent to a node for processing. Each
node adjusts for x,y coordinates of keypoints and outputs the data to a file. This approach
is particularly challenging because of how the data is organized. The data is stored in an
image format called Netpbm. After the image is loaded into memory, the data is a one
dimensional array of floats. To properly stride through the data, various MPI mechanisms
are used.
Block decomposition is achieved in a first implementation in the following way. First,
the original image is loaded into memory by the master process. The height and width
of the image are broadcast to all nodes. The master process then calculates the proper di-
mensions of an individual partition of the original image. If the image is perfectly square,
the dimensions of the individual partitions is width
log2(number of processes)
. If the image is
not square, the image is subdivided log2(number of processes) number of times. At each
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subdivision, the dimensions are compared. If the width is greater than height, counter q is
incremented. If the height is greater than width, counter r is incremented. After the last sub-
division, the dimensions of individual image partition is partition width = image width2q and
partition height = image height2r . The partition dimensions are broadcast to all processes.
A two dimensional Cartesian Communicator is created. The sizes of the dimensions are
determined by the ratios between the original width and height, and the partition width
and height. The MPI communicator is non periodic and reordering is not allowed. Every
process allocates a buffer that will contain a partition of the original image.
A new MPI data type is created so that the original image can be easily split between
different processes. The rows of a partition of the original image can be thought of as
blocks, the pixels in each row as block elements, and the spacing between pixel rows as the
block spacing. A vector that contains the number of blocks, the number of elements in a
block and the block spacing is created. A struct is created to hold the vector. Offsets for
each image partition are calculated. The original image is then scattered to the Cartesian
communicator using the calculated offsets and the new data type as the type. Each process
then works on its portion of the image and outputs descriptors. The x,y coordinates are
adjusted based on the Cartesian coordinates of the process.
Later, block-wise decomposition was reimplemented using the driver paradigm de-
scribed in the row-wise decomposition section.
Decomposition Using Parallel IO
It is also possible to exploit parallelism in data access and storage. In the first two imple-
mentations, the master node reads the image and distributes different pieces to different
processes using MPI communication. In the third implementation, each process reads dif-
ferent portions of the image in parallel using MPI I/O.
The first attempt at using MPI I/O is to use row-wise decomposition. Each process
reads the header of the image file, calculats appropriate file offsets, sets the file view and
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Figure 4.2: Block-Wise Decomposition
reads a portion of the image into a buffer. Then each process uses the SIFT driver on the
buffer. In a later implementation of the row-wise I/O partitioning, only the master process
reads the header of the image file and determines the header offset. Once that is known,
the master thread broadcasts the width of the partition, height of the partition, and an offset
to all the processes. Each process then creats an appropriately sized buffer, sets its file
view, reads its portion of the image using MPI I/O, and executes the SIFT algorithm on its
portion of the data. Block-wise decomposition is accomplished in a similar fashion to the
row-wise decomposition. The master process reads the image, extracts height and width,
and broadcasts the information. Each process in turn calculates the block dimensions and
creates a distributed array. The distributed array is used to create an MPI filetype, which in
turn is used to set the file view for each process. Each process then reads its portion of the
file, stores the data in a buffer and executes the SIFT algorithm on that buffer.
4.2 Experiments and Analysis
Three experiments where set up to test the parallel implementations. The first experiment
involves analyzing a sequence of images with SIFT. The sequence consists of differently
sized random pieces of the same geospatial image. The reason for using random pieces is
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Figure 4.3: Experiment 1 run times (in seconds). All experiments, except serial, are using
16 cores. Block-wise and Row-wise are results from in-memory partitioning. Block-wise
IO and Row-wise IO are results from MPI parallel IO partitioning. The result is an average
of multiple runs of the test set.
that SIFT’s computation time is dependent on the number of keypoints found in an image.
Using the same image and upscaling it to create larger images would be an unrealistic test
since in the geospatial domain larger images should contain a larger number of interesting
features than smaller images. The second experiment analyzes the correctness of the output
of the parallel implementations by comparing their output with the serial version’s output.
Both of these experiments used the serial, row-wise in-memory decomposition, block-wise
in-memory decomposition, row-wise I/O decomposition and block-wise I/O decomposi-
tion. The final experiment is SIFTing an actual geospatial image on a TerraGrid resource,
Ranger.
4.2.1 Experiment 1 - Run time
Data parallelization successfully reduces the runtime of SIFT. Figure 4.3 compares the serial
and parallel implementations. Figure 4.3 shows that the runtime of the serial implementa-
tion rises as the number of pixels in the images increases. In comparison, the runtime of
the parallel implementations increases at a slower rate compared to the runtime of the serial
implementation. Figure 4.4 show the runtime of just the parallel implementations. Both
decomposition methods achieve significant performance improvements over the serial ver-
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Figure 4.4: Comparison between serial implementation and parallel implementations.
Figure 4.5: Comparison between different parallel implementations.
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Figure 4.6: Experiment 2. Image size increases from left to right.
sion. The average speed-up is 19.5, with row-wise parallel IO decomposition achieving a
speed-up of 20.18. The superlinear speed-up is attributed to the fact that the parallel imple-
mentations are able to utilize memory bandwidth better than the serial version. Row-wise
decomposition in memory and parallel I/O are slightly better than the block-wise decom-
position. This may be due to the fact that C stores arrays in memory in row-major format.
Rows of data are accessed more efficiently than columns, since access by rows of data ac-
cesses contiguous memory regions. The block-wise decomposition, as with column-major
access, requires a number of accesses to memory that are not contiguous. Contiguous ac-
cesses to memory have Central Processing Unit (CPU) cache hit rate, allowing the CPU to
fetch data from the cache. Non-contiguous access to memory generates CPU cache misses,
requiring the CPU to access main memory, which is slow compared to accessing cache.
4.2.2 Experiment 2 - Correctness
The results of the second experiment are shown in Figure 4.6, the current parallel imple-
mentations have data loss due to boundary effects between the partitions of the original data.
The figure shows that the block decomposition has less loss on all of the images tested, by
more than a factor of two for all images tested.
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Figure 4.7: Comparison of SIFT++ and MPI-SIFT (Row-Wise Decomposition)
Figure 4.7 shows an example of the differences between the output of SIFT++ and the
two node row-wise decomposition version of MPI-SIFT. The output of SIFT++ is repre-
sented by red markers while MPI-SIFT is represented by the green markers. MPI-SIFT
output is layered over SIFT++ output. The difference between the two lies along the border
of the partition.
Figure 4.8 show an example of the differences between the output of SIFT++ and a
16 node block-wise decomposition version of MPI-SIFT. The serial version output is rep-
resented by red markers while the parallel version is represented by the green markers.
Parallel output is layered over SIFT++ output. The difference between the two lies along
the borders of the partitions.
The edge effects show in Figures 4.7 and 4.8 may not be a problem, since domain images
generate millions of keypoints. With increasing image size, the ratio of keypoints to lost
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Figure 4.8: Comparison of SIFT++ and MPI-SIFT (Block-Wise Decomposition)
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Figure 4.9: Graph showing trade off in perimeters between row-wise and block-wise de-
composition.
keypoints decreases. Block decomposition creates partitions that have smaller perimeter as
a function of the partition area than row decomposition. The horizontal perimeter between
partitions in row-wise decomposition is represented by 4.1 and block perimeter in block-
wise decomposition is represented by 4.2 where w is width, h is height and p is number
of processes. Figure 4.9 shows an example in which the row-wise partitioning horizontal
perimeter increases linearly as the number of processors increases while the block-wise par-
titioning block perimeter is approaching a horizontal asymptote as the number of processors
increases.
HP = w(p−1) (4.1)
BP = w(
√
p−1)+h(√p−1) (4.2)
The loss of keypoints is due to how SIFT finds and filters keypoints. Keypoints found on
borders of an image tend to be rejected. Also, the description of a keypoint in the original
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Figure 4.10: Runtimes on TerraGrid resource Ranger
image and in the fragment will be different since different neighborhoods will be used for
the description. The loss of keypoints and differences in descriptors on image partitions are
collectively called edge effects.
4.2.3 Experiment 3 - Scalability
The last experiment is SIFTing an actual geospatial image. A 116987x11005, 1.2 GB im-
age, is SIFTed on Ranger, a TeraGrid resource, using in memory block decomposition.
Row-wise decomposition was attempted, but failed due to lack of sufficient memory on the
nodes. MPI I/O was not used because it is not supported on Ranger. In all the trials, a single
process ran on a single node. This is to maximize memory availability for each process.
This particular implementation scaled well when the number of cores/nodes increased. The
results are shown in 4.10. Increasing the node count reduces the memory usage per node,
yielding even better speed-up.
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Chapter 5
Conclusion
Data parallelization of SIFT on a distributed memory cluster is a viable way to find inter-
esting features in geospatial images. Block-wise partitioning scheme is shown to scale up
well. MPI constructs and advances communication functions are well suited to accomplish
this task. MPI IO makes the implementation of block-wise and row-wise decomposition
methods easier than in-memory block decomposition, and it is also faster than in-memory
decomposition. Edge effects in large images are almost negligible.
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Chapter 6
Future Work
6.1 Memory Exhaustion
If the image is of sufficient size, partitioning the image into pieces and sending the pieces
to nodes will fail if during processing of partitions node memory is exhausted. To solve
this problem, the maximum partition size has to be determined before image partitioning.
The image then needs to be partitioned in such a way that the maximum partition size is not
exceeded. If the number of partitions in this scheme is larger than the number of processing
nodes, partitions should be added a work queue and submitted to be processed in batches
or on demand basis.
6.2 Edge Effects
Keypoints that lie along the edge of an image tend to be filtered out and don’t appear in the
final solution. Since all of the mentioned partition schemes generate image edges, keypoints
are lost. Overlaps between partitions will fix this problem. The overlaps would generate
redundant keypoints that will have to be filtered out.
6.3 Descriptor Aggregation
Currently each process writes its descriptors to its own file, and at the end the files are
concatenated to generate the final descriptor file. It may be possible to have all the processes
write their results to a single file. Both of these additions would utilize a fast file system
and take load off the master node.
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Appendix A
Source Code
A.1 MPI-SIFT Row-wise in-memory decomposition
# inc lude< s i f t . hpp>
# inc lude<s i f t −conv . tpp>
# i n c l u d e ” s i f t e r . h ”
# inc lude<s t d i n t . h>
# inc lude<s t r i n g >
# inc lude<i o s t r e a m>
# inc lude<iomanip>
# inc lude<f s t r e a m>
# inc lude<s s t r e a m>
# inc lude<a l g o r i t h m>
# i n c l u d e <mpi . h>
# i n c l u d e < s t r i n g . h>
e x t er n ”C” {
# inc lude<g e t o p t . h>
# i f d e f i n e d (VL MAC)
# inc lude<l i b g e n . h>
# e l s e
# inc lude<s t r i n g . h>
# e n d i f
# inc lude<a s s e r t . h>
}
# inc lude<memory>
us ing namespace s t d ;
us ing namespace VL;
i n t main ( i n t argc , char ∗∗ a rgv ) {
t i m e t s t a r t , s t o p ;
t ime ( ( t i m e t ∗ )&s t a r t ) ;
M P I I n i t (& argc , &argv ) ;
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i n t rank , s i z e ;
MPI Comm rank (MPI COMM WORLD, &rank ) ;
MPI Comm size (MPI COMM WORLD, &s i z e ) ;
f l o a t ∗ buf = NULL; / / image b u f f e r
f l o a t ∗ r e v b u f = NULL; / / p i e c e s o f images end up here
VL : : PgmBuffer b u f f e r m p i ; / / each rank p u t s a p i e c e o f
image i n t h i s
i n t width , h e i g h t ; / / image params
double ∗ k e y p o i n t s t o r e = NULL; / / s t o r e f o r each rank
i n t c o u n t e r = 0 ; / / number o f k e y p o i n t s i n each rank
s t r i n g name ( a rgv [ a rgc −1]) ;
i f ( s t r c mp ( a rgv [ 1 ] , ”−−h e l p ” ) == 0) {
s i f t p p ( a rgc , argv , b u f f e r m p i , rank , 0 , 0 ) ;
M P I F i n a l i z e ( ) ;
re turn EXIT SUCCESS ;
}
i f ( r ank == 0) {
VL : : PgmBuffer b u f f e r ;
t r y {
i f s t r e a m i n ( name . c s t r ( ) , i o s : : b i n a r y ) ;
i f ( ! i n . good ( ) ) VL THROW( ” Could n o t open ’ ”<<name<<” ’ .
” ) ;
e x t r a c t P g m ( in , b u f f e r ) ;
}
catch (VL : : E x c e p t i o n c o n s t& e ) {
throw VL : : E x c e p t i o n ( ”PGM r e a d e r r o r : ”+e . msg ) ;
}
/ / copy p i x e l b u f f e r
buf = ( f l o a t ∗ ) ma l lo c ( s i z e o f ( f l o a t ) ∗ b u f f e r . w id th ∗ b u f f e r .
h e i g h t ) ;
memcpy ( buf , b u f f e r . da t a , b u f f e r . w id th ∗ b u f f e r . h e i g h t ∗
s i z e o f ( f l o a t ) ) ;
w id th = b u f f e r . w id th ;
h e i g h t = b u f f e r . h e i g h t ;
}
MPI Bcast (& width , 1 , MPI INT , 0 , MPI COMM WORLD) ;
MPI Bcast (& h e i g h t , 1 , MPI INT , 0 , MPI COMM WORLD) ;
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/ / copy p i x e l b u f f e r
r e v b u f = ( f l o a t ∗ ) ma l lo c ( s i z e o f ( f l o a t ) ∗wid th ∗ h e i g h t / s i z e ) ;
i n t s e n d c o u n t = wid th ∗ h e i g h t / s i z e ;
i n t r e v c o u n t = wid th ∗ h e i g h t / s i z e ;
/ / s c a t t e r p i e c e s o f image , h o r i z o n t a l s l i c i n g
M P I S c a t t e r ( buf , s e n d c o u n t , MPI FLOAT , revbuf , r e v c o u n t ,
MPI FLOAT , 0 , MPI COMM WORLD) ;
/ / p u t image i n t o a b u f f e r
b u f f e r m p i . wid th = wid th ;
b u f f e r m p i . h e i g h t = h e i g h t / s i z e ;
b u f f e r m p i . d a t a = ( f l o a t ∗ ) r e v b u f ;
s i f t p p ( a rgc , argv , b u f f e r m p i , rank , 0 , r ank ) ;
M P I F i n a l i z e ( ) ;
t ime ( ( t i m e t ∗ )&s t o p ) ;
t i m e t t o t a l = s t o p − s t a r t ;
i f ( r ank == 0) {
p r i n t f ( ”++++++++++++++++++++++++\n ” ) ;
p r i n t f ( ”M=%i \ tN=%i \n ” , width , h e i g h t ) ;
p r i n t f ( ” t ime i n s i f t %.3 f \n ” , d i f f t i m e ( s top , s t a r t ) ) ;
p r i n t f ( ”++++++++++++++++++++++++\n ” ) ;
}
re turn EXIT SUCCESS ;
}
A.2 MPI-SIFT Row-wise I/O decomposition
# inc lude< s i f t . hpp>
# inc lude<s i f t −conv . tpp>
# i n c l u d e ” s i f t e r . h ”
# inc lude<s t d i n t . h>
# inc lude<s t r i n g >
# inc lude<i o s t r e a m>
# inc lude<iomanip>
# inc lude<f s t r e a m>
# inc lude<s s t r e a m>
# inc lude<a l g o r i t h m>
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# i n c l u d e <mpi . h>
# i n c l u d e < s t r i n g . h>
e x t er n ”C” {
# inc lude<g e t o p t . h>
# i f d e f i n e d (VL MAC)
# inc lude<l i b g e n . h>
# e l s e
# inc lude<s t r i n g . h>
# e n d i f
# inc lude<a s s e r t . h>
}
# inc lude<memory>
us ing namespace s t d ;
us ing namespace VL;
i n t v e r b o s e = 0 ;
void p a r t m a t r i x ( i n t numprocs , double width , double h e i g h t ,
double & p i e c e w i d t h , double & p i e c e h e i g h t ) {
v e r b o s e && p r i n t f ( ”Number o f p r o c s %i \n ” , numprocs ) ;
double M,N; / / Width , He ig h t
M = wid th ;
N = h e i g h t ;
double q = 0 ;
double r = 0 ;
/ / p r i n t f (”N %f M %f \n ” , M, N) ;
i f ( wid th == h e i g h t )
{
p r i n t f ( ” Send \”% f x %f \” t o s i n g l e p r o c e s s \n ” , wid th /
l og2 ( numprocs ) , h e i g h t / l og2 ( numprocs ) ) ;
p i e c e w i d t h = wid th / l og2 ( numprocs ) ;
p i e c e h e i g h t = wid th / l og2 ( numprocs ) ;
} e l s e {
i n t exp ;
/ / p r i n t f (” l o g 2 num %f \n ” , log2 ( numprocs ) ) ;
f o r ( exp = 0 ; exp < l og2 ( numprocs ) ; exp ++) / / l o g base 2
o f number o f p r o c e s s i n g
{
v e r b o s e && p r i n t f ( ” I t e r a t i o n %i \n ” , exp ) ;
i f (M > N)
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{
v e r b o s e && p r i n t f ( ”M>N %f > %f \n ” , M, N) ;
M = M/ 2 ;
q ++;
}
e l s e i f (M < N)
{
v e r b o s e && p r i n t f ( ”M<N %f < %f \n ” , M, N) ;
N = N/ 2 ;
r ++;
}
e l s e
{
v e r b o s e && p r i n t f ( ”M=N %f = %f \n ” , M, N) ;
i f ( wid th > h e i g h t )
{
N = N/ 2 ;
r ++;
}
e l s e
{
M = M/ 2 ;
q ++;
}
}
}
M = wid th / pow ( 2 , q ) ;
N = h e i g h t / pow ( 2 , r ) ;
v e r b o s e && p r i n t f ( ” q %f r %f \n ” , q , r ) ;
v e r b o s e && p r i n t f ( ” Send %i \”%.0 f x %.0 f \” t o s i n g l e
p r o c e s s \n ” , numprocs , M, N) ;
p i e c e w i d t h = M;
p i e c e h e i g h t = N;
}
}
i n t main ( i n t argc , char ∗∗ a rgv ) {
t i m e t s t a r t , s t o p ;
t ime ( ( t i m e t ∗ )&s t a r t ) ;
M P I I n i t (& argc , &argv ) ;
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i n t rank , s i z e ;
MPI Comm rank (MPI COMM WORLD, &rank ) ;
MPI Comm size (MPI COMM WORLD, &s i z e ) ;
f l o a t ∗ buf = NULL; / / image b u f f e r
f l o a t ∗ r e v b u f = NULL; / / p i e c e s o f images end up here
VL : : PgmBuffer b u f f e r m p i ; / / each rank p u t s a p i e c e o f
image i n t h i s
i n t width , h e i g h t ; / / image params
double p i e c e w i d t h , p i e c e h e i g h t ;
double ∗ k e y p o i n t s t o r e = NULL; / / s t o r e f o r each rank
i n t c o u n t e r = 0 ; / / number o f k e y p o i n t s i n each rank
s t r i n g name ( a rgv [ a rgc −1]) ;
i f ( s t r c mp ( a rgv [ 1 ] , ”−−h e l p ” ) == 0) {
s i f t p p ( a rgc , argv , b u f f e r m p i , rank , 0 , 0 ) ;
M P I F i n a l i z e ( ) ;
re turn EXIT SUCCESS ;
}
i f ( r ank == 0) {
VL : : PgmBuffer b u f f e r ;
t r y {
i f s t r e a m i n ( name . c s t r ( ) , i o s : : b i n a r y ) ;
i f ( ! i n . good ( ) ) VL THROW( ” Could n o t open ’ ”<<name<<” ’ .
” ) ;
e x t r a c t P g m ( in , b u f f e r ) ;
}
catch (VL : : E x c e p t i o n c o n s t& e ) {
throw VL : : E x c e p t i o n ( ”PGM r e a d e r r o r : ”+e . msg ) ;
}
/ / copy p i x e l b u f f e r
buf = ( f l o a t ∗ ) ma l lo c ( s i z e o f ( f l o a t ) ∗ b u f f e r . w id th ∗ b u f f e r .
h e i g h t ) ;
memcpy ( buf , b u f f e r . da t a , b u f f e r . w id th ∗ b u f f e r . h e i g h t ∗
s i z e o f ( f l o a t ) ) ;
w id th = b u f f e r . w id th ;
h e i g h t = b u f f e r . h e i g h t ;
}
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MPI Bcast (& width , 1 , MPI INT , 0 , MPI COMM WORLD) ;
MPI Bcast (& h e i g h t , 1 , MPI INT , 0 , MPI COMM WORLD) ;
i f ( r ank == 0)
{
p a r t m a t r i x ( s i z e , ( double ) width , ( double ) h e i g h t ,
p i e c e w i d t h , p i e c e h e i g h t ) ;
v e r b o s e && p r i n t f ( ”W %f H %f \n ” , p i e c e w i d t h ,
p i e c e h e i g h t ) ;
}
MPI Bcast (& p i e c e w i d t h , 1 , MPI DOUBLE , 0 , MPI COMM WORLD) ;
MPI Bcast (& p i e c e h e i g h t , 1 , MPI DOUBLE , 0 , MPI COMM WORLD)
;
v e r b o s e && p r i n t f ( ” Rank %i W %f H %f \n ” , rank ,
p i e c e w i d t h , p i e c e h e i g h t ) ;
/ / D i v i d e our p r o c s i n t o a 2D a r r a y
c o n s t i n t dims = 2 ;
i n t d i m s i z e s [ dims ] = { ( i n t ) ( ( double ) h e i g h t / p i e c e h e i g h t )
, ( i n t ) ( ( double ) wid th / p i e c e w i d t h ) } ;
v e r b o s e && p r i n t f ( ” C a r t com dims %i x %i \n ” , d i m s i z e s
[ 0 ] , d i m s i z e s [ 1 ] ) ;
i n t d i m p e r i o d i c [ dims ] = { f a l s e , f a l s e } ;
i n t r e o r d e r = f a l s e ;
MPI Comm c a r t ;
M P I C a r t c r e a t e (MPI COMM WORLD, dims , d i m s i z e s ,
d i m p e r i o d i c , r e o r d e r , &c a r t ) ;
i n t c o o r d s [ 2 ] ;
i n t maxdims ;
MPI Car t d im ge t ( c a r t , &maxdims ) ;
M P I C a r t c o o r d s ( c a r t , rank , maxdims , c o o r d s ) ;
v e r b o s e && p r i n t f ( ” World r ank %i , c a r t r ank %i %i \n ” ,
rank , c o o r d s [ 0 ] , c o o r d s [ 1 ] ) ;
/ / end o f b u i l d i n g t h e C a r t e s i a n c o o r d i n a t o r
/ / copy p i x e l b u f f e r
r e v b u f = ( f l o a t ∗ ) ma l lo c ( s i z e o f ( f l o a t ) ∗ p i e c e w i d t h ∗
p i e c e h e i g h t ) ; / / s c a t t e r p i e c e s o f image , b l o c k
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s l i c i n g
i f ( r ank == 0) {
/ / b l o c k d e c o m p o s i t i o n here
i n t b locks , e l e m e n t s i n b l o c k , b l o c k s p a c i n g ;
b l o c k s = p i e c e h e i g h t ; / / h e i g h t o f o r i g i n a l p i c t u r e /
number o f rows i n c a r t e s i a n c o o r d i n a t o r
e l e m e n t s i n b l o c k = p i e c e w i d t h ; / / w i d t h o f o r i g i n a l
p i c t u r e / number o f columns i n c a r t e s i a n c o o r d i n a t o r
b l o c k s p a c i n g = ( i n t ) ( p i e c e w i d t h ∗ d i m s i z e s [ 1 ] ) ; / /
s p a c i n g from one b l o c k t o t h e n e x t
MPI Data type v ;
MPI Type vec to r ( b locks , / / There are f o u r b l o c k s o f
e l e m e n t s
e l e m e n t s i n b l o c k , / / Each b l o c k has f o u r
e l e m e n t s
b l o c k s p a c i n g , / / The b l o c k s s t a r t 16 e l e m e n t s
a p a r t
MPI FLOAT , &v ) ;
MPI Type commit (&v ) ;
MPI Data type t y p e s [ 2 ] = {v , MPI UB } ;
i n t b l o c k l e n g t h s [ 2 ] = {1 , 1} ;
MPI Aint f l o a t s i z e = s i z e o f ( f l o a t ) ;
MPI Typ e ex t en t ( MPI FLOAT , &f l o a t s i z e ) ;
MPI Aint d i s p l a c e m e n t s [ 2 ] = {0 , f l o a t s i z e } ;
/ / Now we b u i l d t h e a c t u a l t y p e
MPI Data type s u b a r r a y t ;
M P I T y p e c r e a t e s t r u c t ( 2 , b l o c k l e n g t h s , d i s p l a c e m e n t s ,
t y p e s ,
&s u b a r r a y t ) ;
MPI Type commit (& s u b a r r a y t ) ;
/ / b u i l d i n g o f d a t a t y p e ends
v e r b o s e && p r i n t f ( ” b l o c k s i n one img p i e c e %i \n ” ,
b l o c k s ) ;
v e r b o s e && p r i n t f ( ” e l e m e n t s i n b l o c k %i \n ” ,
e l e m e n t s i n b l o c k ) ;
v e r b o s e && p r i n t f ( ” b l o c k s p a c i n g %i \n ” , b l o c k s p a c i n g ) ;
v e r b o s e && p r i n t f ( ” s u b a r r a y s i z e %i \n ” , b l o c k s ∗
e l e m e n t s i n b l o c k ) ;
/ / c a l c u l a t i n g o f f s e t s
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i n t ∗ o f f s e t s = NULL;
o f f s e t s = ( i n t ∗ ) ma l lo c ( s i z e o f ( i n t ) ∗ s i z e ) ; / / each
chunk o f t h e p i c t u r e has t h e l o c a t i o n o f t o p l e f t
c o r n e r s t o r e d here
v e r b o s e && p r i n t f ( ” d i m s i z e s [ 0 ] %i d i m s i z e s [ 1 ] %i \n ” ,
d i m s i z e s [ 0 ] , d i m s i z e s [ 1 ] ) ;
i n t i , j ;
i n t k = 0 ;
f o r ( i =0 ; i<d i m s i z e s [ 0 ] ; i ++){
f o r ( j =0 ; j<d i m s i z e s [ 1 ] ; j ++){
o f f s e t s [ k ] = j ∗ e l e m e n t s i n b l o c k + ( b l o c k s ∗
e l e m e n t s i n b l o c k ∗ d i m s i z e s [ 1 ] ∗ i ) ;
v e r b o s e && p r i n t f ( ” j ∗ e l e m e n t s i n b l o c k + ( b l o c k s ∗
e l e m e n t s i n b l o c k ∗ d i m s i z e s [ 1 ] ∗ i \n ” ) ;
v e r b o s e && p r i n t f ( ”%i ∗ %i + (% i ∗ %i ∗ %i ∗ %i ) \n ”
, j , e l e m e n t s i n b l o c k , b locks , e l e m e n t s i n b l o c k
, d i m s i z e s [ 1 ] , i ) ;
k ++;
}
}
f o r ( i =0 ; i<s i z e ; i ++)
v e r b o s e && p r i n t f ( ” At r ank 0 , o f f s e t s [% i ] i s %i \n ” , i
, o f f s e t s [ i ] ) ;
i n t ∗ s e n d c o u n t s ;
s e n d c o u n t s = ( i n t ∗ ) ma l lo c ( s i z e o f ( i n t ) ∗ s i z e ) ;
f o r ( i =0 ; i<s i z e ; i ++)
s e n d c o u n t s [ i ] = 1 ; / / each p r o c e s s g e t s one s u b a r r a y
v e r b o s e && p r i n t f ( ” Rank %i s e n d c o u n t s %i \n ” , rank ,
s e n d c o u n t s [ r ank ] ) ;
v e r b o s e && p r i n t f ( ” buf a d d r e s s %p \n ” , ( void ∗ ) buf ) ;
v e r b o s e && p r i n t f ( ” r e v b u f a d d r e s s %p \n ” , ( void ∗ ) r e v b u f
) ;
v e r b o s e && p r i n t f ( ” send a d d r e s s %p \n ” , &s e n d c o u n t s ) ;
v e r b o s e && p r i n t f ( ” o f f a d d r e s s %p \n ” , &o f f s e t s ) ;
v e r b o s e && p r i n t f ( ” s u b a r r a d d r e s s %p \n ” , &s u b a r r a y t ) ;
v e r b o s e && p r i n t f ( ” s u b a r r a d d r e s s %p \n ” , &s u b a r r a y t ) ;
/ / b l o c k decomp ends
M P I S c a t t e r v ( ( void ∗ ) buf , s e n d c o u n t s , o f f s e t s ,
s u b a r r a y t , ( void ∗ ) r evbu f , p i e c e w i d t h ∗
p i e c e h e i g h t , MPI FLOAT , 0 , c a r t ) ;
} e l s e {
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M P I S c a t t e r v (NULL, NULL, NULL, NULL, ( void ∗ ) r evbu f ,
p i e c e w i d t h ∗ p i e c e h e i g h t , MPI FLOAT , 0 , c a r t ) ;
}
/ / p u t image i n t o a b u f f e r
b u f f e r m p i . wid th = p i e c e w i d t h ;
b u f f e r m p i . h e i g h t = p i e c e h e i g h t ;
b u f f e r m p i . d a t a = ( f l o a t ∗ ) r e v b u f ;
/ / c a l l s i f t −d r i v e r here
s i f t p p ( a rgc , argv , b u f f e r m p i , rank , c o o r d s [ 1 ] , c o o r d s [ 0 ] )
;
/ / TODO w r i t e o u t t h e g a t h e r e d d e s c r i p t o r s (
k e y p o i n t a g r e g a t e )
/ / TODO d e a l w i t h d i f f e r e n t o u t p u t f o r m a t s
M P I F i n a l i z e ( ) ;
t ime ( ( t i m e t ∗ )&s t o p ) ;
t i m e t t o t a l = s t o p − s t a r t ;
i f ( r ank == 0) {
p r i n t f ( ”++++++++++++++++++++++++\n ” ) ;
p r i n t f ( ”M=%i \ tN=%i \n ” , width , h e i g h t ) ;
p r i n t f ( ” t ime i n s i f t %.3 f \n ” , d i f f t i m e ( s top , s t a r t ) ) ;
p r i n t f ( ”++++++++++++++++++++++++\n ” ) ;
}
re turn EXIT SUCCESS ;
}
A.3 MPI-SIFT Block-wise in-memory decomposition
# inc lude< s i f t . hpp>
# inc lude<s i f t −conv . tpp>
# i n c l u d e ” s i f t e r . h ”
# inc lude<s t d i n t . h>
# inc lude<s t r i n g >
# inc lude<i o s t r e a m>
# inc lude<iomanip>
# inc lude<f s t r e a m>
# inc lude<s s t r e a m>
# inc lude<a l g o r i t h m>
# i n c l u d e <mpi . h>
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# i n c l u d e < s t r i n g . h>
# i n c l u d e < s t d i o . h>
# i n c l u d e < s t d l i b . h>
# i n c l u d e <t ime . h>
e x t er n ”C” {
# inc lude<g e t o p t . h>
# i f d e f i n e d (VL MAC)
# inc lude<l i b g e n . h>
# e l s e
# inc lude<s t r i n g . h>
# e n d i f
# inc lude<a s s e r t . h>
}
# inc lude<memory>
bool debug = f a l s e ;
us ing namespace s t d ;
us ing namespace VL;
/∗ ∗ Comment e a t e r i s t r e a m m a n i p u l a t o r ∗ /
c l a s s cmnt {} cmnt ;
s t d : : i s t r e a m&
operator>>( s t d : : i s t r e a m& i s , cmnt& manip )
{
char c ;
char b [ 1 0 2 4 ] ;
i s>>c ;
i f ( c != ’ # ’ )
re turn i s . p u t b a c k ( c ) ;
i s . g e t l i n e ( b , 1 0 2 4 ) ;
re turn i s ;
}
void pgm info ( s t d : : i s t r e a m& in , i n t & width , i n t & h e i g h t ,
i n t & h d r o f f s e t ) {
i n t maxval ;
char c ;
in>>c ;
i f ( c != ’P ’ ) VL THROW( ” F i l e i s n o t i n PGM f o r m a t ” ) ;
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bool i s a s c i i ;
in>>c ;
sw i t ch ( c ) {
case ’ 2 ’ : i s a s c i i = t rue ; break ;
case ’ 5 ’ : i s a s c i i = f a l s e ; break ;
d e f a u l t : VL THROW( ” F i l e i s n o t i n PGM f o r m a t ” ) ;
}
i n >> cmnt
>> wid th
>> cmnt
>> h e i g h t
>> cmnt
>> maxval ;
/ / a f t e r maxval no more comments , j u s t a w h i t e s p a c e or
n e w l i n e
{ char t r a s h ; i n . g e t ( t r a s h ) ;}
i f ( maxval > 255)
VL THROW( ” Only <= 8− b i t p e r c h a n n e l PGM f i l e s a r e
s u p p o r t e d ” ) ;
i f ( ! i n . good ( ) )
VL THROW( ”PGM h e a d e r p a r s i n g e r r o r ” ) ;
h d r o f f s e t = i n . t e l l g ( ) ;
}
i n t main ( i n t argc , char ∗∗ a rgv )
{
t i m e t s t a r t , s t o p ;
t ime ( ( t i m e t ∗ )&s t a r t ) ;
M P I I n i t (& argc , &argv ) ;
i n t rank , s i z e ;
MPI Comm rank (MPI COMM WORLD, &rank ) ;
MPI Comm size (MPI COMM WORLD, &s i z e ) ;
f l o a t ∗ buf = NULL; / / image b u f f e r
f l o a t ∗ r e v b u f = NULL; / / p i e c e s o f images end up here
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VL : : PgmBuffer b u f f e r m p i ; / / each rank p u t s a p i e c e o f
image i n t h i s
i n t width , h e i g h t , h d r o f f s e t ; / / image params
double ∗ k e y p o i n t s t o r e = NULL; / / s t o r e f o r each rank
i n t c o u n t e r = 0 ; / / number o f k e y p o i n t s i n each rank
s t r i n g name ( a rgv [ a rgc −1]) ;
i f ( s t r c mp ( a rgv [ 1 ] , ”−−h e l p ” ) == 0) {
s i f t p p ( a rgc , argv , b u f f e r m p i , rank , 0 , 0 ) ;
M P I F i n a l i z e ( ) ;
re turn EXIT SUCCESS ;
}
i f ( r ank == 0) {
i f ( debug ) {
t i m e t s t a r t , s t o p ;
t ime ( ( t i m e t ∗ )&s t a r t ) ;
i f s t r e a m i n ( name . c s t r ( ) , i o s : : b i n a r y ) ;
i f ( ! i n . good ( ) ) VL THROW( ” Could n o t open ’ ”<<name<<” ’ .
” ) ;
pgm info ( in , width , h e i g h t , h d r o f f s e t ) ;
t ime ( ( t i m e t ∗ )&s t o p ) ;
p r i n t f ( ” Rank %i , t ime i n i / o %.3 f \n ” , rank , d i f f t i m e (
s top , s t a r t ) ) ;
} e l s e {
i f s t r e a m i n ( name . c s t r ( ) , i o s : : b i n a r y ) ;
i f ( ! i n . good ( ) ) VL THROW( ” Could n o t open ’ ”<<name<<” ’ .
” ) ;
pgm info ( in , width , h e i g h t , h d r o f f s e t ) ;
}
}
MPI Bcast (& width , 1 , MPI INT , 0 , MPI COMM WORLD) ;
MPI Bcast (& h e i g h t , 1 , MPI INT , 0 , MPI COMM WORLD) ;
MPI Bcast (& h d r o f f s e t , 1 , MPI INT , 0 , MPI COMM WORLD) ;
i f ( debug )
c o u t << ” rank ” << r ank << ” ” << wid th << ” ” << h e i g h t
<< ” ” << h d r o f f s e t << e n d l ;
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/ / P a r a l l e l i o s e c t i o n
char ∗ f i l e ;
f i l e = new char [ name . s i z e ( ) + 1 ] ;
s t r c p y ( f i l e , name . c s t r ( ) ) ;
p i x e l t ∗ i m p t ;
i m p t = new p i x e l t [ wid th ∗ h e i g h t / s i z e ] ;
char∗ b u f f e r = new char [ wid th ∗ h e i g h t / s i z e ] ;
MPI F i l e fh ;
M P I S t a t u s s t a t u s ;
M P I F i l e o p e n (MPI COMM WORLD, f i l e , MPI MODE RDONLY,
MPI INFO NULL , &fh ) ;
M P I F i l e s e t v i e w ( fh , ( r ank ∗ wid th ∗ h e i g h t / s i z e ) +
h d r o f f s e t , MPI CHAR , MPI CHAR , ” n a t i v e ” , MPI INFO NULL
) ;
M P I F i l e r e a d ( fh , b u f f e r , w id th ∗ h e i g h t / s i z e , MPI CHAR , &
s t a t u s ) ;
M P I F i l e c l o s e (& fh ) ;
VL : : u i n t 8 t ∗ s r c = r e i n t e r p r e t c a s t <VL : : u i n t 8 t ∗>( b u f f e r )
;
f o r ( i n t i = 0 ; i<wid th ∗ h e i g h t / s i z e ; i ++)
{
i m p t [ i ] = s r c [ i ] / 255 .0 f ;
/∗
i f ( i <10){
p r i n t f (” B u f f e r %u s r c %u f i n a l %f \n ” , b u f f e r [ i ] , s r c
[ i ] , i m p t [ i ] ) ;
}
∗ /
}
b u f f e r m p i . wid th = wid th ;
b u f f e r m p i . h e i g h t = h e i g h t / s i z e ;
b u f f e r m p i . d a t a = i m p t ;
i f ( debug ) {
s t r i n g f i l e n a m e = ” rank ” ;
s t r i n g s t r e a m tmp ;
tmp << r ank ;
f i l e n a m e . append ( tmp . s t r ( ) ) ;
f i l e n a m e . append ( ” . pgm” ) ;
o f s t r e a m f i l e o u t ( f i l e n a m e . c s t r ( ) , i o s : : b i n a r y ) ;
VL : : i n s e r t P g m ( f i l e o u t , b u f f e r m p i . da t a , b u f f e r m p i .
width , b u f f e r m p i . h e i g h t ) ;
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}/ / TODO c a l l s i f t −d r i v e r here
i f ( debug ) {
t i m e t s t a r t , s t o p ;
t ime ( ( t i m e t ∗ )&s t a r t ) ;
s i f t p p ( a rgc , argv , b u f f e r m p i , rank , 0 , r ank ) ;
t ime ( ( t i m e t ∗ )&s t o p ) ;
t i m e t t o t a l = s t o p − s t a r t ;
p r i n t f ( ” Rank %i , t ime i n s i f t %.3 f \n ” , rank , d i f f t i m e (
s top , s t a r t ) ) ;
} e l s e {
s i f t p p ( a rgc , argv , b u f f e r m p i , rank , 0 , r ank ) ;
}
/ / TODO w r i t e o u t t h e g a t h e r e d d e s c r i p t o r s (
k e y p o i n t a g r e g a t e )
/ / TODO d e a l w i t h d i f f e r e n t o u t p u t f o r m a t s
d e l e t e [ ] i m p t ;
d e l e t e f i l e ;
d e l e t e b u f f e r ;
M P I F i n a l i z e ( ) ;
t ime ( ( t i m e t ∗ )&s t o p ) ;
i f ( r ank == 0) {
p r i n t f ( ”++++++++++++++++++++++++\n ” ) ;
p r i n t f ( ”M=%i \ tN=%i \n ” , width , h e i g h t ) ;
p r i n t f ( ” t ime i n s i f t %.3 f \n ” , d i f f t i m e ( s top , s t a r t ) ) ;
p r i n t f ( ”++++++++++++++++++++++++\n ” ) ;
}
re turn EXIT SUCCESS ;
}
A.4 MPI-SIFT Block-wise I/O decomposition
# inc lude< s i f t . hpp>
# inc lude<s i f t −conv . tpp>
# i n c l u d e ” s i f t e r . h ”
# inc lude<s t d i n t . h>
# inc lude<s t r i n g >
# inc lude<i o s t r e a m>
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# inc lude<iomanip>
# inc lude<f s t r e a m>
# inc lude<s s t r e a m>
# inc lude<a l g o r i t h m>
# i n c l u d e <mpi . h>
# i n c l u d e < s t r i n g . h>
# i n c l u d e < s t d i o . h>
# i n c l u d e < s t d l i b . h>
# i n c l u d e <t ime . h>
e x t er n ”C” {
# inc lude<g e t o p t . h>
# i f d e f i n e d (VL MAC)
# inc lude<l i b g e n . h>
# e l s e
# inc lude<s t r i n g . h>
# e n d i f
# inc lude<a s s e r t . h>
}
# inc lude<memory>
# i f d e f DEBUG
bool debug = t rue ;
# e l s e
bool debug = f a l s e ;
# e n d i f
us ing namespace s t d ;
us ing namespace VL;
/∗ ∗ Comment e a t e r i s t r e a m m a n i p u l a t o r ∗ /
c l a s s cmnt {} cmnt ;
s t d : : i s t r e a m&
operator>>( s t d : : i s t r e a m& i s , cmnt& manip )
{
char c ;
char b [ 1 0 2 4 ] ;
i s>>c ;
i f ( c != ’ # ’ )
re turn i s . p u t b a c k ( c ) ;
i s . g e t l i n e ( b , 1 0 2 4 ) ;
re turn i s ;
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}void pgm info ( s t d : : i s t r e a m& in , i n t & width , i n t & h e i g h t ,
i n t & h d r o f f s e t ) {
i n t maxval ;
char c ;
in>>c ;
i f ( c != ’P ’ ) VL THROW( ” F i l e i s n o t i n PGM f o r m a t ” ) ;
bool i s a s c i i ;
in>>c ;
sw i t ch ( c ) {
case ’ 2 ’ : i s a s c i i = t rue ; break ;
case ’ 5 ’ : i s a s c i i = f a l s e ; break ;
d e f a u l t : VL THROW( ” F i l e i s n o t i n PGM f o r m a t ” ) ;
}
i n >> cmnt
>> wid th
>> cmnt
>> h e i g h t
>> cmnt
>> maxval ;
/ / a f t e r maxval no more comments , j u s t a w h i t e s p a c e or
n e w l i n e
{ char t r a s h ; i n . g e t ( t r a s h ) ;}
i f ( maxval > 255)
VL THROW( ” Only <= 8− b i t p e r c h a n n e l PGM f i l e s a r e
s u p p o r t e d ” ) ;
i f ( ! i n . good ( ) )
VL THROW( ”PGM h e a d e r p a r s i n g e r r o r ” ) ;
h d r o f f s e t = i n . t e l l g ( ) ;
}
i n t main ( i n t argc , char ∗∗ a rgv )
{
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t i m e t s t a r t , s t o p ;
t ime ( ( t i m e t ∗ )&s t a r t ) ;
M P I I n i t (& argc , &argv ) ;
i n t rank , s i z e ;
MPI Comm rank (MPI COMM WORLD, &rank ) ;
MPI Comm size (MPI COMM WORLD, &s i z e ) ;
f l o a t ∗ buf = NULL; / / image b u f f e r
f l o a t ∗ r e v b u f = NULL; / / p i e c e s o f images end up here
VL : : PgmBuffer b u f f e r m p i ; / / each rank p u t s a p i e c e o f
image i n t h i s
i n t width , h e i g h t , h d r o f f s e t ; / / image params
double ∗ k e y p o i n t s t o r e = NULL; / / s t o r e f o r each rank
i n t c o u n t e r = 0 ; / / number o f k e y p o i n t s i n each rank
i n t ∗ c o u n t e r a r r a y = NULL; / / number o f k e y p o i n t s
g e n e r a t e d by each rank
s t r i n g name ( a rgv [ a rgc −1]) ;
i f ( s t r c mp ( a rgv [ 1 ] , ”−−h e l p ” ) == 0) {
s i f t p p ( a rgc , argv , b u f f e r m p i , rank , 0 , 0 ) ;
M P I F i n a l i z e ( ) ;
re turn EXIT SUCCESS ;
}
i f ( r ank == 0) {
i f ( debug ) {
t i m e t s t a r t , s t o p ;
t ime ( ( t i m e t ∗ )&s t a r t ) ;
i f s t r e a m i n ( name . c s t r ( ) , i o s : : b i n a r y ) ;
i f ( ! i n . good ( ) ) VL THROW( ” Could n o t open ’ ”<<name<<” ’ .
” ) ;
pgm info ( in , width , h e i g h t , h d r o f f s e t ) ;
t ime ( ( t i m e t ∗ )&s t o p ) ;
p r i n t f ( ” Rank %i , t ime i n i / o %.3 f \n ” , rank , d i f f t i m e (
s top , s t a r t ) ) ;
} e l s e {
i f s t r e a m i n ( name . c s t r ( ) , i o s : : b i n a r y ) ;
i f ( ! i n . good ( ) ) VL THROW( ” Could n o t open ’ ”<<name<<” ’ .
” ) ;
pgm info ( in , width , h e i g h t , h d r o f f s e t ) ;
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}}
MPI Bcast (& width , 1 , MPI INT , 0 , MPI COMM WORLD) ;
MPI Bcast (& h e i g h t , 1 , MPI INT , 0 , MPI COMM WORLD) ;
MPI Bcast (& h d r o f f s e t , 1 , MPI INT , 0 , MPI COMM WORLD) ;
i f ( debug )
c o u t << ” rank ” << r ank << ” ” << wid th << ” ” << h e i g h t
<< ” ” << ” h e a d e r o f f s e t ” << h d r o f f s e t << e n d l ;
/ / D i s t r i b u t e d a r r a y
MPI Data type f i l e t y p e ;
i n t g s i z e s [ 2 ] , d i s t r i b s [ 2 ] , d a r g s [ 2 ] , p s i z e s [ 2 ] ;
g s i z e s [ 0 ] = h e i g h t ; /∗ no . o f rows i n g l o b a l a r r a y ∗ /
g s i z e s [ 1 ] = wid th ; /∗ no . o f columns i n g l o b a l a r r a y ∗ /
d i s t r i b s [ 0 ] = MPI DISTRIBUTE BLOCK ;
d i s t r i b s [ 1 ] = MPI DISTRIBUTE BLOCK ;
d a r g s [ 0 ] = MPI DISTRIBUTE DFLT DARG ;
d a r g s [ 1 ] = MPI DISTRIBUTE DFLT DARG ;
p s i z e s [ 0 ] = s q r t ( s i z e ) ; /∗ no . o f p r o c e s s e s i n v e r t i c a l
d i m e n s i o n
o f p r o c e s s g r i d ∗ /
p s i z e s [ 1 ] = s q r t ( s i z e ) ; /∗ no . o f p r o c e s s e s i n h o r i z o n t a l
d i m e n s i o n
o f p r o c e s s g r i d ∗ /
M P I T y p e c r e a t e d a r r a y ( s i z e , rank , 2 , g s i z e s , d i s t r i b s ,
da rgs ,
p s i z e s , MPI ORDER C , MPI CHAR , &f i l e t y p e ) ;
MPI Type commit (& f i l e t y p e ) ;
/ / P a r a l l e l i o s e c t i o n
char ∗ f i l e ;
f i l e = new char [ name . s i z e ( ) + 1 ] ;
s t r c p y ( f i l e , name . c s t r ( ) ) ;
p i x e l t ∗ i m p t ;
i m p t = new p i x e l t [ wid th ∗ h e i g h t / s i z e ] ;
char∗ b u f f e r = new char [ wid th ∗ h e i g h t / s i z e ] ;
63
MPI F i l e fh ;
M P I S t a t u s s t a t u s ;
M P I F i l e o p e n (MPI COMM WORLD, f i l e , MPI MODE RDONLY,
MPI INFO NULL , &fh ) ;
M P I F i l e s e t v i e w ( fh , h d r o f f s e t , MPI CHAR , f i l e t y p e , ”
n a t i v e ” , MPI INFO NULL ) ;
M P I F i l e r e a d ( fh , b u f f e r , w id th ∗ h e i g h t / s i z e , MPI CHAR , &
s t a t u s ) ;
M P I F i l e c l o s e (& fh ) ;
VL : : u i n t 8 t ∗ s r c = r e i n t e r p r e t c a s t <VL : : u i n t 8 t ∗>( b u f f e r )
;
f o r ( i n t i = 0 ; i<wid th ∗ h e i g h t / s i z e ; i ++)
{
i m p t [ i ] = s r c [ i ] / 255 .0 f ;
/∗
i f ( i <10){
p r i n t f (” B u f f e r %u s r c %u f i n a l %f \n ” , b u f f e r [ i ] , s r c
[ i ] , i m p t [ i ] ) ;
}
∗ /
}
b u f f e r m p i . wid th = wid th / s q r t ( s i z e ) ;
b u f f e r m p i . h e i g h t = h e i g h t / s q r t ( s i z e ) ;
b u f f e r m p i . d a t a = i m p t ;
i f ( debug ) {
s t r i n g f i l e n a m e = ” rank ” ;
s t r i n g s t r e a m tmp ;
tmp << r ank ;
f i l e n a m e . append ( tmp . s t r ( ) ) ;
f i l e n a m e . append ( ” . pgm” ) ;
o f s t r e a m f i l e o u t ( f i l e n a m e . c s t r ( ) , i o s : : b i n a r y ) ;
VL : : i n s e r t P g m ( f i l e o u t , b u f f e r m p i . da t a , b u f f e r m p i .
width , b u f f e r m p i . h e i g h t ) ;
}
i f ( debug ) {
t i m e t s t a r t , s t o p ;
t ime ( ( t i m e t ∗ )&s t a r t ) ;
s i f t p p ( a rgc , argv , b u f f e r m p i , rank , 0 , r ank ) ;
t ime ( ( t i m e t ∗ )&s t o p ) ;
t i m e t t o t a l = s t o p − s t a r t ;
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p r i n t f ( ” Rank %i , t ime i n s i f t %.3 f \n ” , rank , d i f f t i m e (
s top , s t a r t ) ) ;
} e l s e {
s i f t p p ( a rgc , argv , b u f f e r m p i , rank , 0 , r ank ) ;
}
d e l e t e [ ] i m p t ;
d e l e t e f i l e ;
d e l e t e b u f f e r ;
M P I F i n a l i z e ( ) ;
t ime ( ( t i m e t ∗ )&s t o p ) ;
i f ( r ank == 0) {
p r i n t f ( ”++++++++++++++++++++++++\n ” ) ;
p r i n t f ( ”M=%i \ tN=%i \n ” , width , h e i g h t ) ;
p r i n t f ( ” t ime i n s i f t %.3 f \n ” , d i f f t i m e ( s top , s t a r t ) ) ;
p r i n t f ( ”++++++++++++++++++++++++\n ” ) ;
}
re turn EXIT SUCCESS ;
}
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