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Abstract
Over the past few years, insights from computer science, statistical physics, and information
theory have revealed phase transitions in a wide array of high-dimensional statistical problems
at two distinct thresholds: One is the information-theoretical (IT) threshold below which the
observation is too noisy so that inference of the ground truth structure is impossible regardless
of the computational cost; the other is the computational threshold above which inference can
be performed efficiently, i.e., in time that is polynomial in the input size. In the intermediate
regime, inference is information-theoretically possible, but conjectured to be computationally
hard.
This article provides a survey of the common techniques for determining the sharp IT and
computational limits, using community detection and submatrix detection as illustrating ex-
amples. For IT limits, we discuss tools including the first and second moment method for
analyzing the maximum likelihood estimator, information-theoretic methods for proving im-
possibility results using mutual information and rate-distortion theory, and methods originated
from statistical physics such as interpolation method. To investigate computational limits, we
describe a common recipe to construct a randomized polynomial-time reduction scheme that
approximately maps instances of the planted clique problem to the problem of interest in total
variation distance.
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1 Introduction
The interplay between information theory and statistics is a constant theme in the development of
both fields. Since its inception, information theory has been indispensable for understanding the
fundamental limits of statistical inference. Classical information bound provides fundamental lower
bounds for the estimation error, including Crame´r-Rao and Hammersley-Chapman-Robbins lower
bounds in terms of Fisher information and χ2-divergence [LC98, BL91]. In the classical “large-
sample” regime in parametric statistics, Fisher information also governs the sharp minimax risk in
regular statistical models [VdV00]. The prominent role of information-theoretic quantities such as
mutual information, metric entropy and capacity in establishing the minimax rates of estimation
has long been recognized since the seminal work of [LC86, IK81, Bir83, YB99], etc.
Instead of focusing on the large-sample asymptotics, the attention of contemporary statistics
has shifted toward high dimensions, where both the problem size and the sample size grow simul-
taneously and the main objective is to obtain a tight characterization of the optimal statistical
risk. Information-theoretic methods have been remarkably successful for high-dimensional prob-
lems, such as methods based on metric entropy and Fano’s inequality for determining the minimax
risk within universal constant factors (minimax rates) [YB99]. Unfortunately, the aforementioned
methods are often too crude for the task of determining the sharp constant, which requires more
refined analysis and stronger information-theoretic tools.
An additional challenge in dealing with high dimensionality is to address the computational
aspect of statistical inference. An important element absent from the classical statistical paradigm
is the computational complexity of inference procedures, which is becoming increasingly relevant
for data scientists dealing with large-scale noisy datasets. Indeed, recent results [BR13, MW15,
HWX15a, WBS16, GMZ17, BBH18] revealed the surprising phenomenon that certain problems
concerning large networks and matrices undergoes an “easy-hard-impossible” phase transition and
computational constraints can severely penalize the statistical performance. It is worth pointing
out that here the notion of complexity differs from the worst-case computational hardness studied
in the computer science literature which focused on the time and space complexity of various worst-
case problems. In contrast, in a statistical context, the problem is of a stochastic nature and the
existing theory on average-case hardness is significantly underdeveloped. Here, the hardness of
a statistical problem is often established either under certain computation models, such as the
sums-of-squares relaxation hierarchy, or by means of a reduction argument from another problem,
notably the planted clique problem, which is conjectured to be computationally intractable.
In this article we provide an exposition on some of the methods for determining the information-
theoretic (IT) as well as computational limits for high-dimensional statistical problems with a
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planted structure, with specific focus on characterizing sharp thresholds. Here the planted structure
refers to the true parameter, referred to as the ground truth, which is often of a combinatorial nature
(e.g. partition) and hidden in the presence of random noise. To characterize the IT limit, we will
discuss tools including the first and second moment method for analyzing the maximum likelihood
estimator, information-theoretic methods for proving impossibility results using mutual information
and rate-distortion theory, and methods originated from statistical physics such as the interpolation
method. Determining the computational limit of statistical problems, especially the “easy-hard-
impossible” phase transition, has no established recipe and is usually done on case-by-case basis;
nevertheless, the common element is to construct a randomized polynomial-time reduction scheme
that approximately maps instances of a given hard problem to one that is close to the problem of
interest in total variation distance.
2 Basic Setup
To be concrete, in this article we consider two representative problems, namely, community detection
and submatrix detection as running examples. Both problems can be cast as the Bernoulli and
Gaussian version of the following statistical model with planted community structure.
We first consider a random graph model containing a single hidden community whose size can
be sublinear in data matrix size n.
Definition 1 (Single Community Model). Let C∗ be drawn uniformly at random from all subsets
of [n] of cardinality K. Given probability measures P and Q on a common measurable space, let
A be an n× n symmetric matrix with zero diagonal where for all 1 ≤ i < j ≤ n, Aij are mutually
independent, and Aij ∼ P if i, j ∈ C∗ and Aij ∼ Q otherwise.
In this paper we assume that we only have access to pairwise information Aij for distinct indices
i and j whose distribution is either P or Q depending on the community membership; no direct
observation about the individual indices is available (hence the zero diagonal of A). Two choices
of P and Q arising in many applications are the following:
• Bernoulli case: P = Bern(p) and Q = Bern(q) with p 6= q. When p > q, this coincides
with the planted dense subgraph model studied in [McS01, ACV14, CX14, HWX15a, Mon15],
which is also a special case of the general stochastic block model (SBM) [HLL83] with a single
community. In this case, the data matrix A corresponds to the adjacency matrix of a graph,
where two vertices are connected with probability p if both belong to the community C∗, and
with probability q otherwise. Since p > q, the subgraph induced by C∗ is likely to be denser
than the rest of the graph.
• Gaussian case: P = N (µ, 1) and Q = N (0, 1) with µ 6= 0. This corresponds to a symmet-
ric version of the submatrix detection problem studied in [SWPN09, KBRS11, BI13, BIS15,
MW15, CX14, CLR17]. When µ > 0, the entries of A with row and column indices in C∗
have positive mean µ except those on the diagonal, while the rest of the entries have zero
mean.
We will also consider a binary symmetric community model with two communities of equal
sizes. The Bernoulli case is known as binary symmetric stochastic block model (SBM).
Definition 2 (Binary symmetric community model). Let (C∗1 , C∗2 ) be two communities of equal
size that are drawn uniformly at random from all equal-sized partitions of [n]. Let A be an n× n
symmetric matrix with empty diagonal where for all 1 ≤ i < j ≤ n, Aij are mutually independent,
and Aij ∼ P if i, j are from the same community and Aij ∼ Q otherwise.
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Given the data matrix A, the problem of interest is to accurately recover the underlying single
community C∗ or community partition (C∗1 , C∗2 ) up to a permutation of cluster indices. The dis-
tributions P and Q as well as the community size K depend on the matrix size n in general. For
simplicity we assume that these model parameters are known to the estimator. Common objectives
of recovery include the following:
• Detection: detect the presence of planted communities versus the absence. This is a hy-
pothesis problem: in the null case the observation consists of purely noise with independently
and identically distributed (iid) entries, while in the alternative case the distribution of the
entries are dependent on the hidden communities per Definition 1 or 2.
• Correlated recovery: recover the hidden communities better than random guessing. For
example, for the binary symmetric SBM, the goal is to achieve a misclassification rate strictly
less than 1/2.
• Almost exact recovery: The expected number of misclassified vertices is sublinear in the
hidden community sizes.
• Exact recovery: All vertices are classified correctly with probability converging to 1 as the
dimension n→∞.
3 Information-theoretic limits
3.1 Detection and correlated recovery
In this subsection, we study detection and correlated recovery under the binary symmetric com-
munity model. The community structure under the binary symmetric community model can be
represented by a vector σ ∈ {±1}n such that σi = 1 if vertex i is in the first community and σi = −1
otherwise. Let σ∗ denote the true community partition and σ̂ ∈ {±1}n denote an estimator of σ.
For detection, we assume under the null model, Aii = 0 for all 1 ≤ i ≤ n and Aij = Aij are iid as
1
2(P +Q) for 1 ≤ i < j ≤ n, so that E [A] is matched between the planted and null model.
Definition 3 (Detection). Let P be the distribution of A in the planted model, and denote by Q
the distribution of A in the null model. A test statistic T (A) with a threshold τ achieves detection
if1
lim sup
n→∞
[P(T (A) < τ) +Q(T (A) ≥ τ)] = 0,
so that the criterion T (A) ≥ τ determines with high probability whether A is drawn from P or Q.
Definition 4 (Correlated Recovery). Estimator σ̂ achieves correlated recovery of σ∗ if there exists
a fixed constant  > 0 such that E[|〈σ, σ∗〉|] ≥ n for all n.
The detection problem can be understood as a binary hypothesis testing problem. Given a
test statistic T (A), we consider its distribution under the planted and null models. If these two
distributions are asymptotically disjoint, i.e., their total variation distance tends to 1 in the limit
of large datasets, then it is information-theoretically possible to distinguish the two models with
1This criterion is also known as strong detection, in contrast to weak detection which only requires P(T (A) <
τ) + Q(T (A) ≥ τ) to be bounded away from 1 as n → ∞. In this paper, we focus exclusively on strong detection.
See [PWB16, AKJ17] for detailed discussions on weak detection.
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high probability by measuring T (A). A classic choice of statistic for binary hypothesis testing is
the likelihood ratio,
P(A)
Q(A) =
∑
σ P(A, σ)
Q(A) =
∑
σ P(A|σ)P(σ)
Q(A) .
This object will figure heavily in both our upper and lower bounds of the detection threshold.
Before presenting our proof techniques, we first give the sharp threshold for detection and
correlated recovery under the binary symmetric community model.
Theorem 1. Consider the binary symmetric community model.
• If P = Bern(a/n) and Q = Bern(b/n) for fixed constants a, b, then both detection and corre-
lated recovery are information-theoretically possible when (a − b)2 > 2(a + b) and impossible
when (a− b)2 < 2(a+ b).
• If P = N (µ/√n, 1) and Q = N (−µ/√n, 1), then both detection and correlated recovery are
information-theoretically possible when µ > 1 and impossible when µ < 1.
We will explain how to prove the converse part of Theorem 1 using second moment analysis
of the likelihood ratio P(A)/Q(A) and mutual information arguments. For the positive part of
Theorem 1, we will present a simple first moment method to derive upper bounds that often
coincide with the sharp thresholds up to a multiplicative constant.
To achieve the sharp detection upper bound for the SBM, one can use the count of short cycles
as test statistics as in [MNS13]. To achieve the sharp detection threshold in the Gaussian model and
correlated recovery threshold in both models, one can resort to spectral methods. For the Gaussian
case, this directly follows from a celebrated phase transition result on the rank-one perturbation
of Wigner matrices [BBAP05, Pe´c06, BGN11]. For the SBM, naive spectral methods fail due to
the existence of high-degree vertices [KMM+13]. More sophisticated spectral methods based on
self-avoiding walks or non-backtracking walks have been shown to achieve the sharp correlated
recovery threshold efficiently [Mas14, MNS13, BLM15].
3.1.1 First moment method for detection and correlated recovery upper bound
Our upper bounds do not use the likelihood ratio directly, since it is hard to furnish lower bounds
on the typical value of P(A)/Q(A) when A is drawn from P. Instead, we use the generalized
likelihood ratio
max
σ
P(A|σ)
Q(A)
as the test statistic. In the planted model where the underlying true community is σ∗, this quantity
is trivially bounded below by P(A|σ∗)/Q(A). Then using a simple first moment argument (union
bound) one can show that, in the null model Q, with high probability, this lower bound is not
achieved by any σ and hence the generalized likelihood ratio test succeeds. An easy extension of
this argument shows that, in the planted model, the maximum likelihood estimator (MLE)
σ̂ML = argmaxσP(A|σ)
has nonzero correlation with σ∗, achieving the correlated recovery.
Note that the first moment analysis of MLE often falls short of proving the sharp detection and
correlated recovery upper bound. For instance, as we will explain next, the first moment calculation
in [BMV+18, Theorem 2] only shows the MLE achieves detection and correlated recovery when
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µ > 2
√
log 2 in the Gaussian model,2 which is suboptimal in view of Theorem 1. One reason is
that the naive union bound in the first moment analysis may not be tight; it does not take into the
account the correlation between P (A|σ) and P (A|σ′) for two different σ, σ′ under the null model.
Next we explain how to carry out the first moment analysis in the Gaussian case with P =
N (µ/√n, 1) and Q = N (−µ/√n, 1). Specifically, assume A = (µ/√n) (σ∗(σ∗)> − I)+W , where W
is a symmetric Gaussian random variable with zero diagonal and Wij
i.i.d.∼ N (0, 1) for i < j. It follows
that log P(A|σ)Q(A) =
µ√
n
∑
i<j Aijσiσj +
µ2(n−1)
4 . Therefore, the generalized likelihood test reduces to
test statistic maxσ T (σ) ,
∑
i<j Ai,jσiσj . Under the null model Q, T (σ) ∼ N
(
0, n(n−1)2
)
. Under
the planted model P, T (σ) = µ√
n
∑
i<j σ
∗
i σ
∗
jσiσj +
∑
i<jWi,jσiσj . Hence the distribution of T (σ)
depends on the overlap |〈σ, σ∗〉| between σ and the planted partition σ∗. Suppose |〈σ, σ∗〉| = nω.
Then
T (σ) ∼ N
(
µn(nω2 − 1)
2
√
n
,
n(n− 1)
2
)
.
To prove that detection is possible, notice that in the planted model, maxσ T (σ) ≥ T (σ∗). Setting
ω = 1, Gaussian tail bounds yield that
P
[
T (σ∗) ≤ µn(n− 1)
2
√
n
− n
√
log n
]
≤ n−1.
Under the null model, taking the union bound over at most 2n ways to choose σ, we can bound
the probability that any partition is as good, according to T , as the planted one, by
Q
[
max
σ
T (σ) > µn(n− 1)
2
√
n
− n
√
log n
]
≤ 2n exp
−n(µ
2
√
n− 1
n
−
√
log n
n− 1
)2 .
Thus the probability of this event is e−Ω(n) whenever µ > 2
√
log 2, meaning that above this threshold
we can distinguish the null and planted models with the generalized likelihood test.
To prove that correlated recovery is possible, since µ > 2
√
log 2, there exists a fixed  > 0 such
that µ(1− 2) > 2√log 2. Taking the union bound over every σ with |〈σ, σ∗〉| ≤ n gives
P
[
max
|〈σ,σ∗〉|≤n
T (σ) ≥ µn(n− 1)
2
√
n
− n
√
log n
]
≤ 2n exp
−n(µ(1− 2)
2
√
n
n− 1 −
√
log n
n− 1
)2 .
Hence, with probability at least 1− e−Ω(n),
max
|〈σ,σ∗〉|≤n
T (σ) < n(n− 1)µ
2
√
n
− n
√
log n,
and consequently |〈σ̂ML, σ∗〉| ≥ n with high probability. Thus, σ̂ML achieves correlated recovery.
2Throughout this article, logarithmic is with respect to the natural base.
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3.1.2 Second moment method for detection lower bound
Intuitively, if the planted model P and the null model Q are close to being mutually singular,
then the likelihood ratio P/Q is almost always either very large or close to zero. In particular, its
variance under Q, that is, the χ2-divergence
χ2(P‖Q) , EA∼Q
[(P(A)
Q(A) − 1
)2]
must diverge. This suggests that we can derive lower bounds on the detection threshold by bounding
the second moment of P(A)/Q(A) under Q, or equivalently its expectation under P. Suppose the
second moment is bounded by some constant C, i.e.,
χ2(P‖Q) + 1 = EA∼Q
[(P(A)
Q(A)
)2]
= EA∼P
[P(A)
Q(A)
]
≤ C . (1)
A bounded second moment readily implies a bounded Kullback-Leibler divergence between P and
Q, since Jensen’s inequality gives
D(P‖Q) = EA∼P log P(A)Q(A) ≤ logEA∼P
P(A)
Q(A) ≤ logC = O(1) . (2)
Moreover, it also implies non-detectability. To see this, let E = En be a sequence of events such
that Q(E) → 0 as n → ∞, and let 1E denote the indicator random variable for E. Then the
Cauchy-Schwarz inequality gives
P(E) = EA∼QP(A)Q(A) 1E ≤
√
EA∼Q
(P(A)
Q(A)
)2
× EA∼Q 12E ≤
√
CQ(E)→ 0 . (3)
In other words, the sequence of distributions P is contiguous to Q [LC86]. Therefore, no algorithm
can return “yes” with high probability (or even positive probability) in the planted model, and
“no” with high probability in the null model. Hence, detection is impossible.
Next we explain how to compute the χ2-divergence for the binary symmetric SBM. One useful
observation due to [IS03] (see also [Wu17, Lemma 21.1]) is that, using Fubini’s theorem, the χ2-
divergence between a mixture distribution and a simple distribution can be written as
χ2(P‖Q) + 1 = Eσ,σ˜
[
EA∼Q
[P(A|σ)P(A|σ˜)
Q(A)
]]
,
where σ˜ is an independent copy of σ. Note that under the planted model P, the distribution of the
ijth entry is given by P1{σi=σj} +Q1{σi 6=σj} =
P+Q
2 +
P−Q
2 σiσj . Thus
3
χ2(P‖Q) + 1 = E
∏
i<j
∫
(P+Q2 +
P−Q
2 σiσj)(
P+Q
2 +
P−Q
2 σ˜iσ˜j)
P+Q
2

= E
[∏
i<j
(
1 + σiσj σ˜iσ˜j
∫
(P −Q)2
2(P +Q)︸ ︷︷ ︸
,ρ
)]
(4)
≤ E
exp
ρ∑
i<j
σiσ˜iσj σ˜j
 . (5)
3In fact, the quantity ρ =
∫ (P−Q)2
2(P+Q)
is an f -divergence known as the Vincze-Le Cam distance [LC86, Vaj09].
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For the Bernoulli setting where P = Bern(a/n) and Q = Bern(b/n) for fixed constants a, b, we have
ρ , τn +O(
1
n2
), where τ , (a−b)
2
2(a+b) . Thus,
χ2(P‖Q) + 1 ≤ E
[
exp
( τ
2n
〈σ, σ˜〉2 +O(1)
)]
.
Write σ = 2ξ − 1, where ξ ∈ {0, 1}n is the indicator vector for the first community which is drawn
uniformly at random from all binary vectors with Hamming weight n/2, and ξ˜ is its independent
copy. Then 〈σ, σ˜〉 = 4〈ξ, ξ˜〉 − n, where H , 〈ξ, ξ˜〉 ∼ Hypergeometric(n, n2 , n2 ). Thus
χ2(P‖Q) + 1 ≤ E
[
exp
(
τ
2
(
4H − n√
n
)2
+O(1)
)]
.
Since 1√
n/16
(H − n/4) → N (0, 1) as n → ∞ by the central limit theorem for hypergeometric
distributions (see, e.g., [Fel70, p. 194]), using [Koz47, Theorem 1] for the convergence of moment
generating function, we conclude that χ2(P‖Q) is bounded if τ < 1.
3.1.3 Mutual information-based lower bound for correlated recovery
It is tempting to conclude that whenever detection is impossible—that is, whenever we cannot
correctly tell with high probability whether the observation was generated from the null or planted
model—we cannot infer the planted community structure σ∗ better than chance either; this deduc-
tion, however, is not true in general (see [BMV+18, Section III.D] for a simple counterexample).
Instead, we resort to mutual information in proving lower bounds for correlated recovery. In fact,
there are two types of mutual information that are relevant in the context of correlated recovery:
Pairwise mutual information I(σ1, σ2;A). For two communities, it is easy to show that cor-
related recovery is impossible if and only if
I(σ1, σ2;A) = o(1) (6)
as n → ∞. This in fact also holds for k communities for any constant k. See Appendix A for a
justification in a general setting. Thus (6) provides an information-theoretic characterization for
correlated recovery.
The intuition is that since I(σ1, σ2;A) = I(1{σ1=σ2};A), (6) means that the observation A does
not provide enough information to distinguish whether any two vertices are in the same community.
Alternatively, since I(σ1;A) = 0 by symmetry and I(σ1;σ2) = o(1),
4 it follows from the chain rule
that I(σ1, σ2;A) = I(σ1;σ2|A) + o(1). Thus (6) is equivalently to stating that σ1 and σ2 are
asymptotically independent given the observation A; this is shown in [MNS15b, Theorem 2.1] for
SBM below the recovery threshold τ = (a−b)
2
2(a+b) < 1.
Based on strong data processing inequalities for mutual information, recently [PW18] proposed
an information-percolation method to bound the mutual information in (6) in terms of bond per-
colation probabilities, which yields bounds or sharp recovery threshold for correlated recovery; a
similar program is carried out independently in [AB18] for a variant of mutual information defined
via the χ2-divergence. For two communities, this method yields the sharp threshold in the Gaussian
model but not the SBM.
4Indeed, since P {σ2 = −|σ1 = +} = n2n−2 , I(σ1;σ2) = log 2 − h( n2n−2 ) = Θ(n−2), where h is the binary entropy
function in (34).
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Next, we describe another method of proving (6) via second moment analysis that reaches the
sharp threshold. Let P+ and P− denote the conditional distribution of A conditioned on σ1 = σ2
and σ1 6= σ2, respectively. The following result can be distilled from [BMNN16] (see Appendix B
for a proof): for any probability distribution Q, if∫
(P+ − P−)2
Q = o(1), (7)
then (6) holds and hence correlated recovery is impossible. The LHS of (7) can be computed
similarly to the usual second moment (4) when Q is chosen to be the distribution of A under the
null model. In Appendix B we verify that (7) is satisfied below the correlated recovery threshold
τ = (a−b)
2
2(a+b) < 1 for the binary symmetric SBM.
Blockwise mutual information I(σ;A). Although this quantity is not directly related to corre-
lated recovery per se, its derivative with respect to some appropriate SNR parameter can be related
to or coincides with the reconstruction error thanks to the I-MMSE formula [GSV05] or variants.
Using this method, we can prove that Kullback-Leibler (KL) divergence D(P‖Q) = o(n) implies
the impossibility of correlated recovery in the Gaussian case. As shown in (2), a bounded second
moment readily implies a bounded Kullback-Leibler divergence. Hence, as a corollary, we prove
that a bounded second moment also implies the impossibility of correlated recovery in the Gaussian
case. Below, we sketch the proof of the impossibility of correlated recovery in the Gaussian case,
by assuming D(P‖Q) = o(n). The proof makes use of mutual information, the I-MMSE formula,
and a type of interpolation argument [DM14, DAM15, KXZ16].
Assume that A(β) =
√
βM +W in the planted model and A = W in the null model, where β ∈
[0, 1] is a signal-to-noise ratio parameter, M = (µ/
√
n)(σσ>−I), W is a symmetric Gaussian random
matrix with zero diagonal and Wij
i.i.d.∼ N (0, 1) for all i < j. Note that β = 1 corresponds to the
binary symmetric community model in Definition 2 with P = N (µ/√n, 1) and Q = N (−µ/√n, 1).
Below we abbreviate A(β) as A whenever the context is clear. First, recall that the minimum
mean-squared error estimator is given by the posterior mean of M :
M̂MMSE (A) = E [M |A]
and the resulting (rescaled) minimum mean-squared error is
MMSE(β) =
1
n
E‖M − E [M |A] ‖2F . (8)
We will start by proving that if D(P‖Q) = o(n) , then for all β ∈ [0, 1], the MMSE tends to
that of the trivial estimator M̂ = 0, i.e.,
lim
n→∞MMSE(β) = limn→∞
1
n
E‖M‖2F = µ2. (9)
Note that limn→∞MMSE(β) exists by [DM14, Proposition III.2]. Let us compute the mutual
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information between M and A:
I(β) , I(M ;A) = EM,A log
P(A|M)
P(A) (10)
= EA log
Q(A)
P(A) + EM,A log
P(A|M)
Q(A)
= −D(P‖Q) + 1
2
EM,A
[√
β 〈M,A〉 − β‖M‖
2
F
2
]
= −D(P‖Q) + β
4
E‖M‖2F . (11)
By assumption, we have D(P‖Q) = o(n) holds for β = 1; by the data processing inequality for KL
divergence [Csi67], this holds for all β < 1 as well. Thus (11) becomes
lim
n→∞
1
n
I(β) =
β
4
lim
n→∞
1
n
E ‖M‖2F =
βµ2
4
. (12)
Next we compute the MMSE. Recall the I-MMSE formula [GSV05] for Gaussian channels:
dI(β)
dβ
=
1
2
∑
i<j
(Mij − E [Mij |A])2 = n
4
MMSE(β) . (13)
Note that the MMSE is by definition bounded above by the squared error of the trivial estimator
M̂ = 0, so that for all β we have
MMSE(β) ≤ 1
n
E ‖M‖2F ≤ µ2 . (14)
Combining these we have
µ2
4
(a)
= lim
n→∞
I(1)
n
(b)
=
1
4
lim
n→∞
∫ 1
0
MMSE(β) dβ
(c)
≤ 1
4
∫ 1
0
lim
n→∞MMSE(β) dβ
(d)
≤ 1
4
∫ 1
0
µ2 dβ =
µ2
4
,
where (a) and (b) hold due to (12) and (13), (c) follows from Fatou’s lemma, and (d) follows
from (14), i.e., MMSE(β) ≤ µ2 pointwise. Since we began and ended with the same expression, these
inequalities must all be equalities. In particular, since (d) holds with equality, we have (9) holds for
almost all β ∈ [0, 1]. Since MMSE(β) is a non-increasing function of β, its limit limn→∞MMSE(β)
is also non-increasing in β. Therefore, (9) holds for all β ∈ [0, 1]. This completes the proof of our
claim that the optimal MMSE estimator cannot outperform the trivial one asymptotically.
To show that the optimal estimator actually converges to the trivial one, we expand the defini-
tion of MMSE(β) in (8) and subtract (9) from it. This gives
lim
n→∞
1
n
E
[−2 〈M,E [M |A]〉+ ‖E [M |A] ‖2F] = 0 . (15)
By the tower property of conditional expectation and the linearity of the inner product, it follows
E 〈M,E [M |A]〉 = E 〈E [M |A] ,E [M |A]〉 = E ‖E [M |A] ‖2F ,
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and combining this with (15) gives
lim
n→∞
1
n
E ‖E [M |A] ‖2F = 0 . (16)
Finally, for any estimator σ̂(A) of the community membership σ, we can define an estimator
for M by M̂ = (µ/
√
n)(σ̂σ̂> − I). Then using the Cauchy-Schwarz inequality, we have
EM,A[〈M, M̂〉] = EA[〈E [M |A] , M̂〉]
≤ EA
[
‖E [M |A] ‖F‖M̂‖F
]
≤
√
EA[‖E [M |A] ‖2F]× µ
√
n
(16)
= o(n).
Since 〈M,M̂〉 = µ2(〈σ, σ̂〉2 /n−1), it follows that E[〈σ, σ̂〉2] = o(n2) which further implies E [|〈σ, σ̂〉|] =
o(n) by Jensen’s inequality. Hence, correlated recovery of σ is impossible.
In passing, we remark that while we focus on the binary symmetric community in this section,
the proof techniques are widely applicable for many other high-dimensional inference problems such
as detecting a single community [ACV14], sparse PCA, Gaussian mixture clustering [BMV+18],
synchronization [PWBM16], and tensor PCA [PWB16]. In fact, for more general k-symmetric
community model with P = N ((k − 1)µ/√n, 1) and Q = N (−µ/√n, 1), the first moment method
shows that both detection and correlated recovery are information-theoretically possible when µ >
2
√
log k/(k − 1) and impossible when µ < √2 log(k − 1)/(k − 1). The upper and lower bounds
differ by a factor of
√
2 when k is asymptotically large. This gap of
√
2 is due to the looseness of
the second moment lower bound. A more refined conditional second lower bound can be applied to
show that the sharp IT threshold for detection and correlated recovery is µ = 2
√
log k/k(1+ok(1))
when k → ∞ [BMV+18]. Complete, but not explicit, characterizations of information-theoretic
reconstruction thresholds were obtained in [KXZ16, BDM+16, LM17] for all finite k through the
Guerra interpolation technique and cavity method.
3.2 Almost exact and exact recovery
In this subsection, we study almost exact and exact recovery using the single community model
as an illustrating example. The hidden community can be represented by its indicator vector
ξ ∈ {0, 1}n such that ξi = 1 if vertex i is in the community and ξi = 0 otherwise. Let ξ∗ denote the
indicator of the true community and ξ̂ = ξ̂(A) ∈ {0, 1}n an estimator. The only assumptions on the
community size K we impose are that K/n is bounded away from one, and, to avoid triviality, that
K ≥ 2. Of particular interest is the case of K = o(n), where the community size grows sublinearly
with respect to the network size.
Definition 5 (Almost Exact Recovery). An estimator ξ̂ is said to almost exactly recover ξ∗ if, as
n→∞, dH(ξ∗, ξ̂)/K → 0 in probability, where dH denotes the Hamming distance.
One can verify that the existence of an estimator satisfying Definition 5 is equivalent to the
existence of an estimator such that E[dH(ξ∗, ξ̂)] = o(K).
Definition 6 (Exact Recovery). An estimator ξ̂ exactly recovers ξ∗, if, as n→∞, P[ξ∗ 6= ξ̂]→ 0,
where the probability is with respect to the randomness of ξ∗ and A.
To obtain upper bounds on the thresholds for almost exact and exact recovery, we turn to the
MLE. Specifically,
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• To show the MLE achieves almost exact recovery, it suffices to prove that there exists n = o(1)
such that with high probability, P(A|ξ) < P(A|ξ∗) for all ξ with dH(ξ, ξ∗) ≥ nK.
• To show the MLE achieves exact recovery, it suffices to prove that with high probability,
P(A|ξ) < P(A|ξ∗) for all ξ 6= ξ∗.
This type of argument often involves two key steps. First, upper bound the probability that
P(A|ξ) ≥ P(A|ξ∗) for a fixed ξ using large deviation techniques. Second, take an appropriate
union bound over all possible ξ using a “peeling” argument which takes into account the fact that
the further away ξ is from ξ∗ the less likely for P(A|ξ) ≥ P(A|ξ∗) to occur. Below we discuss these
two key steps in more details.
Given the data matrix A, a sufficient statistic for estimating the community C∗ is the log
likelihood ratio (LLR) matrix L ∈ Rn×n, where Lij = log dPdQ(Aij) for i 6= j and Lii = 0. For
S, T ⊂ [n], define
e(S, T ) =
∑
(i<j):(i,j)∈(S×T )∪(T×S)
Lij . (17)
Let ĈML denote the maximum likelihood estimation (MLE) of C
∗, given by:
ĈML = argmaxC⊂[n]{e(C,C) : |C| = K}, (18)
which minimizes the error probability P{Ĉ 6= C∗} because C∗ is equiprobable by assumption. It is
worth noting that the optimal estimator that minimizes the misclassification rate (Hamming loss)
is the bit-MAP decoder ξ˜ = (ξ˜i), where ξ˜i , argmaxj∈{0,1}P[ξi = j|L]. Therefore, although the
MLE is optimal for exact recovery, it need not be optimal for almost exact recovery; nevertheless,
we choose to analyze MLE due to its simplicity and it turns out to be asymptotically optimal for
almost exact recovery as well.
To state the main results, we introduce some standard notations associated with binary hypoth-
esis testing based on independent samples. We assume the KL divergences D(P‖Q) and D(Q‖P )
are finite. In particular, P and Q are mutually absolutely continuous, and the likelihood ratio, dPdQ ,
satisfies EQ
[
dP
dQ
]
= EP
[
(dPdQ)
−1
]
= 1. Let L = log dPdQ denote the LLR. The likelihood ratio test
for n observations and threshold nθ is to declare P to be the true distribution if
∑n
k=1 Lk ≥ nθ
and to declare Q otherwise. For θ ∈ [−D(Q‖P ), D(P‖Q)], the standard Chernoff bounds for error
probability of this likelihood ratio test are given by:
Q
[
n∑
k=1
Lk ≥ nθ
]
≤ exp(−nEQ(θ)) (19)
P
[
n∑
k=1
Lk ≤ nθ
]
≤ exp(−nEP (θ)), (20)
where the log moment generating functions of L are denoted by ψQ(λ) = logEQ[exp(λL)] and
ψP (λ) = logEP [exp(λL)] = ψQ(λ + 1) and the large deviations exponents are given by Legendre
transforms of the log moment generating functions:
EQ(θ) = ψ
∗
Q(θ) , sup
λ∈R
λθ − ψQ(λ), (21)
EP (θ) = ψ
∗
P (θ) , sup
λ∈R
λθ − ψP (λ) = EQ(θ)− θ. (22)
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In particular, EP and EQ are convex functions. Moreover, since ψ
′
Q(0) = −D(Q‖P ) and ψ′Q(1) =
D(P‖Q), we have EQ(−D(Q‖P )) = EP (D(P‖Q)) = 0 and hence EQ(D(P‖Q)) = D(P‖Q) and
EP (−D(Q‖P )) = D(Q‖P ).
Under mild assumptions on the distribution (P,Q) (cf. [HWX17, Assumption 1]) which are
satisfied by both the Gaussian and the Bernoulli distributions, the sharp thresholds for almost
exact and exact recovery under the single community model are given by the following result.
Theorem 2. Consider the single community model with P = N (µ, 1) and Q = N (0, 1), or P =
Bern(p) and Q = Bern(q) with log pq and log
1−p
1−q bounded. If
K ·D(P‖Q)→∞ and lim inf
n→∞
(K − 1)D(P‖Q)
log nK
> 2, (23)
then almost exact recovery is information-theoretically possible. If in addition to (23), the following
holds:
lim inf
n→∞
KEQ
(
1
K log
n
K
)
log n
> 1, (24)
then exact recovery is information-theoretically possible.
Conversely, if almost exact recovery is information-theoretically possible, then
K ·D(P‖Q)→∞ and lim inf
n→∞
(K − 1)D(P‖Q)
log nK
≥ 2. (25)
If exact recovery is information-theoretically possible, then in addition to (25), the following holds:
lim inf
n→∞
KEQ
(
1
K log
n
K
)
log n
≥ 1. (26)
Next we sketch the proof of Theorem 2.
Sufficient conditions. For any C ⊂ [n] such that |C| = K and |C ∩C∗| = `, let S = C∗ \C and
T = C \ C∗. Then
e(C,C)− e(C∗, C∗) = e(T, T ) + e(T,C∗ \ S)− e(S,C∗).
Let m =
(
K
2
) − (`2). Notice that e(S,C∗) has the same distribution as ∑mi=1 Li under measure P ;
e(T, T ) + e(T,C∗\S) has the same distribution as ∑mi=1 Li under measure Q where Li are i.i.d.
copies of log dPdQ . It readily follows from large deviation bounds (19) and (20) that
P {e(T, T ) + e(T,C∗ \ S) ≥ mθ} ≥ exp (−mEQ(θ))
P {e(S,C∗) ≤ mθ} ≤ exp (−mEP (θ)) . (27)
Next we proceed to describe the union bound for the proof of almost exact recovery. Note that to
show MLE achieves almost exact recovery, it is equivalent to showing P
{
|ĈML ∩ C∗| ≤ (1− n)K
}
=
o(1), The first layer of union bound is straightforward:{
|ĈML ∩ C∗| ≤ (1− n)K
}
= ∪b(1−n)Kc`=0
{
|ĈML ∩ C∗| = `
}
. (28)
For the second layer of union bound, one na¨ıve way to proceed is{
|ĈML ∩ C∗| = `
}
⊂ {C ∈ C` : e(C,C) ≥ e(C∗, C∗)}
= ∪C∈C` {e(C,C) ≥ e(C∗, C∗} ,
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where C` = {C ⊂ [n] : |C| = K, |C ∩ C∗| = `}. However, this union bound is too loose because of
the high correlations among e(C,C)− e(C∗, C∗) for different C ∈ C`. Instead, we use the following
union bound. Let S` = {S ⊂ C∗ : |S| = K − `} and T` = {T ⊂ (C∗)c : |T | = K − `}. Then for any
θ ∈ R,
{|ĈML ∩ C∗| = `} ⊂ {∃S ∈ S`, T ∈ T` : e(S,C∗) ≤ e(T, T ) + e(T,C∗\S)}
⊂ {∃S ∈ S` : e(S,C∗) ≤ mθ}
∪ {∃S ∈ S`, T ∈ T` : e(T, T ) + e(T,C∗\S) ≥ mθ}
⊂ ∪S∈S`{e(S,C∗) ≤ mθ}
∪S∈S`,T∈T` {e(T, T ) + e(T,C∗\S) ≥ mθ}. (29)
Note that we single out e(S,C∗) because the number of different choices of S,
(
K
K−`
)
, is much
smaller than the number of different choices of T ,
(
n−K
K−`
)
, when K  n. Combining the above
union bound together with the large deviation bound (27) yields that
P
{
|ĈML ∩ C∗| = `
}
≤
(
K
K − `
)
e−mEP (θ) +
(
n−K
K − `
)(
K
K − `
)
e−mEQ(θ). (30)
Note that for any ` ≤ (1− )K,(
K
K − `
)
≤
(
Ke
K − `
)K−`
≤
(e

)K−`
(
n−K
K − `
)
≤
(
(n−K)e
K − `
)K−`
≤
(
(n−K)e
K
)K−`
.
Hence, for any ` ≤ (1− )K,
P
{
|ĈML ∩ C∗| = `
}
≤ e−(K−`)E1 + e−(K−`)E2 , (31)
where
E1 ,
1
2
(K − 1)EP (θ)− log e

,
E2 ,
1
2
(K − 1)EQ(θ)− log (n−K)e
2
K2
.
Thanks to the second condition in (23), we have (K−1)D(P‖Q)(1−η) ≥ 2 log nK for some η ∈ (0, 1).
Choose θ = (1−η)D(P‖Q). Under some mild assumption on P and Q which is satisfied in Gaussian
and Bernoulli case, we have EP (θ) ≥ cη2D(P‖Q) for some universal constant c > 0. Furthermore,
recall from (22) that EP (θ) = EQ(θ) − θ. Hence, since KD(P‖Q) → ∞ by the assumption (23),
by choosing  = 1/
√
KD(P‖Q), we have min{E1, E2} → ∞. The proof for almost exact recovery
is complete by taking the first layer of union bound in (28) over `.
For exact recovery, we need to show P
{
|ĈML ∩ C∗| ≤ K − 1
}
= o(1). Hence, we need to further
bound P
{
|ĈML ∩ C∗| = `
}
for any (1 − )K ≤ ` ≤ K − 1. It turns out the previous union bound
(29) is no longer tight. Instead, using e(T, T ) + e(T,C∗ \ S) = e(T, T ∪C∗)− e(T, S), we have the
following union bound
{|ĈML ∩ C∗| = `} ⊂ ∪S∈S`{e(S,C∗) ≤ m1θ1} ∪T∈T` {e(T, T ∪ C∗) ≥ m2θ2}
∪S∈S`,T∈T` {e(T, S) ≤ m2θ2 −m1θ1},
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where m1 =
(
K
2
) − (`2), m2 = (K−`2 ) + (K − `)K, and θ1, θ2 are to be optimized. Note that
we further single out e(T, T ∪ C∗) because it only depends on T ∈ T` once C∗ is fixed. Since
(1 − )K ≤ ` ≤ K − 1, we have |T | = |S| = K − ` ≤ K and thus the effect of e(T, S) can be
neglected. Therefore, approximately we can set θ1 = θ2 = θ and get
P
{
|ĈML ∩ C∗| = `
}
.
(
K
K − `
)
e−m1EP (θ) +
(
n−K
K − `
)
e−m2EP (θ), (32)
Using
(
K
K−`
) ≤ KK−`, (n−KK−`) ≤ (n−K)K−`, m2 ≥ m1 ≥ (1− )(K − `)K, we get that for any
(1− )K ≤ ` ≤ K − 1,
P
{
|ĈML ∩ C∗| = `
}
≤ e−(K−`)E3 + e−(K−`)E4 , (33)
where
E3 , (1− )KEP (θ)− logK,
E4 , (1− )KEQ(θ)− log n.
Note that EP (θ) = EQ(θ)− θ. Hence, we set θ = (1/K) log(n/K) so that E3 = E4, which goes to
+∞ under the assumption of (24). The proof of exact recovery is complete by taking the union
bound over all `.
Necessary conditions. To derive lower bounds on the almost exact recovery threshold, we
resort to a simple rate-distortion argument. Suppose ξ̂ achieves almost exact recovery of ξ∗. Then
E[dH(ξ, ξ̂)] = nK with n → 0. On the one hand, consider the following chain of inequalities,
which lower bounds the amount of information required for a distortion level n:
I(A; ξ∗)
(a)
≥ I(ξ̂; ξ∗) ≥ min
E[d(ξ˜,ξ∗)]≤nK
I(ξ˜; ξ∗)
≥ H(ξ∗)− max
E[d(ξ˜,ξ∗)]≤nK
H(ξ˜ ⊕ ξ∗)
(b)
= log
(
n
K
)
− nh
(
nK
n
)
(c)
≥ K log n
K
(1 + o(1)),
where (a) follows from the data processing inequality for mutual information since ξ → A → ξ̂
forms a Markov chain, (b) is due to the fact that maxE[w(X)]≤pnH(X) = nh(p) for any p ≤ 1/2
where
h(p) , p log 1
p
+ (1− p) log 1
1− p (34)
is the binary entropy function and w(x) =
∑
i xi, and (c) follows from the bound
(
n
K
) ≥ ( nK )K , the
assumption K/n is bounded away from one, and the bound h(p) ≤ −p log p+ p for p ∈ [0, 1].
On the other hand, consider the following upper bound on the mutual information:
I(A; ξ∗) = min
Q
D(PA|ξ∗‖Q|Pξ∗) ≤ D(PA|ξ∗‖Q⊗(
n
2)|Pξ∗) =
(
K
2
)
D(P‖Q),
where the first equality follows from the geometric interpretation of mutual information as “infor-
mation radius”, see, e.g., [PW15, Corollary 3.1]; the last equality follows from the tensorization
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property of KL divergence for product distributions. Combining the last two displays, we conclude
the second condition in (25) is necessary for almost exact recovery.
To show the necessity of the first condition in (25), we can reduce almost exact recovery to a
local hypothesis testing via a genie-type argument. Given i, j ∈ [n], let ξ\i,j denote {ξk : k 6= i, j}.
Consider the following binary hypothesis testing problem for determining ξi. If ξi = 0, a node J is
randomly and uniformly chosen from {j : ξj = 1}, and we observe (A, J, ξ\i,J); if ξi = 1, a node J is
randomly and uniformly chosen from {j : ξj = 0}, and we observe (A, J, ξ\i,J). It is straightforward
to verify that this hypothesis testing problem is equivalent to testing H0 : Q
⊗(K−1)P⊗(K−1) versus
H1 : P
⊗(K−1)Q⊗(K−1). Let E denote the optimal average probability of testing error, pe,0 denote
the Type-I error probability, and pe,1 denote the Type-II error probability. Then we have the
following chain of inequalities:
E[dH(ξ, ξ̂)] ≥
n∑
i=1
min
ξ̂i(A)
P[ξi 6= ξ̂i]
≥
n∑
i=1
min
ξ̂i(A,J, ξ\i,J )
P[ξi 6= ξ̂i]
= n min
ξ̂1(A,J, ξ\1,J )
P[ξ1 6= ξ̂1] = nE .
By the assumption E[dH(ξ, ξ̂)] = o(K), it follows that E = o(K/n). Under the assumption that K/n
is bounded away from one, E = o(K/n) further implies that the sum of Type-I and II probabilities
of error pe,0 +pe,1 = o(1), or equivalently, TV((P ⊗Q)⊗K−1, (Q⊗P )⊗K−1)→ 1, where TV(P,Q) ,∫ |dP − dQ|/2 denotes the total variation distance. Using D(P‖Q) ≥ log 12(1−TV(P,Q)) [Tsy09,
Eqn. (2.25)] and the tensorization property of KL divergence for product distributions, we conclude
that (K − 1)(D(P‖Q) + D(Q‖P )) → ∞ is necessary for almost exact recovery. It turns out
that for both the Bernoulli and Gaussian distributions as specified in the theorem statement,
D(P‖Q)  D(Q‖P ) and hence KD(P‖Q)→∞ is necessary for almost exact recovery.
Clearly, any estimator achieving exact recovery also achieves almost exact recovery. Hence
lower bounds for almost exact recovery hold automatically for exact recovery. Finally, we show
the necessity of (26) for exact recovery. Since the MLE minimizes the error probability among all
estimators if the true community C∗ is uniformly distributed, it follows that if exact recovery is
possible, then with high probability, C∗ has a strictly higher likelihood than any other community
C 6= C∗, in particular, C = C∗ \{i}∪{j} for any pair of two vertices i ∈ C∗ and j /∈ C∗. To further
illustrate the proof ideas, consider Bernoulli case of the single community model. Then C∗ has a
strictly higher likelihood than C∗ \ {i}∪ {j} if and only if e(i, C∗), the number of edges connecting
i to vertices in C∗, is larger than e(j, C∗ \ {i}), the number of edges connecting j to vertices in
C∗ \ {i}. Therefore, with high probability, it holds that
min
i∈C∗
e(i, C∗) > max
j /∈C∗
e(j, C∗ \ {i0}), (35)
where i0 is the random index such that i0 ∈ arg mini∈C∗ e(i, C∗). Note that e(j, C∗ \ {i0})’s are iid
for different j /∈ C∗ and hence a large-probability lower bound to their maximum can be derived
using inverse concentration inequalities. Specifically, for the sake of argument by contradiction,
suppose that (26) does not hold. Furthermore, for ease of presentation, assume the large deviation
inequality (19) also holds in the reverse direction (cf. [HWX17, Corollary 5] for a precise statement).
Then it follows that
P
{
e(j, C∗ \ {i0}) ≥ log n
K
}
& exp
(
−KEQ
(
1
K
log
n
K
))
≥ n−1+δ
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for some small δ > 0. Since e(j, C∗ \ {i0})’s are iid and there are n−K of them, it further follows
that with a large probability,
max
j /∈C∗
e(j, C∗ \ {i0}) ≥ log n
K
.
Similarly, by assuming the large deviation inequality (20) also holds in the opposite direction and
using the fact that EP (θ) = EQ(θ)− θ, we get that
P
{
e(i, C∗) ≤ log n
K
}
& exp
(
−KEP
(
1
K
log
n
K
))
≥ K−1+δ.
Although e(i, C∗)’s are not independent for different i ∈ C∗, the dependency is weak and can
be controlled properly. Hence, following the same argument as above, we get that with a large
probability,
min
i∈C∗
e(i, C∗) ≤ log n
K
.
Combining the large-probability lower and upper bounds and (35) yields the contradiction. Hence,
(26) is necessary for exact recovery.
Remark 1. Note that instead of using MLE, one could also apply a two-step procedure to achieve
exact recovery: first use an estimator capable of almost exact recovery and then clean up the
residual errors through a local voting procedure for every vertex. Such a two-step procedure
has been analyzed in [HWX17]. From the computational perspective, for both the Bernoulli and
Gaussian cases:
• if K = Θ(n), a linear-time degree-thresholding algorithm achieves the information limit of
weak recovery (see [HWX15b, Appendix A] and [HWX18, Appendix A]);
• ifK = ω(n/ log n), whenever information-theoretically possible, exact recovery can be achieved
in polynomial time using semi-definite programming [HWX16];
• if K ≥ nlogn(1/(8e) + o(1)) for Gaussian case and K ≥ nlogn(ρBP(p/q) + o(1)) for Bernoulli
case, exact recovery can be attained in nearly linear time via message passing plus clean
up [HWX15b, HWX18] whenever information-theoretically possible. Here ρBP(p/q) denotes
a constant only depending on p/q.
However, it remains open whether any polynomial time algorithm can achieve the respective in-
formation limit of weak recovery for K = o(n), or exact recovery for K ≤ nlogn(1/(8e) − ) in the
Gaussian case and for K ≤ nlogn(ρBP(p/q)− ) in the Bernoulli case, for any fixed  > 0.
Similar techniques can be used to derive the almost exact and exact recovery thresholds for
binary symmetric community model. For Bernoulli case, almost exact recovery is efficiently achieved
by a simple spectral method if n(p−q)2/(p+q)→∞ [YP14], which turns out to be also information-
theoretically necessary [MNS15a]. Exact recovery threshold for binary community model has been
derived and further shown be efficiently achievable by a two-step procedure consisting of spectral
method plus clean-up [ABH16, MNS15a]. For binary symmetric community model with general
discrete distributions P and Q, the information-theoretic limit of exact recovery is shown to be
determined by the Re´nyi divergence of order 1/2 between P and Q [JL15]. The analysis of MLE
has been carried out under k-symmetric community models for general k, and the information-
theoretic exact recovery threshold has been identified in [CX14] up to a universal constant. The
precise IT limit of exact recovery has been determined in [AS15] for k = Θ(1) with a sharp constant
and further shown be to efficiently achievable by a polynomial-time two-step procedure.
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4 Computational limits
In this section we discuss the computational limits (performance limits of all possible polynomial-
time procedures) of detecting the planted structure under Planted Clique Hypothesis (to be defined
later). To investigate the computational hardness of a given statistical problem, one main approach
is to find an approximate randomized polynomial-time reduction, which maps certain graph-theoretic
problems, in particular, the planted clique problem, to the our problem approximately in total
variation, thereby showing these statistical problems are at least as hard as solving the planted
clique problem.
We focus on the single community model in Definition 1 and present results for both the
submatrix detection problem (Gaussian) [MW15] and the community detection problem (Bernoulli)
[HWX15a]. Surprisingly, under appropriate parameterizations, the two problems share the same
“easy-hard-impossible” phase transition. As shown in Fig. 1, where the horizontal and vertical
axis corresponds to the relative community size and the noise level respectively, the hardness of
the detection has a sharp phase transition: optimal detection can be achieved by computationally
efficient procedures for relatively large community, but provably not for small community. This is
one of the first results in high-dimensional statistics where the optimal tradeoff between statistical
performance and computational efficiency can be precisely quantified. Specifically, consider the
0
1
β
1
2
2
3
1
α
impossible
easy
hard
1
3
Figure 1: Computational versus statistical limits. For the submatrix detection problem, the size
of the submatrix is K = Nα and the elevated mean is µ = N−β. For the community detection
problem, the cluster size is K = Nα, and the in-cluster and inter-cluster edge probability p and q
are both on the order of N−2β.
submatrix detection problem in the Gaussian case of Definition 1, where P = N (µ, 1) and Q =
N (0, 1). In other words, the goal is to test the null model, where the observation is an N × N
Gaussian noise matrix, versus the planted model, where there exists a K×K submatrix of elevated
mean µ. Consider the high-dimensional setting of K = Nα and µ = N−β with N → ∞, where
α, β > 0 parametrizes the cluster size and signal strength, respectively. Information-theoretically,
it can be shown that there exist detection procedures achieving vanishing error probability if and
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only if β < β∗ , max(α2 , 2α−1) [BI13]. In contrast, if only randomized polynomial-time algorithms
are allowed, then reliable detection is impossible if β > β] , max(0, 2α − 1); conversely if β <
β], there exists a near-linear time detection algorithm with vanishing error probability. Plotted
in Fig. 1, the curve of β∗ and β] corresponds to the statistical and computational limits
of submatrix detection respectively, revealing the following striking phase transition: for large
community (α ≥ 23), optimal detection can be achieved by computationally efficient procedures;
however, for small community (α < 23), computational constraint incurs a severe penalty on the
statistical performance and the optimal computationally intensive procedure cannot be mimicked
by any efficient algorithms.
For the Bernoulli case, it is shown to detect a planted dense subgraph, when the in-cluster and
inter-cluster edge probability p and q are on the same order and parameterized as N−2β and the
cluster size as K = Nα, the easy-hard-impossible phase transition obeys the same diagram as in
Fig. 1 [HWX15a].
Our intractability result is based on the common hardness assumption of the Planted Clique
problem in the Erdo˝s-Re´nyi graph when the clique size is of smaller order than square root the
graph cardinality [AKS98], which has been widely used to establish various hardness results in
theoretical computer science [HK11, AAK+07, KZ11, Kucˇ92, JP00, ABW10] as well as the hardness
of detecting sparse principal components [BR13]. Recently, the average-case hardness of Planted
Clique has been established under certain computation models [Ros10, FGR+13] and within the
sum-of-squares relaxation hierarchy [MPW15, DM15b, BHK+16].
The rest of the section is organized as follows: Section 4.1 gives the precise definition of the
Planted Clique problem, which forms the basis of reduction for both the submatrix detection and
the community detection problem, with the latter requiring a slightly stronger assumption. Sec-
tion 4.2 discusses how to approximately reduce the Planted Clique problem to the single community
detection problem in polynomial-time in both Bernoulli and Gaussian settings. Finally, Section 4.3
presents the key techniques to bound the total variation between the reduced instance and to the
target hypothesis.
4.1 Planted Clique problem
Let G(n, γ) denote the Erdo˝s-Re´nyi graph model with n vertices where each pair of vertices is
connected independently with probability γ. Let G(n, k, γ) denote the planted clique model in
which we add edges to k vertices uniformly chosen from G(n, γ) to form a clique.
Definition 7. The PC detection problem with parameters (n, k, γ), denoted by PC(n, k, γ) hence-
forth, refers to the problem of testing the following hypotheses:
HC0 : G ∼ G(n, γ), HC1 : G ∼ G(n, k, γ).
The problem of finding the planted clique has been extensively studied for γ = 12 and the state-
of-the-art polynomial-time algorithms [AKS98, FK00, McS01, FR10, DGGP14, AV11, DM15a] only
work for k = Ω(
√
n). There is no known polynomial-time solver for the PC problem for k = o(
√
n)
and any constant γ > 0. It is conjectured [Jer92, HK11, JP00, AAK+07, FGR+13] that the PC
problem cannot be solved in polynomial time for k = o(
√
n) with γ = 12 , which we refer to as the
PC Hypothesis.
Hypothesis 1 (PC Hypothesis). Fix some constant 0 < γ ≤ 12 . For any sequence of randomized
polynomial-time tests {ψn,kn} such that lim supn→∞ log knlogn < 1/2,
lim inf
n→∞ PHC0 {ψn,k(G) = 1}+ PHC1 {ψn,k(G) = 0} ≥ 1.
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The PC Hypothesis with γ = 12 is similar to [MW15, Hypothesis 1] and [BR13, Hypothesis
BPC]. Our computational lower bounds for submatrix detection require that the PC Hypothesis
holds for γ = 12 and for community detection we need to assume the PC Hypothesis any positive
constant γ. An even stronger assumption that PC Hypothesis holds for γ = 2− log
0.99 n has been
used in [ABW10, Theorem 10.3] for public-key cryptography. Furthermore, [FGR+13, Corollary 5.8]
shows that under a statistical query model, any statistical algorithm requires at least n
Ω( logn
log(1/γ)
)
queries for detecting the planted bi-clique in an Erdo˝s-Re´nyi random bipartite graph with edge
probability γ.
4.2 Polynomial-time randomized reduction
We present a polynomial-time randomized reduction scheme for the problem of detecting a single
community (Definition 1) in both Bernoulli and Gaussian cases. For ease of presentation, we use the
Bernoulli case as the main example, and discuss the minor modifications needed for the Gaussian
case. The recent work [BBH18] introduces a general reduction recipe for the single community
detection problem under general P,Q distributions, as well as various other detection problems
with planted structures.
Let G(N, q) denote the Erdo˝s-Re´nyi random graph with N vertices, where each pair of vertices
is connected independently with probability q. Let G(N,K, p, q) denote the planted dense subgraph
model with N vertices where: (1) each vertex is included in the random set S independently with
probability KN ; (2) for any two vertices, they are connected independently with probability p if both
of them are in S and with probability q otherwise, where p > q. The planted dense subgraph here
has a random size5 with mean K, instead of a deterministic size K as assumed in [ACV14, VAC+15].
Definition 8. The planted dense subgraph detection problem with parameters (N,K, p, q), hence-
forth denoted by PDS(N,K, p, q), refers to the problem of distinguishing hypotheses:
H0 : G ∼ G(N, q) , P0, H1 : G ∼ G(N,K, p, q) , P1.
We aim to reduce the PC(n, k, γ) problem to the PDS(N,K, cq, q) problem. For simplicity, we
focus on the case of c = 2; the general case follows similarly with a change in some numerical
constants that come up in the proof. We are given an adjacency matrix A ∈ {0, 1}n×n, or equiva-
lently, a graph G, and with the help of additional randomness, will map it to an adjacency matrix
A˜ ∈ {0, 1}N×N , or equivalently, a graph G˜ such that the hypothesis HC0 (resp. HC1 ) in Definition 7 is
mapped to H0 exactly (resp. H1 approximately) in Definition 8. In other words, if A is drawn from
G(n, γ), then A˜ is distributed according to P0; If A is drawn from G(n, k, 1, γ), then the distribution
of A˜ is close in total variation to P1.
Our reduction scheme works as follows. Each vertex in G˜ is randomly assigned a parent vertex
in G, with the choice of parent being made independently for different vertices in G˜, and uniformly
over the set [n] of vertices in G. Let Vs denote the set of vertices in G˜ with parent s ∈ [n] and let
`s = |Vs|. Then the set of children nodes {Vs : s ∈ [n]} form a random partition of [N ]. For any
1 ≤ s ≤ t ≤ n, the number of edges, E(Vs, Vt), from vertices in Vs to vertices in Vt in G˜ will be
selected randomly with a conditional probability distribution specified below. Given E(Vs, Vt), the
particular set of edges with cardinality E(Vs, Vt) is chosen uniformly at random.
5We can also consider a planted dense subgraph with a fixed size K, where K vertices are chosen uniformly at
random to plant a dense subgraph with edge probability p. Our reduction scheme extends to this fixed-size model;
however, we have not been able to prove the distributions are approximately matched under the alternative hypothesis.
Nevertheless, the recent work [BBH18] showed that the computational limit for detecting fixed-sized community is
the same as Fig. 1, resolving an open problem in [HWX15a].
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It remains to specify, for 1 ≤ s ≤ t ≤ n, the conditional distribution of E(Vs, Vt) given `s, `t,
and As,t. Ideally, conditioned on `s and `t, we want to construct a Markov kernel from As,t to
E(Vs, Vt) which maps Bern(1) to the desired edge distribution Binom(`s`t, p), and Bern(1/2) to
Binom(`s`t, q), depending on whether both s and t are in the clique or not, respectively. Such a
kernel, unfortunately, provably does not exist. Nevertheless, this objective can be accomplished
approximately in terms of the total variation. For s = t ∈ [n], let E(Vs, Vt) ∼ Binom(
(
`t
2
)
, q). For
1 ≤ s < t ≤ n, denote P`s`t , Binom(`s`t, p) and Q`s`t , Binom(`s`t, q). Fix 0 < γ ≤ 12 and put
m0 , blog2(1/γ)c. Define
P ′`s`t(m) =

P`s`t(m) + a`s`t for m = 0,
P`s`t(m) for 1 ≤ m ≤ m0,
1
γQ`s`t(m) for m0 < m ≤ `s`t.
where a`s`t =
∑
m0<m≤`s`t [P`s`t(m)− 1γQ`s`t(m)]. Let Q′`s`t = 11−γ (Q`s`t−γP ′`s`t). The idea behind
our choice of P ′`s`t and Q
′
`s`t
is as follows. For a given P ′`s`t , we choose Q
′
`s`t
to map Bern(γ) to
Binom(`s`t, q) exactly; however, for Q
′ to be a well-defined probability distribution, we need to
ensure that Q`s`t(m) ≥ γP ′`s`t(m), which fails when m ≤ m0. Thus, we set P ′`s`t(m) = Q`s`t(m)/γ
for m > m0. The remaining probability mass a`s`t is added to P`s`t(0) so that P
′
`s`t
is a well-defined
probability distribution.
It is straightforward to verify that Q′`s`t and P
′
`s`t
are well-defined probability distributions, and
dTV(P
′
`s`t , P`s`t) ≤ 4(8q`2)(m0+1). (36)
as long as `s, `t ≤ 2` and 16q`2 ≤ 1, where ` = N/n. Then, for 1 ≤ s < t ≤ n, the conditional
distribution of E(Vs, Vt) given `s, `t, and As,t is given by
E(Vs, Vt) ∼

P ′`s`t if Ast = 1, `s, `t ≤ 2`
Q′`s`t if Ast = 0, `s, `t ≤ 2`
Q`s`t if max{`s, `t} > 2`.
(37)
Next we show that the randomized reduction defined above maps G(n, γ) into G(N, q) under the
null hypothesis and G(n, k, γ) approximately into G(N,K, p, q) under the alternative hypothesis,
respectively. By construction, (1− γ)Q′`s`t + γP ′`s`t = Q`s`t = Binom(`s`t, q) and therefore the null
distribution of the PC problem is exactly matched to that of the PDS problem, i.e., P
G˜|HC0 = P0. The
core of the proof lies in establishing that the alternative distributions are approximately matched.
The key observation is that by (36), P ′`s`t is close to P`s`t = Binom(`s`t, p) and thus for nodes
with distinct parents s 6= t in the planted clique, the number of edges E(Vs, Vt) is approximately
distributed as the desired Binom(`s`t, p); for nodes with the same parent s in the planted clique,
even though E(Vs, Vs) is distributed as Binom(
(
`s
2
)
, q) which is not sufficiently close to the desired
Binom(
(
`s
2
)
, p), after averaging over the random partition {Vs}, the total variation distance becomes
negligible. More formally, we have the following proposition; the proof is postponed to the next
subsection.
Proposition 1. Let `, n ∈ N, k ∈ [n] and γ ∈ (0, 12 ]. Let N = `n, K = k`, p = 2q and
m0 = blog2(1/γ)c. Assume that 16q`2 ≤ 1 and k ≥ 6e`. If G ∼ G(n, γ), then G˜ ∼ G(N, q), i.e.,
P
G˜|HC0 = P0. If G ∼ G(n, k, 1, γ), then
dTV
(
P
G˜|HC1 ,P1
)
≤ e−K12 + 1.5ke− `18 + 2k2(8q`2)m0+1 + 0.5
√
e72e2q`2 − 1 +
√
0.5ke−
`
36 . (38)
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Reduction scheme in the Gaussian case The same reduction scheme can be tweaked slightly
to work for the Gaussian case, which, in fact, only needs the PC hypothesis for γ = 12 .
6 In this
case, we aim to map an adjacency matrix A ∈ {0, 1}n×n to a symmetric data matrix A˜ ∈ RN×N
with zero diagonal, or equivalently, a weighted complete graph G˜.
For any 1 ≤ s ≤ t ≤ n, we let E(Vs, Vt) denote the average weights of edges between Vs and
Vt in G˜. Similar to the Bernoulli model, we will first generate E(Vs, Vt) randomly with a properly
chosen conditional probability distribution. Since E(Vs, Vt) is a sufficient statistic for the set of
Gaussian edge weights, the specific weight assignment can be generated from the average weight
using the same kernel for both the null and the alternative.
To see how this works, consider a general setup where X1, . . . , Xn
i.i.d.∼ N (µ, 1). Let X¯ =
(1/n)
∑n
i=1Xi. Then we can simulate X1, . . . , Xn based on the sufficient statistic X¯ as follows.
Let [v0, v1, . . . , vn−1] be an orthonormal basis for Rn, with v0 = 1√n1 and 1 = (1, . . . , 1)
>. Generate
Z1, . . . , Zn−1
i.i.d.∼ N (0, 1). Then X¯1 +∑n−1i=1 Zivi ∼ N (µ1, In). Using this general procedure, we can
generate the weights A˜Vs,Vt based on E(Vs, Vt).
It remains to specify, for 1 ≤ s ≤ t ≤ n, the conditional distribution of E(Vs, Vt) given `s, `t, and
As,t. Similar to the Bernoulli case, conditioned on `s and `t, ideally we would want to find a Markov
kernel from As,t to E(Vs, Vt) which maps Bern(1) to the desired distribution N (µ, 1/`s`t), and
Bern(1/2) to N (0, 1/`s`t), depending on whether both s and t are in the clique or not, respectively.
This objective can be accomplished approximately in terms of the total variation. For s = t ∈ [n], let
E(Vs, Vt) ∼ N (0, 1/`s`t). For 1 ≤ s < t ≤ n, denote P`s`t , N (µ, 1/`s`t) and Q`s`t , N (0, 1/`s`t),
with density function p`s`t(x) and q`s`t(x), respectively.
Fix γ = 12 . Note that
q`s`t(x)
p`s`t(x)
= exp [`s`tµ(µ/2− x)] ≥ γ
if and only if x ≤ x0 , µ2 + 1µ`s`t log 1γ . Therefore, we define P ′`s`t and Q′`s`t with the following
density: q′`s`t =
1
1−γ (q`s`t − γp′`s`t) and
p′`s`t(x) =

p`s`t(x) + f`s`t(2µ− x) for x < 2µ− x0,
p`s`t(x) for x ≤ x0,
1
γ q`s`t(x) for x > x0.
where f`s`t(x) = p`s`t(x)− 1γ q`s`t(x). Let
a`s`t =
∫ ∞
x0
f`s`t(x)dx ≤ Φ¯
(
−µ
2
√
`s`t +
1
µ
√
`s`t
log
1
γ
)
.
Similar to the Bernoulli case, it is straightforward to verify that Q′`s`t and P
′
`s`t
are well-defined
probability distributions, and
dTV(P
′
`s`t , P`s`t) = a`s`t ≤ Φ¯
(
1
2µ
√
`s`t
log
1
γ
)
≤ exp
(
− 1
32µ2`2
log2
1
γ
)
. (39)
as long as `s, `t ≤ 2` and 4µ2`2 ≤ log(1/γ), where ` = N/n. Following the same argument as
Bernoulli case, we can obtain a counterpart to Proposition 1.
6The original proof in [MW15] for the submatrix detection problem crucially relies on the Gaussianity of the
reduction maps a bigger planted clique instance into a smaller instance for submatrix detection by means of averaging.
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Proposition 2. Let `, n ∈ N, k ∈ [n] and γ = 1/2. Let N = `n and K = k` Assume that 16µ2` ≤ 1
and k ≥ 6e`. Let P0 and P1 denote the desired null and alternative distributions of the submatrix
detection problem (N,K, µ). If G ∼ G(n, γ), then P
G˜|HC0 = P0. If G ∼ G(n, k, 1, γ), then
dTV
(
P
G˜|HC1 ,P1
)
≤ e−K12 + 1.5ke− `18 + k
2
2
exp
(
− log
2 2
32µ2`2
)
+ 0.5
√
e72e2µ2`2 − 1 +
√
0.5ke−
`
36 . (40)
Let us close this section with two remarks. First, to investigate the computational aspect of
inference in the Gaussian model, since the computational complexity is not well-defined for tests
dealing with samples drawn from non-discrete distributions, which cannot be represented by finitely
many bits almost surely. To overcome this hurdle, we consider a sequence of discretized Gaussian
models that is asymptotically equivalent to the original model in the sense of Le Cam [LC86] and
hence preserves the statistical difficulty of the problem. In other words, the continuous model and its
appropriately discretized counterpart are statistically indistinguishable and, more importantly, the
computational complexity of tests on the latter are well-defined. More precisely, for the submatrix
detection model, provided that each entry of the n× n matrix A is quantized by Θ(log n) bits, the
discretized model is asymptotically equivalent to the previous model (cf. [MW15, Section 3 and
Theorem 1] for a precise bound on the Le Cam distance). With a slight modification, the above
reduction scheme can be made to the discretized model (cf. [MW15, Section 4.2]).
Second, we comment on the distinctions between the reduction scheme here and the prior work
that relies on planted clique as the hardness assumption. Most previous work [HK11, AAK+07,
AAM+11, ABW10] in the theoretical computer science literature uses the reduction from the PC
problem to generate computationally hard instances of other problems and establish worst-case
hardness results; the underlying distributions of the instances could be arbitrary. The idea of
proving hardness of a hypothesis testing problem by means of approximate reduction from the
planted clique problem such that the reduced instance is close to the target hypothesis in total
variation originates from the seminal work by [BR13] and the subsequent paper by [MW15]. The
main distinction between these work and the results presented in this article based on the techniques
in [HWX15a] is that [BR13] studied a composite-versus-composite testing problem and [MW15]
studied a simple-versus-composite testing problem, both in the minimax sense, as opposed to the
simple-versus-simple hypothesis considered here and in [HWX15a], which constitutes a stronger
hardness result. For composite hypothesis, a reduction scheme works as long as the distribution
of the reduced instance is close to some mixture distribution under the hypothesis. This freedom
is absent in constructing reduction for simple hypothesis, which renders the reduction scheme as
well as the corresponding calculation of total variation considerably more difficult. In contrast, for
simple-versus-simple hypothesis, the underlying distributions of the problem instances generated
from the reduction must be close to the desired distributions in total variation under both the null
and alternative hypotheses.
4.3 Bounding the total variation distance
Below we prove Proposition 1 and obtain the desired computational limits given by Fig. 1. We only
consider the Bernoulli case as the derivations for Gaussian case are analogous. The main technical
challenge is bounding the total variation distance in (38).
Proof of Proposition 1. Let [i, j] denote the unordered pair of i and j. For any set I ⊂ [N ], let E(I)
denote the set of unordered pairs of distinct elements in I, i.e., E(I) = {[i, j] : i, j ∈ S, i 6= j}, and
23
let E(I)c = E([N ]) \ E(I). For s, t ∈ [n] with s 6= t, let G˜VsVt denote the bipartite graph where the
set of left (right) vertices is Vs (resp. Vt) and the set of edges is the set of edges in G˜ from vertices
in Vs to vertices in Vt. For s ∈ [n], let G˜VsVs denote the subgraph of G˜ induced by Vs. Let P˜VsVt
denote the edge distribution of G˜VsVt for s, t ∈ [n].
It is straightforward to verify that the null distributions are exactly matched by the reduction
scheme. Henceforth, we consider the alternative hypothesis, under which G is drawn from the
planted clique model G(n, k, γ). Let C ⊂ [n] denote the planted clique. Define S = ∪t∈CVt and
recall K = k`. Then |S| ∼ Binom(N,K/N) and conditional on |S|, S is uniformly distributed over
all possible subsets of size |S| in [N ]. By the symmetry of the vertices of G, the distribution of A˜
conditional on C does not depend on C. Hence, without loss of generality, we shall assume that
C = [k] henceforth. The distribution of A˜ can be written as a mixture distribution indexed by the
random set S as
A˜ ∼ P˜1 , ES
P˜SS × ∏
[i,j]∈E(S)c
Bern(q)
 .
By the definition of P1,
dTV(P˜1,P1)
= dTV
ES
P˜SS × ∏
[i,j]∈E(S)c
Bern(q)
 ,ES
 ∏
[i,j]∈E(S)
Bern(p)
∏
[i,j]∈E(S)c
Bern(q)

≤ ES
dTV
P˜SS × ∏
[i,j]∈E(S)c
Bern(q),
∏
[i,j]∈E(S)
Bern(p)
∏
[i,j]∈E(S)c
Bern(q)

= ES
dTV
P˜SS , ∏
[i,j]∈E(S)
Bern(p)

≤ ES
dTV
P˜SS , ∏
[i,j]∈E(S)
Bern(p)
1{|S|≤1.5K}
+ exp(−K/12), (41)
where the first inequality follows from the convexity of (P,Q) 7→ dTV(P,Q), and the last inequality
follows from applying the Chernoff bound to |S|. Fix an S ⊂ [N ] such that |S| ≤ 1.5K. Define
PVtVt =
∏
[i,j]∈E(Vt) Bern(q) for t ∈ [k] and PVsVt =
∏
(i,j)∈Vs×Vt Bern(p) for 1 ≤ s < t ≤ k. By the
triangle inequality,
dTV
P˜SS , ∏
[i,j]∈E(S)
Bern(p)

≤ dTV
P˜SS ,EV k1
 ∏
1≤s≤t≤k
PVsVt
∣∣∣∣ S
 (42)
+ dTV
EV k1
 ∏
1≤s≤t≤k
PVsVt
∣∣∣∣ S
 , ∏
[i,j]∈E(S)
Bern(p)
 . (43)
To bound the term in (42), first note that conditioned on the set S, {V k1 } can be generated
as follows: Throw balls indexed by S into bins indexed by [k] independently and uniformly at
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random; let Vt is the set of balls in the t
th bin. Define the event E = {V k1 : |Vt| ≤ 2`, t ∈ [k]}. Since
|Vt| ∼ Binom(|S|, 1/k) is stochastically dominated by Binom(1.5K, 1/k) for each fixed 1 ≤ t ≤ k,
it follows from the Chernoff bound and the union bound that P{Ec} ≤ k exp(−`/18).
dTV
P˜SS ,EV k1
 ∏
1≤s≤t≤k
PVsVt
∣∣∣∣ S

(a)
= dTV
EV k1
 ∏
1≤s≤t≤k
P˜VsVt
∣∣∣∣ S
 ,EV k1
 ∏
1≤s≤t≤k
PVsVt
∣∣∣∣ S

≤ EV k1
dTV
 ∏
1≤s≤t≤k
P˜VsVt ,
∏
1≤s≤t≤k
PVsVt
 ∣∣∣∣ S

≤ EV k1
dTV
 ∏
1≤s≤t≤k
P˜VsVt ,
∏
1≤s≤t≤k
PVsVt
1{V k1 ∈E}
∣∣∣∣ S
+ k exp(−`/18),
where (a) holds because conditional on V k1 , {A˜VsVt : s, t ∈ [k]} are independent. Recall that
`t = |Vt|. For any fixed V k1 ∈ E, we have
dTV
 ∏
1≤s≤t≤k
P˜VsVt ,
∏
1≤s≤t≤k
PVsVt

(a)
= dTV
 ∏
1≤s<t≤k
P˜VsVt ,
∏
1≤s<t≤k
PVsVt

(b)
= dTV
 ∏
1≤s<t≤k
P ′`s`t ,
∏
1≤s<t≤k
P`s`t

≤ dTV
 ∏
1≤s<t≤k
P ′`s`t ,
∏
1≤s<t≤k
P`s`t

≤
∑
1≤s<t≤k
dTV
(
P ′`s`t , P`s`t
) (c)≤ 2k2(8q`2)(m0+1),
where (a) follows since P˜VtVt = PVtVt for all t ∈ [k]; (b) is because the number of edges E(Vs, Vt) is
a sufficient statistic for testing P˜VsVt versus PVsVt on the submatrix AVsVt of the adjacency matrix;
(c) follows from the total variation bound (36). Therefore,
dTV
P˜SS ,EV k1
 ∏
1≤s≤t≤k
PVsVt
∣∣∣∣ S
 ≤ 2k2(8q`2)(m0+1) + k exp(−`/18). (44)
To bound the term in (43), applying [HWX15a][Lemma 9], which is a conditional version of the
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second moment method, yields
dTV
EV k1
 ∏
1≤s≤t≤k
PVsVt
∣∣∣∣ S
 , ∏
[i,j]∈E(S)
Bern(p)

≤ 1
2
P {Ec}+ 1
2
√
E
V k1 ;V˜
k
1
[
g(V k1 , V˜
k
1 )1{V k1 ∈E}1{V˜ k1 ∈E}
∣∣∣∣ S]− 1 + 2P {Ec}, (45)
where
g(V k1 , V˜
k
1 ) =
∫ ∏
1≤s≤t≤k PVsVt
∏
1≤s≤t≤k PV˜sV˜t∏
[i,j]∈E(S) Bern(p)
=
k∏
s,t=1
(
q2
p
+
(1− q)2
1− p
)(|Vs∩V˜t|2 )
=
k∏
s,t=1
(
1− 32q
1− 2q
)(|Vs∩V˜t|2 )
.
Let X ∼ Bin(1.5K, 1
k2
) and Y ∼ Bin(3`, e/k). It follows that
E
V k1 ;V˜
k
1
 k∏
s,t=1
(
1− 32q
1− 2q
)(|Vs∩V˜t|2 ) k∏
s,t=1
1{|Vs|≤2`,|V˜t|≤2`}
∣∣∣∣ S

(a)
≤ E
V k1 ;V˜
k
1
 k∏
s,t=1
eq(
|Vs∩V˜t|∧2`
2 )
∣∣∣∣ S

(b)
≤
k∏
s,t=1
E
[
eq(
|Vs∩V˜t|∧2`
2 )
∣∣∣∣ S]
(c)
≤
(
E
[
eq(
X∧2`
2 )
])k2 (d)≤ E [eq(Y2)]k2 (e)≤ exp(72e2q`2), (46)
where (a) follows from 1+x ≤ ex for all x ≥ 0 and q < 1/4; (b) follows from the negative association
property of {|Vs ∩ V˜t| : s, t ∈ [k]} proved in [HWX15a][Lemma 10] in view of the monotonicity of
x 7→ eq(x∧2`2 ) on R+; (c) follows because |Vs ∩ V˜t| is stochastically dominated by Binom(1.5K, 1/k2)
for all (s, t) ∈ [k]2; (d) follows from [HWX15a][Lemma 11]); (e) follows from [HWX15a][Lemma 12]
with λ = q/2 and q` ≤ 1/8. Therefore, by (45)
dTV
P˜SS , ∏
[i,j]∈E(S)
Bern(p)
 ≤ 0.5ke− `18 + 0.5√e72e2q`2 − 1 + 2ke− `18
≤ 0.5ke− `18 + 0.5
√
e72e2q`2 − 1 +
√
0.5ke−
`
36 . (47)
Proposition 1 follows by combining (41), (42), (43), (44) and (47).
The following theorem establishes the computational hardness of the PDS problem in the interior
of the red region in Fig. 1.
Theorem 3. Assume PC Hypothesis (Hypothesis 1) holds for all 0 < γ ≤ 1/2. Let α > 0 and
0 < β < 1 be such that
max{0, 2α− 1} , β] < β < α
2
. (48)
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Then there exists a sequence {(N`,K`, q`)}`∈N satisfying
lim
`→∞
log(1/q`)
logN`
= 2β, lim
`→∞
logK`
logN`
= α
such that for any sequence of randomized polynomial-time tests φ` : {0, 1}(
N`
2 ) → {0, 1} for the
PDS(N`,K`, 2q`, q`) problem, the Type-I+II error probability is lower bounded by
lim inf
`→∞
P0{φ`(G′) = 1}+ P1{φ`(G′) = 0} ≥ 1,
where G′ ∼ G(N, q) under H0 and G′ ∼ G(N,K, p, q) under H1.
Proof. Let m0 = blog2(1/γ)c. By (48), there exist 0 < γ ≤ 1/2 and thus m0 such that
2β < α <
1
2
+
m0β + 2
2m0β + 1
β − 1
m0β
. (49)
Fix β > 0 and 0 < α < 1 that satisfy (49). Let δ = 1/(m0β). Then it is straightforward to verify
that 2+m0δ2+δ β ≥ 12 − δ + 1+2δ2+δ β. It follows from the assumption (49) that
2β < α < min
{
2 +m0δ
2 + δ
β,
1
2
− δ + 1 + 2δ
2 + δ
β
}
. (50)
Let ` ∈ N and q` = `−(2+δ). Define
n` = b`
2+δ
2β
−1c, k` = b`
(2+δ)α
2β
−1c, N` = n``, K` = k``. (51)
Then
lim
`→∞
log 1q`
logN`
=
(2 + δ)
(2 + δ)/(2β)− 1 + 1 = 2β,
lim
`→∞
logK`
logN`
=
(2 + δ)α/(2β)− 1 + 1
(2 + δ)/(2β)− 1 + 1 = α. (52)
Suppose that for the sake of contradiction there exists a small  > 0 and a sequence of randomized
polynomial-time tests {φ`} for PDS(N`,K`, 2q`, q`), such that
P0{φN`,K`(G′) = 1}+ P1{φN`,K`(G′) = 0} ≤ 1− 
holds for arbitrarily large `, where G′ is the graph in the PDS(N`,K`, 2q`, q`). Since α > 2β, we have
k` ≥ `1+δ. Therefore, 16q``2 ≤ 1 and k` ≥ 6e` for all sufficiently large `. Applying Proposition 1, we
conclude that G 7→ φ(G˜) is a randomized polynomial-time test for PC(n`, k`, γ) whose Type-I+II
error probability satisfies
PHC0 {φ`(G˜) = 1}+ PHC1 {φ`(G˜) = 0} ≤ 1− + ξ, (53)
where ξ is given by the right-hand side of (38). By the definition of q`, we have q``
2 = `−δ and thus
k2` (q``
2)m0+1 ≤ `(2+δ)α/β−2−(m0+1)δ ≤ `−δ,
where the last inequality follows from (50). Therefore ξ → 0 as `→∞. Moreover, by the definition
in (51),
lim
`→∞
log k`
log n`
=
(2 + δ)α/(2β)− 1
(2 + δ)/(2β)− 1 ≤
1
2
− δ,
where the above inequality follows from (50). Therefore, (53) contradicts the assumption that PC
Hypothesis (Hypothesis 1) holds for γ.
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5 Discussions and open problems
Recent years have witnessed a great deal of progress on understanding the information-theoretical
and computational limits of various statistical problems with planted structures. As outlined in this
survey, various techniques are in place to identify the information-theoretic limits. In some cases,
polynomial-time procedures are shown to achieve the information-theoretic limits. However, in
many other cases, it is believed that there exists a wide gap between the information-theoretic limits
and the computational limits. For the planted clique problem, a recent exciting line of research
has identified the performance limits of sum-of-squares hierarchy [MPW15, DM15b, HKP15, RS15,
BHK+16]. Under PC Hypothesis, complexity-theoretic computational lower bounds have been
derived for sparse PCA [BR13], submatrix location [MW15], single community detection [HWX15a],
and various other detection problems with planted structures [BBH18]. Despite these encouraging
results, a variety of interesting questions remain open. Below we list a few representative problems.
Closing the observed computational gap, or equally importantly, disproving the possibility thereof
on rigorous complexity-theoretic grounds, is an exciting new topic at the intersection of high-
dimensional statistics, information theory, and computer science.
Computational lower bounds for recovering the planted dense subgraph Closely re-
lated to the PDS detection problem is the recovery problem, where given a graph generated from
G(N,K, p, q), the task is to recover the planted dense subgraph. Consider the asymptotic regime de-
picted in Fig. 1. It has been shown in [CX14, Ame13] that exact recovery is information-theoretically
possible if and only if β < α/2 and can be achieved in polynomial-time if β < α − 12 . Our com-
putational lower bounds for the PDS detection problem imply that the planted dense subgraph
is hard to approximate to any constant factor if max(0, 2α − 1) < β < α/2 (the red regime in
Fig. 1). Whether the planted dense subgraph is hard to approximate with any constant factor in
the regime of α− 12 ≤ β ≤ min{2α−1, α/2} is an interesting open problem. For the Gaussian case,
[CLR17] showed that exact recovery is computationally hard β > α − 12 by assuming a variant of
the standard PC hypothesis (see [CLR17, p. 1425]).
Finally, we note that to prove our computational lower bounds for the planted dense subgraph
detection problem in Theorem 3, we have assumed the PC detection problem is hard for any constant
γ > 0. An important open problem is to show by means of reduction that if PC detection problem
is hard with γ = 0.5, then it is also hard with γ = 0.49.
Computational lower bounds within the Sum-of-Squares Hierarchy For the single com-
munity model, [HWX16] obtained a tight characterization of the performance limits of SDP re-
laxations, corresponding to the sum-of-squares hierarchy with degree 2. In particular, (1) if
K = ω(n/ log n), SDP attains the information-theoretic threshold with sharp constants; (2) If
K = Θ(n/ log n), SDP is suboptimal by a constant factor; (3) If K = o(n/ log n) and K → ∞,
SDP is order-wise suboptimal. An interesting future direction to generalize this result to the sum-
of-squares hierarchy, showing that sum-of-squares with any constant degree are sub-optimal when
K = o(n log n).
Furthermore, if K ≥ nlogn(1/(8e) + o(1)) for the Gaussian case and K ≥ nlogn(ρBP(p/q) + o(1))
for the Bernoulli case, exact recovery can be attained in nearly linear time via message passing plus
clean up [HWX15b, HWX18] whenever information-theoretically possible. An interesting question
is whether exact recovery beyond the aforementioned two limits is possible in polynomial-time.
Recovering multiple communities Consider the stochastic block model under which n vertices
are partitioned into k equal-sized communities, and two vertices are connected by an edge with
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probability p if they are from the same community and q otherwise.
First let us focus on correlated recovery in the sparse regime where p = a/n and q = b/n for
two fixed constants a > b in the assortative case. For k = 2, it has been shown [MNS15b, Mas14,
MNS13] that the information-theoretic and computational thresholds coincide at (a−b)2 = 2(a+b).
Based on statistical physics heuristics, it is further conjectured that the information-theoretic and
computational thresholds continue to coincide for k = 3, 4, but depart from each other for k ≥ 5;
however, a rigorous proof remains open.
Next let us turn to exact recovery in the relatively sparse regime where p = a log n/n and
q = b log n/n for two fixed constants a > b. For k = Θ(1), it has been shown that the semidefinite
programming (SDP) relaxations achieve the information-theoretic limits
√
a−√b > √k. Further-
more, it is shown that SDP continues to be optimal for k = o(log n), but cease to be optimal for
k = Θ(log n). It is conjectured in [CX14] that no polynomial-time procedure can be optimal for
k = Θ(log n).
Estimating graphons Graphon is a powerful network model for studying large networks [Lov12].
Concretely, given n vertices, the edges are generated independently, connecting each pair of two
distinct vertices i and j with a probability Mij = f(xi, xj), where xi ∈ [0, 1] is the latent feature
vector of vertex i that captures various characteristics of vertex i; f : [0, 1]× [0, 1]→ [0, 1] is a sym-
metric function called graphon. The problem of interest is to estimate either the edge probability
matrix M or the graphon f on the basis of the observed graph.
• When f is a step function which corresponds to the stochastic block model with k blocks
for some k, the minimax optimal estimation error rate is shown to be on the order of
k2/n2 + log k/n [GLZ15], while the currently best error rate achievable in polynomial-time is
k/n [KV17].
• When f belongs to Ho¨lder or Sobolev space with smoothness index α, the minimax optimal
rate is shown to be n−2α/(α+1) for α < 1 and log n/n for α > 1 [GLZ15], while the best error
rate achievable in polynomial-time that is known in the literature is n−2α/(2α+1) [Xu18].
For both cases, it remains open whether the minimax optimal rate can be achieved in polynomial-
time.
Sparse PCA Consider the following spiked Wigner model, where the underlying signal is a
rank-one matrix:
X =
λ√
n
vv> +W , (54)
Here, v ∈ Rn, λ > 0 and W ∈ Rn×n is a Wigner random matrix with Wiii.i.d.∼ N (0, 2) and Wij =
Wij
i.i.d.∼ N (0, 1) for i < j. We assume for some γ ∈ [0, 1] the support of v is drawn uniformly from
all
(
n
γn
)
subsets S ⊂ [n] with |S| = γn. Once the support is chosen, each nonzero component vi is
drawn independently and uniformly from {±γ−1/2}, so that ‖v‖22 = n. When γ is small, the data
matrix X is a sparse, rank-one matrix contaminated by Gaussian noise. For detection, we also
consider a null model of λ = 0 where X = W .
One natural approach for this problem is PCA: that is, diagonalize X and use its leading
eigenvector v̂ as an estimate of v. Using the theory of random matrices with rank-one perturba-
tions [BBAP05, Pe´c06, BGN11], both detection and correlated recovery of v is possible if and only
if λ > 1. Intuitively, PCA only exploits the low-rank structure of the underlying signal, and not
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the sparsity of v; it is natural to ask whether one can succeed in detection or reconstruction for
some λ < 1 by taking advantage of this additional structure. Through analysis of an approximate
message-passing algorithm and the free energy, it is conjectured [LKZ15, KXZ16] that there exists
a critical sparsity threshold γ∗ ∈ (0, 1) such that if γ ≥ γ∗, then both the information-theoretic
and computational thresholds are given by λ = 1; if γ < γ∗, then the computational threshold is
given by λ = 1, but the information-theoretic threshold for λ is strictly smaller. A recent series
of paper has identified the sharp information-theoretic threshold for correlated recovery through
the Guerra interpolation technique and cavity method [KXZ16, BDM+16, LM17, AK18]. Also,
the sharp information-theoretic threshold for detection has been recently determined in [AKJ17].
However, there is no rigorous evidence justifying that λ = 1 is the computational threshold.
Tensor PCA We can also consider a planted tensor model, in which we observe an order-k tensor
X = λv⊗k +W (55)
where v is uniformly distributed over the unit sphere in Rn and W ∈ (Rn)⊗k is a totally symmetric
noise tensor with Gaussian entriesN (0, 1/n) (see [MRZ15, Section 3.1] for a precise definition). This
model is known as the p-spin model in statistical physics, and is widely used in machine learning
and data analysis to model high-order correlations in a dataset. A natural approach is tensor
PCA, which coincides with the maximum likelihood estimator: min‖u‖2=1
〈
X,u⊗k
〉
. When k = 2,
this reduces to standard PCA which can be efficiently computed by singular value decomposition;
however, as soon as k ≥ 3, tensor PCA becomes NP-hard in the worst case [HL13].
Previous work [MR14, MRZ15, PWB16] shows that tensor PCA achieves consistent estimation
of v if λ &
√
k log k, while these are information-theoretically impossible if λ .
√
k log k. The exact
location of the information-theoretic threshold for any k was determined recently in [LML+17],
but all known polynomial-time algorithms fail far from this threshold. A “tensor unfolding” algo-
rithm is shown in [MR14] to succeed if λ & n(dk/2e−1)/2. In the special case k = 3, it is further
shown in [HSS15] that a degree-4 sum-of-squares relaxation succeeds if λ = ω(n log n)1/4 and fails
if λ = O(n/ log n)1/4. More recent work [ZX17] shows that a spectral method achieves consis-
tent estimation provided that λ = Ω(n1/4), improving the positive result in [HSS15] by a poly-
logarithmic factor. It remains open whether any polynomial-time algorithm succeeds in the regime
of 1 . λ . n1/4. Under a hypergraph version of the planted clique detection hypothesis, it is shown
in [ZX17] that no polynomial-time algorithm can succeed when λ ≤ n1/4− for an arbitrarily small
constant  > 0. It remains open whether the usual planted clique problem can be reduced to the
hypergraph version.
Gaussian mixture clustering Consider the following model of clustering in high dimensions.
Let v1, ..., vk be independently and identically distributed as N (0, k/(k − 1) In), and define v =
(1/k)
∑
s vs to be their mean. The scaling of the expected norm of each vs with k ensures that
E‖vs − v‖22 = n for all 1 ≤ s ≤ k. For a fixed parameter α > 0, we then generate m = αn points
xi ∈ Rn which are partitioned into k clusters of equal size by a balanced partition σ : [n]→ [k], again
chosen uniformly at random from all such partitions. For each data point i, let σi ∈ [k] denote
its cluster index, and generate xi independently according to Gaussian distribution with mean√
ρ/n (vσi − v) and identity covariance matrix, where ρ > 0 is a fixed parameter characterizing the
separation between clusters. Equivalently, this model can be described by in the following matrix
form:
X =
√
ρ
n
(
S − 1
k
Jm,k
)
V > +W, (56)
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where X = [x1, . . . , xm]
>, V = [v1, ..., vk], S is m × k with Si,t = 1σi=t, Jm,k is the m × k all-one
matrix, and Wi,j
i.i.d.∼ N (0, 1). In the null model, there is no cluster structure and X = W . The
subtraction of Jm,k/k centers the signal matrix so that EX = 0 in both models. It follows from the
celebrated BBP phase transition [BBAP05, Pau07] that detection and correlated recovery using
spectral methods is possible if and only if ρ
√
α > (k − 1). In contrast, detection and correlated
recovery are shown to be information-theoretically possible if ρ > 2
√
k log k
α + 2 log k. The sharp
characterization of information-theoretic limit is still open and it is conjectured [LBB+16] that the
computational threshold coincides with the spectral detection threshold.
Appendices
A Mutual information-characterization of correlated recovery
We consider a general setup: Let the number of communities k be a constant. Denote the mem-
bership vector by σ = (σ1, . . . , σn) ∈ [k]n and the observation is A = (Aij : 1 ≤ i < j ≤ n). Assume
the following conditions:
A1 For any permutation pi ∈ Sk, (σ,A) and (pi(σ), A) are equal in law, where pi(σ) , (pi(σ1), . . . , pi(σn));
A2 For any i 6= j ∈ [n], I(σi, σj ;A) = I(σ1, σ2;A);
A3 For any z1, z2 ∈ [k], P {σ1 = z1, σ2 = z2} = 1k2 + o(1) as n→∞.
These assumptions are satisfied for example for k-community SBM (where each pair of vertices i and
j are connected independently with probability p if σi = σj and q otherwise), and the membership
vector σ can be either uniformly distributed on [k]n or the set of equal-sized k-partition of [n].
Recall that correlated recovery entails the following: For any σ, σ̂ ∈ [k]n, define the overlap:
o (σ, σ̂) =
1
n
max
pi∈Sk
∑
i∈[n]
(
1{pi(σi)=σ̂i} −
1
k
)
. (57)
We say an estimator σ̂ = σ̂(A) achieves correlated recovery if7
E [o (σ, σ̂)] = Ω(1), (58)
that is, the misclassification rate, up to a global permutation, outperforms random guessing. Under
the above three assumptions, we have the following characterization of correlated recovery:
Lemma 1. Correlated recovery is possible if and only if I(σ1, σ2;A) = Ω(1).
Proof. We start by recalling the relation between mutual information and total variation. For any
pair of random variables (X,Y ), define the so-called T -information [Csi96]: T (X;Y ) , dTV(PXY , PXPY ) =
E[dTV(PY |X , PY )]. For X ∼ Bern(p), this simply reduces to
T (X;Y ) = 2p(1− p)dTV(PY |X=0, PY |X=1). (59)
7For the special case of k = 2, (58) is equivalent to 1
n
E[|〈σ, σ̂〉|] = Ω(1), where σ, σ̂ are assumed to be {±}n-valued.
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Furthermore, the mutual information can be bounded by the T -information, by Pinsker’s and
Fano’s inequality, as follows [PW16, Eq. (84) and Prop. 12]
2T (X;Y )2 ≤ I(X;Y ) ≤ log(M − 1)T (X;Y ) + h(T (X;Y )) (60)
where in the upper bound M is the number of possible values of X, and h is the binary entropy
function in (34).
We prove the “if” part. Suppose I(σ1, σ2;A) = Ω(1). We first claim that assumption A1 implies
that
I(1{σ1=σ2};A) = I(σ1, σ2;A) (61)
that is, A is independent of σ1, σ2 conditional on 1{σ1=σ2}. Indeed, for any z 6= z′ ∈ [k], let pi be any
permutation such that pi(z′) = z. Since Pσ,A = Ppi(σ),A, we have PA|σ1=z,σ2=z = PA|pi(σ1)=z,pi(σ2)=z,
i.e., PA|σ1=z,σ2=z = PA|σ1=z′,σ2=z′ . Similarly, one can show that PA|σ1=z1,σ2=z2 = PA|σ1=z′1,σ2=z′2 , for
any z1 6= z2 and z′1 6= z′2, and this proves the claim.
Let xj = 1{σ1=σj}. By the symmetry assumption A2, I(xj ;A) = I(x2;A) = Ω(1) for all j 6= 1.
Since P {xj = 1} = 1k + o(1) by assumption A3, applying (60) with M = 2 and in view of (59), we
have dTV(PA|xj=0, PA|xj=1) = Ω(1). Thus, there exists an estimator x̂j ∈ {0, 1} as a function of A,
such that
P {x̂j = 1 | xj = 1}+ P {x̂j = 0 | xj = 0} ≥ 1 + dTV(PA|xj=0, PA|xj=1) = 1 + Ω(1). (62)
Define σ̂ as follows: set σ̂1 = 1; for j 6= 1, set σ̂j = 1 if x̂j = 1 and draw σ̂j from {2, . . . , k}
uniformly at random if x̂j = 0. Next, we show that σ̂ achieves correlated recovery. Indeed, fix a
permutation pi ∈ Sk such that pi(σ1) = 1. It follows from the definition of overlap that
E[o (σ, σ̂)] ≥ 1
n
∑
j 6=2
P {pi(σj) = σ̂j} − 1
k
. (63)
Furthermore, since pi(σ1) = 1, we have, for any j 6= 1,
P {pi(σj) = σ̂j , xj = 1} = P {x̂j = 1, xj = 1}
and
P {pi(σj) = σ̂j , xj = 0} = P {pi(σj) = σ̂j , x̂j = 0, xj = 0} = 1
k − 1P {x̂j = 0, xj = 0} ,
where the last step is because conditional on x̂j = 0, σ̂j is chosen from {2, . . . , k} uniformly and
independently of everything else. Since P {xj = 1} = 1k + o(1), we have
P {pi(σj) = σ̂j} = 1
k
(P {x̂j = 1 | xj = 1}+ P {x̂j = 0 | xj = 0}) + o(1)
(62)
≥ 1
k
+ Ω(1).
By (63), we conclude that σ̂ achieves correlated recovery of σ.
Next we prove the “only if” part. Suppose I(σ1, σ2;A) = o(1) and we aim to show E [o (σ, σ̂)] =
o(1) for any estimator σ̂. By the definition of overlap, we have
o (σ, σ̂) ≤ 1
n
∑
pi∈Sk
∣∣∣∣∣∣
∑
i∈[n]
(
1{pi(σi)=σ̂i} −
1
k
)∣∣∣∣∣∣ .
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Since there are k! = Ω(1) permutations in Sk, it suffices to show for any fixed permutation pi,
E
∣∣∣∣∣∣
∑
i∈[n]
(
1{pi(σi)=σ̂i} −
1
k
)∣∣∣∣∣∣
 = o(n).
Since I(pi(σi), pi(σj);A) = I(σi, σj ;A), without loss of generality, we assume pi = id in the following.
By the Cauchy-Schwarz inequality, it further suffices to show
E
∑
i∈[n]
(
1{σi=σ̂i} −
1
k
)2 = o(n2). (64)
Note that
E
∑
i∈[n]
(
1{σi=σ̂i} −
1
k
)2
=
∑
i,j∈[n]
E
[(
1{σi=σ̂i} −
1
k
)(
1{σj=σ̂j} −
1
k
)]
=
∑
i,j∈[n]
P {σi = σ̂i, σj = σ̂j} − 2n
k
∑
i∈[n]
P {σi = σ̂i}+ n
2
k2
.
For the first term in the last displayed equation, let σ′ be identically distributed as σ̂ but indepen-
dent of σ. Since I(σi, σj ; σ̂i, σ̂j) ≤ I(σi, σj ;A) = o(1) by the data processing inequality, it follows
from the lower bound in (60) that dTV(Pσi,σj ,σ̂i,σ̂j , Pσi,σj ,σ′i,σ′j ) = o(1). Since P{σi = σ′i, σj = σ′j} ≤
maxa,b∈[k] P {σi = a, σj = b} ≤ 1k2 + o(1) by assumption A3, we have
P {σi = σ̂i, σj = σ̂j} ≤ 1
k2
+ o(1),
Similarly, for the second term, we have
P {σi = σ̂i} = 1
k
+ o(1),
where the last equality holds due to I(σi;A) = o(1). Combining the last three displayed equations
gives (64) and completes the proof.
B Proof of (7) ⇒ (6) and verification of (7) in the binary sym-
metric SBM
Combining (61) with (60) and (59), we have I(σ1, σ2;A) = o(1) if and only if dTV(P+,P−) = o(1),
where P+ = PA|σ1=σ2 and P− = PA|σ1 6=σ2 . Note the following characterization about the total
variation distance, which simply follows from the Cauchy-Schwartz inequality:
dTV(P+,P−) = 1
2
√
inf
Q
∫
(P+ − P−)2
Q (65)
where the infimum is taken over all probability distributions Q. Therefore (7) implies (6).
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Finally, we consider the binary symmetric SBM and show that, below the correlated recovery
threshold τ = (a−b)
2
2(a+b) < 1, (7) is satisfied if the reference distribution Q is the distribution of A in
the null (Erdo˝s-Re´nyi) model. Note that∫
(P+ − P−)2
Q =
∫ P2+
Q +
∫ P2−
Q − 2
∫ P+P−
Q .
Hence, it is sufficient to show ∫ PzPz˜
Q = C + o(1), ∀z, z˜ ∈ {±}
for some constant C independent of z and z˜. Specifically, following the derivations in (4), we have
∫ PzPz˜
Q = E
∏
i<j
(1 + σiσj σ˜iσ˜jρ)
∣∣∣∣ σ1σ2 = z, σ˜1σ˜2 = z˜

= (1 + o(1)) e−τ
2/4−τ/2 × E
[
exp
(ρ
2
〈σ, σ˜〉2
) ∣∣∣ σ1σ2 = z, σ˜1σ˜2 = z˜] , (66)
where the last equality holds ρ = τ/n+O(1/n2) and log(1 + x) = x− x2/2 +O(x3).
Write σ = 2ξ − 1 for ξ ∈ {0, 1}n and let
H1 , ξ1ξ˜1 + ξ2ξ˜2 and H2 ,
n∑
j≥3
ξj ξ˜j .
Then 〈σ, σ˜〉 = 4(H1 +H2)− n. Moreover, conditional on σ1, σ2 and σ˜1, σ˜2,
H2 ∼ Hypergeometric
(
n− 2, n/2− ξ1 − ξ2, n/2− ξ˜1 − ξ˜2
)
.
Since |H1| ≤ 2, ξ1 + ξ2 ≤ 2, and ξ˜1 + ξ˜2 ≤ 2, it follows that conditional on σ1σ2 = z, σ˜1σ˜2 = z˜,
1√
n
(4H1 + 4H2−n) converges to N (0, 1) in distribution as n→∞ by the central limit theorem for
hypergeometric distribution. Therefore
E
[
exp
(ρ
2
〈σ, σ˜〉2
) ∣∣∣∣ σS = z, σ˜S = z˜]
= E
[
exp
(
nρ
2
(
4H1 + 4H2 − n√
n
)2) ∣∣∣∣ σ1σ2 = z, σ˜1σ˜2 = z˜
]
=
1 + o(1)√
1− τ ,
where the last equality holds due to nρ = τ + o(1/n), τ < 1, and the convergence of the moment
generating function.
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