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Abstract 
The present work is focused on the computational analysis of the condensation phenomena 
in the presence of the noncondensable gases. In house and commercial CFD models are 
validated against experimental data obtained by the CONAN Facility, a separate effect test 
(SET) facility installed at the Scalbatraio Laboratory of the DIMNP of Pisa University. 
After the description of the CONAN apparatus, the computational domains, the 
mathematical models and the matrix of the performed simulations are defined. In the first 
part, results of calculations performed by the Fluent code are reported, using a mechanistic 
approach and employing a two-dimensional geometry. Special attention has been focused 
in studying the effects of different air concentrations in the mixture and to the variation of 
the thermo-fluid-dynamics properties (velocity and temperature of the mixture and 
secondary coolant temperature) in the condensation rate and the heat flux. The results 
predicted by the code are compared with the experimental and calculated values available 
from a previous work. Moreover six specific tests have been addressed, making use of a 
different geometrical description: a three-dimensional model is implemented in the Fluent 
code with the aim to validate the results obtained by the CFD code adopting the 2D 
computational domain. Both configurations are investigated with the same conditions of 
turbulence. 
In the second part, CONAN tests have been addressed by Cast3m, a research 
computational fluid dynamics code; in this case two different turbulent models have been 
applied and the results have been discussed and compared with Fluent predictions and 
experimental data. 
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Nomenclature 
Latin letters 
A  area of a cell [m
2
] 
B  width [m] 
cp  specific heat at constant pressure [J/(kg K)] 
CR  condensation rate [kg/s] 
d  distance [mm] 
D  diameter [m] 
   diffusivity 
Dh  hydraulic diameter [m] 
g  gravitational acceleration [m/s
2
] 
Gr  Grashof number [-] 
H   height [m] 
h  specific enthalpy [J/kg]
htc  heat transfer coefficient [W/(m
2
K)] 
I  turbulence intensity [%] 
k  thermal conductivity [W/(m K)] 
l  turbulence length scale [m] 
lmix  mixing length [m] 
L  characteristic length [m] 
  mass flow rate [kg/s] 
  mass flux [kg/(m
2
s)]
  length [m] 
i  molecular weight [kg/mole] 
p  pressure [Pa] 
''m
m
iv 
 
Pr  Prandtl number [-] 
q’’  heat flux [W/m2] 
Re  Reynolds number [-] 
Ri  Richardson number [-]
Sh  Sherwood number [-]
Sm  mass source terms [kg/m
3
] 
Sf, Sh  energy source terms [W/m
3
] 
T  temperature [K] 
w  velocity [m/s] 
x  longitudinal coordinate [m]
Xi  molar fraction [-]
y  transversal coordinate [m] 
z  coordinate[m] 
Greek letters 
  heat transfer coefficient [W/(m2K)] 
  thickness of the first row of fluid cells near the interface [m] 
  dissipation rate of turbulent kinetic energy [m2/s3] 
  turbulent kinetic energy [m2/s2] 
  dynamic viscosity [Pa s] 
  kinematic viscosity [m2/s] 
  density [kg/m3] 
   turbulent velocity scale [m/s] 
  mass fraction [-] 
Subscripts 
a  air  
v 
 
av  average 
b  bulk 
cal  calcualted 
eff  effective 
exp  experimental 
f  liquid film 
g  steam air mixture 
i  interface or i species 
in  inlet 
j  j species 
lat  latent 
n  noncondensable gas 
op  operative 
out  outlet 
s  steam 
sat  saturation 
sec  secondary 
t  turbulent  
tot  total 
v  vapor 
w  wall surface
vi 
 
Abbreviations 
BPG  Best Practice Guidelines 
CEA  Commissariat à l’Energie Atomique 
CFD  Computational Fluid Dynamics 
CONAN  CONdensation with Aerosols and Noncondensables  
DIMNP  Dipartimento di Ingegneria Meccanica, Nucleare e della Produzione 
HMTAM  Heat and Mass Transfer Analogy Method 
HMTDM  Heat and Mass Transfer Direct Method 
LOCA  Loss Of Coolant Accident 
RNG  Renormalization Group Theory 
SET  Separate effect test 
SIMPLE  Semi-Implicit Method for Pressure Linked Equations 
UDF  User Defined Functions 
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1. Introduction 
Computational fluid dynamics (CFD) is a valuable tool to investigate the thermal-hydraulic 
phenomena occurring in industrial systems and, in particular, in nuclear reactors [1]. The 
enormous increase occurred in recent years in computational power has enabled to develop 
increasingly sophisticated codes in order to improve the accuracy and the efficiency of the 
available CFD techniques [2]; as a consequence, these methods are now increasingly 
applied in the field of safety analyses of nuclear power plants. However, in order to justify 
the CFD employment in this field, it is necessary to define best practice guidelines (BPG) 
for an efficient use of CFD for reactor safety applications, as the ones set up in the frame of 
the ECORA project [3]; in particular, the objectives of that work were the preparation of 
guidelines for the optimum use of CFD codes, the identification of future application areas 
and the definition of software requirements necessary for simulations of safety relevant 
accident scenario [3]. 
At the present time, the main efforts are focused to predict the three-dimensional flow 
situations and, more generally, certain problems at a multiplicity of scales and dimensions 
[2]. For this purpose, in addition to computational analyses, several experimental facilities 
have been set up [4] [5] [6], in order to collect data and qualify theoretical models about 
the involved phenomena. The devices employed can be classified as integral effect test 
facilities, designed to represent the entire system, and separate effect test facilities, whose 
purpose is to study in detail a single issue [7]. For example, during the loss of coolant 
accident (LOCA), the release of a large amount of hydrogen occurs, causing a threat to the 
containment integrity [8] since it can locally reach limits beyond which detonation or 
deflagration may occur. In this scenario, particular attention is turned to condensation in 
the presence of noncondensable gases at the containment walls in order to predict in detail 
the gas distribution in the atmosphere of the containment [9]. 
However, the process of development and qualification of suitable models to simulate the 
condensation phenomena in CFD codes is not yet complete; so, it is necessary to 
implement specific volumetric sources [10] in order to study the phenomenon. In this 
specific field, two different methodologies are presently adopted: one is based on a 
mechanistic approach, to describe in a direct way, by detailed two-equation turbulence 
models, the phenomena related to mass transfer towards the surface; the other makes use of 
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semi – empirical correlations devised on the basis of the heat and mass transfer analogy to 
evaluate mass transfer in a computationally effective way [11]. 
 
Research activities about the study of nuclear condensation have been carried out by the 
Dipartimento di Ingegneria Meccanica, Nucleare e della Produzione (DIMNP) of Pisa 
University. The experimental works had the purpose to develop and validate lumped 
parameters codes and computational fluid – dynamics techniques, with an activity of 
application and validation of the Fluent code to evaporation and condensation problems. 
In this frame, the CONAN (CONdensation with Aerosols and Noncondensable gases) 
facility [12] [13] was set up some years ago at the Scalbatraio Laboratory in order to 
investigate the condensation in presence of noncondensable gases. 
The present work addresses this subject and is focused on the understanding of some 
aspects connected to the modelling of physical phenomena which influence the 
condensation; the main goals are: 
 accomplishment of thermal coupling between the primary and the secondary side of 
CONAN facility in a CFD model; 
 application of a three-dimensional CFD model of the CONAN facility; 
 evaluation of turbulence model effects with Fluent and Cast3m code. 
With this aim the experimental tests, performed with the CONAN facility in a previous 
work [7], are elaborated now by means of the Fluent code (release 13); the mechanistic 
approach, based on the principles of gas diffusion in the boundary layer, is the main 
computational method applied in the simulations. In particular, a 2D model, in which 
primary and secondary loops are directly simulated, has been implemented in the CFD 
code and the results have been compared with the outcomes obtained by an uncoupled 
model, developed in a previous work. In fact, until now, the secondary loop was simulated 
by means of a linear temperature profile and a heat transfer coefficient imposed in the 
channel with a forced convection condition. Moreover a 3D model has been designed and 
the overall heat flux and the condensation rate are analysed in order to evaluate the 
accuracy of the 2D model. 
Further analyses were performed at the Commissariat à l’Energie Atomique (CEA), during 
a four months stage. In this case the simulations are executed by a computational research 
code, Cast3m; the investigation is addressed to understanding the discrepancy between the 
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experimental data and the calculated results, brought out from Fluent data. For this purpose 
a new two-dimensional model is designed, based on the same spatial discretization adopted 
with the Fluent code. 
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2. Conan facility 
The test facility CONAN (CONdensation with Aerosols and Noncondensable gases) is 
installed at the Scalbatraio Laboratory of Dipartimento di Ingegneria Meccanica, Nucleare 
e della Produzione of Pisa University. This facility is operated with the aim to produce data 
of steam condensation in presence of noncondensable gases and aerosols, of interest for 
nuclear reactor containment thermal – hydraulic analyses. 
The facility is composed by three main loops: 
 the primary loop, in which an air-steam mixture flows, partially condensing on a 
flat wall; 
 the secondary loop, in which cold water circulates with the aim to cool the 
condensation plate; 
 the tertiary loop, which removes heat from secondary loop, in order to control the 
temperature of the cooling fluid. 
 
Fig. 2.1: Layout of the CONAN Facility 
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2.1 Primary loop 
The primary loop includes the test section channel, the blower, the steam generator and the 
condensate collection tank. 
The test section, in which a mixture of steam and air is circulated, consists of a 0.34 side 
channel, having square cross section, 2.2 m long; it is made of aluminium (5083 / 
AlMg4.5Mn0.7). The test channel is enclosed 
into a semi-cylindrical vessel, 0.008 m thick, 
welded to the flat plate. The design of the outer 
vessel was chosen to prepare the possibility to 
work with higher pressures, it is possible to 
reach a relative pressure of 0.3 MPa and a 
maximum steam-gas temperature of 150 °C. 
The flat plate is 0.045 m thick and is cooled on 
its back surface with the water of the secondary 
loop; the heat is thus transferred from the 
primary loop to the secondary loop. Condensate 
occurs on the inner surface of the cooled plate; 
the condensate liquid is collected at its bottom 
by a collector and is re-directed by a small pipe 
to an external vessel, with a volume of 300 l. 
At the two ends of the channel there are two 
pyramidal ducts, 0.55 m long, enclosed in 
external conical section, which realize the 
connection with the rest of the primary loop 
piping. 
The uppermost part of the primary loop is 
connected to the external atmosphere via an 
open pipe, to maintain atmospheric pressure 
conditions. 
The primary and the secondary fluids move in counter flow, in particular the gas-steam 
mixture flows through the test channel from top to bottom. In order to homogenize the 
Fig. 2.2: Test channel 
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flow distribution at the entrance of the test section, the air-steam mixture passes through 
three stages of 0.035 m thick honeycomb structures, 0.03 m distant from each other. 
The steam is produced by a generator (model Goliath 85 – V, produced by the company 
Pony ®) consisting in two units with 30 kW maximum power each, that produces 24 g/s of 
steam and its maximum pressure out is 5.7 bar. It is fed by a 600 W pump, activated when 
the level of liquid is lower than a prescribed value. The power of the steam generator is 
controlled by an external electronic system (SCR) so that the produced steam is adjusted to 
achieve steady state conditions. 
The circulation of the mixture is guaranteed by a blower with an impeller of 0.8 m in 
diameter, driven by a three-phase motor with a maximum power of 5.6 kW. In order to 
control the rotational speed, an inverter (GT 3000 ASI Robicon ® controlled by its 
software) is used so that the gas mixture velocity may be varied in the experiments. The 
exit of the blower has a square section with a side length of 0.1 m; the outlet to the circuit 
is made by a tube with a diameter of 150 mm. 
2.2 Secondary and Tertiary loop 
The secondary loop constitutes the cooling system for the flat aluminium plate and 
includes a 0.005 m deep, 0.35 m wide rectangular cooling channel; it works as a kind of 
counter flow heat exchanger, in fact the heat power produced during the steam 
condensation in the primary loop is removed through the back side of the condensation 
plate by the secondary cold water circulating in the refrigeration channel. 
A pump, with a power of 1.5 kW and driven by an electrical motor makes the secondary 
flow to circulate, which enters into the cooling channel by means of five   ⁄   diameter 
pipes. The circulating water comes from a water storage vessel, which also includes three 
electrical heaters for controlling the water temperature. These resistance heaters have a 
maximum power of 9 kW. In order to control the temperature of the secondary loop there 
exists also the possibility to add cold water into the mixing vessel using the tertiary loop, 
taking water from a large reservoir, called PSICO. Due to its high volume (several tens of 
m
3
), it can be assumed a nearly constant temperature of water in the reservoir. These 
combined means to control the temperature of the secondary loop make it possible to work 
without the need of an additional heat exchanger to remove the heat released by the cooled 
plate. The added water out of the tertiary loop substitutes an equal mass of warm water out 
of the secondary loop, which flows back into the mentioned reservoir. 
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2.3 Measurement instrumentations 
In the primary loop, the main measurements available are: 
 the volumetric flow rate by using a vortex flow meter, based on von Karman vortex 
formation. the frequency of the vortex formation is proportional to the volumetric flow 
through the pipe in a specific range of Reynolds numbers; 
 the relative humidity and temperature of the mixture upstream the test channel by a 
relative humidity sensor and a thermo resistance; 
 the temperatures at different locations and depth along and in thickness of the 
aluminium plate by using  40 K – type thermocouples; 
 the bulk temperature of the gas-vapour mixture inside the test channel by using 4 K 
– type thermocouples; 
 the electrical power of the steam generator with an output signal from the electronic 
control system; 
 the relative pressure in the vessel of the test facility with a differential pressure 
transducer; 
 the condensation rate by measuring the level of the condensed water collected in a 
storage vessel (using also a differential pressure transducer). 
In the secondary loop, the main measurements available are: 
 the temperature of inlet and outlet water in the refrigeration channel with two K – 
type thermocouples; 
 the mass flow rate by using a vortex flow rate, based on the Coriolis effect; it 
operates by applying an oscillating force to a curved tube through which the fluid 
flows;the force on the tube is due to the Coriolis effect, which is normal to the 
direction of vibration and also to the flow direction, causes very small tube 
displacements; these are measured by sensors providing a measurement of the 
circulating mass flow rate; the device measures directly the mass flow rate through 
the tube independent of viscosity, temperature, density, pressure and conductivity 
of the fluid; the measurement uncertainty is ± 0.17 % of rate; 
In the tertiary loop the main available measurements are: 
 the flow rate; 
 the inlet and outlet temperatures of water in the tank by using two thermocouples. 
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3. CFD simulations 
In the first part of the current work, the experimental tests, performed on CONAN Facility, 
are simulated by the computational fluid dynamics code Fluent r. 13 [1], to verify the 
agreement between experimental data and calculated results, in order to qualify and 
improve the model of condensation developed in a previous work. 
The Fluent code is a commercial CFD code from Ansys, based on the finite volume 
method, which solves the Navier-Stokes equations iteratively; it is employed for the 
analysis and the detailed simulation of fluid flows, heat transfer and the associated 
phenomena. In Fluent it is possible to load functions about material properties, boundary 
conditions and source terms, if they are not directly available in the program, by means of 
User Defined Functions (UDFs). The UDFs are written in C language and they allow 
customizing the particular modelling needs. In this case they are used to develop the steam 
condensation model in the presence of noncondensable gases. Before running simulations 
with Fluent, the geometry and the mesh are generated with the pre-processor Gambit and 
then the solution of each problem is produced by the solver. 
Instead, in the second part of this work, the calculations are repeated with a different 
computational code, Cast3m, selecting two diverse turbulence models. 
The mathematical formulation of the problem is simplified by adopting the following 
assumptions: 
 steady state; 
 radiation heat transfer is negligible with respect to the overall heat transfer; 
 the only external force is gravity; 
 at the channel inlet, the steam – air mixture has uniform velocity, temperature, and 
concentration; 
 all thermo – physical properties of the fluid vary as functions of the local 
temperature, while their dependence on pressure is neglected; 
 at the inlet section a very low value (0.01%) for the turbulence intensity is chosen, 
because it was assumed that the honeycomb structures used in the experimental 
facility reduces the turbulence intensity. 
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3.1 Computational domain 
In this work, two models are employed to describe condensation in the CONAN facility 
with the Fluent code, based on a 2D and a 3D geometry. In particular the two-dimensional 
computational domain presents two separate models, one for the primary loop and one for 
the secondary loop; they are coupled in the Fluent code by means of UDFs, in order to 
simulate all the thermal exchanges, such as the convection and condensation in the primary 
loop between the gas mixture and the plate, in the secondary loop between plate and water, 
and the conduction inside the condensation plate. During the calculations, the primary loop 
records the temperature of the cooled wall, then the secondary loop reads the data and, in 
turn, the secondary cooling channel sends the values of the water heat transfer coefficient 
to the primary loop. In this way, there is a data transfer between the two computational 
domains. Convergence is reached when the heat flux is equal on the cooled wall of the 
primary side and on the secondary side. 
 
Fig. 3.1: Fluent calculation scheme 
The primary loop computational domain includes the test channel, with the region in which 
the heat transfer occurs, the final uncooled region, the truncated pyramidal duct and the 
condensation plate. The secondary loop has only the cooling channel, in which the water 
flows, in counter – current with respect to the steam – air mixture in the test channel. The 
origin of the reference system is fixed at the inlet section of the test channel, next to the 
condensing surface; the x-axis is directed longitudinally as the gravity acceleration; the y-
axis is orthogonal to the plate (see Fig. 3.2).
13 
 
 
Fig. 3.2: CONAN computational domain 
The discretization of the computational domain is carried out by means of a structured 
grid. In the mixture region a non–uniform spatial distribution is chosen both in the 
transversal and in the axial directions. Consequently, the regions close to the walls, in 
which the largest variations of the thermo – fluid dynamic variables occur, are discretized 
by a finer mesh compared to the remaining parts. The axial discretization is also refined 
near the entrance region in order to capture flow development phenomena. The test 
channel and the condensation plate have the same axial discretization, in particular the 
edges are divided in 100 intervals, whose size is 0.02 m. On the other hand, along the y-
axis, the plate has 51 nodes, whose distribution is uniform and the test channel has still 101 
nodes. The grid of the primary loop has 17400 cells (35175 faces and 1775 nodes), 
whereas the secondary one has 5000 cells (10150 faces and 5151 nodes); in particular, the 
coolant channel along the axial direction has 101 nodes, as the mixture region, and along 
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the y-axis 51 nodes, 0.0001 m distant from each other; the grid is refined near the walls. In 
the two-dimensional domain, the primary loop geometry is the same already used in a 
previous work. 
 
Fig. 3.3: Discretization of two dimensional computational domains with Fluent 
 
Fig. 3.4: Details of the secondary loop in Fluent domain 
 
The three-dimensional geometry is composed of only the primary loop and the symmetry 
of the model it is taken into account to develop the computational domain, so as to 
simulate half-geometry domain and reduce the computational cost. So the model has been 
cut parallel to the y-axis, along the central plane (see Fig. 3.5). The discretization is the 
same as that applied in the two-dimensional domain; the grid contains 870000 cells. 
15 
 
 
Fig. 3.5: Symmetry plane 
 
Fig. 3.6: Three dimensional computational domain with Fluent  
 
Fig. 3.7: Discretization of three dimensional computational domain with Fluent 
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A two-dimensional domain has been set up in the Cast3m code. It presents the primary 
loop of CONAN facility; in Fig. 3.8 the computational model is shown, the test channel 
and the plate are also shown; in this case the final duct of the channel is not pyramidal, but 
it has a rectangular shape. The grid adopted to discretize the geometry looks like the nodal 
distribution used in the 2D Fluent model, in order to compare results predicted by the two 
computational codes with a same spatial discretization. So, in the same way, the mesh is 
refined close to the entrance section and to the walls. The grid, which discretizes the 
channel, is composed of 4284 cells, in particular on the longitudinal axis there are 84 nodes 
and along the axial direction 204 nodes. 
About the secondary side, the coolant channel is not designed in the Cast3m geometry, but 
it has been simulated with a temperature profile, assigned on the aluminium plate, in 
correspondence with the surface cooled by the water flowing in the secondary loop. 
 
Fig. 3.8: Discretization of two dimensional computational domain with Cast3m 
 
Fig. 3.9: Mesh details of two dimensional computational domain in Cast3m 
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3.2 Mathematical model 
Two main approaches are here considered to simulate condensation in presence of 
noncondensable gas in conditions of forced regime with CFD codes [7]: 
 diffusivity method (HMTDM), based on detailed calculation of the species 
concentration gradient near the wall in order to evaluate the exchange mass 
rates; 
 analogy method (HMTDA), based on the analogy between the heat and 
mass transfer. 
In this analysis, HMTDM (Heat and Mass Transfer Direct Method) method was chosen. 
The equations solved by Fluent code are: 
 Continuity equation 
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 Energy conservation equation 
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 Conservation equation of noncondensable species 
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   and    are the mass and energy volumetric source terms, respectively; they are non-
zero only in the row of cells of the domain next to condensation wall. These terms are 
entered in the CFD code by means of UDF and simulate the vapour and energy 
disappearance associated to the condensation process. 
The turbulence model is described by RNG k – ε model; it is derived from the 
instantaneous Navier-Stokes equations, using a mathematical technique called 
Renormalization Group method. The RNG procedure removes the small scales of motion 
from the governing equations by translating their effects in terms of effective viscosity. 
 Transport of turbulent kinetic energy equation 
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 Transport of turbulent kinetic energy dissipation rate equation 
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The transport term of the two quantities (  or  ) due to the fluid motion is equal to the 
dissipation rate plus other terms characterizing the equations. In particular,    represents 
the generation of turbulence kinetic energy due to the mean velocity gradients.    is the 
generation of turbulence kinetic energy due to buoyancy.    represents the contribution of 
the fluctuating dilatation in compressible turbulence to overall dissipation rate. The 
quantities    and    are the inverse of Prandtl numbers for   and  , respectively.    
represents the reduction of the turbulence kinetic energy and effective kinetic viscosity; it 
is present when the fluid is subject to sudden geometrical variation.    and    are user-
defined source terms. 
The steam mass flow at the interface is 
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The steam mass fraction at the interface,     , is 
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with          (  ). 
The mass and energy source terms are thus defined by the following relations 
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and 
                                                                                                                                                    
  is the cells thick on y direction next to condensation wall and, in this case, is equal to 
0.0002 m. 
In order to take into account the amount of energy carried away with the vapour by the 
condensation process, a volumetric source term for energy is used,   , assigned to the cells 
near the condensation wall. 
                                                                   
  ̇   
    
 
                                                      
The RNG k-ε model is appropriate for high Reynolds number flows, so it requires a 
connection with the zone of the computational domain where the turbulence decreases 
progressively and molecular effects begin predominant. Consequently, near the walls, it is 
employed the enhanced wall treatment model [4]; it is a near – wall modelling method that 
combines a two – layer model with enhanced wall functions. 
       and        terms are the effective thermal conductivity and the effective diffusivity 
coefficient, respectively, calculated as 
                                                                            ̃                                                                   
                                                                         
 ̃    
 
                                                                 
The effective dynamic viscosity,     , is the sum between the molecular and the turbulent 
dynamic viscosity 
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The  ̃ factor is determined analytically from the following equation 
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From these relations it is possible to calculate the        and        terms, respectively. 
In Cast3m the simulations have been performed by applying two different turbulence 
models: the mixing length theory and the Chien k – ε model [5]. 
The mixing length model is an algebraic turbulence model, based on the Boussinesq eddy 
viscosity approximation; knowing that most kinetic energy of turbulence is contained in 
the largest eddies and the turbulence length scale l is therefore characteristic of these 
eddies which interact with the mean flow, and assuming that there is a strong connection 
between the mean flow and the behaviour of largest eddies, it is possible to find a link 
between the characteristic velocity scale and the mean flow properties. So, in simple two – 
dimensional flows it is appropriate to state that 
                                                                               |
  
  
|                                                                 
where c is a dimensionless constant,     ⁄  is the mean velocity gradient and   is the 
turbulent velocity scale. The dynamic turbulent viscosity is given by  
                                                                                                                                                     
Combing (3.18) and (3.19) and absorbing the two constants c and C into a new length scale 
lm, the mixing length, it obtains 
                                                                              
  |
  
  
|                                                              
The Chien k – ε turbulence model is a two – equation model with low Reynolds number; 
the two equation model, written in conservation form, is given by the following:  
21 
 
 (  )
  
 
 (    )
  
 
 (    )
  
      
 
  
[(  
  
  
)
  
  
]  
 
  
[(  
  
  
)
  
  
]                                 
 (  )
  
 
 (    )
  
 
 (    )
  
      
 
 
       
   
 
 
 
  
[(  
  
  
)
  
  
]  
 
  
[(  
  
  
)
  
  
]  
                                                                                                                               
where 
                                                                                
   
  
                                                             
                                                   (     
 
 
   
   
   )  
 
 
                                               
                                                                   
 
 
(
   
  
 
   
  
)                                                      
and the turbulent viscosity is computed from 
                                                                                  
   
 
                                                           
Moreover 
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where d is the minimum distance to the wall. 
3.3 Boundary conditions 
The boundary conditions of the 2D model are: 
1) At the inlet section of the test channel (x = 0), the mixture velocity components, the 
temperature and the mass fraction of the noncondensable gas are assigned: 
                                                                                                     
Further the turbulence intensity, I, and the turbulence length scale, l, are fixed. 
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In fully – developed ducts flows, l, is restricted by the size of the duct, since the turbulent 
eddies cannot be larger than the duct. An approximate relationship between l and the 
physical size of the duct is: 
                                                                                                                                                      
in this case the relevant dimension of the duct, L, is equivalent to the hydraulic diameter of 
the honeycomb structure cells,      , which is       . 
2) At the adiabatic walls the boundary conditions are: 
                           
   
  
    
   
  
            
3) At the cooled wall of the primary side a thermal condition of convective heat 
transfer is assigned by means of UDF; a function, define_profile, is used to set the heat 
transfer coefficient of water. 
4) At the inlet section of the refrigeration channel in the secondary loop (x = 2 m) the 
mass flow rate and the temperature are assigned: 
                                                     ̇
   ̇      
                               
As for the primary loop, in the secondary loop the turbulence intensity, I, and the 
turbulence length scale, l, are fixed. 
                                                                                                                            
where              . 
5)  At the cooled wall in the secondary loop, a temperature profile is defined by means 
of UDF. 
The boundary conditions in the 3D domain are similar to that of the 2D primary loop. 
1) At the inlet section of the test channel (x = 0), the mixture velocity components, the 
temperature and the mass fraction of the noncondensable gas are assigned: 
                                                                           
The turbulence conditions are the same as those of the two dimensional model. 
2) At the adiabatic walls the boundary conditions are: 
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3) At the wall of the refrigeration channel a thermal condition of convective heat 
transfer is assigned by means of UDF; a function, define_profile, are used to set the 
heat transfer coefficient of water. Further a temperature profile of water is assigned, 
assuming a linear trend between the inlet and outlet experimental values of water 
temperature. 
                                                   ( )              (                )                                  
3.4 Thermo-hydraulic properties 
The steam – air mixture is treated as an ideal gas mixture; so, knowing the variation range 
of the thermodynamic quantities, the components properties of mixture can be expressed in 
terms of polynomial functions of temperature. 
 Air  
 a   .         
    .           T  .            T   .              T 
  .            T   .              T  
valid between 250 and 1050 K 
 
a
   .           .           T  .              T   .             T           
       T  
valid between 250 and  600 K 
cp,a     .    .        T  .          
  T   .            T                 T  
valid between 250 and  2000 K 
 Steam 
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cp,s   .        
   .        T  .          T   .          T  
These relations hold true between 280 and 500 K. 
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The viscosity and the thermal conductivity of single components are implemented by 
means of a special function, define_property, which is available among UDFs. In a 
different way the specific heat is directly assigned by the material panel in Fluent. 
Knowing the properties of individual fluids and assuming that the mixture is 
incompressible, the Fluent code calculates the mixture properties; in particular the density 
results from the ideal gas law. 
   
   
   ∑
  
   
 
where   is universal constant of perfect gases,    is the species mass fraction and   is the 
molecular weight. It is 18.01534 kg/mole for the steam and 28.966 kg/mole for the air. 
The mixture specific heat is defined such as mass fraction weighted average of the 
individual components specific heats. 
    ∑       
 
 
The thermal conductivity and the viscosity are evaluated by the Wil e’s formula. 
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where    is the species molar fraction and     is defined as 
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The diffusivity coefficient is estimated by the Fuller’s empirical correlation.  
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but in this case, with a binary mixture, the correlation is 
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3.5 Performed analyses 
The three parameters which characterize each experience are the steam generator power 
(P), the temperature of the secondary cooling circuit (T) and the nominal mixture velocity 
in the channel (V). So, all tests are identified with the name Pxx-Tyy-Vzz. The Tab. 3.1, 
which presents the variation range of the nominal steam generator power (10 ÷ 30 kW), the 
temperature of the coolant (10 ÷ 70 °C) and the mixture inlet velocity (1.5 ÷ 3.5 m/s), 
reports the matrix of the simulations performed with the CFD codes. 
The Tab. 3.2 describes the boundary conditions for each test; these values correspond to 
the results obtained by each experimental tests and elaborated by a FORTRAN program, 
that extracts the experimental data. 
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Nominal Power of steam 
generator [kW] 
Nominal Temperature of 
secondary coolant [°C] 
Nominal inlet velocity 
[m/s] 
10 
30 
1.5; 2.0; 2.5 ; 3.0; 3.5 
40 
50 
60 
70 
15 
30 
1.5; 2.0; 2.5 ; 3.0; 3.5 
40 
50 
60 
70 
20 
30 
1.5; 2.0; 2.5 ; 3.0; 3.5 
40 
50 
60 
70 
25 
30 
1.5; 2.0; 2.5 ; 3.0; 3.5 
40 
50 
60 
70 
30 
30 
1.5; 2.0; 2.5 ; 3.0; 3.5 
40 
50 
60 
70 
Tab. 3.1: Matrix of experiments 
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Test Test name Tin H2O [K] Tout H2O [K] htc [W/(m
2
 K)] wx [m/s] Tin,gas [K] ω 
1 P10-T70-V15 343.66 345.22 4362 1.361 365.27 0.375 
2 P10-T70-V20 343.68 345.22 4368 2.044 364.58 0.399 
3 P10-T70-V25 344.10 345.86 4374 2.549 364.75 0.409 
4 P10-T70-V30 343.39 345.20 4362 3.033 365.05 0.432 
5 P10-T60-V20 333.79 335.26 3931 2.042 360.83 0.485 
6 P10-T60-V25 333.83 335.63 3945 2.498 361.18 0.481 
7 P10-T60-V30 333.55 335.50 3945 3.057 361.96 0.495 
8 P10-T60-V35 333.56 335.56 3951 3.530 365.51 0.473 
9 P10-T50-V17 323.22 324.66 3635 1.749 357.83 0.552 
10 P10-T50-V20 323.22 324.88 3658 2.051 357.69 0.551 
11 P10-T50-V25 323.24 325.06 3665 2.551 357.02 0.572 
12 P10-T50-V30 323.36 325.26 3687 3.029 356.77 0.588 
13 P10-T50-V35 323.30 325.35 3679 3.502 357.15 0.591 
14 P15-T50-V17 323.48 325.93 3703 1.484 364.48 0.370 
15 P15-T50-V20 323.46 326.00 3702 2.061 363.49 0.406 
16 P15-T50-V25 323.26 325.94 3698 2.553 362.88 0.434 
17 P15-T50-V30 323.91 326.72 3721 3.036 362.77 0.446 
18 P15-T50-V35 323.79 326.70 3719 3.514 362.83 0.455 
19 P20-T50-V15 323.22 326.51 3720 1.371 368.02 0.245 
20 P20-T50-V20 323.21 326.56 3716 2.052 367.20 0.280 
21 P20-T50-V25 323.28 326.72 3721 2.566 366.64 0.320 
22 P20-T50-V30 323.25 326.78 3725 3.042 366.30 0.346 
23 P20-T50-V35 323.09 326.71 3725 3.528 365.95 0.371 
24 P25-T50-V35 323.56 328.10 3743 3.550 368.86 0.268 
25 P25-T50-V35a 322.86 327.13 3645 3.582 371.45 0.265 
26 P25-T50-V30a 323.58 327.90 3674 3.097 371.58 0.223 
27 P25-T50-V25a 324.66 329.01 3713 2.566 369.88 0.201 
28 P25-T50-V20a 324.65 328.90 3714 2.067 370.15 0.170 
29 P25-T50-V15a 324.66 328.92 3719 1.208 370.77 0.137 
30 P25-T50-V35b 324.33 328.71 3700 3.579 373.20 0.220 
31 P30-T50-V35 325.04 330.94 3744 3.577 372.06 0.142 
32 P30-T50V35a 324.38 330.59 3718 3.580 372.45 0.124 
33 P30-T50-V30 323.80 329.90 3693 3.012 372.60 0.103 
34 P30-T50-V25 323.69 329.72 3677 2.518 372.44 0.091 
35 P30-T50-V20 323.57 329.39 3665 2.135 372.33 0.196 
36 P30-T50-V15 323.31 328.74 3645 1.583 372.07 0.242 
37 P30-T60-V35 333.05 339.06 3997 3.584 373.54 0.066 
38 P30-T60-V30 333.63 339.60 4015 3.084 373.31 0.056 
39 P30-T60-V25 333.66 339.63 4013 2.607 372.91 0.040 
40 P30-T60-V20 333.57 339.45 4009 2.103 372.95 0.028 
41 P30-T60-V15 333.68 339.55 4010 1.262 372.90 0.017 
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42 P30-T70-V35 343.91 349.86 4333 3.593 375.20 0.000 
43 P30-T70-V30 343.98 349.72 4331 3.100 374.63 0.000 
44 P30-T70-V25 343.82 349.46 4317 2.619 374.19 0.003 
45 P30-T70-V20 343.89 349.32 4321 2.115 373.59 0.014 
46 P30-T70-V15 343.25 348.57 4308 1.852 373.43 0.042 
47 P20-T60-V30 333.66 337.67 3848 3.048 369.16 0.242 
48 P20-T60-V25 334.38 338.27 3867 2.568 369.31 0.212 
49 P20-T60-V20 334.14 337.81 3858 2.051 369.49 0.189 
50 P20-T60-V15 333.74 337.00 3849 1.634 368.86 0.207 
51 P20-T70-V35 343.39 347.21 4279 3.561 373.49 0.141 
52 P20-T70-V30 343.13 346.65 4271 3.069 372.43 0.153 
53 P20-T70-V25 342.78 346.19 4255 2.572 370.59 0.157 
54 P20-T70-V20 342.31 345.63 4240 2.050 370.26 0.146 
55 P20-T70-V15 342.21 345.51 4239 1.454 370.71 0.123 
56 P25-T60-V35 333.02 337.26 3745 3.570 370.18 0.226 
57 P25-T60-V30 334.10 338.76 3795 3.084 371.11 0.166 
58 P25-T60-V25 334.26 338.96 3815 2.587 371.32 0.134 
59 P25-T60-V20 334.28 339.03 3821 2.083 371.25 0.117 
60 P25-T60-V15 333.63 338.57 3767 1.265 371.58 0.085 
61 P25-T70-V15 343.58 348.14 4014 1.408 372.29 0.045 
62 P25-T70-V20 342.71 347.64 4000 2.077 372.30 0.046 
63 P25-T70-V25 343.81 348.76 4032 2.578 372.61 0.051 
64 P25-T70-V30 343.95 349.30 3878 3.061 372.97 0.050 
65 P25-T70-V35 343.88 349.57 3836 3.562 373.62 0.039 
66 P15-T60-V35 333.58 336.98 2996 3.539 365.82 0.408 
67 P15-T60-V30 333.74 337.35 3012 3.061 366.59 0.365 
68 P15-T60-V25 333.72 337.37 2992 2.550 366.53 0.338 
69 P15-T60-V20 333.69 337.24 2990 2.047 366.96 0.320 
70 P15-T60-V15 333.74 337.42 2977 1.681 367.63 0.278 
71 P15-T70-V15 342.42 345.84 3111 1.614 368.66 0.215 
72 P15-T70-V20 343.37 346.96 3131 2.028 368.83 0.208 
73 P15-T70-V25 343.88 347.73 3135 2.546 368.61 0.222 
74 P15-T70-V30 342.31 346.52 3098 3.023 368.06 0.251 
75 P15-T70-V35 343.77 347.71 3113 3.522 368.50 0.262 
76 P20-T60-V35 333.72 337.81 3848 3.548 369.65 0.256 
77 P10-T60-V35a 332.92 335.72 2430 3.523 361.77 0.544 
78 P10-T60-V15a 332.42 334.99 2423 1.690 362.66 0.455 
79 P10-T70-V35a 342.50 346.23 2601 3.505 366.17 0.365 
80 P10-T30-V15 303.4 304.57 3737.41 1.741 352.93 0.641 
81 P10-T30-V20 303.31 304.42 3730.01 2.083 350.78 0.679 
82 P10-T30-V25 303.57 304.7 3742.01 2.57 348.73 0.714 
83 P10-T30-V30 303.47 304.89 3740.55 3.058 351.65 0.678 
29 
 
84 P10-T30-V35 302.9 304.2 3722.4 3.533 349.78 0.708 
85 P15-T30-V15 302.79 304.5 3739.54 1.736 358.61 0.522 
86 P15-T30-V20 302.74 304.48 3739.54 2.082 357.49 0.552 
87 P15-T30-V25 302.73 304.55 3739.03 2.595 356.65 0.58 
88 P15-T30-V30 302.97 304.94 3746.57 3.065 355.93 0.6 
89 P15-T30-V35 303.47 305.32 3759.24 3.535 353.6 0.637 
90 P20-T30-V15 302.62 305.33 3738.5 1.601 364.82 0.35 
91 P20-T30-V20 302.97 305.69 3755.56 2.065 363.61 0.391 
92 P20-T30-V25 303.88 306.91 3807.45 2.594 364.61 0.378 
93 P20-T30-V30 302.59 304.73 3741.33 3.073 357.23 0.575 
94 P20-T30-V35 302.96 305.24 3764.33 3.551 357.45 0.575 
95 P25-T30-V15 304.64 308.26 3823.53 1.621 368.19 0.22 
96 P25-T30-V20 304.4 308.04 3812.31 2.073 367.44 0.255 
97 P25-T30-V25 304.22 307.93 3808.39 2.596 366.91 0.294 
98 P25-T30-V30 303.09 307.9 3808.5 3.083 366.4 0.324 
99 P25-T30-V35 303.86 307.77 3801.99 3.571 365.82 0.354 
100 P30-T30-V15 308.61 313.24 4014.65 1.669 370.85 0.111 
101 P30-T30-V20 308.24 312.83 3996.99 2.101 370.55 0.139 
102 P30-T30-V25 307.91 312.58 3984.07 2.62 370.22 0.173 
103 P30-T30-V30 307.52 312.29 3968.66 3.103 369.79 0.203 
104 P30-T30-V35 306.86 311.5 3939.32 3.588 367.94 0.248 
105 P10-T40-V15 313 313.92 5291.89 1.698 355.24 0.606 
106 P10-T40-V20 312.86 313.86 5289.41 2.074 353.74 0.6205 
107 P10-T40-V25 313.45 314.49 5339.7 2.584 352.99 0.639 
108 P10-T40-V30 312.33 313.48 5277.24 3.049 352.53 0.656 
109 P10-T40-V35 312.48 313.72 5287.04 3.521 352.9 0.6544 
110 P15-T40-V15 312.26 313.61 5297.62 1.664 360.28 0.48 
111 P15-T40-V20 312.3 313.63 5299.84 2.056 359.08 0.511 
112 P15-T40-V25 312.15 313.55 5292.45 2.476 358.52 0.534 
113 P15-T40-V30 312.2 313.62 5293.3 2.965 357.87 0.557 
114 P15-T40-V35 312.28 313.81 5298.67 3.541 357.36 0.58 
115 P20-T40-V15 313.05 314.92 5314.43 1.583 364.66 0.347 
116 P20-T40-V20 313.11 314.98 5317.03 2.059 363.57 0.386 
117 P20-T40-V25 313.11 315.04 5319.7 2.585 362.67 0.427 
118 P20-T40-V30 313 315 5315.94 3.079 362.07 0.453 
119 P20-T40-V35 313.55 315.56 5345.06 3.552 361.43 0.478 
120 P25-T40-V15 312.63 315.55 4863.84 1.547 369.05 0.185 
121 P25-T40-V20 312.57 315.36 5023.83 2.067 368.62 0.211 
122 P25-T40-V25 312.58 315.44 5026.66 2.608 368.54 0.245 
123 P25-T40-V30 312.64 315.51 5030.04 3.128 368.59 0.283 
124 P25-T40-V35 312.57 315.25 5123.29 3.617 368.25 0.33 
125 P30-T40-V15 316.26 320.86 4289.92 1.545 371.08 0.087 
30 
 
126 P30-T40-V20 315.54 320.13 4260.91 2.13 370.9 0.1174 
127 P30-T40-V25 315.43 320.08 4267.72 2.626 370.62 0.147 
128 P30-T40-V30 315.56 320.27 4282.15 3.106 370.45 0.17 
129 P30-T40-V35 315.81 320.69 4297.74 3.601 370.43 0.1841 
Tab. 3.2: Boundary conditions 
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4. Results 
In this chapter the results obtained from computational simulations of the tests with steam 
– air mixture are discussed; they will be presented in two parts: the first is about the results 
recorded with the Fluent code, and the second concerns the results with the Cast3m code. 
In particular, Fluent results are divided according to the computational domain 
implemented in the code, the two-dimensional coupled model and the three-dimensional 
model; while Cast3m results are shown based on the turbulence model: the mixing length 
and the Chien k – ε. 
4.1 Fluent results 
4.1.1 Analysis of simulations performed with the 2D model 
The condensation rate 
The simulations performed by Fluent include the series having the nominal secondary 
coolant inlet temperature equal to 30 and 40 °C. The geometry employed for the 
calculations is the two-dimensional coupled model. 
The Figures from Fig. 4.1 to Fig. 4.3 show the comparison between the condensation rates 
calculated with HMTDM method and the experimental condensation rates, achieved in a 
previous work [5]; as it can be noted, the values predicted by the CFD code agree with the 
experimental results; nevertheless it is shown a certain dispersion of the calculated 
condensation rates around the experimental values at high condensation rates, anyway the 
RNG k – ε turbulent model allows predicting the CR with an accuracy of ±10%. In Fig. 4.2 
it can see that the results obtained with the two dimensional coupled model reflects the 
numerical values predicted with the uncoupled model, employed in a previous work [5]. 
Anyway the new model presents the tendency to overestimate slightly with respect to the 
uncoupled geometry. 
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Fig. 4.1: Comparison between experimental and calculated condensation rate, for the 
coupled model 
 
Fig. 4.2: Comparison between experimental and calculated condensation rate, for the 
coupled and uncoupled model 
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Fig. 4.3: Comparison between the condensation rate, evaluated by HMTDM approach with 
the coupled and the uncoupled model 
The Fig. 4.4 and the Fig. 4.5 show a comparison between experimental and calculated 
condensation rates as a function of the inlet velocity; the CFD results are in agreement with 
the experimental values, in particular the trend of the computated condensation rate seems 
more accurate at low power for both series with the nominal secondary coolant 
temperature equal to 30 and 40 °C. It seems also that the RNG k – ε model amplifies the 
velocity effect; it is evident that the data predicted by the code overestimate the 
experimental condensation rates for test at the higher velocities, whereas underestimate the 
tests at lower velocities. Keeping the steam generator power constant, the condensation 
rate raises with increasing velocity, whereas at the same inlet velocity, the CR increases as 
raising the power. 
The Fig. 4.6 and Fig. 4.7 display the relation between the calculated condensation rates and 
the mass fraction of air: the two quantities are directly proportional to velocity, in 
particular, for a constant steam generator power, the air mass fraction increases with 
raising mixture inlet velocity, due to a greater amount of air ensuring the atmospheric 
pressure inside the facility. 
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Fig. 4.4: Comparison between the experimental condensation rate and the calculated 
condensation rate as a function of the inlet velocity, series T30 (coupled model) 
 
Fig. 4.5: Comparison between the experimental condensation rate and the calculated 
condensation rate as a function of the inlet velocity, series T40 (coupled model) 
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Fig. 4.6: Measured condensation rate as function of the air mass fraction, for test with the 
secondary inlet temperature equal to 30 °C (coupled model) 
 
Fig. 4.7: Measured condensation rate as function of the air mass fraction, for test with the 
secondary inlet temperature equal to 40 °C (coupled model) 
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A more accurate analysis of results is proposed, expressing the “dispersion” as defined in 
equation (4.1) and plotting it as a function of the mixture inlet velocity (see Fig. 4.8 and 
Fig. 4.9). This confirms that at high velocities the condensation rate is overestimated, 
whereas at low velocities it is underestimated. 
                                                             (
           
     
)                                                          
In Tab. 4.1the dispersion data are displayed for each test. 
Test name  ̇    [g/s]  ̇    [g/s] disp [-] Test name  ̇    [g/s]  ̇     [g/s] disp [-] 
P10-T30-V15 2.060 2.031 0.0142 P20-T40-V15 2.230 2.101 0.151 
P10-T30-V20 2.036 2.070 -0.0164 P20-T40-V20 2.363 2.366 0.050 
P10-T30-V25 2.070 2.145 -0.0365 P20-T40-V25 2.553 2.635 0.004 
P10-T30-V30 2.683 2.823 -0.052 P20-T40-V30 2.768 2.852 -0.020 
P10-T30-V35 2.607 2.835 -0.0878 P20-T40-V35 3.086 3.203 -0.022 
P10-T40-V15 3.038 2.853 0.058 P25-T30-V15 3.236 2.948 0.156 
P10-T40-V20 3.115 3.059 -0.001 P25-T30-V20 3.290 3.228 0.081 
P10-T40-V25 3.344 3.387 -0.032 P25-T30-V25 3.443 3.529 0.024 
P10-T40-V30 3.573 3.637 -0.030 P25-T30-V30 3.612 3.816 -0.002 
P10-T40-V35 3.495 3.648 -0.038 P25-T30-V35 3.879 4.092 -0.014 
P15-T30-V15 4.865 4.038 0.061 P25-T40-V15 4.589 3.897 0.112 
P15-T30-V20 4.767 4.483 0.018 P25-T40-V20 4.595 4.364 0.011 
P15-T30-V25 5.768 5.528 -0.013 P25-T40-V25 4.770 4.752 -0.052 
P15-T30-V30 3.819 3.933 -0.018 P25-T40-V30 5.021 5.122 -0.085 
P15-T30-V35 4.162 4.398 -0.043 P25-T40-V35 5.239 5.354 -0.094 
P15-T40-V15 6.589 5.564 0.089 P30-T30-V15 6.559 5.823 0.078 
P15-T40-V20 6.644 6.105 0.019 P30-T30-V20 6.708 6.633 0.032 
P15-T40-V25 6.830 6.663 -0.025 P30-T30-V25 6.917 7.279 -0.002 
P15-T40-V30 7.122 7.137 -0.056 P30-T30-V30 7.053 7.651 -0.021 
P15-T40-V35 7.389 7.492 -0.055 P30-T30-V35 6.993 7.654 -0.033 
P20-T30-V15 8.700 8.018 0.17 P30-T40-V15 8.462 8.374 0.010 
P20-T30-V20 8.640 8.364 0.060 P30-T40-V20 8.559 8.844 -0.033 
P20-T30-V25 8.857 8.874 0.042 P30-T40-V25 8.784 9.269 -0.055 
P20-T30-V30 9.136 9.331 -0.030 P30-T40-V30 8.862 9.783 -0.104 
P20-T30-V35 9.081 9.383 -0.057 P30-T40-V35 9.482 10.452 -0.102 
Tab. 4.1: Condensation rate values and deviations between experimental and calculated 
results, with RNG k – ε turbulent model (coupled model) 
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Fig. 4.8: Dispersion tests with nominal temperature of inlet water at 30 °C (coupled model) 
 
Fig. 4.9: Dispersion tests with nominal temperature of inlet water at 40 °C (coupled model)
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The largest deviation in absolute value is obtained for tests with a nominal inlet velocity 
equal to 1.5 m/s and a nominal steam generator power of 20 kW, both 30 and 40 °C. For 
each series, whose generator power and the secondary temperature are constant, the 
dispersion increases with increasing velocity; however the trend of T30 series discrepancy, 
except P25 – T30 tests, is more regular than T40 series (see Fig. 4.8 and Fig. 4.9). 
To understand the effects that influence the condensation rate distribution, in addition to 
the inlet velocity and the air mass fraction, it is useful to investigate how the gravity force 
acts. With this aim, the Richardson number has been taken into account; it expresses the 
ratio between buoyancy and inertia forces, evaluating the influence of the gravity effects 
on the flow. 
                                                          
  
   
  
      
    
  
   
  
                                               
The Fig. 4.10 and Fig. 4.11 show the discrepancy on condensation rate as a function of the 
Richardson number for tests with the secondary coolant temperature equal to 30 and 40° C. 
It can see the RNG k – ε model tends to produce a forced convection solutions. 
The behaviour of the series T30 and T40 highlights that, generally, for Richardson 
numbers greater than 1 the condensation rates predicted by the Fluent code are 
overestimated; this effect is evident for simulations characterized by lower velocities and 
lower mass fraction of air, in which the gravity effects prevail and the kinetic energy is not 
enough to homogenize the flow. 
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Fig. 4.10: Discrepancy on condensation rate as a function of the Richardson number for the 
T30 series (coupled model) 
 
Fig. 4.11: Discrepancy on condensation rate as a function of the Richardson number for the 
T40 series (coupled model) 
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Considering the dependence between the condensation rate and the velocity, a relationship 
to link these two quantities is considered. So, the overall flow can be written as the integral 
of the mass flux through the interface by the plate width, 0.045 m 
                                                                   ∫         
̇
 
 
                                                             
Adopting the heat and mass transfer analogy it can approximate  
 ̇  with the appropriate 
mass transfer coefficient multiplying the corresponding driving force. The overall 
condensation rate is thus given  
                                                        ∫     
    
 
 
 
   
     
     
                                            
In forced convection conditions, it is therefore possible to write the Sherwood number as a 
function of Reynolds and Prandtl number (Schlichting correlation) 
                               ∫                       
    
 
 
 
   
     
     
                           
By applying the definition of Reynolds and Prandtl numbers, the relation becomes 
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and thus 
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For a given set of boundary conditions (temperature and mixture composition) it should be 
useful substitute the product                          
                with a 
constant γ and to consider       equal to 1, in fact,    tends to zero, since      value is low 
close to the interface; this effect is amplified considering the mass fraction. 
It can be noticed that the correlation is logarithmic, in particular the condensation rate is 
proportional to the velocity      and        . 
                                                                                                                                      
For each series of tests with the same steam generator power of 10, 15, 20, 25 or 30 kW 
and temperature, equal to 30 or 40 °C, one obtains a specific value of γ which allows 
predicting the trend of the experimental condensation rates. In any case, the velocity is 
normalized with respect to the lower velocity value in the experimental tests, 1.5 m/s, and 
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the γ constant is defined by trial and error; its value decreases by increasing the steam 
generator power. In this way the curves, defined by equation (4.8), describe the 
experimental data, which are compared with values calculated by the code with the 
coupled model. In particular, the Fig. from Fig. 4.12 toFig. 4.16 concern the series T40, 
while from Fig. 4.17 to Fig. 4.21 the series T30 is shown. In the graphs the crosses indicate 
the experimental values. 
It can be noticed that the condensation rate increases with the air mass fraction reduction, 
raising the steam generator power and keeping constant the water temperature in the 
secondary loop and the nominal inlet velocity. 
The data relating to series T30 display a greater dispersion of the condensation rates than 
series T40, in particular the P20 – T30 series reveal a no orderly behaviour. 
In general tests with the same steam generator power do not exhibit large variations, 
which, however, are evident varying the value of the power. 
 
Fig. 4.12: Measured and experimental (cross) condensation rate as a function of air mass 
fraction, optimizing for P10 – T40 series (coupled model) 
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Fig. 4.13: Measured and experimental (cross) condensation rate as a function of air mass 
fraction, optimizing for P15 – T40 series (coupled model) 
 
Fig. 4.14: Measured and experimental (cross) condensation rate as a function of air mass 
fraction, optimizing for P20 – T40 series (coupled model) 
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Fig. 4.15: Measured and experimental (cross) condensation rate as a function of air mass 
fraction, optimizing for P25 – T40 series (coupled model) 
 
Fig. 4.16: Measured and experimental (cross) condensation rate as a function of air mass 
fraction, optimizing for P30 – T40 series (coupled model) 
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Fig. 4.17: Measured and experimental (cross) condensation rate as a function of air mass 
fraction, optimizing for P10 – T30 series (coupled model) 
 
Fig. 4.18: Measured and experimental (cross) condensation rate as a function of air mass 
fraction, optimizing for P15 – T30 series (coupled model) 
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Fig. 4.19: Measured and experimental (cross) condensation rate as a function of air mass 
fraction, optimizing for P20 – T30 series (coupled model) 
 
Fig. 4.20: Measured and experimental (cross) condensation rate as a function of air mass 
fraction, optimizing for P25 – T30 series (coupled model) 
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Fig. 4.21: Measured and experimental (cross) condensation rate as a function of air mass 
fraction, optimizing for P30 – T30 series (coupled model) 
The mass flux comparison 
For four particular tests, specified in Tab. 4.2, the mass fluxes are plotted; unfortunately 
the experimental values of the mass fluxes are not available, however it is possible to 
compare the Fluent outcomes with the data resulting from calculations with the uncoupled 
model. 
The simulations present the same temperature in the secondary loop, equal to 40 °C, but 
different nominal steam generator power and inlet velocity. It is evident that an increase in 
mixture velocity and generator power engenders a power exchange and a condensation rate 
increment. 
The mass fluxes related to the coupled and uncoupled model are reported in Fig. 4.22 and 
Fig. 4.23; the two geometries show very similar trends. At the inlet section of the channel 
the condensation is very high, but the flow decreases quickly down to a value which 
remains constant along the channel. Increasing the steam generator power from 10 to 30 
kW, the values of the mass flow are slightly higher than uncoupled model. 
 
 
48 
 
Test Name 
htc 
[W/(m
2
 
K)] 
wx 
[m/s] 
ω [-]  ̇    [g/s] Power [kW]  ̇    [g/s] 
106 P10-T40-V20 5289.41 2.074 0.6205 5.065714286 5.98 2.3662971 
109 P10-T40-V35 5287.04 3.521 0.6544 5.08 8.11 3.202969 
126 P30-T40-V20 4260.91 2.13 0.1174 3.657142857 21.414 8.844227 
129 P30-T40-V35 4297.74 3.601 0.1841 3.677142857 25.238 10.4516 
Tab. 4.2: Tests for comparison between coupled and uncoupled model 
 
Fig. 4.22: Mass flux comparison between uncoupled and coupled model, in test 106 (P10 – 
T40 – V20) and 126 (P10 – T40 – V35) 
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Fig. 4.23: Mass flux comparison between uncoupled and coupled model, in test 109 (P10 – 
T40 – V35) and 129 (P30 – T40 – V35) 
The heat flux profiles 
After analyzing in detail the distribution of the condensation rate, it is possible to study the 
trend of the axial heat fluxes obtained by the RNG k – ε turbulence model, for the 
simulations of the tests from 80 to 129. 
In the primary loop of the facility are located 40 thermocouples for measuring the 
temperature in the gas – vapour mixture and the local heat flux in the cooled wall (see Fig. 
4.24). Consequently the local heat flux in the cooled wall is calculated by eq. 4.9 
                                                                            
    
 
                                                                 
Where k is the aluminium conductivity, nearly equal to 117 W/(m K) and d is the distance 
of 17 mm between two thermocouples. The temperature difference is obtained as output 
from the simulations, it is determined from the values registered by the code on two 
parallel planes, where the thermocouples are put. 
From Fig. 4.25 to Fig. 4.34 the comparison of the experimental and calculated heat flux for 
all tests is shown. Experimental data show that the P10 – T40, P15 – T40 and P20 – T40 
series have a monotic trend, while in T30 series, with the same input power, there are two 
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distinct groups. The tests with nominal power equal to 25 and 30 kW point out that the 
calculated heat flux overestimates the experimental one, although, in all simulations, it is 
evident that in the entrance region of channel the experimental data are higher compared to 
the computed results. 
 
Fig. 4.24: Thermocouples disposition in the condensing surface 
As for the mass flux, the comparison between the coupled and uncoupled heat flux, relative 
to the tests in Tab. 4.2, is plotted in Fig. 4.35, Fig. 4.36, Fig. 4.37 and Fig. 4.38. In this case 
the experimental values is reported too. 
The trend of the heat flux resulting from the coupled geometry is very similar to the one in 
the uncoupled case; although, unlike expectations, the coupled heat flux is greater than the 
uncoupled one in the entrance section, probably due to the presence of the refrigeration 
channel. Anyway the agreement with the experimental data demonstrates the accuracy of 
the coupled model used in the simulations. 
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Fig. 4.25: Comparison between the calculated and the experimental heat flux, in P10 – T30 
series, with RNG k – ε turbulent model (coupled model) 
 
Fig. 4.26: Comparison between the calculated and the experimental heat flux, in P10 – T40 
series, with RNG k – ε turbulent model (coupled model) 
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Fig. 4.27: Comparison between the calculated and the experimental heat flux, in P15 – T30 
series, with RNG k – ε turbulent model (coupled model) 
 
Fig. 4.28: Comparison between the calculated and the experimental heat flux, in P15 – T40 
series, with RNG k – ε turbulent model (coupled model) 
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Fig. 4.29: Comparison between the calculated and the experimental heat flux, in P20 – T30 
series, with RNG k – ε turbulent model (coupled model) 
 
Fig. 4.30: Comparison between the calculated and the experimental heat flux, in P20 – T40 
series, with RNG k – ε turbulent model (coupled model) 
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Fig. 4.31: Comparison between the calculated and the experimental heat flux, in P25 – T30 
series, with RNG k – ε turbulent model (coupled model) 
 
Fig. 4.32: Comparison between the calculated and the experimental heat flux, in P25 – T40 
series, with RNG k – ε turbulent model (coupled model) 
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Fig. 4.33: Comparison between the calculated and the experimental heat flux, in P30 – T30 
series, with RNG k – ε turbulent model (coupled model) 
 
Fig. 4.34: Comparison between the calculated and the experimental heat flux, in P30 – T40 
series, with RNG k – ε turbulent model (coupled model) 
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Fig. 4.35: Comparison between the calculated and the experimental heat flux for the 
coupled and uncoupled model, in test 106 (P10 – T40 – V20) 
 
Fig. 4.36: Comparison between the calculated and the experimental heat flux for the 
coupled and uncoupled model, in test 109 (P10 – T40 – V35) 
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Fig. 4.37: Comparison between the calculated and the experimental heat flux for the 
coupled and uncoupled model, in test 126 (P30 – T40 – V20) 
 
Fig. 4.38: Comparison between the calculated and the experimental heat flux for the 
coupled and uncoupled model, in test 129 (P30 – T40 – V35) 
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The figures from 4.39 to 4.50 describe the profiles of velocity, temperature and air mass 
fraction, along the y axis, at five different axial locations with constant x coordinate. In 
Fig. 4.39, Fig. 4.40, Fig. 4.41 and Fig. 4.42 the steam – air mixture velocity are shown. It 
can be noticed that the profiles are not symmetrical and, moving away from the entrance 
section of the channel, the thickening of the boundary layer generates less steep profiles in 
the vicinity of the wall. Moreover, in all four simulations, the boundary layer at the cooled 
wall is smaller compared to the boundary layer at the adiabatic wall, because of suction 
effects associated to condensation mass transfer. 
The temperature profiles (see from Fig. 4.43 to Fig. 4.46) confirm the analysis proposed 
for velocity profiles: the boundary layer of temperature thickens increasing the axial 
coordinate; moreover the temperature gradients decrease approaching the wall. For lower x 
the asymptotic value of temperature is reached more rapidly with respect to other x 
positions. 
The plots of the air mass fraction (see from Fig. 4.47 to Fig. 4.50) show that near the wall 
the gas concentration rises because of the vapour condensation, moreover increasing the x 
coordinate, the asymptotic value is achieved more slowly, in particular for calculations at 
higher velocities. 
 
Fig. 4.39: Velocity contour, test 106 (P10 – T40 – V20) 
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Fig. 4.40: Velocity contour, test 109 (P10 – T40 – V35) 
 
Fig. 4.41: Velocity contour, test 126 (P30 – T40 – V20) 
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Fig. 4.42: Velocity contour, test 129 (P30 – T40 – V35) 
 
Fig. 4.43: Temperature profile, test 106 (P10 – T40 – V20) 
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Fig. 4.44: Temperature profile, test 109 (P10 – T40 – V35) 
 
Fig. 4.45: Temperature profile, test 126 (P30 – T40 – V20) 
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Fig. 4.46: Temperature profile, test 129 (P30 – T40 – V35) 
 
Fig. 4.47: Air mass fraction, test 106 (P10 – T40 – V20) 
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Fig. 4.48:Air mass fraction, test 109 (P10 – T40 – V35) 
 
Fig. 4.49: Air mass fraction, test 126 (P30 – T40 – V20) 
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Fig. 4.50: Air mass fraction, test 129 (P30 – T40 – V35) 
 Analysis of simulations performed with the 3D model 4.1.2
The simulations performed with the three dimensional computational domain are described 
in Tab. 4.3; for a more complete analysis, it is chosen to evaluate the tests with the highest 
and lowest velocity value, P25 – T40 – V35 and P30 – T40 – V15 respectively. The results 
demonstrate that the two dimensional approximation provides results similar to the ones in 
the three dimensional geometry; so, it is acceptable to simulate the real geometry with a 
two dimensional computational model. The condensation rates are close in both case, in 
particular the three dimensional domain tends to overestimate this quantity, even if the 
dispersion doesn’t exceed  %. The P  -T40-V20 simulation presents the biggest value of 
dispersion, equal to 2.94%, the lowest is 0.68% in the P10-T40-V35 calculation. 
Test Name  ̇   [g/s]  ̇   [g/s] disp [-] 
106 P10-T40-V20 2.34 2.41 0.029397 
109 P10-T40-V35 3.17 3.19 0.006756 
124 P25-T40-V35 7.58 7.73 0.019309 
125 P30-T40-V20 8.2 8.39 0.023596 
126 P30-T40-V20 8.69 8.87 0.020299 
129 P30-T40-V35 10.22 10.34 0.011298 
Tab. 4.3: Comparison of the results of the 3D and 2D domains 
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The Fig. 4.52 to Fig. 4.57 plot the heat flux obtained with the three dimensional geometry 
and compare it with the two-dimensional flux. The heat flux profiles of the 3D model are 
calculated on the cooled – wall surface, applying equation (4.10), that is an area weighted 
average of local heat fluxes in each cell,   
  , where the area of the corresponding cell is    
                                                                            
∑   
   
  
   
∑   
  
   
                                                          
and c is the cell number along z axis with the same x coordinate. 
The trend is similar for both geometries and, as expected, the two curves begin at the same 
point and they are perfectly coincident for the all entrance section; only the test P25 – T40 
– V35 shows two different profiles, probably because the CFD calculation has not reached 
the convergence. 
At the outlet section the heat flux value predicted by the three dimensional domain is 
higher with respect to the two dimensional model. The comparison with the experimental 
data demonstrates that the agreement with the calculated results is good in both cases. 
 
Fig. 4.51: Comparison between the condensation rate evaluated by HMTDM approach in 
the 2D and 3D model 
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Fig. 4.52: Comparison between the calculated and the experimental heat flux for 2D and 
3D model, in test 106 (P10 – T40 – V20) 
 
Fig. 4.53: Comparison between the calculated and the experimental heat flux for 2D and 
3D model, in test 109 (P10 – T40 – V35) 
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Fig. 4.54: Comparison between the calculated and the experimental heat flux for 2D and 
3D model, in test 124 (P25 – T40 – V35) 
 
Fig. 4.55: Comparison between the calculated and the experimental heat flux for 2D and 
3D model, in test 125 (P30 – T40 – V15) 
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Fig. 4.56: Comparison between the calculated and the experimental heat flux for 2D and 
3D model, in test 126(P30 – T40 – V20) 
 
Fig. 4.57: Comparison between the calculated and the experimental heat flux for 2D and 
3D model, in test 129 (P30 – T40 – V35) 
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 Cast3m results 4.2
In the second part of this work the research CFD code Cast3m is employed. All the tests, 
from 1 to 129, are performed by Cast3m, except the test number 42 (P30 – T70 – V35) and 
the test number 43 (P30 – T70 – V30), which are not considered, because the calculation 
assumptions are unacceptable, since the air mass fraction is equal to zero. The simulations 
are performed with the mixing length and the Chien k – ε turbulence model. 
4.2.1 Results of the mixing length turbulent model 
In Fig. 4.58 the comparison between the experimental and the calculated condensation rate 
is plotted; the values, predicted by the computational code, are in agreement with the 
experimental CR for low values of the observed quantity. In tests with steam generator 
power equal to 20 kW, 25 kW and 30 kW, the mixing length model tends to overestimate 
the experimental results (see Tab. 4.4), even if the gap between the calculated and the 
experimental data is mostly below 30%; this value is anyway greater than the error 
resulting from the RNG k – ε model. 
From Fig. 4.58 and observing the data reported in Tab. 4.4, it is shown that the tests P30 – 
T50 – V15 and P30 – T50 – V20, whose measured CR are 5.62 g/s and 7.53 g/s, 
respectively, are not in agreement with the experimental condensation rate, which are 
underestimated widely. 
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Fig. 4.58: Comparison between experimental and calculated condensation rate with the 
mixing length turbulent model 
The comparison between the RNG k – ε model and the mixing length model (see Fig. 4.59) 
highlights the agreement of the computational results, concerning the series with the 
temperature of the secondary coolant equal to 30 and 40 °C. It can be noticed that for low 
values of the condensation rate, the mixing length model seems to predict experimental 
data with a better approximation than the RNG k – ε model. However, the increase of the 
CR, due to both an increase of the steam generator power and of the inlet velocity, causes a 
greater dispersion of the data and the tendency of the mixing length turbulent model to 
overestimate more than the RNG k – ε model the experimental values. 
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Fig. 4.59: Comparison between experimental and calculated condensation rate, for series 
with secondary coolant temperature equal to 30 and 40 °C 
Test name  ̇    [g/s]  ̇    [g/s] disp [-] Test name  ̇    [g/s]  ̇     [g/s] disp [-] 
P10-T70-V15 2.598 2.477 0.0469 P15-T60-V35 4.178 4.481 -0.0727 
P10-T70-V20 2.640 2.791 -0.0572 P15-T60-V30 4.219 4.712 -0.1167 
P10-T70-V25 2.955 2.964 -0.0030 P15-T60-V25 4.098 4.682 -0.1425 
P10-T70-V30 3.014 3.044 -0.0098 P15-T60-V20 3.981 4.421 -0.1107 
P10-T60-V20 2.411 2.730 -0.1320 P15-T60-V15 4.015 4.521 -0.1260 
P10-T60-V25 2.807 3.086 -0.0994 P15-T70-V15 3.815 4.496 -0.1785 
P10-T60-V30 3.070 3.298 -0.0742 P15-T70-V20 4.080 4.949 -0.2130 
P10-T60-V35 3.103 3.820 -0.2309 P15-T70-V25 4.323 5.130 -0.1867 
P10-T50-V17 2.197 2.409 -0.0962 P15-T70-V30 4.468 5.219 -0.1680 
P10-T50-V20 2.507 2.644 -0.0548 P15-T70-V35 4.442 5.120 -0.1525 
P10-T50-V25 2.747 2.782 -0.0128 P20-T60-V35 6.064 6.983 -0.1517 
P10-T50-V30 2.904 2.907 -0.0012 P10-T60-V35a 2.777 2.872 -0.0342 
P10-T50-V35 3.137 3.135 0.0006 P10-T60-V15a 2.373 2.682 -0.1300 
P15-T50-V17 3.616 3.838 -0.0613 P10-T70-V35a 3.437 3.803 -0.1064 
P15-T50-V20 3.786 4.133 -0.0916 P10-T30-V15 2.060 2.172 -0.0546 
P15-T50-V25 3.979 4.287 -0.0772 P10-T30-V20 2.036 2.092 -0.0273 
P15-T50-V30 4.275 4.502 -0.0530 P10-T30-V25 2.070 2.065 0.0023 
P15-T50-V35 4.645 4.767 -0.0261 P10-T30-V30 2.683 2.660 0.0085 
P20-T50-V15 4.893 5.278 -0.0787 P10-T30-V35 2.607 2.612 -0.0018 
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P20-T50-V20 5.029 5.889 -0.1710 P15-T30-V15 3.038 3.199 -0.0530 
P20-T50-V25 5.168 5.905 -0.1427 P15-T30-V20 3.115 3.220 -0.0338 
P20-T50-V30 5.420 5.972 -0.1018 P15-T30-V25 3.344 3.368 -0.0071 
P20-T50-V35 5.599 6.025 -0.0762 P15-T30-V30 3.573 3.494 0.0222 
P25-T50-V35 7.066 7.820 -0.1068 P15-T30-V35 3.495 3.373 0.0350 
P25-T50-V35a 6.649 7.942 -0.1944 P20-T30-V15 4.865 4.888 -0.0047 
P25-T50-V30a 6.612 8.255 -0.2484 P20-T30-V20 4.767 5.039 -0.0572 
P25-T50-V25a 6.671 8.106 -0.2150 P20-T30-V25 5.768 5.833 -0.0112 
P25-T50-V20a 6.531 8.059 -0.2340 P20-T30-V30 3.819 3.778 0.0109 
P25-T50-V15a 6.415 6.867 -0.0705 P20-T30-V35 4.162 4.124 0.0091 
P25-T50-V35b 6.736 8.772 -0.3022 P25-T30-V15 6.589 6.944 -0.0539 
P30-T50-V35 9.494 10.675 -0.1244 P25-T30-V20 6.644 7.246 -0.0907 
P30-T50-V35a 9.543 11.285 -0.1826 P25-T30-V25 6.830 7.249 -0.0614 
P30-T50-V30 9.350 11.450 -0.2245 P25-T30-V30 7.122 7.305 -0.0258 
P30-T50-V25 9.153 11.504 -0.2569 P25-T30-V35 7.389 7.357 0.0044 
P30-T50-V20 9.003 7.534 0.1632 P30-T30-V15 8.700 9.888 -0.1366 
P30-T50-V15 8.581 5.615 0.3457 P30-T30-V20 8.640 10.205 -0.1811 
P30-T60-V35 9.888 12.061 -0.2197 P30-T30-V25 8.857 9.978 -0.1266 
P30-T60-V30 9.639 12.006 -0.2455 P30-T30-V30 9.136 9.816 -0.0744 
P30-T60-V25 9.475 12.503 -0.3195 P30-T30-V35 9.081 9.423 -0.0376 
P30-T60-V20 9.285 12.668 -0.3643 P10-T40-V15 2.230 2.252 -0.0097 
P30-T60-V15 9.246 11.479 -0.2415 P10-T40-V20 2.363 2.400 -0.0157 
P30-T70-V35 9.857 20.537 -1.0834 P10-T40-V25 2.553 2.542 0.0042 
P30-T70-V30 9.433 24.380 -1.5845 P10-T40-V30 2.768 2.689 0.0285 
P30-T70-V25 9.265 11.949 -0.2896 P10-T40-V35 3.086 2.954 0.0429 
P30-T70-V20 8.994 10.991 -0.2220 P15-T40-V15 3.236 3.337 -0.0312 
P30-T70-V15 8.672 9.276 -0.0696 P15-T40-V20 3.290 3.440 -0.0456 
P20-T60-V30 5.874 6.835 -0.1636 P15-T40-V25 3.443 3.559 -0.0338 
P20-T60-V25 5.641 6.893 -0.2220 P15-T40-V30 3.612 3.697 -0.0235 
P20-T60-V20 5.408 6.691 -0.2371 P15-T40-V35 3.879 3.829 0.0129 
P20-T60-V15 4.808 5.676 -0.1804 P20-T40-V15 4.589 4.671 -0.0178 
P20-T70-V35 6.089 7.828 -0.2856 P20-T40-V20 4.595 4.887 -0.0636 
P20-T70-V30 5.677 7.321 -0.2896 P20-T40-V25 4.770 4.921 -0.0317 
P20-T70-V25 5.525 6.918 -0.2523 P20-T40-V30 5.021 5.054 -0.0065 
P20-T70-V20 5.313 6.625 -0.2468 P20-T40-V35 5.239 5.109 0.0248 
P20-T70-V15 5.289 6.203 -0.1726 P25-T40-V15 6.559 7.324 -0.1166 
P25-T60-V35 6.796 7.635 -0.1235 P25-T40-V20 6.708 7.976 -0.1891 
P25-T60-V30 7.118 8.385 -0.1781 P25-T40-V25 6.917 8.055 -0.1645 
P25-T60-V25 7.017 8.759 -0.2483 P25-T40-V30 7.053 7.925 -0.1237 
P25-T60-V20 6.750 8.472 -0.2550 P25-T40-V35 6.993 7.593 -0.0857 
P25-T60-V15 6.993 7.732 -0.1056 P30-T40-V15 8.462 10.124 -0.1964 
P25-T70-V15 6.886 8.230 -0.1953 P30-T40-V20 8.559 10.672 -0.2469 
P25-T70-V20 7.338 9.465 -0.2899 P30-T40-V25 8.784 10.444 -0.1889 
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P25-T70-V25 7.533 9.539 -0.2662 P30-T40-V30 8.862 10.342 -0.1670 
P25-T70-V30 7.992 9.599 -0.2011 P30-T40-V35 9.482 10.579 -0.1157 
P25-T70-V35 8.193 10.146 -0.2383 
    
Tab. 4.4: Condensation rate values and deviations between experimental and calculated 
results, with mixing length turbulent model 
From Fig. 4.60 to Fig. 4.69 the heat flux comparison between the experimental and the 
calculated results, obtained with the mixing length turbulent model, is shown; the results 
concern the series in which the secondary inlet coolant temperature is equal to 30 and 40 
°C. The agreement between the computational and the experimental data is good, although 
the CFD values tend to overestimate the experimental heat flux for all these tests. 
However, in each simulation, the heat flux in the entrance section is underestimated; this 
effect has already been observed for the Fluent calculations with the RNG k – ε turbulent 
model. 
Comparing the RNG k – ε trend (see Fig. 4.25 - Fig. 4.34) and the mixing length, it is 
evident that, at high steam generator power, the heat fluxes are quite different; the variation 
range of the mixing length heat flux with the velocity is narrower than the heat fluxes 
predicted with the k – ε model, so the results of the Fluent code are closer to the 
experimental data with respect to the turbulence model implemented in the Cast3m code. 
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Fig. 4.60: Comparison between the calculated and the experimental heat flux, in P10 – T30 
series, with mixing length turbulent model 
 
Fig. 4.61: Comparison between the calculated and the experimental heat flux, in P10 – T40 
series, with mixing length turbulent model 
75 
 
 
Fig. 4.62: Comparison between the calculated and the experimental heat flux, in P15 – T30 
series, with mixing length turbulent model 
 
Fig. 4.63: Comparison between the calculated and the experimental heat flux, in P15 – T40 
series, with mixing length turbulent model 
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Fig. 4.64: Comparison between the calculated and the experimental heat flux, in P20 – T30 
series, with mixing length turbulent model 
 
Fig. 4.65: Comparison between the calculated and the experimental heat flux, in P20 – T40 
series, with mixing length turbulent model 
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Fig. 4.66: Comparison between the calculated and the experimental heat flux, in P25 – T30 
series, with mixing length turbulent model 
 
Fig. 4.67: Comparison between the calculated and the experimental heat flux, in P25 – T40 
series, with mixing length turbulent model 
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Fig. 4.68: Comparison between the calculated and the experimental heat flux, in P30 – T30 
series, with mixing length turbulent model 
 
Fig. 4.69: Comparison between the calculated and the experimental heat flux, in P30 – T40 
series, with mixing length turbulent model 
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The figures from Fig. 4.70 to Fig. 4.84 present a comparison between experimental and 
computed heat fluxes in tests with the temperature of the coolant in the coolant channel 
equal to 50, 60 and 70 °C. For the series characterized by high steam generator power and 
high secondary coolant temperature, in particular P25 – T70, P30 – T60 and P30 – T70, it 
can be noticed that the mixing length turbulence model does not estimate accurately the 
heat flux: the disagreement between the experimental and the measured values is 
particularly evident in correspondence to the outlet section of the test channel. In general, 
the tests with the nominal coolant temperature equal to 70 °C show the larger discrepancy 
from the experimental values, with respect to the simulation in which the nominal 
temperature is 50 or 60 °C. 
Anyway the trend of the tests is reasonably in agreement with the experimental values, 
which are slightly underestimated, but close to the entrance section. 
 
Fig. 4.70: Comparison between the calculated and the experimental heat flux, in P10 – T50 
series, with mixing length turbulent model 
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Fig. 4.71: Comparison between the calculated and the experimental heat flux, in P10 – T60 
series, with mixing length turbulent model 
 
Fig. 4.72: : Comparison between the calculated and the experimental heat flux, in P10 – 
T70 series, with mixing length turbulent model 
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Fig. 4.73: Comparison between the calculated and the experimental heat flux, in P15 – T50 
series, with mixing length turbulent model 
 
Fig. 4.74 Comparison between the calculated and the experimental heat flux, in P15 – T60 
series, with mixing length turbulent model 
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Fig. 4.75 Comparison between the calculated and the experimental heat flux, in P15 – T70 
series, with mixing length turbulent model 
 
Fig. 4.76 Comparison between the calculated and the experimental heat flux, in P20 – T50 
series, with mixing length turbulent model 
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Fig. 4.77: Comparison between the calculated and the experimental heat flux, in P20 – T60 
series, with mixing length turbulent model 
 
Fig. 4.78: Comparison between the calculated and the experimental heat flux, in P20 – T70 
series, with mixing length turbulent model 
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Fig. 4.79: Comparison between the calculated and the experimental heat flux, in P25 – T50 
series, with mixing length turbulent model 
 
Fig. 4.80 Comparison between the calculated and the experimental heat flux, in P25 – T60 
series, with mixing length turbulent model 
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Fig. 4.81: Comparison between the calculated and the experimental heat flux, in P25 – T70 
series, with mixing length turbulent model 
 
Fig. 4.82: Comparison between the calculated and the experimental heat flux, in P30 – T50 
series, with mixing length turbulent model 
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Fig. 4.83: Comparison between the calculated and the experimental heat flux, in P30 – T60 
series, with mixing length turbulent model 
 
Fig. 4.84: Comparison between the calculated and the experimental heat flux, in P30 – T70 
series, with mixing length turbulent model 
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4.2.2 The Chien k – ε turbulent model 
The tests from 80 to 129 are repeated with the Chien k – ε turbulence model. A comparison 
between calculated and measured condensation rates for both two equations turbulence 
models implemented Cast3m and the Fluent code is reported in Fig. 4.85. It seems that 
condensation rates calculated by the Chien model are less accurate than the RNG results, 
but they are characterized by a lower dispersion with respect to Fluent results. 
 
Fig. 4.85: Comparison between experimental and calculated condensation rate with the 
Chien k – ε turbulent model 
This is shown in Fig. 4.86 and Fig. 4.87, which report the discrepancy on condensation rate 
as a function of the Richardson number for tests with the secondary coolant temperature 
equal to 30 and 40° C. Comparing with the results of the RNG k – ε model (see Fig. 4.10 
and Fig. 4.11), it can be noticed that the trend is similar in both cases.  
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Fig. 4.86: Discrepancy on condensation rate as a function of the Richardson number for the 
T30 series, with Chien k – ε turbulent model 
 
Fig. 4.87: Discrepancy on condensation rate as a function of the Richardson number for the 
T40 series, with Chien k – ε turbulent model 
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The heat flux profiles are shown from Fig. 4.88 to Fig. 4.97 where a comparison between 
the experimental and the calculated data is shown. 
At low steam generator power, 10 and 15 kW, the predicted data are not very accurate 
close to the entrance region; while it can be noticed an improvement in the measurement of 
the heat flux for the series with the steam generator power equal to 25 and 30 kW, because 
of the increasing of the heat. 
The trend of the heat flux next to the outlet section is described by two peaks, that are not 
present in the results with the RNG k – ε and the mixing length turbulent model. The 
increase of the heat flux is generated probably by the boundary conditions and the grid 
chosen to discretize the model. On the other hand, the Chien k – ε results are quite similar 
to the results predicted by the Fluent code, even if the former model returns fluxes greater 
than the latter especially to low velocities. 
 
Fig. 4.88: Comparison between the calculated and the experimental heat flux, in P10 – T30 
series, with Chien k – ε turbulent model 
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Fig. 4.89: Comparison between the calculated and the experimental heat flux, in P10 – T40 
series, with Chien k – ε turbulent model 
 
Fig. 4.90: Comparison between the calculated and the experimental heat flux, in P15 – T30 
series, with Chien k – ε turbulent model 
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Fig. 4.91: Comparison between the calculated and the experimental heat flux, in P15 – T40 
series, with Chien k – ε turbulent model 
 
Fig. 4.92: Comparison between the calculated and the experimental heat flux, in P20 – T30 
series, with Chien k – ε turbulent model 
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Fig. 4.93 Comparison between the calculated and the experimental heat flux, in P20 – T40 
series, with Chien k – ε turbulent model 
 
Fig. 4.94: Comparison between the calculated and the experimental heat flux, in P25 – T30 
series, with Chien k – ε turbulent model 
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Fig. 4.95: Comparison between the calculated and the experimental heat flux, in P25 – T40 
series, with Chien k – ε turbulent model 
 
Fig. 4.96: Comparison between the calculated and the experimental heat flux, in P30 – T30 
series, with Chien k – ε turbulent model 
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Fig. 4.97: Comparison between the calculated and the experimental heat flux, in P30 – T40 
series, with Chien k – ε turbulent model 
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5. Conclusions 
The conclusions obtained by the present work are summarized with reference to the two 
parts in which the simulations has been divided: fifty simulations, for the CONAN tests 
from 80 to 129, which include the series with the secondary coolant inlet temperature equal 
to 30 and 40° C, performed by the Fluent code and the calculations carried out by means of 
Cast3m, concerning all the CONAN tests, from 1 to 129. 
 
5.1 Fluent simulations 
One of the aspects taken into account in the current work concerns the modeling of the 
secondary loop, which was coupled to the test channel by means of UDF, to evaluate its 
influence on the axial heat flux and on the condensation rate. A 2D model of the CONAN 
facility has been set up in order to take into account the thermal coupling between the 
primary and the secondary loop. 
The simulations have been carried out by the Fluent code and the RNG k – ε turbulence 
model is chosen, showing that the computational domain and the mathematical model 
predict the experimental results with a good approximation; in particular with the coupled 
model the values of the condensation rate acquired from the computational simulations are 
characterized by a deviation below 10% compared with the experimental data. The 
agreement is satisfactory particularly in tests where the condensation rate is low. 
Moreover, polarization bias was observed; the code shows the tendency to underestimate at 
low velocities the condensation rate, while it overestimates for high velocities. 
The profiles of the axial heat flux achieved by the CFD code compared with the 
experimental data point out an underestimation in the inlet section and a good agreement 
along the test channel downstream the entrance region. However, for high value of the 
steam generator power, 30 kW, the approximation of the heat flux in correspondence to the 
test channel inlet improves. 
The simulations show that the new geometry, in which the primary loop is coupled directly 
to the coolant channel, has a minor effect on the flux, in particular the condensation rate 
prediction is better than the uncoupled model. So it is suitable to use in future tests. 
The three-dimensional model, set up to validate the 2D domain and to support the accuracy 
of the computational results, has testified the accuracy of the data obtained with the two-
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dimensional geometry. In fact, concerning the condensation rate values and the heat flux 
profiles, the results of both models, do not present significant differences. 
 
 Cast3m simulations 5.2
With the Cast3m code, two different turbulence models have been implemented: the tests 
form 1 to 129 have been executed with the mixing length model, then the test from 80 to 
129 have been repeated with the Chien k – ε model. 
Observing the results, it can be noted that the mixing length provides results with a 
reasonable accuracy, with respect to the experimental data of the tests characterized by a 
low secondary coolant temperature. 
The condensation rate values are anyway generally overestimated; the difference between 
the computational and the experimental values is approximately 30%. 
The heat flux profiles show an approximate agreement with the experimental results, the 
local heat fluxes of the simulations with the secondary coolant temperature equal to 30 and 
40 °C do not vary very much with increasing velocity; on the other hand, the simulations, 
in which the temperature is higher (50, 60 and 70 °C), present a trend that does not always 
agree with the experimental values, the profile is flatter along the channel compared to the 
tests from 80 to 129. 
Analysing the results obtained using the Chien k – ε turbulence model, it is evident that the 
trend of the condensation rate and the heat flux is quite similar to the Fluent results. The 
calculated condensation rates tend to overestimate the experimental data, but the error is 
about 10%; it is important to note that the dispersion is less marked than the RNG k – ε 
model, in particular at high values of the condensation rate. 
The heat flux profiles resulting from the Chien k – ε model and the RNG k – ε model are 
almost the same, except for simulations with the steam generator power equal to 30 kW. 
However, close to the outlet section, the Cast3m heat flux profiles differ from the Fluent 
ones; in fact, while the first increases, the second decreases; this opposite behaviour is 
probably due to the different geometries and boundary conditions relative to the end of the 
cooled wall. 
Finally, the Chien k – ε turbulence model provides a better approximation of experimental 
data with respect to the mixing length turbulence model. 
