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ABSTRACT
In 2017, Boats and Kikas introduced a new parameter, the pansophy of a graph, which is the
expected value of the number of disjointly-routable paths in a graph given a random distribution
of ordered starting and stopping points. We present an introduction to the topic and prove several
results related to pansophy, including formulas and bounds for the pansophies of different graphs
and graph families, the effect of various graph operations, and some density results. We also discuss
the computational aspect of computing the pansophy of a graph.
1
CHAPTER 1. Introduction
We begin by discussing the history of pansophy, namely the motivation and background leading
to it becoming a studied graph invariant. For graph theory terminology not defined in this paper,
refer to Diestel [2]. Unless otherwise stated, all graphs are finite.
1.1 Motivation and Background
The origins of pansophy is rooted in the k-disjoint paths problem, an NP-complete problem
from computer science: given k pairs of distinct vertices {s1, t1} to {sk, tk}, is it possible to connect
the pairs together using vertex-disjoint paths?
t1s1
t2 t1
Figure 1.1: The graph AG4.
In 1992, Jwo et al. introduced the alternating group
graph AGn, which is the Cayley graph where the vertices
are permutations in the alternating group An and where
two vertices are adjacent if one gets from one permutation
to the other via a rotation of symbols in the first, second
and k-th position, where k ≥ 3.
It was shown by Kikas, Cheng and Kruk that if n ≥ 5,
then any n − 2 pairs of distinct vertices in AGn can be
connected together using vertex-disjoint paths. However,
the result does not hold for n = 4, because there exists 2
pairs of vertices {s1, t1} and {s2, t2} such that routing with disjoint paths is impossible. This is
illustrated in Figure 1.1.
However, one of these authors, Lazaros Kikas, noticed that if two pairs of vertices were to
2
be selected at random, then there is a high probability that the vertex pairs can be successfully
routed using vertex-disjoint paths. This leads to the question of not how many disjoint paths can
be guaranteed, but instead how many disjoint paths can be expected. This expectation represents
the new graph parameter Ψ(G), the pansophy of G, which was introduced by Lazaros Kikas and
Jeffery Boats in 2017, and is the focus of this dissertation.
The name, which in ancient Greek means “universal knowledge”, is inspired by the NP-complete
nature of the question – given a graph G and an algorithm for adaptively finding disjoint paths
for a given random selection of vertex pairs, the pansophy of G represents the expected optimal
performance, but a routing algorithm can accidentally block future connections if it chooses a poor
path for the current vertex pair. To obtain the maximal routing volume possible, such an algorithm
would need to be prescient enough to prevent this dilemma.
1.2 Definitions
Definition 1.2.1. An unordered assignment A on graph G is a set containing pairwise-disjoint
pairs of distinct vertices from G. We call A an unordered k-assignment if |A| = k.
An ordered assignment is an ordered set containing pairwise-disjoint pairs of distinct vertices.
We let V (A) denote the set of vertices contained in some pair in A, and we say A is an
assignment on vertex subset S if V (A) ⊆ S.
If it does not matter if A is ordered or not, then we will simply say “assignment” and “k-
assignment”. Also, note that |V (Ak)| = 2k holds for any k-assignment A.
Remark 1.2.2. For every unordered k-assignment there are k! ordered k-assignments.
Indeed, since there are k! different ways to permute k objects.






ordered k-assignments on any n-vertex graph,











(2k − 1)!! unordered k-assignments.
The first statement follows from a basic count: after choosing the 2k vertices in an ordered
assignment A, we choose the pairs by permuting the order of the 2k vertices and then pairing the
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to do this. However, the order within each pair doesn’t matter, so we’ve overcounted by a factor







The second statement follows from the first statement and the previous remark.
Definition 1.2.4. A k-assignment A is solvable if it can be disjointly-routed – that is, there exists
k vertex-disjoint paths ρ1, ρ2, . . . , ρk such that ρi is an si, ti-path for each {si, ti} ∈ A.
Note that 0-assignments are always solvable, and that the k-disjoint-paths problem is equivalent
to the question “Is a given k-assignment solvable?”.
Since we require that the paths be vertex-disjoint, then the presence of multiple edges or loops
will not affect whether A is solvable. We may as well assume our graphs are simple, i.e. containing
no loops and having at most one edge between distinct vertices.
Definition 1.2.5. The maximal routing volume of an ordered k-assignment A = ({si, ti})1≤i≤k,
denoted mrv(A), is the largest integer N such that ({si, ti})1≤i≤N is solvable in G.
Note that order is important – for example, any assignment A with s1 and t1 in different
components will have mrv(A) = 0, even if the remaining pairs are edges. As another example, the
existence of a k-matching {siti}1≤i≤k implies the existence of a solvable k-assignment ({si, ti})1≤i≤k.
Definition 1.2.6. The pansophy of an n-vertex graph G, denoted Ψ(G), is the expectation of






By definition we may write Ψ(G) =
bn/2c∑
k=1






-assignment A on G satisfies mrv(A) = k.
Definition 1.2.7. The k-th path-connection probability of G, denoted pk(G), is the probability





-assignment A on G can be disjointly-routed.




As we will soon see, determining pk(G) for each k will be the usual approach to finding Ψ(G).
1.3.1 Observations

















4. Ψ(nK1) = 0, where nK1 denote the graph consisting of n isolated vertices.
The second and third statement follow from the first statement. The first statement follows





























The fourth statement follows from noting that pk(nK1) = 0 for all k and n.
1.3.2 Pansophy of Paths and Cycles
Let Pn and Cn denote the path and cycle graph on n vertices, respectively.






Proposition 1.3.3 (Boats, Kikas 2017). For n ≥ 3 we have Ψ(Cn) = 2Ψ(Pn)− 1.
The original proofs for these results were presented at the 58th Midwestern Graph Theory
Conference and are based on showing that pk(Pn) =
1
(2k−1)! and pk(Cn) = 2pk(Pn) when k ≥ 2.
Later we will introduce new techniques for computing pansophy, which greatly simplifies the proofs
for these established results.
However, we will include the proof for the following result, which will serve as a review of
generating functions and infinite series.
Proposition 1.3.4 (Boats, Kikas 2017).













Proof. The last inequality is an upper-bound approximation, and the first inequality follows from
noting that each term is nonnegative, so any finite sum will be smaller than the infinite sum.













converges for all x by the ratio test. Taking a derivative, we observe that










= 1 + xJ(x).
Hence J(x) is a solution to the initial value problem y′ − xy = 1 subject to y(0) = 0. This can
be solved using the integration factor e−
1
2
x2 , whose antiderivative is the Gaussian error function











. Evaluating at x = 1 yields the desired equality.








Proof. This follows from the previous two propositions.
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CHAPTER 2. General Results
In this chapter we cover some general results, including finding formulas for the pansophy for
some graph families and determining the effect of some graph operations on pansophy. But first,
we present an equivalent definition of the k-th path-connection probability pk(G), which allows us






Lemma 2.0.6 (Equivalent definition of pk(G)).
pk(G) is the probability that a randomly-chosen k-assignment Ak on G is solvable.
Proof. Since the solvability of a k-assignment does not depend on whether it is ordered or not, we
can prove the lemma by considering ordered k-assignments.





-assignmentA, letAk denote the ordered k-assignment
obtained from A by keeping only the first k pairs. Then the lemma follows from the observation
that Ak is solvable if and only if mrv(A) ≥ k.
2.1 Further Observations
We continue by explicitly stating some important observations.
Remark 2.1.1. If G is a spanning subgraph of H, then pk(G) ≤ pk(H) for all k.
Indeed, since G is obtained only by deleting edges, then any solvable assignment in G is also
solvable in H. As a result, deleting edges cannot increase the pansophy, and adding edges cannot
decrease it.
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Corollary 2.1.2. For any Hamiltonian graph G on n vertices we have Ψ(G) ≥ Ψ(Cn).
In fact, for any Hamiltonian graph G we have pk(G) ≥ pk(Cn) > 0 for 1 ≤ k ≤ bn/2c.
Remark 2.1.3. For any graph G on n vertices we have
1 = p0(G) ≥ p1(G) ≥ p2(G) ≥ · · · ≥ pbn/2c(G) ≥ 0 = pbn/2c+1(G) = pbn/2c+2(G) = · · ·
The inequalities are clear, since to solve a (k+1)-assignment you must first solve a k-assignment
contained within it. Since 0-assignments are by definition always solvable we have p0(G) = 1, and
since k-assignments don’t exist if k > 2n, then the remaining equalities follow.
This means any graph G has an associated non-increasing sequence (p1(G), p2(G), . . . ), called




pansophy sequence of a finite graph has only finitely many nonzero entries, only the nonzero entries
need be listed to define the sequence.
Proposition 2.1.4. If n ≥ 2 then for the star graph Sn we have Ψ(Sn) = 1.
Proof. Since Sn is connected then p1(Sn) = 1.
However, each 2-assignment is not solvable, since by necessity both paths in a solution would




Recall that a k-matching is a set of k vertex-disjoint edges.
Lemma 2.1.5. pk(G) > 0 if and only if G has a k-matching.
Proof. If {s1t1, . . . , sktk} is a k-matching, then ({s1, t1}, . . . , {sk, tk}) is a solvable k-assignment in
G, so pk(G) > 0. On the other hand, if pk(G) > 0 then there is a solvable k-assignment, which can
be solved with vertex-disjoint paths ρ1, . . . , ρk. Each path ρi contains some edge ei, and so the set
{e1, . . . , ek} is a set of k disjoint edges, i.e. a k-matching.
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Lemma 2.1.6. Let G be a graph such that pk(G) = 1 for some k ≥ 1. Then the induced graph
G[V (G)− S] is connected for any vertex subset S with 2k − 2 vertices.
Proof. Let S be any vertex subset with 2k− 2 vertices, let A be any (k− 1)-assignment on S, and
let A′ be any assignment constructed by adding vertex pair {x, y} to A for any distinct vertices
x, y /∈ S.
Since pk(G) = 1 then A
′ is solvable. Then there exists vertex-disjoint paths ρ1, . . . , ρk that can
route the pairs in A′. Without loss of generality, let ρk be the path that routes {x, y}.
Since S is contained in the vertices used in the paths ρ1, . . . , ρk−1, then ρk is a path in G[V (G)−
S]. Since x and y were arbitrary, then there is an x, y-path in G[V (G) − S] for every vertex pair
x, y ∈ V (G)− S. Therefore G[V (G)− S] is connected.
2.2 Convergence Theorems for Pansophy
In the introduction we saw how generating functions and infinite series can be used to find
the upper bounds Ψ(Pn) ≤ 1.4107 and Ψ(Cn) ≤ 1.8214. For these classes of graphs the process
was relatively simple, since pk(Pn) and pk(Cn) are independent of n. Of course, not all classes of
graphs will have this property, but a class of graphs may satisfy some other property that could
be exploited. Using the following theorems, we will prove some corollaries that serve as useful
convergence theorems for those studying pansophy.
Theorem 2.2.1 (Monotone Convergence Theorem for Series).











This is Theorem 2.11 in [3].
This result works even if lim
n→∞
f(k0, n) diverges to infinity for some k0, since non-negativity of




f(k, n) ≥ lim
n→∞









Corollary 2.2.2 (Monotone Convergence Theorem for Pansophy).









Proof. Apply the Monotone Converge Theorem for Series to f(k, n) = pk(Gn) ≥ 0.
Theorem 2.2.3 (Dominated Convergence Theorem for Series).
















This is Theorem 2.19 in [3].
Corollary 2.2.4 (Dominated Convergence Theorem for Pansophy).














Proof. Apply the Dominated Converge Theorem for Series to f(k, n) = pk(Gn) ≥ 0.
2.3 Pansophy of Simple Graph Families
2.3.1 Complete Graphs Minus an Edge
Let K−n denote the complete graph on n vertices minus an edge.
Proposition 2.3.1. Ψ(K−2n+1) = n and Ψ(K
−
2n) = n− 12n−1 .
Proof. Let u and v be the vertices such that uv is the missing edge. To prove Ψ(K−2n) = n− 12n−1 ,
consider an arbitrary n-assignment A. Let {x, y} be the last pair in A.
Case 1: A does not contain {u, v}.
Then each vertex pair in A can be routed using an edge, so A is solvable.
Case 2: {u, v} is the last vertex pair in A.
Then mrv(A) = n− 1, since the first n− 1 pairs in A can be routed using edges, but not all n.
Case 3: {u, v} is not the last vertex pair in A.
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Then uxv or uyv routes u to v, so the first n − 1 pairs of A can be routed. However, the last
pair cannot be routed, since x or y must be used to route u to v. Hence mrv(A) = n− 1.
Note that Case 1 occurs with probability 2n−22n−1 – indeed, that is the probability that u is paired
with a vertex other than v. Therefore
Ψ(K−2n) = E[mrv(A)] =
2n− 2
2n− 1
n+ (1− 2n− 2
2n− 1
)(n− 1) = n− 1
2n− 1
.
To prove Ψ(K2n+1) = n, consider again an arbitrary n-assignment A. Since |V (A)| = 2n <
2n+ 1, there is some vertex w not in V (A) that can be used for routing u to v. Since every other
vertex pair can be routed with an edge, then A is always solvable. Hence Ψ(K2n+1) = n.
2.3.2 Star Graphs Plus an Edge
Figure 2.1: The graph S+8 .
For n ≥ 4 let S+n denote the graph obtained by
adding an edge to the star graph Sn.
Proposition 2.3.2. p1(S
+








n ) = 0 for k ≥ 3.
Proof. Let {v1, . . . , vn} be the vertices of S+n such
that v3 is the central vertex and v1, v2 are the vertices
of degree 2.
Since S+n is connected then p1(S
+
n ) = 1. Since
S+n every edge is incident to either v2 or v3 then S
+
n does not have a 3-matching, so Lemma 2.1.5
implies p3(S
+
n ) = 0. Therefore pk(S
+
n ) = 0 for k ≥ 3.
We now consider k = 2. Note v1v2 is the only edge not incident to v1, so the only solv-

















This settles the proof.
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2.3.3 A Family of Complete Bipartite Graphs
Figure 2.2: The complete bipartite graph K2,7.
Let Km,n denote the complete bipartite
graph on m + n vertices where one bipartition
has m vertices and the other bipartition has n
vertices. That is, Km,n is constructed by taking
the join of mK1 and nK1.
Proposition 2.3.3. p1(K2,n−2) = 1,
p2(K2,n−2) = 1 − 2(n2)
, and pk(K2,n−2) = 0 for
k ≥ 3.
Proof. Let u, v denote the vertices of vertices of
high degree, and let x1, . . . , xn−2 denote the remaining vertices, which are degree 2.
Since K2,n−2 is connected then p1(K2,n−2) = 1. Since every edge is incident to either u or
v then K2,n−2 does not have a 3-matching, so Lemma 2.1.5 implies p3(K2,n−2) = 0. Therefore
pk(K2,n−2) = 0 for k ≥ 3.
We now consider k = 2. Let A be a randomly-chosen unordered 2-assignment.
Case 1: {u, v} ∈ A.
Every edge is incident to either u or v, so every path must route through either u or v. If
{v1, v2} is a pair in A, then A is not solvable.
Case 2: A = {{u, xi}, {v, xj}}.
Then uxi and vxj are paths that route A, so A is solvable.
Case 3: A = {{xa, xi}, {v, xj}}.
Then xauxi and vxj are paths that route A, so A is solvable.
Case 4: A = {{u, xi}, {xb, xj}}.
Then uxi and xbvxj are paths that route A, so A is solvable.
Case 5: A = {{xa, xi}, {xb, xj}}.
Then xauxi and xbvxj are paths that route A, so A is solvable.
12











that contain {u, v}.
Therefore p2(K2,n−2) = 1−
8(n−22 )
n(n−1)(n−2)(n−3) . This settles the proof.
2.3.4 Triangle Book Graphs
Figure 2.3: The triangle book graph B7.
For n ≥ 4 let Bn denote the triangle book
graph obtained from the complete bipartite
graph K2,n−2 by adding an edge between the
vertices of degree n− 2. Note that B4 = K−4 .
Proposition 2.3.4.
pk(Bn) = pk(K2,n−2) for all k ∈ N.
Proof. The proof is identical to the proof for
Proposition 2.3.3, since it does not matter
whether uv is an edge or a non-edge.
2.3.5 Friendship Graphs
Figure 2.4: The friendship graph F5.
For n ≥ 1 let Fn denote the friendship
graph, a 2n + 1-vertex graph on 3n edges ob-
tained by identifying a vertex in n copies of C3
as the same vertex. Note that F1 = C3.













= n then k > n implies
pk(Fn) = 0. Let {v0, . . . , v2n} be the vertices of Fn such that v0 is the central vertex and v2i−1v2i
is an edge for each i ∈ {1, . . . , n}.
Color edges incident to v0 red, and color the remaining n edges blue.
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Let A = {{s1, t1}, . . . , {sk, tk}} be a randomly-chosen unordered k-assignment, and let E denote
the set {siti : 1 ≤ i ≤ k}, which may contain edges and non-edges. Note that every red edge is
incident to v0, so E contains at most one red edge.
Case 1: E contains k blue edges.





assignments that yield such
an E.
Case 2: E contains k − 1 blue edges and one red edge.





choices for the blue edges,





assignments that yield such an E.
Case 3: E contains k − 1 blue edges and one non-edge siti.
Then A is solvable – {si, ti} is routed using the path siv0ti.











assignments that yield such an E.
Case 4: The number of red edges and non-edges in E is at least two.
Then A is not solvable, since every {si, ti} pair associated with a red edge or a non-edge must














Algebraic simplification yields the desired result.
2.3.6 Graphs with Boolean Path-Connection Probabilities
Lemma 2.3.6. Let G be a connected n-vertex graph with n ≥ 4.
If G does not have a 2-matching, then G = Sn.
Proof. We will first show that any spanning tree of G must be Sn.
Let v1, v2, . . . , vn be the vertices of G, and let T be a spanning tree of G. Without loss of
generality let v1v2 be an edge.
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Note vivj cannot be an edge for 3 ≤ i < j, since such an edge can be used with v1v2 to form a
2-matching. Since T is connected, then either v1vi or v2vi is an edge for each i ≥ 3. Without loss
of generality v1v3 is an edge.
Then v2vj cannot be an edge for 4 ≤ j, since such an edge can be used with v1v3 to form a
2-matching. Thus v1vi is an edge for each i ≥ 2.
This accounts for n − 1 edges, so T must be the star graph Sn. The result now follows, since
any edge added to Sn can be used in a 2-matching with some edge already present.
Theorem 2.3.7. The following statements are equivalent.
i. G is a finite graph with pk(G) ∈ {0, 1} for all k ∈ N.
ii. There exists n ∈ N such that G is either Kn, nK1, Sn or K−2n+1.
Proof. (ii =⇒ i)
If G = Kn or G = K
−





and pk(G) = 0 otherwise.
If G = nK1 then pk(G) = 0 for all k.
If G = Sn, then p1(G) = 1 and pk(G) = 0 for k ≥ 2.
(i =⇒ ii)
Suppose pk(G) ∈ {0, 1} for all k ∈ N. Computation verifies that the result holds for all graphs
on 5 or fewer vertices, so we may assume |V (G)| ≥ 6. Since G is finite and pk(G) ≥ pk+1(G) for all
k ∈ N, then there exists integer K such that pK(G) = 1 and pK+1(G) = 0.
Case 1: K = 0.
If K = 0 then p1(G) = 0, so the contrapositive of Lemma 2.1.5 implies G cannot have a
1-matching. That is, G does not have an edge, so G must be the edgeless graph nK1 for some n.
Case 2: K = n, |V (G)| = 2n, for some n.
Since every solvable n-assignment corresponds to a perfect matching (i.e. an n-matching), then
any non-edge can be used to construct an unsolvable n-assignment. Since pn(G) = 1, then G cannot
have an unsolvable n-assignment. Thus G cannot have a non-edge, so G = K2n for some n.
Case 3: K = n, |V (G)| = 2n+ 1, for some n.
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Then any solvable n-assignment is solved either with an n-matching or with an (n−1)-matching
and a path on 3 vertices. Let v1, . . . , v2n+1 be the vertices in G.
If G had two disjoint non-edges, say v1v2 and v3v4, then A = ({v1, v2}, {v3, v4}, . . . , {v2k−1, v2k})
is an unsolvable assignment. Indeed, any v1, v2-path or v3, v4-path must both use an additional
vertex, but v2k+1 is the only vertex that could be used as this extra vertex.
If G had two adjacent non-edges v1v2 and v1v2k+1, then the induced graph G[{v1, v2, v2k+1}] is
disconnected, so the contrapositive of Lemma 2.1.6 implies pn(G) < 1, a contradiction.
We conclude that G must have at most one non-edge, so G = K2n+1 or G = K
−
2n+1.
Case 4: K = 1.
Since p1(G) = 1 then G is connected, but p2(G) = 0 so G does not have a 2-matching.
Since n ≥ 6, then by Lemma 2.3.6 we must have G = Sn.






We will show that this case cannot actually occur. Let v1, v2, . . . , v|V (G)| denote the vertices of





− 1, then v2K−3, v2K−2, . . . , v2K+2 are vertices in the graph.
Since pK(G) = 1 > 0 = pK+1(G) then Lemma 2.1.5 implies G has a K-matching but no
(K + 1)-matching. Let M = {v1v2, v3v4, . . . , v2K−1v2K} be a K matching in G and let A =
({v1, v2}, . . . , {v2K−1, v2K}) be the corresponding solvable K-assignment.
Let G′ denote the induced graph G[{v2K−1, v2K , . . . , v|V (G)|}]. Lemma 2.1.6 implies G′ is con-






then G′ contains at least 4 vertices. Therefore Lemma 2.3.6 implies G′ is a star.
Without loss of generality let v2K−1 be the center of this star.
Let G′′ denote the induced graph G[{v2K−3, v2K−2, v2K+1, v2K+2, . . . , v|V (G)|}]. By similar rea-
soning, G′′ is a star. Since v2K+1, . . . , v|V (G)| is an independent set then the central vertex of this
star is either v2K−2 or v2K−3. Without loss of generality, let v2K−3 be this central vertex.
Claim. The induced graph G∗ = G[{v2K−3, v2K−2, v2K−1, . . . , v|V (G)|}] is a complete bipartite graph
on at least 6 vertices with one partition comprising of the vertices v2K−3 and v2K−1.
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Indeed, v2k−3vi and v2k−1vi are edges for i ∈ {2k − 2, 2k, 2k + 1, 2k + 2, . . . , |V (G)|}, and vivj
is a non-edge for 2k ≤ i < j ≤ |V (G)|. The claim follows from noting that if v2k−2v2k was an
edge, then {v1v2, . . . , v2k−5v2k−4, v2k−3v2k+1, v2k−2v2k, v2k+1v2k+2} is a (K + 1)-matching in G, a
contradiction.
Consider then the set S = {v1, v2, . . . , v2K−4, v2K−3, v2K−1}, which contains 2K − 2 vertices.
Since pK−1(G) = 1 then by Lemma 2.1.6 the induced graph G[V (G)−S] is connected. However, this
is precisely the graph obtained by deleting v2K−3 and v2K−1 from G
∗, so by our claim G[V (G)−S]
is a collection of isolated vertices.
This yields a contradiction – we conclude that Case 5 cannot occur.
All possible values for K were considered, so G must be either Kn, nK1, Sn or K
−
2n+1.
This settles the proof.
2.4 Pansophy and Graph Operations
Earlier we mentioned that the pansophy of a graph cannot decrease if edges are added, and
cannot increase if edges are removed. In this section we consider the effect of other graph operations
on pansophy.
In general, pansophy does not behave well when vertices of unspecified degree are removed or
added to a graph. This is due to the importance of routing paths through the graph – removing
an isolated vertex will have a drastically different effect than removing a vertex of high degree, and
the same applies to adding vertices. Even if the degree of the vertex is known, removing a vertex
can drastically effect the pansophy – for example, deleting a cut vertex can drastically decrease the
pansophy, while deleting a vertex in a well-connected subgraph may cause little effect.
2.4.1 Adding Isolated Vertices
However, adding isolated vertices specifically has a completely-determined effect on the panso-
phy. Let G ∪mK1 denote the graph obtained by adding m isolated vertices to the graph G.
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Theorem 2.4.1. For any n-vertex graph G we have






Proof. Let A be a random k-assignment.
If V (A) ⊆ V (G) then A is solvable with probability pk(G). Otherwise A is not solvable, since











which can be written as (n+m−2k)!n!(n−2k)!(n+m)! . This settles the proof.
Naturally pk(G ∪mK1) = 0 if k > 2n, since pigeonhole principle guarantees that at least one
of the vertices in the k-assignment is one of the m isolated vertices added to the graph.
Corollary 2.4.2.
• Ψ(Sn ∪mK1) = n(n−1)(n+m)(n+m−1)
• pk(Kn ∪mK1) = (n+m−2k)!n!(n−2k)!(n+m)!
Proof. This follows from noting that p1(Sn) = 1, pk(Sn) = 0 for k ≥ 2, and pk(Kn) = 1 for







Appending a clump of leaves to a graph has a predictable effect as well.
Theorem 2.4.3. Let w be a vertex in n-vertex graph G, let G − w denote the graph obtained by









)pk(G) + m( n−12k−1)(n+m
2k










Figure 2.5: Some graph G with vertex w.
G
w
Figure 2.6: The graph G∗ if m = 4.
Note that pk(G
∗) = 0 for 2k > n + 1, since pigeonhole principal guarantees that three ver-
tices from {w, v1, v2, . . . , vm} will appear in any k-assignment, in which case the k-assignment is
unsolvable.
Proof. The result holds for m = 0, since G∗ = G and the formula simplifies to pk(G
∗) = pk(G).
Thus we assume m ≥ 1. Let v1, v2, . . . , vm denote the leaves appended to w, let S be a random
2k-element subset of G∗, and let A be a k-assignment such that V (A) = S. We consider cases.
Case 1: S ∩ {w, v1, v2, . . . , vm} = ∅ or {w}.
Then the probability of solving A is pk(G), since the appended leaves cannot hinder nor help






sets S that belong to Case 1.
Case 2: S ∩ {w, v1, v2, . . . , vm} = {vi} for some i.
If we replace vi with w, we obtain a k-assignment A
′ that is solvable in G if and only if A
is solvable in G∗. The probability that A′ is solvable in G is precisely Q(k,w,G). Note A′ must









sets S that belong to Case 2.
Case 3: S ∩ {w, v1, v2, . . . , vm} = {vi, vj} or {vi, w}.
Let x, y denote the two vertices in S ∩ {w, v1, v2, . . . , vm}. Then A is unsolvable if x and y
are in different vertex pairs in A, since the paths routing the corresponding pairs must both route
through w and thus cannot be vertex-disjoint.
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However, if x IS paired with y, which occurs with probability 12k−1 , then A is solvable in G
∗









sets S that belong to Case 3.
Case 4: |S ∩ {w, v1, v2, . . . , vm}| ≥ 3.
Then A is unsolvable.

























pk−1(G− w) + 0
)
.
Algebraic simplification yields the desired result.
Of course, applying this result requires one to compute Q(k,w,G), which as of yet cannot be
directly computed from the k-th path-connection probabilities of G or G−w. However, we can still
obtain upper or lower bounds by assuming Q(k,w,G) is equal to 1 or 0, respectively. Additionally,
we can simplify the conditional probability term if the original graph is vertex-transitive.
Proposition 2.4.4. If G is a vertex-transitive graph with vertex w and if G∗ is defined as in the




















Proof. Since G is vertex-transitive, then without loss of generality we may assume that a given
k-assignment on G contains w. Therefore Q(k,w,G) = pk(G) and the result follows.
Figure 2.7: The pineapple graph K37 .
Let Kmn denote the pineapple graph obtained by ap-
pending m leaves to a vertex in Kn.










































Algebraic simplification finishes the proof.
Figure 2.8: The apple graph C37 .
Let Cmn denote the apple graph obtained by appending
m leaves to a vertex in Cn.
Corollary 2.4.6. Let n ≥ 3 and m ≥ 1.
(i). p1(C
m





































Proof. (i). Clearly Cmn is connected, so p1(C
m
n ) = 1.
(ii). Cm2n+1 has precisely m different (n + 1)-matchings. The stated result follows from Re-
mark 1.2.3 and the definition of pk(G).
(iii). Cm2n does not have an (n+ 1)-matching for any m ≥ 1.
(iv). For 2 ≤ k ≤ n2 we note that Cn is vertex-transitive with pk(Cn) =
2
(2k−1)!! and pk−1(Cn −






























If 2 ≤ k ≤ n2 then pk−1(Pn−1) =
1
(2k−3)!! . Algebraic simplification finishes the proof.
21
CHAPTER 3. An Alternate Approach to Computing Pansophy
So far we have been computing k-th path-connection probabilities directly by determining the
probability that a randomly-chosen k-assignment is solvable. In this chapter, we introduce a new
technique for computing pk(G) that involves counting solvable unordered k-assignments. This
method is particularly suited for sparse graphs and for graphs with many symmetries.
3.1 The Method
For a vertex set S ⊆ V (G), let solvk(S,G) denote the number of solvable unordered k-
assignments Ak on G such that V (Ak) ⊆ S. Similarly, let solv<k (S,G) denote the number of
solvable ordered k-assignments.
In the previous chapter we demonstrated that pk(G) is the probability that a randomly-chosen
k-assignment A on G is solvable. This can be used to prove a most useful theorem for computing
pk(G) when G is well-behaved:












Before proving this, we prove some facts about solv<k (S,G) and solvk(S,G).













Proof. The only 0-assignment is the always-solvable empty assignment, so the equalities hold for
k = 0. If 2k > n then there are no solvable k-assignments, so the equalities hold for 2k > n.
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Otherwise, for 1 ≤ k ≤ bn/2c we note that every k-assignment in Kn is solvable, so the equalities
hold from Remark 1.2.3.
Corollary 3.1.3. For any k and any n-vertex graph G we have













Proof. These equalities trivially hold when k = 0 (in which both sides equal 1) and when 2k > n
(in which both sides equal 0). For 1 ≤ k ≤ bn/2c, we note that pk(G) is the probability that a

















We now have the tools needed to prove the theorem stated earlier.
Proof of Theorem 3.1.1. We proceed by double counting the number of solvable unordered k-





pk(G) by the previous corollary.
The second method is to first partition the solvable ordered k-assignments into classes XS where
Ak ∈ XS if and only if V (Ak) = S. By definition the number of solvable ordered k-assignments in
















Solving for pk(G) completes the proof.
Using this theorem, we can present new proofs to previous results.
Proof of Proposition 1.3.2. Clearly pk(Pn) = 0 if 2k > n, so it suffices to show pk(Pn) =
1
(2k−1)!!
holds for 1 ≤ k ≤ bn/2c. Let v1, v2, . . . , vn be the vertices of Pn with vavb ∈ E(Pn) if and only
if b = a + 1, and let S = {vs1 , vs2 , . . . , vs2k} be an arbitrary set of 2k vertices in Pn, where the
labels satisfy s1 < s2 < · · · < s2k. Note then that the only solvable unordered k-assignment on
S is {{vs1 , vs2}, {vs3 , vs4}, . . . , {vs2k−1 , vs2k}}, as any other unordered k-assignment will require a
routing path to pass through vsj for some 2 ≤ j ≤ 2k − 1.
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This settles the proof.
Proof of Proposition 1.3.3. The proof is similar to the previous one. Clearly p1(Cn) = 1 = −1 +
2p1(Pn) holds. Additionally, pk(Cn) = 0 if 2k > n, so it suffices to show pk(Cn) =
2
(2k−1)!! for
2 ≤ k ≤ bn/2c.
Let v1, v2, . . . , vn be the vertices of Cn with vavb ∈ E(Pn) if and only if b = a + 1 modulo n,
and let S = {vs1 , vs2 , . . . , vs2k} be an arbitrary set of 2k vertices in Pn, where the labels satisfy
s1 < s2 < · · · < s2k. Note then that only two unordered k-assignments on S are solvable:
{{vs1 , vs2}, {vs3 , vs4}, . . . , {vs2k−1 , vs2k}} and {{vs2 , vs3}, {vs4 , vs5}, . . . , {vs2k , vs1}}.





























This settles the proof.
3.2 Wheel Graphs
Figure 3.1: The wheel graph W8.
The wheel graph Wn, which resembles a wheel
with spokes when embedded in the plane, is obtained
by taking the join of Cn−1 and a vertex.




Proof. Let n ≥ 4. Clearly pk(Wn) = 0 if 2k > n, so
we assume 1 ≤ k ≤ bn/2c. For k = 1 the equality
24
simplifies to pk(Wn) =
2+n−2
n = 1, which holds since
Wn is connected.
Let v1, v2, . . . , vn−1, x be the vertices of Wn such that x is the central vertex, and let S be
an arbitrary set of 2k vertices in Wn. We proceed by considering all possible choices for S and
constructing all solvable unordered k-assignments A such that V (A) = S.







We note that all solvable assignments on S are uniquely determined by pairing x with some
other vertex vs in S. This is because deleting x and vs from Wn leaves a path, on which there is
only one way to solve the rest of the assignment.
We conclude that for Case 1, there are 2k − 1 solvable assignments.







We may label the vertices in S in clockwise-order as {vs1 , vs2 , . . . , vs2k} so that s1 < s2 < · · · <
s2k.
The only assignments that do not require routing through x are the two assignments below:
{{vs1 , vs2}, {vs3 , vs4}, . . . , {vs2k−1 , vs2k}} and {{vs2 , vs3}, {vs4 , vs5}, . . . , {vs2k , vs1}}.
Suppose then that A requires routing through x. Then there is a pair {vsi , vsj} in A with i±1 6= j
modulo 2k. Clearly the optimal path to route this pair is vsixvsj , since any other path through x
uses superfluous vertices, and any path that does not go through x must pass either through vsi+1
or vsj+1 . Note that deleting this path from Wn leaves two disjoint paths, each containing at least
one vertex from S (since we assumed i± 1 6= j modulo 2k). The rest of the assignment is solvable
precisely if each of these two paths contain an even number of vertices from S, in which case there
is exactly one solution to the rest of the assignment. This means that j must belong to the set
{i+ 3, i+ 5, i+ 7, . . . , i− 5, i− 3}, where the numbers are taken modulo 2k.
This implies that i and j must have opposite parity. Without loss of generality we may assume
i is odd, so we have k choices for i and k − 2 choices for j.
25
We conclude that for Case 2, there are 2 + k(k − 2) = k2 − 2k + 2 solvable k-assignments.



































)((2k − 1)( n− 1
2k − 1
)

































2k(2k − 1) + (k2 − 2k + 2)(n− 2k)
)
=
2k(2k − 1) + (k2 − 2k + 2)(n− 2k)
n(2k − 1)!!
This settles the proof.
Before computing an upper bound for Ψ(Wn) for all n, we first prove a helpful lemma.






























































































Thus we obtain 2B = 1 + 2A+ J(1) = 2 + 3J(1), which proves the third identity.
Proposition 3.2.3. For n ≥ 4 we have























Proof. The last inequality is an upper-bound approximation, and the second equality follows from
noting that each term is nonnegative, so any finite sum will be smaller than the infinite sum.








Claim. p2(Wn) > p2(Wn+1) and pk(Wn) ≤ pk(Wn+1) for k 6= 2.
Indeed, we observe the following:















− 2k(2k − 1)
n














(2k3 − 8k2 + 6k)
= k2 − 4k + 3 = (k − 1)(k − 3).
Since 1 ≤ k ≤ bn/2c, then (k − 1)(k − 3) < 0 if k = 2 and (k − 1)(k − 3) ≥ 0 otherwise. Since
n(n+1)(2k−1)!!
2k is positive, then p2(Wn+1)−p2(Wn) is negative and pk(Wn+1)−pk(Wn) is nonnegative
for k 6= 2, justifying the claim. Thus we have the following:
Ψ(Wn) = 1 + p2(Wn) +
bn/2c∑
k=3





pk(Wn) = 2 +
bn/2c∑
k=3














(2k−1)!! , this proves the first inequality. To prove the remaining


























































Proof. If we define g(1) = g(2) = 1 and g(k) = lim
n→∞
pk(Wn) for k ≥ 3, then by the previous
proposition pk(Wn) ≤ g(k) and
∞∑
k=1












The rest of the proof follows from applying Lemma 3.2.2.
3.3 Fan Graphs
Figure 3.2: The fan graph W−8 .
The fan graph, which we will denote by W−n ,
resembles a fan when embedded in the plane. It is
constructed by taking the join of Pn−1 and a vertex,
or it can be obtained from Wn by deleting any edge
not incident to the central vertex. As such, we obtain
pk(W
−
n ) ≤ pk(Wn), and all that implies.
Proposition 3.3.1. For n ≥ 4 we have pk(W−n ) =
4k2+(k2−k+2)(n−2k)
2n(2k−1)!! .
Proof. Since W−n is connected then p1(W
−
n ) = 1, and so the formula holds for k = 1.
We now consider k ≥ 2 when n ≥ 4.
Let S be an arbitrary set of 2k vertices, and let v1, v2, . . . , vn−1, x denote the vertices of W
−
n ,
such that v1v2 · · · vn−1 forms a path and x is the vertex adjacent to all other vertices. We proceed
by considering all possible choices for S and constructing all solvable unordered k-assignments A
such that V (A) = S.
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We note that all solvable assignments on S are uniquely determined by pairing x with some
other vertex vs in S. This is because deleting x and vs from W
−
n leaves two paths, on which there
is at most one way to solve the rest of the assignment. In fact, such an assignment is solvable
precisely when each of the two paths contains an even number of vertices from S.
Of the 2k − 1 remaining vertices in S to pair with x, only v1, v3, . . . , v2k−1 can satisfy this
requirement, so for Case 1 there are k solvable assignments.







The vertices in S may be labeled in consecutive order as {vs1 , vs2 , . . . , vs2k} such that p < q
implies sp < sq. The only assignment on S that does not require routing through x is
{{vs1 , vs2}, {vs3 , vs4}, . . . , {vs2k−1 , vs2k−2}}.
Suppose then that A requires routing through x. Then there is a pair {vsi , vsj} in A such that
|si − sj | > 1. Similar to the argument for Wn, the optimal path to route this pair is vsixvsj , and
deleting this path from W−n leaves three disjoint paths (with perhaps one or two of the outer paths
being empty), each containing vertices from S. The rest of the assignment is solvable precisely
when these paths contain an even number of vertices from S, in which case there is exactly one
solution to the rest of the assignment.
This means that the number of choices for {si, sj} is precisely the number of ways to arrange 2
bars and 2k − 2 stars such that the bars partition the stars into three even-sized groups with the
middle group being nonempty. Note that this is equivalent to arranging 2 bars and k− 1 star pairs






− k many such pairs-and-bars arrangements.






, since we are choosing 2 positions to place bars.
29
However, this count includes arrangements with an empty middle group – arrangements with






















with a nonempty middle group.



























































































































4k2 + (2 + k2 − k)(n− 2k)
2n(2k − 1)!!
.
This settles the proof.
Like before, we can use this to find an upper bound for Ψ(W−n ).






















Proof. The last inequality is an upper-bound approximation, and the second inequality follows from
noting that each term is nonnegative, so any finite sum will be smaller than the infinite sum.




nk2 − nk + 2n− 2k3 + 6k2 − 4k
2n(2k − 1)!!
=






n ) ≤ pk(W−n+1).
This follows from noting that −2k3 + 6k2 − 4k = 0 if k = 1 or k = 2 and −2k3 + 6k2 − 4k < 0









2(2k−1)!! , giving us the first inequality.









3.4 Complete Bipartite Graphs
In the previous chapter we completely determined pk(Km,n) for all k when m = 2. Here we
present a summation formula for all m.
Theorem 3.4.1. Let b, r be positive integers such that b ≤ r. Then the following statements hold:
(i) pk(Kb,r) = 0 for k > b,

























< k ≤ b.
Proof. Let B and R denote the bipartitions of V (Kb,r) so that |B| = b, |R| = r and every edge is
incident to a vertex in B and a vertex in R.
Suppose k > b. Since every edge is incident to a vertex in B then there is no (b+ 1)-matching
so Lemma 2.1.5 implies pb+1(Kb,r) = 0. Therefore pk(Kb,r) = 0 for k > b, proving (i).
Color the vertices in B blue and the vertices in R red. For any distinct u, v, we will say that
{u, v} is a blue pair if u, v are both red. Similarly, {u, v} is a blue pair if u, v are both red, and we
will say that {u, v} is a purple pair if u and v are different colors.
Let A be any k-assignment. Let i denote the number of blue pairs in A and let j denote the
number of red pairs A. Then the remaining k − (i + j) pairs in A are purple. Naturally we have
0 ≤ i ≤ k, 0 ≤ j ≤ k, and 0 ≤ i+ j ≤ k.
Claim. A is solvable if and only if i ≤ b− k and j ≤ r − k.
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Indeed, A is solvable if and only if every blue pair in A can use a red vertex not in V (A) and if
every red pair in A can use a blue vertex not in V (A). Since there are 2i+ k− (i+ j) blue vertices
and 2j+k−(i+j) red vertices already in V (A), then A is solvable if and only if 2i+k−(i+j)+j ≤ b


















≥ k ≥ j, and so
j ≤ r− k already holds. If k ≤ b2 , then i ≤ k automatically forces i ≤ b− k and j ≤ b− k, so every





then b is odd and k = b+12 . This





blue pairs anyway, so we still have i ≤ b − k. Further, A
















= r−k, so every k-assignment
















< k, so b− k < k.



















· k! unordered k-assignments that contain i blue
pairs and j red pairs such that i, j satisfy the following inequalities:
0 ≤ i ≤ k, 0 ≤ j ≤ k, 0 ≤ i+ j ≤ k, i ≤ b− k, j ≤ r − k.
Suppose i, j satisfy the inequalities above. We will count the number of unordered k-assignments
that contain i blue pairs and j red pairs:
1. Choose 2i vertices from B.
2. Construct the i blue pairs using these vertices
3. Choose 2j vertices from R.
4. Construct the j red pairs using these vertices.
5. Choose k − i − j vertices from the remaining blue vertices and k − i − j vertices from the
remaining red vertices.
6. Construct the k − i− j purple pairs using these vertices.
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· k!, justifying the claim.
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i!j!(k − i− j)!(k − i− j)!
(b+ r − 2k)!












i!j!(k − i− j)!(k − i− j)!
(
b+ r − 2k
b− i− k + j
)
.










i!j!(k − i− j)!(k − i− j)!
(
b+ r − 2k
b− i− k + j
)
This proves (iii).
Corollary 3.4.2. min(m,n)2 ≤ Ψ(Km,n) ≤ min(m,n) for all positive integers m,n.






















pk(Kb,r), this settles the proof.
3.5 Miscellaneous Results
Here we list results that don’t fit neatly in any other chapter.
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Proposition 3.5.1. Let G be an n-vertex graph with a vertex of degree d(v) < n− 1.
Then pK(G) ≤ 1− n−1−d(v)( n2K)(2K−1)





. In particular, pK(G) < 1.
Proof. Let N(v) denote the neighborhood of v, let w be a vertex not adjacent to v, and let A
be any assignment that contains the pair {v, w} and also contains the vertices in N(v). (Such an
assignment must contain at least d(v)+2 vertices.) Then A is unsolvable, since any v, w-path must
pass through N(v), so pK(G) < 1.
Note that there are n − d(v) − 1 choices for w, and the remaining pairs can be chosen in
(2K−2)!
2K−1(K−1)! ways. Thus there are at least (n− d(v)− 1)
(2K−2)!
2K−1(K−1)! unsolvable K-assignments.
After some algebraic simplification we obtain 1− pK(G) ≥ (n−d(v)−1)( n2K)(2K−1)
.
Thus pK(G) ≤ 1− (n−d(v)−1)( n2K)(2K−1)
. This settles the proof.
Let G(n, ρ) denote the Erdős-Rényi random graph on n vertices, generated by randomly includ-
ing each edge independently with probability ρ.
Proposition 3.5.2. For 2k ≤ n we have




where P (n, ρ) denotes the probability that G(n, ρ) is connected.
Proof. We first prove ρ · pk−1(G(n, ρ)) ≤ pk(G(n, ρ)) ≤ pk−1(G(n − 2, ρ)) · P (n − 2k + 2, ρ). The
remaining inequalities will then follow by induction.
Let Ak be a randomly-chosen ordered k-assignment, and let Ak−1 denote the ordered (k − 1)-
assignment obtained by deleting the last vertex pair {u, v} from Ak.
If uv is an edge, then Ak is solvable precisely when Ak−1 is solvable in G(n− 2, ρ). We obtain
a lower bound on pk(G(n, ρ)) by assuming Ak is solvable only if uv is an edge, and so we obtain
ρ · pk−1(G(n, ρ)) ≤ pk(G(n, ρ)).
On the other hand, suppose Ak−1 is solvable without using the vertices u, v. Then Ak is solvable
if there is a u, v-path in G(n, ρ) that does not use vertices already used to solve Ak−1. We obtain
an upper bound on pk(G(n, ρ)) by assuming Ak−1 is solvable using only the vertices in V (Ak−1),
and so we obtain pk(G(n, ρ)) ≤ pk−1(G(n− 2, ρ)) · P (n− 2k + 2, ρ).
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Theorem 3.5.3. The following statements are equivalent.
i. G is a 2n-vertex graph such that 1 > pn−1(G) = pn(G) > 0.
ii. G is a disjoint union of two or more nonempty complete graphs, each on an even number of
vertices.
Proof. Since p0(G) = 1 for all G then the result is trivial for n = 1, so we assume n ≥ 2.
(ii =⇒ i)
Let G be a disjoint union of two or more nonempty complete graphs, each on an even number of
vertices. Clearly G has a perfect matching – simply take a perfect matching inside each component.
This shows that pn(G) > 0. However, G is disconnected, so pn(G) < 1. It now suffices to show
that pn−1(G) = pn(G).
Let A0 be a random ordered n-assignment, let A1 be the ordered (n− 1)-assignment obtained
by deleting the last pair {y, z} in A0. Then it suffices to show that A0 is solvable if and only if A1
is solvable. Let A2 be the ordered (n− 2)-assignment obtained by deleting the last pair {w, x} in
A1. If A2 is not solvable, then A0 and A1 are both not solvable. Suppose then that A2 is solvable.
Then A2 can be solved using edges, since each pair in A2 appears within a component that is a
clique.
That is, determining whether A1 and A0 are solvable depends solely on the structure of the
induced subgraph G({w, x, y, z}). Since A2 is solvable, then G({w, x, y, z}) can be obtained by
deleting n− 2 disjoint edges from G. As such, G({w, x, y, z}) must be isomorphic to either K4 or
K2 ∪K2. If G({w, x, y, z}) is isomorphic to K4 then both A0 and A1 are solvable.
Suppose then that G({w, x, y, z}) is isomorphic to K2 ∪K2. Then wx is an edge if and only if
yz is an edge, and so A0 is solvable if and only if A1 is solvable.
In all cases A0 is solvable if and only if A1 is solvable. Therefore pn−1(G) = pn(G).
(i =⇒ ii)
Let G be a 2n-vertex graph such that 1 > pn−1(G) = pn(G) > 0.
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Since pn(G) > 0 then there is a solvable n-assignment. Let A0 = {{v2k−1, v2k}}1≤k≤n be a
solvable n-assignment, and let M0 = {{v2k−1v2k}}1≤k≤n be the associated perfect matching. Since
|V (G)| = 2n then {v2k−1v2k}1≤k≤n is a perfect matching.
We will first show that every induced subgraph of G on four vertices is either K4 or K2 ∪K2.
We will then show that this implies G is the disjoint union of two or more complete graphs, each
on an even number of vertices.
Claim (Extender Claim). Let {w, x, y, z} ⊆ V (G) such that G[V (G) − {w, x, y, z}] contains an
(n− 2)-matching.
i. If wx is an edge then yz is also an edge.
ii. If G[{w, x, y, z}] is connected then G[{w, x, y, z}] is isomorphic to K4.
Let M be an (n − 2)-matching in G[V (G) − {w, x, y, z}] and let A be the associated solvable
(n− 2)-assignment.
To justify the first part of the claim, note that A∪{{w, x}} is a solvable (n− 1)-assignment, so
by the hypothesis A∪ {{w, x}} ∪ {{y, z}} is a solvable n-assignment. Since solvable n-assignments
correspond to perfect matchings, then yz is also an edge.
To justify the second part of the claim, note that A ∪ {{w, x}}, A ∪ {{w, y}} and A ∪ {{w, z}}
are solvable (n − 1)-assignments, so by the first part of the claim A ∪ {{w, x}} ∪ {{y, z}}, A ∪
{{w, y}} ∪ {{x, z}} and A ∪ {{w, z}} ∪ {{x, y}} are solvable n-assignments. This implies that
wx, yz, wy, xz, wz, xy are all edges, so G[{w, x, y, z}] is isomorphic to K4.
Claim. The induced graph G[{v2i−1, v2i, v2j−1, v2j}] is isomorphic to K4 or K2∪K2 whenever i < j
Without loss of generality consider G[{v1, v2, v3, v4}]. Note G[V (G)−{w, x, y, z}] has the (n−2)-
matching {{v2i−1, v2i}}3≤i≤n.
We know that v1v2 and v3v4 are edges. If G[{v1, v2, v3, v4}] is isomorphic to K2 ∪K2 then we
are done. Suppose then, without loss of generality, that v1v3 is an edge.
Then v2v1v3v4 is a spanning tree for G[{v1, v2, v3, v4}]. By the Extender Claim G[{v1, v2, v3, v4}]
is isomorphic to K4, so the claim above is justified.
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Claim. For any edge xy ∈ E(G) and any i the induced graph G[{v2i−1, v2i, x, y}] is isomorphic
either to K4 or K2 ∪K2.
Without loss of generality consider G[{v1, v2, v3, y}] where y is arbitrary. If y = v4 then we
are already done by the previous claim, so without loss of generality let y = v6. Note then that
G[V (G)− {v3, v4, v5, v6}] has the (n− 2)-matching {{v2i−1, v2i}}4≤i≤n ∪ {v1, v2}.
Since v3v6 is an edge by the Extender Claim v4v5 is also an edge. Note then that G[V (G) −
{v1, v2, v3, v6}] has the (n− 2)-matching {{v2i−1, v2i}}4≤i≤n ∪ {v4, v5}.
Since v2v1v3v6 is a spanning tree forG[{v1, v2, v3, v6}] then by the Extender ClaimG[{v1, v2, v3, v6}]
is isomorphic to K4, so the claim above is justified.
Claim. For any two disjoint edges wx, yz ∈ E(G) such that some 2-element subset of {w, x, y, z}
belongs to M0, then G[{w, x, y, z}] is isomorphic either to K4 or K2 ∪K2.
If wx or yz is an edge in M0 then we are done by the previous claim. Thus without loss of
generality let wx = v1v3 and y = v4. If z = v2 we are done by the previous claim, so without loss
of generality let z = v6.
Note that v3v4v6v5 is a spanning tree for G[{v3, v4, v5, v6}]. Since {{v2i−1, v2i}}4≤i≤n ∪ {v1, v2}
is an (n− 2)-matching in G[V (G)− {v3, v4, v5, v6}], then G[{v3, v4, v5, v6}] is isomorphic to K4 by
the Extender Claim.
Thus v4v5 is an edge. This implies {{v2i−1, v2i}}4≤i≤n ∪ {v4, v5} is an (n − 2)-matching in
G[V (G) − {v1, v2, v3, v6}], so G[{v1, v2, v3, v6}] is isomorphic to K4 or K2 ∪ K2 by the Extender
Claim. Since v2v1v3v6 is a spanning tree for G[{v1, v2, v3, v6}], then G[{v1, v2, v3, v6}] is isomorphic
to K4.
Thus v1v6 is an edge. Therefore by the previous claim G[{v1, v3, v4, v6}] is isomorphic to K4 or
K2 ∪K2 and the claim is justified.
Claim. For any two disjoint edges wx, yz ∈ E(G) we have that G[{w, x, y, z}] is isomorphic either
to K4 or K2 ∪K2.
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If any 2-element subset of {w, x, y, z} belongs to M0 then by the previous claim we are done.
Thus without loss of generality we may assume wx = v1v3 and yz = v6v8.
If G[v1, v3, v6, v8] is isomorphic to K2 ∪ K2 then we are done. Suppose then, without loss of
generality, that v3v6 is an edge.
Then we observe that v3v4 and v6v8 are disjoint edges such that v3v4 ∈M0, so by the previous
claim G[{v3, v4, v6, v8}] is isomorphic either to K4 or K2 ∪ K2. Since v3v6 is also an edge then
G[{v3, v4, v6, v8}] is isomorphic to K4.
Next we observe that v1v2 and v3v8 are disjoint edges such that v1v2 ∈M0, so by the previous
claim G[{v1, v2, v3, v8}] is isomorphic either to K4 or K2 ∪ K2. Since v1v3 is also an edge then
G[{v1, v2, v3, v8}] is isomorphic to K4, so v1v8 is an edge.
Next we observe that v1v2 and v6v8 are disjoint edges such that v1v2 ∈M0, so by the previous
claim G[{v1, v2, v6, v8}] is isomorphic either to K4 or K2 ∪ K2. Since v1v8 is also an edge then
G[{v1, v2, v6, v8}] is isomorphic to K4, so v1v6 is an edge.
Since v1v3, v1v6, v1v8, v3v6, v3v8, v6v8 are all edges then G[{v1, v3, v6, v8}] is isomorphic to K4,
so the claim is justified.
Claim. Every connected component of G is a clique on an even number of vertices.
Every connected component has an even number of vertices because A0 is a perfect matching.
We now show that each component is a clique.
Suppose xy is a non-edge in G. Let Wx and Wy denote the components containing x and y,
respectively. Since A0 is a perfect matching, then x has a neighbor w and y has a neighbor z such
that w and z are distinct.
Suppose w is a neighbor of x and suppose z is a neighbor of y such that w and z are distinct.
Since wx and yz are disjoint edges and xy is a non-edge, then by our previous claim G[{w, x, y, z}]
is isomorphic to K2 ∪K2. That is, there is no edge between x and the neighborhood of y.
Define y0, y1, y2, . . . , ym to be any sequence of distinct vertices such that y0 = y and that yk is
a neighbor of yk−1 for each k ≥ 1. By hypothesis xy0 is a non-edge. By our previous reasoning if
xyk is a non-edge then xz is a non-edge for every z in the neighborhood of yk. By induction this
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implies that xyk is a non-edge for every k. We conclude that there is no path between x and y,
and so x and y reside in different components.
By contraposition if x, y belong to the same component then xy is an edge, so we conclude that
every component is a clique. Therefore G is the disjoint union of nonempty complete graphs, each
on an even number of vertices. Since pn(G) < 1 then G is not the complete graph, so G is the
disjoint union of two or more nonempty complete graphs, each on an even number of vertices.
This settles the proof.
Computation suggests two conjectures:
Conjecture 3.5.4. The following statements are equivalent.
i. G is an n-vertex graph such that 1 > pK−1(G) = pK(G) > 0, where K = bn/2c.
ii. G is a disjoint union of two or more nonempty complete graphs, each on an even number of
vertices.
This is the weaker conjecture. The proof that (ii) implies (i) is precisely the same as in the
previous theorem, but proving that (i) implies (ii) is trickier. There is some difficulty in showing
that G has to be a graph on an even number of vertices, let alone a disjoint union of complete
graphs.
Conjecture 3.5.5. Suppose G is an n-vertex graph with 1 > pk−1(G) = pk(G) > 0 for some k.
Then n is even, k = n/2 and G is a disjoint union of two or more nonempty complete graphs,
each on an even number of vertices.
This is the stronger conjecture, which has been verified via computation for n ≤ 7. As with the
previous conjecture, there is some difficulty showing that n is even, but there is the added difficulty
of showing that k cannot be smaller than n/2.
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CHAPTER 4. Graphs with at Most One Cycle
In this chapter we discuss formulas and bounds for graphs containing at most one cycle, i.e.
forests and unicyclic graphs.
4.1 Forests
A forest is a graph that does not contain a cycle, and a tree is a forest that is connected.
We recall that solvk(S,G) is the number of solvable unordered k-assignments on vertex subset
S in graph G, and so is a nonnegative integer.
Lemma 4.1.1. If F is a forest then solvk(S, F ) ≤ 1 for any subset S ⊆ V (F ) with |S| = 2k.
Proof. We proceed by induction on n, the number of vertices in the forest. For base case, we note
that solvk(S, F ) ≤ 1 for 0 ≤ n ≤ 3. Indeed, 0 ≤ n ≤ 3 forces |S| ∈ {0, 2}, and so there is precisely
one unordered assignment on S, hence at most one solvable unordered assignment.
Suppose for the inductive hypothesis that the lemma holds for n and n− 1, for some n ≥ 3.
For the inductive step, let F be a forest on n+ 1 vertices and let S be any vertex subset on 2k
vertices for some k ≥ 0. Suppose A1 and A2 are solvable unordered k-assignments on S. We will
prove that A1 = A2.
If k = 0 then A1 and A2 are both the empty assignment, so we assume k ≥ 1.
Suppose F has no leaves. Then F is the disjoint union of n+ 1 isolated vertices. However, this
implies there are no edges, which contradicts A1 being solvable. Thus F contains at least one leaf.
Suppose v /∈ S is a leaf in F . Then A1, A2 are solvable assignments on S in the graph F −{v}.
By the inductive hypothesis we obtain A1 = A2.
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Suppose then that every leaf of F is contained in S. Let v be a leaf in S, and let w denote the
unique neighbor of v. If w /∈ S, then we can construct new k-assignments A′1 and A′2 by replacing
v with w in these assignments. Further, these new assignments are solvable in F − {v}, so by the
previous argument A′1 = A
′
2. By substituting v back for w, we obtain A1 = A2.
Suppose then that w ∈ S. If {v, w} /∈ A1 then the path connecting v to its mate must pass
through w, a contradiction to A1 being solvable. Thus we must have {v, w} ∈ A1. Similarly
{v, w} ∈ A2. We note that A1 − {{v, w}} and A2 − {{v, w}} are solvable (k − 1)-assignments on
S −{v, w} in the forest F −{v, w}, so by the inductive hypothesis A1 −{{v, w}} = A2 −{{v, w}}.
Thus we conclude that A1 = A2.
Hence there is at most one solvable unordered k-assignment on S in F , settling the proof.












where f(S) = 1 if there exists a solvable k-assignment on S, and f(S) = 0 otherwise.
Proof. Combine the previous lemma with Theorem 3.1.1.
This theorem can quickly prove pk(Pn) =
2kk!




possible sets S. Naturally this gives us an upper bound for forests and trees.
Corollary 4.1.3.
1. Ψ(F ) ≤ Ψ(Pn) for any forest on n vertices.
2. Ψ(Sn) ≤ Ψ(T ) ≤ Ψ(Pn) for any tree T on n vertices.
Proof. Since trees are connected then p1(Sn) = p1(T ) = 1. Since pk(Sn) = 0 for k ≥ 2 then we
obtain Ψ(Sn) ≤ Ψ(T ) trivially. Thus it suffices to show Ψ(F ) ≤ Ψ(Pn) for any forest on n vertices.
For k = 1 we trivially obtain p1(F ) ≤ 1 = p1(Pn).
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Of course, we can use Theorem 4.1.2 to determine pk(F ) for any forest F , since for each
S ⊆ V (F ) we need only check if a solvable k-assignment on S is even possible.
Figure 4.1: The (4, 5)-broom graph P4S5.
Let PmSn denote the (m,n)-broom graph, a
graph resembling a broom obtained by added an
edge between a leaf in Pm and the central vertex
in Sn. Note m ≥ 1 implies that the central vertex of
PmSn has degree n and eccentricity m. Additionally,
certain choices for m and n simply yield a path or
star graph. Specifically, P0Sn = Sn, P1Sn = Sn+1,
PmS0 = Pm, PmS1 = Pm+1 and PmS2 = Pm+2.






















Proof. Since PmSn is a tree, it suffices to determine f(S) for each 2k-vertex subset S and then
apply Theorem 4.1.2. Let W denote the set of n vertices of the star used to construct PmSn.
Claim. There is a solvable k-assignment on S if and only if |S ∩W | ≤ 2.
Indeed, if |S ∩W | = 0 or |S ∩W | = 1 then S is contained in a subgraph of PmSn isomorphic
to a path, and if |S ∩W | = 2 then the two vertices in |S ∩W | can be routed to each other, with
the remaining vertices in S contained in a subgraph of PmSn isomorphic to a path. On the other
hand, if |S ∩W | ≥ 3 then any k-assignment on S cannot be solved due to multiple paths needing
to route through the star’s central vertex.









































This settles the proof.
Figure 4.2: The (4, 5)-broom graph is also
the 5-legged spider SP4,1,1,1,1.
Let SPn1,n2,...,nm denote the graph obtained
by taking path graphs Pn1+1, Pn2+1, . . . , Pnk+1 and
identifying a leaf from each path as the same ver-
tex. That is, SPn1,n2,...,nm is a m-legged spider on
1 + n1 + n2 + · · ·+ nm vertices.
Proposition 4.1.5. If n1, n2, n3 ≥ 1 then























Proof. Since SPn1,n2,n3 is a tree, it suffices to determine f(S) for each 2k-vertex set S and apply
Theorem 4.1.2. Let v be the unique vertex of degree 3, and let V1, V2, V3 denote the vertex subsets
associated with the legs of length n1, n2, n3, respectively. Additionally, let S be an arbitrary 2k-
vertex subset and let B = {b1, b2, b3}, where bi = |S ∩ Vi| for each i. We consider cases.
Case 1: v /∈ S.
Then b1 + b2 + b3 = 2k, so B contains either 0 or 2 odd numbers.
If B contains 0 odd numbers, then the portion of S in Vi is solvable within Vi for each i, since
the vertices in Vi form a path.
If B contains 2 odd numbers, say b1 and b2 without loss of generality, then the portion of S in
V3 is solvable within V3, while the portion of S within V1∪V2∪{v} is solvable within V1∪V2∪{v}.
Either way, v /∈ S implies f(S) = 1.
Case 2: v ∈ S.
Then b1 + b2 + b3 + 1 = 2k, so B contains either 1 or 3 odd numbers.
If B contains 1 odd number, say b1 without loss of generality, then the portion of S in Vi is
solvable within Vi for i = 2, 3, and the portion of S within V1 ∪ {v} is solvable within V1 ∪ {v}.
That is, f(S) = 1 here.
43
On the other hand, if B contains 3 odd numbers, then S cannot be solved – indeed, if v is paired
with a vertex from leg i, then the odd-vertex-out in the remaining two legs must route through v.
We conclude from these cases that S is not solvable precisely when v ∈ S and B contains












To finish the proof, we note that N is the number of ways to choose an odd number of vertices
bi vertices from Vi for each i such that 1 ≤ bi ≤ ni and b1 + b2 + b3 = 2k − 1. If we let c1, c2, c3 be
integers such that 2ci + 1 = bi for each i, we see that N is the number of ways to choose 2ci + 1




















≤ pk(SPa,b,n−a−b) ≤ pk(Pn+1).
Proof. Since SPa,b,n−a−b is a tree on n+ 1 vertices, the upper bound follows from Corollary 4.1.3.





sets S that do not contain the vertex of degree 3.






















, the result holds.
4.2 Subunicyclic Graphs
A unicyclic graph is a graph with exactly one cycle, and a subunicyclic graph is a graph
with at most one cycle.
Several proofs in the previous section can be adapted for subunicyclic graphs.
Remark 4.2.1. solvk(S,Cn) = 2 for any 2k-subset S of Cn when k ≥ 2.
Indeed, this can be derived from Proposition 1.3.3 and Theorem 3.1.1.
Lemma 4.2.2. If U is a subunicyclic graph then solvk(S,U) ≤ 2 for any subset S ⊆ V (U) with
|S| = 2k.
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Proof. The proof is similar to the proof for Lemma 4.1.1. We proceed by induction.
The result is clear for 0 ≤ n ≤ 3, since any 2k-vertex subset S can have at most one k-assignment
on it, establishing the base case. Suppose for the inductive hypothesis that the lemma holds for n
and n − 1 for some n ≥ 3. Let A1, A2, A3 be solvable k-assignments on S. We will show that at
least two of these assignments are equal.
Suppose U has an isolated vertex v. Then v /∈ S, since A1 is solvable. Thus A1, A2, A3 are
solvable k-assignments on U − {v}, so by the inductive hypothesis at least two of A1, A2, A3 are
equal. We assume then that U contains no isolated vertices.
Suppose U has no leaves. Since U is subunicyclic, then U has at most n edges. Since U has no
isolated vertices and no leaves, then each vertex has degree at least 2 and so by the handshaking
lemma U has at least n edges. We conclude U has exactly n edges and that each vertex has degree
2, and so U is a disjoint union of cycles. Since U has at most one cycle, then U is the graph Cn,
which from the previous remark has at most 2 solvable k-assignments on any 2k-vertex subset S,
so at least two of A1, A2, A3 are equal.
We assume then that U has at least one leaf. If v /∈ S is a leaf in U , then A1, A2, A3 are solvable
k-assignments in U − {k}, so by the inductive hypothesis at least two of A1, A2, A3 are equal.
We assume then that every leaf in U belongs to S. Let v ∈ S be a leaf, and let w denote the
unique neighbor of v. If w /∈ S, then we can construct new k-assignments A′1, A′2, A′3 by replacing
v with w, then deleting v to obtain that the new k-assignments that are solvable in U − {v}. By




3 are equal, so by construction at least two of
A1, A2, A3 are equal.
We assume then that w ∈ S. If {v, w} /∈ A1 then the path connecting v to its mate must
route through w, contradicting A1 being solvable. Similarly {v, w} ∈ A2 and {v, w} ∈ A3. Thus
Ai − {{v, w}} is solvable in U − {v, w} for each i, so by the inductive hypothesis at least two of
these Ai − {{v, w}} are equal. By construction at least two of A1, A2, A3 are equal.
This exhausts all cases, so we conclude that at least two of A1, A2, A3 are equal.
This settles the proof.
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Corollary 4.2.3. pk(U) ≤ pk(Cn) for any subunicyclic graph U .
Proof. For k = 1 we trivially have pk(U) ≤ 1.






















We finish the chapter with the following result, which is analogous to the result for trees.
Proposition 4.2.4. pk(S
+
n ) ≤ pk(U) for any connected unicyclic graph U on n ≥ 4 vertices.
Proof. The result can be easily verified computationally for n ≤ 6, so we may assume n ≥ 7.
Since pk(S
+
n ) = pk(U) = 1 and pk(S
+
n ) = 0 ≤ pk(U), it suffices to prove that S+n minimizes the
number of solvable 2-assignments out of all connected unicyclic graphs.
Let v1v2 · · · vmv1 denote the vertices in the cycle, and let C = {vk : 1 ≤ k ≤ m}. For conve-
nience, let vm+1 denote v1. For each 1 ≤ k ≤ m, define Tk to be the subtree rooted at vk such that
Tk ∩C = {vk}. That is, we can construct U from T1, . . . , Tk by adding the edges vkvk + 1 for each
k.
We will transform U into S+n through a series of steps, then show that the number of solvable
2-assignments cannot increase at each step.
For the first step, transform U into a new graph U ′ by deleting all the edges in each Tk and
adding edges so that each Tk is now a star with central vertex vk.
For the second step, we will transform U ′ into the apple graph Cn−mm by relocating the leaves
so that each leaf is adjacent to v1.
For the final step, we will replace Cn−mm with S
+
n .
Claim. Every solvable 2-assignment in U ′ is also solvable in U .
Let A = {{w1, w2}, {w3, w4}} be a random 2-assignment, and define k1, k2, k3, k4 (possibly
not-distinct) such that wi ∈ Tki for each i ∈ {1, 2, 3, 4}.
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Case 1: At least three integers in {k1, k2, k3, k4} are the same.
Case 2: k1 = k3 or k2 = k4.
Without loss of generality, assume that k1 = k2 = k3 for Case 1 and that k1 = k3 for Case 2.
In both cases A is not solvable in U ′, as both routing paths must route through vk1 .
Case 3: k1 = k2 = a and k3 = k4 = b where a 6= b.
Then A is solvable in U ′. Further, A is also solvable in U . Indeed, there is a w1, w2-path
contained in Tk1 and a w3, w4-path contained in Tk3 , and these paths are vertex-disjoint since Tk1
and Tk1 are vertex-disjoint.
Case 4: The set {k1, k2, k3, k4} contains three distinct integers such that k1 6= k3 and k2 6= k4.
Without loss of generality k1 = k2. Then A is solvable in U
′. Further, A is also solvable in U .
Indeed, there is a w1, w2-path contained in Tk1 and a w3, w4-path contained in V (U)− V (Tk1 , and
both of these paths are clearly disjoint.
Case 5: The integers k1, k2, k3, k4 are all distinct.
Without loss of generality we may assume k1 < k2 and k1 < k3 < k4.
If k2 < k3 or k2 < k4, then A is solvable in U
′. Further, A is solvable in U via the paths
w1 · · · vk1 · · · vk2 · · ·w2 and w3 · · · vk3 · · · vk4 · · ·w4.
If k3 < k2 < k4 then A is not solvable in U
′.
We conclude that every solvable 2-assignment in U ′ is also solvable in U , justifying the claim.
Claim. Every solvable 2-assignment in Cn−mm is also solvable in U
′.
Let A = {{w1, w2}, {w3, w4}} be a random 2-assignment, and define k1, k2, k3, k4 (possibly
not-distinct) such that wi ∈ Tki for each i ∈ {1, 2, 3, 4}. Note that if ki 6= 1 then wi = vi in Cn−mm .
Case 1: At least three integers in {k1, k2, k3, k4} are equal to 1.
Case 2: k1 = k3 = 1 or k2 = k4 = 1.
Without loss of generality, assume that k1 = k2 = k3 = 1 for Case 1 and that k1 = k3 = 1 for
Case 2. In either case, A is not solvable in Cn−mm , as both routing paths must route through v1.
Case 3: The set {k1, k2, k3, k4} contains three distinct integers such that k1 6= k3 and k2 6= k4.
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Without loss of generality k1 = k2 = 1. Then A is solvable in C
n−m
m . Further, A is also solvable
in U ′. Indeed, there is a w1, w2-path contained in T1 and a w3, w4-path contained in V (U
′)−V (T1,
and both of these paths are clearly disjoint.
Case 4: The integers k1, k2, k3, k4 are all distinct.
Without loss of generality we may assume k1 < k2 and k1 < k3 < k4.
If k2 < k3 or k2 < k4, then A is solvable in U
′. Further, A is solvable in U via the paths
w1 · · · vk1 · · · vk2 · · ·w2 and w3 · · · vk3 · · · vk4 · · ·w4.
If k3 < k2 < k4 then A is not solvable in C
n−m
m .
We conclude that every solvable 2-assignment in Cn−mm is also solvable in U
′, so the claim above






Since Cn−33 = S
+
n , we will assume m ≥ 4. Let S be some set of 4 vertices, and let w denote the
vertex in the cycle adjacent to the n−m leaves.
Case 1: S contains three or more leaves.
Then every assignment on S is not solvable.
Case 2: S contains no leaves.






sets S that belong to this case.
Case 3: S contains one leaf x but not vertex w.
Then A on S is solvable if and only if A′ is solvable, where A′ is constructed from A by replacing






sets S that belong to this case.
Case 4: S contains one leaf x as well as vertex w.






sets S that belong to this case.
Case 5: S contains two leaves x, y but not vertex w.










sets S that belong to this case.
































3n2 − 2nm− 9n+ 6m
)
=
(m− 1)(m− 2)(3n− 2m)(n− 3)
12
Treating n ≥ 6 as constant, define f(m) = (m−1)(m−2)(3n−2m)(n−3)12 and g(m) = (m − 1)(m −
2)(2m− 3n) on the intervals [4, n].
We wish to minimize f(m), but since f(m) = −n−312 g(m) this is equivalent to maximizing
g(m) = 2m3 − 3(n+ 2)m2 + (9n+ 4)m− 6n.
The first and second derivative of g(m) are g′(m) = 6m2 − 6(n + 2)m + 9n + 4 and g′′(m) =
12m− 6(n+ 2), respectively. Critical points occur at m0 = 3(n+ 2) + 3
√
(n+ 2)2 − (9n+ 4) and
m1 = 3(n+ 2)−3
√
(n+ 2)2 − (9n+ 4). Note that n ≥ 7 implies that (n+ 2)2 ≥ 9(n+ 2) > 9n+ 4,
so the 9(n+ 2)2 − 9(9n+ 4) is always nonnegative.
However, note m1 ≤ 3(n+ 2)± 3
√
(n+ 2)2 = 0 < 4, which is outside of the range [4, n].
For the critical point m0 = 3(n+ 2) + 3
√
(n+ 2)2 − (9n+ 4), note that g′′(m0) = 12(3(n+ 2) +
3
√
(n+ 2)2 − (9n+ 4))− 6(n+ 2) ≥ 24(n+ 2)− 6(n+ 2) > 0, so g(m0) is a local minimum.
Since the only other critical point occurs at m1 < 3, then g(4) and g(n) are local maximums
in the range [3, n]. This implies that f(m) is minimized at either m = 3 or m = n. However,















Since 3n−8n−2 > 1 and since n ≥ 7 implies
n(n−1)
6 > 1, we conclude that C
n−m










2-assignments, so p2(U) ≥ p2S+n .
This settles the proof.
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CHAPTER 5. Planar Graphs
In this chapter we discuss formulas and bounds for planar graphs.
Definition 5.0.5. A planar graph is a graph that can be drawn in the plane such that edges
intersect only at endpoints.
That is, a planar graph can be drawn in the plane so that edges do not cross over each other.
Lemma 5.0.6. Let G be a planar graph with a face F incident to four or more vertices.
Then there is an unsolvable 2-assignment on G.
Proof. Embed G in the plane, and let F be a face incident to four or more vertices. For each edge
e in G, color e black if it is not incident to F , color e blue if it is incident to F and another face,
and color e red if it is incident only to F . Note that the blue edges form a g-cycle C = x1x2 . . . xg,
and that the red and blue edges form a unicyclic graph U .
Case 1: C has four or more vertices.
Let xa, xb, xc, xd be any vertices in C with 1 ≤ a < b < c < d ≤ g.
Case 2: C has three vertices.
Then the remaining vertices incident to F are incident to only red edges. Since F is incident to
four or more vertices, then there exists a leaf xa incident to F . Let xb denote the unique neighbor
of xa, and let xc and xd denote any two vertices in C distinct from xb.
Claim. In both cases, A = {{xa, xc}, {xb, xd}} is an unsolvable 2-assignment in G.
In Case 2 every xa, xc-path must pass through xb. Suppose then we have Case 1, and for sake of
contradiction suppose that A is solvable in G. Let P , Q be the disjoint paths such that P connects
xa to xc and Q connects xb to xd, Note G+ xaxc is also planar.
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However, we observe that P ′ = xaPxcxa is a cycle in G + xaxc that divides the plane into
two regions such that xb and xd belong to two separate regions. This implies that Q, which is an
xb, xd-path, must share a vertex with C
′ inside the graph G + xaxc. Since G and G + xaxc have
the same vertex set, this implies Q shares a vertex with P , contradicting P and Q being disjoint.
This settles the proof.
5.1 Outerplanar Graphs
Definition 5.1.1. An outerplanar graph is a graph that has a planar drawing where all vertices
belong to the unbounded face of that drawing.
Outerplanar graphs are planar graphs with additional structure (and fewer edges), and this
additional structure can be exploited to find an upper bound on their pansophy.
Before we state that result, though, we first need a lemma and an observation.
Remark 5.1.2. There are (2n − 1)(2n − 3) · · · (5)(3)(1) = (2n − 1)!! different ways to draw n
(possibly intersecting) chords between 2n labeled points on the circumference of a circle, such that
every labeled point is an endpoint of precisely one chord.
Indeed, if k chords are already drawn and if x has no chords incident to it, then there are
2n− 2k − 1 choices for the other endpoint of the chord incident to x.
Lemma 5.1.3. The number of ways to draw n non-intersecting chords between 2n labeled points
on the circumference of a circle, such that every labeled point is an endpoint of precisely one chord,






This result is Example 32.3(b) in [4], and can be proven by showing a direct bijection between
the number of such drawings and the number of expressions containing n pairs of correctly-matched
parentheses. We include another proof below.
Proof. Let Bn denote the number of ways to draw n such non-intersecting chords. Clearly B0 = 1.
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To count Bn+1 for n ≥ 0, note that we must first place the chord incident to a particular point,
then place the remaining n chords such that j chords lie on one side of the first chord, and n − j
chords lie on the other side. Since placing these remaining chords is equivalent to place these chords




This precisely defines the recurrence relation for the Catalan numbers.
With this, we can find nice bounds on Hamiltonian outerplanar graphs, which are outerplanar
graphs where the vertices on the outer face form a Hamiltonian cycle.
Theorem 5.1.4. For any Hamiltonian outerplanar graph G we have pk(G) ≤ 2
k
(k+1)! .
Proof. Embed G in the plane so that the vertices on the unbounded face form a Hamiltonian cycle,
and let S be any set of 2k vertices in G. Note that an unordered k-assignment on S is equivalent
to a drawing of k chords between 2k labeled points on the circumference of a circle such that every
labeled point is an endpoint of exactly one chord. Further, a necessary condition for a k-assignment






of the (2k − 1)!! different ordered k-assigments on S are solvable.












































Algebraic simplification yields the desired result.
















Proof. The first equality follows from the previous theorem, the second inequality is trivial, and

































(k+1)! , settling the proof.
5.2 Maximally Planar Graphs
Definition 5.2.1. A maximally planar graph H is a planar graph such that any graph obtained
by adding an edge to H is not planar.
Since Ψ(G) ≤ Ψ(H) whenever G is a spanning subgraph of H, then pansophy upper bounds
for maximally planar graphs apply to all planar graphs. This makes it easier to find upper bounds
for planar graphs, since maximally planar graphs have additional properties:
• Maximally planar graphs are 3-vertex-connected.
• Every face in a maximally planar graph is a triangle.
• Maximally planar graphs on n vertices have exactly 3n− 6 edges.
Although no upper bounds to the pansophy of a maximally planar graph are currently known,
we can still prove some results about maximally planar graphs themselves.
Proposition 5.2.2. Let G be a maximally planar graph with m pairs of faces that are pairwise
vertex-disjoint. Then p3(G) ≤ 1− m5(n6)
. In particular, p3(G) < 1.
Proof. Embed G in the plane, and let s1s2s3 and t1t2t3 be a pair of vertex-disjoint faces, with the
labels occurring in clockwise fashion. Then the following 3-assignments are unsolvable:




















Figure 5.1: Three unsolvable assignments.




simplification yields the desired result.
Lemma 5.2.3. Let G be a maximally planar graph and let S be a subset of V (G) such that the
induced graph G[V (G)− S] is disconnected. Then the induced graph G[S] contains a cycle.
We present Brendan McKay’s proof for this result.
Proof. Embed G in the plane, let H be a component in G[V (G)−S] and let S′ denote all vertices in
S adjacent to some vertex in H. Then H is a component of the disconnected graph G[V (G)− S′].
Since G is maximally planar, then G is 3-vertex-connected, so S′ contains at least three vertices.
Thus there is a Jordan Curve C that separates H from the rest of G such that C intersects the
drawing precisely at S′ (with the rest of C lying in the interiors of faces).
Label the vertices in S′ from s0 to s|S′|−1 so that sequential vertices on C receive consecutive
labels, where labels are taken modulo |S′|.
Claim. sisi+1 is an edge in G for each i.
Let c denote the portion of C that lies between si and si+1. By construction of the labeling,
no vertices lie on c, so c passes through the interior of a face f . Further, si and si+1 lie on the
boundary of this face. Since G is maximally planar, then f is a triangle. This forces si to be
adjacent to si+1. Thus C = s0s1 . . . s|S′|−1s0 is a cycle in G[S].
With this lemma in hand, we can now prove a characterization of maximally planar graphs.
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Proposition 5.2.4. Let G be a planar graph on at least four vertices.
Then p2(G) = 1 if and only if G is maximally planar.
Proof. ( =⇒ )
Suppose G is a planar graph that is not maximally planar. Then there exists a face F incident
to four or more vertices. By Lemma 5.0.6 there is an unsolvable 2-assigment on G, so p2(G) < 1.
(⇐= )
Suppose G = (V,E) is maximally planar. Then G is 3-vertex-connected.
Let A = ({w, x}, {y, z}) be an arbitrary 2-assignment on G. Since G is 3-vertex-connected, then
the induced graph G[V − {y, z}] is connected, so there is a w, x-path that does not include y or z.
Let P be a minimal w, x-path that does not include y or z. By minimality P is an induced path,
so G[P ] contains no cycles.
By the contraposition of the previous lemma, we know G[V −P ] is connected. Thus there exists
a y, z-path Q that is disjoint from P , so A is solvable. Since A was arbitrary, then p2(G) = 1.
This settles the proof.
Corollary 5.2.5. K3,3 is not planar.
Proof. A maximally planar graph on 6 vertices must have 3(6)− 6 = 12 edges. Since K3,3 has only
9 edges, then K3,3 is not maximally planar.
By Theorem 3.4.1 we know that p2(K3,3) = 1. Since K3,3 is not maximally planar, then by the








Figure 5.2: The Cayley graph G(Z7, {1, 2}).
The previous corollary illustrates how
Proposition 5.2.4 can be used to show that a
graph is not planar.
For any group G and set of group elements
S, let G(G, S) denote the Cayley graph with
vertex set G and edge set {gh : g = sh or sg =
h for some s ∈ S}.
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Theorem 5.2.6. If n ≥ 2 then G(Z2n+1, {1, 2})
is not planar.
The idea behind the proof is to use the edges generated by 2 to “untangle” 2-assignments that
are unsolvable in the subgraph G(Z2n+1, {1}) = C2n+1.
Proof. We note that G(Z5, {1, 2}) = K5 is a well-known nonplanar graph. We prove the result
for n ≥ 3. Note that G(Z2n+1, {1, 2}) has 2n + 1 vertices and 4n + 2 edges. Since n ≥ 3 then
3(2n + 1) − 6 = 6n − 3 = 4n + 2n − 3 ≥ 4n + 3 > 4n + 2, so G(Z2n+1, {1, 2}) does not have
enough edges to be maximally planar. It suffices to show that p2(G(Z2n+1, {1, 2})) = 1, for then
Proposition 5.2.4 will imply that G(Z2n+1, {1, 2}) is not planar.
Label the vertices v0, v1, . . . , v2n and let A = {{va, vb}, {vc, vd}} be an arbitrary 2-assignment.
Without loss of generality we may assume a < b, a < c and c < d. Note then we have either
a < b < c < d, a < c < b < d or a < c < d < b holds.
Case 1: a < b < c < d.
Then vava+1 . . . vb−1vb and vcvc+1 . . . vd−1vd are vertex-disjoint paths that solve A.
Case 2: a < c < d < b.
Then vava−1 . . . v0v2n . . . vb+1vb and vcvc+1 . . . vd−1vd are vertex-disjoint paths that solve A.
Note that assignments belong to Case 1 or 2 are solvable in the subgraphG(Z2n+1, {1}) = C2n+1.
Assignments belonging to the next case need to be “untangled”.
Case 3: a < c < b < d.
Note that (2n+ 1 + a− d) + (d− c) + (c− b) + (b− a) = 2n+ 1. This implies that one of the
summands is odd. Without loss of generality we may assume that c− b is odd.
Then vava+1 . . . vc−2vc−1vc+1vc+3 . . . vb−2vb and vcvc+2 . . . vb−3vb−1vb+1vb+2 . . . vd−2vd are vertex-
disjoint paths that solve A.
In any case, A is solvable. Since A was an arbitrary 2-assignment, then p2(G(Z2n+1, {1, 2})) = 1
as desired.
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This idea of “untangling” should work for any Cayley graph G(Zn, {1, x}) where x /∈ {1,−1}
and x is relatively prime to n. This suggests the following conjecture, which has been verified
computationally for n ≤ 37.
Conjecture 5.2.7. If x 6= ±1 and x is relatively prime to n, then p2(G(Zn, {1, x})) = 1.
It may also be possible to generalize this technique to higher-order generating sets:
Conjecture 5.2.8. Let S be a set of k distinct generators for Zn such that s ∈ S implies s−1 /∈ S.
Then pk(G(Zn, S)) = 1.
Note the pk(G(Zn, S)) = 1 holds when G(Zn, S) is the complete graph. With this optimization
in mind, the conjecture has been verified computationally for n ≤ 22.
5.3 Planar Graphs in General
Theorem 5.3.1. For any planar graph G we have p3(G) < 1.
Proof. It suffices to prove the result for maximally planar graphs. Let G be a maximally planar
graph. If |V (G)| < 6 then trivially p3(G) = 0 < 1. Thus we assume G has at least 6 vertices.
Since G is planar, then G has a vertex v with d(v) ≤ 5.
Case 1: d(v) ≤ 4.










= 3. Since K ≤ 3 then
p3(G) ≤ pK(G), and so p3(G) < 1, as desired.
Case 2: d(v) = 5.
Let x1, x2, x3, x4, x5 denote the neighbors of v such that x1x2x3x4x5x1 is a cycle. Since G is
maximally planar, then x1x2 is an edge on the boundary of two triangles, one of which is x1x2v.
Let x1x2w denote the other triangle, where w is some vertex distinct from x1, x2 and v. If
w /∈ {x3, x4, x5} then x1x2w and vx3x4 are vertex-disjoint faces, in which case p3(G) < 1 by the
previous proposition. Suppose then that w ∈ {x3, x4, x5}. Since x1 is already adjacent to to x5 and
since x2 is already adjacent to x3, then we must have w = x4. This implies both x3 and x5 must
have degree 3, so by the previous case p3(G) < 1.
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In either case, we obtain p3(G) < 1. This settles the proof.
Since the pansophy of Hamiltonian outerplanar graphs is bounded above by 2.2, then the next
conjecture seems reasonable.
Conjecture 5.3.2. There exists a constant N such that Ψ(G) ≤ N for all planar graphs G.
Computations show that N = 3.5 is sufficient for planar graphs on at most 10 vertices.
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CHAPTER 6. Density
Although pansophy is a property of graphs (which are combinatorial objects), it is closely related
to probability, so the pansophies of graphs may have interesting analytical properties. This chapter
is limited to a particular type of result: it is possible for a set of pansophy values to be dense in the
analytical sense. Since this thesis is primarily a dissertation in combinatorics, we will first review
density of sets.
6.1 Density Review
We will focus our attention to the real number line and its subsets. There are two equivalent
definitions for density that we will be using:




Definition 6.1.2. Set Y is dense in set X if for every x ∈ X and for every ε > 0 there is a point
xε ∈ Y such that |x− xε| < ε.
The equivalence of these definitions follows from the definition of the limit of a sequence:
lim
n→∞
xn = x if and only if for every ε > 0 there exists Nε ∈ N such that n > N implies |x−xn| < ε.
These definitions imply that density is transitive and is preserved under specific set containments:
Lemma 6.1.3 (Density is Transitive).
If Z is dense in Y and Y is dense in X, then Z is dense in X.
Proof. Let x ∈ X and ε > 0. Since Y is dense in X then there exists y ∈ Y such that |x− y| < 12ε.
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Since Z is dense in Y then there exists z ∈ Z such that |y − z| < 12ε.
By the triangle inequality |x− z| < ε, as desired.
Lemma 6.1.4 (Density is Preserved under Specific Set Contaiments).
Let Y ⊆ Y + and X ⊇ X−. If Y is dense in X, then Y + is dense in X−.
Proof. Let x ∈ X− and ε > 0. Then x ∈ X.
Since Y is dense in X, then there exists y ∈ Y such that |y − x| < ε.
Since y ∈ Y +, this settles the proof.
We will also need the fact that density is preserved under continuous surjective maps:
Lemma 6.1.5 (Density is Preserved under Continuous Surjective Maps).
Suppose X is dense in the interval I and suppose f : I → J is a continuous surjective function.
Then f(X), the image of X under f , is dense in the interval J .
Proof. Let y ∈ J . Since f is surjective, there exists x ∈ I such that f(x) = y.
Since X is dense in I, there exists a sequence {xn : n ∈ N} ⊆ X such that lim
n→∞
xn = x.
Since f is continuous, then lim
n→∞
f(xn) = f( lim
n→∞
xn) = f(x) = y.
Thus {f(xn) : n ∈ N} ⊆ f(X) is a sequence such that lim
n→∞
f(xn) = y, as desired.
Finally, we will need the following well-known fact:
Theorem 6.1.6. Q is dense in R.
Proof. Let x ∈ R be arbitrary and let ε > 0 be given.
Choose N ∈ N such that N > 1ε . This implies that e >
1
N .
Consider the set M = {n ∈ N : n + 1 > N · |x|}, which is nonempty since N · |x| is finite.
Since M is a subset of the natural numbers then M has a minimal element m. Note then that
m ≤ N · |x| < m+ 1, so mN ≤ |x| <
m+1




N < ε. If x ≥ 0 then choose
xε =
m
N . If x < 0 then choose xε = −
m
N .
We obtain that for every ε > 0 there exists xε ∈ Q such that |x− xε| < ε.
This settles the proof.
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6.2 Pansophical Density
For a family of graphs G, let Ψ(G) denote the set {Ψ(G) : G ∈ G}.
Definition 6.2.1. We say that G is pansophically dense in the set X if Ψ(G) is dense in X.
Naturally, pansophical density inherits several properties of density.
Proposition 6.2.2 (Properties of Pansophical Density). Let H be a graph family, let G be a
subfamily of H, and let X and Y be sets such that Y is dense in X.
1. If G is pansophically dense in X then H is pansophically dense in X.
2. If G is pansophically dense in Y then G is pansophically dense in X.
3. If G is dense in X, then either |G| ≥ |X| or |G| is infinite.
Proof.
1. Since G ⊆ H then Ψ(G) ⊆ Ψ(H), so density follows from specific set containments.
2. This follows from the fact that density is transitive.
3. If X ⊆ Ψ(G) then clearly |G| ≥ |X|. If instead x ∈ X \Ψ(G), then Ψ(G) must contain at least
countably infinite points (since x is a limit point), and so G is infinite.
This last property implies that if I is a nonempty interval, then |G| being infinite is a necessary
condition for G to be pansophically dense in I. Of course, |G| being infinite is not a sufficient
condition – for example, if G is the family of complete graphs, then Ψ(G) = N, which is never dense
in any interval.
6.2.1 In the Interval [0,∞)
Whether there is a family of graphs pansophically dense in [0,∞) is a natural question to ask,
since the pansophy of any graph is restricted to [0,∞)∩Q. In fact, we can construct such a family.






Remark 6.2.3. Let a, b ∈ Z+ be fixed (where Z+ denotes the positive integers).
Then for all k ≥ 1 we have lim
n→∞





Indeed, this follows from evaluating the limit:
lim
n→∞























Remark 6.2.4. f(x) = 1
(1+x)2−1 is a continuous surjective function from (0,∞) to (0,∞).
Indeed, if x is restricted to (0,∞) then f(x) is the composition of continuous functions and so
is continuous. For surjectivity, observe that choosing x = −1 +
√
1
y + 1 yields f(x) = y.
















Proof. If k > ax then the left hand side is zero and the inequality is trivial. Suppose then that
k ≤ ax. Since x ≤ y then y − x ≥ 0. Since a ≤ b then a(y − x) ≤ b(y − x). This can be written as
−ax− by ≤ −ay − bx. (∗)
Let j be any number between 0 and k− 1. Adding axby+ j2 to both sides of (∗) and factoring
yields (ax− j)(by − j) ≤ (ay − j)(bx− j).
Since k ≤ ax then j ≤ ax ≤ by, so the left side of the inequality is positive for all j. In
particular, we observe the following equivalences:



























This settles the proof.
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Theorem 6.2.6. {Kn ∪mK1 : n,m ∈ Z+} is pansophically dense in [0,∞).
Proof. The set of positive rationals Q+ is dense in [0,∞), and we can write Q+ = {b/a : a, b ∈ Z+}.
Since f(x) = 1
(1+x)2−1 is a continuous surjective function, then {f(b/a) : a, b ∈ Z
+} is also dense
in [0,∞). Since f(b/a) = 1
(1+b/a)2−1 =
a2
(a+b)2−a2 , then {
a2
(a+b)2−a2 : a, b ∈ Z
+} is dense in [0,∞). It
suffices to prove {Kan ∪ (bn)K1 : a, b, n ∈ Z+} is pansophically dense in { a
2
(a+b)2−a2 : a, b ∈ Z
+}.
Define Gn = Kan ∪ (bn)K1 for some fixed a, b ∈ Z+. If pk(Gn) = 0 then pk(Gn) ≤ pk(Gn+1)
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≥ 1, so pk(Gn) ≤ pk(Gn+1).
Since pk(Gn) ≤ pk(Gn+1) holds for all k and n, then by the Monotone Convergence Theorem



































(a+b)2−a2 . That is, { limn→∞Ψ(Kan ∪ (bn)K1) : a, b ∈ Z
+}
is precisely the set { a2
(a+b)2−a2 : a, b ∈ Z
+}. We conclude that {Kan ∪ (bn)K1 : a, b, n ∈ Z+} is
pansophically dense in { a2
(a+b)2−a2 : a, b ∈ Z
+}, proving the theorem.
Naturally, this implies that the family of all graphs is pansophically dense in [0,∞).
6.2.2 In the Interval [0, 1]
Since density is preserved under certain set containments, the previous theorem proves that
{Kn ∪ mK1 : n,m ∈ Z+} is pansophically dense in every subset of [0,∞). Because of this, it is
more interesting to start with a graph family and ask if it is pansophically dense in some set, instead
of starting with a set and then finding a graph family pansophically dense in it.
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Definition 6.2.7.
A graph family G is pansophically dense if it is pansophically dense in some set.
Of course, we are interested in graph families that are not constructed to be pansophically dense
ahead of time – for example, {Kn∪mK1 : n,m ∈ Z+} restricted to an appropriate subfamily would
be pansophically dense in any particular set we desire.
To determine whether a graph family is pansophical, it certainly helps to have a closed form of
the pansophy of the individual members - here we present such a result.
Theorem 6.2.8. The family {Sn ∪mK1 : n,m ∈ Z+} is pansophically dense in [0, 1].
Proof. Recall from Corollary 2.4.2 that Ψ(Sn ∪mK1) = n(n−1)(n+m)(n+m−1) . For b ≥ a We observe that
lim
n→∞












Thus {Sn ∪mK1 : n,m ∈ Z+} is pansophically dense in {a
2
b2
: a, b ∈ Z+, a ≤ b}.
Since f(x) =
√
x is a continuous surjective function on (0, 1], then {Sn ∪mK1 : n,m ∈ Z+} is
pansophically dense in {ab : a, b ∈ Z
+, a ≤ b} = (0, 1] ∩Q.
Since (0, 1] ∩Q is dense in [0, 1], the desired result follows.
6.2.3 In the Interval [1, lim
n→∞
Ψ(Pn)]
Sometimes the pansophy of a graph can be written only as a summation, instead of as an
explicit formula like in the previous section. In this case, proving that a family of such graphs is
pansophically dense will require a different approach.
Theorem 6.2.9. The family of trees is pansophically dense in [1, lim
n→∞
Ψ(Pn)].
We will actually prove this result by considering the family of broom graphs {PmSn : m,n ∈ N}.
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Consider m + n distinct books split into two piles – one pile containing m blue books and
another pile containing one gold book and n − 1 red books. Let N denote the number of ways to
choose 2k books such that at most 2 non-blue books are chosen.























, which is the right-hand-side of (∗).























ways to do this. However, we overcounted, since we may









































, the left-hand-side of (∗). Since
both methods count N , the identity holds.











when m,n ≥ 1 and k ≥ 2.




























The rest follows from applying the previous lemma.
























Proof. The result clearly follows if the left-hand-side is equal to zero. If it is nonzero, then through
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) · ( m2k−3)( m
2k−1
)
= (2k + 1) · (m+ n− 2k)(m+ n− 2k − 1)
(2k + 2)(2k + 1)
· (2k − 1)(2k − 2)
(m− 2k + 3)(m− 2k + 2)
=
(2k − 1)(k − 1)
(k + 1)
· (m+ n− 2k)(m+ n− 2k − 1)
(m− 2k + 3)(m− 2k + 2)
≥ (2k − 1)(k − 1)
(k + 1)
· (m− 2k + 3)(m− 2k + 2)
(m− 2k + 3)(m− 2k + 2)
=
(2k − 1)(k − 1)
(k + 1)
≥ 2k − 1
3
.
The first inequality holds because n ≥ 3. The second inequality holds because k ≥ 2 implies
k+1
























. Since k ≥ 2
then 2k− 1 6= 0, so we may rearrange the inequality into the desired form, proving the lemma.
Lemma 6.2.13. The following statement holds for all m ≥ 1 and n ≥ 3:








Since Pm+1Sn−1 and PmSn are both connected when n ≥ 1, m ≥ 1, then the first term in the
summation is zero. Further, both pk(Pm+1Sn−1) and pk(PmSn) are equal to zero if 2k > m+ 3.




















This summation is clearly nonnegative, so we obtain the first inequality.



























= 256(m+n) , since m+ n ≥ m and m+ n ≥ n.
66
Observe that 32k−1 ≤
3
5 when k ≥ 3, so by applying the previous lemma repeatedly, we obtain



























































(m+n) , as desired.
Remark 6.2.14. If 2 ≤ k ≤ N − 2 then Ψ(PkSN−k) ≤ Ψ(Pk+1SN−k−1).
Indeed, since the difference Ψ(Pk+1SN−k−1)−Ψ(PkSN−k) is nonnegative.
We can now prove Theorem 6.2.9.
Proof of Theorem 6.2.9.







Thus suppose x ∈ (1, lim
n→∞
Ψ(Pn)) and ε > 0.
Since x < lim
n→∞
Ψ(Pn), there exists nx such that Ψ(Pnx) > x.
Choose N ≥ nx sufficiently large so that 1000ε < N holds.
Since Ψ(P1SN−1) = 1 ≤ x and Ψ(PN−2S2) = Ψ(PN ) > x, then there exists integer k ∈ [2, N−2]
such that Ψ(Pk−1SN−k+1) ≤ x ≤ Ψ(PkSN−k).
Further, the previous lemma states that the interval [Ψ(Pk−1SN−k+1),Ψ(PkSN−k)] has width
at most 1000N . Thus |x−Ψ(PkSN−k)| ≤
1000
N < ε.




CHAPTER 7. Computing Pansophy using SAGE
A productive approach to researching a graph theory topic, especially one involving an invariant
like pansophy, is to utilize computational methods. Even a short afternoon of programming can
generate data useful for considering conjectures or verifying formulas. For example, the bound for
tree pansophies stated in Corollary 4.1.3 was initially a conjecture formulated when computations
verified the result for trees on at most 9 vertices.
In this chapter we discuss some computational pansophy results, including the pk-sequences for
well-known graphs and some conjectures suggested by the data. Most of the actual SAGE code
and their proofs of correctness can be found in the appendix.
Each pk-sequence is presented using Python list syntax, and only non-zero pk values are included.
7.1 pk-Sequences For Some Well-Known Graphs
The following pk-sequences were computing using computePks(G).
Proposition 7.1.1.





• The pk-sequence of K4,4 is [1, 1, 3235 ,
8
35 ].
• The pk-sequence of the Moser Spindle graph is [1, 89105 ,
5
21 ].
• The pk-sequence of the Wagner graph is [1, 1, 1021 ,
1
15 ].



















































of these approximations were computed using estimatePks(G,m) with m = 10000 samples.
7.2 pk-Sequences For Most Platonic Solids
Proposition 7.2.1 (Platonic Solids).
• The pk-sequence of the tetrahedral graph is [1, 1].
• The pk-sequence of the octahedral graph is [1, 1, 815 ].












Since the dodecahedral graph D12 (graph6 string ’S?[PG OQ@? ? ?P?CO? ?AE?EC?Ac?@O’)
is a 20-vertex planar graph, it is time-consuming to compute the pk-sequence directly. An approx-












2000 ], using estimatePks(G,m) with
m = 10000 samples. However, D12 has several symmetries that can be exploited.
Let A be any 10-assignment on D12, and let v0, . . . , v19 denote the vertices of D
12. Since D12 is
vertex-transitive, then without loss of generality we may assume that the first pair in A is {v0, vi}
for some 1 ≤ i ≤ 19. Additionally, further symmetries of D12 allow us to observe that only the
distance between v0 and vi is important. Since D
12 has diameter 5, we need only consider five
different choices for vi.
As such, we can use the following code to compute the pk-sequence of D
12 faster and in parallel
(subroutines not defined here can be found in the appendix):
1 d12 = Graph(’S?[PG\_\_OQ@?\_?\_?P?CO?\_?AE?EC?Ac?@O’)
2 D1 = computePksCustom(d12 ,[[0 ,17]])
3 D2 = computePksCustom(d12 ,[[0 ,11]])
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4 D3 = computePksCustom(d12 ,[[0 ,5]])
5 D4 = computePksCustom(d12 ,[[0 ,1]])
6 D5 = computePksCustom(d12 ,[[0 ,4]])
7 D = [3*D1[k]+6*D2[k]+6*D3[k]+3*D4[k]+1*D5[k] for k in range (10)]
8 DD =[D[k]/19 for k in range (20)]
9
10 print "Pks(d12) =", DD
This code will run faster than computePksSparse(d12) since we need only consider assignments
whose first pair is either {0, 17}, {0, 11}, {0, 5}, {0, 1} and {0, 4}, due to vertex-transitivity and the
fact that every vertex distinct from v0 is distance 1, 2, 3, 4 or 5 from v0. Additionally, the lists D1,
D2, D3, D4 and D5 can be computed in parallel, further speeding up the computation.
Computations could not finish before the host server was reset for routine maintenance, so only
D5 has been computed at the time of writing:
D5 = [1, 1, 593/765, 56789/278460, 2347/117810, 5986/6891885, 47/3573570,
1/22972950]
7.3 pk-Sequences For Some Hypercubes
Let Qn denote the hypercube of n dimensions. For example, Q0 = K1, Q1 = K2 and Q2 = C4.
Proposition 7.3.1 (Hypercubes).
• The pk-sequence of Q0 is [ ].
• The pk-sequence of Q1 is [1].
• The pk-sequence of Q2 is [1, 23 ].
















SinceQ4 (graph6 string ’O?@wpOoQA K? w TODcCo’) is a highly-symmetrical 16-vertex graph,
it is time-consuming to compute the pk-sequence directly. However, the high amount of symmetry
allows us to compute the pk-sequence using the method mentioned in the previous section. The
code used (before parallelization) is included below.
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1 Q4 = Graph(’O?@wpOoQA\_K?\_w\_TODcCo ’)
2 D1 = computePksCustom(Q4 ,[[0 ,12]])
3 D2 = computePksCustom(Q4 ,[[0 ,6]])
4 D3 = computePksCustom(Q4 ,[[0 ,1]])
5 D4 = computePksCustom(Q4 ,[[0 ,5]])
6 D = [4*D1[k] + 6*D2[k] + 4*D3[k] + 1*D4[k] for k in range (10)]
7 DD= [D[k]/15 for k in range (8)]
8 print "Pks(Q4) =", DD
7.4 pk-Sequence For the Heawood Graph











This was computed using a similar method to the computation for Q4. The relevant code is
included below.
1 HW = graphs.HeawoodGraph ()
2 D1 = computePksCustom(HW ,[[0 ,1]])
3 D2 = computePksCustom(HW ,[[0 ,2]])
4 D3 = computePksCustom(HW ,[[0 ,3]])
5 D = [3*D1[k] + 6*D2[k] + 4*D3[k] for k in range (7)]
6 DD= [D[k]/13 for k in range (7)]
7 print "Pks(Heawood Graph) =", DD
7.5 Correlation Between Pansophy and Edge Density
Since pk(G) ≤ pk(H) holds whenever G is a spanning subgraph of H, it makes sense that
the values of pk(G) and Ψ(G) should be correlated with the number of edges in the graph. This
connection is especially clear when Ψ(G) is plotted against |E(G)||V (G)| , as Figure 7.1 illustrates.
The figure was generated with the following code:
PP = [ -1 ,[( -0.5 , -0.5) ,(4.5 ,4)]]
for N in [2..8]:
P = []
for G in graphs(N):
P.append( (Pansophy(G),G.size ()/N) )
PP.append(P)
print "Loaded graphs on",N,"vertices."
show(points(PP[8], rgbcolor =(1,0,1), pointsize =30)
+ points(PP[7], rgbcolor =(0,0,1), pointsize =30)
+ points(PP[6], rgbcolor =(0,1,1), pointsize =30)
+ points(PP[5], rgbcolor =(0,1,0), pointsize =30)
+ points(PP[4], rgbcolor =(1,1,0), pointsize =30)
+ points(PP[3], rgbcolor =(1,0,0), pointsize =30)
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+ points(PP[2], rgbcolor =(0,0,0), pointsize =30)
+ points(PP[1], rgbcolor =(1,1,1), pointsize =30),
figsize =10, aspect_ratio =1)
Figure 7.1: A colored plot where each point is the point (Ψ(G), |E(G)||V (G)|) for some graph G. Only
graphs with 2 to 8 vertices are plotted – the color of a point indicates the number of vertices.
As shown in the figure, there is a roughly linear relationship between Ψ(G) and |E(G)||V (G)| . There
are some interesting outliers, though. For example, the point (32 ,
21
8 ) is associated with the 8-vertex
graph K7 ∪K1, which has a relatively high edge-density for its pansophy. On the other hand, the
point (227 , 2) is associated with the Cayley graph G(Z8, {1, 3}) (graph6 string ‘G?∼vf ’), which has
a relatively low edge-density for its pansophy.
72
CHAPTER 8. Future Research Directions
8.1 Computational Directions
Pansophy of the Dodecahedron
Computing the pk-sequence of the dodecahedral graph D12 was interrupted before it could
be finished. Restarting and finishing this parallel computation would finish the search for the
pk-sequences for each Platonic solid.
Code and Algorithm Improvements
Of course, computing the pk-sequence of small-order graphs would benefit from optimizing the
code and algorithms involved. More clever approaches could be explored, and implementing these
algorithms in C++ instead of SAGE would also improve computation speed.
Pansophy, Planar Graphs and the FKT Algorithm
The FKT algorithm, named after Fisher, Kasteleyn, and Temperley, counts the number of
perfect matchings in a planar graph in polynomial time. If G is a 2n-vertex planar graph, this
means that pn(G) (and a lower bound for the remaining pk values) can be computed in polynomial
time.




Figure 8.1: The (5, 3)-tadpole graph.
The (m,n)-tadpole graph is a graph re-
sembling a tadpole, obtained by added an edge
between a leaf in Pn and any vertex in Cm.
Computing the pansophy of the tadpole graphs
should be relatively straightforward using The-
orem 3.1.1, and may suitable for an undergrad-
uate pansophy project.
Pansophy of Theta Graphs
Figure 8.2: A theta graph built from SP4,3,2.
A theta graph is a graph that resembles
the Greek letter θ, obtained from a three-legged
spider SPn1,n2,n3 by identifying the leaves as
the same vertex. Computing the pansophy of
the theta graphs could also make for a suit-
able undergraduate pansophy project, although
there will be many cases when considering k-
assignments for k ≥ 3.
Pansophy of certain Cayley Graphs
For any positive integer k and any prime number p ≥ 2k + 1 let Zk,p denote the Cayley graph
G(Zp, {1, 2, 3, . . . , k}). Note Zk,p has p vertices of degree 2k. If one could prove that Conjecture 5.2.8
was true, then Zk,p would be a graph such that Ψ(Zk,p) ≥ k and
|E(Zk,p)|
|V (Zk,p)| = k.
This would be a practical real-life construction if one desired an arbitrarily large network with
a pansophy of at least k, as the number of edges is proportional to both the number of nodes and
the desired pansophy k. Further, the construction is “local” in the sense that if the edges in the
subgraph G(Zp, {1}) are unit length, then each edge in Zk,p has length at most k.
Relationship between Pansophy and Edge Density
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Figure 7.1 seems to suggest that Ψ(G) is roughly proportional to |E(G)|/|V (G)|. This is cer-
tainly true for some graph families:
• |E(G)||V (G)| = Ψ(G) if G = Kn or G = nK1.
• The inequality |E(Kn,n)||V (Kn,n)| =
n
2 ≤ Ψ(Kn,n) ≤ n = 2
|E(Kn,n)|
|V (Kn,n)| holds for n ≥ 1.
• The inequality |E(T )||V (T )| < 1 ≤ Ψ(T ) < 1.5 ≤ 2
|E(T )|
|V (T )| holds for any tree T on 4 or more vertices.
• The inequality 1.62
|E(G)|




|V (G)| holds for all Hamiltonian
outerplanar graphs G on n ≥ 4 vertices.
It may be possible to find nontrivial polynomial functions f1, f2 such that f1(|E(G)|/|V (G)|) ≤
Ψ(G) ≤ f2(|E(G)|/|V (G)|) for all sufficiently large graphs G.
Pansophy of other Graph Operations
If pk(G) and pk(H) are known for graphs G and H for every k, then there should be a summation
formula that can compute pk(G ∪ H). Additionally, other graph operations could be explored -
it would be interesting to find a graph operation that behaves well with respect to the k-path-
connection probabilities. For example, is there a graph operation ⊗ such that pk(G ⊗ H) =
pk(G) · pk(H) for any n-vertex graphs G and H? What about pk(G⊗H) = max(pk(G), pk(H))?
8.3 Tangential Directions
Pansophy of Directed Graphs
The definition of pansophy could be generalized to directed graphs analogously to the general-
ization of the k-disjoint-paths problem to directed graphs.
Pansophy of Hypergraphs
A hypergraph is a graph where the edges can connect more than two vertices at a time. If we
allow edges to be used multiple times, then the pansophy of a hypergraph H = (V,E) is the same
as the pansophy of the auxiliary graph GH = (V (H), EH), where uv is an edge in GH if and only
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if u and v are contained in some edge of H. This is because we only require vertex -disjoint paths.
The definition of pansophy could be generalized to hypergraphs in a non-trivial way if we add the
restriction that paths must be edge-disjoint as well as vertex-disjoint.
Variance of the Maximal Routing Volume
Since pansophy of a graph G is the expectation of the maximal routing volume, one could
consider the variance instead. Using the definition of variance and an argument similar to that







An implementation of this formula in SAGE is provided in the appendix.
Computation shows, for 3 ≤ n ≤ 7, that Kn−2 ∪K2 is one of the graphs that maximizes this
variance amongst the n-vertex graphs. As for minimizing the variance, it is clear that Varmrv(Kn) =
0 and Varmrv(nK1) = 0 for all n, but there is a wider class of graphs that share this property:
Remark 8.3.1. If G is a finite graph with pk(G) ∈ {0, 1} for all k ∈ N, then Varmrv(G) = 0.
Indeed, if K is the integer such that pK(G) = 1 and pK+1(G) = 0, then Ψ(G) = K. Using the




− (K)2 = 0. By applying Theorem 2.3.7
we have that Varmrv(Sn) and Varmrv(K
−
2n+1) are zero for all n.
Conjecture 8.3.2. The following statements are equivalent.
i. G is a finite graph with Varmrv(G) = 0.
ii. G is either Kn, nK1, Sn or K
−
2n+1.
Computation verifies the conjecture for graphs on at most 7 vertices.
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APPENDIX A. SAGE Code
Here we include the functions and algorithms needed to compute the pansophy of a graph using
SAGE, a Python-based mathematics software system. Proofs of correctness and relevant analysis is
included as well. The code is also available at https://sage2.math.iastate.edu/home/pub/22/.
A.1 Helper Functions
The following functions are helpful subroutines that need little, if any, explanation. Their
correctness should be clear and they all run in linear or quadratic time.
1 def CanonicalString(G): # G is a graph
2 # Returns the canonical graph6 string of G
3 return G.canonical_label(algorithm=’sage’). graph6_string ()
4
5 def CanonicalGraph(G): # G is a graph
6 # Returns the canonical version of G
7 return Graph(CanonicalString(G))
8
9 def trimZeros(L): # L is a list
10 # Returns L after removing trailing zeros
11 # Example: trimZeros ([3,0,2,0,0]) returns [3,0,2]
12 if len(L) == 0:
13 return []





19 def isSortedPairwise(L): # L is a list
20 # Returns the boolean indicating if L is ’sorted pairwise ’.
21 for k in range( (len(L)/2). floor() ):




26 def isolateVertex(G,v): # G is a graph; v is a vertex in G
27 # Modifies G by removing edges incident to v





Definition A.2.1. A path v1v2 · · · vk in graph G is induced if it is an induced subgraph of G.
That is, the only edges amongst v1, v2, . . . , vk are edges of the form vivi+1 for 1 ≤ i ≤ k − 1.
The following algorithm behaves similarly to the graph function all paths() in SAGE, except that
only induced u, v-paths in G are found.
1 def allInducedPaths(G,u,v): # G is a graph; u,v are vertices in G
2 # Returns a list of all induced paths from u to v. Assumes u != v.
3 # u,v-paths are represented as a list of the traversed vertices.
4 if u in G.neighbors(v):
5 return [[u,v]]
6 #else do a depth -first -search
7 INDUCED_PATHS = []
8 MARKED = [0 for x in G] # MARKED[x] indicates if vertex x is marked.
9 MARKED[u] = 1
10 STACK = [ [[u], MARKED] ]
11 ### main loop ###
12 while ( len(STACK)>0 ):
13 DEPTH = len(STACK)-1 # current depth of search
14 P = STACK[DEPTH ][0] # PEEK the next path to consider
15 MARKED = copy(STACK[DEPTH ][1]) # PEEK the current marked vertices
16 w = P[len(P)-1] # current vertex to branch from
17 if v in G.neighbors(w):
18 P.append(v) # P is now an induced u,v-path
19 INDUCED_PATHS.append(P)
20 else:
21 BRANCH = [] # vertices to branch towards
22 for x in G.neighbors(w):
23 if not MARKED[x]:
24 BRANCH.append(x)
25 MARKED[x] = 1
26 for x in BRANCH:
27 P.append(x) # Check later if branching to x is induced path
28 STACK.append( [ copy(P), MARKED ] ) # PUSH next possibility
29 del P[-1]
30 del STACK[DEPTH] # POP the just -checked possibility
31 return INDUCED_PATHS
We note that the list STACK is used much like a stack, though it is technically not a stack since
we remove an element (line 30) after we push more elements on top of it (lines 26–29).
Proposition A.2.2. allInducedPaths(G,u,v) terminates and is correct.
Proof. It will be clear that the function terminates, as it is simply a modified depth-first-search
that returns a particular subset of all u, v-paths. We now prove correctness.
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If uv is an edge, then uv is the only induced u, v-path. In this case, it is clear that the algorithm
terminates and is correct. Suppose then that u and v are not adjacent.
Claim. Every element in the “stack” is a tuple containing:
(1) an induced path from u to some vertex w, and
(2) a list of “marked” vertices that are distance 0 or 1 from a non-w vertex in this path.
We will prove the claim is a loop invariant. The stack initializes with the path u and with u as
the only marked vertex, in which case the claim clearly holds.
Suppose the claim holds for a nonempty stack at the beginning of an iteration of the while-loop
(line 12), and that the topmost element is [P,M ], where P is an induced path from u to w and M
is the set of all vertices distance at most 1 from a vertex in P . It suffices to show that every tuple
pushed onto the stack in lines 26–29 satisfy the claim.
Suppose y ∈ M . If y ∈ P , then y is already in the path, and so including it again in the path
will result in a walk, which is not an induced path. If y /∈ P , then y is adjacent to a non-w vertex
in P , say x. In this case, appending y to the path will result in a non-induced path, since xy will
be edge. This implies that every vertex x appended to the list BRANCH in line 24 is a neighbor of w
that is not in P and is also not adjacent to any vertex in P \ {w}. That is, appending x to P will
result in a valid induced path Px from u to vertex x.
Further, every neighbor of w is marked, yielding a new set of marked vertices Mw. When
[Px,Mw] is pushed onto the stack, Px is an induced path, and the newly marked vertices are
precisely the vertices that were adjacent to only w in P .
Thus the claim holds.
To finish the proof of correctness, we note that a path P is added to the list INDUCED PATHS
precisely when it is an induced u, v-path, and that if ux1x2 · · ·xkv is an induced u, v-path, the
depth-first-search will find it.
We note that allInducedPaths(G,u,v) can take an exponential amount of time, as there may





Figure A.1: A (2n+ 2)-vertex graph with 5n edges and 2n induced u, v-paths.
A.3 MRV(G,A)
The following function computes mrv(A) for an ordered assignment A in G.
1 def MRV(G,A): # G is a graph , A is a list representing an assignment
2 # Returns the maximal routing volume of A in G
3 # [s1 ,t1 ,...,sk,tk] represents assignment ({s1,t1},...,{sk,tk})
4 if A == []:
5 return 0 # by convention mrv(G,\ emptyset) = 0
6 MAX_VOLUME = (len(A)/2). floor ()
7 VOLUME = 0
8 H = copy(G)
9 L = allInducedPaths(H,A[0],A[1])
10 STACK = [ [H,L] ]
11 ### main loop ###
12 while ( len(STACK)>0 ):
13 H = STACK [ -1][0] # PEEK current graph state
14 L = STACK [ -1][1] # PEEK list of paths to check
15 DEPTH = len(STACK)
16 if ( len(L)==0 ):
17 # all paths at this state were checked - backtrack and update
18 del STACK[-1] # POP the just -checked state
19 VOLUME = max(DEPTH -1,VOLUME)
20 else:
21 P = L[-1] # try the next path at this state
22 del L[-1]
23 H = copy(H)
24 for v in P:
25 isolateVertex(H,v)
26 if ( DEPTH < MAX_VOLUME ):
27 L = allInducedPaths(H, A[2* DEPTH], A[2* DEPTH +1])




Proposition A.3.1. MRV(G,A) terminates and is correct.
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Proof. It should be clear that the function terminates, as it either checks all possible sets of vertex-
disjoint routing paths via depth-first-search or it terminates early via lines 29–30. We now prove
correctness.
If A is the empty list, then the assignment has maximal routing volume 0 by convention. In
this case, it is clear that the algorithm terminates and is correct.
Suppose then that A is the k-assignment ({s1, t1}, . . . , {sk, tk}) for some k ≥ 1.
Claim. The stack contains at most k elements at any time.
The i-th element that was pushed onto the “stack” is a tuple containing:
(1) a graph H equivalent to the graph obtained after deleting vertex-disjoint paths P1, P2, . . . , Pi−1
from G, where P` is an s`, t`-path, and
(2) a list of candidate si, ti-paths in H that have not yet been explored.
The graph H is actually obtained by deleting all edges incident to any vertex in any P`. This
is equivalent to deleting the vertices in these paths, since si 6= ti implies that induced si, ti-paths
cannot contain isolated vertices.
We will prove the claim is a loop invariant. The stack initializes to [H,L], where H is a copy of
G and L is a list of all s1, t1-paths. Since this is the first element pushed onto the stack, the claim
holds.
Suppose the claim holds for a nonempty stack at the beginning of an iteration of the while-loop
(line 12), and that the i-th element [H,L] is the topmost element in the stack. Let P1, P2, . . . , Pi−1
be the corresponding s`, t`-paths.
If L is empty, then there are no more si, ti-paths to try, and so A cannot be solved using the
paths P1, P2, . . . , Pi−1. This means that mrv(A) is at least i− 1.
If L is not empty, then a list candidate Pi chosen and removed from L. The edges incident to
every vertex in Pi is then deleted from H to obtain a new graph H
′. If i < k, then {si+1, ti+1} is
a pair in A, and so we push [H ′, L′] onto the stack, where L′ = allInducedPaths(H ′, si+1, ti+1),
and so the tuple satisfies the claim.
Thus the claim holds.
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To finish the proof of correctness, we note that the function terminates under two conditions:
(1) if the condition i = bk/2c is met, or
(2) if the stack is emptied.
If i = bk/2c is met, then A was solvable via vertex-disjoint paths P1, . . . , Pbk/2c, in which case
mrv(A) = k and the value k is returned correctly. Additionally, this check ensures the stack always
contains at most k elements.
On the other hand, if the stack is emptied then A is not a solvable k-assignment. In this case, the
value VOLUME is returned, which by line 19 is the maximal integer i such that ({s1, t1}, . . . , {si, ti})
is solvable. By definition this means mrv(A) = i, and so the value i is returned correctly.
This settles the proof.
It should be clear that MRV(G,A) runs in exponential time, since it is a brute-force algorithm
that uses allInducedPaths as a subroutine. The only optimization is that it terminates if A is
solvable (lines 29–30).
A.4 computePks(G)
The following function returns the pansophy sequence [p1(G), p2(G), . . . , pk(G)] of non-zero i-
path-connection probabilities for graph G.
1 def computePks(G): # G is a graph
2 # computes and returns the p_k -sequence for G
3 if G.order() == 0 or G.order() == 1:
4 return []
5 H = CanonicalGraph(G)
6 N = H.order ()
7 MAX_INDEX = (N/2). floor ()
8 TOTAL = 0 # number of assignments checked
9 PK_SEQUENCE = [0 for k in range(MAX_INDEX )]
10 ### main loop ###
11 for A in Permutations(N):
12 A = [k-1 for k in list(A)]
13 if not isSortedPairwise(A):
14 continue # ignore isomorphic assignments
15 mrv = MRV(G,A)
16 TOTAL += 1
17 for k in range(mrv):
18 PK_SEQUENCE[k] = PK_SEQUENCE[k]+1
83
19
20 PK_SEQUENCE = [(k/TOTAL) for k in PK_SEQUENCE]
21 return trimZeros(PK_SEQUENCE) # include only nonzero probabilities
Proposition A.4.1. computePks(G) terminates and is correct.
Proof. It is clear that the algorithm terminates, as all conditional logic in the function is either
logic contained in subroutines or logic that skips iterations of the for-loop in line 19 (which will
have no more than |V (G)|! iterations).
The proof of correctness is also straightforward, as this is a brute-force algorithm that com-
putes the average maximal routing volume of all possible assignments. The only detail to men-
tion is that if G is an n-vertex graph, then lines 21–22 is an optimization to avoid double-
counting, as a bn/2c-assignment A can be represented by 2bn/2c permutations interpreted as lists.
The test isSortedPairwise(A) simply checks if list A is the canonical representation of an as-
signment, i.e. a list [a1, a2, . . . , an] where a2i−1 < a2i for each i, representing the assignment
A = ({a1, a2}, . . . , {a2bn/2c−1, a2bn/2c}).
It should be no surprise that computePks(G) runs in exponential time, since it is a brute-force
algorithm with n! iterations in the for-loop, n!/2bn/2c of which use MRV(G,A) as a subroutine.
A.5 computePksSparse(G)
Before we consider the function computePksSparse(G), we first introduce the idea of an as-
signment tree.
Definition A.5.1. The assignment tree associated with n-vertex graph G is a directed tree A
where V (A) = {A : A is an ordered assignment on G} and (A,A′) ∈ E(A) if and only if A is a
k-assignment on G obtained by deleting the last pair in A′, a (k + 1)-assignment also on G.
We say that assignment A′ is a child of A if (A,A′) is a directed edge, and A is an ancestor
for an assignment B if there is a directed path from A to B. If B has no children, then B is a
descendant of A.
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Note that a natural ranking of the vertices is the number of pairs in the associated assignment;
the empty assignment is rank zero and so is naturally the root of the tree, and there are n!/2bn/2c
leaves. Additionally, every bn/2c-assignment B is the descendant of precisely one k-assignment Ak
for each k, since Ak is uniquely determined by deleting all but the first k pairs from B.
The following function is a helper subroutine that counts the number of descendants that a
particular k-assignment has. Note that the number of descendants is dependent only on k and
|V (G)|.
1 def numberOfAssignmentDescendents(k,N): # k,N integers with 0<=2k<=N
2 # Returns the number of floor(N/2)- assignments that
3 # are children of a k-assignment in an N-vertex graph
4 if k > (N/2). floor ():
5 return 0
6 else:
7 n = N - 2*k
8 return factorial(n)/2^( (n/2). floor() )
The function computePksSparse(G) below is an alternate algorithm for computing the pans-
ophy sequence. It takes advantage of the fact that, if a k-assignment A is not solvable, then any
assignment starting with A is not solvable as well, in which case every such assignment contributes
mrv(A).
1 def computePksSparse(G): # G is a graph
2 # Computes and returns the p_k -sequence for G.
3 # Should be faster if G is ’sparse enough ’.
4 if G.order ()==0 or G.order ()==1:
5 return []
6 N = G.order ()
7 MAX_VOLUME = (N/2). floor ()
8 TOTAL = 0 # number of assignments checked
9 PK_SEQUENCE = [0 for k in range(MAX_VOLUME )]
10 STACK = [ [] ]
11
12 # Since len ([])/2 = 0 = MRV(G,[]) < 1 <= MAX_VOLUME ,
13 # the first iteration of the main loop will fill
14 # the STACK with all 1-assignments.
15 ### main loop ###
16 while ( len(STACK)>0 ):
17 A = STACK.pop() # POP next assignment to consider
18 k = len(A)/2 # A is a k-assignment
19 mrv = MRV(G,A)
20 if k != mrv: # A’s parent is solvable; A and descendents are not
21 numberOfDescendents = numberOfAssignmentDescendents(k,N)
22 TOTAL += numberOfDescendents
23 for i in range(mrv):
24 PK_SEQUENCE[i] = PK_SEQUENCE[i]+ numberOfDescendents
25 elif k == MAX_VOLUME: # A is solvable and has no children
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26 TOTAL += 1
27 for i in range(MAX_VOLUME ):
28 PK_SEQUENCE[i] = PK_SEQUENCE[i]+1
29 else: # A is solvable and has children - PUSH branches onto stack
30 RemainingVertices = [v for v in range(0,N) if v not in A]
31 for j in range (1, len(RemainingVertices) ):
32 for i in range(0,j):
33 A.append(RemainingVertices[i])
34 A.append(RemainingVertices[j])




39 PK_SEQUENCE = [(k/TOTAL) for k in PK_SEQUENCE]
40 return trimZeros(PK_SEQUENCE)
Proposition A.5.2. computePksSparse(G) terminates and is correct.
Proof. It will become evident that computePksSparse(G) terminates, as it is a depth-first search
on the assignment tree of G. We now prove correctness.
Let v1, . . . , vn denote the vertices of G. It is clear that the algorithm terminates and is correct
for n = 0 or n = 1. Thus we assume n ≥ 2. This implies bn/2c ≥ 1.
Claim. Every element on the stack is either the empty assignment or the child of a solvable as-
signment.
We will prove the claim is a loop invariant. The stack initializes to the empty assignment [], so
the claim holds when the while-loop begins. On the first loop iteration, [] is popped off the stack
and the assignment [vi, vj ] is pushed onto the stack for each i, j ∈ {1, . . . , n} such that i < j.
Suppose the stack is nonempty at the beginning of a loop iteration, and let A denote the
topmost element of the stack. Further, suppose A is a k-assignment that is the child of a solvable
assignment.
If mrv(A) 6= k, then A is an unsolvable assignment. Since the parent of A was solvable, then
mrv(A) = k − 1. Further, we know that mrv(B) = k − 1 holds for any assignment B that is a
descendant of A. There are numberOfAssignmentDescendents(k,|V(G)|) such descendants, so
we can batch process all such descendants in lines 22-24.
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Otherwise we assume mrv(A) = k. If k = bn/2c then A is a solvable bn/2c-assigment, and so
we tally 1 descendant in lines 26-28.
Otherwise we assume k < bn/2c, in which case A is a solvable assignment that has child
assignments which may or may not be solvable. In this case, we need to push every child assignment
onto the stack. This proves the claim.
The proof of correctness follows from noting that for every bn/2c-assignment B the value mrv(B)
is correctly accounted for in the average maximal routing volume. Specifically, mrv(B) was ac-
counted for in the iteration considering k-assignment A such that B is a descendant of A and k is
the maximum integer such that A is the child of a solvable assignment.
We note that computePksSparse(G) can execute in exponential time, even if we assume
numberOfAssignmentDescendents(k,N) runs in constant time, since computePksSparse(G) exe-
cutes the subroutine MRV(G,A) on [] and every assignment A such that A is the child of a solvable
assignment, and there may be exponentially-many such assignments.
However, this algorithm should be faster than computePks(G) on sufficiently sparse graphs,




for each unsolvable k-assignment A that is the child of a solvable assignment, executing MRV(G,A)
once. On the other hand, computePks(G) would need to execute MRV(G,A’) for each descendant
A′. This is significantly slower when k is small compared to n.
The following table compares the CPU time needed to execute computePksSparse(G) and
computePks(G) on all N -vertex graphs with at most N edges within an online SAGE notebook.
F : computePksSparse computePks
N=6 : 1.85 s 2.34 s
N=7 : 18.20 s 44.41 s
N=8 : 222.66 s 803.17 s
Code used to find the times in the table:
1 %timeit
2 for G in graphs(N):
3 if G.size() <= N:
4 Pks = F(G)
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A.6 computePksSparseCustom(G,STACK)
The function computePksSparseCustom(G,STACK) is a generalization of computePksSparse(G)
– in fact, computePksSparse(G) == computePksSparseCustom(G,[[]]).
Specifically, computePksSparseCustom(G,STACK) returns the sequence [p′1(G), p
′
2(G), . . . , p
′
m(G)]
where m is the largest integer such that p′m(G) is nonzero and where p
′
k(G) is the following value:∑
A∈STACK
(number of solvable k-assignments that have A as an ancestor)∑
A∈STACK
(number of k-assignments that have A as an ancestor)
.
If STACK has the property that A,A′ ∈ STACK implies that A 6= A′ and A is not an ancestor of
A′, then p′k(G) is the following conditional probability:
P (A is a solvable k-assignment on G | STACK contains an ancestor of A)
1 def computePksCustom(G,STACK):
2 if G.order ()==0 or G.order ()==1:
3 return []
4 N = G.order ()
5 MAX_VOLUME = (N/2). floor ()
6 TOTAL = 0 # number of assignments checked
7 PK_SEQUENCE = [0 for k in range(MAX_VOLUME )]
8 while ( len(STACK)>0 ):
9 A = STACK.pop()
10 k = len(A)/2
11 mrv = MRV(G,A)
12 if k != mrv:
13 numberOfDescendents = numberOfAssignmentDescendents(k,N)
14 TOTAL += numberOfDescendents
15 for i in range(mrv):
16 PK_SEQUENCE[i] = PK_SEQUENCE[i]+ numberOfDescendents
17 elif k == MAX_VOLUME:
18 TOTAL += 1
19 for i in range(MAX_VOLUME ):
20 PK_SEQUENCE[i] = PK_SEQUENCE[i]+1
21 else:
22 RemainingVertices = [v for v in range(0,N) if v not in A]
23 for j in range (1, len(RemainingVertices) ):






30 return [(k/TOTAL) for k in PK_SEQUENCE]
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A.7 PksDictionary and related functions
The following functions are provided to allow users to easily compute and store the pk-sequences
of graphs. Their correctness should be clear.
1 def Pks(G): # G is a graph
2 # Returns the p_k sequence for G. If the sequence needs to be
3 # computed , the result is stored in the dictionary.
4 G_g6 = CanonicalString(G)
5 if G_g6 in PksDictionary:
6 PK_SEQUENCE = PksDictionary[G_g6]
7 else:
8 PK_SEQUENCE = computePks(Graph(G_g6))
9 PksDictionary[G_g6] = PK_SEQUENCE
10 return PK_SEQUENCE
11
12 def Pk(G,k): # G is a graph; k is a nonnegative integer
13 # Returns p_k(G).
14 if k < 1:
15 return 1
16 PK_SEQUENCE = Pks(G)




21 def Pansophy(G): # G is a graph
22 # Returns the pansophy of G
23 return sum(Pks(G))
The dictionary PksDictionary is used to store the pk-sequence of graphs computed by Pks(G).
Each key in the dictionary is the canonical graph6 string of a graph G, and the value stored at
that key is the list [p1(G), p2(G), . . . , pm(G)], where m is the largest positive integer such that
pm(G) > 0.
As such, the pk-sequence of a graph can be manually stored in the dictionary. For example,
PksDictionary[’J?QArQSh@∼ ’] = [1, 92/99, 3277/6930, 1943/17325, 16/945] will store the
pk-sequence for the graph illustrated in Figure A.2.
The function Pks(G) can be used to return the pk-sequence of the graph G. If the pk-sequence
of G is not stored in PksDictionary, then it will be computed using computePks(G) and then
stored in PksDictionary.
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Figure A.2: The ‘Amethyst Crystal’ graph, with canonical graph6 string ‘J?QArQSh@∼ ’.
The code below at left can be used to clear and initialize PksDictionary with the pk-sequences
of any graph on N or fewer vertices.
The code used to initialize the dictionary:
1 PksDictionary = {}
2 for n in [0..N]:
3 for G in graphs(n):
4 G_g6 = CanonicalString(G)
5 if G_g6 not in PksDictionary:
6 PksDictionary[G_g6] = computePks(G)
7 print "Loaded graphs on",n,"vertices."
N Time needed
5 : 0.43 s
6 : 8.69 s
7 : 541.04 s
The table above at right compares the CPU time needed to initialize the dictionary for different
values of N . Be aware that larger dictionaries take more time to search through, so it is not
recommended to include all N -vertex graphs for N = 8 or larger.
A.8 estimatePks(G,m)
The following function estimates the pk-sequence of a graph G by computing the average max-






1 def estimatePks(G,m): # G is a graph; m is a positive integer
2 # Returns an estimate for Pks(G) by computing mrv(G,A) for m samples
3 if G.order() == 0 or G.order() == 1:
4 return []
5 N = G.order ()
6 m = max(m,1)
7 H = CanonicalGraph(G)
8 MAX_INDEX = (N/2). floor ()
9 TOTAL = 0 # number of assignments checked
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10 PK_SEQUENCE = [0 for k in range(MAX_INDEX )]
11 ### main loop ###
12 while m > 0:
13 m -= 1
14 A = Permutations(N). random_element ()
15 mrv = MRV(G,[k-1 for k in list(A)])
16 TOTAL += 1
17 for k in range(mrv):
18 PK_SEQUENCE[k] = PK_SEQUENCE[k]+1
19
20 PK_SEQUENCE = [(k/TOTAL) for k in PK_SEQUENCE]
21 return trimZeros(PK_SEQUENCE)
As an example, estimatePks(graphs.HeawoodGraph(),10000) returns the following list after
approximately 40 seconds: [1, 1, 4367/5000, 2821/10000, 143/5000, 1/500, 1/5000].
This provides the estimate Ψ(Heawood Graph) ≈ 3.1863, which is close to the actual value of
about 3.1765 given by Proposition 7.4.1.
A.9 PansophyVariance(G)
The function below computes Varmrv(G).
1 def PansophyVariance(G): # G is a graph
2 # Returns the variance version of pansophy.
3 PK_SEQUENCE = Pks(G)
4 SUM = 0
5 for k in [1.. len(PK_SEQUENCE )]:
6 SUM += (2*k-1)* PK_SEQUENCE[k-1]
7 return SUM - (sum(PK_SEQUENCE ))^2
