Abstract Let L be a homogeneous divergence form higher order elliptic operator with complex bounded measurable coefficients and (p−(L), p+(L)) be the maximal interval of exponents q ∈ [1, ∞] such that the semigroup {e −tL }t>0 is bounded on L q
Introduction
Let m ∈ N := {1, 2, . . .} and L be a homogeneous higher order elliptic operator of the form
where α := (α 1 , . . . , α n ) and β := (β 1 , . . . , β n ) belong to (Z + ) n := (N∪{0}) n , |α| := α 1 +· · ·+α n , |β| := β 1 + · · ·+ β n and {a α, β } |α|=m=|β| are bounded measurable functions mapping R n into C (see Subsection 2.1 below for the exact definition of L in (1.1)). The aim of this article is to establish the maximal function characterizations of the associated Hardy space H p L (R n ) adapted to L, which, when p = 1, answers a question asked by Deng et al. in [21] . It is now well known that such a Hardy space adapted to L, which has appeared in [21, 15] , is a good substitute of the Lebesgue space L p (R n ), for smaller p, when studying the regularity of the solution to the corresponding elliptic equation (see, for example, [17, 18, 16, 19, 22, 34, 13, 25, 24, 23, 32, 14] ).
Notice that, if L ≡ −∆ := − is just the classical Hardy space H p (R n ) which has been systematically studied by Fefferman and Stein in their seminal paper [26] . In the same paper, Fefferman and Stein also established various real-variable characterizations of H p (R n ), including their non-tangential maximal function characterization and Littlewood-Paley function characterizations. Recall that, for all f ∈ L 2 (R n ) and x ∈ R n , the non-tangential maximal function N ∆ (f )(x) is defined by here and hereafter, for all x ∈ R n , Γ(x) := (y, t) ∈ R n+1 + : |y − x| < t (1.3)
denotes the cone with vertex x and R n+1 + := R n × (0, ∞). Recall also that, if n = 1, the nontangential maximal function characterization of H p (R n ) was proved by Burkholder, Gundy and Silverstein [11] more early, which constitutes one of the motivations for Fefferman and Stein to study the real-variable theory of H p (R n ). Let L ≡ −div(A∇) be the second order elliptic operator, where ∇ := ( ∂ ∂x1 , . . . , ∂ ∂xn ) and A := A(x) is an n × n matrix of complex bounded measurable coefficients defined on R n and satisfies the ellipticity condition λ|ξ| 2 ≤ ℜe Aξ · ξ and |Aξ · ζ| ≤ Λ|ξ||ζ| for all ξ, ζ ∈ C n and for some positive constants 0 < λ ≤ Λ < ∞ independent of ξ and ζ. Hofmann and Mayboroda [28] (for p = 1), and Jiang and Yang [31] here and hereafter, for all (y, t) ∈ R n+1 + , B(y, t) := {z ∈ R n : |z − y| < t}. Observe that the non-tangential maximal function (1.4) is a little bit different from (1.2). The main reason for adding an extra averaging in the spatial variable in (1.4) is that we need to compensate for the lack of pointwise estimates of the heat semigroup (see [28] for more details). Now, let L be a homogenous 2m-th order elliptic operator as in (1.1), where {a α, β } |α|=m=|β| are bounded measurable functions mapping R n into C satisfying the Ellipticity condition (E 0 ) or the Strong ellipticity condition (E 1 ) (see Subsection 2.1 for their definitions). Some properties of Hardy spaces H p L (R n ) associated with a homogeneous higher order elliptic operator L as in (1.1), for p ∈ (0, 1], have already been established in [15, 21] . To be precise, let L be the homogeneous higher order operator defined as in (1.1) that satisfies the Ellipticity condition (E 0 ). For all f ∈ L 2 (R n ) and x ∈ R n , the L-adapted square function S L (f ) is defined by
The following definition of Hardy spaces is motivated by [28, 31, 29] ; see also [21, 15] for the case when p ∈ (0, 1]. Definition 1.1. Let p ∈ (0, 2], L be as in (1.1) and satisfy the Ellipticity condition (E 0 ). A function f ∈ L 2 (R n ) is said to be in the space [21] also established some other interesting characterizations of these Hardy spaces in the case of p = 1. However, neither of the above articles gives the maximal function characterizations of H p L (R n ) even in the case of p = 1 and it has been raised by Deng et al. [21] as an open question whether H 1 L (R n ) has the maximal function characterizations or not. Motivated by the above articles, the main purpose of this article is to establish the maximal function characterizations of the Hardy space H p L (R n ) associated with L as in (1.1). Based on [28] , we first introduce the following versions of maximal functions associated with L. For λ ∈ (0, ∞), f ∈ L 2 (R n ) and x ∈ R n , the radial maximal function, R 
where Γ λ (x) for all x ∈ R n is defined by setting Γ λ (x) := (y, t) ∈ R n+1 + : |y − x| < λt .
(1. 8) In what follows, when λ = 1, we remove the superscript λ from R λ h, L (f ) and N λ h, L (f ) for simplicity. Observe also that, if m = 1, then the maximal functions defined in (1.6) and (1.7) coincide with those in [28, 31] . Definition 1.2. Let L be as in (1.1) and satisfy the Ellipticity condition (E 0 ). For all p ∈ (0, ∞), the Hardy space H p N h, L (R n ) is defined as the completion of f ∈ L 2 (R n ) : N h, L (f ) ∈ L p (R n ) with respect to the quasi-norm
The Hardy space H p R h, L (R n ) is defined in the way same as H p N h, L (R n ) with N h, L (f ) in (1.7) replaced by R h, L (f ) in (1.6). Remark 1.3. By the argument that used in the proof of [28, (6.50) ] with a small modification, we know that, for all p ∈ (0, ∞) and f ∈ L 2 (R n ),
which implies that, for all p ∈ (0, ∞),
(R n ) with equivalent quasi-norms. Now, let (p − (L), p + (L)) be the maximal interval of exponents q ∈ [1, ∞] such that the family {e −tL } t>0 of operators is bounded on L q (R n ). The following theorem gives out the maximal function characterizations of
Theorem 1.4. Let L be as in (1.1) and satisfy the Strong ellipticity condition (E 1 ) (see Subsection 2.1 below for its definition). Then, for all p
with equivalent quasi-norms, where
The proof of Theorem 1.4 will be given in Section 3 of this article. Before describing our method to prove Theorem 1.4, let us first recall some key points of the methods used to establish the maximal function characterizations in [26, 28] .
For all f ∈ L 2 (R n ) and x ∈ R n , let
(1.9)
be the Lusin-area function of f associated to ∆, where Γ(x) for all x ∈ R n is as in (1.3). For convenience, throughout the article, we distinguish in terminology the square function with gradient from the one without gradient via calling the former the Lusin-area function.
Recall that Fefferman and Stein [26] established the maximal function characterizations of
2) and S ∆ (f ) in (1.9). The heart of their proof is to control the integral
2 dx for some set E. By Fubini's theorem, this is reduced to the corresponding estimates on a saw-tooth region R := ∪ x∈E Γ(x) based on E, namely, we need to control
The main tool that they used to estimate (1.10) is Green's theorem. To this end, they first replaced the region R by an approximating family {R ǫ } ǫ>0 of regions whose boundaries have certain uniform smoothness, and then applied Green's theorem to reduce the estimates on R ǫ to its boundary. Finally, they used some properties of harmonic functions to estimate the corresponding integral on the boundary. Hofmann and Mayboroda [28] used the strategy similar to that of Fefferman and Stein [26] . However, there do exist some differences between these two methods. For all f ∈ L 2 (R n ) and x ∈ R n , let
be the square function of f associated to L, which was used in [28] 
Notice that this square function, which is more convenient when introducing H p L (R n ), is different from the Lusin-area function (1.9). Then, to obtain the nontangential maximal characterization of H p L (R n ), Hofmann and Mayboroda [28] used a Caccioppoli's inequality to control S L (f ) by another, Lusin-type, area function defined in a way similar to (1.9) with e −t √ ∆ replaced by e −t √ L . Furthermore, they used the truncated cone to approximate the cone in (1.11) before applying Fubini's theorem. This reduces to estimating the following integral 12) where R αǫ, αǫ, 1 α (E * ) denotes a truncated saw-tooth region. Finally, in the estimate of (1.12), since e −t 2 L (f ) is no longer a harmonic function and hence Green's theorem cannot be used directly, Hofmann and Mayboroda [28] made full use of the ellipticity condition of the operator −div(A∇) and the divergence theorem to reduce the corresponding estimates to the boundary of R αǫ, αǫ, 1 α (E * ). In the present article, to prove Theorem 1.4, we first point out that the proof of the inclusion
is relatively easy. Indeed, for p ∈ (0, 1], by the molecular characterization of H p L (R n ) (see Theorem 2.11 below), we only need to consider the action of the non-tangential maximal function 
. For the proof of the converse inclusion of Theorem 1.4, when p ∈ (0, 2], we adapt the strategy of [26, 28] . The higher order setting produces new problems and requires new tools. To be precise, let S L and S h, L be, respectively, the square function and the Lusin-area function as in (1.5) and (1.18) . We obtain the converse inclusion by showing that, for all p ∈ (0, 2] and f ∈ L 2 (R n ), 13) where γ ∈ (0, ∞) and the implicit positive constants are independent of f . More precisely, in the proof of the first inequality of (1.13), we need a new higher order parabolic Caccioppoli's inequality (see (3.12) below). To obtain (3.12), we first establish a parabolic Caccioppoli's inequality with gradient terms on the right hand side of the inequality (see (3.2) below). Then, by an induction argument from Barton [7] , we remove the gradient terms and obtain an improved Caccioppoli's inequality in (3.12) . Also, in the proof of the second inequality of (1.13), in order to avoid the estimates on the boundary when applying the divergence theorem, we use some special cut-off functions. In this argument, the parabolic Caccioppoli's inequality (3.12) is also needed. The case p ∈ (2, p + (L)) of the first inequality in (1.13) is obtained via duality; see Proposition 3.6 and Corollary 3.8 below.
With the help of Theorem 1.4, we point out that H p L (R n ) can also be characterized by another kind of maximal functions. To be precise, for λ ∈ (0, ∞), f ∈ L 2 (R n ) and x ∈ R n , define the radial maximal function, R λ h, L (f ), associated with the heat semigroup generated by L, by setting
(1.14)
Similarly, define the non-tangential maximal function, N λ h, L (f ), associated with the heat semigroup generated by L, by setting
where Γ λ (x) for all x ∈ R n is defined as in (1.8) . In what follows, when λ = 1, we remove the superscript λ from R 
(R n ) with equivalent quasi-norms, where
The proof of Theorem 1.5 will be given in Section 3 of this article. Now we characterize H p L (R n ) by using the non-tangential maximal function with only the (m − 1)-order gradients of the heat semigroup generated by L.
Let ψ ∈ C ∞ c (B(0, 2)) satisfy 0 ≤ ψ ≤ 1, ψ ≡ 1 on B(0, 1) and, for all k ∈ {0, . . . , m},
For all (x, t) ∈ R n+1 + and y ∈ R n , let
Then ψ x, t ∈ C ∞ c (B(x, 2t)) and 0 ≤ ψ x, t ≤ 1, ψ x, t ≡ 1 on B(x, t) and, for all k ∈ {0, . . . , m},
Having fixed any ψ as above, for any f ∈ L 2 (R n ), x ∈ R n and λ ∈ (0, ∞), we introduce the following version of the non-tangential maximal function, N λ h, ψ, L (f ), associated with the heat semigroup generated by L, by setting
When λ = 1, we remove the superscript λ from N λ h, ψ, L (f ) for simplicity. Proposition 1.6. Let L be as in (1.1) and satisfy the Strong ellipticity condition (E 1 ), and let ψ be a cut-off function defined as in (1.16). For any p
with equivalent quasi-norms. In particular, different choices of ψ in the definition of
The proof of Proposition 1.6 will be given in Section 3 of this article, where a higher Poincaré's inequality from [35] is used.
By the method used in the proof of Theorem 1.4, we are able to characterize H p L (R n ) via some more general square functions and Lusin-area functions.
To be precise, for all λ ∈ (0, ∞),
where Γ λ is as in (1.8) . For simplicity, if k = 1, we remove the subscript k from S 
with respect to the quasi-norm
Moreover, for all k ∈ Z + and p ∈ (0, ∞), the Hardy space
The following theorem establishes the characterization of H p L (R n ) via, respectively, some square functions and some Lusin-area functions. Theorem 1.8. Let L be as in (1.1) and satisfy the Ellipticity condition (E 0 ). Then
The proof of Theorem 1.8 will be given in Section 3 of this article. Let us end this section by making some conventions on the notation. Throughout the paper, we always let N := {1, 2, . . .} and Z + := N ∪ {0}. Denote the differential operator simply by ∂ α , where α := (α 1 , . . . , α n ) and |α| := α 1 + · · · + α n . We use C to denote a positive constant that is independent of the main parameters involved but whose value may differ from line to line, and C (α,...) to denote a positive constant depending on the parameters α, . . .. Constants with subscripts, such as C 1 , do not change in different occurrences. If f ≤ Cg, we then write f g and, if f g f , we then write f ∼ g. For any x ∈ R n , r ∈ (0, ∞) and λ ∈ (0, ∞), let B(x, r) := {y ∈ R n : |x − y| < r} and λB := B(x, λr). Also, for any set E ⊂ R n , χ E denotes its characteristic function and, for all z ∈ C, ℜe z denotes its real part.
The Hardy space
In this section, we study the Hardy space H p L (R n ) associated with the homogeneous higher order elliptic operator L in (1.1). To this end, we first collect some known basic facts on L in Subsection 2.1; then, in Subsection 2.2, we present some real-variable properties of the Hardy space
has been studied in [15, 21] . Our results here also include the case p ∈ (1, ∞).
Homogeneous higher order elliptic operators
Let m ∈ N andẆ m, 2 (R n ) be the m-order homogeneous Sobolev space equipped with the usual norm
For all multi-indices α and β in (Z + ) n satisfying |α| = m = |β|, let a α, β be a complex valued L ∞ function on R n . For all f and g ∈Ẇ m, 2 (R n ), define the sesquilinear form a 0 , mappinġ
The following ellipticity condition on {a α, β } |α|=m=|β| is necessary.
Ellipticity condition (E 0 ). There exist constants 0 < λ 0 ≤ Λ 0 < ∞ such that, for all f and
where
We also need the following strong ellipticity condition on {a α, β } |α|=m=|β| .
Strong ellipticity condition (E 1 ). There exists a positive constant λ 1 such that, for all ξ := {ξ α } |α|=m with ξ α ∈ C and almost every x ∈ R n ,
Moreover, for all multi-indices α and β with |α|
Remark 2.1. It is easy to see that the Strong ellipticity condition (E 1 ) implies the Ellipticity condition (E 0 ). However, the equivalence between (E 1 ) and (E 0 ) is only a specific feature of second order operators (see, for example, [6, p. 15] (i) a is said to be densely defined if the domain of a, D(a), is dense in H;
(ii) a is said to be accretive if, for all u ∈ D(a),
(iii) a is said to be continuous if there exists a nonnegative constant M such that, for all u, v ∈ D(a),
where u a := ℜe (a(u, u)) + u 2 H ; (iv) a is said to be closed if (D(a), · a ) is a complete space.
For a densely defined, accretive, continuous and closed sesquilinear form in the Hilbert space H, we have the following conclusion from [36, Proposition 1.22] . Recall that · H and (·, ·) H denote, respectively, the inner product and the norm of H.
Proposition 2.3 ([36]).
Assume that a is a densely defined, accretive, continuous and closed sesquilinear form in the Hilbert space H. Then there exists a densely defined operator T , defined by setting
and the Ellipticity condition (E 0 ), we deduce that a 0 is a densely defined, accretive and continuous sesquilinear form.
Moreover, let W m, 2 (R n ) be the m-order inhomogeneous Sobolev space equipped with the usual norm
For all f ∈ D(a 0 ), by the Ellipticity condition (E 0 ) and Plancherel's theorem, it is easy to see that
This, combined with the fact that W m, 2 (R n ) is a Banach space, further implies that
is complete. Thus, a 0 is closed. Using Proposition 2.3, we know that there exists a densely defined operator L in L 2 (R n ) associated with a 0 , which is formally written as in (1.1). Let ω ∈ [0, π/2). Recall that an operator T in the Hilbert space H is said to be m-ω-accretive (or maximal ω-accretive) if (i) the range of the operator T + I, R(T + I), is dense in H;
where arg(T (u), u) H denotes the argument of (T (u), u) H ; see [27, p. 173] .
It is known that, by [27, Proposition 7.1.1], every closed m-ω-accretive operator is of type ω in L 2 (R n ), namely, the spectrum of T , σ(T ), is contained in the sector
denotes the operator norm of the linear operator S on the normed linear space H.
Moreover, by [27] , we know that, if T is of type ω, then −T generates a semigroup {e −tT } t>0 , which can be extended to a bounded holomorphic semigroup {e −zT } z∈S 0
Recall that, by the Ellipticity condition (E 0 ), we know that L is an m-arctan Proposition 2.4. Let L be as in (1.1) and satisfy the Ellipticity condition (E 0 ), and let ω := arctan Λ0 λ0 , where Λ 0 and λ 0 are as in the Ellipticity condition (E 0 ). Then, for all ℓ ∈ (0, 1),
, satisfies the m-Davies-Gaffney estimates in z. That is, there exist positive constants C and
We now consider the Proposition 2.5 ( [2, 21] ). Let L be as in (1.1) and satisfy the Ellipticity condition (E 0 ). Then
where, for any q ∈ (1, ∞),
denotes the Sobolev exponent of q and q * m means the m-th iteration of the operation q → q * .
there exist positive constants C and C such that, for any closed sets E,
Finally, we recall some results on the square root of L. Let L be defined as in (1.1). It is known that L is one-to-one and m-ω-accretive. By [6, 
Proposition 2.6 ([4]
). Let L be as in (1.1) and satisfy the Ellipticity condition (E 0 ). The square root of L has a domain equal to the Sobolev space
.
Proposition 2.6 implies immediately that the Riesz transform
∇ m L −1/2 associated with L is bounded on L 2 (R n ). Moreover, Auscher proved the following boundedness of ∇ m L −1/2 on L p (R n ) (see [2, p. 68]).
Proposition 2.7 ([2]
). Let L be as in (1.1) and satisfy the Ellipticity condition
We also refer the reader to [9, Theorem 1.2] for a related result on the boundedness of
The Hardy space
Let L be the homogeneous higher order operator defined as in (1.1) that satisfies the Ellipticity condition (E 0 ). Let H p L (R n ) be the Hardy space associated with L defined as in Definition 1.1. In this subsection, we give some real-variable properties of
with Γ(x) for all x ∈ R n as in (1.3), denotes the A-functional of F (see [20] for more properties of tent spaces).
Proposition 2.8. Let L be as in (1.1) and satisfy the Ellipticity condition (E 0 ). Then, for each θ ∈ (0, 1) and
where p satisfies Proof. The proof of Proposition 2.8 is a consequence of the complex interpolation of tent spaces [29, Lemma 4.20] for more details in the case when m = 1), the details being omitted.
For H p L (R n ) with p ∈ (0, 1], one of its most useful properties is its molecular characterization. To state it, we first recall the following notion of (p, 2, M, q) L -molecules. Definition 2.9. Let L be as in (1.1) and satisfy the Ellipticity condition
Definition 2.10. Let L be as in (1.1) and satisfy the Ellipticity condition (E 0 ), and let
where the infimum is taken over all the molecular (p, 2, M, ǫ) L -representations of f as above.
Theorem 2.11 ( [15, 21] ). Let L be as in (1.1) and satisfy the Ellipticity condition
, we refer the reader to [15, 21] . We now study the relationship between H p L (R n ) and the Lebesgue space
Lemma 2.12. Let L be as in (1.1) and satisfy the Ellipticity condition (E 0 ), and let p − (L) and
Proof. We prove Lemma 2.12 by borrowing some ideas from the proof of [ 
On the other hand, recall the following Calderón reproducing formula for L (since L has a bounded holomorphic functional calculus in
+ ) with 1/p + 1/p ′ = 1, and Hölder's inequality, we see that
which, combined with the arbitrariness of g, implies that f ∈ L p (R n ) and
. By density, this finishes the proof of Lemma 2.12 for p ∈ (p − (L), 2]. The case p ∈ [2, p + (L)) follows from Definition 1.1 and a dual argument, the details being omitted. This finishes the proof of Lemma 2.12.
Combining Lemma 2.12, Propositions 2.7 and 2.8, together with the fact that [15, Theorem 6 .2]), we conclude the following proposition, the details being omitted. Proposition 2.13. Let L be as in (1.1) and satisfy the Ellipticity condition (E 0 ). Then, for all p ∈ (
Now, we establish the generalized square function characterization of H p L (R n ), which is available in [29] for m = 1 and p ∈ (0, ∞) and in [15] for m ∈ N and p
Definition 2.14. Let p ∈ (0, ∞), L be as in (1.1) and satisfy the Ellipticity condition (E 0 ),
The generalized square function Hardy space H p ψ,L (R n ) is defined as the completion of the space
The following result establishes the generalized square function characterization of
, via an application of the Calderón reproducing formula. If p ∈ (1, ∞) and m = 1, Proposition 2.15 is just [29, Corollary 4.17] , where β ∈ (
, via an application of the Calderón reproducing formula. If p ∈ (1, ∞) and m ∈ N ∩ [2, ∞), an argument similar to that used in the proof of [29, Corollary 4.17] , together with an application of the Calderón reproducing formula, also gives us the desired conclusion of Proposition 2.15, where we need β ∈ ( Proposition 3.1. Let L be as in (1.1) and satisfy the Ellipticity condition (E 0 ), and let f ∈ L 2 (R n ), t ∈ (0, ∞) and u(x, t) := e −t 2m L (f )(x) for all x ∈ R n . For all ǫ ∈ (0, ∞), there exist positive constants C (ǫ) , depending on ǫ, and C such that, for all x 0 ∈ R n , r ∈ (0, ∞) and t 0 ∈ (3r, ∞),
where C (ǫ) and C are independent of f .
Proof. We first prove (3.2). To this end, we introduce two smooth cut-off functions. Let η ∈ C ∞ c (B(x 0 , 2r)) satisfy 0 ≤ η ≤ 1, η ≡ 1 on B(x 0 , r) and, for all k ∈ {0, . . . , m},
By the properties of η and γ, and the Ellipticity condition (E 0 ), we first write
is a (properly arranged) coefficient matrix of L so that, for all f, g ∈Ẇ m,2 (R n ) and x ∈ R n ,
To bound A, let
We first bound B. For all (x, t) ∈ R n+1
∂ t e − tL = −Le − tL and
we know that
which, together with integration by parts, and the definition of the cut-off function γ, shows that
F (x, t) dx ∂ t γ t 1 2m
This, combined with the change of variables, the size condition of γ and t 0 ∈ (3r, ∞), implies that 6) which is desired. On the other hand, by the definition of B and Leibniz's rule, we know that
where θ := (0, . . . , 0) ∈ N n and, for each α and ξ, C (α, ξ) is a positive constant depending on α and ξ, and ξ < α means that each component of ξ is not larger than the corresponding component of α and |ξ| < |α|.
Before going further, we make the following observation. For all multi-indices γ with 0 ≤ |γ| ≤ m, by Leibniz's rule, we see that there exists a smooth function η γ on R n such that
Indeed, if γ ≡ (2, 0, . . . , 0), then we have
where the fact that η γ satisfies (3.8) is an easy consequence of properties of η. The general cases follow from a similar calculation, the details being omitted. From this fact and Leibniz's rule again, we deduce that, for each α and β as in (3.7),
where ξ ≤ α means that each component of ξ is not larger than the corresponding component of α and, by (3.8), we see that
Combining (3.7) and (3.9), we conclude that
which further implies that
This, together with the definition of A, Hölder's inequality, (3.8), (3.10), (3.6), Hölder's inequality with ǫ and the Ellipticity condition (E 0 ), implies that, for all ǫ ∈ (0, ∞), there exists a positive constant C (ǫ) such that
which, combined with (3.3), shows that (3.2) holds true. We now turn to the proof of (3.1). Recall that, from [1, Theorem 5.2(3)] with some slight modifications, we easily deduce that there exists a positive constant C (n, m) , depending only on n and m, such that, for all balls B, f ∈ W m, p (B) and k ∈ {0, . . . , m},
which, together with (3.2), the interpolation inequality and Young's inequality with ǫ, immediately implies that (3.1) holds true. This finishes the proof of Proposition 3.1.
The following proposition improves Proposition 3.1 by removing all the terms with gradients on the right hand side of Caccioppoli's inequality (3.2), which is motivated by a recent result of Barton [7] . Proposition 3.2. Let L be as in (1.1) and satisfy the Ellipticity condition (E 0 ), and let f ∈ L 2 (R n ), t ∈ (0, ∞) and u(x, t) := e −t 2m L (f )(x) for all x ∈ R n . Then there exists a positive constant C such that, for all x 0 ∈ R n , r ∈ (0, ∞) and t 0 ∈ (3r, ∞),
Proof. We prove this proposition by borrowing some ideas from the proof of [7, Theorem 3.10] . We first make the following claim that, to finish the proof of Proposition 3.2, we only need to show that, for all j ∈ {1, . . . , m} and 0 < ζ < ξ ≤ 2r,
Indeed, if (3.13) holds true for all j ∈ {1, . . . , m} and 0 < ζ < ξ < ∞, then let r = r 0 < r 1 < r 2 < · · · < r m = 2r
be an average decomposition of (r, 2r) and
with l ∈ {0, · · · , m} and s ∈ (0, ∞). By repetitively using (3.13) with j ∈ {m, . . . , 1}, we know that We now turn to the proof of (3.13). Observe that, if j = m, then (3.13) can be proved by using the same argument as the proof of the parabolic Caccioppoli's inequality (3.2) with r and 2r replaced, respectively, by ζ and ξ, noticing that the assumption 0 < ζ < ξ ≤ 2r, together with t 0 ∈ (3r, ∞), implies that, for all t ∈ (t 0 − ξ, t 0 + ξ),
Thus, by induction, to finish the proof of (3.13), it remains to show that, if (3.13) holds true for some j + 1, then (3.13) also holds true for j. Now, for all i ∈ Z + , let {ρ i } i∈Z+ be a sequence of increasing numbers satisfying
, where the exact value of ρ i will be determined later. Let
. By properties of ϕ i , the Fourier transform and Hölder's inequality, we know that, for all i ∈ Z + , t0+ρi t0−ρi B(x0, ρi)
where A ρi, j+1 , A ρi, j and A ρi, j−1 are defined as in (3.14) .
From the assumption that (3.13) holds true for j + 1 and Hölder's inequality with ǫ, we further deduce that, for any ǫ ∈ (0, ∞), there exists a positive constant C (ǫ) such that t0+ρi t0−ρi B(x0, ρi)
By letting ǫ small enough, we conclude that there exists a positive constant C such that, for all i ∈ Z + ,
which immediately implies that
Moreover, for all i ∈ Z + , take τ ∈ (2 −1/(2m) , 1),
, we then have
where the implicit positive constants depend on m and τ , but are independent of j, ξ and ζ.
Combining the estimates (3.16) and (3.17) , and using the definition of B i+1, j in (3.15), we conclude that
which immediately implies that (3.13) holds true for j. Thus, by induction, (3.13) holds true for all j ∈ {1, . . . , m}, which completes the proof of Proposition 3.2. .18), via the parabolic Caccioppoli's inequality (3.12). Before going further, we point out that, in the remainder of this section, including the proofs of Propositions 3.3 and 3.9, and Theorem 1.4, we borrow some ideas from the corresponding parts of [28] , in which the authors considered the case when m = 1 and p = 1.
We first need the following notation. For all λ ∈ (0, ∞),
be the same, respectively, as in (1.17) and (1.18). For any 0 < ǫ ≪ R < ∞ and x ∈ R n , let Γ ǫ, R, λ (x) be the truncated cone defined by setting
We write S 20) where the implicit positive constants are independent of f .
Proposition 3.3. Let L be as in (1.1) and satisfy the Ellipticity condition (E 0 ), and let p ∈ (0, ∞).
Then there exists a positive constant
In what follows, for all k ∈ Z + and suitable functions H on R n+1 + and x ∈ R n , let
|H(y, t)| 2 dy dt t n+1 .3) with F replaced by H. To prove Proposition 3.3, we need the following technical lemma, which is due to Steve Hofmann (a personal communication with the second author).
If there exists a positive constant C 0 such that, for all k ∈ Z + and almost every x ∈ R n ,
then, for all p ∈ (0, ∞), there exists a positive constant C 1 , independent of F and G, such that
Proof. From [3, Theorem 1.1], it follows that there exists a positive constant C (n, p) ∈ [1, ∞), depending on n and p, but being independent of F , such that, for all
which immediately implies that A * (F )(x) < ∞ almost everywhere in R n . On the other hand, using (3.22) and Cauchy's inequality, we find that, for all k ∈ Z + and almost every x ∈ R n ,
which, together with the definition of A * , shows that
This, combined with the fact A * (F )(x) < ∞ almost everywhere in R n , further implies that
Thus, by the fact that
the definition of the A-functional in (2.3) and (3.23), we have
which completes the proof of Lemma 3.4.
With the help of Lemma 3.4, we now prove Proposition 3.3.
Proof of Proposition 3.3. We begin the proof of this proposition by first introducing some smooth cut-off functions supported in truncated cones. For all 0 < ǫ ≪ R < ∞, λ ∈ (0, ∞) and x ∈ R n , let Γ ǫ, R, λ (x) be the truncated cone defined as in (3.18) . Let η ∈ C ∞ c (Γ ǫ/2, 2R, 3/2 (x)) satisfy η ≡ 1 on Γ ǫ, R, 1 (x), 0 ≤ η ≤ 1 and, for all k ∈ N with k ≤ m and (y, t) ∈ Γ ǫ/2, 2R, 3/2 (x),
From the definition of L and Minkowski's inequality, we deduce that, for all x ∈ R n ,
We first bound I 0 . By Hölder's inequality, the size condition of η and the Ellipticity condition (E 0 ), we see that, for all x ∈ R n ,
(f ) are defined, respectively, similar to S h, L (f ) in (1.18) and S L (f ) in (1.17), with Γ(x) replaced by Γ ǫ/2, 2R, 3/2 (x). To bound I m , similar to (3.25) , for all x ∈ R n , we have
(f )(x), let Q(z, 2r) be the cube with center z and sidelength 2r in R n+1 + . Write z := (z * , t) with z * ∈ R n and t ∈ (0, ∞). Assume that {Q(z j , 2r j )} j∈N is a covering of Γ ǫ/2, 2R, 3/2 (x) satisfying
} j∈N has a bounded overlap, where, for all j ∈ N, z j := (z * j , t j ). This kind of covering is based on Whitney's decomposition; see [28, (5.26) ] for a covering of similar nature consisting of balls.
It is easy to see that
From these and the parabolic Caccioppoli's inequality (3.12), we deduce that, for all 0 < ǫ ≪ R < ∞ and x ∈ R n , 27) which, together with letting ǫ → 0 and R → ∞, (3.19) and (3.20) , implies that, for all q ∈ (0, ∞) and
Moreover, by (3.26) and (3.27), we conclude that, for all x ∈ R n ,
We now turn to the estimates of I k for all k ∈ {1, . . . , m − 1}. Again, by Hölder's inequality, the Ellipticity condition (E 0 ) and the size condition of η, we see that
To bound II k , using again the interpolation inequality (3.11) and Hölder's inequality, we conclude that
From (3.27), we deduce that
Thus, it holds true that
Combining the estimates of (3.24) through (3.30), f ∈ L 2 (R n ) and letting ǫ → 0 and R → ∞, we conclude that, for almost every x ∈ R n ,
which immediately shows that there exists a positive constant C 0 such that, for almost every
Similarly, by following the same line of the proof of (3.31), we conclude that, for all k ∈ Z + and almost every x ∈ R n ,
which, combined with the definition of A k in (3.21), implies that, for all f ∈ L 2 (R n ) and almost every x ∈ R n ,
. Thus, by Lemma 3.4, we conclude that, for all p
and hence completes the proof of Proposition 3.3.
We also need the boundedness of S L, k and S h, L, k in L q (R n ) as follows, which, when k = 1, was pointed out in [2, p. 68] without any details.
Lemma 3.5. Let L be as in (1.1) and satisfy the Ellipticity condition (E 0 ). Let S L, k and S h, L, k be the same, respectively, as in (1.17) and (1.18). Then
Proof. Observe that, by Proposition 2.5(iii), we know that L satisfies all the assumptions of [10, Theorem 2.13] and, as a consequence, we obtain (i) of Lemma 3.5. The proof of (ii) of this lemma is similar to that of (i). We only need to replace the m-L p -L q off-diagonal estimates from Proposition 2.5(iii), in the proof of [10, Theorem 2.13], by the corresponding m-L p -L q off-diagonal estimates of the gradient semigroups from Proposition 2.5(iv), the details being omitted. This finishes the proof of Lemma 3.5.
The next proposition presents an equivalence between the H p L (R n ) norm, defined via the square function S L , and the
Recall that this conclusion was pointed out in [2, p. 68] without giving any details. Proposition 3.6. Let L be as in (1.1) and satisfy the Ellipticity condition (E 0 ), and let p ∈ (p − (L), p + (L)), with p − (L) and p + (L) as in Proposition 2.5, and S L be as in (1.17) with k = 1 and λ = 1. Then there exists a positive constant
Proof. It is easy to see that the second inequality of (3.32) is a direct consequence of Lemma 3.5(i) in the case when k = 1. We now prove the first inequality of (3.32
, by the Calderón reproducing formula (2.4) with M = 0, duality, Fubini's theorem, Hölder's inequality and Lemma 3.5(i), we know that
and hence
This finishes the proof of the first inequality of (3.32) and hence Proposition 3.6.
With the help of Propositions 3.3 and 3.6, we obtain the following corollary.
Corollary 3.8. Let L be as in (1.1) and satisfy the Ellipticity condition (E 0 ). Then, for all .7). Proposition 3.9. Let L be as in (1.1) and satisfy the Strong ellipticity condition (E 1 ), and let p ∈ (0, 2). Then there exist positive constants γ and
Proof. To prove Proposition 3.9, we first introduce some notation. Let σ ∈ (0, ∞). Assume that γ ∈ (0, ∞), whose exact value will be determined later. Let
Its subset E * of global 1/2 density is defined by
be the sawtooth region based on E * and B ǫ, R, γ (E * ) the boundary of R ǫ, R, γ (E * ). Moreover, for all y ∈ R n and t ∈ (0, ∞), let u(y, t) := e −t 2m L (f )(y). By Fubini's theorem, we find that
) be a smooth cut-off function satisfying 0 ≤ η ≤ 1, η ≡ 1 on R ǫ, R, 1/2 (E * ) and, for all k ∈ N with k ≤ m and (x, t) ∈ R ǫ/2, 2R, 3/2 (E * ),
and |∂ t η(x, t)| 1 t . These assumptions, together with the Strong ellipticity condition (E 1 ), imply that
From this, we further deduce that
where, for any multi-indices α and α as above, C (α, α) denotes a positive constant depending on α and α. We first bound J 0 . Since, for all (y,
which, together with integration by parts and properties of the cut-off function η, shows that
|u(y, t)| 2 dy dt t .
To estimate the last term in the above formulae, we let
36)
It is easy to see that (
ǫ (E * ), we find that there exists x ∈ E * such that |x − y| < 3 2 t. Moreover, from the definition of E * , it follows that, for all t ∈ (0, ∞),
where ω n := |B(x, 1)| = |B(0, 1)|. Thus, |E ∩ B(y, 3t)| ≥ 1 2 ω n t n , which, combined with Fubini's theorem, implies that
Similarly, we have
To estimate the integrand on the region B 0 (E * ), let {B(x k , r k )} k be Whitney's covering of B * , where B * := (E * ) ∁ . Then we see that
(ii) there exist positive constants C 1 and C 2 ∈ (0, 1) such that, for all k,
(iii) there exists a positive constant C 3 such that, for all
From these, we deduce that
By the fact E * ⊂ E, we know that
(1−C2)C1 t. Thus, by taking γ ∈ ( C2 (1−C2)C1 , ∞), we conclude that
Combining the estimates of (3.39), (3.40) and (3.41), we see that
Now, we turn to the estimates of J k for all k ∈ {1, . . . , m}. Using integration by parts and Hölder's inequality, we write
where, for any m ∈ N and any multi-indices α and α as above, C (α, α, m) denotes a constant depending on α, α and m. We first control J α, α, β, 1 . Let B ǫ (E * ), B R (E * ) and B 0 (E * ) be, respectively, as in (3.36), (3.37) and (3.38). Similar to (3.39), we obtain
This, together with the parabolic Caccioppoli's inequality (3.12), implies that
Similarly, resting on estimates (3.40), (3.41), (3.45) and the parabolic Caccioppoli's inequality (3.12), we conclude that there exists a positive constant γ ∈ (0, ∞) large enough such that
This, combined with (3.45), implies that
The estimate of J α, α, β, 2 can be obtained by using the definition of η, the interpolation inequality (3.11) and the estimates of J 0 and J α, α, β, 1 . By the estimate of J α, α, β, 2 , (3.35) and the estimates of (3.42) through (3.46), we see that
where γ ∈ (0, ∞) is a sufficiently large constant. By this and an argument similar to that used in [28, (6.31 ) through (6.37)], we then complete the proof of Proposition 3.9.
We are now in a position to prove our main result of this article.
, is a direct consequence of Propositions 3.3 and 3.9, and Corollary 3.8. We now turn to the proof of the inclusion
. Using Lemma 2.12, we are reduced to
here and hereafter, 1/p + 1/p ′ = 1. We first claim that
here and hereafter, "t → 0 + " means that "t > 0 and t → 0". Indeed, if the claim (3.49) holds true, then, from Fubini's theorem, Hölder's inequality and Remark 1.3(ii), we deduce that
which, together with (3.48), implies that, for all p ∈ [2, p + (L)), (3.47) holds true.
Thus, to finish the proof of (3.47), it remains to show the claim (3.49). By Hölder's inequality and an elementary calculation, we see that
Notice that, by the fact that lim t→0 + e −tz = 1 for all complex numbers z and the fact that L has a bounded functional calculus in 
. Letting t → 0 + , and using the strong continuity of the semigroup
In what follows, for any locally integrable function f , let M(f ) be the Hardy-Littlewood maximal function defined by setting, for all x ∈ R n ,
where the supremum is taken over all the balls in R n containing x. Observe that, for all y ∈ R n ,
. From this, the Lebesgue dominated convergence theorem and the Lebesgue differentiation theorem, together with the uniformly boundedness of the semigroup
which completes the proof of the claim (3.49). 
where R h, L is the radial heat maximal function defined as in (1.6). The latter estimate can be obtained by using the same method as that used in the proof of [28, Theorem 6.3] , the details being omitted here. This finishes the proof of Theorem 1.4 for p ∈ (0, 1].
If p ∈ (1, p + (L)), let R h, L be the radial maximal function defined as in (1.6) and, for any ball B and j ∈ N, let S j (B) := 2 j B \ (2 j−1 B) and S 0 (B) := B. Then, for any q ∈ (2, ∞), using Minkowski's inequality, Proposition 2.5 and the boundedness of M on L q/2 (R n ), we know that there exists a positive constant η such that 
) and hence finishes the proof of Theorem 1.4.
With the help of Theorem 1.4, we are able to prove Theorem 1.5.
Proof of Theorem 1.5. We first point out that, similar to Remark 1.3, we have
with equivalent quasi-norms. Moreover, by (1.6), (1.7), (1.14) and (1.15), we immediately see that, for all f ∈ L 2 (R n ) and
which, together with Theorem 1.4, implies the inclusion that (B(x, 2t)) be the Sobolev space over B(x, 2t), defined as the completion of C ∞ c (B(x, 2t) ) with respect to the norm · W m, 2 (B(x, 2t)) , where, for all ϕ ∈ C ∞ c (B(x, 2t) ), , 2t) ).
Recall the following Poincaré's inequality from [35, (B(x, 2t)), it holds true that, for all (x, t) ∈ R n+1 + ,
Thus, by this and properties of ψ, we see that, for all (
which, combined with (3.50), further shows that, for all
As for the converse direction, by Leibniz's rule and properties of ψ, for all (x, t) ∈ R n+1 + , we have
, which implies that, for all x ∈ R n ,
Combining (3.51), (3.52), Theorems 1.4 and 1.5, we conclude that
(R n ) with equivalent quasi-norms, which completes the proof of Proposition 1.6. Now, we prove Theorem 1.8. To this end, we need the following proposition. Proposition 3.10. Let k ∈ N, L be as in (1.1) and satisfy the Ellipticity condition (E 0 ). Let S L, k and S h, L, k be the same, respectively, as in (1.17) and (1.18) . Then, for all q ∈ (0, p + (L)), there exists a positive constant C (k, q) such that
Proof. We prove Proposition 3.10 by mathematical induction. If k = 1, Proposition 3.10(i) automatically holds true. To prove Proposition 3.10(ii), by (3.27), we know that, for all f ∈ L 2 (R n ) and
By this, together with letting ǫ → 0 and R → ∞, (3.19) and (3.20), we further conclude that, for all q ∈ (0, ∞) and
which implies that Proposition 3.10(ii) holds true in this case. If k = 2, we prove (i) by first establishing a desired estimate for S L, 2 (f ) L q (R n ) with q ∈ (0, ∞) (see (3.61) below). To this end, for all 0 < ǫ ≪ R < ∞, λ ∈ (0, ∞) and x ∈ R n , let Γ ǫ, R, λ (x) be the truncated cone as in (3.18) . Also, let η ∈ C ∞ c (Γ ǫ/2, 2R, 3/2 (x)) satisfy η ≡ 1 on Γ ǫ, R, 1 (x), 0 ≤ η ≤ 1 and, for all l ∈ N with l ≤ m and (y, t) ∈ Γ ǫ/2, 2R, 3/2 (x),
From properties of η, the definition of L, Leibniz's rule and Minkowski's inequality, we deduce that, for all f ∈ L 2 (R n ) and x ∈ R n , where, for all multi-indices α and α, C (α, α) denotes a positive constant depending on α and α. For I 0 , by Hölder's inequality, the size condition of η and the Ellipticity condition (E 0 ), we see that, for all 0 < ǫ ≪ R < ∞ and x ∈ R n , I Moreover, by an argument similar to that used in the proof of (3.27) (see also (3.53)), we find that, for all 0 < ǫ ≪ R < ∞ and x ∈ R n , Also, similar to (3.30), we know that, for all l ∈ {1, . . . , m − 1}, 0 < ǫ ≪ R < ∞ and x ∈ R n ,
2m L (f ) (y) 2 dy dt t n+1 . (3.59)
By combining (3.55) through (3.59) and then letting ǫ → 0 and R → ∞, we conclude that, there exists a positive constant C such that, for all f ∈ L 2 (R n ) and almost every x ∈ R n , S L, 2 (f )(x) ≤ C S Similarly, by following the same line of the proof of (3.60), we conclude that, for all k ∈ Z + , f ∈ L 2 (R n ) and almost every x ∈ R n ,
where F := (t 2m L) 2 e −t 2m L (f ) and G := (t∇) m t 2m Le −t 2m L (f ). Moreover, since f ∈ L 2 (R n ), we know that F and G ∈ T 2 (R n+1 + ). Thus, by Lemma 3.4, we conclude that, for all q ∈ (0, ∞) and
) , which implies that, for all q ∈ (0, ∞) and f ∈ L 2 (R n ),
This, combined with (3.54), shows that Proposition 3.10(i) holds true for k = 2. Moreover, Proposition 3.10(ii) when k = 2 follows from (3.58), (3.19) , (3.20) and Proposition 3.10(i) when k = 2 . Now, let k ∈ N ∩ [3, ∞). Assume that Proposition 3.10 holds true for all k ∈ {1, . . . , k}. Thus, by mathematical induction, to finish the proof of Proposition 3.10, it suffices to show that Proposition 3.10 also holds true for k + 1.
Similar to (3.55), for all 0 < ǫ ≪ R < ∞, f ∈ L 2 (R n ) and x ∈ R n , we have For I 0 , by Hölder's inequality, the size condition of η and the Ellipticity condition (E 0 ), we see that, for all 0 < ǫ ≪ R < ∞, f ∈ L 2 (R n ) and x ∈ R n , I (f ) are defined, respectively, similar to S h, L, k (f ) in (1.18) and S L, k+1 (f ) in (1.17), with Γ(x) in (1.3) replaced by Γ ǫ/2, 2R, 3/2 (x) in (3.18).
For I m , using an argument similar to that used in the proof of (3.57), we conclude that, for all 0 < ǫ ≪ R < ∞, f ∈ L 2 (R n ) and x ∈ R n , By an argument similar to that of (3.53), we know that, for all 0 < ǫ ≪ R < ∞, f ∈ L 2 (R n ) and
By this, together with letting ǫ → 0 and R → ∞, (3.19) and (3.20), we further conclude that, for all q ∈ (0, ∞) and f ∈ L 2 (R n ),
(3.65)
Also, similar to (3.59), we know that, for all l ∈ {1, . . . , m − 1}, 0 < ǫ ≪ R < ∞, f ∈ L 2 (R n ) and x ∈ R n , I l ≤ S . (3.66)
Thus, combining (3.62) through (3.66), and then letting ǫ → 0 and R → ∞, we conclude that, there exists a positive constant C such that, for all f ∈ L 2 (R n ) and almost every x ∈ R n ,
Similarly, by following the same line of the proof of (3.67), we conclude that, for all l ∈ Z + , f ∈ L 2 (R n ) and almost every x ∈ R n ,
This, together with Lemma 3.4 and the assumption that Proposition 3.10 holds true for all k ∈ {1, . . . , k}, implies that Proposition 3.10(i) also holds true in the case k + 1, the details being omitted. Finally, we see that Proposition 3.10(ii) in the case k + 1 follows from (3.65) and Proposition 3.10(i) in the case k + 1, which completes the proof of Proposition 3.10.
From the proof of Proposition 3.10, we immediately deduce the following conclusions.
Corollary 3.11. Let k ∈ N, L be as in (1.1) and satisfy the Ellipticity condition (E 0 ). Let S L, k and S h, L, k be the same, respectively, as in (1.17) and (1.18). Then, for all p ∈ (0, p + (L)), there exists a positive constant C (p, k) , depending on p and k, such that, for all f ∈ L 2 (R n ),
