Introduction
Powerdomains are the order-theoretic analogue of powersets and are used to model non-determinism and concurrency [9, 8, 3, 10] . There exist three standard kinds of order-theoretic powerdomain: the Plotkin, Smyth and Hoare powerdomain. To obtain a powerdomain from a given !-algebraic cpo D, one constructs the collection F (D) of finite, non-empty sets of finite elements from D (for necessary definitions, see below). The order on D can be lifted to a pre-order on F (D) is three different ways: the convex, upper and lower lifting, respectively [9] . The powerdomain is then defined as the ideal completion of the resulting pre-ordered set [9, 3] . This 'abstract' description of the powerdomain is sufficient for theoretical purposes. From the point of view of semantics, however, it would be convenient if it were given as a collection of subsets of D and an ordering relation. Hence we want to identify this collection and ordering relation and show that the resulting partially ordered set is isomorphic to the 'abstract' powerdomain. The usual representation for the Smyth powerdomain is the collection of non-empty, upwards closed, Scott-compact subsets of D ordered by reverse set inclusion [9] . This description is somewhat tedious if one tries to construct a concrete semantics for an actual language. In this context one generally only encounters chains of finite sets of finite elements.
In this paper we define a different representation for the Smyth powerdomain. We use minimal representatives instead of maximal ones. The reason for using minimal representatives is the following. Consider the collection of all possible results of a nondeterministic program. The worst case behaviour of this program is precisely captured by the minimal elements in this collection. The Smyth powerdomain identifies programs with the same collection of minimal elements in their denotation and hence can be used for modelling worst case behaviour. Hence it is desirable to represent the Smyth powerdomain as a collection of sets of minimal elements together with an ordering relation, and to show how functions on this representation can be defined. In this way, the representation of the domain is geared towards its use as the underlying domain of a worst case semantics. In this paper we develop the theory needed for this purpose. We only use order-theoretic constructions for defining the representation and do not need any topological methods. Hence this paper is accessible to any reader familiar with the basics of order theory. The use of minimal representatives is also inspired by the work of Meyer and De Vink [7, 6, 2] . Here it is argued that the use of the Smyth powerdomain and minimal representatives facilitates proofs of various properties of denotational semantics for concurrent programming languages (see also [1] ). Moreover, Libkin uses minimal representatives for the Smyth powerdomain in order to prove that the Smyth and Hoare powerdomain constructions commute [5] .
The powerdomain itself is defined using a different completion method than ideal completion, namely chain completion (see also [9, 11] ). It is not too difficult to show that the ideal completion and the chain completion of a countable pre-ordered set are isomorphic. However, at least in the realm of semantics, chain completion seems to be a more natural completion method. Moreover, we found it more convenient to use in the powerdomain construction than ideal completion.
The paper is organized as follows. In section 2 we give a short recap on domain theory and the chain completion method. In section 3 we use this method to define the Smyth powerdomain. The construction immediately gives rise to a collection of subsets of the underlying domain which are again Smyth pre-ordered (this is not trivial: in the Plotkin powerdomain construction, the Egli-Milner order on the finite elements 'becomes' the Plotkin order on the infinite ones, see [9, 4] ). We identify minimal representatives for the equivalence classes for the pre-order. Finally we show how continuous functions on the underlying domain lift to continuous functions on the Smyth powerdomain.
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Domains and Chain Completion
In this section we give a short review of notions relating to cpo's. For a fuller treatment, consult [3, 9] . A partially ordered set D is called a cpo iff every (countable) chain (x i ) i has a least upperbound, denoted by
We assume that all partial orders considered here have a least element ?.
The ordering relation on a pre-order X induces an ordering relation on chains. Let (x n ) n and (y m ) m be chains in X. We say that (x n ) n approximates (y m ) m , denoted as (x n ) n . (y m ) m , iff 8n9m:x n v y m . Likewise we say that a chain (x n ) n is equivalent to a chain (y m ) m , denoted as (x n ) n (y m ) m , iff (x n ) n . (y m ) m and (y m ) m . (x n ) n .
We note the following simple but important result [4] .
Next we consider functions that preserve (some of) the structure present in a domain.
Let D and E be domains and
In the sequel we denote the category of pre-ordered sets and monotone functions by given by
where
is some chain such that x = F i x i . For future reference, we state the following lemma [4] .
Lemma 2.2 "( ) is an order preserving bijection between the collection of monotone functions K(D) ! E and the collection of continuous functions D ! E.
We now investigate how one can construct, in a uniform way, a domain out of a (countable) pre-ordered set. Intuitively, this construction adds (formal) limit points to the chains that exist in the pre-order. We call the construction chain completion. Chain completion also extends to mappings: every monotone function between two pre-ordered sets induces a continuous function between the completions of these pre-orders.
Since we want to complete a pre-ordered set to a domain, Proposition 2.1 suggests the following construction. Given a pre-order X, form the collection C(X) of all chains in X. Then C(X) with . is a pre-ordered set. Let C X = C(X)= be the corresponding partial order induced by the pre-order. The equivalence classes of C X are denoted by (x i ) i ]. Usually we work with representatives of such an equivalence class.
Theorem 2.3
Let X be a countable pre-order. Then C X is a domain and K(CX) ' X.
Proof All requirements are easily checked. We only show how to obtain lub's in C X.
be a chain. Define the following collection fy i : i < !g inductively: y 1 = x 1 1 ; y n+1 = x n+1 k where k is the least index such that y n v x n+1 k and for all m n+1 and i n + 1, we have that x m i v x n+1 k .
By assumption, this is a chain. Clearly, (y i ) i is a least upperbound for the chain (1) and we denote it by W n<! (x n i ) i . It is straightforward to check that the construction of this diagonal is well-defined for equivalence classes of chains. That is, if (z n i ) i (x n i ) i for every n, then W n<! (
There is an interesting subcase in the proof of the preceding theorem, namely when for all n, x n i v x n+1 i for all i. In this case the diagonal is indeed (x n n ) n . Moreover, it is not hard to see that any chain (with respect to .) in C X can be brought into this form.
Let X and Y be pre-ordered sets and let f : X ! Y be monotonic. Then f can be extended to C f : C X ! C Y given by C f( (x n ) n )]) = (f(x n )) n ]. Then C f is welldefined, monotonic and continuous. Moreover, with this definition, C is a functor from Ord to Dom.
Finally, we state a lemma that we use frequently in the sequel of this paper.
Lemma 2.4 (König's Lemma) A finitely branching, infinite tree contains an infinite path.
We will mostly apply this lemma in the following situation. Consider a countable collection X 1 ; X 2 ; : : : of finite subsets of a domain D such that for all i, 8x i+1 2 X i+1 9x i 2 X i :x i v x i+1 . Then the order on D induces a finitely branching, infinite tree in which the nodes on depth i are given by the elements from X i . An infinite path in this tree corresponds to a chain (x i ) i D and thus determines an element in D.
The Smyth Powerdomain
This section concentrates on the interpretation of the (abstract) construction of the Smyth powerdomain as a collection of subsets of the underlying domain. The interpretation is inspired by the work of Meyer and De Vink [7] , who essentially described the interpretation for the special case where the underlying domain is the streamset on a (countable) alphabet. below). We will use minimal representatives for the equivalence classes induced by the pre-order. We therefore introduce the following operator. For X D, min(X) = fx 2 X : 8y 2 X:y v x ! y = xg
We expect that X S min(X) for every X D. We have to use a condition on X, however, for this to be true. Let D contain an infinite sequence x 0 w x 1 w x 2 w Let X = fx n : n < !g. Then min(X) = ? and hence X 6 S min(X). 
X v S Y iff min(X) v S min(Y ).

X S Y iff min(X) = min(Y ).
In order to prove the next lemma we need a definition. A down-chain in a subset X D is given by an ordinal and an injective function f : ! X such that 
Lemma 3.6 For all chains
Proof Immediate from Lemmas 3.4 and 3.6.
Remark One may ask whether every subset X D such that min(X) = X arises in this way. This is not the case. Consider a (finite or countable) set A and the stream domain over A defined as the set A str = A + A ? A ! ordered by x v y iff x = y or x x 0 ? and y x 0 y 0 . Then we have that min(fag ) = fag but obviously this set cannot be an element of the powerdomain: it should contain a ! as well. Next we construct a continuous function P ] f : P ] D ! P ] E for any continuous function f : D ! E. We start by defining a functionf : F (D) ! P ] E as follows. First, for X 2 F (D), consider f(X), the direct image of f. This is a finite set but it may contain infinite elements. Let fy 1 ; : : : ; y m g be an enumeration of f(X). For each y i there exists a chain (e i n ) n K(E) such that F e i n = y i . Now define Y n = fe 1 n ; : : : ; e m n g and setf (X) = (Y n ) n ]. Obviously, Up(Y n ) n = f(X). Then we can define P ] f( (X i ) i ]) = Wf (X i ). By Lemma 2.2, P ] f is a continuous function from P ] D ! P ] E. The proof of the next lemma is completely analogous to the proof Proof Since min(X) X, we have f(min(X)) f(X). We show that min(f(X)) f(min(X)) from which it follows that min(f(X)) is a collection of minimal elements for f(min(X)). Let y 2 min(f(X)). Then there exists an x 2 X such that y = f(x). 
First, consider a chain (y n ) n with y n 2 f(X n ). Then each y n determines a finite nonempty set Y 0 n Y n n given by fy 2 Y n n : y v y n g. By König's Lemma, there exists a chain (z n ) n where z n 2 Y n n such that
Conversely, let (z n ) n be a chain with z n 2 Y n n . Then each z n determines the subset Z i n Y i n for i < n defined as Z i n = fy 2 Y i n : y v z n g. Each Z i n is non-empty.
Hence we can apply König's Lemma to find chains (y i n ) n with y i n 2 Y i n . By assumption, F n y i n 2 f(X i ). By the way we chose the sets Z i n , each F n y i n v F z n . Since all the sets f(X i ) are finite we may again apply König's Lemma to choose a chain (a n ) n with a i 2 f(X i ) and a i v F n y k n for some k i. Hence a i v F z n for each i. Since every set X i is finite, we can again apply König's lemma to find a chain (x i ) i with x i 2 X i such that F f(x i ) v F a i . From this it follows that R v S L.
We arrive at the following proposition. We can now state the main theorem of this paper. 
K(D).
Hence in practice it is often sufficient to consider only countable pre-ordered stets and monotone functions between them. For example, using the stream domain on an alphabet A as defined below Proposition 3.7, if we want to model processes as elements from P ] A str , we can define a sequential composition operator by stipulating that v; w = vw and u; w = u for v 2 A + , u 2 A ? and w 2 A + A ?. It is easy to see that this monotone map 'lifts' to the usual sequential composition operator, see [7] .
