This paper examines the target detection problem in a multistatic passive radar with one noncooperative illuminator of opportunity (IO) and multiple distributed receivers. Specifically, we consider how to address the direct-path interference (DPI), which refers to the direct transmission from the IO to a receiver, to enhance passive detection performance. The DPI is in general much stronger (by many tens to even over a hundred dB) than the target echo. It is standard for a passive radar to apply some kind of interference cancellation by using, e.g., an adaptive array, to reduce the DPI. However, due to practical limitations of such techniques and the significant difference in strength between the DPI and target signal, the residual DPI after cancellation is often at a nonnegligible level. Unlike most existing passive detectors which ignore such residual DPI, we consider explicitly its effect and develop two new detectors under the conditions when the noise level is known and, respectively, when it is unknown. Another distinction from existing solutions is that the proposed detectors exploit the correlation of the IO waveform for passive detection. The proposed detectors are developed within the generalized likelihood ratio test (GLRT) framework, which involves nonlinear estimation that is solved using the expectation-maximization algorithm. Numerical results are presented to illustrate the performance of the proposed methods and several well-known passive detectors.
I. INTRODUCTION
A passive radar system can detect and track targets of interest by utilizing noncooperative illuminators of opportunity (IOs), such as radio, television, and cellular signals [1] - [4] . Passive radar is attracting considerable interest recently due to several advantages compared with an active system. Specifically, because a passive radar does not transmit, it is naturally covert and offers high tolerance to electronic countermeasure. It does not require additional spectrum and has been widely considered as a unique sensing capability to cope with the radio spectrum congestion problem. In addition, a passive radar can readily employ a multistatic configuration by using several IOs and/or several receivers at different locations, which leads to spatial diversity and improved sensing capabilities [5] .
Passive radar can be broadly classified into two categories, based on whether a reference channel (RC) is employed. In the first category, an RC is utilized at the receiver to collect the direct-path (transmitter-to-receiver) signal, while a separate surveillance channel (SC) is used to collect the target echo [1] - [4] , [6] . A standard detector for such passive systems is based on the cross-correlation (CC) operation between the RC and SC, which mimics the matched filtering (MF) approach used in active radar. In particular, the reference signal obtained with the RC plays the role of the transmitted signal in the MF operation. In [7] , several improved detectors were developed by taking into account the effect of the noise in the RC. The effect of noise is also examined in [8] in a passive multiinput multioutput (MIMO) radar setup. The second category avoids a dedicated RC that may be difficult to implement in some practical scenarios where a high-quality reference signal is not accessible. One idea is to employ multichannel observations (e.g., via multiple spatially distributed sensors) of the target echo and exploit the interchannel correlations for target estimation and detection [9] - [15] . Since the receivers collect target echoes due to the illumination of the same IO, a correlation exists among the multiple observations. Therefore, the target detection problem is equivalent to determining the presence or absence of a common but unknown signal in these independent noisy observations. For digital modulation based IOs, a reference signal can be obtained by demodulating the received signal, which allows the passive radar to bypass a dedicated RC (see [16] and references therein).
In this paper, we consider target detection for multistatic passive radar without RC. There are several notable solutions to this problem. The energy detector (ED) is a wellknown method for detecting an unknown signal in white noise, which measures the received signal energy and compares it with the noise level that is assumed known [17] , [18] . A generalized canonical correlation (GCC) detector was developed in [10] and [11] , which uses the largest eigenvalue of the Gram matrix as its test variable. Like the ED, the GCC detector needs to know the noise level to properly set the test threshold. The magnitude-squared coherence (MSC) detector [19] does not need the noise level; however, it is limited to the two-receiver case. An extended version of the MSC, known as the generalized coherence (GC) detector which can cope with any number of receivers, was introduced in [20] and [21] . The GC detector was rederived in [13] using a Bayesian framework. Another detector for passive radar without requiring the noise level was introduced in [14] , which is referred to as the RLET detector as its test variable is the ratio of the largest eigenvalue to the trace of the Gram matrix.
A passive radar has to employ some kind of interference cancellation technique to cope with the direct-path interference (DPI), e.g., using an antenna array with a null formed in the direction of the IO, and/or a temporal filter that employs the reference signal in the RC to cancel the DPI [22] - [25] . A standard approach is to treat DPI cancellation and target detection as two separate processes [24] . The first step is primarily concerned with interference cancellation, whereas the second step is target detection, assuming the absence of any residual interference. However, some residual DPI may still exist after the initial cancellation. In particular, the direct-path signal is generally significantly stronger (by many tens to even over a hundred dB) compared with the target echo [26] , [27] . Nonnegligible DPI in the SC may be caused by noise in the RC, limited array size, and/or mismatch between the null of the array beam pattern and the real IO direction. As a result, the DPI may still be at a nonnegligible power level compared with the target echo. To address this issue, we consider a joint interference cancellation and target detection problem, and propose solutions to explicitly take into account the residual DPI for weak target detection. This is one of the main contributions of this paper. Another contribution of this paper is that we aim to utilize the waveform correlation of the IO signal to solve the joint cancellation and detection problem. Here, the correlation refers to the autocorrelation of the IO waveform, that is, how adjacent samples of the waveform are statistically related to each other. Most existing methods treat the IO signal as either deterministic or stochastic with unknown and temporally uncorrelated samples. In practice, the IO waveform often exhibits some temporal correlation which can be exploited to improve the sensing performance.
We examine herein the target detection problem for a passive multistatic radar system without RC, where the receivers are contaminated by nonnegligible noise and DPI. We model the transmitted signal as a stochastic process, whose temporal correlation is exploited for detection. We present two solutions, based on the generalized likelihood ratio test (GLRT) framework, for this detection problem. The first detector assumes that the receiver noise level is known. In this case, the noise level has to be estimated in advance by some estimation procedure. However, such estimation may be subject to errors. Hence, we also consider a second case where the receiver noise level is unknown. For both cases, the maximum likelihood (ML) estimates of the unknown parameters, which are required by the GLRT, cannot be obtained in closed form. We resort to an expectationmaximization (EM) procedure [28] to find these estimates. Numerical results are provided to show the performance of the proposed detectors and compare with existing solutions. The remainder of the paper is organized as follows. In Section II, we present the system model and formulate the problem of interest. In Section III, the proposed GLRT detectors are derived. Numerical results and discussions are included in Section IV, followed by conclusions in Section V.
Notation: Vectors (matrices) are denoted by boldface lower (upper) case letters, and all vectors are column vectors. Superscripts (·) * , (·) T , and (·) H denote complex conjugate, transpose, and complex conjugate transpose, respectively. {·} represents the real part of a complex quantity, E{·} denotes statistical expectation, and j stands for the imaginary unit. 0 p×q denotes a p × q matrix with all zero entries, I N denotes an identity matrix of size N, [·] m,n denotes the (m, n)th entry of a matrix, and [·] m denotes the mth element of a vector. and ⊗ stand for the Hadamard and the Kronecker products, respectively. The notation CN denotes a circularly symmetric, complex Gaussian distribution. det{·} represents the determinant of a matrix, · is the Frobenius norm, and tr{·} denotes the trace of a matrix.
II. PROBLEM FORMULATION
Consider a multistatic passive radar, as depicted in Fig. 1 , which contains one noncooperative illuminator of opportunity (IO) and K geographically distributed receivers for collecting the echoes from a target of interest due to the illumination of the IO. The signal collected by the kth receiver (channel), denoted by y k (t), can be expressed as
where k = 1, 2, . . . , K, x(t) is the unknown signal (baseband equivalent) transmitted by the IO, d k is the propagation delay from the IO to the kth receiver, i.e., the propagation delay of the DPI, t k is the propagation delay of the target, due to the transmission from the IO to the target and then from the target to the kth receiver, f k is the target's Doppler frequency seen at the kth receiver, β k is the scaling coefficient that includes the antenna attenuation and the channel propagation effects from the IO to the kth receiver, α k is the scaling coefficient accounting for the target reflectivity, the antenna gain, and the channel propagation effects, and n k (t) is the additive zero-mean white Gaussian noise on the kth channel with power (variance) η k .
To simplify the system model, we observe that the direct-path delay d k is generally known a priori and can be compensated for, since the location of the IO is usually known to each receiver. Let y k (t) = y k (t + d k ) denote the kth delay-compensated signal, and the delay-compensated noise n k (t) is similarly defined. This leads to
where τ k is the kth bistatic delay given
We assume that x(t) has a duration of T s, e.g., due to the framed transmissions employed by the IO, in which case T represents the frame duration. The observation interval T o is selected such that T o ≥ T + τ max , where τ max denotes the maximum bistatic delay that can be tolerated by the system. We sample each channel using a sampling frequency f s ≥ 2(B + f D max ), where B denotes the bandwidth of the communication signal x(t) and f D max is the maximum Doppler frequency of the target that is designed detectable by the system. Suppose M samples are collected for each channel over the observation window T o , i.e.,
T , andx andn k be similarly defined M × 1 vectors formed from samples of x(t) and n k (t), respectively. The discrete model becomes
where stands for the Hadamard product and
In this paper, the signal waveform is modeled as a correlated stochastic process. Specifically,x is zero-mean Gaussian distributed with covariance matrix R x . This stochastic model is justified for IOs involving sophisticated modulation techniques, such as the orthogonal frequency division multiplexing used in many wireless systems, which use multiple random information streams to form a composite transmitted signal [29] . According to the central limit theorem, this waveform can be modeled as a complex Gaussian process. In addition, the channel noisen k is a zero-mean white Gaussian noise with covariance matrix η k I M , where the noise variance η k may be unknown.
, and x, n k , a(f k ) are M × 1 vectors similarly obtained by the DFT. In particular,
where
for m = 0, 1, . . . , M − 1. Applying basic DFT properties [30] , the signal in the frequency domain for the kth channel can be written as
where A(f k ) is the circulant matrix formed from the vector a(f k ), and W(τ k ) is a diagonal matrix with diagonal
(8) Clearly, x and n k are Gaussian random vectors with zero mean and covariance matrices C x = TR x T H and η k I M , respectively. Herein, we assume that the covariance matrix R x , i.e., the covariance matrix of the IO waveformx in the time domain, is known a priori, and so is C x . Practically, the covariance matrix can be estimated from an auxiliary observation that contains the IO signal and possible channel noise (e.g., with an antenna steered toward the IO direction). This is how R x was estimated in our simulation results shown in Section IV.
As a standard practice in radar signal detection [31] , we consider testing for the presence of a target within a hypothesized delay-Doppler cell. Specifically, the target is assumed to be within an uncertainty region that is divided into multiple delay-Doppler cells and the detection is performed on each cell in a sequential fashion. For each cell under test, τ k and f k are known and can be compensated for. Therefore, after the data are delay-and Doppler-compensated, the detection problem can be described by the following composite binary hypothesis test [7] - [10] , [14] :
where the amplitude parameters β k and α k are unknown and need to be estimated, and the unitary matrix D k is the kth delay-Doppler operator with respect to the hypothesized cell,
III. PROPOSED DETECTORS
In this section, we develop two GLRT detectors for the passive multistatic detection problem (9) . The first is for the case of known receiver noise level, and the second is derived with unknown noise level.
A. GLRT With Known Noise Power
Let the observations from K receivers be vectorized as y = [y
We can rewrite the detection problem (9) as
where the covariance matrix is given by
with the Kronecker product operation ⊗, block diagonal matrices
Then, the GLRT may be given by max {α,β} p 1 (y|α, β) max {β} p 0 (y|β)
where p 1 (y|α, β) and p 0 (y|β) denote the likelihood functions under H 1 and H 0 , respectively. The two ML estimation problems in (13) do not have closed-form solutions. A brute force search over the multidimensional parameter space is computationally difficult. In the following, we resort to the EM algorithm to solve the ML estimation problems, and the estimates are used in the GLRT detector.
To apply the EM algorithm under each hypothesis, the first step is to specify the "complete" data z, which includes the observed data y (regarded as the "incomplete" data) [28] . In our case, the "complete" data are specified as
After determining the "complete" data, the EM algorithm starts with an initial guess of the unknown parameters,θ
(θ = {α, β} under H 1 ; θ = β under H 0 ). Given the latest update for the parameter estimation after l iterations,θ (l) , the (l + 1)th iteration cycle consists of an expectation step (E-step) followed by a maximization step (M-step):
E-step:
M-step:θ
The E-step is intended to find the expectation of the log-likelihood function (LLF) of the "complete" data z, which is taken with respect to the signal waveform x and conditioned on observations y givenθ (l) . The M-step is intended to maximize the expectation with respect to the unknown parameters. This iteration cycle is repeated until the algorithm converges, e.g., when the following inequality holds for some small tolerance :
It is shown in Appendix A that, for the (l + 1)th iteration cycle, the M-step (16) under H 1 is equivalent tô
with c
3,k , and c xx|y , namely, the minimum mean square error (MMSE) estimates of x and its covariance matrix, respectively, based on the lth parameter estimatê θ (l) . The expressions ofx (l) and C (l) xx|y are given by (51) and (52), respectively.
It can be seen that the cost function (19) is a quadratic function with respect to α k and β k for k = 1, 2, . . . , K, and thus permits closed-form solutions. Specifically, taking the partial derivatives of the cost function with respect to the conjugates of α k and β k and setting them equal to zero, we have
Jointly solving the two expressions of (20) yieldŝ
Under H 0 , the received data are free of target echoes, and the unknown parameters are θ = β. The ML estimates under this hypothesis can be derived by repeating the steps under H 1 with {α k } set to zero, which are given bŷ
After the EM iteration converges, let {α 1 ,β 1 } andβ 0 be the final estimates of the unknown parameters under H 1 and (21) and (22) 
3) Check the stopping condition (17). end for return
H 0 , respectively. The GLRT detector can be written as
where ξ = ln γ . The proposed detector is summarized in Algorithm 1.
B. GLRT With Unknown Noise Power
In this section, we consider the case of unknown receiver noise level, which can be different from one receiver to another, i.e., η 1 = η 2 = · · · = η K . Borrowing the notations from Section III-A, the detection problem is expressed as
with C n (η) = diag{η} ⊗ I M . Consequently, the GLRT is given by max {α,β,η} p 1 (y|α, β, η) max {β,η} p 0 (y|β, η)
where p 1 (y|α, β, η) and p 0 (y|β, η) denote the likelihood functions under H 1 and H 0 , respectively. Again, we use the EM algorithm to develop the GLRT detector in the following. As shown in Appendix B, the (l + 1)th M-step under H 1 , where the unknown parameters θ = {α, β, η}, is equivalent toθ (28) where
The coefficients c
3,k , and c
4,k have the same expressions as (54)-(57). Although the MMSE estimatesx (l) and C (l) xx|y are still computed using (51) and (52), respectively, it should be noted that (50) must be replaced by (66) in this case. Since the noise variance η k > 0, the (l + 1)th updates of α k and β k can be obtained as
Using the same optimization method for α k and β k , as in Section III-A, we find thatα
have the same expressions as (21) and (22), respectively. Then, the kth noise variance is updated bŷ
Under H 0 , the unknown parameters are θ = {β, η}. Similar to the null hypothesis in Section III-A, the ML estimates under H 0 in this case can be derived by repeating the steps under H 1 with α set to zero. Consequently,β
Let {α 1 ,β 1 ,η 1 } and {β 0 ,η 0 } be the final EM estimates of the unknown parameters under H 1 and H 0 , respectively. The second proposed GLRT detector can be written as
where κ = ln ζ . The proposed detector is summarized in Algorithm 2. using (49), (66), (51), and (52) withα (l) = 0. 2) Update the estimates of β k and η k using (23) and (33), respectively, for k = 1, 2, . . . , K. 3) Check the stopping condition (17) . end for return
IV. NUMERICAL SIMULATIONS
In this section, numerical simulations are conducted to illustrate the performance of the proposed detectors. For comparison purposes, the ED [17] , [18] and GCC [10] , [11] detectors, which require knowledge of the noise level to set the test threshold, as well as the GC [20] , [21] and RLET [14] detectors, which do not need the noise level, are included in the study. Their test statistics are expressed as
, which consists of delay-and-Doppler compensated signals by using (10), and
denote the ordered eigenvalues of a K-dimensional matrix. For easy reference, the GLRT detectors proposed in Sections III-A and III-B are denoted as GLRT 1 and GLRT 2 , respectively.
For simplicity, we use a first-order autoregressive (AR) process to simulate the IO waveform, in which case the waveform coefficient can be conveniently controlled by changing the AR coefficient a 1 . Let ρ (0 ≤ ρ < 1) measure the correlation in absolute value of two adjacent samples of the IO waveform. For the considered AR process, we have ρ = |a 1 |. The signal-to-noise ratio (SNR) for the target echoes is defined as
and the DPI-to-noise ratio (DNR) is
It is noted that, in the following, the threshold for each method is determined based on a constant false alarm rate (CFAR) of P FA = 0.01. The detection probability curves versus SNR are plotted in Fig. 2 , where the following parameters are used: sample number M = 20, receiver number K = 3, DNR = 0 dB, and two cases of different waveform correlations are considered. In Fig. 2(a) , we have ρ = 0.9, which corresponds to the case when the IO waveform is highly correlated or, equivalently, narrowband. We see that the GLRT 1 detector performs the best, and the GLRT 2 detector has slightly inferior performance. Both the proposed detectors do however, outperform the other detectors because the formers take into account the residual DPI and, moreover, exploit the waveform correlation for detection. In Fig. 2(b) , ρ = 0.001 is assumed, which corresponds to a lowly correlated wideband IO signal. In this case, the proposed detectors perform still the best; however, the gain is not as significant as in case 1. The improvement is due to the low waveform correlation, which makes the DPI behave like white noise to the other detectors.
To illustrate the effect of the DPI and, respectively, the effect of the waveform correlation on passive detection, we have included the performance of the GCC detector without DPI. 1 In Fig. 2(a) , the proposed detectors perform better than the GCC with no DPI, due to the benefit of using the waveform correlation. In Fig. 2(b) , however, the difference between GLRT 2 and GCC is fairly small. This is because, first, there is little waveform correlation that can be utilized by GLRT 2 ; and second, GLRT 2 has to estimate the noise level, which is assumed to be known by the GCC. Nevertheless, GLRT 1 performs the best among all detectors.
From Fig. 2 , we can see that the waveform correlation ρ has an impact on most detectors. To further study this effect, we show the detection performance versus ρ in Fig. 3 , where M = 20, K = 3, SNR = 0 dB, and DNR = 0 dB. It is seen that the proposed detectors are insensitive as ρ changes from 0 to 0.9. On the other hand, the ED and GCC appear most sensitive to the correlation of the IO waveform. Fig. 4 shows the performance of the proposed detectors versus DNR with M = 20, K = 3, ρ = 0.9, and SNR = 5 dB. It is observed that the proposed detectors are not affected by the variations in DNR values. On the other hand, the other detectors are significantly affected by the DPI. Fig. 5 illustrates the performance comparison versus the sample number M used. We can see that increasing M leads to improved detection performance for all detectors. This is because the effective SNR increases with M. Note that (39) is the average SNR per channel and per sample. The improvement for the proposed detectors after M = 20 is minor because their detection probability is nearly 1. However, the extra SNR gain leads to significant detection improvement for the other detectors. In Fig. 6 , the performance is presented as a function of the channel number K, where M = 20, ρ = 0.9, SNR = 5 dB, and DNR = 0 dB. The proposed detectors still perform the best. It is noted again that as K gets larger, the effective SNR increases. The performances of RLET, GC, and GCC are seen to benefit more from increasing K than the ED. This is because the formers can exploit the coherence among the different channels [14] .
Note that the proposed detectors GLRT 1 and GLRT 2 need to know the covariance matrix C x , equivalently R x , of the IO signal, which may be unknown and needs to be estimated in practice by using training signals. To illustrate the effect of covariance matrix estimation on the proposed detectors, we consider a simple scenario, where training signals are collected by steering an antenna toward the IO (whose location is usually known) to measure the source signal. The measurements are generally contaminated by noise. Let SNR t denote the SNR in the training signals.
Suppose N t samples of training signals are available. We use the simple unbiased estimator to estimate the autocorrelation function (ACF) of the training signals. The ACF of the IO signal can be obtained by subtracting the noise variance from the former; in the case when the noise variance is unknown (as in GLRT 2 ), the ACF of the training signals is used as the ACF of the IO signal. Following ACF estimation, an estimate of the covariance matrix R x can be formed as a Toeplitz matrix by using the ACF along with a tapering window (see [32] for details on how to form a covariance matrix estimate from ACF). The performance of the proposed detectors with estimated C x is shown in Fig. 7(a) for GLRT 1 and, respectively, in Fig. 7(b) for GLRT 2 , with several combinations of SNR t and N t . It is seen that with sufficiently high SNR t (e.g., 10 dB), the performance loss of GLRT 1 caused by covariance matrix estimation is very small. Although the loss increases with a lower SNR t , it can be remedied by using more training signals in covariance matrix estimation, as seen in the comparison of the case of SNR t = 0 dB and N t = 20 with that of SNR t = 0 dB and N t = 50. Finally, it is observed that GLRT 2 experiences more performance loss, due to the fact that a coarser covariance matrix estimate is employed, that is, the noise variance is not subtracted, as noted in the above.
V. CONCLUSION
In this paper, we examined the target detection problem for a multistatic passive radar system in the presence of noise and DPI. The system consists of a noncooperative IO and multiple geographically distributed receivers. We proposed two GLRT detectors based on the EM algorithm. The first detector is developed for the case of known receiver noise level, while the second one is derived under the condition when the noise level is unknown. Numerical results show that the proposed detectors significantly outperform several popular existing solutions, as the formers explicitly account for the DPI and exploit the waveform correlation for detection.
APPENDIX
A. Proof of (18) With known noise variance, we have the unknown parameters θ = {α, β} under H 1 , and the likelihood function of the "complete" data z = [x T , y T ] T can be written as
Thus, the LLF is given by
where 
