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INTRODUCTION
The advent of large-scale digital computers has allowed 
larger and larger numerical problems to be handled economi­
cally, and has resulted in a general increase of interest 
in analytical techniques for handling large problems. While 
the works of Gabriel Kron, dating back to the 1930's, have 
often discussed the concept of solving a large physical 
system by first solving it in parts and then interconnecting 
the solutions to the parts, no useful specific technique for 
so doing has previously appeared. The,presentation of such 
a technique is the purpose of this dissertation.
Network problems arise in their own right as problems 
of numerical interest. They also .appear in another context. 
The numerical solution o,f a partial differential equation is 
usually based upon a set-of finite difference approximations 
to the equation, and such a set often may be interpreted as 
the equations of an electric network. Two well-known cases 
are those of heat flow and wave propagation. The disserta­
tion is therefore limited to the question of finding solutions 
of network problems only. Since the mathematical apparatus 
is to be that of finite-dimensional linear vector spaces,
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only those systems which are describable by systems of linear 
equations will be considered.
J, Paul Roth, after an investigation of some of the 
concepts appearing in Kron's publications, has presented an 
outline of an abstract mathematical analysis of the technique 
of solving a network by considering it in parts, as well as 
some incomplete practical examples. Unfortunately his abstract 
analysis is inadequate and he gives no complete matrix formulas 
or proofs that the specified inversions can be performed.
Based upon some of Roth's concepts a complete abstract analysis 
and matrix formulation will be given of the relationships be­
tween the solutions of two networks which differ from each 
other in a certain fashion, as well as a complete example.
The material to be presented is divided into three 
chapters. The first is concerned solely with some mathema­
tical aspects of finite-dimensional vector spaces. The 
second chapter will demonstrate the utility of vector spaces 
in handling network problems, and will present a complete 
analysis of the usual techniques for expressing network prob­
lems and the methods of solution of network problems. The 
primary contribution of the dissertation will be found in the 
third chapter, which gives the analysis and matrix formula­
tion of the relationships existing between a network and a 
torn version of the network, and the techniques whereby the 
solution of either network may be used to aid in the solution 
of the other. The fourth chapter gives an example of the use
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of the techniques in the analysis of a network derived from 
a heat flow problem.
The general results of the analysis are that the speci­
fic numerical techniques are essentially those involved in 
inverting a matrix by either bordering or partitioning. If 
the two networks involved do not differ from each other by 
much, both networks may be solved for essentially the cost 
of solving one of the networks, or alternatively, the known 
solution of one may be used to find the solution of the other 
at small additional cost in computing time,
THE REARRANGEMENT OP NETWORKS 
CHAPTER I
DIRECT-SUM DECOMPOSITION OP VECTOR SPACES
Preliminary Definitions and Discussion 
This chapter presents a number of elementary results 
about finite-dimensional vector spaces which do not seem to 
be conveniently available elsewhere. In some cases the re­
sults given are simple abstract presentations of well-known 
facts about matrices, but for a portion of the results no 
prior abstract or matrix formulation is known.
It is assumed that the reader is familiar with the 
usual introductory material on vector spaces such as is given 
in Halmos (1). Certain conventions will be used. The word 
space will always mean a finite-dimensional vector space 
with either the real or the complex numbers as the scalar 
field. Since almost all of the discussion to follow will 
be independent of the particular scalar field in use, ref­
erence to the field will usually be omitted. The word 
zero or the symbol 0 will represent either the zero vector 
of the particular space under consideration or the zero ele­
ment of the scalar field, the intended meaning being clear
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from the context in which it appears in all cases. Upper­
case roman letters will be used to indicate particular spaces, 
and corresponding lower-cases letters to indicate particular 
elements of the spaces. For instance, î  stands for some 
element of the space Ig. (That is, if the discussion is con­
cerned with abstract spaces. When matrix interpretations 
of abstract results are being considered, î  will be taken 
to represent the coordinates of the corresponding vector with 
respect to some basis of the space. This convention will be 
given more specifically in the section on matrix interpreta­
tions.)
The dual space of a vector space is defined to be the
space of all linear functionals acting from the original
space to the scalar field, i.e., any element of the dual
space is a linear function which assigns some element of the
scalar field to each vector of the original space. It is
indeed a finite-dimensional vector space, so the name dual
space is appropriate, and it has the same dimension as the
original space. When elements from a space and its dual both
appear in an expression, the element from the original spa^e
will appear after the element from the dual space and be
enclosed in parentheses to emphasize the functional idea.
For instance if E represents the dual space to 1^, ©(ig)
stands for an element e of E acting on the element i of Is s
to give some element of the scalar field. It is a standard 
discussion to show that the dual space of a dual space may
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be regarded as the original space, i.e., the dual space of E 
may be taken to be 1^, and from this point of view it is 
usually immaterial which of the spaces is regarded as the 
original space and which the dual space. Given any non-zero 
element of a space, there is always some non-zero element of 
the dual space which when acting on the original element gives 
a non-zero scalar. In symbols, if î   ̂0, then there exists 
an e such that e(lg) 0.
Most of the discussion to follow will be devoted to the 
analysis of functions between spaces, and the usual word em­
ployed will be map: a linear, single-valued function from one 
vector space to another, and the usual symbol will be an 
upper-case roman letter. There will invariably be a diagram 
associated with a mapping, and on occasion mappings will be 
defined by just giving the appropriate diagram. For instance;
P
identifies the map F as acting between spaces I and J in the 
direction indicated, assigning to every element of I some 
element of J, specifically written out when convenient as
j = Pi.
When matrix interpretations are being considered, the 
map symbol will also be used to indicate a matrix of the map 
with respect to some specific pair of bases of the two spaces. 
Although the map itself, once defined, is unique, the corres­
ponding matrix depends upon the bases in use and will generally 
change if the bases are changed. Therefore different symbols
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will be necessary for the matrices of the map when more than 
one set of bases is being considered. The matrix conventions 
will be chosen so that the matrix equation corresponding to 
some abstract equation has exactly the same form as the ab­
stract equation, so where convenient it will usually be per­
missible to regard a given abstract equation as also the 
corresponding matrix equation.
Given any pair of spaces with a map between them, there 
may be defined an adjoint map between the dual spaces which 
acts in the opposite direction to the direction of the orig­
inal map, and which will be indicated by a prime on the orig­
inal map symbol. The appropriate diagram is:
P
I ----- >  J
pi
 V
where and V are the dual spaces of I and J respectively,
P is the original map, and P ' is to be the adjoint map. The 
precise definition of P' is as follows: given any v, ê  = P ’v 
is to be that element which when acting on any i gives the 
same scalar as v acting on Pi, in symbols: P'v(i) = v(Pi),
As with dual spaces, the adjoint of an adjoint may be taken 
as the original map: (P’)’ = P. The diagram illustrates a 
convenient convention: any time two spaces are shown one im­
mediately above the other, the lower will always represent the 
dual space of the upper, and correspondingly for maps: the 
lower map will be the adjoint of the upper.
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Subspaces of a space will usually be indicated by the 
symbol of the original space with a subscript suffixed. For 
instance, those elements of J in the previous diagram which 
are the images of elements of I under the map F form a sub­
space of J, which will be called the image space of F and 
might be indicated by Ĵ . Likewise those elements of V which 
go into the zero element of under F' form a subspace V̂ , 
which will be called the null space of F '.
A primary use of subspaces is to form direct-sum decom­
positions of the original space. For instance, given any 
subspace there exists at least one complementary subspace 
Jg which meets only in the zero element of J, and such 
that any element j of J can be written in one and only one 
way as the sum of a pair of elements, one from and one 
from Jg: j = Such a decomposition is indicated by
J = Jq ®  Correspondingly, V might be split up into the 
direct sum of and some complementary space V̂ : V = 0  V̂ .
Generally there will be many subspaces complementary to a 
given subspace.
Another example of a subspace is that of an annihilator: 
given a subspace of a space, its annihilator is that subspace 
of the dual space which maps everything in the given subspace 
into zero. There is a natural connection between annihila­
bors and direct sums: suppose J = J @  J , and is the an-o s 0
nihilator of and the annihilator of Ĵ , then V may be
decomposed into the direct sum of and V„: V = ©  V ,s o  s o
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Such, a decomposition will be called a dual decomposition of 
the two spaces.
Suppose the mapping under consideration to be
P
X ------ ► Y
If P assigns only the zero element of X to the zero element 
of Y, it will be said to be a monomorphism. If every element 
of Y is the image of some element of X under P, P will be 
said to be an epimorphism. If P is both a monomorphism and 
an epimorphism, it will be said to be invertible.
A monomorphism takes distinct elements into distinct 
elements; if f Xg, then Px^  ̂PXg, which is an immediate 
consequence of the defining condition that if Px = 0, then 
X = 0. The defining condition for an epimorphism takes the 
symbolic form that for any y, there exists some x such that 
y = Px. If P is invertible, this implies there exists some 
unique map P”  ̂from Y to X such that PP“  ̂and P”^P are both 
identity maps. P”  ̂will be called the inverse of P. One 
special case is of considerable importance: if X and Y have 
the same dimension, P will be a monomorphism if and only if 
it is also an epimorphism, so in this case either property 
establishes invertibility. Any invertible map between two 
spaces is said to establish an isomorphism between the spaces, 
a one-to-one linear correspondence. Any two such spaces are 
said to be isomorphic, but the particular isomorphism will 
depend upon the map between them.
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As an example of a map which is neither a monomorphism 
nor an epimorphism, consider a map P which takes every element 
of X (assumed to have dimension of at least one) into the 
zero element of Y (also assumed to have dimension of at least 
one). There will be at least two elements of X with the same 
image in Y, and at least one element of Y which is not the 
image of any X.
As an example of an epimorphism, a pro lection of J onto 
a subspace may be constructed as follows. Let J be decom­
posed into a direct sum of and some complementary space 
J = Jg. Any element of J may then be expressed in one
and only one way as j = The projection map of J
onto along is then defined by assigning to the element 
j the element of the subspace. Since it was necessary to 
choose an arbitrary complementary subspace to make the pro­
jection, there is nothing particularly unique in general about 
the image of an element of J. However, any projection always 
assigns the same image to a j which is already in the sub­
space J^, namely itself, and of course the elements of the 
complementary subspace make up the null space of the mapping. 
The essence of a projection, in contrast to just any epimor­
phi sm from J to Ĵ , is its property of assigning to elements 
of their natural images, namely themselves.
The preceding discussion may be turned around to give 
an example of a monomorphism: the injection of a subspace 
back into the original space, in which each element of the
11
subspace is assigned itself as an image, considered as an 
element of the larger space. Again, while many monomorphisms 
could be constructed between a subspace and the original 
space, the essence of an injection is its natural character, 
so to speak.
Three Theorems on Decompositions of Spaces 
The following diagram, essentially due to Roth (2), 
will be analysed in detail throughout the remainder of this 
chapter, and the results used in the next chapter in the 
analysis of the network problem. It will be called the Roth 
Diagram. The notation has been chosen with an application to 
electric networks in mind. In the theorems only those parts 
of the diagram specifically referred to in each theorem will 
be assumed to necessarily exist for the purposes of the 
theorem. The zeros on the ends of the diagram are for a 
notational convenience to be discussed later.
P G






One aspect of the theorems of some importance is that, 
although it is assumed that the spaces have been decomposed 
into direct sums, it is not assumed that the decompositions 
are dual to each other. Specifically, it is not taken that
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and Vg are annihilâtor8 of each other, but just any spaces
complementary to and respectively, which are taken as
mutual annihilators.
The theorems will utilize two concepts not previously
mentioned: commutativity of a diagram and an exact sequence
of maps. It is seen that there are two maps from I to Ê :
Z and P'ZP. If the two maps are identical: Z_ = P'ZP, the 0 0
diagram is said to be commutative. On the other hand, if the 
image space of P is the same as the null space of G, the 
upper part of the diagram is said to form an exact sequence. 
Theorem Is If P is a monomorphism, then:
(A) P ' is an epimorphism, and conversely;
and if also is the image space of P, and its annihila­
tor, then:
(B) P establishes an isomorphism between I and Ĵ ,
(0) PI establishes an isomorphism between E^ and V̂ ,
(D) is the null space of P*,
(E) there exist epimorphisms P^ from J to I such that
P^P is an identity map, and each such P^ will be
called a reverse of F,
(P) there exist monomorphisms (P’)̂, from E^ to V such 
that P ’(P’)j, Is an identity map, and each such 
(P’)̂  will be called a reverse of P *,
(G) the adjoint of a reverse is a reverse of the ad­
joint, in symbols: (P^)' = (P')̂ , and where no con­
fusion will arise the symbol P^ will be used to
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represent reverses of P'| 
and if also the maps Z and exist such that Z^ = P'ZP then:
(H) a necessary and sufficient condition that Z^ be
invertible is that for any non-zero there exist 
some such that ^ 0.
Proofs: (A) For any non-zero i, Pi 0, so there exists
some V such that v(Pi) = v(j) 0. Suppose P ' not an epimor­
phi sm, i.e., the image space of P ' does not span Ê . The 
annihilator of this image space will then be a non-zero sub­
space of I, say I^, For any v, 0 = P'v(I^) = v(Pi^), so 
Pi^ = 0 since only the zero element annihilates everything in 
V, But if i^ is non-zero, the result is that P takes a non­
zero element into zero, which contradicts the assumption that 
P be a monomorphism. To demonstrate the converse, assume P ' 
an epimorphism. Then for any non-zero i, there exists ê  such 
that 6g(i) ^ 0, and by the assumption of P ' some v such that 
Sg = P'v, so P'v(i) / 0. But this may be written as v(Pi) f 0,
so Pi ^ 0 and P must be a monomorphism, (B) P is both a
monomorphism and an epimorphism as far as is concerned and 
therefore establishes the isomorphism, (G) Since I and are 
isomorphic under F, they must have the same dimension, and
likewise E and V must have this same dimension. It is s s
therefore only necessary to show that for any e^ there is some 
V such that e = P'v , since this implies that P ' consideredS S 3
as restricted to acting on is an epimorphism, which with
the fact that and have the same dimension will establish3 s
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the desired isomorphism. Since P' is an epimorphism, for any
e there is some v such that e = P ’v, and since V is a s s
direct sum of V and V this may be written as e = P'vs + P'v̂ .s o  8 o
Now considering ê  acting on any i; Og(i) = P ’Vg(i) + P'v^(i), 
or e.(i) = P'v^(i) + v (Pi) = P'v (i) + v (j ) = P'v (i),8 S O  8 0 0 8
which implies that the image space of P ' acting on spans 
Eg since no assumptions were made about ê  and i in the equa­
tion. (D) The immediately preceding calculation showed that 
is contained in the null space of P ’, so it only remains to 
show that every element of the null space is also contained 
in V^. If V is in the null space of P', then 0 = P'v, so
0 = P ’v + P ’v = P ’v , and since P ’ restricted to V is aS O S  s
monomorphism v̂  = 0, so v must lie entirely in V̂ . (E) Let
C be any projection of J onto Ĵ . The map CP establishes an 
isomorphism between I and and is therefore invertible since
1 and J have the same dimension. A direct calculation will0
show that (CP)"^C is indeed a reverse for P. (P) Por this 
case take G ’ to be the injection of any into V. The map 
P ’C’ will be invertible, and G’(P’C ’)”  ̂will be a reverse for 
P'. (G) The calculations in this case are slightly more com­
plicated than those above, even though the same equations 
apply. The difficulty is illustrated by the fact that the 
adjoint of a projection of J onto has no direct interpre­
tation as an injection of into V, unless restrictions are 
placed upon the choice of Vg« The two cases will be con­
sidered separately. Let G be any projection of J onto Ĵ ,
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let be the dual space to and C  the adjoint of C. The
diagram is then:
P





3 pi s o
where the source of complication may be identified as the 
fact that is not necessarily the image space of C '. 
Nevertheless the map P ’C  establishes the necessary isomor­
phism between and E^ and is therefore invertible. Suppose 
ĵ  is non-zero. There is then some ĵ  such that j^(j^) f 0. 
Now since I and are isomorphic under the map CP there is 
some i such that ĵ  = GPi, and the previous expression may be 
written as 0 ^ j^(j^) = j^(CPi) = P'Cj^(i), i.e., if ĵ  is 
non-zero its image in E^ is also non-zero. P ’C* is therefore 
a monomorphism and invertible since the dimensions of and
E are the same. Por the other case let C  be defined as the s
injection of into Vj as the dual space of and C as






and it is desired to show that CP is invertible, which will 
follow immediately from a demonstration that C establishes an 
isomorphism between and V^. Suppose non-zero. Then 
v_(Cj ) = C'v (j ) = V (j ) since 0’ is the injection of V8 0 8 0 8 0 S
into V, But this expression is surely not identically zero 
for all possible since V is a space complementary to theS 3
annihilator of J , Cj^ is therefore non-zero and G acts as a 0 o
monomorphism from to V^, and the desired result follows 
since J and V ’ have the same dimension. (H) To show neces-0 3
sity, assume invertible and therefore a monomorphism. If
i is non-zero, then j = Pi will also be non-zero since Pa oa a
is a monomorphism. Since this element must eventually map 
into a non-zero element of E^, and also everything in goes
into zero under P', the image of j^^ under Z must have a non­
zero component in V̂ , say v^^. Now since v̂ ^̂  lies in a sub­
space complementary to the annihilator of and is non-zero 
there must be some ĵ  such that 0, Even further,
there must be some j^y such that ĵ y) f 0, since a pos­
sible choice for is the annihilator of V̂ , Making the
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calculation corresponding to the condition of interest:
^^oa'Job> = ''sa'^ob’ * ’'oa'^ob'- V  Mmponant
of Z1 in V , and since V is the annihilator of J the "oa 0 0 o
second term is zero, giving ^ 0, which
establishes the necessity. The sufficiency follows from the 
fact that the condition quarantees that Z maps images of non­
zero elements of I into elements with non-zero components in
V„, and since V is isomorphic to E„ the final image in E is s s s ° s
also non-zero, Z^ is therefore guaranteed to be a monomor­
phism, and invertible since I and E^ have the same dimension. 
Theorem 2: If G is an epimorphism, then:
(A) G ’ is a monomorphism, and conversely;
and if also is the null space of G, and its annihila­
tor, then:
(B) G establishes an isomorphism between J and I ,
(C) is the image space of G',
(D) G ' establishes an isomorphism between E and V̂ ,
(E) there exist monomorphic and epimorphic reverses for 
G and G ' respectively, such that GG^ and (G')^G' 
are each identity maps, and (G^)' = (G')̂  as in 
Theorem 1;
and if also the maps Y and exist such that Y^ = GYG', then:
(P) a necessary and sufficient condition that Y^ be
invertible is that for any non-zero v^^ there exist
some v̂ , such.that v , (Yv^„)  ̂0,00 00 oa
This theorem is primarily a restatement of Theorem 1 to
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apply to the other end of the diagram, and serves as a con­
venient statement of results for later applications. The 
only part requiring independent proof is part (G), which is 
essentially the converse of the corresponding part (D) of 
Theorem 1, The proof is easy. Every image of an element of 
E lies in since G ’e(j^) = e ( G = 0, and since E and 
have the same dimension and G' is a monomorphism the image 
space of G ' must span V̂ .
Theorem 3 is essentially Theorems 1 and 2 combined. It
serves to introduce the ohmic condition for the existence of
the various inverses. A map Z from J to V is said to be ohmic 
if for J non-zero, Zj( j) 0,
Theorem 3: If is both the image space of P and the
null space of G (exact sequence), and is the annihilator of 
Ĵ , and P is a monomorphism and G an epimorphism, and the maps 
Z, Z^, Y and Y^ all exist satisfying the commutative condi­
tions of Theorems 1 and 2, then:
(A) all the results of Theorems 1 and 2 hold, and the 
lower sequence is exact,
(B) there exist reverses of P and G such that the re­
verse sequence is also exact, and for these re­
verses the map PP^ + G^G is an identity map, with 
corresponding statements for the dual spaces and 
adjoint maps;
and if also Z and Y are each other's inverses, then:
(0) Z^ is invertible if and only if Y^ is invertible;
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and if also for any non-zero j, Zj(j) ^ 0 (ohmic), then:
(D) Y is ohmic,
(E) is invertible, and both it and its inverse are 
ohmic,
(?) is invertible, and both it and its inverse are
ohmic.
Proofs: (A) is satisfied, since the conditions of this
theorem meet all the conditions of the previous theorems, and 
is both the image space of G’ and the null space of ?'.
(B) Let C be the projection of J onto along Ĵ , and like­
wise let D be the injection of into J. Reverses for F and 
G are then given by = (CP) " and G^ = D(GD)“ .̂ The image 
space of G^ is therefore Ĵ , which is also the null space of
P , so the reverse sequence is exact. To show that PP + G G r»  ̂ r r
is an identity map, let any j be split into ĵ  and ĵ :
 ̂" 0̂ *̂s* ^^r on j gives PP^j = PP^j^ + PP^j^ or
PP^j = PPpj^ = P(CP)"^Cj^ = P(CP)"^j^. (GP)’  ̂identifies the
element of I which maps onto ĵ  under P, so PP^j = ĵ . Like­
wise G^Gj = jg, so PPpj + G^Gj = j. The treatment of the 
adjoints follows exactly the same pattern, (G) To show that 
Y^ is invertible by Theorem 2 it must be demonstrated that, 
given any non-zero v^^, there exists some v^^ such that
v_.(Yv__) 4 0, or since Y and Z are inverses, v , (Z"^v ) ^ 0. 00 oa 00 oa
This may be written out in the form that the j which maps
onto any non-zero v^ under Z must have a non-zero component
in J , i.e., does not lie entirely in the annihilator of V . s o
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But this is immediate, since the condition on Z that be 
invertible guarantees that the image under Z of any non-zero 
must have a non-zero component in so the image cannot 
lie wholly in (recall is the image space of P, and also 
the annihilator of V^). The converse statement follows by 
symmetry. (D)-(E)-(P) The inverse of an ohmic map is also 
ohmic: suppose Z ohmic and v non-zero, with j = Yv, then 
v(Yv) = Zj( j) 0. Note also that any ohmic map between a 
space and its dual space must be invertible, since it is by 
the ohmic condition also a monomorphism. To obtain the 
stated results the only significant condition remaining is 
to show that ohmicness is hereditary, for instance, if Z is 
ohmic then so is Z^. Making the calculation, for i non-zero, 
Z^i(i) = P ’ZPi(i) = ZPi(Pi) ^ 0, since Pi is non-zero by the 
fact that P is a monomorphism.
The ohmic condition seems to have been first utilized 
by Roth, following a suggestion of Steenrod (3). The name 
is derived from the analogy between the condition and Ohm's 
Law as used in electric network analysis, of which an ex­
ample is given in the next chapter. It essentially repre­
sents the restriction on Z that the necessary and sufficient 
condition of Theorem 1 be satisfied no matter how J is carved 
up into a direct sum, which is to say no matter what the image 
space of P might be. It is certainly a sufficient condi­
tion for invertibility of Ẑ , but is necessary only under the 
additional stipulation that Z^ be invertible for any monomor­
phism P.
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Another point of interest is that it is only the pair 
of subspaces and V̂ , each the annihilator of the other, 
that has entered into the preceding calculations in a natural 
fashion. In the network problem, for instance, it will be 
seen that and are, so to speak, natural subspaces,
while Jg and are just complementary subspaces, with no 
other necessary restriction.
The use of zeros on the ends of the diagram is a con­
venient notation that, with the specification that the entire 
sequence be exact, automatically implies, for instance, that 
P is a monomorphism and G an epimorphism. Consider the left 
end. Exactness and the zero coming into I from the left 
imply that F maps only zero into zero, and is therefore a 
monomorphism. On the other end, the zero implies that all 
of Ig goes into zero and is therefore all in the image space 
of G, which is therefore an epimorphism.
Some Comments on the Relationships Between 
the Center Spaces and the End Spaces
The previous theorems have demonstrated that, subject 
to the various mappings, the elements of the various spaces 
are certainly not independent. A typical question might be: 
given some j, is there any particular corresponding i and ig? 
An answer to this is: it is possible to find reverses and 
Ĝ , and use them to determine a pair i and ig, such that the 
sum of the images of i and ig in J give the original element 
j. Suppose F^ and G^ are constructed utilizing injections
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and projections exactly as described earlier, and therefore 
form an exact sequence (it is assumed that the full diagram 
is being considered under the conditions of Theorem 3)» The 
end space elements are then taken as î  = Gj = Gj^ and 
i = Fyj = PyjQ, where j = ĵ  + ĵ . Calculating the j^ cor­
responding to these end space elements as follows: 
ĵ  = Pi + Gyig = PPpj + GpGj = j by Theorem 3. It is there­
fore possible to go out to the end spaces and back and re­
cover the original element, although the I component is some­
what arbitrary, depending upon the particular P^ used, which 
in turn depends upon the fairly arbitrary choice of the 
space.
The converse question: given i and î , is there some
corresponding J, has an exactly similar answer. Using the
same reverses as before, if j = Pi + G^i^, then Gj = î  and
P^j = i. In this case j is not unique, again due to the
arbitrariness of J and therefore G_.s r
A question answered by Roth (2), which is essentially
the solution to the network problem of the next chapter, is:
given ig and ê , what are the corresponding j and v? More
precisely, given the entire diagram and conditions of Theorem
3, the elements ê  and î , what are j and v such that v = Zj,
GJ = i and P'v = e ? It is immediately verifiable that the
following is indeed a solution, assuming the inverses to
exist: j = PZ” ê + YG'Y“ î„, and v = Zj. The matter of the 0 3 o s
existence of the inverses has already been treated. If the
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solution exists, it is unique. Suppose and to represent
the differences between two solutions to the same problem,
so V = Zj , Gj = 0  and P'v = 0. Since Gj = 0, j is in a *'a ‘'a a ‘'a ’ •'a
the null space of G so = Pi for some i. Then 0 = P'v^
or 0 = P'Zi = P'ZPi = Z i, so i must be zero since Z is a a 0 o
monomorphism. Therefore = Pi = 0, and the assumed dif­
ferent solutions to the same problem must be identical.
The question considered by Roth can be split into 
parts, corresponding to the earlier treatment by Theorems 1 
and 2 of each end of the diagram separately. Given the map 
Z (Y not necessarily existing), the left end of the diagram 
as in Theorem 1, ê  and the condition that î  = 0, what are 
J and V such that v = Zj, Gj = 0  and P'v = e^? The answer: 
j = PZ^^e^ and v = Zj. Uniqueness follows as above.
Alternatively, given Y (Z not necessarily existing), 
the right end of the diagram as in Theorem 2, î  and the 
condition that ê  = 0, what are j and v such that j = Yv,
P'v = 0, and Gj = i„? The answer: v = G'Y"^i and j = Yv,3 o s
and again uniqueness follows as above. Note that in each 
case the solution is essentially just the Roth solution with 
the appropriate ê  or î  set equal to zero.
In the case treated by Roth there are no particular 
unique elements of I and E associated with a given problem. 
Por instance j will in general not be an image of some i, 
since it must map into a non-zero î  under G. This does 
give a hint that in the other two cases this might not be
214-
so, which is the situation. For instance if î  = 0, the 
solution is j = FZ^^e^, which is the image of an element of 
I, namely i = Z^^e^, which can therefore be naturally asso­
ciated with the problem. If ê  = 0, then e = Y^^i^ can be 
naturally associated with the problem.
Inversion of a Map Between Two Spaces by 
Extension of the Spaces 
Suppose there is given the spaces I and E^, and the map 
Z^ between them from I to E^, and it is desired to find ZT^, 
which is to say, given an element of E^, what is the corre­
sponding element of I such that ê  = Z^i? Rather than find­
ing Z~^ directly, the following discussion gives an indirect 
procedure in which the given spaces and map are embedded in 
a "larger" problem, whose solution is used to find the desired 
inverse. The procedure will be called abstract bordering, 
since it is essentially an abstract treatment of the operation 
to be given later of inverting a matrix by bordering.
The diagram considered before is applicable. Suppose 
the given Z^, I and E^to be embedded, or extended, in a com­
mutative fashion to form the whole diagram such that 
Z^ = F'ZF, etc. Given Ẑ , Z, I, E^, J and V, note that it 
is not necessarily trivial to determine the injection map F, 
so to speak, such that Z^ = F ’ZF. However, once this is done, 
it should be straightforward to set up the other side of the 
diagram by just letting G be a projection of J onto along 
J ,̂ and defining = GYG' (recall is the image space of
2^
P, and Jg any complementary space). It is now shown that 
Z”  ̂can be expressed in terms of the various maps of the dia­
gram, a reverse of P, and the inverses of Z and Y^.
The basic question has already been stated: given ê ,
what is i such that ê  = Z^i? The corresponding j will be an
element of Ĵ , namely Pi, and therefore the corresponding î
will be zero by the exactness of the sequence. The general
procedure will be as follows: since P ' is an epimorphism,
given any ê  there is some v such that ê  = P'v, and as a
matter of fact any reverse of P ' may be used to find such
a V. However, since the correct answer is unique, the v
found by V = P^e^ will almost certainly not be the correct
one, so a correction must be made. The correction will be
determined by finding the j corresponding to the incorrect
V, and then using G to determine the corresponding i^ which
in general will be non-zero since the element of j will not
necessarily be also an element of Ĵ . The actual correction
will then be made by adding to P^e^ a term from E chosen to
make the net 1  ̂component zero, which is found by inverting
Y^. The element of J corresponding to this corrected element
of V must then be also an element of and so any P^ will
determine the unique i which maps onto it under P. This i
will answer the original question, since its corresponding
element in V will be P'e + G'e, which will give e whenr s “ s
mapped to by P*, the second terra going to zero by the 
exactness of the lower sequence. Therefore an i has been
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found whose image under = P'ZP is ê , and it must be the 
correct i since there is only one. The detailed calcula­
tions follow.
Let P^ and P^ be any reverses of P ' and P respectively. 
Then a trial element of V will be v^ = P^e^, and the corre­
sponding element of J will be = YP^e^, and the resulting
i . = GY'P'e . The E component which will cancel this is St r 3
e = - Y"^i , = - Y'^GYP'e , and adding the image of this to c o St o r s
V. the final v is v = P'e„ - G'Y^^GYP'e^, The final element t r s 0 r s
of J is then j = Yv, and since this must also be an element
of any P^ may be used to determine the answer to the
original question, the element of I: i = P^(Y - YG'Y^^GYjP^e^,
or Z"^ = P (Y - YG'Y"^GY)P' . o r  o r
This procedure for finding Z” requires, from one pos­
sible point of view, the inversions of Z and Y^, and the
finding of a reverse of P. It will be seen when actual
matrix manipulations are considered that the finding of the 
reverse of P is often completely trivial, so it will be given 
no further consideration here. One possible way of giving an 
estimate of the utility of this procedure might then be to 
compare in some way the work necessary to invert Ẑ  directly 
with the work necessary to Invert Z and Y^. Now in general, 
the cost in computing time to invert a map increases as the 
dimension of the spaces involved increases, and in fact a 
common estimate is that cost increases as the cube of the 
dimension. In the procedure given above the dimension of J
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is greater than the dimension of I, specifically, the dimen­
sion of J equals the sum of the dimensions of I and I . Thes
procedure therefore replaces the inversion of with the
inversion of Z, a map between spaces of greater dimension,
and the auxiliary inversion of Y^. Prom this point of view
it would certainly be most uneconomical to use the procedure.
There are two cases where the procedure has possible
merit, however. For instance, the inverse of Z might already
be known due to previous computational effort, so the only
problems would be the determination of F such that Z^ = F'ZF
and the inversion of Y . If the dimension of J is less thano
twice the dimension of I, then the inversion of Y^ should be 
less expensive than the direct inversion of Ẑ . Another 
possibility is that for some reason the inversion of Z might 
be trivial, in which case again the inversion of Y^ would 
most likely be the primary expense. While this possibility 
may seem unlikely, it will be seen in the next chapter that 
this is exactly what commonly happens in problems derived 
from an electric network.
Finally, since the diagram is skew-symmetric, essen­
tially the same procedure may be applied to determine the
inverse of Y in terms of the inverses of Y and Z . The o 0
result is Y^^ = G^(Z - ZFZ^4'Z)G^.
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Inversion of a Map Between Two Spaces by 
Splitting of the Spaces into 
Smaller Spaces 
The matter to be considered now is that of finding the 
inverse of a map by splitting the spaces involved and invert­
ing some "smaller" maps. Specifically, using the previous 
diagram again, the question is to find the inverse of Z in 
terms of the inverses of and Y^, More precisely, Y may 
be calculated by finding using Z“  ̂and Z to find Y“^
directly, then inverting this to find Y^, and finally working 
with Z“  ̂and Y^ to find Y. The procedure will be called 
abstract partitioning since it is essentially an abstract 
treatment of the technique to be given later of inverting a 
matrix by partitioning.
The basic question is; given some v, what is j such 
that V = Zj? It will be necessary to work with reverses of 
P and G again, and it will be necessary to add the specifica­
tion that the reverses be chosen as described earlier so that 
the reverse sequences are also exact. This will allow ele­
ments of E and E to be determined from the element of V such s
that when they are mapped back into V the original v is ob­
tained. In effect, V may then be regarded as the direct sum 
of Eg and E, so to speak. Let P̂ , P^, and G^ represent 
such reverses.
Since the calculations are slightly involved, let v 
be split into its components in the two subspacess
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V = Vg+ v̂ . If and are then found such that = Zjg 
and = Zj^, then j = + jg; satisfy v = Zj. More
specifically, with the reverse maps chosen as specified above, 
it is only necessary that ĵ  and ĵ  satisfy the conditions 
(A) G^Zj^ = G^v = e and simultaneously F'Zj^ = 0, and (B) 
F'Zjg = P'v = ê  and simultaneously G'Zjg = 0. The suffi­
ciency of these two conditions follows from the choice of
reverses, since using them e =F'v=F'v„, e =  G'v = G'v_° s s r r o
and V = F^e^ + G'e. Likewise recall that if i = P^j and 
ig = Gj, then j = Pi + G^i^.
(A) For this case it is necessary to determine a j such
that it gives a specified e component and a zero ê  component
when mapped down. This may be used to determine a condition
on the i and i  ̂components of j as follows: ê  = 0 = F'Zj^
or 0 = P'ZFi^ + F'ZGyig^, which may be solved for i^ as a
•■Xfunction of i T, giving i, = -Z” F'ZG^i^n. Now assume Y si ^ 1 0 r si o
available as a result of inverting its inverse, found from 
the knowledge of Z and ZT^. Note = GYG', even though Y 
is not yet known, so the i^^ can be immediately calculated 
as ig^ = YqSj and substituting in the equations above the 
result for is - Pz;4'ZG^Y^G;)v^.
(B) In this case the element of J is to be found such 
that it gives a zero E component and a specified when 
mapped down. The technique used in (A) is not directly 
applicable, since inverses would be called for whose exis­
tence is doubtful. The procedure will be used instead of
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just taking the trial values of zero for î  and Z^^e^ for 
i, which will map down into ê  correctly, and using the 
non-zero result at E to determine the necessary correction.
If î  = and i^^ = 0, the error term is e^ = G^ZPZ'^eg,
It is now necessary to find the correction terms i and i*' C S C
which map down into zero at and -e at E. But this iss a
precisely the situation considered in (A) above, so those
results may be used to obtain i„ = -Z~^P'ZG i  ̂and *' c 0 r sc
i = -Y G ’ZPZ“ ê , The final J component is then sc o r o s
j_ = (PZ“  ̂+ PZ“^P»ZG Y G'ZPZ"^ - G Y  G»ZPZ“^)P'v . Adding ^2 0 0 r o r o  r o r o  s ^
the two components together and defining Y^ = G^Y^G^ and 
Y^ = PZ”^P', the final expression is then:
Y = Y - Y.ZY + Y, + Y.ZY ZY. - Y ZY. .a b a b b a b  a b
Correspondingly, if Z^ = P^Z^P^ and Z^ = G’Y^^G, then the
expression for Z becomes:
Z = Z - Z.YZ + Z. + Z, YZ YZ, - Z YZ, .a b a b b a b  a b
These somewhat formidable looking results actually hold
more promise than the previous ones. In terms of inversions,
the original inversion of Z is replaced by a pair of inver­
sions between spaces the sum of whose dimensions is the dimen­
sion of the original spaces. Assuming that the cost of an
inversion was proportional to the cube of the dimension of 
the spaces involved, and taking the dimensions of I and Is
to be, for example, each half the dimension of J, the cost 
of this procedure would be one-fourth the cost of a direct 
inversion. The cost of the other manipulations involved
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would of course be difficult to determine accurately at best, 
and in any case it is better treated after the above results 
have been put in matrix form, the subject of the next section.
Matrix Interpretations 
Matrices represent the only efficient method of dealing 
with the actual numerical calculation of maps between spaces 
of large dimension. Since the actual matrix of a map depends 
upon the choice of bases for the two spaces involved, it is 
necessary to make a few comments about bases for vector 
spaces before actually introducing matrices.
A primary property of any basis of a space is that 
any element of the space can be expressed as some linear com­
bination of the basis elements, using coefficients from the 
scalar field. There are generally an indefinite number of 
possible bases for a given space. Any single non-zero ele­
ment of the space can be used as a member of some basis for 
the space. Any set of linearly independent elements of the 
space can be used as part of a basis. Any basis of a sub­
space of the space can be used as part of a basis for the 
space. The basis elements of a pair of complementary sub­
spaces may be joined to form a basis for the entire space.
Given any basis of a space, there is a unique dual 
basis for the dual space. Say |̂ ĵ , jg, ..., j^ is some 
basis for J. Then there is a unique dual basis for V,
Vg, ..., v ^  , such that v^(j^) = 0 unless i = k, in 
which case v^(j^) = +1. Dual bases might be thought of as
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a dual direct-sum decomposition of the two spaces carried 
to an extreme.
When dual bases are used, the calculation v(j) takes 
a particularly simple form. Suppose v = a^v^ and
j = 21^ b^j^. Then v(j) = a^b^ . This should not be
confused with the concept of a scalar product. Scalar pro­
ducts do have a connection with dual spaces, but since scalar 
products are not needed in the discussions to follow, they 
will not be considered here.
To determine the matrix of a mapping it is necessary
to select and order bases for both of the spaces involved. 
Different orderings of basis elements give rise to differ­
ent matrices for the same mapping. Since for the most part 
only one basis is ever used at a time for each space, the
map symbol itself will be used to indicate the matrix of
the map.
Suppose P to be the map from I to J, and jg, ...,
is the selected basis for J and î , ..., i ^  is the
selected basis for I. The image of any i^ may be expressed
in the form Pi = ^  a The matrix of P with respectq p pq^p
to this pair of bases is then the matrix with a_ as thepq
p,q entry of the matrix. Note that the q'th column of the 
matrix gives the coordinates of the image of i^ with respect 
to the chosen basis for J. If the coordinates of an element 
of I with respect to the chosen basis are now ordered in the 
same order as the basis elements and arranged as a column
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matrix, the coordinates of the image of this element with 
respect to the chosen basis for J will be obtained by multi­
plying the column matrix from the left by the matrix of the 
mapping as determined above.
Since usually only one set of bases for the various 
spaces will be considered at a time, it will be possible to 
simplify the notation and allow a given equation to represent 
either the abstract map equation or a corresponding matrix 
equation, if the convention is made that when the equation is 
considered as a matrix equation a symbol for an element of a 
space will be interpreted as the column vector of the coordi­
nates of the vector with respect to the basis in use.
One standard matrix property may be stated immediately.
Suppose P is a map between I and J, and that dual bases are
in use for both I and E , and J and V. Then the matrix ofs
P ' will be the transpose of the matrix of P. Exhaustive 
discussions of various matrix properties may be found in many 
standard texts (Ij., 5)« The following discussion will be 
limited to the subjects treated on an abstract level above, 
inversion by bordering and partitioning.
While it would be adequate simply to state that the 
previous equations are now to be considered as matrix equa­
tions, considerable simplification in form can be achieved 
by judicious selection of the bases to be used. Pirst let 
it be specified that dual bases are to be used in each space 
and dual space. Now consider the map P from I to J, which
3k
establishes an isomorphism between I and Since P is a
monomorphism, the images of the basis elements of I will form 
a basis for Ĵ , so let it be specified that these elements 
be part of the basis for J. Under these specifications the 
matrix of P will then have the form
U
where U is an identity matrix of appropriate order, and 0 a 
zero matrix likewise. This has essentially established an 
identity mapping from I to so corresponding elements of 
the two spaces will have exactly the same coordinates, i.e., 
as matrices i = ĵ . The two might as well be identified in 
this case and the point of view taken that J is the direct 
sum of I and some Purther, since the matrix of P' will
be the transpose of the above, might as well be identified
with Vg, since, as matrices, ê v̂ . Using this same tech­
nique on the other end of the diagram, identifications can be
made between J and and and E.s s o
In the general case suppose that bases for J and V have 
been chosen by joining bases for and J ,̂ and and V̂ .
If L then represents the matrix of Z with respect to these 






where L has been partitioned to agree with the natural par­
titioning of the coordinate column matrices. Likewise if P 
represents the inverse matrix of L, the Y mapping with respect 
to these bases, then the converse equation becomes:
^3
with the corresponding partitions of P.
If the "matched base" specifications are now utilized,
the coordinates of I and J will be the same, i.e., i = 1 ,o "O
jg = ig, etc., so the above equations may be put in the form:
r r '®s'
J3 \ e_ J
and
which will allow a considerable simplification of the final 
matrix formulas.
In this formulation the map is represented by the 
matrix and Y^ by P^. It will be instructive to apply the 
procedure used to find the inverses of and Y^ directly to 
the matrix formulation given here. Say it is desired to find 
the inverse of P̂ ,̂ that is, given î , what is the e such that
V  "ig = P|,e. In terms of the entire matrix P, the question must
be phrased: given î , what is the e such that
, under the condition that ê  = 0?
[il ""e_8
U  P
i l eL 3j
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Note that nothing is said about i, which as a matter of fact 
will be adjusted to produce ê  = 0. Knowing the L matrix, 
the condition becomes L^i + ^2 ŝ “ take i = -L^^Lglg*
The required e may then be calculated as e = L^i + L̂ î̂  or 
e = (L^ - L^L^^Lg)ig, so . The correspond­
ing calculation for follows exactly the same pattern, and 
gives = P^ - PgP^^P^. The expressions are of course 
essentially the same as those given earlier from the abstract 
treatment, as examination will disclose. The following 
sketch is useful in such comparisons:
Y 
E
Other useful matrix expressions are easily obtained.
Por instance, since subspaces of a direct-sum decomposition
meet only in the zero element of the space, the following
expressions result Immediately: PyL^ + P^L^ = 0 and
L^Pg + L2P|̂  = 0.
The matrix partitioning results could be derived from
the previous expressions for Z and Y in terms of the inverses
of Z and Y , but it would be somewhat tedious. The essen- 0 0
tial point is to notice for instance, that Z^ effectively 
acts only on components of Ĵ , components of going into 
zero under P̂ , and the result of applying Z^ is always an
L
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element of V .̂ A much, quicker procedure is just to rearrange 
the matrix formulas given above to obtain the following ex­
pressions for the partitions of P, for instance:
\ '2 =
p, =
The corresponding expression for the partitions of L 
are! 4  = (P^ - PgP^lp,)'!. L3 = Lg = -L^PgP'! and
A very common numerical technique for matrix inversion 
due to Woodbury may be expressed by the matrix equation 
(A + TBS)”  ̂= A"^ - A'^T(B"^ + 3A'^T)‘^SA“ .̂ If A'^ is 
already known, the right hand side is often significantly 
cheaper to compute than the left. To show that this is 
essentially equivalent to matrix bordering, suppose it is 
desired to find the inverse of above, so it has been 
bordered by P̂ , P^ and P^ as indicated with P^ non-singular.
The inverse in then given by Pĵ  ̂= as discussed
above.
Suppose matrices A, B, S and T are now defined as B = P,
S = B'^Pg, T = P^B”  ̂and A = Pĵ - TBS, and these expressions 
turned around to give P^ = B, P^ = BS, P^ = TB and P^ = A + TBS. 
Making the partitioned inverse calculations, it is immediately 
found that the result for Pĵ  ̂is Woodbury's formula.
Really substantial savings in computing cost with bor­
dering can only be guaranteed in those cases in which the 
given matrix can be recognized as a submatrix of a not too
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much larger matrix whose inverse is already known. Conversely 
with partitioning, it must be possible to identify in the 
given matrix a relatively large submatrix whose inverse is 
already known. For arbitrary matrix inversion problems there 
is no reason to expect either condition to be met easily. 
However, it will be seen in Chapter III that in some electri­
cal network problems the conditions can be met quite easily.
CHAPTER II
THE ROTH FORMULATION OF THE NETWORK PROBLEM
The most precise and useful formulation of the network 
problem seems to be one outlined by Roth (2) which will be 
developed and justified here. The necessary electrical back­
ground may be found in Guillemin (6). As an aside, the elec­
trical reader should realize that the dual spaces and maps 
used in this treatment have no necessary connection with 
duality as presented by Guillemin, While this formulation 
is quite satisfactory for the purposes of considering elec­
trical duality, no assumptions are made that the networks 
being considered are necessarily planar and therefore have 
dual networks in the electrical sense. On the other hand, 
corresponding discussions of voltage and current relation­
ships will be phrased as symmetrically as possible.
Fundamentally, network analysis is based upon the ap­
plication of Ohm's and Kirchoff's laws to a given physical 
situation. While Ohm's Law may be applied in a straightfor­
ward fashion, it will be seen that the proper application of 
Kirchoff's Laws requires a certain amount of manipulation,
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1̂ 0
and in fact is equivalent to a demonstration that the Roth 
Diagram is an adequate representation of the network problem. 
The point of view which will be taken is the usual one 
utilized to write network equations, that the net source volt­
age around a tieset must equal the net branch voltage around 
the same tieset, and that the net source current across a 
cutset must equal the net branch current across the same cut­
set. The network will be considered to exist as an entity 
independent of the voltage and current sources which might be 
connected to the network, and as a matter of fact the sources 
will be represented by separate spaces from the branch voltage 
and current spaces of the network.
In general a network is represented by a linear graph 
of oriented branches and unoriented nodes, such as the fol­
lowing:
The arrow on each branch may conveniently be used to indi­
cate the reference directions chosen for the branch voltage 
and current, A branch voltage or current refers only to the 
voltage across or current through the ordinary impedance of 
the branch, and does not include the effects of voltage or
1̂ 1
current sources. Por instance, if there is a battery in 
series with branch 9 above, the voltage across branch 9 will 
then not be equal to the voltage between nodes 3 and but 
differ from it by the battery voltage. There may be current 
sources bridged across various nodes, and batteries placed 
in various branches, but these will be treated on a separate 
basis from the branch variables.
Since it is desired that the topological relations among 
the branches remain fixed no matter what voltage and current 
sources are connected to the network, it will be stipulated 
that voltage sources are to be inserted only in series with 
the network branches, and current sources are to be bridged 
only across the network nodes. Often an even more explicit 
convention for current sources will be convenient; a given 
current source must be bridged across some single branch of 
the network, rather than between any arbitrary pair of the 
network nodes. This convention allows greater symmetry in 
the voltage and current discussions, and represents no actual 
additional restriction on the allowable current sources. Any 
arbitrary node-pair source current may be rearranged into the 
desired form by inspection as indicated by the following
example
i+2
The source spaces will be the node-pair source currents and 
the loop source voltages. Finally, for convenience, it will 
be assumed that the network has only one part, since separated 
electrical networks may be joined without any significant 
change in their operation.
The topological structure of a network may be conven­
iently summarized by use of an incidence matrix; the i,j 
entry is to be zero if branch j is not connected to node i,
+1 if branch j is connected to node i and the arrow on the 
branch points toward the node, and likewise -1 if the arrow 
points away from the node. Using the conventions that a 
blank entry represents a zero, a plus sign a +1 and a minus 
sign a -1, the incidence matrix for the example above is 
then:





The Roth Diagram is repeated here for conveniences
F G






 V < E •«-
1̂3
and the following discussion will show that this is a com­
plete representation of the network problem. The upper 
sequence will be constructed as a direct representation of 
the current relationships, and it will then be shown that 
the dual spaces and adjoints maps of the lower sequence prop­
erly represent the voltage relationships. The sequences will 
be exact and the diagram commutative. To establish the repre­
sentation it will be necessary to work on the matrix level in 
part, but once established the representation may be consid­
ered on the purely abstract level.
The J space will be defined first, in terms of a par­
ticular basis. Let j^ represent a current of one ampere 
through branch k in the reference direction, and zero current 
in the remainder of the branches. (If the question is raised 
as to the physical realizability of such a current, it is 
only necessary to point out that the current balance will be 
achieved by some current source connected across the nodes 
of the network, a matter to be discussed shortly.) The space 
J is then defined as the space created by taking all linear 
combinations of the jĵ symbols with coefficients from the sca­
lar field, so its dimension will equal the number of branches 
of the network. Since the space has been defined in terms of 
a particular basis, this basis will be called the natural 
basis of the space. Any element of J will be referred to as 
a network current. For a simple network some j^ might be 
conveniently indicated in the following schematic fashion;
kk
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In this case the arrow on the branch is not used to indicate 
a reference direction necessarily, but to indicate that the 
particular branch has a current of one ampere in the direc­
tion indicated. The other branches, of course, have zero 
current, and could be replaced by open-circuits.
The space 1^ is to represent the source currents so it 
will be constructed as a direct image of the elements of J, 
which will automatically make G an epimorphism. Specifically, 
let igjĵ  represent the necessary source current which must be 
connected to the network when the network current is a natural 
basis element, i.e., of J, plus one ampere in branch k and 
zero in the other branches. Then if j = a^j^, the map
is defined as Gj = ^k^snk' the usual extension by
linearity. This set of images forms a vector space. The 
dimension of 1^ "will usually be less than that of J since the 
set of Ignk'S) the images of the natural basis for J, will 
not be independent in general.
By way of examples, consider the calculation of the 
source current necessary for the basis element ĵ  of the net­
work given earlier. If the current through branch 1 is to be 
one ampere in the reference direction, with no current in the
other branches, then some combination of current sources must 
be connected across the network nodes which results in taking 
one ampere from node 1 and feeding one ampere to node 2. This 
particular net source current will be î ^^. Note that there 
are several ways in which "physical" current sources could be 
bridged across the network nodes to produce this particular 
net source current.
Suppose the network current to be one-half ampere in 
the reference direction in branch 1 and one ampere in the 
reference direction in branch 2, j = ( 1 / 2 ) +  (Ijjg. The 
ig^2 this network is one ampere out of node 3 and one 
ampere into node 1, and so Gj = (1/2)1^^^ + (lii^^g, which 
represents one-half ampere into node 2, one-half ampere into 
node 1 and one ampere out of node 3. As a final example, 
consider a network current of one ampere in the reference 
direction in branches 1 and 7 and one ampere against the 
reference direction in branch 3: j = (l)j^ + (-l)j^ + (Dj^, 
and Gj = 0, so this current can exist with no current source 
at all connected to the network (although quite possibly it 
might be necessary to have a voltage source or two).
1|6
Note that these calculations are all completely inde­
pendent of the sources or causes, so to speak, of the currents, 
or the branch impedances or voltages. They are relationships 
which must exist solely for the satisfaction of Kirchoff's 
current law.
It will be convenient to give the informal designation 
of tieset to a set of branches, such as branches 1, 3 and 7 
of the example, such that the implied corresponding current 
can exist with no source current connected to the network.
A simple example is that of a branch shorted upon itself.
The currents of this nature themselves require a more formal 
definition. Specifically, let be the null space of the 
map G as defined above. Then a loop current will mean any 
element of Ĵ . Exactness of the upper sequence may now be 
immediately obtained by defining I to be the null space Ĵ , 
and P as the injection of I into J.
The incidence matrix may now be used to find some infor­
mal geometric interpretations of these spaces. The calcula­
tion of the source current necessary for an element of the 
natural base of J is essentially the operation of determining 
the node-pair which bounds the given branch which is precisely 
the information contained in the columns of the incidence 
matrix, A tieset will then be a set of branches with zero 
boundary, i.e., zero incidence on every node. Making an 
identification between the node-pairs and the elements of 1  ̂
(for instance, i^^^ before would be identified with node-pair
1̂ 7
where represents one ampere out of node 1, etc.) 
does allow one useful result to be obtained by an elementary 
inductive proof: the dimension of is equal to the number 
of nodes of the network less one. From this it also is imme­
diate that the dimension of I (the tieset space, so to speak) 
plus the dimension of 1  ̂ (the node-pair space, so to speak) 
must equal the number of branches of the network, which is 
essentially what is probably the earliest theorem of the field 
of algebraic topology. Because of this identification of the 
current sources with the node-pairs, the elements of will
be called node-pair current sources.
The identification of with the node-pairs of the 
network is quite convenient in that the selection of a basis 
for Ig can be accomplished by specifying an independent set 
of node-pairs. For example, the selection of node-pairs 
n^-n^, Hg-n^, n^-n^ and n^-n^ is equivalent to a selection
of a basis for made up of ^sn9 "^snS’
same set of node-pairs could equally well be said to imply 
other bases for 1  ̂of course, for instance, i^^^ might be 
replaced by i^^^ + i^^y - i^^g. Note however that
“ ŝnij. + Isnl + Isn? “ ^sn8 = ^he corresponding
branches form a tieset. On the other hand, the use of tie- 
sets to aid in the selection of a basis for I is obvious.
For illustrations, let a basis be selected for corre­
sponding to node-pairs n̂ -nĵ , ng-n|̂ , n^-n^ and n̂ -n̂ ;̂ and 
a basis for I corresponding to the following tiesets: 1-3-7,
1̂ 8
3-1|.-8, 2-^-9, 6-7-8, and 1-2-5, i.e., the first basis element 
is to be etc. If the natural basis is used for J,
then the matrices of G and F are
1 2 3 1 1 - 5 6 7 8 9
G =
and
Note that the matrix of G is just the incidence matrix with 
the fourth row deleted, and the exactness of the sequence is 
illustrated by the fact that the matrix product GP = 0.
The lower sequence of the diagram is now defined as the 
dual spaces and adjoint maps of the upper sequence, and it 
will be necessary to demonstrate that under the identifica­
tions to be made the spaces and maps properly represent the 
network voltages in accordance with Kirchoff's voltage law. 
The dual basis to the natural basis for J will be called the 
natural basis of V. Let v^ represent the k'th element of
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this basis. Since the corresponding represents a current 
of one ampere in branch k, it is tentatively assumed that 
represents a voltage of one volt in the reference direction 
across branch k, and zero volts across the other branches. 
For a simple network such a voltage might be indicated by 
the following sketch:
In this case the diagram implies that there is to be one volt 
across the marked branch in the direction indicated and zero 
volts across the other branches, which could be replaced by 
short-circuits if convenient. If the question is raised as to 
how such a voltage can exist physically, the answer may be 
given that naturally some voltage source will be necessary, 
which might be physically supplied in several ways by inser­
tion of batteries into the network. The following sketches 
indicate two possibilities of many:
V is now defined as all
basis symbols v^ with coefficients from the scalar field, and
so
any element of V will be called a network voltage.
The elements of the space are to represent the effec­
tive source voltages present around the various loops of the 
network. Suppose a basis has been chosen for I, with i^ a 
typical element, and the corresponding tieset identified. The 
tentative identification is made that ê ,̂ the corresponding 
element of the dual basis for E^, represents a net plus one 
volt of loop source voltage around the loop defined by the 
same tieset, due to physical voltage sources .being present in 
the various branches which make up the tieset, and zero volts 
around the other tiesets of the basis. Elements of E^ will be 
called loop voltage sources.
For instance, in the example considered earlier the 
dual basis element to loop current î  would be called ê ,̂ 
and represents one volt of source potential around tieset 3, 
and zero volts around the other tiesets corresponding to the 
other basis elements chosen in I. Two of many possible 
physical source arrangements are indicated by the following 
sketches.
Additional discussion of the implications of these choices 
for bases is deferred to a later section of this chapter.
To show that the above tentative identifications are 
correct, it is necessary to show that given some network volt­
age V, the map P' assigns to v the correct loop voltage 
source ê  in accordance with Kirchoff’s voltage law. The 
procedure will be to show that the correct ê  is obtained if 
the network voltage is an element v^ of the natural basis for 
V, and then the usual extension by linearity will guarantee 
that the correct result is obtained for any element, of V.
Suppose dual bases are in use in I, J, V and E^, and 
the natural bases in J and V. The matrix of P ' will then be 
the transpose of the matrix of P, and the k'th column of P' 
will be the same as the corresponding row of P and indicate 
which of the various tiesets corresponding to the basis of 
I the k'th branch is a member. Physically, the condition
= P'v^ may be arranged by replacing all branches but the k'th 
by short circuits and putting a one volt battery in series 
with branch k, as described earlier. The net loop voltage 
sources which must then be present will be one volt in every 
loop which, so to speak, passes through the k'th branch, or 
making allowance for relative orientations and multiple inclu­
sions of a branch in a loop, plus or minus.one volt times 
the number of times the loop passes through the branch. Now 
the image of v^ under P ' is determined by examining the k'th 
column of P', and this is precisely the information contained 
therein, recalling that the given set of tiesets was used to
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define the dual bases of both I and E^, The tentative iden­
tifications are therefore justified.
Attention is now directed towards E, the null space of 
P', and by the discussions of Chapter I, essentially those 
network voltages which can exist with zero voltage sources. 
Suppose dual bases in use in J, V, and E, and the natural 
bases in J and V, and for the sake of discussion the basis in 
Ig is determined by the specification that it correspond to
node-pairs n,-n , n„-n , ..., n -.-n , where m is the number L vn d m m- i m
of nodes of the network. The matrix of G will then be the 
incidence matrix with the bottom row deleted, and the matrix 
of G ' will be the transpose. The rows of the matrix of G may 
be examined to determine the images of the dual base elements 
of E corresponding to this choice of node pairs, with the 
result that these elements of E are essentially those network 
voltages corresponding to the branches incident upon nodes 1 
through m-1 with due regard for orientation. The following 
example shows the image of a typical element of E for a 
simple network;
The corresponding set of branches will be called a cutset of 
the network, so no voltage sources will be needed for any 
network voltage implied by a cutset. A simple example is
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that of an open-circuited branch. Since the basis elements 
of E can essentially be specified as above by the specifica­
tion of a set of node-pairs, the elements of E will be called 
node-pair voltages.
The representation of a network by the diagram is now 
completed with the stipulation that the map Z shall represent 
Ohm's Law, i.e., given any j, v = Zj shall be the branch volt­
age corresponding to the given branch current, or conversely 
for Y. Recall that both do not need to exist for the diagram 
to have solutions of interest, and it has been previously 
stipulated that Z^ = P'ZP and = GYG', if they exist.
The Roth network problem may now be stated; given ê ,
ig and the various maps, what are j and v such that ê  = P'v,
ig = Gj and v = Zj? His solution to this problem has been
given in Chapter I and shown to be unique when it exists;
j = PZ"^e„ + YG'Y"^i . and v = Zj.‘' o s  o s  "
As discussed before, the existence of both Z and Y is 
not necessary for the following reduced network problems; 
given only Z and the condition that î  = 0, j = PZ“^Og and 
V = Zj is a solution; and given only Y and the condition 
that e = 0, V = G'Y~^i„ and j = Yv is a solution, both solu-S 0 3
tions being unique if they exist. Y will not exist if any 
branch is actually a short-circuit, nor Z if any branch is an 
open-circuit.
A trivial converse network problem might be stated; 
given V and j such that v = Zj, what are ê  and i  ̂such that
%
e = P'v and i = Gj? The question answers itself.
Before developing the matrix form of the above results, 
the ohmicness property (which is a sufficient condition that 
the inverses called for above exist) will be illustrated, 
since it will also point up the necessity for careful distinc­
tion between vectors and the coordinates of the vectors with 
respect to a basis.
Suppose every branch of the network to contain a finite, 
non-zero, passive resistor, representing the resistance 
of the k'th branch. Let v^ and represent elements of the 
dual natural bases as before. The image of any under Z 
may then be written as Z = R^y^, which is likely to result 
in some confusion on the part of the electrical reader with­
out detailed knowledge of vector space manipulations, since 
Ohm's Law for a resistor is usually written as v = Rj. This 
last form is correct if v and j represent the coordinates 
of vectors of V and J with respect to a pair of bases. The 
equation involving and v^ above is an abstract equation 
between the vectors themselves, and as such is correct. For 
instance, represents a current of one ampere in branch k, 
and v^ a potential of one volt across branch k. If the resis­
tance is three ohms, for example, and the current is one
ampere, the voltage will be three volts, or 3v̂ .
Ic kOn the other hand, suppose j and v represented the
coordinates of some j and v with respect to these bases. If 
the vector is ĵ , this corresponds to = 1 and the other
coordinates zero, and the corresponding 3v^ is represented 
by = 3 and the other coordinates zero, and it is seen that 
in this case
Suppose now the scalar field in use to be the real num­
bers, which would be the usual case for a resistive network, 
so the j^'s and v^'s mentioned beforeiwould be real. Any 
element of J can then be expressed as j = and
V = Zj = %  ̂  j^R^v^. If the calculation of the ohmicness 
condition is now made, using the fact that the j^'s and v^'s 
are elements of a pair of dual bases, the result is 
Zj(j) = ĵ )̂ R̂ '. which will certainly be non-zero for any
non-zero J. Therefore when each branch of the network is 
made up of a finite, non-zero, passive resistor, the neces­
sary inversions can always be made and solutions to the net­
work problem will always exist, no matter how the branches 
may be connected together. Note also that in this case ohmic­
ness is equivalent to the net power dissipated in the branches 
being non-zero, although not necessarily positive. For in­
stance, the necessary non-zero result for any non-zero j 
would still be obtained if all of the resistances were nega­
tive, i.e., active elements. Even further, the gyrator may 
be mentioned as an excellent example of a network which is 
not ohmic, but still can be solved in many cases of interest.
In general the calculation of the power dissipated in 
the branches of the network takes slightly different forms 
depending upon the scalar field and whether transient or
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steady-state conditions are being considered, for instance.
Assuming the scalar field to be the reals, and J and V to
represent actual instantaneous currents and voltages, v(j)
will be the correct power calculation. This can be put into
another form by use of a dual direct-sum decomposition of J
and V as follows: v(j) = Vg/jg+jg) + ^o^^o’̂'̂ ŝ  = +v^(jg)
or v(j) = Vg(Pi) + G'e(jg) = P'Vg(i) + e(Gjg) = e^fi) + e(ig),
which may be interpreted as the power dissipated in the
branches must equal the power supplied by the sources.
If the dual basis stipulation is not made, but only
that J and V be mutual annihilators, then the result is 0 0
v(j) = 6g(i) + e(ig) + Vg(jg). If there are only voltage 
sources present = 0, and the result becomes v(j) = e^d).
If there are only current sources present v^ = 0, and the 
result becomes v(j) = e(i^).
Matrix Interpretation 
As might be expected from the discussions of Chapter I, 
the proper choice of bases for the various spaces will simplify 
the treatment. The usual method of stating the Ohm's Law 
expressions for the branches of a network is in terms of the 
natural bases for V and J, so Z will be used to indicate the 
matrix of these expressions, the J to V mapping. Likewise Y 
will be used to indicate the V to J mapping with respect to 
the natural bases.
The useful bases for the center spaces turn out to be 
those which allow the subspaces of the center spaces to be
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identified with the end spaces in the fashion of Chapter I,
Specifically, a split base for J is defined as one made up
in part by the images under P of whatever basis is used for
I, with corresponding ordering, and likewise a split base
for V is defined as one made up in part of the images under
G ' of whatever basis is used for E, with corresponding
ordering. If the further stipulation is made that the bases
be dual bases in all cases then the coordinates of a vector
in I will be the same as the coordinates of its image in
so the two spaces may be identified, and likewise for and
I , E and V , and V and E. The dual basis restriction will s s s 0
be somewhat relaxed in a later discussion.
Let L represent the matrix of Z with respect to such a 
dual set of bases, and likewise P the matrix of Y. Let H be 
the matrix whose columns give the expressions for the elements 
of the split base of J in terms of the natural basis. Since 
dual bases have been specified, the transpose of H, will 
be the change of basis matrix from the natural basis for V to 
the split basis, i.e., the rows of H will give the expres­
sions for the elements of the natural basis for V in terms of 
the elements of the dual split basis. Then L = H^ZH and 











The matrix expressions of Chapter I wereP ■» i ‘’2" "®s“= and =
J 3  \ .̂ 3. /3 \
e
The network problem then takes the form, given ê  and î , find 
e and i such that these expressions hold.
Working with the L matrix first, the top part may be 
solved for i, giving i = L^^fe^ - Lgig), and This put into 
the bottom part to get e = + L^ig, which
solves the problem. Notice that if î  = 0 the top part is 
just Sg = L^i, which identifies as the usual loop matrix 
of the network, with respect to this set of bases. Note that 
Lg acts on ig to produce an equivalent set of voltage sources.
The corresponding operations with the P matrix give
« = - V s ’ ^ Vs’’ \
is the usual node matrix of the network with respect to this 
set of bases, since if eg = 0, ig = P^e. Note that P^ acts 
on 6g to produce an equivalent set of current sources.
A number of results concerning these matrices may be 
found in Chapter I, including the explicit expressions for
^9
the inverse of the loop matrix in terms of the inverse of the 
node matrix, and vice-versa.
As far as practical circuit solutions are concerned, 
the Roth formulation adds nothing in the sense it does not 
provide a means of obtaining the solution to a network prob­
lem by the inversion of a matrix smaller than the usual loop 
or node matrix. It does explicitly give the relationships 
between the voltage and current spaces of the network, and 
in.particular gives the expressions for the inverses of the 
loop and node matrices each in terms of the other, which is 
occasionally of considerable value. However, the real con­
tribution of the Roth formulation is to the theoretical 
understanding of the network problem, and to the analysis of 
more complicated situations such as are considered in the 
next chapter.
In general a network will be said to be solved if 
either the loop or node matrix has been inverted, since then 
all the remaining manipulations can be performed without the 
need of additional inversions. However, this statement must 
be qualified in the case that the P and L matrices may not be 
equally easy to obtain due to an unusually complicated set of 
mutual couplings between the branches. Such cases are not 
common. If the network contains energy storage elements, an 
additional step is necessary— the inversion of a Laplace trans­
form. In terms of large-scale computers this inversion may 
or may not require a significant amount of computing effort.
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If only sinusoidal steady-state answers are needed, the cal­
culations are relatively simple. Transient calculations will 
require that the characteristic polynomial be factored to 
obtain the natural frequencies of the network.
In order to consolidate the discussion to this point, 
two examples will now be given in which completely dual bases 
will be used. The following section will then treat a number 
of other possible manipulations of bases.
For the network shown, let the dual bases for the various 
spaces be as indicated by the encircled numbers.
For the bases implied by the circles, the change of basis 
matrix H may take the form:
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3 4 5 6 7 8 9  10
H = J
which may be inverted and transposed to give
E.
3 4  5
E
H-1 = V
As an aid in checking these matrices the diagram on page 58 
is useful. Some comments on the implications of this proce­
dure may be found in the next section.
If each branch of the network is taken to contain a one 
ohm resistor, the Z and Y matrices are identity matrices. The
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L and P matrices are then found to be:
:





) [ — — —
— -  2 
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-  2 - +
+ + 2 -
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6 -  + + + +
^ = 7 2 + + + 2 +
8 -  2 - + + 2














of the loop and node matrices are:
25 27 37 26
25 27 26 37
27 27 36 36
37 26 36 86 31





kk 73 37 32 23
37 73 23 32
22 32 23 52 25
22 23 32 25 52
The network of the previous example will be slightly
To avoid confusion with the first example all symbols for 
this example will be overlined. The same matrices as before 
may be calculated, and will be found to be as follows:
64








6 + - +
7 -  + + + + +




1 2  3 4 ^ 6 7 8 9 10
1 +
2 - +
3 - — - — + -














o  4=- w  w
V J l  O  VJT. VJT.
Oj
o











121 kk 66 66 33 33
lA 66 kk kk 22 22
66 kk 86 1+6 38 28
66 kk 1+6 86 28 39
33 22 38 28 ^9 29
33 22 28 38 29 59
Bases for Spaces
Many of the most interesting (and possibly confusing) 
aspects of network analysis fall in the general area of 
determining appropriate bases for the various vector spaces 
discussed above. The following comments are intended as an 
indication of some of these aspects.
Some standard results may be stated here for convenient
reference. It is first recalled that given some map P between 
two spaces and the adjoint map P' between the dual spaces in
the opposite direction, if dual bases are used in both pairs
of spaces, the matrix of P' is the transpose of the matrix 
of P.
Let X and Y represent two bases for some space, and X' 
and Y' the corresponding dual bases for the dual space. Sup­
pose the coordinates of some vector to be given with respect 
to base X, and it is desired to find the coordinates of the 
same vector with respect to base Y. Let a matrix A be con­
structed whose i'th column is made up of the coordinates of 
the i'th element of the base X with respect to the base Y.
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If the coordinates of any vector with respect to X are now 
arranged as a column matrix and multiplied from the left by 
Aj the result will be the column matrix of the coordinates 
of the vector with respect to Y. In the dual space, the 
transpose of A serves in the same way to transform the coor­
dinates of a vector of the dual space with respect to Y ' into 
the coordinates of the vector with respect to X'. Note that 
(as with adjoint maps) there is a reversal of direction in 
the dual space.
The above statements suggest that the use of dual bases 
will simplify the various matrix expressions encountered in 
analyses of vector space mappings, but it should be realized 
that there is no logical necessity for using dual bases. The 
use of dual bases can introduce other problems. Consider the 
examples of the preceding section. The split bases for V and 
J were obtained by first choosing the basis for J, which de­
termined the matrix H, and then H was inverted and transposed 
to find the corresponding dual basis for V. This would seem 
to imply that the use of dual bases means that in only one of 
the two spaces is there any control over the basis elements, 
the other basis being determined by the dual requirement.
This is essentially correct, although it will be a major 
point of the following discussion to show that at least those 
parts of the dual bases from E and 1  ̂more or less naturally 
go together and likewise for 1 and E^. However,- the initial 
part of the discussion will be in as general a context as 
feasible.
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Attention may be immediately directed to one part of tbe
preceding discussion in which a dual basis requirement may be
eliminated. The identification of I and J , from the matrixo
point of view, was accomplished by using the images under P
of the basis elements of I for a basis of Ĵ , and therefore
part of the basis for J. The identification of and  ̂ s s
then followed from the dual basis stipulation. This same 
type of identification will result from the milder stipula­
tion that the images under P' of the basis elements of V from
V be used as the basis for E . While is fixed, being the s s o
image space of P, any complementary to may be used. 
Similar comments apply to the node end of the diagram.
Suppose L to be the matrix of a map between a space J
and its dual space V with respect to some pair of bases (not
necessarily dual), and it is desired to know the matrix L of
the same map with respect to some different pair of bases 
(again not necessarily dual). By a slight abuse of notation, 
let J and V represent coordinates expressed with reapect to 
the old bases', J and V coordinates with respect to the new 
bases, H the change of basis matrix from the new basis J to 
the old basis J, and the change of basis matrix from the 
old basis V to the new basis V, The relations may be con­




The change of basis matrices H and H“ will be transposes only 
if it is specified that dual bases are to be used. The columns 
of H will be made up of the coordinates of elements of the new 
basis expressed with respect to the old basis elements, while 
the columns of H" will be made up of the coordinates of the 
old basis elements expressed with respect to the new basis 
elements. The sketch niay then be read in the same style as 
a map diagram to determine that L = H"LH and L =
If the basis is actually changed in only one of the two spaces, 
then the matrix corresponding to the space in which the basis 
stays the same becomes an identity matrix.
Any non-singular matrix may be used for H or H" above
and therefore determines a change of basis by implication.
As a result of this it can be said that a number of theorems 
which have appeared in the elpctrical literature stating that, 
for instance, the determinant of a matrix of the loop equa­
tions of a network may only have certain values, can only be 
correct under additional assumptions about the bases under 
consideration.
As stated so far the change of. basis calculations have
not been directly concerned with the bases of most practical
interest, which are changes of bases for the loop currents 
and the node-pair voltages. Since the loop and node equa­
tions are actually formed as parts of larger sets of equa­
tions, it will be necessary to approach the desired changes 
by way of changes of basis for the entire space. Suppose it
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is desired to change from one set of split bases to another. 
(It will be recalled that the purpose of a split base is to 
allow the matrix identification of I and Ĵ , and and 
or at the other end of the diagram and 1̂ , and and E,
In this case the split base identifications are to be accom­
plished by using images of basis elements as basis elements 
as described earlier in this section, rather than by the use 
of dual bases.) To extend the previous abuse of notation a 
little further, let I and 1^ represent coordinates with re­
spect to the old split basis, I and 1̂  coordinates with re­
spect to the new split basis, and likewise for E and E^, E
and Ë . Because of the split basis restriction I and I refer s
to different bases for the same space, and likewise for E and 
Ë. However, since the complementary spaces may change, 1^ 
and I do not need to refer to the same space, nor E and E .S S 3
If the change of basis equation is now written out, 
with the change of basis matrices H and H" partitioned to 
agree with the partitioning established earlier for the L 
matrices, the result is
lî* h| \ ^2 'hi Hg-
% _ ^3 \
Multiplying out the partitioned matrices, the expression of 
interest is Now the
fact that I and I refer to bases for the same space guaran­
tees that is zero, and likewise the condition that E and E
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refer, to bases of tbe same space gives that is zero. Hg 
and will not be zero if the respective complementary spaces 
are changed. However, the two zero matrices are enough to 
reduce the expression to and so it is only neces­
sary to determine two matrices to find the new loop matrix.
If the further restriction is made that dual bases be used, 
then only one matrix must be found, the change of basis matrix 
in I, whose columns are the coordinates of the new basis 
elements of I in terms of the old basis elements.
An exactly similar calculation can be made at the node 






In this case and Kg are zero, and Pĵ = If dual
bases are used, it is only necessary to determine Kĵ , whose 
columns are the coordinates of the new basis of E in terms of 
the old basis.
The formation of the node and loop matrices, as expressed 
by the sketch on page ^8, can be treated in an almost identical 
fashion. Letting K = H”"̂ , etc., as before, the basic equations 
are L = H”ZH and P = KYK'% If the H and K matrices are con­
formably partitioned into two rectangular submatrices each, 
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The final expressions are and = K^YK^. With
respect to dual bases, to form the loop matrix it is only 
necessary to know whose columns are the coordinates of 
the loop current basis elements expressed with respect to 
the natural basis elements. Likewise in forming the node 
matrix with respect to dual bases, it is only necessary to 
know , whose columns are the coordinates of the node-pair 
voltage basis elements expressed with respect to the natural 
basis elements.
It has been amply demonstrated that the use of dual 
bases may bring about an appreciable simplification in the 
preceding equations, so the remainder of this chapter will 
be devoted to discussion and examples of dual bases. In par­
ticular, it will be useful to discuss the dual basis of Es
corresponding to a given basis of I and likewise the dual
basis of Ig corresponding to a given basis of E.
The identification of a pair of dual bases for I and
E was an essential part of the demonstration that the Roth s
Diagram represented the network problem. The precise
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procedure may be restated; The selection of a basis for I is 
equivalent to the selection of a basis for the tiesets of the 
network, and the dual basis element to a given basis element 
ig is to be a net plus one volt of source potential in the 
branches of the same tieset, and a net zero volts around each 
of the other tiesets of the basis. The first complete example 
considered will be used as a source of examples. The basis 
for I chosen there may be conveniently indicated by the fol­
lowing sketches:
where, as before, an arrow on a branch indicates one ampere in
the direction indicated, and the unmarked branches are to have
zero current. The following sketches indicate a possible
selection of actual physical one volt voltage sources to set
up each of the dual' basis elements of E , ̂ s
7k
An alternative and somewhat more correct interpretation ,of 
these sketches is that they represent a basis for a possible 
Vg, i.e., would be one volt across each of the two branches 
in the direction shown, and its image under F' is Note
that the selection of a basis for I immediately determines the 
unique dual basis for E^, but there will normally be many 
possible Vg's such that the images of its basis elements are 
the basis elements of E .̂ For instance, if the physical 
sources to set up e^^ were taken in the following manner




where the arrows represent plus one volt across the branches 
in the direction indicated. Inspection will show that 
cannot be expressed in terms of the original implied v ŝ, so 
its use in place of would definitely correspond to a new 
subspace V̂ , and not just a change of basis in the old sub­
space.
It may be helpful to keep in mind that it is not the 
actual physical voltage sources themselves which enter into 
the equations, so to speak, but abstract symbols representing 
the net source voltage around a loop. In the case of current 
sources the same type of statement may be made, but matters 
can remain on a fairly concrete level since the current 
sources from the very start are closely tied to the network 
nodes. If it were assumed that only planar networks would be 
considered, the loops of the network could be tied to a spe­
cific set of planar meshes, and the same conveniences enjoyed 
as in the case of current sources.
The check that a given representation of an ê  properly 
induces the correct voltages in the loops is of course just 
a matter of checking around each loop in turn. In general,
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if some rather complicated new basis were chosen for I, and 
it was desired to find the implied new dual basis for Ê , it 
would likely be most efficient to find the transposed inverse 
of the change of basis matrix for I, which becomes the change 
of basis matrix for E^. In simple cases, direct inspection 
is adequate. Suppose that a change of basis were made in 
which all the basis elements for I remained fixed, except 
that the new = 2î . The significant corresponding change 
in the dual basis is that e^^ = {l/2)ê ,̂ which may be sketched 
as
Checking on the induced voltages in the loops, there will still 
be zero voltage induced in all but the fourth loop, and plus 
one volt in the fourth loop, since it must be traversed twice.
When a given branch appears more than once in a tieset, 
i.e., the corresponding loop current is set up by a current 
of other than one ampere in the particular branch, an alter­
native point of view is sometimes helpful. The basic condi­
tion for a set of dual bases is that is to be plus
one if m = n, and zero otherwise. For any e^^ there is at
least one v such that e = F'v so the expression can be sm sm sm ^
written as P'v (i ) = v (Pi ), and since P is the injectionSlu jJ will Xi
of I into J this may just as well be written as - The
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determination of the dual basis of corresponding to a 
given basis of I may thus be referred back to the branch 
spaces, and essentially involves an expression of the form 
v(j). Now an earlier discussion showed that in at least 
some cases this is the expression for the power dissipated 
in the branches, so the determination of some e^^ is then 
a matter of finding a branch voltage which gives one watt 
of power dissipation if loop current i^ is the network cur­
rent, and zero watts if the network current is any other 
loop current of the basis. It is now obvious why the volt­
age source of the immediately preceding example had to be 
reduced by the same factor the dual loop current was in­
creased.
Now consider current sources, A basis for E is equiva­
lent to selecting a basis for the cutsets. The corresponding 
dual basis element of 1^ to a given basis element of E is to 
be a net plus one ampere of source current across the branches 
of the corresponding cutset, and a net zero amperes across 
each of the other cutsets of the basis. It was for conven­
ience in making this calculation that an earlier stipulation 
was made that current sources were always to be bridged 
across single branches. By way of example, the basis for E 
of the network used before may be indicated by the following 
sketches;
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• -  to
and a possible physical realization of the corresponding dual
basis of I by the following sketches;
Coitmients corresponding to those made about the voltage sources
apply here.
As a final example of current source manipulation, con­
sider the following network. The small circles identified by 
unprimed numbers may be taken to indicate a node to datum set 
of variables. For instance, and i^^ are as indicated by 
the sketches below the network.
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Zs;
Suppose It is now desired to change to a new set of variables 
in which e^ and .ê  are to be unchanged, but and e^ are to 
be changed to the following:
and it is desired to determine the corresponding new dual 
basis for the current sources.
Let the new variables be indicated by primes. The 
precise changes of variable may then be indicated by the 
following two matrices, the second being obtained by trans­
posing the first;
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®3 ^sl ^s2 ^s3
®1 + + - +
®2 + — + +
®3 + _  -  +
% + +
The other two sets of relations are obtained by inversion, 
giving:
1̂ ®2 ®3 1 1 I 1 I 4 ISi ^s2 S3 sij.
+ ^Sl +
=2 + + ^s2 +
^3 + ^s3 + +
+ ŝl̂ +
The first two current sources of the new basis are essentially 
different from those of the original basis, and may be indi­
cated as follows:
An additional interpretation of a dual basis element suggests 
itself from these sketches. The basis for E was indicated in 
each case by drawing closed curves. If these curves are re­
garded as defining closed surfaces, each element of the basis 
of E may be associated with a closed surface, and the
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corresponding element of is to te one ampere across the sur­
face in the positive direction, and zero amperes across the 
other surfaces.
An additional example of a large-scale change of basis 
may be found in the final section of the dissertation.
CHAPTER III
THE REARRANGEMENT OP NETWORKS
It seems quite logical that if a network whose solution 
is known is rearranged slightly, the solution of the rear­
ranged network should be obtainable from the original solu­
tion by an amount of calculation more or less proportional 
to the amount of rearrangement. This chapter will demon­
strate that this is indeed the case, and will give the spe­
cific formulas whereby the solution of either network may be 
used to aid in the solution of the other, in a sense to be 
made precise.
The concept of finding the solution of a network by 
utilizing the solution o-f a "torn" version seems to have been 
emphasized first by Kron (8), However he does not seem to 
have published any consistent method whose range of applica­
bility can be determined, much less proofs that the necessary 
steps can be performed. Several authors have commented upon 
the difficulties which many readers have in understanding 
some of Kron's publications (9, 10). His desire to develop 
methods to handle large networks is understandable if it is 
recalled that numerical solutions to large-scale physical
82
83
problems are often determined by consideration of an electric 
network model of the physical system, and a good representa­
tion often requires many branches in the network model. Kron 
has published a number of such network models of differential 
equations (11-13). In the technical discussion to follow, 
explicit formulas will be given for the inverses of the loop 
and node matrices of the original network in terms of the 
corresponding inverses of the torn network, and vice-versa.
As might be expected from the discussions of the previous 
chapter, the calculations are closely related to those of 
Inverting a matrix by bordering or partitioning, and in fact 
take the same numerical form in some cases. The use of these 
techniques allows known network solutions to be used to aid in 
the solution of rearranged versions of the network, or con­
versely, a network and a rearranged version can both be 
solved for the same cost as that of solving the original net­
work plus a cost which is related to the difference between 
the original network and the rearranged version.
The development of the formulas will be based upon 
another diagram due to Roth, the so-called Squirrel Gage 
Diagram, to be given shortly. The Squirrel Cage Diagram is 
essentially a representation of the fact that the diagrams 
of the two networks, as given in the previous chapter, may 
be embedded in a larger commutative diagram if the rearrange­
ment takes either of the forms of "tearing” or "pinching", 
to be described. Roth's abstract analysis of the Squirrel
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Cage Diagram (7) is inadequate, his discussion merely stating 
that there is some solution of the "torn" network which will 
give the desired solution of the original network, which is
obvious from the fact that the two networks are required to
have the same branches and has nothing to do with "tearing" 
or the diagram. In particular he does not show how to specify 
the network problem for the torn version in a useful fashion 
such that the solution of the torn network will give the 
desired solution of the original network, which will be seen 
to be a central point in the discussion to follow, and to 
require that the diagram as given by Roth be augmented with 
additional spaces and maps. Roth's matrix analysis of the 
Squirrel Cage Diagram (3) is similarly inadequate. For
instance, if Equation 7.5 of (3) is to be correct, it is nec­
essary to make the stipulation that (in his notation)
= 0, the meaning of which is not at all clear, but 
seems to imply that voltage sources will be allowed in only 
part of the network. Likewise, he gives no analysis of the 
conditions under which the matrix inversion (L̂ ,̂ in his 
notation) can be performed, and his examples are incomplete.
The Squirrel Cage Diagram 
Suppose the two networks of interest to be each fur­
nished with the complete apparatus- of "spa-ces and maps as de­
scribed in the preceding chapter, the symbols of one of the 
networks being distinguished by overlining; J will represent
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the branch current space of one network and J the branch 
current space of the other, for instance. The networks 
will be related in a fashion to be described, and the one 
whose symbols are overlined will be called the torn ver­
sion, and the other the pinched version.
The essential relations between the two networks are 
now established by the stipulation of the existence of two 
maps satisfying conditions as follows: Let be an invert­
ible map from J to J, and P a map from I„ to I , such that  ̂ ' 0 s s
P^G = GP^ (commutative) and Z = PjZP, where as usual P| is 
the adjoint of P̂ .
These two maps induce a map Pg from I to I. Por any
element of I, 0 = GPi = GP^Pi, so P^Pi = Pi for some unique 
element of i of I, since the final maps are all monomorphisms. 
The image of î under Pg is then defined to be this i.
With the maps defined above and their adjoints, the 













The remainder of the spaces and maps will be partly- 
defined at this time. is defined as the null space of
and K' is a projection of onto E^^ along some comple­
mentary subspace, 1^ and K are the corresponding dual space 
and adjoint map. Strictly speaking, 1̂ is not a subspace of 
I, as implied by the notation, but it is isomorphic to the 
image space of K, which is a subspace of I, The map from 
to Eg^ will be given later, but it is worth noting that it 
will not be taken as K'Z^K, as might be expected by comparison 
with the definition of Ẑ „ The definitions at the other end 
of the diagram follow the same pattern, 1^^ is defined to be 
the null space of P^ and W as a projection of onto 
along some complementary subspace, and E^ and ¥' are the 
corresponding dual space and adjoint map, and finally, the
map from E_ to I „ will not be defined as WY ¥'. A comment f 31   0
similar to that about applies to Ê .
Although not indicated, it will also be necessary to 
use two reverse maps: let P^^ be any reverse of P̂ , and P^^ 
any reverse of P̂ ,
Some properties of the various maps will now be 
determined, (l) P^ is an epimorphism. Por any î , 
ig = G-j = for some j, since P^ establishes an
isomorphism between J and J. (2) P^P = PPg. This follows 
immediately from the definition of P^ as a map induced by 
P^. (3) Eg Is  ̂monomorphism. Suppose i ^ 0. Then since
E, P and P^ are All monomorphisms, 0  ̂P^Pi = PP^i, so
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PgT 0. (It.) Since P^ is invertible J and J must have the
same dimension, so the two networks must have the same num­
ber of branches, although this implies nothing about the 
interconnections of the branches, (5) The torn version may 
have more nodes than the pinched version. It cannot have 
fewer, since then Pg could not be an epimorphism. If it does 
have more nodes, it must have fewer loops than the pinched 
version, since the number of branches is the same, (6) The 
commutative requirement P^G = GP^ guarantees that a given 
branch of the torn version ends up with the same bounding 
nodes, so to speak, at 1 ,̂ whether the calculation is via 
J or r^, (7) The condition Z = P|ZP, or the equivalent con­
dition on the Y maps, is easily satisfied if each network 
is constructed from identical branches, (8) Z^ = P^Z^Pg and
Y = P  Ÿ P', which follows immediately from the various com- 0 0 0 0 ^
mutativitieso
Several of the above properties may be combined to 
justify the statement; a torn version of a network may be 
obtained by opening up sortie of the loops of the original 
network. Conversely pinched versions may be obtained by 
joining nodes. These methods may reduce the complexity of 
the network by making the relationships involving some 
branches trivial by shorting or opening them. This would 
not represent the most general modification, since an example 
will be given later of a torn version in which all the tTranches 
of the pinched version enter into the relations of the torn
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version in a non-trivial fashion. The definition of Fg indi­
cates a necessary condition; every element of I must have an 
image in I. Since was induced by (which assigns every 
branch to itself, so to speak), this may be interpreted to 
say that every tieset of the torn version must also be a tie- 
set of the pinched version. Likewise on the other end of the 
diagram, every cutset of the pinched version must also be a 
cutset of the torn version.
Analysis of the Squirrel Cage Piagram 
The situation to be considered is as follows; it is de­
sired to find the solution of a given network problem for the 
pinched version, i.e., given ê  and î , what are the corre­
sponding V and j? Since the map P^ establishes an isomorphism 
between the two networks, for any v and j there must be some 
corresponding v and j such that j = P^j and v = Pĵ “ v̂, . The 
essence of the calculation is to specify a network problem 
for the torn version, that is some pair of sources ê  and T^, 
such that the solutions j and v may be used to find the corre­
sponding j and V of the pinched version. The information 
known initially about the pinched network problem is the 
sources, i.e., ê  ând î , so it will be necessary to deter­
mine from these the corresponding ê  and î . Once these are 
known the solution of the torn version follows as described 
in Chapter II, and then P^ and P|~^ may be used to find the 
desired solution of the pinched version.
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In terms of matrix calculations, the solution of a net­
work problem is equivalent to finding the inverse of either 
the loop or node matrix of the network, since when one is 
known the other may be found without additional inversions, 
as described by the formulas of Chapter 11, Specific formulas 
will be given for the inverses of both the loop and node 
matrices of the pinched version in terms of the inverses of 
the loop and node matrices of the torn version.
Conversely, the calculation of the solution of the torn 
network in terms of a solution of the pinched network will 
follow a precisely dual procedure.
The determination of e and i as functions of e ands s s
ig requires a certain amount of discussion, but certain 
points may be settled immediately. First, ê  and î  deter­
mine unique corresponding values of e and i due to thes s
various isomorphisms established by the maps, so any set of 
sources for the torn network which satisfy the proper condi­
tions must be the correct, unique, sources needed. Likewise 
J and V are uniquely determined by ê  and i^. The image of 
V under P ' is ê , so P^P'v is the image of ê  in under F̂ .
Now V = F'v, and e - F 'v = P'F,v. The relation F.F = FF_I s 1 1 2
implies the relation P'F| = P^F', so ê  = F^F’v = F^e^, and 
thus depends only upon ê , and not at all upon î . Since P^ 
is an epimorphism, it will in general have a non-trivial null 
space, and elements of this subspace will not influence ê .
It will be seen that in fact these elements influence elements
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of the current source space 1 .̂
By a coramutativity argument similar to the one above it 
is easily seen that the relation i^ = F^i^ must hold, and so 
it might be loosely said that elements in the null space of F^ 
(an epimorphism) are not influenced by i^, and as a matter of 
fact it will be seen that it is precisely these elements which 
are influenced by the elements of the null space of F̂ ,
The determination of the correct element of I there-s
fore represents the major problem in the analysis of the dia­
gram. That this is the major problem seems to have been first 
recognized by J. B. Giever (personal communication).
Given an ë and an i , the check that they are the cor­
rect ones is to see if the solution they determine in the 
pinched network correctly maps into the given ê  and î , 
which is to say that the following two equations must be 
satisfied:
1. = GPJ = GF, (FZ-\ + ŸG'Ÿ-^Ï ) andS  1 " ^  1 '  0  S  ■ O S
= F'ZF, j = F'ZF, (PZ7^e^ + ŸG'Ÿ'^Ï )S  1*' 1 o s  O S
It is already known that e„ = Pie and i = F i .
8  S  S O S
Since all the maps are linear, the correct i^ must be some
linear function of e„ plus some linear function of i . The8 ; s
calculation will therefore be done in two parts, to simplify 
the expressions: (1) Given the sources of the pinched ver­
sion to be the original î , and ê  = 0, find the correspond­
ing and ig^. (2) Given the sources of the pinched ver­
sion to be the original Og, and î  = 0., find the corresponding
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6^2 ïg2° The necessary sources in the general case will
then be e^ = ^s = ^sl + ^a2'
The calculations are based upon the following two 
comments. First, for any i ,̂ P^F'P|"^G'Y“^ig = 0 by applica­
tion of the commutation rules, which says that a solution de­
termined by any element of corresponds to a voltage source 
in the pinched version which lies in the null space of F̂ ,
Second, if any element of I is mapped into I by way of J ands
J, its image lies in the null space of F^, which follows 
immediately by application of the commutation rules as fol­
lows; F^GF”^Fi = GP^F^^Pi = GPi = 0, by exactness of the 
sequence.
(1) Since the voltage sources in the pinched version are
zero for this calculation, = 0, and the voltage equation
above becomes 0 = F'ZF,YG'Y‘"̂ i ,, and i„ = F_i„n. One of1 0 31 8 0 31
these equations can be immediately satisfied by the use of 
some reverse map of F^, namely if = F^^ig then î  = F̂ lĝ .. 
Since reverses are not unique, it is.of course highly unlikely 
that such a "trial" value is the correct one so the voltage 
equation will not be satisfied. However, it is now shown 
that it is possible to take such a trial value and calculate 
the necessary correction so that both equations will be satis­
fied.
It was shown above that the image in of any element 
of Ig lies in the null space Eg^ of F^, so any projection K' 
will give this same image, considered as an element of Eg^.
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The term to be cancelled may then be explicitly indicated as
e „ = K'P'ZP,ŸG'Ÿ"^î . = K'P'P'“%»Ÿ“V  1 , Now the correc-81 1 o St 1 0 or s
tion r to i , must not disturb the image of the P calcula- sc St 0
tion, SO it must lie in the null space of P̂ . It was shown 
above that a sure way to get such elements is to start with 
any element of I and map it to 1 ,̂ so in particular elements 
of have this property. The procedure is then to determine 
some i|, such that its image in 1 ,̂ and consequently in 
cancels the error term, so the equation to be solved is 
-Ogf = (K'P'P^’^'Y’ ĜP̂ ^̂ PKjij, or -e^^ = Z^i^, Assuming the 
existence of an inverse to (which will be discussed later) 
the correction term is then found to be
that
(2) In this case it is immediate that e^g = P^e^ and
r o must lie in I the null space of F , since i =0, s2 sf o s
Now the image in of the solution determined by e^g by it­
self is immediately calculated to be Z^PgZ’^F^e^, so the 
image in E^ of the 1  ̂component must be the difference be­
tween e and this term; e„ - Z„P„Z“^Ple . But this is pre- s s 0 2 o 2 s
cisely the problem treated in (1), so the result of applying 
the same technique gives the 1  ̂component as;
Ïs2 = 0p-lpKZ-^K'(e^ -
The final result for the sources of the torn network is 
now obtained by adding together the two contributions to each 
source, giving "ê = P^e^ and;
9k
+  { 5 p - ’- p k z ; 1 k ' )  (63 -  Z / g Z ^ V s ’ ■
There remains the necessity of showing that is invert­
ible under reasonable conditions. It is now shown that the 
_ *̂1
map GP^ PK is a monomorphism, since then the discussions of 
Chapter I may be applied, and in particular if the network 
is ohmic, so to speak, Ÿ”  ̂will be ohmic and invertibility 
will be guaranteed. The map will be a monomorphism if the 
equation GP^^PKi^ = 0 implies that i^ = 0. By exactness the 
equation does imply that P^^PKi^ = Pi, for some i, or 
PKi^ = P̂ P̂T = PPgi, and since P is a monomorphism Ki^ = Pgi.
Now for any e^^, also
0 = egj(Ki^) = K'Ggf(if) = ®sf^^f^* only element of
which annihilates every element of is the zero element, 
so i^ = 0.
It has therefore been demonstrated that a solution, of 
the pinched version can be found in terms of the solution of 
the torn version, at the primary cost of an auxiliary inver­
sion of a map between spaces whose dimension equals the dif­
ference in the dimensions of the I and I spaces. Note that 
the same difference exists between the dimensions of the E 
and E spaces, except that the dimension of the E space is 
larger than that of E, while the dimension of I is smaller 
than that of I. This difference in dimension will be called 
the degree of rearrangement of the two networks.
The process also requires that the inter-space maps
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P ,̂ P^ and Pg be foviiid, as well as As will be illus­
trated by the matrix interpretation which follows, this is 
essentially a matter of finding a change of basis matrix and 
its Inverse matrix, which is usually a fairly simple process, 
at least for small degrees of rearrangement.
The case of complete tearing may be conveniently con­
sidered here, i.e., the torn version has all its branches 
open-circuited. In this case I is a null space since there 
are no loops and the degree of rearrangement equals the di­
mension of the I space, so the inversion of requires the 
inversion of a matrix the same size as the loop matrix, which 
seems to hold small promise.
The procedure to use the pinched network solution to 
aid in the solution of the torn version is in every way the 
dual of the above procedure, and only the results will be 
given; i = P Ï , Ÿ. = WGP7^PZ"4'P'"'%'W', and
S  O S  I  1  0  1
-  ôp-ipz;ipf
The question of complete pinching, i.e., all branches 
short-circuited, suffers the same fate as complete tearing, 
since the inversion of in this case will require the inver­
sion of a matrix the same size as the node matrix of the torn 
version.
Comparison with Bordering and Partitioning 
If the spaces and maps at the loop end of the diagram 
are isolated in a separate diagram, with injected into 
Eg by P̂ , the following diagram results;
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and comparison with the discussions of Chapter I will show 
that this is the proper diagram so that may be inverted 
by the partitioning technique, or by the bordering tech­
nique, and the necessary inversions are precisely of the 
same size matrices as must be inverted in the use of tearing 
or pinching.
Similarly at the node end of the diagram, the separated 
diagram takes the form:
pt







and a similar comment is appropriate.
The question may then be fairly raised, is there any 
benefit to tearing or pinching that can not be similarly 
obtained by the techniques of bordering and partitioning?
It may be noted here, in anticipation of the results of the 
next section on matrix interpretations, that in many cases 
the actual numerical work will be identical whether, for 
instance, Z^ is inverted by means of partitioning or by 
tearing, etc.
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In general the answer is yes, in the following spirit:
Suppose neither version has been previously solved. Then
the use of tearing or pinching allows both networks to be
solved simultaneously, in the sense of obtaining the inverses
of both Z and Z" or Y and Y at a cost of inversions not 0 o 0 0
much greater than that required to solve either network by 
itself, assuming the degree of rearrangement is small, of 
course. The corresponding operation of arbitrary bordering 
or partitioning would also give two inverses at the same cost 
in calculation, but only one of them would be applicable to a 
known physical problem.
In the case where one of the networks has been pre­
viously solved, the advantage of tearing and pinching is 
quite pronounced. In the case of arbitrary bordering, for 
example, given a map whose inverse is desired, and another 
map between larger spaces whose inverse is known, it is not 
at all obvious how the smaller spaces are to be embedded in 
the larger spaces such that the necessary commutative condi­
tions are satisfied.
Matrix Interpretations
Two matrix techniques will now be given to illustrate 
the abstract procedures developed above. In the first tech­
nique no assumptions are made about special choices of bases, 
special matrix forms, etc. In the second technique it is 
shown that with no restrictions on the networks it is pos­
sible to "match" the bases of the two such that the techniques
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of matrix partitioning and bordering can be immediately ap­
plied. The symbol U will always stand for an appropriately 
sized identity matrix, necessarily square; while the symbol 
0 will always stand for a completely zero matrix, square or 
rectangular as appropriate.
It will be. assumed that dual, split bases have been 
selected for each network and therefore each of the center 
spaces of the network diagrams decomposed into subspaces;
J = I ®  Ig> V = Eg 0  E, etc. Let B represent the matrix of 
with respect to the bases selected, and A represent P^^. 
Since dual bases are in use, the transpose of B, B̂ , will then 
be the matrix of Pj, and the matrix of P|"^. The ways in 






,tr.where, for instance, L = A LA.
Any column matrix representing a set of coordinates of 
an element of one of these spaces can be conveniently parti­
tioned into two matrices, each submatrix containing the coor­
dinates pertaining to one of the subspaces of the direct sum 
representation of the space. If the A and B matrices are par- 
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The definition of Pg above was a result of the fact 
that the image of any element of I was an element of I, and 
this same fact also guarantees that the partition of the
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The first calculation is to be that of the inverse of 
L̂ , the loop matrix of the pinched version, so take the cur­
rent sources to be zero: i =0. Under this condition thes
expressions for the sources of the torn version become
Og = B^Sg and i^ = and it is this last quantity which
must be determined by an auxiliary calculation. Writing out 
the solution of the torn version: e = - P^B^e^) and
r = L^^(B^eg - LgAji); transferring this solution back 
to the pinched version the result is: 
i = B^L^^^B^eg - LgAji) + B^A^i, and
The second of these two expressions will be solved for the 
term A^i, and the result when substituted in the first will 
give the desired answer: i = L^^eg.
The second of the two equations may be rearranged as
(U - A^bJ + A^P^^P^B^) eg = Â Pjĵ Â̂ i, and it will now be
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shown that it is possible to construct a matrix Q such that 
Q(A^P^^A^) = Â , 30 it is possible as a result to solve the 
equation for the term A^i. In general A^ is not even square, 
much less non-singular, so to get some hold upon its proper­
ties it must be reduced to canonical form; for any matrix A^ 
there exists at least one non-singular matrix C such that:
0 0 0 on
A^ — C = ”=0
X u X u
___^ J
where the size of the identity matrix U is the same as the 
rank of A^, and X has no special properties. Replacing A^ 







and defining T = C P^ C and partitioning T so that below 
is the same size as the rank of A:
0 x n 0 r- +. f 1 X̂ T, X X̂ T,
0 u j J3 X u Lv \ .
Finally define a matrix D as:
D =
0
where the vertical dimension of D is the same as the dimen­
sion of the Ig space, and the horizontal dimension the same
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as the I space.
A direct calculation will now show that if % is defined 
by Q = CD, it will have the desired property. As for the 
invertibility of Tĵ , it may be calculated as T|̂  =
Now since C is non-singular, the rank of must equal its 
horizontal dimension, and therefore is a representation of 
a monomorphism so the considerations of Chapter I may be 
applied to the question of the existence of the inverse. In 
particular, if P is ohmic, then the inverse will exist.
If these manipulations and substitutions are made, the 
result for the inverse of the loop matrix is finally;
L”  ̂= + (Eg - B^L"^L2) QA^ (B^ - L^L’^B^) .
The corresponding calculation of the inverse of the node 
matrix gives the result: Pĵ  ̂= - Pĵ Q̂Â Pĵ )̂A^,
The use of the pinched version to aid in the solution 
of the torn version may now be considered. The only essen­
tial difference is that the auxiliary inversion takes a 
slightly different form. The desired expression is 
R(A^L^^A^) = A^j where R is to be found. The necessary 
expressions are as follows:
Aj = C
and finally R = CD. The inverses are then found to be: 
L“  ̂= A3_(L'̂  - L"^RA^L"^)A^, and
+ '«2 - '=2 - •
—
U X 'si s; s-^ 0
9 = C^L'^C , D =
j) 0-. f3 0 0
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The forms of the above two results already show inter­
esting similarities to the matrix bordering and partitioning 
formulas of Chapter I. The correspondence will now be made 
exact. Specifically5 assume that the baaes for the two 
spaces have been so chosen that the A and B matrices take 
the following special forms:
P i kp ~X5 Ai2 : Ag ~Bl b; u ; ^21 ®22
= 0 ^32 : \i and = 0 : ®23 ^24
"3 \ 0 0 : u 0 0 : 0 U
This places no additional restrictions on the networks at all, 
being merely a matter of amount of effort involved in matching 
up the bases in the two networks. Such a pair of bases will 
be called matched. The original partitions are indicated by 
the dotted lines. can be reduced to the form shown by the 
selection of whatever basis is used for I as part of the basis 
for I, and likewise the form of by the use of the basis for 
E as part of the basis for E, The form of the A matrix then 
follows as a result of the form of the B matrix.
The primary result of using matched bases is that 
is identical to a submatrix of L^, and Pĵ to a submatrix of 




where is to be the same size as and P^^ the same size 
as P̂ . If matched bases are used, then and Pĵ = P|̂ .̂
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The discussions of Chapter I on the use of matrix partition­
ing and bordering are all now applicable.
If only the node or loop matrix is of interest, it is 
not necessary to completely match bases. If it is desired to 
embed in L̂ , all that is necessary is to use the basis of 
I as part of the basis of I. To embed in P|̂ it is only 
necessary to use the basis of E as part of the basis for E.
10t|.
Examples
The two networks used as examples in Chapter II will 
also serve as the first example here. Using the same bases 
as before, the A and B matrices are:




























1 2 3 1 1 - 5 6 7 8 9  10














Q = CD =
1 2 3 1 1 - 5 6  I 2 3 I1.5













To illustrate the use of matched bases, let the bases 
of the two networks be chosen as indicated by the following 
sketches, in the same style as in Chapter II.
106
The loop and node matrices may then be determined as
1 2 3 ij. 5
1 [|_ _ _ _
2 — ij. - -
3 -  - 5 2 -
k - - 2  1). 2







1 2 3 il- 5












and it is seen that in each case the smaller matrices appear 
as submatrices of the larger matrices.
CHAPTER IV
ANALYSIS OP A NETWORK DERIVED PROM A 
LINEAR HEAT PLOW PROBLEM
The following discussion is for the purpose of presenting 
an example of the use of the techniques given in Chapter III 
in a practical context. It would not be feasible to discuss 
all aspects of the solution of a complicated problem, so the 
following examples have been arranged to illustrate the major 
advantages and disadvantages of the techniques of Chapter III.
A two-dimensional heat flow problem is presented for the sake 
of simplicity, although, of course, the techniques are not 
limited to this situation.
Complicated heat flow problems are usually solved on 
digital computers by means of finite difference equations.
The given continuous body is replaced by a discrete, lumped 
system, in which the mass is collected into lumps at the points 
of a grid, and it is assumed that the grid points are connected 
by strips of thermally conducting material. The equations for 
the discrete system are finite in number and will be seen to 
have an excellent interpretation as the equations of an elec­
tric network. When boundary conditions are specified the
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equations for the discrete system may be solved to yield the 
distributions of temperature and heat flow over the grid 
points. If the grid, or net, spacing is taken small enough, 
the results of the calculation are usually a good approxima­
tion to the distributions in the continuous body from which 
the approximation was derived. If the boundary conditions 
are changed, it is necessary to repeat the entire calculation.
The network model procedure to be given envisages a 
somewhat more ambitious program. Essentially, the techniques 
of operational calculus will be used to obtain the solution 
of the problem for any boundary conditions, in the sense that 
no significant additional calculation will be necessary to 
find the distributions once the specific boundary conditions 
are given. Even further, the boundary conditions may be quite 
arbitrary functions of time. The network model approach also 
allows the use of the rearrangement techniques of Chapter III 
where appropriate.
On the other hand, the network manipulations are based 
upon the assumption that the relations among the variables 
are linear. Therefore this network approach cannot be applied 
to the many heat flow problems which are significantly non­
linear. The network approach will also usually require more 
calculation than a single direct solution for fixed boundary 
conditions.
In order to establish the network representation, one 
proceeds as in the derivation of a set of finite difference
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equations. Let K represent the thermal conductivity of the 
body, M the mass density, and c the specific heat. These may 
all be functions of position in the bbdy. Let the thickness 
of the body be represented by b, and suppose a square net of 
points laid out with h as the net spacing.
Let all of the mass (and, therefore, heat storage capa­
city) with h/2 each side of a net point be lumped at the net 
point, and all of the heat transmitting material lumped into
rods connecting the net points. The area of each rod will be
2bh and the mass at each point will be Mh b, where M is to be 
evaluated at the net point. A typical set of net points might 
then be indicated as follows;
Let T be used to represent temperature variables, Q 
heat flow variables, and t the time variable. The result of 
writing the energy balance equation at the i,j net point is 
then:
dl /dt = .1*^1,# A ,  '
SMbh^ SMh^
If such an equation is written at each net point, the result 
is a set of ordinary differential equations. The usual finite 
difference derivation would now also replace the time derivative
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by a difference approximation, but this is not appropriate 
for tbe present discussion.
Now consider the following segment of an electric net­
work:
-e
If currents are summed at the center node, the result is:
4*1,j + at) - - «1+1,j - *1-1,j = 0 '
which is easily seen to be identical in form with the heat 
equation given above. If the parameters are now arranged so 
that RC = SMh /K, and voltages interpreted as temperatures and 
currents as heat flows, a network model for the heat flow ap­
proximation has been established. Since with linear networks 
the resistances and capacitances do not depend upon the volt­
ages or currents, the model is only applicable to heat flow 
problems in which the specific heat and thermal conductivity 
do not depend upon the temperatures or heat flows.
The establishment of a heat flow boundary condition is 
accomplished by the specification of the appropriate Q vari­
able, and corresponds to the specification of a current source 
in the network model. Likewise, the specification of a tem­
perature boundary condition corresponds to the specification
Ill
of a voltage source in the network model. If only one type 
of source is desired in the network model, it is straightfor­
ward to convert voltage sources to equivalent current sources, 
and vice-versa. For networks derived from two-dimensional 
heat flow problems, it is likely that the node method of anal- 
ysis will be the most convenient, so it will be taken that 
only current sources appear in the network, and it is desired 
to solve for the voltages. The remainder of the discussion 
will be entirely in terms of the solution of the electric net­
work.
Suppose the following network of one ohm resistors and
one farad capacitors to be given:
and e, , eg, and e, are the voltages with respect to ground at
the indicated points. This network is small enough that the 
solution procedures may be explicitly indicated, as well as 
the specific procedure whereby the solution to be found may 
be used to aid in the solution of a rearranged version of the 
network. A larger rearrangement problem will then be discussed 
to show that no change in procedure is necessary.






where s is the usual complex variable of the Laplace transform. 





where D is the determinant of the node matrix, in this case 
D(s) = (s+2)(s+3)(s+5).
For many electrical engineering calculations this inverse 
is the desired quantity, and the network is regarded as solved 
once the inverse is found. Some additional manipulations will 
now be given to clarify the meaning of these expressions. Con­
sider, for instance, the l\.,$ entry of the inverse, which re­
lates the transform of the current source applied at node ^ 
to the transform of the resulting voltage at node I|.. Let the 
entry be expanded in partial fractions:
(s+2)(s+3Hs+5)
1/3 1/2 _ 1/6 
(s+2) " (s+3) (3+5)
from which the inverse transform may be immediately written 
down as:
>-2t /T/n\ c"3t . n/L \ r - S t= (1/3) - (1/2) e-Jt + (1/6)
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for t positive, and as zero for t negative. This function is 
called a weighting function, and gives the voltage developed 
at node Ij. due to. a unit impulse of current being applied at 
node 5.
Suppose now the current supplied to node 5 to be zero 
for t negative, and some specific i^^(t) for t positive. The 
convolution integral may then be used to calculate the result­




for t positive, and, of course, the voltage will be zero for 
t negative. Therefore, if the weighting functions are known, 
the voltage which results due to any current source may be 
found by a simple and inexpensive integral calculation. If 
there are current sources connected to more than one node, 
they are simply considered one at a time, since their effects 
may be superimposed, a property of linear networks.
Because of the simplicity of the network structure and 
the normalization of the element values, the above calcula­
tions were all quite easy. In larger networks, there are 
usually two points of difficulty. The inversion of the node 
matrix and the factoring of the denominator polynomial D(s) 
are both, usually, relatively expensive compared to the other 
manipulations. The present discussions are concerned only 
with the matter of the matrix inversion. Note that all nine 
entries in the inverse matrix above are non-zero, even though 
the original matrix had two zero entries. This is usually
1 %
the case, even though the original matrix be quite sparse, 
because it is only when special conditions of symmetry exist 
in the network that a given current source will not produce 
voltages at all the network nodes.
Suppose now the following network of one ohm resistors
and one farad capacitors to be given:
and it is desired to find its solution, that is, the inverse








In this case it is not difficult to obtain hy direct 
calculation, and it is found to bet
fi’- = l/D,
ŝ +8s+llj. S+i]. S+[|. 2





2 s+2 s+2 s^+6s+6
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3 2where Dq(s) = 3“̂+10s +283 +20. An alternative calculation of 
this inverse by the rearrangement method will now be given.
To use the techniques of Chapter III it is first 
necessary to have a pair of networks which are torn and 
pinched versions of each other, and a necessary part of this 
is that the two networks must have the same number of branches. 
It may now be noted that the first network above differs from 
the network of interest in that three branches are missing.
If the three branches are added to the first network in the
following nianner;
it will be a torn version of the network of interest, and its










using the additional voltage variables indicated. Note that 
represents one volt across only three of the resistors con­
nected to the node, the added resistor not being included, and 
likewise for ë^. Now the lower submatrix has been previously 
inverted, so the inversion o.f is completê ly trivial, and 
this network may be taken as solved. In this case, inspection 
is adequate to determine that the two networks are torn and 
pinched versions of each other. In more complicated cases a 
matrix calculation can be made to settle the point. Let H be 
the change of basis matrix of Chapter II from the split basis 
to the natural basis of the pinched version, and H the corre­
sponding matrix of the torn version. Then the matrix B of 
Chapter III may be found from B = H“ Ĥ, and, if the submatrix 
B^ = 0, the two networks are torn and pinched versions of 
each other.
The discussions of Chapter III may be restated for 
present purposes as follows. It is desired to find 
Suppose it were possible to find a matrix Pĵ  ̂which contained 
P^ as a submatrix in the lower right corner, and whose in­




where is the same size as P^, the desired inverse may be
— 1 •■1found from PjĴ = - L^^L^^Lg^, so the inversion of P^ is
replaced by the inversion of and some matrix multiplica­
tions. Further, in Chapter III the procedure is given for
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changing the basis of the node-pair voltages of the torn net­
work go that the node matrix with respect to the new basis con­
tains as a submatrix. Let the new basis for the node-pair 
voltages of the torn version be indicated by primes on the 









where the new basis elements have been chosen as specified in 
Chapter III. It should be noticed that due to the special 
form of H in this particular case, its inverse may be found 
by just changing the signs of all the off-diagonal terms. If 
the' new node matrix for the torn network is now found by the 









and it is indeed seen that P. appears as a submatrix. The
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inverse of follows immediately from the expression 
- .2
^Gtting D(s) = (s+2)(s+3)(s+5), OXs) = s+3,






-(1/3) (P/D) (1/D) (S/D)










ŝ +12ŝ +l|.8ŝ +72s+30 s^+10s^+32s+30
s^+10s^+32s+30 ŝ +12ŝ +ii.8ŝ +72s+30
where R(s) = s^+10s^+28s+20. If the calculation for in 
terras of these variables is now carried through, the result 
given previously will be obtained,
' Summarizing, the inversion of P^j a ^ by matrix, has 
been replaced by some matrix multiplications and the Inversion 
of a 2 by 2 matrix. In this small case the indirect pro­
cedure is a more difficult way to perform the inversion, but
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it should be obvious that in problems in which Pĵ  is consider­
ably larger than the indirect procedure would likely be 
far the better of the two methods.
To give an indication of the appearances of the matrices 
for a larger problem, the matrix and the H matrix will be 
given for the following networks, which are simply the previous 
ones extended as far as typography will allow. The original 
network, which is solved directly, is the following;
 -f-
where, for the moment, branches 1 through 9 are to be ig­
nored.
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Although there are many zero entries, it is likely that every 
entry of the inverse will be non-zero in this case.
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Suppose now the network whose solution is desired Is:
C
^
The previous network may be made Into a torn version of this 
network by the addition of branches 1 through 9 as Indicated 
In the previous diagram, and the node matrix of the modified 
network will be the original matrix augmented by main-diagonal 
terms only. Its Inverse can therefore be Immediately found 
In terras of the original Inverse.
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The remaining item needed to perform the manipulations 
is the change of basis matrix ïî, which is found to be;




Note that again the inverse of this matrix may be obtained by 
just changing the signs of the off-diagonal terms.
Thus the inversion of the 19 by 19 node matrix of the 
pinched version may be accomplished by the inversion of a
123
9 by 9 matrix, and some matrix multiplications. The common 
estimate that the cost of inverting an n’th order matrix is 
proportional to n^ then indicates an order of magnitude of 
reduction of cost of (9/19)^, or a factor of about eight.
Some of the major features of the rearrangement techni­
que will now be summarized. The use of the technique requires 
no trial and error calculations. The critical first step, of 
determining if two networks are pinched and torn versions of 
each other, requires essentially only the formation of the 
change of basis matrix for each network. Such matrices are 
simple to construct and easy to manipulate. The remaining 
steps then follow an explicit procedure, only standard matrix 
operations being neoessary. Maximum use is made df known 
solutions of problems related to a given problem. The tech­
nique allows large networks to be solved more economically 
than before, or allows more alternatives to be investigated 
for the same cost.
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