We prove that, in the case of non-periodic (with γ = 1) boundary conditions, the calculation of the current-voltage characteristic (IVC) for a stack of n intrinsic Josephson junctions reduces to solving a system of [(n +1)/2] nonlinear differential equations instead of the n original ones. The current-voltage characteristic V (I) has the shape of a hysteresis loop. On the back branch of the loop, V (I) decreases to zero rapidly near the breakpoint I b . We managed to derive an algorithm determining the approximate breakpoint location and to improve simultaneously the mixed numerical-analytical algorithm of IVC calculation for a stack of Josephson junctions developed by us before. The efˇciency of the improved algorithm is shown by the calculations of IVC for stacks consisting of various numbers of intrinsic Josephson junctions. 
INTRODUCTION
A detailed investigation of the breakpoint current I b and the breakpoint region width gives important information concerning the occurrence of longitudional plasma waves and the peculiarities of stacks with aˇnite number of intrinsic Josephson junctions [1Ä3] . The breakpoint region in the current-voltage characteristics (IVC) follows from the solution of the system of n dynamical equations of the phase differences for a stack of n intrinsic Josephson junctions. In this work we prove that, in the case of non-periodic (with γ = 1) boundary conditions, the IVC calculation for a stack of n intrinsic Josephson junctions reduces to solving a system of [(n + 1)/2] nonlinear differential equations instead of the n original ones. Solving this system on the interval [0, T max ] for different I, we get the current-voltage characteristic V (I) as a hysteresis loop. First the Cauchy problem with the zero initial conditions is solved. For each next I = I k+1 , the already found ψ(I k , T max ) andψ(I k , T max ) are used as initial data. On the back branch of the hysteresis loop, voltage V (I) decreases to zero rapidly near the breakpoint I b [3] . Effective numerical and analytical methods for IVC calculation were developed in [4] . In [5] an equation determining the approximate breakpoint location in the case of periodic and non-periodic (with γ = 0) boundary conditions was developed. Now we report an algorithm whichˇnds the approximate breakpoint location in the more complicated case of non-periodic (with γ = 1) boundary conditions and improves, at the same time, the mixed numerical-analytical method proposed in [4] . The improved mixed method showed excellent results in IVC calculation for stacks with different number of intrinsic Josephson junctions. Moreover, the calculation time reduced by an order of magnitude. The calculations were performed by using the REDUCE 3.8 system. As a matter of fact, this paper is a second part of [5] , where the mathematical formulation of the hysteresis calculation problem and the system transformation was given in general form in Secs. 1 and 2, respectively. Omitting the details reported in [5] , we directly start this work from spectral data of matrix A in the considered case of non-periodic boundary conditions with γ = 1. In Sec. 2 we prove three lemmas. Lemmas 1 and 3 enable the reduction of the problem to the solution of [(n + 1)/2] nonlinear differential equations instead of n original ones. Lemma 2 is a fundamental point for the long-time ®asymptotic¯construction, reported in Sec. 3. In Sec. 4 we present an improved analytical method of voltage V calculation which made it possible to deˇne the approximate breakpoint location in the considered case of non-periodic boundary conditions with γ = 1. In Sec. 5 we discuss the results of the Josephson loop calculations for different n.
THE SPECTRAL DATA. THE SYSTEM TRANSFORMATION
The solution of the system
for different I: I = I 0 + kΔI I max ; I = I max − kΔI, yields the current-voltage characteristics of stacks as hysteresis loops [3] . For the initial value of the current, I = I 0 , the system (1) is solved with zero initial data on an interval [0, T max ]. For each next I: I = I k+1 , the found φ l (I k , T max ),φ l (I k , T max ) are used as initial data.
In the case of non-periodic, with γ = 1, boundary conditions, the A matrix is threediagonal,
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Matrices of such kind have been previously noticed as well [6] . The eigenvalues and eigenvectors of A can be written down explicitly:
. . .
The fundamental matrices D, the columns of which are E l , reduce the A-matrices to diagonal forms [8] ,
After the change of variables
we get a systemψ
where S l is the sum of the E l elements,
The equations determining voltages (see (4) and (5) in [3] ) result in
respectively, while the total voltage of the stack is given by
THREE LEMMAS
Let us remind that S j is sum of elements of orthonormal eigenvector E j of the matrix (2). The following lemma holds.
And for even j, j = 2, 4, . . ., 2k n, S j = 0.
Proof. Further on we denote cn = 2/(n + 1), ns is integer part of (n + 1)/2, ns = [(n + 1)/2]. Remark that ns = n/2 for even n and ns = (n + 1)/2 for odd n. Using (5) and the well-known formula (3.6.2) of [9] ,
after substituting in the last jθ instead of θ, we get
Thus, S j = 0 for even j, j = 2, 4, . . ., 2ns. And S j = cn cot (jθ/2) for odd j, j = 1, 3, . . ., 2ns − 1. The lemma is proved.
In the derivation of long-time asymptotic, the system of nonlinear differential equations is replaced by an equivalent system of integral equations, which is solved using simple iterations. We succeeded in obtaining suitable asymptotic formulas based on the following result. 
For any m and n holds
When n is odd, 2ns = n + 1 and for any m
When n is even, 2ns = n and for any m
The relations (6) and (7) are proved. They imply that s m,n + s m+1,n = 0 for any m and n. Additionally, we used the relation
which holds for any m and n. Indeed,
For odd n we have ns = (n + 1)/2 and s 1,n = 0, hence ns + s 1,n = (n + 1)/2. And for even n we have ns = n/2 and s 1,n = 1/2, hence ns + s 1,n = (n + 1)/2 again. Suppose that the lemma holds for any m. Performing elementary trigonometric transformations, we get
Using cos (x)/(1 − cos (x)) = −1 + 1/(1 − cos (x)) and sin 2 (x)/(1 − cos (x)) = 1 + cos (x), we get
The lemma is proved. Taking into account the trivial symmetry properties of E l and the relations S l = 0 for even l, it is easy to conclude that the solution of the system (1) with zero initial data is reduced to solving the following system of ns equations:
The other equations associated with S l = 0 have the trivial solutions ψ 2l = 0; therefore, the number of equations was halved. As the proof we present the following result. The validity of this lemma follows from the trivial symmetry properties of E l components:
.
The sense of Lemma 3 was to show that the nonzero components ψ 2j−1 with odd numbers give no contribution to the components with even numbers.
NUMERICAL-ANALYTICAL METHOD FOR CALCULATING IVC
The general scheme of the suggested numerical-analytical method of the hysteresis loop calculation is the following: the right branch of the hysteresis loop and the back branch (not nearing someˇnite distance to I b ) are calculated using the ®asymptotic¯formulas. The rest points (I, V (I)) of the hysteresis loop are calculated numerically using the fourth-order RungeÄKutta method [7] .
The numerical-analytical method was used to calculate the IVC for a stack of 19 homogeneous Josephson junctions [4] . The hysteresis loop was calculated both numerically and with the use of the ®asymptotic¯formulas. For each value of I, the system (8) of ten nonlinear differential equations wasˇrst solved with zero initial data on the interval [0, T max ] by applying the fourth-order RungeÄKutta method. For each subsequent I, the found
were used as initial data. Similar computations were performed using ®asymptotic¯formulas, which were calculated during the run. The voltages were calculated by formula (4). The system (8) with initial data
is equivalent to the system of ns integral equations (ns = 10)
where l = 1, 2, . . ., ns and w 2l−1 = S 2l−1 I/β.
For each I and given initial data the system (9) was solved using simple iterations starting with zero. The result obtained after three iterations was regarded [10] as ®asymptotic¯of the solution of the system (8) for large t. After theˇrst iteration step, we obtained
Every time we rejected the exponentially small (for large t) terms.
Since w 2l−1 = S 2l−1 I/β, Lemma 2 implies that 
and after some algebra, we get
The functions sin (wt + a + c sin (wt + d)) were replaced by sin (wt + a)(1 − si 2 /2) + cos (wt + a)si(1 − si 2 /6), where si = c sin (wt + d). It remained to transform the resulting trigonometric polynomials into linear combinations of functions of the form sin (kwt + d) and to calculate the integrals termwise. These ®asymptotic¯formulas were used in [4] .
IMPROVED NUMERICAL-ANALYTICAL METHOD FOR CALCULATING IVC. APPROXIMATE BREAKPOINT LOCATION
The attempts toˇnd an approximate breakpoint location by analogy with [5] were useless. The following remark helped to overcome the difˇculty. Namely, it is sufˇcient to calculate V (I) for different I, I = 0.5Ä0.05j, solving ®analytically¯the system (8) where
Instead of arriving at the compact formulas (12), we have simply rewritten (11) as
and instead of (12) we get at once
ns. (13)
Remark that C 2l−1 = cs(2l − 1) 2 + cc(2l − 1) 2 and D 2l−1 = arctan (cs(2l−1)/cc(2l−1)).
We denote at(j) = And let pp(2l − 1) be free terms of the trigonometric polynomials
ns.
After integrating weˇnd
Taking into account (10) and (13), we obtain from (14) the ®asymptotic¯formulas of interest
The ®analytical¯method of IVC calculation means successive calculation of (10), (13), and (14) by the algorithm described above for every I k and given initial data. As a result, the coefˇcients of (15) are determined.
Following (4), we obtain
The calculations were performed for α = 0.2, β = 0.2 by using the REDUCE 3.8 system [11] with T min = 50, T max = 1000, and a step h = 0.1 was chosen in the numerical calculations by means of the fourth-order RungeÄKutta method. Figure 1 depicts the back branch of the hysteresis loop for n = 19. The solid and dotted lines, which are hardly distinguishable from each other at large I, refer to numerical and ®analytical¯calculations of the hysteresis loop, respectively. The numerical method of IVC calculation means that all points (I k , V (I K )) of the hysteresis loop (the whole right branch and the whole back branch) are calculated numerically using the fourth-order RungeÄKutta method. The ®analytical¯method of IVC calculation means that all points (I k , V (I K )) of the hysteresis loop (the right and the back branch) are calculated ®analytically¯using the ®asymptotic¯formulas.
RESULTS OF THE CALCULATIONS
In Fig. 2 the solid line is the same as in Fig. 1 , while the circles on this line refer to the calculation performed by the following mixed numerical-analytical method. The whole right branch of the hysteresis loop, together with the back branch at 1.45 > I > 0.45 = 1.5Ĩ b , has been computed using the ®asymptotic¯formulas (15). The remaining points of the back As a consequence, the numerical results of IVC calculation and the results obtained by the improved mixed numerical-analytical method are in good agreement with each other. It is worth noting that the shift from the pure RungeÄKutta method to the mixed method decreased the CPU time almost by an order of magnitude. For instance, the calculation of a single additional point using the RungeÄKutta method asks for 339640 ms CPU time, while the ®analytical¯computation of all points of the hysteresis loop takes 75759 ms only. The same calculations were performed for n = 5, 9, 13, 19, and n = 25. The corresponding outputs look similar to those in Figs. 1 and 2 . Surprisingly, the sameĨ b = 0.3 was obtained both at n = 9 and at n = 19. To clarify the problem, we have performed the similarity transform (I k , V (I k , 9)V (1.45, 19)/V (1.45, 9)) in Fig. 1 and this conˇdently reproduced the corresponding solid line. Here and below, (I k , V (I k , n)) are points of the back branch of the hysteresis loop for the stack of n intrinsic Josephson junctions, calculated numerically.
Further we made the hypothesis that all the considered V (I k , n) can be obtained from V (I k , 5). Figure 3 conˇrms this hypothesis. The solid lines in Fig. 3 refer to the back branches of the hysteresis loops calculated numerically for n = 5, 9, 13, 19, and n = 25, from bottom to top, respectively.
The bottom graph plots the numerical outputs (I k , V (I k , 5)). The points on the second, third, fourth, andˇfth graphs are nothing else but (I k , V (I k , 5)ss(n)/ss(5)), where ss(n) = n j=1 S j (n) 2 /λ j (n). The occurrence of the factors ss(n)/ss(5) can be motivated by the fact that, after thě rst iteration, we get V (I, n) = ss(n)I/β, and 1.45ss(n) is an excellent approximation to V (1.45, n). We observe the same picture as at the end of [5] , but the similarity transform coefˇcients here are ss(n)/ss(5) instead of n.
CONCLUSIONS
The numerical results of IVC calculation and those obtained by the improved mixed numerical-analytical method are in good agreement with each other. The latter code is an order of magnitude faster and is free of computing error accumulation as well. The technicalities of the new method were described in Sec. 4 above.
