. Let {Xi,i~l} be a sequence of independent and identically distributed random vectors (iidrv) defined on a probability space (n~,p), with each Xi having a distribution function (df) F(x), XERP, the p(~l) -dimensional Euclidean space. Let g(Xl""'X m ), symmetric in its m(~l) arguments, be a Borel Proceeding as in Miller and Sen (1972) , we
The proofs of the theorems rest on the reverse martingale property of {U } 
I
We start with the proof of (2.10) in Theorem 2.1. Let us define [by(2.7) and (3.10)] that for every £>0, 6 to a non-increasing sequence of a-fields [cf. Berk (1966) ]. Further, as in Hoeffding (1948) , it can be shown on using (3.6) that for every n~, E{n[e(F ) -U ]}2 < C*(F)n-1
where C*(F) < 00 whenever~*(F) < 00. Therefore, for every E > 0, (3.14) (3.15)
Thus, (2.12) follows from (3.15), and (2.11) follows directly from (2.10) and
For the proof of Theorem 2.2, we first consider the following.
LEMMA 3.1. For even kn(2~kn~0(n~)), as n+oo, for every l~h~m,
, ... ,x m )1 n] < oo::>Ch(F) < 00 for h=l, ... ,m.
Proof. We sketch the proof only for the case of h=2; the same proof holds for 
p{ISk-ms~l)1 >~kb for some k>n} = o(en ).
By (3.22 ) and the Markov inequality, for large n,
A direct consequence of (3.6) and Lemma 3.1 is the following. k LEMMA 3.2. !f Eigi n < 00, then for every even kn[2~kn=0(n~)],~n~,
[Note that in deriving (3.22), we make use of the fact that for every h>2,
Also, by using (3.1) -(3.3), and proceeding as in Lemma 3.1, we have the
!f E!g(X i ""'X i ) I n < 00 for every l~il~"'~m~m, then for every
where S* and Sn(l) are defined by (2.6) and (3.5).
n -LEMMA 3.4. !f E(exp{ug (Xl' ... ,X m ) }) < 00 for Iu I < E (>0) and~<b<~, O<3a<4b-l (>O<a<1/3), then as n~,
following.
so that on choosing k as the largest even integer contained in n a , we obtain that n and, if E(exp{ug (X. , ... ,X. )}) < 00 for every l<il< ... <i <m, lui < E, then, as n~, where Set) and S*(t) are defined as in Section 2.
Returning now to the proof of Theorem 2.2, we observe that the proof follows Rubin and Sethuraman (1965) have shown that as n+oo, Theorem 2.1 is of great help in the developing area of sequential procedures based on U-statistics and {8(F )}, where the derived Wiener process approximation n simplifies the ASN and the OC functions in certain asymptotic sense. These will be considered in a separate paper.
