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We solve the growing asymmetric Ising model [Phys. Rev. E 89, 012105 (2014)] in the topologies
of deterministic and stochastic (random) scale-free trees predicting its non-monotonous behavior for
external fields smaller than the coupling constant J . In both cases we indicate that the crossover
temperature corresponding to maximal magnetization decays approximately as (ln lnN)−1, where
N is the number of nodes in the tree.
PACS numbers:
I. INTRODUCTION
Although one-dimensional systems can be often used
to model social dynamics [1–3], it is usually observed that
the structure of the majority of online social systems such
portals or fora follows a different type of topology — a
scale-free one that is reflected in their degree distribution
[4, 5]. Such non-trivial topologies have motivated several
researchers to explore the behavior of the one of the most
fundamental approach of the statistical physics — Ising
model [6], which has been tested on Cayley trees [7], BA
networks [8] or growing trees [9], to mention a few.
However, there is no direct evidence that social pro-
cesses that take place in hierarchical trees and scale-
free networks can be described by this kind of dynam-
ics. On the other hand the results of our previous analy-
ses [10, 11] indicate that one of the most dominant phe-
nomena seen in online portals is a strong dependence of
the expressed emotion on the emotion of the last com-
ment (i.e., the newest one). In order to describe this pro-
cess in setting of chronologically added comments (that
form a chain) we have previously explicitly modified Ising
model Hamiltonian by taking into account only node’s
left neighbor as well as equip our model with a growing
component (a new node is quenched after a single update)
[12]. Here, we extend this concept to tree topologies (de-
terministic and stochastic) in order to explore the influ-
ence exerted by intrinsic features of those systems onto
the behavior of the model.
The paper is organized as follows: in Sec. II we de-
scribe in short of the basic concepts of the model intro-
duced in [12]. Sections III and IV gather the results ob-
tained applying dynamics to deterministic and stochastic
scale-free trees, respectively. Finally Sec. V concludes
the paper discussing differences between the considered
topologies and growing chain.
II. MODEL DESCRIPTION
The basic version of the model uses the idea of a grow-
ing chain: the first node of the chain has a random spin
s0 = ±1 (it can be interpreted as an emotional valence
[13] of a post in online discussion), drawn with proba-
bility Pr(s0 = ±1) = 1/2. After that, another node of
the chain is added to the right side of the last one and it
is initially equipped with a spin once again drawn with
equal probabilities Pr(s1 = ±1) = 1/2. In the following
step, the node becomes a subject to the updating pro-
cedure that is based on the Ising-like model approach.
For each appearing node n we define a function En =
−Jsn−1sn − hsn, where the constant J > 0 corresponds
to exchange integral in the Ising model and h is the ex-
ternal field. The function En can be treated as a type of
an emotional discomfort function felt by a user posting
a message sn. After the spin is drawn, we check how
flipping its sign to the opposite one (i.e., from sn = +1
to sn = −1 or likewise) affects the change of function E
as ∆E = E ′n − En = −(Jsn−1 + h)(s′n − sn), where term
E ′n corresponds to s′n calculated when sn → s′n = −sn.
Then we follow the Metropolis algorithm [14] i.e., if the
∆E < 0 we accept the change, otherwise we test if the
expression exp[−∆E(kBT )−1] is smaller or larger than a
random value ξ ∈ [0; 1] (here kB is Boltzmann constant
and T is temperature). If the latter occurs we accept
the change, otherwise the spin is kept as originally cho-
sen. The procedure of adding new nodes and setting their
spins is repeated until the size N of the chain is reached.
It can be shown [12] that system dynamics follows a
two-state Markov chain approach defined by the transi-
tion matrix P
P =
[
p 1− p
1− q q
]
(1)
with conditional probabilities (which come from the
above described dynamics) given by{
p = Pr (+|+) = 1− 12e−β˜(h+J)
q = Pr (−|−) = 12 ± 12 ∓ 12e±β˜(h−J)
, (2)
where upper signs correspond to case |h| < J , lower signs
to |h| ≥ J and β˜ = 2/(kBT ).
As a result the average spin (or valence) in the nth
node of the chain is given as
〈sn〉 = p− q
2− p− q [1− (p+ q − 1)
n] , (3)
2FIG. 1: (color online) A schematic plot of a deterministic tree
with z = 3 and L = 3.
FIG. 2: (color online) Graphical representation of weighting
of spins at a given sept of the tree.
while the average spin in the whole chain can be obtained
as a mean value over 〈sn〉, i.e.,
〈s〉 = p− q
1−Q
[
1 +
1
N
− 1−Q
N+1
N(1 −Q)
]
, (4)
where Q = p+ q − 1.
The motivation is to compare the results obtained for
a chain topology with the ones that are derived for de-
terministic trees and random scale-free trees.
III. DETERMINISTIC TREES
The topology of a deterministic tree is described by
two parameters: the number of children z each node gives
birth to and the depth of the tree L. The total number
of vertices (expect the root one) is equal to
N =
l=L∑
l=1
zl = z
zL − 1
z − 1 . (5)
Figure 1 illustrates an example of a tree with z = 3 and
L = 3.
The first and key observation one needs to make is
that in the case of described model (Sec. II) a directed
tree can be regarded as equivalent to a chain of length L.
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FIG. 3: (color online) Average spin 〈s〉t in a tree (z = 3,
L = 12) as function of temperature for different values of the
external magnetic field: h = 0.1 (squares), h = 0.5 (circles),
h = 0.9 (upward triangles), h = 1 (downward triangles) and
h = 2 (diamonds). Solid lines come form Eqs. (8) and (9).
All data points have been averaged overM = 104 realizations.
However, on each level l of the tree there is a different
number of nodes that have to be taken into account. As
a result one obtains a chain whose spin values should
be weighted by the number of nodes present at a given
level (depth) l (see Fig. 2). Then, in order to obtain the
formula for the average spin in the tree 〈s〉t one needs to
perform the following summation
〈s〉t =
l=L∑
l=1
〈sl〉zl, (6)
where 〈sl〉 is given by Eq. 3.
After some algebraic calculations one arrives at the
following expression
〈s〉t = p− q
1−Q
[
1 +
1
N
− 1− (zQ)
L+1
N(1− zQ)
]
, (7)
which can be expressed explicitly for |h| < J as
〈s〉ts = tanh β˜h
×
1 + 1N −
1−
[(
1− e−β˜J cosh β˜h
)
z
]L+1
N
[
1−
(
1− e−β˜J cosh β˜h
)
z
]
(8)
and for |h| ≥ J as
〈s〉tl = sgn(h)
cosh β˜J − eβ˜|h|
sinh β˜J − eβ˜|h|
×
1 + 1
N
−
1−
(
ze−β˜|h| sinh β˜J
)L+1
N
(
1− ze−β˜|h| sinh β˜J
)
 (9)
As can be seen in Fig 3 (for simplicity this plot and
further ones are for J = kB = 1) the above functions
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FIG. 4: (color online) (a) Crossover temperature Tc versus the depth of the tree L. Symbols are numerical solutions of Eq. (8)
while the solid line come from Tc = 2(lnL)
−1. In all cases z = 10. (b) The logarithm of the crossover temperature Tc versus
the double logarithm of the number of nodes in a tree N . Symbols (squares — z = 2, circles — z = 5, triangles — z = 10) are
numerical solutions of Eq. (8) while solid lines come from Eq. (10).
follow a shape that is similar to the one observed for the
chain — we have a maximum in 〈s(T )〉 for |h| < J and
an absence of such behavior for |h| ≥ J . Having that in
mind it is interesting to examine the dependence of the
crossover temperature Tc (i.e., the temperature for which
〈s〉ts takes the maximum) as a function of tree parameters.
It can be shown that Tc ≈ 2(lnL)−1 (see Appendix A and
Fig. 4a), which using Eq. (5) and assuming zL ≫ 1 and
z ≈ z − 1 gives
Tc ≈ 2
ln lnN − ln ln z (10)
A comparison of the crossover temperature obtained by
numerically solving Eq. (8) with the predictions of Eq.
10 is shown in Fig 4b. For sufficiently large values of N
all data points and analytical curves collapse, indicating
lack of dependence on parameter z.
IV. RANDOM SCALE-FREE TREES
Although the tree topology (and especially the under-
lying branching process) is quite common in the real-
world, it is rather unreasonable to believe that social me-
dia systems follow this construction. According to previ-
ous studies one expects that the growth of such systems
could be governed by the preferential process [15]. In
the case of the tree topology this assumption means that
we are dealing with the scale-free tree structure, i.e., an
evolving system, where in each time step a new node is
most likely attached to the one characterized with the
highest degree. By following such a procedure one ends
up with a tree whose degree distribution is power-law.
The scheme for obtaining the average spin value in ran-
dom scale-free trees is similar to the one presented in the
previous Section. However, in this case, we are dealing
with a stochastic process also in the case of tree forma-
tion (i.e., not only dynamics but also the topology). We
use the results of Bolloba´s and Riordan [16] and Szabo´ et
al. [17] that give the mean-field number of vertices n(l)
at distance l from the root node
n(l) = A
(lnN/2)l−1
(l − 1)! , (11)
where A is the number of children of the root node. We
assume that the root node possesses the highest degree
in the network, thus A =
√
N [15]. As a consequence,
the formula for the average spin in scale-free random tree
is given as
〈s〉sf =
l=L∑
l=1
〈sl〉n(l), (12)
which results in
〈s〉sf = p− q
1−Q
Γ
(
L, lnN2
)−N Q−12 QΓ (L,Q lnN2 )
Γ(L)
, (13)
where Γ(x) is gamma function and Γ(a, x) is incomplete
gamma function. In order to obtain an equation that has
only one free parameter connected to topology (i.e., the
number of vertices) one needs to calculate tree depth L.
To do this we use Eq. (11), setting n(L) = 1. Then, tak-
ing the logarithm of both sides and implementing Stirling
formula we have
(L−1) ln(L−1)−L+1 ≈ ln
√
N
2pi(L− 1)+(L−1) ln
(
lnN
2
)
.
(14)
After omitting the first term on the r.h.s. we get
L = 1 +
e
2
lnN (15)
4á á á
á
á á á á á á á á á á á á á á á á
ç ç
ç
ç
ç
ç ç ç
ç
ç
ç
ç ç ç ç ç ç ç ç ç
ó
ó
ó
ó ó ó
ó
ó
ó
ó
ó
ó
ó
ó
ó
ó ó ó ó ó
õ õ õ õ õ õ
õ
õ
õ
õ
õ
õ
õ
õ
õ
õ
õ õ õ õ
í í í í í í í í í í í í í í í í í í í í
a
0 1 2 3 4
0.0
0.2
0.4
0.6
0.8
1.0
T
Xs
\s
f
ç
ç
ç
ç
ç
ç
ç
ç
ç ç ç ç ç ç ç
b
1 105 1010 1015 1020 1025 1030
1.0
2.0
1.5
N
T C
FIG. 5: (color online) (a) Average spin 〈s〉sf in a random scale-free tree (N = 105) as function of temperature for different
values of the external magnetic field: h = 0.1 (squares), h = 0.5 (circles), h = 0.9 (upward triangles), h = 1 (downward
triangles) and h = 2 (diamonds). Solid lines come form Eqs. (16) and (17). All data points have been averaged over M = 105
realizations. (b) Crossover temperature Tc versus the number of nodes N . Symbols are numerical solutions of Eq. (16), the
solid line comes from Eq. (18) while the dashed line comes form Eq. (B5) (see Appendix B for details).
Thus, Eq. (13) can be expressed explicitly for |h| < J as
〈s〉sfs = tanh β˜h
[
Γ
(
L, lnN2
)
Γ(L)
−
(1− e−β˜J cosh β˜h)Γ
(
L, (1− e−β˜J cosh β˜h) lnN2
)
N
1
2
e−β˜J cosh β˜hΓ(L)
(16)
and for |h| ≥ J as
〈s〉sfl = sgn(h)
cosh β˜J − eβ˜|h|
sinh β˜J − eβ˜|h|
[
Γ
(
L, lnN2
)
Γ(L)
−
e−β˜h sinh β˜JΓ
(
L, e−β˜h sinh β˜J lnN2
)
N
−e−β˜h sinh β˜J−1
2 Γ(L)
(17)
A comparison of the theoretical predictions given by Eqs.
(16) and (17) is shown in Fig. 5a. It can be shown
(Appendix B) using analytical and numerical approach
that the dependence of the crossover temperature Tc on
tree size N is best described by
Tc ≈ 2
1 + 43W
(
lnN
4e
) , (18)
whereW(...) is LambertW function. A comparison of the
crossover temperature obtained by numerically solving
Eq. (13) with the predictions of Eq. (18) is shown in
Fig. 5b. It is interesting to add here that for sufficiently
large values of x the function W(x) can be approximated
with W(x) ≈ lnx − ln lnx which would suggest that for
large values of N the crossover temperature is given by
Tc ≈ (2/3 ln lnN − ln 2)−1.
V. CONCLUSIONS
In this paper we extended previously introduced model
of the growing spin chain onto the case of deterministic
and random scale-free trees. We have shown that for
these topologies the analytical approach using Markov
chain concept is still valid owing to the possibility of cal-
culating the weighted spin on each level of the tree. Sim-
ilarly to the chain case, the model exhibits a crossover
temperature corresponding to maximal magnetization.
Unlike the chain case, the crossover temperature decays
very slowly [approximately as (ln lnN)−1 compared to
(lnN)−1 for the chain], which is connected to the fact of
the effective diameter of the considered systems.
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Appendix A: DERIVATION OF THE CROSSOVER
TEMPERATURE FOR DETERMINISTIC TREES
In order to get an analytical approximation of Tc we
use Eq. (8) and assume that β˜h ≪ 1 which gives us the
5opportunity to set cosh β˜h ≈ 1 and tanh β˜h ≈ β˜h:
〈s〉 ≈ β˜h
1 + 1N −
1−
[(
1− e−β˜J
)
z
]L+1
N
[
1−
(
1− e−β˜J
)
z
]
 (A1)
Secondly, let us note that for zL ≫ 1 one can approxi-
mate Eq. (5) with N ≈ zL/(z − 1). Making use of this
fact and assuming N ≫ 1 we get
〈s〉 ≈ β˜h
1 + (z − 1)
(
1− e−β˜J
)L+1
1−
(
1− e−β˜J
)
z
 (A2)
Finally, also assuming that β˜J ≫ 1 we arrive at
〈s〉 ≈ β˜h
[
1 +
(
1− e−β˜J
)L+1]
(A3)
It is interesting to observe here that this result does not
depend on the branching factor z what confirms the be-
havior seen in Fig. 4b.
As the next step we need to solve ∂〈s〉∂T = 0, i.e.,
β˜c(L+ 1)e
−β˜cJ
(
1− e−β˜cJ
)L+1
= 1 +
(
1− e−β˜cJ
)L
(A4)
By taking the logarithm of both sides and assuming L≫
1 as well as
(
1− e−β˜cJ
)L
≪ 1 we arrive at
β˜c + Le
−β˜cJ = ln β˜cL (A5)
However, the above equation still fails to be solved by an-
alytical methods. To overcome this problem, we use the
approximation ln β˜cL = ln(2L/kB) − lnTc ≈ ln(eL/kB).
Then, the resulting equation
β˜c + Le
−β˜cJ = ln(eL/kB) (A6)
has a solution of the form
Tc ≈ 2J
kB
[
ln eLkB +W
(−kBe )] (A7)
Setting J = kB = 1 leads us to the final result
Tc ≈ 2
lnL
. (A8)
Appendix B: DERIVATION OF THE CROSSOVER
TEMPERATURE FOR RANDOM SCALE-FREE
TREES
First, let us note that for x≫ y we can write Γ(x, y) ≈
Γ(x) which gives us the opportunity to write Eq. (16) as
〈s〉 ≈ tanh β˜h
[
1− (1− e−β˜J cosh β˜h)N− 12 e−β˜J cosh β˜h
]
(B1)
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FIG. 6: Sum of the squares of displacement between the nu-
merical and theoretical results of the crossover temperature
for random scale-free trees versus parameter a [see Eq. (B7)].
Secondly, as in the case of deterministic trees, we assume
that β˜h ≪ 1 which results in setting cosh β˜h ≈ 1 and
tanh β˜h ≈ β˜h:
〈s〉 ≈ β˜h
[
1−
(
1− e−β˜J
)
N−
1
2
e−β˜J
]
. (B2)
Finally, assuming that 1− e−β˜J ≈ 1 and solving ∂〈s〉∂T = 0
we arrive at
1−N− 12 e−β˜cJ ≈ 1
2
β˜cJe
−β˜cJN−
1
2
e−β˜cJ lnN (B3)
At this point we use the fact that for x ≪ 1 we can
expand Nx/2 with Taylor series as Nx/2 ≈ 1+ 12 lnNx+
1
2 (lnNx)
2, which gives us the final equation
β˜cJ − 1
4
lnNe−β˜cJ ≈ 1 (B4)
that has the solution
Tc =
2J
kB
[
1 +W
(
lnN
4e
)] (B5)
where W(...) is Lambert W function. Predictions of Eq.
(B5) for kB = J = 1 are shown in Fig. 5 with dashed line,
suggesting divergence with the numerical solution T numc
of Eq. (16), which is caused by the Taylor series expan-
sion. To overcome this issue we propose the solution in
a form
Tc(a) =
2
1 + aW
(
lnN
4e
) , (B6)
where a is chosen so that the sum∑
(Tc(a)− T numc )2 (B7)
is minimal. Numerical minimization of the above func-
tional gives a ≈ 4/3 (see Fig. 6).
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