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PREFACE 
 
This volume is an on-line reprint of the original book published 1972 by Springer-Verlag 
which was intended to provide a comprehensive treatment of contemporary developments in 
methods of perturbation for nonlinear systems of ordinary differential equations. In this respect, it 
appeared to be a unique work, with hundreds of citations. 
Even today is a basic reference in the approximate solution of non-linear differential 
equations, specially appearing in problems of Celestial Mechanics. 
The original goal was to describe perturbation techniques, discuss their advantages and 
limitations and give some examples. The approach was founded on analytical and numerical 
methods of nonlinear mechanics. 
Attention had been given to the extension of methods to high orders of approximation, 
required now by the increased accuracy of measurements in all fields of science and technology. 
The main theorems relevant to each perturbation technique were outlined, but they only 
provided a foundation and were not the objective of the original book. 
Each chapter concluded with a detailed survey of the contemporary literature, supplemental 
information and more examples to complement the text, when necessary, for better comprehension. 
The references were intended to provide a basic guide for background information and for 
the reader who wished to analyze any particular point in more detail. The main sources referenced 
were in the fields of differential equations, nonlinear oscillations and celestial mechanics. 
Partial support from the Mathematics Program of the Office of Naval Research is gratefully 
acknowledged. 
 
 
July 2016 
 
Giorgio E. O. Giacaglia 
 
Sao Paulo, Brazil 
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CHAPTER III 
 
PERTURBATIONS OF INTEGRABLE SYSTEMS 
 
1. Motion of an Integrable System 
 In this section we give a more precise characterization of trajectories which are solutions of 
an Integrable system. We start from Liouville’s result. Given a Hamiltonian System 
     ,
kxk
Hy   
       nk ,...,2,1     (3.1.1) 
    ,
kyk
Hx   
let  xyHH ;  be analytic in a given domain D of the phase space. If n uniform integrals 
nFFF ,.......,, 21 , in involution, are know, in a domain DD  , then in D  the system is integrable, 
i.e., reducible to quadratures. Let  
      .; constCxyF ii       (3.1.2) 
for ni ,....,2,1 . In general one verifies that the closed manifolds generated by Eqs. (3.1.2) are tori 
and, on these, the motion is quasiperiodic. One can actually show that this is so, in general, for a 
Liouville system. More precisely, the following theorem (Arnol’d, 1963) can be stated. “Let the 
system (3.1.1), with n degrees of freedom, have n first uniform integrals nFF ,.....,1 in involution. 
The equations ii CF   define a compact manifold CMM  in every point of which the vectors 
 niFi ,.....,2,1 grad   are linearly independent in the phase space of dimensions n2 . Then M is a 
torus of dimension n and the point     txty  ; , solution of (3.1.1) in D’, has a quasiperiodic motion 
on M. This theorem justifies the fact that we always consider integrable systems as given by 
Hamiltonian  xHH o , a function of the momenta only. The frequencies 
 nkH
koxk
,.......,2,1     will, in general, be rationally  independent, so that the motion on the 
torus, defined by the parameters nyyy ,.....,, 21 , is ergodic, in the sense that the trajectories cover 
such torus nT  densely everywhere. In other words, given any point  onooono yyyPTP ,....,,, 21   and 
an 0  arbitrary, it is possible to find a  T  rich that for a given  To    , , the relations 
   okk yty  are satisfies for all nk ,.......,2,1 . 
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2. Perturbations of an Integrable System 
 Consider the system generated by the Hamiltonian 
        ;;1 xyHxHH o      (3.2.1) 
with 1 o  and 1H  multiperiodic (period 2 ) with respect to nyyy ,.....,, 21 . We try to verify 
under what conditions the motion of the perturbed system described by (3.2.1) develops over tori 
which are “close” to the tori defined by  nkconstxx okk ,....,2,1  .  . We initially give a brief 
description of the classical perturbations techniques. They consist in reducing, by a sequence of 
canonical transformations, the Hamiltonian H given by (3.2.1) to the successive forms 
          ;;1121 xyHxHH o   
          ;;2132 xyHxHH o   
    ---------------------------------------- 
                ;;1 sssssso xyHxHH   
    ---------------------------------------- 
Such a method, as seen in the previous chapters, leads to equations of the type 
       


n
k k
k yxFyxFy
s
1
2,,   
whose solution contains small (if not zero) denominators and the resulting series are generally 
divergent, even if the frequencies k  are rationally independent. In this case the n-ple 
 n ,......,, 21  of real numbers is supposed to satisfy the infinitely many inequalities 
    
pn
i
inn kkkk

 


 
1
2211 ...     (3.2.2) 
with 1 np  and all integers 0ik  and a conveniently chosen   ok n  ,.....,, 21 , (Koksma, 
1936). Therefore, for a nonzero measure set of values of n ,.......,1 , the denominators of the 
classical perturbation theory are bounded below in absolute value. This is nevertheless insufficient 
to guarantee the convergence of the series in question. On the other hand, since we assume that the 
frequencies k  are continuous functions of the okx , a continuous variation of these will necessarily 
introduce resonance values of k  and the above mentioned series cannot, in any event, be 
continuous functions of the okx , that is, of the initial values of the problem. Under certain conditions 
on 1H  one can obtain conservation of quasiperiodic motions and the first theorem to be stated on 
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this respect is due to Kolmogorov (1954). As Arnol’d says in this proof of Kolmogorov’s Theorem 
(1963), such result is “A simple and novel idea, the combination of very classical and essentially 
modern methods, the solution of a 200 year old problem, a clear geometrical picture and great 
breadth of outlook…”. This is actually so, since earlier results by Poincaré were considered in a too 
much general form and thought to prevent the lightest chance of integrability of dynamical systems. 
The only thing which one can conjecture is that non-integrable systems are dense, say in the space 
of all Hamiltonian functions. No statement is however available on the density of integrable system. 
If they are at least as dense as the rational numbers on any segment, we might still say there are 
quite a few integrable systems. In fact celebrated problems like the n-body gravitational problem, 
the restricted problem of three bodies, the asymmetric top and others have only been proved to be 
non-integrable in the sense that, in particular coordinates and cases, there are no uniform integrals 
or even more special cases like algebraic or analytic integrals (e.g., Whittaker, 1937; Siegel, 1954; 
Moser, 1961, Rüssman, 1959). The simplest statement one can make of Kolmogorov’s Theorem is 
that, under the condition of non-degeneracy 02  xxHo , under a small analytic perturbation 
the majority of the invariant manifolds (tori) defined by oH  are not destroyed but simply deformed. 
For “majority” it is intended a nowhere dense set whose complement has measure small order . In 
fact, in any neighborhood of an invariant torus of the unperturbed system there is an invariant torus 
over which all trajectories are closed, that is, the frequencies k  are rationally dependent. Under 
however small perturbations these invariant tori collapse. In any event, for systems with more than 
one degree of freedom, essentially nothing is known about the long time (asymptotic) behavior of 
the trajectories. For conservative  systems with two degrees of freedom, the manifold defined by the 
energy integral is three dimensional and contain the two-dimensional invariant tori. This is the 
maximum dimension for which the gaps between two such tori are finite and closed, so that, 
trajectories originating in these regions are confined to remain there for all times. For higher 
dimensions not even this is generally true. 
 As we have mentioned before, the formal series which produce the reduction of the 
Hamiltonian to a function of the actions only, have a questionable convergence mainly because of 
the appearance of small divisors. As Brouwer (1961) says, the convergence of the series depends on 
how fast the numerators  decrease with the increasing order of approximation where more numerous 
and larger integers enter the combinations (3.2.2). This implies that a method  should be devised so 
as to increase the rate of contraction  of those numerators. This is probably one of the more 
important aspects present in Kolmogorov’s suggested proof of his theorem. That method was 
obtained as a Newton’s type method of approximation, which introduces quadratic convergence, in 
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the sense that the error n  of the n-th approximation is order 2 1n , for ,....2,1n  and 11  . More 
precisely, suppose that the perturbation 1H  of (3.2.1) admits the bound 11  MH  for yx,  in 
some domain 1D . If we write 1H  in the form 
        
k
yik
k exAyxH ;1  
where nnykykykyk  .......2211 , then for yIm , the coefficients  xAk  decrease as 
keM  . Taking (3.1.2) into account, the bound which is obtained for  212H  is order qM 12  for 
1Im  y . The quantity 1  is related, in succession, with a convenient quantity o  such that 
N
oM   for oo   sufficiently small and N sufficiently large, and, therefore,   NssH 1  for 
     ....Im 1ssssy . One may propose to fix the frequencies k  of the system and 
approximate the solution to the unknown torus defined in a space where the frequencies are exactly 
those. In the complete proof of the Theorem, given by Arnol’d (1963), the frequencies k  are not 
fixed numbers but varying functions of the actions at every stage of approximation. A simplified 
version of Kolmogorov’s Theorem was given by Barrar (1970). This version leads directly to some 
consequences in the problem of Poincaré’s presentation of Lindstedt’s Method. The original 
condition of analyticity for H is maintained, although Moser (1962) has shown that an H which is 
several times differentiable is sufficient. But this requires a method of smoothing to be discussed in 
the next chapter. 
 We begin considering the Hamiltonian in the form (all summations from 1 to n): 
       
k
kko yAxHxyH ;  
           
k jk
jkkjkk xyDxxyCxyB
,
;   (3.2.3) 
where H is analytic and multiperiodic of period 2  in each ok Hy ,  is a constant, D contains terms 
of at least third degree in the kx  and the sk'  satisfy the condition 
     
s
k
k
k
kk jj



      (3.2.4) 
for 1 ns , all integers kj  and a conveniently chosen   . 
 Next, let us consider a canonical transformation    xyxy  ;;  defined by the Hamilton-
Jacobi generator 
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            
k k
kkkkk yYxyYyxxyS ;    (3.2.5) 
where k  are constants, so that 
       
k
kykyiiyi yYxyYxSx iii   
    yYySy iixi i  '       (3.2.6) 
From this last, assuming that the matrix 
     




j
i
y
YI
y
y  
is not singular, say for iy  in a neighborhood of iy , one can write 
       yYyyFy iiii   ~     (3.2.7) 
and, therefore, (3.2.6) is invertible. By substituting ix as given by (3.2.6) into (3.2.3) one finds 
       
k
okk
k
kko yAxHH
*a  
           
k
kk
k
kk xyByAxyB
11*    (3.2.8) 
         
jk
jkkj xyDxxyC
,
11 ;  
where 
          k okk yAy
YyA a*  , 
       










j
k
j
jkj
j
k
jk yBy
YC
y
YyB * , 
          










jk
o
j
j
k
kkj yDy
Y
y
YyCyA
,
1  , 
          











ji
k
j
k
i
iijk yDy
Y
y
YyCyB
,
1  ,  (3.2.9) 
            



 

,
1  
k
ij
j
k
i
kijij yDy
Y
y
YyCyCyC , 
       yD
y
Y
x
y
YxyDxyD oT
j
j
jT 





 ;;1  
          
i ji
jiijii xxyDxyD
,
     , 
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     




 To y
YyDyD ; , 
      











k k
i
ikT
k
i y
Y
y
Yy
x
DyD   ; , 
      
















 

,
2
;
k
j
j
k
i
ijT
k
ij y
Y
y
Y
y
Yy
xx
DyD  , 
where y  is substituted as a function of y   through (3.2.7). The constant  oa  is introduced for 
reasons to become clear in a moment. The point here is that the quantities    yByA k** ,  are of the 
first order in kk YY,,  which are supposed to be small in a sense to be specified. On the other hand 
the quantities    11 , kBA  are of second order with respect to the same variables. The aim of the 
method is to eliminate **, kBA  by a proper choice of  nkYY kk ,.......,2,1    ,,  . This can in fact be 
easily accomplished as follows. If one defines 
      jiyj ez  , 
by the hypotheses on H, one has, in particular, 
            
 
    k kkk ykik zaeayA      (3.2.10) 
where       nnn ykykykykkkkk  ......,,....,, 221121 , and   nknkkk zzzz ......21 21 . Also, by the 
same hypotheses, 
          
  0k kk zYyY , 
          
  0k kkjj zYyY     (3.2.11) 
Setting   oyA * , from the first of (3.2.9), one finds 
      
  


0k
k
j
k
j
j
jj
jj
j j
j zkYiz
Yzi
y
Y   
        
   
 
    00 ak kkk kk zzYki   
or 
        kk kiY a1        (3.2.12) 
which defines Y  and also  oa . Now, from the second of (3.2.9), defining 
        
    zBB kk  
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        
    zCC kjkj , 
and 
         
  


 zP
y
YCyP k
j j
kjk , 
one finds that j  and  kjY  are defined by 
          0000 
k
jjkjk BPC      (3.2.13) 
and 
             0 

  kjkjkjkj CBPYki    (3.2.14) 
respectively. We must, of course, satisfy certain conditions, viz., 
  a)  k  should not be zero, for (3.2.12) to be meaningful. 
b) The determinant of   0jkC  should not be zero, for (3.2.13) to have a solution in the 
vector  n ,......,1 . 
  c) Same as (a) for (3.2.14) to yield the constants  kjY . 
It also obvious that if      yCyByA kj , ,  have a finite trigonometric representation as Fourier’s 
polynomials in y, the generator S  defined by (3.2.5) is also a Fourier’s polynomial in y. The 
process calls for a repeated application of successive canonical transformations and, in the limit, a 
reduction of the original Hamiltonian to 
      XYXXYKXH
jk
jkkj
k
kk ;
,
     (3.2.15) 
where   is at least of third order in the components kX  of X . In this case, the system admits the 
solution 
     0kX , 
      kkk ttY   ,    (3.2.16) 
for nk ,......,2,1 . 
 With this in mind, one can now formulate Kolmogorov’s Theorem in the following 
simplified form. 
 
Theorem (Kolmogorov): “Consider the Hamiltonian H of a system in the form given in (3.2.3), 
analytic for okok yrx  Im, ; let oD  be this region and the following hypotheses be verified 
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   a) 
sn
k
k
n
k
kk jj

 


 
11
      (3.2.17) 
 for all integers kj  not all zero,     conveniently chosen and 1 ns . 
 b) The matrix   oCkj  is non singular.   (3.2.18) 
Then for  yA  and  yBk  sufficiently small in oD , there exists a canonical transformation 
   XYxy ;;   given by 
       
j
jkjkkk XYEYEXx  
     YNYy kkk       (3.2.19) 
such that kkjk NEE ,,  are 2 -periodic in every jY  and analytic in the region o  defined by 
okok YrX 4
3Im  ,4
3  . The transformation (3.2.19) maps o  into oD  and, in o , the 
Hamiltonian H has the image (3.2.15).” 
 The proof of this theorem consists basically in showing that the application of successive 
canonical transformations of the type (3.2.6) is a convergent process of successive approximations 
from (3.2.3) to (3.2.15), and produces an analytical canonical transformation. The theorem follows 
from several basic Lemmas which were given by Arnol’d (1963). Here we limit ourselves to 
mention the two basic Lemmas. 
Lemma 1. “If the n nonzero frequencies k  satisfy (3.2.17), if 
           0k kk zfzF      (3.2.20) 
and if S satisfies the equation 
      
 


n
j
n
j j
jj
j
j zFz
Szi
y
S
1 1
    (3.2.21) 
then the solution 
      
 
    0k
k
k
k
zf
S      (3.2.22) 
satisfies, for a conveniently chosen absolute constant C, the following relations 
          Fh
CS nsh , 
           (3.2.23) 
    
   
 
  


 F
h
C
z
Sz
y
S
ms
hk
k
hk
1  
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where the norm  is the supremum of the absolute value in a ring domain 
            kk yeze Im  
for all nk ,....,2,1  and  h0 .” 
 The proof of the Lemma depends on the irrationality hypotheses (3.2.17), which gives an 
upper bound for the divisors, i.e., 
       

 
n
j
S
jkk
1
1

     (3.2.24) 
where  is a constant depending on n,s. The most tedious part of the proof depends on a correct 
estimate of    kf k  in the ring    and subsequent estimates of S and its derivatives. The 
necessary relations are obtained by Arnol’d in the Fundamental Lemma (1963; Section 2, 3). 
Lemma 2. “Consider the quantities 
       nkBA oo ko ,.....,2,1  ;;max     
              nkBA k ,.....,2,1  ;;max 11
11
1   
   hhrr oo 4   ,2 11    
and 
40  ,20
oo hrh   
Let 
       nkyrxr kk ,.......,2,1  ,Im ;,    
         ,;sup; , xyFxyF r       for      ,    , rxy   
and consider the bounds: 
     NCkj 2 max *   
         MxyD oor 2; ,    
       MC okj 2  , 
where *kjC  are the elements of the inverse of the matrix   okjC . We consider (3.2.4) and 
12
1  ,1  ,  ornsth  . 
 Under these conditions there are constants  nkCk ,.....,2,1      depending only on N, M, n 
such that, if oto Ch 32  , one has the following, 
a) The transformation (3.2.6) can be written 
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   yFyfyy iiii     
      
j
ijijiii xyGxygygxx ;    (3.2.25) 
where ii GF,  are analytic for  1y . Also 
      hfi 21    
       221  nhgi       (3.2.26) 
       21  mhgij   
and it follows that the transformation (3.2.25) maps  11 , r  into  hhr oo 2,   . Also 
2
33
1
1 oth
C   . 
b) The new Hamiltonian is defined for  xy ;  in  11 , r  and one has 
 
    2
1
1
hCCC
o
ijij         (3.2.27) 
         3,,1 ;; 11 hCxyDxyD oorr       (3.2.28) 
     hCCoCoC ijiij 


  5
1
4
 .”    (3.2.29) 
The proof of this Lemma  is given in details by Barrar (1970). One uses Lemma 1 to estimate 
    
 
1max 



t
o
hk h
C
y
Y
o


 
        1  t ohk h
CyP
o

      (3.2.30) 
    1 t ok h
C   
where CCC  ,,  are constants which depend only N, M, n. After defining kkPY ,,  in  ho    
one solves for kY  (from (3.2.14)) in  ho 2  , giving, from Lemma1, 
      122max   t o
iv
hk h
CY
o

  
           (3.2.31) 
    
 
22
2
max 



t
o
v
hj
k
h
C
y
Y
o


 
where, again, ivC  and vC  are constants, depending only M, N, n. Rouché’s Theorem is used to 
show that if 
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      hY hk o 2max 2   , 
then the transformation (3.2.26) has the inverse 
     yfyy iii    
with 
      hf hi o 24    
and maps  1  into  ho 2  . Also, one easily sees that  yfi   is 2 -periodic in each ky , so 
that part (a) of the Lemma follows by considering  2,,,,,max  nCCCCCC vivo  and therefore 
the quantities 
ky
Y

max , 
k
i
y
Y

max , k  are all less than  2mh  in  ho 2  . Also, if 
 1  y , part (a) implies  hy o 2    . All other estimates of part (b) of Lemma 2 also follow 
by simple applications of Cauchy’s formula and Schwartz inequality. 
 
Proof of Kolmogorov’s Theorem 
 The previous Lemmas lead directly to the proof of the Theorem. In fact, the Hamiltonian H 
in terms of  xy ;  in  oor ,  has been transformed into one of the same form in  xy ;  in 
 hhr oo 4 ,2   . The operation (defined in Lemma 1, with the estimates of Lemma 2) is then 
applied in succession. Let us define 
    11 2   nnn hrr  
and 
    11 4   nnn h  
At the n-th stage, the Hamiltonian is defined in the space of       nnnn rxy  ,    ;   and, for 
conditions of Lemma 2,         nn
n
k
n
n BA   , max . The basic question is to verify the validity 
of Lemma 2 at every stage of repeated application of the transformation defined in Lemma 1. 
Again, for the details of the proof we refer to Barrar (1970). The basic assumptions are the 
estimates of Lemma 2, following the conditions 
     233
1
1
1
32
1   ,  nt
n
n
o
t
n
n h
C
C
h  



   
The choice of a convenient 1L , 
     33
1
11 ,max


  t
n
on
h
CCL      (3.2.32) 
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    1a2 oL  
gives nn 2a  and 
    
o
t
n
nnn C
h
LL
33
1
12
11 
  , 
which substitutes the conditions oto Ch 32   and 33 11  th
C  of Lemma 2. The inequality (3.2.32) 
is satisfied by setting nnh 2  and    13333 ,max  2 CCL ott    or 1L  whichever is the case. 
For the original Hamiltonian (3.2.3) one assumes the bounds 
     NCkj *  
       MC okj    
         MxyD oor  ,;  
and by proper scaling, one can assume 1or . With the choice of a 0  sufficiently small one 
shows that on   in 

 oor 4
3,4
3  as n . The remaining part is the proof that the limit of the 
transformation obtained by iteration of Lemma 1, satisfies the result announced in Kolmogorov’s 
Theorem (Eqs. 3.2.17 and 3.2.15). The resulting transformation is obviously canonical since it is the 
composition of a sequence of canonical transformations. Also, the total transformation  nT , after n 
iterations, maps  11,  nnr   into  nnr ,  and its domain of validity contains  43 ,43 oor  . In 
this,  nT  is uniformly bounded and the sequence converges to a T which is precisely (3.2.17). 
 Arnold’s proof makes use of stronger methods of estimates, while the iterations on H, 
through the operation here defined in Lemma 1, follow along a line which is suggested by Newton’s 
Method of approximation, and thus produce quadratic convergence. 
 
 The generalization of the Theorem by Arnol’d to degenerated systems would imply, in the 
foregoing approach, a starting Hamiltonian in the form 
   


n
mj
jj
m
k
kko xxHH
11
    
          


n
jk
jkkj
n
k
kk xyDxxyCxyByA
1,1
;   (3.2.33) 
in opposition  to (3.2.3), and where   is a “small” parameter, say, order  (see Eq. (3.2.4)). 
Another case extremely difficult to treat corresponds to the case   0det kjC . The first case can 
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possibly be treated in a way analogous to the foregoing Lemmas and Theorems , but the speed of 
convergence is much slower than in the normal case. Moser’s general theory (1967) assumes vast 
knowledge in measure theoretic results, algebra, and differential  geometry. He is able to maintain 
the speed of convergence of the normal case. Moser’s approach to the normal case is much simpler, 
especially if one considers analytic perturbations, which he does not. For this reason he is forced to 
use very sophisticated smoothing techniques, but, of course, gets a more general result. Arnold’s 
presentation of Kolmogorov’s Theorem is, eventually, more general than the form we have 
presented.  
He considers a Hamiltonian (3.2.1), analytic in a certain domain D of the phase space, say 
 nkGxyD kk ,........,2,1   ;    ;Im   , G an open set in nR , and 2 -periodic in each ky . The 
basic assumption is the non-vanishing of the determinant 
kj
o
xx
H


 
2
 in D. Then, he is able to show 
that, for every 0K , there exists an   0,,, oHGKM   such that if MH 1  in D, the 
trajectories defined by H are such that 
 1) There exists an invariant set 1D  (real), and if 
     21  Re DDD  , then DKD   mes    mes 2  . 
 2) 1D  is composed of invariant, analytic, n-dimensional tori T  , defined by 
      fxx   
      gy   
where  gf ,  are analytic functions of period 2  in each  nkk ,......,2,1      and   is a 
parameter specifying the torus T . 
 3) The motion defined by H on T  is quasiperiodic with n frequencies  n ,...,, 21 : 
     


xxkokk
xH    
 which satisfy 
    
sn
k
k
n
k
kk mKm

 


 
11
 , 
    1 ns , 
for every set of integers km  not all zero. 
 The conditions are basically those assumed before, while the condition on oH  is transferred 
into a condition on the determinant of the quadratic part (in jkxx ) of H as given by (3.2.3). Indeed, 
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such forms is quite similar to the one implicitly assumed by Arnol’d in the generalization of 
Kolmogorov’s Theorem to degenerate cases, i.e., case where 02  kjo xxH . Degeneracy, as far 
as the form (3.2.3) is concerned, would imply, for instance, that one of the x’s is ignorable both in 
 kk x  and in the quadratic part  jkkj xxC . Obviously, the first case would make (3.2.4) an 
impossible condition, while the second case would produce a singular system for the definition of 
the k  by (3.2.13). As we have seen in the theory of implicit functions, this leads to an expansion in 
fractional powers of the small parameter, in this case  . 
 In simple words, however stated, Kolmogorov’s theorem says that, if oH  is non-degenerate, 
under sufficiently small analytic perturbations, a set of non-zero measure of invariant tori defined 
by oH  is not destroyed, but simply slightly deformed. However, the passage from one torus to the 
other cannot be obtained by a continuous transformation since zones of rational dependent 
frequencies k  are necessarily crossed. 
 It should be noted, by other means, the condition on oH  can be made less stringent and one 
needs only to assume that 
    0
0
  det
2







j
o
i
o
ji
o
x
H
x
H
xx
H
    (3.2.34) 
 
3. Degenerate Systems 
 In cases where the stated condition for  xHo  is not satisfied, or, in the simpler version given 
for Kolmogorov’s Theorem, the matrix  ijC  is singular, still considering the irrational condition 
(3.2.4) satisfied, both Arnol’d’s or Barrar’s proofs cease to be valid. In an earlier version of the 
proof, Barrar (1966) indicated a possible way of handling the situation, giving to the Hamiltonian 
the form 
     xyHxAxxAH n
mj
jj
m
k
kko ; 1
11
  

   (2.3.1) 
where oA  is a constant and   a constant parameter 10   . With respect to the original 
Hamiltonian written in the form 
         xyHxHxHH pso ; 11       (2.3.2) 
and such that 
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       01 dyH p , 
the frequencies k  are defined by 
     mkHH
x xxsok
k ,.......,2,1  , 01 
   
   nmmjH
x xxsj
j ,.......,2,1    ,  01 
   
and are assumed to satisfy 
    
1
111
    


 
n
n
p
p
n
mi
ii
m
k
kk jjj  
for all integers kj  not simultaneously zero. It is known that the exterior measure of all 
 nkk ,.....,2,1  not satisfying such condition is less than K , with K properly bounded and 
function of the sK ' . Under the new assumption 
      02   det 1
2


 
  N
xx
HH
ji
so  
for Dxx   0  , if pH1  is sufficiently small, then there are solutions of the system generated by H, 
which are quasi-periodic and take the form 
      ,,...,, 21 tititikkkk meeety    
     titi nm ee  ,.....,1  
      ...  jkjj ty    
    ... iiix    
for ninmmjmk ,....,2,1  ;,...,2,1  ;,...,2,1  . The functions ijk  ,,  have the same form. 
The proof actually is done by reducing (2.3.2) to the form (2.3.1) by essentially a Taylor expansion 
and applying an infinite sequence of canonical transformations which reduce the size of  xyH ,1  at 
every stage. Such a method can be shown to converge for 1  , 2  mn . The convergence, however, 
cannot be uniform with respect to   or 0x . 
 Arnol’d’s Theorem (1963) is much more far reaching, especially insofar as convergence 
properties are concerned. He considers a function  ;; xyH , where    1010 ;  , ; xxxyyy  , where 
00,xy  are 0n -vectors and 11 , xy  are 1n -vectors and 10 nnn   is the number of degrees of freedom 
of the system. H is assumed to be 2 -periodic in each 0y  component, analytic in a domain 
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 RyxyGxD  11000 ,  ;Im  ,     and  is a real parameter 00   . It is also assumed that the 
following expansion exists 
         ;;; 22100 xyHxyHxHH   
where 1H  can be decomposed in a short periodic  part 1
~H  and a long periodic part 1H  as 
      1100111011 ;;;~;; yxyxHyxxHH   
and 
       0  ~ 01 dyH , 
that is, the multiple Fourier series of 1~H  has no constant term, or, better say, it has been thrown into 
1H . Also 1H , the long periodic part, is composed by a secular part sH1  and a purely periodic (in 
each component of 1y ) part pH1 , i.e., 
       1101011 ;;; yxxHxHH ps    
where 
   

 11
1,1
01    
n
ji
jiij
n
i
iisH   
     

 1
1,,
  
n
kji
kjiijk   
The s'  are functions of jiijx  ,0  and 
    12121 ,,.........2,1      ,2 nkyx kkk   
and also, in 0G , 
     0   det 00
0
2


 

ji xx
H  
       0  det ij  
Then, under proper bounds for ps HHHHH 11112 ,,,~, , given an arbitrary 0K  it is possible  to 
obtain   ,,,;;;; 0100 CRGHHKE , such that, for 00 EE  , 400 E   and 
CHCHCH s  112 ,~,  , 
   CHyxCH p  1111 ,  ,  , 
there are quasiperiodic solutions of the given Hamiltonian system covering invariant tori T  
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imbedded in a part 1D  of D, the complement of which, 2D , is small in the sense 
     12   mes    mes DKD   
The invariant sets T  are analytic and differ little (in some precise sense) from the tori defined by 
.  .,00 constconstxx kkkk     The frequencies of the quasiperiodic motions on such tori are 
    
  

 sH
x
H 1
1
0
0
0     ,   
considered here, vector quantities. 
 The aspect of this theorem is basically geometric since, as for Kolmogorov’s theorem, it 
shows the conservation of certain invariant sets under perturbations. It also implies that these 
invariant sets can be parametrized into tori, while the condition of non-degeneracy for 0H  has been 
relaxed. 
 
 
4. Perturbed Linear Oscillations 
 Consider the Hamiltonian 
     yxHH ; ,      (3.4.1) 
where yx,  are n-dimensional canonical conjugate vectors, and suppose H to be real analytic in a 
domain D of the 2n-dimensional phase space. We suppose  yx ;  to be real and   D    0;0   to be an 
isolated equilibrium point of the system 
    nkHyHx
kk xkyk
,......,2,1     ,,      (3.4.2) 
We also assume that 
     0  det
2


 

ji yx
H  
for    0;0; yx . By hypotheses, H is developable in Taylor series, in a conveniently restricted 
neighborhood of  0;0 , so that 
    .....432  HHHH     (3.4.3) 
where pH  is an homogeneous polynomial of degree p  in  nn yyxx ,......,;,......, 11 . We further 
suppose the eigenvalues associated with the quadratic form 2H  to be all distinct. Let these be 
nn   ,......,,  ; ,.....,, 2121 . Then, there exists a linear symplectic transformation which reduces 
(3.4.3) to the form 
Eng Res, v. 10, n. 2, p. 1-162, March / 2019. doi.org/10.32426/engresv10n2-001 21 
      


n
k
kkk YXHYXHYXH
1
43 ........;;    (3.4.4) 
Let us write 
    nkYX kkkk ,.......,2,1          ,      (3.4.5) 
with 10   . The equations (3.4.2) can now be written 
     
k
k
F
 
  
     
k
k
F
 
      (3.4.6) 
where 
      ;;1
1
FF
n
k
kkk 

    (3.4.7) 
and 1F  is a power series in kk  ,, , beginning with terms of third degree in   ; . The eigenvalues 
may be real or complex and we shall suppose here that  0;0  in an elliptic point in the sense that all 
k  are pure imaginary. We also define 
   nki kkk ,.....,2,1       ,real      ,    
the k  being positive or negative, none of them zero. In this case, the coefficients in 1F  are pure 
imaginary and we can write 
     11  HiF   
where 1H  is a power series in   , , with real coefficients and beginning with terms of the third 
degree. 
 By means of the canonical transformation 
    kkku 2
1       (3.4.8) 
     kkk niv    2   
or 
      kivkk eu 212  
      kivkk eu  212      (3.4.9) 
Equations (3.4.6) become 
    
k
k v
Hu 
 1  
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k
kk u
Hv 
 1      (3.4.10) 
with a corresponding Hamiltonian 
      ;;1
1
vuHuH
n
kk   , 
where 1H  is periodic in each kv  with period 2  and the coefficients of its Fourier series, 
polynomials in nuuu ,.....,, 21 . 
 The problem of constructing solutions in the vicinity of an equilibrium point is therefore 
reduced to the study of the perturbation of the integrable system generated by 
      n kkuH
1
0   
 The theorems stated in the previous sections do not apply to this problem since the 
determinant 
     0  det
0
2


 

ji uu
H  
On the other hand, it is also possible that 
      


2
0 211
2
01 .....    ;.....2
1
nns dvdvdvvuHH  
is zero and moreover, the normal modes k  may be linearly dependent over the set of integers. This 
will not be the general case, however. We shall deal directly with this problem in the next chapter, 
where we construct formal series solution of system (3.4.10). It is important to note that the above 
mentioned problem is a particular case of the classical perturbation problem of a linear oscillator, 
that is 
      ,; 2 xxfxx kkkk   , 
      nk ,.......,2,1  
This is easily brought to the form 
     kk Uu   
     kkk Vv    
by means of the transformation 
    kivkkkk euxix     
that is, 
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    kkk vux  cos   
    kkkk vux sin    
with  nkxx kk ,.....,2,1  ,   real quantities. This is the important problem of perturbed linear 
oscillations. Forerunners for such results are mainly Krylov and Bogoliukov (1943), Van der Pol 
(1926, 1927), Bogoliukov (1945, 1963), Mitropolski (1964), Arnol’d (1961) and Moser (1956, 
1965). 
 Consider first the autonomous case of the differential equation 
     zzZzz  ,2        (3.4.12) 
where Z is supposed to be analytic in zz ,  in some domain of the jet space  zz ,  and for 10   . 
The frequency   is real and constant. By means of the transformation 
    yxz sin 2
21


   
      yxz cos2 21      (3.4.13) 
the equation is transformed into 
      yxgyxZyxx ,,  cos2 *21  

  
        yxfyxZx
sinyy , ,2
*
21      (3.4.14) 
and we assume g and f to be periodic in y with period 2 . We try to obtain a transformation 
(Moser, 1966): 
         ,,, , xVvx   
       ,,  yuy       (3.4.15) 
such that (3.4.14) reduces to the form 
      2 0    
        0~       (3.4.16) 
The choice 0 , evidently, will reduce (3.4.16) to a linear integrable system. 
 Consider the more general system 
     yxgMxx ,  
     yxfy ,        (3.4.17) 
and we will show that there exist constants ,,M , which depend on , , such that (3.4.17) 
reduces to (3.4.16). The solution of the original problem will be possible if the system 
        0,,   M  
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      ,~       (3.4.18) 
can be solved a given   and for  in a certain interval, 00   . We suppose that the functions 
uVv ,,  are periodic of period 2  in , analytic in and , and zero mean with respect to . 
Moreover, we assume the formal series 
     ......221    
     ......221  MMM     (3.4.19) 
     .....221    
In view of the hypotheses of analyticity, 
    ......2210  vvvv   
    ......2210  VVVV      (3.4.20) 
    .......2210  uuuu  , 
with  ,.....2,1,0   ,, kuVv kkk  developable in Fourier series, as for example 
    .     ,  constvevv kj
j
ij
kjk     
From the second of (3.4.15) it follows that 
       
 uy  
and, comparing with the second of (3.4.16), 
        ,,,,  yxf
u 
     (3.4.21) 
From the first of (3.4.15) and (3.4.16) 
     VvMV
Vv 

   
          ,,,, yxg    (3.4.22) 
The partial derivate of this, with respect to  , give 
   














  VVVv   (3.4.23) 
       
 gVM 1 , 
and supposing (3.4.16) to be verified for 0 , we obtain from (3.4.21), (3.4.22) and (3.4.23), 
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     uvfu  
 ,   
     uvgMvv  
 ,    (3.4.24) 
        Vuv
x
gVMV  

 1,1  
It remains to be shown that from (3.4.24) it is possible to obtain functions Vvu ,,  conveniently 
defining M,  and  . Making use of (3.4.19) and (3.4.20), the terms  0  give 
      ,010 fd
du   
      ,010 gd
dv       (3.4.25) 
      ,010 
 gM
d
dV  
In view of our hypotheses, 
          
k
ik
k keff 0       ,   
          
k
ik
k kegg 0       ,   
         k ikk eg
g  ,  
Setting 
      
k
ik
k keuu 0         00   
the first of (3.4.25) gives 
         
2
001 . ,02
10 constdff  
     .00 constki
fu kk    
In a similar way, we obtain 
         
2
001 . ,02
10 constdgg  
     .00 constki
gv kk    
and 
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       
 
2
0
0
1 . ,02
10 constdg
d
dgM  
     .00 constki
gV kk    
In general, it is easily shown that for terms order  ,.......3,2   kk  the equations have the form 
(3.4.25), that is, it will result, 
   0  t  
       


j
tij
kj
k
k
evvx 0
0
,      (3.4.26) 
     


j
tij
kj
k
k
euty 0
0
0
  
and, therefore, in view of (3.4.13) we shall obtain a periodic solution  0  for (3.4.12), 
conveniently generalized to take into account the terms introduced in (3.4.17) from (3.4.14). The 
convergence of the method seems possible under the assumption that   is bounded away from 
zero and we suppose the convergence of (3.4.20), (e.g. Moser, 1966). 
 A typical example is given by the autonomous equations 
    21 zz    
     21122 ,zzZzz      
where Z is a polynomial in 1z and 2z . They can be written 
    21 zz    
       212221212 ,zzPzzz   , 
where 2P  is a polynomial beginning with terms of at least the second degree. 
 Assume that the eigenvalues defined by 
    01
2
2
1



  
are distinct, that is 22212 4
1   . In this case, the linear part can be reduced to a diagonal 
form by means of a linear transformation 
    0        ,  BBxz , 
provided 
    



2
11
0
0


ABB , 
where A is the matrix of the linear part. 
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The result of the transformation is 
     xgx
P
Bxx 


 
2
1 0     (3.4.27) 
and, necessarily,  2,1  kgk  are polynomials in  21 , xx  beginning with terms of at least the second 
degree. 
 We look for conditions under which there exists a transformation 
        yyyx *      (3.4.28) 
such that (3.4.27) reduces to the linear form 
      yy      (3.4.29) 
that is  2,1   ,  kyy kkk  . We shall suppose k  to be a power series in  21 , yy  and *k  to begin 
with terms of at least second degree. 
 We obtain, making use of the foregoing equations, 
      gy
y

      (3.4.30) 
which is an equation in  . In view of the form of g, it is easily verified that the equations 
    


2
1
21,
k
nnnkk
k
n gy
y
     (3.4.31) 
for 2,1n , give the coefficients of   if 
    


2
1
2,1      0
k
jkk jp       (3.4.32) 
with 121   ,2 ppp   and 2p  non-negative integers. 
 If the real parts of k  have the same sign, the proof of the convergence is done in the 
same way as Siegel (1956) proves the convergence of Lyapunov’s Theorem on Periodic Solutions, 
but is not known in general cases. 
 It is important to note that the above hypotheses are met by Van der Pol’s equation 
      zzzz   1 22     
provided 
      2
   
 
5. Linear Periodic Perturbations 
 We finally consider the example of a non-autonomous linear perturbation. In particular 
we deal with the equation 
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     ztFzz   2 ,     (3.5.1) 
where    2 tFtF  for all t, and  tF  is analytic for all finite t, with mean value zero. Problems 
related to the above equation have been studied in detail beginning with the work by Cesari (1940), 
then Gambill (1954) and Hale (1958), and several others. Here we shall deal with the problem from 
the point of view of the perturbation techniques of the kind discussed up to this point, but distinct 
from those of section (2.9). 
 We introduce the transformation 
    yxz sin 2
21


   
      yxz cos2 21      (3.5.2) 
and obtain the system 
     tFyyxx   cos  sin   2
  
     tFyy   sin 2
      (3.5.3) 
already considered in the autonomous case. Next, we consider the transformation 
       ,,,, tVtvx   
     ,, tuy        (3.5.4) 
and we show that there exist functions uVv ,,  periodic of period 2  in  and t, such that (3.5.3) is 
reduced to the form 
       ,       (3.5.5) 
for 0 . This will allow the determination of Hill’s characteristic exponent of the problem. 
Following the same procedure of the last section, we easily find 
     tFu
t
uu  sin  2 
 





 , 
       tFuuv
t
vv 

 





 cossin  2
2
, 
         tFuuV
t
VV 

 





 cossin  12  
From these, supposing, 
        
we obtain 
      tFu
t
uu  sin 1 2  

 ,   (3.5.6) 
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      tFuv
t
vv 

 22sin   

     (3.5.7) 
            tFuVVV 




 22sin  111 

  (3.5.8) 
Suppose that from (3.5.6) we can obtain   and 2 , u  periodic in t and . Then, the right hand 
members of (3.5.7) and (3.5.8) divided by v and  V1  will be known functions of t and  2 ,  
periodic in these variables. If v and V1  are subjected to the same initial (or boundary) 
conditions, it is evident that 
     Vv 1      (3.5.9) 
On the other hand, by taking the partial derivative, with respect to , of (3.5.6), we find 
     tFuuu
t
u 


















  122sin  
1  
that is 
     tFuuu
t
u 

 22sin  111 
















  
which shows that, but by a minus sign, the equation for   u1  is of the same form that (3.5.7) 
or (3.5.8). In particular, it follows necessarily that 
     tfvnun 




    1    
where f  is arbitrary. Let  tgnf     , so that 
     tgvu 




 1     (3.5.10) 
where g  is an arbitrary function. If it is possible to find  tu ,  , then the functions v and V1  
are easily obtained, but by an arbitrary function, by purely algebraic operations. If u is 2  
periodic in both  and t, and the properties are required for v and V , it will be necessary to choose 
the function  tg   to be a constant, unless   happens to be a rational number. This condition, 
as we shall soon see, has nevertheless to be excluded if u has to be defined from (3.5.6). Therefore, 
it follows necessarily that 
      .,1 constkuv 




     (3.5.11) 
With this, transformation (3.5.4), for 0 , takes the form 
      ,,  tvx   
      ,, tuy   
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or 
      ,,0 ttvx   
      ,,00 ttuty     (3.5.12) 
where vu,  are 2  periodic in both 0  t  and t . They will not be periodic in t , since it was 
excluded the case in which   is a rational number. Taking (3.5.2) and (3.5.12) into account, it is 
easily seen that 
        ttttz  sin  cos   
so that   is, in fact, Hill’s characteristic exponent. The application of this method to Hill’s 
equation by Giacaglia (1968) has shown its convenience over the classical procedure of evaluating 
an infinite determinant. 
 It remains, therefore, to show that (3.5.6) defines    2  , , tu periodic in both  and t , 
and the constant   ,, . In fact, consider 
    ....2210  uuuu   
    .....2210   , 
and 
         2,,2,  tututuu kkkk  
with 
     0  20
2
0   dudt k  
For the coefficient of 0  we find 
    tF
t
uu   sin1 2000  

     (3.5.13) 
and, therefore, 00  . But, by hypothesis, we can write 
       
k
ikt
k FeFtF 0      , 0  
which defines 0u , provided 
     pkjk       (3.5.14) 
with k integer not zero and p a convenient positive number, for all integers j. This will be shown in 
the next chapter in connection with the results obtained by Moser on area preserving mappings 
(1962). The problem of convergence will also be dealt with in Moser’s Theorem of the next chapter 
and at every stage k, the function ku  is defined by an equation of the type 
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         qp qtpikpqkkk eAt
uu
,
    (3.5.15) 
and we define 
       kk A00  
which is typical of an averaging method. It will result 
      ,,.....221  G  
that is 
       ,,2  G  
which gives 
          ......, 3322    
as the characteristic exponent. 
 If the equation (3.5.1) is taken in an n-dimensional space, that is 
       ztBAzz      
where   Azzzz n   ,,.......,, col 21  a constant nn  matrix and  tB  an nn  periodic matrix, the 
process above indicated can be applied as long as the eigenvalues of A  are all distinct (and 
therefore none is zero). The essential difference, to be noted, is the fact that the equation 
corresponding to (3.5.6) will not be an equation for the unknown ku  only, but for all other 
components of uand also of the vector v. This fact, however, does not prevent the determination of 
vu, , simultaneously, by successive approximations and a generalized averaging procedure. 
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NOTES 
 
 The irrationality condition 
    
S
n
j
jkKk

 




 
1
       (A) 
where 1 nS , can be stated in the following theorem due to Khinchin (1935) and also discussed 
by Koksma in 1936. 
 
Theorem: “Almost every vector  n ,......,, 21  satisfies the above inequalities, for all integers 
vectors  nkkkk ,......,, 21  not zero and for a convenient   0K ”. 
 The proof is quite simple and depends on the fact that (A) does not hold only in 
resonance regions, of width less than SKK 2 , where  jkk , given Kk ,  and   in a bounded 
domain   . This fact contributes to the convergence of the iterations significantly, since, 
assuming  zF  analytic [Eq. (3.2.20)], the coefficients  kf  decrease exponentially, that is, for 
some positive real numbers ,M  
       kk Mef   
and, therefore, from (3.2.22) 
          kpk eK
ML
k
f  
where 32  np  and for some convenient constants ,L . This leads to the convergence of S, the 
generator of Poincare’s Method, in a ring domain    . Kolmogorov suggested in 1954 the 
following approach to the question of convergence of the successive applications of the canonical 
transformation defined by S. We look for an invariant torus  *T  of the perturbed system, and the 
motion on this is quasi-periodic with frequencies  **2*1* ,.......,, n  , given a priori, and 
satisfying (A).  *T  is in the neighborhood of the corresponding torus of the unperturbed system 
defined by  xH0 , that is, 
     0*  xx , 
    *0* xxxH   
In that neighborhood, one can introduce new variables  yx ;  by means of an analytic canonical 
transformation generated by S, and the Hamiltonian takes the form 
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             xyHxHxyHxyH  ;;; 11101  
where   2111 HH  , giving rise to quadratic convergence of Newton’s type, as discussed by Nash 
and Kantorovich. This approach changes the convergence picture of the successive iterations 
indicated after Equation (3.2.1) and where only linear contraction is obtained, as in the classical 
approach to Poincaré’s Method. The estimates of Lemma 1 can be obtained by a majorization 
process but, as Moser (1967) indicates, estimation by majorant series   p psp 2!  which diverges 
for all 0 . In the modified Newton Method proposed by Kolmogorov the precision increases 
with an exponent 2 and the previous series are substituted by   p s pp 22!   which converges for 
0 , sufficiently small. As indicated by Kolmogorov himself, the Theorem is directly applicable 
to some classical problems of dynamics, as for instance: 
 a) The motion of a point on an analytic surface which deviates little from a surface of 
revolution or from an ellipsoid. 
 b) The motion (planetary case) of an asterioid under the gravitational attraction of the 
sun and Jupiter, in two dimensions. Although for this problem the zero order Hamiltonian (in a 
uniformly rotating system) is of the form 
     2210 1 xxH   
and, therefore, formally degenerate, in the sense that   0  det 02  ji xxH , the modified condition 
    0
0
det
0
00
2













j
iji
x
H
x
H
xx
H
 
is satisfied, and Kolmogorov’s Theorem applies. It is interesting to observe that if the above 
condition is verified there exists a function     ......0   HHF  such that  0H  is not 
degenerate in the classical sense. In the current example, for instance, one can take 
    ...............1 0
2
22
1
2 


  Fx
x
HF   
and it results   0det 02  ji xxF . 
 c) The stability of equilibrium and periodic solutions in systems with two degrees of 
freedom, in the elliptic case. An important application is to the circular restricted problem of three 
bodies (Arnol’d, 1961; Leontovich, 1962). Actually, a better solution to this last question was given 
by Deprit in 1967, following the important works of Moser (1958) and Gelfand-Lidskii (1958). In 
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the vicinity of such an elliptic point, the Hamiltonian can be written 
     


2
1
3
22 ........ 2
1
k
kkk HyxH   
In cases where 021  , stability is guaranteed by the fact that the quadratic part 2H  of H is 
positive definite, although such a condition is only sufficient. To prove stability in the case 
021  , one reduces H to normal form up to the fourth degree, which, according to Birkhoff’s 
results, can be done if 02211   jj  for 40 21  jj , or if qp21  , with 
4,3,2,1, qp . The truncated resulting normal form is therefore 
        


2
1
22222
1
2
1
22 504
1
2
1

 yxyxyxH kkk
kj
jjj   
Then, Arnold’s theorem states that: “If for the system generated by H the determinant 
     0
021
22221
11211




, 
the equilibrium point  2,1    0  kyx kk  is stable”. Such a condition is strictly the general non-
degeneracy condition put forth by Moser and Arnol’d, the first in the problem of existence of 
invariant curves in the perturbed twist mapping, the second in proving Kolmogorov’s Theorem on 
the conservation of quasiperiodic motions. The extension of the above theorem to higher 
dimensions larger than two are not generally bounded regions. In fact, one can give examples where 
an elliptic point of equilibrium is unstable. 
 The extension of Kolmogorov’s results to degenerate systems was given in at least two 
simple examples by Arnol’d, in the classical problem of generation of quasi-periodic solutions from 
periodic unperturbed orbits (1961) and for the degenerate problem of interaction between two 
planets (1962). In the former, he considers the motion of a point  21 , yy  on a torus 2T . Such motion 
is quasiperiodic if 
    irrational 
2
1  
dy
dy      (B) 
A neighboring system (perturbed) of differential equations on the torus can be written as 
     21
2
1 ,  yyf
dy
dy       (C) 
where ,  are parameters, and  21 , yyf  is supposed to be analytic. Kolmogorov’s Theorem 
implies that if the perturbation  21 , yyf  is small enough, then one can find an   f  such that 
(C) is brought into form (B) by a proper variable transformation. This was shown by Arnol’d in 
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1961 (Izv. Akad. Nauk). The question of degeneracy reflects in this case when 0  (or rational), 
so that the unperturbed motion is periodic and along the circles constant 1 y . The reduction of (C) 
to form (B), in the irrational case, uses the fact that mn   can be bounded away from zero by 
means of 
     2 nKmn      (D) 
for all integers nm,  and 0n . Arnol’d shows that if  K  is the set of all   satisfying (D) and 
  the union of all  K  for 0K , then the limit point of  K  for K in  41,0  is zero and zero 
is also an accumulation point for  . The two basic theorems of Arnol’d are the following: 
 
Theorem 1: “On the torus 2T , let there be given the differential equation 
      21
2
1 , yyf
dy
dy      (E) 
with  a parameter and f analytic. Let 21 y  and 22 y  correspond to 1y  and 2y , and 
       20 221 0, dyyyf  
for all 1y . Then for all sufficiently small  K     one can find an    and a coordinates 
transformation  21,yyzz  , analytic in 1y  and 2y , such that (E) takes the form 
     
2dy
dz  
The set     ,  , has positive measure and zero is its accumulation point”. 
One applies to system (E) the classical averaging procedure and reduces it to form 
    
     ,, 2112
2
1
1 yyFc
dy
dy      (F) 
After such reduction is performed, one considers the following: 
 
Theorem 2: “Theorem 1 is valid for the equation (F) on 2T , provided c is constant and  ,, 21 yyF  
is analytic”. 
 It is seen that quadratic convergence is obtained. Eventually it will result that 
     ........ 2  cc   
and after n application of the averaging process one obtains 
    
     ,,........ 2122
2
1 yyFecc
dy
dy nn n  
In general, if 42   cMF  , the new F, after one transformation, satisfies 
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    cMMF  421new2    
One can choose 0  such that 
       342 nnnnew MMF   
which ensures convergence. As an example, consider the equation 
       yxf
dx
dy ,   
and the average 
         
2
0 0,2
1 yfdxyxff ss , 
this condition being verified for 20  y . Also, define  yxffff pSp , , and consider the 
change of variable 
      yxhyy , 1   
It follows that 
        yxf
y
h
x
hyxfyf
dx
dy
pS ,,  21 

   
and we choose 
        x p dyfyxh 0  ,,   
Therefore, 
        ,, 1211 yxyfdx
dy
S   
Lastly, one defines the new variable 
         1012
y
Sf
cdyy 
  
where the constant c is defined by the condition      202 22  yy , that is, 
       
 
2
0 2
Sf
cd  
The condition   0yfS  is of evident significance. In terms of 2y , one finally obtains 
      ,, 222 yxcdx
dy   
The process is repeated, and one finds 
      ,, 343 yxcdx
dy   
and so forth. Several more examples could be given which make use of the ideas contained in 
Kolmogorov’s Theorem. The form we have assumed for H, given by (3.2.3), is not less general than 
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that assumed by Kolmogorov, while the conditions of non-degeneracy can be made more evident 
and are reminiscent of the development of the Hamiltonian in the vicinity of an equilibrium or a 
periodic solution. Actually, the reduction to a system processing invariant manifolds which are tori 
is obviously similar to the normalization of H in the sense of Birkhoff. That a majorization process 
might not be effective in the proof of convergence of the sequence of canonical transformations 
defined in Lemma 1, is not a major issue and, in fact, the majorization can be avoided as was done 
by Arnol’d and Moser. A much more important issue to be considered is that, normally, problems 
are degenerated and therefore neither Kolmogorov’s nor Moser’s Theorems, this to the discussed in 
the next chapter, can be applied. If n is the number of degrees of freedom, the absence of nm  
action variables in the unperturbed Hamiltonian is equivalent to the presence of m  linear relations 
between the n non-zero frequencies defining a corresponding unperturbed system. The example just 
considered represents the first successful approach to the question, although previous studies by 
Arnol’d on the mapping of the circle onto itself, earlier in 1961, already contained the ideas 
necessary to solve the question in full generality, as he did in 1963. 
 For a system with n degrees of freedom, the existence of a single linear integral relation 
among the unperturbed frequencies, corresponds to the presence of a single type small divisor in the 
classical development of Poincaré’s Method. The existence of 1n  such relations correspond to a 
periodic unperturbed motion. In both cases one can show the existence of quasi-periodic motions 
under analytic and sufficiently small perturbations. The absence of a certain number of action 
variables in the unperturbed motion is called proper degeneracy by Arnol’d and such cases, except 
the linear one, is the most common in Physics. For cases of proper degeneracy one has the basic 
results obtained by Arnol’d, valid in general, that is, whatever the number of actions absent in 0H  
may be. In his work on the Classical Theory of Perturbations, in 1962, he produced an example 
where all the difficulties known to jeopardize the convergence of Classical Theories, like the 
Lidstedt-Poincaré Method, are encountered together, that is, the problem of mutual interaction of 
two planets with irrational mean motions (mean angular velocity about the sun). The explicit case of 
rational mean motions can be treated equivalently, and is actually found in the work by Moser in 
1967. The problem has, in the plane case, four degrees of freedom, the Keplerian (zeroth order) 
Hamiltonian depends only on two momenta and the assumption of close to rational frequencies is 
also assumed, as close as allowed by condition (A). One has proper degeneracy and also that 
introduced by the transition from circular to eccentric orbits. 
 By defining Lagrangian Motion the one described by a slowing rotating ellipse in a plane, 
with short periodic small amplitude oscillations on the semi-major axis, accentricity and pericenter 
longitude, Arnol’d proves the following. Consider two planets moving in the same plane around the 
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sun, and their common center of mass to be stationary, and let ka  and  2,1  kek  be the semi-
major axes and eccentricities. Define a domain  D , in the eight dimensional phase-space, by 
2,1  ;   ; a0  keCc kkkk  . And let constan  , 2,1  ,  kkk km  , be the masses. 
 
Theorem: “For an arbitrary 0 , there exists an 0  such that if    , , the majority of 
points of  D , except a set of measure smaller than   D  mes  , move in such a way that: 
1) The point always remains in  D . 
2) It has a quasi-periodic motion, on an analytic 4-dimensional torus in 
 D . 
3) It always remains closer than  from a point of the phase-space which 
represents a certain Lagrangian Motion.” 
This is actually a stability result in the sense that, since the exceptional set above is connected, 
everywhere dense and not bounded, the motion is topologically  unstable. Arnol’d also based such 
conclusion in the observational evidence of existence of gaps in the distribution of minor planets. In 
the absence of linear integer dependence between the frequencies of the slow varying variables (the 
planetary mean longitudes), an averaging method with respect to such variables is possible 
according to Kolmogorov’s Theorem. The Hamiltonian is reduced to the form 
     210 0;;   LFLFF  where  21 , LLL   are the average actions corresponding to the 
mean longitudes and 
     kkkk iei  exp  
for 2,1k , where k  is the longitude of perihelion of planet k. The Hamiltonian is then reduced to 
a (truncated) normal form in the vicinity of the stable equilibrium solution 0 kk  , that is, 
       ,32 rFrFF   
where 
        332121 0,,,, rFrrr    
and 
   22222112211122112 2 rcrrcrcrvrvF   
Therefore, in terms of the new canonical variables  ;r , 
         3220 ,0, rrLFLFF    
while  20 kk er  . The frequencies 21,vv  are both  0 , that is, they correspond to slow varying 
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angles k . The quasi-periodic solutions are obtained using a Newton type iterative procedure, 
where quadratic convergence is achieved. The original form of Arnol’d’s Theorem for degenerate 
systems, a generalization of the above result, can be given as follows. Consider the Hamiltonian to 
have the form 
      nnk xxxyyyHxxxHH ,......,,;,.....,,,.....,, 21211210  , 
where nk  , 1H  is 2 -periodic with respect to each iy  and analytic  for Dx     and yIm . 
For 0 , we assume the motion to be quasi-periodic and defined by 
    kix
x
Hy ii
i
i ,......,2,1      0   , 0 
     
and 
    nkkjxy jj ,.......,2,1         0    
Under the condition that the average of 1H  with respect to kyyy ,.......,, 21  does not depend on 
nkk yyy ,......,, 21  , that is, 
      xHdydydyxyH k 120 21120 .......  ;......   , 
it is possible to show that for  sufficiently small, for the majority of initial conditions (as in the 
previous theorem, the exceptional cases form a set connected, everywhere dense and unbounded), 
the motion generated by H differs little, for all time, from the quasi-periodic motion defined by the 
frequencies jjj xHy  , where const.jx , nj ,......,2,1  and      xHxHxH 10  . The 
initial conditions x must be such that 
     1
1
2211 .....




 
kk
kk jKjjj

 , 
for a convenient constant K. More precisely one has the following theorem. 
 
Theorem: “Let Dx     where the matrices    kjixxH ji ,........,2,1,      02   and 
   nkkjixxH ji ,........,2,1,      12  , are not singular. Let T be the toroidal domain 
 niyDxyx i ,......,2,1  ,20  ,     ,0ImIm   . Given 0  arbitrary, there exists an 00   
such that if 0  , then in T there are analytic invariant n-dimensional tori and the motion of these 
is quasi-periodic. The tori form a nowhere dense set in T and its complement has measure 
T  mes   ”. This is a simpler though equivalent form of Arnol’d’s complex theorem presented in 
section 3 of this chapter. It is worth mentioning that the preliminary theorem on planetary motion 
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give previously is important since it produces the solution to a case where two different kinds of 
degeneracy are present. The limiting degeneracy 0kr  (or 0ke ), corresponding to circular orbits 
and the proper degeneracy 0 , introducing fewer frequencies necessary to describe the 
unperturbed system than there are for the perturbed one. 
 For the general linear systems considered in section 4 (Eq. 3.4.17) and 5 (Eq. 3.5.3), early 
results were obtained by Bogoliubov in 1963 (“On Quasi-Periodic Solutions in Nonlinear Problems 
of Mechanics”, Publ. Akad. Nauk Ukrain. SSR, 1963) and reported by Mitropolski in 1964. New 
results were obtained by Moser in 1966 and augmented in a beautiful work by the same author in 
1967, on “Convergent Series Expansions for Quasi-Periodic Motions”. A theorem by Bogoliubov 
(1945) stated that “Under the hypothesis 0  Re  k  and for sufficiently small , the system 
       ;; ytgyy      (G) 
where  n ,.......,, diag 21 , possesses an almost periodic solution if  ;; ytg  is almost 
periodic. If  ;; ytg  is quasi-periodic with basic frequencies n ,........,, 21  and analytic, so is the 
solution.” 
 Also, as we have seen earlier in these Notes (Equation C, Theorem 1), the system 
       ,,xfx     (H) 
admits solutions, for    , in the form 
       ,ctuctx   
where c is a convenient constant vector  ncccc ,.....,, 21 , as shown by Arnol’d. 
 The main theorem of Bogoliubov, puts together these two kinds of systems  and can be 
stated as follows. 
 
Theorem (Bogoliubov): “If in the family of differential equations 
      ,,, yxfx   
      ,,, yxgyy      (I) 
we assume that 
       jj  
     0  Re  k     (J) 
then there exists a     such that the system possesses an n-parameter family of quasi-periodic 
solutions 
      ,ctuctx   
      ,ctvy   
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where all the functions involved are analytic in all arguments”. The vector x is supposed n-
dimensional and y  is m-dimensional. Moser (1966) has shown the validity of such results in cases 
f  and g  are differentiable, transforming the problem to that of a flow on a torus. But he goes 
further and proves the following theorem. 
 
Theorem: “Under the conditions 
        jji k   
        jji k    
    njjjjnk ,.......,,  ; ,.......,2,1, 21 , 
there exist       MM    ,   ,  analytic in , vanishing at 0  and satisfying 
    0  , 0 ***  MM , 
where * indicates adjoint, such that the system 
      ,,,, yxfx    
      ,,,, yxgMyyy  ,   (K) 
where xis n-dimensional, y  is m-dimensional, gf ,  are analytic in all arguments, and 2 -
periodic in nxxx ,......,, 21 , possesses a quasi-periodic solution with the characteristic numbers , .” 
 That is, there exists an analytic transformation 
      ,ux   
        ,, Vvy      (L) 
such that the above system (K) becomes 
       0  
      20   
 
Hill’s Equation 
 As an example, for the specific case we have dealt with in section 5, consider Hill’s equation 
    


1
22 2  cos  2
k
k kzzz     (M) 
where 
     432  043431    
We introduce the change of variables 
     yxz sin   2   
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     yxz cos   2  
and obtain 
       


1
2 2sin  2sin  
k
k kyky
xx   
       


1
2 2  cos2  cos2 cos  22
1
k
k kykyky   (N) 
We now look for a coordinate transformation of type (L), that is, 
        ,,~,, XXx   
      ,, y  
and reduce (M) to the form 
       20   
        0 , 
where, for some  , 
      ,    
and 
      jkj  
for  ,  conveniently chosen. 
 In fact, Siegel (1956) has shown that for 10  , the set of s'  which do not satisfy the 
above conditions ( jkj ,  ,0  integers) has measure less than   312   . 
 We assume 
     


0k
k
k  
     


0k
k
kYY   
         
qp
qp
kk qpiYY
,
,    exp    
     
1
1






 
YX , 
according to equations (3.5.4) through the end of section 5. The equation defining kY  is, for 
,.......2,1,0k , 
     ,,,........, 10 

 kkkkk GYY    (P) 
and we define k  as the average of kG  with respect to , . In fact, it is easily seen that kG  in (P) 
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assumes the form 
         
qp
qp
kk qpiGG
,
, exp    
so that, since by hypotheses,   is not rational,  0,0kk G  and 
         qpGiY qpkqpk  ,,    
for all qp,  not simultaneously zero. In case of Hill’s equation (M) one finds (Giacaglia, 1968). 
     0210    
      116   225 223    
Hence 
       422
4
0116
   22 
 
 s  
or, introducing the value of  , 
     432  032201431    
which coincides with the expression for 0c  (Brown, 1896, p. 276) obtained via computation of an 
infinite determinant, by successive approximations, from the dominant (main) diagonal. Here we 
have used, as in our original paper, 
     0tt  
     nnm    
where nntt ,,, 0  are defined by Brown. 
 For a discussion of general methods of development of quasi-periodic solutions, by means 
of convergent series expansions, of nonlinear equations of the type considered above, the work by 
Moser (1967) is highly suggested. This work, in our opinion, contains most of what has been done 
in perturbation theory. Systems of variational equations, in the vicinity of equilibrium or periodic 
solutions, fall in this category and find many interesting answers. As far as cases of resonance, or 
rationality among the frequencies , , they will be dealt with at the end of chapter 5, from this 
same point of view. 
 
More Applications of Kolmogorov’s Theorem 
 Besides the examples already mentioned, we end these Notes by indicating the fact that 
Barrar (1966) made use of Kolmogorov’s Theorem to show the existence of quasi-periodic orbits in 
the case of artificial satellites of the oblate earth. However, he cannot allow the eccentricity of the 
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orbit to go to zero for reasons of limiting degeneracy. Such is possible by the use of Arnol’d’s 
modified approach, as mentioned before. Also, Moser in 1965 applied Kolmogorov’s Theorem to 
the construction of quasi-periodic solutions of Duffing’s Equation without damping 
     xxtfbxxx  ,,a 3      (Q) 
where f  is quasi-periodic in t, with basic frequencies n ,.....,, 21 , and real analytic in xx , . As 
usual one considers the fact that for 1 n  there exists  a constant 0K  such that the 
conditions 
    njjjjjKjj ,.......,,             , 210   , 
are satisfied for almost all s' . Under these conditions, Moser concludes that for f  satisfying the 
foregoing properties and, in addition, 
        xxtfxxtf   ,,,, , 
there exists a real analytic function   a~  and a quasi-periodic solution   ,tx   with basic 
frequencies n ,....,, 21 , such that     00, ,a0a~  t . This, eventually, will not produce a 
solution for equation (Q), since the coefficient of x shall have to be modified to a certain   aa~  . 
The method developed by Moser is not a mere application of Kolmogorov’s Theorem but a novel 
approach to the specific problem in view, also because it does not require the equation to have a 
Hamiltonian character. The term 3bx  is considered a perturbation. The equation is written in 
complex form 
     xxtfbxziz  ,,a 3   
where xixz  , and aa~  is supposed to vary in  1  with   small. One writes 
      0aa~ y  
so that the equation is written 
       zzgzyiz ,,a   
where 
      tkkn   ,,......,, 21 1 
There exists a coordinate transformation 
       uy   
       ,,,vz   
such that the equation is reduced, by successive approximations, to 
        ai , 
which is used to prove the announced result. 
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CHAPTER IV 
 
PERTURBATIONS OF AREA PRESERVING MAPPINGS 
 
 
1. Preliminary Considerations 
 According to Liouville’s Theorem, flow of a conservative system in phase space is measure 
preserving, that is, the volume is conserved. 
 Considering in general a system of n ordinary differential equations 
      f ,x x t                                                       (4.1.1) 
with    1 2 1, ,..., ,  f f ,...,fn nx x x x   we suppose f to be analytic in a given region D of nR  and 
periodic, period 2 ,  in t. We also suppose f to be at least 2C  with respect to t, for all t. If 0 ,x D  
exists and is unique the solution 
      0,x g x t                                                    (4.1.2) 
such that 
     
 
    
0 0
0 0
,0   ,
, f , , .
g x x
g x t g x t t
t

 
 
Consider the transformation 
       : ,2x g x                                   (4.1.3) 
which is certainly 1:1 in the neighborhood of 0.x x  We indicate by q  the transformation 
obtained by applying ,q  times in succession, as for example 
     2 : ,2x g x    
Let 0x   be a solution of (4.1.1). Then, evidently, 0x   is a fixed point of ,q q  positive integer, 
that is 
     : .q x x                                                        (4.1.4) 
The following definitions are worth mentioning here: 
 a) The point x  is singular if there exists a neighborhood in D which does not 
contain any other fixed point of T. Note that, in general, a fixed point of ,q q positive integer, 
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corresponds to a periodic solution of (4.1.1) with period 2 .q  If the point is singular, the periodic 
solution is singular. The concept given by Whittaker (1960) represents, obviously, a particular case 
of the above definition. 
 b) The point x  is ordinary neighborhood of x , in D, there exists at least another 
fixed point. The corresponding periodic solution is then called ordinary. 
We will mainly be concerned with area preserving transformations, i.e., those for which, 
given 
    1 2 1 2  ...   ... n nJ dx dx dx dx dx dx    
where J  is the Jacobian 
      21 2
, ,...,  ,, ,...,
L n
n
x x x xJ
xx x x   
     
we have 1.J   
 Consider now a Hamiltonian system 
                         1,2,...,
k
k
yk
yk
x
k n
y
 

 


                                  (4.1.5) 
where 
       ; ; ; ; 2x y t x y t      
is analytic in a certain domain D of the phase space, containing the origin, and is at least 2C  in t for 
all t finite. Suppose  0, 0x y   is an equilibrium point of (4.1.5). Let  0 0;x y D  and let 
    
 
 
0 0
0 0
f ; ;
; ;
x x y t
y g x y t


 
be the corresponding solution, analytic in D. Consider the transformation 
      
f ; ;2
; ;2
x x y
y g x y




  
    (4.1.6) 
in the neighborhood of the origin. Obviously, the point (0; 0) is a fixed point of T. Since f and g are 
analytic in a neighborhood of (0; 0) they admit the Taylor series 
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 
 
0 0
0 0
f ff 0;0;2 ...
g gg 0;0;2 ...   .
x x y
x y
y x y
x y




     
     
 
Taking into account the fact that 
     0 0f 0g   
and defining 
     
   0
,             
f f 
; ,   0;0 ,
 
x x
yy
z z
x y
J J x y J J
g g
x y


    
      
 
 
    
 
 
we have 
      0 ...  .z J z                                       (4.1.7) 
Evidently, the transformation T is canonical, that is, 1J   and moreover J has to be symplectic 
(with unit multiplier): 
      J EJ E   
where 
      0 .0
n n
n n
E
    
 
Such properties are evidently valid for 0J  and the transformation defined by (4.1.7) is area 
preserving. Consider the linear mapping  
      0J                                               (4.1.8) 
and the eigenvalues problem 
      0 0,J     
corresponding to an algebraic equation of degree  2  in .n  As the independent term is 0 ,J  no root 
is zero. Let ku  be an eigenvector corresponding to ,k  that is 
     0   .k k kJ u u  
From this, we obtain successively 
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0
0 0 0
0
0
    ,
  
   
1  
k k k
k k k
k k k
k k
k
EJ u Eu
J EJ u J E u
E u J E u
J E u E u




 






 
so that k  is also a solution of the characteristic equation 
     0 1 0
k
J 
    
and since 0 0 0,  if kJ J         is an eigenvalue, 1
k also is. Thus 
    1 2 2, ... 1.n     
Consider all k  distinct (real or complex). If there exists a linear transformation 
    L   
such that 
    1 0L J L      
where 
    1 0 1 2 2diag , ,..., ,nL J L      
then 
     k k k    
and the transformation (4.1.7) can be written 
      .Z Z Z                                              (4.1.9) 
Since (4.1.9) is analytic in the neighborhood of the origin 0,Z   we can write 
    
   
   
2
2
;
1 ;
k
k k k m
m
k
k k m
mk
p Y
Y Y q Y






    
  


 
for 1, 2, ..., ,k n  where kmp  and kmq  are homogeneous polynomials of degree m in 
1 2 1 2, ,..., ,  , ,..., .n nY Y Y    In vector form we can also write 
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 
 
;
1 ;
Y
Y Y Y
 



    
     
                                 (4.1.10) 
where, necessarily 
       
, 1,
Y
J
Y
      
and therefore (4.1.10) is area preserving. Let us now write (4.1.10) as 
                               1, 2,...,
k k k
k k k
U
k n
Y Y V


  


                                (4.1.11) 
where 
     
   
 
0
0
;
;
k
k m
m
k
k m
m
U P Y
V Q Y




 
 


                                      (4.1.12) 
and    ,k km mP Q  are homogeneous polynomials of degree m. Of course, we have 
      
 
 
0
0
,
1 .
k
k
k
k
P
Q




 
The discussion of fixed points of mappings of the type (4.1.10), with an area preserving property, is 
of paramount importance in the theory of dynamical systems, but it is out of the scope of these 
notes. Nevertheless, for reasons of introduction to the following sessions, we wish to mention some 
facts about properties of transformation in the vicinity of a fixed point (Birkhoff, 1927; Siegel, 
1956). The basic theorem states that given an autonomous system 
       1 2f ,          , ,..., nx x x x x x   
corresponding to the initial condition  0,  ,  ft x D x    analytic in D, exists and is unique the 
solution    , ,  ,0x x t x     and  ,x t  is analytic in t, for 0 ,t    the maximal interval. If, 
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in correspondence to ,D   the solution  ,x t  is periodic of period 2  and is contained in D, 
then the transformation 
      ,2x x    
has a fixed point   in D. In general, given a transformation defined in some domain D, the 
problem is to determine the existence and obtain fixed points of the transformation. Brouwer’s and 
Poincaré-Birkhoff’s fixed point theorems are typical examples of such problems. The second has 
immediate applications to several problems of dynamics since the proper domain is typical of 
invariant manifolds of dynamics. The theory of perturbations, in this respect, deals with the 
properties of mappings in the vicinity of fixed points or, in a more general sense, with the behavior 
of invariant manifolds, corresponding to area preserving maps, under perturbations. The historically 
crucial problem is the normalization of a mapping in the vicinity of a fixed point, the original work 
being attributed to Birkhoff (1922) and recent developments to Gustavson (1966). It is well known 
that the area preserving mapping 
    
 
 
'
'
f ;
g ;
k k k k
k k k k
x x x y
y y x y


 
 
                                              (4.1.13) 
with 1/ ,k k  cannot be reduced, but for exceptional cases, to the normal form 
     
'
'
k k k
k k k
  
  


                                                     (4.1.14) 
by a transformation 
    
 
 
;
; .
k k k
k k k
x
U
y
   
   
    
                                         (4.1.15) 
Birkhoff’s normal form 
    
 
 
'
'
;
;
k k k
k k k
u
v
   
   
    
                                               (4.1.16) 
where 
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2, 4, ,
1 1 1
2, 4, ,
1 1 1
a  a   ...
b  b   ...,
n n n
k k
j j j jj jk k
j j
n n n
k k
j j j jj jk k
j j
u
v
      
      
  
  
   
   
 
 
  

  

 
by means of a transformation (4.1.15) again can only be achieved in a purely formal series, 
generally divergent. It is nevertheless possible to obtain a transformation which reduces (4.1.13) to 
a form coincident with Birkhoff’s normal form up to any degree of approximation, although the 
remainder does not go to zero as the approximation is extended to infinity. This fact, for systems 
with one degree of freedom, leads naturally to Birkhoff’s Fixed Point Theorem. 
 Consider now, the origin to be an elliptic fixed point of a transformation, and let the 
transformation be (4.1.13), and area preserving. The Jacobian matrix of this, J, is sympletic, that is,  
     .J EJ E   
If, in particular, we consider the variables transformation (4.1.15), for 1, 2,...,k  , the derivatives 
/ , /k k k kx y      are equal to 1 at the origin 0,    and, therefore, there is a generating 
function  ;W y   such that 
    ,         .
k kyk k
x W W                                          (4.1.17) 
W is analytic in the neighborhood of  0; 0 ,y    and the series 
     ...k k
k
W y                                              (4.1.18) 
converges in that neighborhood. The generator W will represent every transformation of type U. For 
the reduction to Birkhoff’s Normal Form, W is nevertheless generally divergent. In this case, let us 
consider the function W   which is obtained by eliminating all terms of degree larger than 
2 2 in ,m W  in W, that is 
   1 11 1
1 ,
... ...p p q q
n
n n
k k pq n n
k p q
W y y y  

                                 (4.1.19) 
where the summation in p,q extends for all ,i ip q  satisfying 
     3 , 2 2.i ip q m    
We have 
    
 
 
;
;
k
k
yk k k
k k k
x W y
W y y
 
 


   
   

                                     (4.1.20) 
and, by hypothesis, 
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2
1
k k
W
y
    
at the origin 0.y    Therefore, one can write in a neighborhood of this, 
     
 
 
;
; .
k k k
k k k
y Y
x
  
  
 
  
                                      (4.1.21) 
Series (4.1.21) are certainly convergent in a neighborhood of the origin and reduce (4.1.13) to a 
form   which coincides with Birkhoff’s normal form (4.1.16) up to terms of order 2 1.m  In order 
to obtain   the sole condition is that 1sj   for 1, 2, ...,j n  and 1, 2, ..., 2 2.s m   If such a 
condition is not verified, zero divisors are introduced in W  , precisely at the order 2 2 2,k m    
for which 1,kj   for some j. 
 Let 2.m   Since we have assumed the origin to be an elliptic point,   takes the form 
     
   
   
4'
4'
;
;
k
k
i
k k k
i
k k k
e
e
    
    

 
 
 
 
where  4k  and  4k  are terms of order  4,  so that it is sufficient to take 
     
1
.
n
j
k k k j j
j
   

    
An important condition is that not all jk  can be zero. If this happens, the approximation has to be 
extended to a higher order. If, to any order, this phenomenon is verified, the system is highly 
singular. This situation can be associated with the problem of resonance in a conservative system 
(self excitation). Evidently  and jk k   and jk  are real and moreover k k   (the complex conjugate 
of k ). It follows that ' 'k k    so that one needs only to consider the relation 
    
   4'
1
;
,      .
k
k
i
k k k
n i
j
k k k j j k
j
e
e

    
    


 
   
 
On the other hand, expanding the exponential 
      1ki k ke i     
where terms of higher order are thrown into  4k , and 
Eng Res, v. 10, n. 2, p. 1-162, March / 2019. doi.org/10.32426/engresv10n2-001 56 
     2
1
.
n
j
k k j
j
  

  
Therefore, in vector form 
      4'                                                   (4.1.22) 
        1 1diag 1 ,..., 1 .n ni i       
For 1,n   the transformation satisfies Birkhoff’s Fixed Point Theorem. For 1,n   and extension of 
such a theorem is not available. When the number of degrees of freedom is 2,n   there are 
situations where, the system being conservative, the theorem can still be applied. For instance, when 
the Hamiltonian is periodic in one of the variables. 
 
 
2. Regions of Motion. Perturbation of a Truncated Birkhoff’s Normal Form. 
The asymptotic behavior of solutions of Hamiltonian systems consists, in part, in the 
characterization of the possible regions of motion, invariant sets, corresponding to a certain set of 
initial conditions. This is also part of the problem of the stability of such solutions. Solutions which 
are well characterized are, in this case, periodic or quasiperiodic. A restrictive definition, useful to 
our purposes, in that a function    1 2, ,..., nZ t     is quasiperiodic if 
a)   is periodic in each  1,2,..., .k k n   
b)    has certain properties of regularity, e.g., pC  or C  or is analytic. 
c) ,  1,2,..., ;  , const.k k k k kt k n          
d) 1 2
1
0,  with  , ,...,
n
k k n
k
p p p p

  integers, if, and only if, 
As we have seen, if  ;x y  is integrable in the Liouville sense then, in general, the motion is 
quasiperiodic and the pertinent invariant set is an n-dimensional torus parametrized by angle 
variables ,   1,2,..., ,k k kt k n      with the k  linearly independent over the set of integers. It is 
equivalent to say that there exists a canonical transformation    ; ;x y    such that the image of 
H in the  ;   phase space, is only a function of  1 2. ., , ,..., .ni e     Such a transformation can be 
produced by a Hamiltonian-Jacobi generator  ;S y  such that 
    ,    
kk yk k
S x S    
and therefore 
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      ; const.         1,2,...,k x y k n    
and 
           ; x ; ; ; const.kk kx y y           
or 
     .k k kt     
 The trajectories remain on an n-dimensional torus. Changing the initial conditions ky  we 
will only be changing the initial phases  0k  and the torus is unchanged. Changing the initial 
values of kx  we will be changing the frequencies ,k  or the “radii” of the torus, i.e., 1,..., .n   In 
fact, W has to satisfy 
    1 1
1 2
, ..., ; , ..., , ...,n nW W y yy y   
      
 
so that the energy depends only on 1,..., ,n   and any change in the initial phases k  does not affect 
such energy. 
 Quasiperiodic motions satisfy the following important properties: 
1) The trajectory is dense everywhere on the torus. That is, given a domain D, the point 
    ;x t y t  is such that there exists a finite t   for which    , .x y D    
2) The trajectory is uniformly distributed, that is, the time t  during which the point stays 
in a domain D is proportional to the measure of D, for t   sufficiently large. In another 
way, for every function  1 2, ,..., nF y y y  with  ,k k ky t    R-integrable on the torus, 
the average with respect to time is equal to special average: 
    
 
   
1 1
0
2 2
1 1 2
0 0
lim ,...,
1     ... ,..., , ... .2
n n
n nn
F t t dt
F y y dy dy dy
 
   



  


 
 
3) There exist values 0 01 ,..., n   such that for some integers 1,..., np p  not all zero, one 
verifies 
     
01
0.n k
k k
p
  
   
In such cases the solution of the system is periodic. Now, a periodic solution is associated with the 
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existence of a fixed point of an area preserving mapping, so that, the existence of a periodic solution 
corresponds to the research of such fixed points. Moreover, the same is true with respect to the 
stability. 
 As we have seen, in the vicinity of an elliptic point, one can define invariant tori by a 
possible truncated normal form of Birkhoff. In case of one degree of freedom, the torus can be 
represented by a circle. The normal form shows that in the vicinity of an elliptic point every such 
invariant circle of radius r and center at the origin (which is a fixed point), is mapped onto itself by 
means of a rotation 
      20 1 2 ...  .r r r        
If one considers the perturbation due to terms which where neglected in the reduction, the basic 
problem is to find out what happens to the invariant circles (or tori). As a consequence of 
Kolomogorov’s Theorem (1954) the majority of the circles are not destroyed but simply deformed. 
The fixed point is, therefore, enclosed by close, analytic and invariant curves, arbitrarily small, and 
is therefore, stable. Such curves cover a region of nonzero measure, and have the origin as an 
accumulation point. But they don’t cover completely any arbitrary neighborhood of the origin. In 
between them, there are zones of instability resulting from circles such that  r  is 
commensurable with   (Arnol’d, 1963). What actually happens is that, subjected to the 
perturbations of higher order, such circles brake into an even number of fixed points, half elliptic 
and half hyperbolic (Birkhoff, 1927). From the hyperbolic point emanate orbits which are known as 
wild motions, where expected by Poincaré and have recently been actually generated by Danby 
(1970). 
 
 
3. Moser’s Theorem. 
Consider initially a system with 2 degrees of freedom (n = 2). The quasiperiodic orbits are 
described by 
    
 
 
0 0 0
1 2
0
,
1,2 .
k k k
k k
y x x t y
x x
k
 


                                               (4.3.1) 
The torus 2  can be visualized in two ways: either as the product of two circles of radii 1 2,x x  or by 
a square in the plane  1 2, .y y  The second way is simpler and easier to visualize in higher 
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dimensions. As the measure of 1y  and 2y  can be made modulus 2 ,  we can identify points of 
opposite sides of a square of side 2 ,  that is,  20, y  with  22 , y  and  1,0y  with  1,2 .y   
This way the torus has the classical definition through a relation of equivalence. The trajectories are 
line segments in the square, and the slope to the 1y  axis is 2 1/ .   It is evident that if 2 1/   
irrational the trajectory cover the square and is quasiperiodic. (Ergodic flow). In any event, the 
solutions remain in the torus, which is, therefore, said invariant with respect to the flow. 
 If we assume Kolmogorov’s hypothesis that 
     
2
0det 0,
j jx x
       
 
then it follows that with 0 1    analytic and   sufficiently small, and for all 1 2,    
rationally independent and satisfying the inequality 1 1 2 2m m K    for all integers 1 2mm not 
simultaneously zero, there exist invariant tori 
     
 
 
 
1 2
1 2
,
                                        1, 2
,
k k
k k k
x Y Y
k
y Y Y Y
 

 
 
and the solutions on each torus are given by 0.k k kY t Y   We can express this fact by saying that 
the ergodic flow can be “continued” under perturbations. 
 The reduction of this problem to an area preserving mapping of a set into itself, presents 
advantages which follow from the geometric structure of such transformation. Forerunners along 
geometric lines are certainly Poincaré (1912), Birkhoff (1927) and Moser (1955, 1962, 1964). 
 Consider Moser’s problem on the area preserving transformation of a circular ring into itself. 
Given a circular ring  0 a ,r b     consider the transformation 
      0 rU
r r
  

   
                                          (4.3.2) 
with 
     0,        .d r
dr
     
Such transformation does not change circles but simply introduces a rotation of an angle   ,r  
increasing with r. Consider now the perturbed transformation 
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        
,
,
r F r
U
r r G r
   



     
                                       (4.3.3) 
with 
    
   
 
,  for all 
,
F r r
G r r
  



 
for ,r , and F, G periodic (or periodic 2 ) in .  Then it can be shown that, under certain 
conditions for   ,r  F,G and with 0U  and U  area preserving, the transformation U  (twist 
mapping) has closed invariant curves which are near the invariant circles of 0U . One of the essential 
conditions is the necessity of   to be irrational with respect to .  The connection of this result 
with conservative systems of one degree of freedom is evident. In fact, the invariant sets of an 
integrable one dimensional Hamiltonian system are circles. 
 Let us now consider a system with two degrees of freedom, generated by the Hamiltonian 
         0 1 2 1 1 2 1 1 2 1 2, , , , ,s px x x x x x y y       
analytic in a domain D of the phase space and periodic (periodic 2 ) with respect to both 1y  and 
2 ,y  and 0 0,0 1.      Suppose the conditions of Kolmogorov’s Theorem to be satisfied, and, 
in D, 
     0
2
0.
x
   
We can, therefore, solve the equation 
      0 1 2 1 1 2 3 1 2, , , , const.x x x x x y y     
with respect to 2x  and find 
      2 1 1 2, , , ,x x y y h                                     (4.3.4) 
with   analytic in a certain domain D’  1, ,x h  periodic in 1 2,y y  with period 2 ,  and for 0.   
It is, therefore, possible to develop   in a power series in .  In fact, it is sufficient to recognize 
that, under the assumed hypotheses, we can write 
      0 1 1 1 1 2, , , , , .x h x y y h                                        (4.3.5) 
We can now eliminate the time from the system, together with the variable 2.x  In fact, 
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1
2 1 2 1
1
2 1 2 1
/
/
x
dy y x y
y
y x x x
       
       


                                 (4.3.6) 
with   given by (4.3.5). Let us define 
    2 1 1,  ,  y x x y y    
so that, indicating with primes derivatives with respect to , 
    ' ,      'x y
y x
                                                   (4.3.7) 
with 
       0 1 , , , .x x y       
By considering the space  , , ,x y   the study of solutions of (4.3.7) can be reduced to the study of a 
transformation   of the plane 0   into the plane 2 .   Such transformation is completely 
defined by (4.3.7). Let the initial conditions be 0 00,  ,   x x y y D      and the corresponding 
solution of (4.3.7) 
     
 
 
0 0
0 0
, , ,
, , , .
x x y
y x y
  
  


                                        (4.3.8) 
Then   is given by 
     
 
 
2 , , ,
2 , , , .
x x y
y x y
  
  




                                       (4.3.9) 
For 0,   the transformation 0  is 
    
   
   
0
0
2 , , 2 , , , 0
2 , , 2 , , , 0
x x y x y
y x y x y
   
   


 
 
 
where 0  and 0  can be written immediately. In fact, for  00,    x     and therefore 
     
 
 
1
0 0 0
2
0 0 0
, ,
, ,
y x y y
x x y x
 

 

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where 
        0 1 2 1 2 1, , ,i i
i
x x y y x x
x
    
and therefore 
      1
2
.x    
Letting    2 ,x x   the transformation 0  is, 
     
 
x x
y y x



 
 
which is precisely of the form studied by Moser. The transformation   can evidently be written as 
     
 
   
, ,
, ,
x x G x y
y y x F x y
 
  


 
  
                        (4.3.10) 
and x will be defined in the ring 0 a .x b    Evidently, the transformation   is area preserving, 
that is, dx dy is invariant with .  On the other hand, it is easily seen that, from the hypotheses, G 
and F are periodic in y, period 2 .  If in the ring  ' 0x   and  x  satisfy the condition 
     
3
22m n
n
      
with   integer 4, ,m n  integers, 0,n   then Moser’s Theorem guarantees that   has invariant 
curves which, for   sufficiently small, are close to the circles .x const   which are the invariant 
curves of 0. In other words, the invariant curves of 0  are slightly distorted under small 
perturbations. 
 On the other hand, if there exists an integral  , .,J x y const  then, obviously 
        , ,J x y J x y    
and therefore, the curves  , .J x y const  are invariant. This gives a necessary condition for the 
existence of integrals of (4.3.7) close to the integrals .x const  for 0.   
 Finally, let us see how the condition  ' 0x   is expressed in terms of the original 
Hamiltonian. By definition 
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  
    
0
1 2 1
1
1
0
1 2 1
2
,
2
,
x x x
x x
x x x
x
  

 

 
Thus 
    
2 2
0 0 0 2
2 2
1 2 1 1 2 10
2
2 2
0 0 0 2
2
1 1 2 2 1
2
.
dxd
dx x x x x dx
x
dx
x x x x dx
                  
           
 
But from  0 1 2, ,x x h   it follows that 
     0 0 2
1 2 1
0dx
x x dx
     
or 
     0 02
1 1 2
/dx
dx x x
      
and, therefore 
     1 23
1 0
2
2 ,d x x
dx
x
      
 
where   is the determinant 
    
2 2
0 0 0
2
1 1 2 1
2 2
0 0 0
2
1 2 2 2
0 0
1 2
0
x x x x
x x x x
x x
    
   
         
 
 
                                     (4.3.11) 
which has to be different from zero. This condition is less restrictive than the one considered by 
Kolmogorov (1954) and, in fact, it is the one assumed by Arnold (1963), in his theorem. Here, it is a 
consequence of Moser (1962) hypotheses. 
 
 
4. Systems with n Degree of Freedom 
Consider the analytic (in some domain) Hamiltonian 
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        0 1 ;H H x H x y     (4.4.1) 
2 -periodic in every component 1 2, ,..., ny y y  of y . For 0  , the quasi-periodic solutions 
    
 
 
0
0
                                        1,2,...,
k k k
k k
y x t y
k n
x x
  


                   (4.4.2) 
are on a torus n  and the flow is ergodic. Along every solution of the system produced by (4.4.1) 
we have 
        ; .x t y t h const    
and let us suppose that  / 0.nx    Then we can solve h  for nx  and find 
     1 1 1f ,..., , ,..., , ,n n nx x x y y h                                   (4.4.3) 
By calling ny   and eliminating t from the equations, we get 
      
'
'
k
f
                              1,2,..., 1
f
x
k
k
k
x
y
k n
y
 
 
  
             (4.4.4) 
with 
     1 1 1 1f f ,..., , ,..., , , , .n nx x y y h    
If H is analytic, so is f. Again, the study of the solutions of (4.4.4) can be reduced to the study of a 
transformation   of the plane 0   into the plane 2 ,     generated by (4.4.4). In fact, let 
 0 0, ,     1,2,..., 1k kx y k n   be chosen in the plane 0.ny    The solution of (4.4.4) going through 
this point at 0   will be 
   
 
 
 
, ; ;
                                          1, 2,..., 1
, ; ;
k k
k k
x x x y
k n
y y x y
 
 
 
 

 

                        (4.4.5) 
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and therefore 
   
 
 
 
2 , ; ;
                                        1,2,..., 1 .
2 , ; ;
k
k
x x x y
k n
y y x y

 
 


    
                  (4.4.6) 
On the other hand 
    0 0 0 1 2 1f / , ,..., .k n
k k n n
x x x
x x x 
                                       (4.4.7) 
so that, for 0,   
    
 
0
0 0 0
1 1,...,
k k
k
k n k
n
x x
y x x y

 
                                       (4.4.8) 
for 1, 2, ..., 1.k n   Let 2 / ,k k n     it follows that 
    
 
0
1 1
                                        1,2,..., 1
,...,
k k
k k n k
x x
k n
y x x y



    
                    (4.4.9) 
and, for 0,   
   
 
   
1 1 1 1
1 1 1 1 1 1
,..., , , ...,
, ..., , ..., , ,...,
k k k n n
k k k n k n n
x x G x x y y
y y x x F x x y y



 

  
      
     (4.4.10) 
for 1, 2, ..., 1,k n   and kx   in the ring 0 a .k k kx b    Clearly kG  and kF  depend on   and 
should go to zero with .  Since (4.4.4) is Hamiltonian   is area preserving. If there exists a first 
integral of (4.4.4) it will be invariant with respect to .  Moreover, a periodic solution of period 
2 ,p p  integer 0,  will be such that 
       0 0 0 0, ,p x y x y   
so that  0 0,x y  is a fixed point of .  
 In geometric terms now, Kolmogorov’s Theorem can be put in the following form. We wish 
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to determine under what conditions the transformation   has invariant sets which are “close” to 
the invariant sets (tori) of 0.  
 Consider 0  defined in  0 a 1,2,...,k k kx b k N     with the condition 
     det 0.k
jx
       
The torus ,N  product of the N circles .kx const  is invariant with respect to 0.  Consider now 
,  with ,k kF G  bounded and 2  periodic in 1 2, ,..., .Ny y y  Let us assume that “Every closed and 
limited set which is “near” N  represented by 
      1 1f ,..., f 2 ,..., 2k k N k Nx y y y y                            (4.4.11) 
with f /k jy   conveniently bounded, intercepts its image set through ".  It can now be shown 
that, under the above hypotheses,   has limited and closed invariant sets, for values of kF   and kG   
sufficiently small, provided these functions are differentiable up to a certain order. 
 Here we only present a sketch of the proof of the proof of the main theorem, beginning with 
some fundamental lemmas. For 1N  , the proof has been given in details by Moser (1962). 
 
Theorem: “Given an 0  and an integer 1,s  , the transformation   has a limited and closed 
invariant set 
      y y p y    
          (4.4.12) 
      0x x q y   
where ,p q  are N-vectors, 2 -periodic in every component 1 2, ,....., Ny y y  of y , ,   Sp q C  and 
k kS S
p q    provided: 
a) For T  every closed set (4.4.10) and its image, have at least a common point. 
b) In the ring 0 a  , a 1k k k k kx b b     , one can find a 0 1C   such that 
      0
0
1 det !!
k N
N
j
x
N C
N C x
      
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It will then be possible to find an  0 0, , 0f s C   and an integer  m s  such that ,    mk kF G C  and 
    00 0k kF G    
          (4.4.13) 
    00k k km mF G C     
Moreover, we state that the transformation induced over the set (4.4.11) is given by 
     0k k k k ky y x y         (4.4.14) 
and, more precisely, given k  satisfying the relations 
       ak k k b           (4.4.15) 
for which 
    
1 2
1
1 1
2
NN N
k k N k
j k
j j j  
 

 
           (4.4.16) 
for all integers kj  not all zero, there exists an invariant set (4.4.11) with  0k kx   (rotation 
numbers).” We have used notation 
    1 2 1
1 2
sup .... ,....,
nss s
ns
n
f f x x
x x x
                  
 
with 1 2 .... ns s s s     and   x D , the domain of definition of  f x . 
 
Lemma. Initially one can prove that “given the transformation 
   
 
 
*
*
;
;
     
k k k
k k k k
x x g x y
Q
y y x f x y
  1,2,....,k N  
defined in 0 ak k kx b    where ,k kf g  are 2 -periodic in every component 1 2, ,...., Ny y y  of y  
and 0a 1k kb C   and 
a) 01 1f  g         (4.4.17) 
b) 0m mk kD f D g C         (4.4.18) 
where 
1 1
1 1
... ...
N Np qp q
m
N N
D
x x y y
                           
with 1 2 1 2... ....       N Np p p q q q m 
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c) ak k kb       
d) 
3 2
1
1 1
2

  
  

      
NN N
k k N kj j j  
   2 1N   , integer, 
it is possible to reduce Q  to 
     
*
0 *
k k
k k k
x x
Q
y y x
   
 
This is done by an iteration procedure, much like the one used in Kolmogorov’s Theorem. However, 
in this case, the iteration converges in such a way that the deviation from 0Q , decreases with 0
nq  
where n is the stage of the iteration and q may be taken equal to 4/3. 
 In fact, let , ,Q M   be three parameters satisfying the relations 
     1vM Q Q    
     2 qM   
with 
    4   ,    6 1   ,    3 113q v m v       (4.4.19) 
The parameters 1 1 1, ,n n nQ M     referring to the stage 1n  of the iteration, are related with , ,n M   
by 
    11 1 0  ,       nq qn nQ Q Q Q     
    11 1 0  ,       M nq qn nM M M     
    11 1 0  ,       nq qn n       , 
supposing that at every stage 
   11 1k k nf g      in   
1
1
k k
n
x
M


    (4.4.20) 
    
   1 1 2... 1 ...1 1 1 1N Nq q p p pm mn k n k n nD Q f D M g Q M           
          (4.4.21) 
   with   1 2 1 2... ...N Nq q q p p p m         
For 1n   (4.4.20) coincides with (4.4.17) for   sufficiently small. Moreover, taking 0 1M   
and 01k kx M    , we certainly have ak k kx b  . 
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Also (4.4.21), for 1n  , coincides with (4.4.18) implies 
     0 0 0 0f  m mk kD Q D M g C M  
since M Q . Thus, being  
    1 1... ...N Nq q p p m v        
 
    1 1... ...0 0 0 0 0N Nq q p p n vQ M Q Q M        
it follows that 
  1 1 1 1... ... ... 1 .... 10 0 0 0 0 0 0N N N Nq q p p q q p pC M CQ M Q M            
because 0 0Q C . Therefore, for 1n  , we ought to take 0 1M   and 0 0Q C , that is 
     2 20 0 ,     q qvC    
and eventually 0  might have to be taken “much smaller than” the above quantities. 
 Now we proceed to prove a Basic Lemma which, nevertheless needs the necessary 
background of two well known propositions 
A) Consider the difference equation 
         S y S y F y      (4.4.22) 
where S  and F  are to be periodic of period 2  in each component 1 2, ,..., Ny y y  of y , with zero 
mean. Let the vector   satisfy 
    
1 2
1
1 1
2
NN N
k k N kj j j

  
  

        (4.4.23) 
where 2 1N   , integer. Then if  F y  has 2 1N    continuous derivative with respect to 
every jy , the equation (4.4.22) has a continuous solution, such that 
       0 CS F F     (4.4.24) 
with C  an arbitrary constant independent of any parameter. Moreover, it is possible to take 
 0 0S  . In fact using for F  the Fourier’s series 
     
0
ij y
j
j
F F e 

  
the solution is 
     
10
j ij y
ij
j
F
S e
e 



    (4.4.25) 
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where  1 2, ,..., Nj j j j . Since F  has  continuous derivatives with respect to each jy , 
     
1
N
j k
k
F j F




      
with 0kj  . On the other hand   1 2
1
1 21 2 sin 2
NN
ij
ke j j

  
  
          for  sufficiently 
small, and therefore 
    
1 2
11 2
NN
j
kij
k
F
j F
e  


 


       
and the series (4.4.25) is absolutely convergent. To show (4.4.24) it is sufficient to take 
     
1 2
0 1
NN
k
j k
C j
 
 
       
 It follows as a corollary that if  ;F x y  is 2 -periodic in 1 2, ,...., Ny y y  with zero mean, 
the difference equation 
           ; ; ;S x y S x y F x y    
can be solved as before and 
      0 0y
CS D F  
 B) We can define a smoothing operation (Moser, 1962; Arnol’d, 1963) on a function of 2N  
variables. It will approximate, in a sense to be specified, functions  ;F x y  with functions 
 ;x y  which have smoother behavior than  ;F x y . It is basically an interpolation through high 
derivatives of F , which leaves invariant (interpolates exactly) a polynomial of a specified degree. 
 Let  ;F x y  be a continuous function in the domain 
     ak k kx b   
     ky   
for 1, 2, ...,k N . The degree of approximation with respect to the two vector variables ,x y  can be 
set independently (in fact, it could be set independently for every one of the 2N components) and 
measured by two parameters ,  1M Q  . The smoothed function  ,M Q F  is defined in the smaller 
domain 
    1 1ak k k k kx bM M        
and we suppose 2 ak kM b   is defined by 
Eng Res, v. 10, n. 2, p. 1-162, March / 2019. doi.org/10.32426/engresv10n2-001 71 
        , ,; .... ..... , ,   M Q M QF x y K x y F d d             
          (4.4.27) 
     ak k k kb     
 The kernel ,M QK  is taken to be 
          , ;M QK x y MK Mx QK Qy   
where  K x  is C   and satisfies 
       0K x     for   1kx    (4.4.28) 
and 
   1 21 2 1   for  0... ... 0  for  0N ikk k N i
k
x x x K x dx
k m


    
     (4.4.29) 
where 0ik   and m  is a fixed number. Thus,  ,M Q F  depends on m  which is chosen to satisfy 
(4.4.13). 
 Condition (4.4.28) shows that ,M QK  is zero for 1ky Q  and 1kx M . Hence the 
integration interval in (4.4.29) can be restricted to an interval contained in ak k kb   since 
k k kx   . Therefore, (4.4.27) can be written, in terms of new variables of obvious significance, 
     , 1,1 v; ... .... ; v  ;   vM Q uF x y K u F x y du dM Q           (4.4.30) 
    1  v 1k ku    
Finally, condition (4.4.29) shows that polynomials  ;mP x y  of maximum degree m  are invariant 
under  , that is 
         , ; ;M Q m mP x y P x y   
Now, “if  ,F x y  is continuous in ak k kx b   in k k kx    one verifies 
     1 1... ..., supn Np p q qq px y Q MD D F CQ M F       
          (4.4.31) 
     ak k kx b   
for all integers 1 1,...., , ,....,N Np p q q  and C  a constant which depends on the kernel   ,K x p   and q. 
Also if  ,F x y , then, in k k kx    one verifies 
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    1 2 1 2.... ...., supN Np p p q q q q pM Q x yF F CQ M D D F           
for 
   1 2 .... Np p q m      and a "k k kx b  .  (4.4.32) 
This can be shown by observing that from (4.4.27) it follows that 
    , ,a sup ..... ;  k k k
q p q p
x y M Q x y M Q
x b
D D F F D D K x y d d   
 
       
    1 1.... ....
a
sup ...... ...N N
k k k
p p q q q p
x y
x b
F Q M D K x dx D K y dy   
 
      
which proves (4.4.31). Next, we develop  ; vF x u M y Q   in Taylor series in the 
neighborhood of v 0u   , up to terms order m , with rest. Since ,M Q  conserves polynomials of 
degree m , only the rest  ; ; ;vmR x y u  of the series will contribute to    , ,M Q M QF F I F   . 
This rest can be estimated by 
   
 
 1 11 1
1
1 1
... ....     ;v
...
.... v ....vsup  ;
N N
N N
N
q pq p
N N p p
m x yp p q q
u
p q m
u u
R N D D F
Q M
    
  
  
where 
    
1/ ,   1/ ,
1, 1.
k k k k
k k
x M y Q
u v
    
 
 
Hence, from (4.4.30) we obtain 
         1 1... ..., ;; sup . ;N Np p q q q pM Q x yu vF x y C Q M D D F          
where 1 2 1 2... ...  andN Np p p q q q m         
    1 1
1
1 1 1,1....
sup ... .... v ....v ;v  vN N
N
q pp p
N N
p q m
C N u u K u du d
  
    
which proves (4.4.32). 
Note. For ak k kx b   we have, with 1 1.... , ..... 0N Np p q q     , 
        * , , 00;  M Q y M QC QS S F x y D F C C F       
and, choosing 1 ,  1Q      , it follows that 
    * 1 0 0  S C CQ F C CQ F      (4.4.33) 
and similarly, 
       *2 2, 0,  M QS S S F x y C CQ F     (4.4.34) 
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It is also possible to show that one can construct a function K(x) with the mentioned properties 
(Moser, 1962). 
Lemma. We now proceed to the evaluation of an iteration stage in the process of reducing a 
mapping to the linear form of Moser’s twist mapping. 
 “Consider the transformation 
      
*
*
;
;
k k k
k k k k
x x g x y
T
y y x f x y
         (4.4.35) 
in 11k k nx M   , satisfying conditions already mentioned 
    01 1f g    
    0m mk kD f D g c   
and such that every closed finite regular surface near the surface  const.     1,2,....,kx k N   and 
its image have at least one point in common. Then, for 0  sufficiently small there exists a 
transformation 
     ;k k kx u     
     v ;k k ky         (4.4.36) 
for 
    
1
1 1 1
k k
nM M M
 

     
such that 
     1 1
1vk ku Q     (4.4.37) 
and the transformation T  takes form 
      * ;k k k       
      * ;k k k k n         (4.4.38) 
where 
     10 0 qk k n          (4.4.39) 
in 
      1k k Q    
and, moreover 
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   1 1... 1 ....N Np p q qp q p qk kD D Q D D M Q M            (4.4.40) 
for 1 1.... ......N Np p q q m      .” 
 In fact, from the above relations, it follows that 
         * *; ; ; ,  vk k k k k ku u g u                  
          * *; v ; v ; ; ;  vk k k k k k k k ku f u                         
or 
           * *; ; ; ; ;  v ;k k k ku u g u                    
          (4.4.41) 
            * *; v ; v ; ; ; ;  v ;k k k k ku f u                       
We now linearize the equations which result from 0k k    by considering , ,  ,  vk k k kf g u  and 
k k   to be of the same order of magnitude, that is,  0  . We shall neglect terms order 2 . 
This way one finds 
          v ; v ; ; ;k k k ku f             
          (4.4.42) 
        ; ; ;k k ku u g          
The second of (4.4.42) can only be solved to our satisfaction, according to the previous lemmas, if 
 ;kg    has zero mean with respect to . And, in any event, the functions kf  and kg  shall need a 
smoothing operation in order to take care of the loss of derivatives. 
 We shall define ,vk ku  as the solutions of the system 
        ; ;k k k ku u g g         
          (4.4.43) 
          v ; v ; ;k k k ku f           
with 0kv  , a bar indicating of the average with respect to the - vector and   is the smoothing 
operator previously defined. 
 The average of the second of the above equations gives 
       0k ku f   
so that, from the first, 
          k k k k ku S g u S g f        (4.4.44) 
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where S  is defined by (4.4.22). From the second of (4.4.43), it follows 
            v k k k k kS u f S S g S f        (4.4.45) 
The Equations (4.4.44) and (4.4.45) define ,vk ku  in the ring 
     
1
1 1
k k
nM M
  

     
It remains to verify (4.4.37), (4.4.39) and (4.4.40). 
a) Making use of (4.4.33) and (4.4.34) and considering (4.4.20), 
    21 0 0v  k k k ku C Q f g     
    2 2 21 1 1  nC Q C Q M       (4.4.46) 
and, in like manner 
    2 12  v  k kD u D C Q M     
    2 12  v  k kD u D C Q M      (4.4.47) 
As we have taken 2 1v   , 
     1vk ku QM  , 
and 1 1
1vk ku Q  , which proves (4.4.37). It also follows that ,vk ku  are defined in the ring 
     
1
1 1 3
k k
nM M M
 

     
provided 
      1 10 4 qM   
and there (4.4.46) is verified. By the Implicit Functions Theorem, the image of  
3k k M    under the mapping (4.4.36), will cover al least the ring  
2k kx M   and, therefore, the inverse transformation is uniquely defined in  
2k kx M   and, in here, it is continuously differentiable if  0M M  is chosen sufficiently 
large. It follows that (4.4.38) is defined and differentiable in 1k kx M   since (4.4.36) maps this 
region into 
    1 1k k k k kx u M QM         
and (4.4.35) into 
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   * 1 2
1 1 1 2
k k k k nx x M QM M M
            
where the inverse of (4.4.38) is uniquely defined. 
b) The estimation of ,  k k   in 1k k M    needs the hypothesis that every closed 
surface near the invariant manifold  const.  1,2,.....,kx k N  , that is, 0k k  , has an 
image 
      * 0 0 ;k k k       
which intercepts 0k k   and, therefore, it is equivalent to suppose that  0 ;k    has at least one 
zero with respect to . Hence 
         0 0 0 0sup ; amplitude  ; 2sup ;k k k kZ               
where  kZ   are convenient functions of  . We shall take 
         ;k kZ g     
From (4.4.41), 
        0 01 ; ; ;2 k k kg            
           * * 0; ; ;  v ;k k k ku u g u g               
and using (4.4.43), (4.4.47) we find 
    2 1 2201 ;2 k k kC Q M         
        1 0 0 01;k k k k ku g x y u       
        0 0;k kv I g x y    
where the norm of the terms in  ;x y  stands for the fact that these functions are defined in the ring 
11 1k k nM M     . 
 Similarly, by subtracting (4.4.42)1 from (4.4.41)2, 
     2 1 22 1 0 00;  vk k k k k kC Q M            
            0 01 0; v ;k k k kf x y u I f x y      
By adding the last two estimates and considering the already established            conditions 
      33 01  k k Cf C M f M    
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      31k Cg M   
together with the hypothesis (4.4.21), i.e., 
  1 1... 1 ...1 1 1 1 1 1.... ...N Nq q p pm mn k n k n n N ND Q f D M g Q M q q p p m                
     1 12 1 34 10 1 q mk k nC Q M Q          (4.4.48) 
On the other hand 
    
2 1 32 1 3 2
4 4
1  2
qvC Q M C M M


      
for M  sufficiently large and 
     2 1 6 33 2v q
     
Also, since it is true that 
       21 1 2m q q v   , 
we have 
      21 1 2 24 1 11 1 2 2
q m q q v
n nC Q M Q
   
    
and from (4.4.48) it follows that 
     20 0 qk k M      
which proves (4.4.39) 
c) In order to prove the last part of the Lemma, let us introduce 
      ,   k k k kx Mx M     
      ,    k k k ky Qy Q     
so that the transformation (4.4.35) can be written 
   
 
 
*'
*'
k
; ,    
y ; ,    
k k k k k
k k k k k
x x g x y g Mg
T Qy x f x y f Qf
M
                
  (4.4.49) 
From (4.4.21) it follows that 
  1
...
1
' ' ' ' 1
1
    
Nq q
p q p q n
x y k x y k n
n
QMD D Qf D D Mg Q
M Q
 



     
 
   1
...
1 1
1
1
N mq q
n n
n
n
M QMQ
M M Q
 
 


         
 
     1 11 1q m vnQ      
On the other hand 
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    1 1 1k k nQf Mg M M      
for 11k k nx M   . Hence, kf   and kg  are defined for every real y   and in the region 
    
1
1k k
n
Mx M
M


     
are bounded by 1 as their derivatives of order m . From the Theorem of the Mean, applied in 
succession to every one of these derivatives up to that order, it follows that 
        5; ;k km mf x y g x y C        
where 5C  is a constant depending only on m. Therefore, the transformation T  (4.4.49) is such that 
    6k k k k km
m
Qx g y x f C
M
          
which we write 
    6mT C   
For the coordinates  transformation (4.4.36) written in the form 
     
;
v ;
k k k
k k k
x u
W
y
  
  
             
we find, analogously, for 1 2 1 2.... .... 2N Np p p q q q m          , 
  2 1 27 1 7 1 1v 4k k nm mu C MQ C M Q Q
         
and, now, the Implicit Functions Theorem implies the existence of the inverse transformation with 
all derivatives up to the thm  order bounded by constants which do not depend on ,Q M  in 
2
k kx M
  . Therefore, 
    12 ,       2
m m
W W     
and the transformation 1W T W   is given in its components by functions whose derivatives up to 
order m  are bounded by a constant 8C  independent of M  and Q . Hence 
 1 1... ...8    N Np p q qp q p qk kD D Q D D M C Q M           
for 1 2 1 2.... ....N Np p p q q q m         in 1k k M   , provided 8Q C , which proves 
(4.4.40). 
        The proof of Lemma at p. 233 now follows from the previous Lemma. In fact, let us define 
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    
*
0
*
;
;
k k k
k k k k
x x g x y
T
y y x f x y
       
in ak k kx b  , and 
  
*
*
k k
k k k
x x
T
y y x
    
 
with 0k kf g    for 0 0T T   . The second Lemma states the existence of a transformation 
 
 
 
1
;
v ;
k k k
k k k
x u
W
y
  
  
    
 
which maps 0T  into 1T  with 
 1 1 01 1  W W    
where, formally, 
 1 0 1.q       
By repeating the reduction process of 0  defined in an ever smaller ring, we find 
  1 1    1,2,3,...n nn nW W n                                             (4.4.50) 
with 
 1 .n qn n       
If  ;   are the coordinates relative to ,n then this is defined in 
 
1
1 1 .k k q
n nM M
 

                                               (4.4.52) 
In view of the second Lemma, the transformation nWof coordinates from the stage 1n to the stage 
n, is such that 
    
1
1 1 .n q
n n
W
Q Q 
    
where I is the identity transformation. Therefore, on the torus , nk k    converges to   which is 
a “rotation” .k k k     The relation between  ;   of n  and  ;x y  of 0  is 
 
 
as a consequence of (4.4.50). The transformation nS  is defined in k k   and maps this ring into 
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the smaller ring 
0
1 .k kx M   If we write nS  in the form 
    
 
 
;
;
n
k k k
n
k k k
x p
y q
  
  
 
 
 
it will suffice to show that ,n nk kp q  and their derivatives converge to functions  kp   and   ,kq   
uniformly. If this is so, the invariant manifold of the Theorem at page 231 (for the specific case 
k kx   and 1  ) is precisely 
    
 
 .
k k k
k k k
x p
y q
 
 
 
 
 
 This is readily verified, by initially observing that 
    
1 1
1n nn n
k k t t
t t t
p q u v
Q 
      
and, for 0Q  sufficiently large, the last term can be made .  For the convergence of the derivatives 
of ,n nk kp q  consider the Jacobian matrix nJ  of nW . Since 
    
,
,
k k k k
kj
j j j j
k k k k
kj
j j j j
x u x u
y v y v
   
   
        
        
 
it follows that 
    .n
u u
J
v v
 
 
             
 
The maximum absolute value of the elements of this matrix, ,nJ   is given, in view of (4.4.52), 
for 1 1 1/ ,k ku v Q   by 
     1 .n
n
J
Q
   
The Jacobian matrix nG  of nS  is now, obviously, the product of the n matrices 1 2, ,..., , . .,nJ J J ie  
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     1 2...n nG J J J  
and, also, the convergence of the derivatives of ,n nk kp q  is equivalent to the convergence of the 
product .nG  But tJ  is majorized by 
    
1 1 .... 1
1 1 .... 11 ,      .. . . .
1 1 .... 1
t
U U
Q
         
 
Hence, it is sufficient to show the convergence of the product 
     
1
1
t t
U
Q


      
which, being commutative, is less or equal to 
    
11
exp exp
tt t t
U U
Q Q
 

   
which is obviously convergent. Also, 
   
1
1 0 0
1
1 9 10exp exp 1 .
n
t t
C C
t t
G U
Q
U
Q Q Q




          
        


 
By choosing 0Q  sufficiently large, 
     nG   
and therefore   1,k ks sp q s    as stated in the Theorem. 
 In order to prove such a Theorem we now have to eliminate the restriction   .k kx x   It is 
sufficient to introduce a change of variable and the proof of the Theorem follows again from the 
second Lemma. In fact, let 
    
 
   
;
;
k k k
k k k k
x x G x y
y y x F x y




      
 
be defined in a .k k kx b   
 Let 
      a ,     .k k k kx y                                    (4.4.53) 
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  becomes now 
     
 
 
;
f ;
k k k
k k k k
g   
    


     
 
since the transformation    ; ;x y    is 1:1 with bounded m derivatives.  
Also 
   
    
      
        
k
f ; ;
g ; ;
             ;
k k
k k
k k
F x
x G x y x
x G x x
   
   
     

   
  
 
and therefore, (4.4.17) and (4.4.18) are satisfied for a 0C conveniently chosen. The ring where T is 
defined contains the ring of width 10 ,  . .,C i e  
        10ak kb C     
with 
        ak k k b     
which results from (4.4.53). 
 The proof of the Theorem for 1s  is done in a similar way by establishing new appropriate 
relations among the parameters , , , , , , ,M Q q s m    (e.g., Moser, 1962, 1966). 
 It is important to note that 
I)  With respect to Kolmogorov’s Theorem, Moser’s Theorem is equivalent but does not 
require analyticity of the Hamiltonian (in the case analyticity of mapping  ). The existence of 
derivatives up to a certain order only is required. This was possible by smoothing out the function 
involved by a convenient operation.  
II) The presence of small divisors in the series, of the form  exp . 1,i j      is 
controlled by estimate of type (4.4.23). 
 
Classical results of Diophantine approximation show that such an estimate, for all integers ,kj  will 
not be satisfied only by a set of values of 1 2, ,..., n    whose measure, with respect to the unit cube 
 0 1 1,2,...,k k n    is  0   and goes to zero with . The possible small values of such 
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denominators are balanced by the fact that the convergence to the transformation   is as fast as 
0.nq  
III) The nondegeneracy condition required by Moser’s Theorem is, as mentioned before, 
the same given by Arnol’d, a less stringent condition than required by Kolmogorov. 
 In fact, since 
    2 2 / ,    0k k k n n         
condition (4.4.16) can be written 
     
1/ 2
1 1
'
nn n
k k k
k k
j j
 
 
        
which is the generalized irrationality condition of Siegel. The condition 
     det 0,k
jx
       
making use of the definition 
      
0
1 1 1 1
0
2 ,..., , ,..., ,kk n n n
n
x x x x x x h
x
   

 

 
and the relations 
     0 0/ ,n
j j n
x
x x x
       
lead to the generalization of (4.3.11), that is, 
    
2 2 2
0 0 0 0
2
1 1 2 1 1
2 2 2
0 0 0 0
2
2 1 2 2 2
22 2
00 0
02
1 2
00 0
1 2
  ...
   ...
0.
  ...
     ...   0
n
n
nn n
n
n
x x x x x x
x x x x x x
xx x x x x
xx x
      
     
      
     

          
 
                    (4.4.54) 
It is also obvious that if  0 1,2,...,k k u    and if the usual non-degeneracy condition of 
Kolmogorov’s Theorem is satisfied, so will (4.4.54). The reverse is satisfied, so will (4.4.54). The 
reverse is not necessarily true. 
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5. Degenerate Systems 
 Here we limit ourselves to some remarks which should allow the proof of a theorem 
equivalent to Arnold’ a  Theorem in the degenerate  case . 
          Let    be the small parameter entering H, the Hamiltonian of the system with           
 In general, however,   is much less than one. We shall  also admit that some 
 0   1,2,..., .k k p n     We shall define, as in Arnold’s  Theorem the “secular” part 1s of    H  
and, from this, being                 
      0 1 1 ,s p       
we define 
     1       1,2,..., ,sk
k
k p
x
    
and 
     0        1, 2,..., .j
j
j p p n
x
      
Hence, the transformation   will be written in the form 
  
   
      
     
 ;                                  1, 2,...,
;           1, 2,...,
x  F ;                     1, 2,...,
k k k
k k k k k
j j j j
x x G x y k n
y y x F x y k p
y y x y j p p n

  
 



  
    
     
    (4.5.1) 
defined in 0 a , a 1,k k k k kx b b      for 1, 2,..., .k n  Under such  conditions, Moser’s Theorem 
should still be valid with the following modifications : 
a) The transformation ( 4.4.l4) has to be substituted by 
   
   
   
' '
' '
      1,2,...,p
           1, 2,...,
k k k k k
k j j j k
y y x y k
y y x y j p p n


 
 
    
      


 
and 0  can again be chosen independently of  . This  is quite important, since is for 0   we  
would have 0 0   and the proof would not hold . 
b) The transformation  0 0       has to be substituted by 
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 
   
   
                                     1,2,...,
                 1, 2,...,
                        1, 2,...,
k k
k k k k
j j j
x x k n
y x y k p
y x y j p p n
 




 
  
    
 
with  
         a .k k kx b     
c) The interval defined by (4.4.l5) must be modified to 
         a k kk k b  
   
and, finally, the condition (4. 4. l6) has to be written 
   
1/ 2
1
1 1 1
2
Np N N
k k k j j N k
k j p
m m j m    
 

  
           
for all integers ,k jm m  not all zero .  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
NOTES 
        The problem of reducing a Hamiltonian system of differential equations or a measure 
preserving mapping in the vicinity of an equilibrium or a fixed point   respectively, are analogous  
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and  present the same kind of difficulties, leading in general to divergence of the asymptotic series 
which represent the transformation. This does not, however, indicate that a normal form does not 
exist, but simply, at most, that such form cannot be obtained by a power series. The basic idea 
behind Birkhoff’s Normalization of a Hamiltonian System is to describe all motions in the 
neighborhood of a point of equilibrium, as a natural extension of Lyapunov’s construction of 
periodic solutions in that neighborhood. 
           Birkkhoff’s basic theorem states that if the characteristic exponents (the normal modes at the 
equilibrium point) are rationally independent, a normal form exists in the formal sense and the 
Hamiltonian can be written as a formal power series in 1 2, ,..., n    where 2 2 ,k k kx y    in some 
convenient coordinates and momenta y and x.  Obviously, as noted before, the ' s  become 
automatically n integrals of motion. In general, they are only formal integrals since the 
transformation from the original form to the normal is done by a formal series, in general divergent. 
In cases of resonance, that is, when rational dependence exists among the normal modes, the 
situation is not changed and, generally, the normal form obtained by Gustavson in l966 is divergent, 
as his numerical experiments also indicate when compared with similar experiments by Hènon and 
Heiles in l964. About the denseness of Hamiltonians for which the reduction to Normal Form can 
be obtained by convergent series, a precise result was obtained by Siegel in l941.  For a system with 
two degrees of freedom, the Taylor expansion of H about an elliptic equilibrium point is 
       2 2 2 3
1
1 ; ...2 k k kk y x y x      
where 
   2
1 2 1 2
1 2 1 2
1 2 1
, 1 2 1 2
,
k kk
n k k k
k k k
c x y c x x y y       
  
 
and, from the convergence of H, one can assume by proper normalization of time and space that 
     1.kc   
Let S be the set of all H of form (A) that satisfy (B). Siegel has shown that the Hamiltonians with 
irrational 1 2/   for which the Birkhoff transformation to Normal Form diverges are dense in S with 
the topology defined by choosing the neighborhoods of prescribed 0kc  as satisfying 0 ,k k kc c     
for all ,k   and a given sequence of , 0.k   The rate of decrease of ,k  with ,k   is arbitrary. 
Therefore a complete knowledge of H is necessary to decide on convergence or divergence, a fact 
which makes the reduction to normal form of very little physical significance when one considers 
error in estimating parameters. A stronger result by Siegel in l954 indicates that cases in which 
convergence of Birkhoff’s Transformation occurs are exceptional, in the sense that they form a set 
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which is the union of at most denumerably many nowhere dense sets.  It is worth mentioning that 
Rüssmann in l964 has shown that if the system of differential equations generated by (A) admits the 
analytic integral 
     2 2 2
1
...k k x
k
G y x

    
with 1 2 2 1 0,      then the Birkhoff Transformation converges. This justifies the fact Integrable 
Hamiltonian systems in the vicinity of an equilibrium point can be defined to be those for which 
Birkhoff’s Transformation converges. Being exceptional, confirms Poincaré’s conjecture, but in a 
very precise sense.  
         The relation between Hamiltonian Systems and measure preserving mappings is easily 
established. Given such a mapping, say M, if 0M  identity, 1 , ,t s t sM M M M M  then  M  can 
be  generated  by  the  solution  of  a  Hamiltonian  system 
       ; , ; ,x yy y x x y x     
that  is, 
   
 
 
0 0
0 0
; ;
; ;
t
y y y x t
M
x x y x t
 
 
In such a case M has an integral, H (y; x), which is invariant with respect to M. Reciprocally, if M 
possesses an integral, then 
   0 1, , t s t sM identity M M M MM    
and, also, M can be reduced to a normal form by a convergent Birkhoff  Transformation. The 
foundations for these results were laid down by Birkhoff in l922. For more details and references, 
Moser’s paper in l961 on the integrability of mappings is suggested. 
 As far as the reduction to normal form of a system 
     f ,            1,2,...,k kx x k n   
in the vicinity of an equilibrium point 0,x  the convergence of a transformation, produced  by  a 
series, can be easily established. 
 If 
     
1
f higher order terms
n
k kx c x

   

 
and the eigenvalues 1 2, ,..., n   of the matrix  kC c  are all distinct, there exists a  constant 
monsingular matrix P such that 
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     1 1 2diag , ,..., nP CP        
and in the neighboirhood of 0,x   we can assume the form 
      .x x x    
If 0k k
k
j      with 2,k k
k
j j   integers, then there exists a transformation 
      x y y   
such that original equation reduces to 
     .y y  
Convergence can be established when Re k  have all the same sign, for in this case one shows that 
the small divisors of the problem, . ., ,k ki e j     are bounded away from  zero. Obviously, the 
above hypotheses cannot be met by a Hamiltonian system. But for nonconservative systems in 
general, Normalization is obviously a simpler affair then the application of Lie Series Methods and 
they both accomplish the same results. 
         A clear connection between reduction to a normal form and stability, is given by the following 
theorem (see Siegel-Moser, l971). Let D be a bounded domain of nC     containing the origin and let 
   1f , ,..., ,nz z z z z  hold in D with f (z) analytic in  D, with  f z analytic in D,  f 0 0 . 
Theorem: “If the solution of     0f , 0 ,z z z z D    lies in D for all t and for all 0 ,z D there exists 
a coordinate transformation   higher order terms,z u      in a neighborhood D’ of 0, ' ,D D  
such that the transformed differential equation has the form ,A   where A is a constant matrix, 
diagonalizable and its eigenvalues have zero real part.” 
  The Moser Theorem on invariant curves is of simpler understanding when    stated for two 
dimensional systems, that is, in a plane. Consider an annulus A given by  1 2 ,A R  where 
2 2.R x y   If  is the polar angle 
     1  .2dx dy dR d  
The Twist Mapping is defined by 
     
 
0
R R
M
R  


   
 
 0M  is obviously area preserving and circles R= constant are invariant under 0.M  
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It is important that the following twist condition be verified,  ' 0, .R R A    The basic properties 
of 0M  are that each circle for which  R is commensurable with 2 , / 2 / ,p q    consists of 
fixed points of .qoM  Each circle for which   is  incommensurable with 2  is densely covered by 
the images of 0qM  of any point of the  circle. Moser considers the perturbed twist mapping 
    
 
   
f , ,
, ,
R R R
M
R g R

   



       
 
where f, g are periodic of period 2  in .   M  is defined in A. The presence of the small parameter 
 is not necessary but there we choose this form for convenience. If M  is area preserving, given 
any rational number p/q between  1 /2   and  2 / 2 ,   these exist 2q fixed points of qM  
satisfying 
     
2
q
q
R R
p  

 
 
for  sufficiently small. Moser’s Theorem deals with the perturbation of those circles .R const  for 
which   / 2R   is irrational, and can be stated as follows (case of “small” perturbation): 
Theorem: “Let  ' 0, ,R R A   and let any curve   surrounding R= l and its image curve 
 M     intersect each other. The functions f, g are assumed to be sufficiently smooth. Then, 
given any number ,  between  1  and  2 , incommensurable  with 2 ,  and  satisfying 
    3/ 22q p C q     
for all  integers , , 0,p q q   there exists a differentiable closed curve 
    
 
 
,
,
R F
G

  
     
 
with F, G of  period 2  in ,  which is invariant under ,M provided  is sufficiently  small. 
Moreover, the image point of a point on  is obtained by replacing by by ."    
            Clearly, if M  is area preserving, if   is a curve surrounding R=1, its image  M   
necessarily intercepts  , for in view of the area preserving condition, it cannot  lie inside or 
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outside  , for M  sufficiently  near 0.M  
           The theorem is readily applicable for a straightforward proof of Arnol’d’s Stability Theorem 
of elliptic equilibrium points of two-dimensional systems. An important application was also 
indicated by kyner in l968, in the problem of motion of a satellite of an oblate planet with 
revolution symmetry. In the same publication of the   AMS, Moser applies his theorem to the 
problem of Adiabatic Invariants, in magnetic fields with closed slowing varying magnetic surfaces. 
For these applications we  suggest  the  original works. 
           From the geometric point of view, kolmogorov’s Theorem takes an interesting aspect. In fact, 
consider a Hamiltonian  ; ;y x   analytic at 0,  for nx D R   and  .m y    Also 
   2 ; ; ; ;y x y x     and    0; ;0 .y x x  Let 0x x D   and define 
      1 2, , ..., nx   
   
for 00, .x x  Suppose further that 0x can be chosen so that at 0, det 0xx  and  moreover the 
 1,2,...,k k n  satisfy the usual irrationality condition. 
 Under the above hypotheses, Kolmogorov’s Theorem is equivalent to state the existence of 
analytic (vector) functions u, v such that 
     
 
 
y u
x c v
 

 
 
 
represent an invariant torus. The motion on the torus is given by ,  where  1 2, ,..., .n     
The reduction of the above problem to a measure preserving mapping is easily accomplished. In 
fact, considering  for  simplicity 2n  , and 
      0 1 2 1 1 2 1 2, , , , ,x x y y x x    
let 1 1 2 2, , , .x r y y x x      Moreover, suppose 0 2/ 0.x    The elimination of t    from the 
differential equations of motion and of  x via  the use of the energy integral,  yields 
    
 
 
/ , , , ,
/ , , , ,
dr F r
d x
d G r
d r x
  
  
     
     
 
where, obviously, F and G have period 2  in .  Moreover, if  0 0,r  are initial conditions 
corresponding to a given value of the energy and to 0,   0 0,0, , ,r x h   the  solution 
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 
 
0 0
0 0
, , ,
, , ,
r
r r r
   
 
 
 
 
for 2 ,   maps the point  0 0,r in the plane 0,  into the point  ,r  in the plane 2 .   
(These planes are normal to the  axis .)  Therefore, the mapping 
    
 
 
0 0
0 0
, , 2 ,
, , 2 ,
r
M
r r r
   
 



    
 
is area preserving because of the Hamiltonian character of system (C) and, for 0,  one easily sees 
that 
    
1
0
2
0
0
2
 M
r r
   


   
 
where 
    0 0 0 01
2 1 2
1/ / ,2 rx x r x
  
          
since x can be eliminated by using the energy integral. Then 0M  is given by 
    
 0 0
0
0
r
M
r r
  

   
 
and for 0,  
    
   
 
0 0 0 0
0 0 0
, ,
, ,
r r
M
r r r
    
 



       
 
Moser’s Theorem on the “small” twist mapping can now be applied by properly restricting the value 
of   1 0,0 a .x r r b     
 A subject very closely related to the type of perturbations methods we have been discussing 
is the concept and utilization of Adiabatic Invariants. Such a field is much too extensive to be 
included in the present lectures, but we wish to mention some of the basic results available in the 
literature. The earliest reference to a properly defined situation is a paper by Andronov and others in 
l928, mentioned by Arnol’d. Classical and extensive works are those of Kasuga in 1961 and kruskal 
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in l961. Arnol’d studied part of the problem in l962 and, quite extensively, again in l963 (Chapter II, 
p. 111-l24). Recent works, related one way or another to the subject, are by Kartsatos (l971), 
Wasow ( l971)  and Hallam  (l972) . 
           The term “Adiabatic” has the classical meaning, common in thermodynamics, of a very slow 
change of the parameters which specify the physical configuration of a system. Consider a 
dynamical system corresponding to a Hamiltonian 
      ; ;y x    
where t  and  is a small parameter. We have the following definition. 
 
          “A function  ; ;y x  is called an Adiabatic Invariant of the above system if, for any 0  , it 
is possible to find an 0 0  such that when 00 then for all t in the interval 0 1 / ,t    one 
verifies 
   0 ."t      
We have set       ; ;t y t x t t    and    ,y t x t are integral curves of the system generated by H 
above. 
 Clearly, any integral is an adiabatic invariant, in fact, a perpetual invariant. The most typical 
example in systems with one degree of freedom is the following, and is clearly suggested by 
Quantum Mechanics. Consider  , , ,y x   and  for .,const   the equation 
   0 0, , . , ,y x const E y x    is an instantaneous configuration of the energy level lines in the 
 ,y x  plane. We assume that for values of  and E in some range, these lines form closed 
trajectories. In this case they enclose a certain domain, the area of which we write  0 02  , ,y x  , 
where  0 0,y x is any point of the  corresponding trajectory. Then one can show that I is an adiabatic 
invariant, in the above sense. For instance, consider a simple pendulum with slowly varying length, 
that is, the Hamiltonian is 
     2 2 21 12 2x y    
where   0    for  all .t   Then, 
     2 21 1 .2 2x y 
     
         Although in a finite time  t  may vary little, it may have large (even secular) variation over a 
long period of time. Nevertheless, it has been shown (see Arnol’d, l963, Chapter II, § 2) that: 
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                “For a slow periodic variation of the Hamiltonian  , ,y x   of a nonlinear oscillating 
system with one degree of freedom, an adiabatic invariant is perpetually conserved. That is, for any 
0   it is possible to find an  0 0   such that for                  it follows that 0   it follows 
that    0t t     for all t finite.” 
 This important fact is a result of the nonlinearity of the system, that is, the property of the 
frequency being amplitude dependent. The same result cannot be obtained in a linear system due to 
its classical instability at resonance. 
             In order to show the strong connection between Adiabatic Invariants and Formal Integrals 
produced by asymptotic perturbation methods, we consider a system, with one degree of freedom, 
defined by 
      , , , , 2 ,  .y x y x t        
For const.,  the system is autonomous and directly integrable. In terms of the    action-angle 
variables  , defined by the Hamilton-Jacobi generator  , , ,S S y   we have 
     ,   S Sx
y
     
where 
       , , , , .
h
S y x h y dy     
The above integral is computed along the closed trajectory defined by 
      0 ,h    
where the function 0h  is the inverse of 
       1, , ,  2 hh x h y dy      
and  , ,x h y   is obtained from 
      , , .y x h   
For a modern and clear exposition of the action-angle treatment we suggest the book of Meirovitch 
(l970, Clapter 9). 
 The quantity I is obviously a constant and the angle  , on  the  circle const.,   varies 
uniformly 
       0, .         
Up to now we have considered  to be constant.  If now  varies with time, ,t  the above 
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description is only an approximation (adiabatic) during 1/ .t   
In general, however, we can write 
         0 1, , , , ,           
where, since the transformation    , ,y x    is canonical but time dependent explicitly through 
, 
      1 1 , , .S  
      
The last is a single-valued function of   and ,  with period 2 with respect to both. The 
classical picture of the situation in the phase-space  , ,y x   is the following. One identifies points 
with coordinates , 2    and , 2 .    The equation Ι=const.  determines a two-dimensional 
torus, with angular coordinates  and . If 0, the phase point moves along lines const.   with 
angular motion  , .  For 0,  a slow motion  t   takes place normally to the 
aforementioned, on the torus,  and one has two frequencies . However, in the adiabatic 
approximation, the phase point remains on the invariant torus defined by constant.  The true 
motion is close to the adiabatic approximation for 1/ .t   
If  the  system  is  nonlinear, the adiabatic approximation  is  valid  for  all  times .   
This is actually contained in kolmogorov’s theorem. 
                  The mean frequency is defined by 
       2 001 ,  2
dd
d
   
      
Where 
      20 001 ,  .2 d
       
The nonlinear character is give by the (non- degeneracy) condition 
     
2
0
2
d d
d d
    0. 
This condition implies the perpetual adiabatic invariance of I, that is, one can find invariant tori for 
the system corresponding to a variable ,  and they are close to the const.   tori for  sufficiently 
small and all times. More precisely one can assert the following 
 1. “For any 0   it is possible to find 0 0  such that if 0   then any point  0 0 0, ,y x   
lies between two invariant tori 1 2,   where 
       1 1 1 2 2 2, , , , ,y x y x       
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provided  1 1 1 1, ,y x    and  2 2 2 2, , ."y x     
 2. “Consider the Hamiltonian 
        0 1, , , , ,           
such that 0 /   2 00,  0 and   is analytic for 0 .   For every 0   it is possible to 
find 0 0  such that if 0   and  0 0 ,t       then for all t finite    0 ."t t      
 By means of a Transformation Lemma, the Hamiltonian H is brought to the form 
        20 1, , , , ...K q p K p K q p     
where    is the new independent variable and q is essentially  (see Arnol’d, 1963, pp. 116-
118). To the above Hamiltonian one can apply Kolmogorov’s Theorem and the perpetual invariance 
of I follows. 
 Adiabatic invariance in systems with two degrees of freedom is also studied by Arnol’d 
(1963, Chapter 2, § 3) and applied to the classical problem of Magnetic Traps. The result is that 
charged particles (say electrons) spiraling around magnetic field lines are trapped by the magnetic 
field, if it varies slowly or if the velocity of the particles is small. The basic Lemma put forth by 
Arnol’d to prove such a result is the following: 
 “Given the Hamiltonian  '2 2 1 2, , ,y y x x  where '1 1,y y  analytic, suppose that for fixed 
values of  '1 1,y x  is defines an oscillatory system with action  '1 1, ,P y x h  and angle 
 '1 2 1 2, , , .y y x x  Then there exists an analytic transformation giving  '1 2 1 2, , ,y y x x   in terms of the 
new variables  , , ,yy p p  such that: 
a) The function  '1 2 1 2, , ,y y x x  have period 2 with respect to   and as 0  one has 
'
1 1, ,  ,  .yy y P x P P     
b) Along the solution of the system generated by H, the following canonical equations 
generated by  , , ,yy P h  are satisfied 
     ,     ,y
y
dP dy
d y d P 
      
where h is a parameter (the energy integral H = h). 
 c) I has the form ,P  where 
       0 1, , , , , ...y yP P y h P y h      
is an analytic function with period 2  with respect to ,  and 
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From the previous study of one-dimiensional systems, it follows the perpetual adiabatic invariance 
of P and 1.x  The various stages of reduction to a Hamiltonian of the above type, which itself turns 
to be an adiabatic invariant, can be a perturbation technique in nonlinear systems. 
 In 1966, Contopoulos has compared perturbation techniques leading to a Third Integral 
(constructed by means of successive approximation to the Poisson’s Parenthesis condition) and an 
Adiabatic Invariant constructed for the system generated by 
    2 2 2 2 2 2 21 2 1 1 2 2 1 2 0 11 sin ,2 x x y y y y t            
that is, 
    ,     .
k kk x k y
y x    
The work, beside analytic developments of great interest, contains a numerical check of the results. 
The main conclusions are that, if no resonance exists among the frequencies 1 2, ,   then both 
methods give approximately equal good results. Nevertheless, if 1  and 2  are close to be 
commensurable, the adiabatic invariant degenerates quite rapidly (in time) and ceases to be valid at 
exact commensurability. In this case, on the other hand, a proper modification of the Third Integral 
can be found which holds good. As Contopoulos says, the non-validity of an adiabatic invariant at 
resonance was known in pioneer works, as referenced by Somerfield, but it is seldom mentioned in 
modern literature. 
 We conclude these notes by mentioning that the present chapter falls short on the theory of 
existence of invariant manifolds of perturbed systems, along the lines defined by early works of 
Levinson (1950), Diliberto (1956), Kyner (1958) and Lound (1959). The description of such work, 
however, would be a repetition of the very extensive and master paper by Hale in 1960. The basic 
idea is to consider the autonomous system 
       1 2f ,        , ,..., ,nx x x x x x   
with a periodic solution 
        0 0 0 .x p t p t    
In the n-dimensional space  ,x   the cylinder  0x p   is an invariant surface, that is, every 
solution which belongs to the cylinder at a certain time it will remain on it for all times. 
 Considering the perturbed system 
        f , , ,x x g x t    
where    , , , , ,g x t g x t   it can be shown that if f(x) and  , ,g x t   are at least 3C  there 
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exists for sufficiently small  a surface   1, ,x p t C    in the (x;t) space, lying near the cylinder 
 0 ,x p   which is an invariant surface of the perturbed system. One also verifies that  , ,p t    
has period T with respect to t and 0  with respect to ,  and    0, ,0 .p t p   
 The expansion of the above results to almost periodic (in t) functions  , ,g x t   is described 
by Hale in 1960. The result is analogous, with the remark that  , ,p t    is also almost periodic in 
t. In 1966, Pliss has given conditions for the existence of invariant manifolds independent of the 
concept of perturbation, that is, for systems of the form 
       , , ,         , ,x x y t y Y x y t    
where x, y are n-dimensional vectors. The basic assumptions are 1,Y C   in some domain 
 ,nx R y K   and ,Y  have period T in t. The proof makes use of a reduction of the problem to 
a contraction mapping and then to the existence of a fixed point. This same line of reasoning is 
extensively explored by Kartsatos in 1972. In this paper, many pertinent interesting references can 
be found, but their discussion will not be undertaken here. 
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CHAPTER V 
 
RESONANCE 
 
1. Introduction 
 The earliest verion of the problem along the lines to be described here is found  in Bohlin’s 
works (Poincaré, 1898, Vol. II), in von Zeipel’s (1911) monograph on the theory of motion of 
asteroids and in Whittaker’s problem of series solutions and adelphic integrals (1927), all of them 
directly or indirectly dealing with problems of celestial mechanics. In the theory of nonlinear and 
linear oscillations, the problem has been dealt with initially and studied by Lyapunov (1966), 
Bogoliubov (1945), Mitropolski (1962) and Krylov (1934). Modern literature, that is, after the 
middle of the century is plentiful of works on resonance, generalizations and many different 
definitions and approaches. 
 Although it is a subject of general knowledge, its proper definition depends today very 
strongly on the particular taste of the author and on his field of research. We do not escape from 
such a bias, though we try to pose the problem in terms general enough to make their application as 
wide as possible. 
 The physical assumption is that we are given a differential system describing the behavior of 
a mechanism, either mechanic or electric. The mechanism is an oscillator in the sense that it can be 
described by a well defined set of action and angle variables. In the general case, the angle variables 
have time frequencies rationally independent, while rational dependence is an exceptional but 
possible case. We assume, therefore, that an oscillator has a discrete spectrum of frequencies and 
that it is band limited. These are basic assumptions. 
 Typically, the problem we are interested in, is related to the behavior of an oscillator when 
small changes in its structure are introduced and/or external factors (or perturbations) are acting on 
the system. Such changes and perturbations produce effects which are drastically connected with 
the frequencies of the oscillator. If this moves in resonance (periodic solution), that is, there exists at 
least an integer linear combination of the frequencies which is zero, what is the effect of a small 
disturbance (internal or external) in the system. Or, if an external action is an oscillator itself with 
frequencies which are rational with the frequencies of the system, what is the resulting motion. 
Classically, a harmonic oscillator (linear) subjected to a forcing action in resonance with the 
oscillator, will increase its amplitude with no bound. But in natural problems this is basically 
impossible since there exists no purely linear system, nor dissipative forces can be completely 
eliminated, or else, the system breaks down when the amplitude of oscillation reaches a value 
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sufficient to destroy the system. 
 For a linear oscillator the frequency does not depend on the corresponding amplitude while 
the amplitude factor goes to infinity at exact resonance. For a nonlinear oscillator the frequency 
depends on the corresponding amplitude (and vice versa) so that, as the amplitude changes, the 
oscillator is driven away from resonant conditions. Nevertheless, when two nonlinear oscillators are 
in resonance, it is a common phenomenon that the resulting system is stationary with bounded 
amplitudes and fixed resonances. The oscillators are “locked in resonance”. Such a situation is 
generally stable, in the sense that small changes in the configuration will produce oscillations about 
the stationary situation. Asymptotic stability can only occur in the presence of dissipative forces, but 
never in conservative systems, of course. 
 A typical problem taken as an example to illustrated resonance, much to the taste of authors 
working in celestial mechanics, is the simple pendulum. It was used intensively by Brown (1932) 
and, in a more sophisticated way, recently by Kyner (1967). 
 We shall not, here, follow this example again, but rather will approach the problem from a 
more general point of view. 
 In any event, it is quite important to realize that the behavior of a system under perturbations 
and resonance conditions can only be fully understood if the singular points of the associated 
differential equations are known and their character quite well specified. For systems with one 
degree of freedom this is generally an easy task and the characterization of the singular points 
(Fuchsian Theory) is well-known. For systems with two degrees of freedom such characterization 
has been generalized (Nemytskii, 1967) but the geometric visualization becomes practically 
impossible. Moreover, much of the geometric theory available for systems with one degree of 
freedom (e.g., the Birkhoff’s Fixed Point Theorem, the Theorem of Bedixon-Poincaré, the theory of 
Limit Cycles, and similar geometric problems) is not generalizable to systems with two or more 
degrees of freedom. 
 Most of the description we shall give to problems of resonance, in nonlinear system, is 
simply heuristic, except for few exceptional cases. The final outcome will, in most cases, be in the 
form of a generalized Bohlin’s equation, to which we arrive by applying a principle generally called 
of minimum energy or conservation of stable stationary solutions. Historically, we wish to mention 
an interesting paper by Baker (1915) who encountered the problem of resonance (small divisors) in 
problems of celestial mechanics and made quite an interesting discussion of the overall situation. 
Much physical and mathematical hint can be drawn from that work. Modernly, the question has 
been tackled by many and one of the best reseaches still remains the work by Arnold (1963). The 
problem cannot, moreover, be disconnected from the question of structural stability, but for systems 
with more than two degrees of freedom, even the results on this field are very scarce (Peixoto, 
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1967). The known results shed some light on the theory of perturbations: Hamiltonian systems 
(time independent) can be approximated by a structurally stable system. In other words, given a 
conservative system, one can find another system which is “very close” to the given one and which 
is structurally stable (“very close” in the 1C  sense). In this respect we mention again the potential 
consequences of the fact that any system of ordinary differential equations, reducible to normal 
form, can be written in Hamiltonian form (Chapter 2). In our opinion such a possibility should be 
explored in all aspects due to the special characteristics of a Hamiltonian system, and especially in 
regard to the properties of the pertinent invariant manifolds. 
 
 
2. Motion in the Neighborhood of an Equilibrium Point 
 In this section we give a short resume of the problem, its solution in terms formal series and 
the approach necessary when the normal modes of oscillations are linearly independent over the set 
of integers (Chapter 3). 
 Consider the Hamiltonian  xyH ;  to be analytic in a certain domain D of the phase space 
and the pertinent equations of motion 
     TxHy   
     TyHx       (5.2.1) 
where yx,  are n-vectors. We also admit the existence of an isolated stationary solution in D, 
corresponding to  00;yx , that is 
     000  yx HH     (5.2.2) 
while we suppose the matrix 
xy
H


 
2
 not to be singular at 00  , yyxx  . It follows, of course, that 
such a point is a maximum or a minimum for H which implies that the quadratic part of the Taylor 
series of H about that point can be reduced to a normal form, or, that is the same, the corresponding 
equations are those of n uncoupled oscillators. We shall assume  00,yx  to be a point of minimum 
so that the above mentioned reduction can be achieved by means of real transformations. Let 0  
be given. In correspondence one can find an 0  such that for 
      0000   , yyxx  
with   Dyx   ; 00  , one has, for all times 
      00   , yyxx  
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where  yx ;  is the solution of (5.2.1) corresponding to the initial conditions  00;yx . Let us, 
therefore, define 0yyq   and 0xxp   so that one can assume qp,  to be bounded for all times. 
Taking  pq ,  as new variables and expanding  pxqyH  00  ;  in Taylor series, in view of the 
hypotheses, and dropping constants, one gets 
    .....32  HHH      (5.2.3) 
where  pqHk ;  is a homogeneous polynomial of degree k in the components of pq, . Series (5.2.3) 
is absolutely convergent. In particular, we have 
    CppBpqAqqH TTT 2
1
2
1
2     (5.2.4) 
where CCAA TT    , , and, evidently, 2H  is by hypothesis, a positive definite quadratic form, 
reducible by a linear symplectic real transformation to the normal form 
      22 21 DH TT      (5.2.5) 
where  222212 ,......,, diag nD  , the  njj ,......,2,1  2   are the eigenvalues of the problem, and 
the Jacobian J of the linear transformation 
         ,, pq  
that is 
        J
pq 

,
,  
is constant, real and symplectic (Siegel, 1956). The relation (5.2.5) is equivalently written 
     


n
k
kkkH
1
222
2 2
1   
so that 2H  generates n uncoupled harmonic oscillators, representing the limit motion around the 
equilibrium point when the amplitude of oscillation tends to zero. Applying the transformation 
    ,, pq  to the full Hamiltonian, one finds 
     .....21 432  HHDH TT   
where kH  are homogeneous polynomials of degree k in the components of   ,  and the 
equations can be written 
       ,2  DH  
       , H     (5.2.6) 
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where   and   are series of homogeneous polynomials in the components of  ,  of minimum 
degree equal to 2. It is also true that, for all t, writing .....432  HHHH , each kH  will be 
bounded by a quantity  k0 . The same observation applies to the series   and  , and, evidently, 
(5.2.6) have unique solution in D. 
 We now introduce the homogeneous completely canonical transformation 
     22221 kkkkkx    
    0        ,  2tan  kkkky     (5.2.7) 
or 
      kkkk yx cos2 21   
      kkkk yx sin  2 21       (5.2.8) 
It follows that, since kk    ,  are bounded by some quantity  0  and all the  nkk ,......,2,1    
are positive and finite, then kx  is bounded by some quantity  20  and 2ky  necessarily. 
Therefore, ky  is completely defined by (5.2.7) through the value of its tangent. 
 With the above transformation the Hamiltonian takes the form (Whittaker, 1937) 
   ........... 432211  HHxxxH nn   (5.2.9) 
where kH  has a finite number of terms corresponding to a trigonometric polynomial of maximum 
degree k in the y variables, that is 
     
v
nn
m
n
mmvm
k
m
k yvyvyvixxxAH n ..... exp  ...... 221121, 21  (5.2.10) 
    kmmm n 2
1.....21   
     kk mv 2      (5.2.11) 
    kvvv n  .....21  
The relations (5.2.11) are called the D’Alembert Characteristics of kH  (or H). The km  are positive 
half integers and the kv  are integers. Since  20kx , it follows that  kkH 0 , ,.....4,3k . The 
integration of the system defined by the Hamiltonian (5.2.10) is now reduced to the perturbation of 
the solution 
     .0 constxx kk   
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     0kkn yty       (5.2.12) 
corresponding to nnxxxHH   .....22112 . In fact, (5.2.12) represent infinitesimal 
oscillations in the neighborhood of the stable equilibrium point  00,yx , which, in the new system 
of variables, corresponds to 0 yx . 
 It is initially evident that H is degenerate in the sense that the matrix 

 

ji xx
H 2
2
 is singular. 
On the other hand, 3H  cannot contain secular terms (terms independent of the jy  variables) since it 
is an odd function of the vector y and periodic or period 2  in each component of this vector. It is 
also very important to remember that every kH  is a collection of a finite number of terms (k 
finite). The number of such terms increases with k according to the conditions (5.2.11). The form of 
2H  is such that none of the theorem’s discussed in Chapter 3 are applicable to the case. Nonetheless 
we can show, to begin with, that there exist, in any event, a formal series which normalizes H, that 
is, reduces it to the form 
       0;XKH   
where all angle variables are ignorable. In fact, we will show that a transformation exists, defined 
by a finite number of trigonometric polynomials of the same from that H, such that the above 
normalization can be achieved to any degree of approximation , although the limiting situation 
might lead to a divergent series. In a different problem, such reduction has been indicated by Deprit 
(1970) making use of Lie’s series. We shall, at present, use the von Zeipel type approach, which, in 
fact, has been shown to be equivalent, in the sense discussed in Chapter 2. 
 
 
3. Solution by Formal Series 
 Initially, let us consider the case where n ,....,, 21  are linearly independent over the 
integers, i.e., the condition 
    0....2211  nnjjj  ,    (5.3.1) 
where njjj ,.....,, 21  are integers, is satisfied if and only if all sj '  are zero. It implies also that none 
of the s'  can be zero, or, in other words, none of the variables are ignorable. But this is a direct 
consequence of the assumption that the equilibrium point is stable. 
 The von Zeipel’s procedure cannot be used directly, without some previous considerations 
and extreme care on the definition of the order of a term. In fact, the Hamiltonian is 
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    .....43
1
 

HHxH
n
k
kk     (5.3.2) 
where  ppH 0  as a consequence that the degree of pH  in terms of nxxx ,.....,, 21  is 2p  and 
 20jx . It follows that differentiation with respect to an x variable will lower the order of a term 
by a factor 2, so that, for example 
      pppp
xxx
yxH
nppp
k
p
n

 ....,...
,
21
121 21
, 
is  pk 20  . In the equations resulting from the generalized Hamilton-Jacobi equation, we shall, 
nevertheless, never have a term of negative order in  . The generating function of the canonical 
transformation    YXyx ,,   is chosen to be 
       ...;; 43  yXSyXSyXS T     (5.3.3) 
so that 
   ...43  kkk yykyk SSXSX     (5.3.4) 
and the normalized Hamiltonian is 
         ......43  XKXKXXK kk    (5.3.5) 
All series involved are, at this stage, purely formal, with the exception of (5.3.2) which is uniformly 
convergent. Inserting (5.3.4) into (5.3.2) and expanding in Taylor’s series, the first few 
approximations are given by 
       XKyXH
y
S
k k
k 33
3 ; 
    (5.3.6) 
        XKyXH
y
S
X
yXH
y
S
kk kk k
k 44
334 ;  ; 



   (5.3.7) 
       j jkjkkkk kk kk y
S
y
S
XX
yXH
y
S
X
yXH
y
S 333
2
435     ;2
1  ;  
         XKyXH
y
S
X
yXH
kk
55
34 ;  ; 


   (5.3.8) 
In the event of non-resonance, the formal solution presents no problems in general. In fact, since 
        
p
p
v
n
p
n
ppv
pp yvyvyviXAyXH .....  exp  ; 2211   (5.3.9) 
where  pnpp vvv ,.....,1  and  XA pvp  is a homogeneous function in nXXX ,.....,, 21  of degree 2p , it 
follows that, for example 
     XAXK 033   
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        
p
p
v
nn
v
p vvviXAS
13
2
3
21
3
13 .....    (5.3.10) 
       0;......   exp 33131 XFyvyvi nn   
where  0;3 XF  is an arbitrary function of X . It can be set equal to zero without affecting higher 
order approximations, since the functions ,....., 43 SS  appear only as derivatives with respect to the y 
variables. The equation of any order of approximation is of the same kind and solved in a similar 
way. 
 Now, let us consider the case in which there is one (and only one) set of integers 
(irreducible) njjj ,.....,, 21 , not all zero, such that (5.3.1) is satisfied. In such case, it is possible that 
some of the divisors present in (5.3.10) are zero, that is, some  33231 ,.....,, nvvv  is a multiple of the set 
 njjj ,....,, 21 . This does not necessarily happen in a finite number of approximations since pH  has 
a finite number of terms, for p  finite. Nevertheless, it is clear that as p  increases the 
denominators in question may become arbitrarily small. For rationally independent s' , 
convergence may possibly by achieved by considering lower bounds already discussed in Chapter 3 
and 4. In fact, Whittaker (1960) mentions the case that the series 
      


 1
21
1 n
nm
m nm
qq
  
where 1 , 21 qq  and   is an irrational number of order 2 , do actually converge. For 
rationally dependent s' , sooner or later a zero divisor will appear and therefore the method, as is, 
cannot be used. 
 In the case where 3H  contains no terms nnyvyv 3131 .....  such that 0.... 3131  nnvv  , all 
angular variables can still be eliminated by observing that in this case one can write 3S  as in 
(5.3.10) with the exception that the arbitrary function can now include the y-variables in the critical 
combination nnyjyjyj  ...2211 , that is 
     nnyjyjyjXFF  ...; 221133    (5.3.11) 
 An arbitrary function of such critical argument will not have any effect on (5.3.6) as it is 
easily verified. The arbitrary function is now used to cancel any term containing the critical 
argument (or a multiple) in the next approximations. Here, the important role played by the next to 
the quadratic form in the transformation involved in Birkhoff’s fixed point theorem, is also felt with 
respect to the Hamiltonian. 
 In fact, one assumes 
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          

  yjiXByjXF TT     exp  ; 33   (5.3.12) 
where   is an integer taking values to be determined in the next stage of approximation, and 
 XB3  are functions of nXXX ,...,, 21  homogeneous of degree 23 . 
 By defining 
         yXHXHyXH ps ;; 333     (5.3.13) 
it follows that 
         
1
3
43






 
k k
s
k X
XHjXAiXB     (5.3.14) 
where  XA4  are the coefficients of the critical arguments  yjT   in 4H . It is seen that extra 
trouble is possible in the vicinity and at points XX   such that 
       03 

 XX
k k
s
k X
XHj    (5.3.15) 
but this, in general, will not be the case. The solution proceeds the same way to every stage by 
introducing an arbitrary function  yjXF Tp ;  into  yXSp ; , to be determined at the next stage. It is 
also possible that the “secular” part of 3H  or some other approximation be zero. In this case one is 
forced to introduce the secular part of a higher approximation, thus introducing an amplification of 
the size of the corresponding terms of the series, which nevertheless can be in many instances 
acceptable. If 03 sH , displacing sH4  one would get, instead of (5.3.14), 
         
1
4
43
1 





 
k
s
k
k X
XHjXAXB    
so that actually  XB3  is a second order quantity. Such cases and the case where 3H  contains 
critical arguments are nevertheless best dealt with by the following procedure which reduces the 
system to one having a single degree of freedom, and where the only angular variable appearing is 
the critical argument. Therefore, formally, the system is reduced to a quadrature. 
 In the above mentioned situation, consider initially a canonical transformation to new 
variables  yx ; , 
     1,....,2,1   nkyy kk  
    nnn yjyjyjy  ....2211  
     1,....,2,1    nkxjxx nkkk    (5.3.16) 
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     0    nnnn jxjx  
 In terms of these new variables, the Hamiltonian becomes 
     

  ....    exp  ... 4*33112211 HHyixAxxxH nnn  
where *3H  is free from terms containing the critical argument ny  alone. Under this new form the 
system is highly degenerate and, unless all  xA 3  are identically zero and *3H  has a non-zero 
secular part, one can only eliminate the angles 121 ,....,,  nyyy , that is, those corresponding to the 
momenta present in the linear part of H. We now eliminate the primes and write H in the new form 
    

  nnn yiXAxxxH    exp  ...... 3112211  
        ....;; 4*3  yxHyxH     (5.3.17) 
where *3H  can be written as 
        
v
nn
v yvyvyvixAH ....  exp  22113*3  
where 121 ,.....,, nvvv  are not simultaneously zero if 0nv . Therefore, in view of the hypotheses of 
a unique set of integers not all zero, satisfying (5.3.1), the condition 
    0...2211  nnvvv   
cannot be verified by any set  nvvvv ,...,, 21  in *3H . 
 Now, one only requires that a new Hamiltonian K be found in terms of new coordinates 
 YX ; , such that 
      ....; 432  KKKYXKK n , 
a formal series in general, so that 121 ,.....,, nXXX  are constant and the system has a single degree 
of freedom. The generating function is again defined by a formal series 
        .....;; 43  yXSyXSyXS T  
and the transformation relevant to the solution are 
    ....43 


kk
kk y
S
y
SXx  
    .....  43 



nn
nn X
S
X
SyY  
which give, as always, 1122112 ....  nn XXXK  . One considers the Taylor’s expansion of 
the generalized Hamilton-Jacobi equation 
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       .....;....; 33 nnT XSyXKyySXH  
      
k
nkk YXKX ....;3  
Taking into account a decrease in order by a factor 2 with every derivative with respect to X, the 
first few approximations are given by 
    


1
1
33
3 ;;
n
k
n
k
k yXKyXHy
S , 
         

 k nn
n
n
kk
n
k k
k X
S
y
yXKyXKyXH
y
S
X
yXH
y
S 33
44
33
1
1
4 ;;;; , 
      

 k j jkjkkkk
n
k k
k y
S
y
S
XX
yXH
y
S
X
yXH
y
S 333
2
43
1
1
5 ;
2
1;  
           k nn nnkk X
S
y
yXKyXKyXH
y
S
X
yXH 43
55
34 ;;;,  
     
nn
n
nn
n
X
S
y
yXK
X
S
y
yXK










 34
2
3
2
3
2 ;;
2
1 , 
and so on. At every stage, the equation can evidently be written as 
         nnn
k k
k yXKyiXAyXHy
S ;  exp  ;
1
1
*







  
 

 (5.3.18) 
where *H  has the properties described previously for *3H  in (5.3.17). We shall define 
          





  nsn yiXAXHyXK    exp  ; *   (5.3.19) 
where 
         yXHXHyXH pS ;; ***    
and, being S  defined by 
       0;1
1
* 


n
k
p
k
k yXHy
S

 , 
no zero divisors will be present, because of the choice of *H . This partial normalization can be 
achieved up to any order of approximation, so that, by eventually setting a bound in time, we can 
write the new Hamiltonian as 
         


1
1
1
43 0;.....;;
n
k
nnnkk XYXKYXKYXKXK

  
and, “within  10 X ”, the system is integrable by quadrature. 
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4. Equivalence with the Problem of Perturbation of a Linear System 
 The relation between the previous sections and the classical problem of perturbations of a 
linear autonomous system studied by Cesari (1940), Hale (1954) and several others is easily 
established. In fact, consider (5.2.6) written in the form 
    
T
H
I
I
I
D

























,  0
0  0
0 2

   (5.4.1) 
where ....43  HHH . Let us introduce the linear transformations 
    








 


  1
1
IiD
IiD
z     (5.4.2) 
or, its inverse, 
    z
II
iDiD     2
1










     (5.4.3) 
where z  is a n2 -vector. It follows that z  satisfies the equation 
 
T
z
H
D
D
I
I
iz
iD
iD
z 
















 

  0
0  0
0  2  0
0
1
1 , 
or 
     zfziz kkkk    
     zfziz knknkkn        (5.4.4) 
      for nk ,......,2,1 , 
where 
     
knk
k z
Hif

 
2  
     
kk
kn z
Hif 
 
2     (5.4.5) 
It might be worth noting that (5.4.4) can also be written 
     
knk
k z
Hiz


~
  2  
     
kk
kn z
Hiz 

~
  2     (5.4.6) 
for nk ,.....,2,1 , and where 
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       HzzH knkk221~   
In any event, the equation of the fundamental system of solutions of (5.4.4) can be written 
      ZAZZ      (5.4.7) 
where  Z  is a matrix whose elements are series of homogeneous functions beginning with 
degree 23 . In our current notation 
     ......43   
We can now express the averaging method given in the previous section in terms of the following 
process of successive approximations. Let B be a constant diagonal matrix with unknown elements 
 nkk 2,.....,2,1     . We can actually assume 
    niiiiidiagB   ,....,,,.....,, 2121  
where the constants n ,....,, 21  are unknown and to be determined as the result of an averaging 
method. Let us define the auxiliary equation 
      ZGBZZ      (5.4.8) 
where 
         ZBAZZG      (5.4.9) 
We observe that for   0ZG , the solution of (5.4.8) is 
       CeZ Bt0      (5.4.10) 
where C is a constant matrix which we can take equal to unity. 
 Let us introduce the transformation 
     YeZ Bt  
so that (5.4.8) changes to 
      YeGeY BtBt     (5.4.11) 
and   .0 constY   is the zero-the approximation. The integral of 
       0 YeGe BtBt  
will not, in general, be free from secular terms but will contain such terms and a quasi-periodic 
function of t ( n ,....,, 21  supposed to be linearly independent over the integers). Thus, we define 
the averaging operation 
         TT dttMTtMP 01lim  
so that the matrix 
            tMPJtMPtM   
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is quasi-periodic or, exceptionally, periodic. We thus define 
          01 YeGePJY BtBt  
which, upon integration, yields a quasi-periodic matrix. In general, we define the process of 
successive approximation and average by 
             t mBBm dYeGePJYY    10  
Reverting to the Z matrix we obtain 
                  t mmBBtBtm dZBAZePJeYeZ    110  
If the process converges, the sequence  mZ  will have a limit Z satisfying the integral equation 
            t BBtBt dZBAZePJeYeZ    0  
By differentiation 
             ZBAZePJeYeZBYBeZ BtBtBtBt  00  
or 
            ZBAZePeZZAZ BtBt    
which is the solution of (5.4.7) if and only if 
          0 ZBAZeP Bt  
or 
             T BtT dttZBAtZeT 0 01lim   (5.4.13) 
The method of successive approximations defined by (5.4.12) has not been shown to converge or 
diverge. The convergence theorem proved by Cesari (1940) and Hale (1954) in more general terms, 
for the definition of a periodic solution is not easily generalizable to this case since the contraction 
principle which would allow the application of Banach’s fixed point theorem is clearly not valid. In 
fact, the completeness of the space of all quasi-periodic functions is not verified. A direct proof like 
the one given by Cesari (1940) seems more likely to apply in this case. It is our conjecture that the 
method converges for at least a set of frequencies n ,.....,, 21  satisfying a convenient irrationality 
condition and, probably, excluding some finite number of relations among the k  which would lead 
to the classical problem of parametric instability (Moser, 1958; Gelfand and Lidskii, 1958; 
Giacaglia, 1971). 
 In components form, (5.4.12) can be written 
                  t mkjkkmkjitikjtimkj dZiZkePJkeZkeZ   110  
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while condition (5.4.13) defines the constants  0kjZ  and must be reducible to a system of equations 
for the unknown n ,....,, 21  in terms of n ,....,, 21 . The equivalent relations for the original 
system (5.4.4) are 
                 t mkkkmkitiktimk dzizfkePJkezkez   110  
                 t mknkknknitikntimkn dzizfkePJkezkez   110  
of, for the z vector, 
                 t mmiBBtBtm dzBAzfePJezez   110   (5.4.14) 
The fact that close to linear integer relations among the frequencies n ,...,, 21  can and will 
produce, if not zero, small divisors it is seen immediately by observing the result of the application 
of the operator   tfP  when    nnykykykitf  ...  exp 2211  where   00 kkk yty  , 
nk ,....,2,1 . 
 Hale (1963) discusses the existence of almost periodic solutions for the equation (system) 
      ,, ytqAyy       (5.4.15) 
requiring that q be almost periodic in t and the system Ayy   be non-critical, that is, all 
eigenvalues of A have non-zero real part. The case we are discussing here, corresponds evidently to 
a critical system, although it is possible to define the transformation so as to make all elements of 
diagonal matrix A real. For non-critical cases one can show the existence of almost periodic solution 
of (5.4.15) with the same frequencies of q, in t. This result, dynamical systems, is quite important 
when studying perturbations of almost periodic solutions. If the resulting variational system is 
normalized up to quadratic terms and results to be non-critical, almost periodic solutions will exists 
in a conveniently restricted neighborhood of the starting solution. The problem is altogether related 
to stability in the Lyapunov’s sense, to structural stability with respect to perturbations and with 
properties of invariant manifolds or integral manifolds. The main results on the subject were 
obtained by Diliberto (1960) and Bogoliubov and Mitropolski (1958). Main results on quasi-
periodic solutions were obtained by Malkin (1952, 1956) and Roseau (1966). 
 
 
5. Nonlinear Resonance 
 Up to now we have dealt with the problem of constructing a solution in the neighborhood of 
an equilibrium point, starting from the limiting harmonic oscillations corresponding to the normal 
modes. We now deal with a more general problem, that is, we assume the “reference” oscillator to 
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be nonlinear, in the sense that the frequencies depend on the amplitudes. This problem, as 
mentioned before, was dealt in some details by Poincaré (1893) following suggestions put forth by 
Bohlin (1887). 
 The study and effects of perturbations of a nonlinear oscillator require a precise knowledge 
of the singular points in phase space, the definition of separatrix, of saddles and centers, of the 
regions of circulation and of libration. All these concepts are of course well known and good 
references to the point are, for example, Bathia-Szego (1970), Nemytskii-Stepanov (1960), Urabe 
(1967), Lefschetz (1967), Nemytskii (1962), Elsgolts (1962), Andronov et al. (1966). These 
references are basic also to most of the subjects we are dealing with in the present chapter, although 
Moser’s (1966, 1967, 1968) are the best available. A specific set of notes on the subject was 
prepared by Kyner (1968), but, unfortunately, not made generally available. We begin considering 
an autonomous Hamiltonian system defined by  pqH ;  in some domain D of the phase space. In 
D, H has a finite number of singular points (centers or saddle points). A separatrix is simply defined 
here as a trajectory connecting, in the limiting sense, two saddle points, which can, eventually, 
coincide. In the region interior to a separatrix there is always a center. For systems with more than 
one degree of freedom some of these concepts are not immediately generalizable. In the previous 
sections we have described series solutions, eventually only formal, of motion in the vicinity of a 
stable equilibrium point. Here we enlarge somehow the problem by obtaining formal series 
solutions in the vicinity of a center, or in a libration region, and the vicinity of a circulatory motion, 
or in a circulation region. In the first case one or more of the angle variables are restricted to lower 
and upper limits, in a total interval less than 2 , while in the second case, all angle variables are 
unrestricted. 
 We assume that the Hamiltonian can be partitioned into a finite or countably infinite number 
of parts, that is, 
     ....210  HHHH  
where, for simplicity,  kkH 0  will be used as a convention, although the presence of a “small 
parameter”  is not essential. Its use, nevertheless, simplifies the issue in many instances. The 
following hypotheses are also considered: 
 (a) 0H  is integrable and therefore, if one wishes, can be written in terms of momenta (or 
coordinates) only. 
 (b) 0  , kHk , is a collection of a finite number of terms of the form 
       
k
k
v
n
k
n
kkv
kk qvqvqvipAH ....   exp  2211  
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 (c) The set of invariant manifolds of the system generated by His not essentially different 
from that of the system generated by 0H . In other words, we assume that there is a continuous 
transformation bringing one set into the order and such that, for 0 , it reduces to the identity. 
The last hypothesis, in essence, the result of Kolmogorov’s Theorem where, of course, linear 
dependence among the frequencies corresponding to 0H  has to be excluded. Since these frequencies 
are assumed to depend continuously on the amplitude, it is possible to exclude a set of initial 
conditions so as to avoid the trouble. The question is how can one describe the motion in the 
vicinity of a resonance region (a critical point). 
 We begin our study with a system having a single degree of freedom, that is, reducible in 
principle to quadrature. The discussion, therefore, serves the only purpose of future generalizations. 
 Thus, let us assume the Hamiltonian 
          ....,, 210  qpHqpHpHH  
with qp,  scalar quantities,  kkH 0  and    ivqpAH
v
v
kk   exp   . We assume that H is analytic 
in some domain D of the phase plane  qp ,  and that for 0 , 00  kk pH  for Dpp   0   and 
mk ,....,2,1  (finite). 
 We also assume that for 0  the Hamiltonian H has a point of minimum, that is, one can 
solve the problem 
       0, 

q
qpH  
       0, 

p
qpH  
and the Hessian is non-negative in the vicinity of a solution of (5.5.1). Because of the hypotheses, 
(5.5.1) has certainly at least two solutions, a maximum and a minimum in D. Let the point of 
minimum be defined by  qp ,  where 
    ....2210  pppp   
    ......  33221  qqqq     (3.5.2) 
The analytic character of H in D implies that there exists a   0,   H  such that for 
 0pp , Dp     and 20  q , 
        Skm
k
k
p
pH 
 1
0
0      (3.5.3) 
with 0 , 0 s  finite and independent of  ,  and mk ,.....,3,2,1 . 
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 The goal is the elimination of q from the Hamiltonian, that is, reduce it to a normal form in 
the vicinity of the singular point 0p . This goal will be enlarged in the following sections. 
 Let the canonical normalizing transformation be generated by 
       qPSPqqPS ,,   
where S  is, in some domain   of P and for 20  q , of some order r   0r . The value of 
r  depends on s, on the order   of the lowest term of H  which contains the angle q and on m . 
Let us also assume that the new Hamiltonian  pK  can be written as 
          PKPKPK  0  
where  PK  is, in  , of some order 0,  . All the real numbers ,,rs  are “a priori” 
unknown and should be determined in terms of m, . 
 The energy equation 
      PKq
q
SPH 




 ,    (5.5.4) 
gives, using Taylor’s expansion, 
       ......    !
1 01
1
0 








k
k
km
k q
S
p
PH
k
PH  
       









1
1
1 ......  ,  !
1
k
k
k
k
q
S
p
qPH
k
PH   (5.5.5) 
       









1
2
2 ......  ,  !
1
k
k
k
k
q
S
p
qPH
k
PH  
       PKPK  0  
so that, as usual    PHPK 00  . The next approximation of SS , , must be used to eliminate the 
angle q in  qPH , , assuming 121 ,.....,, HHH  independent of q. In view of the hypotheses it 
follows that for S  to be defined however small  is, one has to choose 
        









1
0 ,!
1
k
k
k
k
PKqPH
q
S
p
PH
k 
   (5.5.6) 
where 1 , 1  m  are given integers. Also 
           ......... 121   PKPKPKPKK    (5.5.7) 
where 
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        1,.....,2,1     ,  jPHPK jj  
Equation (5.5.6) implies that 
      mkkrskm ,.....,2,1      , 1     (5.5.8) 
so that, necessarily, 
      1 msr
     (5.5.9) 
which satisfies (5.5.8) for all k. 
 These conditions define what we call the region of libration, that is, the region containing a 
center and limited by a closed separatrix. 
 In the case where 1  and 1m , we obtain the classical result 21 sr , that is, the 
expansions of both  qPS ,  and  PK  are in powers of the square root of the small parameter . 
The idea of the 21  power is quite old and, as mentioned before, follows from Weierstrass’ 
Theorem on the factorization of power series. It comes out naturally in Bohlin’s works (1887) on 
oscillatory motions. In our derivation we have basically assumed that near 0p , H  behaves like 
         qpgqpfppH m ,,~ 10    
with   0,0 qpf . The classical assumption implies 1m . 
 Although not strictly necessary we shall describe the simple and, in fact, most common 
situation where 1 , 1  m , so that we can write, 
        ......,, 121  qPSqPSPqS  
            ......22310  PKPKPKPHK , 
since it is easy to verify that    PHPK 00  ,   021 PK . It follows from (5.5.5) that the first 
order equation, defining 21S  and 1K , is 
      PKqPH
q
S
H
q
S
H 11
2
21
0
21
0 ,  2
1 





   (5.5.10) 
where primes indicate derivatives with respect to P . In order to define  PK1 , we require that the 
center  qp ,  be a fixed point of the transformation defined by S. Since  qPH ,1  is continuous and 
periodic in q, we may define 
            PqPHqPHPK q  ,,min 1111    (5.5.11) 
where  Pq1  is such that 
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      0
1
1 

qqq
H  
      0
1
2
1
2


qqq
H  
for all   P . Evidently, since H is analytic,    01  pqq  or    001  pqq . 
 Let 
          PKqPHqPF 111 ,,   
so that, obviously,  qPF ,1  is positive for   P  and for 20  q  except at  Pqq 1  where it 
is zero. The function 21S  is now defined by Bohlin’s equation 
      0, 2
1 1
2
21
0
21
0 





 qPF
q
S
H
q
S
H   (5.5.12) 
At  Pqq 1  and 0pP  it follows that 
     021 

q
S  
so that, since to this order 
    
P
S
qQ
q
S
pp 

 2121         ,  , 
the center is a fixed point if 21S  is chosen so that 021  PS  for 0pP . 
 For the sake of simplicity let us write Equation (5.5.12) as 
      0,   2
1  
2






 qPF
q
WB
q
WA    (5.5.13) 
where      0,  , 0, 1  PqPFqPF  and  210A  while B is bounded from bellow, however small 
 is taken. Under these conditions, since  qPF ,  is periodic in q, if it is also an even function of 
this variable, 
        qPFqPF  ,,  
and, therefore, it can be written as 
      


1
2  sin  
j
j
j qPF   
Let, in any case, 
        qPFB
A
q
,max12 2
2
    (5.5.14) 
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with 0  and a function of P. The function 
        qPF
A
BqP ,2, 2
2  
is such that 
         2                   1,max  qqPq  
         0                  0,min  qqPq  
       qPqP  ,,  
and can, therefore, be written as 
       


1
2  sin  ,
j
j
j qPqP   
where 
      P
A
B
jj  2
22  
and, we shall assume that 
    2         , 1      , 11  jB j  
Excluding the case 0A , we obtain 
        







 
 21
2 ,111 qPPRq
W    (5.5.15) 
where BAR  . We have also assumed 0A . The case 0A  corresponds to an analogous 
discussion by replacing A  for A  with proper changes of signs. The possible cases are, obviously 
   1 : Libration 
   1 : Circulation 
   1 : Separatrix or saddle points 
The last case however, since it implies an equality, is meaningful only in the limit of the 
approximation to S  if such series converges at all. 
 When  qP ,  , 1    cannot reach its maximum value (unity), that is, there are values 
21   , qqqq   such that 
         221 ,,   qPqP  
and, in the above considered case, 21 qq  . The values  21 , qq  are the end points of the libration. 
If  qP ,  , 1    takes all possible values, the angle q is unrestricted and q  has, in the mean, a 
constant sign. 
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 Let us now define a modulus k by  1, min  k  and introduce the elliptic integral u 
defined by 
     usnusnkqP 2222,    (Libration) 
or 
      usnqP 2,   (Circulation) 
where  kusnusn ,     is the Jacobian elliptic sn function modulus k and amplitude   given by 
   

    
1sin   arc  am Lu  (Libration) 
or 
   

    
1sin   arc  am Cu  (Circulation) 
In both cases the maximum amplitude is 2  which coincides with 1qq   or 2q  in libration and 
2q  in circulation. The variable u covers a full circle of period K4 , where K  is the complete 
elliptic integral of the first kind 

 ku ,2 
 . The modulus k is a function of P. 
 The equation for W  can now be written 
      uR
q
W
L
cn  1




  
and 
      uR
q
W
C
dn  1




  
in libration and circulation respectively. The   sign is not necessary, of course, since ucn  changes 
sign every half cycle  K2  and, along the real axis u, udn  is always positive. 
 Let us assume the case where   is an even function, so that 12 qq   and the libration is a 
symmetric process about the libration center. It follows that 
       


1
222  sin sn ,
j
j
jL qPuqP   
and 
        


0
1222 sn sin
j
j
jC uAq  
and in both cases we can write 
      


0
1222 sn sin
j
j
j uBq  
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where 200   , 1  ,  BjBBj  in Libration and 10 B  in Circulation. We also find 
     


0
14sn sin 
j
j
j uCq  
where   LC0  and   10 cC . Also 1  , 0  jCC j . The expression for qcos  depends on the 
particular motion. We have, in general 
     .......sn sn 1sin1cos 612022  uBuBqq  
In case of Libration, 220 kB  , so that, adding and subtracting u22sn  
      ......sn sn dncos 6122022  uBuBuq   
and all coefficients ,.....  ,  , 2120 BBB   are small compared with unity. Because 1 k , from 
the above series we obtain the convergent expansion 
      

  
1
2  sn 1 dn cos
j
j
jL uDuq  
with 1jD . 
 In case of Circulation, 10 B , so that adding and subtracting u2sn  to q2cos , 
      .....sn sn 1cncos 612022  uBuBuq  
where ,.....  ,  , 1 210 BBB   are small compared with unity. Therefore 
      

   


 0
42
1
1sn    tncos
j
ji
ij
i
C uuEcnuq  
where 1ijE . Finally, by considering the Fourier Series of uuuu dn , tn,cn ,sn  it is possible to write 
qq sin , cos  and  qP ,  as Fourier Series in the argument u. The function  uqq   is easily 
obtained, with the aid of the foregoing relations, and the identity 
      
du
dqqq
du
d cossin   
In case of Libration one finds 
     


0
2sn  cn 
j
j
j uFudu
dq  
where 0F . It follows that 
    




0
22   cn  sn   cn 
j
j
j
L
L duuuFRRqdudu
dquRRqW  
which is, in general, an elliptic integral representable in a convergent Fourier Series in  Kuj 2sin    
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plus a linear term in u. Of the same character is the relation between Lq  and u, that is, 
      


0
2   sn  cn  
j
j
jL duuuFq  
with 0F . The essential features in the p variable are found from 
      021 

q
S
pp  
and in case of Libration 
      u
H
H
H
HPuRPp cn  cn 1
0
0
0
0


  
so that p oscillates about the mean value 
        PH
PHPp
0
0

  
reaching its maximum value at Ku 4  , 0  ( 0q  increasing) and its minimum value at Ku 2  
( 0q  and decreasing). 
 In case of circulation, one finds 
     






0
42
0
sn     tn
j
ji
ij
iC
uuGdnu
du
dq  
where 100 G  and 1ijG  for all other values. Therefore, 
     




0
242
0
  dn sn  tn
j
ji
ij
i
C duuuGRRqW  
which is also an elliptic integral expressible in a Fourier Series in u. In this case one finds 
     u
H
H
H
HPuRPp dn  dn 1
0
0
0
0


  
and the mean value of p is given by 
    2
11  
2
0
0
0
0 k
H
H
H
HPp 

  
where 
          121122 ,,1   qPqPk   
The maximum value of p corresponds to  0  4  , 2  , 0  qKKu  and the minimum value to 
 21 or      3  , qqqKKu  . 
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6. Asymptotic Expansion to Any Order 
 In order to validate the formal approach of first order described in the previous section, one 
must show that higher-order solutions can be obtained. Whatever is the approximation reached we 
require S  to be stationary at the libration center. 
 The equation of order 23  is found to be 
    PK
q
S
H
q
S
H
q
S
q
S
HH 23
21
1
3
21
0
121
00   6
1 












  
Nevertheless, we not that at the libration center, the coefficient of qS  1  vanishes so that 1S  
becomes undetermined at that point. We must therefore add to the equation the term of least order 
 23  which contains  21 qS  . We thus rewrite the above equation as 
     PKqPU
q
SH
q
S
q
S
HH 2323
2
1
0
121
00 ,2
1 











   (5.6.1) 
where 23U  is defined from the previous equation. Since 23H  is absent, the error in assuming  Pq1  
a point of minimum of  qPU ,23  is one order  21  of magnitude smaller than the equation we are 
dealing with and can therefore be tolerated. Thus, we define 
        PqPUPK 12323 ,  
and let 
     qPFKU ,232323   
Defining now 
       1211 SSS      (5.6.2) 
and 
       23123 FFF   
it follows from (5.5.12) and (5.6.1) that 
   
       0, 2
1 23
21
0
1
0 





 qPF
q
SH
q
SH   (5.6.3) 
which defines, as in the first approximation,  1S  or 1S . Far from the libration center, the 
quadratic term   20   in (5.6.1) introduces no error since it is an order of magnitude higher. As we 
approach the center, every term in (5.6.1) approaches zero as 21 . Since in the limit 023 F , the 
location of the center is not changed. Nevertheless, the amplitude of libration may change by a 
quantity which can be as large as  0 . This will not be the case in the next order equation defining 
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23S , since 02 H  in general. Such equations will have the form 
   
         PKqPU
q
SH
q
SH 22
223
0
23
0 ,2
1 





  (5.6.4) 
and the location of the liberation center is now displaced to  Pq2 , the solution of 
     
   0,2 

q
qPU  
     
   0,2
22


q
qPU  
and, in view of the initial hypotheses of analyticity 
      22 0qq  
The previous approximations are corrected accordingly and (5.6.4) yields the improved solution. 
One can easily show that the process can be repeated to any order of approximation so that, in 
general 
   
       0,2
1 212
00 





  qPF
q
SH
q
SH n
nn
 
If the process converges, we evidently obtain 
      u
H
H
q
S cn  1
0
0 

  
or 
      u
H
H
q
S dn  1
0
0 

  
according to when 
      111,max2 222
0
0 
 
k
qPF
H
H
q   
or 
      11,max2 222
0
0 
  kqPF
H
H
q   
respectively. 
 It is only in this limit approximation, if it exists, that asymptotic motion can be defined, the 
separatrix being defined by the condition 
       1,max2 2
0
0 
  qPF
H
H
q
 
The proper transformation, in this case, is obviously 
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       uqPF
H
H tanh,2 2
0
0 
   
which gives 
      u
H
H
q
S sech1
0
0 

  
and 0q  corresponds to u . It follows that 
      u
H
HPp sech1
0
0 
  
and the limit value of p is given by 
     
0
0
lim H
HPp 
 , 
exactly the mean value of the libration motion. In general, as mentioned before, the convergence of 
the series can only be obtained in a finite time  10  T  whatever is the order of approximation 
reached. (Kyner, 1967). 
 
 
7. Extended Theory and the Ideal Resonance Problem 
 We have considered a Hamiltonian 
         ......,, 210 constyxHyxHxHH   
where ,...., 21 HH  are periodic of period say 2  in y . Consider the topology of the phase plane 
 yx ,  with the trajectories   ., constyxH  . We suppose that in this plane we have a center and two 
saddle points, which, with a proper transformation we suppose to be located as follows: 
    center:  yxx    ,  
    saddles:  2  , 0  ,  yxx     (5.7.1) 
This is not without reason. If one considers a point 0x  and a Taylor expansion of H around this 
point, one finds 
           .....2
1 2
00000000  xxxHxxxHxHH  
         ......, , 00101 constxxyxHyxH   (5.7.2) 
where primes indicate derivative with respect x. Here we follow the approach basically introduced 
by Hori (1960) and structured in rigorous terms by Jupp (1969, 1970). We also assume, as usual, 
that   1  , , pyxHp , are developable in Fourier Series (which we suppose are rapidly convergent) 
and that H is an even function of y, although this restriction could be removed. It follows that 
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  1 , , pyxHp , can be written as 
        


0
 cos  ,
n
n
pp nyxAyxH    (5.7.3) 
We suppose the classical case  210 0  xx  although this is related to the behavior of  xH0  in 
the neighborhood of 0x , as mentioned in earlier sections. It follows that the “dominant” part of  H 
is, eliminating constants, 
     yxABBH cos2
1~
0
1
1
2
1     
    yABB cos  2
1 2       (5.7.4) 
where BBA ,,  are constants and 0xx . We shall assume 0A . For 0A  the formalism is 
basically the same except by evident modifications. The remaining part of the Hamiltonian can be 
written as a Fourier Series with coefficients being polynomials in  : 
    ......~~~ 321  HHHH     (5.7.5) 
Each pH~  is made up of a finite number of terms as far as   is concerned but the number of 
trigonometric terms can be infinite. It should also be observed that (5.7.5) may be brought into form 
(5.7.4) which is termed the ideal resonance problem. Such reduction will be sketched at the end of 
this section. 
 Let us now consider the problem generated by (5.7.4) and write 
    constant  cos 2
1~ 2
1 CyABBFH     (5.7.6) 
neglecting terms higher than  0 . Note that we are assuming the maximum value of B  to be 
 210 , B  to be finite and not small, i.e.,  10  and  0A . The equations of motion generated by 
(5.7.6) are 
     yF   
      Fy      (5.7.7) 
Evidently (5.7.7) have the equilibrium solutions 
       2  ,   , 0y  
     
B
B
  
and evidently BBy     ,  is a center while 2  , 0y  and BB   are unstable 
(saddle) points. Let at 0 , 0  t  and y , and define   y . Thus (5.7.6) becomes, with 
.constAC  , 
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      2
1sin 22
1 22 ABBF    (5.7.8) 
which is the new “energy integral”. Finally, let 
       02 2 A  
     BB   2
1  
      2  
which is a canonical transformation     ,,  . It follows that 
      222 sin F     (5.7.9) 
where, corresponding to the initial conditions previously set, that is, at 0t , 0  and BB  2 , 
the value of F is completely determined. Evidently, it is now clear the importance of the analogy 
with the pendulum. The equilibrium points of (5.7.9) are 
   stable (center): 0 , 0    
   unstable (saddles): 0 , 2    
and we consider  210   . 
 If the same transformation defined above are introduced in the full Hamiltonian, we shall 
find 
      
k
kFFH  2,     (5.7.10) 
where   2,kF  is a Fourier Series in 2  and the coefficients are polynomials in  . 
 The solution of the main (ideal) problem generated by F is well known in terms of the von 
Zeipel procedure (e.g., Jupp, 1970) while the pendulum analogy is explored in details by Kyner 
(1967). The first paper presents the solution to any order of approximation, although in general, it 
leads to hyperelliptic integrals. The formalism of the first order  21  is basically as it was 
presented in Section 5 of this chapter. 
 The basic difference, from the previous approach, is that instead of using the libration center 
of the original system as a reference, one can use any point 0x  to perform the expansion indicated 
in (5.7.2), such point 0x  being eventually anywhere in the libration or circulation region. It cannot, 
however, be taken on the separatrix or at the unstable points for, in this case, the expansion cannot 
be convergent and it is actually meaningless. Such motions can only be obtained as limiting cases of 
circulation or libration. Such limiting cases were originally discussed by Poincaré (1893) but for a 
more recent review we refer to the article by Garfinkel and others (1971). It is interesting to see 
how the problem is handled with Lie’s Series. Consider for instance the Hori-Lie approach. The 
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dominant term in H is F, and this is the generator of the auxiliary system 
     
 2sin  2
 F
d
d  
     
 2
 F
d
d ,    (5.7.11) 
so that we obtain the pendulum equation 
     02sin   2 22
2
 

d
d  
The distinction between libration, circulation and asymptotic motion depends evidently on the 
initial conditions or, let us say, the energy integral (5.7.9) and the value of   or  at some instant . 
It is well known from the study of the simple pendulum that the value of the energy defines the type 
of motion. The uniform representation of all types of motion as a reference for the true motion as 
defined by the perturbations (5.7.10) to F is something of doubtful significance. Such perturbations 
will be properly handled in the region of libration or circulation, far enough from the separatrix. 
Perturbations of the asymptotic motion or saddle points is something else and should be treated 
differently. Such kind of motions are unlikely to be conserved while a libration or circulation will 
most likely be conserved under small enough perturbations. Arnol’d’s Theorem gives us a positive 
support on the reasoning. The reference orbit is, in this case, defined by elliptic functions or 
integrals and perturbations technique might be quite involved, but because the “best” reference is 
used, as opposed to the use of an equilibrium point (necessarily a center), the successive 
approximation method is expected to have a better chance of convergence. The Hori-Lie equations 
are, in the present formulation, exactly the same as for nonresonant systems, the lowering of order 
in the derivatives with respect to   being exactly balanced by multiplication with respect to , 
which, upon substitution of the auxiliary system solution, brings out a small factor  210 . One can 
indeed treat (5.7.10) as a normal series, with 0FF   and the rest made up of terms of increasing 
order, eventually the order being a fraction 2p  with p  integer. The character of the expansion is 
pretty much the same as in Jupp (1970, 1972) and not worthwhile to be repeated here. To second 
order is discussed by Jupp (1972). 
 The reduction of the general case, mentioned at the beginning of the section, to the ideal 
form (5.7.9) can be accomplished in the following way (see Giacaglia, 1970). 
 Let 
        


1
0 ,cos
j
j yxHjyxAxAH    (5.7.12) 
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where we assume   ,.....2,1  , jxAj  to be bounded by a small quantity order . As usual, we write 
        ,......2,1                      ,  0  jxAj   
for x in some interval D of R. We also assume        2100 0  , 10  xAxA  in that same interval, 
while y  is defined  in  2,0 . The ideal resonance problem is defined by 
        yxBxAH I cos       (5.7.13) 
and under certain conditions there exists a canonical transformation, defined by a formal series, 
which reduces (5.7.12) to the form (5.7.13), that is, assuming the completely canonical 
transformation     ,, yx , 
               cos  ,,,, QPKyxH    (5.7.14) 
 We assume initially that: 
A) For any xin D and 20  y  there are only two solutions 0y  and y  of the 
equation 0 yHx . 
B)     0 , 10 xAxA  for Dx    . 
C) The maximum value of H is attained, for Dx    , at 0y . 
D)    


1
0
j
j xAxM  
E) The minimum value of H is attained, for Dx    , at y . 
F)     


1
01
j
j
j xAxm  
G) The generating function of the transformation     ,, yx  has the classical 
asymptotic form 
      ......,, , 121  ySySyyS    
H) The coefficients  P  and  Q  have the similar asymptotic form 
           .....1210   PPPP , 
           .....1210   QQQQ . 
Equating terms of same order in the Taylor’s expansion of 
     .....,....., 2121   SyKyySH   
we find 
       00:10 AP   
     00 Q  
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       0:0 212121   QP  
        








1
2
21
0
21
0 cos2
1:0
j
j jyAy
S
A
y
S
A   
         










2
1
0
121
00
23
2
1:0
y
SA
y
S
y
S
AA   
       





 
1
21
3
21
0 cos6
1
j
j jyAy
S
y
S
A   
         ySQyQP sin  cos 2112323  
  
and so on. In general, the equation to be considered is 
     





y
S
y
S
AA n2100   
          yRyQP
y
SA nnnn ,cos2
1
212121
2
0   




  (5.7.15) 
for ,....3,2,1n  and where  yRn ,21   depends on the knowledge of the previous approximations. 
We may also write (5.7.15), including higher order terms, in the form 
          










 2
0
21
0 2
1
y
SA
y
S
y
SAA nn
n
  
        yRyQP nnn ,cos 212121       (5.7.16) 
where 
      pp SSSSS  .....23121  
Summing Equation (5.7.16) from 1n  to pn  and adding the  0  equation, one finds 
                





  yQP
y
SA
y
SA pp
pp
cos2
1 21212
00   
      yR p ,21       (5.7.17) 
for ,....2
3 , 1 ,2
1p  and where 
      kk PPPP  ....231  
      kk QQQQ  .....231  
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      kk RRRR  .....121  
Consider the case 2
1p . Solving for yS ,21  we find 
   
21
2
111
00
0
0
0
,21 coscos2 

 

 





 
j
jy jyAyQAPAA
A
A
AS  
and we choose 
           111 AQP   
so that 
   
21
1
2
1
0
2
0
0
0
0
,21 cos2cos2
2








 





 
j
jy jyA
yA
AA
A
A
AS  
If 0y , the quantity under square root becomes 
       MA
AA
A      22 1
0
2
0
0





  
If such quantity is positive yS ,21  is always real and y  undergoes circulation. If it is negative, y  
cannot reach the value 0y  and undergoes a libration about y . If y , that same quantity 
becomes  200 AA   and we choose the sign in such a way that 0,21 yS  and we can choose 21S  
such that 0,21 S , at that point. These conditions are readily verified if yS ,21  is a sine series of 
some integer multiple of y , but this will not be the general case. Consider now the equation 
      0 xHy  
that is 
        


1
0 0cos   
j
j jyxAxA  
For y , 
          


1
0 0 1 
j
j
j xAxA  
and because of the orders of magnitude involved we suppose that an approximate (good to order 
21 ) solution is given by 
I) 21xx  , where   0210  xA . The point  yx ,  is a libration center and the point 
 yx ,21  is a first approximation of its location. 
For 0y , 
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        


1
**
0 0 
j
j xAxA  
and again 
 II) * 21* xx  , where   0*210  xA . The point  0,* yx  is a saddle point and the point 
 0,*21 yx  is a first approximation of its location. 
For xxy  , , the first approximation 21 SyS   to the transformation is the identity, since 
0,21 yS  and 0,21 S , by construction. 
 In the next approximation, in order to have 0,1 yS , we shall choose again 2323 QP   
and, now, 23Q  is defined by the coefficients of the known terms is ycos , that is, 
     

 








 
2
0 1
21
3
21
023 cos   6
11
j
j jyAy
S
y
S
AQ  
     dyyySQ   cos sin  211 


   
The choice will, in general, be 
              
2   ,1 dyyRQP kkk  
and by recurrence, one easily establishes that    0, kR , and 
  
    
21
21221
0
2
0
0
0
0 ,2cos2
2








 






  yRyP
AA
A
A
A
y
S ppp   
and, for   0  ,  pySy  . Libration, Circulation or asymptotic motion is decided at every stage 
according to whether 
          0    0,22 2121
0
2
0
0






   pp RP
AA
A , 
although the asymptotic case can only be established in the limit, if it exists, p . We have now 
defined the formal series  yS ,  which reduces the Hamiltonian to the form 
        cos  ........, 2312310  QQPPPK  
       2cos  2 20
 PA       (5.7.18) 
where             0  , 0  ; 10 2100  PAA . For   ,  , K  has a minimum, assumed of 
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course,     0  , 00   PA . This is precisely the form, which defines the ideal resonance problem. 
 We have presented here the simplest situation that one can encounter. More complex 
topology of the phase  yx ,  is evidently possible with a number of centers and at most twice as 
many minus one point. The discussion is evidently impossible for the most general case. The 
simplest case after the one we have considered here corresponds to the more general ideal 
resonance problem where two centers and three saddle points are present in the interval 
20  y . Here, the dominant Hamiltonian takes the form 
         yxByxAxAF 2 coscos 110     (5.7.19) 
where    210 0  xA  for Dx     and    xBxA 11  ,  are  0  in D. The discussion of this case has been 
given in detail by Giacaglia (1970). 
 
 
8. Several Degrees of Freedom 
 Up to the present we have dealt with problems of one degree of freedom. In fact, in 
general, system with m  resonant and rationally independent frequency conditions can be reduced 
to systems having m  degrees of freedom. If 1m  the situation is of little hope. As generally 
accepted, very little is known about systems with two degrees of freedom and, as mentioned before, 
the visualization of critical points is quite cumbersome. The problem can, however, be formulated, 
in some generality, as follows. 
 Consider again the system generated by the Hamiltonian 
          .....,; 10  yxHxHyxH    (5.8.1) 
where, for 1k , 
        
p
Tp
kk ypixAH   exp    (5.8.2) 
and the number of terms in each kH  is supposed to be finite. We assume, as usual, H  to be 
analytic in Dx     where D  is an n-dimensional differentiable manifold. Series (5.8.1) is supposed 
to be uniformly convergent as a power series of a “small parameter” , which, for all purposes 
serves only to simplify matters, although, in some instances we can show the validity (convergence) 
of the formal series to be constructed for 00   , 0    sufficiently small. We consider (5.8.1) 
irreducible, in the sense that all angle variables are slow moving. All fast variables of the system are 
supposed to have been eliminated one way or another (see Chapter 2). The non-linear resonance 
hypothesis corresponds now to consider the existence of singular points for the equations 
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      TyHx   
      TxHy   
that is 0 , 0  yx HH  for some 00, yyxx  . Solutions of this type are “centers” (the 
characteristic polynomial of the first variational system has purely imaginary roots only) or 
“saddles” (the characteristic polynomial has at least two roots with non-zero real part, one positive 
and, necessarily, one negative). The “centers” are not necessarily stable points as is well known. 
The “saddles” are certainly unstable. For conservative systems, however, it has been recently 
proved that the converse of Lagrange-Dirichlet Theorem holds under quite general conditions 
(Hagedorn, 1971) so that if H is the time independent, analyticity is more than enough to ensure 
stability at a point of minimum for the potential and instability at a point of maximum. 
 An approximation to the non-linear resonance condition is evidently given by 
     .0 constxx   
     00  0 ytHy Tx  , 
where, given a 0 , we assume there exists an 0  such that  210 00  xxkxH  for 
 0xx . The determinant of the second derivatives is supposed not to be singular and bounded 
away from zero by a quantity  10 , that is, non vanishing with and independent of . 
 We perform an n-dimensional Taylor expansion about some point 0x  arriving at the 
dominant part of H defined by 
       yxHAyF TT ;a; 01     (5.8.3) 
where 
    
0
0a xxx
H

 , 
    0xx , 
    0 
0
2
xxxx
HA 
 , 
         
p
Tp ypixAyxH    exp  ; 0101  
One can show that it is possible to obtain a formal canonical transformation that brings the general 
problem to the main problem defined by (5.8.3). The procedure is much alike the one shown for the 
one-dimensional case. We are again assuming    2121 0a  , 0    and  01 H . Now, 
evidently, the matrix A is symmetric and therefore diagonalizable by a similarity transformation. 
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But such a transformation would introduce noninteger coefficients in 1H  when expressed in terms 
of the new angle variables and, therefore, is not very convenient. As in most cases, let us assume 
that the “dominant” term in 1H  corresponds to a single combination of the angle variables 
 nkyk ,....,2,1     and let 
    nnypypypz  ......2211  
be that combination. The equations generated by (5.8.3) are 
       ypipAiypipAi
y
F T
k
pT
k
p
k
k   exp   exp   *11 
   (5.8.4) 
    j
n
j
kjk
k
k Aa
Fy    2 1
     (5.8.5) 
where * means complex conjugate. It follows that 
     

 

izppAAiz
n
k
kjkj
n
j
p  exp   2
11
1  
       izppAAi n
k
kjkj
n
j
p 

 

 exp     2
11
*
1  
or 
     iziz eez  *     (5.8.6) 
where z is a real quantity and   is necessarily complex and given by 
    


n
k
kjkj
n
j
p ppAAi
11
1    2  
In fact, we can write (5.8.6) in the real form 
     zzz sin  cos 21       (5.8.7) 
where 
        Re  21  , 
        Im  22   
The solution of (5.8.7) is an elliptic integral of the first kind, easily reduced to the normal form by 
the introduction of 
        Z  
     22211sin    
     22212cos    
so that, with 2221  m , 
       sin   m     (5.8.8) 
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which is again the simple pendulum equation. The variable   is, therefore, subjected to the usual 
discussion and the “main argument” z  can undergo libration, circulation or an asymptotic motion. 
 The complete integration of this equation (5.8.4) and (5.8.5) is now easily done by first 
obtaining the s'  from (5.8.4), by simple quadrature, since 
      izpizpkk eAeAip  *11  
and afterwards, (5.8.5) gives each angle ky , again by simple quadratures. 
 Evidently, the case we have discussed above is actually equivalent to a one-dimensional 
case. The problem can be handled in similar way if the dominant part of 1H  is function of an angle 
nnypypz  .....11  and a finite number of multiples of z , although the equation for z , in this case, 
might lead to an hiper-elliptic integral,  pmmm p sin  .....2sin sin 21  . 
 When several combinations, linearly independent, pzzz ,.....,, 21  are present, the known 
methods of handling the problem can only be applied if one can define non-overlapping domains 
where each kz  corresponds to a dominant term. The solution can, in this case, be obtained by a 
matching of solutions valid locally in each of the above domains. One of the most efficient methods 
is a multiple variable expansion procedure, asymptotically valid in the domains above mentioned. 
Such method, in case of 2p  has been developed by Kevorkian (1965) and later by Cole (1968). 
Here, we shall not endeavor in such procedures. In the case of p  combinations, the system to be 
solved will have the form 
     


p
j
jkjjkjk zBzAz
1
sin  cos  
or 
     


p
j
jkjk m
1
sin       (5.8.9) 
for pk ,...,2,1 . For “small” oscillations in the vicinity of 0j , the above system is linear and 
the solution is immediate. Otherwise, system (5.8.9) is far from being trivial. This is equivalent to 
say that if all angles ky  librate around some equilibrium point, for small librations, the solution can 
be approximated as well as one wishes. But if at least one angle ky  circulate the solution is not 
easily obtained. The same reasoning is transferred to the   variables. 
 As an example consider the case 2p , so that one can write (assuming F  even in 
21 , yy ), 
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    2222211221112211 aa2aaa F  
       211211 coscos qypyAyyA pq     (5.8.10) 
In this case we find 
     2121111 sin  sin  zkzkz      
     2221212 sin  sin  zkzkz     (5.8.11) 
where 
     212211      ,   qypyzyyz   , 
     pqAkkAkk 1121211111
~   ,  ~   , 
     pqAkkAkk 1222211221
~    ,  ~   , 
and 
      2221211211 aa2a2~  k  
      2212121112 aaaa2~ qqqpk   , 
      2221211222 aa2a2~ qpqpk   
The transformations 
      1111 ,sn 2sin kuk
z   
and 
      2222 ,sn  2sin kuk
z  , 
lead to the equations 
       12211121121  dn sn cn cn  uuuuukudtd    
       21122222222  dn sn cn cn  uuuuukudtd     (5.8.12) 
where 
     12121 2 kkk , 
and 
     21212 2 kkk  
The system uncouples if 021   , that is, it is necessary and sufficient that 
      0aaa 221211  qqqp     (5.8.13) 
in which case the solution of (5.8.12) in immediate. One of the possible cases is to have 
     0aaa 221211      (5.8.14) 
but, then, we are not in a case of resonance. Another integrable case is, of course, when 
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     0  21122211  bbbb     (5.8.15) 
for, in this case, 1z  and 2z  are such that one is equal to an integer multiple of the order and we fall 
back into a one-dimensional case. 
 Other than these particular solutions, it is also possible to have 21 kk  , that is, 1z  and 
2z  are periodic (along the real t-axis) with same period. In fact, it is easily verified that if 
     21221211 kkkk   
we have as a particular solution 21 uu    so that 1z  and 2z  are simply dephased periodic functions 
with same period. 
 In general, however, 1z  and 2z  will be quasiperiodic functions of t  (real branch) and, 
eventually, their exponential Fourier nonperiodic series can be obtained from the original system 
(5.8.11), by setting 
       

  ttkiz kj
k
j 21  exp a 2
1sin   
where, of course, 1  and 2  are unknown frequencies. Evidently, since for 012 k  one has 
          




 
0 1
1
111111 2
 12sin  ,sn   2
1sin 
k
k
kK
ukkbkukz  , 
with 10111 utku  , and for 021 k  
          




 
0 2
2
222222 2
 12sin  ,sn   2
1sin 

 
kK
ukbkukz  , 
with 10222 utku  , where the moduli 21 , kk  depend on the initial conditions, the zero-th order 
terms of the expansions of 1  and 2  in terms of 212211 ,,, kkkk  are easily obtained, and the higher 
order terms eventually found by recurrence. This procedure is typical of a case where the coupling 
of the system is weak, that is, 22112112 ,, kkkk  . Evidently, one recognizes the difficulty of the 
problem, for the foregoing discussion relates simply to the main problem, the solution of which 
would serve to a basis for the extension of the solution to higher orders or, in case of Lie’s series 
approach, to the definition of the auxiliary system. In both cases, the main problem being 
excessively complicated, little hope there is for any farther approximation. 
 If one takes the point, about which the expansion is made, to coincide with the center, 
for 2p , the von Zeipel’s equivalent of the previous problem leads to the equation 
     21111221111212111 ,2  ,2a2,2a,2a,2a ySySySySyS  
          21121122122 coscos,2a qypyAyyAyS pq  
    211 ,  K  
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where 21S  is the first order  21  approximation of the generating function of a canonical 
transformation    21212121 ,,,,,, yyyy   . Of course nothing is gained, since the solution of the 
partial differential equation (5.8.16) is little understood in general. Also, we lack a principle for the 
definition of  211 , K , the  0  part of the Hamiltonian. The solution is trivial for the normal (non 
resonance) case 0aaa 221211  , or, better say, when SS  identity , and S  can be taken 
 0 . With the same definitions of 1z  and 2z , Equation (5.8.16) changes into 
       21211121 ,2aa,2aa zSqpzS  
        2212221111221111 ,2~2
1,2  ,2 ~,2 ~2
1 zSkzSzSkzSk  
   12111 coscos KzAzA pq        (5.8.17) 
which again has a simple uncoupled Jacobian solution for 012 k , while, in general, is not simpler 
than the original one. 
 It might be useful to observe that, in certain solutions, is will be possible to choose the 
reference point so that 
      0aaa 221211  qpqp     (5.8.18) 
without 221211 ,, aaa  being zero. In fact, the integers qp ,,,   are given, but, since 
     
202
101 a
0
2
xx
xx
ji
ij xx
H


  
it may happen that a specific choice of 2010,xx  uncouples the system. For this to be true, 0H  has to 
belong to the class of functions f  defined by  2p  
    0   2 2
22
2
2




y
fm
yx
f
x
fk     (5.8.19) 
with mk ,,  given integers. We consider the following important cases 
 I)   , so that pqqq    and, therefore, in (5.8.19), km 2 . 
In this case one can write (5.8.19) as 
     0  













y
fm
x
fk
yx
 
which is readily solvable. 
 II) qp  . Same as above. 
 III) We know that if 2
km  the equation is elliptic, parabolic or hyperbolic. In each case 
the properties of the solutions for f  are well known and thoroughly discussed in 
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any text on partial differential equations. 
The problem is actually less complicated, since f , i.e.,  210 ,H , is a known given function and 
the question of whether (5.8.18) may be verified or not will reduce to the solution of an equation (in 
general non algebraic) in two variables. All possible solutions of this equation will give the regions 
where the resonance effects can be separated. 
 
 
9. Coupling of Two Harmonic Oscillators 
 We conclude this chapter by giving a brief discussion of the problem of nonlinear 
coupling of oscillators. This description is based on results obtained by Hori (1967) and serves as a 
concluding example on perturbation techniques based on Lie Series, for conservative systems. The 
system to be considered is specified by 
     221211 xxx    
     212222 2 xxxx       (5.9.1) 
where  ,, 21  are positive real constants. The existence of a third integral for the above system 
has been discussed in several papers by Contopoulos and associates (1960, 1962, 1963, 1965). 
  In Hamiltonian form, (5.9.1) can be written as 
     2,1                    ,   kFyFx
kk xkyk
   (5.9.2) 
where 
       xFyxFF C 1;  ,     (5.9.3) 
and 
     2222212122210 21 xxyyF   ,   (5.9.4) 
     2211 xxF       (5.9.5) 
We shall consider a second order theory and a Hori-Lie Generator   ;;S , developable in power 
series of , for a canonical transformation     ;; yx , defined by 
    






 1121 ,2
1 SSSSx
jjj
jj   
    






 1121 ,2
1 SSSSy
jjj
jj  ,   (5.9.6) 
where we have neglected terms  30 , and 
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     .....21  SSS  
To the same order the mapping via S of a function   ;f  is 
             112 ,,2
1,,;; SSfSfSffyxf     (5.9.7) 
This relation can be used to obtain the perturbation formulae as derived in Chapter 2, that is, 
         yxF ;;      (5.9.8) 
where   is the new (transformed) Hamiltonian. Note that in this example x and   stand for 
coordinates and y  and  for momenta. 
 Since 
    22222121222100 21   F  
the solution of the auxiliary system is 
     jjjj cc    cos  
     jjjjj cc   sin       (5.9.9) 
for 2,1j . 
 
Non-resonance Case. 
 Suppose 1  and 2  are linearly independent over the integers. The solution of the 
equations 
          T sT FdFT 0 111 ;1lim      (5.9.10) 
           dFS 111 ;      (5.9.11) 
     sSF 1112 ,2
1       (5.9.12) 
       dSFS 21112 ,2
1     (5.9.13) 
        ss SFSF 1222113 ,2
1,2
1  
      sSSF 1111 ,,12
1      (5.9.14) 
gives the generator S to second order included and the new Hamiltonian to third order included. 
 One actually finds: 
     2212212122122212221211 22 24 
 S  
 01  , 
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     
 
2
2
2
2
2
2
2
12
1
2
2
11
2
2
2
1
2
1
2
2 322 


S  
       
 

 212
2
2
1
2
2
2
2
2
12
12
2
2
1
2
2
2
1
2
2
2
1
22
2 

  
   

 224
2
2
2
2
12
22
2
2
2
2
1
8
83
8
85 

 ,    (5.9.15) 
   






 


 


 

  22
2
22
22
2
12
1
2
1
2
2
2
2
22
2
2
1
2
22
2
2
1
2
1
2
2 8
3
2 



 , 
 03   
According to the general results stated in Chapter 2, the following quantities are integrals of motion 
for the differential equations generated by   ; : 
       ., const   
       .,0 const      (5.9.16) 
It is easily seen that (5.8.16) imply 
    2222 .1 jj
j
j cconst   ,    (5.9.17) 
for 2,1j . The solution of the system generated by   is therefore 
     ctc jjj   cos *  
     jjjjj ctc   sin   *     (5.9.18) 
where the adjusted frequencies *j  are given, neglecting terms of order 4 , by 
    



 222121
2
2
2
2
1
2*
1 41 
 c , 
     





 

 
2
2
2
1
2
2
2
1
2
12
2
2
1
2
2
2
1
2
2
2
2*
2 4
3241 cc 
  (5.9.19) 
The relations among  yx ;  and   ;  are easily obtained from (5.9.6). The inverse transformation 
of (5.9.7) is given by 
             .....,,2
1,,;; 1121  SSfSfSfyxff    (5.9.20) 
where terms  30  and higher have been neglected. The application of (5.9.20) to the function 
     const.  1 21212
1
2
1 cf    
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gives, to that same precision, the third integral obtained by Contopoulos (1965), 
    ......1 21212
1
2
1 constcyx    
The choice of 
     222
2
2
2
1  f  
leads to no new integral, independent of 21c  and the energy integral (  or F ). 
 
Resonance Case. 
 To the order we have considered, it is obvious that the cases 
     2221 4   
     2221    
must be excluded, as seen from (5.9.15) and (5.9.19). In fact, going to higher orders of 
approximations will introduce divisors of the type 2221  mn  , with mn,  integers and increasing 
with the order of the theory. In fact, as was pointed out in earlier sections, such divisors do not even 
need to be zero for the theory to be applicable, but simply small enough. For instance, the first of 
(5.9.15) shows that if   12221 ,04 S   is not anymore a first order quantity, as it is assumed from 
the beginning. In such cases the argument (critical) corresponding to the small divisors should be 
retained in   when expressed in terms of the solution of the auxiliary system (5.9.9). 
 When 2221 4  , such approach leads to 
     2212222222112
21
1 24 
   
        22121222122211 4324 
S  
      22122122121 24      (5.9.21) 
     
 


 


  22
2
22
22
1
2
12
12
2
1
21
2
2
2
1
2
2   4232 


  
      




 
2
2
2
2
22
221
2
2   85 
 . 
These relations are sufficient to justify the following construction of a third integral and establish 
the results obtained by Contopoulos (1963). 
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 As suggested by Lindstedt’s method, it is now possible to introduce a canonical 
transformation such that one of the coordinates becomes ignorable, precisely the one corresponding 
to a non-critical argument. Making use of the auxiliary system, the new coordinates should, 
therefore, be defined by 
        11221 2 ccq    
      222 cq       (5.9.22) 
The second of these is chosen so as to generate an ignorable 2q  corresponding exactly to a 2p  
(associate momentum) coincident with Contopoulos’ third integral for this resonance case. 
Otherwise, one could choose 2q  as any linear combination (not multiple of the critical argument 
1q ) of 11 c  and 22 c  . The momenta conjugate to 21 , qq  defined by (5.9.22), come out to be 
     2111   2 cp
  
     2222112  2 ccp
      (5.9.23) 
where 2121 ,,, ppqq  are easily expressed in terms of   ;  via (5.9.9). 
 It is easily seen that the Hamiltonian, when expressed in terms of  pq ;  does not contain 
2q , so that 2p  is constant, that is 
   .2 222
2
22
2
2
2
1
2
12
11 constp 


 


  

    (5.9.24) 
Transformation of this by means of (5.9.20) gives Contopoulos’ Third Integral in this case of 
resonance: 
     


 


  12
2121
2
2
2
22
2
2
2
1
2
12
11  2 
2 2 




yxyx  
     ...... 22212212212 constpyxyyxxx    (5.9.25) 
Complete equivalence is shown by Hori in the above referred paper, by assuming 2221 4   
exactly. The other resonance considered by Contopoulos (1965) and also present here is 
02221  . In this case the critical argument leading to a small (or zero) divisor in the general 
theory is    22111 cc   . Keeping this argument and multiples in 2  ( 1  is unchanged) 
leads to 
   


 

 
2
2
22
2
2
2
2
1
2
22
2
2
1
2
1
2
2
1  8
3  42 
  
   


 


  222
2
2
2
2
12
1
2
1
2
1
1  1    
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     
 


 


  222
2
2
2
2
12
1
2
1211
1  1 2 2
1   
   
 2211
21
    
4  . 
As in the previous case, by introduction of the appropriate set of canonical conjugate variables 
       11221 ccq    
     22 cq    
    2111  2
1 cp   
    2222112  2
1 2
1 ccp    
the new Hamiltonian does not contain the coordinate 2q , so that 2p  is constant. It follows 
   .1 2
11  2
1
2
2
22
2
2
22
2
12
1
2
11 constp 


 


   , 
or making use of (5.9.20), 
   


 


  222
2
2
2
22
12
1
2
1
1 1
2
1
2 yxyx 


  
       2212221212222121   2 24 xx
  
         .02 2222122121 constpyxyyx    
This again can be shown to coincide exactly with Contopoulos’ result in the case 222   . In both 
resonant cases considered here it can be easily seen that the new Hamiltonian, in terms of the  pq ;  
variables, has a dominant part identical to that defining the ideal resonance problem. More 
specifically, for the resonance 2221 4  , one has 
      1112
21
22121  cos    2 22 qpppppH  
  
and for the resonance 2221   , 
        22212222212221
2
22121 3844 pppH 
  
        2122212121222121 8838432 ppp   
       1112212 2  cos     24 qppp    
In both cases one sees that the derivative 
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     0
1
0 

p
H  
at exact resonance. In the second case, however, one may allow that derivative to be as small as 
 0  and still be able to developed a formal series solution in powers of . In the first case, the 
smallest order of magnitude allowed is  210  and in this case the solution is a power series in 21 , 
as described in earlier sections. 
 Systems of differential equations of the type of (5.9.1) are widely studied in the literature 
and a comparison of classical methods of approach with Lie’s Series formal approach might prove 
quite fruitful. Convergence of this last is perhaps the most intriguing of the problems. 
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NOTES 
 
 The concepts of linear and nonlinear resonance, from the physical point of view, can 
only reflect certain aspects of particular situations. For all practical purposes, linear resonance does 
not exist. Nonlinear resonance is the essential principle behind tuning, recovery of signals from a 
noisy background and, in natural systems, the cause of stable oscillatory configurations: the 
common denomination is the “lock-in” phenomenon. From the mathematical point of view, such 
phenomenon is always explained in particular systems of differential equations where nonlinearities 
have a “treatable” character. In more complex systems, resonance is only understood via numerical 
explorations. Good examples are given by the works of Henon and Heiles in 1964 and of Gustavson 
in 1966. When possible, the method of surfaces of section (or Poincaré’s Consequents), is very 
effective, as in the problem studied by Danby in 1970. As far as Hamiltonian systems are 
concerned, we face the immediate question of whether such systems are oscillators. The clear 
picture given by the action-angle variables is only applicable when Hamilton-Jacobi equation can 
be separated, so that it becomes too restrictive. Thus, we fall into the usual description of 
oscillations in the vicinity of a state of equilibrium, which we must assume to be stable. The 
nonlinear character is that, being such oscillations periodic in each variable which describes 
deviation from equilibrium, their period is a function of that deviation. A mathematical definition of 
nonlinear resonance based on the method used to develop asymptotic solutions is certainly not 
satisfactory, although often used (e.g., Kyner, 1968, p. 18). Such a definition, when based on the 
appearance of zero divisors in approximation methods, as described in this Chapter, is nothing more 
than an equivalent statement of partial degeneracy. Before going into more sophisticated definitions, 
one should realize that the question under focus is the behavior of a nonlinear dynamical system 
under the influence of external (or internal) perturbations. Asymptotically stable solutions can 
eventually be obtained by asymptotic or purely qualitative methods, as indicated by Bogoliubov and 
Mitropolskii, Nemytskii and Stepanov, Cesari and Mitropolskii respectively in 1951, 1960, 1959 
and 1964 (translated in 1966). The search for these solutions is quite frequently reducible to the 
determination of the location and nature of the singular points in the phase space. The nature of 
these points is defined by the behavior of integral curves in their neighborhoods, and therefore, with 
this knowledge, we can establish the topological picture in these neighborhoods in phase space. 
However, in the large, the behavior of integral curves in phase space remain vague and numerical 
techniques are often times the only method available. Or else, one tries to understand the nonlinear 
effects by simplifying the system. The characteristic example, considered to contain typical 
nonlinear difficulties and resonance characters, is condensed in the equation 
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       fxxx   2     (A) 
where   is a function of xx ,  and so is  . The amplitude of the forcing term,  , is considered 
fixed and t   , where  is small. The typical assumption is that 2  and   are functions of the 
“energy” E  of the system, that is, 
       222   2 xExE       (B) 
and one looks for an oscillatory solution 
       vtx   cos  a  
       vtvx sin   a  
If both amplitude (a) and phase    are slowly varying with time, over the period vT 2 , one 
can average the corresponding equations over such period and obtain a solution with a specific error 
bound [e.g., Kyner, 1968, pp. 17-18, Eqs. (2.19) and (2.20)]. 
 Such averaged equations result to be 
      sin  2a2 v  
         cos  a221 22 vvv    (C) 
      222   a41 vE    
and they show that the assumption of the slow varying amplitude is met when 
     a,a vv   
Slow varying phase is verified in regions of the plane  ,a  where 
    vv 

 
21
2 cosa 
  
In case of no dissipation  0 , the system is Hamiltonian and defined by 
          cos  2 21, 22  p pdxvxvpH  
where 2ap , v2  . 
 It follows that the amplitude a is bounded if 
       aa 222a 0     lim dxxvx     (D) 
is finite and not zero. Such condition really implies that the system does not behave linearly for 
large amplitudes. Except for those integral curves having singular points as limit points, the 
trajectories in the phase plane  ,a  are closed and do not intercept, if the points 0  and  2  
are identified. In absence of dissipation, the singular points of the system 
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      sin  a   
         cos  a21 22  vv ,   (E) 
which is of the type discussed in Chapter III, are given by 
     23   , 2   , 0a
   
and 0a   , i.e., 
       ,0  
         222a vv     (F) 
The equation (F) is the resonance curve of the system, in the plane  v,a . That is the coordinate a 
of a singular point for a given value of v, is a root of 
         212 aa  v  
while the phase    for v  and 0  for v . It is seen that  av  is a curve of centers when 
  0a v , saddles when   0a v  and of mixed type at   0a v . The situations are reversed for 
 av . Some important facts, generally true for nonlinear systems, are that 
a) For any frequency v there exists at least a center. 
b) The number of centers is larger by one than the number of saddles. 
c) Under a small variation every mixed point either disappears or splits into a pair of 
points: a center and a saddle. 
d) A separatrix passes through every saddle and the exceptional singular points 
23  , 2  , 0a   . 
 Finally, the general characteristics of the motion without dissipation are: 
e) The period, defined by 
        


CH
dCT 

  
can be estimated by the following approximation if the integral curves are sufficiently close to a 
center. In fact, linearization of Equations (E) in the vicinity of a center kC  gives 
     a  
      kkk aa    
       0kC  
      kk C aa   
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     2a
 
v
k
k  
          kkkk CC a   , a    
Such linearized equations can obviously be written 
     0  xx k  
where 
      kCx  aa  
The frequency in the amplitude oscillation  x  is thus, in the limit  kCCC  , given by 
       21 kk   
and the period is 
       212 kkT   
The 21  power comes out naturally in this system and the usual reference to boundary layer studies 
seems hardly necessary. Actually, as we have seen in Section 5 of this chapter, under different 
assumptions, different powers of  are obtained (Equation 5.5.9). In regions not close to centers the 
integral for  CT  should be computed exactly and, most of the times, this can only be done 
numerically. However, if a , neglecting terms order  2a  and higher, one finds 
      sin  x  
     xk   
and the integral  CT  gives, for 11  kC , 
        


   2
12 21 kk CKCT  , 
and for 1kC , 
         





k
kk C
KCCT 1
2212 21 , 
where  kK  is the complete elliptic integral of the first kind modulus k. 
 We can recover the result for a center by setting 1kC . If 1kC , the period 
T  and, in fact, 1kC  corresponds to a separatrix. 
 The amplitude variation a  (amplitude of libration in the vicinity of a center) is defined 
by 
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          , a min, a max  a CCC   
and one obtains 
        21 1 2 2a kkC   
and 
           1         11a2a 212121  kkkk CCC  
 These results are essentially described in our papers (Giacaglia, 1968, 1969, 1970) but 
here we have followed the direct description by Bakai in 1966. 
 The conclusion is that a  increases with kC , reaches a maximum value as 1kC  and 
then decreases abruptly as the type of motion changes from libration (finite phase variation) to 
circulation (unbounded phase variation). 
 When dissipation is introduced the picture of the phase trajectories is also not difficult to 
find, despite the lack of an energy integral (Hamiltonian). In fact, although the trajectories are not 
closed anymore they approach either a closed trajectory or a fixed point. Contrary to the previous 
case we have that 
a) The phase   of a singular point is not constant. For the singular points defined by 
the branch   232  , a  v , while for those defined by the branch   22  , a  v . 
b) At the value a  satisfying  2a  , the branches  av  and  av  merge with the 
curve defined by  av . In the absence of friction     a  a  vv  lies always above [below] that 
curve. 
c) The centers are changed into foci, with are stable for   0aa dd   and unstable for 
  0aa dd  . Saddles and mixed points are conserved. 
d) Every phase trajectory tends to a stable limit cycle surrounding it. The transition is 
through a phase trajectory having a saddle as its limit singular point. In this case, one branch 
approaches the focus and the other approaches the limit cycle. 
 To conclude, we wish to mention the important results obtained by Moser in 1967, for 
the development of quasi-periodic motions, in particular, in the vicinity of resonant systems. 
 The question lies on the possibility of applying, to cases of resonance, Moser’s Theorem 
on quasi-periodic motions given at p. 200. This extension, for Hamiltonian Systems, is obtained by 
Moser in 1967 (pp. 170-175). Specifically, considering a system with N  degrees of freedom, if n is 
the number of rationally independent frequencies of the unperturbed system, when Nn   
Kolmogorov’s or Moser’s Theorems apply. When 0n  we have equilibrium and 1n  correspond 
to periodic motions, a case originally delt with by Arnol’d in 1961. All other cases, Nn 1 , are 
situations of resonance and the other of resonance is nN  . From the point of view seen in Chapter 
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III (pp. 170-173), resonance has been delt with by Arnol’d in his long paper of 1963, as an 
extension of Kolmogorov’s Theorem. Actually, the basic reasoning in Moser’s work is present is 
Arnol’d’s Theorem, a fact visible by comparing, for instance, sH1  (p. 172) with Moser’s H~  (1967, 
p. 172). In case of simple resonance, i.e., 1 Nn , the conclusions of Moser can be very clearly 
stated. 
 In fact, consider the Hamiltonian  ;,.....,,;,....,, 2121 NN xxxyyyHH  , with 
   xyHxyH N;0;; 0 , H  2 - periodic with respect to every angle 1  , ,....,, 21 Nnyyy n . 
Moreover, for fixed values of 121 ,.....,, Nxxx  restricted to some bounded domain, we assume that 
0 NN xy  is an equilibrium solution of 0H , that is, 
     000 


NN x
H
y
H  
For 0 , we have on the manifold 
     nkconstCx kk ,....,2,1          .   
    0 NN xy       (G) 
an n-parameter family of quasi-periodic motions. Such motions, provided the equilibrium point is 
elliptic, can be continued under sufficiently small perturbations, that is, small . More precisely 
Moser (1967, p. 171, Theorem 6) shows that 
 “If the Hamiltonian  ;; xyH  for 0  has the equilibrium point 0 NN yx  and 
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  at kkNN Cxyx    , 0  , 0 , then 
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Then, for  sufficiently small, there exists a quasi-periodic solution, with n frequencies, near the 
solution defined by (G)”. 
 A Taylor expansion of H  is made in the vicinity of (G) and the equilibrium point 
0 NN yx  is supposed to be elliptic, that is, the matrix 
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is reducible to the diagonal form 
     


 

0
0  
with 0 . Thus, a final form is achieved 
       


n
j
NNjj YXXH
1
22 02
1 a~   
where 
       njxX jj ,....,2,1         0~ 2    
and 
      40~~ NNNN yYxX   
The differential equations take the form 
      0a y  
       0      (L) 
where    NNnn yxxxxyyyy ,,,......,,  , ,....,, 2121   . The eigenvalues of   are 
   1  , 0..... 121  NNn  
 In order to apply Moser’s Theorem (p. 200), the modified system 
       0a y  
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       0 M  
must be considered. But as shown by Moser, it is possible to choose 0  ,  M  real, so that 
by a time “stretching” 
      dtd   1  
one finds 
           0a1 1  y  
       0  
and the constants 
        jjj    a 1a 1  
can be obtained corresponding to values of  nkck ,....,2,1     which satisfy the hypotheses of the 
Theorem. 
 Then, for system (L), quasi-period motions exist. 
 As far as periodic solutions in the vicinity of an equilibrium, when the normal modes are 
rationally dependent, the question has been treated originally by Siegel. He has given a 
counterexample to the possible extension of Lyapunov’s Theorem. More recently, however, in 
important theorem has been proved by Berger (1969) for Hamiltonian systems in the absence of 
gyroscopic terms. On the other hand Henrard (1969) has given a formal normalization in a specific 
problem where such terms are present and shown by numerical techniques that periodic orbits do 
seem to exist for a certain resonance relation among the normal modes at an equilibrium point. 
Finally, Roels in 1969 gave an application of a normalization technique showing periodic orbits 
corresponding to rational modes in the Restricted Problem of Three Bodies, and in 1971produced a 
proof of a theorem which generalizes Lyapunov’s results. More precisely, there exist periodic 
solutions in the neighborhood of an equilibrium, when one eigenvalues 1 ki   ( 4k , integer: 
1  pure imaginary), under certain conditions on k and on higher order terms of the expansion of the 
Hamiltonian about the equilibrium. Here we limit to mention the most important results, by Berger 
and Roels. 
 Berger’s generalization of Lyapunov’s Theorem is a follows: 
Theorem: “Given the Hamiltonian 
       yFAyyxxyH T  2
1
2
1; 2  
where y  and x are n-vectors,  yF  is even and 1C  for 20  ky , 0lim0 


y
y
F
y
 and A  is 
a self-adjoint constant nn  matrix, with eigenvalues 22221 ,.....,, n . If there exist p  eigenvalues 
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not necessarily distinct but equal to 22 jk   (k integer) for some nj 1 , then there exist at least p  
distinct one-parameter families   piui ,....,2,1  ,  , of periodic orbits with periods  iT . As 
0 , the families tend to equilibrium and the periods to j2 . Moreover, if  yF  is real 
analytic,  iu  and  iT  are continuous in a neighborhood of the equilibrium”. 
 Obviously the theorem does not apply when the Hamiltonian contains linear terms in x, 
the “velocity” vector. In this case Roel’s result applies and under the following hypotheses. 
Theorem: “ Given the Hamiltonian  xyH ;  real analytic in the vicinity of the equilibrium point 
 0;0 , if all the eigenvalues of the linear variational system are distinct, if one of them, say 1 , is 
pure imaginary and if there exists one other eigenvalues, say 2 , such that 12  k  ( 4k , 
integer), then there exists a family of real periodic solutions depending analytically on a real 
parameter  in the neighborhood of the equilibrium point, provided the number   0kR . This 
number is a function of k and of coefficients of the development of H  in the neighborhood of  0;0 , 
up to the fourth order. If 0 , those solutions tend to the equilibrium and their periods, analytic 
functions of , tend to 12  . The first approximation of the solution is the same as given by 
Lyapunov’s method in the nonresonant case”. Of course, the list of results in many particular 
situations could be extended to an endless limit. We wish to mention the following outstanding 
works: by Hale (1969, mostly sections III.5 through III.11 and Chapters IV, V), by Sansone and 
Conti (1964, especially sections VII.1 and VIII.7), by Cesari (1959, 8 and 9), by Andronov and 
others (1966, sections I.2 through I.5, Chapters II and VI), by Andronov and others (1967, from the 
important point of view of structural stability, Chapters II, III, IV), by Nemytskii and Stepanov 
(1960, Chapters IV, V), by LaSalle and Lefschetz (1961, Chapter 4, from the point of view of an 
extended Lyapunov Stability Method), by several authors in the Proceedings of an International 
Symposium on Differential Equations and Dynamical Systems (Ed. by Hale and LaSalle, 1967), by 
Urabe (1967, Chapters 4 e 5), by Roseau (1966, Chapters 9, 10, 12, 13, 18 and several examples 
along the entire book), by several authors in an AMS Translation (1962), in several examples of 
vibrations in nonlinear mechanics by Chen in 1966. 
 One of the best works dealing with Oscillations in Electric Circuit Analysis, where the 
problem of resonance is analysed under several circumstances and with several examples, by 
Blaquière in 1966. 
  Finally, many general situations and special cases in Celestial Mechanics are collected in 
the Proceedings of an International Symposium on Periodic Orbits, Stability and Resonances (Ed. 
by Giacaglia, 1970). 
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 It is often stated that, as in fact is “mathematically generally true”, asymptotic methods 
cannot predict accurately orbits for a period of time which does not exceed 1~  , where  is the 
small parameter of the problem. Nevertheless, both in nonresonant and resonant situations, such 
methods, mostly based on Lindstedt’s Device (Poincaré or von Zeipel Methods) have proved to be 
able to predict very accurately the observations over a very extended period of time. For instance, 
long period perturbations computed for earth’s artificial satellites should hold good for a time not to 
exceed about 3102   hours (about 84 days) and even then degenerate very rapidly at the end of 
such period. However, a precision of better than one part in a million can be maintained for periods 
of well over 100 days, by proper use of averaging techniques. The same is true also for the 
verification of validity of normal forms obtained by “generally divergent” series. In this respect, an 
observation by Moser (1956, p. 291) is quite interesting, as he says “… As in the case of two 
degrees of freedom such a transformation (Birkhoff’s Normalization) can only be given by 
divergent series. But in the discussion of stability for practical purposes these series give a sufficient 
picture…”. The same kind of observation is made by Kyner (1968, p. 41) when he states “…the 
(pendulum) model is valid over a time proportional to 221 J  ( 22J  is the small parameter in his 
problem), e.g. over a libration period. Statements of this type must be accompanied by the phrase-if 
22J  is sufficiently small. However, numerical tests show that the theory can be used for 
synchronous satellites of the earth….”. We wish to add for a time well in excess of the mathematical 
interval of validity obtained by estimation. 
 With respect to the representation of motion in the vicinity of singular points, by means 
of asymptotic averaging methods, several works, beginning with Hori’s theory in 1960, have been 
published by Garfinkel (see 1972 for a list of references), by Giacaglia (1968, 1969, 1969 bis, 1970) 
and Jupp (1969, 1972). 
 Finally, from the important point of view of construction and validity of the Third 
Integral of motion, several works by Contopoulos (1963, 1965, 1966, 1968, 1970) are highly 
recommended since, beside careful analytic developments, they always include extensive and 
impressive numerical applications and verifications, a very effective process of excluding mere 
academic exercises, and convince the reader of the real usefulness of averaging perturbation 
techniques. 
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