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CAPITULO 1 
Introdução 
1.1 Apresentação 
Os problemas estudados nesta tese são os seguintes: 
O Problema de Inequações Variacionais 
Dada F : IR'" ---+ IR" e n Ç IR:' um conjunto convexo e fechado, encontrar 
x .. E !1 tal que 
(F(x.), w- x.) ? O, para todo w E !1. (1.1) 
Este problema é denotado por V I P(F, !1). 
O Problema da Complementaridade 
Este problema, que é o caso particular mais importante do V I P(F, f!), 
(n = .lRf.). Consiste em encontrar x .. E IR+ tal que 
F(x.)? O, x.? O, ;; F(x.) =O. ( 1.2) 
Este problema é denotado por NCP(F). Quando a função F do problema 
é linear (i.e.: F(x) = Mx + q) o problema chama-se de complementaridade 
linear e é denotado por LCP(M, q). 
Os problemas NCP e LCP serão estudados como parte de um problema 
mais geral: o problema misto, onde o conjunto !1 é uma caixa. 
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Também estudaremos dois problemas que não são casos particulares do 
problema de inequações variacionais: 
O Problema Horizontal 
Dadas Q, R E K"xn, encontrar x, z E JlG., tal que 
Qx + Pz = b, xT z = O. 
Este problema será denotado por H LCP( Q, R, b). 
O Problema NCP-Generalizado 
Dadas G, F : IFr' --+ IFr', encontrar x~ E JRn, tal que 
F(x.) ~O, G(x.) ~O, F(x,fG(x.) =O 
Este problema será denotado GNCP(F, G). 
O seguinte diagrama ilustra as relações entre os problemas 
YIP 
H ~~to 
r----+ I +lon-z.on to L 
I I 
I 
·-
1-· -·--
1 tJC P 
-
LCP I 
I I 
_ _j 
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(1.3) 
A motivação para estudar os problemas de inequações variacionais e seus 
casos particulares provém em princípio da necessidade de dar uma resposta 
eficiente à resolução do problema do equilíbrio geral e suas aplicações: teoria 
de jogos, produção, consumo, taxação e subsídios, emprego e salário, "spa-
tial price equilibriurn", "invariant capital stock", o problema de produção de 
N ash-Courton, " traffic equilibriurn problern", etc. Em todos estes proble-
mas as condições de equilíbrio podem ser formuladas corno um problema de 
inequações variacionais ou como um problema de complementaridade. Além 
disso, em um trabalho recente, Ferris e Pang [26](1996) apresentam aplicações 
importantes em engenharia, como problemas de contacto mecânico, proble-
mas de estrutura mecânica, "nonlinear obstacle problems", problemas de 
lubrificação eletrodinâmica, etc. Gabriel e Kydes [46](1995} aplicam o pro-
blema da complementaridade não linear ao modelo matemático para a com-
putação do equilíbrio entre preço e quantidade de combustível no sistema 
energético dos E.ll.A., chamado projeto NEMS (The National Energy Mo-
deling Sys\em). 
Inicialmente, os métodos para resolver os problemas de equilíbrio ge-
ral basearam-se nos resultados obtidos no trabalho de Lemke e Howson 
[82](1964). Estes métodos chamaram-se de ponto fixo ou homotópicos, pela 
estratégia usada. Ainda hoje, muitas aplicações são iesolvidas de forma efici-
ente por estes métodos (ver [54L[114],[121]). Mas o crescimento da economia 
e as planificações industriais sofisticadas requerem a resolução de problemas 
de grande porte. O melhor exemplo disto é o projeto PIES (Project lndepen-
dence Evaluations System) ([57]). Nestes casos os métodos tradicionais são 
ineficientes, e ainda no caso de problemas de porte médio eles já apresentam 
dificuldades. 
Outra estratégia tradicional para resolver modelos de equih'brio está ba-
seada na possibilidade de que o problema de inequações variacionais venha 
a constituir o conjunto de condições de primeira ordem de um problema de 
minimização1 cuja função a minimizar seria da seguinte forma: 
f(x) = [ F(xo + t(x- x0 )?(x- x0 )dt 
onde Xo E mn é um vetor arbitrário e a função F é continuamente dife-
renciável. 
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Para que isto seja possível é necessário que o Jacobiano de F seja simétrico 
(ver [101]). Esta condição é muito restritiva e difícil de ser satisfeita em 
muitos exemplos práticos (ver [7], [18]). Logo, esta estratégia nã.o é uma boa 
alternativa aos métodos de ponto fixo ou homotópicos. 
Diante da ineficiência provada para resolver proplemas de grande porte 
dos métodos homotópicos ou de ponto fixo e da falta de generalidade da 
estratégia de integração, fica justificada a asserção de Harker e Pang em 
([57]): " Os problemas de inequações variacionais em dimensão finita e de 
complementaridade emergem como os candidatos a encher o vazio deixado 
pelas estratégias de otimização e de ponto fixo". 
O problema horizontal serve de marco para a maioria dos algoritmos de 
pontos interiores do tipo primai dual, e caracteriza as condições de Karush-
Kuhn-Tucker do problema de programação quadrática, como está explicitado 
em [6], [41], [53]. 
O problema NCP-Generalizado, proposto por Fukushima e Kanzow em 
[70], é uma generalização do problema de Quasi-Complementaridade ou tam-
bém chamado problema de complementaridade implícito, e tem suas aplicações 
nas versões discretizadas do problemas de controle impulsionai e parada 
ótima. Estes problemas estão descritos nos trabalhos de Pang [104], [105] 
e de Noor [99], [100]. 
Os fatos citados acima revelam a necessidade de encontrar formas efici-
entes de resolver diretamente o problema de inequações variacionais e com-
plementaridade. Esta é a principal motivação desta tese. 
Para alcançar o objetivo proposto, estabelecemos uma equivalência dos 
problemas que nos propomos resolver neste trabalho (que chamaramos de 
originais), com problemas de otimização equivalentes com restrições simples 
(caixa), não pela integração da funçã-O F (cuja limitação já foi indicada), mas 
pela formulação de um problema de otimização com função objetivo tal que 
seus minimizadores globais forneçam as condições para que o problema 
min(F(x,), x- x.) 
xEO 
tenha como solução x., solução do problema original. A função objetivo do 
novo problema constitui uma função de mérito para o problema original. 
Com isto conseguimos a equivalência dos minimizadores globais do pro-
blema de otimização associado com as soluções do V I P(F1 O), sem colocar 
nenhuma condição sobre a função F do problema original. 
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Embora existam bons métodos para resolver o problema de otimização 
global em alguns casos particulares (por exemplo o problema de programação 
quadrática (ver [35], [60], [108])), este é sempre um problema difícil. Encon-
trar pontos estacionários é muito mais simples e todos os métodos tradicionais 
de otimização fazem isto com sucesso comprovado na prática. Isto justifica 
a busca de condições sobre F para que os minimizadores locais (ou outros 
pontos críticos) do problema de otimização associado sejam minimizadores 
globais, de maneira a conseguir a equivalência entre os pontos estacionários 
e as soluções do problema V I P(F, íl). 
Resumindo, os passos seguidos para atingir nosso objetivo são os seguin-
tes: 
(1) Formular uma função de mérito; 
(2) Formular o problema de otimização equivalente;. 
(3) Encontrar a equivalência com os minimizadores globais; 
( 4) Encontrar a equivalência com os pontos estacionários. 
Embora os problemas horizontal e NCP-generalizado não sejam casos 
particulares do V I P(F, 0), estes também podem ser resolvidos usando a 
estratégia anterior. 
A principal contribução deste trabalho é a formulação, para todos os ca-
sos, de um problema de otimização equivalente, cuja função de mérito tem 
o mesmo grau de diferenciabilidade que as funções envolvidas no problema 
originaL Além disso, as propriedades teóricas que obtivemos fazem que na 
maioria dos casos, as exigências feitas ao Jacobiano de F para obter a equi-
valência com os pontos estacionários, sejam iguais ou menores às exigidas 
nos trabalhos existentes para solucionar os mesmos problemas. 
Além disso, o problema de otimização equivalente é simples e computável 
(e o que não sempre se verifica nas outras estratégias conhecidas). 
No capítulo 2 apresentamos a equivalência do V I P(F, !1) com problemas 
de otimização com restrições de caixa ou restrições lineares(politopo) e as 
diferentes condições que tem que ser pedidas á função F do V I P(F, !1) para 
obter a equivalencia com os pontos KKT. No Capítulo 3 fazemos uma par-
ticularização dos resultados para o caso em que !1 é uma caixa, definiendo 
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para isto uma noção de regularidade. No capítulo 4 apresentamos a resolução 
dos problemas horizontal e NCP-generalizado. No capítulo 5 desenvolvemos 
uma teoria de pertubações que nos permite estender os resultados para o 
caso em que a função F é monótona. Baseado nesta teoria apresentamos um 
algoritmo de tipo homotópico, a teoria perturbações tem resultados teóricos 
e práticos originais muito interessantes. No capítulo 6 apresentamos também 
um algoritmo para a resolução de sistemas não lineares indeterminados com 
restrições, que têm uma aplicação imediata na resolução dos problemas ana-
lisados nesta tese. Para este algoritmo desenvolvemos uma teoria completa 
de convergência. 
A seguir daremos a notação usada nesta tese e algumas definições e re-
sultados basicos. 
1.2 Notação. 
• Denotaremos por 11 · 11 a norma Euclidiana de ff{" e a norma matricial 
associada. 
• Seja {3 E IR+ e x 0 E IR", chamaremos 
B~(xo) ~ {x E m• llx- xoll S fl} 
á bola com centro em x 0 e raio {3. 
• Seg(x) ~ (g1 (x), ... ,gm(x))', denotaremos 
para todo i = 1, ... , n e 
g'(x) ~ ('Vg,(x), ... ,'Vgm(xW. 
Corno é usual, \J2g, denota a matriz Hessiana de g;. 
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• SeBE mnxn, B ~O (B > O) indica que B é semi-definida (definida} 
positiva. 
• Chamaremos 
JR~ ~ {x E JRn I x? 0). 
• A i-ésima componente do vetor x será denotada [x];. No entanto, se 
não houver ambiguidade, será denotada simplesmente por x;. O mesmo 
acontece com as matrizes, [A];,j é a componente que representa a linha 
i e a coluna j de A, também neste caso usaremos a;,j quando o contexto 
o permita. 
• Denotaremos por { e1, ••• , en} a base canônica de IR''. 
• Dado um vetor y E JR:l, a matriz diagonal de mnxn gerada pelo vetor 
y será denotada por Y, ou seja, 
Y ~ diag(y) 
onde 
[Y];,i;:::: Yi para todo i, e [Y];,j = O, se i f. j. 
Seja r E IR, e y E JRn, definiremos yr da seguinte forma 
' ( ' ')T Y = Yt, ... ,yn · 
Logo, 
Y' ~ diag(y') 
• Seja a seguinte caixa 
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onde I,= {l, ... ,s,) e I 2 = {s, + l, ... ,s2}, I 3 = {s2 + l, ... ,s3 }, 
com a E lR82 e tE !Rs3 - 81 , e também chamaremos I= {l, ... ,n} e 
I 4 = {s3 +1, ... ,n}. 
o vetor X E mn será composto da seguinte forma: 
Onde xl E JRS!, x2 E JRS2-8J) x3 E fRSJ-82) x4 E mn-SJ. 
Assim, definimos X E lR82 , X E 1Rs3 - 82, por 
Associada com o vetor x E IR", definimos a matriz X E IR!'xn, por 
( 
X, O O O ) 
X= O X, O O 
o o x, o 
o o o x, 
Onde, X 1 E JRSJXSJ 1 X 2 E JRs2-s1xs2-si 1 XiJ E mss-s2xs3-s2 ,X4 E 
m'I1-83X'I1-S3
1 
onde: 
X,= diag(x'), X,= diag(x 2 ), X,= diag(x3 ), e X4 = diag(x4 ) 
Conseqüentemente, definimos X E R8 2XS2 e X E ff?.83-S2XS3- 82, por 
X-- ( x, 
- o i,) 
x = ( x, o ) 
o x, 
Se v E ffi.82 , Õ = (0, ... , O)T E mn-s2 , denotamos 
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mos 
• Dada A E li?Pn denotaremos por O, a matriz na qual as colunas 
formam uma base do núcleo de A. Ainda mais, por E denotaremos a 
matriz na qual as colunas formam uma base do seguinte subespaço: 
{x E mn I Ax =o, X1 = ... = Xs3 = 0}. 
• A submatriz da matriz M, indicada por um conjunto de índices a e {3, 
será denotada 
e seus elementos serão, mi,j com i E a e j E j3, e 
Também 
FUx) ~ [iJF;(x)l 
axj ·eo ·e . ,..,,) "' 
denotará a submatriz do Jacobiano da função F computada em x. 
1.3 Definições e resultados 
1.3.1 Definições 
Definição 1.1. Dizemos que o problema LCP(M,q) é factível se existe x E 
IR+ tal que Mx + q 2:: O. 
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Definição 1.2. M E JR"'xn é dita uma 
(a) Q0 -matriz, se LCP(M,q) é factível para todo q. A esta classe 
chamaremos de Q0 • 
(b) Q-matriz, se LCP(M,q} tem solução para todo q. A esta cla-sse 
chamaremos de Q. 
(c) 50 -matriz, se existe O =f x 2, O tal que Mx > O. A esta classe 
chamaremos de 50 • 
(d) 5-matriz, se existe x 2, O tal que Mx > O. A esta classe 
chamaremos de S. 
(e) P0 -matriz, se todos os menores principais são não negativos. A esta 
classe chamaremos de P0 • 
(f) P-matriz, se todos os menores principais são maiores que zero. A esta 
classe chamaremos de P. · 
o. 
o. 
(g) matriz semi-definida positiva, se para todo x E IR" se cumpre xT M x 2: 
(h) matriz definída positiva se, para todo o#- X E mn se cumpre x? Mx > 
(i) matriz coluna-suficiente, se dado z E IR"' se cumpre, 
{z,[Mz], :S O para todo i}'* {z,[Mz], =O para todo i} 
U) matriz linha-suficiente, se MT é coluna-suficiente. 
(k) matriz suficiente, se ela é coluna-suficiente e linha-suficiente. 
(I) H-matriz, se existe dE JRn com d >O tal que para todo i= 1, ... , n 
1m;; I> L lm<;ld;. 
i::Fj 
A esta classe chamaremos de H. 
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(m) ([110]) M -matriz se existes > O e B E !K"n com B = (b;j ), b;, 2 O, 
e s > p(B), onde p(B) é o raio espectral de B, tal queM= si- B. 
Definição 1.3. Seja fl Ç llt.n, fechado e convexo, a função F: IR" --Jo JRn é 
dita 
(a) monótona sobre fl se 
(F(x)-F(y),x-y)20 \lx,yE!1. 
(h) estritamente monótona sobre n se 
(F(x)-F(y),x-y)>O \lx,yE!1x#y. 
(c) fortemente monótona de módulo J1 sobre nl se existe 11 > o, tal que 
(F(x)- F(y),x- y) 2 p[[x- y[[' \lx,y E !1. 
( d) Coerciva sobre n se existe um vetor X o E n tal que 
(f) P0 -função sobre fl se 
fr,~';, { (F;(x) - F;(y ))(x;- y;)) 2 O \lx, y E !1. 
(g) ?-função sobre !1 se 
max {(F;(x)- F;(y))(x;- y;)) >O \lx,y E !1, x # y. 
lS•:Sn 
(h) Junção F-uniforme sobre fl de módulo Jl, se existe um escalar J1 > O 
tal que 
max {(F;(x)- F;(Y))(x;- y;)) 2 p[[x- Yll \lx,y E !1. 
l<•<n 
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1.3.2 Resultados 
Proposição 1.1. [17], [28], [29], [110]. SejaM E Ifr"", 
(i) 
(ii) 
(a) Se M é definida positiva, então M é uma F-matriz. 
(b) SeM é uma F-matriz, então M é uma 5-matri::. 
(c) Se M é uma S -matriz, então M é uma Qo-matriz. 
(a) Se M é semi-definida posit~·va, então M é uma P0 -matriz. 
(h) Se M é uma P0 -matriz, então M é uma 50 -matriz. 
(c) SeM é uma 50 -matriz, então M é uma Q0-matriz. 
(iii) 
(a) Se M é definida positiva, então M é semi-definida positiva. 
(h) Se M é uma F-matriz, então M é uma P0 -matriz. 
(c) SeM é umaS-matriz, então M é uma 50 -matriz. 
( d) Se M é uma Q-matriz, então M é uma Q0 -matriz. 
(i v) 
(a) Se M é uma F-matriz ou semi-definida positiva, então M é uma 
matriz suficiente. 
(b) Se M é coluna ou linha-suficiente, então M é uma P0 -matriz. 
(c) SeM é uma H-matriz ou M-matriz, então M é uma F-matriz. 
Proposição 1.2. [17],[28], [94]. SejaM E JRm'" 
(a) M é umaS-matriz se) e somente se) {y I y 2: O,ATy ~ O,y =f O} e 
vazw. 
(b) M é uma 50 -matriz se, e somente se, {y I y 2: O, AT y < O} é vazw. 
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Proposição 1.3. [93], [94), [101]. Seja F: mn--> Ui" e F E C1(!1). Então: 
(i) F(x) é monótona sobre n se, e sómente se, F'(x) é semi-definida 
positiva sobre n. 
(ii) Se F'(x) é definida positiva sobre O, então F(x) é estritamente 
monótona sobre n. 
(iii) Se F'(x) é uma F-matriz sobre !1, então F(x) é F-função sobre !1. 
(iv) Se F'(x) é P0 -matriz sobre O, então F(x) é P0 -função sobre f!. 
Proposição 1.4. [28]. Seja M E IRnxn uma F-matriz, então para todo 
u E mn com u # O, existe Du > O matriz diagonal, tal que 
uT Dv.Mu >O. 
Proposição 1.5. [28]. Seja M E JR"'xn uma S-matriz, então para todo 
u E IR" com u > O, existe i tal que 
[MTu); > 0. 
Proposição 1.6. [28), [95]. Seja F : /R" --+ IR" uma P0 -função, E: > O, 
então F(x) +EX é uma F-função. 
Proposição 1.7. [57], [93] Dado n E IR", não vazio, convexo e fechado, se 
F(x) é uma função F-uniforme, então o problema FIP(F,f!) tem t>olução 
e é úntca. 
Proposição 1.8. [21] Seja F: !Rn --t IRn contínua. Se O é limitado e não 
vazio, então o problema V I P(F, f!) tem t>olução. 
Proposição1.9. (Teorema Frank-Wolfe) [37], Se a função f: mn _., m 
é quadrática, limitada inferiormente sobre o politopo r E JR.'l, então f atinge 
seu valor mínimo sobre r. (i.e., existe x .. E f, tal que f(x .. ) :S f(x), para 
todo x E f.) 
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CAPÍTULO 2 
O problema de inequações 
(VIP) • • • var1aciona1s 
2.1 Apresentação 
Neste capítulo, trabalharemos com o problema de inequações variacionais 
(1.1), para um conjunto n definido da seguinte maneira: 
íl = {X E mn I g( X) :s o, Ax = b, 
( 2.1) 
onde g = (gt, ... ,gmf, 9i E C2 (1Rn) é convexa para todo i= l, ... ,m, 
A E IRrn, I1 = {l, ... ,st} I2 = {s1 + l, ... ,s2} e I 3 = {s2 + l, ... ,s3} com 
c E lR32 e t E JRs3 - 81 • 
Observe-se que este conjunto inclui os casos particulares já mencionados 
como NCP, LCP, o problema misto, aquele em que n é um poli topo e também 
inclui o VIP quando o conjunto é dado somente por restrições de desigualdade 
convexas. 
Chamaremos 
!1,; = {x E mn l X;~ C;, i E It u I2, X;~ t;, i E I2 u I3}-
Rescrevemos o V I P(F, fl) como um problema de otimização equivalente 
com 
(i) Restrições simples (caixa) 
(ii) Restrições lineares (politopo). 
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2.2 Equivalência com um problema de oti-
mização com restrições simples (caixas) 
Seguiremos os passos já explicados na introdução. 
(a) A Função de Mérito Proposta 
Seguindo estratégias similares às feitas em [40] e [41], definimos nossa 
função de mérito como f: nc X IR+ X IR+ X IRq X IR~ X IR'!{:- 81 -J. m+, da 
seguinte maneira 
f(x,y, z,u, v, r)= IIF(x) + g'(xf y + AT u- (v, O)'+ (0, r, O)' li' 
+Pdlz + g(x)ll' + P>IIAx- bll' 
+p3 [(~)y;z;)')' + (~~)(x;- c;)v;)')' + (t((t;- x;)r,)')') 
~-1 '-1 ·-~] 
onde Pt, p2, p3,p >O, l >O. 
Observe que se p '2': 1, l :2: 1 e p, l E IN, a função de mérito proposta tem 
o mesmo grau de diferenciabilidade que as funções do problema original (F 
e g,). 
(b) O Problema de Otimização Equivalente 
Minimizar f(x,y,z,u,v,r) 
y > o 
z ? o 
Sujeito a v > O 
r > O 
X E nc. 
(2.2) 
Este problema que estamos propondo, a pesar do aumento no número de 
variáveis, tem as seguintes propriedades: 
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(a) A função objetivo proposta não deteriora o grau de diferenciabilidade 
próprio do problema original. 
(b) A função objetivo é totalmente computável. 
(c) As restrições são canalizações simples. 
As outras estratégias para resolver este problema, propostas por Fu-
kushima ([42] e [43]), nos trabalhos do mesmo autor com Taji, Ibaraki e 
Yamashita ([71[, [118[, [126] e [125]), e também no trabalho de Wu, Florian e 
Marcotte ([122]), possuem uma função de mérito com as mesmas caracterís-
ticas de diferenciabilidade que a nossa, mas nelas o problema de otimização 
equivalente está baseado em projeções sobre o conjunto O. Isto faz com que 
a função seja computável só em casos muito especiais, como por exemplo 
no caso em que o conjunto é um politopo. Fukushima e Taji em [116] e 
[117] tentam usar este fato linearizando as restrições. Mesmo nestes casos a 
implementação é limitada e de duvidosa eficiência. 
Outros trabalhos como os de Jiang [62], Jiang e Kanzow [72], Jiang e 
Qi [65], Xiao e Harker [123] e [124], Chen e Harker [8], Facchinei, Fischer e 
Kanzow [22] e [23] usam para resolver este problema a estratégia de colocá-lo 
como equivalente a um sistema de equações não lineares não diferenciável. 
Os métodos propostos são do tipo Newton e Newton inexatos em suas versões 
não diferenciáveis. Embora estas estratégias sejam implementaveis compu-
tacionalmente, os métodos usados para resolver estes problemas são muito 
especializados. Nossa estratégia tem a vantagem de permitir a aplicação de 
qualquer método de otimizaçãdos conhecido. Além disso, na nossa abor-
dagem as exigência teóricas feitas ao Jacobiano da função F do problema 
original para se obter a equivalência com os pontos 'estacionários são iguais 
ou mais fracas que em qualquer uma das estratégias mencionadas acima. 
(c) A Equivalência com o Mínimo Global 
Antes de apresentar o teorema de equivalência, daremos uma definição 
que nos será útil. 
Definição 2.1. Dizemos que f1 satisfaz uma 11constraint qualijication" (ver 
[3}) se uma das seguintes condições é verdadeira: 
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(i) 9i são funções lineares para todo i= 1, ... , m; 
(ii) (Condição de S/ater). Se existe z E f!, tal que 
g;(z) < O para 
z; > c; para 
z; < t; para 
iE{l, ... ,m}, 
i E I 1 U I2, 
i E I 2 Uia. 
Teorema 2.1 Se !1 satisfaz uma "constraint qualification" e x. é uma solução 
do VIP(F,f!), então existem z .. ,y .. E IEC;., u .. E JR9 , v. E IR~, r. E 
JRs3 -s1 tais que (x.,y .. ,z .. ,u .. ,v .. ,r .. ) é um minimizador global de (2.2) e 
f(x .. ,y .. ,z.,u.,v.,r.) =O. Reciprocamente, se (x ... ,y .. ,z.,u .. ,v.,r .. ) é tal que 
x., E f!c, y .. 2: O, z.;::: O, v .. 2: O, r. 2: O, e f(x,.,y .. ,z .. ,u ... ,v .. ,r.) =O (i.e., 
um minimizador global de (2.2)), então x. é uma solução do VIP(F,f!). 
Demonstração. Se x .. E f!, é solução do V 1 P(F, !1), então para todo w E !1, 
se cumpre 
(F(x.), w) :> (F(x.), x.). 
Logo, x .. é o minimizador global do seguinte problema de programação linear 
Minimizar (F(x.), w) sujeita a w E !1. (2.3) 
Dado que !1 satisfaz urna "constraint qualification", as condições de otimali-
dade do problema 2.3 cumprem-se, e são as seguintes: existem z., y. E IRf: 1 
IR' IR'' IR3:J -31 t . u,. E , v. E +, r,. E + , ais que 
F(x.)+g'(x.)'y.+ATu.-(v.,O)T +(O,r.,O)'=O, x.Ef!, 
g(x.) = -z., Ax. = b, y; z. =O. (2.4) 
Deste modo 1 f(x .. ,y .. ,z .. ,u .. ,v .. ,r.) =O, e dado que f(x,y,z,u,v) ~O, então 
(x .. , y,., z., u ... , v., r ... ) é um minimizador global do problema 2.2. 
Reciprocamente, se f(x ... ,y ... ,z. 1 u ... ,v ... ,r.) =O, com x .. E flc, z .. ,y .. E IR+., 
u. E !Rq, v,. E IR~, r. E JR':;- 31 1 claramente x ... E !1 e se cumprem as 
condições de primeira ordem para o problema 2.3, em conseqüência, x. é 
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solução do VIP(F,O). QED 
É importante notar que no caso da equivalência com o problema de oti-
mização global, não é preciso exigir nenhuma condição sobre a função F do 
problema original. Com isto podemos dizer que a equivalência verifica-se 
com qualquer problema V I P(F, 0:), onde f! cumpra uma "constraint quali-
fication". 
A condição da "constraint qualification" não pode ser removida, Isto fica 
claro no seguinte exemplo. 
Exemplo 2.1: Consideremos n = m = 1, q = s = O, p1 = P3 = 1, 
g(x) = x 2 , F(x) =- 1. Aqui. o único ponto factível é x =O e o problema 
equivalente é: 
Minimizar f(x, y, z) = (I+ 2xy )2 + (x 2 + z) 2 + (yz)' 
sujeita a y 2: O, z 2: O, 
e é claro que /(0, y, z)? I, para todo y, z E JJ4. 
(c) Equivalência com os Pontos Estacionários 
Os resultados de equivalência com os pontos estacionários serão dados 
para três casos diferentes. 
Caso geral 
Neste caso não colocaremos nenhuma condição sobre o conjunto O. O 
teorema de equivalência é o seguinte: 
Teorema 2.2 Se (x .. ,y .. ,z ... u .. ,v .. ,r .. ) E nc xm~ xm~ xmq xiR? xJRS}-S3 
é um ponto estacionário de (2.2} com p 2: 1, l 2: 1, p + l > 2 e O não vazio, 
se 
então x,. é a solução do VIP. 
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Demonstração. Seja (x.,y .. ,z.'lu,.,v,.,r,.) um ponto estacionário de (2.2). 
Chamaremos 
m 
H= F'(x.) + L[y.];V'g,(x.), (2.5) 
i=l 
w1 = F(x.) + g'(x.f y. + AT u.- (v., O)'"+ (0, r., O)', (2.6) 
. ( v o ) v= o o , 
. (c o) c= o o ' 
( 
ô o o ) R= O R O , 
o o o 
( 
ô o o ) T= o T o ' 
o o o 
onde vê R TE wxn v c E JRS2X32 R TE mso-3JX8J-3) o' E ms,xs, e 
' ' ' l l l ' l 
C= diag(c), V= diag(v.),R = diag(r) e T = diag(t). Além disso, definire-
mos Y E mmxm, Z E m_mxm, X E JR!ixn da seguinte maneira: 
Y = diag(y.), Z = diag(z.), X= diag(x.), 
e também 
w 2 = g(x.) + z., (2.7) 
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m s2 ~3 
01 = I)[y.];[z.],)', O,= l:(([x.],- c,)[v.];)1, 03 = I: ((t;- [x.];)[r.];)1• 
i= I i=1 
As condições KKT são as seguintes: 
E . t E IR" (3 E IR'' E IR~s-~l E IRs3-sl IRm ~ xts em a + 1 +, Tf + , v + , f E +, J.l E Ht+, 
tais que 
- plp30j- 1((T- X)R)'-'(O,r.,O)'- (<>,0)' + (O,ry,O)' =o, 
(x.-cf<>=O, 
T -0 Y./- , 
T -0 z. 11- ' 
v'!f3 =O, 
24 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
(2.14) 
(2.15) 
(2.16) 
(2.17) 
(2.18) 
v :2: O, a 2:: O, f3 2:: O, I 2: O, I! 2: O. 
Por (2.9) e (2.10), temos que 
2g'(x.)w, = -plp30f-1(YZ)1- 1z, + -y 
e 
2p1w, = -plp,ej-1 (YZ) 1- 1y. + p. 
Desta forma, por (2.16) e (2.17), 
[ -plp,ej-1(Y Z) 1- 1 z. + -y ]r[ -plp,Of-1 (Y Z)1- 1y. + p] 
= p2lzp;e;p-2y'!'(YZ)21-zz,. + IT J.l· 
Por outro lado, por (2.12) e (2.13), obtemos 
(2.19) 
(2.20) 
(2.21) 
(2.22) 
2w1 = -plp,ej-1((T- X)R)1- 1(t- i;.)+ v. (2.24) 
Usando (2.14), (2.15), (2.18), (2.19) (2.23), (2.24) e (2.21), temos que 
2w[(plp30l-1((X- Ô)V)1- 1(v.,O)'- (a, O)')) 
+2w[(-plp30j-1((T- X)R) 1- 1(0,r.,O)' + (O,ry,O)')) = 
2w[(plp30j-1((X- C)V)1- 1v,- a) 
-2wJ(p!p3 ej-1((T- X)R)1- 1r. + ry) = 
p212Bi'-2(x.- c)r((X- C)V) 21-'v. +ar /3+ 
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p2l'e;'-'(t- :i.)'((T- X)R) 21-'r. + ~T v. (2.25) 
Pre-multiplicando (2.8) por 2wf, e usando (2.22) e (2.25), obtemos 
4w[ Hw1 + p'/2 p;e;'-'y;(Y Z)21- 2z. + IT p 
+p'l'e;'-'(x.- c)T((X- C)V) 21-'v. +o? (J+ 
p21'e;'-'(t- x.f((T- X)R)"-'r. + ~T v= o. 
É claro que 
,, 
(x.- cf((X- C)V) 21-'v. = L([x.- c];[v.];)21- 1 , 
i=1 
" (t- i.)'((T- X)V) 21 - 2r. = L([t- x.];[r.];) 21-l, 
Í=SJ 
m 
y;(Yz)"-'z. = L([y.];[z.];)"-1· 
Í=l 
Deste modo, por (2.11 ), (2.21) e QT HO 2: O, 
w[ Hw1 =O, (2.26) 
m m 
(L([y.];[z.];)1)2H L([y.];[z.];) 21- 1 =O, (2.27) 
i=l i=l 
32 82 
(L([x.- c];[ v.].)')''-' L([x.- ci];[v.];) 21- 1 =O, (2.28) 
i=l 
83 83 (L ([t- x.];[r.];)1) 2p-2 L ([t- x.];[r.];)21 - 1 =O, (2.29) 
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(2.30) 
Assim por (2.27), (2.28) e levando em conta (2.21) fica (ainda para p =I= 1) 
(x,- cl v.= O, 
(t- i,)Tr, =O. 
Dado que, QT HO >O, (2.11) e (2.26) implicam que 
Wt = Ü. 
Por (2.7), (2.8), e (2.34), temos: 
2p,g'(x,)T(g(x,) + z,) + 2p2AT(Ax.- b) 
+plp,ej-1 ((X - ê)V)1- 1 (v., O)' - (a, O)'+ 
(2.31) 
(2.32) 
(2.33) 
(2.34) 
- plp3ej-1((T- X)R)'-1(0, r., O)'+ (O, ry,O)' =o. (2.35) 
Assim, dado que p + l > 2, por {2.32) e (2.33\ obtemos 
2p,g'(x,)T(g(x,) + z,) + 2p2AT(Ax.- b)- (a, O)'-+ (0, ry, 0) = 0. (2.36) 
Agora, por (2. 7), (2.10), (2.31) e p + I > 2, temos: 
2pi[g(x,) + z.]- ~=O. (2.37) 
Definamos 
K ={i E {1, ... ,m) ] [z,]; = 0}. 
Se i Í K, então [z,], -f. O. Assim, por (2.17), ~i= O. Deste modo, por (2.37), 
g;(x,) + [z,]; =O, para todo i Í K. 
Ainda mais, por (2.37), 
g,(x,) = ~i 2 O for ali i E K. 
2p1 
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(2.38) 
(2.39) 
Por (2.36) e (2.38), obtemos: 
2p1 L:;g;(x.)Vg;(x.) + 2p2AT(Ax.- b)- (a, O)'+ (O, r., O)'= O. (2.40) 
IEK 
Seja Xo um ponto arbitrário do conjunto não vazio n. Pre-multiplicando 
(2.40) por x,.- x0 , obtemos: 
2p1 L:; g;( x. )g: ( x. )( x.- xo) + 2p,]]Ax.- b]] 2 - ( x.- x0)' <>+(i. - i 0)' ry = O. 
teK 
Agora por (2.14) e (2.15) e (2.20), resulta que 
-(x.-xof <>+(i. -io)T ry = -((x.-c)+(c-xo)f <>+((i.-t)+ (t-iolf ry = 
(xo- cfa + (t- io)Try 2 O. 
Desta forma 
2p1 L:;g;(x.)g:(x.)(x.- xo) + 2p,IIAx.- b]] 2 S O. (2.41) 
ieK 
Mas, como as g;(x) são convexas 1 ternos que 
g:(x.)(x.- x0 ) 2 g;(x.)- g;(x0 ) para todo i. 
Assim, por (2.41), levando em conta que g;(x~);::: O se i E K, 
2p1 L:; g;(x.)[g;(x.)- g;(xo)] + 2p2 ]]Ax.- bll' S O. 
iEK 
Deste modo1 por (2.39), e dado que g;(x0 ) $O para todo i, temos que 
2p1 L:; g;(x.) 2 + 2p2 ]]Ax- bll 2 S 2p1 L:;g,(x.)g;(x0 ) S O. 
iEK 
Portanto, 
]]Ax.- b]] =O, 
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(2.42) 
e g;(x.) =O para todo i E K. Isto implica que g;(x.) + [z.]; =O para todo 
i E K. Assim, por (2.38), 
g(x.)+z.=O. (2.43) 
Logo, usando (2.6), (2.34), (2.43), (2.42), (2.31) e (2.32) (2.33), temos que 
f(x .. , y .. , z,., u.,, v,.)= O, com o que fica provado o proposto. QED 
Temos que observar que a condição F'(x) > O, não garante a existência de 
solução do problema V I P(F, !1). Para mostrar isto apresentamos o seguinte 
exemplo: 
Exemplo 2.1. Seja f!== IR+ e F(x) = -e-x, neste caso F'(x) 
O para todo x E IR, e o NCP(F) não tem solução. 
O Teorema 2.2 nos diz que se F'(x) >O e o problema 2.2 tem um ponto 
estacionário, a solução do V I P(F, fl) existe e pode ser achada usando nossa 
estratégia. Mas o fato de F'(x) ser definida positiva, ainda que o V I P(F, f!) 
tenha solução, não implica a existência de um po:qto estacionário do pro-
blema 2.2, como mostra o seguinte exemplo: 
Exemplo 2.2: Seja o VJP(F, Q), com F(x) = x+ 1, g(x) = x 2 , n = m = 1 
e q = s = O. Tomemos no problema de otimização associado p1 = p2 = p3 = 1 
e l = 1, p = 2. O V I P(F, O) tem uma única solução, no único ponto factível 
X= Ü. 
Neste caso a função de mérito é: 
f(x,y, z) = (x + 1 + 2xy)' + (x 2 + z) 2 + (zy)2 , 
o problema de otimização equivalente é 
Minimizar f(x,y,z), sujeita a y:;::: O, z 2:: O. 
As condições Karush-Kuhn-Tucker são: 
2(1 + 2y)(x + 1 + 2xy) + 2x(x 2 + z) =O, 
2x(x + 1 + 2xy) + p(zy)'-'z- c;= O, 
2(x 2 + z) + p(zy)p- ly- {3 =O, 
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(2.44) 
(2.45) 
( 2.46) 
yo =O, 
z/3 =O, 
y 2: O, z 2: O, a 2: O, f3 2: O. 
Por (2.45), (2.46), (2.47) e (2.48), temos 
4x(x +I+ 2xy)(x2 + z) = p2 (zy) 2'-1 + a/3. 
(2.47) 
(2.48) 
(2.49) 
(2.50) 
Premultiplicando (2.44), por 2(x +I+ 2xy), e considerando (2.50), obtemos 
4(1 + 2y)(x +I+ 2xy)2 + p2 (zy) 2'-1 + af3 =O. (2.51) 
Levando em conta (2.49), temos (1 + 2y) >O, então por (2.51), temos 
x +I+ 2xy =O, (2.52) 
zy = O a/3 = O. 
Por (2.52) e (2.44 ), obtemos 
x(x2 +z)=0. (2.53) 
Então por (2.53), temos que x = O, mas isto é contraditório com {2.52), de 
onde fica claro que o problema associado não tem pontos estacionários. 
A situação em que p = l = 1, é interessante de ser analisada porque além 
de simplificar o problema de otimização associado, no caso em que a função 
F e as restrições do V I P(F, f!) sejam lineares, o problema de otimização 
associado fica um problema de programação quadrática com restrições sim-
ples( caixa) e isto permite analisá-lo com estratégias de otimização global. 
Teorema 2.3 Se (x., y;.;\ z., U;.;, v,., r li') E mn X mt X mt X mq X IR~ X JR{-Sj 
é um ponto estacionário de (2.2), com p = l = 1, 
OT [F'(x.) + t,[y.]S''g,(x.) lO> O, 
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e 'Vg1 (x.), ... , 'Vgm(x.), a1 , .. • ,aq, e;1,.,., e,, são linearmente independen· 
tes, onde AT = (a11 •.. , aq), e {i1 , ... , it} E E, onde 
f = {j E I I [x.], = c5 se j E Ir U I 2 ou [x.], = t, se;' E I 2 U I 3 }, 
então x .. é a solução do problema V 1 P(F, f!). 
Demonstração. As equações (2.31), (2.32), (2.33) e (2.34), são obtidas da 
mesma. forma que no Teorema 2.2. Agora por (2.35) com p = l = 1, temos 
que 
2prg'(x.)'(g(x.) + z.) + 2p2AT(Ax.- b)+ 
p,(v.,O)'- p,(O,r.,O)- (a, o)'+ (0,~,0) =o. (2.54) 
Então, se [x.- c]; > O com i E Ir U I 2 , temos, por (2.32). que [v.]; = O e, 
por (2.14), que a; =O. Se [t- x.], >O com i E I 2 U I 3 , temos, por (2.33), 
que [r.];= O e por (2.15), que ry; =O, de onde. chamando 
temos 
p,(v.,O)'- (a, O)'- p3 (0,r.,O)' + (O,ry,O)' = 
L: ir+ ~J;e,. (2.55) 
iEf 
Substituindo (2.55) em (2.54), obtemos 
2pr(g(x.) + z.) 
2p2(Ax.- b) 
['Ygt(x,.), ... ,'Ygm(x .. ),at 1···•a9,ei11 ... ,eicJ [T-1r];1 =O. 
(2.56) 
Pela independência linear dos vetores considerados na hipótese, fica 
z. + g(x.) =O, Ax.- b =O. 
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Isto completa a demonstração. QED 
Observe que se o conjunto é uma caixa ou IR~ como no importante pro-
blema da complementaridade, a.s hipóteses de independência linear pedidas 
pelo teorema são satisfeitas. 
O exemplo que damos a seguir mostra que as hipóteses de independência 
linear pedidas no Teorema 2.3 não podem ser removidas. 
Exemplo 2.4. Seja 
e o conjunto 
íl = {x E IR2 I x,- x, -I =O, x, :>O, x 2 :> 0}. 
Note que F'(x 1 ,x2 )::::: I e com isto F(x 1 ,x2 ) é fortemente monótona de 
módulo 1. O conjunto é não vazio e cumpre uma condição de Slater em 
(x,,x,) = (2,1). O VIP(F,íl), tem ,o]ução única em ([x.],.[x.],) = (1,0). 
Agora, a função de mérito com p ::::: l ::::: 1, p2 = p3 ::::: 1 é a seguinte: 
f(xhx2,Zt,Zz,u)::::: (x1 + 3 + u ~ zt)2 + (x2 ~ 3 ~ u ~ z2)2+ 
(x 1 - X2 -1) 2 + XtZ1 + X2Z2 . 
O problema de otimização equivalente é: 
min f(x,li,z) 
x~O.z~O 
(2.57) 
O ponto (x 11 x 2 ,z11 z2 ,u) = (0,0,3,3,0), é um ponto l\KT do problema 
(2.57), já que: 
2(x1 + 3 +li- z1 ) + 2(x1 - x2 - I)+ z1 = 2(3- 3) + 2( -I) + 3 = I, 
2(x2 + 3- li - z2) - 2(x1 - x 2 - I)+ z2 = 2(3- 3) - 2( -!) + 3 = 5, 
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2(x1 + 3 + u- z1 ) + 2(x1 + 3- u- z2 ) = 2(3- 3) + 2(3- 3) =O, 
-2(x1 + 3 + U- z1 ) +XI = -2(3- 3) + 0 = 0, 
-2(x2 + 3 + u- z2 ) + x2 = -2(3- 3) +O= O. 
Mas (0, O) não é solução do V I P(F, f!), já que não é factível. 
Caso em que as restrições lineares de O geram um po-
litopo limitado 
Este caso é uma. generalização do trabalho de Friedlander, Martínez e 
Santos [40]. 
Definamos o seguinte conjunto: 
i = {X E IRn I Ax = b, X E n,}. 
Agora enunciaremos o teorema de equivalência. 
Teorema 2.4 Seja T limitado e não vazto, (x .. , y,., z,., u. 1 v .. , r,.) E IR:' x 
IR+' X IR'!: X JR5 X lR31 X ms~-SJ um ponto estacionário de (2.2) com p 2 
I, I 2 I, p + l > 2, 
QT [F'(x.) + ~[y.],V'g,(x.) lO 2 O, 
e 
ET [F'(x.) + ~[y.],'V 2 g,(x.) l E> O. 
Então, x. {a solução do 1/IP(F,f!). 
Demonstração. Como no Teorema 2.2, obtemos (2.6)-(2.33). Por (2.11), 
w1 está no núcleo de A. Por (2.23) e (2.24), levando em conta (2.21),(2.32) 
e (2.33), obtemos 
2[w1], = -(3, <;O se i E r, U r,, 
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Com isto fica 
[w,], S O se i EI1 , 
[w1]i =O se i E 'I2, 
2[w,], :;: O se i E I,. 
Já que 1 é não vazio, escolhamos x0 E i. Se fazemos X>. = xo- Àwf é claro 
que :r>. E i para todo À ~ O, dado que 
[x,], = [xo]i- .\[w1], 2 [c], se i E I,, 
[x,], = [xo]i se i E I,, 
[x;]i = [xo].- .\[w,], S [t], se i E I,, 
Ax). = b. 
Logo se [w1]1 =J- O com i E I 1 U I 3 , o conjunto i nao é limitado, já que 
x). E i, o qual é uma contradição. Portanto, w 1 está no nucleo de A e 
[wt] 1 = ... = [w1 ] .. 3 =O. Então w1 é uma combinação linear das colunas de 
E. e dado que E 7 H E> O. por (2.26), obtemos 
WI :::::: 0 
Logo, a demonstração se segue como no Teorema 2.2. QED 
Caso em que a função F é linear e !1 é um politopo 
Tomaremos a função F(x) = Mx +h e o seguinte conjunto: 
(2.58) 
Em [41], Friedlander, Maxtínez e Santos estabeleceram a equivalência 
com os pontos estacionários para o LCP, exigindo a monotonia da função 
F. O que fazemos nesta seção é estender este resultado para o caso geral. 
Enunciamos o teorema de equivalência neste caso: 
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Teorema 2.5 Sejam n como em (2.58), F(x) = Mx +h e suponha que 
VIP(F,O) tem solução. Seja (x.,y.,z .. ,u .. ,v .. ,r .. ) E IRn X IR.'.:; X IR-:; X IRq X 
IR':t x IR81 ~s3 um ponto estacionário de (2.2} com p ~ 1, l ~ 1, p + I > 2 e 
07 M020. 
Então x. é solução do VIP(F,fl). 
Demonstração. Fazendo F(x) = Mx +h, g(x) = Bx- d, temos que 
H = M 7 , e g'(x) = B. As expressões (2.2) (2.8H2.33) são obtidas da 
mesma forma que no Teorema 2.2, e como p+ I > 21 as condições KKT ficam 
2M7 w1 + 2p1B 7 w2 + 2p2A7 (Ax.- b)- (a, 0) 1 + (0, ry, 0)1 =O, 
2Bw1 -r= O, 
2p1w2- f1 =O, 
Aw1 =O, 
-211)1 - (3 =o, 
2W1 -v= O, 
(x. - c) 7 a =O, 
(I- x';)ry =o, 
v: r= o, 
z; f1 = 01 
v?: (3 = 01 
TT V= Ü. 
. . 
x. 2 O, v. 2 O,y. 2 O,z. 2 O, c. 2 O,ry 2 O, v 2 O, a 2 0,~ 2 0,12 O,M 2 O. 
Estas são as condições KKT do seguinte problema convexo 
Mininimizar IlM x +h+ B 7 y + A7 u- (v, 0)1 + (0, c, O)' li' 
+p,llz + Bx + dll' + PziiAx- bll' 
35 
y > o 
z > o 
sujeita a v > o (2.59) 
r > o 
X E !1, 
Dado que V I P(F, !1) tem solução, o problema (2.59) tem solução com valor 
nulo da função objetivo. Então, já que (x,., y,., z,., u,., v,., r.) é também solução 
de (2.59), o valor da função objetivo neste ponto é zero, de onde 
Wt = Ü 
A prova que x,. é factível segue-se como no Teorema 2.2. Com isto temos 
f(x,., y .. , z .. , u,., v., r,.)= O com (x •• y .. , z .. , u,., v,., r,.) E m_n x JR:;_ x IR~ x m_q x 
IR~ X ms1-s3 ex .. E n. Pelo Teorema 2.1 x .. é uma solução do v I P(F, 0). 
QED . 
Os Teoremas 2.4 e 2.5, mostram que se colocamos as condições de que o 
conjunto O seja limitado ou que a F seja linear e f! um politopo, pode-se 
estender os resultados quando a função F do VIP(F,O) é monótona. Mas 
esta extensão não é válida se a função F é não linear e o conjunto f! ilimitado. 
O seguinte exemplo mostra isso. 
Exemplo 2.5. Seja 
F(x) = { 
com n 2': 2 
~l 
(x~l)"~l 
x<l 
X 2': 1 
Esta função é derivável até ordem n - 1, ela é convexa e monótona. 
X< I 
X> I 
A função de mérito para o problema NCP(F) é a seguinte: 
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f(x,z) = { (-l-z)
2 +(xz)" 
((x- I)"- I- z) 2 + (xz)" 
X< I 
X ?: I 
com o = p
1 
I ?: 1. Nosso problema de otimização equivalente é 
Minimizar f(x, z) 1 sujeito a x, z?: O 
O ponto (0, O) é um ponto KKT, já que 
oxo-l za = O 
2(1- z) + ax•z•-I = 2 >O. 
Mas este ponto não é solução do NCP(F). 
O seguinte diagrama ilustra as relações entre as condições pedidas à 
função F do V I P(F, f!) e os conjuntos f! onde o V I P(F, f!) será resolvido. 
t- -
• 
• 
I 
• 
I 
' oTrf~,.~o~o 1 
. -. - . 
L.~~ - _..!_.:= 
T I E • I 
I 
I 
L 
E f c<'> 70 I 
1 
.,.., 
I O F<><">O )0 I 
• 1-
I I I . 
! I 
' i 
L,_ ---]--' 
. -· -· 
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·-- -- -· - --
I 
' 
. 
S'L ':5e.r.-\... 
• L•~;bl ~-~1 
• ~~ A"<.a'.o, x<Sl., \i T I 
• 
-, \.•m•"kdo I 
I I Í I 
• I . I 
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2.3 Equivalência com um problema de oti-
mização com restrições lineares (Polito-
po) 
Uma das possibilidades ao formulamos o problema de otimização associado 
é que as restrições sejam um politopo, Assim o problema associado fica mais 
complexo de se resolver, mas é sempre preferível trabalhar com restrições 
lineares de que não lineares. A existência de algoritmos especializados em 
resolver problemas com restrições lineares (ver [50]) é uma boa razão para 
estudar nos as vantagens teóricas desta estratégia. · 
A função de mérito e o problema de otimização equivalente neste caso são: 
(a) A função de Mérito 
A função de mérito é f : De X mr:: X IR~ X IRq X IR~ -)> IR+, e está 
definida da seguinte maneira: 
f(x, y, z, u, v, r)= IIF(x) + g'(x)T Y + AT u- (v, O)'+ (0, r, O)' li'+ Pdlg(x) +zll' 
+ P3 [(~)z;y.J')' + (~)(x;- c;)v;)')' + (.t((t;- x;)r;)')P], (2.60) 
1-1 •-1 >-3] 
onde Pt,P3,P > 0,1 >O. 
(b) O Problema de Otimização Equivalente 
Minimizar f(x,y,z,u,v,r) 
y > o 
z > o 
sujeita a v > o 
r > o (2.61) 
X E [J, 
Ax b 
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Note que a expressão IIAx ~ bll foi retirada da função de mérito, e incor-
porada nas restrições, que neste caso definem um poli topo. 
O teorema de equivalência com o mínimo global demonstra-se de forma 
idêntica ao Teorema 2.1. 
(c) Equivalência com os pontos estacionários 
Daremos os resultados para dois casos: 
Caso Geral 
Teorema 2.6 Se (x., y*, z .. , u., v., r.) E nc X IR+ X mr;: X !Rq X IR~ X R~-SJ 
é um ponto estacionário de {2.2) com p 2': 1, l 2': 1, p + l > 2 e O e não 
vazw, se 
QT [F'(x.) + ~[y.j,\7 2g,(x.) l 0 > 0, 
então x. é a solução do \IIP(F,O). 
Demonstração. A demonstração segue como no Teorema 2.2, com as 
seguintes modificações: 
Dado que na função de mérito não existe mais o termo IIAx - bll, as 
condições KKT são as mesmas no Teorema 2.2, exceto por (2.8), que fica 
2Hw1 + 2p1g'(x.)T w2 + ATÀ + plp,Oj-1((X- ê) v·)t-l (v •. 0)1 
- plp30j-'((T- X)R)'-'(0, r.,O)'- (a, O)'+ (0, ry, O)'= o, (2.62) 
onde À E !Rq são os multiplicadores da restrição Ar = b. Esta re5triçã.o 
também tem que ser acresentada como: 
Ax. = b. 
A demonstração segue como no Teorema 2.2 até a (2.34). Logo (2.35) fica 
2p1g'(x.)'(g(x.) + z.) + ATÀ 
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+plp,er'((X- ê)V)1-'(v.,O)'- (a, o)'+ 
- plp,e:-'((T- X)R) 1- 1(0, r.,O)' + (0, ry,O)' =O. (2.63) 
Por (2.31), (2.32) e (2.33), temos que (2.63) fica 
2p1g'(x.)T(g(x.) + z.) + AT,\- (a, O)+ (O,ry,O) =O. (2.64) 
Com um raciocínio idêntico ao do Teorema 2.2, temos que (2.64) fica 
2p1 I:;g;(x.)'Vg;(x.)AT,\- (a, O)'+ (O,ry,O) =O. 
iEK: 
(2.65) 
Agora, se Xo um ponto arbitrário do conjunto não vazio n, é claro que 
x,.- x0 está no nucleo de A. Pre-multiplicando (2.65) por x .. - x0 , obtemos: 
2p1 I:;g;(x.)g:(x.)(x.- xo)- (i.- :io)T a+ (x.- x0 )ry =O. 
iEJ 
Desta forma, fazendo o mesmo que no Teorema 2.2, obtemos o resultado 
proposto. QED 
Também aqui mostraremos os resultados de equivalência para p = l = 1. 
Teorema 2. 7 Se (x .. , y .. , z .. , u •. v .. , r.) E mn X m+. X IR'+ X fH} X IR~ X m~-S] 
é um ponto estacionário de (2.2), com p = l = 1, 
QT [F'(x.) + ~[y.j,'J2 g;(x.) l 0 > 0, 
e V g1 ( x. ), ... , V 9m ( x .. ), a1, ... , aq, e; 1 , ... , e,t são l;nearm.ente independen-
tes, onde AT = (a1 , .•• , aq)- e 
{i ~o ... , i,) = {j E I I [x.]; = c; se j E I 1 U I 2 ou [x.]; = t; se j E I 2 uI,) 
Então x* é a solução do problema VIP(F,D). 
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Demonstração. Até (2.34) a prova é igual à do Teorema 2.2, logo (2.35) 
fica 
2p1g'(x.)' (g(x.) + z.) + AT >.p,(v., O)'- p3 (0, r., 0)1 - (a, O)T + (0, ~' 0)1 = O. 
Agora com o mesmo raciocínio do Teorema 2.3, segue-se a demonstração. 
QED 
Os outros teoremas da secção anterior, no caso da equivalência com o pro-
blema de otimização com restrições simples, podem ser demonstrados com 
as mesmas hipóteses. 
2.4 Caso em que D é uma caixa 
Trabalharemos com o conjunto 
!1, = {x E mn I X; 2 C;, i E I, UI,, X; s f;, i E I, ui,). 
O fato de trabalhar com uma caixa, faz com que as exigências feitas à 
função F do problema original para estabelecer a equivalência com os pontos 
estacionários sejam menores. 
Para este caso particular a função de mérito e o problema de otimização 
ficam: 
f( x, v, r) = li F(x) - (v, O)' + (0, r, O)' li' 
(2.66) 
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Os resultados de equivalência com os pontos estacionários serão dados 
para três casos diferentes de acordo com as propriedades de F( x) e do con-
junto nc. 
Caso F( x) não linear 
Neste caso o teorema de equivalência com o ponto estacionário é o se-
guinte: 
Teorema 2.8 Se (x,., v,., r .. ) é um ponto estacionário de (2.66} com p 2: 1, 
12:1 e F'(x.) é uma P-matriz, então x,. é solução do VIP(F,f!c)· 
Demonstração. Seja (x., v .. , r .. ) um ponto estacionário de (2.66). As 
condições KKT ficam: 
Existem o E IR~ 1 (3 E IR~. TJ E JR~- 31 1 v E /R~'- 31 tais que 
2F'(x.)w1 + plp3 0~- 1 ((X- ê)~') 1- 1 (v.,O)' 
- plp30j- 1((T- X)JÍ)1- 1(0, r., O)'- (a, O)'+ (0, ry,O)' =O, (2.67) 
(2.68) 
(2.69) 
(2. 70) 
(2.71) 
(2.72) 
r~v=O, (2.73) 
(2.74) 
X .. 2: O, v,. 2: O, r,. 2: 0,1] 2: O, v 2: O, o 2:0,/3 2: O. (2.75) 
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Por outro lado, de (2.68) e (2.69), segue que: 
(i) Se i E I 1 U I 2 , então 
(ii) Se i E I 2 UI,, então 
2[wi], = -plp30j-1 ([r.],)1- 1([t- x.J,)1 +v,. (2.77) 
Usando (2.70), (2.71), (2.72), (2.73) (2.76), (2.77) e (2.75), temos que 
(1) Se i E I 1 U I 2 , 
2[w,],(plp30j-1([x.- c],)'-1 ([v.]i)' _' n,) = 
'I'O''-'([ J I J )21-1 T" p 2 :r,.-c,v,.i +o:ifJi· 
(2) Se i E I, UI,, 
2[wi],( -plp3ej- 1([t- x.]i) 1- 1([r.]i) 1 + ry,) = 
p'l'Oi'-'([t- x.][r.].]) 21 - 1 + ry,v,. 
Usando (2.78),(2.79) e (2.67) temos 
(a)SeiEI1 , 
(2.78) 
(2.79) 
4[w,]i[F'(x.)w,], + p'l'ei'-'([x.- c],[v.],)21- 1 + af p, =O. (2.80) 
(b)SeiEI2, 
4[w1]i[F'(x.)w!], + p2l'Oi'- 2([x.- c],[v.],) 21 - 1 + af ~.+ 
(2.81) 
(c) SeiEI3 , 
4[w!],[F'(x.)w1];p2 12Bi'- 2([t- x,][r.],) 21- 1 + ry,v, =O. (2.82) 
(d)SeiEI4 , 
4[wi],[F'(x.)wi], =O. (2.83) 
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Por (2.80),(2.81),(2.82), (2.83), (2.75) (2.74), temos que 
Agora se 
temos que 
e 
[w1];[F'(x.)wl]; S O para todo i. 
([x.], -c, )[v.], =O se i E I 1 U I 2, 
(t;- [x.];)[r.]; =O se i E I 2 UI, 
(2.84) 
(2.85) 
(2.86) 
(2.87) 
(2.88) 
Agora, suponhamos que w1 :f O. Dado que F'(x .. ) é uma F-matriz, pelo 
resultado dado em [28] temos que existe Dw1 > O matrix diagonal tal que 
Logo 
n 
O< w[ Dw,F'(x.)w, = L[dw,],,;[w,];[F'(;r.)wl]; S O. (2.89) 
i::ool 
A expressão (2.89) é claramente uma contradição, portanto w1 = O. Com 
isto f(x,.,v,.,r,.) =O, logo, (x,.,v .. ,r.) é um minimizador global do problema 
(2.66) com valor nulo na função objetivo. Pelo Teorema 2.1. x,. é solução do 
VJP(F,O.,). QED 
Caso em que flc é limitado 
Teorema 2.9 Se (x., v,., r .. ) é um ponto esta.cionário de (2.66) com p ~ 1, 
l 2 1, p + 1 > 2, nc limitado, se F'(x .. ) é coluna-suficiente então x .. é a 
solução do V I P(F, !!,). 
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Demonstração. Como no Teorema 2.8 chegamos a (2.84}. Já que F'(x.} é 
coluna-suficiente temos que 
[wi],[F'(x.)wJ], =O para todo i. 
Com isto, como no Teorema 2.8, obtemos (2.86) e (2.87). Dado que f!, está 
limitado e p +I> 2, por (2.76) e (2.77) temos que 
Logo a demonstração segue-se como no Teorema 2.8. QED 
Notar que as hipóteses pedidas são mais fracas que no caso geral, já que 
se uma matriz é semi-definida positiva ou F-matriz ela é coluna-suficiente. 
Caso F( x) Linear 
Neste caso tomaremos F(x) = M x +h. 
Teorema 2.10 Se (x.,v .. ,r.) é um ponto estacionário de (2.66), p?: 1, 
I '2:: 1, p +I > 2, MT é coluna-suficiente e o problema VIP(F,f!,) tem 
solução, então x,. é solução do V I P(F, f!c). 
Demonstração. A demonstração é análoga ao Teorema 2.8 até (2.84), 
pois .MT é coluna-suficiente. Obtemos assim 
[wi],[F'(x.)wl]i =O para todo >. (2.90) 
De (2.90), obtemos (2.85)-(2.87), como no Teorema 2.1. Como p + l > 2, as 
condições KKT ficam 
-2w1- (3 =o, 
2W1 - v= O, 
(i.- c)Ta = 0, 
(t-x;)ry=O, 
v;f3=0, 
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X E Oc, 
i.~o.~~o.~~o,ry~o .• ~o,a~o.~~o. 
Estas são as condições KKT do seguinte problema convexo 
min IIMx +h- (v, O)'+ (O,r,Ofll 
xEflL·"·r?:O 
(2.91) 
Com um raciocínio idêntico ao do Teorema 2.5 1 obtemos o resultado 
proposto. QED 
Pa.ra o caso geral, conseguiu-se estender o resultado de definida positiva 
para semi-definida positiva quando F é linear. Neste último caso não se pode 
estender o resultado de F-função para P0 -função, quando a função F é linear. 
O exemplo seguinte mostra isso. 
Exemplo 2.6. Seja 
Com isto 
( 
1 1 o ) 
F'(x) ~ M ~ O 1 O 
1 o o 
O Problema LC P(M, q) tem uma solução em (x 1• x2 , x3 ) ~ ( 4, O, 0). A matriz 
M associada é uma P0-matriz e a função de mérito é dada por 
3 
f(x, z) ~ (x 1 tx,- 4- zr) 2 + (x,- 2+Vs- z,)' + (x 1 -1-z3 ) 2 +(L: x;z,) 2 • 
i=l 
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O problema de otimização equivalente é 
min f(x, z). 
x.z~O 
(2.92) 
O ponto 
2 -1+ J5 
x.=(2,l,J5-l), z.=(O, 2 ,0) 
cumpre as condições KKT com 7 = (0, O, 0), I' = (2J5, O, 0), com 
Logo, x. é um ponto KKT, mas não é solução do problema LCP(M, q). 
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CAPITULO 3 
Extensão dos resultados para 
• uma caixa 
3.1 Apresentação 
Neste capítulo formularemos o problema de otimização equivalente para resol-
ver o problema misto, isto é solucionar o problema de inequações variacionais 
no seguinte conjunto: 
flo = {x E IR" I X; 2: c;, i E I! UI,, x; s 1;, i E I, ui,) (3.1) 
ondei1 = {l, ... ,s1} 1 Iz = {s1+l, ... ,s2},ei3 = {s2 +l, ... ,s3} come E lR52 
e t E JRs3-SJ. 
Com o objetivo de encontrar as condições mais fracas que se possam pe-
dir à funçào F do problema original para que os pontos estacionários sejam 
soluções do problema V I P(F, flc), nos serviremos de uma versão melhorada 
da definiçào de regularidade dada por Maré em [94] para o caso NCP. Com 
isto procuramos encontrar os limites de nossa estratégia do ponto de vista 
teórico. Além disso foi analisado o caso p = l = 1, que tem importância 
porque no caso que F é linear o problema associado é um problema de pro-
gramação quadrática. 
Existem outras estratégias associadas à resolução do problema misto corno 
a baseada na função formulada por Fischer em [30], dada por Facchinei, 
Fischer e Kanzow em [24}, a qual consegue melhores resultados teóricos no 
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sentido que fazem exigências menores ao Jacobiano para obter a equivalência 
com os pontos estacionários1 mas trabalha com problemas não diferenciáveis. 
Também existem as formuladas por Gabriel e Maré em [47) e Chen, Qi e Sun 
em [10), que também propõem estratégias não diferenciáveis com resultados 
teóricos similares aos nossos. 
O importante problema da complementaridade constitui uma preocupação 
sempre presente nesta área. Assim, ternos os trabalhos baseados na função 
dada por Fiscber como [25], [32], [34], [33], [31], [49], [63], [66], [68], [69], 
[73] e [83]. Neles propõem-se problemas não diferenciáveis ou com funções 
de mérito cuja derivabilidade é só de primeira ordem independendo da de-
rivabilidade da função F do problema V I P(F, flc). Por outro lado temos 
os trabalhos de Gabriel e Pang [45] e [102], Harker e Xiao [55] e Subrama-
nian [115], baseados em sistemas não lineares E-diferenciáveis, e também o 
trabalho de Mangasarian e Solodov em [89], cujo problema associado é uma 
formulação tipo Lagrangeano aumentado. 
Embora algumas das propostas baseadas na função dada por Fischer te-
nham resultados teóricos melhores no sentido de fazerem menos do exigências 
menores ao Jacobiano da função F para obter a equivalência com os pontos 
estacionários, devemos observar que as únicas estratégias que são totalmente 
diferenciáveis são : a de Moré [94], a de Friedlander. Mart.ínez e Santos [41] e 
a proposta aqui. A falta de diferenciabilidade das outras estratégias invalida 
a aplicação dos clássicos métodos de Newton e quasi-.Newton e faz necessária 
a criação de métodos especiais para solucionar estes problemas. 
A função de mérito e o problema de otimização equivalente que se deri-
vam da formulação geral para este caso são os seguintes: 
A função de mérito 
f(x, y, z) ~ IIF(x) + (O,y, O)'- (z, 0)'11'+ 
(3.2) 
Os vetores z E lR52 e y E JR"3 - 31 estão definidos como na introdução 
{notações) para o caso de uma caixa, e chamaremos 
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,, 
e, = l::((x,- a,Jz,J', 
,, 
e, = :L ((t,- x;)y;)'. 
1=1 i=$] 
O problema de otimização equivalente 
Minimizar f(x,y,z) 
{
y::>O 
Sujeito a z 2: O 
X E nc 
(3.3) 
Observe-se que para o caso NCP esta formulação tem como casos parti-
culares a de Moré [94] ( p::::: 1 e l = 2} e a de Friedlander1 Martínez e Santos 
[41] (I= 1). 
Antes de enunciar as condições KKT do problema associado (3.3), as quais 
se baseiam na definição de regularidade, esclareceremos algumas questões de 
notação. 
Seja (x.,y.,z.) um ponto KKT do problema (3.3). Vamos definir os 
seguintes vetores: 
u = F(x.) + (O,y.,O)'- (z.,O)', 
w = pp/0[-'((X- é)Z)1-'(z.,O), 
v = ppej-' ((f- X) f')'-' (O, y., o J. 
( = w- v- (!,O)'+ (O,p,O)', 
e as seguintes matrices 
z-. (z 
- o 
. (c C= O 
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(3.4) 
(3.5) 
(3.6) 
(3. 7) 
Y=O o n~ y o 
T=O o n~ T o 
onde Z,ê,-r,t E mnxn, Z,C E JRS2XS2, Y,T E JRS3-~JXS:J-SJ, ô E JRSJXSJ e 
C= diag(c), Z = diag(z.),Y = diag(y.) e T = diag(t). 
Com isto, as condições KKT no ponto (x,., y .. , z*) são: 
2F'(x.)u + (=O, 
- 2u + pp0j- 1((X- C)Z) 1- 1(x.- c)- a= O, 
2ft+ ppOi-'(T- ;(')Y}1- 1(t- i.) -.{3 =O, 
(x.- c f,= O, 
(t-i. f p =o, 
T -0 z,. Cl' - ' 
X E flc 1 
'1 2 O, p. 2 O, z. 2 O, y. 2 O, a 2 O, f3 2 O. 
3.2 Regularidade 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
(3.14) 
(3.15) 
(3.16) 
Primerarnente, definiremos alguns conjuntos que simplificarão nossa definição 
de regularidade. 
(i) Conjuntos relacionados com flç 
!l, ={i E 1., I [x.]; >c;}, 
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Observe-se que 
8 2 ={i E I 2 ] c;< [x.]; < t;}, 
B, ={i E I 3 I [x.]; < t;), . 
8 4 ={i E I 1 ui2 ] [x.]; =c;), 
8 5 ={i E I 2 UI3 ] [x.]; = t;}. 
5 
{1, .. ,n} = UB;UI4 • 
i=1 
(ii) Conjuntos onde se cumprem as condições de complementaridade 
C1 ={i E B,] F;(x.) 2 0}, 
C,= {i E B,uB,uB,UI, 1 F;(x.)=O}, 
C3 ={i E 8 5 I F;(x.) S 0}, 
c = c, u c, u c,. 
(iii) Conjuntos onde não se cumprem as condições de complementaridade 
(a) Ca.so F;(x) <Oo 
N1 ={i E B, ui,] F;(x.) < 0}, 
N, ={i EB2 U83 UB4 ] F;(x.) <O}, 
N =N, uN,. 
(b) Caso F;(x) > 0: 
P1 = {i E B, u 8 2 u 8 5 I F;(x.) > 0}, 
P2 ={i E 83 UI4 ] F;(x.) > 0}, 
P = P1 U P2• 
Agora definimos o conjunto total onde não se cumpre a complementari-
dade 
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Os seguintes lemas são importantes na definição de regularidade e mos-
tram a relação entre os conjuntos definidos acima e os vetores que aparecem 
no problema (3.3} e nas condições KKT. 
Lema 3.1. Se (x.,y., z.) é um ponto KKT do problema (3.3} com p, I 2 1, 
então 
Uc = 0, U.N < 0, Up > Ü. 
Demonstração. De (3.8)-(3.14), obtemos 
(a) Se i E I 1 UI2 , 
- 2u, + p/pBj- 1([x.],- ai) 1[z.J!-'- a,= O, 
(b) Se i E I 2 UI, 
(c)SeiEI,, 
se [x,.];- c; > O, entâo /i =O, 
se [z .. ], >O, então cr; =O. 
2u, + plpBj-1(t,- [x.],)1[y.J:-l- (3, =O, 
se ti- [x,.]; > O, então J.Li = O, 
se [y.], > O, então (3, =O. 
Ui= F,(x.). 
Separemos os diferentes casos 
(l)SeiEC 
(3.17) 
(3.18) 
(3.19) 
(3.20) 
(3.21) 
(3.22) 
(i) Se i E C1 , por (3.18), temos que O :> 1/2 a, 2 u, 2 F,(x.)- [z.],. 
Suponhamos que ui < O, logo [z,.]i > O, por (3.19) o 1 = O. Com isto u; = O, 
contradizendo o suposto. 
(ii) Se i E C2 
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(al) Se i E 5 1 , então Ui= -[z*]i :S O. Suponhamos que Ui< O, logo 
[z.]; > O, por (3.19), fica a; = O. Agora, por (3.18), obtemos u; ~ O, o que 
contradiz o suposto. 
(a2) Se i E 8 2 , por (3.18) e (3.20), temos que u; =O. 
(a3) Se i E 5 3 , então Ui = [y.]; 2:: O. Suponhamos Ui > O, logo 
[y.], > O, por (3.21 ), fica (3; = O. Agora, por (3.20), fica u; < O, o que 
contradiz o suposto. 
(a4) Se i E I 4 , por (3.22), temos que u; =O. 
(iii) Se i E C3 , por (3.20), temos que O :':: 1/2 a; :':: u; :':: F;(x.) + [y.];. 
Suponhamos que u; > O, logo [y.], >O, por (3.21) (3, =O. Com isto u; =O, 
contradizendo o suposto. 
(2) Se i E N 
(i) Se i E N1 
(al) Se i E 8 1 , então u; = F;(x.)- [z.]; <O. 
(a2) Se i E I 4 , por (3.22), obtemos u; <O. 
(iii) Se i E N, 
(al) Se i E 8 2 , então u, = F,(x,) + [y.],- [z.];. Suponhamos que 
u; ~ O, logo [y.]; > O, por (3.21 ), obtemos (3; = O. Por (3.20), fica u; < O. 
Isto contradiz o suposto. 
(a2) Se i E B3, a prova de que Ui< O é idêntica ao caso anterior 
(a3) Se i E !34 e i E I 1 , então u,- = F,-(x .. ) .- [z*] 1 < O. Se i E !32 , 
por (3.18), O 2: u, ~ F;(x.) + [y,];. Suponhamos que u; =O. logo [y.]; > O, 
por (3.21), obtemos f3i =O. Com lsto de (3.20), temos que ui > 0: o que 
contradiz o suposto. 
(3) Se i E 'P. A prova que up >O, se faz usando os mesmos argumentos que 
em (2), com as mudanças de sinal correspondentes. QED 
Com o objetivo de analisar as propriedades do problema associado quando 
os escalares p e l variam, separaremos o lema seguinte em 3 partes: (a) 
p = I = 1, (b) p = 1 (função de Moré) e (c) l = 1 (função de Friedlander, 
Martínez e Santos). 
Lema 3.2. Suponhamos que se cumprem as condições KKT. (a) Se l 2:: 1 
e p 2:: 1, então 
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(h) Se I > 1 e p 2: 1 
ou 
(c) Se I 2: 1 e p > 1, e 
então 
([x.],- a;)[z.]; =O, se i E I 1 U I 2 
(t;- [x.];)[y.], =O, se i E I 2 UI, 
(c, S O, (c, 2: O 
Demonstração. Definiremos cada um dos termos dados em (3.7) 
Se i E I 1 UI2 
caso contrario 
Se i E I2 U I3 
caso contrario 
Como no Lema 3.1, se obtem as expressões (3.18)-(3.21), 
(a)l?:1ep?:1 
(l)SeiEC2 
(3.23) 
(3.24) 
(3.25) 
(3.26) 
(i) Se i E B~, então(;= w,- 'Yi· Por (3.17), u; = [z.]; =O, com isto 
de (3.25), se deduz que w; =O. Por (3.19), temos que "'i= O. 
(ii) Se i E 8 2 , então(;= w,--y;-v;+p;. Por (3.17), u, = [y.],-[z.]; = 
O. Por (3.19) e (3.21), obtemos "'i = p; = O. Agora por (3.17), temos 
que u; = [y.]; - [z.]; = O. Suponhamos que [z.]; > O, então de (3.19), 
fica a; = O. Logo usando (3.18), resulta u; < 01 isto contradiz o suposto. 
Portanto [y.]; = [z.]; =O. Agora por (3.5) e (3.6), obtemos v;= w, =O. 
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(iii) Se i E B3 , então (i= -Vi+~·· Por (3.17) Ui= [y.]; =O, logo 
por (3.26), Vi= O. Usando (3.21), obtemos ~i= O. 
(iv) Se i E I 4 , por (3.22), (;=O. 
(2) Se i E N, 
(i) Se i E 8 1 , então (1 = w,. -li· Suponhamos que Wi > O. Por 
(3.5), se deduz que [z.]i >O, considerando (3.19), obtemos n; =O. Logo, por 
{3.18), resulta Ui > O. Isto é uma contradição com (3.17). de onde w; = O. 
Agora usando (3.19), obtemos /'i= O. 
(ii) Se i E I 4 , por (3.22), obtemos(;= O. 
(3) Se i E N, 
(i) Se i E B2, então(;= w,- Vi- ')i+ JJ.;. Igual que em (2), caso (i), 
w; =O. Por (3.19) obtemos ~i= O. 
(ii) Se i E B3 , então (; = -v;+ ~i· Usando (3.21 ), obtemos ~i <: O. 
(iii) Se i E 8 4• A prova que C ~ O, se faz igual que em (i) e (ii), 
deste item. 
{4) Se i E P 1. A prova que (1'1 ~O, se faz usando os mesmos argumentos 
que em (3), com as mudanças de sinal correspondentes. 
(5) i E P2• Também neste caso a prova que (p~ = O. se faz usando os 
mesmos argumentos que em (2), com as mudanças de sinal correspondentes. 
(b) I> I e p 2 I 
(l)SeiEC1 
(i) Se i E It, então (i= W1 -')'i· Já que l > 1, por (3.25), Wt =O. 
(ii) Se i E I2, então (i = w; -li- v;+ Jli· igual que em (i) deste 
item, Wi = O. Usando (3.21), obtemos p,; ::::; O. 
(2) Se i E C3. A prova que (c32'0 se faz como no item anterior, com as 
mudanças de sinal correspondentes. 
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(c)Sel2lep>le 
([x.];- a,)[z.], =O, i E I, UI, 
(t,- [x.],)[y.], =O, i E I, U 13 
Neste caso temos que 01 = (} 2 = O. Como p > 1, das expresões (3.5) e 
(3.6), temos que w; =v;= O. Logo a prova segue-se como em (b). Com isto 
conclui a demosntra.çã.o do lema. QED 
Este lema exprime o sinal do vetor ( quando temos um ponto KKT. As-
sim, definimos os seguintes conjuntos: 
z =c, u.N, u P, 
g =C, u P1 
Note que pelo Lema 3.2, se x é um ponto KKT do problema de otimicaçâo 
associado, temos que (z = O, (;: ::; O e (ç :2: O. 
Os lemas a seguir mostram algumas propriedades dos pontos KKT do 
problema (3.3). 
Lema 3.3. Se (x.,y.,z.) é um ponto K]{T do problema (3.3}, 12 l,p 2 1 
e ui[F'(x.)u], =O. Então 
([x.],- ai)[z.]; =O se i E I 1 U I 2 ; 
(t,- [x.];)[y.], =O se i E I 2 U I 3 • (3.27) 
Demonstração. Como no Teorema 2.8 do Capítulo 2, obtemos (2.86) e 
(2.87), que são os resultados desejado. QED 
Lema 3.4. Seja (x., y., z.) um ponto KKT do problema (3.3). Então 
(3.28) 
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u;[[F'(x.)]vuv]; = u;[F'(x.)u]; :S O para todo i. (3.29) 
Ainda mais, 5e [F'(x,.)]v é coluna-suficiente, então 
u;[F(x.)' u]; =O para todo i, (3.30) 
e se cumpre (3.27}. 
Demonstração. Como no Teorema 2.8 do capítulo 2, por (2.84) temos 
(3.28). Já que u; = O, se i 1 D, temos (3.29). Logo, se [F'(x.)]v é 
coluna-suficiente, considerando (3.29), temos o resultado (3.30). E usando o 
Lema 3.3, temos que se cumpre (3.27). QED 
Lema 3.5. Se. (x,., y,., z.), é um ponto estacionárw do problema (3.3) e 
u =O, então x. é solução do problema V I P(F, De)-
Demonstração. Dado que u =O, é claro que u;[F(;r .. )T u]i =O para todo i. 
Logo pelo Lema 3.3, temos que 
q m 
f(x,y,z) = u2 + p((l)(x,- a;)z;)')' + (L ((t,- x;)y;)')') =O 
O fato de ser um ponto KKT faz o ponto x .. factível, e o valor da função 
de mérito de nosso problema de otimização é zero. Logo, considerando o 
Teorema 2.1, temos que x,. é a solução do problema V I F( F, De). QED 
Definição de Regularidade 
O ponto x* é regular com respeito ao Problema (3.3} se para todo O =f u E 
lRn tal que 
UC = Ü, U}/ < Ü f Up > Ül (3.31) 
existe um vetor h E JRn com 
hc :S O, hg ::: O, (3.32) 
tal que 
uTF'(x.fh >O. (3.33) 
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Observação. Para o caso p > 1 e l 2::: 1, o jato que se cumpra (3.27} permite 
estabelecer a mesma definíção de regularidade. 
Para o NCP (í.e., I = 11 e c = 0), a definição de regularidade de Moré 
em [94], considera as mesmas hipóteses que as nossas com a diferença que 
exige que hr_uc2 :S O, de onde fica claro que nossa definição é mais geral que 
a dele. 
Teorema 3.1 Seja F: IRn-+ mn diferenciável. Se (x.,y~,z.L é um ponto 
estaáonário do problema (3.3}, com p ~ 1 e l > 1, então 
x .. é regular se, e somente se, x,. é solução do problema VIP(F,O.c)· 
Demonstração. Se x., é um ponto KKT, então 
uT F'(x.f + çT ~O. (3.34) 
Suponhamos u da forma dada em (3.31) eu #O. Logo, se x .. é regular existe 
h E IR" da forma dada em (3.32) tal que 
uT F'(x .. )Th >O. 
Levando em conta o Lema 3.2, e o fato de que p 2': 1 e l > 1, obtemos 
Por (3.34), resulta 
uT F'(x.fh S O. 
Isto é uma contradição com a definição de regularidade, Com isto u = O. 
Logo pelo Lema 3.3 x~ é solução do problema V I P(F, De)· 
A recíproca também é verdade, pois se x. é solução do problema, temos 
que u ~O. QED 
A regularidade pode ser expressa em termos de vetores não negativos 
mediante a seguinte transformação. Seja O =J u E IRn cumprindo (3.17) e 
W E wxn uma matriz diagonal não singular definida por 
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e definamos 
W = diag(w;) 
W; = { I 
-I 
SeiEC3 UP 
caso contrario 
J(x) = WF'(xfW. 
(3.35) 
(3.36) 
Tomando ii ::::: W u estamos em condições de formular a seguinte definição 
de regularidade equivalente: _ 
"x é regular se para todo ü = lVu tal que U 2: O, existe h= Wh satisfa-
zendo 
;:,T J(x)h >O, h, 2: O se i~ Z". (3.37) 
3.3 Resultados de Equivalência 
Nesta seção enunciaremos as condições que a função F do V 1 P(F, flc), deve 
cumprir para que um ponto estacionário do problema de otimização seja 
solução do V I P(F, 0.,). 
Da transformação feita para colocar a regularidade em termos de vetores 
positivos resulta o seguinte teorema. 
Teorema 3.2 Seja F : m:' ----+ JK• diferenciável para todo X E nc, e seJa a 
matriz J(x) definida como em {3.35) e (3.36). Se [J(x)], é umaS-matriz 
para um conjunto de índices 'H 2 D, então x é regular. 
Demonstração. Se [J(x)]7i: é umaS- matriz, então existe um vetor hx, 
tal que h,> O e [J(x)],h, >O. Se chamamos 
Q=I\'H, 
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temos que 
- -
Dado que Uc = O Uv > O e 'D Ç 'H, e tomando hQ = O, é claro que h satisfaz 
(3.37), de onde x é regular. QED 
Um corolário imediato do Teorema 3.2 é o seguinte: 
Corolário 3.1. Se F: mn -+ mn diferenciável em X E IR+ e [F'(x)]v é 
uma F-matriz, então x é regular. 
Demonstração. Este resultado segue do Teorema 3.2 de forma imediata 
pois se [F'(x)]v é uma P-matriz, então [J(x)]v é também P-matriz, e por-
tanto uma S-matriz. QED 
Este resultado mostra que se [F'(x)]v é uma matriz definida positiva, ou 
uma M-matriz, ou uma H-matriz, a regularidade está garantida. 
O teorema a seguir mostra que o resultado para F-função é valído para 
p=i=l. 
Corolário 3.2. Seja (x., y., z.) um ponto ](J(T do problema (3.3}, F : 
mn -+ /f{T' diferenciável, p ~ 1' l ~ 1 em X E IR+ e [F'(x .. )]v é uma F-
matriz, então x .. é solução do problema V 1 P( F, f!c). 
Demonstração. Pelo Lema 3.4 temos que 
[uv];[[F'(x.)]vun]; :ô O se i E V. 
De onde, dado que [F'(x)T]v é uma F-matriz temos uv =O, com isto temos 
u =O, logo levando em conta o Lema 3.5 fica provado o resultado. QED 
Teorema 3.3 Seja F: mn-+ mn diferenciável em X E IR+ e [F'(x)]v. é 
uma P0 -matriz não singular, então x é regular. 
Demonstração. Desde que [F'(x)]n é uma P0-matriz, [J(x)]n é também 
uma P0-matriz e portanto uma 50-matriz. Daí existe um vetor h :f- O, com 
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kc =O e hv >O, tal que [J(x)]vkv? O. Suponhamos que x não é regular. 
Dado que iiv >O, resulta [J(x)]vkv =O, o que contradiz o fato de [J(x)]v 
ser não singular. QED · 
Teorema 3.4 Seja Y = N1 UP2 , e F: IR:'__, IR:' diferenciável. Se [F'(x)]y 
é não singular e o complemento de Schur de [J(x)]y em [J(x)]v é umaS-
matriz, então x é regular. 
Demonstração. Chamemos 
U=N,uP,. 
Claramente Y Ç Z, logo, da definição de regularidade, com os vetores po-
sitivos temos que hy pode ter qualquer sinal, e hu ~ O. Agora, escrevemos 
[J(x)]v, da seguinte forma 
(3.38) 
onde A1,1 = [J(x )]y. Vamos mostrar que existem vetores hy e hu ~ O, tais 
que 
( Au A,,, ) ( ~y ) = ( O ) , q > o. Az,1 A:;~,2 hu q (3.39) 
Corno A1 ,1 é não singular este sistema é equivalente a 
( Au Au ) ( ~Y ) = ( O ) OAs hu q' (3.40) 
onde As = A2 ,2 ~ AuA}"jA1,2 , é o Complemento de Schur de [J(x)]y em 
[J(x)]D. Corno As é umaS- matriz, existe hu >O tal que Ashu = q >O, 
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e dado que [J(x)]y é não singular, existe hy tal que, A1 ,1 hy + A,,,hu =O. 
Então 
[J(x)]vhv = ( ~ ) . 
Isto sastifaz a regularidade, já que Üc = O e Uv > O. QED 
Por enquanto, os resultados dados mostram que com as mesmas hipóteses 
pode-se estender para caixas os resultados dados por Moré para o NCP em 
[94]. 
Agora, expressaremos os resultados que obtivemos para os casos parti-
culares, isto é, quando apenas alguns dos tipos de restrições da caixa estão 
presentes. Primeiro colocaremos os resultados para o caso sem restrições, 
onde resolver o problema FIP(F,f!c), é equivalente a resolver o sistema 
F(x) =O. 
Teorema 3.5 Seja (x., y,., z.) um ponto KKT do problema (3.3} com p ;::: 
1, l 2:: 1 , V Ç I4, e [F'(x.)}D não singular. Então x,. é solução do problema 
VJP(F,Oo)· 
Demonstração. Dado que V Ç I 4 , e que (x .. ,y,.,z,.) é um ponto KKT, 
obtemos 
[F'(x.)u]v = [F'(x.)]~uv =O. 
Como [F'(x,.)]v é não singular, então uv = O, de onde temos u = O. Pelo 
Lema 3.5 segue o resultado proposto. QED 
O seguinte corolário é imediato. 
Corolário 3.3. Seja (x.,y.,z.) um ponto KKT do problema (3.3),p 2' 1, 
l ~ 1, I= I4 e [F'(x,.)]JC não singular, com V Ç K. Então x,. é solução do 
problema VIP(F,O,). 
Demonstração. Dado que I= I4 1 
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F'(x.)u =O (3.41) 
de onde, se D Ç K, (3.41) pode ser escrita como 
[F'(x.)]x:uK =O. 
Pelo fato de [F1(x.)]x: ser não singular temos uK: =O, portanto uv =O. Logo 
u = O, e pelo Lema 3.5 temos o resultado proposto. QED 
Consideremos agora o caso de uma caixa limitada. 
Teorema 3.6 Se (x.,y.,z.) é um ponto KKT do problema (3.3), p:, 1, 
l 2:: 1, p + l > 2 e [F'(x .. )]v é coluna-suficiente com V Ç I 2 , então x. é 
solução do problema VIP(F,f!c). 
Demonstração. Pelo Lema 3.4, temos que se cumpre (3.27). Logo, levando 
em conta que p + l > 2, se i E I 2 , temos 
2u, = -a; :S O, 2u; = /3; 2: O. 
Logo, [u}r2 =O, mas como V Ç 1 2 , fica u =O. Pelo Lema 3.5 fica provado o 
proposto. QED 
O seguinte corolário é evidente: 
Corolário 3.4. Se (x.,y.,z.) é um ponto KKT do problema (3.3), p:, 1, 
l 2 1, p + l > 2, f!c é uma caixa limitada e F'(x.)v coluna-suficiente, então 
x. é solução do problema VIP(F,f!,). 
Demonstração. Se f!c é uma caixa limitada, I= I2, de onde V Ç I 2. Logo 
estamos nas hipótesis do Teorema 3.6. QED 
Por último, consideramos o caso em que as restrições são do tipo x ~ c 
ou x ~ t (aqui está incluído o problema NCP). 
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Teorema 3.7 Seja (x.,y.,z.) um ponta KKT do problema (3.3), p > I, 
l 2: 1, p + l > 2 e [F'(x.)Jb linha-suficiente e S-matriz. Se 
(a) V ÇI1 ui, 
ou 
(b) V ç; I 3 uI,. 
Então x,._ é solução do problema V I P(F, !lc) 
Demonstração. Já [F'( x.)]b é linha-suficiente, tern9s que [F'( x,._)]v é coluna-
suficiente. Procedendo como no Teorema 3.6, temos que em ambos os casos 
(a) e (b) 
u;=O se íEI2. 
Logo, como p + l > 2, temos que: 
No caso (a), tem-se V Ç Ih logo 
2u; = -a; :S: O, se i E 'D. 
Isto implica que uv <O e [F'(x.)]vuv "'O. 
No caso (b), tem-se V Ç I 3 , logo 
2u, = [3; S O, se i E D. 
Isto implica que uv > O e [F'(x.)]vuv S O. 
Destes análise temos que em ambos os casos existe tJ > O tal que 
[F(x.)]v~ S O. 
Isto contradiz o fato que [F'(x~flv é uma 5- matriz. Logo Ufl =O, de onde 
u = O. Usando o Lema 3.5 temos o resultado proposto. QED 
Corolário 3.5. Seja (x., y., z.) é um ponto KKT do problema (3.3}, p"' I, 
I"' 1, p +I> 2, [F'(x.)'lv é linha-suficiente e [F'(x.JT]>t com V Ç fi uma 
S -matriz. Se 
(a) I=I, 
ou 
(b) I=I3 
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Então x. é solução do problema VIP(F,!lc)· 
Demonstração. Como no teorema anterior chegamos a que, no caso (a), 
obtemos 
2u, = -n; :S O, se i E H. 
Isto implica que"" :S O, e [F'(x,)]>tu1i ~O. 
No caso (h), obtemos 
2ui = /3i :S O, se i E 1í. 
Isto implica que U1f ~O, e [F'(x.)]11u1i:::;; O. 
Suponhamos agora que V i 0, então UH i O. Isto implica que em ambos 
os casos existe {) ;::: O e {) f- O, tal que 
[F(x.)]"~ :S O. 
Isto contradiz o fato de que [F'(x.)Jh é uma S- matriz. Logo Uft = O, de 
onde u = O. Usando o Lema 3.5 temos o resultado proposto. QED 
Com este resultado fica estendido o resultado dado por Moré em [94], 
(corolário 3.4). A hipótese pedida por ele é que a matriz [F'(x .. )]v fosse 
semi-definida positiva e [F'(x,.)]H umaS-matriz, sendo que a hipótese pe-
dida em nosso caso é [F(x.)]v linha-suficiente e [F(x.)]1i umaS-matriz. ,Da 
proposição 1.2 da introdução, temos que semi-definida positiva implica linha-
suficiente, mas a recíproca não é verdadeira, como mostra o seguinte exemplo. 
Exemplo 3.1. A matriz 
é fila-suficiente e S- matriz, mas não é semi-definida positiva. 
Caso Linear 
Tomaremos F(x) = Mx + q. O seguinte teorema mostra que neste caso 
podemos pedir condições mais fracas para estabelecer a equivalência com os 
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pontos estacionários do problema associado. 
Teorema 3.8 Se (x.,y.,z.) é um ponto KKT do· problema (3.3}, Mv é 
linha-suficiente, p 2: 1, l 2: 1, p + l > 2 e o problema V I P( F, flc) tem 
solução, então x. é solução do problema VIP(F,flc)· 
Demonstração. Já que [M]v é linha-suficiente, do Lema 3.4, temos que 
u;[MT u], =O para todo i 
Agora a demonstração segue como no Teorema 2.10. QED 
O resultado dado no Teorema 3.8, estende o resultado conseguido por 
Friedlander, Martinez e Santos em [41]. A hipótese pedida por eles para o 
LCP era que a matriz M fosse semi-definida positiva. Neste caso a hipótese 
pedida é linha-suficiente que como já vimos no exemplo 3.1. é mais fraca. 
Deve-se observar que no trabalho de Moré [94] todos os resultados pro-
postos são para o caso da complementaridade não linear e, de fato, todos os 
resultados de equivalência com os pontos estacionários que se obtém exigem 
condições mais fortes para F'(x .. ) que a de linha-suficiência. Aqui vimos que 
no caso linear o resultado é válido para a estrategia de Moré, com a hipótese 
de linha-suficiente. 
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CAPITULO 4 
O problema Horizontal e 
NCP-Generalizado 
Neste capítulo colocaremos como problemas de otimização com restrições 
simples os problemas horizontal e NCP-generalizado (NCPG). 
Como já vimos na introdução o problema horizontal consiste em encontrar 
(x,., z .. ) tal que 
Qx .. + Rz,. = b, x; z .. = O, x,., z .. 2:: O, 
que denotaremos por HLCP(Q,R). 
( 4.1) 
O problema NCP-Generalizado, que denotaremos por GCP(F, G), con-
siste em encontrar x,. tal que 
F(x.) 2: O, G(x.) 2: O, F(x.)'G(x.) =O. (4.2) 
4.1 O Problema Horizontal 
O problema que analisaremos será a seguinte generalização do problema ho-
rizontal: 
Encontrar (x .. ,z.) tal que 
F(x,)+G(z,)=O, x;z,=O, x.,z.?O. ( 4.3) 
A este problema denotaremos por H NCP(F, G). 
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Para formular o problema de otimização equivalente seguiremos os passos 
já explicados na introdução. 
(a) A Função de Mérito 
f(x,z) = IIF(x) + G(z)ll' + (t,(x;z;)')' ( 4.4) 
(h) O problema de otimização equivalente 
min f(x,z). 
x,z~O 
(4.5) 
(c) Equivalência com o mínimo global 
Teorema 4.1 Seja (x. 1 z.) um minimizador global de (4.5) com valor nulo 
da função objetivo. Então (x., z.) é solução do problema H NCP(F, G). 
Reciprocamente) se (x., z.,) é solução do problema H NC P(F1 G), então 
(x., z.) é um mi'nimo global de (4.5} com valor nulo da função objetivo. 
Demonstração. Trivial. QED 
Os resultados de equivalência com os pontos estacionários do problema 
de otimização associado serão dados para dois casos: não linear e linear. 
(d) Equivalência com os pontos estacionários 
Os resultados serão dados para dois casos: 
Caso não linear 
Teorema 4.2 Sejam F1 G E C1(JR+.), (x., z.,) um ponto estacionário do 
problema (4.5), p ~ 1 e I ~ 1. Sejom G'(z.), F'(x.) tais que, para todo 
O-:/:- u E JRn, existe D(u) E mnxn diagonal, com D(u) >O tal que 
uTG'(z.lD(u)F'(x.)u <O. 
Então (x.,z.) é solução de HNCP(F,G). 
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Demonstração. Chamemos 
u = F(x.) + G(z.), ( 4.6) 
n 
e= L)[x.],[z.];) 1• 
i=l 
Sejam X E mnxn e Z E IR"'" definidos por X= diqg(x.) e Z = diag(z.). 
As condições KKT neste caso são 
2F'(x.)u + 2p10'~ 1 (XZ) 1~1 z. ~ 1 =O, 
2G'(z.)u + 2pi0'~ 1 (XZ) 1~ 1 x, ~ p =O, 
x!' 1 =O, 
z'!: 11 = O, 
x. 2: O z. 2: O 1 2: O p 2: O. 
Por (4.7) e (4.8), temos 
2[F'(x.)u]; = ~2pl0p-l[x.}!~ 1 [z.}! + ·y; 
e 
2[G'(z.)u]; = ~2pl0'~1 [z.J!~ 1 [x.J! + p;, 
para todo i. Por (4.12),(4.13) e (4.7)·(4.11), temos 
4[F'( x,)u],[G' ( z,)u], 
= ( ~2ple'~ 1 [x.J!~'[z.J! + I•)( ~2pl0'~1 [z.}!~ 1 [x,J! + p;) 
= 4(pi)'O''~'([z.];[x,];)21 ~ 1 + /;p;, 
para todo i, de onde fica claro que 
4[F'(x,)u];[G'(z.)u]; 2: O 
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(4.7) 
(4.8) 
( 4.9) 
(4.10) 
(4.11) 
( 4.12) 
( 4.13) 
(4.14) 
(4.15) 
para todo i. Suponhamos que u =f:. O. Logo, dado que por hipótese existe 
D( u) = diag{ d" ... , d.}, com d; > O tal que 
uTG'(z,)D(u)F'(x,fu <O. 
Por isto e (4.15}, temos que 
n 
O> uTG'(z.)D(u)F'(x.)Tu = L:;[F'(x,fu];d;[G'(z,fu];?: O, 
i= I 
o que é uma contradição. Logo, u =O. Portanto considerando (4.14}, obte-
mos 
4(p1) 202'-2([z.];[x.];) 21 - 1 +''~'=O 
para todo i. Por ( 4.11 ), temos que 
(4.16) 
[z.];[x,]; = ')i~i =O. (4.17) 
Por (4.17) eu= O, temos que (x.,z,) é solução de IfNCP(F,G). QED. 
Note que neste caso a hipótese colocada, para o caso NCP ( G = -1), 
equivale a dizer que F 1(x,.) é uma P-matrix (ver [28]). 
O caso linear 
Teorema 4.3 Se (x,., z,.) é um ponto estacionário do problema (.{.5), p 2: 1, 
I?: 1, p+ I> 2 e o problema HLCP(Q,R) tem solução. Se Q,R E JR:'Xn 
são tais que, para todo u E !Rn, se cumpre 
{[RTu];[QTu];?: O, para todo i,} '* {[RTu];[QTu]; =O, para todo i}, 
(4.18) 
então (x.,z.) é solução de HLCP(Q,R). 
Demonstração. Aqui, u = Qx, + Rz,- b, F(x) = Qx, G(z) = Rz- b, logo 
(4.7)-(4.15) são obtidas como no Teorema 4.3. Logo, 
[RT u];[QT u]; 2 O, para todo i. 
71 
Pela hipótese temos 
[RT u],[QT u], ~ O para todo '· 
Por (4.14), resulta 
4(p/) 202'-2([z.],[x.],)21- 1 + 1iP.i ~ O 
para todo i. Portanto 
[z.],[x.], ~ ''~'' ~ O. 
Por (4.20) e o fato p +I> 2, as condições KKT ficam: 
2RT u -7 =O, 
2QT U- p. = 0, 
x!'1 =O, 
z'[p =O, 
x.<:O z.<:O 1<':0 p.<':O. 
Estas são as condições KKT do seguinte problema convexo 
(4.19) 
(4.20) 
min IIQx+Rz-bll'· (4.21) 
x:!':O, z:!':O 
Com um raciocínio idêntico ao do Teorema 2.5 do Capítulo 2, obtemos o 
resultado proposto. QED. 
Este resultado estende o resultado dado por Friedlander, Martinez e San-
tos em [41). Eles pedem que -RTQ, seja semi-definida positiva, o que implica 
em 
n 
uT RQT u ~ L[RT uj,[QT uj, S 0. 
i=l 
Logo se [RT u],[QT u], <': O para todo i, então [RT u]i[QT u], =O, para todo 
i, que é nossa hipótese. Com isto temos provado que a hipótese pedida em 
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[41] implica a nossa. Entretanto a recíproca não é certa. Para vernos isto 
basta tomarnos o exemplo 3.1, dado no Capítulo 3. 
Também é evidente que para o caso LCP (i.e., R= -I), esta hipótese 
equivale a que QT seja linha-suficiente. 
O resultado obtido no Teorema 4.3 também é válido fazendo-se per-
mutação de linhas. Isto está expresso no Corolário 4.1 a seguir. Primei-
ramente escreveremos da seguinte maneira as matrizes Q e R: 
Seja I= {1, ... ,n), logo 
Corolário 4.1. Se existe alguma partição I= {1, ... , n} = [I0 ,It], tal que 
se definimos: 
Q = ( qqn'.'rr ) , { qr 
_ com iji = rT 
se cumpre para todo u E JRn, 
se i E Ia 
seiEI1 
seiEio 
se i E I 1 
{[RT u],[QT u]; 2': O para todo i)=> {[RT u],[QT u]; =O para todo i) 
e (x., z.) é um ponto estacionário de (4.5}, então ( x., z.) é solução de H LC P( Q, R). 
Demonstração. Definamos 
z. = { [z.], [y.], 
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seiEio 
seiEI1 
y. = { [y.]; [z.]; 
'i={ 'li ~i 
~= { ~· 
'li 
e X= diag(i.),Z = diag(i.). 
seiEZo 
se i E It 
seiEI0 
seiEI1 
seiEI0 
seiEZ1 
' 
As condições de KKT, podem ser escritas da seguinte forma: 
-T· 0 
x./ = ' 
-T- 0 z .. p = , 
x. ~ o i. ~ o 'i ~ o ~ ~ o. 
Agora, considerando o Teorema 4.3, temos que 
O -T- 0 u::::: ' x .. z., = . 
Por ( 4.22), usando as definições de X. e z .. , temos que 
u = O, x!' z. = O, 
o que conclui a demonstração do corolário. QED. 
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(4.22) 
4.2 O NCP-generalizado 
Também neste caso para formulamos a equivalência com um problema de 
otimização seguiremos os passos já indicados na introdução. 
(a) A função de mérito 
f(x,y,z) = IIF(x)- Yll' + IIG(x)- zll' + P2 (~(y,z,)')' ( 4.23) 
(b) O problema de otimização equivalente 
minf(x,y,z). 
y,z>O 
(4.24) 
(c) Equivalência com o mínimo global 
Teorema 4.4 Seja (x., y,., z.) um minimizador global do problema (4.24) 
com f(x., y .. , z .. );;: O então x,. é solução do problema (4.2). 
Reciprocamente, se x. é solução do problema (4.f2), então existem z.,y. > 
O tais que (x., y., z.) é um m{nimo global de (4.24} e f(x., y., z.) =O. -
Demonstração. Trivial. QED 
Também aqui a equivalência dos pontos estacionários do problema de oti-
mização associado e a solução de G N CP( F, G), será analisada em dois casos: 
o linear e o não linear. 
4.2.1 Caso nao Linear 
O teorema de equivalência é o seguinte: 
Teorema 4.5 Seja F,G E C1 (JR:I) e (x,.,y,.,z,.) um ponto estacionário de 
(4.24). Suponhamos que exista G'(x.)-1 e que G'(x.}-1 F'(x.) seja uma p. 
matriz. Então x .. é solução de (4.2). 
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Demonstração. Chamando 
n 
O= (L(y,z,) 1)', 
i= I 
as condições KKT do problema (4.24), são 
2F'(x,)(F(x.)- z.) + 2G'(x.)(G(x.)- y.) =O, (4.25) 
- 2(F(x,)- z.) + p2pi0'-1(YZ) 1- 1y.- ~=O, (4.26) 
- 2(G(x.)- y.) + p2p/OH(YZ)1- 1z,- ~=O, (4.27) 
z. 2 O,y. 2 0,~ 2 0,~ 2 O. (4.29) 
Por (4.25), como G(x.) é não singular, temos que . 
F'(x.)(F(x.)- z.) = -G'(x,)(G(x.)- y.), 
G'(x.)-1 F'(x.)(F(x,)- z,) = -(G(x.)- y.). (4.30) 
Por (4.26) e (4.27) temos que 
2[G(x,)- y,]; = p2pW-1 [y.];-r[z.];- ~i- (4.32) 
Por (4.26)-(4.32), podemos escrever 
4[F(x.)- z,],[G'(x.r' F'(x.)(F(x.)- z,)], 
-2[(G(x.)- y.)],2[F(x.)- z.]; 
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(4.33) 
Portanto, 
[F(x.)- z.];[G'(x.)-1 F'(x.)(F(x.)- z.)]; :'0 O, (4.34) 
para todo i. Como G'(x.)-1 F'(x.) é uma P-matriz, .temos que 
F(x.)- z. =O. ( 4.35) 
Em conseqüência, voltando a ( 4.30), obtemos 
G'(x.]Y(G(x.)- y.) =O. 
Como G1(x.) é não singular, temos que 
G(x.)- y. =O. ( 4.36) 
Agora, por (4.33) 
4(p,lp)2 (9) 2'-2 ([y.];[z.];)'1- 1 + /i~i =O. ( 4.37) 
Finalmente por (4.29), obtemos 
[y.];[z.]; = O ( 4.38) 
para todo i. Por (4.35),(4.36) e (4.38), e pelo Teorema 4.4 fica provado o 
proposto. QED. 
Da demonstração do teorema fica claro que as hipóteses podem ser as 
mesmas, trocando F por G. Para expressar isto de uma forma mais com-
pleta enunciamos o seguinte corolário: 
Corolário 4.2. Sejam 
I= {1, ... ,n), F(x) = (f;(x), ... ,fn(x)]Y, G(x) = (g;(x), ... ,gn(x)f. 
Se existe alguma partição I= [I0 ,It], tal que definindo 
F(x) = { J;(x) 
g;(x) 
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sei Elo 
seiEI1 1 
G( )-{ g;(x) seiEio 
x- f,(x) sei EI1 ' 
exista G'(x,)-1 , (G'(x,ft' F'(x.)T seja uma F-matriz e (x.,y., z,) seja um 
ponto estacionário de (4.24), então x. é solução de {4-f). 
Demonstração. É só reescrever as condições KKT chamando 
- - { [z.], 
z.- [y.], 
se i E I 0 
se i E I 1 
. { [y,] se i E I 0 y - ' 
•- [z.]; "i EI1 
- { p; p= 
"fi 
sei E In 
seiEI1 
seiEio 
seiEI1 
Com esta mudança, temos que 
F'(x.f(F(x,)- z.) + G'(x.)'(G(x,)- y.) = 
n n 
L'Vf;(x,)(J;(x,)- [z,];) + L'Vg;(x,)(g;(x,)- [z,];) = 
i=l 
L 'VJ;(x.)(f;(x.)- [z,];) +L 'Vg,(x,)(g;(x.)- [z.];)+ 
i Elo 
L 'V f,(x.)(f;(x.)- [z,];) +L 'Vg;(x.)(g;(x.)- [z.];) = 
iEio 
- T - - T -F'(x.) (F(x.)- z.) + G'(x.) (G(x.)- y.) =O. (4.39) 
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As outras equações (4.26)-(4.29) ficam 
·T· 0 ·T. 0 Z."f=' Y.Jl=' 
i. 2 O, y. 2 O, i 2 O,~ 2 O. 
Com isto, e considerando o Teorema 4.5, obtemos 
F(x.)- i,~ O, G(x,)- y. ~O, :iÓ'. ~O. 
Com um simples cálculo, (4.44) nos permite concluir que 
F(x.)- z, ~O, G(x,)- y. ~O, x; y, ~O. 
Portanto, x. é solução do problema (4.2). QED. 
4.2.2 O caso linear 
( 4.40) 
{4.41) 
( 4.42) 
( 4.43) 
( 4.44) 
Aqui também podemos colocar hipóteses mais fracas. Enunciaremos o teo-
rema que mostra isto. 
Seja F(x) = Mx +de G(x) = Rx +v. Chamemos 
Teorema 4.6 Se existe alguma partição de 1 = [10 , 1!] tal que, definindo 
{ 
T 
- m; 
com m;= T 
r 
' 
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se i E 10 
se i E 11 
( -T) rl T · - . _ r; se ~ E Io R= : , com r; = { T . I , -T m; se t E 1 
rn 
resulta R não singular, (flT)- 1 MT coluna-suficiente e (x., y .. , z .. ) um ponto 
estacionário de (4.24), então x. é solução de {4.2}. 
Demonstração. Pela definição de F(x),G(x), temos que 'Vf;(x) = m; e 
'\lg1 = r.:. Logo a demonstração é a mesma do Corolário 4.2. até (4.43). 
Com a hipótese de que (R-1 f MT é coluna-suficiente temos que: 
[M x. + d- z.];[(W1 )T MT (M x. + d ~ z.)]; = O, (4.45) 
para todo i. Por ( 4.33) e ( 4.45), obtemos 
( 4.46) 
Portanto, 
[y.];[z.]; =O, ( 4.4 7) 
para todo i. Por (4.47) e p +I> 2, as condições KKT ficam 
2MT(Mx. + d- z.) + 2RT(Rx. +v- y.) =O, (4.48) 
- 2(Mx. + d- z.) -1 =O, {4.49) 
- 2(Rx. +v- y.)- ~=O, (4.50) 
z. ;> O, y. ;> O, 1 ;> O,~ ;> O. ( 4.52) 
As equações (4.48)-(4.52) são as condições KKT do seguinte problema con-
vexo: 
min [[Mx + d- z[[ 2 + [[Rx +v- y[[ 2 
z,x>O 
- . 
( 4.53) 
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Seguindo um raciocínio idêntico ao do Teorema 2.5 do capítulo 2, obtemos o 
resultado proposto. QED. 
As estratégias para resolver o problema linear dadas por Pang em (104] e 
[105], e por Noor em [100] e [99], usam métodos iterativos e se limitam a dar 
alguns resultados teóricos sobre convergência no caso LCP. Já a estratégia 
baseada na função de Fischer [30] dada por Fukushima e Kanzow em [70] e 
Jiang, Fukushima, Qi and Sun em [64], formulam um problema de otimização 
associado melhor do ponto de vista teórico, já que as exigências teóricas são 
mais fracas para obter a equivalência com os pontos estacionários. Com 
efeito, eles pedem que exista G'(x)-1 e que a matriz G'(x.)-1 F(x.) seja 
uma P0-matriz, enquanto que no nosso caso a exigência é P-matriz para o 
caso não linear e coluna-suficiente para o caso linear. Porém, o problema 
associado formulado por eles é não diferenciável em [64] e no máximo C1 
em [70]. Esta falta de diferenciabilidade é urna desvantagem com respeito a 
nossa estrategia, como já foi explicado nos capítulos anteriores. 
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CAPITULO 5 
Teoria das Perturbações 
5.1 Apresentação 
Como já vimos no Capítulo 2, os resultados de equivalência com os pontos 
estacionários para o caso geral são válidos quando a função F é estritamente 
monótona. O exemplo 2.5 dado no Capítulo 2 mostrou que estender o re-
sultado para funções monótonas não era possível. O objetivo de desenvolver 
uma teoria de perturbações é superar esta limitação. 
A estratégia usada foi a chamada perturbação regularizante, citada no 
livro de Cottle, Pang e Stone [17] para o problema da complementaridade 
linear. Com esta perturbação consegue-se, no caso da monotonia, que os pro-
blemas perturbados possam ser resolvidos usando o problema de otimização 
associado dado nesta tese. A solução do V I P(F, 0), que chamaremos de 
original, será obtida pela aplicação de um método homotópico mediante a 
resolução sucessiva dos problemas perturbados. 
Outros trabalhos propostos para resolver o NCP baseados em métodos ho-
motópicos sã.o os de Watson [119], que utiliza a equivalência com um sistema 
não linear dada por Mangasarian em [86], e o trabalho de Kojima, Megiddo 
e Noma [78], que está baseado em um sistema não linear equivalente de Zn 
variáveis. 
A justificativa teórica da aplicação de perturbações para resolver o pro-
blema original seguirá o seguinte esquema: 
Dado o V I P(F, f!) que tenha solução, verificar que: 
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(i) os problemas perturbados tenham solução que possa ser encontrada com 
a nossa estratégia. 
(ii) a seqüência de soluções perturbadas seja limitada (garantindo a existência 
de um ponto limite). 
(iii) todo ponto limite da seqüência de soluções perturbadas seja solução do 
problema original. 
5.2 Definições 
Apresentaremos um conjunto de definições que serão usadas em todo este 
capítulo. 
Definição 5.1. Chamaremos seqü"ência perturbadora a uma seqüência { Ek}keN 
com as seguintes características: 
Definição 5.2. Dada F : JRn ---+ !Rn chamaremos a sequenna de per-
turbações da F à seqüência de funções Fk : W ---+ !Rn definida por 
F,(x) = F(x) + EkX, 
onde {e:k}keN é uma seqüência perturbadora. 
Definição 5.3. [57] Seja !1 Ç IR!' fechado, não vazio e convexo. Se existe 
Xo E fl tal que 
8 = {x E n I F(xl(x-xo) 'S O} 
é limitado, dizemos que F cumpre a condição Bl em x 0 . 
Se o conjunto 
8 = {x E n I F(xf(x- xo) <O} 
é limitado, dizemos que F cumpre a condição B2 em x 0 • 
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Se o conjunto 
8 = {x E Hl" I F(x)'(x- xo) ~O} 
é limitado, dizemos que F cumpre a condição BlF em x 0 . Finalmente, se 
8 = {x E Hl" I F(x)'(x- x0 ) <O} 
é limitado, dizemos que F cumpre a condição B2F em x 0 • 
As condições Bl e B2, estão dadas em (57] e são suficientes para que o 
conjunto de soluções do V I P(F, f!) seja limitado. 
Definição 5.4. Seja f! c IR:' definido como em (2.1). Os conjuntos a seguir 
sào definidos por 
n, = {x E Hl" I g(x) ~ 0}, 
llA={xEHl" I Ax=b), 
nc::::: {x E mn I Xi ~c;, i E 11 u 1z, Xj :S t,, i E Iz u I3}, 
!lA,c = {x E Hl" I X E !l, n !lA}, 
!l,,, = {x E Hl" I X E !l, n !l,}, 
I={l, ... ,n}, M={l, ... ,m), Q={l, ... ,q), 
sl = {1, ... ' Sz}, Sz::::: {sl, ... 's3}· 
Definição 5.5. Dizemos que o conjunto !19 cumpre uma condição de Slater 
sobre n em Xo E n se 
g;(xo) <O para todo i EM. 
Definição 5.6. Consideremos V I P(F,, !l). Chamaremos P,(!1) ao problema 
de otimização associado1 fP à função de mérito de Pk(!1) e f(!1) ao conjunto 
de restrições de Pk(n). 
Definimos os seguintes conjuntos 
T,(!l) = {~ = (x,,P) E r(!1) I f~(~)~ ,>+•+'il), 
onde fJ > O, e 
'R,(!l) = {x E mn I ~ = (x,,P) E T,(!l)). 
Dizemos que Xk é uma solução ine;cata do V IP(F,., !1) se xk E R.k(n). 
84 
5.3 Soluções Exatas dos Problemas Pertur-
bados 
Nesta seção analisaremos o que acontece com as soluções exatas dos proble-
mas perturbados. A questão (iii) da apresentação 5.1 está respondida com o 
seguinte teorema. 
Teorema 5.1 Se VIP(Fk,O) admite uma solução x~;: para todo k E IN, 
então todo ponto limite da seqüência {xk} é uma solução do VIP(F, 0). 
Demonstração. Sejam K 1 um subconjunto infinito de IN ex. E O tais que 
lim x~;; = x •. 
kEKt 
Seja w E n. Dado que Xk é uma solução de v I P(FkJ:!), temos que 
(F(xk) + e,x,,w- x,)? O para todo k E IN. 
Então, tomando o limite para k E K I. obtemos 
(F(x,), w- x,) ? O. 
Como w E O é arbitraria, x. é uma solução de V IP(F, O). QED 
Note que neste teorema não há nenhuma condição adicional, além do fato 
da existência de um ponto limite. 
5.3.1 Caso Geral 
No caso geral dado no Capítulo 2, os resultados conseguidos exigiam que 
a função fosse estritamente monótona. Mostraremos em geral que com a 
hipótese de monotonia as perturbações cumprem o objetivo de estender os 
resultados teóricos. 
Teorema 5. 2 Seja F( x) monótona. Então Fk é fortemente monótona de 
módulo êk. 
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Demonstração. 
(H(x)- F,(y),x- y) = (F(x)- F(y) + E,(x- y),x- y) = 
(F(x)- F(y ), x- y) + ••llx- y]\ 2 2 e,]]x- y]]'. QED 
Note que com este teorema e a Proposição 1.7, se O é não vazio a monoto-
nicidade da função garante a existência de solução do problema perturbado. 
Isto responde à questão {i) da apresentação 5.1. 
Teorema 5.3 Sejam F monótona e o conjunto de soluções do V I P(F, f!) 
nao vazw. Então, {xk} converge à única solução de norma mínima do 
VIP(F,O). 
Demonstração. Seja i: uma solução do v I P(F, 0). Dado que X E o e Xk 
é a solução de V I P(Fk, 0), temos que 
para todo k E JN. Logo, como (F( i), Xk -i) ;::: O, obtemos, usando a 
monotonicidade de F, que 
Deste modo, 
llx>ll S llx\1 para todo k E JN. ( 5.1) 
Portanto, a seqüência {xd é limitada. Pelo Teorema 5.1, qualquer ponto 
limite de {x>} é uma solução do VIP(F,O). Agora, por (5.1) os pontos 
limite de {xk} têm que ser soluções de norma mínima do VIP(F,f!). Pelo 
resultado dado em [[57], Proposição 3.1] o conjunto de soluções do VIP é 
convexo e, portanto, a solução de norma mínima é única. QED 
Observe que com este teorema a monotonicidade garante algo mais forte 
que o fato da seqüência de soluções dos problemas perturbados estar limi-
tada: sua própria convergência. Além disso, caracteriza a solução à. qual 
converge. Este resultado é apresentado por Cottle, Pang e Stone em [17], no 
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caso do problema da complementaridade linear. 
O teorema que pede uma condição diferente da monotonia, com a qual 
conseguem-se os resultados pedidos na apresentação. 
Teorema 5.4 Sejam F : JR:I --+ JFfl uma Junção contínua e O C IRn con-
vexo, fechado e não vazio. Se alguma das seguintes condições se cumpre 
(a) n é limitado; 
(h) F satisfaz a condição BlJ 
então o problema original e os perturbados têm solução e a seqüência de 
soluções perturbadas é limitada. 
Demonstração. 
(a) No teorema básico da complementaridade em [21] temos que se o con-
junto O é limitado e não vazio o problema original e os perturbados têm 
solução. Além disso Xk E n, logo a seqüência gerada está limitada. 
(h) Se O está limitado estamos no caso (a). Suponhamos então que !1 é 
ilimitado e definamos a seguinte seqüência de conjuntos 
!1" = Bn(O) n !1, 
fn=fl\fln. 
Logo, O ... c 0 ... +1 e O== fln u r .... 
Agora existe no E IN' tal que X o E nn para todo n 2 no. Pelo teorema 
fundamental da complementaridade, V 1 P(F, On) tem solução x:, para todo 
n 2:: no. 
Suponhamos que V I P(F, D) não tenha solução. Mostraremos que 
llx:\\ == n. Suponhamos o contrário, llx~\\ < n. Logo, pela convexidade 
de f.!, para todo y E f n existem w E f! e ,\ > O tais que 
e dado que X~ é solução de v I P(F, n ... ), 
87 
para todo y E rn. Logo, X~ é solução do VIP(F,O) em contradição com o 
suposto. De onde fica \lx:ll = n, para todo n 2:: n0 • 
Agora, dado que x: é solução do V I P(F, n ... ), temos 
F(x;?(x;- x0 ) :O: O, para todo n? "<J. 
Isto contradiz a validade da condição Bl. Logo, V I P(F, O) tem solução. 
Agora, vamos provar que Fk cumpre a condição Bl. 
Dado que F cumpre a condição Bl, temos que se {xJ} é uma seqüência 
tal que llxill- oo, entã.o existe j 0 tal que 
(F(x;) + Ekx;,x,- xo)? (F(x;),x,- xo) + <•llx;ll(llx;ll-llxoiiJ >O 
para todo j 2:: j 0, de onde temos que Fk cumpre tambern a condição Bl. 
Com isto está completa a demonstração da existência de solução do pro-
blema original e os perturbados. 
A prova que {xk}, a seqüência de soluções perturbadas, está limitada se 
faz como segue: 
Corno Xk é solução do problema perturbado, te~os 
(F(x,) + e,x,, x,- x0 ) :O: O. 
Logo, corno Fk satisfaz Bl, 
Portanto, {xk} tem que estar limitada. QED 
Agora apresentaremos o teorema que trata a condição B2. 
Teorema 5.5 Se F sastifaz a condição B2 1 e o problema original e os pro-
blemas perturbados têm solução1 então a seqüência de problemas perturbados 
{xk} está limitada. 
Demonstração. A demonstração é idêntica à do Teorema 5.4. QED 
Que a monotonicidade nã.o implica a condição B2 fica claro com um exem-
plo que tenha o conjunto !1 ilimitado e F(x) = O. Por sua vez o seguinte 
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exemplo mostra que a condição B2 não implica a monotonicida.de. 
Exemplo 5.1. Seja 
Então, se cumpre a condição Bl com x0 = (0, 0), mas 
F'(x x ) = :~:~+~ 
( 
1-x' 
b 2 o 
não é semi-definida positiva. Isto implica que F não pode ser monótona (ver 
[101]). 
Há de se observar que a condição Bl é mais fraca que a coercividade 
definida na introdução (ver [93} ). Se a condição Bl não é valida, então para 
todo xo E 0: existe uma seqüência {xk} C 0: com llxkll ~ao, tal que 
lim F(x;)T(x;- x0) S O, ·-~ 
de onde está claro que F não pode ser coerciva. A reciproca não é verdadeira. 
Vejamos o seguinte exemplo: 
Exemplo 5.2. Seja F(x) :::: 1 e n = m+· A condição Bl se cumpre em 
x =O, pois F(x)(x- O)= x '2: O. Porém a função n~ é coerciva, dado que 
I. F(x)(x- x0) 1 1m -
x-oo [x[ - ' 
para todo xo E IR+ 
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5.3.2 Caso em que O é uma caixa 
A motivação para analisar este caso separadamente está no fato de que a 
condição de equivalência com os pontos estacionários, como já se mostrou 
no capítulo 3, exige condições mais fracas para Jacobiano da função F do 
problema original (F-função no caso não linear ou que a M fosse coluna-
suficiente no caso linear). Mostramos no exemplo 2.6 que não se podia atingir 
o resultado com a condição de P0 -função. 
Considerando a proposição 1.6, se a função F do problema original é 
uma P0-função, a função perturbada Fk se converte em uma F-função e com 
isto estamos em condições de achar a solução dos problemas perturbados 
usando nossa estratégia. Isto justifica a idéia de se estender os resultados 
para P0-funções. 
Antes de começamos a analisar tal extensão, nwstraremos que com a 
condição de monotonicidade, podemos garantir que os conjuntos de nível do 
problema de otimização associado ao problema perturbado estão limitados, 
o que tem uma grande importância do ponto de vista algorítmico. 
Teorema 5.6 Se F é F-uniforme então os conjuntos de nível de 
f(x, v, r)= IIF(x) ~(v, O)'+ (O,r,OJ'II+ 
P [(t((x, ~ c;)v,)')' + (t ((t, ~ x;)r;)') '], 
t-1 t-81 
(5.2) 
definida sobre Oc x IR::; x IR~-s1 , são limitados. 
Demonstração. Dado j3 > O, de:fimos 
S = {(x,v,r) E !1, x IR~ x IR~-" I f(x,v,r) :S )3). 
Se (x,v,r) E S, então 
i[F(x) ~(v. O)'+ (O,r,O)'],I :S fo, (5.3) 
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Dado que F é P-uniforme e Xo E nc, temos que para todo X E nc, vale 
Logo 
e[[x- xoll' S max{(F,(x)- F;(xo))[x- xo];} 
• 
= max{[F(x)- F(x0)- (v, O)'+ (0, r, O)'];[x- x0]; 
• 
+[(v, O)- (O,r,O)'];[x- x0 ],) 
S [[x- xo[[([[F(xo)ll +{i!)+ max{[x- xo];v; +[i- i 0];r;} 
• 
S llx- xoii([IF(xo)ll + [iJ) + max{[x- c];v;) + max{[t- i];] r;} 
• • 
( 
2(~);, ) 
S llx- xoll IIF(xo)ll +{i!+ llx ~·xoll . 
2(P.)~ 
[[x- xoll S IIF(xo)ll + .,f1J + ~ 
E 
(5.4) 
(5.5) 
Isto implica que para todo (x, v, r) E S, x está limitado. Com isto e (5.3), 
temos que existe a > O tal que 
Si 82 q 
11- (v,O)' +(O, r, O)' li'= L::V! + 2: (v;- r;)'+ 2: r! S <J. (5.6) 
Í=l 
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Logo, as únicas componentes de v ou r que podem não estar limitadas são 
as i E I 2 • Mas se isto acontecer, vi -+ oo e r;~ oo. Logo, de (5.4) e (5.3) 
temos que x; = a; = t; e então esta seria uma restrição de igualdade, que 
não se considera neste caso. Portanto r e v estão limitadas. QED 
Extensão para uma P0 -função. 
O primeiro ponto a observar é que o fato de se perturbar o problema 
original não garante a existência de solução do probJema perturbado, ainda 
que o problema original tenha solução. Vejamos o seguinte exemplo 
Exemplo 5.3. Seja 
[ 
-I F(x) ~ 0 
O conjunto solução de LC P( M, q) é o seguinte 
S = {x E IR' I {xT = (0, I)+À(O, I)} ou {xT ~ (0, I)+À(I, 1)}, e ), > 0}. 
A função perturbada fica 
F,(x) = [i: i:\ l +E [ ~: l ~ [ (e - I )x1 + x 2 - 1 l· EXz 
Se o problema LCP perturbado tivese solução, teria que satisfazer 
[F,(x(E))J,xz(E) = EXz(e)' =O. 
Logo~ 
Xz(E) = 0. 
Com este valor de x2(<), para x1(e) 2 O temos que 
[F,(x)], ~ (<- l)x,(e)- I< O, 
se O < e :S 1. Isto mostra que o problema perturbado não tem solução se 
O<e:Sl. 
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Por isso, para damos uma resposta adequada ao ponto (i) da apresentação 
deste capítulo, tería que demonstrar o seguinte: 
"Se a função F do problema original é uma P0 função, e ele tem solução, 
os problemas perturbados também têm solução." 
Tal resposta foi obtida no caso linear. Mas para o caso não linear, não se 
conseguiu nem uma demonstração nem um contra-exemplo. Há de se obser-
var que também não foi achado na literatura nenhum resultado a respeito. 
Logo, isto se constitui em um interessante problema aberto. 
Para o caso não linear encontrou-se um resultado importante do ponto de 
vista prático, que diz que se as soluções dos problemas perturbados existem, 
elas são únicas. 
Lema 5.1. Se F é uma F-função e o problema V I P(F, f!,) tem solução, 
então ela é única. 
Demonstração. Seja x,. solução do VIP(F,O.c), então 
para 
para 
. ~ { se lx,l, = c, 'E~, I I se :r,.;>C; 
. ~ { se [x•li = t, 
'E ~3 I I se x,. i < t; 
então 
então 
F,(x,) 2' O . 
F;(x,) =O ' 
então F;(x,.) ~O 
então F;(x,.) =O i 
então Fi(x,.) S O 
então 
então 
F,(x,) S O 
F,(x,) =O ' 
para i E I 4 então Fi(x.) = O. 
( 5. 7) 
(5.8) 
(5.9) 
(5.10) 
Suponhamos agora que existem x .. , y. soluções do problema V I P(P, f!) 
com x. =j:. y,., e chamemos 
w, = (F,(x.)- F,(y.))(lx,l<- ly,]i). 
Analisaremos o valor de w;, em todos os casos: 
(l)SeiEI1 
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(a) Se [x.]; =c,, então 
{=o Se [y.], = c; 
w; ~ F;(x.)(c;- [y.];) ~O Se [y.]; > c; 
(b) Se [x.]; >c;, então 
{=o Se [y.]; > c; 
w; ~ -F;(y.)([x.];- c;)~ O Se [y.], = c; 
Portanto, se i E I 1 , temos que Wi ~ O. 
(2)SeiEI, 
(a) Se [x.], =c;, então 
{ =o Se [y.], =c, 
w; S F,(x.)(c;- [y.];) S O Se c; < [y.]; < t; 
S (F;(x.)- F;(y.))(c,- t,) S O Se [y.]; = t, 
(b) c; < [x.]; < t,, então 
{ 
~ -F;(y.)([x.];- c,)~ O Se [y.], =c, 
w, =O Se c; < [y.]; < t, 
~ -F;(y.)([x.];- t;) ~O Se [y.]; = t; 
(c) [x.]; = t;, então 
{ 
~ (F;(x.)- F;(y.))(t;- c;) S O Se [y.]; =c; 
W; S F;(x.)([t;- [y.];) ~O Se c;< [y.]; < t; 
=O Se [y.]; = t; 
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Portanto, se i E I 2 , temos que Wi :S O. 
(3) Se i E I 3 
(a) Se [x.]; <c;, então 
W; { 
~ O Se [y.]; < t; 
S -F;(y.)([x.];- t;) S O Se [y.]; ~ t; 
(b) Se [x.]; ~ t;, então 
{ 
S F;(x.)(t,- [y.];) S O Se 
~ =O Se 
Portanto, se i E I 3 , temos que Wi :S O. 
(4)iEI, 
[y.]; < t; 
[y.J, ~I; 
F;(x.) ~ F,(y.) ~O, então w, ~O 
Com isto fica 
w; ~ (F;(x.)- F;(y.))([x.];- [y.];) S O, 
para todo i. 
Como F é uma P-funçâo, isto implica que x .. = y., e com isto conclui a 
demonstração. QED 
Este resultado é a extensão para uma caixa, do dado por Moré em [92L 
para o NCP. 
O ponto (ii) da apresentação, propunha verificar que a sequencia de 
soluções dos problemas perturbados era limitada. O exemplo que daremos 
a seguir, mostra que se a função F do problema original é uma P0-função, 
ainda que este e os problemas perturbados tenham solução, não está garan-
tido que a seqüência de soluções dos problemas perturbados seja limitada. 
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Exemplo 5.4. Seja 
F(x) = [ ~ ~ l [ :: l + [ ~1 l 
Claramente a matriz 
é uma P0-matrix. E o conjunto solução de LC P(F) é o seguinte 
S={xEIR' I {xT=(O,l)+.\(1,0)} ou {xT=(0,1)+.\(0,1)} e .\>0). 
A função perturbada é dada por 
F,(x)= [ !J(x) l +e[ x1 ] = [ ex1 +x2 -1], j,(x) x, ex 2 
e a solução do LCP(M +d,(-1,0)T) é 
e 
1 
x1(e) = -, x2(e) =O 
f 
lim !lx(c)ll = oo. 
~-o 
Com este exemplo, mostramos que a seqüência de soluções perturbadas não 
está limitada mesmo no caso linear. 
Este exemplo obriga a encontrar as condições que deve cumprir a função F 
do problema original para que as soluções dos problemas perturbados sejam 
limitadas. 
No caso não linear as condições encontradas estão dadas nos Teoremas 
5.4 e 5.5, que como já vimos garantem também a existência de soluções. Isto 
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será expressado nos seguintes corolários. 
Corolário 5.1. Sejam F: IFr' -t mn uma função contínua e f!c nao vazw. 
Se algumas das seguintes condições se cumprem 
(a) Oc é limitado; 
(b) F satisfaz a condição Bl, 
então o problema original e os perturbados têm solução E a sequencw de 
soluções perturbadas é limitada. 
Demonstração. Igual à do Teorema 5.4. QED 
Corolário 5.2. Se a função F satisfaz a condição B2, e o problema origi-
nal e os problemas perturbados têm solução, então a seqüência de problemas 
perturbados { xk} está Umitada. 
Demonstração. Igual à do Teorema 5.5. QED 
Caso Linear 
No caso que a função F seja linear, daremos uma resposta completa ao 
ponto (i) da apresentação, que pedia verificar que a solução dos problemas 
perturbados existissem. Isto está apresentado no seguinte teorema. 
Teorema 5.7 Seja F: mn -t mn, da forma F(x) = Mx + q e sejaM uma 
F-função. Então o problema VIP(F,f!c), tem solução e é unica. 
Demonstração. Seja o seguinte problema 
"2 63 
Minimizar IlM x + q + (0, r, O)' -(v, OJ'II' + I)x,- c,)+ L (t,- x,) 
i=l 
sujeito a { (5.11) 
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De acordo com o Corolário 3.2, se (x.,r.,v.) é um ponto KKT do problema 
(5.11) eM é uma F-matriz, então x, é uma solução do problema V I P(F, il,). 
Dado que flc é não vazio, pelo teorema Frank-Wolfe, o problema (5.11) tem 
solução e esta é um ponto KKT. Logo, ela é solução do problema V I P(F, flc) 
e a unicidade está dada pelo Lema 5.6. QED 
O exemplo 5.4 mostra que ainda no caso linear, o fato de M ser uma 
P0 -matriz não garante que a seqüência de soluções dos problemas perturba-
dos seja limitada. No seguinte teorema daremos as condições para que isto 
aconteça. 
Teorema 5.8 Seja F: JRn ---t !Rn, F(x) = Mx + q, e o seguinte conjunto 
A={xEJW I x;2:0iEI1 , X;=O iEI2 x;<:O iEI3 ) 
e seja P(x) = Mx. Se o problema VIP(Ê',A) tem solução única, x =O, 
então {xk}, a seqüência dos problemas perturbados do problema V I P(F, flc), 
está limitada. 
Demonstração. Seja i: E Oc da seguinte forma 
x={ 
Xj =c,· se i E It 
X-_ t,-c, se i E I2 '- , 
X; = t; se i E I3 
±;=o se i E 14. 
Dado que Xk é solução de v I P(Fk, nc ), obtemos 
[F,(x,)];([x,];- [:i];)= O, [F,(x,)]; 2: O, [x,],- [:i], 2 O se i E I 1 (5.12) 
([x,];- [±],) é limitada se i E I, (5.13) 
[F,(xk)];([x,];- [x];) =O, [F,(x;)], <:O, [x;];- [:i];<: O se i E I 3 , (5.14) 
[F,(x;)], =O se i E I 4 . (5.15) 
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Suponhamos que \\xk\\ ---+ oo. Logo, existe uma subseqüência de { xk} tal que 
Xk- X 
[[x,- xll ->p 
com IIPII = I. 
Agora, dividamos por \lxk- ±\I cada componente de Fk(x~;:). Então 
[F,(x,)]; 
llx,- xll 
[(M + e,I)(x,- i:)+ (q- Mi:- e,±)]; 
[[x,- i li 
(5.16) 
Atendendo a (5.12)·(5.16), obtemos 
[Mp];[p]; =O, [Mp]; 2: O, [p]; 2: O se i E I 1 . (5.17) 
[p]; =O se i E I 2, (5.18) 
[Mp];[p]; =O, [Mp]; s O [p]; S O se i E I,, (5.19) 
[Mp]; =O se i E I.. (5.20) 
De (5.17)·(5.20) é claro que pé solução do problema V IP(F, A), o que con-
tradiz a hipótese. QED 
Observe-se que a condição dada no Teorema 5.8 é uma extensão para uma 
caixa, da dada por Cottle, Pang e Stone em (17] para p caso LCP(M, q), onde 
a condição pedida é que LCP(M,O) tenha solução única. 
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5.4 Soluções Inexatas dos Problemas Per-
turbados 
Do ponto de vista computacional, é muito interessante analisar o comporta-
mento teórico e prático de nossa estratégia no caso dos problemas perturba-
dos serem resolvidos de forma inexata. O que faremos nesta secção será dar 
uma resposta a esta questão. 
Antes de apresentamos os resultados, propomos o seguinte lema que nos 
sera útil para as demonstrações. 
Lema 5.2. Seja Z um conjunto não vazio da seguinte forma 
Z = {x E IR" I Ex 2 O) 
e seja {xdkEN C Z uma seqüência tal que 
Axk --+ b. 
Então existe x.._ E Z tal que 
Ax. = b. 
Demonstração. Pelo teorema Frank-Wolfe (proposição 1.9.) o problema: 
min IIAx- bll (5.21) 
xEZ 
tem solução. Seja x .. a solução de norma mínima de (5.21 ). Então IIAx,.-bll :S 
IIAx, - bll para todo k E IN. Tomando limite 
IIAx. - bll = O, 
o que conclui demonstração do lema. QED 
Primeiramente vamos verificar que se a seqüência de soluções inexatas 
dos problemas perturbados está limitada, então seus os pontos limites são 
soluções do problema originaL O seguinte teorema mostra isto. 
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Teorema 5.9 Seja {xk}kEN uma seqüência limitada de soluções inexatas do 
problema Pk(fl). Suponhamos que o conjunto 0 9 satisfaz uma condição de 
Slater sobre fl. Então todo ponto limite de {xk}kEN é solução de VIP(F,O). 
Demonstração. Seja x .. um ponto limite da seqüência { xk} e a seguinte 
seqüência (xk,yk,z,.nuk,vk.rk) E Tk(fl}. Definamos os seguintes conjuntos 
associados com esta seqüência: 
IKI ~ {i E M I [y,], --4 00}' 
]/{,~{i E Q I [u,], ___, oo), 
JK3 ~{i E S1 [v,];___, oo ), 
IK4 ~{i E S2 [r.],___, oo). 
Dado que (x,,y,z,,u,,v,,r,) E 7,(!1) temos que existem{~.}. {a,), {ek}, 
{ó,) e {-y.) tais que 
(5.22) 
(5.23) 
(5.24) 
(5.25) 
(5.26) 
(5.27) 
(5.28) 
(5.29) 
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onde 
(5.30) 
Logo1 a equação (5.22) pode ser escrita como 
L 'Vg;(x,)[y,]d L a;[u,],- L [v,],,,+ 
iEM\1\.J iEQ\.1\2 íES, \.1\3 
L [r,];e;- F(x,)- EkXk + ~,. (5.31) 
iES2\K4 
Dado que o segundo termo da igualdade (5.31) está limita.do1 existe uma 
subseqliência de {xk} que chamaremos também {xk} 1 tal que 
(5.32) 
Chamemos 
Yk = ([yk],., ... , [y,]i.) com ij E JK1. 
Suponhamos IK1 of 0. Dividamos a expressão (5.32) por ]]Y,]]. Logo, existe 
uma subseqüência de {xk} que chamaremos {xk} tal que 
com 
p. oJ O e p.; 2' O. 
a=- L 'Vg;(x.)p.;, 
iEK1 
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Agora, chamemos 
[• ] [u;]; u;; = [[ií;[[' [
, ] [v;]; 
v; ; = [[ií;[[' [. l [r;]; r;; = llií;[[" 
Por (5.29) temos que V; ~ O, r; ~ O. Logo podemos escrever (5.33) da 
seguinte forma 
L [u;];a;- L [v;];e; + L [r;],e; ~ a. (5.34) 
Com isto, se !1 = cardinal (JK;), aplicando o Lema 5.2, temos que existe 
(ú, v, r) E IR11 X IR~ X IR~, tal que 
L a;[ü];- L [v];e; + L [r];e; =- L \lg;(x.)~;. 
Por outro lado, por (5.23)-(5.27), temos qu., 
[x .. ]1 = Ci para todo i E JK3 , 
[x .. ]1 =ti para todo i E JK4 . 
(5.35) 
(5.36) 
(5.37) 
(5.38) 
Como x. está limitado, levando em conta (5.23), (5.24) (5.26) e (5.27) temos 
que x. E n. Logo se X E n, de (5.37) e (5.38) obtemos 
a[(x- x.) =O 
[x - x.]; ~ O 
[x- x.]; $ O 
seiE1K1 , 
se i E 1K3 , 
se i E /K4 • 
Por (5.39), multiplicando (5.35) por -(x- x.), obtemos 
(x- x.l L \lg;(x.)~; ~O. 
iEK1 
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(5.39) 
( 5.40) 
Logo, pela convexidade das 9i como J.li ?: O e por (5.36) ternos que para todo 
xE!1 
OS (x- x.f L V'g;(x.)l'i :S L (g;(x)- g;(x.))!'i = L g;(x)l'i· (5.41) 
iEKt iE.Kt iEI\1 
Já que x E !1 e g,(x) S O, por (5.41) e I'# O, temos que existe i EM, 
tal que g;(x) ?: o para todo X E n. Isto contradiz o fato que o conjunto nc 
satisfazer a condição de Slater sobre !1. Logo IK1 = 0. Com isto (5.32) fica 
( 5.42) 
De (5.42), aplicando o Lema 5.2, existe (ú, V, T) E JR11 x IR~ x IR~ tal que 
L a;[uJ,- L ivJ,e, + L i"l"' = ry. (5.43) 
Logo, podemos afirmar que estamos nas condições do Teorema 2.1, isto é, 
existem Y~ ~ O, z., ~ O, v,. ~ O, r,. ~O, x E 0: 0 tais que f(x., y., z., u,., v,., r,.) = 
O. Logo x. é solução do V I P(F, !1). QED 
Observe-se que a única condição pedida no Teorema 5.9 é uma condição 
de Slater sobre o conjunto. No seguinte teorema colocamos as condições que 
têm de se verificar para que uma seqüência de soluções seja limitada. 
Teorema 5.10 Seja {xk}kEN uma sequencta de soluções inexatas do pro-
blema Pk(n) com restrições simples, que cumpre Axk = b. e suponhamos que 
existe x 0 E 0: tal que: 
(i) A condição B2F se cumpre em x 0 ; 
(ii) O conjunto 0.9 sastifaz uma condição de Slater sobre n em x 0 . 
Então {xk}keN é limitada. 
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Demonstração. Como no Teorema 5.9, temos que se cumprem as equações 
(5.22)-(5.30) e 
Ax,- b =O. (5.44) 
Com isto, 
(F(x,),x,- xo) = (-e,x,- g'(x,)' Yk- A Tu,+ (v,, O)' 
-(0, r., O)+~,, x,- xo) <; -<,(x,,x,- xo) + (xo- x,f g'(x,)' y, 
+ ui{Ax,- b) + (x,- xof v,- rf('i,- io)- ~f(x,- x,). (5.45) 
Agora, analisaremos os diferentes termos de (5.45). Definamos 
U{, ={i EM I [y,], ~ oo}. 
Pela convexidade das g; e Yk ~ O, temos que 
Por (5.23) se í E JF(h então 9i(xk) --t O, e pela hipótese, 9i(x0) < O. Isto 
implica que existe k0 tal que 
para todo k 2: k0 . 
Agora, chamemos 
L [g(xo)- g(x,)],[y,], S O (5.46) 
IEI\1 
M = max[y,],. 
i~J{l 
Este valor existe dado que se i~ JK1, as seqüências {[yk]i} são limitadas. 
Logo por ( 5. 23), temos 
!05 
s li,+ la, IM s e,(I + M)/3. ( 5.4 7) 
Por (5.26) e (5.27), resulta que 
(x,- xof v,- ri( i,- io) s (x,- c f v,- (t- x,)' r, S 
''+e' s 2e,f3. (5.48) 
Por (5.46),(5.47) e (5.48), a expressão (5.45) fica 
Claramente, se llxkll-+ oo, existe k1 2:: k0 tal que Xk E B(xo) para todo k 2:: 
k0 , o que contradiz o fato de se cumprir a condição B2F. Então {xk} está 
limitada. QED 
O seguinte teorema é uma conseqüência dos Teoremas 5.9 e 5.10. 
Teorema 5.11 Seja {xk}kEN uma seqüência de soluções inexatas de Pk(O), 
com Axk :;:: b, e suponhamos que existe Xo E n tal que: 
(i) A condição B2F se cumpre em x 0 ; 
(ii) O conjunto 0 9 sastifaz uma condição de Slater sobre D: em x 0 . 
Então todo ponto limite de {xk}kEN é solução de VIP(F,fl). 
Demonstração. Pelo Teorema 5.9, fica claro que a seqüência {xk} está li-
mitada. Usando o Teorema 5.10, se :r:,. é um ponto limite de {xk}, temos que 
x. é solução do V I P(F, fl). QED 
Observe-se que no caso que VIP(F,fl) seja resolvido com um problema 
associado com restrições lineares(politopo), a. condição Axk = b é cumprida 
automaticamente. 
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Os corolários a seguir mostram os resultados para casos particulares do 
conjunto n. 
Corolário 5.4. Seja {xk}keN uma seqU'ência de soluções inexatas de Pk(f!9,c), 
e suponhamos que existe Xo E n tal que: 
(i) A condição B2F se cumpre em x 0 ; 
(ii) o conjunto ng sastifaz uma condição de Slater sobre n em Xo. 
Então todo ponto limite de {xk}keN i solução de VIP(F,0.9.c). 
Demonstração. Claramente tomando A = O, b = O na demonstração dos 
Teoremas 5.9 e 5.10 resulta o proposto. QED 
Corolário 5.6. Seja {xdkeN uma seqüência de soluções inexatas de Pk(f!c)· 
Se a condição B2 é satisfeita, então todo ponto limite de {xkheN é solução 
de VIP(F,!l,). 
Demonstração. Neste caso não existem as restrições g(x) ~ O, Ax = b 
e Xk E nc. Colocando a condição B2, a demonstração se segue como no 
Teorema 5.11. QED. 
Se o conjunto é limitado, não se precisa pedir nenhuma hipótese sobre F. 
Isto está expresso no seguinte teorema. 
Teorema 5.12 Seja {xkheN uma seqüência de soluções inexatas de Pk(f!), 
suponhamos que f! seja limitado e que 0 9 cumpre uma condição de Slater 
sobre f!. Então todo ponto limite de {xk}keN é solução de VIP(F, 0). 
Demonstração. De (5.23), (5.24) e (5.28), temos que 
g(x,) + z,--> O, 
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Dado que f! é fechado e limitado, ele é compacto. Portanto a distância entre 
Xk e O tende a zero, ou seja 
d(x,,!1) _,O. 
Logo, a sequencia {xk} está limitada. A demonstração segue-se como no 
Teorema 5.11. QED 
Agora enunciaremos o teorema que mostra que no caso de uma caixa, a 
condição de monotonia é suficiente para garantir que as soluções inexatas dos 
problemas perturbados estejam limitadas. 
Teorema 5.13 SeJa {xk} uma sequencta de soluções t·nexatas dos proble-
mas VJP(Fk.f!c) e suponhamos que o VJP(F,Oc) tem solução. Se F é 
monótona, então { Xk} é limitada. 
Demonstração. Como {xk} é uma seqüência de soluções inexatas, existem 
bk E JR'I' /k' Ok E m+ e ko E IN com 116kll, '/'k, Ok .:S j3ek tais que para todo 
k 2:: k0 cumpre-se 
(5.49) 
(5.50) 
(5.51) 
y[2: O,Xk E nc,Zk 2: o. (5.52) 
Por (5.49)-(5.52), temos que 
(F(x,)- F(xo),x,- xo) $ (F(x,),x,- xo) $ 
(-c,x, + (z,, O)'- (0, Yb O)'+ 8,, x,- xo) $ 
-c,(x.,x,- xo) + +ll'•llllx,- xoll +(i:,- 'io,z,) + (xo- i:;,y;) $ 
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Logo se llx•ll ~ oo, existe ko E IN, tal que 
(F(x,)- F(xo),x,- x0 ) <O 
para todo k 2 ko. Isto contradiz a hipótese da monotonia. Logo 1 {xk} está 
limitada. QED 
No caso em que f! é úma caixa, este resultado completa a extensão para 
a monotonia. Com efeito, os resultados dos Teoremas 5.2 e 5.6 garantem 
a existência e a possibilidade de se encontrar com a precisão desejada as 
soluções dos problemas perturbados, e este último o Teorema 5.13 mostra 
que a seqüência de soluções inexatas está limitada. 
5.5 Um Algoritmo 
O algoritmo apresentado nesta secção está motivado pelos resultados obtidos 
na teoria de perturbações. Vamos supor que se r= mã.x ,\(F'(x)), existe b $O 
tal que r 2' b para todo x E IR:'. Assim, se T > -b, a função F(x) + T(x- a) 
é fortemente monótona. Com isto, se T ::» O o problema de inequações 
associado a esta função tem uma solução que está perto de a. Desta maneira, 
usando qualquer algoritmo de minimização com restrições simples, encontra-
se a solução (x(T), y(T), z(T), u(T), v(T), r(T)) do problema perturbado com 
a precisão desejada. Esta situação afortunada pode ser estendida para todo 
t ::; T tal que F( x )+t(x-a) seja fortemente monótona, e para cada t a solução 
(x(t),y(t),z(t),u(t),v(t),r(t)) pode ser achada com algoritmos clássicos. 
A ideía é a seguinte: se T0 é o ínfimo t tal que F( x) + t( x-a) é fortemente 
monótona, os pontos {x(t), t > T0 } provavelrnnete geram uma curva que 
pode ser computacionalmente traçada. Muitas vezes, a solução do problema 
de otimização associado ao problema de inequações variacionais para t < To 
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pode ser obtida usando minimização. Chamaremos T1 ao ínfimo t tal que a 
"curva" de soluções X(T) possa ser traçada. Se T1 =O, o algoritmo funciona 
sem problemas. Se T1 >O, são possíveis várias alternativas, a maioria delas 
ligadas a "métodos de traçado homótopico para resolução de sistemas não 
lineares".Ver [36], [1ll], [120]. 
No algoritmo apresentado está sugerida uma mudança de homotopia 
quando uma aproximação de um ponto singular é computada. Isto é feito 
usando a última iteração que foi computada como o vetor da nova homotopia 
e trabalhando com um novo T. 
Antes de descrevemos o algoritmo, definiremos a notação utilizada. 
Chamaremos P(a, t) ao problema de minimização associado ao V I P(F, 0:), 
definido por (2.1) e o operador F(a, t, x) = F(x) + t(x- a), isto é, P(a, t) é 
dado por 
Minimizar J(J.,t(x,y,z,u,v,r) 
sujeita a x E !10 y 2". O,z 2 O, v 2: O, r 2: O 
onde 
J,,,(x, y, z, u, v, r) = IIF(x) + t(x- a)+ g'(x )' y + AT u- (v, O)'+ (0, r, Ofll' 
+p,llz + g(x)ll 2 + P2IIAx- bll' + p,[(yT z)' + (;;T v)'], 
e p1 ,p2 ,p,,p >O. Claramente, P(a,O) é o problema (2.2). 
Algoritmo 5.1. 
Seja T > O e a E !1. 
xo +--a, Yo t-O, zo +-- -g(xo), uo t-O, Vo +-- O, ro +--O. 
Fase 1 
Passo 1: Tentar resolver (2.2} 
llO 
Usando um algoritmo de mmJIDJzação com restrições simples, com a 
aproximação inicial ( x 0 , y0 , z0 , u0 , v0 , r0 ), encontrar um ponto estacionário 
(x, y, z, u, v, f) de (2.2) tal que 
(5.53) 
Passo 2: Critério de Parada 
Se j(X, y, Z, U, V, f)= O, então parar. O mínimo global de (2.2) foi encon-
trado. 
Caso contrário, começamos o processo homótopico, fazendo t t- T. 
Fase 2 
Passo 3: Tentar resolver P(a, t) 
Usando um algoritmo de minimização com restrições simples, com apro-
ximação inicial (xo, yo, zo, tto, vo, ro), encontrar um ponto estacionário 
(x, y, z, u, v, 1>) de P(a, t). 
Passo 4: Se o Passo 3 fracassa, aumentar t 
Se !a,t(X,ij,Z,ü,V,f) >O, então tomar t +-- 2t e repetir o Passo 3. 
Senão, fazer 
(x .. , y .. , z .. , u .. , v,., r.) t- (X, fj, Z, ü, V, f), 
e continuar com a fase 3 . 
Fase 3 
Passo 5: Solucionar o problema de minimização para L 
Usando um algoritmo de otimização com restrições simples, com 
(x0 , Yo 1 zo, uo, vo, ro) +-- (x., y., z., u., v. 1 r.) como aproximação inicial, encon-
trar um ponto estacionário (X, y, Z, ü, V, f) de Pa,L· 
Passo 6: Testar se a solução de {2.2) foi achada 
Se /a,L (X, y, Z, U, V, f) = O e L = O, a solução global de (2.2) foi achada. 
Parar. 
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Passo 7: Testar se um novo ponto sobre a curva homotópica foi achado 
Se Ja,t-(X,iJ,Z,ii,V,f) =O, mas L> O, fazer 
(x.,y.,z .. ,u.,v.,r.) .(- (X,iJ,Z,ii,ii,f) 
e ir ao Passo 5. 
Passo 8: Incrementar L 
Se !a,t_(X,i},Z,U,ii,T) >O e te- L> O.Oltc, fazer 
te+ L 
t_ .(- 2 
e ir ao Passo 5. 
Passo 9: Mudança de Homotopia 
Se !a,t~ (X, fj, Z, U, V, f) > O mas te- L ~ O.Oltc, fazer 
a+--- x,., (x0 ,y0 ,zo,u0 ,v0 ,r0 ) .(- (x .. ,y.,z.,u.,v.,r.) 
e retornar ao Passo 1. 
Este algoritmo foi aplicado em [1] ao problema chamado "Singular Broy-
den", o qual segundo as provas feitas em [52] e [25], é um problema difícil de se 
resolver, porque tem muitos mínimos locais que não são solução do problema. 
Os resultados obtidos com esta estratégia foram satisfatórios, mostrando que 
ela é muito competitiva, já que este problema não pode ser resolvido por 
aquelas estratégias, mas foi resolvido em muitos casos pela nossa em um 
tempo razoavel. 
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CAPITULO 6 
Sistemas Indeterminados com 
Restrições 
Neste capítulo apresentaremos um algoritmo para resolver o seguinte pro-
blema: 
Encontrar X* E r ç mnl tal que 
F(x.) =O, (6.1) 
onde r c JRn é fechado, convexo e F: mn --+IR!", F E C1(f). 
Se m = n, temos a resolução de um sistema não linear quadrado com 
restrições, estudado em [79]. Quando r = mn temos um sistema indetermi-
nado. 
Isto se relaciona com os problemas de inequações variacionais pelo fato 
dos problemas de otimização equivalentes, propostos nos capítulos anteriores 
( associados aos problema de inequações variacionais, problema horizontal 
e problema NCP-generalizado ) serem facilmente transformados em um sis-
tema indeterminado com restrições, onde o conjunto r é uma caixa ou um 
poli topo. 
6.1 Definições 
Daremos aqui definições relacionadas com propriedades do sistema F(x) =O 
e com o conjunto r. 
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Definição 6.1. Seja r ç_ IFr' fechado e convexo. Dizemos que x. E r é um 
ponto estacionário do problema (6.1} se é um minimizador global do seguinte 
problema 
min IIF(x.) + F'(x.)(x- x.JII'. 
xer 
(6.2) 
Definição 6.2. Suponhamos que x,. E r e F(x,.) =O. Se existem E > o e 
c > O tais que: 
llx- x.ll S ciiF(x)ll para todo X E r, 
com llx- x,.ll :::; E, dizemos que F cumpre a condição de unicidade forte em 
x,. sobre r. 
Definição 6.3. ( [4]) Seja r c m.n e X no fecho de r. o cone tangente de r 
em x, denotado T(r, x) é o conjunto de todas as direções d E IRn tais que 
onde Àk >O, Xk E r para todo k e Xk-+ X. 
Definição 6.4. Seja r c lifl e X no fecho de r. o conjunto de direções 
com norma unitárias do cone tangente de r em x, denotado V(f,x), ti: 
V(r,x) ~{dE T(r,x) I lldll ~ !}. 
6.2 Um Algoritmo Newton-Inexato 
Antes de apresentar o algoritmo, propomos o seguinte lema que será impor-
tante na sua construção. 
Lema 6.1. Se x .. é um ponto estacionário de {6.1}, então x. sastifaz as 
condições de primeira ordem do seguinte problema 
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min \IF(x)ll'. 
xer 
(6.3) 
Demonstração. Se x,. é a solução de (6.2), temos que para todo X E r se 
cumpre 
IIF(x.) + F'(x.)(x- x.)ll' ~ IIF(x.)[['. 
Então, podemos escrever 
(2F'(x.f F(x.) + F'(x.f F'(x.)(x- x.), X- x.) ~o para todo X E r. 
Logo, para toda direção no cone tangente, temos que 
(F'(x,f F(x.), x- x.) ~O, para todo x E f. 
Estas são as condições de primeira ordem do problema (6.3). QED. 
Observe-se que é equivalente achar o minimizador global ou local de (6.2), 
já que este é um problema convexo. 
Ter a equivalência entre os mínimos locais do problema (6.2) e as condições 
de primeira ordem do problema (6.3) nos leva a formular o seguinte algoritmo: 
Algoritmo 6.1. 
Sejam 00 E [O, 1), /3 >O, u E (0, 1),% ry2 E (0, 1), ry1 <: ry 2 dados. Sejam 
Xo E r um ponto inicial arbitrário e Uo = 1. Dados Xk E r, Ok e (h_, os passos 
para obter Xk+l• ak+l e lh+1 , são os seguintes: 
Passo O. Se F(xk) =O, parar. (A solução foi encontrada.) 
Passo 1. Encontrar dk E IR" tal que 
e 
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( 6.4) 
Se a direção dk que sastifaz (6.4) não existe, definir Xk+t = Xk, 6k+1 = 
(1 + fh)/2, e ir ao Passo 1. Se a direção dk que satifaz (6.4) é encontrada, 
definir 9k+1 = 8k. 
Passo 2. Se 
(6.5) 
Passo 3. Definir /k = 1 - 6f. Se 
( "''"'') IIF(xwJII s 1- - 2- IIF(x,JII (6.6) 
definir O:k+l = 1. 
Senão, escolher 
(6. 7) 
Ir ao Passo 1. 
Um antecedente deste algoritmo para o caso quadrado pode-se encontrar 
no trabalho de Kozakevich, Martínez e Santos (ver [79]). 
Na prática, podemos achar ou determinar se não existe a direção dk que 
sastifaça (6.4) pela resolução do seguinte subproblema: 
Minimize IIF'(x,)d + F(x,JII' 
sujeito a Xk +dE r, lldll s PIIF(x,JII (6.8) 
A função objetivo do problema (6.8) é convexa e quadrática. Desta forma, 
(6.8} pode ser resolvido de maneira eficiente em algumas situações, por exem-
plo quando r é um politopo e 11 . 11 ~ 11 . lloo· 
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6.3 Resultados de Convergência 
No primeiro teorema desta seção prova~se que se Ok é incrementado um 
número finito de vezes, ent~ o Algoritmo 6.1 encontra a solução de (6.1). 
Teorema 6.1 Sejam 
{x E r IIIF(x)ll s IIF(xo)lll (6.9) 
limitado e {xk} uma seqüência infinita gerada pelo Algoritmo 6.1 com (h :S 
(J < 1, k = O, 1, 2, .... Então, todo ponto limite de { Xk} i uma solução de 
(6.1). 
Demonstração. Vamos chamar 
K1 = {k E {0,1,2, ... } tal que (6.6) seja verdadeiro). 
Suponhamos primeiro que K 1 é infinito e limsupak >O. Seja K 2 um sub-
kEKl 
conjunto infinito de K1 tal que 
para todo k E K 2 • Então, definimos')'= 1- Õ2 , obtemos 
para todo k E Kz. De onde {IIF(xk)l\} é uma seqüência não decrescente tal 
que IIF(x,+1)11 S rliF(x,)ll para todo k E K 2 • Isto implica que IIF(x,)ll ~O, 
e desta forma todo ponto de acumulação é solução. 
De ( 6.4) temos que 
IIF'(x;)d, + F(xk)li2 S OziiF(x,ill 2 , 
de onde 
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Logo, chamando ') = 1 - 62 1 temos que 
Definimos l'(x) = ~IIF(x)ll'· Logo V'l'(x) = F'(x)TF(x), de onde obtemos 
para todo k =O, 1, 2, .... 
(i) 
(ii) 
Ficam por considerar as seguintes possibilidades: 
K 1 é infinito mas lim et~; = O; 
kEK1 
K 1 é finito. 
(6.11) 
(6.12) 
Vamos considerar primeiro (i). Por (6.9) existe x. E r e K2 , um subcon-
junto infinito de K 1 tal que 
Suponhamos que F(x.) # O. Logo , F(x,) # O para todo k = O, I, 2, .... 
Sem perda de generalidade suponhamos que Ctk < 1 para todo k E K2 • Logo, 
de (6.7) e (6.6), temos que, para todo k E K2 , 
(6.13) 
e 
2 CJji;O'k-1 2 
( )
2 
IIF(x,_, + a,_,d,_,)ll > 1-
2 
IIF(x,_,)ll . (6.14) 
Por (6.11) e (6.13) 
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Desta forma, já que lldkll é limitada, obtemos 
Agora, por (6.14), 
'f r.;.:( X::_okc:-1e._+_:__ca:o:k-:_:1.:cd ko::-:.c1 )'-----""-"( X:_:>:::-1,_) <Ti li F (X k-1 ) li' <T2 i 2 a k -1 li F ( X k-1 ) li' 
- >- + 
crk-1 2 8 
para todo k E K 2. Dado que a:k-1 __, O e lldk-tll é limitada, temos que 
Xk-t + O:k-tdk-1 -t x,. para k E K 2 • Mas F(x .. ) :f. O assim F'(x) existe 
e é contínua em uma vizinhança de x,.. Para um k E K2 suficientemente 
grande temos que ambos Xk-1 e Xk_ 1 + O:k-tdk-t estão nesta vizinhança. 
Assim, podemos aplicar o teorema do valor médio, o qual implica que para 
um k E K2 suficientemente grande, existe 6,,_1 E [0, 1] tal que 
(6.15) 
Dado que lld>ll ~ iJIIF(xo)ll para todo k, existe!{,, um subconjunto infinito 
de K 2 , tal que 
Tomando limite para k E K3 sobre ambos os membros em (6.15), obtemos 
('\' ( ) d) > _ "iiiF(x.)ll' 'P x. , - 2 
Assim, para k E K3 suficientemente grande, definindo o-1 .:::: u:[l, temos que 
('\' ( ) d ) > _ a'ti!F(x,_1)11' > _ iiiF(xk-1)11' r.p xk-1 , k-1 _ 
2 2 (6.16) 
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Desta maneira, (6.16) contradiz (6.10). Isto prova que F(x,) ~ O. Logo, 
dado que {IIF(x,)ll} é monótona, qualquer outro ponto limite de {xk} tem 
que ser solução de (6.1). 
Vejamos (ii). Dado que K1 é finito, existe k0 E {0,1,2, ... } tal que (6.6) 
não é verdade para todo k ~ k0 . Assim 1 cr~c: ---+ O, e a demonstração é igual 
ao item (i), com isto está provado que todo ponto limite tem que ser solução 
de (6.1 ). QED. 
Teorema 6.2 Suponhamos que no Algoritmo 6.1 fh é incrementado urrÍ 
número infinito de vezes e seja 
K3 ~ {k E {0,1,2, ... } I Bk+1 > B,). 
Então, todo ponto limite da seqüência {xdkeK3 é estaóonário. 
Demonstração. Seja x .. E f um ponto limite de {xd~c:eK3 • Se F(x,.) = O 
o resultado está provado. Assim, suponhamos que IIF(x.)ll > O. dado que 
F'(x) existe e é contínua em x •. Suponhamos que x. não é estacionário. 
Desta forma existe, dE IR:' tal que lldll <: PIIF(x.)ll/2, x. +dE r, tal que 
IIF'(x.)d + F(x.)ll < IIF(x.)ll. 
Logo, 
IIF'(x.)d+ F(x.)ll _ 1 IIF(x.)ll -r< . 
Escolhendo r1 E (r, 1 ), pela continuidade de F e F', temos que 
IIF'(x,)(x. + d- x,) + F(x,)ll 
IIF(x,JII :S r' (6.17) 
para k E K3 suficientemente grande. Mas, dado que lldll <: PIIF(x.)ll/2 para 
k E K3 suficientemente grande, llx. + d- x,ll <: ;311F(x,)ll. Assim, (6.17) 
contradiz o fato de (6.4) não poder ser atingida em k E K 3 e 8k ___,. 1. QED. 
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Lema 6.2. Se F(x;) #O e (6.4) é verdade, então IIF'(x,)ll #O e 
1- e, 
lld>ll 2. IIF'(x,)IIIIF(x,)ll· (6.18) 
Demonstração. Dado que B, < 1 é F(xk) # O, temos que F'(x,) # O. 
Agora , por (6.4), 
IIF(x,)II-IIF'(xk)lllld•ll :5 IIF'(x,)d, + F(x,)ll :5 B,IIF(x,)ll-
Assim, 
e da hipótese se segue a desigualdade. QED. 
Lema 6.3. Seja {xk}k?:O· uma seqüência em JRn e suponhamos que 
lim llxk+,- x,ll =O. 
>-oo llx, - Xk-dl 
Então, a seqüência convergt R~superlinearmente a algum x. E !Rn. 
Demonstração. Por (6.19), existe k0 E ffil tal que · 
Assim, 
llxk+l- x,ll 1 ;c:..:=--''-'-;' < - para todo k 2. k0 • llx, - x,_,ll - 2 
para todo k?: k0 . Agora, dado c >O, existe k1 E IN tal que 
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(6.19) 
(6.20) 
(6.21) 
Definamos k2 = max{k1 ,k0}. Para todo l,j 2: k2 temos que 
]-1 ['-1 (1)i-1+1] llxi- xdl :SE llxi+1- x;ll :S E 2 llx1- X1-1ll :S 1 ·E= E. 
Então, {xk} é uma seqüência de Cauchy, o que implica convergência para 
algum x .. E JRn. 
Agora, se k ~ k2 , temos que 
llx;- x.ll :S L llxi+1- x;ll :S 2llx<+1- x;ll· (6.22) 
i=k 
Deste modo, a seqüência {llxk-x .. \1} está limitada pela seqüência Q~superlinear 
{2\lx~;:+ 1 - Xkll}. Isto implica que a convergência de {xk} é R-superlinear. 
QED. 
Teorema 6.3 Seja F E C1(f) e suponhamos que se cumpre (6.9} e a se-
guinte condição de Lípschitz sobre F'(x) 
IIF'(x)- F'(y)ll :S Lllx- Yll (6.23) 
para todo x,y E f. 
Suponhamos que para a seqU'ência { Xk} gerada pelo Algoritmo 6.1, existe 
tk -+ O tal que 
IIF'(x,)d, + F(x;)ll S t;IIF(x,)ll 
para todo k = O, 1, 2, .... 
Então, existe ko E {0, 1, 2, ... } tal que 
para todo k ~ k0 • Mais ainda, 
lim IIF(xw)ll =O, 
<-oo IIF(x,)ll 
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(6.24) 
(6.25) 
(6.26) 
e a seqüência é R-superlinearmente convergente a algum x. E r tal que 
F(x.) =O. Finalmente, se F cumprt uma condição de unicidade forte em 
x .. sobre r' a convergência é Q-superlinear. 
Demonstração. Por (6.23) e (6.24), temos que 
Assim, dado que t,-; O, U7k/2 E (0, I) e usando o Teorema 6.1, IIF(x,)ll-; 
O. Logo, existek1 E {0,1,2, ... },talque 
para k ?: k1• Pela definição do algoritmo 6.1, a;. = 1 para todo k ?: k0 = 
k1 + 1. Desta maneira, (6.25) se cumpre para todo k?: k0 . Por (6.27) com 
a:k = 1 para k ?: k0 , obtemos 
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Pela hipótese de compacidade, existe ~ E IR+ tal que IIF'(x,)ll :S ~ para 
todo k::::::. O, 1, 2, .... Então 1 pelo Lema 6.2 existe ko E IN tal que 
I - t, 1 lld,ll 2 IIF'(x,)IIIIF(x,JII 2 2~ IIF(x,JII 2 hiiF(x,)ll (6.29) 
com h~ 2~. Por (6.4), (6.29) e (6.26), para todo k > k0 
( IIF(x,JII ) 11'>+1- x,ll :S fliiF(x,)ll :S f3 IIF(x,_,JII IIF(x,_,)ll 
onde Uk --+ O. Desta forma 
llxk+l- x,ll __, 0 llx,- x,_,ll 
Pelo Lema 6.3, Xk converge R-superlinearmente a alguma solução X* E r. 
Dado que F cumpre uma condição de unicidade forte em x,. sobre r, existe 
k1 E IN tal que para todo k 2: k1 , 
llxk+I- x.ll :S ciiF(x,+,)II-
Mas, por (6.23), existe L1 > O tal que 
1 
llxk- x.ll 2 L, IIF(x,JII 
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( 6.30) 
(6.31) 
De (6.30) e (6.31), obtemos 
Desta forma, por (6.26), Xk converge Q~Superlinearmente para x,.. QED. 
O teorema a seguir estabelece uma condição necessária e suficiente para 
que se cumpra a condição de unicidade forte. 
Teorema 6.4 Seja F: IRn---+ IR"', F E C1 (f). As seguintes proposições 
são equivalentes: 
(i) 
min IIF'(x.)vll = (>O 
vEV(f,x.) 
(ii) Existem c, E > O, tais que 
ci!F(x)- F(x.)ll 2 llx- x.ll 
para todo x E B~(x.) n f. 
Demonstração. Vamos provar inicialmente que (i) ::::} (ii). Como F E 
C1 (f), existe O< e :s; ~.tal que 
IIF(x)- F(x.)- F'(x.)(x- x.)ll S cllx- x.ll 
para todo x E Bt(x,.). Logo, 
IIF'(x.)(x- x.)II-IIF(x)- F(x.)ll S rllx- r. li· 
Então, se X=!= x. e X E B~(x.) n r, temos que 
F'(x.) x- x.ll < IIF(x)- F(x.)ll + t 
llx- x.ll - llx- x.ll 2 
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Desta maneira, tomando c = ~ 
\lx- x,ll S ciiF(x)- F(x.)ll 
para todo X E B,(x.) n r. 
Vejamos agora que (i i)=;. (i). Suponhamos (=O. Então existe { xk) C r, 
x, ~ x, e {.\.} C JI4, com>.,= (ilx- x.\1)-1 , tal que 
lim IIF'(x,) ~~k- x.ll =O. 
k--"'X> X - X,. 
(6.32) 
Dado que F E C 1(f), existe E1 <E, tal que 
IIF(x)- F(x.)- F'(x.)(x- x.)ll < óJIIx- x.ll 
para todo x E B~1 (x,.). Por (6.32) existe k0 E IN, tal que 
para todo k :2:' k0 . Desta maneira, 
IIF(x,)- F(x.)ll 
llx, - x.ll < 2óJ. 
Escolhendo E1 = 2
1c, temos a contradição do fato de (ii) ser verdadeira . 
QED. 
6.4 Aplicação ao Problema de Inequações 
V ariacionais 
Nosso algoritmo soluciona o problema 
IIF(x)ll =O. 
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Nos capítulos anteriores encontraram-se condições para que um ponto KKT 
fosse um minimizador global com o valor da função objetivo igual a zero. 
Nestes casos nosso algoritmo chega à solução do problema V I P(F, r!). Isto 
não implica, teoricamente, uma velocidade de convergência boa. Portanto 
procuraremos as condições para que uma solução de nosso sistema tenha a 
condição de unicidade forte. 
O V I P(F, 0), neste capítulo, será colocado como um sistema da seguinte 
forma: 
F(x) + g'(x)y + AT u- (v, O)'+ (0, r,O)' 
z+ g(x) 
Ax- b 
:F(x, y, z, u, v, r)= y'z =0 
(x-c)Tv 
(t-:i)Tr 
y 2 o 
z 2 o 
sujeito a v20 (6.33) 
r20 
X E nc 
No Capítulo 2, demonstramos que se F(x,., y .. , z,., u,., v,., r.) = O, entãp 
x,. é a solução do VIP(F,!1). Agora, queremos achar as condições para 
estabelecer a unicidade forte para o sistema (6.33). 
Notemos que neste caso o conjunto r é o seguinte: 
r::=: {(x,y,z,u,v,r) E f!c X m.~ X IR':; X E..9 X IR~ X Dt31 - 83 }, 
com !1c como na Definição 5.4. 
Agora vamos definir uma condição de não degeneração para este pro-
blema. 
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Definição 6.5. Dizemos que (x .. ,y .. ,z .. ,u.,v .. ,r.) é uma solução não dege-
nerada do sistema (6.33} 1 se 
z,. + y,. >O, X .. - c+ v,.> O, t-i,.+ r,..> O. 
Agora definiremos alguns conjuntos em função desta definição de não de-
generação. 
I= {l, ... ,n), 
M = {l, ... ,m}, 
Q = {l, ... ,q}, 
'P =I1 UI,, 
U=I2UI3, 
J1 ={i E I 1 I [x.],- c;> 0}, 
N1={iEI1ui, I [x.];-c;=O}, 
:r,= {i E I, I O< [x.];- c; ou I;- ix.]; > 0}, 
:r,= {i E I, I I;- [x.]; > 0}, 
N, ={i E I, uI, I I;- [x.]; = 0}, 
1?.={iEM I [y.];>O}, 
S ={i EM I [z.]; > 0}. 
E, para facilitar a notação, definimos 
e 
m 
H= F'(x.) + I;V'g;(x.)[y.];, 
i=l 
como no Capítulo 1. 
Enunciamos abaixo o teorema que garante a condição de unicidade forte. 
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Teorema 6.5 Sejam F,g diferenciáveis e (x .. ,y .. ,z .. ,u .. ,v,.,r,.) uma solução 
não degenerada do problema. (6.33). Sejam os conjuntos J, 'R, e Q definidos 
como acima. Se a matriz 
[ 
H:r,:r 
[g'(x.)]R,:J 
[A]Q,:J 
[g'(x.f]:J,R WJ:r,Q] 
o o 
o o 
(6.34) 
é nao singular, então :F cumpre uma condição de unicidade forte em 
(x .. ,y .. ,z.,u .. ,v .. ,r .. ) sobre r. 
Demonstração. O plano tangente ao conjunto de restrições f em (x., y,., z., u .. , v., r.) 
é dado por 
e 
v= {dE T I ]]d]] = !). 
A derivada do sistema F em (x .. , y., z,., u .. , v,., r.) é 
F'(x ... ,y.,z.,u,.,v,.,r.) = 
H g'(x.)' o AT [Ih,p [IJr i' 
g'(x.) o I o o o 
A o o o o o (6.35) o ZT y; o o o 
• (v;,or) o o o (x.-c]T o 
-(OT rT OT) 
' . ' 
o o o o (t-x.)' 
Seja (x,y,z,u,v,r) E T tal que 
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F'( x,., y,., z,., u., v., r.) 
De (6.36) temos que 
(a) 
X 
y 
z 
u 
v 
r 
=o. 
z; y + y!z = ~[z.];y; + ~[y.];z; =O. 
iES iER 
(6.36) 
Já que (x,y,z,u,v,r) E Te pela definição de ReStemos que Ys O e 
zn =O. 
(b) 
v?"x + (x.- c)'v = ~ [v.];x; + ~ ([x.],- c,)v,. 
iE./111 iE.J1U.J2 
Já que (x, y, z, u, v, r) E T e pela definição de N 1 , J 1 e 32 , temos que 
V.J1u.J2 =O e X.Af1 =O. 
(c) 
-r:!"x + (t- x.)'r =- ~ [r.];x; + ~ (t;- [x.];)r;. 
iE./112 iE.J2U.J3 
Já que (x, y, z, u, v, r) E 7 e pela definição de N2 , 32 e 33 , temos que 
r.J2uJ3 =O e X.Af2 =O. 
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Considerando (a),(b) e (c), podemos reescrever (6.36) corno escrever da 
seguinte maneira: 
[ Hr,:J [9'(x.JT]r,n 
[g'(x.)JM.J o 
[ATJQ,:J o 
Agora, como a matriz 
[ 
H:J.:J 
[g'(x.)Jns 
[A]Q.:J 
X:J 
o AT [IJr,N, [I]~,N, ] YR [I]M,s o o zs =o. 
u 
o o o 
VJI, 
TJI, 
(6.37) 
[g'(x.J'] :T,R [AT]:J,Q ] 
o o 
o o 
é não singular, considerando os termos, [Ilr.Nu [I]x,JJ3 e [I]M,S obtemos que 
a matriz 
[ Hr,:r [9'(x.J'] o AT IIJr,N, [J]~,N, ] T,R [g'(x.)]M.:J o [IJM,s o ·o 
[AT] o o o o Q,:T 
é não singular. Assim, 
X :r 
Yn 
zs 
=o. 
u 
VJI, 
TJI, 
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Por (a), (b) e (c), temos que (x,y,z,u,v,r) =O. 
Alisemos o seguinte problema 
(6.38) 
Dado que o conjunto V é fechado e limitado e de dimensão finita, ele é com-
pacto. Logo, existe o mínimo do problema (6.38). Se f3 = O, existe dE V, tal 
que :F'(x.,y .. ,z .. ,u.,v.,r .. ) d =O. Mas, pelo antes demonstrado deveríamos 
ter d = O o que é uma contradição com o fato de d 'E V. Logo, estamos na 
hipótese do Teorema 6.4, de onde se deduz o resultado proposto. QED. 
Analisando a hipótese colocada no Teorema 6.5 em relação ao problema 
VIP(F,fl), observando os termos [g'(x.J'].J.R e [AT].J,Q de (6.34) e levando 
em conta que se i E R se cumpre que g;(x,.) = O, temos que a condição de 
regularidade do conjunto O no ponto x. é uma condição necessária para que 
se cumpra a condição de unicidade forte. Mas, como era de se esperar não 
é urna condição suficiente, já que com ela estamos considerando soamente 
o conjunto fl. Já a matriz [H].J,.J, leva em consideração a função F do 
problema V I P( F, n). 
Enunciaremos a seguir os teoremas que se derivam do teorema geral para 
os casos particulares. 
Caso (a) !!, = {x E IR" 11 g(x) ~O} 
Corolário 6.1. Sejam F, g diferenciáveis e ( x.,., y., z,.) uma solução do pro-
blema V I P(F, 0 9 ). Suponhamos que a solução é não degenerada e os con-
juntos J e R são definidos como acima. Se a matriz 
[ 
H .1,.1 
[g'(x.)Jn,.J 
[9'(x.JT] ] 
.J.R 
o 
é não singular, então a função :F do sistema associado ao problema V I P(F, fl9 ) 
cumpre uma condição de unicidade forte em (x.,y,.,z,.) para. f 9 • 
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Demonstração. É um caso particular da feita no Teorema 6.5. QED. 
Caso (b) nA,,= {x E IIr' I Ax = b, X E n,} 
Corolário 6.2. Sejam F,g diferenciáveis e (x,.,u,.,v,.,r,.) uma solução do 
problema V I P(F, O:A,c). Suponhamos que a solução é não degenerada e os 
conjuntos J, e Q são definidos como acima. Se a matriz 
é 11.âo singular, então a função F cumpre uma cond~'ção de uniádade forte em 
(x .. ,u .. ,v .. :r .. ) sobre r. 
Demonstração. É um caso particular da feita no Teorema 6.5. QED. 
Caso (c) 
O caso NCP (O: =IR~), onde temos que 
.J={iE{l, ... ,n} I [x.],>O}, H=F'(x.). (6.39) 
Corolário 6.3. Seja F: m" -----+ ffl" derivável em x., solução não degenerada 
do problema NCP(F). Se F'(x .. ).r,:J é não singular então o sistema 
[ 
F(x)-z l 
.F(x,z)= xTz =0 
sujeita a x 2: O, z 2: O, 
cumpre uma condição de unicidade forte em (x .. , z,.). 
Demonstração. Por (6.39), o Teorema 6.5, se reduz a este teorema. 
QED. 
Esta condição está dada em [88] para garantir a unicidade da solução do 
problema NCP no caso não degenerado. Também garante a convergência 
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super linear de diversos métodos para resolver o problema NCP com um sis-
tema não linear. Ver por exemplo [94], [9], [45] e [52]. 
6.5 Caso Horizontal 
Este problema não é um caso particular do problema geral, mas pode ser 
resolvido aplicando sistemas indeterminados. Veremos em que condições po-
demos garantir unicidade forte. 
Consideremos o sistema 
F(x,z) = [ F(x~;zG(z) l =O 
sujeito a x ~ O,z ~O. ( 6.40) 
Suponhamos como antes a hipótese de não degeneração na solução ( x .. , z., ), 
isto é 
x. + z. > o. 
Além disso, definiremos os seguintes conjuntos 
T= {l, ... ,n), 
J ={i E I I [x.]; > 0}, 
IC={iET I [z.];>O}. 
Com isto enunciaremos o teorema que dá as condições para que uma 
solução do sistema (6.40) cumpra a condição de unicidade forte. 
Teorema 6.6 Sejam F, G : lFF -... JR"l. diferenciáveis, seja (x .. , z.) uma 
solução não degenerada do problema HNCP(F,GL e sejam J,K e I de-
finidos como acima. Se 
[ Ff.J(x.) G'r,dz.) ] 
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é não singular, então o sistema (6.40) cumpre uma condição de unicidade 
forte em (x., z.). 
Demonstração. Claramente, o cone tangente no ponto (x .. ,z.) é: 
T={(x,z)EIRnx!Rn I XK2:0,z.J2:0) 
e 
V={dET [[[d[[=l}. 
A derivada da função do sistema (6.40) em (x., z.) é: 
""'( ) _ [ F'(x.) 
.r x.,z. - T 
z. 
Agora, seja (x,z) E T tal que 
G'(z.) l 
XT 
• 
:F'(x., z.) [ :] =O. 
Por (6.41) e (6.42), temos que 
z:; x + x; z = :L;[z.],x, + :L;[x.]iZi =O. 
iEJ iEK 
Já que (x, z) E T, obtemos que 
(6.41) 
(6.42) 
XK = o, Z.J = O. (6.43) 
Levando em conta (6.43), podemos reescrever (6.42) da seguinte forma 
[ Ff.:r(x.) GZ.,dz.) J [ :; ] =O. 
Portanto, em virtude da hipótese, temos XJ =O e ZK =O. Logo, por (6.43), 
x = z = 0, repetindo os argumentos do Teorema 6.5, ternos o resultado pro-
posto. QED. 
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Observe-se que a matriz 
[F;,.;(x.) G~,dz.)] 
é quadrada, dado que (x., z.) é um ponto não degenerado, e em conseqüência 
cardinal(I) = cardinal(J) + cardinal(K:). 
6.6 O problema NCP-Generalizado 
Também neste caso queremos encontrar as condições para obter a unicidade 
forte. 
Vamos considerar o sistema 
[
F(x)-y] 
:F(x,y,z)= G(x)-z 
yTz 
sujeito a y 2: O, z 2: O. ( 6.44) 
Suponhamos também neste caso a hipótese de não degeneração na solução 
(x,., y., z.), isto é 
y. + z .. >o. 
Além disso, definamos os seguintes conjuntos 
I= {l, ... ,n) 
J={iE{l, ... ,n) I [y.];>O} 
K={iE{l, ... ,n) I [z.];>O} 
Com isto enunciaremos o teorema que nos dá as condições para que uma 
solução do sistema ( 6.44) cumpra a condição de unicidade forte. 
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Teorema 6. 7 Seja F, G : JR!l ----+ JR:l diferenciáveis, seja (x., y., z.) uma 
solução não degenerada do problema (6.44) e sejam :J, K: e I definidos como 
acima. Se 
[ 
F.J.r(x,) l 
GK,r(x.) 
é não singular então o sistema (6.44) cumpre uma condição de unicidade 
forte em ( x., y., z.). 
Demonstração. Claramente, o cone tangente em (x., y., z.) é: 
T = {(x,y,z) E m• X m· X m· I YK ~ O,Z.J ~O} 
e 
V={dET [[[d[[=l}. 
A derivada do sistema (6.44) em (x*,y.,z.), é a seguinte: 
(6.45) 
Seja (x,y,z) E T tal que 
(6.46) 
Por (6.45) e (6.46), temos que 
z; y + y; z = ~[z.];y, + ~[y.];z; =O. 
iE.J iEK 
Como (x, y, z) E T, temos 
YK. = O, Z.J =o. ( 6.4 7) 
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Por (6.47), pode-se escrever (6.46) da seguinte forma 
Agora, se 
[ 
F!:,.r(x.) 
G:.C(z.) 
é não singular, então 
[Ilr,.r 
o 
[ F!J,r(x.) l GK,r(z.) 
[ 
F!J(x.) [Ilz..1 O l 
GK:(z.) O [Ilr,K 
é não singular. Logo, x =O, Y:J =O e z,:: =O. Com, isto e (6.47) temos que 
x = y = z = O. Repetindo os argumentos do Teorema 6.5, temos o resultado 
proposto. QED. 
Observe-se que a matriz 
[ F!J.r(x.) l GK,z(x.) 
é quadrada, dado que (x.,y,.,z,.) é um ponto não degenerado, e em con-
seqüência, cardinai(I) = cardinal(,]")+ cardinai(K). 
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• CAPITULO 7 
Conclusões 
Nesta tese formulamos os problemas de inequações variacionais, horizontal 
e NCP-generalizado (que chamamos de originais) como problemas de oti-
mização. Estabelecemos condições para que os pontos estacionários destes 
problemas sejam soluções dos respectivos problemas originais. 
Os problemas de otimização associados têm as seguintes vantagens: 
(a) Têm o mesmo grau de diferenciabilidade que as funções envolvidas 
no problema original. 
(b) São totalmente computáveis. 
(c) As restrições são do tipo caixa. 
(d) As exigências teóricas para estabelecer a equivalência com os pontos 
estacionários são iguais ou menores que nas outras estratégias propostas para 
resolver os mesmos problemas. 
No caso do problema de inequações va.riacionais, para um conjunto O 
geral 1 a. única estratégia que cumpre a.s condições (a) e (b) em forma conjunta 
é a nossa. 
No Capítulo 3, propomos uma definição de regularidade que é melhor que 
a dada por Moré, no sentido que a inclui, obtendo-se melhores resultados 
teóricos. 
Com o objetivo de ampliar teoricamente nosso campo de atuação, de-
senvolveu-se uma teoria de perturbações. Com isto conseguimos estender de 
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forma completa os resultados, para o caso em que a função F no problema 
original seja monótona. Observemos que para o V I P(F, O) com !l geral, este 
fato constitui uma importante vantagem de nossa estratégia. Além disso, a 
teoria de perturbações proporciona um algoritmo de tipo homotópico, testado 
em [1] com bons resultados. 
Também, para resolver sistemas indeterminados com restrições, propo-
mos um algoritmo, para o qual desenvolvemos uma teoria completa de con-
vergência. Com respeito às aplicações de tal algoritmo aos problemas de 
inequações variacionais, horizontal e NCP-generalizado, estabelecemos con-
dições para a convergência Q-superlinear, com as mesmas exigências que em 
outros trabalhos, que conseguem resultados similares. 
Um resultado não explorado nesta tese é o da equivalência das soluções 
dos problemas de inequações variacionais, horizontal e NCP-generalizado, 
com os minimizadores globais dos problemas de otimização associados. Aqui 
a única exigência que se faz é que o conjunto !1 cumpra uma "constraint 
qualification". De fato, não colocar nenhuma condição sobre a função F, nos 
permite afirmar: se for encontrada uma forma eficiente de resolver o problema 
de otimização global, pode-se resolver qualquer problema VIP(F, !1), CUJO 
conjunto n cumpra uma "constraint qualification,. 
Esta linha de pesquisa já foi explorada para resolver o LC P( M, q ). 
As primeiras estratégias basearam-se no fato que as soluções do 
LCP(M,q), se existiam, eram algun vértice do seguinte politopo 
S={xE]R" I Mx+q:;>O, x:;>O). 
Também, existem as estratégias baseadas no resultado de Mangasarian 
em [87], que estabeleceram a equivalência de LCP(M,q) com um problema 
de minimização côncavo, cuja função é linear por partes. Pa.rdalos e Rosen 
em [109] usam um problema côncavo de programação quadrática e Júdice 
em (67] propõe métodos enumerativos. 
Para o NCP(F), Pang em [103] propõe uma estratégia não diferenciável 
de otimização global, com uma função de mérito baseada em projeções. 
No nosso caso, a simplicidade e as propriedades já explicadas do proble-
ma associado sugerem a aplicação de uma estratégia de otimização global. 
Alguns fatos devem ser levados em consideração: 
• No caso que o conjunto !1 é geral, se um ponto KKT é tal que 
w = F(x.) + g'(x.f y. + AT u.- (v., o f+ (0, r., O)'= O, 
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então, este ponto é um minirnizador global. 
Este é um resultado interessante, já que indica que, se um dos termos 
da função de mérito é nulo, foi achado o minimizador globaL 
• Na elaboração de algoritmos para achar diretamente os minimizadores 
globais, também exite a vantagem de conhecer o valor da função obje-
tivo nestes pontos. 
• Se O é um poli topo e a função F é linear, para p = l = 1, o problema de 
otimização associado é um problema de programação quadrática, cuja 
resolução está extensivamente tratada na literatura. 
• Se n é uma caixa e a função F é linear, a função de mérito pode-se 
escrever 
À IIF(x) + (O,y,O)'- (z,O)'II'+ 
s2 s3 
(1- >.) ((~)(x;- e;)z;)')' + 0.:: ((t;- x;)y;)')') = 
onde 
ÀEI0,1], 
"' = IIF(x) + (O,y,O)'- (z,O)'II' 2 O, 
82 83 
"• = ( (~( ( x, - e;)z;)1)' + ( ~ ( (t, - x; )y,) 1)') 2 O, 
i=1 
Neste caso temos o seguinte resultado: se (x .. , y., z .. ) é um ponto KKT 
do problema de otimização associado, e o-1 ou o-2 são nulos, então x. é 
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solução do problema V I P(F, !1c)· Portanto (x,., y,., z,.) é um minimiza-
dor global. 
Este resultado sugere a possibilidade de usar o parâmetro .\ como pe-
nalizador dos termos da função de mérito. 
Com isto e os resultados obtidos na teoria de perturbações, pode-se ela-
borar estratégias para se tentar escapar dos pontos estacionários não 
desejados. 
Pelo exposto acima acreditamos que esta é uma linha de pesquisa que 
tem perspectivas de sucesso. 
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