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Abstract. We prove the orbital stability of periodic traveling-wave solutions for systems
of dispersive equations with coupled nonlinear terms. Our method is basically developed
under two assumptions: one concerning the spectrum of the linearized operator around
the traveling wave and another one concerning the existence of a conserved quantity
with suitable properties. The method can be applied to several systems such as the
Liu-Kubota-Ko system, the modified KdV system and a log-KdV type system.
1. Introduction
Results of orbital stability of periodic traveling waves related to the following vector-
valued system of dispersive equations
∂tu+ ∂x (∇R(u)−Mu) = 0 (1.1)
will be shown in this manuscript. Here, u is the vector (u1, u2) where u1 and u2 are
spatially periodic real functions depending on the real variables (x, t) ∈ R × R. The
nonlinear part is represented by the term ∇R(u), where R : R2 → R is a sufficiently
smooth function. Also, the dispersion operator M is such that
M =
(M11 M12
M21 M22
)
(1.2)
with Mij given as Fourier multipliers by
M̂ijg(κ) = mij(κ)ĝ(κ), κ ∈ Z. (1.3)
The two-by-two matrix m(κ) = (mij(κ)) then represents the symbol of M. Throughout
the paper we assume that m(κ) is symmetric (for each κ ∈ Z) with mij(κ) even and
continuous functions such that, for any vector w in the unity sphere of R2,
c1|κ|s ≤ 〈m(κ)w,w〉R2 ≤ c2|κ|s, s > 0, (1.4)
for all κ ∈ Z and for some constants ci > 0, i = 1, 2. Here 〈·, ·〉R2 denotes the usual inner
product in R2.
System (1.1) encompasses several important dispersive systems arising in physical phe-
nomena. More specifically, system (1.1) arises as model for nonlinear waves in a number of
situations. We can cite as an example the Liu, Kubota and Ko system [26] which models
the interaction between a disturbance located at an upper pycnocline and another distur-
bance located at a lower pycnocline in a three-layer fluid. Other examples are the surface
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water models put forward in [11, 12], where the authors consider a formal derivation of the
four-parameter system (particular cases of (1.1)) in order to approximate the motion of
small-amplitude long waves on the surface of an ideal fluid under the force of gravity and
in situations where the motion is sensibly two dimensional. The Gear-Grimshaw system
is also a particular case of (1.1) and it was derived in [22] to model the strong interaction
of two long internal gravity waves in a stratified fluid, where the two waves are assumed
to correspond to different modes of the linearized equations of motion. For the precise
description os these systems, see Section 3.
Traveling waves are solutions of (1.1) having the form u1(x, t) = φ1(x−ct) and u2(x, t) =
φ2(x − ct), where c ∈ R indicates the wave speed and φ1 and φ2 are smooth real-valued
functions. Their existence implies a suitable balance between the effects of the nonlinearity
and the frequency dispersion. By replacing this form of solutions in (1.1) we see that
φ = (φ1, φ2) must satisfy the nonlinear (pseudo) differential system of equations
Mφ+ cφ−∇R(φ) +A = 0, (1.5)
where A = (A1, A2) with A1 and A2 constants of integration.
The existence and orbital stability of solitary traveling waves (this means that φ together
with its all derivatives vanish at infinity) for several particular cases of system (1.1) have
been considered in the literature, which we refrain from list them all here. However, our
work is mainly inspired in [10], where the authors studied (1.1) with
M =
(−∂2x 0
0 −∂2x
)
(1.6)
and R a polynomial of degree 3. The authors obtained a stability criteria for proportional
solitary waves of the form (ψ, µψ), µ ∈ R. More precisely, they proved that solitary waves
of the form
(ψ, µψ) = (µ1, µ2)3ω sech
2
(√
ω
2
(x− ωt)
)
, µ =
µ2
µ1
,
are orbitally stable in the energy space provided detH(µ1, µ2) < 1/2, where H(µ1, µ2)
is a suitable matrix depending on the coefficients of R. Other special cases of (1.1) was
studied by Albert and Linares in [6]. The authors proved the existence and stability of
localized solutions representing coupled solitary waves traveling at a common speed. The
developed theory was applied to the models of Gear-Grimshaw and Liu, Kubota and Ko
([22], [26]). In section 3 we will establish the orbital stability of traveling waves for these
models in the periodic context.
To describe our results, we assume that (1.1) conserves (at least formally) the energy
E(u) =
∫ L
0
{
1
2
〈Mu, u〉R2 −R(u)
}
dx, (1.7)
the momentum
F (u) =
1
2
∫ L
0
〈u, u〉R2dx, (1.8)
and the mass
M(u) =
∫ L
0
〈u,−→1 〉R2dx, (1.9)
where
−→
1 = (1, 1) and L > 0 is the minimal period of u. In view of (1.4) the function
space where the energy is well defined, the so called energy space, is the standard Sobolev
space H
s
2
per([0, L]) ×H
s
2
per([0, L]).
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Now, in view of the conserved quantities (1.7), (1.8) and (1.9) we may define the aug-
mented Lyapunov functional
G(u) = E(u) + cF (u) +
∫ L
0
〈u,A〉R2dx, (1.10)
and the linearized operator around the wave φ,
L := G′′(φ) =M+ c Id2 − HessR(φ) (1.11)
where G′′(φ) stands for the Fre´chet derivative of G at φ, HessR denotes the Hessian
matrix of R, and Id2 is the two-by-two identity matrix. Note that, L is a well defined
self-adjoint operator in L2per([0, L]) × L2per([0, L]) with domain Hsper([0, L]) ×Hsper([0, L]).
In order to simplify notation, the norm and inner product in L2per([0, L])×L2per([0, L]) will
be denoted by || · || and 〈·, ·〉.
Before stating our stability result, we make precise the notion of orbital stability. For
functions u and v in the energy space X = H
s
2
per([0, L])×H
s
2
per([0, L]) we consider ρ as the
“distance” between u and v defined by
ρ(u, v) = inf
y∈R
||u− v(·+ y)||X .
It is to be clear that the distance between u and v is measured trough the distance between
u and the orbit of v, generated under the action of translations.
Definition 1.1. Let φ be an L-periodic solution of (1.5). We say φ is orbitally stable
in X, by the periodic flow of (1.1), if for any ε > 0 there exists δ > 0 such that for any
u0 ∈ X satisfying ‖u0 − φ‖X < δ, the solution u(t) of (1.1) with initial data u0 exists
globally and satisfies
ρ(u(t), φ) < ε,
for all t ≥ 0.
The notion of orbital stability prescribes the existence of global solutions. Since ques-
tions of (local and) global well-posedness is out of the scope of this paper, we will assume
the periodic Cauchy problem associated with (1.1) is globally well-posed in X. We point
out, however, that several theories related to the initial-value problem posed on R or in
the periodic setting have been developed recently (see, for instance, [3, 4, 5, 30]).
Our primary goal in this paper is to establish a criterion for the orbital stability for
coupled dispersive systems based on the works [7], [28] and [31]. More specifically, we
present a method to obtain the orbital stability of periodic traveling waves for dispersive
systems by assuming the following assumptions:
(H1) There exists an L-periodic solution of (1.5), say, φ ∈ C∞per([0, L]) × C∞per([0, L]),
with minimal period L > 0. Moreover, the self-adjoint operator L has only one negative
eigenvalue, which is simple, and zero is a simple eigenvalue with associated eigenfunction
φ′ = (φ′1, φ
′
2).
(H2) There exists Φ ∈ X = H
s
2
per([0, L]) ×H
s
2
per([0, L]) such that
I := 〈LΦ,Φ〉 < 0 and 〈LΦ, φ′〉 = 0, (1.12)
Moreover, there exists a conserved functional Q = Q(u) such that Q′(φ) = LΦ.
We point out that we are not assuming the existence of a smooth curve (or surface)
of periodic traveling waves. The first assumption in (1.12) appears as a substitute of the
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standard Vakhitov-Kolokolov type condition, which is crucial, for instance in the seminal
works of Bona, Souganidis, and Strauss [13] and Grillakis, Shatah, and Strauss [23].
Using these two assumptions our main result reads as follows.
Theorem 1.2. If assumptions (H1) and (H2) hold then φ is orbitally stable in X by the
periodic flow of (1.1).
To prove Theorem 1.2, we follow the strategy in [7], [18], [28] and [31]. Note that
solutions of (1.5) are critical points of the functional (1.10). Thus, as usual, it is expected
that the stability of such critical points may be determined by studying the spectral
properties of L. The fundamental idea proposed in [31] is that instead of G, one uses the
functional
V (u) := G(u) −G(φ) +N(Q(u)−Q(φ))2,
as a Lyapunov function, where N > 0 is a suitable constant to be determined later and Q
is defined in (H2). This function has the advantage that its coercivity can be proved in a
simpler way (see Lemma 2.3).
Our paper is organized as follows. In next section we will adapt the theory mentioned
above in order to prove Theorem 1.2. Section 3 is devoted to some applications of our
developments. In particular, we show the orbital stability of periodic waves for the Liu-
Kubota-Ko system and for coupled systems of KdV, mKdV, and Log-KdV equations.
2. Proof of Theorem 1.2
In this section, we basically rewrite the arguments in [7], [18], [28] and [31] to establish
the theory of orbital stability for coupled dispersive systems. The next proposition is a
classical result inserted in [23] adapted to our case.
Proposition 2.1. Suppose that assumptions (H1) and (H2) holds. Then, there exists a
constant τ > 0 such that
〈Lv, v〉 ≥ τ ||v||2X ,
for all v ∈ Υ∩{φ′}⊥, where {φ′}⊥ := {u ∈ X; 〈φ′, u〉 = 0} and Υ := {u ∈ X; 〈LΦ, u〉 = 0}.
Proof. By using (H1) and the spectral decomposition theorem we can write
L2per([0, L]) × L2per([0, L]) = [χ]⊕ [φ′]⊕ P, (2.1)
where χ is a normalized eigenfunction associated to the unique negative eigenvalue of L,
that is, ||χ|| = 1 and Lχ = −σ2χ, σ 6= 0. In addition P denotes the positive subspace of
L, that is,
〈Lp, p〉 ≥ τ1||p||2, for all p ∈ X ∩ P,
for some positive constant τ1 .
Next, if Φ is defined in (H2), from (2.1), we write
Φ = a0χ+ b0φ
′ + p0, a0, b0 ∈ R,
with p0 ∈ X ∩ P . Thus, from (H2),
〈Lp0, p0〉 = 〈L(Φ− a0χ− b0φ′),Φ− a0χ− b0φ′〉 = I + a20σ2 < a20σ2. (2.2)
Now, we take v ∈ Υ∩{φ′}⊥ with ||v|| = 1. So we can write v = a1χ+p1, where p1 ∈ X∩P .
Consequently,
0 = 〈LΦ, v〉 = 〈−a0σ2χ+ Lp0, a1χ+ p1〉 = −a0a1σ2 + 〈Lp0, p1〉. (2.3)
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From (2.2) and (2.3) we then deduce
〈Lv, v〉 = −a21σ2 + 〈Lp1, p1〉 ≥ −a21σ2 +
〈Lp0, p1〉2
〈Lp0, p2〉 > −a
2
1σ
2 +
(a0a1σ
2)2
a0σ2
= 0.
By using a contradiction argument (see [8, Lemma 3.5]) it is possible to verify that there
exists a constant τ2 > 0 such that
〈Lv, v〉 ≥ τ2||v||2 (2.4)
for all v ∈ Υ ∩ {φ′}⊥.
Finally, by considering Λ as a particular case of (1.2) such that mii(κ) = |k|, i = 1, 2,
and m12(κ) = m21(κ) = 0, we obtain, from (1.4) and (2.4),
(1− c3b‖q(φ)‖Y ) ‖v‖2 + b‖Λs/2v‖2 ≤
(
1
τ2
+ c3b
)
〈Lv, v〉, (2.5)
where q(φ) = c Id2− HessR(φ), c3 > 0 is a constant, b > 0 is an arbitrary number chosen
such that (1− c3b‖q(φ)‖Y ) > 0 and Y represents the space L∞per([0, L]) × L∞per([0, L]).
Inequality (2.5) allows us to conclude the desired. 
With the above proposition in hand we establish the following.
Lemma 2.2. Under assumptions of Proposition 2.1, there exist N > 0 and τ˜ > 0 such
that
〈Lv, v〉+ 2N〈LΦ, v〉2 ≥ τ˜ ||v||2X ,
for all v ∈ {φ′}⊥.
Proof. Given any v ∈ {φ′}⊥, we set
z = v − ζw,
where w = Q
′(φ)
||Q′(φ)|| and ζ = 〈v,w〉. Thus, z ∈ Υ ∩ {φ′}⊥ and therefore using Proposition
2.1 we are able to establish that
〈Lv, v〉 ≥ ζ2〈Lw,w〉 + 2ζ〈Lw, z〉 + τ ||z||2X . (2.6)
Now, using Cauchy-Schwartz and Young’s inequalities, we obtain
|2ζ〈Lw, z〉| ≤ τ
2
||z||2X +
2ζ2
τ
||Lw||2X . (2.7)
Furthermore, choosing N = N(φ) > 0 sufficiently large such that
〈Lw,w〉 − 2
τ
||Lw||2X + 2N ||Q′(φ)||2 ≥
τ
2
‖w‖2X , (2.8)
we obtain, using (2.6), (2.7) and (2.8),
〈Lv, v〉 + 2N〈Q′(φ), v〉2 = 〈Lv, v〉 + 2Nζ2||Q′(φ)||2
≥ τ
2
(ζ2‖w‖2X + ||z||2X )
≥ τ˜ ||v||2X .
The proof is thus completed. 
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We define now the functional V : X → R as
V (u) = G(u)−G(φ) +N(Q(u)−Q(φ))2, (2.9)
where G is the augmented functional defined in (1.10) and N > 0 is the constant obtained
in the previous lemma. It is easy to see from (1.5) that V (φ) = 0 and V ′(φ) = 0. Moreover,
we have the following lemma.
Lemma 2.3. There exist α > 0 and D > 0 such that
V (u) ≥ Dρ(u, φ)2
for all u ∈ Uα := {u ∈ X; ρ(u, φ) < α}.
Proof. See Lemma 2.6 in [18]. 
Finally, we are able to prove our main result.
Proof of Theorem 1.2. Let ε > 0 be given, which without loss of generality we assume
ε < α/2 where α is the constant given in Lemma 2.3.. We need to show that there exists
δ > 0 such that if ||u0−φ||X < δ then ρ(u(t), φ) < ε, for all t ≥ 0. By using the continuity
of V at φ we may find δ ∈ (0, α) such that if ||u0 − φ||X < δ then
V (u0) = V (u0)− V (φ) < Dε2, (2.10)
where D > 0 is the constant in Lemma 2.3.
We will show that this δ is enough to our purpose. Indeed, since the function t 7→
ρ(u(t), φ) is continuous and
ρ(u0, φ) ≤ ‖u0 − φ‖X < δ < α,
there exists T > 0 such that
ρ(u(t), φ) < α, for all t ∈ [0, T ), (2.11)
which means u(t) ∈ Uα, for all t ∈ [0, T ). Taking into account (2.10), Lemma 2.3 and the
fact that V (u(t)) = V (u0) for all t ≥ 0, we have
ρ(u(t), φ) < ε, for all t ∈ [0, T ). (2.12)
Next, we prove that (2.11) holds, for all t ∈ [0,+∞), which implies that (2.12) also holds
for all t ∈ [0,+∞) and yields the orbital stability. In fact, let T1 > 0 be the supremum of
the values of T > 0 for which (2.11) holds. We claim that T1 = +∞. On the contrary, by
recalling that ε < α/2 we obtain, from (2.12),
ρ(u(t), φ) <
α
2
, for all t ∈ [0, T1).
By using again the continuity of the function t 7→ ρ(u(t), φ), we may find T2 > 0 such
that ρ(u(t), φ) < 34α < α, for t ∈ [0, T1 + T2), contradicting the maximality of T1. This
contradiction shows that, T1 = +∞ and the theorem is established. 
3. Applications
Here, we will apply the results developed in Section 2 in order to obtain the orbital
stability of periodic waves for some systems arising in the current literature. The various
applications in this section illustrate the effectiveness and versatility of our method.
STABILITY OF PERIODIC-WAVE SOLUTIONS 7
3.1. Coupled KdV System. We start by considering the following coupled KdV system{
∂tu1 + ∂x
(
B1u
2
1 +B2u1u2 +B3u
2
2 + ∂
2
xu1
)
= 0,
∂tu2 + ∂x
(
1
2B2u
2
1 + 2B3u1u2 +B4u
2
2 + ∂
2
xu1
)
= 0,
(3.1)
where B1, B2, B3, and B4 are real constants. Such systems appear as models describing
the propagation of nonlinear waves, for instance, as the ones described by Gear-Grimshaw
[22] and Majda-Biello [27]. It is easy to see that (3.1) writes as (1.1) with M given in
(1.6) and
R(u1, u2) =
1
3
B1u
3
1 +
1
2
B2u
2
1u2 +B3u1u
2
2 +
1
3
B4u
3
2.
In particular, (1.4) holds with s = 2. So, the energy space here is X = H1per([0, L]) ×
H1per([0, L]).
Let us search for proportional a periodic traveling wave φ = (ϕ(x − ct), µϕ(x − ct)),
where µ is a real parameter. In this case, (1.5) reads as{
−(ϕ′′ − cϕ)− (B1 +B2µ+B3µ2)ϕ2 +A1 = 0,
−µ(ϕ′′ − cϕ) − (12B2 + 2B3µ+B4µ2)ϕ2 +A2 = 0,
(3.2)
where A1 and A2 are constants of integration. By assuming that the cubic equation
µ
(
B1 +B2µ+B3µ
2
)
=
1
2
B2 + 2B3µ+B4µ
2 (3.3)
has a real solution µ and taking µA1 = A2 we see that system (3.2) reduces to a single
equation. In particular, if we consider the change of variable ϕ = 1ξ ϕ˜, with ξ = 2(B1 +
B2µ+B3µ
2) 6= 0, we obtain that ϕ˜ must satisfy the ordinary differential equation
− ϕ˜′′ + cϕ˜− 1
2
ϕ˜2 + A˜ = 0, (3.4)
where ξA1 = A˜. In what follows we assume A˜ = 0. Consequently, for any L > 0, equation
(3.4) has a positive L-periodic solution (see [9, page 1144]) with the explicit form
ϕ˜ := ϕ˜c(x) =
16K2
L2
(√
1− k2 + k4 + 1− 2k2
)
+
48K2k2
L2
cn2
(
2K
L
x, k
)
, (3.5)
with c = c(k) = 16K
2
L2
(√
1− k2 + k4
)
. Here, cn represents the Jacobi elliptic function
of cnoidal type and K = K(k) is the complete elliptic integral of the first kind. The
parameter k ∈ (0, 1) is the elliptic modulus (see, for instance, [15]).
Next, we will obtain the spectral properties related to the linearized operator
L = (−∂2x + c)(1 00 1
)
− ϕ
(
2B1 + µB2 B2 + 2µB3
B2 + 2µB3 2B3 + 2µB4
)
=
(−∂2x + c)(1 00 1
)
− ϕ˜D
(3.6)
where D is the matrix
D :=
1
ξ
(
2B1 + µB2 B2 + 2µB3
B2 + 2µB3 2B3 + 2µB4
)
In order to obtain the spectral properties of L we will diagonalize it. The next result
helps us to diagonalize the matrix D.
Lemma 3.1. The matrix D has two real eigenvalues: λ1 = 1 and λ2 = detD.
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Proof. First, note that det(D − λI) = 0 if, and only if
1
ξ2
det
(
2B1 + µB2 − ξλ B2 + 2µB3
B2 + 2µB3 2B3 + 2µB4 − ξλ
)
= 0. (3.7)
By multiplying the second column by µ, adding the result to the first one and using (3.3)
we see that (3.7) is equivalent to
1
ξ
(1− λ) det
(
1 B2 + 2µB3
µ 2B3 + 2µB4 − ξλ
)
= 0.
which in turn is equivalent to
(1− λ)(detD − λ) = 0.
Therefore, λ1 = 1 and λ2 = detD solve det(D − λI) = 0. 
Let O be the orthogonal matrix whose columns are normalized eigenvectors of D asso-
ciated to the eigenvalues 1 and detD. It is easy to see that
OLO−1 =
(L1 0
0 L2
)
(3.8)
with
L1 := −∂2x + c− ϕ˜ and L2 := −∂2x + c− λ2ϕ˜.
With this information in hand we may establish the following result.
Theorem 3.2. Let ϕ = 1ξ ϕ˜, where ξ = 2(B1 +B2µ+ B3µ
2) and ϕ˜ is defined in (3.5). If
detD < 12 , then assumption (H1) holds for L defined in (3.6).
Proof. First note that the point spectrum of L coincides that of OLO−1. Thus it suffices to
get the spectral properties of the diagonal operator OLO−1. It is known in the literature
that L1 has only one negative eigenvalue, which is simple, and zero is a simple eigenvalue
whose eigenfunction is ϕ˜′ (see, for instance, [9] for details). On the other hand, note if
L3 := −∂2x+ c− 12 ϕ˜, then L3ϕ˜ = 0, by (3.4). Since ϕ˜ has no zeros in [0, L], it follows from
the oscillation theory (see, for instance, [21, Theorem 3.1.2]) that 0 is the first eigenvalue
of L3. In consequence of the comparison theorem (see, for instance [21, Theorem 2.2.2])
we conclude that L2 is a positive operator. Therefore, the proof is completed. 
In order to ensure the orbital stability of φ in X = H1per[0, L] × H1per[0, L] we now
have to prove that (H2) holds. Indeed, Natali and Angulo showed in [9, pages 1144 and
1145] that c ∈
(
4pi2
L2
,∞
)
7→ ϕ˜c ∈ H1per[0, L] is a smooth curve of positive cnoidal waves
solutions for (3.4) (with A˜ = 0), where k := k(c) is a strictly increasing smooth function.
Moreover, they showed that ∂∂c‖ϕ˜‖2L2
per
is positive for all c ∈
(
4pi2
L2 ,∞
)
. Thus, by setting
Φ =
(
∂
∂cϕ, µ
∂
∂cϕ
) ∈ X, taking the derivative with respect to c in (3.2) it is easily seen that
LΦ = −(ϕ, µϕ). Hence, the functional Q in (H2) may be taken to be −F , with F as in
(1.8). In addition,
I = 〈LΦ,Φ〉 = −
(
µ2 + 1
)
2
∂
∂c
‖ϕ‖2L2
per
= −
(
µ2 + 1
)
2|ξ|
∂
∂c
‖ϕ˜‖2L2
per
< 0
This implies that (H2) holds.
As an application of Theorem 1.2 we just have proved the following.
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Theorem 3.3. Let L > 0 be fixed. Suppose that (3.3) has a real solution µ and detD <
1
2 . Let φ = (ϕ, µϕ) =
1
ξ (ϕ˜, µϕ˜), with ϕ˜ given in (3.5). Then φ is orbitally stable in
X = H1per([0, L]) ×H1per([0, L]) by the periodic flow of (3.1).
3.2. Coupled Modified KdV System. This subsection is devoted to show the orbital
stability of periodic waves for the following coupled system of modified KdV equations{
∂tu1 + ∂x
(
D1u
3
1 +D2u
2
1u2 +D3u1u
2
2 +D4u
3
2 + ∂
2
xu1
)
= 0,
∂tu2 +
(
1
3D2u
3
1 +D3u
2
1u2 + 3D4u1u
2
2 +D5u
3
2 + ∂
2
xu2
)
= 0,
(3.9)
where D1,D2, . . . ,D5 are real coefficients. Systems of modified KdV equation have ap-
peared, for instance, in the inverse scattering theory (see [1]). If B3 = 1 and the other
coefficients are all zero, the system was studied for instance in [2], [14], and [16]). In
particular, existence and stability/instability of solitary waves were shown.
Here, it is easy to see that (3.9) writes as (1.1) with M defined in (1.6) and
R(u1, u2) =
1
4
D1u
4
1 +
1
3
u31u2 +
1
2
D3u
2
1u
2
2 +D4u1u
3
2 +
1
4
D5u
4
2.
As in the last subsection, we look for a proportional periodic wave φ = (ϕ(x− ct), µϕ(x−
ct)), where µ is a real parameter. If we substitute φ into (3.9) we obtain the pair of
equations (which is equivalent to (1.5)){
−(ϕ′′ − cϕ)− (D1 +D2µ+D3µ2 +D4µ3)ϕ3 +A1 = 0,
−µ(ϕ′′ − cϕ)− (13D2 +D3µ+ 3D4µ2 +D5µ3)ϕ3 +A2 = 0,
(3.10)
where A1 and A2 are constants of integration. Next we assume that the cubic equation
µ
(
D1 +D2µ+D3µ
2 +D4µ
3
)
=
1
3
D2 +D3µ+ 3D4µ
2 +D5µ
3 (3.11)
has a real solution µ and A2 comes into the form µA1. Assuming further that ζ :=
3(D1 +D2µ +D3µ
2 +D4µ
3) > 0 we may consider the scalar change ϕ =
(
6
ζ
) 1
2
ϕ˜ to see
that (3.10) writes as the single equation
− ϕ˜′′ + cϕ˜− 2ϕ˜3 + A˜ = 0, with A˜ =
(
ζ
6
) 1
2
A1. (3.12)
For any L > 0, equation (3.12) admits a smooth curve of positive L-periodic solutions (see
[19, page 1258]) in the explicit form
ϕ˜ := ϕ˜k(x) =
4K√
2Lg(k)
(
dn2
(
2K
L x, k
)
1 + γ2 sn2
(
2K
L x, k
)) , (3.13)
where γ2 =
√
k4 − k2 + 1 + k2 − 1, g(k) =
√√
k4 − k2 + 1− k2 + 12 , and dn represents
the Jacobi elliptic function of dnoidal type. In addition, the parameters c and A˜ may be
written in terms of elliptic modulus as
c = c(k) =
16K
L2
√
k4 − k2 + 1
and
A˜ = A˜(k) = − 32K
3
3
√
3L3
(√
k4 − k2 + 1− 2k2 + 1
)√
2
√
k4 − k2 + 1 + 2k2 − 1.
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Once the periodic solutions of (3.9) are obtained, the next step is to obtain the spectral
properties of the linearized operator
L = (−∂2x + c)(1 00 1
)
− ϕ2
(
3D1 + 2µD2 + µ
2D3 D2 + 2µD3 + 3µ
2D4
D2 + 2µD3 + 3µ
2D4 D3 + 6µD4 + 3µ
2D5
)
=
(−∂2x + c)(1 00 1
)
− 6 ϕ˜2H,
(3.14)
where H is the matrix
H =
1
ζ
(
3D1 + 2µD2 + µ
2D3 D2 + 2µD3 + 3µ
2D4
D2 + 2µD3 + 3µ
2D4 D3 + 6µD4 + 3µ
2D5
)
.
By using the same arguments as those in the proof of Lemma 3.1 we see that the
eigenvalues of H are λ1 = 1 and λ2 = detH. Hence, there exists an orthogonal matrix O
such that
OLO−1 =
(L1 0
0 L2
)
,
with
L1 := −∂2x + c− 6ϕ˜2 and L2 := −∂2x + c− 6λ2ϕ˜2,
Thus, in order to obtain the spectrum of L it is sufficient to obtain the spectrum of
OLO−1.
Theorem 3.4. Let ϕ = 1ζ ϕ˜, where ζ = 3(D1 +D2µ+D3µ
2+D4µ
3) > 0 and ϕ˜ is defined
in (3.13). If detH < 13 , then assumption (H1) holds for L defined in (3.14).
Proof. The proof is similar to that of Theorem 3.2. Indeed, de Andrade and Pastor showed
in [19, page 1259] that L1 has only one negative eigenvalue, which is simple, and zero is a
simple eigenvalue whose eigenfunction is ϕ˜′. Also, since ϕ˜ is positive, we may define the
operator L3 := −∂2x + c − 2ϕ˜2 + A˜/ϕ˜. From (3.12) we see that L3ϕ˜ = 0, which implies
that 0 is the first eigenvalue of L3. Since A˜ < 0, if detH < 13 , we have
−2ϕ˜2 + A˜/ϕ˜ < −2ϕ˜2 < −6λ2ϕ˜2.
The comparison theorem then yields that L2 is a positive operator and the proof of the
theorem is completed. 
It remains tho show that (H2) occurs. Here we will explore the fact that k 7→ ϕ˜ is a
smooth curve with respect to k ∈ (0, 1). Let Φ = ( ∂∂kϕ, µ ∂∂kϕ) and
Q(u) = −
(
1
2
∂c
∂k
∫ L
0
(u21 + u
2
2)dx+
∂A1
∂k
∫ L
0
(u1 + µu2)dx
)
.
It follows readily from (3.10) that
LΦ = −
 ∂c∂kϕ+ ∂A1∂k
µ
(
∂c
∂kϕ+
∂A1
∂k
) = Q′(φ)
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and, clearly, 〈LΦ, φ′〉 = 0. Finally,
I = 〈LΦ,Φ〉
= − (µ2 + 1)〈( ∂c
∂k
ϕ+
∂A1
∂k
)
,
∂
∂k
ϕ
〉
= −6
(
µ2 + 1
)
ζ
〈(
∂c
∂k
ϕ˜+
∂A˜
∂k
)
,
∂
∂k
ϕ˜
〉
=:
6
(
µ2 + 1
)
ζ
I˜
Since ζ is positive, we will have I < 0 provided I˜ < 0. However, de Andrade and Pastor
[19, page 1262] proved that, at least numerically, I˜ < 0 for all k ∈ (0, 1). As a consequence
of Theorem 1.2 we just have established the following.
Theorem 3.5. Let L > 0 be fixed. Suppose that (3.11) has a real solution µ and detD < 13 .
Let φ = (ϕ, µϕ) =
(
6
ζ
) 1
2
(ϕ˜, µϕ˜), with ϕ˜ given in (3.13). Then φ is orbitally stable in
X = H1per([0, L]) ×H1per([0, L]) by the periodic flow of (3.9).
3.3. Log-KdV System. Here we consider a particular case of system (1.1) which couples
two waves in a logarithmic way. More precisely, we consider{
∂tu1 +
1
2∂x
(
u2 log u
2
1 + u2 log u
2
2
)
+ ∂3xu1 = 0,
∂tu2 +
1
2∂x
(
u1 log u
2
1 + u1 log u
2
2
)
+ ∂3xu2 = 0,
(3.15)
The logarithmic KdV equation (log-KdV)
vt + ∂
3
xv +
1
2
v log v2 = 0
was rigorously justified in [20]. It appears in the context of FermiPastaUlam lattices with
nonsmooth nonlinear Hertzian potentials (see also [24] and [29]). System (3.15) may be
seen as a particular case of (1.1) with M as in (1.6) and
R(u1, u2) =
1
2
u1u2 log(u
2
1u
2
2)− u1u2.
As was pointed out in [17], in view of the log-Sobolev inequality, the energy E is well-
defined in X = H1per([0, L]) ×H1per([0, L]).
We look for proportional periodic waves in the form φ = (ϕ(x− ct), ϕ(x − ct)). Hence,
(1.5) can be rewritten as {
−ϕ′′ + cϕ− ϕ logϕ2 +A1 = 0,
−ϕ′′ + cϕ− ϕ logϕ2 +A2 = 0,
(3.16)
Demanding A1 = A2 = A, (3.16) reduces to
− ϕ′′ + cϕ− ϕ logϕ2 +A = 0. (3.17)
Equation (3.17) is exactly the same one obtained in [17, Equation (1.2)]. In particular the
existence of periodic solutions for (3.17) may be obtained as in [17]. For the convenience
of the reader we recall the result below.
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Theorem 3.6. Define
P1 = {(c,A) ∈ R2; c ∈ R, |A| < 2ec/2−1}
and
P2 = {(c,A) ∈ R2; c ∈ R, |A| > 2ec/2−1}.
Let (c0, A0) ∈ P1 ∪ P2 be fixed. Then there are an open neighborhood O of (c0, A0) and a
smooth family,
(c,A) ∈ O 7→ ϕ(c,A) ∈ H2per([0, L0]),
of even L0-periodic solutions of (3.17), which depends smoothly on (c,A) ∈ O. In this
case, L0 is the period of ϕ(c0,A0) and it is determined by the level curves of the energy
related to (3.17).
In addition, if A0 > 0 is sufficiently large, taking a small O if necessary, we may assume
that ϕ(c,A) > 1.
Proof. The proof of this theorem was essentially given in [17, Theorems 4.7 and 4.10].
The only point left is that ϕ(c,A) > 1 if A0 is sufficiently large, which follows easily from
a phase plane analysis. The phase spaces for A = 1 and A = 2 are shown in Figure1 3.1
below. 
Figure 3.1. Left: Phase space for c = 1 and A = 1. Right: Phase space
for c = 1 and A = 2. In both cases, the orbits in black are those for which
ϕ > 1.
We will therefore study the orbital stability of the solutions (ϕ(c,A), ϕ(c,A)), for (c,A) in
a neighborhood of (c0, A0) with A0 sufficiently large (fixed). To simplify notation we set
ϕ = ϕ(c,A). The linearized operator in this case has the form
L = (−∂2x + c)(1 00 1
)
−
(
1 1 + logϕ2
1 + logϕ2 1
)
(3.18)
By setting O to be the orthogonal matrix
O :=
(
1/
√
2 1/
√
2
−1/√2 1/√2
)
,
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the operator L can be diagonalized. More precisely,
OLO−1 =
(L1 0
0 L2
)
(3.19)
where
L1 := −∂2x + c− 2− logϕ2 and L2 := −∂2x + c+ logϕ2.
Since ϕ > 1 we have that L2 is a positive operator. It remains to study the spectral
properties of L1. However, this has already been studied in [17]. More precisely, we have
the following.
Proposition 3.7. For (c,A) ∈ O, let ϕ(c,A) be the L0-periodic solution determined in
Theorem 3.6. The closed, unbounded and self-adjoint operator L1 has a unique negative
eigenvalue whose associated eigenfunction is even. Zero is a simple eigenvalue with as-
sociated eigenfunction ϕ′(c,A). Moreover, the rest of the spectrum is bounded away from
zero.
Proof. See [17, Proposition 4.11]. 
In view of the last proposition we conclude that (H1) holds. Next we will check that
(H2) also holds. For (c,A) ∈ O, we define
η :=
∂
∂c
ϕ(c,A), β :=
∂
∂A
ϕ(c,A),
and set
Mc(φ) = 2
∂
∂c
∫ L0
0
ϕ(c,A)(x)dx, MA(φ) = 2
∂
∂A
∫ L0
0
ϕ(c,A)(x)dx,
and
Fc(φ) =
∂
∂c
∫ L0
0
ϕ2(c,A)(x)dx, FA(φ) =
∂
∂A
∫ L0
0
ϕ2(c,A)(x)dx.
The following proposition gives a simple criterion to obtain (H2).
Proposition 3.8. Let K : R2 → R be the function defined as
K(x, y) = x2Fc(φ) + xy(Mc(φ) + FA(φ)) + y
2MA(φ). (3.20)
Assume that there is (a, b) ∈ R2 such that K(a, b) > 0. Then, (H2) holds.
Proof. Let Φ = (Φ1,Φ2) ∈ X and Q(u) = −(aF (u) + bM(u)), where Φ1 = Φ2 := aη + bβ.
By taking the derivative with respect to c and A in (3.17) it is not difficult to see that
LΦ = −
(
aϕ+ b
aϕ+ b
)
= Q′(φ).
Moreover, clearly 〈LΦ, φ′〉 = 0 and
〈LΦ,Φ〉 = −(a2Fc(φ) + abMc(φ) + abFA(φ) + b2MA(φ))
= −K(a, b).
The proof is thus completed. 
We will use the above proposition to show that if A0 > then (H2) holds.
Corollary 3.9. If A0 > 0 then (H2) holds.
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Proof. First we differentiate (3.17) with respect to c, multiplying the obtained equation
by ϕ and integrating on [0, L0] we obtain that, after using integration by parts,
Fc(φ) = F (φ) − A
2
Mc(φ). (3.21)
Similarly, but now differentiating (3.17) with respect to A, we deduce
FA(φ) =
1
2
(M(φ)−AMA(φ)) . (3.22)
Differentiating (3.21) with respect to A, (3.22) with respect to c, and comparing the result
we see that FA(φ) = Mc(φ), which implies that function K in Proposition 3.8 may be
written as
K(x, y) = x2Fc(φ) + 2xyMc(φ) + y
2MA(φ). (3.23)
Now using (3.21) and (3.22) in (3.23), we obtain
K(x, y) =
(
y2 −Axy + 1
4
A2x2
)
MA(φ) +
(
xy − 1
4
Ax2
)
M(φ) + x2F (φ).
By choosing a 6= 0 and b = 12Aa, we get
K(a, b) = a2
(
1
4
AM(φ) + F (φ)
)
> 0.
From Proposition 3.8 we conclude the proof. 
As an application of Theorem 1.2 we may establish the following.
Theorem 3.10. Fix (c0, A0) ∈ P1 ∪P2 with A0 sufficiently large. Let L0 be the period of
ϕ(c0,A0). Let φ = (ϕ(c,A), ϕ(c,A)), where ϕ(c,A) is given in Theorem 3.6. Then φ is orbitally
stable in X = H1per([0, L0])×H1per([0, L0]) by the periodic flow of (3.15).
3.4. Liu-Kubota-Ko System. In this last application, we consider the reduced Liu-
Kubota-Ko system (see also [5]){
∂tu1 + ∂x
(
1
2u
2
1 −M11u1 −M12u2
)
= 0,
∂tu2 + ∂x
(
1
2u
2
2 −M12u1 −M11u2
)
= 0,
(3.24)
where M11 and M12 have symbols
m11(κ) = κ coth(κH)− 1
H
, H > 0,
and
m12(κ) = − κ
sinh(κH)
.
Hence, (3.24) writes as (1.1) with
R(u1, u2) =
1
6
(u31 + u
3
2).
First of all we remark that m(κ) satisfies (1.4) only for sufficiently large values of |κ|.
In order to get around this problem we note there is a constant σ0 6= 0 such that (1.4)
holds with σ0Id2+m(κ) instead of m(κ) (see [6, pages 201 and 204]). So, instead of E we
need to consider the new functional
E0(u) =
∫ L
0
{
1
2
〈Du, u〉R2 −R(u)
}
dx,
where D = σ0Id2 +M.
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If we substitute the periodic wave φ = (ϕ(x − ωt), ϕ(x − ωt)) into (3.24), we see that
both equations reduce to the same one, namely,
(M11 +M12)ϕ+ ωϕ− 1
2
ϕ2 = 0 (3.25)
where ω = c+σ0, c ∈ R, and the constant of integration is assumed to be zero. To obtain
a solution for (3.25), we note that, at least formally,
lim
H→+∞
(m11(κ) +m12(κ)) = |κ|.
Thus, (3.25) reduces to
H∂xϕ+ ωϕ− 1
2
ϕ2 = 0, (3.26)
where H stands for the Hilbert transform. The pseudo-differential equation in (3.26)
is exactly the one which appears when one looks for traveling waves of the well known
Benjamin-Ono equation (see, for instance, [9]). So our idea to get a solution for (3.25) is
to see it as a perturbation of (3.26). To do so, we set W = 1H and define for W ≥ 0,
θ(κ,W ) :=
κ coth(κW
−1)−W − κ
sinh(κW−1)
, if W > 0,
|k|, if W = 0.
(3.27)
Note that, for each fixed κ ∈ Z, limW→0+ θ(κ,W ) = |κ|, which means that θ(k, ·)
is a continuous function on [0,∞). In what follows, to give the explicit dependence of
M11 +M12 with respect to W we denote M11 +M12 = (M11 +M12)W .
If W = 0, our analysis above combined with the results in [9, page 1138] yields that
equation (3.25) admits the existence of a smooth curve of even L-periodic solutions ω ∈(
2pi
L ,∞
) 7→ ϕ(ω,0) ∈ Hnper[0, L], n ∈ N, with
ϕ(ω,0)(x) =
4π
L
(
sinh (γ)
cosh (γ)− cos (2pixL )
)
(3.28)
and γ := γ(ω) = tanh−1
(
2pi
ωL
)
. The existence of solutions for W > 0 small is given below.
Theorem 3.11. Let ω0 >
2pi
L be fixed. There exist an open neighborhood O ⊂ (2piL ,∞) ×
[0,∞) containing (ω0, 0) and a smooth surface
(ω,W ) ∈ O 7→ ϕ(ω,W ) ∈ H1per,e([0, L]),
of even L-periodic solutions of (3.25).
Proof. We define Υ : (2piL ,∞)× [0,∞) ×H1per,e([0, L])→ L2per,e([0, L]) by
Υ(ω,W, f) = (M11 +M12)W f + ωf − 1
2
f2, (3.29)
where H1per,e([0, L]) indicates the subspace of H
1
per([0, L]) constituted by even L-periodic
functions. Since θ(·,W ) is an even function it follows that (M11 +M12)W f is also even,
for any function f in H1per,e([0, L]), implying that Υ is well defined.
Clearly, we have Υ(ω0, 0, ϕ(ω0 ,0)) = 0. Moreover, note that Υ is smooth and its Fre´chet
derivative with respect to f evaluated at (ω,W,ϕ) is
G(ω,W ) = (M11 +M12)W + ω − ϕ.
Evaluating at (ω0, 0, ϕ(ω0 ,0)) we obtain (see Theorem 4.1 and page 1140 in [9]) that ϕ
′
(ω0,0)
is an eigenfunction of G(ω0,0) associated to the eigenvalue zero. Since ϕ′(ω0,0) does not
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belong to H1per,e([0, L]) (because it is odd), we conclude that G(ω0,0) is one-to-one. A
simple analysis also shows that G(ω0,0) is also surjective (see, for instance, [18, Theorem
3.2]). As consequence of the Implicit Function Theorem we establish the desired result. 
Remark 3.12. If ϕ ∈ H1per([0, L]) is a solution of (3.25) in the sense of distributions,
then ϕ ∈ Hnper([0, L]), for all n ∈ N. This result can be proved by an iteration method and
is a consequence of the fact that ϕ̂ ∈ ℓ1 (see [18, Proposition 3.1]). In particular, using
the previous theorem, we have that ϕ(ω,W ) → ϕ(ω0,0), as (ω,W )→ (ω0, 0), in L∞per([0, L]).
Next result shows that G(ω,W ) has the same spectral property of G(ω0,0) for (ω,W )
sufficiently close to (ω0, 0).
Proposition 3.13. Let ϕ(ω,W ) be the periodic traveling wave solution obtained in Theorem
3.11. Then, there exists O˜ ⊂ O such that, for all (ω,W ) ∈ O˜, operator G(ω,W ) has only one
negative eigenvalue which is simple and zero is a simple eigenvalue whose eigenfunction
is φ′(ω,W ).
Proof. Assume (ω,W ) ∈ O and consider the self-adjoint operador
G(ω,W ) = (M11 +M12)W + ω − ϕ(ω,W ).
defined on L2per([0, L]) with domain D(G(ω,W )) = H
1
2
per([0, L]).
Let us show that G(ω,W ) converges to G(ω0,0), as (ω,W )→ (ω0, 0), in the metric gap δ̂ (see
Sections 2 and 3 of Chapter IV in [25]). First we write G(ω,W ) = (M11+M12)W +N(ω,W ),
where N(ω,W )f = (ω − ϕ(ω,W ))f . Next, we remark that (M11 +M12)W − (M11 +M12)0
and N(ω,W ) −N(ω0,0) are bounded operators on L2per([0, L]) with operator norms tending
to 0 as (ω,W )→ (ω0, 0). In fact, one has
‖(M11 +M12)W − (M11 +M12)0‖ = |θ(k,W )− θ(k, 0)|∞,
so, by the definition of θ, it follows that
lim
W→0+
‖(M11 +M12)W − (M11 +M12)0‖ = 0 (3.30)
Also, since
‖N(ω,W ) −N(ω0,0)‖ ≤ |ω − ω0|+ ‖ϕ(ω,W ) − ϕ(ω0,0)‖L∞per([0,L]),
it follows, by Remark 3.12, that
lim
(ω,W )→(ω0,0)
‖N(ω,W ) −N(ω0,0)‖ = 0. (3.31)
Finally, Theorem 2.17 in [25, Chapter IV] implies that
δ̂(G(ω,W ),G(ω0,0)) = δ̂((M11 +M12)W +N(ω,W ), (M11 +M12)0 +N(ω0,0))
≤ 2 (1 + ‖N(ω,W )‖)× δ̂((M11 +M12)W , (M11 +M12)0 (3.32)
+N(ω0,0) −N(ω,W ))
≤ 2 (1 + ‖N(ω,W )‖)× [δ̂((M11 +M12)W , (M11 +M12)0)
+ δ̂((M11 +M12)0, (M11 +M12)0 +N(ω0,0) −N(ω,W ))
]
≤ 2 (1 + ‖N(ω,W )‖)× {‖(M11 +M12)W − (M11 +M12)0‖
+‖N(ω,W ) −N(ω0,0)‖
}
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Using (3.30) and (3.31), we conclude that δ̂(G(ω,W ),G(ω0,0)) → 0, as (ω,W ) → (ω0, 0).
Consequently, by taking into account that zero is an eigenvalue of G(ω,W ) with eigen-
function ϕ′(ω,W ), from Theorem 3.16 in [25, Chapter IV], we conclude that there exist a
neighborhood O˜ of (ω0, 0) where G(ω,W ) has the same spectral properties of G(ω0,0), which
is to say that it has only one negative eigenvalue which is simple and zero is a simple
eigenvalue (see Theorem 4.1 and page 1140 in [9]). 
From the above results we conclude that H1 holds. Next, we are going to prove that
H2 holds. Since
L =
( G(ω,W ) 0
0 G(ω,W )
)
, (3.33)
it follows that, considering Φ = ( ∂∂ωϕ,
∂
∂ωϕ), we get
I = 〈LΦ,Φ〉 = −2 ∂
∂ω
‖ϕ(ω,W )‖2L2
per
. (3.34)
Recall that Angulo and Natali proved in [9, page 1139] that
∂
∂ω
‖ϕ(ω0,0)‖2L2
per
> 0
for each ω0 ∈
(
2pi
L ,∞
)
. Since the inequality is strict, it must also hold for values of
W which are sufficiently near of 0. Theorem 1.2 implies that ϕ(ω,W ) is orbitally stable
in X = H
1
2
per([0, L]) × H
1
2
per([0, L]) by the periodic flow of (3.24), provided that W is
sufficiently small.
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