Abstract-Consider the problem of constructing a polar code of block length N for the transmission over a given channel W . Typically this requires to compute the reliability of all the N synthetic channels and then to include those that are sufficiently reliable. However, we know from [1], [2] that there is a partial order among the synthetic channels. Hence, it is natural to ask whether we can exploit it to reduce the computational burden of the construction problem.
I. INTRODUCTION
Polar codes, introduced by Arıkan [3] , achieve the capacity of any binary memoryless symmetric (BMS) channel with encoding and decoding complexity Θ(N log 2 N ), where N is the block length of the code. A unified characterization of the performance of polar codes in several regimes is presented in [4] . A successive cancellation list (SCL) decoder with space complexity O(LN ) and time complexity O(LN log 2 N ) is proposed in [5] , where L is the size of the list, and the empirical performance of such a decoder is comparable with state-of-the-art LDPC codes. Because of their attractive features, polar codes are being considered for use in future wireless communication systems (e.g., 5G cellular systems).
The idea of channel polarization is to take independent copies of the transmission channel and to transform them into a set of reliable channels and a set of unreliable channels, in such a way that the overall capacity is preserved. Then, the information bits are transmitted in the positions corresponding to the reliable channels and the remaining positions are frozen (i.e., their value is shared between the encoder and the decoder). Therefore, in order to construct a polar code, we need to identify the positions corresponding to the reliable synthetic channels. Several techniques have been proposed to estimate the reliability of the synthetic channels: Monte Carlo simulations [3] , density evolution [6] , [7] , Gaussian approximation of density evolution [8] , efficient degrading and upgrading methods [9] , [10] . In general, the ranking of the synthetic channels depends on the specific transmission channel. Hence, one solution to the problem of code construction is to evaluate the reliability of all synthetic channels. However, it was observed that there is a partial order between the synthetic channels, which holds for any transmission channel. A first partial order was described in [7] and it was combined with a different partial order in the two independent works [1] , [2] . In [1] , it is also empirically shown that, by exploiting this combined partial order, the complexity of the code construction can be significantly reduced.
In this paper, we give a tight characterization of the complexity reduction guaranteed by the exploitation of this partial order. In particular, we derive universal bounds on the number of synthetic channels whose reliability has to be computed in order to construct the polar code. The bounds are universal in the sense that they hold for any transmission channel. Our main result consists in proving an upper and a lower bound that differ by a factor of log log N , where N = 2 n is the block length of the code. The lower bound is equal to a known integer sequence, i.e., the maximal number of subsets of {1, 2, . . . , n} that share the same sum (sequence A025591 in [11] ). Such a sequence scales as N/ log 3/2 N , which means that we need to compute the reliability of roughly a fraction 1/ log 3/2 N of the synthetic channels. In other words, in order to construct a polar code, it suffices to know the reliability of a sublinear number of synthetic channels. In practice, this means that at moderate block lengths (N ≈ 10
3 ) we can save at least 80% of the channel computations.
The remainder of this paper is organized as follows. In Section II, we set up the notation, describe the partial order derived in [1] , [2] , and formalize the construction problem. In Section III, we state the main result about the complexity of the construction problem and, in Section IV, we give the proof. In Section V, we provide some concluding remarks. The proofs of some intermediate results and the discussion about how to find the channels whose reliability has to be computed are provided in the longer version [12] .
II. PRELIMINARIES

A. Reliability Measures and Degradation
Let W : X → Y be a BMS channel with input alphabet X = {0, 1}, output alphabet Y, and transition probabilities p Y |X (y | x) for x ∈ X and y ∈ Y. The random variables representing the input and output of the channel are denoted by X and Y , respectively. As the channel is symmetric, we impose a uniform prior on the input: p X (0) = p X (1) = 1/2. There are several measures of the reliability of a channel, namely, the mutual information I(W ), the Bhattacharya parameter Z(W ) and the MAP error probability P e (W ). Note that a channel is reliable when it has a large mutual information, a small Bhattacharyya parameter, and a small MAP error probability. Let us now define the concept of stochastic degradation. 
If a channel is stochastically degraded, all the reliability measures become worse. Formally, we have the following proposition (see Theorem 4.76 of [13] or Lemma 3 of [9] 
B. Synthetic Channels
The basis of channel polarization consists in mapping two identical copies of the channel W : X → Y into the pair of channels
Then, W 0 is a worse channel in the sense that it is degraded with respect to W , hence less reliable than W ; and W 1 is a better channel in the sense that it is upgraded with respect to W , hence more reliable than W .
By iterating this operation n times, we map N = 2 n identical copies of the transmission channel W into the synthetic channels {W
. . , i n ) be its binary expansion over n bits, where i 1 is the most significant bit and i n is the least significant bit, i.e.,
Then, we define the synthetic channels {W
Example 1 (Synthetic Channel): Take n = 4 and i = 10. Then, the synthetic channel W
0 is obtained by applying first (6), then (5), then (6) , and finally (5).
C. Partial Order
In order to describe the partial order, we define the addition and the left-swap operator, that map the index of a synthetic channel into the index of another synthetic channel.
Definition 2 (Addition Operator): Let i ∈ {0, . . . , N − 1} and denote by (i 1 , i 2 , · · · , i n ) its binary expansion over n bits, defined in (7). Given k ∈ {1, . . . , n}, the addition operator at position
In words, the addition operator A (k) takes the input i and sets to 1 the k-th of its binary expansion. Note that, if i k = 1, the addition operation A (k) copies the input into the output.
Example 2 (Addition Operator): Take n = 4 and i = 10.
Note that i has binary expansion (1, 0, 1, 0). Then, A (2) (10) = 14 and its binary expansion is (1, 1, 1, 0). Furthermore, A (3) (10) = 10 and its binary expansion is (1, 0, 1, 0).
In words, the left-swap operator L (k) takes the input and, if possible, it swaps the 1 in the k-th position with the bit on its left. This means that, if i k = 1 and i k−1 = 0, the left-swap operator L (k) swaps position k − 1 with position k. Otherwise, it simply copies the input into the output.
Example 3 (Left-swap Operator): Take n = 4 and i = 10. Note that i has binary expansion (1, 0, 1, 0). Then, L (2) (10) = 10 and its binary expansion is (1, 0, 1, 0). Furthermore, L (3) (10) = 12 and its binary expansion is (1, 1, 0, 0).
We now describe the partial order introduced in [1] , [2] .
Proposition 2 (Partial Order): Let W be a BMS channel and consider the N = 2 n synthetic channels {W
For the proof of (11), see Section V of [7] and, for the proof of (12) , see Theorem 1 of [1] . Furthermore, note that (11) and (12) 
D. Construction Problem
Given a BMS channel W and a block length N , the problem of the construction of polar codes consists in selecting the set of the most reliable synthetic channels defined as in (8) . As mentioned above, there are several notions of reliability. Since all these reliability measures become worse under stochastic degradation by Proposition 1, it does not really matter which one we choose. To fix the ideas, let us consider the Bhattacharyya parameter and define the construction problem to be the selection of the set of synthetic channels with the lowest Bhattacharyya parameters. However, keep in mind that the arguments and the conclusions of this paper remain valid when we choose the mutual information or the MAP error probability as reliability measures. In this paper we exploit the partial order of Proposition 2, which is an ordering of the synthetic channels in the sense of the stochastic degradation.
Definition 4 (Construction Problem): Let W be a BMS channel and consider the N = 2 n synthetic channels {W
..,N −1} obtained from W by applying (8) . In order to construct a polar code of block length N , we need to solve either the fixed rate (FR) problem or the fixed performance (FP) problem that are defined as follows.
• Fixed rate (FR) problem. Given a block length N and a rate R ∈ (0, 1), output the set of NR synthetic channels with the smallest Bhattacharyya parameters.
• Fixed performance (FP) problem. Given a block length N and a threshold γ ∈ (0, 1), output all the synthetic channels whose Bhattacharyya parameter is smaller than γ.
In the sequel we will limit our discussion to the FP construction problem. Note that if we can solve the FP construction problem, we can also solve the FR construction problem by performing a bisection on the values of the threshold.
III. STATEMENT OF THE MAIN RESULT
Theorem 1 (Complexity of FP Construction Problem): Let W be a BMS channel and N = 2 n be the block length. Let M (n) be the maximal number of subsets of {1, . . . , n} that share the same sum. Consider the partial order of Proposition 2 and use it to solve the FP construction problem with threshold γ of Definition 4. Then, the complexity of such a task can be bounded as follows.
• Upper bound: it suffices to compute the Bhattacharyya parameter of at most
synthetic channels, for any γ ∈ (0, 1).
• Lower bound: it is necessary to compute the Bhattacharyya parameter of at least M (n) synthetic channels, for some γ ∈ (0, 1). The upper and the lower bounds provided by Theorem 1 are represented in Figure 1 for n ∈ {6, 7, . . . , 24}.
Let us point out that the results above are universal in the sense that they hold for any BMS channel W . Note also that the upper bound holds for any choice of the threshold γ ∈ (0, 1). On the contrary, the lower bound holds for some γ ∈ (0, 1). For some specific values of the threshold, the task might be easier. E.g., if γ is very small (e.g. γ < Z(W ) N ), then none of the synthetic channels have a Bhattacharyya parameter smaller than γ. Hence, it is interesting to provide a lower bound for the "hard" instances of γ.
The sequence M (n) is the integer sequence A025591 in [11] . The following lemma, proved in Appendix B of the longer version [12] , provides an asymptotic formula for it.
Theorem 2 (Asymptotic Formula for M (n)): Let M (n) be the maximal number of subsets of {1, . . . , n} that share the same sum. Then,
By applying Theorem 1 and 2, we immediately conclude that, in order to solve the FP construction problem, we need to compute the Bhattacharyya parameter of roughly N/ log 3/2 N synthetic channels. Furthermore, the upper and the lower bound differ by a multiplicative factor of log(2N/M (n)), which scales as log log N . In words, this means that we need to compute the Bhattacharyya parameter of a sublinear number of channels. This is possible only because we exploit the partial order of Proposition 2.
Indeed, assume that we do not use any partial order between the synthetic channels. Then, the only way to solve the FP construction problem is to compute the Bhattacharyya parameter of all the N synthetic channels. On the contrary, suppose that there was a total order among the synthetic channels. Then, we could rank them from best to worst and, by using a binary search algorithm, we need to compute the Bhattacharyya parameter of at most n + 1 = log N + 1 synthetic channels. The main result of this paper is that by using the partial order of Proposition 2 we need to compute the Bhattacharyya parameter of roughly N/ log 3/2 N synthetic channels. Furthermore, these N/ log 3/2 N synthetic channels can also be identified efficiently by solving a maximum matching problem on a bipartite graph. The complexity of this last problem is O(N 5/2 ), but it has to be solved only once in order to construct polar codes for any BMS channel. More details about how to find the synthetic channels and about the polar code construction algorithm can be found at the end of Section IV of the longer version [12] .
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IV. PROOF AND DISCUSSION
In order to prove Theorem 1, we need some definitions about partially ordered sets (or posets, for short). For a general introduction to the subject of posets, we refer the interested reader to [14, Chapter 1] and [15, Chapter 3] .
Let us associate the synthetic channel W (i)
N with the binary expansion (i 1 , i 2 , . . . , i n ) of the index i defined in (7) . Then, the partial order of Proposition 2 induces a partial order over {0, 1} n . We denote such a partial order by ≺ 1 .
The Hasse diagram of the poset {0, 1} n equipped with the order ≺ 1 is represented in Figure 2 for n = 4. Recall that an element x is connected via an edge to an element y if and only if they are ordered, i.e., x ≺ 1 y (respectively, y ≺ 1 x) and there is no other element z such that x ≺ 1 z ≺ 1 y (respectively, y ≺ 1 z ≺ 1 x). In words, the Hasse diagram connects only "nearest neighbors". Let us now define the concepts of chain and antichain that play a central role in our analysis.
Definition 5 (Chain and Antichain): Let P be a poset. We say that a subset of P is a chain if it is totally ordered. We say that a subset of P is an antichain if no two elements in it are comparable. Then, C is a chain and A is an antichain. Indeed, the elements (1, 0, 0, 0) and (0, 1, 1, 1) are not comparable and we have that
Analogously, consider the partial order over the set of synthetic channels {W
16 , W
16 }, A = {W (8) 16 , W (7) 16 }.
Then, C is a chain and A is an antichain. Indeed, the synthetic channels W (8) 16 and W (7) 16 are not comparable and we have that
16 ≺ W (9) 16 .
The maximum cardinality of an antichain is equal to the minimum number of chains that form a partition of the poset by Dilworth's theorem [16, Theorem 1.2] , [17, Theorem 12.5] .
Theorem 3 (Dilworth): The minimum number of chains into which the elements of a poset P can be partitioned is equal to the maximum number of elements in an antichain of P .
Example 6 (Partition into Chains): Consider the partial order over {0, 1}
4 whose Hasse diagram is represented in Figure 2 . As the set is not totally ordered, we cannot find a chain that contains all its elements. However, we can find a partition of it into two chains. For example, we can pick the following two chains: Note that this decomposition is not unique, and there are other ways of partitioning the set {0, 1} n into two chains. As predicted by Dilworth's theorem, the maximum cardinality of an antichain is 2. Indeed, A = {(1, 0, 0, 0), (0, 1, 1, 1)} is an antichain and it is easy to verify that there is no antichain of cardinality 3.
The following lemma, whose proof is contained in Appendix A of the longer version [12] , characterizes the maximum cardinality of an antichain of the poset {0, 1} n with the order ≺ 1 .
Lemma 1 (Maximum Cardinality of an Antichain): Let M (n) be the maximal number of subsets of {1, . . . , n} that share the same sum. Consider the set {0, 1} n with the partial order ≺ 1 and let A be an antichain. Then,
where the maximum is computed over the set of all antichains.
We are now ready to prove the main result of this paper.
Proof of Theorem 1:
Consider the set of synthetic channels {W use a binary search algorithm, which requires the computation of at most log |C | + 1 Bhattacharyya parameters.
into a minimum number of chains. Clearly, the FP construction problem is equivalent to the problem of establishing which elements of C i have a Bhattacharyya parameter smaller than γ for all i ∈ {1, . . . , K}. The number of Bhattacharyya parameters to be computed is bounded as follows:
where the inequality (a) is an application of Jensen's inequality.
Let A be an antichain. By Definition 5, every pair of synthetic channels in A is not comparable. Hence, in order to solve the FP construction problem, we necessarily need to compute the Bhattacharyya parameter of all the elements of A . By considering an antichain of maximum cardinality, we conclude that we need to compute at least
Bhattacharyya parameters, where the equality comes from Dilworth's theorem.
The set {W (i)
N } i∈{0,...,N −1} with the partial order given by Proposition 2 is order-isomorphic to the set {0, 1} n with the partial order ≺ 1 . Hence, by applying Lemma 1, we have that
By combining (15) , (16) , and (17), the thesis follows.
V. CONCLUSIONS
In this work, we consider the problem of constructing a polar code of block length N = 2 n and we show that, by taking advantage of the partial order described in [1] , [2] , we need to compute the reliability of roughly a fraction 1/ log 3/2 N of the synthetic channels. Note that this result holds regardless of the method used to compute the Bhattacharyya parameters (Monte Carlo simulations, Gaussian approximation, efficient degrading and upgrading, density evolution, and so on).
Let us briefly discuss the case of density evolution. In order to compute a single Bhattacharyya parameter, log N intermediate density evolution steps are necessary. However, the task of computing all the N Bhattacharyya parameters can be implemented more efficiently since we can reuse some of these intermediate steps in the computation of multiple synthetic channels. In this way, instead of N log N density evolution steps, one needs to perform only 2N − 1 such steps. The main result of this work implies that we need roughly N/ √ log N density evolution steps, since we need to compute the reliability of N/ log 3/2 N synthetic channels and each of these computations requires log N intermediate density evolution steps. It remains an open problem to establish how much more we can save by reusing the intermediate steps.
The idea of the proof consists in relating the construction problem to the problem of computing the maximum cardinality of an antichain for a suitably defined poset. Clearly, this method is completely general in the sense that it does not depend on the particular order described in [1] , [2] . Indeed, suppose that a new partial order on the synthetic channels of polar codes is found. Then, in order to improve the bounds on the the number of synthetic channels to be considered, it suffices to compute the maximum cardinality of an antichain for the poset induced by the new order.
