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a b s t r a c t
We study the problem of reconstructing a wavefront from measurements of Shack–
Hartmann-type sensors. Mathematically, this leads to the problem of reconstructing a
function from a discrete set of averages of the gradient.
After choosing appropriate function spaces this is an underdetermined problem for
which least squares solutions and generalized inverses can be used. We explore this
problem inmore detail for the case of periodic functions on a quadratic aperture, wherewe
calculate the singular value decomposition of the associated forward operator. The nonzero
singular values can be estimatedwhich shows that asymptotically, with increasing number
of measurements, the reconstruction problem becomes an ill-posed problem.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Adaptive Optics (AO) [1–5] is a common technique to enhance the image quality of ground based large telescopes. Besides
the technical limitations of a telescope, the image quality of the telescopes is heavily influenced by atmospheric turbulences.
The principle of Adaptive Optics is as follows: the image of a bright star, called a natural guide star (NGS) is observed.
Theoretically, its measured wavefront should be plane. However, due to atmospheric turbulences, the observed wavefront
rather looks like a crumpled sheet of paper, and, as a consequence, the image is blurred. In order to sharpen the image, the
incoming wavefront from the NGS is reconstructed.
Based on the reconstruction, a deformable mirror is adjusted in such a way that the incoming perturbed wavefront from
the bright star is plane after reflection at the deformable mirror, see Fig. 1. As a consequence of the correction process,
astronomical objects close enough to the guide star are also sharpened. Unfortunately, not all objects of interest are close to
a suitable natural guidestar. In this case so called Laser Guide Stars (LGS) are used. Depending on the used imaging system,
several types of inverse problems are connected to Adaptive Optics. For a good overview, we refer to [6].
In this paper, we will consider the first step of the correction process, the wavefront reconstruction. To this end, so called
wavefront sensors are used. However, they do not measure the wavefront directly but a transformation of the wavefront,
e.g., the average of its gradient, and the wavefront has to be obtained by solving an operator equation.
Themost commonly used sensors are the Shack–Hartmann sensor and the Pyramid sensor. Herewe are going to consider
the Shack–Hartmann sensor, which is, e.g., used in Single Conjugate Adaptive Optics (SCAO). The sensor principle can be seen
in Fig. 2: the wavefront of a bright star falls onto an array of lenslets, which is placed in the aperture of the telescope. The
picture formed by the lenslets is recorded in the subaperturesΩjk by a photodetector. If the wavefront is planar and normal
to the optical axis of the sensor, then the midpoints of the observed spots are in the center. Otherwise, the spots have an
offset in both x and y directions, which allows us to estimate the average gradient of the wavefront.
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Fig. 1. Principle of wavefront correction.
Source:Wikipedia.
Fig. 2. Shack–Hartmann sensor.
Source: [4].
To be more precise, for an incoming wavefrontΦ(x, y) the measurements are given by
KΦ :=

1
|Ωjk|
∫
Ωjk
Φx(x, y) dxdy,
1
|Ωjk|
∫
Ωjk
Φy(x, y) dxdy

(j,k)∈M
, (1)
where Φx and Φy denote derivatives w.r.t. x and y, respectively, and M denotes a finite set of admissible indices. For more
details on the Shack–Hartmann sensor, we refer to [7–10]. The reconstruction of the wavefront then results in solving the
operator equation
KΦ = g
from noisy sensor measurements gδ with ‖gδ − g‖ ≤ δ. As always for inverse problems, several questions are of interest.
Firstly, it has to be analyzed if an incoming wavefront can be uniquely reconstructed from the measurements of the
sensor. To this end, the nullspace N(K) has to be characterized, or alternatively, the range R(K ∗) of the adjoint operator.
Then the stability of the reconstruction has to be evaluated, which can be done by estimating the decay rate of the singular
values of the operator K . Finally, fast reconstruction algorithms are of vital interest for the operation of a telescope.
We wish to remark that the reconstruction of wavefronts from Shack–Hartmann sensor data is already done. However,
larger telescopes such as the European Extremely Large Telescope (E-ELT), planned by the European Southern Observatory
(ESO), requiremore accurate and faster algorithms aswell as an analysis of the underlying operatorswith respect to stability.
Let us briefly recall currently used wavefront reconstruction methods. Particularly popular are Galerkin methods, where
at first a set of suitable basis functions {φl(x, y)}l=1,...,n is chosen. It is then assumed that the wavefront can be decomposed
w.r.t. the basis functions,Φ(x, y) =∑nl=1 alφl(x, y). The coefficients are obtained by solving
arg min
Φ∈span{φi}
‖KΦ − gδ‖.
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Fig. 3. Wavefront sensor geometry.
For stability, the above least squares functional might be replaced by a regularized version. Please note that finding the
minimizer of the above functional is equivalent to solving the linear equation
PTPa = PTgδ (2)
with the so-called Poke matrix P and a = (al)l=1,...,n, gδ = (⟨ gδ, φl ⟩)l=1,...,n. Methods for solving (2) include
Matrix–VectorMethods (MVM), where the generalized inverse of P is precomputed, and Preconditioned Conjugate Gradient
methods (PCG) [11,12]. Different preconditioners have been used, e.g., Fourier domain preconditioners [13,14], multigrid
preconditioners [15–17] and the Fractal Iterative method [18]. A different reconstruction approach, the Fourier Transform
Reconstructor [19,20], is based on an appropriate discretization of the continuous model for the measurements.
In this paper, we aim at the derivation of the singular value decomposition (SVD) of the compact operator K : X → Y
in (1), which allows us to give an explicit representation of the best-approximate solution ΦĎ of the equation KΦ = g: let
{σl, ul, vl} denote the singular system of K , then the best-approximate solution is given by
ΦĎ =
−
l
1
σl
⟨ g, vl ⟩ul. (3)
Note that the singular values σl are the square roots of the nonzero (positive) eigenvalues of KK ∗ and K ∗K , respectively.
Moreover, the set {ul} is a basis of eigenfunctions for the subspace N (K)⊥ = R(K ∗) ⊂ X and the set {vl} is a basis of
eigenfunctions (or eigenvectors as in our case) for the subspaceR(K) ⊂ Y . Thus, the representation (3) depends crucially
on the chosen function spaces X and Y . Note that filter based regularization methods like, e.g., Tikhonov regularization, can
easily be implemented if the SVD is known, see, e.g., [21,22]. Since in our case Y is finite dimensional the sum above is finite
and it holds thatR(K ∗) = R(K ∗) andR(K) = R(K), respectively.
Usually, the adaptive optics community is interested in error estimates in the L2-norm. However, the operator K in (1) is
not well-defined on the space L2(Ω), since it involves derivatives which implies that wavefronts are assumed to be smooth.
An extension of the operator K to continuous functions is possible, however, not to thewhole Hilbert space L2(Ω). Therefore,
we will consider subspaces of the Sobolev space H1(Ω).
The remaining paper is organized as follows: in Section 2we introduce the general setting of the problem and in Section 3
we study a more specific setup in the periodic case for quadratic apertures and provide explicit formulas for the adjoint
operator K ∗, the operator KK ∗ and its eigenvalue decomposition. Moreover, upper and lower bounds for the singular values
are derived. In the last section we present some numerical results.
2. General Setting
Usually one assumes that all wavefront sensor subaperturesΩjk in (1) have the same size and that the unionΩ is a subset
of a rectangle, e.g., let tj := −π + jh, j = 0, . . . ,N, h = 2π/N , and define
Ωjk := [tj−1, tj] × [tk−1, tk].
The set of admissible indices,M , is the set of all couples (j, k) such that the corresponding setΩjk lies within a certain circle
(see Fig. 3).
The operator K : X → Y is defined as in (1). Since additive constants are irrelevant for the wavefront (they also play no
role in the definition of K ), we normalize the functionsΦ in an appropriate way. The spaces X and Y are given by:
X :=

Φ ∈ H1(Ω) :
∫
Ω
Φ(x, y) d(x, y) = 0

(4)
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⟨Φ,Ψ ⟩X := ⟨Φx,Ψx ⟩L2 + ⟨Φy,Ψy ⟩L2 , (5)
Y := Rm × Rm, m := |M|, (6)
⟨ s, t ⟩Y := 1m
−
(j,k)∈M
(s1jkt
1
jk + s2jkt2jk). (7)
Here we used the notation
s = s1jk, s2jk(j,k)∈M
for an element s ∈ Y . Note that the space X with the above given inner product is a Hilbert space. The adjoint K ∗ satisfies
⟨ KΦ, w ⟩Y := 1mh2
−
(j,k)∈M

w1jk
∫
Ωjk
Φx(x, y) d(x, y)+ w2jk
∫
Ωjk
Φy(x, y) d(x, y)

(8)
=
∫
Ω

Φx(x, y)
1
mh2
−
(j,k)∈M
w1jkχΩjk(x, y)+ Φy(x, y)
1
mh2
−
(j,k)∈M
w2jkχΩjk(x, y)

d(x, y) (9)
= ⟨Φ, K ∗w ⟩X .
Thus,
K ∗w = 1
mh2
−
(j,k)∈M
(w1jkh
1
jk + w2jkh2jk),
where the functions h1jk, h
2
jk ∈ X satisfy (for all φ ∈ X):∫
Ωjk
φx(x, y) d(x, y) =
∫
Ω
(φx(x, y)(h1jk)x + φy(x, y)(h1jk)y) d(x, y)∫
Ωjk
φy(x, y) d(x, y) =
∫
Ω
(φx(x, y)(h2jk)x + φy(x, y)(h2jk)y) d(x, y).
In the next section we will study a simplified version of the system, where we assume that the wavefront is periodic,
such that we can use Fourier series to calculate the singular values. This, is much easier to treat than the general case of
non-periodic functions.
Of course, in general, wavefronts are not periodic. Since reconstruction methods based on the discrete Fourier transform
are somehow also adopted to periodic functions, this seems not to be a major problem as numerical results show. It might
happen that artefacts occur close to the boundary.
3. Periodic setting
Let us now specify the setting of the Shack–Hartman sensor measurements for a more simplified geometry and in the
periodic case: we assume that theΩjk are as above, however,Ω is the whole square [−π, π]2 without any restrictions, i.e.,
M = {(j, k) : 1 ≤ j, k ≤ N}. Once more we want to mention that the following analysis only works for this special setting.
Since we want to work with 2π-periodic functions, we have to choose a subspace of X (see (4)), i.e., we restrict the
operator K to the space
H1(Ω) :=

Φ ∈ H1(Ω) :
∫
Ω
Φ(x, y) d(x, y) = 0,Φ(x, π) = Φ(x,−π) x ∈ [−π, π] a.e.,
Φ(π, y) = Φ(−π, y) y ∈ [−π, π] a.e.

with the same inner product as in X (see (5)). For the space Y see (6), (7). Note thatm = N2 now.
One can show (see, e.g., [23]) thatΦ ∈ H1(Ω) if and only if
Φ(x, y) =
∞−
m,n=−∞
Φmnei(mx+ny)
Φmn = 14π2
∫
Ω
Φ(x, y)e−i(mx+ny) d(x, y).
Φ00 = 0 Φmn = Φ−m−n
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∞−
m,n=−∞
|Φmn|2(m2 + n2) <∞
Φx(x, y) =
∞−
m,n=−∞
imΦmnei(mx+ny)
Φy(x, y) =
∞−
m,n=−∞
inΦmnei(mx+ny).
Moreover, the inner product ofΦ,Ψ ∈ H1 according to (5) may be calculated via:
⟨Φ,Ψ ⟩H1 = 4π2
∞−
m,n=−∞
ΦmnΨ mn(m2 + n2).
The adjoint of the operator K : H1 → Y is given as in (9), i.e., u = K ∗w fulfills the equation∫
Ω
∇u(x, y) · ∇Φ(x, y) d(x, y) =
∫
Ω
α(x, y) · ∇Φ(x, y) d(x, y), (10)
where
α(x, y) = (α1(x, y), α2(x, y))T
:= 1
4π2

N−
j,k=1
w1jkχΩjk(x, y),
N−
j,k=1
w2jkχΩjk(x, y)
T
. (11)
We will use (10) to find the Fourier coefficients umn of u by choosing special functions Φ ∈ H1: note that the functions
(ei(mx+ny) + e−i(mx+ny)) and (iei(mx+ny) − ie−i(mx+ny)), (m, n) ∈ N0 × Z \ {(0, 0)}, are an orthogonal basis of H1 . Plugging in
these functions in (10) and solving the system is equivalent to choosing the functions e−i(mx+ny), (m, n) ∈ Z2 \ {(0, 0)}, for
Φ instead, although they are not elements of H1 . Noting that Fourier coefficients can also be calculated for α1, α2(∈ L∞)we
directly obtain:
umn = −imα1,mn + nα2,mnm2 + n2 , (m, n) ∈ Z
2 \ {(0, 0)} =: Z2. (12)
Now we are in a position to give a formula for K ∗ using Fourier coefficients.
Proposition 1. The adjoint of the operator K : H1(Ω)→ RN2 × RN2 , defined as in (1), is given by
(K ∗w)(x, y) =
N−
j,k=1
(w1jks
1
jk(x, y)+ w2jks2jk(x, y)), (13)
where
s1jk(x, y) := −i
h2
16π4
−
(m,n)∈Z2
m η(imh) η(inh)
m2 + n2 e
−i(mtj+ntk)ei(mx+ny), (14)
s2jk(x, y) := −i
h2
16π4
−
(m,n)∈Z2
n η(imh) η(inh)
m2 + n2 e
−i(mtj+ntk)ei(mx+ny), (15)
η(z) :=
 ez − 1
z
, z ≠ 0,
1, z = 0,
h = 2π
N
. (16)
Proof. In view of (12), we have to compute the Fourier coefficients of the functions α1, α2. Thus, we must compute the
Fourier coefficients of the characteristic functions χΩjk : noting that∫ tl
tl−1
e−imv dv =
 1
−im (e
−imtl − e−im(tl−h)), m ≠ 0,
h, m = 0,

= he−imtlη(imh),
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we obtain that∫
Ωjk
e−i(mx+ny) d(x, y) =
∫ tj
tj−1
e−imx dx
∫ tk
tk−1
e−iny dy
= h2e−i(mtj+ntk)η(imh) η(inh) (17)
and, hence, together with (11) that
αl,mn = 116π4
N−
j,k=1
wljk
∫
Ωjk
e−i(mx+ny) d(x, y)
= h
2
16π4
η(imh) η(inh)
N−
j,k=1
wljke
−i(mtj+ntk).
The assertion now follows with (12). 
Next we give a representation of the operator KK ∗:
Proposition 2. Let K : H1(Ω)→ RN2 × RN2 be defined as in (1). Then it holds that
KK ∗w =

N−
j,k=1
(w1jkT
11
pq,jk + w2jkT 12pq,jk),
N−
j,k=1
(w1jkT
21
pq,jk + w2jkT 22pq,jk)
N
p,q=1
, (18)
where
Tµνpq,jk
:= h
2
16π4
−
(m,n)∈Z2
ρµν(m, n)|η(imh)|2|η(inh)|2
m2 + n2 e
−ih(m(j−p)+n(k−q)), (19)
= h
2
16π4
N−1−
α,β=0
ψ
µν
αβ e
−ih(α(j−p)+β(k−q)) (20)
ρ11(m, n) := m2, ρ22(m, n) := n2, (21)
ρ12(m, n) := mn, ρ21(m, n) := mn, (22)
ψ
µν
αβ :=

−
γ ,δ∈Z
ρµν(α + γN, β + δN)|η(i(α + γN)h)|2|η(i(β + δN)h)|2
(α + γN)2 + (β + δN)2 ,
if (α, β) ≠ (0, 0),
0, if (α, β) = (0, 0).
(23)
Proof. It follows immediately from (1) and (13) that KK ∗w has the representation as in (18) with
T 1νpq,jk = h−2
∫
Ωpq
sνjk,x(x, y) d(x, y) T
2ν
pq,jk = h−2
∫
Ωpq
sνjk,y(x, y) d(x, y).
Due to (14) and (15), we have to compute integrals of the form∫
Ωpq
ei(mx+ny) d(x, y).
Now (17), the fact that η(imh)η(−imh) = |η(imh)|2, and the definition of tj imply the assertion with Tµνpq,jk as in (19). For the
formula in (20) we just note that, due to h = 2π/N , the functions eihms are periodic inm (or s) with period N . Thus,
e−ih((α+γN)(j−p)+(β+δN)(k−q)) = e−ih(α(j−p)+β(k−q)).
Together with
|η(iγNh)| = 0 if γ ≠ 0 (24)
this implies (20). Note that the reordering of the infinite series is allowed, since it is easy to show that the series are absolutely
convergent. 
It is our aim to compute the singular values of K . Since they are, as mentioned already in the introduction, the square
roots of the positive eigenvalues of KK ∗, we will next derive formulas for these eigenvalues.
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Theorem 3. For each α, β ∈ {0, . . . ,N − 1} let λ±αβ denote the (real) eigenvalues of the 2× 2matrix
Aαβ :=

ψ11αβ ψ
12
αβ
ψ12αβ ψ
22
αβ

,
where the ψµναβ are defined as in (23), i.e.,
λ±αβ =
1
2
[(ψ11αβ + ψ22αβ)±

(ψ11αβ + ψ22αβ)2 − 4(ψ11αβψ22αβ − (ψ12αβ)2)]. (25)
The associated (orthonormal) eigenvectors will be denoted by (κ±,1αβ , κ
±,2
αβ )
T .
Then the 2N2 eigenvalues of KK∗ are given by
λ±αβ
4π2
: α, β ∈ {0, . . . ,N − 1}

with associated (real) eigenvectors
v±αβ := ℜ(w±αβ)+ ℑ(w±αβ), (26)
where
w±αβ := ((κ±,1αβ , κ±,2αβ ) eih(α(j−1)+β(k−1)))Nj,k=1 ∈ CN
2 × CN2 . (27)
Moreover, the real vectors v±αβ are an orthogonal basis of RN
2 × RN2 .
Proof. First of all we calculate KK ∗w±αβ noting that (18) maybe extended to complex vectors in a natural way. Together with
(20) and (27) we obtain that
(KK ∗w±αβ)
µ
pq =
N−
j,k=1
(w
±,1
αβ,jkT
µ1
pq,jk + w±,2αβ,jkTµ2pq,jk)
= h
2
16π4
N−1−
α˜,β˜=0
(κ
±,1
αβ ψ
µ1
α˜β˜
+ κ±,2αβ ψµ2α˜β˜ ) eih(α˜(p−1)+β˜(q−1))
N−
j,k=1
eih((α−α˜)(j−1)+(β−β˜)(k−1)).
This together with h = 2π/N , the definition of (κ±,1αβ , κ±,2αβ )T , and the well known orthogonality relation
N−
j=1
eihp(j−1) = Nδ0,pmodN , p ∈ Z, (28)
where δr,s denotes the Kronecker symbol, yields that
(KK ∗w±αβ)
µ
pq =
1
4π2
(κ
±,1
αβ ψ
µ1
αβ + κ±,2αβ ψµ2αβ ) eih(α(p−1)+β(q−1)) =
λ±αβ
4π2
w
±,µ
αβ,pq.
Since KK ∗ is a real matrix and λ±αβ are real eigenvalues, the above result implies that both the real and imaginary part ofw
±
αβ
are eigenvectors of KK ∗. Thus, by definition (26), also v±αβ is an eigenvector of KK ∗.
To conclude that we have really found all 2N2 eigenvalues it suffices to show that the vectors v±αβ are an orthogonal basis
of RN
2 × RN2 : it follows with (26) and (27) that
N2⟨ v±αβ , v±α˜β˜ ⟩ = (κ
±,1
αβ κ
±,1
α˜β˜
+ κ±,2αβ κ±,2α˜β˜ )
N−
j,k=1
zαβ,jkzα˜β˜,jk (29)
with
zαβ,jk := 12 ((1− i) e
ih(α(j−1)+β(k−1)) + (1+ i) e−ih(α(j−1)+β(k−1))).
Since
N−
j,k=1
zαβ,jkzα˜β˜,jk =
1
2
N−
j,k=1
(ie−ih((α+α˜)(j−1)+(β+β˜)(k−1)) − ieih((α+α˜)(j−1)+(β+β˜)(k−1)) + e−ih((α−α˜)(j−1)+(β−β˜)(k−1))
+ eih((α−α˜)(j−1)+(β−β˜)(k−1))),
S. Kindermann et al. / Journal of Computational and Applied Mathematics 236 (2012) 2186–2199 2193
(28) implies that this sum is zero whenever α ≠ α˜ or β ≠ β˜ . The bracket expression in (29), however, vanishes whenever
α = α˜, β = β˜ , and one vector corresponds to+ and one to−. This proves the desired result. 
Note that, since ψµν00 = 0, the eigenvalues λ±00 are zero. Moreover, it follows similarly as in the proof above that also the
vectorsℜ(w±αβ)− ℑ(w±αβ) form an orthogonal basis of eigenvectors in RN2 × RN2 . This reflects the following fact: let
α˜ =

N − α, α = 1, . . . ,N − 1,
α, α = 0, β˜ =

N − β, β = 1, . . . ,N − 1,
β, β = 0,
then it follows from (23) that
ψνναβ = ψνναβ˜ = ψννα˜β = ψννα˜β˜ , ν = 1, 2, ψ12αβ = ±ψ12αβ˜ = ±ψ12α˜β = ±ψ12α˜β˜ ,
where the±means that either+ or− holds depending on α˜ and β˜ . However, in any case we get that
λ±αβ = λ±αβ˜ = λ±α˜β = λ±α˜β˜ .
Wewill now have a closer look at the eigenvalues of KK ∗. We will show in the next theorem that exactly 2N eigenvalues are
zero.
Theorem 4. For α2 + β2 ≠ 0 it holds that
λ±αβ =
1
2
[1±

1− 4(ψ11αβψ22αβ − (ψ12αβ)2)]. (30)
Moreover, for α ≠ 0 and β ≠ 0
λ±00 = 0, λ−α0 = λ−0β = 0, λ+α0 = λ+0β = 1 and λ±αβ ∈ (0, 1).
Proof. Let α2 + β2 ≠ 0. First of all note that
(ψ11αβ + ψ22αβ)2 − 4(ψ11αβψ22αβ − (ψ12αβ)2) = (ψ11αβ − ψ22αβ)2 + 4(ψ12αβ)2 > 0
and, therefore, all eigenvalues are real.
Due to (16), it holds that
|η(iz)|2 = 4
z2
sin2
 z
2

(31)
and, hence, we obtain with h = 2π/N and [24, Eq. (1.422)] that−
γ∈Z
|η(i(α + γN)h)|2 = sin2
απ
N
−
γ∈Z
1
π2

α
N + γ
2 = 1 (32)
if α > 0. In case α = 0, (16) and (24) imply that−
γ∈Z
|η(iγNh)|2 = 1.
Thus, (23) now implies that
ψ11αβ + ψ22αβ =
−
γ ,δ∈Z
|η(i(α + γN)h)|2|η(i(β + δN)h)|2 = 1.
Together with (25) this yields (30).
Let us now assume that α = 0 and β ≠ 0. Then (23) and (24) yield that
ψ
µν
0β =
−
δ∈Z
ρµν(0, β + δN)|η(i(β + δN)h)|2
(β + δN)2
and furthermore with (21), (22) and (32) that
ψ110β = ψ120β = 0, ψ220β = 1.
In a similar way one obtains that
ψ11α0 = 1, ψ12α0 = ψ22α0 = 0.
This yields the assertions on λ±α0 and λ
±
0β , respectively.
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Finally, we assume that α, β ≠ 0 and define
aγ δαβ :=
(α + γN) |η(i(α + γN)h)| |η(i(β + δN)h)|
(α + γN)2 + (β + δN)2 ,
bγ δαβ :=
(β + δN)|η(i(α + γN)h)| |η(i(β + δN)h)|
(α + γN)2 + (β + δN)2 .
Then, by (21)–(23), we get that
ψ11αβψ
22
αβ − (ψ12αβ)2 = ‖aαβ‖2l2‖bαβ‖2l2 − ⟨ aαβ , bαβ ⟩2l2 ≥ 0.
The last inequality follows from the Cauchy–Schwarz inequality. Moreover, equality only holds if aαβ and bαβ are collinear.
This is, however, only possible if α = 0 or β = 0 and α2 + β2 ≠ 0. This proves that λ±αβ ∈ (0, 1) if α, β ≠ 0. 
Now we are in a position to write down an explicit formula for the best approximate solution of KΦ = g . Noting that in
a singular system ul = σ−1l K ∗vl and that ‖v±αβ‖ = 1, we obtain together with (3) and Theorem 3 that
ΦĎ = 4π2
−
α,β
1
λ±αβ
⟨ g, v±αβ ⟩YK ∗v±αβ , (33)
where the sum is taken only over the positive values λ±αβ , i.e., over 2N2 − 2N values.
Please note that that the series in (23) and in Proposition 1 have to be truncated and can, therefore, only be computed
approximately. These approximations, however, can be provided up to an arbitrarily good accuracy. Moreover, they and the
(then approximate) eigenvalues λ±αβ can be precomputed.
The values ⟨ g, v±αβ ⟩Y can be computed very fast with the FFT. This can be seen as follows:
⟨ g, v±αβ ⟩Y = ℜ(⟨ g, w±αβ ⟩Y )+ ℑ(⟨ g, w±αβ ⟩Y ),
⟨ g, w±αβ ⟩Y = N−2

κ
±,1
αβ
N−
j,k=1
g1jke
ih(α(j−1)+β(k−1)) + κ±,2αβ
N−
j,k=1
g2jke
ih(α(j−1)+β(k−1))

.
All sums
N−
j,k=1
gjkeih(α(j−1)+β(k−1)) =
N−
k=1

N−
j=1
gjkeihα(j−1)

eihβ(k−1)
can be computed in 2N2 log2 N steps.
Finally, we want to investigate the asymptotic behaviour of the positive eigenvalues λ±αβ for N → ∞. We will show
in the next theorem that the smallest positive eigenvalue decays with the rate N−2. Thus, the problem of finding the best
approximate solution of KΦ = g is asymptotically ill-posed and it might be a good idea to cut off the sum in (33) for very
small values λ±αβ to increase stability.
Theorem 5. Let α, β ≠ 0. Then there is a constant c > 0 such that
λ±αβ ≥ c min{α2, β2, (N − α)2, (N − β)2}N−2.
This lower bound is sharp with respect to the power of N, since
λ−11 ≤ cNN−2 with limN→∞ cN =
π2
3
.
Proof. First of all note that
2z(1+ 4z) ≥ 1−√1− 4z ≥ 2z, z ∈
[
0,
1
4
]
. (34)
Therefore,
λ±αβ ≥ ψ11αβψ22αβ − (ψ12αβ)2 and λ−αβ ≤ 2(ψ11αβψ22αβ − (ψ12αβ)2). (35)
Using (31) and h = 2π/N we obtain that
|η(i(α + γN)h)|2 = sinc2(απN−1) (αN
−1)2
(αN−1 + γ )2 ,
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where sinc is defined as usual, i.e.,
sinc(z) =
 sin(z)
z
, z ≠ 0,
1, z = 0.
Together with (21)–(23) we get that
ψ11αβψ
22
αβ − (ψ12αβ)2 = sinc2(απN−1)sinc2(βπN−1)D(απN−1, βπN−1) (36)
where
D(s, t) := r11(s, t) r22(s, t)− (r12(s, t))2,
r11(s, t) :=
−
γ ,δ∈Z
s2t2
((s+ γ )2 + (t + δ)2)(t + δ)2 ,
r12(s, t) :=
−
γ ,δ∈Z
s2t2
((s+ γ )2 + (t + δ)2)(s+ γ )(t + δ) ,
r22(s, t) :=
−
γ ,δ∈Z
s2t2
((s+ γ )2 + (t + δ)2)(s+ γ )2 .
To derive estimates for D(s, t) from below, we will rewrite the functions r11, r12, and r22 by splitting the series into four
parts according to the cases γ = 0, γ ≠ 0, δ = 0, and δ ≠ 0. This is allowed, since all series are absolutely and uniformly
convergent.
Due to symmetry arguments for the eigenvalues λ±αβ and due to the fact that D(s, t) = D(t, s), we will restrict our
considerations in the following to values s, t from the set A := {(s, t) : 0 < s ≤ t ≤ 1/2}.
r11(s, t) = s
2
s2 + t2 + s
2g1(s, t)+ s2t2g2(s, t),
where
g1(s, t) :=
−
γ∈Z\{0}
1
(s+ γ )2 + t2 ,
g2(s, t) :=
−
γ∈Z
−
δ∈Z\{0}
1
((s+ γ )2 + (t + δ)2)(t + δ)2 .
Similarly, we obtain that
r22(s, t) = t
2
s2 + t2 + t
2g1(t, s)+ s2t2g2(t, s).
Moreover,
r12(s, t) = st
s2 + t2 − s
3tg3(s, t)− st3g3(t, s)+ s3t3g4(s, t),
where
g3(s, t) := −1s
−
γ∈Z\{0}
1
((s+ γ )2 + t2)(s+ γ )
=
∞−
γ=1
2s2 + 2t2 + 6γ 2
((s+ γ )2 + t2)((s− γ )2 + t2)(γ 2 − s2) ,
g4(s, t) := 1st
−
γ ,δ∈Z\{0}
1
((s+ γ )2 + (t + δ)2)(s+ γ )(t + δ)
=
∞−
γ ,δ=1
4 p(s, t, γ , δ)
q(s, t, γ , δ)(γ 2 − s2)(δ2 − t2) ,
p(s, t, γ , δ) := (s2 + t2)3 + 3(γ 6 + δ6)+ 26γ 2δ2(s2 + t2)+ 17(γ 4δ2 + γ 2δ4)
+ 6s2t2(γ 2 + δ2)+ γ 2(s4 + 5t4)+ δ2(5s4 + t4)+ γ 4(7t2 − 5s2)+ δ4(7s2 − 5t2),
q(s, t, γ , δ) := ((s+ γ )2 + (t + δ)2)((s− γ )2 + (t + δ)2)((s+ γ )2 + (t − δ)2)((s− γ )2 + (t − δ)2).
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Obviously all functions gi, i = 1, 2, 3, 4, are continuous and uniformly bounded on A. They are even uniformly bounded
from below by positive numbers. Note that on A
3(γ 6 + δ6)− 5γ 4s2 − 5δ4t2 ≥ 7
4
(γ 4 + δ4).
Therefore, there exist an 0 < ε < 1/2 and a constant c1 > 0 such that
D(s, t) = s
2t2
s2 + t2 (g1(s, t)+ g1(t, s))+
s2t4
s2 + t2 (g2(s, t)+ 2g3(t, s))
+ s
4t2
s2 + t2 (g2(t, s)+ 2g3(s, t))− 2 g4(s, t)
s4t4
s2 + t2 + s
2t2g1(s, t)g1(t, s)
+ s2t4g1(t, s)gs(s, t)+ s4t2g1(s, t)g2(t, s)+ s4t4(g2(s, t)g2(t, s)− 2g3(s, t)g3(t, s))
− s2t6g23 (t, s)− s6t2g23 (s, t)− s6t6g24 (s, t)+ 2s4t6g3(t, s)g4(s, t)+ 2s6t4g3(s, t)g4(t, s) ≥ c1s2
for all (s, t) ∈ Awith s ≤ ε. Here we used the fact that
2
s2 + t2 − t
2g3(t, s) ≥ 0
for (s, t) ∈ A and s sufficiently small which follows from the estimate
g3(t, s) ≤
∞−
γ=1
1+ 6γ 2
γ 2 − 14
3 = 32− 32π2 < 18.
Since D(s, t) > 0 on A, there is a constant c2 > 0 such that D(s, t) ≥ c2 ≥ 4c2s2 for all ε ≤ s ≤ t ≤ 1/2. Now the symmetry
considerations from above together with (35) and Eq. (36) yield the first assertion of this theorem.
To prove the second assertion, we choose s = t = N−1. Using the formula for D(s, t) above, we obtain together with (30)
and (34)–(36) that
λ−11 ≤ c˜N(1+ 4N−2c˜N)N−2 with c˜N := sinc4(πN−1) [g1(N−1,N−1)+ c3N−2]
for some constant c3 > 0. The second assertion now follows with
g1(N−1,N−1) =
−
γ∈Z\{0}
1
(N−1 + γ )2 + N−2 → 2
∞−
γ=1
1
γ 2
= π
2
3
. 
4. Some numerical results
First, we computed the condition numbers of KK ∗ for different dimensions N of the sensor. The following table shows
that the condition numbers really behave as N2 as expected from Theorems 4 and 5. As already mentioned above, all series
in (23) have been truncated.
N κ(KK ∗) κ(KK ∗)∗N−2
5 6.6 0.264
10 29.7 0.297
20 122.7 0.307
50 774.0 0.310
100 3100.1 0.310
We observe a moderate growth of the condition numbers, which guarantees a stable inversion at least for small noise
levels.
Next, we performed reconstructions of the incoming wavefront using different numbers of singular values/functions
for the reconstruction, and additionally studied the influence of noise in the data on the reconstruction. Fig. 4 shows the
incoming wavefront generated using the von Karman model for the distribution of the frequencies in the atmosphere [2].
The data were obtained by computing the gradient of the discretized wavefront and averaging it over the subapertures. In
this example N = 40, i.e., measurements are available from N2 = 1600 subapertures.
Fig. 5 shows the reconstruction of the wavefront from the accurate data, using different numbers of singular values for
the reconstruction. The reconstructions were evaluated at the same grid points as the original wavefront. In this case, the
use of more singular values leads to a better reconstruction.
This is, however, not the case for high noise, where the use of too many singular values leads to a worse reconstruction,
see Figs. 6 and 7, where we plotted the reconstruction quality depending on the number of used singular values for different
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Fig. 4. Generated incoming wavefront (resolution: 400× 400).
Fig. 5. Reconstruction of the wavefronts using 10% of the singular values (left), and using the full spectrum (right).
flux levels. The flux is the number of incoming photons per time unit on each subaperture. Bright stars have a high flux and
faint stars a low flux number. The flux is directly related to the signal to noise ratio: high fluxmeans low noise, low flux high
noise. We performed the computations for three different flux levels: 10 000 photons per subaperture (high flux), 10 and
2 photons per subaperture (low flux). As quality measure we used the H1-norm (Fig. 6) and the Strehl ratio (Fig. 7), which
is commonly used by astronomers. The Strehl ratio is the quotient of the point spread functions (evaluated at zero) of the
telescope (without atmosphere) and the telescope with atmosphere but after the correction based on the reconstruction. A
Strehl of 100% means that the deformable mirror corrected for all atmospheric influences. A high Strehl ratio corresponds
to a low H1-error.
From the figures we observe that in the high flux case the use of more singular values gives a better reconstruction with
higher Strehl and lower H1-error. In the low flux case, however, it is beneficial to use fewer singular values. E.g., with a
flux of 10 photons per subaperture, we are getting a significantly higher Strehl ratio than we would get by using the full
spectrum. The performance gets only slightly better by using more than 15% of the singular values, but starts to drop if we
use more than 52% of the spectrum. This is even more pronounced in the case of a flux of 2 photons per subaperture. Here,
the reconstruction quality already drops if we are using more than 2% of the spectrum.
The observed performance is in accordance with standard regularization theory: it is well known that the truncated
singular value decomposition acts as a regularization. For higher noise levels, fewer singular values have to be used in order
to obtain a stable reconstruction. As the numerical effort for the reconstruction is equivalent to the number of used spectral
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Fig. 6. Relative H1-error of the reconstruction of the wavefront for different flux levels and different numbers of used spectral elements.
Fig. 7. Strehl ratios of the corrected wave for different flux levels and different numbers of used spectral elements.
elements, this has the side effect that the optimal reconstruction with few singular values is also proportionally faster than
the full reconstruction.
The numerical results demonstrate that the SVD based reconstruction method yields a high quality. We wish to remark
that the results available so far only apply for a quadratic aperture. The method has to be extended in order to work on
more realistic geometries as, e.g., described in Fig. 3. A possible way is to extend the available measurements onto the
square. However, extending the measurements by simply setting them to zero gives bad reconstruction results. It will
be necessary to use additional conditions for the determination of the sensor values outside the measurement area, see,
e.g., [19]. A detailed study, possible extensions and numerical aspects, especially what singular values should be takenwhen
the sum is truncated, and the fast realization of the reconstruction method via the SVD will be presented in a forthcoming
paper.
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