Recent data-driven soft sensors often use multiple adaptive mechanisms to cope with non-stationary environments. These mechanisms are usually deployed in a prescribed order which does not change. In this work we use real world data from the process industry to compare deploying adaptive mechanisms in a fixed manner to deploying them in a flexible way, which results in varying adaptation sequences. We demonstrate that flexible deployment of available adaptive methods coupled with techniques such as cross-validatory selection and retrospective model correction, can benefit the predictive accuracy over time. As a vehicle for this study, we use a soft-sensor for batch processes based on an adaptive ensemble method which employs several adaptive mechanisms to react to the changes in data.
Introduction
Modelling industrial processes typically involves estimating a finite set of physical quantities. Certain necessary measurements in the process industry are often excessively costly or time consuming. Soft sensors have proven to be useful tools in these situations, providing information about the quantity to be estimated without directly performing the measurements. There are two main families of soft sensors; physical model based and data-driven soft sensors [1] . Physical model-driven soft sensors estimate the quantity using chemical and physical laws behind the process. For many complex processes this is impossible as accurate first principle models are not known or evolution of the process is not taken into account.
In this work we focus on data-driven soft sensors. In particular we scrutinise and explore the multiple adaptive mechanisms applied to soft sensors in a streaming data scenario. The streaming data scenario itself introduces some interesting questions. For the batch processes where data arrives in large segments called batches, which are common in the process industry, especially in the chemical, microelectronics and pharmaceutical areas [2] , the models are typically adapted when a new batch of data is observed. This can be done with or without historical data (which may have been jettisoned, is not readily available or would be computationally costly to include).
The underlying assumptions of a soft-sensor model may only hold for a certain period of time [3] . It has been shown that many changes in the environment which are no longer being reflected in the model contribute to the deterioration of predictive model's accuracy over time [4, 5] . Factors such as sensor/measurement deterioration, addition of new sensors, changes in the process flow or input materials etc. can result in alternate models explaining the process better. This requires constant manual retraining and readjustment of the soft sensors which is often expensive, time consuming and in some cases impossible -for example when the historical data is not available any more.
To avoid outright retraining and development of soft-sensor models for an evolving process, many soft sensors with adaptive mechanisms (AMs) [5] have been proposed, starting with the recursive Principal Component Analysis (PCA) and Partial Least Squares (PLS) approaches presented in [6, 7] and developing as discussed later (Section 2). Often adaptation operates by reducing the weight applied to irrelevant parts of the historical data, which may be implemented in a variety of ways. In addition, recent adaptive soft sensors use, not one, but multiple AMs. Employing multiple AMs is more versatile than a single approach and can lead to superior prediction performance (e.g. [8, 9] ) because given an evolution in the process some AMs are more appropriate than others at different times. However, in practice, most research has concentrated on AM's deployed in a prescribed fixed order set at the model design time. The common choice is to deploy all of the AMs at the same time, however this can lead to undesirable results with some AMs cancelling the effect of others or by overcompensating for change in the process.
In this paper we are providing a deeper analysis of a soft sensor with multiple AMs, concentrating on the choice and order of AMs' deployment. For this purpose we use the Simple Adaptive Batch Learning Ensemble (SABLE) [10] , on which the analysed soft sensor is based. SABLE is an ensemble method, meaning that the final prediction is calculated by combining the predictions of different models (experts). As such, it uses three different popular AMs to deal with changing data; (i) Recursive Partial Least Squares (RPLS) [11] is used to discount older data, (ii) adapting the combination weights targets the ensemble mix, and (iii) addition/merge/removal of experts adapts the structure of the model ensemble. This allows us to relate to many other soft-sensors which use similar AMs for their adaptation, making our exploration relevant to a very broad class of similar approaches.
As a result of our analysis based on three real world process industry datasets we provide strong empirical evidence that deploying AM's in a flexible order without a predetermined sequence leads to better prediction accuracy. Two methods in particular were effective for the choice of the AM -cross-validatory selection and retrospective model correction (see Section 3.2). Cross-validatory AM selection involves selecting the AM to deploy based on the performance on the current data. Once the subsequent data has been fully observed, the AM which would indeed have been the best for previous batch becomes known. Retrospective model correction is reverting the model to the state, which the deployment of this best AM would have created. 2 A method which uses an ensemble of univariate regressors for multivariate regression is described in [17] . It includes weighting of models and forgetting factor AMs. [31] uses time difference ensemble based on the distance between the current input and historical inputs. This method can use either moving window or just-in-time (creation of a model from most relevant instances) approaches for adaptation. [31] also uses just-in-time model creation with global performance based adaptive weighting. From the analysis above we can see that there are a host of adaptation mechanisms which can be applied with ensemble methods. A review of these mechanisms for soft sensors is given in [5] . The mechanisms target different characteristics of the model; the error, the current location in the input space (or output space), and the temporal distance. The SABLE framework chosen here also includes such functionality. Most of the described work above have a common characteristic that whatever the AMs, they are applied at every time step in the same manner. In contrast the approaches proposed in [15, 16, 21, 28, 31, 32] change the order of the adaptation. This research is perhaps the most relevant to the current paper. In particular, [28] creates new experts when existing ones are not built on the relevant data, [15, 16] create new experts when the predictive error on an instance is above a set threshold. In [31] the predictive accuracy is assessed to switch between two predictive models. Again the, predictive accuracy is used to choose between just-in-time model creation and offset update in [21] . [32] presents a plug and play architecture for preprocessing, adaptation and prediction which foresees the possibility of using different adaptation methods in a modular fashion, but does not address the method of AM selection. The research presented here differs from the existing studies as, to the best of authors' knowledge, it is the first work to examine how changing the order and the type of adaptation affects the system characteristics and performance.
Formulation
We assume that the data is generated by an unknown time varying process which can be formulated as:
where ψ is the unknown function, τ a noise term, x ∈ R M is an input data instance, and y τ is the observed output at time τ 12 . Then we consider the predictive method at a time τ as a function:ŷ
whereŷ τ is the prediction, f τ is an approximation (i.e. the model) of ψ(x, τ ), and Θ f is the associated parameter set. Our estimate, f τ , evolves via adaptation as each batch of data arrives as is now explained.
1 Please note that Equation 1 has not intended to and do not explicitly take into account the dynamics of the data generating process as is commonly done in the state-space model representation used in the control engineering. Here x represents all measurable/observable variables (e.g. sensor readings, etc.) which are used as inputs to the prediction model as expressed in Equation 2.
2 The notation used in this paper is listed in the Table A. 
Adaptation
In the batch streaming scenario considered in this paper, data arrives in batches with τ ∈ {τ k · · · τ k+1 − 1}, where τ k is the start time of the k-th batch. If n k is the size of the k-th batch, τ k+1 = τ k + n k . It then becomes more convenient to index the model by the batch number k, denoting the inputs as
. We examine the case where the prediction function f k is static within a k-th batch.
3 . We denote the a priori predictive function at batch k as f − k , and the a posteriori predictive function, i.e. the adapted function given the observed output, as f + k . An adaptive mechanism, g(· ), may thus formally be defined as an operator which generates an updated prediction function based on the batch V k = {X k , y k } and other optional inputs. This can be written as:
or alternatively as f We examine a situation when a choice of multiple, different AMs, {∅, g 1 , ..., g H } = G, is available. Any AM g h k ⊂ G can be deployed on each batch, where h k denotes the AM deployed at batch k. As the history of all adaptations up to the current batch, k, have in essence created f − k , we call that sequence g h1 , ..., g h k an adaptation sequence. Note that we also include the option of applying no adaptation denoted by ∅. In this formulation, only one element of G is applied for each batch of data. Deploying multiple adaptation mechanisms on the same batch are accounted for with their own symbol in G. Figure 1 illustrates our formulation of adaptation.
Adaptation strategies
In this section we present the different strategies we examined to understand the issues surrounding flexible deployment of AMs better and assist in the choice of adaptation sequence.
At every batch k, an AM g h k must be chosen to deploy on the current batch of data. To obtain a benchmark performance, we use a greedy optimal adaptation strategy
where denotes the chosen error measure 4 . Since X k+1 , y k+1
are not yet obtained, this strategy is not applicable in the real life situations. Also note that this may not be the overall optimal strategy which minimizes the error over the whole dataset. While discussing the results in the Section 5 we refer to this strategy as Optimal.
Given the inability to conduct the Optimal strategy, below we list the alternatives. The simplest adaptation strategy is applying the same AM to every batch (these are denoted Sequence1, Sequence2 etc. in Section 5). A more common practice (see Section 2) is applying all adaptive mechanisms, denoted as Joint in Section 5.
As introduced in [10] , it is also possible to use V k for the choice of g h k . Given the observation, the a posteriori prediction error
is effectively an in-sample error as g h k is a function of {X k , y k }. 5 To obtain a generalised estimate of the prediction error we apply 10-fold cross validation. The cross-validatory adaptation strategy (denoted as XVSelect) uses a subset (fold), S, of {X k , y k } to adapt; i.e. f
and the remainder, S , is used to evaluate, i.e. find f
. This is repeated 10 times resulting in 10 different error values and the AM, g h k ∈ G, with the lowest average error measure is chosen. In summary:
where × denotes the cross validated error. The next strategy can be used in combination with any of the above strategies as it focuses on the history of the adaptation sequence and retrospectively adapts two steps back. This is called the retrospective model correction [33] . Specifically, we estimate which adaptation at batch k − 1 would have produced an optimal estimate in block k:
Using cross-validated error measure in Equation 6 is not necessary, because g h k−1 is independent of y k . Also note the presence of g h k ; retrospective correction does not in itself produce a f k+1 and so cannot be used for prediction unless it is combined with another strategy (g h k ). This strategy can be extended to consider the sequence of r AMs while choosing the optimal state for the current batch, which we call r-step retrospective correction:
4 In this paper Mean Absolute Error (MAE) is used. 5 As a solid example consider the case where f
In this case y k are part of the training set and so we risk overfitting the model if we also evaluate the goodness of fit on y k . We next examine the prediction algorithm and the adaptive mechanisms (the set G) used in this research.
Algorithm
To perform experiments, we chose a modelling framework which has the ability to implement several different types of adaptation mechanisms. This is called the Simple Adaptive Batch Local Ensemble (SABLE) 6 , which is an extension of the ILLSA method [8] . ILLSA uses an ensemble of models, called base learners, with each base learner implemented using a linear model formed through RPLS. TO get the final prediction, the predictions of base learners are combined using input/output space dependent weights (i.e. local learning). SABLE differs from ILLSA in that it is designed for batches of data whereas ILLSA works and adapts on the basis of individual data points. Furthermore, SABLE supports the creation and merger of base learners. PLS was chosen because it is widely used for predictions in chemical processes where high dimensional datasets tend to have low-dimensional embeddings. Figure 2 shows the diagram of SABLE model .
Building of Experts' Descriptors
The relative (to each other) performance of experts varies in different parts of the input/output space. In order to quantify this a descriptor is used. Descriptors of experts are distributions of their weights with the aim to describe the area of expertise of the particular local expert. They describe the mappings from a particular input, x m , and output, y, to a weight, denoted D i,m (x m , y), where m is the m th input feature 7 and i is the i-th expert. The descriptor is constructed using a two-dimensional Parzen window method [34] as:
where V tr i is the training data used for i th expert, ||V tr i || is the number of instances it includes, w(x j ) is the weight of sample point's contribution which is defined below, x j is the jth sample of V 2×2 with the kernel width, σ, at the diagonal positions. σ, is unknown and must be estimated as a hyperparameter of the overall algorithm 8 . The weights w(x j ) for the construction of the descriptors (see Eq. 8) are proportional to the prediction error of the respective local expert:
Finally, considering that there are M input variables and I models, the descriptors may be represented by a matrix, D ∈ M ×I called the descriptor matrix.
Combination of Experts' Predictions
During the run-time phase, SABLE must make a prediction of the target variable given a batch of new data samples. This is done using a set of trained local experts F and descriptors V. Each expert makes a predictionŷ i for a data instance x. The final predictionŷ is the weighted sum of the local experts' predictions:
where v i (x,ŷ i ) is the weight of the i-th local expert's prediction. The weights are calculated using the descriptors, which estimate the performance of the experts in the different regions of the input space. This can be expressed as the posterior probability of the i-th expert given the test sample x and the local expert predictionŷ i :
where p(i) is the a priori probability of the i-th expert 9 , Σ I j=1 p(x,ŷ j )p(j) is a normalisation factor and p(x,ŷ i |i) is the likelihood of x given the expert, which can be calculated by reading the descriptors at the positions defined by the sample x and predictionŷ i :
Eq. 12 shows that the descriptors D m are sampled at the position which are given on one hand by the scalar value x m of the m-th feature of the sample point x and on the other hand by the predicted outputŷ i of the local expert corresponding to the ith receptive field. Sampling the descriptors at the positions of the predicted outputs may result in different outcome than sampling at the positions of correct target values, because the predictions are not necessarily similar to the correct values. However the correct target values are not available at the time of the prediction. The rationale for this approach is that the local expert is likely to be more accurate if it generates a prediction which conforms with an area occupied by a large number of true values during the training phase.
To reduce the number of redundant experts, after the processing of batch k, those that deliver similar predictions on V k can be merged, making use of the linear base model. If the base model is not linear and merging is not straightforward, then a pruning strategy as in [27] can be considered. There, the weight vectors of all experts on a batch of data are pairwise compared and if their similarity is higher than the defined threshold, one of the experts is removed. Prediction vectors can also be used to measure the similarity between different experts.
Adaptive Mechanisms
The SABLE algorithm allows the use of different adaptive mechanisms. AMs are deployed as soon as the true values for the batch are available and before predicting on the next batch. It is also possible that none of them are deployed. The AMs that are used in our work are described in the following sections.
Batch Learning
The simplest AM augments existing data with the data from the new batch and retrains the model. Given predictions of each expert f i ∈ F on V, {ŷ 1 , ...,ŷ I } and measurements of the actual values, y, V is partitioned into subsets in the following fashion:
for every instance [x j , y j ] ∈ V. This creates subsets
Then each expert is updated using the respective dataset V i . This process updates experts only with the instances where they achieve the most accurate predictions, thus encouraging the specialisation of experts and ensuring that a single data instance is not used in the training data of multiple experts. This AM will be denoted as AM1 in the description of the experiments below.
Batch Learning With Forgetting
This AM is similar to one described in Section 4.3.1 but includes a forgetting factor (see Section 4.4) which reduces the weight of the experts historical training data, making the most recent data more important. This AM will be denoted as AM2.
Recalculation of Descriptors
This AM recalculates the local descriptors, D, using the new batch as described in the Section 4.1. The previous weights are discarded. This AM will be denoted as AM3. Adding new expert and recalculating descriptors i.e. changing combination weights.
Retraining of both models with forgetting.
Recalculating descriptors. 
Creation of New Experts
New expert f new is created from V k . Then it is checked if any of the experts from F k−1 ∪ f new , where F k−1 is the experts pool after processing of batch k − 1, can be merged or pruned. Finally the descriptors of all resulting experts are calculated (Section 4.1). This AM will be denoted as AM4.
An example of the general principle of SABLE's operation including few selected adaptation mechanisms is illustrated in the Figure 3 . It shows how the model changes after deploying AM4, AM2 and AM3 in a sequence.
Recursive Partial Least Squares
SABLE is conceived as an algorithm which can function with any base prediction model, assuming the feature independence. In our experiments we use RPLS as a base algorithm. The advantages of this algorithm are that it derives a set of independent latent variables (features) which can be fed into the SABLE instead the original ones, acting as a pre-processing step. Furthermore RPLS can be updated without requiring the historical data and the merging of two models can be easily realised. RPLS is an extension of the Partial Least Squares, both being popular in chemical process modelling. PLS projects the scaled and mean centered multidimensional input data X ∈ R N ×M and output data Y ∈ R N ×C , where N is the number of data instances, M is the number of input variables and C is the number of output variables, to separate latent variables,
Here T ∈ R N ×L (L ≤ M as the number of latent variables) and U ∈ R N ×L are the score matrices, S ∈ R M ×L and Q ∈ R C×L are the corresponding loading matrices, and E and F are the input and output data residuals. Then the score matrices T and U consist of so called latent vectors:
where the column vectors s ∈ R m×1 and q ∈ R m×1 of the loading matrices S and Q represent the contributions of the input and output variables to the mutually orthonormal latent vectors t and u, respectively. Equations 16 and 17 constitute the PLS outer model. Afterwards a regression model, which is also called the PLS inner model, between the latent scores is constructed:
where B ∈ R l×l is a diagonal matrix of regression weights which minimizes the regression residuals R. Then the estimatesŶ of Y are:
There are different methods to calculate the required vectors t, s, u, q and b (column vector of B). One of the most popular ones, NIPALS [35] , updates latent vectors in an iterative way. After each iteration, the explained covariance is removed from the data:
The subsequent (i + 1)-th vectors are calculated by the resulting new input and output data X i+1 and Y i+1 . Recursive PLS, which uses NIPALS, updates the matrices S, T , Q, U and B when the new data becomes available, on either sample-by-sample (incremental) or batch basis. In this work we are using batch adaptation. It works by applying PLS on the new batch and constructs new input and output matrices as follows:
where the matrices S 0 , B 0 and Q 0 describe the old model and S 1 , B 1 and Q 1 the new one created from the most recent batch. 0 ≤ λ ≤ 1 is the forgetting factor whichdetermines how much influence the historic data will have, with λ = 0 meaning zero influence and λ = 1 meaning that the historical data has the same influence as the new batch. After constructing the new input and output data matrices, PLS is applied on them to get the updated matrices. The condition for this update is that the number of latent variables must be equal to the rank of X. This condition can be practically met by finding a number of latent variables a for which the error on the training data is less than the defined threshold close to 0.
Experimental results

Methodology
The experiments were performed on 3 datasets from the process industry which will be described later 10 . As explained in [32] , there is a need for adaptation for the Oxidizer and particularly for the Catalyst datasets, which is not apparent with the Drier dataset. We have performed our experiments on all of the three datasets with different batch sizes. Choosing these datasets will allow us to test AM sequences on data which exhibit different behaviours. Three different batch sizes for each dataset are examined in the simulations together with a mix of typical parameter settings as tabulated in Table 1 (for brevity purposes we will denote the batch size next to the dataset name in the future, to indicate which batch size was used for the experiment -i.e. Catalyst50 stands for Catalyst dataset with batch size of 50). These parameter combinations were empirically identified. We use the adaptive strategies presented in Table 2 To calculate the significance of differences between the predictions of different strategies, the significance test of difference of two estimators' errors relying on the sample covariance ( [36] , Section 3.2) was used.
Strategy Description
Sequence0 Apply AM0 on every batch. This means that only the first batch of data is used to create an expert. Sequence1 Apply AM1 on every batch. Sequence2 Apply AM2 on every batch. Sequence3 Apply AM3 on every batch. Sequence4 Apply AM4 on every batch.
Retrain A new model is trained from the current batch and the old one is discarded. No data partitioning is used. Joint Apply AM2 and AM4 (in this order) on every batch. This strategy deploys all of the available adaptive mechanisms (batch learning, addition of new experts and change of weights ) Optimal Select AM based on the next data batch as described in the Section 3.2. Used for benchmarking. XVSelect Select AM based on the current data batch using the cross-validatory approach described in the Section 3.2. 
Catalyst Activation Dataset
This data set was used for the NiSIS 2006 competition [37] . It includes 14 sensor measurements like flows, concentrations and temperatures from a real process. The target variable is the simulation of catalyst's activity inside the reactor. The description of the reaction speed is taken from the literature, showing a strong non-linear dependency on temperature. Further complicated processes like cooling and catalyst decay contribute to changes in the data. The data set covers one year of operation of the plant. Many of the features exhibit high co-linearity and contain high number of outliers. The data includes 5,867 data samples. We have removed two features with mostly missing and 0 values during the preprocessing. The number of latent vectors for PLS was experimentally set to 12.
In the Table 3 we present the results with batch sizes of 50, 100 and 200, (Catalyst50, Catalyst100 and Catalyst200). The best result in terms of MAE among the methods with flexible AM deployment order are denoted with a †, and among the methods with fixed order with ‡. We check whether the error values of these two strategies are significantly different with a significance level, α = 5%, and if so mark the most accurate strategy with a bold font. RC at the end of the strategy name denotes that the retrospective model correction was used. Using the benchmark (Optimal ) strategy AM, which minimizes MAE for the incoming batch of data, always led to the lowest MAE for the whole dataset.
On the smallest batch size of 50, the best method among methods with flexible AM sequences is XVSelect with correction and among the methods with fixed one is Sequence2. On the larger batch sizes respectively XVSelect, Retrain and Joint perform better in the respective groups. This can be a sign of the growing independence of the current data from historical data for this particular dataset, which is indeed known to be comparatively volatile. AM4 is the most common AM in the Optimal strategy, meaning that it often delivers the most accurate results. This is also the reason why it is often selected by XVSelect. On Catalyst100 dataset, XVSelect and Optimal have the least common AMs (Figure 4 ). This is also reflected in the Table 3 , where for that case Retrain has the least MAE. XVSelect are also shown, marked red when they differ. We can see that in the beginning of the dataset, where the target value changes quite fast, algorithms with flexible AMs perform noticeably better. In the more stable parts of the data, such as batches 50-65 or 85-94, the differences are much less drastic. Optimal and XVSelect with correction can suffer from fluctuations (e.g. batches 107-108) which is an artefact of the SABLE algorithm, depending on its settings.
The importance of the proper selection of AMs is illustrated in Figure 6 which presents MAE values after exhaustively deploying all possible combinations of AMs for four steps ahead at every batch on the Catalyst50 dataset. As we can see in this figure, the choice of the wrong AM can result in a drastic increase in the prediction error.
We have additionally experimented with 2 and 3 steps retrospective correction as described in the Equation 7 for XVSelect. Figure 7 (a) shows the results. It can be seen that using more than one step retrospective correction does not generally bring improvement to the predictive accuracy, and in fact often decreases it. We relate this to the fact that using more retrospective correction steps increases the overfitting of the model to the current batch.
Thermal Oxidizer Dataset
This dataset deals with the prediction of the concentration of exhaust gas during an industrial process where the task is to predict the concentrations of N O x in the exhaust gases. The data set consists of 36 input features which are hard sensor measurements. They are physical values like concentrations, flows, pressures and temperatures measured during the operation of the plant. The dataset consists of 2,820 samples. In addition, outliers and missing values are present in the data. The number of latent vectors for PLS was experimentally set to 3. In Table 4 we present the results with batch sizes of 30, 50 and 100 (Oxidizer30, Oxidizer50 and Oxidizer100). 
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Batches 5 The best results in this dataset are achieved with SABLE strategies with flexible AM deployment order -XVSelect with correction and Sequence4 with correction. The most accurate strategies with fixed order are Joint and Sequence4. We see that for the Oxidizer dataset, the strategies which rely more on historical data provide better results, as compared to the Catalyst dataset. This would seem to indicate the relatively lower volatility of the current dataset. Here, as shown in the Figure 8 , AM4 is most often the best AM. It is however less dominant than in the Catalyst dataset. For this dataset, the probability of AMs being the best one is more evenly distributed than for the Catalyst data. This may be the the reason for less common AMs between Optimal and XVSelect than in the Catalyst dataset. Among three batch size settings, this percentage is the lowest on the Oxidizer50. This is reflected in comparatively low predictive accuracy of the XVSelect for that case. Figure 9 compares the true target values and predicted values of XVSelect with correction and Joint on Oxidizer30 dataset. The AMs deployed by Optimal and XVSelect are also shown and marked red when they differ. We can see that the Oxidizer dataset has a cyclic characteristic, with extreme values roughly every 5 batches. Often after these extreme values, Joint prediction values show higher errors (e.g. batches #8, #13, #17, #30, etc.). We relate this to the strong adaptation of this strategy, which overfits the model to the extreme values XVSelect in contrast behaves more stable with less obvious jumps (e.g. batches #57, #76, #80) to extreme values. As seen in Figure 10 the order of AMs makes a large difference for predicting on the Oxidizer dataset as well. As seen in Figure 10 the order of AM can make a large difference in the prediction accuracy for the Oxidizer dataset. Figure 7 (b) shows that also for this dataset using more than one step retrospective correction in most cases does not improve the predictive accuracy, and often causes its deterioration.
Industrial Drier Dataset
The target value of this dataset describes the laboratory measurements of the residual humidity of the process product. The dataset has 19 input features, most of them being temperatures, pressures and humidities measured in the processing plant. The original dataset consists of 1,219 data samples covering almost seven months of the operation of the process. It consists of raw unprocessed data as recorded by the process information and measurement system. Many of the input variables show problems common in industrial data like measurement noise, missing values or data outliers. We have removed 3 input features which mostly consisted of missing data. The number of latent variables for PLS was experimentally set to 16. In Table 5 we present the results with batch sizes of 50, 100 and 200, denoted respectively Drier50, Drier100 and Drier200.
From the results, it is obvious that the Drier dataset is the most stable out of the ones we have experimented with. The plot of the Drier50 dataset target values is shown in Figure 11 11 . For lower batch sizes, simple RPLS on-line update Sequence1 performs as good, or better than strategies with stronger adaptation or flexible AM deployment order. For the largest batch size of 200 however, XVSelect shows the most accurate predictions. In fact in this case it deploys exactly the same AMs as Optimal. It is worth noting that for this dataset there are only 5 batches of the test data for the batch size of 200. As seen from the Figure 12 , AM0 is prevalent AM for this dataset. We relate this to the lack of changes in the data. This is why the number of times when XVSelect and Optimal deploy the same AMs is greater than in the two other datasets. The Figure 10 accuracy for this dataset, except around the batches #6-#7. Figure 7 (c) shows that as opposed to the previous datasets, predictive accuracy on Drier data usually improves when increasing retrospective correction steps. This can be also related to the stability of the dataset, where stronger optimization of the model towards the current batch does not cause overfitting issues. 
Discussion and Conclusions
The core aim of this paper was to investigate the behaviour of a data-driven soft sensor with multiple adaptive mechanisms. We have conducted experiments on 3 real 22 datasets from the process industry, exhibiting different properties and different rates of change.
We observe that in most of the cases, using multiple AMs is better than using only one, even the most suitable AM for the dataset. This is true for Catalyst and Oxidizer datasets. Here, having the possibility to deploy AMs which are rarely the best, brings an improvement to the predictive accuracy of the soft sensor. For the Drier dataset, using just AM1 (batch learning with no forgetting) provides good results. This is related to the lack of change in dataset -hence the AMs which apply stronger adaptation to the models are not needed and overcomplicate the model.
Similarly, using SABLE with flexible AM deployment strategies provided better results for most of the cases. Here the comparison is mostly between Joint (deploying all of the available AMs on the same batch) and flexible configurations. We have seen that choosing the AM which minimizes the error for the next batch (Optimal configuration) provides better results than Joint.
As shown in [10] , XVSelect (using cross-validatory selection based on the last available batch) achieves quite high predictive accuracy levels. This can be further improved by retrospective AM correction mechanism. Generally XVSelect strategy with correction provides the best predictive accuracy in most of the cases.
Considering all of the above, we can conclude that in a batch learning scenario, using multiple adaptive mechanisms with flexible deployment order which is identified using cross-validatory selection together with the application of retrospective model correction provides significantly better results than simple retraining, deployment of separate AMs and their joint deployment on every batch. 
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