Abstract-The on-ground characterization of the synthetic aperture radiometer onboard the Soil Moisture and Ocean Salinity mission is described. Characterization includes basic functionality, internal calibration, thermal cycling, response to point and flat sources, self-radio-frequency interference, and others. The description of the different tests performed as well as the detailed results are provided. The results show that the instrument is very stable and has all gains and offsets consistent with the ones obtained at subsystem level. On the other hand, the phase of the visibility has a larger variation with temperature than expected, a small signal leakage from the local oscillators is present, and a small interference from the X-band transmitter during short periods of time has been detected. The implementation of internal-calibration procedures, along with the accurate thermal characterization performed, have been used to produce highly accurate brightness-temperature values well within specifications.
I. INTRODUCTION
T HE SOIL Moisture and Ocean Salinity (SMOS) mission is a European Space Agency (ESA) mission designed to provide global maps of soil moisture over land and sea surface salinity over oceans [1] - [3] . Its motivation, goals, and main technical requirements and description can be found in a series of articles recently published in a special issue of the IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING devoted to SMOS. In particular, the overall mission is described in [4] . According to this reference, the required spatial resolution is 50 km, the measurement accuracy is 4.1 K, and the radiometric sensitivity depends on the product: 3.5 K for soil moisture and 2.5 K for ocean salinity.
Responsible for achieving these quality goals is the single payload of the mission: the Microwave Imaging Radiometer with Aperture Synthesis (MIRAS) [5] , [6] . It is a Y-shaped synthetic aperture radiometer integrating a total of 69 small L-band antennas. It uses the interferometric principle to synthesize multiple narrow beams by cross-correlating the signals collected by a large number of antenna pairs [7] . The highresolution brightness-temperature image is obtained by the mathematical inversion of the measured 2-D visibility function [8] . This is a new technique for Earth observation from space and also a technological challenge. To achieve the state-of-theart requirements specified by the project science team, accurate and complex calibration procedures have been developed and implemented [9] , [10] , which rely on a very careful and precise on-ground characterization.
The instrument was successfully assembled by the European Aeronautic Defence and Space Company N.V. (EADS)-CASA Espacio (Spain), and it was subjected to an extensive testing process aimed at checking the hardware and software operation as well as validating calibration procedures [10] and the imaging capability. The tests included, among others, the following: 1) calibration sequences evaluation; 2) polarization check; 3) stability; 4) interelement phase retrieval; 5) correlation offset; 6) electromagnetic compatibility; 7) image validation.
The calibration sequences were evaluated by checking that all the internal switches and modes of the instrument operated correctly to produce the sequences programmed according to the calibration plan. The polarization check confirmed that the instrument was measuring the correct polarization at which it was commanded. In the stability tests, the instrument was left measuring continuously for several hours, and the outcome was recorded and analyzed. The interelement phase retrieval provided the relative phase for all baselines [11] . The correlation offset was performed to assess residual offsets due to internal leakages, and the electromagnetic compatibility tests were devoted to identify sources of radio-frequency interference (RFI) from several parts of the instrument or platform. Image validation was oriented at producing images of the constant temperature of the chamber. This paper presents some of the results obtained in different testing campaigns. Section II describes the instrument, Section III presents the ground-characterization strategy, Section IV gives the results of the calibration assessment, Section V is devoted to the thermal characterization, Section VI describes the image validation results, and finally, Section VII gives the results about the RFI.
II. INSTRUMENT
A. Hardware Fig. 1 shows a photograph of MIRAS fully deployed inside the "Maxwell" anechoic chamber at the ESA's European Space Research and Technology Centre (ESTEC) in Noordwijk (The Netherlands). Each arm has an overall length of about 4 m from the center of the structure, including part of the hexagonal "hub" and three segments. Although not seen due to the radome covering the payload, each segment has six equally spaced dualpolarization small antennas, and the hub has a total of 15 antennas of the same design [6] . Each antenna is, in turn, connected to a corresponding L-band low-noise receiver called "LIghtweight Cost-Effective Front-end" (LICEF), each one having an input switch to select one of two orthogonal polarizations. Three of the antennas in the hub are not assigned to LICEF's, but connected instead to full-polarimetric noise-injection radiometers (NIRs) used as reference receivers [12] . To perform internal calibration, a noise distribution network (NDN) and internal noise sources are also included in the instrument [13] . A summary of the main components is as follows: 1) 69 small antennas (66 in LICEF and 3 in NIR); 2) 72 front ends (66 for LICEF and 6 for the two channels of the three NIRs); 3) 2346 baselines (2145 between LICEFs, 198 between NIR and LICEF, and 3 between NIRs); 4) 10 noise sources with associated distribution network [three per arm (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) and one in the HUB (1-18)]; 5) 121 temperature sensors (72 in LICEFs, 31 in calibration system, and 18 in NIR). This hardware produces the following signals: 1) 72 power measurement system (PMS) voltages; 2) 2556 × 2 digital correlator counts (real and imaginary);
3) 6 NIR Dicke pulse fractions; 4) control signals for switches and instrument modes; 5) temperature sensor redouts;
These signals are converted to numerical information and saved as binary files in the onboard computer. At selected times during nominal operation, all data are downloaded to the ground station via an X-band transmitter. During the characterization tests, this operation was performed exactly as expected in flight. A simple X-band antenna and front end was used to collect the signal transmitted by the payload, and its output was redirected to the computers where the processing software was installed.
B. Software
All data were processed using the software tool described in [14] , which provides results in almost real time. The software reads the raw data received from the payload X-band transmitter and automatically computes a number of data products including the calibrated visibility, system temperatures, antenna temperatures, calibration parameters, NIR outputs, etc. All are available to the user in data files and in graphics format in the screen. The tool has a user-friendly graphics interface that allows selecting specific data according to different parameters. In this way, it is very simple to visualize any selected parameter and have a quick feedback of the instrument behavior.
The overall processing is organized in several steps, and intermediate results are saved in a disk so as to allow reprocessing at any time without having to do it from the beginning. The first step classifies the input data stream (level 0) according to measurement type (correlation, PMS, temperatures, control signals, etc.). The result is used in the second step as input for processing to a higher level, involving the correction of the quadrature error and comparator offset, obtaining, as result, the quadraturecorrected normalized correlation M kj [9] , [15] . The calibrated visibility (level 1A) is computed in the next step after denormalization using the system temperatures calibrated with a four-point two-level noise injection [9] , [16] . This calibrated visibility is used as input for the image reconstruction process, resulting in the brightness temperature at the antenna reference plane (level 1B). Only a preliminary method (inverse Fourier transform) [17] was used since the objective of the tests was oriented more to the payload itself than to processing to higher levels.
III. GROUND-CHARACTERIZATION STRATEGY
One of the main objectives of the ground characterization was to check the correct implementation of the internal calibration as well as the corresponding processing of the resultant data. The goal was to show that the instrument could be calibrated as predicted and to produce brightness-temperature images with the required accuracy. Another objective was the determination of the sensitivity coefficients for calibration parameters, needed to correct the measurements between calibration events and the interelement phase, used in the inversion procedures. Finally, possible sources of RFI were identified in dedicated experiments. To achieve these objectives, the ground characterization of MIRAS was performed in four steps. 1) Preliminary tests made at the EADS-Casa Espacio clean room in January 2007, aimed at performing basic functionality tests, assessing the internal-calibration algorithms, and debugging the onboard and ground data processing software. In these tests, the instrument was folded, and the input switch to antenna was disabled, so that only measurements with noise injection were possible. 2) Thermal characterization at the ESA-ESTEC Large Space Simulator (LSS) in April 2007, aimed at characterizing the variation of calibration parameters and overall performance with respect to changes in physical temperature. In these tests, the instrument was fully deployed inside the LSS, and the temperature and pressure were varied and monitored. As in the previous case, only the measurement of injected noise was performed. 3) Image validation tests at the ESA-ESTEC Maxwell anechoic chamber (May-June 2007), aimed at validating the procedures for image reconstruction, as well as measuring the interelement phase [11] , instrument stability, and self-RFI. The instrument was fully deployed inside the chamber, and measurements were performed for the first time with signals from the antennas. 4) Platform integration tests, oriented to check the compatibility of the payload and the platform after the integration of both and to investigate on the residual correlation offsets. These tests were performed at Thales Alenia Space in Cannes, France, in April 2008 with the instrument fully deployed inside an anechoic chamber. The following sections give some details on all these tests and results obtained.
IV. INTERNAL-CALIBRATION ASSESSMENT
A general description of the MIRAS in-orbit calibration can be found in [10] . It includes both external calibration, performed by turning the payload to measure the cold sky, and internal calibration, consisting of periodically injecting two levels of noise to all receivers. External calibration is used to get the absolute accuracy in brightness temperature and to characterize the instrument in terms of "flat-target response" [18] . Internal calibration is used to track the thermal variation of the different components by periodically measuring the relevant individual receiver parameters, such as gains and offsets. The internal-calibration process is structured in several predefined sequences that have been programmed in the onboard software. They are defined as "long calibration," "short calibration," and "local-oscillator phase tracking." Both external and internal calibrations will be performed regularly at a rate to be defined during the commissioning phase. Fig. 2 shows a block diagram of the internal-calibration approach [9] . Two levels of noise (named "Hot" and "Warm") are sequentially injected to the receivers' inputs as well as to the NIR's. The noise temperatures at the NIR's inputs are retrieved from their outputs (fraction of Dicke cycle) using factory calibration parameters and the procedures described in [12] . These temperatures are transferred to all LICEF's inputs using the S-parameters of the NDN, independently characterized by the Helsinky University of Technology [13] . An internal attenuator at intermediate frequency in all receivers can be set to two different values providing two additional levels at the PMS diodes. After applying the procedures of [9] , all PMS gains (G k ) and offsets (O k ), as well as all correlator complex gains (G kj ), are retrieved. Having these three parameters, the calibrated visibility during normal measurement can be computed as
A. Overview
where the system temperatures are estimated using the PMS voltages v k with
The availability of an independent characterization of all LICEFs made by the manufacturer (MIER Comunicaciones, Barcelona, Spain) was used to assess the consistency of the PMS internal calibration [19] . For all PMS units fed by the same noise source, the difference in system temperatures at their inputs between Hot and Warm injections must be the same except for the NDN unbalance. This is true because the differential measurement removes the individual noise contribution from each LICEF and from the NDN itself. In turn, the network unbalance can be compensated since it has been thoroughly characterized on ground in terms of S-parameters [13] . The remaining differences between differential measurements are indicators of the consistency of all the calibration procedures, including the characterization of the distribution network and individual receivers.
A "self-consistency tool" was designed in order to give, for a set of LICEF units, the fractional deviation in the magnitude measured by each PMS with respect to the mean of all units. Since the different noise injection levels are equalized and the NDN imbalance is corrected, this deviation is an estimator of PMS gain uncertainty and, therefore, of visibility amplitude errors. ity, with uncertainties due to limited integration time according to the theoretical expectations.
B. Results
The measured correlator complex gain corresponding to all baselines for the same 198 calibration sequences is shown in Fig. 6 (left). Note that, as expected, all amplitudes are approximately unity, and the phase is randomly distributed from 0 to 2π. It should be recalled that, for a given baseline, the phase of G kj is equal to the difference between the phases of the overall frequency responses of the two receivers forming the baseline. These individual phases include the phase added by the local oscillator. The amplitude of the complex gain G kj , also called "correlation efficiency," is an estimator of the receivers' frequency response dispersion. It is shown in the plot at the right of Fig. 6 in terms of "correlation loss" defined as (1 − |G kj |) 100. The high degree of similarity of all receivers results in this parameter being about 1.5% in average with a maximum of 4% in a few baselines. This good result is a consequence of the tight specification of the filter frequency response similarity [20] . Fig. 7 shows the output of the consistency tool as relative error in amplitude calibration. The error presents a random distribution with low dispersion (around 4% peak-to-peak). It includes the following: 1) error and drift from factory PMS calibration parameters; 2) compensation for temperature PMS drift; and 3) S-parameter error after temperature correction. As a consequence, the error that can be assigned to S-parameter uncertainty is quite low, well below system requirements. These results are very promising since amplitude errors are already set below 1% (1 σ) and keep a margin for additional improvement once the reference radiometers (NIR) are calibrated in orbit by means of the deep sky views. V. THERMAL CHARACTERIZATION Thermal characterization was carried out at the LSS in ESA-ESTEC, which has the capability of setting the ambient temperature and pressure to values emulating the space conditions. Fig. 8 shows the payload fully deployed inside this installation.
A. Approach for Thermal Characterization
The physical temperature variation of each LICEF is controlled by the thermal control subsystem based on a passive design (insulation blankets, black paint, etc.) supported by an active system of heaters [6] . The goal is to maintain a constant operational temperature of 22
• C for each LICEF, minimizing the spatial and temporal gradients among them. The constraints of the design result in a maximum temperature difference between receivers of 5
• C-7
• C with an orbital stability of about 1.3
• C. Over 80% of the receivers are expected to show a gradient of less than 2
• C [10] . Variations of even a few degrees in the physical temperature of the receivers can have a significant impact on the brightness temperature retrieval, and therefore, the ground processing must include a correction based on a precise on-ground thermal characterization. The physical temperature of each LICEF receiver is monitored by a thermistor and the data included in the telemetry stream. Each NIR is monitored using eight thermistors in order to allow accurate corrections on ground.
The thermal characterization follows the methodology proposed in [16] . All PMS gains and offsets are characterized by sensitivity coefficients derived by linear fit from measurements in a limited temperature range around the operational point. The sensitivity parameters obtained have been included in the instrument database to be used during flight for estimating the gain and offset at a given working temperature T using
where S G and S O are the sensitivity coefficients for the PMS gain (G) and offset (O), respectively, and T cal is the physical temperature at the time of calibration. The aforementioned equations are computed individually for each one of the 72 receivers in the payload. The sensitivity coefficients will be updated on-flight from measurements made in the long calibration operations, carried out during a whole orbit and taking advantage of the temperature variation along one orbit.
B. Results
Fig . 9 shows the measured physical temperature of all LICEFs during a large thermal swing from ambient to a few degrees celsius. The double arrow shows the range used to derive the sensitivity coefficients. The linear fit of the gain for a particular receiver is shown in the plot on the right. The retrieved sensitivities for PMS gains and offsets of all receivers are shown in Fig. 10 . These results are compatible with the characterization performed at subsystem level [16] . Considering that the average gain and offset are about 1 mV/K and −1700 mV (see Fig. 5 ), it follows that the receivers are extremely stable in temperature.
The variation of the phase of the correlator gain G kj with respect to temperature was found to be much more complex than initially found in [16] . For two receivers sharing the same local oscillator, this phase roughly follows the average physical temperature of the two receivers involved, as expected. However, in baselines formed by receivers having different local oscillators, the individual phase of each receiver follows the temperature of its own local oscillator, giving, as a result, a phase of G kj not correlated with the temperature of the receivers themselves. This is shown in Fig. 11 . On the left, the phase of G kj for a given baseline is shown, along with the physical temperature of the receivers and its mean (solid black line). There is no clear correlation between the phase and the temperature. On the right, the individual phases of the two receivers is shown along with the temperature of the corresponding local oscillators. The correlation between each phase and the local-oscillator temperature is clear. This result has led us to modify the initial calibration requirements so as to include the local-oscillator phase tracking calibration sequence (see Section III). This sequence will provide frequent phase calibration during the nominal operation of the instrument.
VI. IMAGE VALIDATION
Image validation tests were carried out at the ESA Maxwell anechoic chamber. Long series of measurements-up to 12 hwith the chamber "empty" (i.e., without any active source on) at constant temperature were carried out in order to check instrument stability and to accurately measure the emptychamber correlation with large integration time. Furthermore, experiments including active sources at a known location were performed to assess the polarization switching consistency for both dual-and full-polarization modes [21] and also to measure the antenna interelement phases.
A. Theoretical Visibility
An anechoic chamber at a constant temperature is a completely unpolarized target having equal brightness temperatures from any direction. The visibility that a baseline should measure for such a "flat target" is given by [8] V kj = (T ch − T r kj )F T R kj (4) where the subscripts k and j refer to the receiver numbering, T ch is the physical temperature of the chamber, T r kj is the average between the physical temperatures of the receivers involved, and F T R kj is the flat-target response of that particular baseline [18] . In normal operation, it will be measured during sky looks while in external calibration. Alternatively, it can be analytically computed from the measured antenna patterns using [8] , [17] 
where F is the field antenna pattern (a complex vector in general) andr kj is the normalized fringe washing function.
Other parameters in the equation are the following: Ω as the antenna solid angle, Δr as the incremental distance from a source point to each antenna, c as the velocity of light, and k as the wavenumber. When the whole instrument is placed inside an anechoic chamber, the expected visibility for all baselines is very small because T ch − T r kj in (4) is also small.
To measure the residual correlation offset due to signal leakage through the instrument mechanical structure, the payload was left measuring continuously for about 3.3 h in the socalled "U-mode," in which all receivers were connected to independent matched loads. For any receiver, the measured physical temperature variation during the duration of the test was within 0.03
• C peak to peak. In these conditions, the theoretical correlation measurement should have zero mean and standard deviation given by 1/ √ Bτ eff = 0.028 × 10 −4 with τ eff as the total effective integration time due to the use of digital correlators [22] .
Brightness-temperature images were generated by inverting the calibrated visibilities acquired during the empty-chamber measurements. The method implemented consists of an inverse Fourier transform with the compensation of the obliquity factor and the average antenna power pattern [17] 
To further assess the performance of amplitude calibration, the absolute brightness temperature of the chamber was estimated from PMS measurements using the one-point calibration approach [23] . This is an alternative of using the internal calibration and is based on a classical two-load method in which one of them is an internal matched resistor at known temperature, which is available in all LICEFs.
For the tests including a probe emitting noise, the visibility was theoretically estimated using [11] 
where T s is the emission temperature of the source, Γ is the product of the directivities of the probe and LICEF antennas, V 0 is the visibility of the empty chamber [equal to V kj in (4)], and C kj is the polarization mismatch coefficient of the antennas involved. This formulation was used to derive the antenna interelement phases.
B. Setup
A test jig was designed by EADS-CASA Espacio to allocate four probes, one in the center and the other three in the arms of a Y-shaped mechanical structure about half the size of MIRAS and transparent to the microwave radiation. Fig. 12 shows a photograph of this test jig installed in the ceiling of the chamber. Noise power at two levels from a common source was redirected to a particular probe by electronically controlled switches. Each probe had a single polarization antenna but it could be manually rotated to change the orientation with respect to the instrument. Tests at two different heights separated about a quarter wavelength were performed. In all cases, the relative distances and orientations of the probes were accurately measured with a laser tracker before the starting of any test. To monitor the physical temperature, three sensors were placed at two opposite corners in the ceiling of the chamber, whereas a third one was placed in the middle of one of the ceiling sides, at the top of one of the side walls.
C. Results
Fig . 13 shows the measured visibility of the empty chamber corresponding to 20 selected baselines formed by an antenna at the end of one arm and the ones of the rest of the same arm. Furthermore, shown in the figure are the theoretical predictions (4) as well as the contribution of only the thermal emission of the chamber, which is neglecting the (−T r ) term in (4) that accounts for the interelement coupling of thermal noise. As seen in the figure, the matching between the theory and the measurements is excellent, confirming the results of [24] . The flat-target response was estimated using (5) with the antenna patterns measured by the Denmark University of Technology in the frame of the SMOS project. Fig. 14 shows the results about the residual correlation offset. On top, the direct measurements obtained show a standard deviation of about 0.25 cu, which is much larger than expected. After correcting for the comparator offset using the technique of [15] , the standard deviation becomes 0.03 cu, which is in agreement with the theoretical predictions of Section VI-A, but there is still a residual offset of about 0.2 cu. This offset was found to be produced by a truncation error in the correltors. After compensating this error using the correlations with all ones and zeroes available in the data, the offset was reduced to a negligible value, as can be seen in the figure at the bottom right.
These results were obtained for baselines with no signal path connecting the corresponding receivers. This means not sharing a common noise source or common local oscillator. For the 612 baselines formed by receivers connected through an NDN, even after careful design and having high isolation requirement, the residual offset happened to be somewhat higher. However, the most important effect was the local-oscillator thermal noise leakage. Fig. 15 shows the offset measured for all baselines. The bunch of dots close to the origin is the result shown in Fig. 14. The correlation values that lay approximately at +45
• correspond to those baselines sharing the same local oscillator, which was distributed in sections of six LICEFs [6] . In this case, the leakage enters the mixer by the LO port, and both in-phase and quadrature channels measure the same value of correlation, with the result of having a complex correlation with a constant phase of +45
• . During nominal SMOS operations, the visibility offset of these baselines will be subtracted from the measured visibility. To update the offset value, the long calibration sequences include long measurements with the instrument in the already mentioned U-mode. Fig. 16 shows the antenna temperature measured by the PMS using the one-point calibration strategy. The results are expressed in degrees celsius for comparison with the sensor readings. For each LICEF, the value used is the average of 25 consecutive measurements to reduce thermal noise below 0.04%. Each point in the plot is then the average of the antenna temperature measured by all 66 LICEFs in the array (NIR were not used). This reduces systematic error (bias) and thermal noise by an additional factor larger than eight. As it can be seen, the instrument estimates the anechoic chamber temperature with high accuracy and follows its variations. Fig. 16 (right) shows a time average of the basic magnitudes regarding the full duration of the test. The mean temperature registered by the three sensors along the full test is plotted as a straight line. The horizontal axis represents each one of the 66 LICEF units in the array. Then, their antenna temperature [both horizontal (H) and vertical (V)] is plotted as the mean value for the whole test. It is clearly seen that each single LICEF presents some bias in the estimation of the Maxwell ceiling's brightness temperature. However, although the performance of each single LICEF is not outstanding, the mean value of the whole set of 66 receivers, both in H-and V-polarization, estimates the Maxwell ceiling's brightness temperature within 0.1 K. Similar results are obtained using the antenna temperature measured by NIR [25] . It should be mentioned that, during the execution of this test, the payload was actually warming up, as can be shown in the plots of physical temperature shown in Fig. 17 . Fig. 18 (left) shows the retrieved interelement phases of all LICEFs in H-polarization using the four probes at two levels of noise, two different rotation angles, and two different heights (ten independent measurements). All measurements are very consistent with each other, thus providing a good estimation of the antenna interelement phases. The average of all measurements for each antenna is shown at the right as well as the corresponding standard deviation of the error, which is about 
1.5
• . Taking into account that this is the result of performing ten independent measurements, the accuracy of the mean value is about σ = 0.5
• . Results for V-polarization are similar. NIR antennas are not included in the figure since they have much larger values of phase due to the larger length of the cables used to connect the antennas to the front ends. Fig. 19 shows the result of inverting the empty chamber visibility using (6) for H-polarization. As expected, a constant value of brightness temperature is obtained. The spatial standard deviation computed in the circle shown is about 0.33 K, dominated by the inverted bowl shape clearly seen in the image. This shape is due to the near-field condition of the anechoic chamber, not taken into account in the inversion process. The remaining error is due to the use of a simple imaging algorithm (fast Fourier transform) which does not include the measured G-matrix nor the fringe washing function. Furthermore, shown in the figure, at the right, is the map of radiometric sensitivity for 1.2-s integration time. At boresight, it is about 2.8 K, consistent with theoretical expectations, and the increase for off-axis directions is due to the antenna pattern and obliquity factor, as predicted by the theory. Similar results are obtained for the V-polarization.
VII. ELECTROMAGNETIC COMPATIBILITY
Electromagnetic compatibility tests were performed at the ESA's Maxwell anechoic chamber and also at Thales Alenia Space in Cannes (France), in this case with the instrument integrated to the platform. During the tests, the instrument was kept continuously in a specific measurement configuration during a long period of time at constant temperature. Different subsystems of the platform and the payload-such as thermal control heaters, star tracker, X-band and S-band transmitters, solar arrays, and others-were sequentially turned on in order to detect the RFI effects in correlations and/or PMS and to assess their impact on system performance.
A. Methodology
For comparison tests, a "Success Criteria Tool" was designed to compare the statistical properties of a reference measurement with those of measurements under perturbation in order to assess whether the variations between their statistics were below a certain threshold previously defined as the success criteria [26] , [27] . The magnitudes to be compared in both tests (nominal and under perturbation) are complex correlations and power detector voltages when the instrument is measuring the anechoic chamber background. The following success criteria have been defined for the mean and standard deviation, respectively: where X ref stands for the reference measurement and X meas stands for the same magnitudes in the case of the measurement under perturbation.
B. Results
As an example, in Fig. 20 , the impact of the nominal X-band transmitter switching on is evaluated. The criteria given by (8) and (9) are shown in the left and right of the figure, respectively. The blue thick line of dots corresponds to the right-hand side of the equations while the sparse red dots are the left-hand side. The effects of switching the transmitter on in the correlations involving receivers close to it can be easily detected both in the mean (left) and in the standard deviation (right). These results are for H-polarization and are different for V-polarization, therefore indicating coupling at the antenna port. On the other hand, when using a second redundant transmitter included in the platform (not shown here; see [26] ), no perturbations were seen.
The conclusion of all compatibility tests carried out shows that there is no other source of major interference nor with the platform nor with other subsystems of the payload. There is only this small interference from the X-band transmitter in nominal correlations during a short period of time. This last effect is not critical but it can be overcome, if needed, by using the instrument in redundant mode, for which there was no interference at all.
VIII. CONCLUSION
MIRAS has been successfully and extensively characterized on ground in terms of basic operation, thermal cycling, image validation, interelement phase, and RFI. The results have shown that the instrument performance is excellent, having all parameters according to specifications, except for an anomaly detected in the temperature dependence of the phase of correlation and a minor interference of the nominal X-band transmitter. The internal-calibration concept and operation has been validated, providing highly repeatable and accurate calibration parameters with low temperature sensitivity, which has also been derived. Absolute amplitude calibration has been demonstrated in the anechoic chamber measurements using the average of all PMS values, showing that the instrument can measure absolute brightness temperatures with an accuracy of 0.1 K. The absolute residual correlation error has been shown to be negligible after compensating for correlator offsets, except for baselines sharing common circuits. Images of the brightness temperature of the empty chamber have shown radiometric accuracies of less than half of a kelvin and radiometric sensitivities according to the theoretical expectations as a function of integration time and bandwidth. These figures are far beyond the mission requirement of 4.1 K of radiometric accuracy and 3 K of radiometric sensitivity.
