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Università degli Studi di Genova - Via Dodecaneso 35, 16146Genova, Italy.
4 Fachgruppe Mathematik
Bergische Universität Wuppertal, Gaußstraße 20, 42119 Wuppertal, Germany.
a marco.benini@pv.infn.it ,b claudio.dappiaggi@unipv.it ,c hack@dima.unige.it ,d schenkel@math.uni-wuppertal.de
March 21, 2014
Abstract
The aim of this work is to complete our program on the quantization of connections on arbitrary
principalU(1)-bundles over globally hyperbolic Lorentzian manifolds. In particular, we show that one
can assign via a covariant functor to any such bundle an algebra of observables which separates gauge
equivalence classes of connections. TheC∗-algebra we construct generalizes the usual CCR-algebras
since, contrary to the standard field-theoretic models, it ibased on a presymplectic Abelian group instead
of a symplectic vector space. We prove a no-go theorem according to which neither this functor, nor any
of its quotients, satisfies the strict axioms of general local covariance. As a byproduct, we prove that a
morphism violates the locality axiom if and only if a certaininduced morphism of cohomology groups
is non-injective. We then show that fixing any principalU(1)-bundle, there exists a suitable category
of sub-bundles for which a quotient of our functor yields a quant m field theory in the sense of Haag
and Kastler. We shall provide a physical interpretation of this feature and we obtain some new insights
concerning electric charges in locally covariant quantum field theory.
Keywords: locally covariant quantum field theory, quantum field theoryn curved spacetimes, gauge the-
ory on principal bundles
MSC 2010: 81T20, 81T05, 81T13, 53Cxx
1 Introduction
Although Maxwell’s field is the simplest example of a Yang-Mills gauge theory, it is known since [AS80]
that the construction and analysis of the associated algebra of observables and its representations can be
complicated due to a non-trivial topology of the spacetime manifold. This peculiar feature is extremely rele-
vant when one employs the algebraic framework in order to quantize such a theory on curved backgrounds.
The first investigations along these lines are due to Dimock [Dim92], but a thorough analysis of topological
effects started only recently, from both the perspective ofthe Faraday tensor [DL12] and, more generally, the
quantization of linear gauge theories [Pfe09, DS13, FH13, HS13, SDH12, FS13]. The bottom line of some
of these papers is the existence of a non-trivial center in the algebra of fields, provided certain topological,
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or more precisely cohomological, properties of the underlying background hold true. In [SDH12], it has
been advocated that the elements of the center found in that paper could be interpreted in physical terms as
being related to observables measuring electric charges. However, this leads unavoidably to a violation of
the locality property (injectivity of the induced morphismbetween the field algebras) of locally covariant
quantum field theories, as formulated in [BFV03].
A complementary approach to the above ones has been introduced by some of us in [BDS14, BDS13]
starting from the observation that, in the spirit of a Yang-Mills gauge theory, electromagnetism should be
best described as a theory of connections on principalU(1)-bundles over globally hyperbolic Lorentzian
manifolds. More properly, one starts from the characterization of connections as sections of an affine bun-
dle, dubbed thebundle of connections[Ati57]. Subsequently the dynamics is implemented in terms of
an affine equation of motion, the Maxwell equation. The system can be quantized in the algebraic frame-
work following the prescription outlined in [BDS14]. This procedure is advantageous for three main rea-
sons: First of all there is no need to fix any reference connection, as it is done (implicitly) elsewhere
[Pfe09, DS13, SDH12, FS13]. As a useful consequence of this, we were able to construct in [BDS13] purely
topological observables, resembling topological quantumfields, which can measure the Chern class of the
underlying principalU(1)-bundle. Secondly, interactions between gauge and matter fields are modeled only
in terms of connections, while an approach based on the Faraday tensor, as in [DL12], cannot account for
this aspect. Thirdly, contrary to most of the previous approaches, the gauge group is completely determined
geometrically by the underlying principal bundle, since itis he collection of vertical automorphisms.
By following this perspective, the algebra of fields for Abelian Yang-Mills theories has been constructed
in [BDS13]. Yet, as explained in [BDS13, Remark 4.5], the latter fails to separate gauge equivalence classes
of connections. The source of this obstruction can be tracedback to the existence of disconnected compo-
nents in the gauge group in the case of spacetimes with a non-trivial first de Rham cohomology group. From
a physical point of view, this entails that those observables which are measuring the configurations tied to
the Aharonov-Bohm effect, as discussed in [SDH12, FS13], are not contained in the algebra of observables.
The main goal of this paper is to fill this gap by elaborating onthe proposal in [BDS13] to add Wilson-
loop observables to the algebra of fields, as these new elements would solve the problem of separating all
configurations. Following slavishly the original idea turned out to be rather cumbersome from a technical
point of view. Yet, we found that it is more convenient to consider exponentiated versions of the affine
observables constructed in [BDS13]. On the one hand, these observables resemble classical versions of
Weyl operators, while, on the other hand, the requirement ofgauge invariance leads to a weaker constraint –
the exponent does not need to remain invariant under a gauge transformation, but it is allowed to change by
any integer multiple of2πi.
After performing this construction, we shall prove that, contrary to what was shown in [BDS13, Section
7] for the non-exponentiated algebra of fields, in the complete framework it is not possible to restore general
local covariance in the strict sense by singling out a suitable ideal. This no-go theorem holds true only if
we consider all possible isometric embeddings allowed by the axioms of general local covariance devised
in [BFV03]. If we restrict our category of principalU(1)-bundles to a suitable subcategory possessing a
terminal object, a result similar to that of [BDS13, Section 7] can be shown to hold true. We will interpret
this feature as a proof that we can construct a separating algebr of observables fulfilling the axioms of Haag
and Kastler [HK63] generalized to an arbitrary but fixed globally hyperbolic spacetime. We shall further
provide a physical interpretation for the impossibility torestore general local covariance in the strict sense
on our category of all principalU(1)-bundles.
We present an outline of the paper: In Section2 we fix the notations and preliminaries which should
allow a reader with some experience in differential geometry to follow the rest of the article. For more details,
explanations and proofs we refer to [BDS14, BDS13], see also [Bau09, KN96] for a general introduction to
the differential geometry of gauge theories. In Section3 we provide a detailed study of the exponential
observables mentioned above. We characterize explicitly the gauge invariant exponential observables and
prove that they separate gauge equivalence classes of connecti s. This solves the problem explained in
[BDS13, Remark 4.5] and captures the essence of what is called Aharonov-Bohm observables in [SDH12].
As a rather unexpected result, we find that the set of gauge invariant exponential observables can be labeled
by a presymplectic Abelian group, which is not a vector spacedu to the disconnected components of the
gauge group. We shall prove in Section4 that these presymplectic Abelian groups naturally arise from
2
a covariant functor from a category of principalU(1)-bundles over globally hyperbolic spacetimes to a
category of presymplectic Abelian groups. The properties of this functor are carefully investigated and it
is found that, in agreement with earlier results [SDH12, BDS13], the locality property is violated (unless
we restrict ourselves to two-dimensional connected spacetimes). As a novel and very important result, we
shall give a precise characterization of which morphisms violate the locality property: Explicitly, we prove
that a morphism violates the locality property if and only ifa certain induced morphism between compactly
supported de Rham cohomology groups is not injective. This is a major improvement compared to earlier
studies on the violation of the locality property. After this we study whether our functor allows for a quotient
by ‘electric charges’ in order to overcome the failure of thelocality property as it was done in [BDS13,
Section 7]. We prove a no-go theorem: There exists no quotient such that the theory satisfies the locality
property and we trace this feature back to Aharonov-Bohm observables, which were not present in [BDS13].
In Section5 we study the quantization of our presymplectic Abelian group f nctor in terms of the CCR-
functor for presymplectic Abelian groups, which we developin the AppendixA by applying and extending
results of [M+73]. The resulting quantum field theory functor satisfies the quant m causality property and
the quantum time-slice axiom, however not the locality prope ty (again unless we restrict ourselves to two-
dimensional connected spacetimes). Our no-go theorem on the impossibility of curing the violation of the
locality property by taking further quotients is extended to the quantum case. In Section6 we consider
suitable subcategories (possessing a terminal object) of the category of principalU(1)-bundles and prove
that there exists a quotient which restores the locality prope ty. The resulting theory is not a locally covariant
quantum field theory in the strict definition of [BFV03], but rather a theory in the sense of Haag and Kastler
[HK63] where a global spacetime manifold (not necessarily the Minkowski spacetime) is fixed at the very
beginning and one takes into account only causally compatible open sub-regions. A physical interpretation
of our results is given in Section7.
2 Preliminaries and notation
Let us fix once and for all the Abelian Lie groupG = U(1). We denote its Lie algebra byg and notice that
g = iR. The vector space dual of the Lie algebrag is denoted byg∗ and we note thatg∗ ≃ iR. For later
convenience we introduce the subgroupgZ := 2π iZ ⊂ g (of the Abelian group(g,+)), which is a lattice in
g.
In [BDS13, Definition 2.4] we have defined a suitable categoryG−PrBuGlobHyp of principalG-bundles
over globally hyperbolic spacetimes, which provides a natural arena to study field theories of principalG-
connections. An object inG−PrBuGlobHyp is a tupleΞ = ((M, o, g, t), (P, r)), where(M, o, g, t) is an
oriented and time-oriented globally hyperbolic Lorentzian manifold1 and(P, r) is a principalG-bundle over
M . A morphismf : Ξ1 → Ξ2 in G−PrBuGlobHyp is a principalG-bundle mapf : P1 → P2, such that
the induced mapf : M1 → M2 is an orientation and time-orientation preserving isometric embedding with
f [M1] ⊆ M2 causally compatible and open. Remember that a subsetS ⊆ M is called causally compatible
if J±S ({x}) = J
±
M ({x}) ∩ S, for all x ∈ S, whereJ
±
S andJ
±
M denotes the causal future/past inS andM ,
respectively (notice thatS is an oriented and time-oriented Lorentzian manifold by pulling back these data
from M ). We shall later also require the following full subcategories ofG−PrBuGlobHyp: We denote by
G−PrBuGlobHyp(m), withm ≥ 2, the full subcategory ofG−PrBuGlobHyp, such that for each objectΞ the
underlying spacetime has dimensiondim(M) = m. Furthermore, we denote byG−PrBuGlobHyp(m)0 the
full subcategory ofG−PrBuGlobHyp, such that for each objectΞ the underlying spacetimeM is connected
and has dimensiondim(M) = m.
To any objectΞ in G−PrBuGlobHyp we can associate (via a covariant functor) its bundle of connections
C(Ξ), that is an affine bundle overM modeled on the homomorphism bundleHom(TM, ad(Ξ)). Notice that
the adjoint bundle is trivial, i.e.ad(Ξ) = M × g, sinceG is Abelian. The set of sectionsΓ∞(C(Ξ)) of the
bundleC(Ξ) is an (infinite-dimensional) affine space over the vector space ofg-valued one-formsΩ1(M, g).
We denote the free and transitive action ofΩ1(M, g) onΓ∞(C(Ξ)) with the usual abuse of notation byλ+η,
for all η ∈ Ω1(M, g) andλ ∈ Γ∞(C(Ξ)). Let us denote byΓ∞0 (C(Ξ)
†) the vector space of compactly
1 We further assume thatdim(M) ≥ 2 and thatM is of finite type, which means thatM has a finite good cover, i.e. an open
cover by contractible subsets such that all (multiple) overlaps are also contractible.
3
supported sections of the vector dual bundleC(Ξ)†, which is the vector bundle of affine homomorphisms
from C(Ξ) toM × R (i.e. the fibre atx ∈ M of C(Ξ)† is the vector space of affine mapsC(Ξ)|x → R). As
a consequence of the fibre-wise duality pairing betweenC(Ξ)† andC(Ξ), every compactly supported section
ϕ ∈ Γ∞0 (C(Ξ)
†) defines a functional on the configuration spaceΓ∞(C(Ξ)) by
Oϕ : Γ
∞(C(Ξ)) → R , λ 7→ Oϕ(λ) =
∫
M
ϕ(λ) vol . (2.1)
For anyλ ∈ Γ∞(C(Ξ)) andη ∈ Ω1(M, g) the functionalOϕ satisfies the affine propertyOϕ(λ + η) =
Oϕ(λ) + 〈ϕV , η〉, where
〈ϕV , η〉 :=
∫
M
ϕV ∧ ∗(η) . (2.2)
We have denoted the Hodge operator by∗ and the linear part ofϕ ∈ Γ∞0 (C(Ξ)
†) by ϕV ∈ Ω10(M, g
∗).2 The
duality pairing betweeng∗ andg is suppressed here and in the following. Let us define the vector subspace
Triv :=
{
a1 : a ∈ C∞0 (M) satisfies
∫
M
a vol = 0
}
⊆ Γ∞0 (C(Ξ)
†) , (2.3)
where1 ∈ Γ∞(C(Ξ)†) denotes the canonical section which associates to anyx ∈M the constant affine map
C(Ξ)|x ∋ λ 7→ 1. Notice that anyϕ ∈ Triv defines the trivial functionalOϕ ≡ 0 and, vice versa, that for
any trivial functionalOϕ ≡ 0 we haveϕ ∈ Triv. Hence, the quotientΓ∞0 (C(Ξ)
†)/Triv labels distinct affine
functionals (2.1). Elements in this quotient are equivalence classes that wedenote byϕ (suppressing square
brackets) in order to simplify notation.
The gauge groupGau(P ), i.e. the group of vertical principalG-bundle automorphisms, is isomorphic to
the groupC∞(M,G), which acts onΓ∞(C(Ξ)) via
Γ∞(C(Ξ)) × C∞(M,G) → Γ∞(C(Ξ)) , (λ, f̂) 7→ λ+ f̂∗(µG) , (2.4)
whereµG ∈ Ω1(G, g) is the Maurer-Cartan form and̂f∗ : Ω1(G, g) → Ω1(M, g) denotes the pull-back.
We call the transformations in (2.4) gauge transformations. Let us define the subgroup of the Abelian group
(Ω1(M, g),+) which is generated by gauge transformations,
BG :=
{
f̂∗(µG) : f̂ ∈ C
∞(M,G)
}
. (2.5)
Notice that since the Maurer-Cartan form is closed, i.e.dµG = 0, we haveBG ⊆ Ω1d(M, g), whereΩ
1
d(M, g)
denotes the vector space ofg-valued closed one-forms. Furthermore, since anyχ ∈ C∞(M, g) can be
exponentiated to an element in the gauge groupexp ◦χ ∈ C∞(M,G), the gauge transformations (2.4) in
particular include all transformations of the formλ 7→ λ+ dχ, with χ ∈ C∞(M, g). Hence,dC∞(M, g) ⊆
BG ⊆ Ω
1
d(M, g). In order to give a precise characterization of the Abelian groupBG we are going to use
Čech cohomology (see also [BDS13, Proposition 4.2] for a more abstract argument leading to the same
results): LetU := {Uα}α∈I be any good open cover ofM and let us denote by̌H1(U , gZ) the firstČech
cohomology group ofU with values in the constant presheafgZ = 2πiZ. Notice that the Abelian group
Ȟ1(U , gZ) is a freeZ-module, which is finitely generated becauseM is assumed to be of finite type. Due to
the canonical embeddinggZ →֒ g there exists a monomorphism of Abelian groupsȞ1(U , gZ) → Ȟ1(U , g)
into the firstČech cohomology group ofU with values in the constant presheafg = iR. The latter is
isomorphic to the first de Rham cohomology groupH1dR(M, g) via theČech-de Rham isomorphism, which
is given by the following construction: For[η] ∈ H1dR(M, g) choose any representativeη ∈ Ω
1
d(M, g).
Restrictingη to theUα, there existχα ∈ C∞(Uα, g), such thatη|Uα = dχα. On the overlapsUα ∩ Uβ
the differenceηαβ = χα − χβ ∈ g is constant, hence it defines aČech1-cocycle{ηαβ} and therewith an
element[{ηαβ}] ∈ Ȟ1(U , g). The inverse of thěCech-de Rham isomorphism is given by using a partition
2 By linear part of a sectionϕ ∈ Γ∞0 (C(Ξ)
†) we always mean the sectionϕV ∈ Ω10(M, g
∗) that is canonically obtained by
taking point-wise the linear part of the affine mapϕ(x) : C(Ξ)|x → R, which is a linear mapϕ(x)V : T ∗M |x × g → R that can
be identified (by using the metricg) with an element inT ∗M |x × g∗.
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of unity {ψα} subordinated toU and sending[{ηαβ}] ∈ Ȟ1(U , g) to the de Rham class[η] ∈ H1dR(M, g),
where the differential formη ∈ Ω1d(M, g) is defined by settingη|Uα = d
(∑
β∈I ηαβψβ
)
. We denote the
image of the subgroup̌H1(U , gZ) ⊂ Ȟ1(U , g) under theČech-de Rham isomorphism byH1dR(M, gZ) and
notice that it is a lattice inH1dR(M, g), i.e. anyZ-module basis ofH
1
dR(M, gZ) provides a vector space basis
of H1dR(M, g). Using theČech-de Rham isomorphism we observe that, for allf̂ ∈ C
∞(M,G), [f̂∗(µG)] ∈
H1dR(M, gZ): Indeed, restrictinĝf to theUα, there existχα ∈ C
∞(Uα, g) such thatf̂ |Uα = exp ◦χα and
hencef̂∗(µG)|Uα = dχα with ηαβ = χα−χβ ∈ gZ = 2πiZ onUα∩Uβ. On the other hand, any element in
H1dR(M, gZ) has a representative of the form̂f
∗(µG) with f̂ ∈ C∞(M,G): Indeed, for any integraľCech1-
cocycle{ηαβ ∈ gZ} we can construct̂f ∈ C∞(M,G) by settingf̂ |Uα = exp ◦χα with χα =
∑
β∈I ηαβψβ
for some choice of partition of unity{ψα} subordinated toU . Via the Čech-de Rham isomorphism, the
de Rham class[f̂∗(µG)] is identified with theČech class[{ηαβ}]. Hence, we have obtained the explicit
characterization
BG =
{
η ∈ Ω1d(M, g) : [η] ∈ H
1
dR(M, gZ)
}
. (2.6)
The gauge invariant affine functionals (2.1) have been characterized in [BDS13, Theorem 4.4]. It is
found that these functionals are labeled by thoseϕ ∈ Γ∞0 (C(Ξ)
†)/Triv which satisfyϕV ∈ δΩ20(M, g
∗),
whereδ is the codifferential. As a consequence of [BDS13, Remark 4.5], these functionals in general do not
separate gauge equivalence classes of connections. The goal of the present article is to resolve this issue by
studying a set of observables different from (2.1).
3 Gauge invariant exponential functionals
Instead of (2.1), let us consider the exponential functionals, for allϕ ∈ Γ∞0 (C(Ξ)
†),
Wϕ : Γ
∞(C(Ξ)) → C , λ 7→ Wϕ(λ) = e
2πiOϕ(λ) . (3.1)
The affine property ofOϕ implies that, for allλ ∈ Γ∞(C(Ξ)) andη ∈ Ω1(M, g),
Wϕ(λ+ η) = Wϕ(λ) e
2πi 〈ϕV ,η〉 . (3.2)
We notice that the functionalWϕ is trivial, i.e.Wϕ ≡ 1, if and only ifϕ is an element in the subgroup
TrivZ :=
{
a1 : a ∈ C∞0 (M) satisfies
∫
M
a vol ∈ Z
}
⊆ Γ∞0 (C(Ξ)
†) . (3.3)
Hence, we consider the quotient
Ekin := Γ∞0 (C(Ξ)
†)/TrivZ (3.4)
in order to label distinct exponential functionals. Elements i this quotient are equivalence classes that we
simply denote byϕ (suppressing square brackets).
We say that a functionalWϕ,ϕ ∈ Ekin, isgauge invariant, if Wϕ(λ+η) = Wϕ(λ), for all λ ∈ Γ∞(C(Ξ))
andη ∈ BG. Due to (3.2) this is equivalent to〈ϕV , BG〉 ⊆ Z. A necessary condition forWϕ to be gauge
invariant is thatδϕV = 0, i.e.ϕV ∈ Ω10,δ(M, g
∗), where by the subscriptδ we denote co-closed forms. This
can be seen by demanding invariance ofWϕ under the gauge transformationsλ 7→ λ+ dχ, χ ∈ C∞(M, g),
which are obtained by choosinĝf = exp ◦χ ∈ C∞(M,G) in (2.4). We can associate to suchϕV an
element[ϕV ] in the dual de Rham cohomology groupH10 dR∗(M, g
∗) := Ω10,δ(M, g
∗)/δΩ20(M, g
∗). Since
anyη ∈ BG is closed, the pairing in (3.2) depends only on the cohomology classes, i.e.〈ϕV , η〉 = 〈[ϕV ], [η]〉.
Notice that the pairing〈 , 〉 : H10 dR∗(M, g
∗) ×H1dR(M, g) → R is non-degenerate due to Poincaré duality,
i.e.H10dR∗(M, g
∗) ≃ H1dR(M, g)
∗ := HomR(H
1
dR(M, g),R).
Since the gauge transformations are characterized by an integral cohomology condition (2.6), also the
gauge invariant exponential functionals will be characterized by some integral cohomology condition. Be-
fore we can determine the exact form of this condition, we need some notations: Let us denote the dual
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Z-module ofH1dR(M, gZ) by H
1
dR(M, gZ)
∗ := HomZ(H
1
dR(M, gZ),Z). SinceH
1
dR(M, gZ) is a lattice
in H1dR(M, g) any element inH
1
dR(M, gZ)
∗ defines a unique element inH1dR(M, g)
∗ by R-linear exten-
sion. Thus, there is a monomorphism of Abelian groupsH1dR(M, gZ)
∗ → H1dR(M, g)
∗ which we shall
suppress in the following. Composing this map with the isomorphismH10dR∗(M, g
∗) ≃ H1dR(M, g)
∗ given
by the pairing〈 , 〉 we can regardH1dR(M, gZ)
∗ as a subgroup ofH10dR∗(M, g
∗), which we shall denote by
H10dR∗(M, g
∗)Z ⊆ H
1
0dR∗(M, g
∗). With these preparations we can now provide an explicit characte ization
of the gauge invariant exponential functionals.
Proposition 3.1. Letϕ ∈ Ekin be such thatδϕV = 0, i.e.ϕ satisfies the necessary condition forWϕ being
gauge invariant. ThenWϕ is a gauge invariant functional if and only if[ϕV ] ∈ H10dR∗(M, g
∗)Z.
Proof. The functional (3.1) is gauge invariant if and only if〈ϕV , BG〉 = 〈[ϕV ], [BG]〉 ⊆ Z. By (2.6)
this is equivalent to the condition
〈
[ϕV ],H
1
dR(M, gZ)
〉
⊆ Z, which is satisfied if and only if[ϕV ] ∈
H10dR∗(M, g
∗)Z.
Let us define the subgroup
E inv :=
{
ϕ ∈ Ekin : δϕV = 0 and[ϕV ] ∈ H
1
0dR∗(M, g
∗)Z
}
⊆ Ekin , (3.5)
which labels the gauge invariant functionalsWϕ.
Theorem 3.2. The set{Wϕ : ϕ ∈ E inv} of gauge invariant exponential functionals is separating ogauge
equivalence classes of configurations. This means that, forany twoλ, λ′ ∈ Γ∞(C(Ξ)) which are not gauge
equivalent via (2.4), there existsϕ ∈ E inv, such thatWϕ(λ′) 6= Wϕ(λ).
Proof. Let λ, λ′ ∈ Γ∞(C(Ξ)) be not gauge equivalent, i.e.λ′ = λ+ η with η ∈ Ω1(M, g) \BG.
Let us first assume thatη is not closed,dη 6= 0. For all ζ ∈ Ω20(M, g
∗) let us considerF∗(ζ) ∈
Ekin, whereF∗ : Ω20(M, g
∗) → Ekin is the formal adjoint of the curvature affine differential operator
F : Γ∞(C(Ξ)) → Ω2(M, g) (cf. [BDS13, Lemma 2.14 and Proposition 2.18]). Notice thatF∗(ζ)V = −δζ
(for an explanation for the minus sign see [BDS13, Proposition 2.18] and the subsequent discussion), hence
F∗(ζ) ∈ E inv. We obtain for the corresponding functional
WF∗(ζ)(λ
′) = WF∗(ζ)(λ) e
−2πi 〈ζ,dη〉 . (3.6)
Sincedη 6= 0 there existsζ ∈ Ω20(M, g
∗) such thatWF∗(ζ)(λ
′) 6= WF∗(ζ)(λ).
Let us now assume thatdη = 0. By hypothesis, the corresponding cohomology class[η] ∈ H1dR(M, g)
is not included in the subgroupH1dR(M, gZ) ⊆ H
1
dR(M, g), since otherwiseη would be an element in
BG. We prove the statement by contradiction: Assume thatWϕ(λ′) = Wϕ(λ), for all ϕ ∈ E inv. As
a consequence,
〈
H10 dR∗(M, g
∗)Z, [η]
〉
⊆ Z, which implies that[η] defines a homomorphism of Abelian
groupsH10 dR∗(M, g
∗)Z → Z. Notice that this is an element in the double dualZ-module ofH1dR(M, gZ),
which is isomorphic toH1dR(M, gZ) since the latter is finitely generated and free. This is a contradiction and
hence there existsϕ ∈ E inv, such thatWϕ(λ′) 6= Wϕ(λ).
Remark 3.3. There is the following relation to the usual Wilson loop observables: Given a smooth loop
γ : S1 → M we can construct the pull-back bundleγ∗(P ), which is a principalU(1)-bundle overS1. By
construction, we have the commuting diagram
γ∗(P )
π′

γ
// P
π

S
1 γ //M
(3.7)
Notice thatγ∗(P ) is necessarily a trivial bundle (asH2(S1,Z) = {0}) and hence there exists a global section
σ : S1 → γ∗(P ) of π′. Given anyλ ∈ Γ∞(C(Ξ)), its associated connection formωλ ∈ Ω1(P, g) pulls back
to a connection formγ∗(ωλ) ∈ Ω1(γ∗(P ), g), which can be further pulled back via the section to ag-valued
one-form onS1, σ∗(γ∗(ωλ)) ∈ Ω1(S1, g). We call the functional
wγ : Γ
∞(C(Ξ)) → C , λ 7→ wγ(λ) = e
∫
S1
σ∗(γ∗(ωλ)) (3.8)
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a Wilson loop observable and notice thatwγ does not depend on the choice of trivializationσ. The ex-
ponent of the Wilson loop observables is an affine functional, for all λ ∈ Γ∞(C(Ξ)) andη ∈ Ω1(M, g),∫
S1
σ∗(γ∗(ωλ+η)) =
∫
S1
σ∗(γ∗(ωλ)) +
∫
S1
γ∗(η). This immediately implies that
wγ(λ+ η) = wγ(λ) e
∫
S1
γ∗(η) , (3.9)
which the reader should compare with (3.2). Hence, the usual Wilson loop observables (3.8) can be regarded
as exponential functionals (3.1) obtained by using distributional sections of the vector dual bundleC(Ξ)†. In
our work we shall discard these distributional functionalsand only work with smooth sections of the vector
dual bundleC(Ξ)† for the following reasons: Firstly, because of Theorem3.2 the set of gauge invariant
observables{Wϕ : ϕ ∈ E inv} is already large enough to separate gauge equivalence classs of connections,
hence we see no reason to extend it by allowing for distributional sections ofC(Ξ)†. Secondly, allowing for
distributional sections will lead to singularities in our quantization prescription, the renormalization of which
we would like to avoid in this paper.
Fork = 0, . . . ,dim(M), let(k) := δ ◦ d+ d ◦ δ : Ω
k(M, g∗) → Ωk(M, g∗) be the Hodge-d’Alembert
operator acting ong∗-valuedk-forms. As these operators are normally hyperbolic, they have unique retarded
and advanced Green’s operators denoted byG±(k) : Ω
k
0(M, g
∗) → Ωk(M, g∗), see [BGP07, Pfe09] for
details. It is easy to prove that the d’Alembert operators(k) and the Green’s operatorsG
±
(k) commute with
the differential and codifferential, i.e.
d ◦(k) = (k+1) ◦ d , δ ◦(k+1) = (k) ◦ δ , (3.10a)
d ◦G±(k) = G
±
(k+1) ◦ d , δ ◦G
±
(k+1) = G
±
(k) ◦ δ . (3.10b)
We denote the causal propagator byG(k) := G
+
(k) − G
−
(k) : Ω
k
0(M, g
∗) → Ωk(M, g∗) and notice that also
theG(k) commute withd andδ as a consequence of (3.10). Given further a bi-invariant Riemannian metric
h on the structure groupG (or equivalently aG-equivariant positive linear maph : g → g∗), we can define a
presymplectic structureτ : E inv × E inv → R on the Abelian groupE inv by, for allϕ,ψ ∈ E inv,
τ(ϕ,ψ) :=
〈
ϕV , G(1)(ψV )
〉
h
:=
∫
M
ϕV ∧ ∗
(
h−1
(
G(1)(ψV )
))
, (3.11)
whereh−1 : g∗ → g is the inverse ofh. This presymplectic structure can be derived from the Lagran ian
densityL[λ] = −12 h(F(λ)) ∧ ∗(F(λ)) by slightly adapting Peierls’ method [BDS13, Remark 3.5]. It is
worth mentioning that sinceg = iR is one-dimensional and the adjoint action ofG ong is trivial, bi-invariant
Riemannian metrics onG are in bijective correspondence with positive linear mapsh : g → g∗ , t 7→ h(t) =
1
q2 t, whereq ∈ (0,∞). Hence, the metrich plays the role of an electric charge constant. To see this, plug
h(t) = 1
q2
t into the Lagrangian above and compare it with the usual textbook Lagrangian of Maxwell’s
theory. The metrich will be fixed throughout this work.
Before we take the quotient ofE inv by a subgroup containing the equation of motion, let us studyhe
elementsψ ∈ E inv which lead to central Weyl symbols in the quantum field theory. The Weyl relations (A.1)
readW (ϕ)W (ψ) = e−i τ(ϕ,ψ)/2W (ϕ + ψ). W (ψ) commutes with all other Weyl symbols if and only if
τ(E inv, ψ) ⊆ 2π Z. We denote byN ⊆ E inv the subgroup of allψ ∈ E inv satisfying this condition, i.e.
N :=
{
ψ ∈ E inv : τ(E inv, ψ) ⊆ 2π Z
}
. (3.12)
This subgroup can also be characterized as follows:
Proposition 3.4. N =
{
ψ ∈ E inv : ψV ∈ δΩ
2
0,d(M, g
∗) and
[
h−1
(
G(1)(ψV )
)]
∈ 2π H1dR(M, gZ)
}
.
Proof. We first prove the inclusion⊇. Assume thatψ ∈ E inv satisfies the first condition of the Abelian group
specified on the right hand side above, i.e.ψV = δζ for someζ ∈ Ω20,d(M, g
∗). Thend(h−1(G(1)(ψV ))) =
h−1(G(2)(dδζ)) = h
−1(G(2)((2)(ζ))) = 0, thus the second condition is well-posed. Using Proposition 3.1
the following holds true,
τ(E inv, ψ) =
〈
H10 dR∗(M, g
∗)Z,
[
h−1
(
G(1)(ψV )
)]〉
⊆ 2π Z . (3.13)
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To prove the inclusion⊆, suppose thatψ ∈ E inv is such thatτ(E inv, ψ) ⊆ 2π Z. SinceE inv contains
the subgroup{ϕ ∈ Ekin : ϕV ∈ δΩ20(M, g
∗)}, we obtain thatd(h−1(G(1)(ψV ))) = 0. As a conse-
quence of global hyperbolicity and(2) being normally hyperbolic, we obtaindψV = (2)(ζ) for some
ζ ∈ Ω20(M, g
∗). If dim(M) ≥ 3, we applyd to this equation and find0 = (3)(dζ), which again due to
global hyperbolicity and(3) being normally hyperbolic implies thatζ ∈ Ω
2
0,d(M, g
∗). If dim(M) = 2, the
statementζ ∈ Ω20,d(M, g
∗) is automatic. Applyingδ on dψV = (2)(ζ) and using thatδψV = 0 we find
(1)(ψV ) = (1)(δζ) and henceψV = δζ. The conditionτ(E
inv, ψ) ⊆ 2π Z then reads as in (3.13), which
implies that[h−1(G(1)(ψV ))] ∈ 2π H
1
dR(M, gZ).
With this characterization it is easy to see that the equation of motion is contained inN .
Lemma 3.5. MW∗
[
Ω10(M, g
∗)
]
⊆ N , whereMW∗ = F∗ ◦ d : Ω10(M, g
∗) → Ekin is the formal adjoint of
Maxwell’s affine differential operatorMW := δ ◦ F : Γ∞(C(Ξ)) → Ω1(M, g).
Proof. For anyζ ∈ Ω10(M, g
∗),MW∗(ζ)V = −δdζ. As a consequence of this and (3.10),G(1)(MW
∗(ζ)V ) =
−G(1)(δdζ) = −G(1)(((1) − dδ)(ζ)) = dδG(1)(ζ) and thus[h
−1(G(1)(MW
∗(ζ)V ))] = 0.
The characterization ofN given in Proposition3.4 is still rather abstract. In particular, it is quite hard
to control the second condition since it involves the causalpropagator and hence the equation of motion
together with its solution theory. Fortunately, it will be sufficient for us to characterize explicitly only the
subgroup ofN given by
N 0 :=
{
ψ ∈ E inv : ψV ∈ δΩ
2
0,d(M, g
∗) and
[
h−1
(
G(1)(ψV )
)]
= 0
}
⊆ N . (3.14)
Notice thatN 0 can be defined as the set of allψ ∈ E inv satisfyingτ(E inv, ψ) = {0}, i.e.N 0 is the radical
of the presymplectic structure inE inv.
Proposition 3.6. N 0 =
{
ψ ∈ E inv : ψV ∈ δ
(
Ω20(M, g
∗) ∩ dΩ1tc(M, g
∗)
)}
, where the subscripttc stands
for forms with timelike compact support.
Proof. We first show the inclusion⊆: Let ψV = δζ, ζ ∈ Ω20,d(M, g
∗), be the linear part ofψ ∈ N 0. The
second condition in (3.14) implies that there exists aχ′ ∈ C∞(M, g), such thath−1(G(1)(ψV )) = dχ
′.
Absorbingh−1 into χ′ we obtain the equivalent equationG(1)(ψV ) = dχ, for someχ ∈ C
∞(M, g∗).
Applying δ to both sides leads to(0)(χ) = 0, hence there exists anα ∈ C
∞
tc (M, g
∗) such thatχ = G(0)(α).
See e.g. [Bar13, San13] for details on how to extend the causal propagator to sections of timelike compact
support. The original equationG(1)(ψV ) = dχ implies thatψV = dα+(1)(β) for someβ ∈ Ω
1
tc(M, g
∗).
Applying δ and using thatδψV = 0 givesα = −δβ and the equation simplifies toδζ = ψV = δdβ.
Applying d and usingdζ = 0 shows thatζ = dβ and hencedβ ∈ Ω20(M, g
∗). The other inclusion⊇ is
easily shown, for alldβ ∈ Ω20(M, g
∗) ∩ dΩ1tc(M, g
∗),
G(1)(δdβ) = δdG(1)(β) = ((1) − dδ)
(
G(1)(β)
)
= −dδG(1)(β) (3.15)
and hence[h−1(G(1)(δdβ))] = 0.
Lemma 3.7. MW∗[Ω10(M, g
∗)] ⊆ N 0.
Proof. Follows immediately from the proof of Lemma3.5.
4 The presymplectic Abelian group functor and its quotients
We associate the presymplectic Abelian groups constructedin the previous section to objectsΞ in the cat-
egoryG−PrBuGlobHyp and study how morphisms inG−PrBuGlobHyp induce morphisms between these
presymplectic Abelian groups. Our strategy is to constructfirst an off-shell functor, i.e. a functor which does
not encode the equation of motion, and afterwards we shall study the possibility of taking natural quotients of
this functor using a more abstract mathematical machinery.This point of view will be useful for establishing
certain properties of our functors. For the definition of thecategoryPAG of presymplectic Abelian groups
we refer to the Appendix, DefinitionA.1.
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Proposition 4.1. The following association defines a covariant functorPSOff : G−PrBuGlobHyp → PAG:
For objectsΞ in G−PrBuGlobHyp we setPSOff(Ξ) := (E inv, τ), whereE inv is given in (3.5) and τ in
(3.11). For morphismsf : Ξ1 → Ξ2 in G−PrBuGlobHyp we set
PSOff(f) : PSOff(Ξ1) → PSOff(Ξ2) , ϕ 7→ f∗(ϕ) , (4.1)
wheref∗ is the push-forward given in [BDS13, Definition 5.4].
Proof. The proof can be obtained by following the same steps as in theproof of [BDS13, Theorem 5.5]. As
the reader might ask if the integral cohomology condition inthe definition ofE inv in (3.5) can cause problems,
we are repeating the relevant part of this proof. The only non-trivial step is to show that the morphisms
(4.1) are well-defined. Using the short notation(E inv1 , τ1) := PSOff(Ξ1) and(E
inv
2 , τ2) := PSOff(Ξ2),
this amounts to showing that the push-forwardf∗ mapsE inv1 to E
inv
2 . (The proof thatf∗ preserves the
presymplectic structures is exactly the one in [BDS13, Theorem 5.5].) This is indeed the case, since, for all
ϕ ∈ E inv1 andĝ ∈ C
∞(M2, G),
〈f∗(ϕ)V , ĝ
∗(µG)〉2 = 〈f∗(ϕV ), ĝ
∗(µG)〉2 =
〈
ϕV , f
∗ ◦ ĝ∗(µG)
〉
1
=
〈
ϕV , (ĝ ◦ f)
∗(µG)
〉
1
= 0 , (4.2)
wheref :M1 →M2 is the map induced byf : P1 → P2 and we have used thatĝ ◦f ∈ C∞(M1, G). Hence,
f∗(ϕ) ∈ E
inv
2 for all ϕ ∈ E
inv
1 .
Remark 4.2. The covariant functorPSOff : G−PrBuGlobHyp → PAG restricts in the obvious way to
the full subcategoryG−PrBuGlobHyp(m) (and also toG−PrBuGlobHyp(m)0 ) of G−PrBuGlobHyp (with
m ≥ 2), which describes principalG-bundles over (connected)m-dimensional spacetimes for a fixedm ≥ 2.
We shall denote the restricted functors by the same symbol, i.e.PSOff : G−PrBuGlobHyp(m) → PAG and
PSOff : G−PrBuGlobHyp
(m)
0 → PAG.
The covariant functorPSOff is not yet the one required in physics since it does not encodethe quation
of motion. We will address the question of taking quotients of the objectsPSOff(Ξ) by subgroupsQ(Ξ) ⊆
PSOff(Ξ) from a more abstract point of view. This is required to understand if we can take in our present
model a quotient by the equation of motion and also certain “electric charges”, cf. [BDS13, Section 7].
Eventually, this will decide whether the covariant functorresulting from taking quotients satisfies the locality
property (i.e. injectivity of the induced morphisms inPAG) or not.
There are the following restrictions on the choice of the collectionQ(Ξ) ⊆ PSOff(Ξ) of subgroups:
First, for PSOff(Ξ)/Q(Ξ) to be an object inPAG (with the induced presymplectic structure) it is neces-
sary and sufficient thatQ(Ξ) is a subgroup of the radicalN 0 ⊆ PSOff(Ξ). Second, forPSOff(f) :
PSOff(Ξ1) → PSOff(Ξ2) to induce a morphism on the quotients it is necessary and sufficient that
PSOff(f) mapsQ(Ξ1) toQ(Ξ2). These conditions can be abstractly phrased as follows.
Definition 4.3. Let C be any category and letF : C → PAG be a covariant functor.
a) A covariant functorQ : C → PAG is called asubfunctor of F if for all objectsA in C we have
Q(A) ⊆ F(A) (i.e. Q(A) is a presymplectic Abelian subgroup ofF(A)) and if for all morphisms
f : A1 → A2 in C the morphismQ(f) is the restriction ofF(f) to Q(A1).
b) A subfunctorQ : C → PAG of F is calledquotientable if for all objectsA in C the presymplectic
Abelian groupQ(A) is a presymplectic Abelian subgroup of the radical inF(A).
Remark 4.4. Notice that if the categoryC is G−PrBuGlobHyp and the functorF is PSOff we recover
exactly the situation explained before Definition4.3. We have formulated the definition in this generality,
since we shall also encounter the case of a categoryC different fromG−PrBuGlobHyp.
Proposition 4.5. Let Q : C → PAG be a quotientable subfunctor of a covariant functorF : C → PAG.
Then there exists a covariant functorF/Q : C → PAG, called the quotient ofF byQ, defined as follows: It
associates to any objectA in C the objectF(A)/Q(A) in PAG. To any morphismf : A1 → A2 in C the
functor associates the morphismF(A1)/Q(A1) → F(A2)/Q(A2) in PAG that is canonically induced by
F(f).
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Proof. For any objectA in C the quotientF(A)/Q(A) is an object inPAG, sinceQ(A) is a presymplectic
Abelian subgroup of the radical inF(A). For any morphismf : A1 → A2 in C the morphismF(f) :
F(A1) → F(A2) induces a well-defined morphism between the quotients, since by the subfunctor properties
Q(A1) is mapped toQ(A2).
It remains to provide explicit examples of quotientable subfunctors ofPSOff : G−PrBuGlobHyp →
PAG. The following example is standard, since it describes within e terminology developed above the
quotient by the equation of motion.
Proposition 4.6. Let PSOff : G−PrBuGlobHyp → PAG be the functor constructed in Proposition4.1.
Then there exists a quotientable subfunctorMW : G−PrBuGlobHyp → PAG defined by associating to any
objectΞ in G−PrBuGlobHyp the presymplectic Abelian subgroupMW(Ξ) := (MW∗[Ω10(M, g
∗)], τ) ⊆
PSOff(Ξ), whereτ is given in (3.11).
Proof. Since(MW∗[Ω10(M, g
∗)], τ) is clearly a presymplectic Abelian subgroup ofPSOff(Ξ), for all ob-
jectsΞ in G−PrBuGlobHyp, it remains to check if the morphismPSOff(f) defined in (4.1) induces a
morphism betweenMW∗1[Ω
1
0(M1, g
∗)] andMW∗2[Ω
1
0(M2, g
∗)]. This was shown in the proof of [BDS13,
Theorem 5.5], henceMW is a subfunctor ofPSOff. It is a quotientable subfunctor, since by Lemma3.7all
MW(Ξ) are presymplectic Abelian subgroups of the radical inPSOff(Ξ) (this also implies thatτ restricted
toMW∗[Ω10(M, g
∗)] is the trivial presymplectic structure).
Using Proposition4.5we construct a covariant functor
PS := PSOff/MW : G−PrBuGlobHyp → PAG . (4.3)
This functor describes exactly the gauge invarianton-shellpresymplectic Abelian groups, i.e. for any objectΞ
inG−PrBuGlobHyp we havePS(Ξ) = (E inv/MW∗[Ω10(M, g
∗)], τ) with E inv given in (3.5) andτ in (3.11).
Of course, the functorPS restricts to the full subcategoriesG−PrBuGlobHyp(m) andG−PrBuGlobHyp(m)0 ,
for anym ≥ 2. The functorPS has many desired properties of a locally covariant field theory, namely the
causality property and the time-slice axiom, which can be shown using the same arguments as in the proof
of [BDS13, Theorem 5.7 and Theorem 5.8]. However, it does not satisfy the locality property.
Definition 4.7. Let C be any category. A covariant functorF : C → PAG is said to satisfy thelocality
property , if it is a functor to the subcategoryPAGinj where all morphisms are injective, cf. DefinitionA.1.
In order to prove that the functorPS does not satisfy the locality property we shall need some technical
tools. Even though the next steps are rather abstract, taking this burden will pay off, since we can eventually
rephrase the injectivity of the morphismPS(f) in PAG in terms of an injectivity condition on a certain
induced morphism of cohomology groups.
Let us define the following covariant functorH20dR : G−PrBuGlobHyp → Vec to the category of
real vector spaces: To any objectΞ in G−PrBuGlobHyp we associate the cohomology groupH20 dR(Ξ) :=
H20dR(M, g
∗) of the spacetimeM underlyingΞ. To any morphismf : Ξ1 → Ξ2 in G−PrBuGlobHyp we
associate the linear map
H20 dR(f) : H
2
0dR(M1, g
∗) → H20 dR(M2, g
∗) , [ζ] 7→ [f
∗
(ζ)] , (4.4)
wheref
∗
is the push-forward along the induced mapf : M1 → M2. We shall compose both, the functor
PS and the functorH20 dR, with the forgetful functor to the category of Abelian groupsAG and denote the
resulting functor with a slight abuse of notation by the samesymbol. We observe
Lemma 4.8. Let us define for every objectΞ in G−PrBuGlobHyp a morphism of Abelian groups
ιΞ : H
2
0dR(Ξ) → PS(Ξ) , [ζ] 7→
[
F∗(ζ)
]
. (4.5)
Then the collectionι = {ιΞ} : H20 dR ⇒ PS defines a natural transformation between the two covariant
functorsPS,H20 dR : G−PrBuGlobHyp → AG. Furthermore, eachιΞ is injective.
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Proof. Let Ξ be any object inG−PrBuGlobHyp. Then the map (4.5) is well-defined, since, for anyζ ∈
Ω20,d(M, g
∗),F∗(ζ)V = −δζ ∈ E inv, cf. (3.5), and since, for anyη ∈ Ω10(M, g
∗),
[
F∗(dη)
]
=
[
MW∗(η)
]
=
0. It is clearly a morphism of Abelian groups. To show thatιΞ is injective, let us assume that
[
F∗(ζ)
]
= 0.
Hence, there exists anη ∈ Ω10(M, g
∗), such thatF∗(ζ) = MW∗(η). Taking the linear part givesδζ = δdη.
Applying d and using thatdζ = 0 we obtainζ = dη, thus[ζ] = 0.
Let nowf : Ξ1 → Ξ2 be any morphism inG−PrBuGlobHyp. It remains to show that the diagram
PS(Ξ1)
PS(f)
// PS(Ξ2)
H20dR(Ξ1)
ιΞ1
OO
H2
0 dR
(f)
// H20 dR(Ξ2)
ιΞ2
OO
(4.6)
commutes. This is a simple calculation, for all[ζ] ∈ H20 dR(Ξ1),
PS(f)
(
ιΞ1
(
[ζ]
))
=
[
f∗
(
F∗1(ζ)
)]
=
[
F∗2
(
f
∗
(ζ)
)]
= ιΞ2
(
H20 dR(f)
(
[ζ]
))
, (4.7)
where in the second equality we have used naturality of the curvat re affine differential operator – see
[BDS13, Lemma 2.14] and the subsequent discussion.
With this preparation we can give a simple characterizationof the injectivity of the morphismPS(f) in
terms of injectivity ofH20 dR(f).
Theorem 4.9. Let f : Ξ1 → Ξ2 be a morphism inG−PrBuGlobHyp. ThenPS(f) : PS(Ξ1) → PS(Ξ2)
is injective if and only ifH20 dR(f) : H
2
0dR(Ξ1) → H
2
0dR(Ξ2) is injective. In other words,PS(f) :
PS(Ξ1) → PS(Ξ2) is not injective if and only ifH20 dR(f) : H
2
0 dR(Ξ1) → H
2
0 dR(Ξ2) is not injective.
Proof. It is easier to show the negation of the statement, i.e.PS(f) : PS(Ξ1) → PS(Ξ2) is not injective
⇔H20 dR(f) : H
2
0 dR(Ξ1) → H
2
0 dR(Ξ2) is not injective.
The direction “⇐” follows immediately from the commuting diagram in (4.6). Indeed, ifH20dR(f) is
not injective, then the lower composition of morphisms is not i jective and by commutativity of the diagram
also the upper composition of morphisms is not injective. SinceιΞ1 is injective this implies thatPS(f) is
not injective.
To show the direction “⇒” let us assume thatPS(f) is not injective. The kernelker
(
PS(f)
)
is
a subgroup of the radical
[
N 01
]
:= N 01 /MW(Ξ1) in PS(Ξ1) for the following reason: For any non-
trivial element0 6= [ψ] ∈ ker
(
PS(f)
)
we have (by definition) thatPS(f)([ψ]) = 0 and hence, for
all [ϕ] ∈ PS(Ξ2), a vanishing presymplectic structureτ2
(
[ϕ],PS(f)([ψ])
)
= 0. Taking in particular
[ϕ] = PS(f)([ϕ̃]), for [ϕ̃] ∈ PS(Ξ1), and using thatPS(f) preserves the presymplectic structures im-
plies that[ψ] lies in the radical
[
N 01
]
, which by Proposition3.6implies that for any representativeψ we have
ψV = −δdβ (the minus sign is purely conventional) for someβ ∈ Ω1tc(M1, g
∗). This in turn implies that
there existsa ∈ C∞0 (M1), such thatψ = F
∗
1(dβ) + a11, and sincePS(f)([ψ]) = 0, the push-forward
f∗(ψ) has to be of the formMW
∗
2(η) for someη ∈ Ω
1
0(M2, g
∗), i.e.
MW∗2(η) = f∗(ψ) = F
∗
2
(
f
∗
(dβ)
)
+ f
∗
(a)12 . (4.8)
Taking the linear part of this equation, i.e.−δdη = −δf
∗
(dβ), and applyingd to both sides leads to
f
∗
(dβ) = dη and hence, by plugging this back into (4.8), we obtain thatf
∗
(a) ∈ TrivZ 2, which is equiva-
lent toa ∈ TrivZ 1. Hence,ψ = F∗1(dβ) and as a consequence[ψ] lies in the image ofιΞ1. This shows that
the upper compositions of morphisms in (4.6) is not injective, hence (as a consequence of the commutativity
of the diagram) also the lower composition is not injective.As ιΞ2 is injective, the morphismH
2
0 dR(f) has
to be non-injective, which proves our claim.
Proposition 4.10. The covariant functorPS : G−PrBuGlobHyp(m) → PAG does not satisfy the locality
property, for anym ≥ 2. Furthermore, the covariant functorPS : G−PrBuGlobHyp(m)0 → PAG (i.e. the
restriction to connected spacetimes of dimensionm) does not satisfy the locality property, for anym ≥ 3.
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Remark 4.11. This proposition implies that also the covariant functorPS : G−PrBuGlobHyp → PAG on
the categoryG−PrBuGlobHyp does not satisfy the locality property.
Proof. By Theorem4.9, it is enough to construct examples of morphismsf : Ξ1 → Ξ2 inG−PrBuGlobHyp
(m)
(for m ≥ 2) and also inG−PrBuGlobHyp(m)0 (for m ≥ 3), such thatH
2
0 dR(f) : H
2
0 dR(M1, g
∗) →
H20dR(M2, g
∗) is not injective. A sufficient condition for this property isthat the vector space dimension
of H20 dR(M1, g
∗) is greater than the dimension ofH20 dR(M2, g
∗). This is achieved by the following con-
struction: Form ≥ 2, let Ξ2 be any object inG−PrBuGlobHyp
(m), such that(M2, o2, g2, t2) is them-
dimensional Minkowski spacetime. Let us further denote byΞ1 the object inG−PrBuGlobHyp
(m) that is
obtained by restricting all geometric data ofΞ2 to the causally compatible and globally hyperbolic open
subsetM1 := M2 \ JM2({0}), where0 ∈ M2 is some point inM2. The canonical embedding ofM1 into
M2 provides us with a morphismf : Ξ1 → Ξ2 in G−PrBuGlobHyp
(m). Notice that form ≥ 3 this f is
also a morphism inG−PrBuGlobHyp(m)0 , as both,M1 andM2, are connected in this case. Let us study the
dimension of the de Rham cohomology groupsH20 dR(M1, g
∗) andH20 dR(M2, g
∗). In dimensionm = 2 we
have thatH20dR(M1, g
∗) ≃ R2 andH20 dR(M2, g
∗) ≃ R, sinceM1 consists of two disconnected components
andM2 is connected. Hence, the morphismH20 dR(f) can not be injective and by Theorem4.9 we find
thatPS(f) is not injective for this choice of morphismf : Ξ1 → Ξ2. In dimensionm > 2 we have that
H20dR(M1, g
∗) ≃ R (sinceM1 is diffeomorphic toR2 × Sm−2 with Sm−2 denoting them− 2-sphere) and
H20dR(M2, g
∗) = {0}, thus againPS(f) is not injective.
This proposition shows that the usual on-shell functorPS : G−PrBuGlobHyp → PAG, as well as its
restriction to the full subcategoriesG−PrBuGlobHyp(m) (form ≥ 2) andG−PrBuGlobHyp(m)0 (form ≥ 3),
is not locally covariant in the sense of [BFV03]. An exceptional case is given for the full subcategory
G−PrBuGlobHyp
(2)
0 , where each spacetime is two-dimensional and connected. Inthis case local covariance
in the sense of [BFV03] holds true.
Theorem 4.12.The covariant functorPS : G−PrBuGlobHyp(2)0 → PAG satisfies the locality property.
Proof. Let f : Ξ1 → Ξ2 be any morphism inG−PrBuGlobHyp
(2)
0 and let us denote byH
2
0dR(f) :
H20dR(M1, g
∗) → H20 dR(M2, g
∗) the induced morphism of cohomology groups. Since by assumption M1
andM2 are connected, bothH20dR(M1, g
∗) andH20dR(M2, g
∗) are isomorphic toR by Poincaré duality. Let
[ζ] ∈ H20dR(M1, g
∗) be a non-trivial cohomology class. ThenH20dR(f)([ζ]) = [f∗(ζ)] is not trivial, since∫
M2
f
∗
(ζ) =
∫
M1
ζ 6= 0. In other words,H20 dR(f) is injective and by Theorem4.9 alsoPS(f). This
completes the proof.
In order to circumvent the violation of the locality property of the functorPS acting on the categories
G−PrBuGlobHyp(m) (with m ≥ 2) orG−PrBuGlobHyp(m)0 (with m ≥ 3), there remains the possibility of
taking further quotients of the functorPS by quotientable subfunctors, cf. [BDS13, Section 7] for a similar
strategy. However, this turns out to be impossible due to thefollowing
Theorem 4.13.For anym ≥ 2 there exists no quotientable subfunctorQ ofPS : G−PrBuGlobHyp(m) →
PAG, such thatPS/Q : G−PrBuGlobHyp(m) → PAG satisfies the locality property. Furthermore, for
anym ≥ 3 there exists no quotientable subfunctorQ of PS : G−PrBuGlobHyp(m)0 → PAG, such that
PS/Q : G−PrBuGlobHyp
(m)
0 → PAG satisfies the locality property.
Remark 4.14. This theorem of course implies that there exists no quotientable subfunctorQ of PS :
G−PrBuGlobHyp → PAG, such thatPS/Q : G−PrBuGlobHyp → PAG satisfies the locality property.
Proof. The strategy for the proof is as follows: We will construct two morphismsfj : Ξ3 → Ξj, j = 1, 2, in
G−PrBuGlobHyp(m) (form ≥ 2) andG−PrBuGlobHyp(m)0 (form ≥ 3), such that injectivity ofPS(f2) on
the quotients requiresQ(Ξ3) in such a way thatPS(f1) is not well-defined on the quotients. The following
diagram visualizes the envisaged setting:
Ξ1 Ξ2
Ξ3
f1
``❆❆❆❆❆❆❆❆ f2
>>⑥⑥⑥⑥⑥⑥⑥⑥
(4.9)
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Let us first focus on the casem ≥ 3 and considerM1 := R × S1 × Sm−2 equipped with the canonical
Lorentzian metricg1 := −dt ⊗ dt + dφ ⊗ dφ + gSm−2 , wheret is a time coordinate onR, φ is an angle
coordinate on the circleS1 andgSm−2 is the standard Riemannian metric on the unitm − 2-sphereS
m−2.
Consider furtherM2 := Rm equipped with the Lorentzian metricg2 := −dt ⊗ dt + α(r2)
∑m−1
i=1 dx
i ⊗
dxi + β(r2) dr ⊗ dr, wherexi are Cartesian coordinates,r =
√∑m−1
i=1 x
i xi is the radius,α : R → R
is a strictly positive smooth function, such thatα(ξ) = 1 for ξ < 1 andα(ξ) = ξ−1 for ξ > 4, and
β : R → R is a positive smooth function, such thatβ(ξ) = 0 for ξ < 1 andβ(ξ) = 1 − ξ−1 for ξ > 4.
Notice that, forr2 < 1, g2 = −dt ⊗ dt +
∑m−1
i=1 dx
i ⊗ dxi is the Minkowski metric and that, forr2 > 4,
g2 = −dt⊗ dt+ dr ⊗ dr + gSm−2 formally looks likeg1.
DefineM3 as the Cauchy development of{0} × I × Sm−2 in (M1, g1), whereI is some open interval
in (0, 2π). Notice that(M3, g3 := g1|M3) is a causally compatible and globally hyperbolic open subset of
(M1, g1). We denote byf1 : (M3, g3) → (M1, g1) the isometric embedding. Furthermore, there exists
an isometric embeddingf2 : (M3, g3) → (M2, g2) into the subset ofM2 specified byr2 > 4, such that
the image is causally compatible and open.3 We can equipMi, i = 1, 2, 3, with orientations and time-
orientations, such that the isometric embeddings preservethose. Furthermore, taking the trivial principal
G-bundlesPi = Mi × G, i = 1, 2, 3, we can construct three objectsΞi, i = 1, 2, 3, and two morphisms
fj := (fj , idG) :M3 ×G→Mj ×G, j = 1, 2, inG−PrBuGlobHyp
(m)
0 .
By the same arguments as in the proof of Proposition4.10, the morphismPS(f2) can not be injective
sinceH20dR(M3, g
∗) ≃ R andH20dR(M2, g
∗) = {0}. To turnPS(f2) : PS(Ξ3) → PS(Ξ2) into an
injective morphism we have to take a quotientPS(Ξ3)/Q(Ξ3), such thatQ(Ξ3) contains[F∗3(ζ)], for all
ζ ∈ Ω20,d(M3, g
∗), as all these elements lie in the kernel ofPS(f2). (The last statement can also be seen very
explicitly: For all ζ ∈ Ω20,d(M3, g
∗) we havePS(f2)
(
[F∗3(ζ)]
)
= [F∗2(f2∗(ζ))] = [MW2(η)] = 0, since
H20dR(M2, g
∗) = {0} and hencef2∗(ζ) = dη for someη ∈ Ω
1
0(M2, g
∗).) On the other hand, the morphism
H20dR(f1) : H
2
0 dR(M3, g
∗) → H20 dR(M1, g
∗) is injective, since for any non-trivial0 6= [ζ] ∈ H20dR(M3, g
∗)
we have
∫
M1
f1∗(ζ) ∧ ν
1
Sm−2
=
∫
M3
ζ ∧ ν3
Sm−2
6= 0, whereνi
Sm−2
denotes the pull-back of the volume form
onSm−2 toMi, i = 1, 3. The following argument shows that, for any0 6= [ζ] ∈ H20dR(M3, g
∗),
PS(f1)
(
[F∗3(ζ)]
)
=
[
F∗1(f1∗(ζ))
]
6∈
[
N 01
]
, (4.10)
where
[
N 01
]
= N 01 /MW(Ξ1) is the radical ofPS(Ξ1): Using Proposition3.6 and the fact thatM1 has
compact Cauchy surfaces (which impliesΩ1tc(M1, g
∗) = Ω10(M1, g
∗)), any representativeψ of an element
[ψ] ∈
[
N 01
]
has a linear part satisfyingψV ∈ δdΩ10(M1, g
∗). However, forF∗1(f1∗(ζ)) the linear part
is −δf1∗(ζ), which is not of this form if[f1∗(ζ)] 6= 0 (this property is implied by[ζ] 6= 0 asH
2
0 dR(f1) is
injective). AsQ(Ξ3) contains[F∗3(ζ)], for all ζ ∈ Ω
2
0,d(M3, g
∗) (see the discussion of the morphismPS(f2)
above), (4.10) implies that the image ofQ(Ξ3) underPS(f1) is not a subgroup of the radical
[
N 01
]
. Thus,
by the definition of subfunctor, any admissible choice ofQ(Ξ1) can not be a subgroup of
[
N 01
]
and as a
consequence the subfunctorQ can not be quotientable.
Let us now considerm = 2, which is rather special and deserves for a different construction: Let us take
the disjoint unionM1 := R× (S1∐S1) and equip each component with the standard Lorentzian metric g1 =
−dt⊗dt+dφ⊗dφ. Consider furtherM2 := R2 equipped with the Minkowski metricg2 = −dt⊗dt+dx⊗dx.
DefineM3 as the Cauchy development of{0}×(I1∐I2) ⊆M1, whereI1 andI2 are open intervals in(0, 2π),
and equip it with the induced Lorentzian metricg3 := g1|M3. There are obvious isometric embeddings
f1 : (M3, g3) → (M1, g1) andf2 : (M3, g3) → (M2, g2). One possibility for the latter is given by restricting
to M3 the isometric embeddingM1 ⊃ R × (I1 ∐ I2) → M2 defined by(t, φ1) 7→ (t, φ1) and(t, φ2) 7→
(t, 2π+φ2), whereφ1 ∈ I1, φ2 ∈ I2 and we have taken Cartesian coordinates( , x) onM2 = R2. As above,
this gives rise to three objectsΞi, i = 1, 2, 3, and two morphismsfj : M3 × G → Mj × G, j = 1, 2, in
G−PrBuGlobHyp(2). By the same arguments as in the proof of Proposition4.10, the morphismPS(f2) can
not be injective sinceH20 dR(M3, g
∗) ≃ R2 andH20 dR(M2, g
∗) ≃ R. To turnPS(f2) : PS(Ξ3) → PS(Ξ2)
into an injective morphism we have to take a quotientPS(Ξ3)/Q(Ξ3), whereQ(Ξ3) contains[F∗3(ζ)], for
3 Explicitly, we can define an isometric embeddingM1 ⊃ R× I × Sm−2 → M2 by (t, φ, p) 7→ (t, 2+φ, p), wherep is a point
on the sphereSm−2 and the coordinates(t, r, p) onM2 = Rm have been chosen as timet and spherical coordinates(r, p) on the
equal-time hypersurfaces. This induces the desired isometric embeddingf2 : (M3, g3) → (M2, g2).
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all ζ ∈ Ω20,d(M3, g
∗) such that
∫
M3
ζ = 0. It is easy to see thatH20 dR(f1) : H
2
0 dR(M3, g
∗) → H20dR(M1, g
∗)
is an isomorphism, since bothM3 andM1 have two connected components. By the same argument as above
for m > 2 one shows that any subgroupQ(Ξ1) which contains the image ofQ(Ξ3) underPS(f1) is not a
subgroup of the radical
[
N 01
]
. Hence, the subfunctorQ can not be quotientable.
5 Quantization
We finally study the quantization of the functorPS : G−PrBuGlobHyp → PAG. Due to TheoremA.5
we can construct a covariant functorA : G−PrBuGlobHyp → C∗Alg by composing the functorsPS and
CCR : PAG → C∗Alg, i.e.A := CCR ◦ PS. The functorA describes the association ofC∗-algebras of
observablesA(Ξ) to objectsΞ in G−PrBuGlobHyp. The validity of the classical causality property and of
the classical time-slice axiom for the functorPS implies the quantum causality property and the quantum
time-slice axiom due to the construction of the functorCCR. Likewise, the failure of the locality property
extends from the classical context to the quantum case, as weshall demonstrate in the remainder of this
section. We can summarize these results as follows:
Theorem 5.1. There exists a covariant functorA := CCR ◦ PS : G−PrBuGlobHyp → C∗Alg describ-
ing C∗-algebras of gauge invariant on-shell observables for quantized principalG-connections. The co-
variant functorA satisfies the quantum causality property and the quantum time-slice axiom. Further-
more, for each objectΞ in G−PrBuGlobHyp the C∗-algebra A(Ξ) is a quantization of an algebra of
functionals that separates gauge equivalence classes of conne tions (cf. Theorem3.2). Neither the func-
tor A : G−PrBuGlobHyp → C∗Alg nor its restriction to the full subcategoryG−PrBuGlobHyp(m) (for
m ≥ 2) or G−PrBuGlobHyp(m)0 (for m ≥ 3) satisfies the locality property, i.e.A is not a covariant functor
to the subcategoryC∗Alginj. As an exceptional case, the functorA satisfies the locality property when re-
stricted to the full subcategoryG−PrBuGlobHyp(2)0 of principalG-bundles over two-dimensional connected
spacetimes.
As a first step in the analysis of the quantum locality property, we notice that the characterization of
injective morphismsPS(f) given in Theorem4.9extends to the quantized case.
Theorem 5.2. Let f : Ξ1 → Ξ2 be a morphism inG−PrBuGlobHyp. ThenA(f) : A(Ξ1) → A(Ξ2) is
injective if and only ifH20 dR(f) : H
2
0 dR(Ξ1) → H
2
0 dR(Ξ2) is injective.
Proof. We show that theC∗Alg-morphismA(f) = CCR
(
PS(f)
)
is injective if and only if thePAG-
morphismPS(f) is injective, from which the proof follows by using Theorem4.9.
To prove the direction “⇐”, notice that if PS(f) is injective, then by CorollaryA.7 alsoA(f) =
CCR
(
PS(f)
)
is injective. We show the direction “⇒” by contraposition: IfPS(f) is not injective, then
there exists a[ϕ] ∈ PS(Ξ1), such thatPS(f)([ϕ]) = 0. As a consequence, we obtain in the CCR-algebras
A(f)(W1([ϕ])− 11) =W2
(
PS(f)([ϕ])
)
− 12 =W2(0)− 12 = 0, henceA(f) is not injective.
It remains to extend our no-go Theorem4.13 to the functorA : G−PrBuGlobHyp → C∗Alg and its
restriction to the full subcategoriesG−PrBuGlobHyp(m) (for m ≥ 2) orG−PrBuGlobHyp(m)0 (for m ≥ 3).
This requires us to adapt (in an obvious way) the content of Definition 4.3 to functors with values in the
categoryC∗Alg: A covariant functorQ : C → C∗Alg is called a subfunctor of a covariant functorF : C →
C∗Alg if for all objectsA in C we have thatQ(A) ⊆ F(A) is aC∗-subalgebra (not necessarily unital) and
if for all morphismsf : A1 → A2 in C the morphismQ(f) is the restriction ofF(f) to Q(A1). This
subfunctor is called quotientable if for all objectsA in C theC∗-subalgebraQ(A) is a closed two-sided∗-
ideal inF(A). It is clear that under these assumptions the analog of Proposition4.5holds true, i.e. the functor
F/Q : C → C∗Alg exists. It is worth to mention that, according to the definition above, a quotientable
subfunctorQ of F : C → C∗Alg could be such that for some objectA in C we haveQ(A) = F(A) and
henceF(A)/Q(A) ≃ C is the trivialC∗-algebra. In order to avoid such trivial constructions, we shall add
the requirement thatQ should be a proper subfunctor ofA, i.e. thatQ(A) is a properC∗-subalgebra ofA(A)
for all objectsA in C. In this way our no-go Theorem4.13extends to the quantum level.
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Theorem 5.3. For anym ≥ 2 there exists no quotientable subfunctorQ of A : G−PrBuGlobHyp(m) →
C∗Alg, such thatA/Q : G−PrBuGlobHyp(m) → C∗Alg satisfies the locality property. Furthermore, for
anym ≥ 3 there exists no quotientable subfunctorQ of A : G−PrBuGlobHyp(m)0 → C
∗Alg, such that
A/Q : G−PrBuGlobHyp
(m)
0 → C
∗Alg satisfies the locality property.
Remark 5.4. This theorem implies that there exists no quotientable subfunctorQ ofA : G−PrBuGlobHyp →
C∗Alg, such thatA/Q : G−PrBuGlobHyp → C∗Alg satisfies the locality property.
Proof. Consider the same diagram of morphisms inG−PrBuGlobHyp(m) as constructed in Theorem4.13.
Notice that form ≥ 3 this is also a diagram in the full subcategoryG−PrBuGlobHyp(m)0 . By applying the
functorA, this gives a diagram in the categoryC∗Alg, i.e.
A(Ξ1) A(Ξ2)
A(Ξ3)
A(f1)
dd■■■■■■■■■ A(f2)
::✉✉✉✉✉✉✉✉✉
(5.1)
In the proof of Theorem4.13we have shown that there exist non-trivial elements0 6= [ζ] ∈ H20dR(M3, g
∗),
such thatPS(f2)
(
[F∗3(ζ)]
)
= 0. As a consequence,A(f2)
(
W3
(
[F∗3(ζ)]
))
= W2
(
PS(f2)
(
[F∗3(ζ)]
))
=
W2(0) = 12 and thusW3
(
[F∗3(ζ)]
)
− 13 is an element in the kernelker
(
A(f2)
)
. In order to turnA(f2)
into an injective map we have to take the quotient ofA(Ξ3) by a closed two-sided∗-ideal Q(Ξ3) which
containsker
(
A(f2)
)
. On the other hand, as it was also shown in the proof of Theorem4.13 (cf. (4.10)),
the morphismPS(f1) maps all elements[F∗3(ζ)], [ζ] 6= 0, out of the radical
[
N 01
]
. From (3.14) it is clear
that the cohomology class
[
h−1
(
G(1)(ψV )
)]
∈ H1dR(M1, g) of any representativeψ of PS(f1)
(
[F∗3(ζ)]
)
,
[ζ] 6= 0, is non-vanishing. Hence, taking any0 6= [ζ] ∈ H20 dR(M3, g
∗) for which [F∗3(ζ)] lies in the kernel of
PS(f2), we can find some real numberλ ∈ R such that any representative ofPS(f1)
(
[F∗3(λζ)]
)
violates
the integral cohomology condition inN1 (cf. Proposition3.4). (Of course,[F∗3(λζ)] is still an element
in the kernel ofPS(f2).) In other words,PS(f1)
(
[F∗3(λζ)]
)
6∈
[
N1
]
and since
[
N1
]
characterizes by
definition the central Weyl symbols (see (3.12)), this implies thatA(f1) mapsW3
(
[F∗3(λζ)]
)
out of the
center inA(Ξ1). (Of course,A(f2) mapsW3
(
[F∗3(λζ)]
)
to the unit12.) Let us denote byW1([ϕ]) the
image of this element and byW1([ψ]) a Weyl symbol that does not commute withW1([ϕ]). For consistently
inducing the morphismA(f1) to the quotientA(Ξ3)/Q(Ξ3), we have to take the quotientA(Ξ1)/Q(Ξ1)
by a closed two-sided∗-ideal Q(Ξ1) of A(Ξ1) that contains in particular the elementW1([ϕ]) − 11 ∈
Q(Ξ1) (as this is the image ofW3
(
[F∗3(λζ)]
)
− 13, lying in the kernel ofA(f2), underA(f1)). Then
alsoW1(−[ψ])
(
W1([ϕ]) − 11
)
W1([ψ]) ∈ Q(Ξ1), which upon using the Weyl relations (A.1) simplifies to
W1([ϕ]) e
−iτ([ϕ],[ψ])−11 ∈ Q(Ξ1). Finally, subtracting from this the elemente−iτ([ϕ],[ψ])
(
W1([ϕ])−11
)
∈
Q(Ξ1) we find
(
e−iτ([ϕ],[ψ]) − 1
)
11 ∈ Q(Ξ1) and hence11 ∈ Q(Ξ1), since[ϕ] and[ψ] have been chosen
such thate−iτ([ϕ],[ψ]) 6= 1. As a consequence,Q(Ξ1) = A(Ξ1) is not a proper closed two-sided∗-ideal and
thus the subfunctorQ would not be proper.
Remark 5.5. In analogy to [BDS13, Section 6], the covariant functorA : G−PrBuGlobHyp → C∗Alg has
a generally covariant topological quantum field which measure the Chern class of the principalG-bundle.
More precisely, we can construct a natural transformationΨmag from the singular homology functorH2
to the functorA as follows: Let us denote byH2 : G−PrBuGlobHyp → Monoid the covariant functor
associating to any objectΞ in G−PrBuGlobHyp the singular homology groupH2(M, g∗) (considered as
a monoid with respect to+) of the base space. To any morphismf : Ξ1 → Ξ2 in G−PrBuGlobHyp
the functor associates the usual morphism of singular homolgy groups, considered as a morphism in the
categoryMonoid. We further use the forgetful functorC∗Alg → Monoid, which forgets all structures of
C∗-algebras (but the multiplication) and turns the multiplicat on into a monoid structure. With a slight abuse
of notation we use the same symbolA to denote the covariant functorA : G−PrBuGlobHyp → Monoid.
With K : H2(M, g∗) → H20 dR∗(M, g
∗) denoting the natural isomorphism described in [BDS13, Section 6]
we can define for each objectΞ in G−PrBuGlobHyp a map
ΨmagΞ : H2(Ξ) → A(Ξ) , σ 7→W
([
F∗
(
K(σ)
)])
. (5.2)
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Notice thatΨmagΞ is a morphism of monoids, since, for allσ, σ
′ ∈ H2(Ξ),
W
([
F∗
(
K(σ + σ′)
)])
=W
([
F∗
(
K(σ)
)]
+
[
F∗
(
K(σ′)
)])
=W
([
F∗
(
K(σ)
)])
W
([
F∗
(
K(σ′)
)])
, (5.3)
where in the last equality we have used the Weyl relation (A.1) and the fact thatτ([F∗(K(σ))], [F ∗(K(σ′))]) =
0, which follows fromF∗(K(σ))V = 0. The collectionΨmag = {Ψ
mag
Ξ } is then a natural transformation
fromH2 toA that associates to elements in the second singular homologygr up observables that can measure
the Chern class of the principalG-bundle.
6 The locality property in Haag-Kastler-type quantum field theories
We have shown in Theorem4.13that there exists no quotientable subfunctorQ of the on-shell functorPS,
such that the covariant functorPS/Q satisfies the locality property (unless we restrict the functorPS to the
very special full subcategoryG−PrBuGlobHyp(2)0 of principalG-bundles over two-dimensional connected
spacetimes). The same result extends to the quantized levelas shown in Theorem5.3. In this section we shall
prove that if we fix any object̂Ξ = ((M̂ , ô, ĝ, t̂), (P̂ , r̂)) of the categoryG−PrBuGlobHyp and consider a
suitable category of subsets of̂M , then there exists a quotientable subfunctor such that the resulting quotient
satisfies the locality property. This setting does of coursenot cover the full generality of locally covariant
quantum field theory, however, it provides us with a quantum field theory in the sense of Haag and Kastler
(generalized to curved spacetimes), where the focus is on associ ting algebras to suitable subsets of a fixed
spacetime in a coherent way.
Let us fix any object̂Ξ = ((M̂ , ô, ĝ, t̂), (P̂ , r̂)) of the categoryG−PrBuGlobHyp. We denote bySubΞ̂
the following category: The objects inSub
Ξ̂
are causally compatible and globally hyperbolic open sub-
sets ofM̂ . The morphisms inSub
Ξ̂
are given by the subset relation⊆, i.e. for any two objectsM1,M2
in Sub
Ξ̂
there is a unique morphismM1 → M2 if and only if M1 ⊆ M2. Notice that by definition
there exists for any objectM in Sub
Ξ̂
a unique morphismM → M̂ , i.e. M̂ is a terminal object inSub
Ξ̂
.
We interpretM̂ physically as the whole spacetime (the universe). There exists further a covariant functor
PullΞ̂ : SubΞ̂ → G−PrBuGlobHyp: To any objectM in SubΞ̂ the functor associates the objectPullΞ̂(M) in
G−PrBuGlobHyp obtained by pulling back all the geometric data ofΞ̂ toM . To any morphismM1 → M2
in Sub
Ξ̂
the functor associates the canonical embeddingPull
Ξ̂
(M1) → PullΞ̂(M2), which is a morphism
in G−PrBuGlobHyp. We can compose the covariant functorPull
Ξ̂
: Sub
Ξ̂
→ G−PrBuGlobHyp with
the on-shell functorPS := PSOff/MW : G−PrBuGlobHyp → PAG and obtain a covariant functor
PSΞ̂ := PS ◦PullΞ̂ : SubΞ̂ → PAG.
We shall make heavy use of the following fact: LetM1 → M2 be any morphism inSubΞ̂, then by
definition of the categorySubΞ̂ there exists a commutative diagram:
M̂
M1
>>⑤⑤⑤⑤⑤⑤⑤⑤
//M2
``❇❇❇❇❇❇❇❇
(6.1)
Due to functoriality this induces the commutative diagram:
PSΞ̂(M̂)
PSΞ̂(M1)
88qqqqqqqqqqq
// PSΞ̂(M2)
ff▼▼▼▼▼▼▼▼▼▼▼
(6.2)
Lemma 6.1. For any objectM in Sub
Ξ̂
defineKer
Ξ̂
(M) to be the object inPAG given by the kernel of
the canonical mapPS
Ξ̂
(M) → PS
Ξ̂
(M̂ ). For any morphismM1 → M2 in SubΞ̂ define the morphism
Ker
Ξ̂
(M1) → KerΞ̂(M2) in PAG by restriction ofPSΞ̂(M1) → PSΞ̂(M2) to KerΞ̂(M1). ThenKerΞ̂ :
Sub
Ξ̂
→ PAG is a quotientable subfunctor ofPS
Ξ̂
: Sub
Ξ̂
→ PAG.
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Proof. For any objectM in SubΞ̂, the kernelKerΞ̂(M) of the canonical mapPSΞ̂(M) → PSΞ̂(M̂) is an
object inPAG with the presymplectic structure induced fromPSΞ̂(M), that becomes trivial inKerΞ̂(M).
Furthermore, due to the commutative diagram (6.2), the restriction of any morphismPSΞ̂(M1) → PSΞ̂(M2)
to KerΞ̂(M1) induces a morphismKerΞ̂(M1) → KerΞ̂(M2) in PAG. The composition property ofPSΞ̂ is
preserved and henceKerΞ̂ : SubΞ̂ → PAG is a quotientable subfunctor ofPSΞ̂ : SubΞ̂ → PAG.
We can now prove the main statement of this section.
Theorem 6.2. The covariant functorPS0
Ξ̂
:= PSΞ̂/KerΞ̂ : SubΞ̂ → PAG satisfies the locality property,
the causality property and the time-slice axiom.
Proof. The causality property and the time-slice axiom are inducedsincePS : G−PrBuGlobHyp → PAG
satisfies these properties. To prove the locality property we have to check if all morphismPS0
Ξ̂
(M1) →
PS0
Ξ̂
(M2) are injective. Since by definitionPS
0
Ξ̂
(Mi) = PSΞ̂(Mi)/KerΞ̂(Mi), for i = 1, 2, and due to
the commutative diagram (6.2) we obtain the commutative diagram
PS0
Ξ̂
(M̂) = PSΞ̂(M̂)
PS0
Ξ̂
(M1)
66♠♠♠♠♠♠♠♠♠♠♠♠♠
// PS0
Ξ̂
(M2)
hh◗◗◗◗◗◗◗◗◗◗◗◗◗
(6.3)
where both upwards going arrows are injective (by construction). As a consequence, the horizontal arrow
has to be injective too, which proves the locality property.
As a consequence of this theorem we can considerPS0
Ξ̂
as a covariant functorPS0
Ξ̂
: SubΞ̂ → PAG
inj,
where the latter category is defined in DefinitionA.1. Using further TheoremA.8 we obtain a covariant
functorA0
Ξ̂
:= CCR ◦PS0
Ξ̂
: SubΞ̂ → C
∗Alginj.
Corollary 6.3. The covariant functorA0
Ξ̂
: Sub
Ξ̂
→ C∗Alginj satisfies the quantum causality property, the
quantum time-slice axiom and the locality property.
Remark 6.4. Following the ideas presented in [BFV03, Proposition 2.3] we can construct a theory in the
sense of Haag and Kastler from the covariant functorA0
Ξ̂
: SubΞ̂ → C
∗Alginj: Let us consider the set
Obj(SubΞ̂) of objects inSubΞ̂, i.e. the set of all causally compatible and globally hyperbolic open subsets
of the reference spacetimêM . The functorA0
Ξ̂
associates to the terminal object̂M aC∗-algebraA0
Ξ̂
(M̂),
which we shall interpret as the global algebra of observables. To any elementM ∈ Obj(Sub
Ξ̂
) the functor
associates aC∗-algebraA0
Ξ̂
(M), which can be mapped with an injective unitalC∗-algebra homomorphism
into A0
Ξ̂
(M̂ ). With a slight abuse of notation we denote the image ofA0
Ξ̂
(M) under this map by the same
symbol. Hence, we have an association
Obj(Sub
Ξ̂
) ∋M 7→ A0
Ξ̂
(M) ⊆ A0
Ξ̂
(M̂) . (6.4)
Following the proof of [BFV03, Proposition 2.3] one can show that this association satisfies isotony, causality
and the time-slice axiom. Furthermore, if there is a group oforientation and time-orientation preserving
isometries acting on̂M , the association (6.4) is covariant. Hence, it is a quantum field theory in the senseof
Haag and Kastler [HK63], generalized to an arbitrary but fixed spacetimêM .
The considerations in this section make heavy use of a terminal object in the categorySubΞ̂. Indeed, the
existence of this object has provided us with commutative diagrams of the form (6.1), which are essential
for constructing a suitable quotientable subfunctor. Withthis subfunctor we could construct quantum field
theories in the sense of Haag and Kastler. Notice that the categoryG−PrBuGlobHyp has no terminal object,
hence the techniques developed in this section do not apply to this case. This is of course already clear from
Theorem4.13and Theorem5.3, where it is shown that there exists no quotientable subfunctor which leads
to a theory obeying the strict axioms of general local covariance [BFV03].
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7 Concluding physical remarks
The theory of electromagnetism contains several features which are connected to the topology of a region
M of an m-dimensional spacetimêM in an algebraic description – the Aharonov-Bohm effect, related
to H1dR(M), as well as electric and magnetic charges, related toH
m−2
dR (M) andH
2
dR(M), respectively.
Describing electromagnetism as a theory of principalU(1)-connections in its entirety, we have been able to
provide a quantum framework which describes all of these topological features in a coherent manner. In the
following we briefly comment on the relation of our constructions and results to these physical aspects of
electromagnetism.
To discuss the Aharonov-Bohm effect, we recall the main aspect of [SDH12, Example 3.1] (see also
[LRT78] for an early account of the Aharonov-Bohm effect in the algebraic framework): Consider as a
globally hyperbolic spacetimeM the Cauchy development in4-dimensional Minkowski spacetimêM of the
time-zero hypersurface{0} × R3 with thez-axis removed. The (necessarily trivial) principalU(1)-bundle
over M̂ pulls back to a trivial principalU(1)-bundle overM . One hasH1dR(M, g) 6= {0} and, choosing
the trivial connection as a reference,H1dR(M, g) can be spanned by the on-shell vector potentiali dφ ∈
Ω1(M, g), with φ being the azimuthal angle around thez-axis in cylindrical coordinates(t, ρ, φ, z) onM .
Here thez-axis represents an infinitely thin coil whose magnetic fluxΦ through the plane perpendicular to
the coil can be encoded in the vector potentiali Φ2πdφ. The gauge invariant affine functionals (2.1) introduced
in [BDS13] can not distinguish connections with the different gauge potentialsi Φ2πdφ, Φ ∈ R, and are thus
not sufficient to measure this flux, cf. [BDS13, Remark 4.5]. The exponential observables (3.1) solve this
problem and further shortcomings in previous treatments ofthe subject. On the one hand, they contain
Aharonov-Bohm observables which in contrast to the ones in [Dim92, Pfe09, SDH12, FS13] are fully gauge
invariant and measure the phaseexp iΦ rather than the fluxΦ itself. This is consistent with and, indeed,
reproduces the Aharonov-Bohm experiment. On the other hand, they are regular enough for quantization, in
contrast to Aharonov-Bohm observables of Wilson-loop type. In fact, they can be considered as regularized
Wilson loops, cf. Remark3.3.
In [DL12] it has been found that the sensitivity of electromagnetismtoH2dR(M) (andH
m−2
dR (M)) leads
to a failure of the locality axiom in locally covariant quantum field theory as introduced in [BFV03]. This
has been confirmed in [SDH12, BDS13] and in Proposition4.10of this work and ascribed to the Gauss law
in [SDH12]. To understand this in view of our results, we introduce a few novel notions.
Definition 7.1. An electric charge observableis a gauge invariant exponential functionalWϕ, with ϕ =
F∗(ζ), ζ ∈ Ω20,d(M, g
∗) and0 6= [ζ] ∈ H20dR(M, g
∗). An electrically charged configuration is an on-
shell connection, i.e.λ ∈ Γ∞(C(Ξ)) andMW(λ) = 0, such that there exists an electric charge observable
with Wϕ(λ) 6= 1. In the notation of Section6, for any objectM in SubΞ̂ a material electric charge
observable is an electric charge observableWϕ, such that0 6= [ϕ] ∈ KerΞ̂(M). A materially electric
charged configuration is an on-shell connectionλ, such that for some material electric charge observable
Wϕ(λ) 6= 1.
It is easy to prove that no materially electric charged configuration onM can be extended fromM to
M̂ . In an interacting theory including charged matter fields, these configurations can be interpreted as the
connections sourced by an electric current density locatedin M̂ \ M , cf. [SDH12, Example 3.7]. Thus
we conclude that materially electric charged configurations are unphysical in pure electromagnetism and
have to be discarded by considering an appropriate subset ofthe solution space. Consequently, by duality, all
material electric charge observables have to be discarded by taking an appropriate quotient as in Theorem6.2,
since, in the absence of materially electric charged configurations, they always give a vanishing measurement
result. One may consider singling out even more observables, or dually, taking even smaller subsets of
configurations, but there is no apparent reason for doing so,as all remaining observables and configurations
make perfect sense in pure electromagnetism, cf. also the next paragraph. Thus, in view of Remark6.4one
may say thathe quotient taken in Theorem6.2gives for each regionM of an arbitrary but fixed spacetime
M̂ the correct, full algebra of observables of this region in pure electromagnetism.In this respect Theorem
5.3 can be interpreted as to imply thatit is mathematically impossible to construct the correct algebra of
observables of a region of spacetime in pure electromagnetism without knowing a priori the whole spacetime.
In the counterexample constructed in the proof of this theorem, considering three objectsΞi, i = 1, 2, 3, and
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two morphismsfj : Ξ3 → Ξj, j = 1, 2, in G−PrBuGlobHyp, the electric charge observables onM3 are
material with respect toM2 but not with respect toM1. Thus, they might or might not belong to the correct
algebra of observables depending on whetherM1 orM2 is the whole spacetime. We expect that this problem
disappears in an interacting theory containing also dynamic l matter field currents, see also [SDH12, Remark
4.15].
By starting from a smaller algebra which does not contain Aharonov-Bohm observables, it is possible to
construct a quantum field theory functor on the full categoryG−PrBuGlobHyp that satisfies the locality prop-
erty, cf. [BDS13, Theorem 7.3]. In the context of the counterexample constructed in the proof of Theorem
4.13and Theorem5.3, this implies to discard all electric charge observables onM3, even if they might be
indispensable observables in pure electromagnetism depening on the nature of the whole spacetime. Hence,
the result in [BDS13, Theorem 7.3] seems mathematically very pleasing, but it isnot satisfactory from the
physical point of view.
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A CCR-representations of generic presymplectic Abelian groups
In this appendix we discuss the generalization of the theoryof Weyl systems andCCR-representations from
symplectic vector spaces to generic presymplectic Abeliangroups. For the case of symplectic vector spaces
the theory ofCCR-representations is well understood and details can be found in [BGP07, BG12, BR96].
The generalization to presymplectic vector spaces has beenstudied in [BHR04] andCCR-representations
of presymplectic Abelian groups appeared in [M+73]. We will first review the results of Manuceau et
al. [M+73] and afterwards provide some further constructions which are essential for locally covariant quan-
tum field theory.
Definition A.1. (i) A presymplectic Abelian group is a tuple(B, τ), whereB is an Abelian group4
and τ : B × B → R is an antisymmetric map, such thatτ(b, · ) : B → R , b′ 7→ τ(b, b′) is a
homomorphism of Abelian groups, for allb ∈ B.
(ii) The categoryPAG consists of the following objects and morphisms: An object is a presymplectic
Abelian group(B, τ). A morphismφ : (B1, τ1) → (B2, τ2) is a group homomorphism (not necessarily
injective) that preserves the presymplectic structures, i. .τ2 ◦ (φ× φ) = τ1.
(iii) The categoryPAGinj is the subcategory ofPAG where all morphisms are injective.
To any object(B, τ) in PAG we can associate a unital∗-algebra overC as follows: Consider theC-
vector space∆(B, τ) that is spanned by a basisW (b), b ∈ B. Any element in∆(B, τ) is of the form
a =
∑N
i=1 αiW (bi), whereαi ∈ C andbi ∈ B, for all i = 1, . . . , N . We can assume without loss of
generality that allbi’s are different in expressions like this one. We define the structure of an associative
unital algebra on∆(B, τ) by, for all b, c ∈ B,
W (b)W (c) := e−i τ(b,c)/2W (b+ c) . (A.1)
4 We denote the group operation by+, the identity element by0 and the inverse ofb ∈ B by −b
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Notice thatW (0) = 1 is the unit element. We further define a∗-structure on∆(B, τ) byW (b)∗ := W (−b),
for all b ∈ B, and we notice that this turns∆(B, τ) into a unital∗-algebra overC. All W (b) are unitary.
Given a morphismφ : (B1, τ1) → (B2, τ2) in PAG we can construct a unital∗-algebra homomorphism
between∆(B1, τ1) and∆(B2, τ2) as follows: For any elementa =
∑N
i=1 αiW1(bi) ∈ ∆(B1, τ1) we define
∆(φ)(a) :=
∑N
i=1 αiW2(φ(bi)). Then∆(φ) : ∆(B1, τ1) → ∆(B2, τ2) is clearly aC-linear map and also a
unital ∗-algebra homomorphism, sinceφ is a group homomorphism preserving the presymplectic structu es.
Notice that for the identity morphismid(B,τ) in PAG we have that∆(id(B,τ)) = id∆(B,τ). Furthermore, given
two composable morphismsφ1 : (B1, τ1) → (B2, τ2) andφ2 : (B2, τ2) → (B3, τ3) in PAG it is easy to
check that∆(φ2 ◦φ1) = ∆(φ2)◦∆(φ1). Hence,∆ : PAG → ∗Alg is a covariant functor, where the category
∗Alg consists of unital∗-algebras overC as objects and unital∗-algebra homomorphisms (not necessarily
injective) as morphisms. It is easy to see that∆ restricts to a covariant functor∆ : PAGinj → ∗Alginj, where
∗Alginj is the subcategory of∗Alg where all morphisms are injective.
For constructing a suitableC∗-completion of∆(B, τ) we follow the strategy of [M+73] and introduce
as an intermediate step a∗-Banach algebra. Let us consider the∗-norm‖ · ‖Ban : ∆(B, τ) → R+ defined by
∥∥∥
N∑
i=1
αiW (bi)
∥∥∥
Ban
:=
N∑
i=1
|αi| . (A.2)
We denote the completion of∆(B, τ) by ∆Ban(B, τ) and notice that it is a unital∗-Banach algebra. A
generic element in∆Ban(B, τ) is of the forma =
∑∞
i=1 αiW (bi), with αi ∈ C and bi ∈ B, such that∑∞
i=1 |αi| <∞.
Given a morphismφ : (B1, τ1) → (B2, τ2) in PAG we note that∆(φ) : ∆(B1, τ1) → ∆(B2, τ2) is
bounded by1, i.e. ‖∆(φ)(a)‖Ban2 ≤ ‖a‖
Ban
1 , for all a ∈ ∆(B1, τ1). Hence, there exists a unique contin-
uous extension of∆(φ) to the completions, which we denote by the symbol∆Ban(φ) : ∆Ban(B1, τ1) →
∆Ban(B2, τ2). If the morphismφ is in PAG
inj, then∆(φ) is an isometry, i.e.‖∆(φ)(a)‖Ban2 = ‖a‖
Ban
1 for
all a ∈ ∆(B1, τ1). In this case∆Ban(φ) is an isometry and hence in particular injective. Furthermore, given
two composable morphismsφ1 : (B1, τ1) → (B2, τ2) andφ2 : (B2, τ2) → (B3, τ3) in PAG it is easy to
check that∆Ban(φ2 ◦ φ1) = ∆Ban(φ2) ◦ ∆Ban(φ1). Hence,∆Ban : PAG → B∗Alg is a covariant func-
tor, where the categoryB∗Alg consists of unital∗-Banach algebras as objects and unital∗-Banach algebra
homomorphisms (not necessarily injective) as morphisms. Notice that∆Ban restricts to a covariant functor
∆Ban : PAGinj → B∗Alginj, whereB∗Alginj is the subcategory ofB∗Alg where all morphisms are injective.
In the following we shall require states on the∗-Banach algebras∆Ban(B, τ), i.e. continuous positive
linear functionalsω : ∆Ban(B, τ) → C satisfyingω(1) = 1. The following proposition, which is proven in
[M+73, Proposition (2.17)], will be very helpful in constructingsuch states:
Proposition A.2. Any positive linear functional on∆(B, τ) extends to a continuous positive linear func-
tional on∆Ban(B, τ).
There exists a faithful state on∆Ban(B, τ), which can be seen as follows: Let us define a positive linear
functionalω : ∆(B, τ) → C by ω(W (b)) = 0, if b 6= 0, andω(W (0)) = ω(1) = 1. By PropositionA.2 we
can extendω to a continuous positive linear functional on∆Ban(B, τ) (denoted by the same symbol), which
satisfiesω(1) = 1, hence it is a state. This state is faithful, i.e.ω(a∗a) > 0 for anya ∈ ∆Ban(B, τ), a 6= 0.
The existence of a faithful state allows us to define the followingC∗-norm on∆Ban(B, τ).
Definition A.3. Let F be the set of states on∆Ban(B, τ). Theminimal regular norm on ∆Ban(B, τ) is
defined by, for alla ∈ ∆Ban(B, τ),
‖a‖ := sup
ω∈F
√
ω(a∗ a) . (A.3)
The completion of∆Ban(B, τ) (or equivalently∆(B, τ)) with respect to the minimal regular norm is denoted
by CCR(B, τ). ThenCCR(B, τ) is a unitalC∗-algebra (cf. [M+73]).
Proposition A.4. Letφ : (B1, τ2) → (B2, τ2) be a morphism inPAG. Then there exists a unique continuous
extensionCCR(φ) : CCR(B1, τ1) → CCR(B2, τ2) of∆Ban(φ) (and hence also of∆(φ)).
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Proof. We have to prove that there existsC ∈ R, such that‖∆Ban(φ)(a)‖2 ≤ C ‖a‖1, for all a ∈
∆Ban(B1, τ1). The existence and uniqueness of a continuous extension then follows by standard extension
theorems. We obtain by a straightforward calculation
‖∆Ban(φ)(a)‖2 = sup
ω∈F2
√
ω
(
∆Ban(φ)(a∗ a)
)
≤ sup
ω′∈F1
√
ω′(a∗ a) = ‖a‖1 , (A.4)
where in the second step we have used thatω ◦∆Ban(φ) ∈ F1. Hence,C = 1.
Let us denote byC∗Alg the category whose objects are unitalC∗-algebras and whose morphisms are
unitalC∗-algebra homomorphisms (not necessarily injective). The first main result of this appendix is sum-
marized in the following
Theorem A.5. CCR : PAG → C∗Alg is a covariant functor.
It remains to show thatCCR restricts to a covariant functorCCR : PAGinj → C∗Alginj, whereC∗Alginj
is the subcategory ofC∗Alg where all morphisms are injective. Notice that for a morphism φ : (B1, τ1) →
(B2, τ2) in PAG
inj the morphismCCR(φ) : CCR(B1, τ1) → CCR(B2, τ2) would be an isometry (in partic-
ular injective) if we could prove that for anyω′ ∈ F1 there exists aω ∈ F2, such thatω ◦ ∆Ban(φ) = ω′.
Due to PropositionA.2 it is sufficient to prove that for any normalized positive linear functionalω′ on
∆(B1, τ1) there exists a normalized positive linear functionalω on∆(B2, τ2), such thatω ◦∆(φ) = ω′. On
the image∆(φ)[∆(B1, τ1)] ⊆ ∆(B2, τ2) we can invert∆(φ) since it is injective and hence arrive at the
following extension problem: Does there exist a positive linear functionalω : ∆(B2, τ2) → C extending
ω′ ◦∆(φ)−1 : ∆(φ)[∆(B1, τ1)] → C? Indeed, such an extension can be found by applying the positive-cone
version of the Hahn-Banach Theorem, see e.g. [Edw65, Theorem 2.6.2].
Proposition A.6. Letφ : (B1, τ1) → (B2, τ2) be a morphism inPAGinj. Then there exists for any positive
linear functional ω̃ : ∆(φ)[∆(B1, τ1)] → C an extensionω : ∆(B2, τ2) → C that is a positive linear
functional on∆(B2, τ2).
Proof. Let us denote byH := {a ∈ ∆(B2, τ2) : a∗ = a} andH̃ := {a ∈ ∆(φ)[∆(B1, τ1)] : a∗ = a} the
R-vector spaces of hermitian elements. Notice that12 ∈ H̃ ⊆ H. The given positive linear functional̃ω
restricts to a positiveR-linear functional (denoted by the same symbol)ω̃ : H̃ → R. By [Edw65, Theorem
2.6.2] we can extend̃ω to a positive linear functionalω : H → R, provided that for each elementh ∈ H
there exists at least onẽh ∈ H̃, such that̃h − h is in the positive coneK 5. This condition is satisfied
for the following reason: Anyh ∈ H can be expressed as a finite sum of the basic hermitian elements
hα,b := αW2(b) + αW2(−b), with α ∈ C, b ∈ B2 and · denotes complex conjugation. Hence, it is
sufficient to prove that for anyα ∈ C andb ∈ B there exists̃h ∈ H̃, such that̃h − hα,b ∈ K. Defining
a := 12 − αW2(b) we finda∗a = (1 + αα)12 − hα,b and thus̃h− hα,b ∈ K for h̃ = (1 + αα)12 ∈ H̃.
The positive linear functionalω : H → R which is obtained by this extension procedure is further
extended to∆(B2, τ2) as follows: For anya ∈ ∆(B2, τ2) we define the real and imaginary part byaR :=
(a + a∗)/2 andaI := (a − a∗)/2i. Notice thataR, aI ∈ H. We then extendω to aC-linear map on all
of ∆(B2, τ2) by definingω(a) := ω(aR) + i ω(aI). It is easy to see that this is an extension ofω̃, which
completes the proof.
Corollary A.7. For any morphismφ : (B1, τ1) → (B2, τ2) in PAGinj the mapCCR(φ) : CCR(B1, τ1) →
CCR(B2, τ2) of PropositionA.4 is an isometry. In particular,CCR(φ) is an injective unitalC∗-algebra
homomorphism.
The second main result of this appendix is summarized in the following
Theorem A.8. CCR : PAGinj → C∗Alginj is a covariant functor.
5 The positive cone here is the subsetK ⊂ H consisting of finite sums of elementsβ a∗a, with β > 0 anda ∈ ∆(B2, τ2).
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