This paper proposes a set of features based on the psychoacoustic masking phenomenon of human auditory system for speech recognition. Features are determined using the difference between spectral energy of speech frames and their global masking thresholds in each of 17 bands of an utterance. Performance of the proposed features in a keyword spotting experiment employing dynamic time warping for feature matching showed the viability of the perceptually significant feature set. For multisyllabic words, features from both the proposed set and mel frequency cepstral coefficients (MFCCs) performed equally while for monosyllabic words the proposed set outperformed MFCCs.
INTRODUCTION
Automatic Speech recognition (ASR) systems convert the linguistic information in human speech into machine understandable form. Such systems find widespread usage in call routing, voice dialing, speech to text processing and many other multimedia applications. General procedure of ASR model consists of (a) feature development and (b) template matching. Despite continued research, studies say, error rate is still as high as 25% which is 1 out of 4 words [1] .
Mel Frequency Cepstral Coefficients (MFCCs) are one of the most commonly used features in ASR systems. Although they exhibit good performance under clean conditions, they are sensitive to frequency based noise and performance degradation is proportional to SNR. This points out to the need of a robust feature set in presence of noise.
Psychoacoustics characterizes human auditory perception and time-frequency capabilities [2] . Psychoacoustic perceptual masking property has been employed in audio coding schemes for a long time [3] . Digital audio compression has been achieved by allocating low bits for the perceptually insignificant and statistically redundant information in audio signals. In this work, the psycho acoustically significant or relevant information is studied for its usefulness to uniquely characterize words. Psychoacoustic models were studied to discriminate speech/silence boundaries and for consonant cluster classification in as early as 1975 [4] . More recent works in ASR field attempt to develop robust psychoacoustic algorithms [5] - [7] .
In this paper, a set of features based on psychoacoustic perceptual masking of human speech is presented. Human ears are sensitive only to energy levels that are above a threshold in each critical frequency band. It is expected that this energy will contribute to a better representation of an utterance in feature domain than a simple waveform or spectrum based feature set. Since the features are computed from noise thresholds they are expected to perform well even under noisy situations. After developing these perceptual energy features, their efficacy in a keyword recognition model was studied. Dynamic Time Warping was used for feature matching and results were validated against those obtained using MFCC features. This paper is organized as follows. Section 2 deals with the theoretical background followed by section 3 that details the feature development procedure. Sections 4 and 5 describe the feature matching technique employed and the experimental results obtained on a small set of long and short word utterances. Conclusions are presented in last section.
THEORETICAL BACKGROUND
Thresholds of hearing perception and energy levels are determined within critical bands. These critical bands quantify passband filters in cochlea. It can be seen as the auditory detection efficiency in terms of signal-to-noise ratio. Critical bandwidth is approximated by the following expression: 
The edge frequencies of the first 17 bands calculated using the above expression are given in Table 1 . Features are computed for every i th band that has frequencies beginning at index i and ending at index i+2, for i = 1, 2, … 17. Also, the first band is started at DF, which corresponds to the DFT resolution, to avoid DC.
The amount of energy needed in a pure tone to be detected by a listener in a noiseless environment is given by the absolute threshold of hearing. It is also the quiet threshold and is given by the nonlinear function: 2 0.8 4 0.6( /1000 3.3) 3 ( ) 3.64 6.5 10 1000 1000
A tone may be rendered inaudible by the presence of another tone occurring within the same band. This masking phenomenon occurs due to simultaneous occurrence of stimuli. Masking of a certain sound signal's spectral energy by another is determined by observing the relative shapes of magnitude spectra of both signals in frequency domain and their phase relationships in time domain. For the purposes of coding, masking is classified into three types: noise-masking-tone (NMT), tone-maskingnoise (TMN) and noise-masking-noise (NMN). The NMT and TMN are combined together to form the global masking threshold. The global masking threshold (GT) gives an estimate at which quantization noise becomes just noticeable. This is the just noticeable distortion that determines the threshold for perceptually significant energy. Fig. 1 shows the plot of power spectral densityproportional to sound pressure level (SPL) -of a frame of utterance for the word conversation along with the corresponding global (red) and quiet (green) thresholds. The critical bands are indicated by the vertical lines that represent the edge frequencies. Sound pressure levels above the global threshold (e.g., in the frequency range of 2500 Hz--3000 Hz) are perceived by human ears while those below the threshold (e.g., 3400 Hz -4000 Hz) are masked in perception. Energy at perceptually significant frequencies -perceptually significant energy -is used to develop features for representing an utterance in a template matching process for word recognition. 
FEATURE DEVELOPMENT
Using the global threshold and SPL for each frame the following features were developed: Significant Energy (SE), Delta Energy (DE), Sub Significant Energy (SSE), and Significant Frequency Cepstral Coefficients (SFCC). This section describes each of these features.
The sum of each band energy corresponding to frequencies at which SPL was above GT by at least 5 dB formed the significant energy (SE) feature set for a frame. Feature domain representations of utterances of the words conversation and beautiful using SE features in band 2 (500 -750 Hz) are shown in Fig. 2 . Fig. 3 is a corresponding plot for words friend and summer in band 5. shows the SSE features for wedding and summer in the second band.
Mel Frequency Cepstral Coefficients are computed by summing up the weighted log energy magnitudes in a band around a center frequency m as given by, 1,2,..
where c (n,m) is the mel cepstrum in band n for frame m of a speech signal. Ncb is the number of critical band filters used on the Nyquist range N. Energy Y(k i ) is the weighted log energy. Instead of taking the weighted log energy sum along all frequency points in a critical band, here the weighted log energy only at the significant frequency points were added together to form the Significant Frequency Cepstral Coefficients (SFCCs). These coefficients were posited to reflect the perceptually significant mel cepstrum. From figures 1-6, it is clearly evident that the distribution of peaks and valleys follow a unique pattern for a given word utterance. Additionally, trajectories of same words follow comparable variations irrespective of number of frames. This visual similarity was observed for many of the test utterances. Hence, the proposed perceptual masking based features could be a promising new feature set for speech recognition if used with an efficient pattern matching technique.
FEATURE MATCHING
For a good template matching process, both the local dissimilarity measure and the global time aligning method to minimize the accumulated local dissimilarity need to be efficient. In this work, dynamic time warping (DTW) [8] procedure was adopted for time aligned pattern matching. Cosine distances -cosine of the angle between each pair of the 17 element feature vectors, as defined in Eq. (4) -were used for computing the dissimilarities between a pair of utterances in the feature domain.
where R k , k = 1, 2, … are the reference vectors and X is the unknown vector, and N = 17 is the number of bands.
To discriminate one word against another word in a pair wise comparison in the DTW process, a threshold of accepted dissimilarity value for each of the keywords was determined. The set of thresholds for the keywords helps minimize the number of wrong choices (false positives) and maximizes the number of correct choices for every unknown utterance. Threshold of acceptable mismatch for each keyword was set as the sum of the mean and average deviation of intra-word dissimilarities based on experiments. Table 1 lists the threshold values of the nine keywords for SE, DE and MFCC features. The recognition score was computed through majority voting. The feature vector of an unknown utterance is compared against five reference feature vectors of each keyword. Based on the majority of cases in which the dissimilarity measure is below the threshold without any confusion, decision was made for the likely estimate of the unknown utterance.
EXPERIMENTAL RESULTS
The database used for this work is a set of word utterances extracted from the CallHome Telephone Speech Corpus. The corpus is a collection of continuous international telephone conversations between native English (American) speakers over two channels where one channel is assigned per speaker at a sampling frequency of 8000 Hz. Nine keywords were chosen for the experiments. They were grouped into three word sets based on their mono and multi syllabic nature. Word set 1: think, really, just; word set 2: conversation, beautiful, relationship and word set 3: summer, friend and wedding.
Fifteen utterances was extracted for each keyword manually from the CallHome database. Five utterances of each keyword were selected to compute the reference features and remaining ten were used as test cases. It was ensured that the chosen utterances had both male and female speakers and were taken from different conversations. Each utterance was divided into frames of 16 ms duration with 50 percent overlap. Spectral energy was calculated using a 1024-point DFT. Each frame was divided into 17 spectral bands covering up to 4000 Hz using overlapping bands of frequencies as shown in Table 2 . Table 3 summarizes the recognition rate for the 9 keywords using the four perception based features and the normal cepstral features, MFCCs. For each keyword the feature that had the highest recognition score is highlighted. In six out of nine cases the perceptual features performed much better than the MFCCs. Even in other three cases they matched the score of the normal cepstral feature set. The two short utterances, think and friend, have a poor recognition rate using perceptual features. Even MFCCs features could not achieve a good score for these two monosyllabic words.
Tables 4 shows the dissimilarity values for the 10 test utterances of the word think (t1, t2 … t10). For the keyword think, even though most of the 10 test cases resulted in a lower threshold set, the dissimilarities with the reference words just and really also were below their respective thresholds in all 10 cases, as indicated in Table 4 . This again causes confusion with both true as well as false positive scores for think. The reason for a large number of false negatives and false positives resulting from the DTW process can be attributed to several factors including channel noise and quantization noise arising from normalization of soft utterances. Improper word extraction causing word truncations also appeared to lead to incorrect results in some cases. The threshold values for the keywords, clearly, are not discriminating enough to minimize confusion.
Experiments were conducted by varying the features and the time alignment techniques. In most of the cases, the results obtained from the proposed features are comparable to those obtained using mel frequency cepstral coefficients. For certain features like Sub significant energy and Significant frequency cepstral coefficients, a more appropriate pattern matching technique is expected to make them further efficient in a keyword detection application.
Additionally, augmenting the features developed based on human hearing thresholds with cepstral features that are computed using the critical bands of hearing can contribute to a superior keyword spotting model. Dynamic time warping schemes are seen to be proficient only for standalone features. For such models using fusion of features a more robust pattern matching technique needs to be devised.
Improper truncation of utterances while performing manual extraction affects the score to a great extent. Better word boundary detection -manual or automatic -may help improve the score. Although the perception based features can be fused with MFCCs to augment the feature set, an efficient feature matching procedure would contribute to higher effectiveness of the features. Finally, a comprehensive study of the behavior of the perceptual features with a large set of keywords is expected to validate the efficacy of the features in speakerindependent word recognition.
CONCLUSION
Preliminary study of a speech recognition task using perceptually significant features was presented. The trajectories of the proposed features uniquely characterize the keywords indicating their discriminating potential. The experimental results shown signify the viability of using the proposed set of features in speech recognition applications. Additionally, augmenting the perceptual features with cepstral features, along with an efficient pattern matching scheme, can contribute to enhanced recognition scores. 
