Abstract. We exhibit a family of trigonometric polynomials inducing a family of 2m-multimodal maps on the circle which contains all relevant dynamical behavior.
Introduction and main result
In order to understand dynamics, one could find models for the type of dynamics under consideration, parametrize these models explicitly with the least number of parameters as possible and study each explicit model. In this direction, taking into consideration topological dynamics, the pioneering work of Poincaré [10] showed that rigid irrational rotations are models for circle homeomorphisms without periodic points and the kneading theory of Milnor and Thurston [8] proved that the real quadratic maps from the family Q µ (x) = x 2 + µ, with µ ∈ R, are models for unimodal maps. Similarly, Thurston [12] (see also [3] ) assured that, under some additional assumptions, rational maps are models for post critically finite covering maps of the Riemann sphere. De Melo and van Strien [6] proved that real polynomials of degree m + 1 model m-multimodal maps of the interval. In [5] , Martens and de Melo proved the existence of families of Lorenz maps which contain all models for the dynamics of these types of maps.
Here, we are interested in the dynamical systems generated by a continuous 2m-multimodal map on the circle. To be more precise, let us introduce some concepts and notation. Consider the circle S 1 := {z ∈ C : |z| = 1} and the covering map P : R → S 1 given by P(t) = e 2πit . A continuous map g : S 1 → S 1 is said to be 2m-multimodal if and only if any of its continuous lifts G : R → R via P has 2m points in [0, 1), called turning points, such that G alternates between strictly increasing and strictly decreasing on the consecutive intervals defined by them.
A natural family of 2m-multimodal maps on the circle is the family f µ : S 1 → S 1 induced (via the covering map P) by the family F µ : R → R of trigonometric polynomials, (µ 2 j sin(2π jt) + µ 2 j+1 cos(2π jt)),
where µ = (µ 1 , . . . , µ 2m ) ∈ := {µ ∈ R
2m
: µ 2m > 0 and f µ is 2m-multimodal} and d ∈ Z. We remark that f µ depends smoothly on t and µ, has topological degree d and satisfies the equation P(F µ (t)) = f µ (P(t)).
Our main result guarantees that, as a dynamical system, a 2m-multimodal map g : S 1 → S 1 of topological degree d, satisfying properties (H1)-(H4) below, is topologically conjugate to a 2m-multimodal map of the family f µ (see Theorem 1.1).
Unless explicitly mentioned to the contrary, we will be considering 2m-multimodal maps g : S 1 → S 1 of topological degree d ∈ Z satisfying the properties: (H1) g has no wandering intervals; (H2) g has no intervals consisting of periodic points of the same period; (H3) all periodic attractors of g are essential; (H4) all periodic turning points of g are periodic attractors.
Remember that a wandering interval for a 2m-multimodal map g as above is a nondegenerate interval J ⊂ S 1 which is not contained in the basin of a periodic attractor and { f j (J )} ∞ j=0 is a sequence of pairwise-disjoint intervals. A periodic attractor is said to be essential if and only if the immediate basin of its forward orbit contains a turning point; otherwise it is said to be inessential.
We remark that in general a 2k-multimodal map is semi-conjugate to a 2m-multimodal map, with m ≤ k, satisfying the properties (H1)-(H4). The semi-conjugation may fail to be injective only in some unimportant part of the dynamics like wandering intervals, the basin of an inessential periodic attractor, the complete (forward and backward) orbit of an interval of periodic points or the complete orbit of an interval around a non-attracting periodic turning point; see [6] . It is known that a C 3 2m-multimodal map g with negative Schwarzian and non-flat turning points satisfies properties (H1)-(H4). Below we prove that the elements of the trigonometric family considered here have negative Schwarzian derivative and non-flat turning points. This implies that these properties are satisfied by them.
Our main result is the following theorem, which states that maps from the family f µ , with µ ∈ , are models for the topological dynamics of 2m-multimodal maps on the circle. This family is a complete or a full family in the sense that any 2m-multimodal map g : S 1 → S 1 satisfying (H1)-(H4) is topologically conjugate to f µ , for some µ ∈ . See [4, 6] , where properties related to the completeness or fullness of a family of multimodal maps are discussed.
→ S 1 is a 2m-multimodal map which satisfies properties (H1)-(H4), then there exists µ ∈ such that g is topologically conjugate to f µ .
In order to prove Theorem 1.1, we need to understand some analytical properties of the family F µ , with µ ∈ , and overcome some difficulties due to the topology and the A full family of multimodal maps on the circle 3 cyclic ordering on the circle. One of these properties is the fact stated in Theorem 2.1 which guarantees that the consecutive turning points of the maps of this family are globally defined on each connected component of . This allows us to define a correspondence between each one of these components and the simplex in R 2m of all possible configurations of critical values (images of 2m consecutive turning points) of liftings to R of 2m-multimodal maps g : S 1
→ S 1 . Then we prove in Theorem 2.2 that this correspondence is a diffeomorphism and this will imply that each connected component of is simply connected. This is the base to define as in [6] the Thurston operator and realize in the family f µ all finite combinatorics. This means that a post critically finite 2m-multimodal map g is combinatorially equivalent to some f µ . Then we can build a topological conjugation between g and this f µ . After that, other cases where the combinatorics are not finite will be treated.
We remark that the parameter µ from Theorem 1.1 is not unique, even in the case of a post critically finite g. One reason for this is the fact that we have m choices for the first maximum of g. To finish this section, we would like to pose some conjectures and a question. CONJECTURE 1. Let 0 be a connected component of . The family f µ , µ ∈ 0 , intersects each conjugacy class of a critically finite 2m-multimodal map in at most m points. CONJECTURE 2. More generally, the intersection of a conjugacy class of 2m-multimodal maps of the circle with the family has at most m connected components.
If m = 1, the above conjectures are the same as the statement of the monotonicity of the topological entropy that was proved in [8] for some families of unimodal maps, in [9] for cubic real maps and more recently in [2] for real polynomials. CONJECTURE 3. Let H be the set of all parameters µ ∈ such that the turning points of f µ are in the basin of hyperbolic periodic attractors. Then H is dense in .
It seems that Rempe and van Strien were able to prove the above conjecture.
Question. Does there exist a neighborhood of the above family in a space of real analytic 2m-multimodal circle maps and a decomposition of this neighborhood in a union of disjoint submanifolds such that each submanifold intersects the family in a unique point and two maps in the same submanifold are topologically conjugate? Is this decomposition a C 0 foliation, at least in neighborhoods of almost all points?
See [1] for the construction of a similar lamination structure in a neighborhood of the quadratic unimodal family.
The trigonometric family
To start, we claim that F µ has at most 2m turning points in any interval of type [a, a + 1), for any a ∈ R. If it has exactly 2m turning points, then they are quadratic. Indeed, the turning points of F µ are solutions of the equation
( jµ 2 j cos(2π jt) − jµ 2 j+1 sin(2π jt)) = 0.
Setting z = e 2πit and using
we have the following equation:
which has at most 2m distinct solutions in S 1 . The critical points of f µ in S 1 are the image by P(t) = e 2πit of the critical points of F µ in any interval [a, a + 1), a ∈ R. Therefore, F µ also has at most 2m critical points in [a, a + 1) and, if this is the case, they are all quadratic and, therefore, turning points. Now let g := F µ , where µ ∈ . The Schwarzian derivative of F µ , denoted by S F µ , is defined in R\{F µ = 0} by
By assumption, g is a trigonometric polynomial of degree m, with 2m distinct real zeros
is also a trigonometric polynomial of degree m and its 2m zeros in [0, 1) coincide with those of g. Since a trigonometric polynomial of degree m has at most 2m zeros in [0, 1), there exists a non-zero constant k such that T ≡ kg. Now let
and check that
A simple computation shows that T = π T A and, therefore,
It follows that
which implies that the Schwarzian derivative of F µ is everywhere negative. Theorem 2.1 below shows that the non-trivial topology of S 1 is not an obstruction to define smooth lifts of the 2m turning points of f µ on each connected component of . 
A full family of multimodal maps on the circle 5 uniquely defined for µ ∈ 0 such that C 1 (µ), . . . , C 2m (µ) are consecutive quadratic turning points of F µ and C 1 (µ) is a point of local maximum. Moreover, 2m j=1 C j (µ) = , where = ( 0 ) ∈ Z is constant and C 1 (µ), . . . , C 2m (µ) are uniformly bounded in 0 .
Proof. First of all, note that the coefficient of z 2m and the constant term in equation (3) are equal to mµ 2m . It follows that for µ ∈ , the product of the 2m turning points of f µ is 1.
Choose any parameterμ ∈ and consider the 2m consecutive turning points
of Fμ such that C 1 (μ) is a point of local maximum. The fact that C 1 is a local maximum is not essential. The 2m turning points C 1 (μ), . . . , C 2m (μ) are quadratic and, by the standard implicit function theorem, there are smooth continuations of
uniquely defined in a connected neighborhood ofμ in . Let c i (µ) := e 2πiC i (µ) be the corresponding turning points of f µ in S 1 . Now, since
for some ∈ Z, and all µ in a connected neighborhood ofμ, the functions
corresponding to consecutive critical points of F µ for each µ, can be smoothly continued to the connected component 0 of . Moreover, they are uniformly bounded in each
Remark. Just note that Theorem 2.1 would not be true if F µ had the term µ 2m+1 cos(2π mt) in its definition.
The lemma below will be useful later. To state it, let us consider the norm of µ = (µ 1 , . . . , µ 2m ) ∈ R 2m to be µ = max{|µ j | :
} n∈N is a sequence in 0 such that µ n → ∞, then there exist j ∈ {1, . . . , 2m} and a subsequence, also denoted by {µ n }, such that
Proof. To argue by contradiction, assume that {µ n } n∈N is a sequence in 0 such that µ n → ∞ and the 2m sequences {F µ n (C j (µ n ))} n∈N , j = 1, . . . , 2m, are uniformly bounded. Define T µ n by T µ n (t) := (F µ n (t))/ µ n and observe that it has the following form:
where η n j = µ n j / µ n , j = 1, . . . , 2m. 6
W. de Melo et al
Note that, taking a subsequence if necessary, {η n } n∈N converges to some
It follows that T µ n converges uniformly, on compact subsets of R, to T ∞ given by
The critical points C 1 (µ n ) < · · · < C 2m (µ n ) of F µ n are uniformly bounded by Theorem 2.1. Moreover, they are also critical points of T µ n . It follows that the critical values T µ n (C 1 (µ n )), . . . , T µ n (C 2m (µ n )) converge to zero as n → ∞ and this implies that T ∞ is identically zero, which is a contradiction with the fact that η ∞ = 1. 2
In order to show that the family { f µ , µ ∈ } is full, we need to show that it is possible to realize all vectors of critical values. These are the vectors in the set
We fix
given by Theorem 2.1 and set
Proof. First of all, we prove that is a local diffeomorphism. For this, we consider its
Then the Jacobian matrix of is given by
Let c j (µ) = e 2πiC j (µ) , j = 1, . . . , 2m, be the critical points of f µ on S 1 . For simplicity, we omit µ in the notation. From equation (2), this matrix becomes
After some obvious elementary operations such as multiplying columns by constants, and adding and subtracting columns, we get the following matrix:
with the property that det J = 0 ⇔ det J 1 = 0. Remembering that 2m j=1 c j = 1 and using Vandermonde's formula, we conclude that
This implies that the determinant of the Jacobian matrix of does not vanish and, therefore, is a local diffeomorphism, as wanted.
Let us now prove that maps 0 onto V . For this, we define 2m smooth vector fields X 1 , . . . , X 2m on 0 by the formula D (µ)X j = (−1) j+1 e j , where µ ∈ 0 and {e 1 , . . . , e 2m } is the canonical basis of R 2m . Note that since is a local diffeomorphism, X j is well defined and has no singularity in 0 .
For each j ∈ {1, . . . , 2m}, the trajectory µ(t) ofμ = X j (µ) with initial condition µ(0) ∈ 0 is uniquely defined in its maximal domain. This trajectory satisfies (µ(t)) = (µ(0)) + t (−1) j+1 e j . This means that the critical value v j (t) = v j (µ(t)) moves linearly with t and v k (t) := v k (µ(t)), for k = j, remains constant. If j is odd, C j is a local maximum and v j (t) is increasing; otherwise it is decreasing.
Any trajectory µ(t) of X j goes to the boundary of 0 when t goes to a bounded extreme of its maximal domain. If µ(t) hits the boundary of 0 at a finite time t = α, then at least two consecutive critical points of F µ collide. Indeed, if the critical values are uniformly bounded in finite time, then µ(t) is also bounded; see Lemma 2.1. Since the derivative D (µ) is uniformly bounded for µ in a neighborhood of µ(α) ∈ R 2m , two consecutive critical points of F µ collide at µ(α).
Let us show now that for any v = (v 1 , . . . , v 2m ) ∈ V , there is a parameter µ ∈ 0 such that (µ) = v. For µ ∈ 0 , changing µ 1 if necessary, we can assume that v 1 (µ) = v 1 . The values v 2 and v 2 (µ) are smaller than v 1 = v 1 (µ). So, we can use the vector field X 2 (or −X 2 ) to change v 2 (µ) without changing the other critical values v j (µ). But, we need to show that there is no obstruction to finding µ ∈ 0 such that v 2 (µ) = v 2 . This would happen if v 3 (µ) ≤ v 2 , for instance. In this case, if we increase v 2 (µ) to hit v 2 , the critical points C 2 and C 3 collide and we hit the boundary of 0 . To avoid this, we first increase v 3 (µ) using X 3 to be greater than v 2 . There is no obstruction for this because v 2 (µ) and v 4 (µ) are smaller than v 3 (µ). Now, using X 2 or −X 2 , we can move v 2 (µ) to coincide with v 2 . Then we adjust v 3 (µ) to v 3 , perhaps first moving v 4 (µ) in order to remove obstructions as before. After a finite number of steps, we find µ ∈ 0 , as wanted.
To finish the proof, we claim that is proper. Let us assume that {µ n } n∈N is a sequence of distinct points in 0 with no subsequence converging to some point in 0 . We show now that (µ n ) also does not have a subsequence converging to some point in V . In fact, assume that µ n has a subsequence converging to some µ ∞ ∈ R 2m ∩ ∂ 0 . In this case, after taking a subsequence, there exists j ∈ {1, . . . , 2m − 1} such that |C j+1 (µ n ) − C j (µ n )| → 0 and, since F µ has bounded derivatives near µ ∞ , we also have |F µ n (C j+1 (µ n )) − F µ n (C j (µ n ))| → 0. Therefore, (µ n ) does not have a subsequence converging to a point in V . Now if µ n → ∞ as n → ∞, then, by Lemma 2.1, |F µ n (C j (µ n ))| → ∞, for some j ∈ {1, . . . , 2m}, after taking a subsequence, also implying that (µ n ) does not have a subsequence converging to some point in V . This finishes the proof of the claim.
We conclude that : 0 → V is a covering map. Since V is connected and simply connected, is a diffeomorphism from 0 onto V , as stated. 2 8
Let us consider as before the family F µ : R → R, where µ is in a connected component 0 of . Take the critical points C 1 (µ) < · · · < C 2m (µ) < C 1 (µ) + 1 as in Theorem 2.1. We now define a new family of mapsF µ : R → R, µ ∈ 0 , associated to the family F µ , µ ∈ 0 , which is normalized in the following way: for each µ ∈ 0 , letF µ be the map defined byF
Observe that x = 0 is a local maximum ofF µ and corresponds to the local maximum C 1 (µ) of F µ . Moreover, both F µ andF µ induce in S 1 the same map, after a conjugation by a rigid rotation.
The familyF µ , µ ∈ 0 , has essentially the same properties of the family F µ . Consider the map˜ : 0 → V such that for each µ ∈ 0 it assigns the critical values ofF µ , that is˜
is the Jacobian matrix of at µ ∈ and M(µ) is a matrix with constant entries in each column j ∈ {1, . . . , 2m} given by ∂C 1 (µ)/∂µ j . Note that the first column of M(µ) is identically zero. Since the first column of D (µ) has constant entries equal to 1, we have det(D˜ (µ)) = det(D (µ)) = 0 for all µ ∈ 0 . It follows that˜ is a local diffeomorphism and inherits all the properties proved for . Arguing as before, we conclude the following. PROPOSITION 2.1. The map˜ : 0 → V is a diffeomorphism.
To simplify notation, from now on, we keep using and F µ instead of˜ andF µ , etc, having in mind that now the family of maps F µ is normalized as above.
The Thurston operator for finite combinatorics
Now we fix a 2m-multimodal map g : S 1 → S 1 which satisfies properties (H1)-(H4). For this section, we assume that g has finite combinatorics, which means that the forward orbits of its turning points, called a post critical set, is a finite set. Our goal is to prove that g is topologically conjugate to some map of the family f µ , µ ∈ 0 .
The topological degree and the type of g are topological invariants that we need to take into consideration. To define the type of g, we take a lift G : R → R of g with respect to P c (t) = e 2πi(t+c) . We choose c ∈ [0, 1) and G such that C 1 = 0 is a local maximum of G and G(0) ∈ [0, 1). If 0 = C 1 < · · · < C 2m < 1 are the 2m turning points of G, we define its type, with respect to the local maximum C 1 = 0, to be the vector τ (G) = (τ 1 , . . . , τ 2m−1 ) defined as follows: for each j ∈ {1, . . . , 2m − 1}, we set
Now we can define the type of g, with respect to c 1 = P c (C 1 ), to be the type of G with respect to C 1 = 0. Given the 2m-multimodal map g and its lift G as above, we consider the family f µ , where µ is in the set τ 0 defined by
LEMMA 3.1. Consider G and its type τ (G) as above. The set τ 0 is non-empty and connected. The map τ := | τ 0 is a diffeomorphism from τ 0 onto its range denoted by V τ . Moreover, there exists a constant C τ > 0 such that |F µ | < C τ and |F µ | < C τ , for all µ ∈ τ 0 .
Proof. Let us show just that the first and second derivatives of F µ are bounded when µ ∈ τ 0 . But, given any type τ , the set V τ is bounded and so is the parameter set τ 0 ; see Lemma 2.1. The statement follows.
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To define the Thurston operator, we consider some characteristics of the lift G of the 2m-multimodal map g fixed above. They are the following.
(ii) The points 0 = z 1 < · · · < z k < 1, which are the turning points of G with their finite forward orbit by the map G mod Z and the points mapped in Z by G. (iii) The positive integers t 1 , . . . , t 2m+r such that the points z t 1 < · · · < z t 2m+r are either the turning points of G in [0, 1) or the points which are not turning points of G and are mapped in Z by G. We set 1 = s 1 < · · · < s 2m ≤ 2m + r such that z t s i are the turning points of G for all i = 1 . . . , 2m. (iv) The map π : {1, . . . , k} → {1, . . . , k} defined by z π( j) = G(z j ) mod Z. Note that π( j) = 1 if G(z j ) ∈ Z. With these characteristics of G, we define the continuous self map T = T τ of the simplex
To define T (x 1 , . . . , x k ) = (y 1 , . . . , y k ), we take the unique parameter µ ∈ τ 0 such that
Note that the parameter µ ∈ τ 0 depends continuously on (x 1 , . . . , x k ) ∈ W . Now we define (y 1 , . . . , y k ) = T (x 1 , . . . , x k ) as follows. (i) 0 = y t 1 < · · · < y t 2m+r < 1 consist of turning points of F µ in [0, 1) and those points in [0, 1) mapped in Z by F µ . The points y t s i , i = 1 · · · 2m, are the turning points of
0 . This implies that f µ and g are combinatorially equivalent in the sense that there is a homeomorphism h of S 1 which preserves orientation and conjugates the maps g and f µ on their post critical sets. This means that for each turning point c of g the point h(c) is a critical point of f µ and h(g n (c)) = f n µ (h(c)), for all n ≥ 0. This, together with properties (H1)-(H4), imply that g is topologically conjugate to f µ . See §6.
So, we just need to make sure that the map T has a fixed point in W . The main issue is that W is not closed and, to overcome this difficulty, we will study the behavior of T near the boundary of W . We start by defining a distance δ in W : given two points x = (x 1 , . . . , x k ) and y = (y 1 , . . . , y k ) in W , we set δ(x, y) := max{d(x j , y j ) : j = 1, . . . , k},
The distance of x to the boundary ∂ W of W is given by
There exists a constant C > 0 such that for any x = (x 1 , . . . , x k ) ∈ W and for any i, j ∈ {1, . . . , k}, we have
where (y 1 , . . . , y k ) = T (x 1 , . . . , x k ) ∈ W and π : {1, . . . , k} → {1, . . . , k} is the function defined above.
Proof. From Lemma 3.1, there is a constant C > 0 such that |F µ (x)| < C for all µ ∈ τ 0 and x ∈ R. Therefore, the following holds:
for all integers m ≥ 0. Indeed, the left-hand side is always ≤1/2. If |x i − x j | ≤ 1/2, then, for m = 0, the right-hand side is ≥1/2 and, therefore, the inequality is true in this case. If m = 0, we have equality. Now, if 1/2 ≤ x i − x j ≤ 1, then the right-hand side is ≥1/2 if m = −1, and if m = −1 we have equality. From this inequality, we see that
for all integers m ≥ 0. It follows that, if |y i − y j | ≤ 1/2, we have
we set ab to be either one of the intervals [a, b] or [b, a] inside [0, 1]. We keep using the notation (y 1 , . . . , y k ) = T (x 1 , . . . , x k ) ∈ W and the function π : {1, . . . , k} → {1, . . . , k} defined above. LEMMA 3.3. Let i ∈ {2, . . . , k − 1}. If y i y i+1 contains a turning point of F µ , we set s = 0. Otherwise, there exists an integer s ≥ 1 such that the interval y π j (i) y π j (i+1) ⊂ (0, 1) does not contain a turning point of F µ and is mapped byF µ homeomorphically onto the interval x π j+1 (i) x π j+1 (i+1) ⊂ (0, 1) for all 0 ≤ j ≤ s − 2 and one of the alternatives below holds: (i) y π s−1 (i) y π s−1 (i+1) ⊂ (0, 1) does not contain a turning point of F µ and F µ (y π s−1 (i) y π s−1 (i+1) ) contains 0; or (ii) y π s−1 (i) y π s−1 (i+1) ⊂ (0, 1) does not contain a turning point of F µ , it is mapped bŷ F µ homeomorphically onto the interval
contains a turning point y t r ∈ (0, 1).
Proof. If this is not the case, then we can find i ∈ {2, . . . , k − 1} such that for all integers
does not contain a turning point. Since g has finite combinatorics, we eventually find a periodic interval z m z n ⊂ (0, 1) underĜ with its forward orbit in (0, 1) and not containing a turning point. This contradicts at least one of the hypotheses (H2) and (H3), but both are assumed to be satisfied by g. 2 LEMMA 3.4. Let T : W → W be the Thurston operator as above and {x(n)} n∈N a sequence in W converging to x ∈ ∂ W . Then
Proof. Assume by contradiction that x(n) ∈ W converges to x ∈ ∂ W and there is
for all n ∈ N. Then y(n) = T (x(n)) also converges to x ∈ ∂ W . Denoting
applying a triangular inequality and equation (4), we get
From Lemma 3.2, we have that there exists a constant C > 0 such that
Repeating this reasoning for each s ∈ N, we find constants C s and K s such that
for all n ≥ 0.
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Now observe that y(n) also converges to x ∈ ∂ W . Let i ∈ {1, . . . , k} satisfy
(if i = k, we set y k+1 := 1 and π(k + 1) = 1). From equation (5), we see that for any fixed s we have d(y π s (i) (n), y π s (i+1) (n)) → 0 as n → ∞. Let s ≥ 0 be as in Lemma 3.3 (if i = 1 or i = k, we set s = 0). So, we are in one of the following situations.
• i = 1 and s = 0. In this case,
as n → ∞.
• i = k and s = 0. In this case,
is a non-trivial interval and there exists a turning point y t r of F µ such that y t r ∈ y π s (i) (n)y π s (i+1) (n).
is a non-trivial interval which does not contain a turning point of F µ andF µ (y π s−1 (i) y π s−1 (i+1) ) contains 0. In this case, since d(y π s−1 (i) (n), y π s−1 (i+1) (n)) → 0 as n → ∞, F µ maps y π s−1 (i) y π s−1 (i+1) homeomorphically onto a non-trivial interval [a 1 (n), a 2 (n)] containing an integer m, which does not depend on n, and such that a i (n) mod Z ∈ {x π s (i) , x π s (i+1) } for i = 1, 2. Since F µ is uniformly bounded, a 1 (n), a 2 (n) → m as n → ∞ and, therefore, either
Now, since d(y π s (i) (n), y π s (i+1) (n)) → 0 as n → ∞ and the order of x 1 , . . . , x k is the same as that of y 1 , . . . , y k , the conclusion for the points x π s (i) (n) and x π s (i+1) (n) also holds for the points y π s (i) (n) and y π s (i+1) (n). It follows that either
In any situation above, we find a turning point y t r of F µ such that either
as n → ∞. Note that 0 is a turning point of F µ and we keep using the convention y k+1 = 1. We assume without loss of generality that the former case holds and then we have
Moreover, since y t r (n) is a critical point, F µ is uniformly bounded and d(y t r (n), y t r +1 (n)) → 0 as n → ∞,
Now we observe that
This is a contradiction. 2
The behavior of the Thurston operator near ∂ W is enough to guarantee that it has a fixed point in W , as we want. This is the content of the following lemma. 
and the bijection S : W → given by S(x) = t, t j = x j+1 − x j . In the simplex, we consider the metric d(t, s) = sup{|t j − s j |}; the distance from a point t ∈
to the boundary of the simplex is
Note that S is a homeomorphism, but it does not extend continuously to the boundary of W . Let T S : → be the map given by
Now let be a bi-Lipschitz homeomorphism from the closure of to the closure of the unit ball
; ρ(w) = w 2 1 + · · · w 2 k−1 < 1} and T B : B → B be the continuous map T B = • T S • −1 . Since is bi-Lipschitz, we also have (ρ(w, T B (w)))/(ρ(w, ∂ B)) → ∞ as ρ(w, ∂ B) → 0. If the Thurston map does not have a fixed point, T B also does not have a fixed point and we can associate, for each x ∈ B, the point r (x), the intersection with ∂ B of the half line that starts at T B (x) and passes through x. Because of the curvature of ∂ B, the previous inequality implies that if x → y ∈ ∂ B, then r (x) → y. Hence, r extends continuously to the identity of the boundary and gives a retraction of the closed ball in its boundary, which is not possible. See [7] . 2
The fixed point (x 1 , . . . , x k ) of T : W → W given by Lemma 3.5 corresponds to a parameter µ = µ(x 1 , . . . , x k ) such that F µ induces (with respect to P c (t) = e 2πit+c , for an appropriate c) a 2m-multimodal map f µ : S 1 → S 1 which is combinatorially equivalent to g. Since g and f µ satisfy properties (H1)-(H4), it follows that they are topologically conjugate and this proves Theorem 1.1 in the case of finite combinatorics. See §6.
Realization of semi-finite combinatorics
A 2m-multimodal map g has semi-finite combinatorics if the ω-limit set of its turning points is a finite set. Multimodal maps with this type of combinatorics may have turning points in the basins of essential periodic attractors with infinite forward orbits, which we truncate to use ideas from the case of finite combinatorics. Here, we keep using the notation from §3 and assuming g satisfies hypotheses (H1)-(H4).
For each essential periodic attractor of G mod Z, we choose p in its orbit and a turning point c a such that they determine a subinterval (possibly degenerate) of the immediate basin of p, where G j is a homeomorphism for all j ≥ 0. Next, we define a fundamental domain for p which will be used to truncate the infinite forward orbits of turning points in its basin. Assume that κ is the period of p and consider the four cases below where we iterate the map G mod Z but, for simplicity, we omit mod Z in the notation. Case 1. The point p is in the interior of its immediate basin of attraction and G κ is strictly increasing in a neighborhood of p. If just one side of p attracts turning points, we can increase n, if necessary, such that the forward orbit of any turning point in the basin of p intersects the one side fundamental domain
. If both sides of p attract turning points, we need a fundamental domain inside its immediate basin with connected components I 1 and I 2 on opposite sides of it. We choose I 1 as above and, to define I 2 , we choose another turning point c b and σ ≥ 0 such that G σ (c b ) is the immediate basin of p. Then, if necessary, we increase n such that for
the forward orbit of any turning point in the basin of p intersects I 1 ∪ I 2 . In this case, J is set to be the convex hull of I 1 and I 2 containing p. We also set I 3 , I 4 ⊂ J to be the intervals
Case 2. The point p is on the boundary of its immediate basin and G κ is strictly increasing in a neighborhood of p. Here, we just need a fundamental domain on one side of p, as in the first part of Case 1. We choose the intervals I and J in the same way.
Case 3. The point p coincides with the turning point c a and attracts another turning point c = c a . We choose 0 ≤ σ such that G σ (c) is in the immediate basin of p. Then we increase n if necessary so that any turning point in the basin of p, with infinite forward orbit, intersects
We also define
Case 4. The point p is in the interior of its immediate basin and G κ is strictly decreasing in a neighborhood of it. Then increasing n if necessary we have that the forward orbit of any turning point in the basin of p (but not on the backward orbit of p) intersects the interval
We also set J :
For later use, we fix some proportions: in the second part of Case 1 we fix the proportions ϑ 1 := |J 1 \I 1 |/|J 1 | and ϑ 2 := |I 4 |/|I 3 |. In the other cases, we fix the proportion ϑ = |J \I |/|J |.
To define the Thurston operator in the case of semi-finite combinatorics, we consider, as before, some properties of the lift G of the 2m-multimodal map g fixed as in the beginning of §3. They are the following. (i) Let τ = (τ 1 , . . . , τ 2m−1 ) be the type of G with respect to a fixed local maximum.
(ii) The points 0 = z 1 < · · · < z k < 1 which are the essential periodic attractors, the points mapped on Z and the turning points of G mod Z with their finite forward orbit or with their orbit truncated at the moment they hit the interior of one of the intervals J constructed above. (iii) Let t 1 , . . . , t 2m+r be the positive integers such that the points z t 1 < · · · < z t 2m+r are either the turning points of G in [0, 1) or the points which are not turning points of G and are mapped in Z by G. Let t s 1 < · · · < t s 2m correspond to the turning points as before. (iv) Let R ⊂ {1, . . . , k} be the set of indexes j such that z j belongs to the interior of an interval J constructed above. Then consider the map π : {1, . . . , k}\R → {1, . . . , k} given by z π( j) = G(z j ) mod Z. According to the construction above, for each essential κ j -periodic attractor we choose z d( j) in its forward orbit and the closed interval J = [z ( j) , z r ( j) ] containing z d( j) . Remember that we have a fundamental domain on one side or on both sides of z d( j) : if z d( j) is on the boundary of J , we assume that z d( j) = z r ( j) .
In this case, the interval
are connected components of its fundamental domain. The points z ( j) and z r ( j) are in the forward orbit of turning points z a( j) and z b( j) , respectively.
Exactly as in §3, the Thurston operator T acts on the simplex
To define it, we consider τ and the diffeomorphism τ : τ → V τ , as before. Then, if (x 1 , . . . , x k ) ∈ W , to define (y 1 , . . . , y k ) = T (x 1 , . . . , x k ) we take the unique µ ∈ τ such that
This parameter µ ∈ τ depends continuously on (x 1 , . . . , x k ) ∈ W .
We define (y 1 , . . . , y k ) = T (x 1 , . . . , x k ) as follows. (i) 0 = y t 1 < · · · < y t 2m+r < 1 are the critical points of F µ in [0, 1) and the points in [0, 1) which are not critical points of F µ and F µ (y t j ) ∈ Z. The points y s 1 < · · · < y s 2m are the turning points of F µ .
(ii) If t i < j < t l and j / ∈ R, the point y j is the unique point in (y t i , y t l ) such that
∈ R and z ( j) < z j < z r ( j) . The corresponding points y ( j) and y r ( j) are already defined. Then we consider the affine map S : [z ( j) , z r ( j) ] → [y ( j) , y r ( j) ] such that S(z ( j) ) = y ( j) , S(z r ( j) ) = y r ( j) and set y j := S(z j ). The map T : W → W just defined is the Thurston operator in the case of semi-finite combinatorics. If (x 1 , . . . , x k ) is a fixed point of T , we have x π( j) = F µ (x j ) mod Z, for some µ ∈ τ and indexes j / ∈ R. To assure the existence of a fixed point for this operator, we need to study its behavior near the boundary of W . Lemma 3.4 still holds for semi-finite combinatorics.
LEMMA 4.1. Let T : W → W be the Thurston operator for semi-finite combinatorics as above and {x(n)} n∈N a sequence in W converging to x ∈ ∂ W . Then
Proof. As before, we use the notation x(n) = (x 1 (n), . . . , x k (n)) and T (x(n)) = y(n) = (y 1 (n), . . . , y k (n)). We setF µ = F µ mod Z and z k+1 = y k+1 = 1. We assume by contradiction that x(n) ∈ W converges to x ∈ ∂ W and there exists K < ∞ such that
It follows that y(n) also converges to x ∈ ∂ W as n → ∞. Let η ∈ {1, . . . , k} satisfy d(y η (n), y η+1 (n)) = δ(y(n), ∂ W ) → 0 as n → ∞. If, for some s ∈ N,Ĝ s (z η z η+1 ) contains a turning point or 0, we can proceed similarly as in Lemma 3.4 to get a contradiction. If the forward orbit of z η z η+1 is finite but never reaches a turning point, we also find a contradiction using the proportions defined above, as will be clear in the lemmas below. Indeed, in this case, these points are eventually mapped into different periodic points, one of them an essential attractor, and they cannot collapse if the associated proportions are chosen sufficiently small. This also leads to a contradiction.
So, we assume that z η and z η+1 are in the same connected component of the basin of an essential periodic attractor. We take the smallest s ≥ 0 such that z π s (η) or z π s (η+1) is in some of the open intervals (z ( j) , z r ( j) ). For the points where the map π is defined, we find, as in Lemma 3.2, constants C s > 0 and K s < ∞ such that
Then there exists η ∈ {1, . . . , k} such that z η , z η +1 ∈ z ( j) z r ( j) and
By definition, the points y ( j) , y d( j) , y η , y η +1 , y r ( j) , which are collapsing as n → ∞, are, respectively, images of the points z ( j) , z d( j) , z η , z η +1 , z r ( j) under an affine map. It follows that there exists a constant B < ∞ such that
for all i, i such that z i , z i ∈ z ( j) , z r ( j) . In particular, if κ j is the period of the essential periodic attractor in z ( j) , z r ( j) , we have
when n → ∞. Then the distance from y ( j) (n)y r ( j) (n) to the turning point y a( j) goes to zero as n → ∞. Indeed, otherwise F µ(n) would converge to zero on a non-trivial interval in the limit (taking a subsequence if necessary) of the sequence of the monotonicity interval of F µ(n) containing [y ( j) (n), y r ( j) (n)]. Due to the analyticity of F µ , it would converge to zero, which is not compatible with the combinatorics. Now, from the mean value theorem, it follows that
when n → ∞, since F µ is uniformly bounded. So, we get that
when n → ∞. This contradicts equation (6) and the proof is finished. 2 Lemmas 3.4 and 4.1 provide the ingredients necessary to apply Lemma 3.5, which guarantees the existence of a fixed point for the Thurston operator of semi-finite 2m-multimodal combinatorics. Nevertheless, this is not enough to assure that the 2m-multimodal map f µ obtained is topologically conjugate to the given map g. One reason for this is that the Thurston operator, as it is defined up to now, may not distinguish some local topological properties of the periodic attractors. At this point, the proportions ϑ, ϑ 1 and ϑ 2 play an important role. To illustrate this, take a fixed point (y 1 , . . . , y k ) of this operator and the corresponding parameter µ. Let J = [z , z r ] be the interval associated to an essential periodic attractor as in the beginning of this section and the corresponding interval J = [y , y r ]. For any points z i , z j in J , the corresponding points y i , y j ∈ J satisfy |z i − z j |/|J | = |y i − y j |/|J |. This comes from the fact that the above operator was defined on such an interval by an affine map from J onto J . Now we can change the above proportions by changing the relative position (without changing their order) of z i and z j inside the interval J and get a new fixed point (y 1 , . . . , y k ) and a new parameter µ. In general, two 2m-multimodal maps obtained in this way may not be topologically conjugate. The lemmas below show that it is always possible to choose these proportions appropriately and get a map f µ topologically conjugate to the initial map g. See [11] , where this issue was treated in the context of real polynomials.
In what follows, g is a 2m-multimodal map with semi-finite combinatorics, G is a lift of g as before and T is the associated Thurston operator. We consider a fixed point (y 1 , . . . , y k ) of T and the corresponding map f µ . The lemmas below use the notation from the last section. (1) if 0 < ϑ < γ , then y r is an orientation-reversing essential n-periodic attractor of f µ and [y , y r ] is in the immediate basin of y r ; (2) if ε < ϑ < 1, then y r is a periodic repeller but there is an essential periodic attractor q ∈ (y , y r ) of f µ with period 2n such that (y , y r ) is in the immediate basin of q. (1) if 0 < ϑ < γ , then y r is an essential n-periodic attractor of f µ and [y , y r ] is in the immediate basin of y r ; (2) if ε < ϑ < 1, then y r is an n-periodic repeller and there is an n-periodic attractor q in (y , y r ) and (y , y r ) is in the immediate basin of q.
Changing ϑ from 0 to 1, we get a continuous arc in the parameter space τ 0 . Then a standard intermediate value argument proves the following lemma. (y 1 , . . . , y k ) of the corresponding Thurston operator is so that y r is an n-periodic uni-lateral essential attractor of f µ and [y , y r ] is in the immediate basin of y r .
Let us consider now the second part of Case 1, where p = z d is an n-periodic essential attractor which attracts turning points from both sides. First note that y d may not be a periodic point of f µ . Moreover, if a turning point of G lands at p, it may happen that the corresponding point for f µ is not eventually periodic. In this case, g and f µ would not
