We consider the problem of maximizing a monotone submodular function subject to a knapsack constraint. Our main contribution is an algorithm that achieves a nearly-optimal, 1−1/e−ǫ approximation, using (1/ǫ) O(1/ǫ 4 ) n log 2 n function evaluations and arithmetic operations. Our algorithm is impractical but theoretically interesting, since it overcomes a fundamental running time bottleneck of the multilinear extension relaxation framework. This is the main approach for obtaining nearly-optimal approximation guarantees for important classes of constraints but it leads to Ω(n 2 ) running times, since evaluating the multilinear extension is expensive. Our algorithm maintains a fractional solution with only a constant number of entries that are strictly fractional, which allows us to overcome this obstacle.
Introduction
A set function f : 2 V → R is submodular if for every A, B ⊆ V , we have f (A) + f (B) ≥ f (A ∪ B) + f (A ∩ B). Submodular functions naturally arise in a variety of contexts, both in theory and practice. Submodular functions capture many well-studied combinatorial functions including cut functions of graphs and digraphs, weighted coverage functions, as well as continuous functions including the Shannon entropy and log-determinants. Submodular functions are used in a wide range of application domains from machine learning to economics. In machine learning, it is used for document summarization [7] , sensor placement [6] , exemplar clustering [3] , potential functions for image segmentation [4] , etc. In an economics context, it can be used to model market expansion [2] , influence in social networks [5] , etc. The core mathematical problem underpinning many of these applications is the meta problem of maximizing a submodular objective function subject to some constraints. In this work, we focus on the common case of a single knapsack constraint.
A common approach to submodular maximization is a two-step framework based on the multilinear extension F of f , a continuous function that extends f to the domain [0, 1] V . The program first (1) maximizes F (x) subject to a continuous relaxation of the constraint and then (2) rounds the solution x to an integral vector satisfying the constraint. This paradigm has been very successful and it has led to the current best approximation algorithms for a wide variety of constraints including cardinality constraints, knapsack constraints, matroid constraints, etc. One downside with this approach is that in general, evaluating the multilinear extension is expensive and it is usually approximately evaluated. To achieve the desirable approximation guarantees, the evaluation error needs to be very small and in a lot of cases, the error needs to be O(n −1 ) times the function value. Thus, even an efficient algorithm with O(n) queries to the multilinear extension would require Ω(n 2 ) running time.
In this work, we develop a new algorithm that achieves 1−1/e−ǫ approximation for maximizing a monotone submodular function subject to a knapsack constraint. The basic approach is still based on the multilinear extension but the algorithm ensures that the number of fractional coordinates is constant, which allows evaluating the multilinear extension exactly in constant number of queries to the original function. This approach allows us to bypass the obstruction above and get nearly linear running time. Theorem 1. There is an algorithm for maximizing a monotone submodular function subject to a knapsack constraint that achieves a 1 − 1/e − ǫ approximation using (1/ǫ) O(1/ǫ 4 ) n log n function evaluations and (1/ǫ) O(1/ǫ 4 ) n log 2 n arithmetic operations.
In the following, for all of the algorithms discussed, the number of calls to the evaluation oracle for f dominates the running time of the algorithm (up to a logarithmic factor), and thus we assume for simplicity that each call takes constant time.
Previously, Sviridenko [8] gives an algorithm with a 1 − 1/e approximation that runs in O(n 5 ) time. Badanidiyuru and Vondrak [1] give an algorithm with a 1 − 1/e − ǫ approximation running in n 2 (log n/ǫ) O(1/ǫ 8 ) time. Our work builds on [1] and we discuss the relationship between the two algorithms in more detail in Section 1.1.
Remark on the algorithm of [1] . We note that there are some technical issues in the algorithm proposed in [1] . The main issue, which was pointed out by Yoshida [9] , arises in the partitioning of the items into large and small items: an item e is small if it has value f ({e}) ≤ ǫ 6 f (OPT) and cost c e ≤ ǫ 4 , and it is large otherwise. The algorithm enumerates the marginal values of the large items and thus the set of large items was intended to be of size poly(1/ǫ). But this may not be true in general, as there could be many items in OPT with singleton value greater than ǫ 6 f (OPT). On the other hand, the assumption that the small items have small singleton values is crucial to ensuring that the algorithm obtains a good value from the small items. Another issue arises in the rounding algorithm. The fractional solution is rounded using a rounding algorithm for a partition matroid that treats the parts independently. But in this setting an item participates in several parts and we need to ensure that it is not selected more than once.
Our techniques
In this section, we give a high-level overview of our algorithm and techniques, and we compare our approach with the previous work. We defer a precise description of the algorithm to Section 3.
In order to highlight some of the main difficulties in obtaining fast running times, let us first review the key algorithmic approaches that achieve nearly-optimal approximations for submodular maximization with a knapsack constraint. These approaches draw their inspiration from algorithms for the classical knapsack problem with a linear objective.
On one hand, we have algorithms that are based on the Density Greedy algorithm that iteratively selects the item with maximum density, i.e., the ratio of value to cost. In general, Density Greedy fails to achieve any finite approximation guarantee, but it has the following very useful property: if we also include the last item that could not fit into the knapsack, the resulting set of items accrues a 1 − 1/e fraction of the optimum value (in the classical setting where the objective is linear, it achieves the optimum value). We can ensure that the last item that overflows the knapsack does not have large value by guessing some of the most valuable items in the optimal solution, OPT. Specifically, let us imagine ordering OPT in the following Greedy way: we define an ordering
Suppose that we guess the set OPT 1 = {o 1 , o 2 , . . . , o 1/ǫ } of the first 1/ǫ items, we select OPT 1 as part of our solution, and use Density Greedy to pack the remaining items. Every item o ∈ OPT 2 = OPT \ OPT 1 has marginal value on top of OPT 1 of at most ǫf (OPT) and thus, if we discard the last item that Density Greedy could not fit in the knapsack, we only lose ǫf (OPT) of the value and hence we obtain a 1 − 1/e − ǫ approximation. Using a more careful argument, Sviridenko showed that it suffices to guess only the first 3 items. Thus, by combining item enumeration with Density Greedy, we can obtain a 1 − 1/e approximation in time O(n 5 ). We can implement the Density Greedy algorithm approximately in nearly-linear time and obtain a 1 − 1/e − ǫ approximation in O(n 4 log(n/ǫ)/ǫ) time, but the enumeration remains a significant bottleneck.
A different approach comes from the FPTAS for the classical knapsack problem that first rounds the values slightly and then computes the minimum cost set of items that achieves a given target value using dynamic programming. This approach suggests that, instead of enumerating over the items themselves, we instead enumerate over the marginal values of the items, appropriately discretized so that the number of guesses is small. In the submodular setting, we can no longer use dynamic programming and we cannot afford to guess the marginal values of all of the items, but we can hope to guess the marginal values of a small set of items and use them to greedily pack items. Badanidiyuru and Vondrak [1] propose such an algorithm that uses the guessed marginal values as part of a continuous approach for approximately solving the multilinear relax- Recall the Greedy ordering of OPT defined above, and let OPT 1 = {o 1 , o 2 , . . . , o 1/ǫ 3 } be the set comprised of the first 1/ǫ 3 items in this order, and OPT 2 = OPT \ OPT 1 . As before, OPT 1 has the most valuable items in OPT, and we want to make sure that we pick items competitive with it. To this end, the algorithm approximately guesses the marginal value of every item in OPT 1 and fractionally packs items with minimum costs that meet the guessed marginal values (since we employ a greedy strategy, we will need to grow the solution more slowly over several phases, as integrally selecting items will not lead to a good approximation). Specifically, we will construct a fractional solution to max{F (x) : c, x ≤ 1} over 1/ǫ phases. Each phase is comprised of two stages: the first stage uses guessed marginal values to select items competitive with OPT 1 , and the second stage selects items competitive with OPT 2 . In the OPT 1 stage, we iteratively increase the fractional values of 1/ǫ 3 items as follows: for each 1 ≤ i ≤ 1/ǫ 3 , we approximately guess the marginal value of o i on top of our current fractional solution x, i.e., v i ≈ F (x ∨ 1 o i ) − F (x); among the items with marginal value at least v i that have not been selected in the previous iterations of the current phase, we pick the item e i with minimum cost and increase its fractional value by ǫ, x ← x + ǫ1 e i . Thus, over the 1/ǫ phases, for each item o i ∈ OPT 1 , we put a fractional mass of 1 on O(1/ǫ) items whose costs are at most the cost of o i . Additionally, since we guessed the marginal values, these items are competitive with OPT 1 in terms of value as well. Even though we packed these items fractionally, as we will see we will be able to round them without any loss in the value while ensuring that their cost is at most c(OPT 1 ).
The main difficulty is in handling the items of OPT 2 , as we can no longer afford to guess their marginal values, and this is we crucially depart from the approach of [1] . In order to understand some of the difficulties, let us first consider the following strategy that is inspired by the first algorithm discussed above that guesses the actual items in OPT 1 . In each phase p, after the OPT 1 stage, we guess the marginal value W p ≈ F (x ∨ 1 OPT 2 ) − F (x) of OPT 2 on top of the current fractional solution x, and we use the Density Greedy algorithm to integrally select items whose total marginal gain is at least ǫW p . Over the 1/ǫ phases, Density Greedy will pick items that are competitive with OPT 2 but unfortunately their total size may exceed 1 − c(OPT 1 ). This issue arises because we do not know the cost of OPT 1 and we cannot guess it (there are too many possible choices). Since we fractionally select items that are proxies for OPT 1 over several phases, we will not be able to determine how much budget they will end up using in the final rounded solution until the very end when we perform the rounding. We overcome this difficulty using the following simple but crucial insights. First, note that we may assume that every item in OPT 2 has cost at most ǫ 2 (1 − c(OPT 1 )): every item in OPT 2 has marginal value on top of OPT 1 of at most ǫ 3 f (OPT) and there can only be 1/ǫ 2 items in OPT 2 of cost greater than ǫ 2 (1 − c(OPT 1 )); thus discarding these heavy items from OPT 2 only loses an ǫf (OPT) of the value, and we can afford this loss. Thus, if we knew the cost of OPT 1 , we could filter out all of the items with cost greater than ǫ 2 (1 − c(OPT 1 )), which would in turn ensure that Density Greedy does not exceed the budget. But, as we remarked earlier, we cannot guess this cost. Instead, note that, since the cost of an item is its marginal value divided by its density, a heavy item has large value or small density. If it has small density then intuitively Greedy will not pick it. The problematic items are the ones that have large marginal values, as Density Greedy may pick them and they may be too expensive. Unfortunately we cannot filter out all the items with large marginal value, since those items may include items in OPT 2 (note that even though every item in OPT 2 has small marginal value on top of OPT 1 , it can have large marginal value on top of our current fractional solution that does not necessarily contain OPT 1 ). Now the key observation is that the number of such items is small (at most 1/ǫ), and we can handle them with additional guessing: similarly to the OPT 1 stage, we guess the marginal values of the large value items in OPT 2 and integrally select minimum cost items that meet the guessed values; after packing these items, we filter out the remaining items with large marginal value and then run Density Greedy to achieve a total marginal value of ǫW p as before.
The final step of the algorithm is to round the fractional solution to a feasible integral solution. Here we take advantage of the fact that the only entries that are strictly fractional were introduced in the OPT 1 stages of the algorithm. The fractional items can be mapped to the items in OPT 1 in such a way that every item in OPT 1 is assigned a fractional mass of at most 1 coming from items with smaller or equal cost. Thus, for each item in OPT 1 , we want to select one of the items fractionally assigned to it. This is reminiscent of a partition matroid and thus a natural approach is to use a matroid rounding algorithm such as pipage rounding or swap rounding. However, an item may be fractionally assigned to more than one item in OPT 1 , and we need to ensure that the rounding does not select the same item for different items in OPT 1 . We show that we can do so using a careful application of swap rounding.
Finally, we remark that the resulting algorithm can be implemented using a nearly-linear number of value queries to f since we can evaluate the multilinear extension very efficiently. Since we pack items fractionally only in the OPT 1 stage of each phase, the resulting fractional solution has O(1/ǫ 4 ) entries that are strictly fractional. Therefore we can evaluate the multilinear extension exactly using 2 O(1/ǫ 4 ) value queries to f .
Preliminaries and notation
Let f : 2 V → R + be a set function on a finite ground set V of size n := |V |. The function is
We assume that the function f is given as a value oracle that takes as input any set S ⊆ V and returns f (S).
We consider the problem of maximizing a monotone submodular function subject to a single knapsack constraint. Each element e ∈ V has a cost c e ∈ R + , and the goal is to find a set OPT ∈ argmax{f (S) : e∈S c e ≤ 1}. Here we assume that the knapsack capacity is 1, which we may assume without loss of generality by scaling the cost of each element by the knapsack capacity. We also assume without loss of generality that f (∅) = 0.
We let F :
where R(x) is a random set that includes each element e ∈ V independently with probability x e .
The algorithm
In this section, we describe our algorithm for maximizing a monotone submodular function subject to a knapsack constraint. We fix an optimal solution to the problem that we denote by OPT. We assume that the algorithm knows a constant approximation of f (OPT); such an approximation can be obtained in nearly linear time by tacking the best of the following two solutions: the solution obtained by running Density Greedy (implemented using lazy evaluations, similarly to Algorithm 3) and the solution consisting of the best single element. Let f (OPT) ≥ M ≥ (1 − ǫ)f (OPT) denote the algorithm's guess for the optimal value. There are O(1/ǫ) choices for M given the constant approximation of f (OPT). We consider the following Greedy ordering of OPT. We order OPT as
Let
We emphasize that we use the above ordering of OPT and the partition of OPT into OPT 1 and OPT 2 only for the analysis and to motivate the choices of the algorithm. In particular, the algorithm does not know this ordering or partition.
It is useful to filter out from OPT 2 the items that have large cost, more precisely, cost greater than
and there are at most 1/ǫ 2 such elements, this will lead to only an ǫf (OPT) loss. For ease of notation, in the remainder of the paper, we use OPT 2 to denote the set without these elements, i.e., we assume that
Proof. Recall that OPT 1 is comprised of the first t = 1/ǫ 3 items {o 1 , . . . , o t } in the Greedy ordering of OPT. We have
The first inequality follows from the definition of o i , and the second inequality follows from submodularity.
Proof. Since c(OPT 1 ) + c(OPT 2 ) ≤ 1, there are at most ǫ 2 items in OPT 2 with cost greater than ǫ 2 (1 − c(OPT 1 )). Since each of them has marginal value on top of OPT 1 of at most ǫ 3 f (OPT), the claim follows.
Algorithm 1 gives a precise description of the algorithm. As outlined in Section 1.1, the algorithm guesses a sequence of values as follows.
Guessed values. The algorithm enumerates over all possible sequences of values. Throughout the paper, we assume for simplicity that 1/ǫ is an integer. Recall that t = 1/ǫ 3 . Let r = 1/ǫ (r is an upper bound on the number of items of OPT 2 that have large marginal value in each phase). 
The algorithm enumerates all possible such sequences. For each choice, the algorithm works as follows. Let {v p,i }, {W p }, and {w p,i } denote the current sequences. The algorithm performs 1/ǫ phases. Each phase is comprised of three stages, executed in sequence in this order: an OPT 1 stage, a stage for the large value items in OPT 2 , and a Density Greedy stage. We describe each of these stages in turn.
The OPT 1 stage of phase p. This stage uses the values {v p,i : 1 ≤ i ≤ t} as follows. We perform t iterations. In each iteration i, we consider the items not selected in previous iterations that have marginal value at least v p,i on top of the current solution, i.e.,
Among these items, we select the item with minimum cost and increase its fractional value by ǫ. Together, the t iterations select t different items and increase their fractional value by ǫ.
The stage of phase p for the large value items in OPT 2 . This stage uses the value W p and the values {w p,i : 1 ≤ i ≤ 1/ǫ} as follows. We perform at most r iterations. In each iteration i, we find the minimum cost element that has marginal value at least w p,i on top of the current solution, and we integrally select this item. (Note that this is similar to the OPT 1 stage, except that we select items integrally.) At the end of the stage, if the items selected in this phase have total marginal gain at least ǫ(1 − 12ǫ)W p , then we end phase p and proceed to the next phase. Otherwise, the algorithm proceeds to the Density Greedy stage.
The Density Greedy stage of phase p. If the previous stage did not reach a total marginal gain of at least ǫ(1 − 12ǫ)W p , we run the discrete Density Greedy algorithm until we reach a gain of ǫ(1 − 12ǫ)W p . Before running Density Greedy, we remove from consideration all elements whose marginal value is at least ǫW p /r. In every step, the Density Greedy algorithm fully selects the item with largest density, i.e., ratio of marginal value to cost.
In order to achieve nearly linear time, we implement the Density Greedy algorithm using approximate lazy evaluations as shown in Algorithm 3. We maintain the items in a priority queue sorted by density. We initialize the marginal values and the densities with respect to the initial solution. In each iteration of the algorithm, we find an item whose density with respect to the current solution is within a factor of (1 − ǫ) of the maximum density as follows. We remove the item at the top of the queue. The marginal value of the item may be stale, so we evaluate its marginal gain with respect to the current solution. If the new marginal gain is within a factor of (1 − ǫ) of the old marginal gain, it follows from submodularity that the density of the item is within a factor of (1 − ǫ) of the maximum density, and we select the item. If the marginal gain has changed by a factor larger than (1 − ǫ), we update the density and reinsert the item in the queue. We also keep track of how many times each item's density has been updated and, if an item has been updated more than 2 ln(n/ǫ)/ǫ times, we discard the item since it can no longer contribute a significant value to the solution.
Rounding the fractional solution. After 1/ǫ phases, we obtain a fractional solution with O(1/ǫ 4 ) fractional entries. We round the resulting fractional solution to an integral solution using swap rounding, as shown in Algorithm 4.
Try all possible sequences: 
⊲ r p is the number of large value elements in OPT 2
18:
for i = 1, 2, . . . , r p do 
29:
Maintain the elements in a priority queue sorted in decreasing order by key, where the key of each element e is initialized to its density v(e) c(e) 6: for i = 1, 2, . . . do 7: while true do 8: if queue is empty then 9: return S i−1 10:
end if

11:
Remove the element e from the priority queue with maximum key Let σ 1 , . . . , σ k be the fractional coordinates of x. 4: if k = 1 then 5:
end if 8 :
10:
if u = 1 then 11:
x σ k ← 1 12: if u = 1 then 23: 
Analysis of the fractional solution
In this section, we prove the following theorem. In Section 4.3, we will use the second guarantee in the theorem statement in order to round the fractional solution without any loss. 
(2) Let E be the set of all items e ∈ V such that 0 < x e < 1. There exists a mapping σ : E × {1, 2, . . . , 1/ǫ} → OPT 1 with the following properties:
(a) For every element e ∈ E and every phase p ∈ {1, 2, . . . , 1/ǫ} such that e ∈ A p , σ(e, p) is defined and c(e) ≤ c(σ(e, p)). In the following, we fix a phase p of the algorithm, and we analyze each of the stages of the phase. In the following lemma, we analyze the OPT 1 stage of phase p (lines 5-11 of KnapsackGuess). 
Lemma 5. Consider phase p of the algorithm. There exist choices for the guessed values {v p,i } for which we have
In the definition of o ′ i above, the element a p,i is the one chosen on line 8 of KnapsackGuess based on the value v p,i defined above.
Let us now verify that these values v p,i satisfy the properties in the statement of the lemma. We first show the second property. We can show that o ′ i is a candidate for a p,i as follows. This is trivially true if o ′ i = a p,i and thus we may assume that o ′ i =õ i . Since the marginal value ofõ i is at least v p,i , it suffices to show thatõ i / ∈ {a p,1 , . . . , a p,i−1 }. It is straightforward to verify by induction that, for all j,
. We now show the first property. For each i, we have
By summing up all these inequalities and using submodularity, we obtain
In the following lemma, we analyze the stage of phase p for large value elements of OPT 2 (lines 15-25 of KnapsackGuess). The proof is similar to the proof of Lemma 5. Lemma 6. There exist choices for the guessed values W p and {w p,i } for which we have
Furthermore, if the phase does not end after iteration i (line 23 of KnapsackGuess) then
at least one of the following conditions holds:
Proof. We define
We define the values w p,1 , . . . , w p,rp and a sequence of distinct elements o ′ 1 , . . . , o ′ rp in OPT 2 recursively as follows. Suppose we have already defined the values w p,1 , . . . , w p,i−1 and the elements
In the definition of o ′ i above, the element b p,i is the one chosen on line 19 of KnapsackGuess based on the values W p and w p,i defined above.
We now verify that the values W p and {w p,i } satisfy the properties in the statement of the lemma.
The first property follows from the fact that o ′ i is a candidate for b p,i . We next show the third property, which follows from the definition of w p,i+1 . If o / ∈ SO i+1 then the second condition holds by definition of SO i+1 . Therefore we may assume that o ∈ SO i+1 . By the definition of w p,i+1 andõ i+1 , we have
By rearranging the inequality above, we obtain that o satisfies the first condition of property (3) . We now show the second property. For each i, we have
By adding these inequalities for the first i iterations and using submodularity, we obtain
Similarly,
Additionally,
The first line follows from monotonicity. The third line follows from the definition of W p and the fact that F (z (p,i) ) − F (z (p,0) ) ≤ ǫ(1 − 12ǫ)W p . Therefore
In the following lemma, we wrap up the analysis of phase p. After the OPT 1 stage and the stage for the large value items in OPT 2 , either the phase ends because we have already collected the target marginal value or we use Density Greedy to collect the remaining value. In each of these cases, we show that we reach the target value of ǫ(1 − 12ǫ)W p and the total cost of the items we select is at most ǫ(1 − c(OPT 1 )).
Lemma 7.
Suppose that we run the KnapsackGuess algorithm with the values {v p,i }, {w p,i }, and W p guaranteed by Lemmas 5 and 6 as input. We have
Proof. We first consider the case when phase p ends before running LazyDensityGreedy (on line 23 of KnapsackGuess). We show that the lemma follows from Lemma 6. Since the first condition follows immediately from the fact that the phase ends on line 23, it suffices to verify the second condition. Since we do not run LazyDensityGreedy, we have C p = ∅ and thus it suffices to show that c(B p ) ≤ ǫ(1 − c(OPT 1 )). Consider the last iteration i where F (z (p,i) ) − F (z (p,0) ) < ǫ(1 − 12ǫ)W p . By property 1 of Lemma 6, we have c(B p ) ≤ c(O i+1 ). By property 2 of Lemma 6, c(OPT 1 ) ), since every item in OPT 2 has cost at most ǫ 2 (1 − c(OPT 1 )). Using these observations and the fact that c(OPT 2 ) ≤ 1 − c(OPT 1 ), we obtain
Next, we consider the case when LazyDensityGreedy is called. To simplify notation, in the remainder of the proof we use x to denote the starting solution of LazyDensityGreedy, i.e., x = z (p,rp) .
The following claim shows that, since the guessing stage for OPT 2 did not pick up enough value, the marginal value of OPT 2 \ O on top of x is large. Recall that W p is approximately the marginal value of OPT 2 on top of z (p,0) , and thus the following claim is showing that OPT 2 \ O accounts for most of this total value.
Proof. Property 2 in Lemma 6 and the fact that the guessing stage for OPT 2 does not pick up enough value give us the following inequalities:
By adding the two inequalities, we obtain
We have
On the first line, we used submodularity. On the third line, we used (2) . The fourth line follows from monotonicity. The fifth line follows from the definition of W p .
We now show that the filtering of the items right before we ran LazyDensityGreedy (line 27 of KnapsackGuess) did not remove any element of OPT 2 \ O that would have been selected by LazyDensityGreedy. Let
We will show that every element o ∈ OPT 2 \ O has marginal value on top of x of at most ǫ 2 W p or it has density less than L, and that the elements selected by LazyDensityGreedy have density at least L.
Proof. If r p = r then w p,i ≥ ǫ(1 − ǫ)W p /r for all 1 ≤ i ≤ r and thus
In this case, the phase ends before running LazyDensityGreedy. Thus we must have r p < r and w p,rp+1 ≤ ǫ(1 − ǫ)W p /r. By property 3 in Lemma 6, for every o ∈ OPT 2 \ O, we have
Before showing that the algorithm stops before reaching density L, let us first address the elements that are removed from the queue on line 27 (they are added to the set D consisting of all elements that were updated too many times). The following claims shows that their marginal values is negligible.
Claim 10. Consider an iteration i of LazyDensityGreedy. For every element e ∈ D, we have
Proof. Let e ∈ D and suppose that e was added to D during iteration j ≤ i. Then e was updated more than 2 ln(n/ǫ)/ǫ times in the first j iterations. Since each update happens when the marginal value decreases by at least a (1 − ǫ) factor, the marginal value of e at the beginning of iteration j is at most
The first inequality follows from the inequality 1 − x ≤ e −x , and the second inequality follows from f (OPT) ≥ max e f ({e}). By submodularity, the marginal value of e can only decrease between iteration j and i, and the claim follows.
Claim 11. Consider an iteration i of LazyDensityGreedy. The density of the element e i selected in iteration i is at least L, i.e.,
It follows that
Using the above inequality, Claim 10, and the facts that F (x ∨ 1 OPT 2 ) − F (x) ≥ W p and W p ≥ ǫM (if W p = 0, we never run LazyDensityGreedy), we obtain
On the first line, we used Claim 10. On the second line, we used (3) and W p ≥ ǫM . On the third line, we used the definition of L. On the fourth line, we used
In the second inequality, we used Claim 8. Therefore the phase ends at the end of iteration i − 1, which is a contradiction. Thus some element in OPT ′ 2 \ O has density at least L/ (1 − ǫ) . Since e i has density at least (1 − ǫ) times the best density, it follows that the density of e i is at least L.
Thus, Claims 9 and 11 imply that all of the elements of OPT 2 \ O that are relevant for Lazy-DensityGreedy are included in V ′ . Now we can complete the proof as follows. As before, we let OPT ′ 2 = OPT 2 \ D, i.e., the subset of OPT 2 that was not removed from the queue on line 27.
When the element e i is added,
Thus,
.
By summing up the above inequalities over all iterations i ≤ ℓ and using submodularity, we obtain
If the algorithm does not terminate in iteration ℓ then F (x ∨ 1 S ℓ ) − F (x) < ǫW p and therefore
On the third line, we have used Claim 10. On the fourth line, we have used that W p ≥ ǫM . On the fifth line, we have used monotonicity. On the sixth line, we have used Claim 8. Additionally, by property 2 in Lemma 6, we have
Thus, for any iteration ℓ where LazyDensityGreedy does not stop, we have
By property 1 in Lemma 6, c(B p ) ≤ c(O). Therefore
Finally, consider the last element e selected by LazyDensityGreedy. By Claim 11, the density of e is at least L ≥ (1 − 5ǫ)W p /c(OPT 2 ). Additionally, the marginal value of e is at most ǫ 2 W p , since e ∈ V ′ . Therefore c e ≤ ǫ 2 c(OPT 2 )/(1 − 5ǫ). Thus, when LazyDensityGreedy finishes, we have c(B p ) + c(C p ) ≤ ǫc(OPT 2 ).
Proof. By Lemma 7,
Additionally, by the first property in Lemma 5,
By combining the two inequalities, we obtain
On line 2, we used submodularity:
We can now complete the proof of Theorem 4 as follows. We first show the approximation guarantee (property (1)). Using Lemma 12 and induction, we will show that, for every phase p, we have
In the base case p = 0, we have F (x p ) = 0 and the right-hand side is also 0. Now consider p ≥ 1. By rearranging the inequality in Lemma 12, we obtain
Therefore,
Using the inductive hypothesis, we obtain
Thus, after 1/ǫ phases, we have
The second property in the theorem statement follows from the second property in Lemma 5. Since the LazyDensityGreedy steps pick elements integrally, the fractional entries in the support of x 1/ǫ correspond to elements {e p,i : p ≤ 1/ǫ, i ≤ t} that were selected on lines 6-10 of KnapsackGuess. By the second property in Lemma 5, for every phase p, there is a bijection σ p from the elements {e p,i : i ≤ t} to OPT 1 satisfying c(e p,i ) ≤ c(σ p (e p,i )) for all 1 ≤ i ≤ t. We define the mapping σ : {e p,i : p ≤ 1/ǫ, i ≤ t} × {1, 2, . . . , 1/ǫ} → OPT 1 as follows: σ((e p,i , p)) = σ p (e p,i ). The resulting mapping σ satisfies the desired properties, since the iterations of a given phase select distinct elements and increase the value of each such element by ǫ.
Rounding algorithm and analysis of the final solution
In this section, we analyze the rounding algorithm (Algorithm 4) that rounds the fractional solution x guaranteed by Theorem 4. We round the fractional entries of x as follows. We initializex = x. For analysis purposes, we initialize O = OPT 1 . We sort the fractional elements in non-increasing order according to their cost. While there are fractional elements, we repeatedly move fractional mass between the two elements with highest cost as follows. Let e 1 and e 2 be the fractional elements with the highest and second-highest cost, respectively. We consider two cases: Case 1:x e 1 +x e 2 ≤ 1. With probabilityx e 1 /(x e 1 +x e 2 ), we updatex e 1 ←x e 1 +x e 2 and x e 2 ← 0; with the remaining probability, we updatex e 2 ←x e 1 +x e 2 andx e 1 ← 0. If an element becomes integral, we remove it from the list. For analysis purposes, if an element is rounded up to 1, we pair it up with the element o 1 ∈ O with highest cost, and we update O ← O \ {o 1 }. Case 2:x e 1 +x e 2 > 1. With probability (1 −x e 2 )/(2 −x e 1 −x e 2 ), we updatex e 1 ← 1 and x e 2 ←x e 1 +x e 2 − 1; with the remaining probability, we updatex e 2 ← 1 andx e 1 ←x e 1 +x e 2 − 1. If an element becomes integral, we remove it from the list. For analysis purposes, if an element is rounded up to 1, we pair it up with an element in O as follows. If the element e 1 with the highest cost is rounded up to 1, we pair up e with the element o 1 ∈ O with highest cost, and we update O ← O \ {o 1 }. If the element e 2 with the second-highest cost is rounded up to 1, we pair up e 2 with the element o 2 ∈ O with the second-highest cost, and we update O ← O \ {o 2 }.
If there is only one fractional entry then we can round this entry up to 1 and pair up this element with the element o 1 ∈ O with highest cost.
We now turn to the analysis of the rounding. We first show that the expected value of the rounded solution is at least F (x). We then show that the cost of the fractional elements that were rounded up to 1 is at most c(OPT 1 ), thus ensuring that the final rounded solution is feasible.
Proof. Note that each iteration updates the solution as follows:x ′ =x + δ(1 e 1 − 1 e 2 ), where δ is a random value satisfying E δ [x ′ ] =x. The multilinear extension is convex along the direction 1 e − 1 e ′ for every pair of elements e and e ′ . Therefore E δ [F (x ′ )] ≥ F (E δ [x ′ ]) = F (x), and the claim follows by induction.
Lemma 14. LetÊ be the set of elements corresponding to the fractional entries that were rounded to 1. We have c(Ê) ≤ c(OPT 1 ).
Proof. The lemma follows from the following invariant maintained by the algorithm for the partially rounded solutionx and the set O ⊆ OPT 1 :
. , e ℓ be the elements corresponding to the fractional entries ofx, labeled such that c e 1 ≥ c e 2 ≥ · · · ≥ c e ℓ . We define the following grouping of the elements e 1 , e 2 , . . . , e ℓ where each group contributes a fractional mass of 1 and each element belongs to at most two groups. Consider the interval [0, ℓ i=1 x e i ] that is divided among the elements as follows: [0, x e 1 ) corresponds to e 1 and, for all 2 ≤ i ≤ ℓ, [ i−1 j=1 x e j , i j=1 x e j ) corresponds to e i . The elements that overlap with the interval [i − 1, i) define the i-th group. The invariant is thatx and O satisfy the following properties:
(1) ℓ i=1x e i ≤ |O|, and (2) for every i ≥ 1 and each element e in the i-th group, we have c e ≤ c o i .
We will show the invariant using induction on the number of iterations. We start by showing the invariant at the beginning of the rounding algorithm. We can show the invariant for x and OPT 1 using Theorem 4.
Claim 15. The invariant holds for x and OPT 1 .
Proof. Recall that each phase p of the KnapsackGuess algorithm selects a set A p of elements and it increases the values of each of these elements by ǫ. Thus the fractional value x e i of each element e i ∈ E is equal to ǫ times the number of phases p such that e i ∈ A p . Moreover, by Theorem 4, there is a mapping σ : {e 1 , . . . , e ℓ } × {1, 2, . . . , 1/ǫ} → OPT 1 such that, for each phase p such that e i ∈ A p , σ(e i , p) exists and c(e i ) ≤ c(σ(e i , p)).
We can think of each element e i having x e,i /ǫ copies and each element o ∈ OPT 1 having |σ −1 (o)| ≤ 1/ǫ copies. By lettingẼ andÕ be the copies of the elements in E and OPT 1 (respectively), we can equivalently view σ as a bijection betweenẼ andÕ with the property that, if σ((e, i)) = (o, j) then c(e) ≤ c(o). We may also assume that the elements of O with the highest costs have 1/ǫ copies, i.e., there exists an index p ′ such that o 1 , . . . , o p ′ have 1/ǫ copies and o p ′ +1 , . . . , o p have zero copies; we can ensure this property by reassigning pairs inẼ to elements of O with higher cost. Thus, if we sortẼ andÕ in non-increasing order according to costs, σ maps the first 1/ǫ elements ofẼ to o 1 , the next 1/ǫ elements to o 2 , etc. Since the i-th consecutive block of 1/ǫ elements ofẼ represents the fractional mass of the i-th group of elements, the second property of the invariant follows. The first property of the invariant follows from the fact that Now consider some iteration of the rounding algorithm, and suppose that the invariant holds at the beginning of the iteration. The invariant guarantees that the total fractional mass x 1 is at most |O| and, if we sort the fractional elements in non-increasing order according to the cost, the first unit of fractional mass can be assigned to the element o 1 with highest cost in O, the next unit of fractional mass can be assigned to the element o 2 with second-highest cost in O, etc. We will use such an assignment to argue that the invariant is preserved.
Suppose we are in Case 1, i.e.,x e 1 +x e 2 ≤ 1, where e 1 and e 2 are the fractional elements with the highest and second-highest cost. Let o 1 be the element of O with the highest cost. Sincê x e 1 +x e 2 ≤ 1, it follows from the invariant that the entire fractional mass ofx e 1 +x e 2 is assigned to o 1 . Since the rounding step moves fractional mass between e 1 and e 2 , this property will continue to hold after the rounding step. If neither e 1 nor e 2 is rounded to 1, the updated fractional solution clearly satisfies the invariant. Therefore we may assume that one of e 1 , e 2 is rounded to 1, and thus we must have hadx e 1 +x e 2 = 1 before the rounding. Since o 1 is assigned a fractional mass of 1 in total, e 1 and e 2 are the only elements assigned to o 1 . Therefore, after removing o 1 , e 1 , and e 2 , the remaining fractional entries and the set O \ {o 1 } satisfy the invariant.
Suppose we are in Case 2, i.e., 1 <x e 1 +x e 2 ≤ 2, where e 1 and e 2 are the fractional elements with the highest and second-highest cost, respectively. Let o 1 and o 2 be the elements of O with the highest and second-highest cost, respectively. It follows from the invariant that the fractional massx e 1 +x e 2 is assigned to o 1 and o 2 as follows: the 1 unit of fractional mass assigned to o 1 is comprised ofx e 1 from e 1 and 1 −x e 2 from e 2 , and o 2 is assigned the remainingx e 1 +x e 2 − 1 fractional mass of e 2 . The rounding step either rounds e 1 to 1 by moving 1 −x e 1 mass from e 2 to e 1 or it rounds e 2 to 1 by moving 1 −x e 2 mass from e 1 to e 2 . In the former case, after removing e 1 and o 1 , the remaining fractional entries and the set O \ {o 1 } satisfy the invariant. Therefore we may assume that it is the latter, i.e., we round e 2 to 1 and we remove e 2 and o 2 . In this case, the fractional values on the elements e 3 , e 4 , . . . move forward by 1 −x e 2 to fill in the space vacated by e 2 . We can also move forward their assignment to O \ {o 2 }: e 1 remains entirely assigned to o 1 as before, and the assignment of each of the elements e 3 , e 4 , . . . is shifted forward. Since we remove one unit from both the total fractional mass and O, every remaining element becomes assigned to an element of O \ {o 2 } whose cost is at least as much as the element of O that it was previously assigned. Therefore the invariant is preserved.
