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Abstract
From the times of ancient Egypt to the nowadays digital society, humankind is concerned
with Information Security. This concern has been shifting to the Artificial Intelligence field
since its applications are being used in activities which can cause several social damages. A
laboratory specialized in cutting-edge security research demonstrated that it was possible
to control an autonomous car remotely with the utilization of adversarial attacks. In this
project, we aim at exploring those attacks on Variational Autoencoders.
Today, adversarial attacks are a well-known danger of Deep Neural Networks. They are
malicious inputs that derail machine-learning models. We propose a scheme to attack
autoencoders, as well as a quantitative evaluation framework — a novel metric called
Area Under the Distortion–Distortion Curve — that correlates well with the qualitative
assessment of the attacks advancing a small step the literature in subject of adversarial
attacks on generative models. We assess — with statistically validated experiments — the
resistance to attacks of three variational autoencoders (simple, convolutional, and DRAW)
in three datasets (MNIST, SVHN, CelebA), showing that both DRAW’s recurrence and
attention mechanism lead to better resistance. We shared the complete code used to run
our experiments in <https://github.com/gondimribeiro/adv-attacks-vae>.
As variational autoencoders are proposed for compressing data — a scenario in which
their safety is paramount — we expect more attention will be given to adversarial attacks
on them.
Keywords: Neural Networks; Deep Learning; Recurrent Neural Networks; Adversarial
Images; Variational Autoencoders.
Resumo
Desde os tempos do antigo Egito até a sociedade digital atual, a humanidade está pre-
ocupada com a Segurança da Informação. Essa preocupação vem se deslocando para o
campo da Inteligência Artificial, uma vez que suas aplicações estão sendo utilizadas em
atividades que podem causar diversos danos sociais. Um laboratório especializado em
pesquisa de segurança de ponta demonstrou que era possível controlar remotamente um
carro autônomo com a utilização de ataques adversários. Neste projeto, pretendemos ex-
plorar esses ataques em Variational Autoencoders.
Hoje, os ataques adversários são um perigo bem conhecido das Redes Neurais Profundas.
São entradas maliciosas que enganam os modelos de aprendizado de máquina. Propomos
um esquema para atacar os autoencoders, bem como uma estrutura de avaliação quanti-
tativa — uma nova métrica chamada Área Sob a Curva de Distorção – Distorção — que
se correlaciona bem com a avaliação qualitativa dos ataques avançando um pequeno passo
na literatura de ataques adversários a modelos generativos. Avaliamos — com experimen-
tos estatisticamente validados — a resistência a ataques de três autoencoders variacionais
(simples, convolucional e DRAW) em três conjuntos de dados (MNIST, SVHN, CelebA),
mostrando que tanto a recorrência quanto o mecanismo de atenção do DRAW levam a
maior resistência. Compartilhamos o código completo usado para executar nossos exper-
imentos em <https://github.com/gondimribeiro/adv-attacks-vae>.
Como os autoencoders são propostos para compactação de dados — um cenário em que
sua segurança é fundamental —, esperamos que mais atenção seja dada aos ataques ad-
versários neles.
Palavras-chaves: Redes Neurais; Aprendizado Profundo; Redes Neurais Recorrentes;
Imagens Adversárias; Autoencoders Variacionais.
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1 Introduction
Thousands of years ago, in ancient Egypt, aside from the hieroglyphs, there
were two types of writing: the demotic and the hieratic writing. While the former was
used by the commoners and it was known as the “vulgar” writing, the latter was used
only by priests, and it was forbidden to teach it to ordinary citizens (D’AGAPEYEFF,
2008). At that time, humankind was already concerned with Information Security. That
concern is still present in our nowadays digital society. The research firm Gartner es-
timated that global spending with information security in 2019 will surpass 124 billion
dollars (GARTNER, 2018).
This concern has been shifting into the Artificial Inteligence (AI) field, espe-
cially to understand the flaws and to protect Deep Learning (DL) models. The academia
and the industry are intensely applying DL and Deep Neural Networks (DNNs) because
of their history of excellent results in different AI tasks, such as speech recognition in
audio (HINTON et al., 2012), or image classification (KRIZHEVSKY et al., 2012; HE et
al., 2016). Alphabet (Google holding) (BALAKRISHNAN, 2017), Facebook (VANIAN,
2017), Microsoft (GREENE, 2017) and other large companies are investing heavily in that
technology. Whereas several practical fields, such as medicine, are leveraging the advances
in the area (ESTEVA et al., 2017). Some of the most impressive recent results are real-
like images generated by the Generative Adversarial Networks (GANs) (GOODFELLOW
et al., 2014; WANG et al., 2017) and a DNN which was able to defeat the Go world
champion (SILVER et al., 2016).
Moreover, companies are using DNNs to execute daily activities which
can cause several social damages. For instance, DL is the state-of-the-art for face
recognition (PARKHI et al., 2015) and Tesla is using DNNs into their self-driving
cars (CSONGOR, 2019). Endless problems will arise when hackers start attacking such
systems. Worse, they already have.
The Tencent Keen Security Lab showed they were able to control remotely
the stirring mechanism and the auto wipers of the Tesla Autopilot (TENCENT KEEN
SECURITY LAB, 2019). They were able to achieve such feat by generating adversarial
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examples to both mechanisms. In order to fool the former mechanism, they produced
optimized stickers and placed them on the traffic markings along the road. That way,
they were able to control the car with a remote gamepad. The dangers of that type of
attack, in which the attacker is not feeding the adversarial example directly into the
model, were demonstrated years ago by Kurakin et al. (2017).
Initially proposed for classifiers, adversarial examples are images intentionally
crafted to derail Machine Learning (ML) models. That way, image classifiers predict
incorrectly those inputs — visually indistinguishable from ordinary ones — with high
confidence. We can obverse some examples of such images in Figure 1.
In comparison to the extensive literature on adversarial attacks on classifiers,
attacks on autoencoders are mostly unexplored, possibly because those attacks are hard
to perform and assess. Still, as autoencoders advance as robust schemes for compressing
information (GREGOR et al., 2016), attacks on them are potentially at least as dangerous
as attacks on classifiers. For instance, suppose the following hypothetical scenario: a sender
wants to transmit a document to a recipient. The sender performs the compression of this
document with an autoencoder, but such compression is imperceptibly attacked by an
external agent, a hacker. The document is then transmitted to the recipient who performs
its decompression and observes a document completely different from what the sender
hoped to have sent (Figure 2).
In this project, we build upon the work of Tabacof (2017), where he proposed
a scheme to attack autoencoders, developing a quantitative framework that bypass the
need for a clear criterion to evaluate the attacks: a novel metric called Area Under the
Distortion–Distortion Curve (AUDDC). We compare three kinds of autoencoders: simple
variational autoencoders (with only fully-connected layers), convolutional variational au-
toencoders, and DRAW — a recently proposed recurrent variational autoencoder with an
attention mechanism (GREGOR et al., 2015). We show that, according to the AUDDC,
the latter is more resistant to the attacks and that its recurrence and attention mechanism
both contribute to its robustness. We run all — statistically validated — experiments in
three datasets (MNIST, SVHN, and CelebA) and show that our quantitative assessment
correlates well with a qualitative perception of the attacks.
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(a) From the left to right row: original images, adversarial distortion and adversarial example
(or image). All adversarial images here were labeled as an ostrich. Extracted from Szegedy
et al. (2014).
(b) From the upper to the bottom row: original images, adversarial distortion and adversarial
image. All adversarial images here were labeled as an mushroom. Extracted from Tabacof
& Valle (2016).
Figure 1 – Examples of adversarial images. Adversarial images are deliberately created










Figure 2 – A motivating example: an attacker may convince a sender to transmit a seem-
ingly innocent document that is reconstructed in a malicious way. (Scenario
inspired by Kos et al. (2017)).
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1.1 Objectives
Our main goal was to get further insight on Adversarial Attacks on Variational
Autoencoders. We are particularly interested in exploring different types of architectures
and datasets and verifying the factors that define the difficulty of an attack.
Inspired by the work of Tabacof (2017), the central question we aimed to
investigate was:
Can we find adversarial images for variational autoencoders?
Then, other questions came to mind:
∙ Does the autoencoder architecture impact the quality of the adversarial images?
∙ How does recurrence impact this process?
∙ Does the dataset influence the attack success?
∙ Is it possible to find criteria to define the success of an adversarial attack on au-
toencoders?
∙ There are other factors to determine the model’s robustness?
1.2 Achievements
To develop this research, the author has been granted a FAPESP’s scholarship
(process number 2017/03706-2).
The candidate has contributed with the scholarly publication Gondim-Ribeiro
et al. (2018), orally presented at the 1st Official Latinx in AI Research Workshop, Mon-
tréal, Canada, 2018 which had acceptance rate of 21%.
Also, he was the graduate teaching assistant of the Algorithms and Computer
Programming course in three different semesters (two times with a scholarship and one
time as a volunteer) being responsible for teaching laboratory classes.
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Finally, the candidate was approved in sixth place in the Ph.D. program of the
Institute of Computing of the University of Campinas.
1.3 Outline
Much of the text and images presented here came from the paper Gondim-
Ribeiro et al. (2018) whose the first author and main contributor is the candidate. The
general outline of the remaining of the text is:
Chapter 2 – Literature review starts with an overview of the history of Neural
Networks and the origins of Deep Learning. Then, we pass through recurrent neural
networks and sequence learning, which are fundamental to the understanding of
the recurrent autoencoders. We do a more thorough review of autoencoders —
commenting generative models, focusing on variational autoencoders and giving the
needed attention to a recurrent variational autoencoder: the DRAW. Finally, we
end the session going reviewing adversarial attacks focused on generative models.
Section 3.1 is based on the work that has led to the publication of Gondim-Ribeiro
et al. (2018).
Chapter 3 – Adversarial Attacks on Variational Autoencoders: we dive into
the subject of adversarial attacks on variational autoencoders, expanding the current
knowledge through the angle of experimental design. We propose a brand new way
to measure such attacks and show that that recurrence and attention mechanism
contribute to the model’s robustness. This chapter was based on the work that has
led to the publication of Gondim-Ribeiro et al. (2018).




Deep learning is nothing but a series of incremental advances in the field of
Artificial Neural Networks. Nowadays, Deep Learning is a widely studied method, espe-
cially the Convolutional Neural Networks when applied to object recognition problems.
Therefore, we will not enter in unnecessary details to the understanding of this text. Our
focus will be mainly on Sequence Learning and Variational Autoencoders. The former is
essential to understand recurrent models — including recurrent autoencoders —, and the
later is the object of study of this research.
In this chapter, we will survey the literature fundamental to the development
of this research. We will pass through the history of the field of Artificial Neural Networks
and Deep Learning (the field’s timeline is on Figure 3). Then, in section 2.3, we discuss
Sequence Learning, a set of techniques to the development of one of the core models used
in our experiments. Finally, we dive deeper into the Autoencoder on the section 2.4, the
basis of Variational Autoencoders, explaining in details a model of central importance to
us: the DRAW.
Besides minor modifications, Section 2.4 is a reproduction of (GONDIM-
RIBEIRO et al., 2018).
Figure 3 – Neural Networks timeline. Visual summary of the main breakthroughs of the
field.
2.1 Artificial Neural Networks
Artificial Neural Networks were remotely inspired by neuroscience. In 1943,
McCulloch and Pitts built the first mathematical model for an artificial neuron whose
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output was defined as 1 if the aggregation of its Boolean inputs was above a hand-picked
threshold, and 0 otherwise (MCCULLOCH; PITTS, 1943). Fifteen years later, in 1958,
guided by the work of Donald Hebb (HEBB, 1949), the Rosenblatt’s Perceptron was the
first neuronal model able to learn from data (ROSENBLATT, 1958). However, those and
other models at the time seemed to be quite limited. Minsky & Papert (1969), for instance,
showed that the Perceptron could not learn a simple boolean function, the exclusive
disjunction (XOR), because it is not linearly separable. At the time, the community knew
that multilayer perceptrons could learn such function, but there was no algorithm to train
them. This fact is widely believed to be one of the main reasons for the beginning of the
first Artificial Intelligence (AI) Winter — a period characterized by a steep reduction of
funding, interest, and research on the field.
Only in 1986, the AI Winter came to an end with the work of Rumelhart,
Hinton and Williams (RUMELHART et al., 1986). This work consisted of using the back-
propagation algorithm to train perceptrons connected in a layered structure known as
Multilayer Perceptron (MLP) to solve a myriad of problems, including the XOR func-
tion. Even though backpropagation was derived by different researchers in the early ’60s
and proposed to be used for training MLPs by Werbos (1974), no work had addressed
the problems discussed by Minsky and Papert in a precise, concise and direct manner as
Rumelhart, Hinton, and Williams did. These networks can learn a hierarchy of features
directly from the data, dispensing the intricate feature engineering work that would be
required to obtain these characteristics (BENGIO et al., 2013).
Several concepts of this period are still fundamental to today’s field. One of
them is the concept of distributed representation (LE; MIKOLOV, 2014), which implies
that different features should represent each input of the model, and each feature should
participate on the representation of many possible inputs. Another one states that MLPs
are universal approximators (HORNIK et al., 1989) i.e., that MLPs can approximate
any continuous function in R𝑛 given some assumptions on the number of neurons and
the characteristics of the activation function. Another significant contribution was the
development of Convolutional Neural Networks (CNNs) (DENKER et al., 1989; LECUN
et al., 1989), which simplified learning and improved generalization on image problems.
This period was essential to sequence learning as well. Bengio et al. (1994)
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showed some of the fundamental mathematical difficulties in learning long-term dependen-
cies in sequences. Then, Hochreiter & Schmidhuber (1997) solved some of those problems
with the creation of the Long Short-Term Memory (LSTM).
During the middle of the ’90s, other techniques, such as Support Vector
Machines (SVMs) (CORTES; VAPNIK, 1995) and Graphical Models (JORDAN, 1999)
achieved excellent results in important tasks. Meanwhile, the results produced by deeper
neural networks (with more than two layers) were consistently worse than the ones from
shallower networks, building the belief that deep neural networks were complicated to
train. Despite remarkable advances on the period, unrealistic claims and promises made
by the community seeking funds culminated in the second AI Winter, impacting the
research on Neural Networks again.
2.2 Deep Learning
The second AI Winter ended in 2006, and it is marked by the rebranding of
the field of Neural Networks as Deep Learning. In that year, Geoffrey Hinton proposed an
unsupervised method to train Deep Belief Networks (DBNs) by pretraining each network’s
layer individually (HINTON et al., 2006). Hinton & Salakhutdinov (2006) improved on
the idea by stacking Restricted Boltzmann Machines (RBMs) (HINTON, 2002; SMOLEN-
SKY, 1986) trained to learn the input’s distribution. Right after, other researches showed
that the same strategy could be applied to different architectures (BENGIO; LECUN,
2007; RANZATO et al., 2007), improving results on their respective tasks.
However, it was only in 2012 that the AI field started to be dominated by
DNNs. In this year, AlexNet won the biggest competition in image recognition, the Ima-
geNet Large Scale Visual Recognition Challenge (ILSVRC) (KRIZHEVSKY et al., 2012).
Since then, Deep Learning is the most applied method to solve image recognition prob-
lems.
The success of the Deep Learning comes from an incremental series of technical
contributions and massive datasets which culminated on the results achieved by AlexNet
and all other applications after it. Due to their nature as compositions of large vecto-
rial functions, Deep Learning is highly parallelizable. Therefore, the adoption of Graphic
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Processing Units (GPUs) was critical to train them.
Without GPUs, those models could not be trained in a reasonable amount of
time. Also, it is possible to fit datasets with tens of thousands of samples in the hardware
memory thanks to stochastic gradient descent (BOTTOU, 2010).
It was thought that deeper models were harder to train because of local min-
ima (LECUN et al., 1998a). However, nowadays, it is known that local minima tend
to present similar results to the global minimum (KAWAGUCHI, 2016), which is good
enough for the majority of applications. A bigger problem is the high likelihood of the
training to stop around a saddle point (CHOROMANSKA et al., 2015), which renders the
optimization process challenging (DAUPHIN et al., 2014). Another common issue encoun-
tered during the training of deeper models are vanishing or exploding gradients (BENGIO
et al., 1994). The network’s gradient is computed by backpropagating errors from its out-
put to its input, which is simply an application of the chain rule. If a lot of partial
derivatives have values less than one, the resulting gradient will tend to zero (vanishing
gradient), and the training will slow down or even stop. However, if those derivatives have
values higher than one, the resulting gradient will be large, and the optimization process
may diverge.
The vanishing or exploding gradient problem can be alleviated by applying
a series of techniques such as: careful initialization of the weights (e.g. Glorot initializa-
tion (GLOROT; BENGIO, 2010)), utilization of nonlinear functions with stable gradients,
e.g. Rectified Linear Unit (ReLU) (NAIR; HINTON, 2010), batch normalization (IOFFE;
SZEGEDY, 2015), gradient clipping (PASCANU et al., 2013) and improving the gradi-
ent flow through the model (e.g. Residual Convolutional Networks (HE et al., 2016) and
LSTMs (HOCHREITER; SCHMIDHUBER, 1997)).
Since deeper models tend to have a high capacity, it is easy to overfit them.
Therefore, classic regularization methods such as weight decay and early stopping are not
enough. We must introduce techniques such as Dropout (SRIVASTAVA et al., 2014), re-
duction of parameters, or weight tying (e.g., Convolutional Networks (LECUN; BENGIO,
1995)), pooling, and data augmentation.
Finally, the optimization process is done by some variant of the Stochas-
tic Gradient Descent (SGD). Although there are several variations of the basic
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algorithm to choose from such as SGD with momemtum (SUTSKEVER et al.,
2013), RMSProp (TIELEMAN; HINTON, 2012), Adadelta (DUCHI et al., 2010), and
Adam (KINGMA; BA, 2015), there is no clear winner for all scenarios (SCHAUL et al.,
2013). However, Adam is arguably the one most used in recent works.
2.3 Sequence Learning
Sequence learning is a Machine Learning branch which handles data sequences
such as text, sound, video, and temporal series. Deep Learning is not only applicable to
Image Recognition problems, but it is also widely and successfully used to solve problems
with sequential data, such as speech recognition (GRAVES et al., 2013; XIONG et al.,
2017), machine translation (BAHDANAU et al., 2014; WU et al., 2016) and caption
generation (XU et al., 2015), thanks to the advent of the Recurrent Neural Networks
(RNNs), which are exponentially more efficient than the non-recurrent ones (KHRULKOV
et al., 2018).
The vanilla RNN is nothing but a modification of the Multilayer Perceptron
such that its output 𝑦𝑡 on a timestep 𝑡 depends on the past hidden state ℎ𝑡−1 and the
current input 𝑥𝑡. The relationship between those terms is shown on Equation 2.1 where
𝑊ℎ, 𝑊𝑥 and 𝑊𝑦 are the network’s parameter matrices and illustrated on Figure 4.
ℎ𝑡 = tanh(𝑊ℎℎ𝑡−1 +𝑊𝑥𝑥𝑡)
𝑦𝑡 = 𝑊𝑦ℎ𝑡
(2.1)
Backpropagation Through Time (BPTT) is a modification of the Backpropa-
gation applied to RNNs (WERBOS, 1990). In its classic version, the RNN is unrolled a
number of timesteps equal to the length of the input’s sequence and, then, the error signal
for each output 𝑦𝑖 is determined and added together to compute the total gradient for the
whole input sequence updating the network’s parameters 𝑊ℎ, 𝑊𝑥 and 𝑊𝑦 accordingly.
That process can be seen as a normal backpropagation in an MLP with a number layers
equal to the input’s length each one of them with parameters equal to 𝑊ℎ, 𝑊𝑥 and 𝑊𝑦.
We can visually observe an unrolled RNN in the Figure 4.
However, this approach has two issues: 1) the amount of required memory
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Figure 4 – Visual representation of an unrolled RNN. The yellow arrows represent the
input, blue ones the output and the green ones the recurrent/hidden state. It
is common to make ℎ0 = 0. Figure extracted from (OLAH, 2015).
is proportional to the input length; and 2) it is quite common to encounter vanishing or
exploding gradients (BENGIO et al., 1994; PASCANU et al., 2013). A simple modification
to decrease those problems is to divide the input sequence into smaller ones. For instance,
an input sequence with 100 terms can be divided into ten inputs of length 10. In that
way, the resulting network will be as big as an MLP with ten layers instead of one
with 100 layers, which will make it easier to train and to fit in memory. This process
works well in practice, but temporal dependences longer than ten timesteps will not be
taken into consideration. To solve that, the Truncated-BPTT can be used (WILLIAMS;
PENG, 1990). This approach processes one timestep at a time, and at every timestep
multiple of 𝑘1, it runs the BPTT algorithm only for the last 𝑘2 timesteps. In that way,
the memory and vanishing/exploding problems can be decreased, keeping longer temporal
dependences. Note that the Truncated-BPTT is the same as the classic BPTT for 𝑘1 and
𝑘2 equal to the input length.
The above formulation of a RNN is quite susceptible to vanishing and ex-
ploding gradients, which hinders the network’s capability of learning long term sequence
relations (BENGIO et al., 1994). Hochreiter & Schmidhuber (1997) introduced the LSTM
cell attacking this problem. We describe this model’s equation on the Equation 2.2 where
𝑖𝑡, 𝑓𝑡 and 𝑜𝑡 are called respectively input, forget and output gate; 𝐶𝑡 is the cell state;
𝐶𝑡 is the added information to the cell state; 𝑥𝑡 is the input in the timestep 𝑡; ℎ𝑡 is the
cell output; 𝑊. and 𝑏. are the cell’s parameters; [., .] represents the concatenation of two
matrices; 𝜎(.) stands for the logistic (sigmoid) function; and ⊙ is element wise product.
We show a visual representation of a LSTM cell in Figure 5.
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𝑖𝑡 = 𝜎(𝑊𝑖[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) (2.2a)
𝑓𝑡 = 𝜎(𝑊𝑓 [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓 ) (2.2b)
𝑜𝑡 = 𝜎(𝑊𝑜[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) (2.2c)
𝐶𝑡 = tanh(𝑊𝐶 [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝐶) (2.2d)
𝐶𝑡 = 𝑓𝑡 ⊙ 𝐶𝑡−1 + 𝑖𝑡 ⊙ 𝐶𝑡 (2.2e)
ℎ𝑡 = 𝑜𝑡 ⊙ tanh(𝐶𝑡) (2.2f)
Figure 5 – A visual representation of a LSTM cell. Figure extracted from (OLAH, 2015).
What allows the LSTM the efficient memorization of long-term dependencies
is the introduction of the cell state 𝐶𝑡 (Equation 2.2e), which has a clear path to its
previous values. Therefore, the derivative of 𝐶𝑡 with respect to 𝐶𝑡−1 does not depend on
an exponential multiplying term. This is easily understood for the one dimensional case
shown on Equations 2.3a (LSTM recurrent derivative) and 2.3b (Vanilla RNN recurrent
derivative). Even though the result of Equation 2.3a can still vanish or explode – making
it difficult to learn long-term dependencies, the probability of this occurring is signifi-
cantly lower when compared with the result on Equation 2.3b because of the absence of a
term such as 𝑊 𝑡1−𝑡0ℎ which increases exponentially with the distance between timesteps.
Pascanu et al. (PASCANU et al., 2013) explained this example’s general case.













The Gated Recurrent Unit (GRU) introduced by Cho et al. in 2014 (CHO et
al., 2014) is a simpler variant of the LSTM, which is being widely used. Its equations are
presented in Equation 2.4. The input and forget gates were merged into a single update
gate 𝑧𝑡, the cell state, and the cell’s output were combined into the cell activation ℎ𝑡,
and a reset gate 𝑟𝑡 is used to compute the amount of information which will be carried
to the next timestep. Besides decreasing the number of equations, the GRU also has
fewer parameters than the LSTM, making it computationally more efficient and easier
to implement. However, both cells present comparable results in many tasks (CHUNG et
al., 2014; JOZEFOWICZ et al., 2015).
𝑟𝑡 = 𝜎(𝑊𝑟[ℎ𝑡−1, 𝑥𝑡]) (2.4a)
𝑧𝑡 = 𝜎(𝑊𝑧[ℎ𝑡−1, 𝑥𝑡]) (2.4b)
ℎ̃𝑡 = tanh (𝑊ℎ[𝑟𝑡 ⊙ ℎ𝑡−1, 𝑥𝑡]) (2.4c)
ℎ𝑡 = 𝑧𝑡 ⊙ ℎ𝑡−1 + (1− 𝑧𝑡)⊙ ℎ̃𝑡 (2.4d)
The recurrent models up to this point are only able to handle sequences whose
input and output have the same length. This fact limits the scope of problems that can
be solved with recurrent networks since there are several tasks (e.g., machine translation)
which have pairs of input and output with different lengths. This type of task is known
as Sequence to Sequence Learning or simply seq2seq (SUTSKEVER et al., 2014). An
idea to handle this issue is utilizing a model with an encoder, and a decoder whose
encoder compresses the whole input sequence into a single vector and the decoder receives
this vector as input and generates the correspondent output. This approach allows the
lengths of input and output to be different since the introduction of the compressed vector
decouples them. Kalchbrenner & Blunsom (2013) first studied this type of model when
they applied a convolutional network to encode the input sequence into a single vector and
a recurrent one to generate (decode) the output from it. However, convolutional networks
Chapter 2. Literature Review 28
do not use the input order as information to produce its output, which, again, hinders
the performance of the model. Then, Cho et al. (2014) developed an architecture which
used GRUs as encoder and decoder. The idea behind this architecture is quite simple
(Figure 6): the encoder receives an input sequence 𝑥1, 𝑥1, . . . , 𝑥𝑇 , changing its hidden
state. After reading the entire input sequence, the hidden state ℎ𝑇 will be a summary 𝐶
(context vector) of the input. Then, the decoder uses this summary as input to each one
of the decoder’s timesteps, producing one output term 𝑦𝑡 per timestep. This architecture
allows inputs and outputs with different lengths while keeping long-term dependencies
between input’s terms.
Figure 6 – Visual representation of the encoder-decoder regimen extracted from Cho et
al. (2014). The encoder comprises the inputs 𝑋1, 𝑋2, . . . , 𝑋𝑇 into 𝐶 and the
decoders unrolls 𝐶 producing the outputs 𝑌1, 𝑌2, . . . , 𝑌𝑇 ′ .
2.4 Autoencoders, Generative Models and Variational Autoen-
coders
Autoencoders are neural networks which compress their input into a smaller
latent representation (encoding), and then reconstruct the input from that represen-
tation (decoding). Although this family of models started being developed in the
1980s (HRYCEJ, 1992), it was only after the work of Hinton & Salakhutdinov (2006)
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that they started to be widely studied.
A basic autoencoder model consists of two parts: 1) an encoder which trans-
forms a high-dimensional input into a low-dimensional latent representation; and 2) a
decoder which recovers the original input from latent representation. We can observe this
organization in Figure 7. Similarly to Principal Components Analysis (PCA) and Singular






Figure 7 – Autoencoders are models that map their input into a (deterministic or stochas-
tic) latent representation, and then map such representation into an output
similar to the input; those two maps form the two halves of the model: the
encoder and the decoder.
Formally, the model can be defined as presented on Equation 2.5, where 𝑥(𝑖) is
the ith input vector; 𝑧 is the latent representation; 𝑓𝜑(.) and 𝑔𝜓(.) are respectively the en-
coder’s and the decoder’s functions with parameters 𝜑 and 𝜓; and 𝑦(𝑖) is the autoencoder’s
output.
𝑧(𝑖) = 𝑓𝜑(𝑥(𝑖)) (2.5a)
𝑦(𝑖) = 𝑔𝜓(𝑧(𝑖)) (2.5b)
The model can be trained end-to-end by backpropagation, with a loss that
reflects the difference between input and output, such as ℓ2 (mean squared error) as
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presented on Equation 2.6, where 𝑁 stands for the total of dataset samples.








Autoencoders admit many variations: sparse (NG, 2011), denoising (VIN-
CENT et al., 2010), variational (KINGMA; WELLING, 2014; REZENDE et al., 2014),
Wasserstein (TOLSTIKHIN et al., 2018), symmetric (PU et al., 2017), etc. They differ
on the encoding/decoding architectures, on the computation of the loss, or on the noise
inserted into the network.
Variational autoencoders are particularly interesting since they behave as both
autoencoders and as generative models. VAEs have stochastic latent representations
which, once trained, can be decoded to generate samples similar (but not identical) to
those in the original dataset. Together with GANs (GOODFELLOW et al., 2014) and
Auto-Regressive Generative Models (VAN DEN OORD et al., 2016a; VAN DEN OORD
et al., 2016b; SALIMANS et al., 2017), VAEs are one of the most studied deep generative
models. There have been efforts towards unifying VAEs and GANs into a single frame-
work (PU et al., 2017; LARSEN et al., 2016; MAKHZANI et al., 2016; MESCHEDER et
al., 2017; MAKHZANI; FREY, 2017).
In VAEs, the latent representation is a parametric distribution. The encoder
outputs the parameters of that distribution from the observed input. The decoder samples
the latent distribution and tries to reconstruct something similar to the input. VAEs
learn the encoder and decoder parameters end-to-end by backpropagation, maximizing
the probability that sampling from the latent distribution leads to a proper reconstruction
of the input, in a maximum marginal likelihood framework.
Formally, VAEs are probabilistic models that aim at maximizing the proba-
bility 𝑝𝜃(𝑥) of generating real data samples 𝑥 with 𝜃 being all the network parameters.
We introduce a stochastic latent representation 𝑧 and maximize the marginal probability






In theory, the prior 𝑝(𝑧) is arbitrary, but in practice a standard multivariate
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Gaussian 𝒩 (0, 𝐼) is most often employed (KINGMA; WELLING, 2014). Since the in-
tegration in Equation 2.7 is intractable, we opt to maximize its variational lower bound
(Equation 2.8), where 𝜑, 𝜓 ⊂ 𝜃 are respectively the encoder’s and decoder’s parameters;
DKL is the Kullback-Leibler (KL) divergence, and 𝑝𝜓(𝑥|𝑧) is the posterior’s approxima-
tion given by the decoder – which is a Bernoulli or Gaussian distribution (KINGMA;
WELLING, 2014).
log 𝑝𝜃(𝑥) ≥ E𝑞𝜑(𝑧|𝑥)[log 𝑝𝜓(𝑥|𝑧)]−DKL(𝑞𝜑(𝑧|𝑥) ‖ 𝑝(𝑧)) (2.8)
In order to compute KL divergence, an approximate posterior 𝑞𝜑(𝑧|𝑥) is used
in place of the true posterior 𝑝𝜑(𝑧|𝑥). In VAEs, this distribution is usually modeled as
an uncorrelated multivariate Gaussian whose means 𝜇𝜑(𝑥) and log variances log(𝜎𝜑(𝑥)2)






Since in VAE’s model both the prior 𝑝𝜃(𝑧) and the approximate posterior
𝑞𝜑(𝑧|𝑥) are Gaussian, the KL divergence on Equation 2.8 has a analytic form given by
Equation 2.10.






1 + log(𝜎𝜑(𝑥)2𝑗)− 𝜇𝜑(𝑥)2𝑗 − 𝜎𝜑(𝑥)2𝑗
)︁
(2.10)
The “reparameterization trick” allows the model to be differentiated end-to-
end (BLUM et al., 2015). The trick consists on parameterizing the random variables
𝑧 ∼ 𝑞𝜑(𝑧|𝑥) as a differentiable transformation of a noise variable 𝜖 ∼ 𝒩 (0, 𝐼) as shown
on Equation 2.11.
𝑧 = 𝜇𝜑(𝑥) + 𝜎𝜑(𝑥)⊙ 𝜖. (2.11)
Finally, for datasets large enough, the expectation E𝑞𝜑(𝑧|𝑥)[log 𝑝𝜓(𝑥|𝑧)] can be
approximated with only one Monte Carlo sample (KINGMA; WELLING, 2014), resulting
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on the VAE’s loss presented on Equation 2.12, where 𝑧 = 𝜇𝜑(𝑥) + 𝜎𝜑(𝑥)⊙ 𝜖.











In order to strongly induce the model to learn disentangled representations,
one can introduce a new hyperparameter 𝛽 (HIGGINS et al., 2017), resulting on the loss
in the Equation 2.13 — where E𝑞𝜑(𝑧|𝑥)[log 𝑝𝜓(𝑥|𝑧)] and DKL(𝑞𝜑(𝑧|𝑥) ‖ 𝑝(𝑧)) are the same
as in the Equation 2.12.
ℒ(𝜑, 𝜓,𝑥) = E𝑞𝜑(𝑧|𝑥)[log 𝑝𝜓(𝑥|𝑧)]− 𝛽DKL(𝑞𝜑(𝑧|𝑥) ‖ 𝑝(𝑧)) (2.13)
Multilayer perceptrons (KINGMA; WELLING, 2014), convolutional (RAD-
FORD et al., 2016), and recurrent networks (HOCHREITER; SCHMIDHUBER, 1997;
GREGOR et al., 2015; GREGOR et al., 2016) can be applied as encoder and decoder of
VAEs. We are particularly interested in the recently proposed DRAW (GREGOR et al.,
2015), which uses LSTMs with an attention mechanism, using a metaphor of “painting”
the image in a canvas, step by step.
2.4.1 DRAW
DRAW is a recurrent variational autoencoder developed by Gregor et al.
(2015), inspired by the way humans draw pictures what is done by incrementally adding
strokes in an initially blank canvas. Different from classic VAEs that generate their com-
plete output in one go, DRAW takes several timesteps to finish its output. At each
timestep, DRAW adds a new patch upon the current result enhancing it. The archi-
tecture is composed by two LSTMs, one as an encoder, and another as a decoder and
can also apply attention mechanisms (LAROCHELLE; HINTON, 2010; DENIL et al.,
2012; BAHDANAU et al., 2014; GRAVES et al., 2016) to read the input and to write on
the output. The attention mechanism determines, at each timestep, which portion of the
input will be read by the encoder, what will be the output of the decoder and where this
output will be written. In the Figure 8, we exemplify this process. An adaptation of the
DRAW, the ConvDRAW, was proposed by Gregor et al. (2016), however, we are focusing
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on the former because we wanted to study its attention mechanism, which is not present
on the later.
Figure 8 – The method DRAW uses to reconstruct its output. The red squares highlight
the region where the model is writing at each timestep; therefore, it represents
the attention mechanism for writing. A similar process is followed to compress
the model’s input into the latent variables. The time flows from left to right.
Figure reproduced from Gregor et al. (2015).
DRAW’s mathematical model is on Equation 2.14, where 𝑥 is a input sample;
𝑐𝑡 is the decoder’s output called canvas; ?̂? is called the error image; equations 2.14d–2.14g
represent the VAE’s reparameterization trick; 𝑓(.) is the logistic function if the input’s
pixels are in the interval [0, 1] and the identity if they are normalized; 𝑊𝜇, 𝑏𝜇, 𝑊𝜎, and
𝑏𝜎 are trainable parameters; 𝐿𝑆𝑇𝑀𝑒𝑛𝑐(.) and 𝐿𝑆𝑇𝑀𝑑𝑒𝑐(.) stands for the encoder’s and
decoder’s LSTM cells; and the functions 𝑟𝑒𝑎𝑑(.) and 𝑤𝑟𝑖𝑡𝑒(.) are going to be explained
next. The whole model is trained end-to-end with backpropagation and with loss given
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on Equation 2.12.
?̂?𝑡 = 𝑥− 𝑓(𝑐𝑡−1) (2.14a)
𝑟𝑡 = 𝑟𝑒𝑎𝑑(𝑥, ?̂?𝑡, ℎ𝑒𝑛𝑐,𝑡−1) (2.14b)
ℎ𝑒𝑛𝑐,𝑡 = 𝐿𝑆𝑇𝑀𝑒𝑛𝑐(ℎ𝑒𝑛𝑐,𝑡−1, [𝑟𝑡, ℎ𝑑𝑒𝑐,𝑡−1]) (2.14c)
𝜖 ∼ 𝒩 (0, 𝐼) (2.14d)
𝜇𝑡 = 𝑊𝜇ℎ𝑒𝑛𝑐,𝑡 + 𝑏𝜇 (2.14e)
log𝜎2𝑡 = 𝑊𝜎ℎ𝑒𝑛𝑐,𝑡 + 𝑏𝜎 (2.14f)
𝑧 = 𝜇𝑡 + 𝜎𝑡𝜖 (2.14g)
ℎ𝑑𝑒𝑐,𝑡 = 𝐿𝑆𝑇𝑀𝑑𝑒𝑐(ℎ𝑑𝑒𝑐,𝑡−1, 𝑧𝑡) (2.14h)
𝑐𝑡 = 𝑐𝑡−1 + 𝑤𝑟𝑖𝑡𝑒(ℎ𝑑𝑒𝑐,𝑡) (2.14i)
The model can be run without the attention mechanism, simply by defining
the functions 𝑟𝑒𝑎𝑑(.) and 𝑤𝑟𝑖𝑡𝑒(.) as shown on Equation 2.15 – 𝑊𝑤, 𝑏𝑤 are trainable pa-
rameters. In this configuration, at each timestep, DRAW compresses the entire input into
the latent representation and modifies the entire output. Hence, for a single timestep, the
model is the same as a vanilla VAE whose encoder and decoder are multilayer perceptrons.
𝑟𝑒𝑎𝑑(𝑥, ?̂?𝑡, ℎ𝑒𝑛𝑐,𝑡−1) = [𝑥, ?̂?𝑡] (2.15a)
𝑤𝑟𝑖𝑡𝑒(ℎ𝑑𝑒𝑐,𝑡) = 𝑊𝑤ℎ𝑑𝑒𝑐,𝑡 + 𝑏𝑤 (2.15b)
The most interesting part of DRAW’s architecture is its two-dimensional at-
tention mechanism. It consists in applying a grid of 𝑁 ×𝑁 Gaussian filters – 𝑁 is hyper-
parameter – to the input extracting a patch at each timestep. The encoder compresses
only this patch into the latent representation, and the decoder generates another patch
as output which will be processed by the 𝑤𝑟𝑖𝑡𝑒(.) function and then added to the canvas
𝑐𝑡 (Equation 2.14i). The main benefit of this approach is that only a patch of the input
is compressed into the latent representation, which allows a better memory usage.
The machanism transforms the decoder output ℎ𝑑𝑒𝑐 (ℎ𝑑𝑒𝑐,𝑡 for 𝑤𝑟𝑖𝑡𝑒(.) or
ℎ𝑑𝑒𝑐,𝑡−1 for 𝑟𝑒𝑎𝑑(.)) into five float parameters 𝑔𝑋 , 𝑔𝑌 , 𝜎𝑎𝑡𝑡𝑛, 𝛿, and 𝛾 as shown on Equa-
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tion 2.16 where 𝐴 × 𝐵 is the input size. The center of the grid is given by (𝑔𝑋 , 𝑔𝑌 ) and
the distance between points in the grid is given by 𝛿.
(𝑔𝑋 , 𝑔𝑌 , log𝜎2𝑎𝑡𝑡𝑛, log𝛿, 𝛾)= 𝑊𝑎ℎ𝑑𝑒𝑐 + 𝑏𝑎 (2.16a)
𝑔𝑋 =
𝐵 + 1
2 (𝑔𝑋 + 1) (2.16b)
𝑔𝑌 =
𝐴+ 1
2 (𝑔𝑌 + 1) (2.16c)
𝛿 = max(𝐴,𝐵)− 1
𝑁 − 1 𝛿 (2.16d)
Then, a filter with coordinates (𝑗, 𝑖) inside the grid has mean given by Equa-
tion 2.17.
𝜇𝑗𝑋 = 𝑔𝑋 +
(︂
𝑗 − 𝑁 − 12
)︂
𝛿 (2.17a)
𝜇𝑖𝑌 = 𝑔𝑌 +
(︂
𝑖− 𝑁 − 12
)︂
𝛿 (2.17b)
Later, matrices called filterbanks representing the grid of filters in 𝑋 and 𝑌
are created as shown on Equation 2.18 where 𝑍𝑋 and 𝑍𝑌 are normalizing constants to
guarantee that ∑︀𝑎 𝐹𝑋 [𝑗, 𝑎] = ∑︀𝑏 𝐹𝑌 [𝑖, 𝑏] = 1.






















Finally, the patch given by 𝑟𝑒𝑎𝑑(.) comes from filtering 𝑥 and ?̂?𝑡 with 𝐹𝑋
and 𝐹𝑌 , and concatenating and rescaling the results. The 𝑤𝑟𝑖𝑡𝑒(.) output is given by the
reverse filtering a linear transformation of ℎ𝑑𝑒𝑐,𝑡 with other filterbanks 𝐹𝑋 and 𝐹𝑌 and
rescaling the result with 𝛾. This process is presented on Equation 2.19.
𝑟𝑒𝑎𝑑(𝑥, ?̂?𝑡, ℎ𝑑𝑒𝑐,𝑡−1) = 𝛾[𝐹𝑋𝑥𝐹 𝑇𝑌 , 𝐹𝑋 ?̂?𝑡𝐹 𝑇𝑌 ] (2.19a)
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Note that the whole process of defining the grid center, the spacing between
points in the grid, the filter variance, and the scaling constant is learned by the attention
network with parameters 𝑊𝑎, 𝑏𝑎, 𝑊𝑤 and 𝑏𝑤.
2.5 Conclusion
We showed our overview of the history of Artificial Neural Networks and Deep
Learning, and we explained in depth fundamental concepts about Sequence Learning and
Variational Autoencoders, which will be essential to the following chapters.
We also reviewed the recurrent variational autoencoder DRAW, which is in
the core of one of our most valuable of conclusions.
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3 Adversarial Attacks on Variational Autoen-
coders
Adversarial attacks are a well-known issue of Deep Learning. Since security and
consistency are two main features desired while developing and utilizing computational
methods, the study of such a flaw becomes paramount to allow us preventing adversarial
attacks. Therefore, we start this chapter by explaining what are adversarial attacks and
showing how they can be executed on variational autoencoders. Then, we introduce the
main contribution of this research: a metric to measure the robustness of such attack on
autoencoders. Finally, we show that the proposed metric correlates well with the quali-
tative results under a well defined experimental design allowing us to reach compelling
conclusions. This chapter is based on the paper Gondim-Ribeiro et al. (2018).
It is known that evaluating generative models, in general, is difficult (THEIS
et al., 2016), since there are no reliable criteria for evaluating the reconstruction (or
generation) of an image. Therefore, the same difficulty is reflected in evaluating attacks
on those models. Starting with the approach introduced by Tabacof et al. (2016) where
they execute various attacks with different regularization constants, we continued the
work by trying to measure the robustness of the models with a sensible metric. To reach
that goal, we propose to use the Area Under the Distortion–Distortion curve as this
metric and we show how to compute it. Also, we make use of a more complex dataset
(CelebA) and model (DRAW). Besides the influence of the dataset, we show that, under
our proposed metric, the VAE DRAW is more resistant to adversarial attacks than other
types of variational autoencoders.
3.1 Measuring Adversarial Attacks on Variational Autoencoders
Following the seminal paper of Szegedy et al. (SZEGEDY et al., 2014), adver-
sarial attacks on neural networks classifiers attracted much attention (GOODFELLOW
et al., 2015; TABACOF; VALLE, 2016; KURAKIN et al., 2017). Those attacks aim at
creating small distortions on the input (most often images) that lead to misclassification.
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Attacks can aim at a target wrong class (SZEGEDY et al., 2014; TABACOF; VALLE,
2016; MOOSAVI-DEZFOOLI et al., 2016; CARLINI; WAGNER, 2017) (targeted), or they
can aim at any class other than the right one (untargeted) (GOODFELLOW et al., 2015;
KURAKIN et al., 2017). State-of-the-art attacks produce essentially slight distortions
that make the classifier predict the wrong class with high confidence.
Attacking autoencoders follows a parallel course: the aim is to induce minimal
distortions on the input that disrupt the reconstructed output (Figure 9). The attack
can aim at reconstructing a particular wrong input (targeted), or just at thwarting the
reconstruction (untargeted). In this work, we focus on targeted attacks.
Compared to attacks on classifiers, attacks on autoencoders are much less ex-
plored. Sabour et al. (SABOUR et al., 2016), while still working on classifiers, introduced
the notion of attacking internal layers of deep neural networks. Tabacof et al. (TABACOF
et al., 2016) introduced attacks on autoencoders and variational autoencoders, showing
that they are possible, although much harder than attacks on classifiers. They attacked
the latent representation with a KL-divergence objective in both MNIST and SVHN.
They proposed the graphs we call Distortion–Distortion plots here and evaluated attack
success by visual inspection of those graphs. They also showed that there is a linear com-
promise between the intensity of the input distortion and the degree of success in the
attack for both autoencoders and classifiers. Kos et al. (KOS et al., 2017) followed up
with a work that attacked both the latent representation and the output of VAE–GAN
autoencoders. They proposed three modes of attack: attacking an extraneous classifier
after the latent representation, attacking the latent representation directly with an ℓ2
objective, and attacking the output of the decoder using the VAE loss function. They
introduced a quantitative, although indirect, evaluation of attack inferred from success in
fooling the extraneous classifier.
Attacking autoencoders is a more involved procedure than attacking classifiers.
In the latter we target a small output vector, often focusing at just one or two values on
that vector. In the former, we need to address a very high-dimensional output. Targeted
attacks to autoencoders consist of adding (as small as possible) adversarial distortion to
the original input in order to make the reconstructed output as close as possible to the
target (Figure 9).






Figure 9 – Adversarial attacks for autoencoders aim at disrupting the reconstruction as
much as possible while minimizing the distortion on the input. On targeted
attacks, the challenge is inducing the autoencoder to reconstruct a different
sample. We evaluate attacks on the latent representation layer (1), and on the
output layer (2).
Attacks are performed on trained models, whose weights are kept constant,
while minimizing the change to the input. The most “obvious” attack also minimizes the








where 𝑑 is the adversarial distortion, 𝑥 + 𝑑 is the adversarial input, and its
output reconstruction 𝑟𝑎 is reconstructed from a sample of 𝑧𝑎 (the latent representation,
which in variational autoencoders is a distribution). 𝐿 and 𝑈 are the bounds of the input
space, i.e., 𝐿 ≤ 𝑥 ≤ 𝑈,∀𝑥 that is valid as input to the encoder. 𝐶 is the regularization
constant that balances approaching the target and limiting the input distortion. 𝐼𝑡 is the
target, and Δ is the distance used to compare it to the output, in our case, ℓ2.
A less obvious attack minimizes the difference between latent representations,
which attacks the network at its smallest layer. That attack implies solving the optimiza-
tion in Equation 3.2:
where 𝑧𝑡 is the latent representation of the target, and the other symbols are
the same as in Equation 3.1. Here, use the KL-divergence as Δ. Although it is not a true




s.t. 𝐿 ≤ 𝑥+𝑑 ≤ 𝑈,
𝑧𝑎 = encoder(𝑥+𝑑),
(3.2)
metric, it intuitively measures the (asymmetric) difference between two distributions, so
it is a proxy for the distance between the latent representations.
3.1.1 Area Under the Distortion–Distortion Curve
When attacking classifiers, there is a clear-cut criterion for success: the target
class has a higher probability than all others (on targeted attacks), or the right class has
a lower probability than some other (on untargeted attacks). That criterion is used, in
one way or another, to perform the attack: one can optimize the input distortion until
that criterion is satisfied (SZEGEDY et al., 2014; TABACOF; VALLE, 2016), establish
a maximum input distortion and observe if the criterion is satisfied (GOODFELLOW et
al., 2015; SABOUR et al., 2016).
When attacking autoencoders, we want to maximize the disruption on the
output (untargeted attacks) or its similarity to a target image (targeted attacks), while
minimizing the input distortion, but there is no sharp criterion for success.
For targeted attacks, Tabacof et al. (TABACOF et al., 2016) proposed graphs
that examine the entire spectrum of compromises between approaching the target and
distorting the original (Figure 10a). They do not name such graphs, which we choose to
call Distortion–Distortion plots. Using a set of boundaries (explained below), they
normalize those graphs and use visual inspection on stacked normalized plots of various
cases to compare attacks.
Kos et al. (KOS et al., 2017) provide a quantitative metric based on an ancillary
classifier network. The classifier uses the latent representation as input, and is trained on
labels that may be arbitrary, but must have a relationship to the input (they cannot be
random labels). They compute two metrics: success rate ignoring the target (how often
the reconstruction of the attack input misleads the classifier), and success considering the
target (how often the reconstruction of the attack input matched with the class of the
target).
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Those propositions have complementary drawbacks. The work of Tabacof et
al.’s allows only qualitative analysis. Kos et al.’s evaluate a different criterion than we
evaluate here: not whether the target is reconstructed (in semantics and appearance), but
whether it reproduces the semantics of the class. It works only for labeled data.
We address those shortcomings with the AUDDC (Area under Distortion–
Distortion Curve). For a given original and target pair, we compute different results, with
different approximation compromises. An example of a Distortion–Distortion Curve and
the AUDDC can be appreciated in Figure 10. For a given constant 𝐶, we compute a
point in the Distortion–Distortion curve with the Algorithm 3.1. Each point shows the
compromise between the distortion in the original image and how much we approached
the target (both measured by ℓ2-distance). Note that, in order to get stable results, it
is necessary to solve the optimization problem 𝑁 times for the same pair of original
and target images since a VAE’s reconstruction is performed by sampling the set of
latent variables, and, therefore, it is stochastic. We repeat the algorithm several times for
different values of 𝐶.
Algorithm 3.1 Generating a point in the Distortion–Distortion curve.
Require: A pair (𝑥,𝑥𝑡) — respectively original and target – of images, a regularization
constant 𝐶 and a number of repetitions 𝑁 .
1: 𝑧 ← encoder(𝑥)
2: 𝑧𝑡 ← encoder(𝑥𝑡)
3: for 𝑖 = 1 to 𝑁 do
4: if Attacking output then {Optimization problem in Equation 3.1}
5: 𝑟𝑡 ← decoder(𝑧𝑡)
6: 𝑑← 𝐿-𝐵𝐹𝐺𝑆-𝐵(𝑥, 𝑟𝑡)
7: else {Attacking latent representation. Optimization problem in Equation 3.2}
8: 𝑑← 𝐿-𝐵𝐹𝐺𝑆-𝐵(𝑧, 𝑧𝑡)
9: end if
10: 𝑟𝑎 ← decoder(encoder(𝑥 + 𝑑))
11: 𝐷[𝑖]← ‖𝑑‖
12: 𝐴[𝑖]← ‖𝑟𝑎 − 𝑥𝑡‖
13: end for
14: return (𝑀𝑒𝑎𝑛(𝐴),𝑀𝑒𝑎𝑛(𝐷))
We add four theoretical limiting lines to the plot:
1. Gray vertical line: the lack of an attack. It represents the origin.
2. Cyan vertical line: the ℓ2-distance between original and target images. It represents
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the maximum “sensible” distortion (which allows going from the original to the
target directly;
3. Red horizontal line: the ℓ2-distance between the target image and its reconstruction.
It represents the best result a model can achieve reconstructing the target;
4. Orange horizontal line: the ℓ2-distance between the reconstruction of the original
image and target. It represents how far from its goal, the attack is.
We normalize the graph so that the distance between those lines is 1. The
AUDDC is the area under the curve given by the linear interpolation of the points. The
closer this area is to 1, the more resistant the model was to the attack (the less successful
the attack was).
To better visualize the attack result, we compose figures such as the ones in
Figure 10b where we show the original, target and adversarial images and their recon-
struction in the red dot on the AUDDC plots.
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(a) The proposed metric: Area Under the Distortion–Distortion Curve (AUDDC).
(b) Visualization of a single point (red dot) of the plot in Figure 10a.
Figure 10 – Understanding and analysing the Distortion–Distortion plots.
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3.1.2 Data and Methods
Datasets: We employed three datasets — MNIST (𝑊×𝐻 = 28×28) (LECUN
et al., 1998b), SVHN (𝑊 ×𝐻 = 32× 32) (NETZER et al., 2011), and CelebA (𝑊 ×𝐻 =
64 × 64) (LIU et al., 2015) — with the respective training and test splits. We expected
those datasets to present increasing levels of challenge for the autoencoders: MNIST has
handwritten decimal single digits, without color, SVHN has multi-digit street numbers in
several styles and colors, and CelebA has human faces in color.
Models: We evaluated four models — variational autoencoder with fully-
connected layers as encoder/decoder (VAE); variational autoencoder with convolutional
layers as encoder and deconvolutional layers as decoder (CVAE); the recurrent autoen-
coder DRAW (GREGOR et al., 2015) without and with its attention mechanism. Follow-
ing literature (KINGMA; WELLING, 2014), we modeled pixel likelihoods as independent
Bernoullis in MNIST, and as independent Gaussians in SVHN and CelebA. In all models,
the latent representations (𝑧𝑎 and 𝑧𝑡 in Equations 3.1 and 3.2) are uncorrelated multi-
variate normal distributions with parameters given by the encoder.
Extended hyperparameter exploration was not the scope of this study. Still,
adversarial attacks are not interesting if the attacked model is bad in itself. To obtain
good reconstructions, we started with hyperparameters given by deep learning “guild
knowledge” on each dataset and made minimal fine-tuning until the reconstruction quality
(without attack) was good. For DRAW, we start with the models suggested in the original
paper (GREGOR et al., 2015). One can appreciate the quality of each model in Figure 13.
We give details about the models fully-connected variational autoencoders (VAEs) and
the Convolutional Variational Autoencoders (CVAEs) in the tables 1, 2, 3 and 4.
Table 1 – Fully-connected variational autoencoder (VAE).
Layer Size Activation
Encoder
Input 𝑊 ×𝐻 —
Fully-connected 512 Softplus
Fully-connected 512 Softplus




Fully-connected 𝑊 *𝐻 Identity/Sigmoid
Output 𝑊 ×𝐻 —
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Table 2 – Convolutional Variational Autoencoder (CVAE) for MNIST.
Layer Size Filter Stride Activation
Encoder
Input 28× 28× 1 — — —
Convolution 32 4× 4 2 ELU
Convolution 64 4× 4 2 ELU
Convolution 128 4× 4 2 ELU
Fully-connected 512 — — ELU
Latent Fully-connected 𝑍 — — Identity
Decoder
Fully-connected 512 — — ELU
Deconvolution 128 3× 3 2 ELU
Deconvolution 64 3× 3 2 ELU
Deconvolution 32 2× 2 2 ELU
Deconvolution 16 2× 2 2 ELU
Deconvolution 1 4× 4 1 Identity/Sigmoid
Output 28× 28× 1 — — —
Table 3 – Convolutional Variational Autoencoder (CVAE) for SVHN.
Layer Size Filter Stride Activation
Encoder
Input 32× 32× 3 — — —
Convolution 32 4× 4 2 ELU
Convolution 64 4× 4 2 ELU
Convolution 128 4× 4 2 ELU
Fully-connected 512 — — ELU
Latent Fully-connected 𝑍 — — Identity
Decoder
Fully-connected 512 — — ELU
Deconvolution 128 5× 5 2 ELU
Deconvolution 64 5× 5 2 ELU
Deconvolution 32 5× 5 2 ELU
Deconvolution 3 4× 4 1 Identity/Sigmoid
Output 32× 32× 3 — — —
The recurrent architectures were defined as shown below:
1. DRAW for MNIST — Encoder and Decoder were LSTMs with 256 units and its
attention window, when activated, was defined as 8×8 pixels.
2. DRAW for SVHN — Encoder and Decoder were LSTMs with 256 units and atten-
tion window, when activated, was defined as 16×16.
3. DRAW for CelebA — Encoder and Decoder were LSTMs with 2500 units for the
experiments with 1 timestep and 400 units for the ones with 16 timesteps. In both
cases, when activated, we used an attention window with 24×24 pixels.
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Table 4 – Convolutional Variational Autoencoder (CVAE) for CelebA.
Layer Size Filter Stride Activation
Encoder
Input 64× 64× 3 — — —
Convolution 32 4× 4 2 ELU
Convolution 64 4× 4 2 ELU
Convolution 128 4× 4 2 ELU
Convolution 256 4× 4 2 ELU
Fully-connected 512 — — ELU
Latent Fully-connected 𝑍 — — Identity
Decoder
Fully-connected 512 — — ELU
Deconvolution 256 5× 5 2 ELU
Deconvolution 128 5× 5 2 ELU
Deconvolution 64 5× 5 2 ELU
Deconvolution 32 5× 5 2 ELU
Deconvolution 3 4× 4 1 Identity/Sigmoid
Output 64× 64× 3 — — —
Training: Each model was trained for 500 epochs. At every 10 epochs, we
evaluated the loss on the validation set – 20% of random samples removed from the train-
ing set – keeping the weights that offered minimal loss. The training/validation loss was
the ELBO (Equation 2.8). We approximated the expectation by sampling the posterior
once. We extracted the gradients with automatic differentiation and maximized the ELBO
with Adam (KINGMA; BA, 2015), with a learning rate of 10−4 and batch size of 128.
Evaluating: For each dataset, we picked at random an evaluation set with
20 original–target image pairs from the test set. The evaluation set is the same across all
models evaluated, to decrease spurious variability. We show an example of a pair of input
and reconstructed image in Figure 7.
To evaluate a given image-pair, we perform the attack as explained below, for
51 values of the regularization constant 𝐶 ({0} ∪ {2𝑖}, with 50 values of 𝑖 equally spaced
between −20 and 20, inclusive. After all 51 attacks are completed, we compute the metric
(explained in Section 3.1.1) for that image-pair.
Attacking: To compute a single point on the Distortion–Distortion plot we
pick a value for the regularization constant 𝐶 and solve the optimization problem de-
scribed in Equation 3.2 (if attacking the latent representation) or in Equation 3.1 (if
attacking the output) as described in Algorithm 3.1. The model itself does not change
during the attack: its weights remain constant.
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We use L-BFGS-B (ZHU et al., 1997) as the optimizer, with initial disturbance
sampled from a uniform distribution 𝒰(10−8, 108), 25 corrections on the memory matrix,
and termination test tolerance of 10. All other parameters are SciPy (JONES et al., 2011)
defaults. L-BFGS-B ensures the constraints on pixel limits and is often employed for
adversarial attacks (SZEGEDY et al., 2014).
Since VAEs are inherently stochastic, we performed 128 (𝑁 = 128) attacks to
compute a single point — we implemented this as working on a batch of images, where
all inputs are the original image, and all outputs are the target image. The measured
distortions for the point (Section 3.1.1) are the average distortion for the 128 attempts.
Experimental Design: we considered five factors (with respective levels)
in our design: (1) Dataset: MNIST, SVHN, CelebA; (2) Model: VAE, C-VAE, DRAW,
DRAW-Attention; (3) Size of latent representation 𝑍: Small, Large (32 vs. 128 for MNIST
and SVHN; 256 vs. 2048 for CelebA); (4) Timesteps 𝑇 : 1, 16 (only for DRAW and DRAW-
Attention); (5) Layer attacked: Latent, Output.
That design resulted in 72 treatments. Each treatment is evaluated across
the 20 image-pairs in the evaluation set of its dataset and assigned the average of the
evaluation metric over those pairs.
We did both a quantitative and qualitative analysis. For the quantitative anal-
ysis, we averaged the AUDDC for the chosen factors. To check which factors lead to
significant influence, we used a multi-way ANOVA, with second-order interactions, and
post-hoc Tukey honest significant differences.
For the qualitative analysis, we visually analyzed the results of five randomly
selected image-pairs from each dataset.
Hardware/Software: We coded all models in Python 3.6, SciPy
1.0.0 (JONES et al., 2011) and Tensorflow 1.4.1 (ABADI et al., 2015). We ran the exper-
iments in NVIDIA GPUs (GTX Titan X Maxwell, Titan X Pascal, and NVIDIA Tesla
P100). We ran the statistical analyses in R 3.4.3. The source code, statistical scripts, and
detailed results for each image-pair are available as supplemental material.
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Table 5 – Average ± 95%-confidence interval of AUDDC for all models and
datasets. Higher values indicate higher resistance to the attacks.
VAE CVAE DRAW* DRAW DRAW* DRAW
Steps — — 1 1 16 16 Average
Attacks on latent representation
MNIST 27 ± 2 35 ± 3 27 ± 1 35 ± 3 71 ± 5 91 ± 3 47 ± 3
SVHN 19 ± 1 18 ± 1 09 ± 1 27 ± 2 74 ± 6 96 ± 2 41 ± 4
CelebA 31 ± 1 28 ± 1 21 ± 2 36 ± 1 81 ± 4 97 ± 1 49 ± 4
Average 25 ± 1 27 ± 2 19 ± 2 33 ± 1 75 ± 3 95 ± 1 46 ± 2
Attacks on output
MNIST 35 ± 2 56 ± 3 38 ± 2 48 ± 4 29 ± 3 69 ± 4 46 ± 2
SVHN 19 ± 1 19 ± 2 13 ± 1 27 ± 2 21 ± 2 34 ± 2 22 ± 1
CelebA 27 ± 1 24 ± 1 31 ± 3 35 ± 1 29 ± 2 40 ± 1 31 ± 1
Average 27 ± 1 33 ± 3 27 ± 2 37 ± 2 26 ± 1 47 ± 3 33 ± 1
All attacks
MNIST 31 ± 2 45 ± 3 32 ± 2 42 ± 3 50 ± 5 80 ± 3 47 ± 2
SVHN 19 ± 1 19 ± 1 11 ± 1 27 ± 1 47 ± 7 65 ± 7 31 ± 2
CelebA 29 ± 1 26 ± 1 26 ± 2 36 ± 1 55 ± 6 68 ± 7 40 ± 2
Average 26 ± 1 30 ± 2 23 ± 1 35 ± 1 51 ± 4 71 ± 3 39 ± 1
* Attention mechanism disabled.
3.1.3 Results and Discussion
Table 5 summarizes the main quantitative results. We show the averages and
95%-confidence intervals of the AUDDC for every combination of model, dataset, num-
ber of timesteps (for DRAW), and layer attacked, as well as the marginal statistics. We
averaged over the size of latent representation and the image-pairs. The values appear
×100 to reduce visual clutter. The ANOVA + post-hoc Tukey found significant differ-
ences (all p-values<0.015) for all pairs of levels of all factors shown on the table. We can
observe the variability per experiment with DRAW and CelebA in the plot shown on the
Figure 12. Observe that the difference between adversarial reconstruction and the target
reconstruction for DRAW with 16 timesteps with and without attention do not even get
close to zero.
Attacking auto-encoders is relatively difficult if compared to attacking clas-
sifiers, where the distortions can be invisible to the human eye. Different models pose
different challenges for the attack. DRAW was much more resistant to our attacks — and
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both its recurrent mechanism and its attention mechanism were important in conferring
that resistance. The choice of datasets also influenced the challenges, with SVHN being
the easiest to attack, and CelebA being the hardest.
The qualitative results appear in Figures Figure 11, ,13 and 14. The former is
just an example of attacks on the three different datasets. They give us insight into the
relationship between the AUDDC, the Distortion–Distortion curves and the adversarial
images. To better appreciate the details of the other two figures, we suggest zooming
in the digital version of the text, even though some features are immediately visible. We
contrast VAE, CVAE, DRAW without attention, and DRAW (both with 16 timesteps). In
figure 13, we picked the most successful attack for each model (latent attack for VAE and
CVAE, output attack for DRAW), and the opposite case is available in Figure 14. For each
dataset, we sampled at random five image pairs from the twenty used in the evaluation.
Again, for each experiment, a single image-pair consists of 51 attacks (different values of
the regularization constant). In each case, we chose a mid-way attack, the closest to the
average in the horizontal axis of the Distortion–Distortion plot (as shown in the red dot
in Figure 10a).
Attacking autoencoders is admittedly difficult: no attack succeeded in recon-
structing the target image well without incurring in immediately visible distortions to the
input. Again, the superior resistance of DRAW with attention appears: the attacks fail to
reach the target, incur in significant distortions to the input, or both. Although we only
attempted targeted attacks, untargeted resistance can be appreciated to some extent, by
comparing in each group (b) to (e) the 1st and the 3rd columns: if the model resisted the
attack, those columns should be nearly identical.
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(a) 𝐴𝑈𝐷𝐷𝐶 = 0.256915
(b) 𝐴𝑈𝐷𝐷𝐶 = 0.153284
(c) 𝐴𝑈𝐷𝐷𝐶 = 0.286631
Figure 11 – MNIST on the first line, SVHN on the second and CelebA on the third row.
On the left, the figures show the compromise between the quality of the recon-
struction of the adversarial attack and the norm of the attack distortion. On
the right, it is shown the correspondent images (original, target, adversarial
e their reconstructions) to plot’s red dot.
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(a) VAE with 𝑍 = 2048. (b) CVAE with 𝑍 = 2048
(c) DRAW with 𝑍 = 2048, 1 timestep and at-
tention disabled.
(d) DRAW with 𝑍 = 2048, 1 timestep and
attention enabled.
(e) DRAW with 𝑍 = 128, 16 timesteps and
attention disabled.
(f) DRAW with 𝑍 = 128, 16 timesteps and
attention enabled.
Figure 12 – Compilation of all experiments in CelebA with effective latent size equal to
2048. Here we show the distance between the reconstruction of the adversar-
ial image to the reconstruction of target per norm of attack distortion per
experiment.
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(a) (b) (c) (d) (e) (f)
Figure 13 – Visual analysis of results of the worst case scenario (models with the lowest
metric values). Original image (a); results for VAE (b), CVAE, (c), DRAW
without attention, and (d) DRAW; target image (f). Both DRAW with 16
timesteps. Image-pairs picked at random (from 20 evaluated for each dataset).
In each group (b) to (e), from left to right: reconstruction of original (1st);
attack input (2nd); attack output (3rd); reconstruction of target (4th). A
perfect attack would make (2nd) indistinguishable from (a) and (3rd) indis-
tinguishable from (4th).
Chapter 3. Adversarial Attacks on Variational Autoencoders 53
(a) (b) (c) (d) (e) (f)
Figure 14 – Visual analysis of results of the best case scenario (models with the highest
metric values). Original image (a); results for VAE (b), CVAE, (c), DRAW
without attention, and (d) DRAW; target image (f). Both DRAW with 16
timesteps. Image-pairs picked at random (from 20 evaluated for each dataset).
In each group (b) to (e), from left to right: reconstruction of original (1st);
attack input (2nd); attack output (3rd); reconstruction of target (4th). A
perfect attack would make (2nd) indistinguishable from (a) and (3rd) indis-
tinguishable from (4th).
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3.2 Conclusion
After a long batch of experiments, we qualitatively and quantitatively verified
that attacking autoencoders remains a hard task when compared to classifiers. No attack
can both convincingly reconstruct the target while keeping the distortions on the input
imperceptible. We strongly believe that this happens mainly for two reasons: 1) the rela-
tionship between how well the model can reconstruct the adversarial image as the target
and the adversarial disturbance is approximately linear; 2) differently from classifiers, the
relationship between the input space (attack space) and the output space is close. Hence,
in order to produce large changes in the output, a similar large adversarial disturbance is
necessary.
Still, not all attempts are equal: some models are significantly more resistant
than others, and the AUDDC metric allows quantifying that resistance, bypassing the
need to establish a clear-cut criterion of success for the attacks. We attempted other
metrics (e.g., the slope of a regression on the Distortion–Distortion plots) but found that
the AUDDC is better correlated with our subjective perception of resistance to attacks.
We expected attacks on SVHN to be more challenging than on MNIST, but
neither the quantitative or the qualitative analyses confirmed this: the easiest dataset was
SVHN, and the harder (as expected) was CelebA. Maybe the smaller surface of attack
of MNIST (28×28 input values) compensates for its simplicity, while the considerable
complexity of CelebA compensates for its larger surface of attack. Also, we observed
that attacking the latent space and the output produced distinctive outcomes. There was
no clear conclusion about which method would produce better results. Whereas DRAW
is more robust to latent attacks, VAE and CVAE are more robust to output attacks.
Explaining the reason for this is still an open and interesting question.
On the other hand, our results suggest a correlation between autoencoders
architecture and its resistance to attack. Such a correlation does not exist for classifiers,
where the best models are not necessarily less susceptible (TABACOF; VALLE, 2016).
The literature on adversarial attacks on autoencoders is notably scarce, and
we expect this to change as autoencoders are advanced as compression schemes for data
transmission and storage — scenarios in which their safety will become paramount.
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Conclusion
We have contributed a small step to the subject of adversarial attack on varia-
tional autoencoders, which has limited literature. We have developed a brand new metric
which correlates well with the qualitative results to evaluate the attacks in this type
of model, and, possibly, it could be applied to other kinds of generative models and,
under statistically validated experiments, we showed that it correlates well with our qual-
itative assessment. We have built a timeline for the history of Artificial Neural Net-
works and Deep Learning, entering in many details about sequence learning and varia-
tional autoencoders. We also shared the complete code used to run our experiments in
<https://github.com/gondimribeiro/adv-attacks-vae>.
Information security and, specifically, AI safety are subjects of great impor-
tance for nowadays society. Although there is extensive literature (not exposed) attempt-
ing to protect models (to our knowledge, only classifiers) against adversarial attacks, they
are still inefficient. There are already methods to hack in potentially harmful ways impor-
tant pieces of daily lives. Therefore, we expect that much attention will be brought to this
subject in the near future, and we will march towards the understanding and preventing
this (and others) flaws of Deep Learning models.
We verified that it is feasible to attack variational autoencoders in the same
way as classifiers — albeit less effectively. Also, we contributed with the introduction of
the Area Under the Distortion–Distortion, allowing us to reach a little deeper in the core of
the problem. Thanks to the AUDDC, we were able to verify a significant fact: a model’s
architecture can influence its robustness to adversarial attacks. From that conclusion,
inspired on the DRAW, one should branch into developing ways for using recurrence and
attention mechanisms to improve the resistance of classifiers.
Additionally, another compelling and promising line of work is exploring the
hypothesis that the relationship between the adversarial disturbance and the output
spaces influences the model’s robustness. One possible methodology is building VAEs
to re-scale the input image into smaller and larger versions, attacking them and comput-
ing the AUDDC. Another idea is investigating the reasons for the discrepant results when
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attacking latent and output spaces and when changing datasets.
We intend to keep researching and working with deep neural networks since
they are state-of-the-art for many different tasks. Although we do not know for sure which
challenges our attention is going to focus on yet, we are confident that we will be still
concerned about the safety of our future models.
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