In this paper, by using horizontal sums and without enforcing the Continuum Hypothesis, I am modifying an example from [4] into a solution to the problem I have proposed in the same article: finding a lattice with the cardinalities of the sets of filters, ideals and congruences pairwise distinct.
Introduction
In [4] , I have proposed the following problem: finding lattices with the cardinalities of the sets of congruences, filters and ideals pairwise distinct, or disproving their existence. In this paper, I am giving a positive answer to this problem: I am constructing a simple lattice with the set of the filters countable and the set of the ideals uncountable, by modifying a lattice with this property for filters and ideals I gave as an example in [4] , in such a way as to keep its filters and ideals, while cancelling its congruences. To cancel its congruences, I am using a construction inspired by the method of constructing simple orthomodular lattices through horizontal sums from the proof of [3, Proposition 5.11] . Note that, while many of the results on cardinalities from [4] hold only under the Generalized Continuum Hypothesis, all results in the present paper are valid without enforcing the Continuum Hypothesis. This research has produced a lot of useful results concerning the effect of horizontal sums on the sets of congruences, filters and ideals of a lattice.
In Section 2 of this paper, I am establishing the notations and recalling some definitions related to lattices that I am using in this paper; I am also recalling the constructions of the horizontal sums and ordinal sums of bounded lattices, the first of which shall serve for constructing the desired example, and the second of which I am using in the following sections in examples and results on the lattice congruences of horizontal sums. In Section 3, I am recalling the problem I have posed in [4] , along with some results on congruences, filters, ideals, prime filters and prime ideals of lattices, and the cardinalities of the sets they form. The results in the following sections are new and original, with the only exceptions of the results I am citing from other works and some of the immediate ones in the remarks in these sections.
In Section 4, I am investigating the efect of horizontal sums on the sets of filters, ideals, prime filters, prime ideals and congruences of bounded lattices, focusing on the structure of the congruence lattice of a horizontal sum. In Section 5, I am introducing a construction for obtaining simple lattices by means of multiple horizontal sums, then I am using this construction to change the example from [4] into a solution to the above-mentioned problem. I am also presenting a modified and generalized version, due to Gábor Czédli, of the example from [4] , which only needs one horizontal sum to be changed into a solution to the same problem.
Preliminaries
Throughout this paper, all algebras shall be designated by their underlying sets, unless there is danger of confusion. We shall denote by N the set of the natural numbers, by N * = N \ {0} and by P the set of the prime natural numbers. For any a, b ∈ N, a, b = {n ∈ N | a ≤ n ≤ b}. Let M and N be arbitrary sets. Then M ∐ N shall be the disjoint union of M and N , P(M ) shall be the set of the subsets of M and |M | shall be the cardinality of M , so that, with the common notation, ℵ 0 = |N|. Also, for any cardinality κ, we shall denote by P κ (M ) = {S ∈ P(M ) | |S| = κ} and by P <κ (M ) = {S ∈ P(M ) | |S| < κ}; clearly, if κ = 0, then |M | ≤ |P κ (M )| ≤ |P <κ (M )| = |M | κ−1 , so that, if |M | is infinite and 0 = κ < ℵ 0 , then
Whenever there is no danger of confusion, if (M i ) i∈I is a non-empty family of sets, then by (x i ) i∈I ∈ i∈I M i we shall mean x i ∈ M i for all i ∈ I. Assume that M is non-empty. Then we shall denote by Eq(M ), respectively Part(M ), the bounded lattices of the equivalence relations, respectively the partitions of M ; ∆ M and ∇ M = M 2 shall be the smallest and the biggest equivalence on M , respectively. For any π ∈ Part(M ), by eq(π) we shall denote the equivalence on M which corresponds to π, so that M/eq(π) = π. If n ∈ N * and π = {M 1 , . . . , M n } ∈ Part(M ), then the equivalence eq({M 1 , . . . , M n }) corresponding to the finite partition π shall also be denoted, simply, by eq(
shall be the lattices (of course, bounded iff L is bounded, and distributive iff L is distributive) of the filters, principal filters, ideals and principal ideals of L, respectively; Spec Filt (L) and Spec Id (L) shall be the sets of the prime filters and prime ideals of L, respectively; (Con(L), ⊆, ∆ L , ∇ L ) shall be the bounded distributive lattice of the congruences of L, and Max(L) and Spec(L) shall be the sets of the maximal, respectively the prime congruences of L, where we use the usual definition for prime congruences in a congruence-distributive variety:
Remark 2.1. The prime congruences of L coincide to the meet-irreducible elements of Con(L), which can be easily deduced from the distributivity of Con(L). See also [1, Proposition 1.2] for the more general congruencemodular case.
For any
be the principal filter, respectively the principal ideal of L generated by a. We shall denote by ≺ the succesion relation in L.
If L is a bounded lattice, then we say that L is non-trivial iff 0 = 1 in L. We shall denote by DCC the descending chain condition. By a simple lattice we mean a lattice having exactly two congruences.
For any n ∈ N * , L n shall be the n-element chain. D shall be the diamond and P shall be the pentagon: the smallest modular non-distributive, respectively non-modular lattice. For any lattices K and L, we shall specify the fact that K and L are isomorphic by:
For any bounded lattices (A, ≤ A , 0 A , 1 A ) and (B, ≤ B , 0 B , 1 B ), we shall denote by A ⊕ B and A ⊞ B the ordinal sum and the horizontal sum of A and B, respectively. Recall that they are obtained in this way: for the ordinal sum, we identify 1 A = 0 B = c, and we let A ⊕ B = (A \ {c}) ∐ B = (A \ {c}) ∐ {c} ∐ (B \ {c}); then the ordinal sum of A and B is the bounded lattice (A ⊕ B, ≤ A ∪ ≤ B ∪{(a, b) | a ∈ A, b ∈ B}, 0 A , 1 B ); for the horizontal sum, we must assume that |A|, |B| > 2, so that A \ {0, 1} = ∅ and B \ {0, 1} = ∅, we identify 0 A = 0 B = 0 and 1 A = 1 B = 1 and we let A ⊞ B = (A \ {0, 1}) ∐ B = (A \ {0, 1}) ∐ (B \ {0, 1}) ∐ {0, 1}; then the horizontal sum of A and B is the bounded lattice (A ⊞ B, ≤ A ∪ ≤ B , 0, 1). Clearly, the binary operations ⊕ and ⊞ are associative, and ⊞ is commutative, as well. Throughout the rest of this paper, the operations and order relation of any (bounded) lattice shall be denoted as usual, unless mentioned otherwise.
In most cases, we shall use the remarks in this paper without referencing them. For the purpose of selfcontainedness, we shall recall some facts proven in [4] .
By the previous remark, we are looking for an infinite lattice L; in such a lattice,
and |Con(L)| ≤ 2 |L| , thus, in view of the Generalized Continuum Hypothesis, we should be looking for an infinite lattice L with {|Filt(L)|, |Id(L)|} = {|L|, 2 |L| } and as few congruences as possible. Throughout the rest of this section, L shall be an arbitrary lattice. 
and, for any F ∈ Filt(L) and any I ∈ Id(L), we have: By the previous remark, the lattice we are looking needs to have as few prime filters/ideals as possible, and, in view of the Generalized Continuum Hypothesis, it should be non-distributive. Note that, for the example in Section 5 below to hold, we do not even need to enforce the Continuum Hypothesis.
Horizontal Sums Cancel Congruences, Prime Filters and Prime
Ideals, While Leaving Filters and Ideals in Place Remark 4.1. Let M be a set, a ∈ M and (π i ) i∈I ⊆ Part(M ), arbitrary. Then
Throughout the rest of this section, L shall be a non-trivial bounded lattice.
And, since L \ {0} is non-empty and closed w.r.t. upper bounds, we have:
iff, for all x, y ∈ L, x = 0 and y = 0 imply x ∧ y = 0 (iff: for all x, y ∈ L, x = 0 and y = 0 iff
Proof. (i) By Remarks 4.2 and 3.
, and assume by absurdum that 0 is not meet-irreducible in L, so that x ∧ y = 0 for some x, y ∈ L \ {0}. But then x = 1 and
Throughout the rest of this section, A, B and C shall be bounded lattices with |A| > 2, |B| > 2 and |C| > 2. Remember that ⊞ is a commutative operation on bounded lattices, so the following hold if we interchange A and B.
Remark 4.4. Clearly, 0 is not meet-irreducible and 1 is not join-irreducible in A ⊞ B, because, for all x ∈ A \ {0, 1} and all y ∈ B \ {0, 1}, x ∧ y = 0 and x ∨ y = 1.
The proper filters of A contain no other element of B except 1, and the proper filters of B contain other element of A except 1. For any F ∈ Filt(H), any a ∈ A \ {1} and any
exists an x ∈ B \ {0, 1}, so that x / ∈ A, thus A = H; but 0 ∈ A, and the only filter of H that contains 0 is H; • 0 is meet-irreducible in A and 1 is join-irreducible in B;
Proof. Denote H = A ⊞ B, and let P ∈ Filt(H) \ {H} = Filt(A) ∪ Filt(B) by Proposition 4.5, (i).
For start, assume that P ∈ Filt(A). Then: P ∈ Spec Filt (H) iff, for all x, y ∈ H, x ∨ y ∈ P implies x ∈ P or y ∈ P , iff P ∈ Spec Filt (A) and both the following conditions hold:
• for all x, y ∈ B, x ∨ y ∈ P ∩ B = {1} implies x ∈ P ∩ B = {1} or y ∈ P ∩ B = {1}, which is equivalent to 1 being join-irreducible in B, which is equivalent to B \ {1} ∈ Spec Id (B) by Remark 4.2;
• for all a ∈ A \ {0, 1} and all b ∈ B \ {0, 1}, 1 = a ∨ b ∈ P implies a ∈ P (since (B \ {0, 1}) ∩ P = (B \ {1}) ∩ P = ∅), which is equivalent to A \ {0, 1} ⊆ P , which in turn means that A \ {0} ⊆ P , that is P = A \ {0}, which means that 0 is meet-irreducible in A, case in which, indeed, A \ {0} ∈ Spec Filt (A), by Remark 4.2.
Hence P ∈ Spec Filt (H) iff P = A\{0} and 0 is meet-irreducible in A and 1 is join-irreducible in B. Similarly, if P ∈ Filt(B), then: P ∈ Spec Filt (H) iff P = B \ {0} and 0 is meet-irreducible in B and 1 is join-irreducible in A. By duality, we get the result on prime ideals. From both the statement on prime filters and that on prime ideals, the equivalences in the enunciation follow.
Corollary 4.7. The following are equivalent:
• 0 is meet-irreducible in A and B and 1 is join-irreducible in A and B;
both of the following conditions are fulfilled:
• 0 is not meet-irreducible in A or 1 is not join-irreducible in B, and
• 0 is not meet-irreducible in B or 1 is not join-irreducible in A. • For any θ ∈ Con(A⊞B), we have:
2 ) {1} and, when these equivalent strict inclusions are fulfilled, then either θ = ∇ A⊞B or:
• For any θ ∈ Con(A ⊞ B), we have: 0/θ {0} iff 1/θ {1} and, when these equivalent strict inclusions are fulfilled, then either θ = ∇ A⊞B or: 0/θ ∈ {A\{1}, B \{1}}, 1/θ ∈ {A\{0}, B \{0}} and θ = eq(0/θ, 1/θ) ∈ Max(A ⊞ B) ⊆ Spec(A ⊞ B).
•
• If the equivalent conditions from Corollary 4.8 are fulfilled, then Con(
Proof. We shall make repeated use of Remark 3.5. Denote H = A ⊞ B. ∇ H ∈ Con(H). eq(P, H \ P ) ∈ Con(H) for any P ∈ Spec Filt (H) ⊆ {A \ {0}, B \ {0}}, where we have the inclusion from Proposition 4.6. It is immediate that, for any α ∈ Con(A) and β ∈ Con(B) such that 0/α = 0/β = {0} and 1/α = 1/β = {1}, eq(A/α ∪ B/β) ∈ Con(H). Now let θ ∈ Con(H) and denote α = θ ∩ A 2 and β = θ ∩ B 2 , so that α ∈ Con(A) and β ∈ Con(B)
Assume that 0/α = {0}, so that there exists an a ∈ 0/α \ {0}.
∈ θ since 0, 1 ∈ B, and 1/β = B \ {0}. By dualizing the argument above, we obtain that, since 1/β = {1}, we have θ = ∇ H or 0/α = A \ {1} = H \ (B \ {0}). Note also that, by duality from the argument above, 1/β = {1} implies 0/α = {0}. To conclude, we have obtained that: 0/α = {0} iff 1/β = {1} and, if these equivalent conditions are fulfilled, then θ = ∇ H or θ = eq(A \ {1}, B \ {0}); in the latter of these two cases, since A \ {1} = 0/θ ∈ Id(H) and B \ {0} = 1/θ ∈ Filt(H), we have A \ {1} ∈ Spec Id (H) and B \ {0} ∈ Spec Filt (H) and, also, 0/θ = 0/α = A \ {1} and 1/θ = 1/β = B \ {0}.
Analogously, we have the following: 0/β = {0} iff 1/α = {1} and, if these equivalent conditions are fulfilled, then either θ = ∇ H or:
, 0/φ = 0/ψ = {0}, 1/φ = 1/ψ = {1}}, hence Con(A⊞B) = {∇ A⊞B }∪{eq(A/φ∪B/ψ) | φ ∈ Con(A), ψ ∈ Con(B), 0/φ = 0/ψ = {0}, 1/φ = 1/ψ = {1}} in the particular case when the equivalent conditions from Corollary 4.8 are fulfilled.
Since 0/θ = 0/α ∪ 0/β and 1/θ = 1/α ∪ 1/β, by the above we have the following: 0/θ {0} iff 0/α {0} or 0/β {0} iff 1/β {1} or 1/α {1} iff 1/θ {1}; and, when these equivalent conditions are fulfilled, we have θ = eq(0/θ, 1/θ) ∈ Max(H) ⊆ Spec(H). Since |A| > 2 and |B| > 2, we have A \ {0} {1} and B \ {1} {0}, so, by the above:
(ii) If {α ∈ Con(A) | 0/α = {0}, 1/α = {1}} = {∆ A }, {β ∈ Con(B) | 0/β = {0}, 1/β = {1}} = {∆ B } and both conditions from Corollary 4.8 are fulfilled, then Con(A ⊞ B) = {∆ A⊞B , ∇ A⊞B }. (vii) If 0 is strictly meet-irreducible in A and B and 1 is strictly join-irreducible in A and B, so that
(ii) By (i) and Corollary 4.8. (iii) By (i) and the fact that, since |A| > 2, 1/eq({0}, A\ {0}) = A\ {0} = {1}, 0/eq(A\ {1}, {1}) = A\ {1} = {0} and the same goes for B.
(iv) Assume that Spec Filt (H) = ∅, so that A \ {0} ∈ Spec Filt (H) or B \ {0} ∈ Spec Filt (H) by Proposition 4.6. Assume, for instance, that A\{0} ∈ Spec Filt (H), so that B \{1} ∈ Spec Filt (B) and eq(A\{0}, B \{1}) ∈ Con(H), again by Proposition 4.6. But then ∆ A = eq({0}, A \ {0}) = eq(A \ {0}, B \ {1}) ∩ A 2 ∈ Con(A); we have a contradiction. Analogously, we get a contradiction if we assume that B \ {0} ∈ Spec Filt (H). Therefore Spec Filt (H) = ∅, hence Spec Id (H) = ∅ by Remark 3.5 and Con(H) = {∆ H , ∇ H } by (i).
(v) We shall use Corollary 4.7 and make repeated use of Proposition 4.11. In this case, eq(A\{0}, B \{1}), eq(A\ {1}, B \ {0}) ∈ Max(A ⊞ B), and, since they are two-class congruences, they are clearly co-atoms of Con(A ⊞ B), so [eq({0}, A \ {0, 1}, B \ {0, 1}, {1})) Con(A⊞B) = [eq(A \ {0}, B \ {1}) ∩ eq(A \ {1}, B \ {0})) Con(A⊞B) = {eq({0}, A \ {0, 1}, B \ {0, 1}, {1}), eq(A \ {0}, B \ {1}), eq(A \ {1}, B \ {0}), ∇ A⊞B } ∼ = L 2 2 , Con(A ⊞ B) = {∇ A⊞B , eq(A \ {0}, B \ {1}), eq(A \ {1}, B \ {0})} ∪ {θ ∈ Con(A ⊞ B) | 0/θ = {0}, 1/θ = {1}} and {θ ∈ Con(A⊞B) | 0/θ = {0} or 1/θ = {1}} = {∇ A⊞B , eq(A\{0}, B\{1}), eq(A\{1}, B\{0})}. Also, eq(A\{0}, B\{1}) and eq(A \ {1}, B \ {0}) include each congruence θ ∈ Con(A ⊞ B) with 0/θ = {0} and 1/θ = {1}, thus so does eq(A \ {0}, B \ {1}) ∩ eq(A \ {1}, B \ {0}) = eq({0}, A \ {0, 1}, B \ {0, 1}, {1}) ∈ {θ ∈ Con(A ⊞ B) | 0/θ = {0}, 1/θ = {1}}, hence eq({0}, A \ {0, 1}, B \ {0, 1}, {1}) = max{θ ∈ Con(A ⊞ B) | 0/θ = {0}, 1/θ = {1}} and thus, clearly, {θ ∈ Con(A ⊞ B) | 0/θ = {0}, 1/θ = {1}} = (eq({0}, A \ {0, 1}, B \ {0, 1}, {1})] Con(A⊞B) . Hence the description of Con(A ⊞ B) in the enunciation. . Consider the map h : Con(M ) × Con(N ) → (eq({0}, M, N, {1})] Con(A⊞B) = {θ ∈ Con(A ⊞ B) | 0/θ = {0}, 1/θ = {1}} = {eq(A/α ∪ B/β) | α ∈ Con(A), β ∈ Con(B), 0/α = 0/β = {0}, 1/α = 1/β = {1}} = {eq(A/α ∪ B/β) | α ∈ Con(A), β ∈ Con(B), α ⊆ eq({0}, M, {1}), β ⊆ eq({0}, N, {1})}, defined by: h(φ, ψ) = eq({{0}, {1}} ∪ M/φ ∪ N/ψ) for all φ ∈ Con(M ) and all ψ ∈ Con(N ); we have applied Proposition 4.11. It is routine to prove that h is well defined and it is a lattice isomorphism. 
Proposition 4.14.
• 0 is meet-irreducible in A and B and 1 is join-irreducible in A and B iff µ A⊞B = eq({0}, A \ {0,
By Proposition 4.11 and Lemma 4.13, (i),
since the lattice isomorphisms ε → A/ε from Eq(A) to Part(A), ε → B/ε from Eq(B) to Part(B) and π → eq(π) from Part(H) to Eq(H) preserve order. Again by Lemma 4.13, (i), and Proposition 4.11,
and, by Proposition 4.6, {eq(P, H \ P ) | P ∈ Spec Filt (H)} ⊆ {eq(A \ {0}, B \ {1}), eq(A \ {1}, B \ {0})}. As pointed out in the proof of Lemma 4.13, (ii), eq({0}, A \ {0, 1}, {1}) = max{ε ∈ Eq(A) | 0/ε = {0}, 1/ε = {1}} ≥ µ A , and, similarly, eq({0}, B \ {0,
and H is a non-trivial bounded lattice, we have µ H = ∇ H , so the bounded lattice [µ H ) Con(H) is non-trivial. By the above, [µ H ) Con(H) = {µ H , ∇ H } ∪ {eq(P, H \ P ) | P ∈ Spec Filt (H)}, so, by Corollary 4.7, Lemma 4.13, (ii), and the obvious fact, used also in the proof of Proposition 4.12, (vii), that the map (α, β) → eq(A/α ∪ B/β) from {α ∈ Con(A) | 0/α = {0}, 1/α = {1}} × {β ∈ Con(B) | 0/β = {0}, 1/β = {1}} to {θ ∈ Con(H) | 0/θ = {0}, 1/θ = {1}} is a bijection, we have the equivalences: [µ H ) Con(H) \ {µ H } = {eq(A \ {0}, B \ {1}), eq(A \ {1}, B \ {0}), ∇ A⊞B } iff {eq(P, H \ P ) | P ∈ Spec Filt (H)} = {eq(A \ {0}, B \ {1}), eq(A \ {1}, B \ {0})} iff Spec Filt (H) = {A \ {0}, B \ {0}} iff 0 is meet-irreducible in A and B and 1 is join-irreducible in A and B iff µ A = eq({0}, A \ {0, 1}, {1}) and µ B = eq({0}, B \ {0, 1}, {1}) iff µ H = eq(A/µ A ∪ B/µ B ) = eq({0}, A \ {0, 1}, B \ {0, 1}, {1}), case in which [µ H ) Con(H) = {µ H , eq(A\{0}, B \{1}), eq(A\{1}, B \{0}), ∇ H } ∼ = L 2 2 and we also have the equivalences: the bounded lattice (µ H ] Con(H) is non-trivial iff eq({0}, A \ {0, 1}, B \ {0, 1}, 
2 ) = {φ, ψ}. Con(P) = {∆ P , α = eq({0, y, z}, {x, 1}), β = eq({0, x}, {y, z, 1}), γ = eq({0}, {x}, {y, z},
, so Spec(P) = {∆ P , α, β}. For all H ∈ {D, H 7 , H 10 , H 12 }, Con(H) = {∆ H = µ H , ∇ H }, so Spec(H) = Max(H) = {∆ H }. Con(H 1 ) = {∆ H1 , α = eq({0, a, b, y, z}, {v, 1}), β = eq({0, v}, {a, b, y, z, 1}), γ = eq({0}, {a, b, y, z}, {v}, {1}) = µ H1 , δ = eq({0}, {y, a}, {b, z}, {v}, {1}), ε = eq({0}, {y, b}, {a, z}, {v}, {1}), ({0, a, b, y, z}, {t, u, 1}) , β = eq({0, t, u}, {a, b, y, z, 1}), γ = eq({0}, {a, b, y, z}, {t, u}, {1}) = µ H2 , φ = eq({0}, {y, a}, {b, z}, {t, u}, {1}), δ = eq({0}, {y}, {a}, {b}, {z}, {t, u}, {1}), ε = eq({0}, {a, b, y, z}, {t}, {u}, {1}), ξ = eq({0}, {y, b}, {a, z}, {t, u}, {1}), χ = eq({0}, {y, b}, {a, z}, {t}, {u}, {1}),
, so Spec(H 2 ) = {α, β, φ, ε, ξ}. Con(H 3 ) = {∆ H3 , α = eq({0, y, z}, {t, u, 1}), β = eq({0, t, u}, {y, z, 1}), γ = eq({0}, {y, z}, {t, u}, {1}) = µ H3 , δ = eq({0, y, z}, {t}, {u}, {1}), ε = eq({0}, {y}, {z}, {t, u}, {1}),
, so Spec(H 3 ) = {α, β, δ, ε}. Con(H 4 ) = {∆ H4 , α = eq({0}, {x}, {y, z}, {t, u}, 1}) = µ H4 , β = eq({0}, {x}, {y, z}, {t}, {u}, 1}), γ = eq({0}, {x}, {y}, {z}, {t, u}, 1}), ∇ H4 } ∼ = L 2 2 ⊕ L 2 , so Spec(H 4 ) = {α, β, γ}. Con(H 5 ) = {∆ H5 , ν = eq({0}, {x}, {y, z}, {v}, 1}) = µ H5 , ∇ H5 } ∼ = L 3 , so Spec(H 5 ) = {∆ H5 , ν}. Con(H 6 ) = {∆ H6 = µ H6 , α = eq({0, s, t, u}, {y, z, w, 1}), β = eq({0, s}, {t, u}, {y, z}, {w, 1}), γ = eq({0, s}, {t, u}, {y}, {z}, {w}, {1}), δ = eq({0}, {s}, {t}, {u}, {y, z}, {w, 1}), ∇ H6 } ∼ = L 2 2 ⊕L 3 , so Spec(H 6 ) = {α, β, γ, δ}. Con(H 8 ) = {∆ H8 , ν = eq({0}, {a}, {b}, {c}, {t, u}, {v}, {w}, 1}) = µ H8 , ∇ H8 } ∼ = L 3 , so Spec(H 8 ) = {∆ H8 , ν}. Con(H 9 ) = {∆ H9 , α = eq({0}, {p, a}, {t, u}, {b}, {c}, {v}, {w}, {1}}) = µ H9 , β = eq({0}, {p, a}, {t}, {u}, {b}, {c}, {v}, {w}, {1}}), γ = eq({0}, {p}, {a}, {t, u}, {b}, {c}, {v}, {w}, {1}}), ∇ H9 } ∼ = L 2 2 ⊕ L 3 , so Spec(H 9 ) = {α, β, γ}. Con(H 11 ) = {∆ H11 , ν = eq({0}, {p}, {a}, {q}, {b}, {c}, {t, u}, {v}, {w}, 1}) = µ H11 , ∇ H11 ∼ = L 3 , so Spec(H 11 ) = {∆ H11 , ν}. 
, which fulfills the properties in Section 4.
Throughout the rest of this section, (L, ≤, 0, 1) shall be a non-trivial bounded lattice. Let us apply the construction in Remark 5.1 to all intervals of L having cardinality at least 3, with M a,b replaced with L 
We shall denote the order of D(L) by ≤, as well. T = U , then S T = S U , thus |{S T | T ∈ P <κ (M )}| = |P <κ (M )| = |M | κ−1 = κ κ = 2 κ . It is immediate that, for all T ∈ P <κ (M ), S T ∈ Id(S), hence 2 κ ≤ |Id(S)| ≤ |P(S)| = 2 κ , hence |Id(S)| = 2 κ > κ. Now let us prove that all filters of S are principal. Let F ∈ Filt(S) \ {[1) S }, f = (f i ) i∈M ∈ P ∩ F = F \ {1} and N f = {i ∈ M | f i = 0}, so that |N f | < ℵ 0 by the definition of S. If 0 ∈ F , then F = [0) S . Now assume that 0 / ∈ F , so that f = 0 and thus N f = ∅. Let p N f : P → i∈N f A i be the canonical projection:
, which is a sublattice of the finite direct product i∈N f A i , hence it has the DCC. Thus the bounded lattice (f ] S has the DCC, hence the set {f ∧ g | g ∈ F } ⊆ (f ] S has minimal elements; let g * ∈ F such that f * = f ∧ g * ∈ (f ] S ⊆ F is a minimal element of this set. Since f * ∈ F ∈ Filt(S), we have [f * ) S ⊆ F . Assume by absurdum that F [f * ) S , so that there exists an h ∈ F with f * h, thus f * = f * ∧ h and hence f * > f * ∧h = f ∧g * ∧h, which contradicts the minimality of f * since g * ∧h ∈ F . Therefore F ⊆ [f * ) S , hence F = [f * ) S ∈ PFilt(S), thus Filt(S) = PFilt(S) and hence |Filt(S)| = |S| = κ. Now let H = S ⊞ L 
}.
For any θ ∈ Con(S) and any i ∈ M , denote by pr i (θ) = {(a, b) ∈ A 2 i | (∃ ((x i ) i∈M , (y i ) i∈M ) ∈ θ ∩ P 2 ) (x i = a, y i = b)}, so that, clearly, pr i (θ) ∈ Con(A i ). Now let θ ∈ Con(S) such that 0/θ = {0} and 1/θ = {1}. Then, obviously, for all i ∈ M , 0/pr i (θ) = {0}, hence pr i (θ) = ∆ Ai . Since P ∩ S = S \ {1} is a sublattice of S, θ ∩ (S \ {1}) 2 ∈ Con(S \ {1}), and, clearly, θ ∩ (S \ {1}) 2 ⊆ i∈M pr i (θ) = i∈M ∆ Ai = ∆ P , therefore θ ∩ (S \ {1}) 2 = ∆ S\{1} . But 1/θ = {1}, hence θ = eq((S \ {1})/(θ ∩ (S \ {1}) 2 ) ∪ {1}) = eq((S \ {1})/∆ S\{1} ∪ {1}) = eq({{x} | x ∈ S}) = ∆ S . Therefore {α ∈ Con(S) | 0/α = {0}, 1/α = {1}} = {∆ S }.
By Corollary 4.12, (ii), it follows that Con(H) = {∆ H , ∇ H }, so the bounded lattice H is simple. By Proposition 4.5, (iii), |Filt(H)| = |Filt(S)| = κ and |Id(H)| = |Id(S)| = 2 κ . In particular, |Con(H)|, |Filt(H)| and |Id(H)| are pairwise distinct.
