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Abstract 
Graph isomorphism problem has always been mathematics and engineering technology community concern, the 
reason mainly from two aspects: First, in theory, is generally believed that the problem is NP-complete problem; 
Second, the graph isomorphism the problem with good prospects, in chemistry, operations research, computer 
science, electronics, network theory has applications in many fields, but the exponential complexity of the algorithm 
and the algorithm itself makes the limitations applicable to the object involved with complex graphics the application 
of structure is difficult to determine the start. In this paper, class tree is proposed based on the node to delete the exact 
graph isomorphism problem, you can quickly determine the graph isomorphism problem, and theoretical analysis and 
experiments show that the algorithm can determine the class in polynomial time tree isomorphism problem. 
© 2011 Published by Elsevier Ltd. 
Selection and/or peer-review under responsibility of [CEIS 2011] 
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1. Introduction
Isomorphism, that is, two graphs with same topology. In theory, isomorphism algorithm is an
important part in the research of graph. Most scholars believe that it is a NP-complete problem. Such 
issues appear to be a polynomial algorithm with polynomial complexity, but so far effective algorithm 
does not yet exist [1, 2]. There are about 300 such problems. And if one of those problems can be 
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resolved by polynomial complexity algorithm, then polynomial complexity algorithm to resolved the 
remaining problems can be designed. It can serve as a breakthrough in solving a class of problems, so the 
same structure has important theoretical significance. Concept of isomorphism has important application 
in many fields, such as electronic engineering in the same circuit and switching topology recognition, 
signature identification, and software design in the identification of the comparison patch[3]. To find 
efficient isomorphism algorithm have significant meaning.  
There are three methods broadly used in isomorphism testing. They are Vertex Displacement Method 
(VDM for short), Sub-graph Matching based Method (SMM for short), and Hopfield Neural-network 
Method (HNM for short)[4, 5]. 
VDM algorithm is the most used method. To test isomorphism of two graphs G and H with n vertices, 
VDM number the vertices of G and H, and displace the vertices in graph H step by step. Each time 
displacement completed, the adjacent matrix of graph G and H are compared. If they are same, graph G 
and H are isomorphism. Otherwise, the exchange continues until all the possible exchange was tested [6, 
7]. To ensure the efficiency of the algorithm, each displacement needs to generate a new permutation [8, 
9]. 
VF algorithm is a typical two-dimensional sub-graph based matching algorithm [10, 11, 12]. It is 
proposed by L.P.Cordella in 1996, using depth-first traversal algorithm ideas, to solve the graph 
isomorphism and sub-graph matching problem. Basic idea of VF algorithm is pick out a vertex in the QG 
(Question Graph), and a vertex not visited in TG(Target Graph), making them match. If vertex like this is 
not found, then back to the previous vertex. If it is found, put the new vertex to the existing state. When 
all vertices of QG are added to the state, graph matching is successful. When the first vertex of QG is 
reached, two graphs do not match. The algorithm may need to traverse all possible depth before the 
testing complete, overhead of this require a great deal of time, which significantly reduce performance of 
the algorithm. 
Application of Hopfield network graph isomorphism problem began in Ma Songde, Chen Guoliang et 
al. Subsequently, some researchers have used neural network model to study the graph isomorphism 
problem, such as Brijnesh and Fritz proposed a method to deal with the strict and non-strict weighted 
graph isomorphic neural network. However, the convergence of such algorithm itself and the constraints 
of step is still the bottleneck of performance. It did not get completely resolved. 
This paper present a polynomial time algorithm for tree isomorphism testing, named leaf delete based 
algorithm (LD for short). LD algorithm delete leaf node step by step to reduce the original problem to a 
smaller one. In the process of node deleting, a field named ID is added to each node to indicate the 
information of node have deleted. To sum up, the contributions in this paper are the following: 
1. Presenting a new algorithm based on leaf node delete, name LD algorithm. 
2. Proving LD algorithm is polynomial time algorithm for testing isomorphism of two tree graph 
3. Giving out several examples of LD algorithm 
The outline of this paper is as follows: Section 2 shows the motivation of presenting LD algorithm. 
Section 3 presents LD algorithm for detail. Section 4 present the experiment used to test performance of 
LD algorithm. Finally, Section 5 concludes this paper. 
2. Motivation 
2.1. Problem Description 
A graph G = (V, E) consists of a set of vertices V and a set of edges E, in which E �{(v1; v2)|v1; v2 
∈ V }. Two vertices v1 and v2 are connected or adjacent iff (v1; v2) ∈ E. Two graphs G = (VG;EG) and 
H = (VH;EH) are isomorph, iff a bijective mapping f : VG → VH exists with eG = (v1; v2) ∈ EG equals eH 
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= (f(v1), f(v2)) ∈ EH. Figure.1 is an example of isomorph, and a mapping of isomorph f can be defined 
as f(1)=a, f(2)=b, f(3)=c, f(4)=d, f(5)=e, f(6)=f, f(7)=g, f(8)=h. But, all possible permutation must be 
tested until a mapping of isomorph is found. 
To simplify our discussion, we adopt the following common assumptions in the context. 
1. Graphs referred in this paper are all undirected graph without self-loop and multi-edges. 
2. An integer field named ID is added for each vertex in graph. It is used to differentiate those vertices 
that cannot be mapping together in two graphs. 
3. V (G), E(G) are set of nodes and edges of graph G respectively. 
4. All graphs referred in following is ID graph, which is a graph contains an ID field for each node. 
ID(v) indicates the value of ID field of node v. 
2.2. Resolution 
Method frequently used is testing all possible permutations until a mapping of isomorph is found. But 
this will need N! times test about whether two graph are equal. For some graph that have special feature, 
there are methods to speed up the judgments. This paper present a method to solve problems like this, and 
method used is delete node continuously to decrease the size of the graph and hold the isomorph of the 
two graphs. For example, to judge the isomorph of two graph as Fig.2 shows. A tree graph can be 
displaced with the depth of the vertices to the leaf. This is similar to a coding system, and we can give an 
ID to each tree to test their isomorphism. 
 
Fig. 1. An example of isomorphic graphs Fig. 2.An example shows how to use leaf info 
to accelerate isomorphism testing 
3. Description of LD Algorithm 
Before LD algorithm is discussed, the definition of IDgraph and gen-isomorph need to be introduced 
first. 
(Definition 1) IDgraph: A IDgraph G’ = (V;E; ID) consists of a set of vertices V, a mapping ID : V → N 
and a set of edges E, in which N is set of all natural number and E �{(v1; v2)|v1; v2 ∈ V }. 
(Definition 2) gen-isomorph: Two IDgraphs G’ = (VG, EG, IDG) and H’ = (VH, EH, IDH) are gen-
isomorph, iff a bijective mapping f: VG→VH exists with IDG(v) ≡ IDH(f(v)) and eG = (v1, v2)∈EG � 
eH=(f(v1), f(v2))∈EH. 
(Definition 3) ID-Extend: Given a graph G(V,E), a IDGraph G’(V;E; ID) is named IDExtent of graph G, 
where ID(v) = 1 for any v ∈ V . 
(Theorem 1) Graph G and graph H are isomorph iff G’ and H’ are isomorph, where ˜G and ˜H are ID-
Extend of graph G and H respectively. 
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Proof: Assuming G and H are isomorph, a bijective mapping f of isomorph exists. At the same time, it 
is validated that f meets equations following. 
(1) To any v ∈ V(G), IDG(v) ≡ IDH(f(v)) ≡ 1. 
(2) To and eG = (v1; v2) ∈ EG � eH = (f(v1); f(v2)) ∈ EH. 
According to the definition of gen-isomorph, f is a gen-isomorph mapping of graph G’ and H’, i.e. G’ 
and H’ are isomorph. 
On the other hand, when G’ and H’ are isomorph, it is obviously the gen-isomorph mapping is also the 
isomorph mapping of G and H. ■ 
 Theorem-1 means that the isomorph of two general graphs is equal to gen-isomorph of their ID-
Extend. Therefore, only gen-isomorph is discussed and isomorph will not be mentioned again in 
following. 
Because gen-isomorph is the basis of LD algorithm and isomorph is a particular form of gen-isomorph, 
isomorph referred in the following means gen-isomorph. The LD algorithm is described below. 
 
There is a theorem about algorism 1 as follows. 
(Theorem 2) If algorithm1 return true for Flag, the graphs are nonisomorph; else G1 and H1 are 
isomorph iff G and H are isomorph. 
Proof: There are two situations. 
One is that graph G and H are isomorph. There is a mapping f exists that making G and H are 
isomorph. If we set f1(v) = f(v) for �v ∈ V (G1), it is easy to know that ID(G1; v) = ID(H1; f(v)) and 
any e(v1; v2) ∈ E(G1) iff e(f(v1); f(v2)) ∈ E(H1) from the process of Algorithm-1. 
The other is that graph G and H are not isomorph. If we assume G1 and H1 are isomorph, there must is 
an isomorphic mapping f1. If we define f(v)=f1(v) when v ∈ V (G1) and f(v), and for other v ∈ V (V ), 
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define f(v) is the vertex in H that has the same ID value and there parent are mapping pair. It is easy to 
know that f is a isomorphic mapping of graph G and H. It is contradicted with suppose of the problem. 
Therefore, G1 is not isomorphism with H1.■ 
An example of LD algorithm when isomorphic graphs are given is showed in Fig.3. In figure, the 
labels in circle indicate the name of the vertex, and the text near circle is the ID value of the vertex. First 
step, all leafs in graph G and H are found out. They are vertices 4, 5, 6, 7 in graph G and vertices c, d, e, g 
in graph H. Next, all those vertices are deleted and new ID value are given according to their neighbour 
deleted. And now, new leaf appeared. They are vertices 2, 3 in graph G and vertices a, f in graph H. delete 
them as previous. Finally, only one vertex in two graphs separately. LD algorithm end with true returned, 
i.e. graph G and H are isomorphism. 
Another example showed in Fig.4is used to illustrate how LD algorithm work when two graph that not 
isomorph are given. The two graphs G and H show as Fig.4. G and H have same degree distribution. LD 
can judge this by following steps. Firstly, find all the leaf in graph G and H, i.e. vertex 5 in graph G and 
vertex e in graph H. Next, vertices 5 and e are deleted, new ID is assigned. And now, vertex 4 in graph G 
became new leaf, but there is no leaf in graph H. LD algorithm can give out the result that graph G and H 
are not isomorphism. 
  
Fig. 3. An example of LD for isomorphic graphs Fig. 4.An example of LD for nonisomorphic graphs 
4. EXPERIMENT 
4.1. EXPERIMENT SETUP AND METHODOLOGY 
In experiment, programs run on an Intel(R) Core(TM)2 Quad CPU Q9550 PC equipped with 4 GB 
RAM. All algorithms are implemented using MatLab language for the purpose of fast prototype. MatLab 
version is 2010B. Some benchmark is generated for testing the performance of the LF algorithm, which is 
listed follows.  
Random Tree Generation Algorithm is used to create a tree contains N nodes. The procedure can be 
described as follows. 
Random Tree Generation Algorithm 
INPUT: N 
OUTPUT: Graph G 
1. Initially, a sole node are added in graph, and assign n = 1. 
2. A node v is added, and an edge is added between v and another node exists before (This node is 
selected randomly). 
3. n = n+1, if n==N, return graph, else go back to step 2. 
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4.2. RESULTS 
In the following of the Section the plots giving the matching times as a function of the input graphs 
size are shown for the LD algorithm. Times are always reported in seconds in a logarithmic scale. For 
each size, 10000 graphs are generated to get the average runtime . From the plot, we can get that the run 
time is polynomial function of the graph size. More detailed prove is not writing down in this paper for 
page limits. 
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Fig. 5. the runtime plot of LD algorithm with the node number 
5. Conclusion 
In this paper, a new algorithm for graph isomorphism testing are presented, it is the only one based on 
node delete, that meets We have developed the requirement to be fast in practice. We have compared its 
practical performance with other algorithms. LD algorithm has outperformed them for a number of graph 
families. Definitions of ID-graph and gen-isomorph are also given. This paper has shown that LD 
algorithm has polynomial time complexity for tree graphs, with a best case of O(n2) time complexity 
when a list graph is given. Preprocessing graphs by LD algorithm can speedup the isomorphism testing 
greatly.  
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