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Abstract 
Let 07( be a set of n non-intersecting objects in 3-space. A depth order of 3F, if it exists, is a 
linear order < of the objects in 3t" such that if K, L ~ 2~" and K lies vertically below L then 
K < L. We present a new technique for computing depth orders, and apply it to several special 
classes of objects. Our results include: (i) If ~ is a set of n triangles whose xy-projections are all 
'fat', then a depth order for o,T can be computed in time O(n logSn). (ii) If ~ is a set of n 
convex and simply-shaped objects whose xy-projections are all ' fat'  and their sizes are within a 
constant ratio from one another, then a depth order for ,.7,6 can be computed in time O(nAls/2(n) 
log4n), where s is the maximum number of intersections between the boundaries of the 
xy-projections of any pair of objects in 3t', and As(n) is the maximum length of (n,s) 
Davenport-Schinzel sequences. 
I. Introduction 
We describe a general technique for solving problems of the following form: Let 
~= {c 1 . . . . .  c n} be a set of n objects in the plane, and let < be a partial binary 
anti-symmetric relation over ~ such that, for any pair of objects c i, cj ~ ~,  if 
c i tqc j :~t  then either ci-<cj or c j<c~,  and if c i fqc j=o then c i and cj are 
incomparable. Moreover, we assume that for any pair of intersecting objects in c~ it is 
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possible to determine in constant time which of the two possibilities holds, and that the 
transitive closure of -< is acyclic, i.e., it is a partial order. We wish to compute a linear 
extension of this partial order. We refer to this problem as the 2-dimensional linear-ex- 
tension problem. 
The main motivation for studying this problem comes from the problem of computing 
a depth order in three dimensions. Specifically, we are given a set ~" of n non-inter- 
secting, convex and simply-shaped objects in 3-space (by 'simple shape' we mean that 
each object can be described by a constant number of polynomial equalities and 
inequalities of constant maximum degree). For a pair of objects K, L ~ ~,  we say that 
K lies below L (and L lies above K)  if there exists a vertical ine h that intersects both 
K and L and A n K lies fully below h n L (the convexity of K, L implies that this 
relation is anti-symmetric). We denote this relation by K-<L. Assuming that the 
transitive closure of -< is an acyclic relation, any linear extension of it is called a depth 
order of ~.  It is then clear that the set of the xy-projections of the objects in ~{ is a 
proper input for the 2-dimensional linear-extension problem, as formulated above, where 
for any pair of projections K *, L* of two respective objects K, L of ,Y;/, we have 
K * -< L* if and only if K-< L. Hence, the problem of computing depth orders in 
3-space can be reduced to the 2-dimensional linear-extension problem. Computing depth 
orders is a preliminary step of many algorithms for hidden surface removal in computer 
graphics, and of several other algorithms; see [14] for more details. 
We note that the 2-dimensional linear-extension problem arises in some other 
applications as well. For example, suppose that each c i ~ ~ designates some area of the 
plane to which we want to apply a certain process (e.g., spraying it with some substance, 
painting it, etc.), and that whenever two such areas overlap, there is some order in which 
the two respective processes must be scheduled. The problem is then to find a global 
scheduling order for the processes so that they are executed in the correct order for each 
point in the plane. In fact, the painter's algorithm for hidden surface removal (see e.g. 
[21]) is an instance of this more general problem. 
The problem of computing depth orders has been studied by de Berg et al. [16]. They 
presented an algorithm for computing a depth order of a collection of n arbitrary 
non-intersecting triangles in 3-space; their algorithm runs in time O(n4/3+e),  for any 
e > 0. Their algorithm is conceptually fairly simple, but it uses rather involved range 
searching methods, and it does not extend to sets of more general objects. We note that 
the main challenge here is to obtain subquadratic solutions, because a quadratic 
algorithm is easy, even for more general objects: Simply compute, in a brute-force 
manner, all the k intersecting pairs of the xy-projections of the given objects. This gives 
us all the possible -< -relationships, and we can then complete the resulting partial order 
into a linear order, using topological sorting. This method runs in O(n 2) time. Thus the 
result of [16] is a significant progress over this naive technique in the case of triangles. 
(If k is much smaller than quadratic, we can also compute these k intersections (in the 
general case) in time O((n + k) log n), using a standard line-sweeping technique. Still, 
unless k = o(n 4/3 + e),  this method is also inferior to the technique of [16], in the case of 
triangles.) 
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We present here a different approach to the problem (actually, to the 2-dimensional 
linear-extension problem), which is simpler than the approach of [16]. The algorithm 
applies to collections of objects that satisfy certain 'fatness' properties (so it does not 
apply to arbitrary triangles). We call the objects in a collection ~ as above a-fat if the 
xy-projection of any object in ~ has the property that it is contained in some 
axis-parallel square S ÷ and contains another axis-parallel square S-, so that the ratio 
between the edge lengths of S + and S-  is at most a. (Note that the notion of fatness 
depends also on the 3-D orientations of the objects in .YE and not just on their shapes; 
for example, if ~ is a collection of disks in 3-space, then these disks are a-fat if and 
only if the angles between their normals and the z-axis are all smaller than some fixed 
angle 6= 6(a)). We say that the objects in ~ have the a-ratio property if the 
xy-projections K *, L* of any pair of objects in .YY have the property that K* is 
contained in some axis-parallel square S +, L* contains another axis-parallel square S-,  
and the ratio between the edge lengths of S + and S-  is at most a (and a symmetric 
condition holds when interchanging K * and L* ). 
Our main results are the following. 
Theorem 1.1. A depth order of a collection of n non-intersecting a-fat triangles in 
3-space, for any a > 1, can be computed (if it exists) in time O(n logSn), where the 
constant of proportionality depends on a (more precisely, it is bounded by ca 9 log a, 
for some absolute constant c). 
Theorem 1.2. Let .Y[/ be a collection of n non-intersecting convex simply-shaped a-fat 
objects in 3-space with the a-ratio property. Then a depth order for 35 can be computed 
(if it exists), in an appropriate model of computation, in time O(nhls/2(n) logan), where 
s is the maximum number of intersections between the boundaries of any pair of 
projections of objects in 35. 1 The constant of proportionality depends on a (more 
precisely, it is bounded by ca 2, for some absolute constant c). 
Theorem 1.3. The 2-dimensional linear-extension problem for a collection ~ of n disks 
can be solved in O(n 7/5+~) time, for any ~> O. Moreover, if ~ has the a-ratio 
property, this problem can be solved in O(n logTn) time, where the constant of 
proportionality is bounded by ca 2, for some absolute constant c. 
Thus, for the case of fat triangles, we obtain an algorithm that is much faster and 
simpler than the algorithm of [16]. This result is especially significant since it enables us 
to perform hidden surface removal for a collection of fat triangles with unknown depth 
order, using the algorithm of [24], whose running time is close to linear. Prior to our 
result, one had to spend close to O(n 4/3) time on computing the depth order, before 
proceeding to apply the algorithm of [24], or, alternatively, one could apply the hidden 
surface removal algorithm of [15], which does not require a depth order to be given, but 
1 As(n ) is the maximum length of (n,s) Davenport-Schinzel sequences, which is nearly linear in n for any 
fixed s [19,30]. 
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still runs in time close to 0(n4/3). The running time of our algorithm for general 
collections of objects, as in Theorem 1.2, which is close to 0(n3/2) ,  is somewhat worse 
than the running time of the algorithm of [16], but it is nevertheless (significantly) 
subquadratic, and it applies to many cases where no previous subquadratic algorithm 
was known, such as the case of disks in 3-space (satisfying the conditions of Theorem 
1.2). Theorem 1.3 is stated in its more general version (2-dimensional linear-extension 
rather than depth order), since a depth order for a collection of n non-intersecting 
horizontal disks in 3-space can be trivially computed in O(n log n) time, by simply 
sorting the corresponding horizontal planes by their z-coordinates. (Note that the 
parameter a in the three theorems above does not have to be a constant. For example, 
the algorithm of Theorem 1.1 is more efficient than the algorithm of [16] for any 
a = O(n l /27) ,  and the algorithm of Theorem 1.2 remains subquadratic for any a = 
O(nl /4 - e), for ~ > 0.) 
We still do not know how to extend our technique to detect cycles in the 'above-be- 
low' relation -.< (the algorithm of [16] can detect such cycles). We leave this as an open 
problem for further research. 
The paper is organized as follows. In Section 2 we describe the general technique for 
the 2-dimensional linear-extension problem. In Section 3, we specialize this technique to 
the case of fat triangles, to obtain Theorem 1.1, and, in Section 4, we specialize it to the 
case of general fat objects with the a-ratio property, to obtain Theorem 1.2. In Section 5 
we consider the case of disks in the plane, and establish Theorem 1.3. We conclude in 
Section 6, with a discussion of our results and with some open problems. 
2. Outline of the method 
We focus here on the 2-dimensional linear-extension problem. The algorithm consists 
of two stages. In the first stage we compute a collection of pairs of subsets of the given 
collection ~,  
such that 2 
(i) For each intersecting pair of objects Cl, c 2 ~ ~,  there is an 1 < i < m such that 
either c 1 ~ i  and c 2 ~ ' i ,  or c 2 ~ i  and c I ~ ' i .  
(ii) For each i = 1 . . . . .  m, all the objects in ~'i have a common point (we say that ~'i 
has the common point property). 
We will refer to such a family ~r of pairs of subsets as a canonical decomposition 
for ~.  In the second stage we construct a directed graph G over ~" of size O(•i m 1(I .~'i[ 
2 The idea of decomposing a set of objects ~ into a family J of pairs of subsets hat satisfies property (i) 
has been used in several other geometric algorithms, ee e.g. [1,5,8,9,11]. In most of these applications, 
however, one needs the property that each object in .9~ i intersects every object in .~/, which is stronger than 
property (i). 
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+ [ ~/])), such that any permutation of ~ that is obtained by topologically sorting G is 
a linear extension of the underlying relation -<. Initially, the edge set of G is empty. 
We process each pair (~ ,  ~ ' )  of the above collection separately, and obtain from it 
O(I ~9~ I + I ~ I) edges of G, as follows. By property (ii), the set ~q~ is a chain of the 
relation -<, and we can therefore sort ~q~ into a linear list, denoted as b 1 -< b 2 -< • • • -< 
bq. We add the q -  1 edges (bi, bi+l) , for i=  1 . . . .  ,q -  1, to the graph G. Next we 
'merge' the elements of ~ into the list ~' .  That is, we want to compute, for each 
element r of ~9~, two pointers to its immediate predecessor and successor (if they exist) 
in the list (b  1 . . . . .  bq); these are denoted, respectively, as  bpred(r ) and bsucc(r ~. We then 
add, for each r ~ ' ,  the (at most) two corresponding edges (bpred(r), r) and (r, bsucctr )) 
to G. 
We claim that, after this step is repeated for all pairs (~ ,  ~') ,  the relation -< is 
contained in the transitive closure of G; that is, for each pair c -< c' of objects of ~,  
there exists a directed path in G from c to c'. (Note that G is acyclic, by assumption.) 
Indeed, if c, c' is such a pair then c fq c' ~ ~t, and therefore there exists a pair (~q~, ~)  
in the collection computed in the first stage, such that one of the objects, say c, belongs 
to ~ '  and the other belongs to ~9~. In the second stage we find an object c" ~ such 
that c" is the immediate predecessor of c' in ~q~, and the edge (c", c') is added to G 
(note that c" exists, since c is a predecessor of c' in ~') .  If c "= c then the claim is 
obvious, and if c" q= c then necessarily c -< c" (because ~ is a chain), so G contains, by 
construction, a directed path from c to c", which, concatenated with the edge (c", c'), 
gives us the desired path from c to c'. The case where c ~,9~ and c' ~q~ is completely 
symmetric. 
Suppose we have an algorithm ~ that, given a subset ~ '  c~9~ and a subset ,~q~' ___~, 
determines for each object r ~9~' whether r intersects any object of ~"  (which is the 
same as asking whether r intersects the region U b ~ ~' b), and, if so, it also computes a
'witness' object b ~,~q~' that intersects r. Using .a¢ as a subroutine, we can perform the 
merge step for a pair of sets (~ ,  ~') ,  with ,~' already sorted, as follows. Let w be a 
point in [q ,.qL Since the objects of ~ are assumed to be convex, the union of any subset 
of ~ '  is a star-shaped region with respect o w. Let T be a minimum-height binary tree 
over the objects b 1 . . . . .  bq, where these objects are stored at the leaves of T from left to 
right in increasing order. Denote by ~ the set of objects stored at the leaves of the 
subtree of T rooted at a node v. Associate with each internal node v of T the region 
U~ = U b ~ ~o b. We process the nodes of T by levels, beginning at the root level. We 
distribute the elements of ,9~ among the nodes of each level, maintaining the invariant 
that each r ~9~ is distributed to at most four nodes of each level, so that one of these 
nodes v contains (in its set ~,,) the largest predecessor bpred(~ ) of r (if it exists) and 
one contains the smallest successor b. . . .  (r) (if it exists). 
This is done as follows. Let .9~ denote the set of r ~.9~ distributed to node v of T. 
At the root level, we assign ~root =.gL We then apply the algorithm ~¢ to the two sets 
associated with the root, i.e., to ~gP~oot and ~oot .  We then form the sets "~left(root) and 
~right(root), as follows. For each object r ~,9~root =~9~, if r was found not to intersect 
Uroot we can ignore r, since it is -< -incomparable with all objects of ~oot .  If r was 
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O 0 0 0 
i 
t ' ' b2-.<r , r -<b bl --< r s ~ no witness ' ~ 4 
s ~ t i 
W 1 ¢ ~ W2 W3 t ~ W4 
0 0 0 • 
level j 
level j + 1 
b2 here b4 here 
Fig. 1. Finding successors and predecessors f r in ~': v 2 and v 4 contain, respectively, b~,ed(r ) and bs.cc(, ). 
We distribute r to the children wl, w 2 and w 3. 
found to intersect Uroot and the witness b that was found is greater than r (i.e., r -< b), 
then, if b belongs to ~'~teft(root), add r to "~'leftfroot) only; otherwise (i.e., b 
"-~,.ight(,.oot)) we add r to both sets. The case where the witness b that was found is 
smaller than r is treated symmetrically. The invariant maintained by the algorithm is 
then easily seen to hold at the level of the children of the root. At a general evel j, we 
apply the algorithm ~:, for each node v of this level, to the sets ~o~ o, ~'~v. We then 
inspect, for each object r ~a~, the (at most) four j-level nodes that store r, and identify 
(at most) two of these nodes (the rightmost of these nodes for which a predecessor 
witness of r was found, and the leftmost of these nodes for which a successor witness 
was found). The other nodes can be discarded (as far as r is concerned): Indeed, let v 
be one of these discarded nodes. Then either (a) no object of ~v  intersects r, or (b) all 
the objects of ~'v that intersect r are smaller than bpred(r), or (c) all the objects of ~'v 
that intersect r are larger than b . . . .  (r)" The children of the (at most two) surviving nodes 
might still need to store r. We distribute r to these (at most four) children, based on a 
criterion similar to that used at the root. See Fig. 1 for an illustration of this step. The 
validity of the invariant property easily follows by induction on j. At the leaf level, each 
object r of ~ '  is assigned to at most four leaves, and the desired objects bprea(r), bs,cc(~ ) 
(if they exist) are two of these leaves, and can thus be determined in constant ime. 
This concludes the outline of the algorithm. In the subsequent sections we will 
specialize this technique to a set of fat triangles (Section 3), and to a set of general fat 
objects with the a-ratio property (Section 4). We also discuss briefly, in Section 5, the 
special case of disks, which admits a more efficient solution than the general case. 
3. Fat triangles 
In this section we apply the general technique outlined above to the case where the 
objects of the input collection ~ of the 2-dimensional linear extension problem are all 
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Fig. 2. Representing a fat triangle zl as the union of three 'semi-canonical' subtriangles (the middle point is the 
center of the inscribed circle of zl) 
&fat triangles, that is, all the angles of each triangle in ~ are at least 6, for some fixed 
constant 6. (For triangles, this is an equivalent definition of fatness.) Fat triangles have 
been investigated in [26], where it was shown that the combinatorial complexity of the 
union of m &fat triangles is O(m log log m), where the constant of proportionality 
depends on 6 (see also [7,17,31]). Moreover, such a union can be computed in time 
O(m logZm) by a deterministic algorithm [26], or in expected time O(m2'~(m)log m) by 
a randomized algorithm [28]. 
3.1. The first stage 
The first stage of the algorithm is implemented in this case as follows. We first fix a 
family @ of O(1 /6 )  orientations, evenly spaced in [0,2zr), so that the angle between 
any pair of successive orientations is < 6/3.  We then represent each triangle A ~ g '  as 
the union of three overlapping triangles, such that each subtriangle A' is 'semi-canoni- 
cal', in the sense that it has two sides at orientations belonging to ~'; we refer the reader 
to Fig. 2 and to [26] for the easy details. This allows us to partition the collection of new 
triangles into O(1//6 3) subfamilies, so that all triangles within any subfamily ~ '  are 
'almost-homothetic', that is, two sides of each triangle of ~ '  are at two fixed 
orientations, and the orientation of the third side lies in some narrow range of 
orientations (of size, say, 6/3).  
Recall that in the first stage we need to compute a canonical decomposition for ~.  
We do this by computing a canonical decomposition separately for each pair of (not 
necessarily distinct) subfamilies ~ '  and ~".  That is, we compute a family 9-  = {(,9~1, 
~'1) . . . . .  (~'m, ~'m)} of pairs of subsets uch that 
(i) For each i, ~'i--- ~ '  and ~i-- -  ~ ' -  Moreover, for each intersecting pair of 
triangles (Cl, c 2) ~ ~ '  X ~",  there is an i such that c 1 ~'-~i and c 2 ~.~i (or vice versa, 
when ~ '  = ~") .  
(ii) Each "~i has the common point property. 
The union of these collections over all pairs of subfamilies (after replacing each 
semi-canonical triangle in ~ i ,  "~q~, by its original containing triangle) constitutes an 
appropriate collection for ~.  
We now describe how to construct 9-  for a fixed pair of subfamilies ~ '  and ~".  
First assign to each triangle A ~ ~ 'U  ~"  the radius p(A) of the smallest circle 
containing /1, and sort the triangles in ~" U ~"  in increasing order of these radii. Let 
S a' (resp. ,,~') denote the subset of triangles of ~" that lie in the smaller (resp. larger) 
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:::::::i:i:::h:~i:~ .... 
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A+ 
u w 
A-  A*  
Fig. 3. A triangle A, the corresponding triangles A+, A-, and the trapezoid A*. 
half of the sorted sequence. We define _~", ,,~" c_ ~"  in complete analogy. Our strategy 
is to compute a canonical decomposition for .Z~', ,,~", in a manner that will be described 
in a moment, then compute a canonical decomposition for .Z~", Y ' ,  in the same manner, 
and finally handle recursively the pairs (_'_~', .o-c¢ ") and (Xd', ,,,Yd"). 
(Informally, we will construct subsets with the common point property of the set ,,~" 
of the ' larger' triangles. This will be done by first constructing subsets of ,,~", such that 
all triangles in such a subset ,~' intersect (a slightly expanded copy of) one of the 
'smaller' triangles. It will then be possible to draw a constant number of points in a 
neighborhood of this smaller triangle, so as to ensure that each triangle in ~ contains 
one of these points. For this last step to hold, we will need the property that the 
circumcircles of the triangles in ,~' are all larger than the circumcircle of the triangle 
that they all intersect.) 
Next, we describe how to compute a canonical decomposition for .~' ,  ,,~". Associate 
with a semi-canonical triangle A=uvw two triangles, A+DA and A-cA ,  and a 
trapezoid A *, as follows (see Fig. 3 for an illustration). The triangle A ÷ contains A and 
is obtained from A by replacing the side vw whose orientation is not fixed by another 
side. The new side has a vertex v in common with the former side, its orientation is in 
6~ and is greater than the orientation of the former side, and the angle between the 
former side and the new side is at most 3/3.  The triangle A-  is contained in A and is 
obtained by replacing the new side of A ÷ by a parallel side through the other vertex w. 
Finally, A* a--eSA+- A-.  
Lemma 3.1. f f  Aan  A2 =/= ~, where A 1 ~.~'  and A2 E,~", then at least one of the 
following conditions must hold: 
(1) One of the two sides of A 2 of fixed orientations intersects a side of A( .  
(2) a + n 
(3) a vertex of A + lies inside A~. 
Proof. Since A 1 n A2 4= 0, and since A~- ~ A1, we must also have A~- n A2 4= O. If 
.de f  
neither condition 1 nor condition 2 holds, then A~- must intersect he triangle A 2 = A 2 
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Fig. 4. Illust~tion of the proof of ~mma 3.1. 
- /12 ,  but cannot intersect any of the two sides of z3 2 that are also sides of /12 (see 
Fig. 4). Hence A~- must have a vertex inside /t2, thus also inside /12". [] 
By the above lemma, a canonical decomposition for S a', X"  can be obtained by 
reporting, in compact form, all pairs /11 ~Sa', /12 ~ X"  that satisfy one of the three 
conditions tated in the lemma. 
Reporting intersections of type 1: Let us denote by S a'+ the set of expanded triangles 
A~-, for A 1 ~S a'. Fix one of the three possible orientations, 01, of the sides of expanded 
triangles in S a'+ and one of the two fixed orientations, 02, of the sides of triangles in 
,,~". Let S 1 (resp. S 2) denote the collection of all sides at orientation 01 (resp. 02) of 
triangles in ..~'+ (resp. in •"). Since the segments in S 1 are all parallel, and so are the 
segments of S 2, it is straightforward, using standard orthogonal range searching tech- 
niques (such as 2-dimensional range trees [27]), to report all intersecting pairs of 
segments in S 1 × S 2, as a collection of complete bipartite graphs {.~/~j ×~j}, so that 
EjJ ~a~l, F.jl ~ l  = O(m log2m), where m is the combined size of S a' and ,¢~"; the cost 
of this procedure is also O(m log2m). Repeating this step six times, for all possible 
pairs 01, 0 2, we obtain a collection of pairs {(~j, ~))}, so that: 
(i) ,P~j ____~' and @ _ ,,~" for each j. 
(ii) For each pair (~j ,  ~)), each pair of triangles A 1 ~ ' j ,  /I 2 ~ ' j  is such that 
P(A1) - P(/12). 
(iii) For each pair (~9~j, ~)), each pair of triangles /11 ~ ' j ,  /12 ~ is such that A~- 
and /12 have nonempty intersection. 
(iv) For each pair of intersecting triangles /11 ~SP',/12 ~ "~" satisfying condition (1), 
there is a pair (,.~j,,.~j) such that /11 ~ j , /12  ~'-~j. 
(v) Ejl ~jI,Ejl ~1 = O(m log2m). 
Note that property (ii) follows from property (i) and from the definition of the sets 
S a' and ,~". Next we need to refine the pairs (~'j, ,~q~j), so as to enforce the common 
point property for one of the sets in each pair. Let (~', ,.~) be one of the pairs produced 
above, and let /1o be a fixed triangle in ~.  Each triangle in ~'  must contain, by 
property (iii), a point inside the expanded triangle /1~-. Let z be the center of the 
inscribed circle of /1~-, and let A~ -+ = z + 2(/1~- z ) ;  that is, /1~-+ is an expansion of 
/1~- about z by a factor of 2; see Fig. 5. 
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+o + 
\ 
0 ~ 
Z ~ 
Fig. 5. The area of A n A~ + must be 'large'. 
Lemma 3.2. For each triangle A ~ G~-~ we have area( A O A~ + ) >-- ~ ' area( A~ + ), for 
some constant fraction fl >_ c 8 3, where c is an absolute constant. 
Proof. Suppose first that A has just one vertex inside A~- ÷ (as shown in Fig. 5). The 
two edges of A incident to that vertex intersect A~- + in two segments of length > r, 
where r is the radius of the inscribed circle of A~-. Since A is 6-fat, the area of 
AN A~ -+ is thus at least l r2s in  6= I2(r26). On the other hand, since A~ -+ is also 
8-fat, its area is at most 0( r2 /6 ) ,  as is easily verified. Hence area(dO A~+) /  
area(A~ +) = I / (6  2) = O(63),  as claimed. 
Suppose next that A has another vertex inside A~ -+ . It is easily verified that the 
length of each side of A is J2 (p (A)6)  = g2(p(Ao)6)  = g2(rr) .  (Here we finally use 
the fact that the circumcircle of A is larger than that of A o, which was the reason for 
splitting ~ ' ,  ~"  according to the sizes of the circumcircles.) In fact, a more refined 
argument shows that the product of any two sides of A is O(pe(d)6)  = g2(r28). We 
can thus apply the same arguments as above, to conclude that area(A n A~ +) = 
J'-2(r282), SO that area( A n A~+)/area( A~ +) = $2(83). [] 
Lemma 3.2 enables us to use a simple construction, due to Fredman [18] 3, that 
produces 
points within A~- + so that each triangle of ~ '  contains at least one of these points (the 
set produced by Fredman's construction 'stabs' any convex object that covers some 
constant fraction of a given convex region). An alternative construction is to draw l 
independent random points from the uniform distribution within A~ -+. A simple 
argument, based on the ~-net heory [20], implies that, with high probability, any triangle 
3 Fredman's original construction applies to the unit square Q. It partitions Q into four squares of half the 
size by a pair of axis-parallel segments hrough its center. It places m evenly spaced points on each of these 
segments. It then repeats the same step recursively in each subsquare, using m/4 points instead of m. The 
overall construction places O(m log m) points in Q, so that any rectangle (or triangle), which is contained in
Q and whose area is at least c/n, for some constant c, must contain one of these points. 
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Fig. 6. Partitioning A ÷ (3 Iv into a triangle and a parallelogram. 
contained in A~- + and not stabbed by one of these points must have area smaller than 
O(63) .area(A~+).  Thus, by splitting ~,~ into l subfamilies ~'1 . . . .  ,,-~l, and by 
replacing the pair (~ ,  ,~) by the l corresponding pairs (..~, ~1) , . . .  , (~ ,  ~¢t), we 
ensure the common point property for all the new sets ~'j, without affecting the other 
properties listed above. 
Reporting intersections of type 2: We now find all pairs of intersecting triangles (A~-, 
A2), for A 1 ~.~ ' ,  A 2 ~,~" .  We begin by finding all such pairs for which a vertex of 
A~- lies inside A~-. Let .~ '+= {A+l A ~_~'}. Since all the triangles in _~'+ are 
homothets, we can assume, applying an appropriate affine transformation if necessary, 
that each triangle A ÷ ~.~'+ is a right-angle triangle with a horizontal base, and that the 
hypotenuse of A + forms an angle of 3ir /4 from the base (in counterclockwise 
direction); see Fig. 6. We construct a segment tree T on the bases of the triangles in 
_~'+; see Preparata nd Shamos [29] for details on segment trees. Each node v of T is 
associated with a vertical strip I v. A triangle A + is stored at a node v ~ T if the 
x-projection of the base of A + contains the projection of I v but does not contain that of 
Ip(v), where p(v)  is the parent of v. For each such triangle A +, we partition A + N Iv 
into a triangle and a parallelogram by drawing a segment, parallel to the hypotenuse of 
A ÷, from the intersection point of the base of A + and the right boundary of Iv; see Fig. 
6. Let _~'+ be the set of resulting triangles and Pv be the set of resulting parallelo- 
grams. We sort the triangles of -~' + by the y-coordinates of their bases, and construct 
a minimum height binary tree % whose leaves store ~ '  + in this sorted order. Note that 
this order is also equal to the increasing y-order of the hypotenuses of the triangles of 
.~'+.  We associate with each node ~ of % the set of triangles tored in the leaves of the 
subtree rooted at £. Given a query point p, we can thus report, in O(log m) time, the 
triangles of .Z~ "+ that contain p, as a union of O(log m) disjoint subsets (where m is, 
as above, the combined size of .~'  and ~") .  We next construct a minimum-height 
binary tree on the slanted edges of the parallelograms in Pv in increasing y-order, so 
that, for a query point p, we can report all parallelograms that contain p as a union of 
O(log m) disjoint subsets. Since the secondary structures at every node v require 
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O([ .~'+]log I -~+[) space, the size of the overall data structure is O(m log2m). The 
total preprocessing time is also O(m log2m). 
Let p be a point in the plane. We can report all triangles of .~v,+ that contain p as 
follows: We first find the nodes v of the segment ree T for which I v contains p. For 
each such node v, we report the triangles of .~'+ and the parallelograms of Pv that 
contain p. The total query time is O(log2m) and the output consists of O(log2m) 
disjoint subsets. Repeating this procedure for all vertices of A-, for A ~ ,ge ~', we can 
obtain a family of pairs {(,9~j, ~'j)} that satisfy properties (i), (ii), and (v) of the previous 
case, and the following property: 
(iii') For each pair (,9~j, ,~'j), each pair of triangles A 1 ~,9~j,A 2~' j  is such that a 
vertex of A 2 lies in A~-. 
We enforce the common point property as in the previous type of intersection. Next, 
we find, in a symmetric manner, all pairs of triangles (A1,A 2) for which a vertex of A;" 
lies inside A2, and, finally, using the technique for reporting intersections of type 1, we 
compute all such pairs of triangles for which an edge of A;- intersects an edge of A 2 . 
The total size of the graphs, and the computation time, are both O(m log2m). 
Reporting intersections of type 3: We are left with the task of finding intersections 
between triangles A + , for A 1 E.~' ,  and trapezoids A 2 , for A 2 ~ X" ,  where a vertex of 
A;- lies inside A2*. Since A2* can be partitioned into a triangle and a parallelogram 
whose edges have fixed orientations as shown in Fig. 7, it is easily verified that all 
vertex-trapezoid containments can be reported as in the previous case. This produces a 
collection of pairs of sets of triangles (,9~i, ,~'i) that satisfies the above properties (where 
the overall size of these sets, and the time it takes to compute them, is O(m log2m)). 
Let (~' ,  ~ ' )  denote one of the canonical pairs of sets of triangles produced in this 
case, where ,9~ consists of 'small' triangles (in S °') and ~ of 'large' triangles (in ,~"). 
The orientations of the edges of all the trapezoids A*, for A ~ ' ,  are fixed, so the 
intersection ~-= fq a ~ ~ A * is a nonempty trapezoid whose sides have the same three 
fixed orientations. We now test each of the original triangles A ~q~ to determine 
whether A intersects ~-. Triangles that are disjoint from ~- can be discarded from ~q~, 
because, if such a triangle /I 2 intersects a triangle /11 E~,~, then either one of the other 
two conditions holds and thus the pair (A1,/12) will be reported by one of the previous 
procedures, or /1;- has another vertex v that lies in /12 f')/12 (this is shown as in the 
proof of Lemma 3.1) and thus (/11,/12) appears in another pair (oq", ~") ,  obtained by 
the procedure for reporting type 3 intersections; see Fig. 8. In the latter case, /I 2 
Fig. 7. Partitioning A~ into a triangle and a parallelogram. 
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Fig. 8. Reporting intersections of type 3: the case where A z can be discarded. 
intersects z' = f') a,c~,(A')*,  because v lies in ~-' and v ~/ I  2. Hence, zl 2 will not be 
discarded when processing ~". 
Let A ~ '  be a triangle that intersects T. Since two of the edges of zl have the same 
slopes as the non-parallel dges of ~" and since they do not intersect the interior of ~-, it 
is easily verified that A contains one of the vertices of r. Hence, by splitting ~'  into at 
most four subcollections, we can guarantee that each subcollection has the common 
point property. (In fact, as is easy to verify, two subcollections suffice.) 
To sum up, after performing the procedures described above, we end up with 
a collection of pairs {(,PZ, ~')} of sets of triangles, so that the union of the sets 
~'  ×~'  contains all intersecting pairs of S° '× ,,~", the total size of all these sets is 
O(m log 3 m) (where the constant of proportionality is 
O( 1 1 
~sl°g-~) ,  
and for each pair (,~, ~'), the set ,,~ has the common point property. We repeat he 
same procedure for the pair ..~' and ,,~'. Taking into account he recursive handling of 
(S  a', ..~') and of (,,~', •") ,  we obtain a canonical decomposition for ~',  ~" whose 
total size is 
This completes the processing for the pair c~,, ~,,,, and we repeat his procedure for the 
other (O(1/36)) pairs of subfamilies, to obtain an overall collection of pairs (~', ~'), 
whose total size is 
O((:  o llnlo, n) 
3.2. The second stage 
We now describe the implementation f the second stage of the algorithm. Let (~', 
~ ' )  be one of the pairs in the canonical decomposition for ~ produced in the first stage. 
Since ~'  has the common point property, we can fully sort it, according to -<, in 
O(I ~'l log I~ '  I) time. Next we follow the scheme described in the preceding section. 
Each subproblem that arises there is of the following type: We have two subsets 
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Fig. 9. The proof that U~ has linear complexity. 
~v ---~', ~v ~,  and our goal is to find all triangles A ~ that intersect the union U~ 
of the triangles in ~'~, and, for each such triangle A, to report a witness triangle of ~'~ 
that intersects A. Since .~ has the common point property, Uo is a star-shaped polygon, 
with respect o the common point z, whose complexity is linear in nv = I,~'~1. To see 
this, note that the angle at which any side of a triangle in ~'~ is seen from z is at least 
8. Hence, if we draw a collection of 0(1/8)  rays from z, at evenly-spaced orientations, 
we can guarantee that each side of a triangle in .~v meets at least one of these rays. It 
follows that the intersection of OU~ with any wedge between two adjacent rays from z 
can be regarded as a portion of the boundary of a single face in an arrangement of n~ 
rays and lines (see Fig. 9). As is well known [6], the complexity of such a face is O(nv). 
Hence the overall complexity of aU~ is O(½n~). U~ can be easily constructed in time 
O(n~ log n~), as in [6,22]. (More details concerning this construction can be inferred 
from the description given in the following section.) 
We can thus preprocess OUv, in O(n~) time, into a data structure of linear size, for 
logarithmic-time ray-shooting queries, as in [10,12,23]. Then, for each A ~v,  we pick 
a vertex w of A, and test, in O(log n o) time, whether w ~ U~; this can be done by a 
binary search with the orientation of zw through the list of orientations of the segments 
connecting z to the vertices of U v. If this is the case, we report hat A intersects Uo, and 
the above binary search also easily yields a triangle in ..~'~ containing w (e.g., we can 
take the triangle whose boundary appears along OU~ in the direction zw from z). 
Otherwise, w lies outside Uv, and we perform three ray shooting queries along the sides 
of A (where the first two are with the sides adjacent o w), to determine whether A 
intersects /_Iv; if an intersection is found then a witness triangle can also be easily 
produced. 
Hence the whole procedure at node v of the tree takes time O((1~'~1+ 
I~'vl) log I ~'~1), and, summing this over all nodes of the tree, the total running time of 
the second stage is O((I ~ I + I.~ I) log21 .~ I). Putting everything together, we have 
shown the following. 
Theorem 3.3. The 2-dimensional linear-extension problem for a collection of n 8-fat 
triangles can be solved in time O(n log s n), where the constant of proportionality is
P.K. Agarwal et aL / Computational Geometry 5 (1995) 187-206 201 
Hence, within the same asymptotic time bound, we can also compute a depth order (if it 
exists) for a collection of n non-intersecting a-fat triangles in 3-space, for any a > 1, 
where the constant of proportionality is O(a  9 log a).  
4. General fat objects 
In this section we apply our technique to a collection ~' = {c I . . . . .  Cn} of n convex, 
simply-shaped a-fat objects with the a-ratio property, as defined in the introduction. 
For each c i ~ ~,  let s/+ be a smallest axis-parallel square containing ci and let s 7 be a 
largest axis-parallel square contained in ci; denote the edge lengths of s~ + , s 7 , 
respectively, as p/+, p/-. By assumption, we have p+ <_ ap]-, for any pair of (not 
necessarily distinct) objects ci, cy ~ ~.  
Put S '~-= {s~- . . . . .  s~+}. Clearly, for any pair of objects c i, cj ~ ~, c i f') cj ~ (J 
implies that s/+ f') s /  q= 0. Moreover, two axis-parallel squares intersect if and only if a 
vertex of one of them lies inside the other. This observation allows us, using orthogonal 
range searching techniques as in the preceding section, to obtain all pairs of intersecting 
squares in ~-  as a collection of complete bipartite graphs {S']' × ~/"}, where the total 
size of their vertex sets is O(n log2n), and where one set of each such pair has the 
common point property (all squares in that set contain a vertex of some square in the 
second set of the pair). This representation can be constructed in time O(n log2n). 
Now replace each such pair (~/ ' ,  ~/" )  by the corresponding pair (~ i ,  ~'~i) of subsets 
of ~.  Property (i) of Section 2 clearly holds for the new collection, but property (ii) (the 
common point property) may fail to hold. This property can be enforced as follows. Let 
p be a point that lies in, say 0 ~" .  Then all the squares in ~/", and thus also all the 
objects in ~'i, are contained in an axis-parallel square s centered at p whose edge 
length is 2pmax (where Pmax = maxj pj+). Partition s into 1 = O(a  2) small squares of 
edge length less than Pmin / /2 ,  where Pmin = minj pj-. This induces a partitioning of 5g'~ 
into l subsets ~i,1 . . . . .  ~q~i,t, so that for each of these subsets "-'q~i,k, all sets in ~'i,k fully 
contain one of the smaller squares. Hence each ~q~,k clearly has the common point 
property. We replace the pair (2  i, ~'i) by the l pairs (~q'i, ~q~i,1),... ,(Ri, ~q~i,t). Note 
that this increases the overall size of the vertex sets of our bipartite graphs by only a 
factor of O(a2). 
We next consider the implementation of the second stage. As described in Section 2, 
we need to solve efficiently the following subproblem: We are given two sets, ,~, ~ ' ,  of 
objects of ~,  so that ~ has the common point property. For each r ~,~', we want to 
determine whether it intersects any object in ~ ' ,  and, if so, find a witness b ~ '  that 
intersects r. Put p = [ ,~ [, q = [ oq~ [. 
We form the union U of all objects in ,~. Since all these objects contain a common 
point, z, and are convex, we can represent each b ~._~ as a function fb(O), in polar 
coordinates about z, where fb(O) is the distance from z to the point of intersection of 
Ob with the ray emerging from z in direction 0. Then the boundary of the union U is 
the graph, in polar coordinates, of the upper envelope fv (0) = max b ~ ~ fb (O) of these 
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functions. If s is the maximum number of intersections between the boundaries of any 
pair of objects in ~,  then the number of connected portions of the boundaries of the 
objects of ~ '  that constitute the boundary of U is O(As(q)), where As(n) is the 
maximum length of (n, s) Davenport-Schinzel sequences, and, under an appropriate 
model of computation, fu (and thus U) can be computed in time O(As(q) log q) [19]. 
(Note that here we did not make use of the fact that the given objects are fat; we only 
needed the common point property and the assumption that the objects are simply 
shaped.) 
We next partition ,~ into [p /~(~(q) ]  subsets, each of size at most A~q) .  For 
each subset ,9~ (j), we perform a line-sweeping procedure on the collection of all arcs 
constituting 0U and all arcs constituting the boundaries Or of the objects r ~( J ) .  The 
goal of this procedure is to detect intersections between 0U and the boundaries 0r, and 
also to detect containments of boundaries 0r within U. When the sweep encounters an 
intersection between two boundaries Or, Or', it processes this intersection i a standard 
manner (there are only O(As(q)) such intersections). However, when the sweep reaches 
an intersection between an arc of 0U and some dr, or when it reaches the leftmost point 
of some Or and finds that it lies inside the union U, the algorithm first reports that r 
intersects the union, and finds a witness object of ~ '  that r intersects (as in the case of 
fat triangles described in Section 3), but then it removes Or from the collection of arcs 
being processed. This guarantees that the total number of events processed by the sweep 
is only O(As(q)), and the whole procedure thus takes O(As(q) log q) time. We repeat 
this procedure for all sets ~(J), and thus solve this subproblem of the second stage in 
time O((p /~(~(q)  + 1)As(q) log q). (Similar ideas were used in [3].) 
Recall that in the second stage of the algorithm we need to solve the above 
subproblem for each pair of subsets (.9~ v, o~'v) at each node v of the tree constructed for 
each of the pairs (3/'i, ~'i) generated in the first stage. Summing the cost of the above 
procedure over all these subproblems, we conclude that the overall cost of stage 2 is 
E O(([~'~i[/~s(]~'~i[) "~ 1)/~s(] ~'1)log 2n) =O(°t2nAls/2(n) l°g4n) • 
We have thus shown the following. 
Theorem 4.1. The 2-dimensional linear-extension problem for a collection ~ of n 
convex, simply-shaped, a-fat objects with the a-ratio property can be solved, in an 
appropriate model of computation, in time O( n A1/2( n) log4n), where s is the maximum 
number of intersections between the boundaries of any pair of objects in ~. Hence, 
within the same time bound, we can also compute a depth order (if it exists) for a 
collection of n non-intersecting convex objects in 3-space, whose xy-projections have 
the above properties. The constant of proportionality is bounded by ca 2, for some 
absolute constant c. 
Remark 1. While the cost of the implementation f the first stage in the case of such 
objects is rather low, i.e., close to linear, the cost of the implementation f the second 
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stage is relatively high, i.e., close to n 3/2. More precisely, the costly part of the second 
stage is the procedure for 'merging' the sets ~ and ~' ,  for the pairs (~ ,  .~) obtained 
in the first stage. In some special cases, however, it is possible to perform this merge 
much more efficiently. One such interesting case is that of disks with the a-ratio 
property, which we consider in the next section. 
Remark 2. Consider the following related problem. Given a collection of n non-inter- 
secting convex simply-shaped a-fat objects in 3-space, preprocess it for vertical ray 
shooting queries, that is, preprocess it so that, for a given query point, the object lying 
immediately under it (if exists) can be found efficiently. Using techniques imilar to 
those used above, we can solve the vertical ray shooting problem with nearly linear 
preprocessing time and storage and O(polylog(n)) query time. Thus this problem seems 
to be easier than the problem of computing a depth order. This result will be presented 
in a forthcoming companion paper. 
5. Disks 
In this section we apply our technique to a collection ~ = {c 1 . . . . .  c n} of n disks in 
the plane. The implications of the results of this section to the problem of computing the 
depth order are not very interesting, since the depth order of a collection of non-inter- 
secting horizontal disks in 3-space can be computed easily by sorting the planes 
containing the disks by their z-coordinates. Nevertheless, the results are of interest in the 
more general context of the 2-dimensional linear-extension problem that we are study- 
ing. We first sort the disks in ~" according to their radii. Let S a (resp. X¢ ~) denote the 
subset of disks of W that appear in the smaller (resp. larger) half of the sorted sequence. 
Our strategy is to interact _W with ,go', in a manner that will be described below, and 
then handle recursively the sets .~' and ,,~. For each c i ~ .~,  let s~- be the axis-parallel 
square circumscribing ci; denote by ~ the set of these squares. Clearly, for any pair 
of disks c 1 ~..W and c 2 ~ ,~,  C 1 N C 2 :#: • implies that either (i) the boundary of c 2 
intersects the boundary of s;-, or (ii) c 2 contains s;-. In other words, c 1 f')c 2 ~ 
implies that there exists a side of s~- that intersects c2. 
We now compute a compact representation f the set of all side-disk intersections, for 
a side of a square in S~ and a disk in ,,~. We first compute such a representation for 
the intersections involving vertical sides, and then compute, in a similar manner, a 
representation for the intersections involving horizontal sides. Let ~ denote the set of 
vertical sides of squares in ,5~. According to an observation of van Kreveld et al. [32], 
a side v ~ ~ intersects a disk c ~ ,,~ iff either (i) the center of c lies inside the 
horizontal slab defined by the horizontal lines passing through the endpoints of v, and 
the line containing v intersects c, or (ii) one of the endpoints of v lies inside c. Since all 
the sides in ~ are vertical, we can report all intersections of the first type using 
standard orthogonal range-searching techniques in close to linear time. The costly part is 
reporting the intersections of the second type. This can be done using more sophisticated 
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range searching techniques, such as the techniques of Agarwal and Matou~ek [2], 
Matou~ek [25] and of Chazelle et al. [13], which take time O(n7/5+e), for any e > 0; 
this is also a bound on the total size of the sets in the resulting representation. Taking 
into account he recursive handling of .S ° and of ,,~, we obtain an overall collection of 
pairs of sets {(~q'j, ~q~j)} that covers all intersecting pairs of disks in ~ × ~,  where the 
total size of all these sets is still 0(n7/5+~), for any e > 0. 
Next we need to refine the pairs (~q'j, ~' i)  produced in the first stage of the algorithm 
so as to enforce the common point property. For this, we adapt the technique used in the 
case of fat triangles. Let (,.9~, .q¢) be one of the pairs produced above, and let c o be a 
fixed disk in, 2 .  Each disk in ~q~ must contain a point of the square s~-, whose side 
++ be an length is 2 r 0, where r 0 is the radius of c 0. Let z be the center of s~-, and let s o 
axis-parallel square of side length 4r  0 centered at z. It is easy to verify that for each 
disk c ~,~,  we have area(c 0 s~ +) > fl" area(s~+), for some constant fraction /3 (this 
follows from the fact that c o is smaller than the disks in ~q~). Therefore, there exist a 
++ constant number of points within s o so that each disk of ~q~ contains at least one of 
these points. We can thus split ~ into a constant number of subfamilies ~ '1 , . . - ,  ~'l, 
each having the common point property, and replace the pair (~ ,  ..~) by the l 
corresponding pairs (,9~', ~q~l) . . . . .  (~ ,  ~'l), without affecting the other properties. 
The second stage of the algorithm is implemented in a way that is very similar to the 
one described for the case of fat triangles. The only difference is that here we need to 
perform circle shooting into a collection of circular arcs that form the boundary of a 
star-shaped region, rather than ray shooting. This can be done in polylogarithmic time, 
using the results of [4]. Putting everything together, we obtain an algorithm for the 
2-dimensional linear-extension problem for a collection of n disks, whose running time 
is 0(n7/5+~). 
Finally, note that if the collection ~ of disks has the a-ratio property then we can do 
much better. In this case we can implement he first stage as in the case o f  general fat 
objects (with the a-ratio property), and the second stage as in the case of general disks, 
as just obtained.~ This approach yields an algorithm for this special case whose running 
time is O(n log 7 n). 
Theorem 5.1. The 2-dimensional linear-extension problem for a collection ~ of n 
disks can be solved in 0(n7/5+ e) time, for any ~ > O. Moreover, if ~ has the a-ratio 
property, this problem can be solved in O(n log7 n) time, where the constant of 
proportionality is bounded by ca 2, for some constant c. 
6. Conclusion 
In this paper we have presented a new technique for computing depth orders for 
several useful classes of objects in 3-space. In the case of fat triangles we obtain a 
considerably improved (and simpler) solution than the previous algorithm of [16], and 
for the case of general fat objects our solution is the first known subquadratic algorithm. 
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The paper raises, however, many open problems. First, can our solution for the case 
of general fat objects be improved to run in close to O(n 4/3) time? Second, can we 
dispense with the a-ratio requirement, and obtain an efficient solution for the case of 
arbitrary fat objects (as we did in the case of triangles)? Finally, can we fine-tune our 
technique so that it can also detect cycles in the depth order? 
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