Abstract-This paper presents an innovative microwave technique, which is suitable for the detection of defects in nondestructive-test and nondestructive-evaluation (NDT/NDE) applications where a lot of a priori information is available. The proposed approach is based on the equations of the inverse scattering problem, which are solved by means of a minimization procedure based on a genetic algorithm. To reduce the number of problem unknowns, the available a priori information is efficiently exploited by introducing an updating procedure for the electric field computation based on the Sherman-Morrison-Woodbury formula. The results of a representative set of numerical experiments as well as comparisons with state-of-the-art methods are reported. They confirm the effectiveness, feasibility, and robustness of the proposed approach, which shows some interesting features by a computational point of view as well.
I
N general, microwave imaging of dielectric objects is an expensive computational process, because of the great number of unknowns and some negative features of the related inverse problem, such as ill-positioning and nonlinearity. However, testing an object for evaluating the presence of a defect allows us to reduce the computational complexity by fully exploiting the (generally) available a priori information concerning the unperturbed structure [1] . In some previous works [2] - [4] , such a problem has been faced by parameterizing an anomaly such as a crack in order to reduce the dimension of the search space. In particular, the most significant features of the unknown defect (i.e., position and dimensions) have been assumed as the parameters to be retrieved. To deal with nonlinearity, the inverse scattering problem has been reformulated as an optimization procedure solved through a genetic algorithm (GA)-based technique by defining a suitable cost function to be minimized. The convergence of the proposed algorithm has been reached Manuscript received September 11, 2004 after a nonnegligible number of iterations strictly related to the required spatial resolution accuracy.
Recently, an improved approach, still based on a GA optimization procedure, has been presented in [5] . In such a case, the investigation domain has been limited to the area of the unknown defect, which belongs to an inhomogeneous space (the host medium without the defect and the external background). However, although the dimension of the search space has been further reduced, such an approach too requires an electric field estimation only partially related to the crack features and it does not fully exploit the relationship between the dielectric distribution and scattered fields.
Therefore, to overcome such a drawback, this work describes a new approach allowing the computational resources be fully spent for the crack localization and dimensioning. Essentially, the final aim is to estimate in a faster and more effective way the electric field distribution in the investigation domain starting from the geometric features of the defect retrieved during the iterative reconstruction process. Consequently, the arising reduction of the number of unknowns leads to an increase of the convergence rate and to an improvement of the reconstruction accuracy.
The manuscript is organized in six sections. In Section II, the mathematical formulation of the approach will be presented by detailing the numerical procedure for the computation of electric field in the investigation domain. Moreover, two different implementations will be described in Section III. In Section IV, the computational improvement and the crack-detection efficiency of the method will be assessed through selected numerical results. Some remarks, arising from a comparative study [with other nondestructive-test and nondestructive-evaluation (NDT/NDE) methods], will be reported in Section V. Finally, some conclusions will be drawn in Section VI.
II. MATHEMATICAL FORMULATION
Let us consider the two-dimensional geometry shown in Fig. 1 assume a TM-polarization and a plane wave illumination, then the electric field turns out to be parallel to the axis of the cylindrical scatterer ( ) and the problem can be formulated in scalar form. Thus, by considering the point-matching version of the method of moment [6] , and partitioning is partitioned into equal subdomains centered at , , the scattering equations can be expressed in matrix form as follows:
• is a 1 matrix whose th element is given by , ; • and are 1 matrices whose th elements are given by and , , respectively; • is the external Green's matrix [7] of dimension , while is the internal Green's matrix [7] ; • is a diagonal matrix whose elements are given by , if and otherwise [ , and being the dielectric constant and conductivity, respectively]. Starting from such a mathematical description, the inversion procedure for NDE/NDT applications is aimed at detecting the presence of a crack in the host medium, whose cross section defines the area of investigation. By neglecting the a priori information on the unperturbed geometry (generally, available in several NDE/NDT applications concerned with the defect detection), the problem unknowns would be the object function and the total electric field at each pixel of ( ). Thus, due to the large number of unknowns, even though in presence of a nonnegligible nonlinearity, it could be profitable to solve such a standard inverse scattering problem through conjugate gradient fast Fourier transform methods [8] . Fortunately, by taking into account the a priori information available in the crack-detection NDE/NDT problem, it is possible to notably reduce the search space, modeling the defect as an unknown small "object" in a known host medium. Under such a hypothesis, let us approximate this "object" by means of a homogeneous rectangular void centered at [ ], characterized by a length , a width , and an orientation ( , , and , . Therefore, if , , is expressed as a function of , the solution of the scattering problem can be obtained as (4) being (5) where and according to (3) . Due to the nonlinearity of and the reduced number of problem unknowns, the minimization of is carried out by means of a suitable version of a genetic algorithm [9] , [10] . This multiple-agent stochastic optimizer demonstrated to be very effective in dealing with reduced and nonlinear search spaces where deterministic methodologies generally failed yielding wrong solutions corresponding to local minima of the functional to be minimized. According to the implementation described in [2] and by using binary genetic operators, a sequence of populations of trial solutions (being the iteration index, , and the index of the trial solution in the population) is generated, whose optimal individual converges to the minimum of (5), . Because of the integer-valued unknowns (after discretization, the coordinates of the center of the defect are assumed as integer parameters, too), is coded in a binary concatenated chromosome ( Fig. 2) in which , , , , and are coded in binary strings of bits, , , and , respectively.
III. OUTLINE OF THE SMW-BASED METHOD FOR FIELD PREDICTION
As far as the computation of the unknown electric field values is concerned, a method based on the Sherman-Morrison-Woodbury (SMW) formula for matrix inversion [11] is considered.
Let us assume that the perturbed geometry (i.e., the host medium with the defect) consists of ( ) discretization subdomains different from a known reference configuration (characterized by a known distribution , ). Moreover, let us introduce two matrices, and , which are related to the perturbed and the reference geometry, and given by (6) (7) where . . . . . . . . . and the entries of are functions of according to the relationship defined in (3); is the identity matrix. Thus, the unknown total electric field in can be computed by using a computationally expensive matrix inversion as (in the following we will refer to such a procedure as "Direct Algorithm"). On the other hand, the computational cost reduces, if is available and when the SMW formula is used (8) where
• ; • is an matrix whose columns are the nonzero columns in ; • is an matrix whose th column, has the value 1 at its th entry and 0 otherwise ( , being the nonzero columns in ). Then, two different versions of the approach based on the SMW for the iterative estimation of can be considered. The main difference lies in the choice of the reference configuration for the dielectric profile in the investigation domain. They will be detailed in the next subsections. 
A. SMW "Unperturbed Configuration" (SMW )
In such a version, the unperturbed geometry is assumed as reference model ( , ) and (9) Therefore, the reference matrix , which depends on the known unperturbed configuration and not at all on the defect, can be computed off-line and only once during the initialization phase of the iterative minimization ( ). Then, for the th trial solution at the th iteration ( ), , the corresponding perturbed matrix turns out to be (10) where the subscripts and denote quantities (matrices or scalars) related to . In particular, is a function of through (3). Successively, (8) is applied to compute (11) to give an estimation of the unknown electric field in the investigation domain (12) concerned with the configuration of the crack features.
B. SMW "Best Individual" (SMW )
Since a suitable GA is used as the optimization procedure, it is possible to choose as reference model at the th iteration , being a function of according to (3) . Therefore, the iterative updating of is obtained through (12) by considering that 
IV. NUMERICAL VALIDATION AND COMPARATIVE ASSESSMENT
In this section, the SMW-based approach will be assessed by considering a selected set of numerical simulations. Both the proposed versions of the approach will be analyzed and the achieved results will be compared with those of previous implementations, which have been denoted as FGA [2] and IGA [5] , in terms of the "localization error" ( ), the "dimensioning error" ( ) (as defined in [2] ), and the "field-prediction error" ( ) defined as (15) where and the superscript indicates a reconstructed quantity.
Concerning the problem geometry, a square homogeneous cylinder of side ( being the free-space wavelength) illuminated by a set of plane-waves ( , ) has been assumed. The scattering data have been collected in measurement points equally spaced on a circle in radius. Moreover, has been discretized into square subdomains -sided (Fig. 3) . Moreover, to simulate realistic environmental conditions, a noise of Gaussian-type and characterized by a fixed signal-to-noise ratio (SNR) has been added to scattering data. Concerning the optimization procedure, the following parametric setup has been assumed: , (mutation probability), (bit-mutation probability), and (crossover probability) [10] . Moreover, the iterative process has been stopped when or if the stationary condition holds (16) where , , and .
A. Computational Issues
In order to evaluate the performance of the proposed approach in terms of computational costs, the following test case has been considered. An host medium, characterized by , , has been located in a noisy (SNR dB) scenario. The unknown defect has been positioned in and and different values of its area have been considered to evaluate the dependence of the reconstruction process on the dimension of the problem at hand. Fig. 4 shows the plot of the required CPU-time for each iteration ( ) and for various dimensions of the defect when the SMW and the SMW are used [ Fig. 4(a) ]. As it can be observed, for SMW is independent on the area of the defect , while it strictly depends on the dimension of the defect when the SMW approach is used. Concerning the SMW , grows as increases and the approach turns out to be effective when [ Fig. 4(a) ]. On the contrary, for the SMW , is about an order in magnitude smaller than the CPU-time for the Direct Algorithm [ Fig. 4(b) ]. Moreover, it performs worse if compared with the FGA and the IGA. However, it should be pointed out that both approaches based on SMW formula require a lower number of iterations to reach the convergence [ Fig. 4(b) ], the length of the curve being characteristic of the required number of iterations.
Therefore, to complete the assessment of the effectiveness of the proposed implementations, it is needed to evaluate their reconstruction performance, as well. Toward this aim, different representative test cases have been considered.
B. Reconstruction Accuracy Versus the Crack Area
By considering the same geometric arrangement of the previous example, a comparison among the reconstruction methods has been carried out in terms of error figures by varying the dimension of the defect from up to and for SNRs in the range between 2.5 and 30.0 dB. Fig. 5 shows the grayscale representations of the localization error when the SMW [ Fig. 5(a) ], the SMW [ Fig. 5(b) ], the Fig. 5(b) , it turns out that SMW is more sensitive to the noise level than SMW , especially for the lowest values of . Moreover, methods based on SMW formula outperform FGA when and IGA when , respectively. The localization accuracy of the SMW-based techniques is further confirmed on average since, and versus and . As far as the dimensioning of the defect is concerned, the SMW slightly outperforms the SMW and the IGA approaches ( , , and ), in particular for low noise conditions [ Fig. 6(a) and (b) ]. On the other hand, a larger improvement is achieved with respect to the FGA technique ( ). Finally, as expected, the SMW-based approaches notably overcome the FGA and the IGA methods in predicting the electric field induced in the investigation domain as shown in Fig. 7 and confirmed by the average values of , , , and .
C. Reconstruction Accuracy Versus the Host Medium Conductivity
In the following example, the reconstruction capabilities are assessed for a lossy host medium. Toward this end, the electric conductivity of the homogeneous host medium has been varied in the range and a square defect ( -sided) has been located at and . The localization errors are reported in Fig. 8 with a grayscale representation. By comparing the results for the SMW and the SMW [ Fig. 8(a)-(b) ], it turns out that the "best individual" implementation is more strongly affected by the value of than its "unperturbed" counterpart. Nevertheless, SMW-based methods as well as the IGA technique show good localization properties whatever the host medium and the environment conditions as confirmed by the average values ( , , and ). On the contrary, the defect is not satisfactorily localized when the FGA is adopted ( ). Similar conclusions hold for the estimation of the crack dimensions (Fig. 9) . In fact, on average, the SMW reaches the best results as compared with other techniques , , , and . Finally, once again, SMW techniques demonstrate very accurate in estimating the unknown electric field as pointed out by the values of the error figure [ Fig. 10(a)-(d) ] as well as on average , , , and .
V. FINAL REMARKS
On the basis of the computational costs and the reconstruction capabilities discussed in the previous subsections, a deeper comparison is performed by considering the IGA and the SMW approaches as representative methodologies. As a matter of fact, the "best individual" implementation of the SMW-based method is more efficient than the SMW technique since it allows to reduce the computational burden for any crack dimension [ Fig. 4(d) -(e)] by keeping (or improving) the accuracy in the defect localization and dimensioning. Moreover, Figs. 5-10 pointed out that the behaviors of the error figures , , and are very close/similar for both the SMW techniques and the corresponding average values turn out to be adequate for an accurate reconstruction.
In comparison with the IGA, SMW is computationally more expensive [ Fig. 4(e) ], although it converges faster and it is more accurate in reconstructing the perturbed scenario, mainly concerning the prediction of the electric field. To point out such properties, Figs. 11 and 12 show a grayscale representation of the discrepancy error figures: , , and for the two analyzed test cases (Sections IV-B and IV-C).
As can be observed from Fig. 11 , IGA and SMW reach almost the same accuracy in locating and dimensioning the defect [ Fig. 11(a) and (b) ], while Fig. 11(c) points out that the SMW is more efficient in the field computation, especially when the data are affected by noise.
The same conclusions can be drawn by considering the effects of . In such a case, the SMW approach works better when the host medium is lossy, too (Fig. 12) .
Finally, the last example deals with a host medium discretized into square pixels in order to confirm the effectiveness of the proposed approach in exploiting the available a priori information in a larger dimension of the problem, as well. As a matter of fact, when the SMW is used, the dimension of does not depend on the discretization of the investigation domain and the unknown electric field samples ( , , ) are determined through the SMW-based matrix inversion procedure starting from the estimate of . Thus, as expected, the SMW keeps almost unaltered its properties in terms of reconstruction accuracy as shown in Fig. 13 where the behaviors of the error figures concerned with the crack reconstruction are reported ( , and ). On the contrary, since the number of unknowns to be determined by means of the optimization procedure, , as well as the dimension of the search space directly depend on , the effectiveness of the IGA in locating the defect significantly reduces increasing the discretization of .
VI. CONCLUSION
A new technique for a microwave NDT/NDE crack-detection has been proposed. The approach, based on the Sherman-Morrison-Woodbury updating formula, fully exploit the available a priori information about the unperturbed configuration. The effectiveness of the proposed approach has been assessed through a numerical analysis by considering input data affected by noise as well as dissipative host media, too. The obtained results has confirmed the capabilities of the method in locating and dimensioning the defect and in accurately estimating the distribution of the total electric inside the test area.
However, it has been observed that the allowed improvement in the reconstruction accuracy has, as a counterpart, a nonnegligible increase of the computational burden cost in comparison with other approaches. Therefore, the reduction of the computational load is still an open question that will be further addressed, especially to extend the diagnostic procedure to three-dimensional configurations. 
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