Abstract. We prove that, given ǫ > 0 and k ≥ 1, there is an integer n such that the following holds. Suppose G is a finite group and A ⊆ G is k-stable. Then there is a normal subgroup H ≤ G of index at most n, and a set Y ⊆ G, which is a union of cosets of H, such that |A △ Y | ≤ ǫ|H|. It follows that, for any coset C of H, either |C ∩ A| ≤ ǫ|H| or |C \ A| ≤ ǫ|H|. This qualitatively generalizes recent work of Terry and Wolf on vector spaces over Fp.
Introduction
Given a group G, a subset A ⊆ G, and an integer k ≥ 1, we say A is k-stable if there do not exist a 1 , . . . , a k , b 1 , . . . , b k ∈ G such that a i b j ∈ A if and only if i ≤ j. In [10] , Terry and Wolf prove the following arithmetic regularity lemma for k-stable subsets A ⊆ F n p , where F n p is the additive group of the n-dimensional vector space over a fixed field of prime order p. such that for any g ∈ G, either |H ∩ (A − g)| ≤ ǫ|H| or |H \ (A − g)| ≤ ǫ|H|. Theorem 1.1 is a strengthened version of Green's "Regularity lemma in (Z/2Z) n ", Theorem 2.1 of [1] , for stable subsets of F n p . In this paper, we use model theoretic techniques to generalize Theorem 1.1 to arbitrary finite (not necessarily abelian) groups G, but without the quantitative information on the index of H in G. Specifically, we prove: Theorem 1.2. For any k ≥ 1 and ǫ > 0, there is n = n(k, ǫ) such that the following holds. Suppose G is a finite group and A ⊆ G is k-stable. Then there is a normal subgroup H ≤ G, of index at most n, such that for each coset C of H in G either |C ∩ A| ≤ ǫ|H| or |C \ A| ≤ ǫ|H|. Theorem 1.2 is connected to the stable regularity theorem for graphs. When G is abelian (and written additively), the relation δ(x, y) defined by x + y ∈ A induces a graph on G. Then the statement of Theorem 1.2, restricted to such (G, A) with A k-stable, yields the stable graph regularity lemma of [7] (and [6] ), with the further property that the pieces of the regular partition are cosets of a given subgroup (but without the quantitative aspects of [7] ). For general groups, it is more natural to consider bipartite graphs and, in this case, the normality of the subgroup H in Theorem 1.2 allows us to deduce a similar regularity lemma. Details are given in Corollary 3.5. Hence we view Theorem 1.2 as an algebraic regularity statement for stable subsets of groups, in a rather general environment (compared to the setting of [1] and [10] ). Theorem 1.2 can also be viewed as a structure theorem for subsets A of arbitrary finite groups G which are stable in the sense that the relation xy ∈ A is k-stable in G for some fixed k. In [10] , the regularity statement of Theorem 1.1 is used to obtain a structural result on k-stable subsets of F n p in terms of cosets of the subgroup H. In particular, with G, H, and A as in Theorem 1.1, there is a subset Y ⊆ G, which is a union of cosets of H, such that |A △ Y | ≤ ǫ|G| (see [10, Corollary 1] ). In fact, we will prove Theorem 1.2 by proving this structure result for arbitrary finite groups first, and moreover with ǫ|G| strengthened to ǫ|H| (but, again, without quantitative bounds on the index of H). Theorem 1.3. For any k ≥ 1 and ǫ > 0, there is n = n(k, ǫ) such that the following holds. Suppose G is a finite group and A ⊆ G is k-stable. Then there is a normal subgroup H ≤ G, of index at most n, and a subset Y ⊆ G, which is a union of cosets of H, such that |A △ Y | ≤ ǫ|H|.
Our main theorems will be proved by referring to results in "local" stability and stable group theory, and using an ultraproduct construction. In Theorem 2.3 we take the opportunity to give a clear statement of what stable group theoretic results holds in the local (formula-by-formula) setting. While local stability theory is very well developed for arbitrary structures (see, e.g., [2] , [5] , [?, Section II.2]), a precise account for groups, involving local connected components and local Keisler measures, is not available in the literature. It will be convenient to refer to [5] where the results are stated in a form suitable for adaptation to the current paper, but there are other sources such as [9] and [2] .
Our methods are analogous to the proof in [6] of the stable regularity lemma (for graphs) [7] , which again used local stability theory and ultraproducts, without giving explicit bounds. However, whereas [6] gave a new proof of known results, in this paper we prove genuinely new results. Specifically, the statements of Theorems 1.2 and 1.3 for arbitrary groups (even for abelian groups) are entirely new. Moreover, our work provides concrete quantitative improvements (namely strengthening ǫ|G| to ǫ|H| in Theorem 1.3), for which a finitary argument has not been found. Ongoing work of Wolf and the third author suggests that generalizing the original proof of Theorem 1.1 even to the setting of abelian groups will require non-trivial adaptations. For instance, in that setting, subgroups are replaced by certain approximate subgroups called Bohr sets. Therefore, the infinitary perspective and model theoretic tools employed in this paper allow us to prove facts which seem difficult to prove fully in the finite setting. On the other hand, as Theorems 1.2 and 1.3 do not obtain explicit bounds on n(k, ǫ), finding finitary proofs which yield such bounds remains an interesting question.
In Section 2, we obtain the necessary results in local stable group theory. In Section 3 we give the proofs of Theorems 1.2 and 1.3.
Local stable group theory
Stability theory is typically about definability in stable theories, and stable group theory is about stability in the presence of a definable group operation (or transitive action). It is important and useful to know that much of the machinery of stability is available when a given formula δ(x,ȳ) is stable (see the definition below) and we work inside the Boolean closure of sets defined by instances of δ, even though the ambient first order theory may be unstable. We call this "local" stability, and we give details of the group version in this section.
Throughout this section, we work with a fixed group G (possibly infinite) and, given a, b ∈ G, we write ab for the product of a and b in G. For this section, we also fix a relation δ(x,ȳ) on G, whereȳ is some finite tuple of variables. We assume δ is (left) invariant, i.e. for allb ∈ G |ȳ| and a ∈ G, there is somec ∈ G |ȳ| such that δ(ax,b) and δ(x,c) are equivalent.
Let M δ be the first-order structure which expands the group structure on G by the relation δ. We assume that δ is stable, i.e. for some k ≥ 1, there do not exist a 1 , . . . , a k ∈ G andb 1 , . . . ,b k in G |ȳ| such that δ(a i ,b j ) holds if and only if i ≤ j (in this case we also say that δ is k-stable).
A δ-formula is a formula φ(x) given by a finite Boolean combination of instances of δ(x,b) forb ∈ G |ȳ| . We treat x = x and x = x as degenerate δ-formulas. Let S δ (M δ ) denote the space of complete δ-types over G, i.e., maximal sets of δ-formulas such that any finite subset is simultaneously satisfied by an element of G. Recall that S δ (M δ ) is a totally disconnected compact Hausdorff space under the topology whose basic open sets are {p ∈ S δ (M δ ) : φ(x) ∈ p} for some δ-formula φ(x). We will often conflate definable sets with the formulas defining them, for instance by saying a type
In the following, we always work with the left action of G on definable sets and types. In particular, when we say "translate" and "coset", we always mean "left translate" and "left coset", etc.
Let FER δ denote the collection of ∅-definable equivalence relations E(x 1 , x 2 ) on G such that E has finitely many classes and each E-class is defined by a δ-formula. An equivalence relation E ∈ FER δ is G-invariant if, for any a, b, g ∈ G, E(a, b) holds if and only if E(ga, gb) holds.
The following fact is taken from [5] , which is written in the setting of homogeneous spaces (G, S). Our setting is the special case when G = S.
Fact 2.1. Let X be the set of generic types p ∈ S δ (M δ ).
(i) X is finite and nonempty.
is generic if and only if it is contained in some p ∈ X.
Proof. Parts (i), (ii), and (iii) are precisely Lemma 5.16 of [5] . Part (iv) is given as a claim in the proof of this lemma.
By Remark 5.17(i) of [5] , a δ-formula φ(x) is generic if and only if, for all g ∈ G, the formula φ(gx) does not fork over ∅ (equivalently, does not divide over ∅), i.e., in modern jargon, φ(x) is f -generic. Indeed, the following is evident from the proof of Remark 5.17 in [5] .
Remark 2.2. A δ-formula φ(x) is generic if and only if for every indiscernible sequence (g
Let Def δ (G) be the collection of δ-formulas, which we identify with the Boolean algebra of subsets of G defined by δ-formulas. A δ-Keisler measure is a finitely additive probability measure on Def δ (G). Let G 0 δ denote the E δ -class of the identity in G (where E δ is as in Fact 2.1).
The following theorem summarizes several main features of stable group theory in this local setting. Under the global assumption of stability, this is well-known and standard in any text on stability theory (e.g., [9] ). However, a clear account of the following result is not available in the literature, and so we take the opportunity to show precisely what works in the local setting, as well as some subtle differences (see Remark 2.4). Theorem 2.3. Fix a group G, and let δ(x,ȳ) be a stable invariant relation on G.
(
Proof. Part (i). The fact that G 0 δ is a subgroup of G, and that its cosets are precisely the E δ -classes of G, follows from G-invariance of E δ . Since E δ has only finitely many classes, G 0 δ has finite index. Part (ii). Since G 0 δ has finite index, it is generic. Thus every coset of G 0 δ is contained in some generic type by Fact 2.1(ii), which is unique by Fact 2.1(iii).
Part (iii). Let p ∈ S δ (M δ ) be the unique generic type containing the coset C (by part (ii)). By parts (iii) and (iv) of Fact 2.1, a δ-definable subset of C is generic if and only if the δ-formula defining it is in p. As exactly one of φ(x) or ¬φ(x) is in p, we see that exactly one of C ∩ φ(G) or C \ φ(G) is generic.
Part (iv). Since the nongeneric definable sets form an ideal (by parts (i) and (iv) of Fact 2.1), this is simply a reformulation of part (iii).
Part (v). If this fails, then there is a δ-definable proper subgroup H ≤ G Remark 2.5. In Theorem 2.3, it is natural to ask about how the index of G 0 δ depends on k, where k ≥ 1 is such that δ(x;ȳ) is k-stable. We observe that there is no direct relationship in general. For example, let G = (Z, +) and let δ(x, y) be x + y ∈ nZ, for some fixed n ≥ 1. Then δ(x, y) is 2-stable since nZ is a subgroup. But G 0 δ ⊆ nZ and so [G :
Moreover, any δ-formula defines a finite or cofinite subset of Z, and so G 0 δ must be Z.
Proof of the main results
We can now prove Theorems 1.2 and 1.3 from Section 1.
Proof of Theorem 1.3. For a contradiction, suppose that the theorem is false. Then there is k > 0 and ǫ > 0 such that the following hold. For each i ≥ 0, there is a finite group G i and a k-stable subset A i ⊆ G i such that for any normal H ≤ G i of index at most i, and any Y ⊆ G i , which is a union of cosets of H,
Note, in particular, that |G i | > i, since otherwise we could take H to be the trivial group and contradict the assumptions on G i .
The strategy of the proof is to work with an ultraproduct of the structures (G i , A i ), considered in the group language with an extra unary predicate, and obtain an infinite group contradicting Theorem 2.3. In order to apply arguments involving Keisler measures, we will need to work in a larger language containing extra symbols for measuring formulas. There are several accounts of this kind of formalism in the literature, and we will loosely follow [3, Section 2.6].
Let L be the language with three sorts, S Gr , S P , and S R , a unary predicate A(x) on S Gr , binary functions · : S 2 Gr → S Gr and + : S 2 R → S R , binary relations ∈ on S Gr × S P and < on S R × S R , and a function symbol µ : S P → S R . Given an L-structure M and a sort S in L, we let S M denote the interpretation of S in M . 
Similarly define Def * δ (G). Next, we will observe that, for any φ(x) ∈ Def * δ (G), the set φ(G) defined by φ(x) is identified with a unique element of S M P via the interpretation of ∈ in M . Essentially this is because the same property is both true in each M i and uniformly expressible in L, and thus transfers via Loś's Theorem. Precisely, for each G i and
Now let Z = X φ(x,z) be the formula ∀x(x ∈ Z ↔ φ(x,z)), in the free variables Z (of sort S P ) andz (of sort S Gr ), and note this uniformly defines
and moreover, ifā = [(ā i ) i∈N ], then we must have that X φ(x,ā) = U X φ(x,āi) .
Let st :
Thus ν is an ultralimit of counting measures, which are left-invariant finitely additive probability measures. By Loś's Theorem, ν is a left-invariant δ-Keisler measure on Def δ (G). Because δ is k-stable, we see that ν is the unique left-invariant probability measure on Def δ (G), given by Theorem 2.3. Moreover, we have the finite index subgroup K := G 0 δ of G, given by Theorem 2.3. Let m be the index of K, and let H = g∈G gKg -1 . Then H is normal of index n ≤ m!. Moreover, H ∈ Def * δ (G) since it is a finite intersection of conjugates of
and note that V ∈ U. By our choice of the G i , it follows that for any i ∈ V and any Y ⊆ G i , which is a union of cosets of H i ,
Given I ⊆ [n], letȳ I = (y j ) j∈I , and define the formula
Now define the formula
In other words, given i ≥ 0 andc ∈ G |z| , M i |= ψ(c) if and only if for any covered by the translates b 1 φ(G i ,c) 
, it follows that for any Y ⊆ G, which is a union of cosets of H, we have µ
Since K is a union of cosets of H, the same statement is true where Y is a union of cosets of K. But since A * is defined in M by δ(x, 1) ∈ Def δ (G), this contradicts that ν is the measure µ δ from Theorem 2.3.
Proof of Theorem 1.2. Given k ≥ 1 and ǫ > 0, let n = n(k, ǫ) be as in Theorem 1.3. Suppose G is a finite group and A ⊆ G is k-stable. Let H ≤ G be the normal subgroup of index at most n given by Theorem 1.3, and let Y ⊆ G be a union of cosets of H such that
Before moving to graph regularity, we make several remarks about the previous proofs.
Remark 3.1. Given G, A, and H as in the statement of Theorem 1.2 or 1.3, it follows from the proof of Theorem 1.3 that H is definable from A in the following sense: H is a finite intersection of conjugates of a subgroup K, which is in the Boolean algebra of subsets of G generated by left translates of A. Remark 3.2. As mentioned in the introduction, Theorem 1.3 improves the structural components of the work in [10] (valid for G = F n p ), in particular strengthening |A △ Y | ≤ ǫ|G| to |A △ Y | ≤ ǫ|H|. The underlying reason for this improvement is that, in the proof of Theorem 1.2, we obtain ν(A * △ Y ) = 0 in the ultraproduct. Indeed, one could reformulate the statements of Theorems 1.2 and 1.3 to obtain any uniformly defined error (at the cost of changing the bounds). For example, given k ≥ 1 and γ : Z + → R + , there is n = n(k, γ) such that the following holds. Suppose G is a finite group and A ⊆ G is k-stable. Then there is a normal subgroup H ≤ G, of index m ≤ n, and a subset Y ⊆ G, which is a union of cosets of H, such that |A △ Y | ≤ γ(m)|H|.
Remark 3.3. Continuing the thread of Remark 2.5, we observe that in Theorem 1.3, it is not possible to remove the dependency of n on ǫ. Precisely, for any k ≥ 2 and n ≥ 1, there is some ǫ > 0 such that the following holds. For any N ≥ 1, there is a finite group G, with |G| ≥ N , and a k-stable subset A ⊆ G such that, for any subgroup H ≤ G of index at most n and any set Y ⊆ G, which is a union of cosets of H, one has |A △ Y | > ǫ|G|.
To see this, fix k ≥ 2 and n ≥ 1. Pick ǫ > 0 small enough so that there is a prime p > n satisfying 1 1−ǫ < p < 1 ǫ . Now fix N ≥ 1, and find a prime q > n such that pq ≥ N . Let G = (Z/pZ) × (Z/qZ) and let A = {0} × (Z/qZ). Note that A is 2-stable since it is a subgroup. Suppose H ≤ G is a subgroup of index at most n. Since p and q are primes greater than n, it follows that H has index 1, and so H = G. Now suppose Y is a union of cosets of H. Then either Y = ∅ or Y = G, and so we have |A △ Y | = q or |A △ Y | = pq − q, respectively. Since
Finally, we deduce a graph regularity statement from Theorem 1.2. Since we work with possibly nonabelian groups, it is more natural to consider bipartite graphs. Given a finite bipartite graph Γ = (V, W ; E), subsets X ⊆ V and Y ⊆ W , and vertices v ∈ V and w ∈ W , define deg Γ (v, Y ) = |{y ∈ Y : E(v, y)}| and deg Γ (X, w) = |{x ∈ X : E(x, w)}|.
Given ǫ > 0 and nonempty X ⊆ V and Y ⊆ W , with |X| = |Y |, we say that the pair (X, Y ) is uniformly ǫ-good for Γ if either:
This choice of terminology is motivated by [7] , since it is related to the notion of an ǫ-good subset in a graph. Next, given X ⊆ V and Y ⊆ W , let
Recall that the pair (X, Y ) is ǫ-regular if, for all X 0 ⊆ X and Y 0 ⊆ Y , with
One can show that uniformly ǫ 2 -good pairs are ǫ-regular with edge density at most ǫ or at least 1 − ǫ (as in the regularity lemma for stable graphs in [7] ). In fact, regularity occurs between pairs (X 0 , Y 0 ) of nonempty subsets in which only one of X 0 or Y 0 has size at least ǫ|X|. 
Proof. Assume (X, Y ) is uniformly ǫ 2 -good for Γ. We show (i) or (ii) holds (note that ǫ < If deg Γ (a, Y ) ≤ ǫ 2 |X| for all a ∈ X then ( †) implies
On the other hand, if deg Γ (a, Y ) ≥ (1 − ǫ 2 )|X| for all a ∈ X then, for all a ∈ X, deg Γ (a, Y 0 ) ≥ |Y 0 | − ǫ 2 |X|, and so ( †) implies
The next result gives the graph theoretic regularity statement implied by Theorem 1.2. Given a group G and A ⊆ G, we define the Cayley graph C A (G) to be the bipartite graph (V, W ; E) where V = W = G and, given a, b ∈ G, E(a, b) holds if and only if ab ∈ A. Let deg A denote deg CA(G) . Note that, given X ⊆ G and a ∈ G, we have deg A (a, X) = |A ∩ aX| and deg A (X, a) = |A ∩ Xa|. Proof. Let n = n(ǫ, k) be given by Theorem 1.2. Suppose G is a finite group and A ⊆ G is k-stable. By Theorem 1.2, there is a normal subgroup H, of index m ≤ n, such that, for each coset C of H, either |C ∩ A| ≤ ǫ|H| or |C \ A| ≤ ǫ|H|. Let C 1 , . . . , C m be the cosets of H.
Fix i, j ≤ m, and let C i = xH and C j = yH. Then, using normality of H, it follows that for any a ∈ C i and b ∈ C j , deg A (a, C j ) = |A ∩ aC j | = |A ∩ xyH| and deg A (C i , b) = |A ∩ C j b| = |A ∩ Hxy|. So, by choice of H, it follows that (C i , C j ) is uniformly ǫ-good.
