Protection in space division multiplexing elastic optical networks by Oliveira, Helder May Nunes da Silva, 1989-
Universidade Estadual de Campinas
Instituto de Computação
INSTITUTO DE
COMPUTAÇÃO
Helder May Nunes da Silva Oliveira
Proteção em Redes Ópticas Elásticas com Multiplexação
Espacial
CAMPINAS
2018
Helder May Nunes da Silva Oliveira
Proteção em Redes Ópticas Elásticas com Multiplexação Espacial
Tese apresentada ao Instituto de Computação da
Universidade Estadual de Campinas como parte
dos requisitos para a obtenção do título de Doutor
em Ciência da Computação.
Orientador: Prof. Dr. Nelson Luis Saldanha da Fonseca
Este exemplar corresponde à versão final da
Tese defendida por Helder May Nunes da Silva
Oliveira e orientada pelo Prof. Dr. Nelson Luis
Saldanha da Fonseca.
CAMPINAS
2018
Agência(s) de fomento e nº(s) de processo(s): CAPES; CNPq, 165446/2015-3 
Ficha catalográfica
Universidade Estadual de Campinas
Biblioteca do Instituto de Matemática, Estatística e Computação Científica
Márcia Pillon D'Aloia - CRB 8/5180
    
  Oliveira, Helder May Nunes da Silva, 1989-  
 OL4p OliProteção em redes ópticas elásticas com multiplexação espacial / Helder
May Nunes da Silva Oliveira. – Campinas, SP : [s.n.], 2018.
 
   
  OliOrientador: Nelson Luis Saldanha da Fonseca.
  OliTese (doutorado) – Universidade Estadual de Campinas, Instituto de
Computação.
 
    
  Oli1. Redes ópticas elásticas. 2. Redes ópticas. 3. Agregação de tráfego. 4.
Roteamento multicaminho. I. Fonseca, Nelson Luis Saldanha, 1961-. II.
Universidade Estadual de Campinas. Instituto de Computação. III. Título.
 
Informações para Biblioteca Digital
Título em outro idioma: Protection in space division multiplexing elastic optical networks
Palavras-chave em inglês:
Elastic optical networks
Optical networks
Traffic grooming
Multi path routing
Área de concentração: Ciência da Computação
Titulação: Doutor em Ciência da Computação
Banca examinadora:
Nelson Luis Saldanha da Fonseca [Orientador]
Gustavo Bittencourt Figueiredo
Regina Melo Silveira
Edmundo Roberto Mauro Madeira
Fábio Luiz Usberti
Data de defesa: 12-09-2018
Programa de Pós-Graduação: Ciência da Computação
Powered by TCPDF (www.tcpdf.org)
Universidade Estadual de Campinas
Instituto de Computação
INSTITUTO DE
COMPUTAÇÃO
Helder May Nunes da Silva Oliveira
Proteção em Redes Ópticas Elásticas com Multiplexação Espacial
Banca Examinadora:
• Prof. Dr. Nelson Luis Saldanha da Fonseca
Instituto de Computação - UNICAMP
• Prof. Dr. Edmundo Roberto Mauro Madeira
Instituto de Computação - UNICAMP
• Dr. Fábio Luiz Usberti
Instituto de Computação - UNICAMP
• Prof. Dr. Gustavo Bittencourt Figueiredo
Instituto de Matemática - Universidade Federal da Bahia
• Profa. Dra. Regina Melo Silveira
Escola Politécnica da Universidade de São Paulo
A ata da defesa, assinada pelos membros da Comissão Examinadora, consta no SIGA/Sistema
de Fluxo de Dissertação/Tese e na Secretaria do Programa da Unidade.
Campinas, 12 de setembro de 2018
Dedicatória
Dedico este trabalho à minha querida mãe Maria e ao meu pai Heli.
Às minhas irmãs Helen, Helece e Helissa.
Ao meu irmão Helton.
E à minha esposa Lais.
Quem pensa ver algo sem falhas
pensa naquilo que nunca existiu,
que não existe,
e que nunca existirá.
(Alexander Pope)
Agradecimentos
Agradeço imensamente aos meus pais por terem sempre me encorajado com os estudos e me
proporcionado o apoio necessário para chegar até aqui.
Aos meus queridos irmãos que mesmo distantes nunca deixaram de estar presentes. Obri-
gado por ouvirem minhas queixas e frustrações e por acreditarem em mim.
Agradeço especialmente a minha esposa por todo o seu apoio e inspiração, por sua espera,
paciência, compreensão e companheirismo nessa longa jornada.
Ao meu orientador pela orientação, apoio e incentivo oferecidos. Este trabalho não teria
sido possível sem o constante apoio fornecido por ele.
Meu muito obrigado a todos os colegas do Laboratório de Redes de Computadores (LRC),
tanto aqueles que já não fazem mais parte do LRC quanto aos que ficaram concluindo suas
jornadas, sem vocês seria impossível chegar até aqui. As discussões técnicas com todos sempre
foram muito frutíferas e sempre trouxeram boas ideias.
Sou grato à família Campineira, família formada diante das dificuldade, mas também nas
comemorações e vitórias do dia a dia. Em especial à pequena Helena que com seu sorriso
alegrou meus fins de semana.
Agradeço também ao CNPq, Fapesp e a Capes pelo apoio financeiro.
Gostaria também de reconhecer a contribuição de todos aqueles que estão diretamente ou
indiretamente associados comigo. Expresso meus sinceros agradecimentos a todos.
Finalmente, um agradecimento muito especial Àquele que mais me ajudou, me inspirou, me
acolheu em todos os momentos e que nunca faltou quando Dele eu mais precisava. Agradeço
ao Espírito Santo de Deus que Sempre seja feita a Sua vontade.
Resumo
A multiplexação por divisão espacial é uma solução promissora para que as redes ópticas elás-
ticas possam lidar com o esgotamento esperado da capacidade das redes de único núcleo. A
introdução da multiplexação por divisão espacial em redes ópticas traz novos desafios para pro-
teção de redes, uma vez que um caminho de luz pode abranger uma alta capacidade e transmitir
dados a diferentes taxas. Adicionalmente, a enorme quantidade de tráfego nestas redes provo-
cam a necessidade de proteção contra falhas, uma vez que essas são relativamente frequentes;
atualmente, a taxa de falha de um corte de fibra é uma a cada quatro dias. Muitos estudos
sobre redes ópticas têm sido desenvolvidos e relatados na literatura. No entanto, apenas recen-
temente, o estudo de multiplexação espacial para redes ópticas elásticas tem sido considerado.
Nesse contexto, embora algoritmos de roteamento e alocação de núcleo e espectro tenham sido
propostos na literatura, poucos trabalhos consideram proteção. Além disso, o compartilhamento
de recursos de backup não é considerado.
Nesta tese, propõe-se soluções de proteção em redes ópticas elásticas com multiplexação
espacial, visando a redução do bloqueio de requisições para estabelecimento de conexão, o me-
lhoramento da utilização dos recursos em redes ópticas elásticas com multiplexação espacial,
considerando diferentes cenários de carga e topologias. Para tal, o problema de proteção des-
tas redes levará em consideração a utilização de caminhos de proteção, diferentes formatos de
modulação, o uso de agregação de tráfego, o uso de sobreposição de espectro em caminhos
de proteção, interferência mínima e roteamento multicaminho. Diversos algoritmos foram pro-
postos e avaliados para prover 100% de proteção contra ocorrência de uma falha, bem como
um algoritmo para proteção contra duas falhas simultâneas. Os resultados indicam que os al-
goritmos propostos produzem um melhor desempenho quando comparado ao desempenho dos
algoritmos existentes na literatura.
Abstract
Spatial division multiplexing is a promising solution proposed for elastic optical networks to
cope with the expected depletion of the capacity of single core networks. The introduction of
space division multiplexing in optical networks brings new challenges for network protection
since a lightpath can span high capacity and transmit data at different rates. In addition, there is
a great need for protection mechanisms against failure due to the high volume of traffic carried
in these networks. Failure is quite frequent in operational optical networks, it is estimated that
there is a failure every four hours. Several studies on optical networks have been carried out
but, only recently, the study of spatial division multiplexing for elastic optical networks has
been considered. In this context, although routing, spectrum, and core allocation algorithms
have been proposed in the literature, only a few papers consider protection. In addition, sharing
of backup resources is not considered.
In this thesis, it is proposed to provide protection solutions in spatial division multiplexing
elastic optical networks, for reducing the blocking of requests for connection establishment, as
well as improving the use of resources, considering different load scenarios and topologies. For
this, the protection problem of these networks will take into consideration the use of protection
paths, different modulation formats, the use of traffic grooming, the use of spectrum overlap in
protection paths, minimum interference and multipath routing. Several algorithms are proposed
in this thesis to provide 100% protection against a single failure and one algorithm for two
simultaneous failure. results indicate that these algorithms overperform existing ones.
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Capítulo 1
Introdução
Nas últimas décadas, o tráfego de rede tem crescido a uma taxa exponencial, e não existe ne-
nhuma indicação de que esta tendência cessará [94]. O grande problema dessa tendência é
que uma fibra de único núcleo, fibra amplamente utilizada nas redes ópticas existentes, possui
capacidade limitada e sua capacidade não deverá ser suficiente em um futuro próximo [24].
Estima-se que, nos próximos dez anos, o acesso do usuário final irá crescer de 100 mb/s para
1 Gb/s, motivado por inovações tecnológicas de fibras de alta capacidade para o segmento de
acesso. Inevitavelmente, o núcleo da rede deverá comutar a 1 Tb/s [94], o que exige uma maior
quantidade de recursos, levando, portanto, a adoção de fibras com múltiplos núcleos.
As redes ópticas elásticas (EON) com multiplexação espacial (SDM) sobre fibra multi-
núcleo (MCF) são uma solução promissora para lidar com as crescentes demandas de banda
passante. A capacidade de se alocar flexivelmente o espectro permitirá que estas redes lidem
com demandas de tráfego com requisitos de banda variável. Além disso, a adoção de SDM irá
proporcionar às redes mais capacidade. No entanto, apesar de tais vantagens, existem, ainda,
poucos estudos relacionados à algoritmos de roteamento em redes ópticas elásticas SDM.
A utilização de SDM não é um conceito novo, uma vez que a utilização de vários canais
espaciais (ou seja, núcleos ou modos) na mesma estrutura de fibra remete ao início dos anos
80 [4]. Contudo, apenas recentemente a abordagem de fibra multi-núcleo (MCF) tem sido
explorada conjuntamente com a abordagem alternativa de usar vários modos em uma única
fibra mutimodo (MMF) para definir canais espacialmente distintos [83]. Ainda assim, esta
tecnologia somente mostra-se possível devido a flexibilidade das redes ópticas elásticas. Essas
inovações de transmissões apresentadas ao longo dos últimos anos demonstram a viabilidade
de se aumentar a capacidade de transmissão em mais de uma ordem de magnitude. Para que
haja a implantação dessa tecnologia é necessária a comprovação de seus benefícios no nível de
rede.
Apesar da capacidade de sobrevivência ser de suma importância em redes que transportam
uma grande quantidade de tráfego, a maioria dos estudos sobre EONs não considera a prote-
ção dessas redes [111, 118, 99, 101]. As redes ópticas elásticas com multiplexação espacial
sobre fibra multi-núcleo (MCF) proporcionarão maior capacidade de banda que as redes com
apenas um canal, havendo, assim, uma maior necessidade de proteção, já que um corte de fibra
implicará em grandes perdas de dados, maiores do que as das atuais redes ópticas.
Um dos problemas fundamentais em EON é o problema de roteamento e atribuição de es-
pectro (RSA), que deve considerar a alocação contígua e contínua do espectro para todos os en-
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laces de um caminho óptico [30]. A inclusão de multiplexação espacial incrementa o problema
tradicional de RSA, que se torna o problema de roteamento e alocação de núcleo e espectro
(RSCA). RSCA para redes ópticas elásticas SDM têm sido propostos, recentemente, na litera-
tura [62], [102], [29], [30], [119], [89], [88], [90] [32], [112], [109] e [50]. Entretanto, apenas
o algoritmo em [100] aborda a proteção de caminhos.
1.1 Objetivo
O objetivo desta Tese é propor soluções de proteção em redes ópticas elásticas com multiplexa-
ção espacial, visando a redução do bloqueio de requisições para estabelecimento de conexão e
o melhoramento da utilização dos recursos em redes EON-SDM, considerando diferentes cená-
rios de carga e topologias. Para tal, o problema de proteção destas redes levará em consideração
a utilização de diferentes formatos de modulação, o uso de agregação de tráfego, o uso de so-
breposição de espectro em caminhos de backup, interferência mínima, bem como, a utilização
de roteamento multicaminho.
Investiga-se, primeiramente, técnicas de proteção fim-a-fim que possam eficientemente pro-
teger caminhos ópticos, mantendo uma baixa sobrecarga da rede. As soluções propostas envol-
vem p-cycle FIPP, interferência mínima e caminhos de backup compartilhados.
Em seguida, estuda-se o problema de proteção utilizando modulação adaptativa, que leva
ao aumento do número de requisições aceitas, bem como a diminuição do consumo energético.
São considerados diversos formatos de modulação. Para resolver este tipo de problema são
empregadas extensões dos algoritmos desenvolvidos a priori.
Esta Tese introduz, também, um estudo de agregação de tráfego e de sobreposição de es-
pectro para proteção de redes ópticas elásticas com multiplexação espacial. O estudo lida com
proteção de caminhos que fazem sobreposição do espectro seguindo restrições predefinidas.
Após a efetiva comprovação dos benefícios da utilização de modulação adaptativa e de
agregação de tráfego e de sobreposição de espectro, investiga-se o uso conjunto dessas técnicas
em algoritmos para proteção de redes ópticas com multiplexação espacial. Para isto, utiliza-se
em conjunto as técnicas de proteção fim-a-fim (Capítulo 3), a modulação adaptativa (Capítulo
4), e a agregação de tráfego e sobreposição de espectro (Capítulo 5).
Aborda-se, também, nesta Tese, o problema de proteção em redes ópticas elásticas utili-
zando roteamento multicaminho. Nesse estudo, o número de caminhos necessários e a quanti-
dade de recursos alocados para cada caminho são os dois principais parâmetros. As soluções
propostas utilizam algoritmos híbridos que utilizam roteamento multicaminho quando não é
possível a utilização de caminhos simples.
1.2 Contribuições
Neste trabalho são propostos dezesseis algoritmos para proteção de redes ópticas elásticas com
multiplexação espacial. Os algoritmos propostos avaliam a introdução da utilização das técnicas
de modulação adaptativa, agregação de tráfego, sobreposição de espectro e roteamento híbrido
no bloqueio de demandas. Além disso, os algoritmos utilizam três tipos diferentes de proteção
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de caminho: caminho de backup compartilhado, p-cycle FIPP e p-cycle FIPP com interferência
mínima.
A seguir, são listadas as contribuições desta Tese para o avanço do conhecimento sobre redes
ópticas elásticas utilizando multiplexação espacial:
• Um algoritmo para o problema de proteção em redes ópticas elásticas com multiplexação
espacial, considerando o crosstalk da rede e utilização de p-cycle FIPP.
• Um algoritmo para o problema de proteção em redes ópticas elásticas com multiplexação
espacial, considerando o crosstalk da rede, p-cycle FIPP e interferência mínima.
• Um algoritmo para o problema de proteção em redes ópticas elásticas com multiplexação
espacial, considerando o crosstalk da rede e caminhos de backup compartilhados.
• Algoritmos para o problema de proteção em redes ópticas elásticas com multiplexação
espacial, considerando o crosstalk da rede e modulação adaptativa.
• Algoritmos para o problema de proteção em redes ópticas elásticas com multiplexação es-
pacial, considerando o crosstalk da rede e utilizando agregação de tráfego e sobreposição
de espectro.
• Algoritmos para o problema de proteção em redes ópticas elásticas com multiplexação
espacial, considerando de maneira conjunta o crosstalk da rede e utilizando agregação de
tráfego, sobreposição de espectro e modulação adaptativa.
• Algoritmos para o problema de proteção em redes ópticas elásticas com multiplexação
espacial, considerando o crosstalk da rede e utilizando roteamento híbrido, ou seja, rote-
amento monocaminho e multicaminho.
Figura 1.1: Visão geral das características dos algoritmos desenvolvidos
A Figura 1.1 apresenta uma categorização das características dos algoritmos desenvolvidos.
Na primeira linha da figura, tem-se os algoritmos SBPPMC, FIPPMC e MIFMC que são os
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algoritmos base no desenvolvimento desta Tese, seguidos de suas correspondentes extensões.
A coluna da direita representa a extensão no algoritmo base.
O principal desafio para proporcionar proteção às redes EON-SDMs consiste na realização
da escolha dos espectros a serem utilizados nos caminhos ópticos, de forma a manter a con-
tiguidade e a continuidade de núcleo e espectro, bem como obter o menor crosstalk possível,
reduzindo a utilização dos recursos. Técnicas como modulação, sobreposição de espectro e
compartilhamento de caminhos de backup foram utilizadas.
1.3 Publicações
Foram documentados os resultados desta Tese nos seguintes artigos:
1.3.1 Periódicos
1. OLIVEIRA, H. M. N. S.; Fonseca, N. L. S. da ,"Algoritmo de p-Cycle e Interferência
Mínima para Proteção de Redes Ópticas Elásticas com Multiplexação Espacial,"in IEEE
Latin America Transactions, vol. 15, no. 7, 2017 [73].
2. OLIVEIRA, H. M. N. S.; Fonseca, N. L. S. da ,"Protection, Routing, Modulation, Core
and Spectrum Allocation in SDM Elastic Optical Networks"in IEEE Communications
Letters, 2018 [66].
3. OLIVEIRA, H. M. N. S.; Fonseca, N. L. S. da ,"Routing, Spectrum and Core Assignment
Algorithms for Protection of Space Division Multiplexing Elastic Optical Networks"in
Journal of Network and Computer Applications, 2018 (Submetido).
1.3.2 Conferências
1. OLIVEIRA, H. M. N. S.; Fonseca, N. L. S. da ,"The Minimum Interference p-Cycle
Algorithm for Protection of Space Division Multiplexing Elastic Optical Networks,"in
IEEE Latin-American Conference on Communications, 2016 [71].
2. OLIVEIRA, H. M. N. S.; Fonseca, N. L. S. da ,"Algorithm for Protection of Space Di-
vision Multiplexing Elastic Optical Networks,"in IEEE Global Communications Confe-
rence, 2016 [70].
3. OLIVEIRA, H. M. N. S.; Fonseca, N. L. S. da ,"Algorithm for Shared Path for Protection
of Space Division Multiplexing Elastic Optical Networks,"in IEEE International Confe-
rence on Communications, 2016 [65].
4. OLIVEIRA, H. M. N. S.; Fonseca, N. L. S. da, “Proteção de Redes Ópticas Elásticas
com Multiplexação Espacial Baseada em Modulação, p-Cycle FIPP e Interferência Mí-
nima,” in XXXV Brazilian Symposium on Computer Networks and Distributed Systems
2017 [74].
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5. OLIVEIRA, H. M. N. S.; Fonseca, N. L. S. da ,"Sharing Spectrum and Straddling p-
Cycle FIPP for Protection Against Two Simultaneous Failures in SDM Elastic Optical
Networks,"in IEEE Latin-American Conference on Communications, 2017 [76].
6. OLIVEIRA, H. M. N. S.; Fonseca, N. L. S. da ,"Routing, Spectrum, Core and Modula-
tion Level Assignment Algorithm for Protected SDM Optical Networks,"in IEEE Global
Communications Conference, 2017 [75].
7. OLIVEIRA, H. M. N. S.; Fonseca, N. L. S. da ,"Spectrum Overlap and Traffic Grooming
in P-cycle Algorithm Protected SDM Optical Networks,"in IEEE International Confe-
rence on Communications, 2018 [67].
8. OLIVEIRA, H. M. N. S.; Fonseca, N. L. S. da, “Proteção de Redes Ópticas Elásticas
com Multiplexação Espacial Baseada em Agregação de Tráfego, Sobreposição de Espec-
tro e Compartilhamento de Caminho de Backup,” in XXXVI Brazilian Symposium on
Computer Networks and Distributed Systems 2018 [77].
9. OLIVEIRA, H. M. N. S.; Fonseca, N. L. S. da, “P-cycle Protected Multipath Routing,
Spectrum and Core Allocation in SDM Elastic Optical Networks,” in IEEE International
Conference on Communications, 2019 (Submetido).
1.3.3 Outros
Os trabalhos abaixo, apesar de não fazerem parte deste texto, foram produzidos durante o dou-
torado e contribuíram de forma indireta para o conteúdo desta Tese, uma vez que estes não
tratam multiplexação espacial.
1. OLIVEIRA, H. M. N. S.; Fonseca, N. L. S. da. Proteção de Redes Ópticas Elásticas
Baseada em Agregação de Tráfego, Sobreposição de Espectro e p-Cycle FIPP. In Proc of
XXXIV Brazilian Symposium on Computer Networks and Distributed Systems, p 1-14,
2016 [72].
2. OLIVEIRA, H. M. N. S.; Fonseca, N. L. S. da ,"Traffic Grooming and Spectrum Over-
lap in FIPP p-cycle for Protection of Elastic Optical networks,"in IEEE Latin-American
Conference on Communications, 2016 [64].
3. OLIVEIRA, H. M. N. S.; Fonseca, N. L. S. da ,"Protection in Elastic Optical Networks
Using Failure-Independent Path Protecting p-Cycles"in Optical Switching and Networ-
king, 2018 (Submetido).
1.4 Organização da Tese
Esta Tese apresenta o desenvolvimento de soluções eficientes para proteção em redes ópticas
elásticas com multiplexação espacial e está organizada da seguinte forma:
O Capítulo 2 revisa conceitos em redes ópticas e suas variações, o problema de sobrevivên-
cia em redes ópticas, o problema de proteção na camada óptica, a técnica p-cycle, os problemas
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de roteamento multicaminho e agregação de tráfego, o multigrafo e por fim, apresenta um al-
goritmo para resolver de forma genérica o problema de proteção de redes ópticas elásticas com
multiplexação espacial.
O Capítulo 3 explora, por sua vez, o problema de proteção em redes ópticas elásticas com
multiplexação espacial, considerando a minimização da probabilidade de bloqueio de demandas
que chegam à rede, bem como, a melhora da utilização dos recurso disponíveis considerando
diferentes tipos de proteção de caminho.
O Capítulo 4 avalia o impacto da utilização de modulação adaptativa no bloqueio de de-
mandas em redes ópticas elásticas com multiplexação espacial. Para isso, escolhe-se para cada
caminho óptico diversos formatos de modulação para ser utilizado em conjunto com técnicas
de proteção de caminho. A utilização de modulação adaptativa além de reduzir o bloqueio de
banda provê um aumento na eficiência energética.
O Capítulo 5 analisa o impacto da proteção de redes ópticas elásticas com multiplexação
espacial através da utilização de agregação de tráfego e sobreposição de espectro em técnicas
de proteção de caminho. O uso de agregação de tráfego e sobreposição de espectro reduz a
utilização de recursos, consequentemente reduzindo o bloqueio de demandas. A agregação de
tráfego permite que os comutadores agrupem múltiplos caminhos ópticos em um único trans-
missor o que reduz a necessidade de bandas de guarda. A sobreposição de espectro possibilita
que caminhos ópticos de backup compartilhem a reserva de slots.
O Capítulo 6 investiga o impacto de se utilizar de forma conjunta a modulação adaptativa,
agregação de tráfego e sobreposição de espectro. Enquanto a modulação adaptativa permite o
ajuste flexível da largura de banda, a agregação de tráfego e sobreposição de espectro diminuem
a quantidade de recursos utilizados, diminuindo, ainda mais, o bloqueio de requisições.
O Capítulo 7 compara a proteção em redes ópticas elásticas com multiplexação espacial
utilizando roteamento monocaminho e roteamento híbrido (monocaminho e multicaminho). Os
algoritmos híbridos propostos utilizam proteção de caminho e priorizam sempre que possível a
utilização de roteamento simples. A utilização de multicaminho distribui o tráfego, provendo
um melhor balanceamento na utilização de recursos da rede e o aumento na vazão da rede.
Por fim, as considerações finais e as perspectivas futuras são apresentadas no Capítulo 8.
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Capítulo 2
Conceitos Fundamentais
Neste capítulo, são apresentados alguns conceitos básicos sobre os assuntos envolvidos nesta
Tese. Na Seção 2.1, apresenta-se o conceito de redes ópticas e suas variações. Na Seção 2.2,
descreve-se o conceito de sobrevivência em redes ópticas. Na Seção 2.3, apresentam-se es-
quemas de proteção em redes ópticas. Na seção 2.4, introduz-se o problema de roteamento
multicaminho. Por fim, na seção 2.5, descreve-se o problema de agregação de tráfego.
2.1 Redes ópticas
As redes ópticas são redes de comunicação de dados que operam em altíssima velocidade e
utilizam a luz para transmissão de dados. Estas redes possuem baixa latência e permitem o
uso de grande quantidade de banda passante, permitindo a expansão da Internet. Essas redes
oferecem banda passante segura e dedicada. Contudo, são ineficientes na utilização dos recursos
da rede, que ficam ociosos quando um usuário não transmite dados.
Figura 2.1: Previsão do crescimento de tráfego na Internet
Fonte: Cisco Visual Networking Index
A evolução das fibras ópticas teve seu marco inicial com o desenvolvimento da tecnologia
WDM (Wavelength Division Multiplexing). Nessa tecnologia, a largura de banda de uma fibra
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óptica é dividida em um certo número de comprimentos de ondas, cada um dos quais possui
alta taxa de transmissão. Com o intuito de diminuir os recursos ociosos decorrentes do uso da
grade fixa das redes WDM, as redes ópticas elásticas foram propostas. Sua principal vantagem
é a capacidade de transmitir dados em diferentes taxas, alocando o espectro óptico de acordo
com a demanda, garantindo, assim, uma alta eficiência espectral. No entanto, a capacidade de
roteamento sob fibras ópticas de único núcleo esta chegando ao seu limite (ver Figura 2.1), o
que tem motivado a exploração da utilização de multiplexação espacial (SDM). As próximas
subseções descrevem com mais detalhes as tecnologias citadas.
2.1.1 Redes ópticas WDM
A tecnologia WDM proporciona a multiplexação por comprimento de onda, o que aumenta
consideravelmente a capacidade de transmissão em uma fibra. Para o estabelecimento de uma
comunicação entre um par de nós de uma rede óptica WDM é necessário construir um cami-
nho óptico fim-a-fim. Cada caminho óptico consiste em uma rota fixa e um comprimento de
onda. O problema da escolha de uma rota e de um comprimento de onda adequado para cada
caminho óptico é conhecido como roteamento e alocação de comprimento de onda, Routing
and Wavelength Assignment (RWA).
A tecnologia WDM permite a existência de uma grande quantidade de canais em uma única
fibra óptica. Cada canal opera a velocidade de Gbit/s, sendo que a capacidade total de um enlace
WDM pode chegar a taxas de transmissão da ordem de Tbit/s[63]. As redes WDM empregam
alocação de espectro em unidades de tamanho fixo, denominadas de comprimento de onda, e
faixas de espectro chamadas de banda de guarda, para separar dois comprimentos de ondas
adjacentes. O provisionamento usando largura de banda fixa de um comprimento de onda leva
à subutilização do espectro uma vez que a demanda dos fluxos de dados raramente coincidirão
com a largura de banda exata de um comprimento de onda [63].
As redes ópticas WDM com capacidade de agregação permitem que vários fluxos de tráfego
compartilhem a banda passante de um caminho óptico. No entanto, esta técnica não elimina o
desperdício de recursos e demanda gerenciamento em tempo real de eventuais agregações de
tráfego. Esse problema é denominado de agregação de tráfego. Tal rigidez motivou recente-
mente o surgimento das redes ópticas elásticas.
2.1.2 Redes ópticas elásticas (EON)
Nos últimos anos, tem crescido a busca por uma tecnologia de rede óptica que não usa a grade
fixa de comprimentos de onda. Nestas redes, aloca-se largura de banda com granularidade
fina. O conceito de redes ópticas elásticas foi introduzido em Jinno et.al [48] e estas redes
são também chamadas, na literatura, de redes flexíveis. Nelas, o espectro da fibra é tratado
como um recurso “contínuo", possibilitando seu uso de forma mais eficiente. Basicamente,
o caminho óptico pode ser alocado em faixas estreitas (slots tipicamente, de 12,5 GHz) do
espectro separados por uma banda de guarda, denominada de Filter Guard Band (FGB).
Dada a introdução de uma nova forma do uso do espectro, novos tipos de roteamento, ge-
renciamento, agrupamento de tráfego, restauração e proteção devem ser redefinidos para essa
nova tecnologia. Para as redes ópticas elásticas, algoritmos de roteamento e atribuição de com-
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primentos de ondas (RWA), utilizado em redes WDM, não são mais aplicáveis, necessitando-se
de novos algoritmos denominados, Roteamento e alocação do espectro, Routing and Spectrum
Allocation (RSA). O RSA consiste em encontrar rotas e banda do espectro para um par de nós
origem e destino com a finalidade de estabelecer uma conexão. Essa alocação está sujeita às
restrições de continuidade e contiguidade do espectro. A primeira impõe que o conjunto de
slots atribuídos por um algoritmo deve ser o mesmo em todos os enlaces ao longo de uma rota
para evitar a conversão opto-elétrica do sinal óptico, enquanto a segunda impõe que os slots
alocados devem ser contíguos, para alcançar alta eficiência espectral.
Buscando melhorar a utilização do espectro nas redes ópticas elásticas, diferentes formatos
de modulação podem ser utilizados para alcançar maiores taxas de transmissão. No entanto, a
transmissão de um elevado número de bits por símbolo depende do comprimento dos elances
do caminho, uma vez que a distância impacta a capacidade do receptor de decodificar o sinal
recebido [60]. Tal restrição impõe outro componente para o problema RSA, a escolha do melhor
nível de modulação a ser usado ao longo do caminho óptico. Esse problema é chamado de rote-
amento, nível de modulação e atribuição do espectro, Routing, Modulation Level and Spectrum
Assignment (RMLSA).
2.1.3 Redes ópticas elásticas com multiplexação espacial
As redes ópticas elástica (EON) convencionais utilizam as dimensões de tempo e frequência
para fornecer recursos de redes ópticas com demanda de tráfego variável. Pesquisas atuais
consideram a exploração de uma terceira dimensão, o espaço. A adição da dimensão do espaço
é realizada através da utilização de múltiplos núcleos de fibra.
MCFs são uma forma eficiente de concepção e fabricação para utilização de multiplexação
espacial (SDM), melhorando, significativamente, o potencial da capacidade de transmissões
futuras e a eficiência espectral das redes [80]. A adoção destas fibras ópticas que suportam
multiplexação espacial aumenta a capacidade das fibras por um fator C, em que C é o número
de núcleos espaciais dentro da fibra.
Figura 2.2: Três possibilidades diferentes para provisionamento de recursos.
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A Figura 2.2 ilustra a alocação de espectro em diferentes tecnologias de redes. Na figura,
para rede EON-SDM, assume-se que existe um sistema SDM com quatro núcleos, além disso,
desconsidera-se a utilização de banda de guarda. As rede WDMs utilizam menos eficiente-
mente os recursos do que as redes EONs, visto que nas redes WDMs, um comprimento de onda
acomoda diferentes demandas, subutilizando a largura de banda disponível. Em uma rede óp-
tica elástica com multiplexação espacial, se a rede precisa de uma conexão de 1 Tb/s entre dois
nós, a flexibilidade proporcionada pelo uso de três dimensões (temporal, espectral e espacial)
permite que esta conexão de 1 Tb/s seja estabelecida por diferentes núcleos. Desconsiderando
a dimensão espacial, ou seja, utilizando apenas um núcleo, tem-se uma menor flexibilidade.
Além dos efeitos físicos presentes em EON (acumulação de ruído óptico, mistura de quatro
ondas), a dimensão espacial pode introduzir uma quantidade significativa de interferência de
banda e crosstalk (XT) nos dispositivos multiplexadores/demultiplexadores (MUX/DEMUX)
espaciais distribuídos ao longo dos enlaces de fibra, devido ao modo de acoplamento utilizado.
Em redes WDM e EON, quando uma requisição de largura de banda chega a um nó, a rede
tem de alocar uma parte do espectro (alocação de recursos) para esta requisição e encontrar um
caminho físico disponível para o nó destino (roteamento). Com a utilização de multiplexação
espacial, esta operação torna-se mais flexível, porém, aumenta a complexidade de encaminha-
mento e alocação. Este problema é denominado de Roteamento e alocação de núcleo e espectro,
(Routing, spectrum and core allocation, RSCA). Os algoritmos RSCA alocam rotas e banda do
espectro como os algoritmos RSA, mas também alocam núcleos para o estabelecimento de uma
conexão. A adição da dimensão espacial na multiplexação aumenta a complexidade da atribui-
ção do espectro, uma vez que o espectro de todos os núcleos deve ser levado em consideração
durante o cálculo das rotas. Além disso, soluções que gerenciam o roteamento em redes ópticas
com multiplexação espacial devem alocar a largura de banda disponível, levando em considera-
ção o crosstalk entre núcleos [29], [62] e [61].
Atualmente as abordagens de SDM para fibra óptica variam para diferentes tecnologias, tais
como: Few-mode fibers (FMFs), Multimode fibers (MMF). Multi-core fibers (MCFs), Coupled-
core fibers (CCFs).
A Figura 2.3 ilustra esquemas de representação para redes ópticas com multiplexação espa-
cial.
(a) Multiplas SMF (b) FMFs (c) MMF (d) MCFs (e) CCFs
Figura 2.3: Esquemas de representação para redes ópticas SDM
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Os requisitos para uma fibra com poucos modos são semelhantes aos das fibras de transmis-
são monomodo: baixa atenuação, pequena não linearidade e um elevado coeficiente de disper-
são. Além disso, as fibras devem suportar um número específico de modos e baixo acoplamento
entre os modos [37, 95, 56].
As fibras multimodo seguem a recomendação ITU-T [46]. Nela, é descrito que um cabo de
fibra óptica multimodal possui índice graduado de 50/125 µm. Em MMF, o número de modos
suportados por uma fibra depende do tamanho do núcleo e do índice de refração do revestimento
da fibra.
Takara et.al. [97, 44] realizaram experimentos utilizando fibras de múltiplos núcleos e de-
monstraram a grande capacidade de transmissão dessas fibras. Demonstraram, também, que o
aumento da capacidade de transmissão de MCF, aumenta a eficiência espectral, definida como
um produto do número de núcleos e da eficiência espectral por núcleo. O crosstalk também é
analisado. Em MCF, cada núcleo atua como uma fibra de único modo.
A fibras com núcleos acoplados [85] consistem em 3 núcleos de modo único uniformemente
espaçados em um rebordo padrão de 125 µm de diâmetro.
Atualmente, o uso mais adequado de multiplexação espacial não é definido. A escolha da
melhor solução não depende apenas do meio de fibra, mas também de componentes ópticos
como (de) multiplexadores, amplificadores, filtros ópticos e switches. Existem duas abordagens
para subdividir os tipos de fibras acima, nomeadamente multimodo e múltiplos núcleos, na
qual os modos de fibra ortogonal ou núcleos espaciais ortogonais são utilizados como canais
de transmissão. O primeiro tipo de fibra compreende o FMF e MMF, e o último tipo de fibra
compreende CCFs e MCFs.
Para EON-SDM, além da tecnologia utilizada, a forma de alocação também pode variar.
De acordo com a forma de alocação, estas redes podem suportar supercanais, que utilizam
mais de um núcleo para atender uma única requisição, com isto, é desrespeitada a restrição
de contiguidade do espectro, o que implica na necessidade de banda guarda para separar cada
conjunto de espectro em cada núcleo, podendo implicar em um maior crosstalk entre núcleos.
Outra forma de alocação é a utilização de diferentes núcleos para o mesmo caminho, ou seja,
nesta abordagem não é considerada a restrição de continuidade do núcleo. Um caminho pode
utilizar núcleos diferentes para enlaces diferentes, gerando um aumento na complexidade e no
custo dos OXCs utilizados. Por fim, uma outra forma de alocação é a utilização de apenas um
núcleo por caminho, mantendo a contiguidade e continuidade de núcleo e espectro. Nesta forma
de alocação, os OXCs possuem menor complexidade e apenas a necessidade de uso de banda
de guarda entre conexões diferentes.
Neste trabalho, consideramos a abordagem MCFs devido às vantagens de geração de menor
crosstalk, independência entre núcleos e maior custo beneficio. Além disso, a alocação de
recursos considera os OXCs mais simples, em que é mantida a contiguidade e continuidade de
núcleo e espectro.
Crosstalk
No contexto de redes ópticas com multiplexação espacial, o crosstalk (XT) é a interferência
que um núcleo de um enlace de transmissão causa em outro núcleo do mesmo enlace, ou seja,
a relação entre a potência óptica inserida pelos núcleos adjacentes e em um núcleo específico,
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dividida pela potência do sinal nesse núcleo e medida em dB. O limite além do qual a integri-
dade do sinal é alterada pode variar entre -16 dB e -32 dB [106], dependendo do formato de
modulação usado [91, 106].
O uso de fibras com múltiplos núcleos para multiplexação espacial tem motivado diversas
investigações sobre questões como: alocação eficiente dos núcleos para reduzir o crosstalk e
definição de características para espessura do revestimento [41, 45, 86, 91, 98]. Obviamente,
o desafio é juntar tantos núcleos quanto possível em uma única estrutura de fibra, evitando
grandes penalidades de interferências inter core.
Os algoritmos RSCA precisam assegurar que a condição do espectro alocado a uma conexão
seja tal que o sinal transmitido possa ser decodificado no destino. Portanto, antes de alocar uma
região do espectro para uma conexão, o nível de crosstalk nesta região precisa ser verificado. Se
estiver acima de um valor limite inaceitável, a região não deve ser alocada. Além disso, mesmo
se o nível de crosstalk estiver abaixo do valor limite, a contribuição do impacto do crosstalk
gerado pela conexão de entrada no crosstalk de todas as conexões precisa ser avaliada. Se tal
incremento em crosstalk levar a um valor de crosstalk maior que o limiar, a conexão não deve
ser aceita, pois degradará a qualidade de transmissão em conexões já estabelecidas.
Para calcular o crosstalk (XT) de um núcleo com n núcleos vizinhos ativos de um MCF
homogêneo, utilizamos uma fórmula baseada na Eq. 2.1 como em [41, 42, 91], que também
considera a teoria do poder acoplado [52], levando à Eq. 2.2. A Equação 2.2 será utilizada
nesta tese para calcular o crosstalk nos cálculos para garantir a disponibilidade das conexões
com relação aos núcleos vizinhos.
h =
2 · k2 ·R
β ·D (2.1)
Na Eq. 2.1, h é o aumento da interferência média por unidade de comprimento, calculado
por vários parâmetros da fibra: k, β, R, D são, respectivamente, o coeficiente de acoplamento,
a constante de propagação, o raio de curvatura e a distância entre os núcleos.
XT =
n{1− exp(−(n+ 1) · 2 · h · L}
1 + n{exp(−(n+ 1) · 2 · h · L)} (2.2)
A Eq. 2.2 faz uso de h da equação 2.1 multiplicada por L que é o comprimento da fibra,
enquanto n representa o número de núcleos adjacentes.
Nesta Tese, assume-se um valor máximo de n igual a 6. Além disso, os outros parâmetros
atribui-se valores realísticos, tais como k = 2× 10−5, R = 50 mm, β = 4× 106 e D = 45 µm. O
pior caso de crosstalk para os núcleos sempre será o núcleo central (ou qualquer outro núcleo
que tenha o maior número de núcleos vizinhos), uma vez que recebe interferência indesejada de
todos os seus núcleos adjacentes. Enfatiza-se que o crosstalk entre núcleos ocorre apenas entre
os mesmos slots de frequência usadas em núcleos adjacentes. Nas simulações, assume-se que o
espectro de cada núcleo é totalmente utilizado, com exceção da banda de guarda.
2.2 Sobrevivência em redes ópticas
Em redes ópticas, a falha de um elemento de rede (por exemplo, um corte de fibra) pode causar
enorme perdas de dados, dado às altas taxas de transmissão que elas possuem. Sobrevivência é
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a capacidade de uma rede fornecer serviços durante falhas. Em redes ópticas, as falhas podem
ser de dois tipos, falha de componentes e cortes de fibra. As taxas de falha de transmissores e
receptores são 10.867 FIT e 4311 FIT, respectivamente [117, 1], enquanto que a taxa de falha
devido ao corte de fibra é de 3 cortes para cada 1610 km de fibras por ano, cerca de um corte
de fibra a cada quatro dias para uma rede com 50000 mil km de fibra [36]. Os tempos médios
de reparo (MTTR) são 2 horas para equipamentos e 12 horas para corte de cabos [1]. As redes
são, portanto, afetadas centenas a milhares de vezes principalmente devido a cortes de cabos,
ou seja, enlaces falhos [2]. Nesta seção, vamos fornecer uma visão geral dos vários esquemas
de recuperação de falha, enfatizando a capacidade de sobrevivência durante falhas individu-
ais. Os esquemas de recuperação de falhas de rede podem ser classificados como proteção e
restauração.
Esquemas de proteção definem previamente os recursos que são usados para backup [15].
Normalmente, o mesmo protocolo de roteamento é usado depois de configurar o caminho pri-
mário para determinar o caminho de backup (caminho secundário ou caminho alternativo). O
caminho primário é utilizado para transmitir os dados e o caminho de backup é reservado para
uso em caso de falha. Após a detecção da falha, os comutadores são re-configurados para usar
o caminho de backup. Este esquema pode fornecer proteção garantida, já que a demanda criada
será completa se e somente se o caminho de backup também estiver disponível. Em segundo
lugar, estes sistemas podem fornecer recuperação rápida porque a computação do caminho de
backup é realizada em conjunto com a do caminho primário. No entanto, a utilização de recur-
sos não é eficiente devido à reserva de recursos para os caminhos de backup.
Esquemas de restauração referem-se à recuperação dinâmica após o aparecimento de falhas
[15]. A restauração envolve a detecção de uma falha, os novos cálculos de caminho para as
conexões com falha e reconfiguração de comutadores para o caminho de restauração. Esses
sistemas fornecem a utilização eficiente dos recursos. No entanto, a recuperação bem sucedida
não pode ser garantida, uma vez que recursos suficientes podem não estar disponíveis para
recuperação no momento da falha. Além disso, o tempo necessário para a recuperação é maior.
A camada óptica pode proporcionar proteção rápida enquanto que as camadas mais elevadas
podem ser usadas para a restauração inteligente.
2.3 Proteção na camada óptica
Os esquemas de proteção de camada óptica podem ser divididos em proteção de caminho, pro-
teção de enlace e proteção de enlace e caminho. Estes esquemas podem ser implementados de
forma estática, bem como dinâmica. No caso estático, as demandas de tráfego são fixas e, no
caso dinâmico, as demandas de tráfego mudam e os caminhos são estabelecidos e removidos de
acordo com as demandas do tráfego.
2.3.1 Proteção de enlace
O mecanismo de proteção de enlace é projetado para fornecer proteção automática de comuta-
ção (APS) de anéis nas redes de malha óptica. Este mecanismo de proteção é rápido, distribuído
e automático. Na proteção de enlace, o caminho óptico pode ser considerado como sendo di-
ferentes enlaces fim-a-fim. Em caso de uma falha de enlace, um caminho de backup substitui
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apenas o enlace com defeito, os outros enlaces do caminho óptico permanecem iguais (ver
Figura 2.4).
Na Figura 2.4, o caminho em destaque AED representa o caminho primário e os caminhos
AFE e EFD mostram os caminhos que protegem os enlaces AE e ED do caminho primário,
respectivamente. Em caso de falha de um único enlace o caminho primário alterna apenas o
caminho de backup do enlace, mantendo os outros enlaces do caminho.
Figura 2.4: Exemplo de proteção de enlace.
Devido ao menor tamanho do enlace em relação ao caminho, esquemas de proteção de
enlace são mais rápidos em resposta. No entanto, devido à recuperação local o número total
de saltos pode ser maior e a utilização de recursos pode ser menos eficiente. Alguns tipos de
proteção de enlaces são:
• A proteção de enlace em anel, divide a rede em ciclos menores (anéis), de forma que cada
enlace fique protegido por ao menos um ciclo.
• Na proteção de enlace com duplos anéis, cada enlace da rede possui um enlace bi-
direcional para o caminho primário e um enlace bidirecional para o caminho de backup,
ou seja, cada enlace é protegido por exatamente dois anéis.
• O p-cycle é um esquema de proteção em que a capacidade reservada é pré-conectada
e forma estruturas em anel para proteção de redes em malha [3]. P-cycles fornecem
proteção semelhante a proteção fornecida por Bidirectional Line Switched Ring, que é
considerado uma generalização do esquema de proteção 1:1, ou seja, um anel protegendo
um enlace.
2.3.2 Proteção de caminho
Neste esquema de proteção, todo caminho óptico é protegido. No caso de falha, a localização
da falha não é necessária. Ao invés disso, o tráfego é comutado para enlaces e nós disjuntos
do caminho primário. Estes esquemas são indicados para as redes ópticas, em que os nós
intermediários podem não ter a capacidade de monitoramento. Os esquemas de proteção de
caminho são : 1+1 (duplicado), 1:1 (dedicado), 1:N (compartilhado).
A Figura 2.5 mostra alguns exemplos de caminho de backup. Na Figura 2.5(a), o caminho
AED representa o caminho primário e o caminho AFD representa o caminho de backup 1+1. No
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exemplo, o nó fonte A transmite tanto no caminho primário quanto no caminho de backup para
o nó destino D. Na Figura 2.5(b), o caminho AED representa o caminho primário e o caminho
AFD representa o caminho de backup 1:1. No exemplo, o nó fonte A transmite no caminho
primário para o nó destino D e ao mesmo tempo o caminho de backup AFD é reservado em caso
de falha. Na Figura 2.5(c), os caminhos AED e ABCD representam os caminhos primários, e
o caminho AFD representa o caminho de backup 1:N. No exemplo, o nó fonte A transmite
nos caminhos primários para o nó destino D e ao mesmo tempo o caminho de backup AFD é
reservado para ambos em caso de falha.
(a) 1+1 (b) 1:1 (c) 1:N
Figura 2.5: Exemplos de proteção de caminho.
• No caminho de backup 1+1, o nó fonte transmite tanto no caminho primário quanto no
de backup. Esta abordagem é simples e rápida, no entanto faz grande uso dos recursos da
rede.
• No caminho de backup 1:1, o nó fonte reserva recursos tanto no caminho primário quanto
no de backup. Nele, os recursos são reservados para apenas um caminho óptico e não
podem ser compartilhados. No entanto, os recursos reservados podem ser usados para
transportar tráfego com baixa prioridade. Em caso de falha, o tráfego de baixa priori-
dade, transmitido através do caminho de backup, é descartado e o tráfego será protegido
e direcionado através de caminho de backup. Os esquemas de proteção 1+1 e 1:1 foram
comparados em Li et. al.[53].
• No caminho de backup 1:N, o caminho de backup é compartilhado. No momento da
configuração da conexão, recursos do caminho de backup também são computados e
reservados. Os recursos reservados podem ser usados para proporcionar proteção para
outros caminhos primários. No entanto, os caminhos que são protegidos pelo caminho
de backup devem ser disjuntos. Assim, uma única falha não afeta mais de um caminho
óptico. Existem várias formas de caminhos de proteção compartilhado. Entre elas:
– Grupo de enlaces de risco compartilhado (SRLG) é um grupo de caminhos ópticos
que possui um elemento comum, cuja falha pode levar a falha de todos os caminhos
ópticos do grupo[108]. Por exemplo, se uma fibra é cortada, todos os caminhos ópti-
cos através desta fibra serão afetados, ou seja, todos os caminhos ópticos utilizando
esta fibra pertencem a um SRLG.
– Proteção de caminhos de backup compartilhados (SBPP) é um método de prote-
ção em que um único caminho de backup pode proteger vários caminhos primários,
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desde que estes sejam disjuntos entre si. O problema SBPP é NP-completo, e heu-
rísticas têm sido desenvolvidas para encontrar os caminhos primários e de backup
no ambiente dinâmico [78].
– p-cycle FIPP (caminho de proteção independente de falhas) é uma extensão do con-
ceito de p-cycle que permite que falhas não sejam necessariamente limitadas a um
enlace ou segmento de caminho imediatamente adjacente aos nós finais. P-cycle
FIPP será mais detalhado na seção 2.4.2.
2.3.3 Proteção de enlace e caminho
Neste esquema, ao invés de um caminho ou um enlace, um segmento do caminho será protegido.
Cada segmento terá o seu próprio caminho de backup e, em caso de falha em um segmento,
o tráfego é comutado para o caminho de backup do segmento. Este esquema fornece maior
eficiência do que proteção de enlace, visto que segmentos podem ser compartilhados, e como
segmentos são mais curtos do que caminhos, a restauração é mais rápida.
A Figura 2.6 mostra um exemplo de proteção de segmento. Na Figura, o caminho AFD
representa o caminho primário e o caminho FED representa o caminho de proteção de segmento.
No exemplo, o nó fonte A transmite, no caminho primário, para o nó destino D. Contudo, o
caminho de proteção FED protege apenas uma parte do caminho.
Figura 2.6: Exemplo de proteção de segmento.
A vantagem deste tipo de proteção é que o processo de computação é totalmente distribuído,
tempo de recuperação reduzido, eficiência de capacidade e escalabilidade. No entanto, uma
grande desvantagem é o aumento na complexidade de sinalização.
2.4 P-cycle
P-cycle (ciclos pré-configurados) é um tipo de ciclo usado em uma das técnicas mais pro-
missoras para proteção de enlaces compartilhados. Os p-cycles são estruturas fechadas e pré-
conectadas. Um p-cycle pode proteger todas os enlaces no ciclo, assim como os enlaces transzo-
nais. Um enlace no ciclo são enlaces que são utilizados na criação do p-cycle, enquanto enlaces
transzonais são aqueles que possuem seus nós finais no p-cycle, contudo não são utilizados pelo
p-cycle. O p-cycle combina a vantagem de eficiência em proteção das redes em malha com a
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vantagem da velocidade de recuperação das redes em anéis. A eficiência semelhante as redes
em malha pode ser alcançada devido à proteção compartilhada fornecida pelo p-cycle a todas
os enlaces no ciclo, bem como os enlaces transzonais. A velocidade de recuperação é alcançada
pois a capacidade reservada da rede é pré-conectada para formar os p-cycles. Portanto, apenas
duas ações de comutação nos nós finais da extensão com falha, são necessárias no caso de fa-
lha para alternar o tráfego para o caminho de proteção fornecido pelo p-cycle pré-configurado.
Assim, eles qualificam ambos os requisitos; velocidade de restauração e eficiência. A diferença
fundamental entre p-cycle e proteção em anel é a proteção de enlaces transzonais, que são enla-
ces que não estão no anel (ciclo) e cujos dois nós finais estão no ciclo. Esta propriedade melhora
a eficiência de proteção. A Figura 2.7 apresenta um exemplo de enlace transzonal ao p-cycle e
enlace no p-cycle. Nela, o círculo tracejado BCEF representa o p-cycle, o enlace CD representa
um enlace transzonal ao p-cycle e o enlace BD representa um enlace no p-cycle.
Figura 2.7: Exemplo de enlace transzonal e no ciclo.
2.4.1 Tipos de P-cycle
Os vários p-cycles discutidos na literatura foram nomeados com base na sua relação estrutural
com a rede e o tipo de proteção fornecida por eles.
De acordo com a relação estrutural eles podem ser classificados como [3]:
• P-cycle hamiltoniano (Hamiltonian p-cycle) - p-cycle que passa por todos os nós da rede
apenas uma vez.
• P-cycle simples (simple p-cycle)- p-cycle que não passa por qualquer nó ou extensão mais
de uma vez.
• P-cycle não simples (non-simple p-cycle) - p-cycle que passa através de um nó por mais
de uma vez.
De acordo com relação de proteção, eles podem ser classificados como [3]:
• P-cycle ao redor do nó (node encircling p-cycle): passa através dos nós adjacentes do nó
que falhou, mas não através do nó falho em si.
40
• P-cycle de enlaces (span p-cycle) - o p-cycle simples que fornece proteção de enlace.
• P-cycle de fluxo (flow p-cycle) - fornece proteção para o segmento de caminho situado no
p-cycle.
• P-cycle de proteção de caminho com independência de falha (Failure Independent Path
Protection p-cycle)- pode proteger o caminho completo, tendo o nó fonte e o nó de destino
situado no p-cycle.
2.4.2 P-cycle FIPP
Nesta Tese, ênfase será dada ao p-cycle de Proteção de Caminho com Independência de Falha
(FIPP), proposto em [51]. p-Cycles FIPP fornecem proteção de caminhos para caminhos com
nós finais sobre o p-cycle. FIPPs proporcionam a vantagem da detecção de falha independente
da localização da falha, ou seja são “independente de falha”. Tal propriedade é vantajosa quando
a localização da falha é lenta ou difícil, como em redes transparentes e translúcidas. Além do
que p-cycle FIPP é capaz de atingir a velocidade de restauração rápida mantendo a eficiência
de espectro [51]. A técnica p-cycle FIPP mostrou-se promissora para proteção de redes ópticas
elásticas [102], [68] e [13].
Figura 2.8: Exemplo de p-cycle FIPP.
A Figura 2.8 ilustra o conceito de p-cycle FIPP. Na Figura 2.8, o grafo representa enlaces
bidirecionais, o círculo tracejado ADEFB representa o p-cycle e as setas em destaque mostram
os vários caminhos que são protegidos por ele. Esses caminhos são tanto caminhos transzonais
ao p-cycle quanto caminhos no p-cycle. O caminho primário 1 é um exemplo de caminho no
ciclo, visto que todos os enlaces são utilizados pelo p-cycle. O caminho primário 4 representa
um caminho transzonal ao p-cycle, visto que seus enlaces são disjuntos aos enlaces utilizado
no p-cycle. Pode-se observar que um único p-cycle protege um conjunto de seis caminhos
mutuamente excludentes e que possuem seus nós de extremidade no p-cycle de caminho.
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2.5 Roteamento multicaminho
O roteamento multicaminho (multipath routing) objetiva explorar os recursos da rede física
através da utilização de múltiplos caminhos entre os pares origem-destino[96, 11, 9, 10]. O ro-
teamento multicaminho divide a banda passante em vários caminhos, permitindo a rede prover
taxas de transferência de dados maiores do que no tradicional roteamento por um único cami-
nho (singlepath routing). O roteamento multicaminho tem sido intensamente investigado em
diferentes contextos da literatura. Cidon et al. em [14] realiza uma análise comparativa entre o
roteamento de caminho único e roteamento multicaminho, mostrando que este último impacta
positivamente no tempo de reserva de alocação de recursos.
Motivado pela necessidade de aprovisionamento eficiente de conexões e utilização eficiente
de recursos, o roteamento multicaminho é utilizado para a agregação de conexões. Padhi et al.
[79] investiga o impacto da divisão assimétrica das conexões sobre o problema de agregação de
tráfego multicaminho.
O roteamento multicaminho possui diversas vantagens, dentre elas a utilização de banda
passante, o balanceamento de carga e a qualidade de serviço (QoS). O uso de multicaminho
contribui com a distribuição do tráfego e reduz o atraso fim-a-fim e a perda de pacotes. Entre-
tanto, o atraso de propagação pode aumentar, caso as rotas utilizadas sejam mal escolhidas.
2.6 Agregação de tráfego em redes ópticas
A agregação de tráfego (TG) é uma técnica amplamente adotada para aumentar o desempenho
das redes tradicionais multiplexadas por divisão de comprimento de onda (WDM). Agregação
de tráfego em redes ópticas elásticas aumenta a eficiência espectral, a utilização de dispositivos
de rede e reduz o custo da rede e o consumo de energia. No entanto, o tratamento de agregação
de tráfego pode levar à necessidade de mais conversões óptica- elétrica-óptica (O-E-O), bem
como processamento de tráfego nos roteadores de núcleo intermediários [22].
Um novo esquema de agregação de tráfego óptica tem sido proposto em EON [115] e [25].
Este esquema agrega requisições de tráfego originados no mesmo nó de origem e, em seguida,
separa-os opticamente em nós intermediários usando comprimento de onda seletivo e comuta-
dores de largura de banda variável sem causar interferência. Esses comutadores necessitam de
nó intermediário avançado para realizar a função de transmissão e seleção, como consequência
da eliminação de conversão óptica- elétrica-óptica. Este esquema de agregação de tráfego óptico
combina várias conexões em um caminho óptico sem a necessidade de ter bandas de proteção
entre elas [115]. Essa agregação é realizada para suportar agregação de modo transparente, sem
conversão do sinal do domínio óptico para elétrico. Esse grupo de caminhos ópticos é chamado
de túnel óptico.
A Figura 2.9 ilustra um exemplo de agregação de tráfego óptica em EONs. Na figura, as
requisições 1 e 2 são originadas no mesmo nó fonte.
No estudo de sobrevivência em rede ópticas, quando qualquer enlace de fibra no caminho
primário falhar, a conexão é redirecionada em um caminho de backup. Na forma tradicional
de compartilhamento de backup, um único caminho de backup pode proteger mais de um ca-
minho primário, desde que sejam totalmente disjuntos. A elasticidade dos transponders ópticos
oferece uma nova oportunidade de compartilhamento de espectro (sobreposição de espectro).
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Figura 2.9: Exemplo de agregação de tráfego em EONs.
Dois caminhos de backup podem sobrepor o espectro se os caminhos primários das duas cone-
xões são enlaces disjuntos, e se seus caminhos de backup percorrerem dois caminhos ópticos
adjacentes em um enlace de fibra. O esquema de agregação de tráfego que permite a sobrepo-
sição do espectro em redes ópticas elásticas diminui a alocação de recursos pelos caminhos de
backup, visto que um espectro pode servir a mais de um caminho de backup [54].
Figura 2.10: Exemplo de sobreposição de espectro EONs.
A Figura 2.10 ilustra um exemplo de sobreposição de espectro. Na figura, as requisições 1,
2 e 3 possuem tanto o caminho primário quanto o de backup. Nesta mesma imagem, a técnica
de agregação de tráfego é mostrada tanto no caminho primário quanto de backup. O caminho
primário da requisição 1 e da requisição 3 são disjuntos do caminho primário da requisição 2.
Em caso de falha em um enlace, apenas uma das conexões fará uso do espectro sobreposto,
tornando possível a sobreposição de espectro entre os caminhos de backup destas requisições.
A figura mostra dois espectros sobrepostos nos caminhos de backup das requisições 1 e 2, e
dois espectros se sobrepondo nos caminhos de backup das requisições 2 e 3.
2.7 Multigrafo
Quando um grafo possui mais de uma aresta interligando os mesmos dois vértices diz-se que
este grafo possui arestas múltiplas (ou arestas paralelas). Ele é chamado de multigrafo ou grafo
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múltiplo [39, 35].
Um multigrafo G é uma tripla ordenada (V (G), E(G), r) onde V (G) é o conjunto de vér-
tices do grafo, E(G) é o conjunto de arestas do grafo, e r : E → {{x, y} : x, y ∈ V } é uma
função de E(G) para o conjunto de todos os pares (não ordenados) de dois elementos (não ne-
cessariamente distintos) de V (G). Alguns autores também consideram multigrafos aqueles que
têm laços [40, 17], isto é, uma aresta que conecta um vértice a ele mesmo; outros chamam estes
de pseudografos, reservando o termo multigrafo para os casos em que não há laços. Nesta Tese,
grafos com laços são considerados pseudografos.
Figura 2.11: Exemplo de multigrafo.
Na Figura 2.11 o grafo possui três arestas entre os vértices U e V, três arestas entre os
vértices U e Z e três arestas entre os vértices V e Z, caracterizando-o como um multigrafo.
2.8 Algoritmo genérico
Nesta seção apresenta-se o algoritmo 1, isto é, um método heurístico para resolver de forma
genérica o problema de proteção de redes ópticas elásticas com multiplexação espacial. Todos
os algoritmos apresentados nesta Tese correspondem a variações e combinações deste meta
algoritmo. Para toda nova requisição aceita, o algoritmo escolhe um caminho primário e um
caminho de proteção, que satisfaçam a requisição. Para toda requisição deverá ser escolhido
ambos os caminhos. No entanto, um caminho de proteção estabelecido para uma requisição
pode ser reutilizado por outra requisição, desde que, obedeçam as restrições imposta pelo tipo
de proteção de caminho utilizado. Um caminho de proteção somente será buscado ou escolhido
se um caminho primário já tiver sido escolhido. Os caminhos correspondem a um conjunto de
enlaces, um núcleo e uma faixa de espectro a serem utilizados. Se um caminho primário e/ou
caminho de proteção não puderem ser encontrado para a requisição, a requisição é bloqueada.
2.9 Síntese do capítulo
Neste capítulo, foram expostos e analisados os conceitos básicos e o problema de sobrevivência
em redes ópticas. Além disso, apresentaram-se conceitos substancialmente relevantes sobre téc-
nicas de proteção, cujo entendimento é fundamental para a compreensão do problema estudado.
Introduziram-se definições da técnica de proteção p-cycle. Foi, também, descrito o problema de
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Algoritmo 1 Algoritmo genérico
Saída: Caminho primário e Caminho de backup
1: Encontra o menor caminho para estabelecer como caminho primário
2: Se Não é possível encontrar caminho primário então
3: bloqueia requisição
4: Senão
5: Tenta compartilhar um caminho de proteção já estabelecido
6: Se Encontrou caminho de proteção para compartilhar então
7: Estabelece os caminhos
8: Senão
9: Se Encontrou caminho para estabelecer como caminho de proteção então
10: Estabelece os caminhos
11: Senão
12: Bloqueia a requisição
13: Fim Se
14: Fim Se
15: Fim Se
roteamento multicaminho. Foi descrito o problema de agregação de tráfego para redes ópticas
elásticas. Finalmente, foi apresentado o conceito de multigrafo.
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Capítulo 3
Proteção em redes ópticas elásticas com
multiplexação espacial
As tecnologias de multiplexação por divisão de comprimento de onda (WDM) supriram o cres-
cimento de tráfego de redes na última década. No entanto, o crescimento de tráfego continua
exponencial, impulsionado pelo tráfego gerado por data centers e novos serviços emergentes,
surgindo, então, a necessidade de implantação de novas técnicas escaláveis e flexíveis. Neste
passo, as redes ópticas elásticas com multiplexação espacial sobre fibras multi-núcleo são uma
solução promissora para superar o problema de capacidade em redes com aplicações heterogê-
neas.
Embora algoritmos de Roteamento e alocação de núcleo e espectro tenham sido propostos,
apenas [100] estuda proteção de redes ópticas elásticas com multiplexação espacial, isto é um
grande problema pois a capacidade de sobrevivência é de suma importância em redes ópticas
elásticas com multiplexação espacial, visto que essas carregam enorme quantidade de tráfego.
Apesar do acréscimo do número de núcleos aumentar a capacidade da rede, este acréscimo in-
troduz também questões adicionais como crosstalk entre núcleos e a complexidade relacionada
ao roteamento.
Este capítulo propõe a introdução de três novos algoritmos para proteção em redes ópticas
elásticas com multiplexação espacial. Os algoritmos apresentados diferem pelos diferentes tipos
de caminhos de backup utilizados. Para avaliar a efetividade dos algoritmos propostos, foram
realizadas simulações utilizando três topologias derivadas de cenários realistas. Os resultados
obtidos mostram que os algoritmos propostos geram menos bloqueio que os outros algoritmos
simulados. Além disso, os algoritmos propostos possuem diferentes comportamentos associa-
dos à topologia utilizada.
Este capítulo está organizado conforme segue. Na Seção 3.1, apresenta-se um revisão bi-
bliográfica. Na seção 3.2, introduz-se uma técnica para diminuir a complexidade de rotea-
mento dos algoritmos apresentado. Na seção 3.3 apresenta-se a notação utilizada nos algorit-
mos apresentados nesse capitulo. Nas Seções 3.4, 3.5 e 3.6 descrevem-se, respectivamente,
o algoritmo Shared Backup Path Protection for MultiCore network (SBPPMC), o algoritmo
Failure-Independent Path Protecting for MultiCore network (FIPPMC) e o algoritmo Mini-
mum Interference and Failure-independent path protecting for MultiCore networks (MIFMC).
Na Seção 3.7, compara-se o desempenho dos algoritmos propostos e de outros dois algoritmos.
Finalmente, na Seção 3.8, apresenta-se a síntese do capítulo.
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3.1 Trabalhos relacionados
Na literatura, diversos trabalhos estudam proteção em redes ópticas, no entanto, dentre todos os
trabalhados encontrados, apenas o [100] trata de proteção de redes ópticas elásticas utilizando
multiplexação espacial.
Os autores em [33] analisam as vantagens da utilização da arquitetura de rede óptica elástica,
dando enfoque em tráfego para nuvens. Eles realizam uma avaliação no impacto dos desastres
sobre o desempenho de redes ópticas elásticas. Comparam, também, duas abordagens de pro-
teção, proteção de caminho dedicado (DPP) e proteção de caminho de backup compartilhada
(SBPP), utilizando métricas tais como: consumo de energia e utilização do espectro.
Os autores de [93] propuseram políticas conservadoras de proteção em redes ópticas base-
adas em OFDM com alocação de banda elástica. Introduziram uma política em que caminhos
ópticos de backup protegem caminhos ópticos primários, utilizando caminhos disjuntos, o que
aumenta a robustez à proteção.
Foram propostos em [69] dois novos algoritmos para fornecer proteção de caminho através
do emprego de p-cycle de caminho em redes ópticas elásticas. Os algoritmos proporcionam
proteção contra uma falha, bem como proteção contra duas falhas simultâneas.
Os autores em [110] enfocam a proteção de caminho de backup compartilhado com base na
conectividade de conteúdo contra desastres no contexto de redes ópticas elásticas de datacenter.
O artigo propõe uma formulação de programação linear inteira para minimizar tanto a capaci-
dade de reposição quanto os recursos de trabalho em um data center. Além disso, propõe um
algoritmo heurístico para grandes redes de data centers.
Em [68], é proposto um algoritmo para prover proteção de caminho independente de falhas
utilizando p-cycle para redes ópticas elásticas. O algoritmo foi comparado com dois algoritmos
encontrados na literatura.
Os autores em [58] propõem um algoritmo de RSCA baseado no algoritmo Connected Com-
ponent Labelling (CCL). Nele, o algoritmo RSCA representa o espectro de fibras multi-núcleos
como matrizes e o algoritmo CCL descobre o espectro disponível para alocar uma solicitação de
conexão. Políticas de ajuste do espectro também são propostas para serem usadas em conjunto
com o algoritmo CCL.
Em [102], o problema de RSCA é dividido em problema de roteamento e SCA, e introduz
um método de pré-computação de k-caminhos como uma solução de roteamento.
Os autores em [62] desenvolvem uma formulação de programação linear inteira (ILP) para
o problema de planejamento de rede RSCA, priorizando a eficiência espectral nos núcleos da
rede óptica elástica com multiplexação espacial. Eles utilizam sete núcleos por fibra em suas
simulações.
Tode et.al. [103] propõe métodos RSCA em redes ópticas elásticas com multiplexação
espacial. O trabalho introduz conceitos de área priorizada e dois tipos de ciência de crosstalk.
Em [100], foi proposto o algoritmo Cap-DPP que utiliza caminhos dedicados para realizar
proteção, e utiliza uma técnica de k-caminhos para encontrar o caminho primário e o caminho
de backup em redes ópticas elásticas com multiplexação espacial.
A Tabela 3.1 apresenta uma comparação entre os trabalhos relacionados e os algoritmos
propostos neste capitulo, os trabalhos foram categorizados com relação à proteção, ao uso de
multiplexação de divisão espacial, ao uso de roteamento e alocação de espectro, ao uso de
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roteamento e alocação de núcleo e espectro, e ao uso do p-cycle para fornecer proteção e, por
fim, ao uso de proteção utilizando caminhos de backup compartilhados.
Tabela 3.1: Comparação dos trabalhos relacionados com os algoritmos FIPPMC, SBPPMC,
MIFMC.
Abordagem Proteção SDM RSA RSCA p-Cycle SBPP
Goscien et al. [33] Sim Não Sim Não Não Sim
Sillard et al. [93] Sim Não Sim Não Não Sim
Oliveira et al. [69] Sim Não Sim Não Sim Não
Xie et al. [110] Sim Não Sim Não Não Sim
Oliveira et al. [68] Sim Não Sim Não Sim Não
Moura et al. [58] Não Sim Não Sim Não Não
Tode et al. [102] Não Sim Não Sim Não Não
Muhammad et al. [62] Não Sim Não Sim Não Não
Tode et al. [103] Não Sim Não Sim Não Não
Yuanlong et al. [100] Sim Sim Não Sim Não Não
FIPPMC Sim Sim Não Sim Sim Não
SBPPMC Sim Sim Não Sim Não Sim
MIFMC Sim Sim Não Sim Sim Não
3.2 Multigrafo
A adição da dimensão espacial na multiplexação aumenta a complexidade da atribuição do
espectro, uma vez que o espectro de todos os núcleos tem de ser levado em consideração durante
a atribuição.
A fim de utilizar baixa complexidade e levar em consideração características de slots e nú-
cleos em conjunto com o roteamento e proteção dos algoritmos propostos neste capítulo, os
algoritmos modelam a disponibilidade do espectro na rede como um multigrafo (Figura 3.1(a)).
No multigrafo, um rótulo em uma aresta representa a disponibilidade de um slot. Na figura
3.1(b), o multigrafo é dividido em C multigrafos, onde C é o número de núcleos. Cada aresta
nos multigrafos criados representa um slot em um determinado núcleo. Cada um desses multi-
grafos da Figura 3.1(b) é transformado em um multigrafo com N − b+ 1 arestas (Figuras 3.1(c)
e 3.1(d)), onde b é a demanda de largura de banda da requisição em slot e N o número de slots
em cada núcleo. Cada aresta do multigrafo da Figura 3.1(d) representa b arestas contínuas do
multigrafo da Figura 3.1(c). Essa representação garante a contiguidade do espectro na solução.
Por fim, cada aresta de cada multigrafo resultante formará um grafo (Figura 3.1(e)). Os grafos
gerados serão utilizados para encontrar os caminhos. Em outras palavras, o multigrafo original
é transformado em C × (N − b + 1) grafos. Cada aresta nestes grafos representa uma combi-
nação de b slots em um único núcleo. Esta representação assegura a contiguidade do espectro à
solução, um vez que os grafos gerados são formados por apenas arestas contíguas. Nestes gra-
fos, um valor∞ significa que pelo menos um slot já está alocado enquanto que um valor menor
significa que todos os slots estão disponíveis para alocação. O valor∞ pode significar também
que o slot não pode ser utilizado, visto que a utilização do mesmo gerará crosstalk inaceitável
para a transmissão atual ou para uma transmissão que utiliza um slot no núcleo vizinho. Em
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outras palavras, um slot não estará disponível se já estiver alocado ou se o valor de crosstalk
no slot for inaceitável para uma transmissão bem-sucedida, ou ainda se a utilização deste slot
tornar uma transmissão que utiliza um slot do núcleo adjacente inaceitável.
(a) Rede com 3 núcleos e 4 slots. (b) Os multigrafos, separados por núcleos,
cada um representando 4 slots
(c) Conjunto de arestas sendo mapeadas em uma aresta
(d) O multigrafo em que o conjunto de ares-
tas são mapeadas em uma aresta , restrição de
contiguidade.
(e) Grafos gerados
Figura 3.1: Transformando multigrafo em grafos.
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3.3 Notação
A seguinte notação matemática será usada neste capítulo:
s: nó fonte;
d: nó destino;
b: demanda de largura de banda mais banda de guarda;
F : número de enlaces físicos;
N : número do conjunto de slots entre dois nós;
C: número de núcleos entre dois nós;
V : conjunto de nós;
eu,v,n: A n-ésima aresta conectando u e v. Cada aresta representa um slot entre os nós u e v.
E = {eu,v,n}: conjunto de arestas;
G = (V,E,W ): multigrafo composto por um conjunto de nós V , um conjunto de arestas E
e um conjunto de pesos de arestas W , |E| = C ·N · F ;
r(s, d, b): requisição do nó s para o nó d com demanda b;
w(eu,v,n): peso da aresta eu,v,n; w(eu,v,n) < ∞ se o n-ésimo slot no enlace conectando os
nós u e v estão livres e w(eu,v,n) =∞ se o slot já estiver alocado;
W = {w(eu,v,n)}:conjunto de pesos das arestas;
τ(G,C, b) = {G˜n,b}: função que produz todos os σ grafos de G;
σ = |{G˜n,b}| = C × (N − b+ 1): número de grafos extraído do multigrafo;
V˜ = V : conjunto de nós dos grafos gerados;
W˜ = {w˜n(e˜u˜,v˜)}: conjunto de pesos das arestas dos grafos gerados;
G˜n,b = (V˜ , E˜, W˜ ): o n-ésimo grafo tal que E˜ é o conjunto de arestas conectando {u˜, v˜} ∈ V˜
e W˜ é o conjunto de custos associados a E˜. A aresta E˜ corresponde ao mapeamento de b aresta
em G iniciando na n-ésima aresta;
e˜u˜,v˜ = {eu,v,n} ∈ E˜ é uma sequência tal que eu,v,n é a menor aresta ordenada, eu,v,n+b é a
maior aresta ordenada |e˜u,v| = b;
w˜n(e˜u˜,v˜): peso da aresta e˜u˜,v˜ no grafo n; w˜n(e˜u˜,v˜) <∞ se as arestas correspondes no grafo
estão livres e podem ser utilizadas sem gerar XT inaceitável e w˜n(e˜u˜,v˜) =∞ se aresta já estiver
alocado ou se gerar XT inaceitável;
δ(G˜n,b, r(s, d, b)): função que produz menor caminho entre s e d para o grafo G˜n,b, que
satisfaz a requizição de b slots;
Pn: sequência de G˜n tal que o nó fonte s é o menor nó ordenado e d é o maior nó ordenado;
W (Pn): o peso do caminho Pn, a soma dos pesos de todos as arestas na sequência;
WPs,d = peso do menor caminho entre s e d;
Zn: caminho de backup contendo os vértices u e v e arestas correspondendo ao mapeamento
de b arestas do multigrafo G;
Z: conjunto de todos os caminhos de backup ativos;
PZn: conjunto de todos os caminhos protegidos pelo caminho de backup Zn;
W (Zn): o peso do caminho de backup Zn (a soma dos pesos de todas as arestas da sequên-
cia);
WZs,d = peso do menor caminho de backup entre s e d;
ν(Pn, Z, r(s, d, b)): função que procura um caminho de backup Zn em Z em que PZn são
caminhos disjuntos de Pn e satisfazem a requisição de banda passante b e que s e d são nós
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inicias e finais do caminho;
β(G˜n,b, Pn, r(s, d, b)): função que produz um menor caminho de backup Zn entre s and d
em G˜n,b, em que Zn e PZn são caminhos disjuntos para Pn, e que o caminho satisfaz a requisição
b;
Tn: p-cycle contendo os vértices u e v e arestas correspondendo ao mapeamento de b arestas
do multigrafo G;
T : conjunto de todos os p-cycles ativos;
PTn: conjunto de todos os caminhos protegidos pelo p-cycle Tn;
W (Tn): o peso do p-cycle Tn (a soma dos pesos de todas as arestas);
WTs,d = peso do p-cycle que protegerá o caminho entre s e d;
µ(Pn, T, r(s, d, b)): função que procura um p-cycle Tn em T que PTn são caminhos disjuntos
de Pn e satisfazem a requisição b e que s e d fazem parte do p-cycle;
ξ(G˜n,b, Pn, r(s, d, b)): função que produz um menor p-cycle Tn, entre s and d em G˜n,b, que
PTn são caminhos disjuntos para Pn, e que o p-cycle satisfaz a requisição b;
ϑ(G˜n,b, Pn, r(s, d, b)): função que produz um p-cycle Tn, entre s and d em G˜n,b, que satisfaz
a requisição b, é disjunto de Pn (p-cycle é transzonal a Pn) e que PTn são caminhos disjuntos
para Pn;
3.4 O algoritmo SBPPMC
O algoritmo introduzido, nesta seção, chamado Shared Backup Path Protection for MultiCore
network (SBPPMC), decide sobre o estabelecimento de conexões em uma rede com proteção
contra uma falha. Nele, um caminho óptico é estabelecido se e somente se ele pode ser protegido
por um caminho de backup compartilhado (SBPP).
O caminho de backup compartilhado é uma técnica de proteção que tem sido amplamente
investigada nos últimos anos devido ao compartilhamento de recursos eficiente para realizar
a proteção, bem como a flexibilidade no fornecimento de serviços. A técnica SBPP emprega
um esquema de proteção 1:N no qual um único caminho de backup pode proteger mais de um
caminho primário, desde que seus caminhos primários correspondentes sejam disjuntos.
No algoritmo SBPPMC, a linha 1 transforma o multigrafo em C × (N − b + 1) grafos.
A linha 2 resolve um algoritmo de menor caminho para os grafos gerados utilizando Dikjstra.
A linha 3 escolhe o menor caminho e o peso do caminho dentre os menores caminhos dos
grafos. Na linha 4, as arestas correspondentes ao caminho têm os pesos configurados para∞,
significando que os slots foram alocados. Se o peso do menor caminho é∞, não foi possível
encontrar um caminho sob a restrição de contiguidade para a demanda b (linha 5). Então, a
requisição será bloqueada na (linha 6). Caso contrário, um caminho de backup para proteger
o caminho selecionado será buscado a fim de ser compartilhado dentre os caminhos de backup
ativos (Linha 8). Caso exista um caminho de backup que possa proteger o caminho, o caminho
é estabelecido (linha 9). Caso não haja um caminho de backup, ele necessita ser criado (linha
11). A criação do caminho de backup considera que todos os enlaces utilizados no caminho
primário Pn terão peso ∞, isso garante que os dois caminhos sejam disjuntos. Além disso a
criação do caminho considera o algoritmo de Dijkstra e o grafos gerados do multigrafo para
obtenção do menor caminho válido. Caso não se possa criar um caminho de backup (linha 13),
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Algoritmo 2 SBPPMC
Entrada: G, r(s, d, b)
Saída: Caminho primário e Caminho de backup
1: τ(G,C, b)
2: (W (Pn), Pn) = δ(G˜n,b, r(s, d, b)) ∀n ∈ σ
3: WPs,d = W (Pn)| ∀i W (Pn) ≤W (Pi)
4: w(eu,v,i) =∞ ∀{u, v} ∈ Pi
5: Se WPs,d =∞ então
6: bloqueia requisição (r(s, d, b))
7: Senão
8: Se ∃ν(Pn, Z, r(s, d, b)) então
9: estabelece requisição (r(s, d, b)) como Pn e Zn
10: Senão
11: (W (Zn), Zn) = β(G˜n,b, Pn, r(s, d, b)) ∀n ∈ σ
12: WZs,d = W (Zn)| ∀i W (Zn) ≤W (Zi)
13: Se WZs,d =∞ então
14: bloqueia requisição (r(s, d, b))
15: Senão
16: estabelece requisição (r(s, d, b)) como Pn e Zn
17: w(eu,v,i) =∞ ∀{u, v} ∈ Zi
18: Fim Se
19: Fim Se
20: Fim Se
a requisição é bloqueada (linha 14). Do contrário, o caminho de backup, será estabelecido e as
arestas correspondentes terão seus pesos configurados para∞ (linhas 17).
A complexidade do algoritmo SBPPMC é analisada como: a complexidade de transformar o
multigrafo em grafos éO(E+V ). Para encontrar o caminho primário, no pior caso, o algoritmo
de Dijkstra é executado em C× (N − b) grafos, em que a complexidade amortizada de Dijkstra
é O(E + V logV ). Da mesma forma, para o caminho de backup, o algoritmo de Dijkstra é
executado em C×(N−b) grafos. Logo, no pior caso, o algoritmo SBPPMC tem complexidade
de (E+V )+2× (C× (N − b)× (E+V logV ))+E+V . Como N , C e b podem ser expressos
como constantes, a complexidade do algoritmo é O(E + V logV ).
3.5 O algoritmo FIPPMC
A utilização de técnicas de compartilhamento de caminhos atribui para cada caminho primário
um caminho de backup pré-calculado. Com isso, um conjunto de caminhos primários podem
compartilhar um mesmo caminho de backup, se os seus caminhos primários são mutuamente
disjuntos. Nos algoritmos que utilizam essa técnica, quando ocorre uma falha, os nós ao longo
de uma rota de backup devem ser reconfigurados para utilizar o caminho de backup correspon-
dente ao caminho de trabalho que falhou. Isso gera atrasos na sinalização e configuração dos
nós intermediários, aumentando assim o tempo de restauração. Um p-cycle é um caminho fe-
chado pré-conectado e cíclico de capacidade reservada para realizar proteção. Um caso especial
de p-cycle é o p-cycle FIPP, que possui tempo de comutação de proteção tipicamente na ordem
de 50 ms [82] e 10 ms [82] para detecção de falha, o que o torna uma técnica de proteção
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mais rápida que mecanismos comuns, como caminhos de backup compartilhados que possuem
tempo de comutação de proteção de aproximadamente 200 ms [6].
O algoritmo proposto nesta seção, chamado Failure-Independent Path Protecting for Mul-
tiCore network (FIPPMC), decide sobre o estabelecimento de caminhos ópticos em uma rede
protegida por p-cycles FIPP. Nele, um caminho óptico é estabelecido se e somente se, ele pode
ser protegido por um p-cycle FIPP, que pode ter tanto caminhos transzonais como caminhos
no ciclo. Um caminho transzonal a um p-cycle refere-se aos caminhos que possuem os nós
finais no p-cycle, mas pelo menos um nó intermediário não estará no p-cycle. O algoritmo
FIPPMC, possui a mesma estrutura do algoritmo SBPPMC. Primeiramente, o algoritmo gera
grafos a partir do multigrafo, dentre esses grafos busca-se o menor caminho que será o caminho
primário. Posteriormente, busca-se um caminho de backup pré-existente que possa ser compar-
tilhado, caso não exista gera-se um caminho para proteção. No algoritmo FIPPMC, o caminho
de backup é um p-cycle FIPP.
Algoritmo 3 FIPPMC
Entrada: G, r(s, d, b)
Saída: Caminho primário e Caminho de backup
1: τ(G,C, b)
2: (W (Pn), Pn) = δ(G˜n,b, r(s, d, b)) ∀n ∈ σ
3: WPs,d = W (Pn)| ∀i W (Pn) ≤W (Pi)
4: w(eu,v,i) =∞ ∀{u, v} ∈ Pi
5: Se WPs,d =∞ então
6: bloqueia requisição (r(s, d, b))
7: Senão
8: Se ∃µ(Pn, T, r(s, d, b)) então
9: estabelece requisição (r(s, d, b)) como Pn e Tn
10: Senão
11: (W (Tn), Tn) = ξ (G˜n,b, Pn, r(s, d, b)) ∀n ∈ σ
12: WTs,d = W (Tn)| ∀i W (Tn) ≤W (Ti)
13: Se WTs,d =∞ então
14: bloqueia requisição (r(s, d, b))
15: Senão
16: estabelece requisição (r(s, d, b)) como Pn e Tn
17: w(eu,v,i) =∞ ∀{u, v} ∈ Ti
18: Fim Se
19: Fim Se
20: Fim Se
O processo de geração do caminho primário é idêntico tanto para o SBPPMC quanto para o
FIPPMC, isso pode ser observado nas linhas de 1 a 6. No entanto, para o algoritmo FIPPMC, um
p-cycle para proteger o caminho criado nas linhas de 1 a 6 será buscado dentre os p-cycles ativos
(linha 8). Os p-cycles ativos são aqueles que já foram criados e protegem uma conexão na rede.
Caso exista um p-cycle que possa proteger o caminho, o caminho é estabelecido (linha 9). Caso
não haja um p-cycle ativo que possa proteger o caminho, um p-cycle necessita ser criado (linha
11). Para criação do p-cycle, pressupõe-se que um p-cycle pode ser visto como a combinação
de dois caminhos disjuntos entre dois nós finais. Com isso, utilizou-se o algoritmo de Suurballe
[5] para encontrar os dois caminhos disjuntos mais curtos, então um ciclo é formado. Caso
não possa criar um p-cycle (linha 13), a requisição é bloqueada. Caso contrário, o p-cycle
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será estabelecido e as arestas correspondentes têm os pesos configurados para∞ (Linhas 17).
É importante notar que o algoritmo FIPPMC executa algoritmo de Suurballe em cada grafo
gerado, de forma que obrigatoriamente as restrições de continuidade de núcleo e espectro serão
mantidas na formação do p-cycle pelos dois caminhos encontrados.
A complexidade do algoritmo FIPPMC é analisada como: a complexidade de transformar o
multigrafo em grafos éO(E+V ). Para encontrar o caminho primário, no pior caso, o algoritmo
de Dijkstra é executado em C × (N − b) grafos, onde a complexidade amortizada de Dijkstra
é O(E + V logV ). Da mesma forma, para encontrar o p-cycle, o algoritmo de Suurballe é
executado em C × (N − b) grafos, onde a complexidade de Suurballe é O(E + V logV ) [5].
Logo, no pior caso, o algoritmo FIPPMC tem complexidade de (E + V ) + C × (N − b) ×
(E + V logV ) + C × (N − b)× (E + V logV ). Como N , C e b podem ser expressados como
constantes, a complexidade do algoritmo é O(E + V logV ).
3.6 O algoritmo MIFMC
Os tradicionais algoritmos de proteção levam a uma rápida saturação de enlaces da rede, im-
pulsionando novos algoritmos, especialmente aqueles que empregam interferência mínima para
promover uma utilização equilibrada dos recursos. Algoritmos de interferência mínima geram
caminhos com menor interferência entre os caminhos de requisições distintas [26, 27]. Um p-
cycle protegendo uma requisição pode sobrecarregar enlaces, uma vez que o p-cycle pode usar
os mesmos enlaces do caminho primário. A abordagem desta seção, sempre que possível, gera
p-cycle transzonal ao caminho primário, evitando que o p-cycle e o caminho primário de uma
mesma requisição utilizem o mesmo enlace, evitando, também, a saturação de enlaces da rede,
e portanto, minimizando a rejeição de requisições futuras.
Como o algoritmo FIPPMC, o algoritmo introduzido nesta seção, chamado Minimum Inter-
ference and Failure-independent path protecting for MultiCore networks (MIFMC), também,
decide sobre provisão de proteção dos caminhos ópticos através do uso de p-cycles FIPP. No
entanto, diferentemente do algoritmo FIPPMC, o algoritmo MIFMC prioriza o uso de p-cycles
transzonais ao caminho primário, gerando interferência mínima e reduzindo rejeições de re-
quisições futuras. O algoritmo 4 garante um caminho de backup para cada caminho óptico
estabelecido e a proteção é garantida para falhas únicas. A reserva de recursos para criar o
p-cycle FIPP, protegendo uma requisição, pode sobrecarregar os enlaces na rede, uma vez que o
p-cycle que protege os caminhos no p-cycle usam os mesmos enlaces do caminho primário. Por
outro lado, o p-cycle que protege caminhos transzonais tende a reservar mais recursos, pois tem
um maior número de saltos. Os p-cycles que protegem caminhos no p-cycle utilizam menos re-
cursos da rede do que p-cycle que protegem caminhos transzonais, mas, por outro lado, podem
sobrecarregar os enlaces ao longo de um caminho. Por conseguinte, é necessário adotar crité-
rios para evitar a formação de gargalos, equilibrando a carga entre potenciais caminhos, sendo
importante também adotar uma abordagem de interferência mínima para evitar o bloqueio de
requisições.
No algoritmo MIFMC, a criação do caminho primário é similar aos algoritmos FIPPMC e
SBPPMC, como pode ser visto pelas linhas de 1 a 6. A linhas 8 a 10 do algoritmo MIFMC são
semelhantes ao algoritmo FIPPMC, pois ambos algoritmos tentam compartilhar os p-cycles ati-
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Algoritmo 4 MIFMC
Entrada: G, r(s, d, b)
Saída: Caminho primário e Caminho de backup
1: τ(G,C, b)
2: (W (Pn), Pn) = δ(G˜n,b, r(s, d, b)) ∀n ∈ σ
3: WPs,d = W (Pn)| ∀i W (Pn) ≤W (Pi)
4: w(eu,v,i) =∞ ∀{u, v} ∈ Pi
5: Se WPs,d =∞ então
6: bloqueia requisição(r(s, d, b))
7: Senão
8: Se ∃µ(Pn, T, r(s, d, b)) então
9: estabelece requisição (r(s, d, b)) como Pn e Tn
10: Senão
11: (W (Tn), Tn) = ϑ (G˜n,b, Pn, r(s, d, b)) ∀n ∈ σ
12: WTs,d = W (Tn)| ∀i W (Tn) ≤W (Ti)
13: Se WTs,d =∞ então
14: (W (Tn), Tn) = ξ (G˜n,b, Pn, r(s, d, b)) ∀n ∈ σ
15: WTs,d = W (Tn)| ∀i W (Tn) ≤W (Ti)
16: Se WTs,d =∞ então
17: bloqueia requisição (r(s, d, b))
18: Fim Se
19: Fim Se
20: Se WTs,d 6=∞ então
21: estabelece requisição (r(s, d, b)) como Pn e Tn
22: w(eu,v,i) =∞ ∀{u, v} ∈ Ti
23: Fim Se
24: Fim Se
25: Fim Se
vos de forma a proteger as novas requisições. No entanto, o processo de criação de p-cycle no al-
goritmo MIFMC se dá por duas etapas. Primeiramente, diferentemente do algoritmo FIPPMC,
o algoritmo MIFMC prioriza criar p-cycles transzonais nos grafos gerados (linha 11), isto é,
criar p-cycles que não utilizam os mesmos enlaces do caminho primário, utilizando o conceito
de interferência mínima.
Neste algoritmo, a criação do p-cycle considera os enlaces utilizados no caminho primário
marcados como ∞, garantindo o caminho transzonal ao p-cycle. A linha 12 escolhe o menor
p-cycle transzonal e o peso dentre os menores p-cycles dentre os grafos. Caso não seja possível
criar um p-cycle com interferência mínima, ou seja, um p-cycle transzonal ao caminho primário
(linha 13), um menor p-cycle necessita ser criado (linha 14). A segunda etapa gera o p-cycle
sem interferência mínima, ou seja, o p-cycle pode ser criado utilizando os enlaces do caminho
primário (linha 14). Caso não possa criar nenhum dos p-cycles (linha 16), a requisição é blo-
queada. Caso contrário, o p-cycle será estabelecido e as arestas correspondente tem os pesos
configurados para∞ (linhas 21 à 22).
A complexidade do algoritmo MIFMC é analisada como: a complexidade de transformar o
multigrafo em grafos éO(E+V ). Para encontrar o caminho primário, no pior caso, o algoritmo
de Dijkstra é executado em C × (N − b) grafos, onde a complexidade amortizada de Dijkstra
é O(E + V logV ). Da mesma forma, para o caminho de backup, o pior caso pode executar o
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algoritmo de Suurballe [5] em C × (N − b) grafos para o p-cycle transzonal e C × (N − b)
grafos para o p-cycle de menor caminho , sendo a complexidade de Suurballe O(E + V logV ).
Logo no pior caso, o algoritmo MIFMC tem complexidade de (E + V ) +C × (N − b)× (E +
V logV ) +C× (N − b)× (E+V logV ) +C× (N − b)× (E+V logV ). Como N , C e b podem
ser expressados como constantes, a complexidade do algoritmo é O(E + V logV ).
3.7 Resultados numéricos
Para avaliar o desempenho dos algoritmos proposto neste capítulo, experimentos de simulação
foram realizados utilizando o simulador FlexGridSim [59]. Em cada simulação, 100.000 requi-
sições foram geradas. Utilizou-se o método de replicação independente e adotou-se nível de
confiança de 95% para os intervalos de confiança. Diferentes topologias com diferentes conec-
tividades foram empregadas nas simulações: a Pan-Europan (Figura 3.2(a)) com 28 nós e 39
enlaces bidirecionais; a USA (Figura 3.2(b)) com 24 nós e 43 enlaces bidirecionais; e a NSF
(Figura 3.2(c)) com 14 nós e 18 enlaces bidirecionais. As figuras mostram as respectivas dis-
tancias entre os nós. O espectro foi dividido em 320 slots de largura de banda de 12.5 GHz cada
[8, 87] e as fibras simuladas possuem 7 núcleos [102]. Variou-se a carga entre 25 e 500 erlangs
em intervalos de 25 erlangs. Sete tipos de requisições foram utilizadas, as demandas de banda
de 25 Gbps, 50 Gbps, 125 Gbps, 200 Gbps, 500 Gbps, 750 Gbps e 1 Tbps. Nas simulações,
utilizou-se um limite de crosstalk de -16 dB considerado como aceitável [91]. Além disso,
utilizou-se o formato de modulação fixo BPSK que realiza a transmissão de 1 bit por símbolo.
As requisições de conexão são uniformemente distribuídas entre todos os pares de nós da
rede. O tempo de espera entre requisições segue uma distribuição exponencial negativa com
uma média de uma unidade. A carga da rede, dada em Erlang, é definida como: A = R × h×
(B/λ), onde R é a taxa de chegada da requisição, h é o tempo entre chegadas das requisições, e
B é a requisição de largura de banda normalizada para a capacidade do enlace.
Nas figuras, as curvas rotuladas como FIPPMC mostram os resultados para as redes que
utilizam o algoritmo FIPPMC (Algoritmo 3), as curvas rotuladas como MIFMC mostram os
resultados para as redes que utilizam o algoritmo MIFMC (Algoritmo 4), e as curvas rotula-
das como SBPPMC mostram os resultados para as redes que utilizam o algoritmo SBPPMC
(Algoritmo 2), as curvas rotuladas como SSCA encontram o caminho primário através do algo-
ritmo proposto em [102], utilizando k = 3 e o caminho de backup adicionando a capacidade de
compartilhamento ao mesmo algoritmo, enquanto as curvas rotuladas como Cap-DPP mostram
os resultados para as redes que utilizam o algoritmo proposto em [100], o algoritmo Ca-DPP
encontra k caminhos disjuntos, com k = 2, o primeiro caminho equivale ao caminho primário
e o segundo caminho equivale ao caminho de backup.
As métricas consideradas para avaliação dos algoritmos deste capítulo são a probabilidade
de bloqueio de banda (Bandwidth Blocking Ratio - BBR), o valor de crosstalk por slot (crosstalk
per slot - CpS), a razão de fragmentação (Framentation Ratio - FR), a eficiência energética
(Energy Efficiency - EE), o número de saltos para o caminho primário e o número de saltos para
o caminho de backup. A BBR é definida pela porcentagem de banda (tráfego) bloqueada sobre
o total de banda solicitada durante todo o período de simulação. Conforme Equação 3.1.
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(a) Pan-European
(b) USA
(c) NSF
Figura 3.2: Topologias.
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BBR =
∑
BandaBloqueada∑
BandaTotal
(3.1)
O valor de CpS é definido como a relação média entre os pares de slots de frequência
usados que têm a mesma frequência e estão localizados em núcleos adjacentes (Arrangement of
Crosstalk, AoC) e o total de slots usados [30], como denotado na Equação 3.2.
CpS =
AoC
TotalSlots
(3.2)
A FR é gerada a partir do estabelecimento e a desconexão de caminhos. A razão de fragmen-
tação compara o número máximo de slots contíguos disponíveis ao número de slots disponíveis
no enlace [57]. A razão de fragmentação é denotada pela Equação 3.3.
FR =
TotalLivre−maiorBlocoLivre
TotalLivre
(3.3)
O número de saltos do caminho primário apresenta a média do número de saltos de todos
caminhos primário estabelecidos. O número de saltos do caminho de backup apresenta a média
do número de saltos de todos caminhos de backup estabelecidos. A Equação 3.4 foi utilizada
para encontrar o número de saltos médio.
MediaSaltos =
∑
SaltosTodosCaminho
TotalCaminhos
(3.4)
A medida de eficiência energética (EE) é obtida dividindo-se a demanda de tráfego total
atendida com sucesso na rede (Total Traffic Network, TTN) pelo consumo total de energia da
rede (Total Power Consumption, TPC). O TTN é calculada somando-se a taxa de transmissão
total de todas as requisições que foram alocadas com êxito na rede. O TPC é o consumo total
de energia dos transponders, dos EDFAs e dos os OXCs na rede, os EDFAs estão distribuídos
conforme o tamanho dos enlaces na toplogia real.
EE =
TTN
TPC
(3.5)
O calculo da eficiência energética foi realizado como em Viscaíno et.al.[104], no entanto, os
valores da energia consumida pelo OXC foram baseados em Fujii et. al. [29], para representar
o consumo de uma OXC em redes ópticas elásticas com multiplexação espacial.
A Figura 3.3 mostra a probabilidade de bloqueio para a topologia Pan-European. Enquanto
os algoritmos FIPPMC, SBPPMC e MIFMC iniciam o bloqueio de requisições sob cargas de 75
erlangs, o Cap-DPP e o SSCA iniciam o bloqueio de requisições sob cargas de 50 erlangs. Os
valores de BBR produzidos pelo MIFMC são sempre mais baixos do que outros algoritmos, isso
evidencia o benefício de considerar os critérios de interferência mínima para criar os p-cycles
durante a escolha da rota de backup para topologia com alta conectividade. Os algoritmos
FIPPMC e MIFMC produzem comportamento de BBR semelhante, devido à alta conectividade
da topologia Pan-European, estes algoritmos que utilizam p-cycle não produzem bloqueio até
cargas de 75 erlangs. O algoritmo SBPPMC produz maiores valores de BBR que os produzidos
pelos algoritmos FIPPMC e MIFMC. Isto ocorre pois para esta topologia os algoritmos que uti-
lizam p-cycle conseguem prover um maior compartilhamento de caminhos de backup utilizando
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Figura 3.3: Bloqueio de banda dos algoritmos Cap-DPP, SSCA, SBPPMC, FIPPMC e MIFMC
em função da carga da rede para topologia Pan-European.
menos recurso da rede. O algoritmo Cap-DPP produziu os valores de BBR mais alto, pois ele
não usa caminhos compartilhados para prover proteção. O algoritmo SBPPMC produz valores
de BBR inferiores ao do SSCA para todas as cargas simuladas, já que o algoritmo SBPPMC
usa a técnica de multigrafo apresentada para geração de caminhos, gerando uma melhor distri-
buição de caminhos na rede. A diferença entre os valores de BBR produzido pelo FIPPMC e o
MIFMC é quase uma ordem de grandeza quando comparada com o SBPPMC e quase duas or-
dens de magnitude quando comparada com o algoritmo SSCA, e pode chegar a quatro ordens de
grandeza quando comparada com o algoritmo de Cap-DPP. Sob cargas elevadas de 300 erlangs,
os algoritmos SBPPMC, Cap-DPP, FIPPMC e MIFMC produzem bloqueios semelhante.
A Figura 3.4 mostra a relação de crosstalk por slot gerado para a topologia Pan-European.
Os valores de CpS gerados pelos os algoritmos FIPPMC e MIFMC iniciam com um valor
de 0,02 e aumentam até 0,40 e 0,42, respectivamente. Os valores de CpS gerados para os
algoritmos SSCA e SBPPMC iniciam com um valor de 0,02 e aumentam até 0,17. Os valores
de CpS gerado pelo algoritmo CaP-DPP iniciam em 0,02 e aumentam até 0,05. Os algoritmos
FIPPMC e MIFMC produzem CpS mais altos do que os outros três algoritmos, pois esses
algoritmos produzem menor bloqueio de requisições implicando na utilização de mais recursos,
o que implica em uma maior probabilidade de gerar CpS. Os valores de CpS gerados pelos
algoritmos FIPPMC e MIFMC começam com um valor de 0,02 e aumentam rapidamente com
o aumento da carga, pois, para os algoritmos que usam p-cycle, uma maior conectividade de rede
leva a valores de BBR mais baixo e a uma maior utilização da capacidade de rede. Embora o
algoritmo SSCA produza um bloqueio maior que o algoritmo SBPPMC, ambos produzem CpS
semelhante, isso acontece porque o uso do multigrafo gera caminhos menores usando menos
recursos e gerando menos CpS.
A Figura 3.5 mostra a razão de fragmentação gerada para a topologia Pan-European. O
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Figura 3.4: Crosstalk por slot dos algoritmos Cap-DPP, SSCA, SBPPMC, FIPPMC e MIFMC
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Figura 3.5: Razão de fragmentação dos algoritmos Cap-DPP, SSCA, SBPPMC, FIPPMC e
MIFMC em função da carga da rede para topologia Pan-European.
algoritmo Cap-DPP produz uma razão de fragmentação menor que o algoritmo SSCA, isto
ocorre como consequência do maior bloqueio gerado pelo algoritmo Cap-DPP fazendo com que
um número menor de caminhos seja desestablecidos e consequentemente gerando menor razão
de fragmentação. O algoritmo MIFMC produz uma FR 2% menor que a dada pelo algoritmo
FIPPMC apesar do MIFMC produzir menor bloqueio de requisições, isso ocorre pois maiores
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caminhos tendem a ser mais compartilhados gerando um menor número de desconexões. Os
algoritmos FIPPMC e MIFMC produzem uma razão de fragmentação quase 10% maior que
a dada pelo SBPPMC, uma vez que mais requisições são aceitas pelos algoritmos FIPPMC
e MIFMC gerando estabelecimento de conexões e consequentemente mais fragmentação. O
algoritmo Cap-DPP produz a menor razão de fragmentação, uma vez que aceita o menor número
de requisições, gerando menor número de saltos e menor razão de fragmentação.
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Figura 3.6: Eficiência Energética dos algoritmos Cap-DPP, SSCA, SBPPMC, FIPPMC e
MIFMC em função da carga da rede para topologia Pan-European.
A Figura 3.6 mostra a eficiência energética gerada para a topologia Pan-European. Sob car-
gas mais altas, o algoritmo Cap-DPP produz uma maior eficiência energética, como consequên-
cia da alocação de caminhos com menor número de saltos, ou seja, o bloqueio produzido nesta
topologia afeta a capacidade de estabelecer caminhos com comprimento arbitrário. O FIPPMC
e o MIFMC produzem a menor eficiência energética, como consequência da menor BBR gerada
devido a utilização de p-cycle FIPP e do maior número médio de saltos dos caminhos primários.
Não há muita diferença entre a eficiência energética do SBPPMC e os algoritmos que utilizam
o p-cycle FIPP. A diferença ocorre apenas sob cargas altas, uma vez que FIPPMC e MIFMC
produzem um menor bloqueio sob essas cargas. O algoritmo SSCA sob cargas menores que
100 erlangs tem pouca eficiência energética, apesar de produzir maior bloqueio de requisições,
como consequência do número médio de saltos dos caminhos primários.
A Figura 3.7 mostra o número médio de saltos do caminho primário gerado para a topologia
Pan-European. Essa métrica expressa o impacto dos valores de BBR produzido em relação a
forma de criação dos camihos primários. A utilização do multigrafo pelos algoritmos SBPPMC,
FIPPMC e MIFMC para encontrar o menor caminho primário mantém um menor número de
saltos quando comparado aos algoritmos Cap-DPP e SSCA, que encontram a rota para poste-
riormente encontrar slots disponíveis obedecendo contiguidade e continuidade do espectro. A
utilização do multigrafo possibilita identificar o caminho disponível considerando as restrições
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Figura 3.7: Número médio de saltos do caminho primário dos algoritmos Cap-DPP, SSCA,
SBPPMC, FIPPMC e MIFMC em função da carga da rede para topologia Pan-European.
de contiguidade e continuidade do espectro. Por outro lado, os algoritmos Cap-DPP e SSCA
que utilizam grafo, encontram a rota para posteriormente analisar a disponibilidade de núcleo e
espectro, o que pode ocasionar na escolha de rotas indisponíveis.
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Figura 3.8: Número médio de saltos do caminho de backup dos algoritmos Cap-DPP, SSCA,
SBPPMC, FIPPMC e MIFMC em função da carga da rede para topologia Pan-European.
A Figura 3.8 mostra o número médio de saltos caminho de backup gerado para a topologia
Pan-European. Através desta métrica é possível avaliar a quantidade de recursos reservados
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pelos p-cycles alocados com relação aos caminhos de backup compartilhados. Os algoritmos
que utilizam p-cycle produzem caminhos de backup com três vezes mais número médio de sal-
tos do que os caminhos que não utilizam. O algoritmo MIFMC produz caminhos de backup
com número médio de saltos sempre maior que o algoritmo FIPPMC, isto ocorre pois o algo-
ritmo MIFMC prioriza p-cycles transzonais ao caminho primário, e esses p-cycles tendem a ser
maiores que os caminhos que usam os mesmos enlaces do p-cycle. Os algoritmos SBPPMC
produz caminhos de backup com número médio de saltos maiores que o algoritmo SSCA, isto
ocorre porque o algoritmo SSCA produz um maior bloqueio de requisições o que implica no
estabelecimento de apenas caminhos menores.
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Figura 3.9: Bloqueio de banda dos algoritmos Cap-DPP, SSCA, SBPPMC, FIPPMC e MIFMC
em função da carga da rede para topologia USA.
A Figura 3.9 mostra a probabilidade de bloqueio para a topologia USA. Enquanto o Cap-
DPP e o SSCA iniciam o bloqueio de requisições sob cargas de 50 erlangs, o FIPPMC e o
MIFMC iniciam o bloqueio de requisições somente sob cargas de 125 erlangs e o SBPPMC,
por sua vez, inicia o bloqueio de requisições apenas sob cargas de 150 erlangs. O algoritmo
SBBPMC produziu a segunda menor BBR, sendo os valores de BBR produzido maiores apenas
que os valores de BBR produzido pelo algoritmo MIFMC, isso acontece porque os nós da
topologia USA são mais conectados que os da topologia Pan-European. O algoritmo FIPPMC
produziu uma BBR maior que o MIFMC como consequência da maior conectividade dos nós
nessa topologia, permitindo a alocação de p-cycles com interferência mínima pelo algoritmo
MIFMC. Sob cargas de 150 erlangs, os algoritmos FIPPMC e SBPPMC produzem padrões
de BBR semelhante, já que, enquanto o algoritmo SBPPMC usa menos recursos de rede, o
MIFMC usa o compartilhamento dos p-cycles e a interferência mínima para evitar sobrecarga
de enlaces. Sob carga de 150 erlangs, os valores de BBR produzidos pelos algoritmos MIFMC e
SBPPMC são mais que três ordem de grandeza menores quando comparados com os valores de
BBR produzidos pelo algoritmo CaP-DPP e mais do que duas ordem de grandeza menor quando
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comparado com os valores de BBR produzidos pelo algoritmo SSCA e mais que uma ordem
de magnitude menor quando comparado com os valores de BBR produzidos pelo algoritmo
FIPPMC. Sob carga de 150 erlangs, o algoritmo FIPPMC produz valores de BBR duas ordem
de grandeza menor que os valores produzidos pelo algoritmo CaP-DPP e quase duas ordem de
grandeza menor quando comparado aos valores de BBR produzidos pelo algoritmo SSCA. Isso
ocorre porque o p-cycle promove maior compartilhamento, gerando uma menor quantidade de
caminhos de backup desconectados e reduzindo o número de slots disponível que não podem
ser usados. Até 200 erlangs, o algoritmo MIFMC combina as vantagens de compartilhar p-cycle
e interferência mínima, produzindo menos bloqueio do que os outros algoritmos avaliados.
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Figura 3.10: Crosstalk por slot dos algoritmos Cap-DPP, SSCA, SBPPMC, FIPPMC e MIFMC
em função da carga da rede para topologia USA.
A Figura 3.10 mostra a relação de crosstalk por slot gerado para a topologia USA. Os va-
lores de CpS gerados para os algoritmos FIPPMC e MIFMC iniciam em um valor de 0,02 e
aumentam até 0,38 e 0,44, respectivamente. Os valores de CpS gerados para os algoritmos
SSCA e SBPPMC iniciam em um valor de 0,02 e aumentam até 0,24 e 0,26, respectivamente.
Tal como na topologia Pan-European, os algoritmos FIPPMC e MIFMC produzem CpS mais
elevados que os outros três algoritmos. O algoritmo MIFMC produz CpS maior que o algo-
ritmo FIPPMC, como consequência da alta utilização da capacidade da rede, gerada pelo maior
número de requisições aceitas. Embora o algoritmo SBPPMC produza valores de BBR pró-
ximos aos produzidos pelos algoritmos FIPPMC e MIFMC, o CpS do algoritmo SBPPMC é
menor, pois os algoritmos com p-cycle utilizam mais recursos de rede. Os algoritmos SBPPMC
e SSCA produzem CpS próximos, porém, o SBPPMC produz valores de BBR menores, devido
a melhor distribuição na alocação feita pelo uso do multigrafo.
A Figura 3.11 mostra a razão de fragmentação gerada para a topologia USA. O algoritmo
Cap-DPP produz uma razão de fragmentação 2% menor que à dada pelo algoritmo SSCA, prin-
cipalmente para cargas mais altas, como consequência da média de número de saltos gerada
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Figura 3.11: Razão de fragmentação dos algoritmos Cap-DPP, SSCA, SBPPMC, FIPPMC e
MIFMC em função da carga da rede para topologia USA.
pelo maior bloqueio produzido pelo Cap-DPP. O maior bloqueio de requisições do Cap-DPP
aceita apenas caminhos menores, e consequentemente utiliza menos slots e gera uma menor
fragmentação. O algoritmo FIPPMC produz uma proporção de fragmentação quase 1% supe-
rior à dada pelo algoritmo MIFMC, como consequência do uso de p-cycle transzonais ao cami-
nho primário, o que permite maior compartilhamento, e consequentemente, consequentemente
menos desconexão e menos fragmentação. Os algoritmos FIPPMC e MIFMC produzem uma
taxa de fragmentação 8% maior que a dada pelo SBPPMC, uma vez que o algoritmo SBPPMC
gera menos fragmentação no caminho de backup devido ao seu menor número de saltos.
A Figura 3.12 mostra a eficiência energética gerada para a topologia USA. Até cargas de
100 erlangs, não há muita diferença entre a eficiência energética do Cap-DPP e a dos outros
algoritmos. A diferença ocorre apenas sob cargas altas, como consequência dos algoritmos
FIPPMC, MIFMC e SBPPMC produzirem valores de BBR significativamente menores sob
essas cargas. Sob cargas elevadas, o Cap-DPP produz maior eficiência energética do que o
algoritmo SSCA, uma vez que o Cap-DPP produz maior bloqueio. Sob cargas superiores a
175 erlangs, a eficiência energética para o algoritmo SSCA é maior que os algoritmos FIPPMC,
SBPPMC e MIFMC, pois, sob essas cargas, o algoritmo SSCA produz maiores valores de BBR.
Não há muita diferença entre a eficiência energética do SBPPMC e os algoritmos que utilizam
p-cycle, isso ocorre devido ao uso do multigrafo para encontrar o caminho primário, gerando
caminhos de forma similar.
A Figura 3.13 mostra o número médio de saltos do caminho primário gerado para a topo-
logia USA. Os algoritmos SBPPMC, FIPPMC e MIFMC, que utilizam multigrafo, produzem
resultados semelhantes para qualquer carga simulada. Sob cargas menores, os algoritmos que
utilizam multigrafo produzem um menor número de saltos que os algoritmos que não utilizam.
Isto ocorre pois sob cargas menores todos os algoritmos produzem bloqueio de requisições si-
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Figura 3.12: Eficiência Energética dos algoritmos Cap-DPP, SSCA, SBPPMC, FIPPMC e
MIFMC em função da carga da rede para topologia USA.
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Figura 3.13: Número médio de saltos do caminho primário dos algoritmos Cap-DPP, SSCA,
SBPPMC, FIPPMC e MIFMC em função da carga da rede para topologia USA.
milar. No entanto, conforme a carga da rede aumenta, aumenta também os valores de BBR
dos algoritmos da rede que não utilizam multigrafo. O maiores valores de BBR dos algoritmos
Cap-DPP e SSCA fazem com que esses algoritmos gerem caminhos mais curtos, visto que,
com a maior BBR, alguns enlaces da rede são sobrecarregados, impossibilitando a alocação de
caminhos maiores.
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Figura 3.14: Número médio de saltos do caminho de backup dos algoritmos Cap-DPP, SSCA,
SBPPMC, FIPPMC e MIFMC em função da carga da rede para topologia USA.
A Figura 3.14 mostra o número médio de saltos do caminho de backup gerado para a to-
pologia USA. Os algoritmos que utilizam p-cycle produzem caminhos de backup com quase
três vezes mais número médio de saltos que os caminhos que não utilizam. Para topologia Pan-
European, o algoritmo MIFMC produz caminhos de backup com número médio de saltos maior
do que os produzidos pelo algoritmo FIPPMC, isto ocorre pois o algoritmo MIFMC prioriza
p-cycles transzonais, e esses p-cycles tendem a ser maiores do que os caminhos que usam os
mesmos enlaces do p-cycle. O algoritmo Cap-DPP, por sua vez, produz o menor número de
saltos para os caminhos de backup, como consequência dos maiores valores de BBR produzi-
dos. Por fim, para topologia Pan-European, o algoritmo SBPPMC aloca caminhos de backup
com uma salto maior que o algoritmo SSCA isto ocorre devido ao menor bloqueio gerado pelo
algoritmo SBPPMC, o que ocasiona em menos recursos disponíveis.
A Figura 3.15 mostra a probabilidade de bloqueio para a topologia NSF. Enquanto os al-
goritmos Cap-DPP e SSCA iniciam o bloqueio de requisições sob cargas de 25 e 50 erlangs,
respectivamente, enquanto os algoritmos FIPPMC e MIFMC iniciam o bloqueio de requisições
sob cargas de 125 erlangs e o SBPPMC inicia o bloqueio de requisições apenas sob cargas de
150 erlangs. Os valores de BBR produzidos pelo algoritmo SBPPMC são sempre inferiores
aos dos outros algoritmos simulados, evidenciando o benefício de se criar caminhos de backup
compartilhados usando-se multigrafos para topologias com menos conectividade. Sob carga
de 150 erlangs, a BBR produzida pelo algoritmo SBPPMC é uma ordem de magnitude menor
quando comparado com as BBRs produzidas pelos algoritmos FIPPMC e MIFMC, desde que
a baixa conectividade da topologia NSF torna difícil criar p-cycles. Os algoritmos FIPPMC e
MIFMC produzem resultados mais semelhantes na topologia NSF que na topologia USA, uma
vez que a baixa conectividade da topologia NSF dificulta a criação de p-cycles usando inter-
ferência mínima, de modo que os algoritmos FIPPMC e MIFMC criam caminhos de backup
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Figura 3.15: Bloqueio de banda dos algoritmos Cap-DPP, SSCA, SBPPMC, FIPPMC e MIFMC
em função da carga da rede para topologia NSF.
semelhantes. Sob carga de 125 erlangs, o algoritmo MIFMC produz valores de BBR quase
uma ordem de magnitude menor quando comparado com os valores de BBR produzidos pelo
algoritmo FIPPMC, evidenciando os benefícios de usar interferência mínima. O algoritmo CaP-
DPP mantém o valores de BBR mais alto para todas as topologias avaliadas porque não usa o
compartilhamento no caminho de backup e também devido a forma de escolha dos caminhos
utilizados.
A Figura 3.16 mostra a razão de crosstalk por slot gerado para a topologia NSF. Os valores
de CpS gerados para os algoritmos FIPPMC e MIFMC iniciam sob cargas baixas com um va-
lor de 0,02 e aumentam até 0,56 e 0,57, respectivamente, conforme o acréscimo da carga. Os
valores de CpS gerados para os algoritmos SSCA e SBPPMC iniciam com um valor de 0,02 e
aumentam até 0,43 e 0,51, respectivamente. Apesar do algoritmo SBPPMC produzir baixo blo-
queio e alta utilização, ele também produz baixo CpS. A utilização do algoritmo SBPPMC para
topologias com menos conectividade produz menos crosstalk do que os algoritmos FIPPMC e
MIFMC, uma vez que os algoritmos que usam o p-cycle utilizam mais recurso da rede. O algo-
ritmo SSCA produz valores de CpS mais próximos àqueles gerados pelos algoritmos FIPPMC,
MIFMC e SBPPMC que o Cap-DPP, uma vez que ele bloqueia menos requisições, consequen-
temente usa mais recursos da rede. O algoritmo CaP-DPP produz o menor CpS devido ao alto
bloqueio produzido.
A Figura 3.17 mostra a razão de fragmentação gerada para a topologia NSF. Até cargas de
200 erlangs, o algoritmo SSCA produz menor taxa de fragmentação do que o algoritmo Cap-
DPP, devido ao compartilhamento de caminho de backup do algoritmo SSCA, que gera menos
desconexão e, consequentemente, menor fragmentação. Sob cargas elevadas, o algoritmos Cap-
DPP produz menor razão de fragmentação do que o SSCA, devido a maior BBR gerado pelo
Cap-DPP. O algoritmo FIPPMC produz uma taxa de fragmentação quase 1% maior que a dada
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Figura 3.16: Crosstalk por slot dos algoritmos Cap-DPP, SSCA, SBPPMC, FIPPMC e MIFMC
em função da carga da rede para topologia NSF.
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Figura 3.17: Razão de fragmentação dos algoritmos Cap-DPP, SSCA, SBPPMC, FIPPMC e
MIFMC em função da carga da rede para topologia NSF.
pelo MIFMC, apesar de que o algoritmo FIPPMC produz maior BBR. Isso acontece devido a
maior utilização de enlaces pelos p-cycles gerados pelo MIFMC, produzindo maior comparti-
lhamento e sendo estabelecido um número menor de vezes. O algoritmo SBPPMC produz uma
taxa de fragmentação 8% inferior à dada pelo FIPPMC apesar do algoritmo SBPPMC produzir
uma menor BBR, isto ocorre pois algoritmos que utilizam p-cycle além de gerar fragmentação
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para o caminho primário geram uma maior fragmentação para os caminhos de backup, visto
que o p-cycle gerado pelo algoritmo FIPPMC utiliza duas vezes mais enlace do que os elances
utilizados pelo caminho de backup gerado pelo algoritmo SBPPMC.
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Figura 3.18: Eficiência Energética dos algoritmos Cap-DPP, SSCA, SBPPMC, FIPPMC e
MIFMC em função da carga da rede para topologia NSF.
A Figura 3.18 mostra a eficiência energética gerada para a topologia NSF. Até cargas de
175 erlangs, os algoritmos SBPPMC, FIPPMC e MIFMC produzem maior eficiência energética
do que os algoritmos SSCA e Cap-DPP, apesar de SBPPMC, FIPPMC e MIFMC produzirem
taxas de bloqueio significativamente menores sob essas cargas. Sob cargas mais elevadas, o
algoritmo Cap-DPP produz maior eficiência energética do que o algoritmo SSCA, uma vez que
o Cap-DPP produz um maior bloqueio de requisições. Ainda sob carga altas, o algoritmo SSCA
produz eficiência de energia próximas aos algoritmos SBPPMC, FIPPMC e MIFMC, apesar de
SBPPMC, FIPPMC e MIFMC produzirem taxas de bloqueio significativamente menores sob
essas cargas. Sob cargas inferiores a 150 erlangs, o SBPPMC, FIPPMC e MIFMC têm um con-
sumo de energia semelhante. Sob cargas maiores que 225 erlangs, embora o algoritmo SSCA
produza um BBR maior que os algoritmos FIPPMC, SBPPMC e MIFMC, estes algoritmos pro-
duzem eficiência energética com valores muito próximos, evidenciando o benefício do uso do
multigrafo.
A Figura 3.19 mostra o número médio de saltos do caminho primário gerado para a topo-
logia USA. Como nas topologias anteriores, os algoritmos SBPPMC, FIPPMC e MIFMC, que
utilizam o multigrafo, alocam caminhos primários com número médio de saltos semelhantes
para qualquer carga simulada. Além disso, os algoritmos que utilizam o multigrafo alocam
caminhos sempre com menor número médio de saltos do que os caminhos que não utilizam o
multigrafo. Os algoritmos Cap-DPP e SSCA alocam caminhos com número médio de saltos
semelhantes em comparação aos outros algoritmos. No entanto, o número médio de saltos do
caminho primário gerado pelo Cap-DPP é sempre menor que o gerado pelo SSCA.
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Figura 3.19: Número médio de saltos do caminho primário dos algoritmos Cap-DPP, SSCA,
SBPPMC, FIPPMC e MIFMC em função da carga da rede para topologia NSF.
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Figura 3.20: Número médio de saltos do caminho de backup dos algoritmos Cap-DPP, SSCA,
SBPPMC, FIPPMC e MIFMC em função da carga da rede para topologia NSF.
A Figura 3.20 mostra o número médio de saltos do caminho de backup gerado para a to-
pologia NSF. Os algoritmos que utilizam p-cycle produzem caminhos de backup com quase
duas vezes mais número médio de saltos que os caminhos que não o utilizam. Os algoritmos
FIPPMC e MIFMC produziram número de saltos no caminho de backup com resultados signi-
ficativos em relação às outras topologias. A menor conectividade da topologia NSF influenciou
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os tamanhos dos p-cycles criados, de forma que o algoritmo MIFMC alocou em média uma
unidade a mais em número de saltos do que o alocado pelo algoritmo FIPPMC. O número de
saltos do caminho de backup para os algoritmo SBPPMC é uma unidade maior que o número
de saltos do caminho de backup do algoritmo SSCA, pois com o maior número de requisições
aceitas pelo algoritmo SBPPMC, aumenta-se a dificuldade de criação de caminhos de backup,
sendo necessário um maior número de saltos para prover proteção.
3.8 Síntese do capítulo
Neste capítulo, apresentaram-se os algoritmos SBPPMC, FIPPMC e MIFMC para proteção de
redes ópticas elásticas com multiplexação espacial. Os três algoritmos utilizam multigrafo para
encontrar caminhos através de topologias com múltiplos núcleos. A utilização do multigrafo
proporcionou um menor número médio de saltos aos algoritmos que o utilizam, para todas as
topologias. Ao encontrar caminhos utilizando-se o multigrafo, leva-se em consideração não
somente os enlaces da rede, como também, os slots disponíveis, a contiguidade e continuidade
de núcleo e espectro e o crosstalk atual do enlace a ser utilizado.
Além de introduzir os três algoritmos, este capítulo comparou ainda técnicas de proteção,
tais como: caminhos compartilhados, p-cycle FIPP e p-cycle FIPP com interferência mínima.
Os resultados mostraram que o uso de multigrafo é uma boa escolha de estrutura para criação de
caminhos de backup, uma vez que os algoritmos FIPPMC, MIFMC e SBPPMC que o utilizam,
produzem bloqueio aceitável para redes ópticas elástica com multiplexação espacial, apesar da
reserva de largura de banda para pré-provisionamento de caminhos de backup. Além disso, o
uso do p-cycle FIPP é mais indicado para redes com maior conectividade dos nós, uma vez
que os algoritmos que usam o p-cycle FIPP produzem BBR mais baixo em redes com essas
características.
Em geral, os gráficos mostraram que quanto menor for o BBR, maior será o CpS. Além
disso, o BBR alto ao usar o algoritmo com proteção 1:1 (Cap-DPP), faz com que o CpS per-
maneça baixo para todas as topologias. O efeito da alta utilização da capacidade da rede afeta
claramente o CpS. Pode-se ver que o CpS médio está correlacionado com a BBR com exceção
dos algoritmos que usam p-cycle devido a sua alta taxa de compartilhamento, que gera uma
economia nos recursos de backup.
Em geral, os algoritmos que produzem maior BBR tendem a produzir maior eficiência ener-
gética do que outros algoritmos avaliados, uma vez que apenas caminhos menores são esta-
belecidos. No entanto, quando os multigrafos são utilizados é possível aumentar a eficiência
energética, devido a melhor distribuição na alocação de caminhos.
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Capítulo 4
Uso de diferentes formatos de modulação
em redes ópticas elásticas com
multiplexação espacial e com proteção de
caminho
A modulação adaptativa é um termo utilizado para soluções que definem a modulação baseada
em alguma métrica de QoT. Nesta Tese, o formato de modulação a ser utilizado nos caminhos
levará em consideração a distância entre os nós de origem e destino (alcance óptico). A trans-
missão adaptativa à distância (DAT) escolhe o formato de modulação considerando apenas a
distância de transmissão [18, 20]. Neste método de modulação adaptativa, o formato de modu-
lação mais eficiente, do ponto de vista espectral, é selecionado de forma que o comprimento do
caminho não exceda o alcance da transmissão.
O comportamento da relação entre eficiência óptica e alcance de transmissão é exemplifi-
cado na Figura 4.1. Na figura, a eficiência óptica refere-se a quantidade de bits/simbolo trans-
mitida ao se utilizar um determinado formato de modulação. Por outro lado, quanto maior a
quantidade de bits/ símbolo menor deve ser a distância entre os nós de origem e destino (alcance
óptico em quilômetros).
Figura 4.1: Eficiência x Alcance de transmissão.
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Neste presente trabalho, utilizaram-se formatos de modulação conforme a Tabela 4.1, que
mostra a capacidade dos slots de acordo com o formato de modulação [104]. E este depende
da distância entre os nós de origem e destino. Os valores de XT aceitável para cada formato
de modulação foram retirados de [91]. Assim como no Capítulo 3, os algoritmos propostos
utilizam a técnica do multigrafo. No entanto, o valor de XT aceitável é alterado conforme a
modulação utilizada pelo slot e seus slots adjacentes, já que um slot impacta no XT dos slots
adjacentes.
Tabela 4.1: Características de Modulação
Formato de Bits por Capacidade do Distancia XT
Modulação Símbolo Slot (Gb/s) Máxima (km) Aceitável
64QAM 6 75 125 -32 dB
32QAM 5 62.5 250 -28 dB
16QAM 4 50 500 -24 dB
8QAM 3 37.5 1000 -21 dB
QPSK 2 25 2000 -18 dB
BPSK 1 12.5 4000 -16 dB
Neste capítulo, avalia-se o impacto de três novos algoritmos para proteção em redes ópticas
elásticas com multiplexação espacial utilizando modulação adaptativa. Os algoritmos apresen-
tados estendem os algoritmos apresentados no capitulo 3, adicionando modulação adaptativa.
Os três algoritmos apresentados neste capítulo diferem entre si apenas na forma de proteção
realizada. O objetivo dos algoritmos propostos é reduzir a probabilidade de bloqueio e garantir
proteção das requisições, evitando a degradação da qualidade da transmissão no estabeleci-
mento de novas conexões. Os algoritmos propostos definem duas rotas do nó de origem para
o nó de destino, selecionando os respectivos formatos de modulação para alcançar a distân-
cia desejada. Além disso, escolhem uma banda de espectro livre (isto é, um conjunto de slots
de frequências contíguas) na rota definida para estabelecer o circuito óptico. A qualidade dos
algoritmos propostos determina o número de circuitos que podem ser estabelecidos em uma
determinada topologia de rede protegida.
Para avaliar a efetividade dos algoritmos propostos, foram realizadas simulações utilizando
as três topologias apresentadas no capitulo 3. Os resultados obtidos mostram-se satisfatórios,
gerando uma maior aceitação de requisições que outros algoritmos com os quais foram compa-
rados. Além disso, os algoritmos propostos possuem diferentes comportamentos, associados à
topologia utilizada.
Este capítulo está organizado conforme segue. Na Seção 4.1, apresenta-se uma revisão bibli-
ográfica. Na seção 4.2, expõe-se a notação utilizada nos algoritmos introduzidos nesse capitulo.
Na Seção 4.3, introduz-se o algoritmo BARTRMAN. Na Seção 6, apresenta-se o algoritmo
PERFECTA. Na Seção 4.5, apresenta-se o algoritmo MMIFMC. Na Seção 4.6, compara-se o
desempenho dos algoritmos propostos e outros algoritmos. Finalmente, na Seção 4.7, apresenta-
se a síntese do capítulo.
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4.1 Trabalhos relacionados
Nesta seção, abordam-se os principais trabalhos que utilizam modulação adaptativa para redes
ópticas elásticas; no entanto, nenhum dos trabalhos apresentados trata de modulação adaptativa
para EONs SDM.
Os autores em [13] avaliaram a eficiência espectral do p-cycle FIPP em redes ópticas elásti-
cas convencionais juntamente com modulação adaptativa. Foram utilizados cenários estáticos,
bem como, dinâmicos para avaliação do esquema.
A capacidade das tecnologias de redes ópticas e eletrônicas para melhorar a eficiência ener-
gética da Internet foi comparada em [43].
Propuseram em [47] uma solução de roteamento, nível de modulação e atribuição de es-
pectro usando k-caminhos mais curtos para calcular rotas e uma politica para alocar espectro,
aplicando o menor slot inicial disponível no espectro em redes ópticas elásticas. A modulação
é escolhida com base no comprimento dos caminhos, de forma que utilize uma faixa menor do
espectro e que possa ser descodificada com êxito no destino.
Em [60], propõe-se um algoritmo de roteamento, nível de modulação e atribuição de espec-
tro para redes ópticas elásticas convencionais considerando o consumo de energia do caminho
primário.
Os autores em [18] fazem uma abordagem para o problema de roteamento, modulação e
alocação de espectro (RMLSA) através do uso de um esquema de modulação adaptativa à dis-
tância que permite o roteamento do tráfego através de múltiplos saltos em uma topologia virtual,
permitindo a continuidade do espectro e as restrições de distância de transmissão.
Em [28], propõe-se um algoritmo Routing, Modulation Level and Spectrum Assignment(RMLSA)
que considera os efeitos da camada física em redes ópticas elásticas transparentes. O objetivo
do algoritmo é reduzir a probabilidade de bloqueio do circuito causada pela degradação da qua-
lidade da transmissão no estabelecimento de novos circuitos. O algoritmo proposto utiliza k
menores caminhos para encontrar a rota.
Em [113], um esquema de roteamento dinâmico, nível de modulação e alocação de espectro
(RMLSA) para as redes elásticas é proposto. O esquema considera a conversão do formato de
modulação nos nós intermediários. A influência do roteamento para o surgimento da fragmen-
tação é quantificada para decidir qual rota dos k menores caminhos usar. Além disto, mostra-se
um cenário de recuperação de falhas para a rede simulada.
Foi abordado em [38] o problema da localização e utilização do regenerador de sinais em
um rede óptica elástica protegida. A técnica de proteção de caminho de backup compartilhado
(SBPP) é empregada. Foi proposto também um algoritmo de regeneração de sinal.
A Tabela 4.2 apresenta uma comparação entre os trabalhos relacionados e os algoritmos
propostos neste capitulo. Os trabalhos foram categorizados com relação à proteção, ao uso de
multiplexação de divisão espacial, ao uso de roteamento, nível de modulação e alocação de
espectro, ao uso de roteamento, nível de modulação e alocação de núcleo e espectro, e o uso
do p-cycle para fornecer proteção e, por fim, ao uso de proteção utilizando caminhos de backup
compartilhados.
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Tabela 4.2: Comparação dos trabalhos relacionados com os algoritmos BARTRMAN, PER-
FECTA, MMIFMC.
Abordagem Proteção SDM RMLSA RMLCSA p-Cycle SBPP
Chen et al. [13] Sim Não Sim Não Sim Não
Hinton et al. [43] Não Não Não Não Não Não
Jinno et al. [47] Não Não Sim Não Não Não
Moura et al. [60] Não Não Sim Não Não Não
Costa et al. [18] Não Não Sim Não Não Não
Fontineleet al. [28] Não Não Sim Não Não Não
Yin et al. [113] Não Não Sim Não Não Não
Guo et al. [38] Sim Não Sim Não Não Sim
BARTRMAN Sim Sim Não Sim Não Sim
PERFECTA Sim Sim Não Sim Sim Não
MMIFMC Sim Sim Não Sim Sim Não
4.2 Notação
A notação matemática introduzida a seguir será usada neste capítulo. A notação adiciona a
notação do capítulo anterior (Capítulo 3). As principais diferenças encontram-se nos aspectos
que tratam de modulação:
m = 1...M : formatos de modulação (Tabela 4.1);
bm: demanda de largura de banda em slots levando em conta o formato de modulação a ser
adotado;
G˜n,bm = (V˜ , E˜, W˜ ): o n-ésimo grafo marcado tal que E˜ é o conjunto de arestas conectando
{u˜, v˜} ∈ V˜ e W˜ é o conjunto de custos associados a E˜. A aresta E˜ corresponde ao mapeamento
de bm aresta em G iniciando na n-ésima aresta;
τ(G,C, bm) = {G˜n,bm}: função que produz todos os σ grafos de G;
σ = |{G˜n,bm}| = C × (N − bm + 1): número de grafos extraído do multigrafo;
Pn: sequência de G˜n,bm tal que o nó fonte s é o menor nó ordenado e d é o maior nó
ordenado;
W (Pn): o peso do caminho Pn, a soma dos pesos de todos as arestas na sequência;
WPs,d = peso do menor caminho entre s e d;
Zn: caminho de backup contendo os vértices u e v e arestas correspondendo ao mapeamento
de bm arestas no multigrafo G;
Z: conjunto de todos os caminhos de backup ativos;
PZn: conjunto de todos os caminhos protegidos pelo caminho de backup Zn;
W (Zn): o peso do caminho de backup Zn (a soma dos pesos de todas as arestas da sequên-
cia);
WZs,d = peso do menor caminho de backup entre s e d;
Ω(Pn, Z, r(s, d, b)): função que procura um caminho de backup em Z em que PZn são
caminhos disjuntos de Pn e satisfazem a requisição bm;
Φ(G˜n,bm , Pn, r(s, d, b)): função que produz um menor caminho de backup Zn entre s and
d em G˜n,bm , em que Zn e PZn são caminhos disjuntos para Pn, e que o caminho satisfaz a
requisição bm;
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Tn: p-cycle contendo os vértices u e v e arestas correspondendo ao mapeamento de bm
arestas do multigrafo G;
T : conjunto de todos os p-cycles ativos;
PTn: conjunto de todos os caminhos protegidos pelo p-cycle Tn;
W (Tn): o peso do p-cycle Tn (a soma dos pesos de todas as arestas);
WTs,d = peso do p-cycle que protegerá o caminho entre s e d;
υ(Pn, T, r(s, d, b)): função que procura um p-cycle em T que PTn são caminhos disjuntos
de Pn e satisfazem a requisição bm e que s e d fazem parte do p-cycle;
θ(G˜n,bm , Pn, r(s, d, b)): função que produz um menor p-cycle Tn, entre s and d em G˜n,bm ,
que PTn são caminhos disjuntos para Pn, e que o p-cycle satisfaz a requisição bm;
Ψ(G˜n,b, Pn, r(s, d, b)): função que produz um p-cycle Tn, entre s and d em G˜n,b, que satisfaz
a requisição bm, e é disjunto de Pn (p-cycle é transzonal a Pn) e que PTn são caminhos disjuntos
para Pn;
4.3 O algoritmo BARTRMAN
O algoritmo BAckuping, Routing, specTrum, coRe and Modulation level AssigNment (BARTR-
MAN) procura o formato de modulação apropriado para um determinado pedido, a partir dos
níveis mais altos de modulação. Os formatos de modulação com níveis mais elevados têm uma
maior eficiência espectral que os formatos de modulação com níveis mais baixos. Por outro
lado, a gama de transmissão de formatos de modulação de alto nível é menor que o alcance
dos formatos de modulação de baixo nível. O formato de modulação é selecionado de acordo a
manter a qualidade da transmissão (QoT).
Como mencionado no inicio deste capítulo, o algoritmo BARTRMAN (algoritmo 5) é uma
extensão do algoritmo 2. Este algoritmo segue a mesma estrutura dos algoritmos anteriores, es-
colhendo primeiramente o caminho primário, e em seguida o caminho de backup. No entanto,
a diferença fundamental entre o algoritmo SBPPMC e o algoritmo BARTRMAN é a inserção
da escolha de diferentes formatos de modulação na criação dos caminhos. No algoritmo 5,
a complexidade de transformar multígrafos em grafos aumenta, visto que, conforme a modu-
lação é alterada, há a necessidade de criação de novos grafos. Para uma dada requisição, o
algoritmo escolhe a modulação com a maior eficiência espectral e transforma o multigrafo em
C × (N − bm + 1) grafos (linha 2), a criação dos grafos depende exclusivamente da banda re-
querida e da capacidade do slot utilizando determinado formato de modulação. Com os grafos
gerados, o algoritmo de Dijkstra é utilizado para encontrar o menor caminho (linha 3). A linha
4 escolhe o menor caminho e o peso do caminho dentre os menores caminhos dos grafos. Na
linha 6, as arestas do caminho escolhido têm seus pesos configurados para∞. A linha 1 escolhe
o melhor formato de modulação para gerar o menor caminho. Caso não seja possível encontrar
um menor caminho (linha 7), a requisição é bloqueada (linha 8). Caso contrário um caminho de
backup compartilhado para proteger o caminho primário deverá ser buscado dentre os caminhos
de backup ativos (linha 10). Um determinado caminho de backup só poderá proteger caminhos
primários disjuntos. Se houver um caminho que possa ser compartilhado para proteger a requi-
sição, a requisição é aceita (linha 11). Se não houver nenhum caminho que possa proteger o
caminho primário, então um caminho de backup precisa ser criado. A criação do caminho de
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Algoritmo 5 BARTRMAN
Entrada: G, r(s, d, b)
Saída: Caminho primário e Caminho de backup
1: Para todo m ∈M ∧WPs,d =∞ faça
2: τ(G,C, bm)
3: (W (Pn), Pn) = α(G˜n,bm , r(s, d, b)) ∀n ∈ σ
4: WPs,d = W (Pn)| ∀i W (Pn) ≤ W (Pi)
5: Fim Para todo
6: w(eu,v,i) =∞ ∀{u, v} ∈ Pi
7: Se WPs,d =∞ então
8: bloqueia requisição (r(s, d, b))
9: Senão
10: Se ∃Ω(Pn, Z, r(s, d, b)) então
11: estabelece requisição (r(s, d, b)) como Pn e Zn
12: Senão
13: Para todo m ∈M ∧WZs,d =∞ faça
14: τ(G,C, bm)
15: (W (Zn), Zn) = Φ (G˜n,bm , Pn, r(s, d, b)) ∀n
16: WZs,d = W (Zn)| ∀i W (Zn) ≤ W (Zi)
17: Fim Para todo
18: Se WZs,d =∞ então
19: bloqueia requisição (r(s, d, b))
20: Senão
21: estabelece requisição (r(s, d, b)) como Pn e Zn
22: w(eu,v,i) =∞ ∀{u, v} ∈ Zi
23: Fim Se
24: Fim Se
25: Fim Se
backup pode utilizar formato de modulação diferente do caminho primário. Logo, o processo
de transformação do multigrafo em grafos necessita ser refeito (linhas 13 e 14). As linhas 15 e
16 buscam o menor caminho de backup disjunto do caminho primário para o formato de mo-
dulação. Caso nenhum caminho de backup possa ser criado, a requisição é bloqueada (linha
19). Caso contrário, a requisição é aceita, os caminhos são estabelecidos e as correspondentes
arestas do multigrafo G tem seus pesos alterados para∞.
A complexidade do algoritmo BARTRMAN é analisada como segue. No pior caso, a mo-
dulação escolhida será a que tem menor capacidade, sendo necessário transformar o multigrafo
em grafos M vezes, obtendo uma complexidade de M × (E + V ). Para encontrar o cami-
nho primário, no pior caso, o algoritmo de Dijkstra é executado M vezes em C × (N − bm)
grafos, onde a complexidade amortizada de Dijkstra é O(E + V logV ). Da mesma forma,
no pior caso para o caminho de backup, o algoritmo de Dijkstra é executado M vezes em
C × (N − bm) grafos. Logo, no pior caso, o algoritmo BARTRMAN tem complexidade de
2× (M × (E+V ) +C× (N − bm)× (E+V logV )). Como N , C e bm podem ser expressados
como constantes, a complexidade do algoritmo é O(E + V logV ).
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4.4 O algoritmo PERFECTA
Nesta seção, propõe-se um algoritmo chamado ProtEcting, Routing, modulation Format, corE
and speCTrum Allocation (PERFECTA), o algoritmo provê proteção para redes ópticas elásti-
cas utilizando multiplexação espacial através de p-cycles FIPP, neste algoritmo os p-cycles bem
como os caminhos primários das requisições são criados escolhendo-se os formatos de modula-
ção e através do processo de transformação do multigrafo em grafos. Como no algoritmo 5, no
algoritmo 6, o formato de modulação é selecionado de forma a manter a qualidade da transmis-
são (QoT). O algoritmo PERFECTA é uma extensão do algoritmo FIPPMC. A diferença entre
o algoritmo 3 (FIPPMC) e o algoritmo 6 (PERFECTA) é a inserção da escolha de diferentes
formatos de modulação na criação dos caminhos.
Algoritmo 6 PERFECTA
Entrada: G, r(s, d, b)
Saída: Caminho primário e Caminho de backup
1: Para todo m ∈M ∧WPs,d =∞ faça
2: τ(G,C, bm)
3: (W (Pn), Pn) = α(G˜n,bm , r(s, d, b)) ∀n ∈ σ
4: WPs,d = W (Pn)| ∀i W (Pn) ≤ W (Pi)
5: Fim Para todo
6: w(eu,v,i) =∞ ∀{u, v} ∈ Pi
7: Se WPs,d =∞ então
8: bloqueia requisição (r(s, d, b))
9: Senão
10: Se ∃υ(Pn, T, r(s, d, b)) então
11: estabelece requisição (r(s, d, b)) como Pn e Tn
12: Senão
13: Para todo m ∈M ∧WTs,d =∞ faça
14: τ(G,C, bm)
15: (W (Tn), Tn) = θ (G˜n,bm , Pn, r(s, d, b)) ∀n
16: WTs,d = W (Tn)| ∀i W (Tn) ≤ W (Ti)
17: Fim Para todo
18: Se WTs,d =∞ então
19: bloqueia requisição (r(s, d, b))
20: Senão
21: estabelece requisição (r(s, d, b)) como Pn e Tn
22: w(eu,v,i) =∞ ∀{u, v} ∈ Ti
23: Fim Se
24: Fim Se
25: Fim Se
Para o algoritmo PERFECTA a linha 1 escolhe o formato de modulação a ser utilizado pelo
menor caminho. A linha 2 transforma o multigrafo em C × (N − bm + 1) grafos, baseado
no formato de modulação. As linhas 3 e 4 computam o menor caminho e o custo a partir
dos grafos gerados. O processo de escolha do formato de modulação (linha 1) é repetido até
que um caminho seja encontrado ou não exista mais formato de modulação. Na linha 6, o
peso das arestas do caminho escolhido é marcado com ∞. Se nenhum caminho primário for
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encontrado (linha 7), a requisição é bloqueada (linha 8). Na linha 10, busca-se um p-cycle
dentre os p-cycles ativos que possa proteger a requisição. Para a escolha do p-cycle, é levado em
consideração que todos os caminhos primários protegidos por um p-cycle devem ser disjuntos,
os nós finais do caminho primário precisam estar no p-cycle, e além disso, o possível caminho a
ser utilizado pela requisição precisa respeitar a eficiência espectral. Com a utilização de p-cycle
e modulação, deve-se levar em conta a distância máxima do caminho utilizado e não a distância
de percorrer todo o p-cycle. Caso o caminho primário estiver no p-cycle, a distância a ser
levada em consideração é a dos enlaces que não fazem parte do caminho. Por outro lado, para
o caminho primário que é transzonal ao p-cycle, a distância considerada será a menor distância
entre os nós de origem e destino. Caso exista um p-cycle que possa proteger a requisição, a
conexão é estabelecida (linha 10). Caso contrário, um p-cycle para proteger o caminho primário
tem que ser criado. Para criação do p-cycle, é escolhido um formato de modulação (linha 13)
e gerado C × (N − bm + 1) grafos a partir do multigrafo (linha 14). As linhas 15 e 16 são
as responsáveis pela criação do p-cycle com menor custo. Se o p-cycle não puder ser criado, a
requisição é bloqueada (linha 19). Caso contrário, a requisição é aceita e o p-cycle, bem como
o caminho primário, são estabelecidos (linha 21) e as arestas correspondentes são configuradas
para∞ (linhas 22).
A complexidade do algoritmo PERFECTA é analisada da seguinte forma: No pior caso
a modulação escolhida será a com menor eficiência espectral, sendo necessário transformar o
multigrafo em grafos M vezes, obtendo uma complexidade de M × (E + V ). Para encontrar o
caminho primário, no pior caso, o algoritmo de Dijkstra é executado M vezes em C× (N−bm)
grafos, em que a complexidade amortizada de Dijkstra é O(E + V logV ). Da mesma forma,
para o p-cycle, o algoritmo de Suurballe [5] é executado M vezes em C × (N − bm) grafos, em
que a complexidade de de Suurballe é O(E + V logV ). Com isso, o algoritmo PERFECTA tem
complexidade deM×(E+V )+M×(C×(N−bm)×(E+V logV ))+M×(C×(N−bm)×
(E + V logV )). Como N , C e bm podem ser expressados como constantes, a complexidade do
algoritmo é O(E + V logV ).
4.5 O Algoritmo MMIFMC
O algoritmo introduzido nesta seção, chamado Modulation, Minimum Interference and Failure-
independent path protecting for MultiCore networks (MMIFMC) estende o algoritmo 4 (MIFMC),
para realizar proteção dos caminhos ópticos através do uso de p-cycles FIPP, interferência mí-
nima e modulação. O algoritmo MMIFMC estende o MIFMC, pela introdução da escolha
do formato de modulação tanto no caminho de backup quanto para o p-cycle. O algoritmo
MMIFMC garante proteção para todos os caminhos primários. A reserva de recursos para criar
o p-cycle FIPP pode sobrecarregar os enlaces na rede, uma vez que o p-cycle que protege os
caminhos no ciclo usam os mesmos enlaces do caminho primário. Por outro lado, o p-cycle
que protege caminhos transzonais tende a reservar mais recursos, pois tem um maior número de
saltos. Os p-cycles que protegem caminhos primários no ciclo utilizam menos recursos da rede
do que p-cycles que protegem caminhos transzonais. Por outro lado, eles podem sobrecarregar
os enlaces ao longo de um caminho. Por conseguinte, é necessário adotar critérios para evitar a
formação de gargalos, equilibrando a carga entre potenciais caminhos; é necessário adotar uma
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abordagem de interferência mínima para evitar o bloqueio de requisições.
Algoritmo 7 MMIFMC
Entrada: G, r(s, d, b)
Saída: Caminho primário e Caminho de backup
1: Para todo m ∈M ∧WPs,d =∞ faça
2: τ(G,C, bm)
3: (W (Pn), Pn) = α(G˜n,bm , r(s, d, b)) ∀n ∈ σ
4: WPs,d = W (Pn)| ∀i W (Pn) ≤ W (Pi)
5: Fim Para todo
6: w(eu,v,i) =∞ ∀{u, v} ∈ Pi
7: Se WPs,d =∞ então
8: bloqueia requisição (r(s, d, b))
9: Senão
10: Se ∃υ(Pn, T, r(s, d, b)) então
11: estabelece requisição (r(s, d, b)) como Pn e Tn
12: Senão
13: Para todo m ∈M ∧WPs,d =∞ faça
14: τ(G,C, bm)
15: (W (Tn), Tn) = Ψ (G˜n,b, Pn, r(s, d, b)) ∀n ∈ σ
16: WTs,d = W (Tn)| ∀i W (Tn) ≤ W (Ti)
17: Fim Para todo
18: Se WTs,d =∞ então
19: Para todo m ∈M ∧WPs,d =∞ faça
20: τ(G,C, bm)
21: (W (Tn), Tn) = θ (G˜n,b, Pn, r(s, d, b)) ∀n ∈ σ
22: WTs,d = W (Tn)| ∀i W (Tn) ≤ W (Ti)
23: Fim Para todo
24: Se WTs,d =∞ então
25: bloqueia requisição (r(s, d, b))
26: Fim Se
27: Fim Se
28: Se WTs,d 6=∞ então
29: estabelece requisição (r(s, d, b)) como Pn e Tn
30: w(eu,v,i) =∞ ∀{u, v} ∈ Ti
31: Fim Se
32: Fim Se
33: Fim Se
No algoritmo MMIFMC, a linha 1 estabelece o conjunto de modulações que será testado
na criação do caminho primário. A linha 2 transforma o multigrafo em C × (N − bm + 1)
grafos, baseado no formato de modulação. As linhas 3 e 4 computam o caminho com o menor
custo a partir dos grafos gerados. O processo de escolha do formato de modulação (linha 1)
é repetido até que um caminho seja encontrado ou não exista mais formato de modulação a
ser testados. Se o peso do caminho mais curto é ∞ (linha 7), não foi possível encontrar um
caminho sob a restrição de contiguidade para a demanda b com a alocação começando com o
n-ésimo slot; portanto, a requisição é bloqueada (Linha 8). Caso contrário, um p-cycle para
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proteger o caminho óptico é pesquisado dentre os p-cycles ativos que já estão protegendo outras
requisições (linha 10). Os caminhos que já estão sendo protegidos pelo p-cycle necessitam
ser disjuntos do novo caminho primário já selecionado. Além disso, os nós finais do caminho
primário precisam estar no p-cycle. Caso exista um p-cycle, o caminho óptico é estabelecido
(linha 11). Caso contrário, um p-cycle com interferência mínima para proteger o caminho
óptico deve ser criado. A linha 13 escolhe um formato de modulação pra o p-cycle que será
criado. A linha 14 transforma o multigrafo em C × (N − bm + 1) grafos, baseado no formato
de modulação. Para evitar gargalos na rede e adotando o conceito de interferência mínima, o
algoritmo tenta criar um p-cycle transzonal ao caminho (Linha 15). Se o p-cycle transzonal
for criado, o p-cycle e o caminho são estabelecidos para satisfazer a requisição (linha 29) e as
arestas correspondentes no multigrafo G tenham o seu peso alterado para∞ (Linha 30 e 31),
o que significa que os slots foram alocados para o caminho óptico recém-criado. Caso nenhum
p-cycle transzonal possa ser criado para proteger o caminho óptico, então o algoritmo tenta
criar um menor p-cycle. A linha 19 escolhe um formato de modulação pra o p-cycle que será
criado. A linha 20 transforma o multigrafo em C × (N − bm + 1) grafos, baseado no formato
de modulação. Caso nenhum p-cycle possa ser criado a requisição é bloqueada (Linha 25). Se
o p-cycle for criado, o p-cycle e o caminho são estabelecidos para satisfazer o pedido (linha 29)
e as arestas correspondentes terão o seu peso alterado para∞ (Linha 30), o que significa que os
slots foram alocados para o caminho óptico recém-criado.
A complexidade do algoritmo MMIFMC é analisada como segue: No pior caso a modulação
escolhida será a com menor eficiência espectral, sendo necessário transformar o multigrafo
em grafos M vezes, obtendo uma complexidade de O(E + V ). Para encontrar o caminho
primário, no pior caso, o algoritmo de Dijkstra é executado M vezes em C × (N − b) grafos,
onde a complexidade amortizada de Dijkstra é O(E + V logV ). No pior caso, o algoritmo não
encontrará um caminho transzonal, sendo necessário transformar o multigrafo em grafos M
vezes, obtendo uma complexidade de O(E + V ) e executando o algoritmo de Suurballe [5] M
vezes em C× (N − b) grafos e logo após no pior caso a modulação escolhida será a com menor
eficiência espectral, sendo necessário transformar o multigrafo em grafos M vezes, obtendo
uma complexidade de O(E + V ) e executando o algoritmo algoritmo de Suurballe mais M
vezes, onde a complexidade de Suurballe é O(E + V logV ). Com isso, o algoritmo MMIFMC
tem complexidade de M × (E + V )+M×(C × (N − bm)× (E + V logV )) +M × (C × (N −
bm) × (E + V logV )) + M × (C × (N − bm) × (E + V logV )). Como N , C e bm podem ser
expressados como constantes a complexidade do algoritmo é O(E + V logV ).
4.6 Resultados numéricos
Nas figuras, as curvas rotuladas como PERFECTA mostram os resultados para as redes que
utilizam o algoritmo PERFECTA (Algoritmo 6), as curvas rotuladas como MMIFMC mostram
os resultados para as redes que utilizam o algoritmo MMIFMC (Algoritmo 7), e as curvas
rotuladas como BARTRMAN mostram os resultados para as redes que utilizam o algoritmo
BARTRMAN (Algoritmo 5), as curvas rotuladas como SSCAM encontram o caminho primário
através do algoritmo proposto em [102], utilizando k = 3 e uma escolha de modulação baseada
no tamanho do caminho. O caminho de backup, mantem as mesmas propriedades e adiciona o
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comparilhamento de caminhos de backup. As curvas rotuladas como Cap-DPPM mostram os
resultados para as redes que utilizam o algoritmo proposto em [100] e utiliza uma escolha de
modulação baseada no tamanho do caminho.
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Figura 4.2: Bloqueio de banda dos algoritmos Cap-DPPM, SSCAM, SBPPMC, FIPPMC,
MIFMC, PERFECTA, BARTRMAN e MMIFMC em função da carga da rede para topologia
Pan-European.
A Figura 4.2 mostra a probabilidade de bloqueio para a topologia Pan-European. Os algorit-
mos Cap-DPPM e SSCAM iniciam o bloqueio de requisições sob cargas de 100 e 125 erlangs,
respectivamente. Os algoritmos BARTRMAN, PERFECTA e MMIFMC iniciam o bloqueio de
requisições sob cargas de 200 erlangs. Sob todas as cargas simuladas o algoritmo BARTRMAN
produz valores de BBR menores do que os valores de BBR produzidos pelo algoritmo SSCAM,
apesar de proverem proteção de caminho de backup compartilhado. O algoritmo MMIFMC
que utiliza multigrafo, modulação, p-cycle FIPP e interferencia mínima na criação do p-cycle,
produz as BBR mais baixas para todas as cargas simuladas na topologia apresentada. Os al-
goritmos SBPPMC, FIPPMC e MIFMC, que não utilizam modulação adaptativa, produzem os
maiores valores de BBR para todas as cargas simulada. Isto evidencia as vantagens de utili-
zar modulação adaptativa quando comparado com os algoritmos BARTRMAN, PERFECTA e
MMIFMC. Para todas as cargas simuladas, o algoritmo MMIFMC produz valores de BBR me-
nor do que o algoritmo PERFECTA, pois, com a maior conectividade da topologia, a criação
de p-cycles transzonais ao caminhos são mais viáveis. O algoritmo BARTRMAN produz resul-
tados próximos aos resultados dos algoritmos que utilizam p-cycle, isto ocorre pois apesar do
algoritmo BARTRMAN utilizar menos recursos para proteção individual, ele produz um menor
compartilhamento.
A Figura 4.3 mostra a relação de crosstalk por slot gerado para a topologia Pan-European.
Os valores de CpS gerados para os algoritmos FIPPMC e MIFMC iniciam com valores de 0,018
e 0,021 e aumentam até 0,39 e 0,41, respectivamente. Os valores de CpS gerados para os al-
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Figura 4.3: Crosstalk por slot dos algoritmos Cap-DPPM, SSCAM, SBPPMC, FIPPMC,
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Pan-European.
goritmos PERFECTA e MMIFMC iniciam com um valor de 0,1 e aumentam até 0,28 e 0,29,
respectivamente. Sob cargas altas, o algoritmo Cap-DPPM produz o menor CpS. O algoritmo
Cap-DPPM, inicia com um valor de 0,02 e aumenta até 0,06. O algoritmo SSCAM gera valores
de CpS iniciando em 0,02 e cresce até 0,18. Sob cargas baixas, o algoritmo BARTRMAN pro-
duz o menor CpS, o algoritmo BARTRMAN iniciao CpS com um valor de 0,007 e aumenta até
0,18. O algoritmo BARTRMAN produz um CpS próximo ao produzido pelo algoritmo SSCAM
apesar do BARTRMAN produzir um baixo valor de BBR quando comparado aos algoritmos
SSCAM e Cap-DPPM. Os algoritmos BARTRMAN, Cap-DPPM e SSCAM produzem um me-
nor CpS pois os algoritmos PERFECTA e MMIFMC possuem um maior número de saltos do
caminho de backup exigindo mais recursos da rede na criação do p-cycle. A relação de CpS
identifica apenas os slots que sofrem com crosstalk, no entanto o crosstalk pode ser ainda acei-
tável. Os algoritmos SBPPMC, FIPPMC e MIFMC, que não utilizam modulação adaptativa,
apresenta um maior CpS do que os algoritmos BARTRMAN, PERFECTA e MMIFMC, que
utilizam modulação. Isto acontece pois os algoritmos BARTRMAN, PERFECTA e MMIFMC
aceitam um maior número de requisições.
A Figura 4.4 mostra a razão de fragmentação gerada para a topologia Pan-European. Até
cargas de 275 erlangs, o algoritmo BARTRMAN produz a menor razão de fragmentação. Sob
cargas menores que 225 erlangs o algoritmo BARTRMAN não produz BBR e além disso produz
uma razão de fragmentação baixa. A partir de cargas de 325 erlangs, o algoritmo Cap-DPPM
produz a menor razão de fragmentação, uma vez que ele aceita um menor número de requi-
sições, gerando menos fragmentação. Sob baixas cargas, os algoritmos SBPPMC, FIPPMC e
MIFMC, que não utilizam modulação adaptativa, produzem as maiores razões de fragmenta-
ção. Isto ocorre pois os outros algoritmos que utilizam modulação adaptativa podem ajustar o
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MIFMC, PERFECTA, BARTRMAN e MMIFMC em função da carga da rede para topologia
Pan-European.
formato de modulação de acordo com os requisitos de cada demanda, possibilitando uma aloca-
ção de recursos melhor distribuída. Sob cargas maiores que 275 erlangs, o algoritmo SBPPMC
produz razão de fragmentação menor que os algoritmos PERFECTA e MMIMFC. Isto acontece
pois os p-cycles alocados pelos algoritmos PERFECTA e MMIMFC alocam muitos recurso o
que gera maior razão de fragmentação. Sob cargas maior que 150 erlangs, os algoritmos PER-
FECTA e MMIFMC produzem a maior razão de fragmentação devido ao maior número de
saltos do caminho de backup, o que gera uma maior fragmentação ao realizar o estabelecimento
das conexões. A diferença na razão de fragmentação dos algoritmos Cap-DPPM e SSCAM
ocorre devido ao maior número de requisições aceita pelo algoritmo SSCAM, o que gera um
maior estabelecimento das conexões e, consequentemente, maior fragmentação.
A Figura 4.5 mostra a eficiência energética gerada para a topologia Pan-European. O algo-
ritmo Cap-DPPM produz uma maior eficiência energética para todas as cargas simuladas, que
está relacionada a maior BBR gerada. A maior eficiência energética do algoritmo Cap-DPPM
aumenta conforme aumenta o bloqueio e consequentemente diminui o número de saltos. Sob
cargas mais baixas, o algoritmo BARTRMAN produz maior eficiência energética que os algo-
ritmos PERFECTA, MMIFMC, SSCAM. Isto acontece pois este algoritmo produz um menor
número de saltos do caminho primário. Os algoritmos SBPPM, FIPPMC e MIFMC produzem
eficiência energética semelhantes. Além disso, estes algoritmos produzem os menores valores
de eficiência energética, pois a utilização de modulação fixa, subutiliza o espectro realizando
maior consumo energético.
A Figura 4.6 mostra o número médio de saltos do caminho primário gerado para a topo-
logia Pan-European. A utilização de diferentes formatos de modulação e do multigrafo pelos
algoritmos BARTRMAN, PERFECTA e MMIFMC para encontrar o menor caminho primário,
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SBPPMC, FIPPMC, MIFMC, PERFECTA, BARTRMAN e MMIFMC em função da carga da
rede para topologia Pan-European.
principalmente para cargas mais baixas, produz um menor número de saltos quando compa-
rado aos algoritmos Cap-DPPM e SSCAM que encontram caminhos mais curtos para posteri-
ormente encontrar slots disponíveis obedecendo contiguidade e continuidade do espectro. Por
outro lado, sob cargas altas os algoritmos FIPPMC, MIFMC e SBPPMC produzem caminhos
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primários com número de saltos menores. Isto acontece, pois os algoritmos FIPPMC, MIFMC
e SBPPMC produzem valores de BBR maiores, o que ocasiona que apenas menores caminhos
são alocados. Os algoritmos PERFECTA e MMIFMC que usam p-cycle produzem uma maior
número de saltos que o algoritmo BARTRMAN que utiliza caminhos de backup compartilha-
dos para todas as cargas testadas. No entanto, conforme esses algoritmos produzem valores
de BBR mais próximos, mais próximos também é o número de saltos do caminho primário,
evidenciando a influencia da BBR com relação ao número de saltos do caminho primário para
os algoritmos que utilizam multigrafo.
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A Figura 4.7 mostra o número médio de saltos do caminho de backup gerado para a topo-
logia Pan-European. Os algoritmos que utilizam p-cycle produzem caminhos de backup com
quase três vezes o número de saltos do que os que não utilizam p-cycle. O algoritmo MMIFMC
produz caminhos de backup com número médio de saltos sempre maior que o algoritmo PER-
FECTA, isto ocorre pois o algoritmo MMIFMC prioriza p-cycles transzonais ao caminho pri-
mário, e esses p-cycles tendem a ser maiores que os caminhos que usam os mesmos enlaces do
p-cycle. Os algoritmos BARTRMAN, PERFECTA e MMIFMC que utilizam modulação adap-
tativa produziram sempre maior número de saltos do que os algoritmos SBPPMC, FIPPMC e
MIFMC que utilizam modulação fixa. O algoritmo BARTRMAN produz caminhos de backup
com número médio de saltos uma unidade maior que o SSCAM que por sua vez produz cami-
nhos de backup com número médio de saltos uma unidade maior que o Cap-DPPM, isto ocorre
devido a forma de criação dos caminhos de backup.
A Figura 4.8 mostra a probabilidade de bloqueio para a topologia USA. Enquanto o algo-
ritmo Cap-DPPM inicia o bloqueio de requisições sob cargas de 100 erlangs, SSCAM inicia
o bloqueio somente sob cargas de 125 erlangs. Enquanto os algoritmos FIPPMC e MIFMC
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MIFMC, PERFECTA, BARTRMAN e MMIFMC em função da carga da rede para topologia
USA.
iniciam o bloqueio de requisições sob cargas de 125 erlangs, o algoritmo SBPPMC inicia o blo-
queio somente sob cargas de 150 erlangs. Por sua vez, os algoritmos PERFECTA e MMIFMC
iniciam o bloqueio de requisições a partir de 150 e 250 erlangs, respectivamente. E o algoritmo
BARTRMAN produz valores de BBR apenas sob carga de 300 erlangs. Nesta topologia, os
algoritmos produzem BBRs visivelmente distintas. O algoritmo BARTRMAN produz valores
de BBR menores que os todos os algoritmos simulados. Isto acontece pois os nós da topologia
USA, com exceção de alguns nós de bordas, possuem pelo menos outros três nós conectados
a eles. Esta característica da topologia, juntamente com o uso do multigrafo, e de diferentes
formatos de modulação e do uso do algoritmo Dijkstra, possibilita os menores valores de BBR
entre os algoritmos apresentados. O maiores valores de BBR produzido pelo algoritmo Cap-
DPPM devido ao fato de realizar proteção 1:1, o que gera reserva de recursos individuais para
todos os caminhos estabelecidos, e, consequentemente, impossibilita o estabelecimento de algu-
mas conexões. Os valores de BBR gerados pelo algoritmo SSCAM, por sua vez, diferencia-se
dos valores de BBR produzidos pelos algoritmos PERFECTA, BARTRMAN e MMIFMC pela
utilização do multigrafo que distribui a alocação de recursos. Os algoritmos SBPPM, FIPPMC
e MIFMC apesar de não utilizarem modulação adaptativa produzem BBR sob cargas mais al-
tas do que as produzidas pelos algoritmos SSCAM e Cap-DPPM. Os algoritmos PERFECTA
e MMIFMC apresentam resultados visivelmente distintos, evidenciando ainda mais o beneficio
da utilização do conceito de interferência mínima na criação do p-cycle FIPP.
A Figura 4.9 mostra a relação de crosstalk por slot gerado para a topologia USA. Os valo-
res de CpS gerados pelos os algoritmos BARTRMAN e SSCAM iniciam, respectivamente, em
0,02 e 0,03 e aumentam até 0,18. Os valores de CpS gerados pelos algoritmos PERFECTA e
MMIFMC iniciam em de 0,02 e aumentam até 0,28 e 0,30, respectivamente. Os valores de CpS
gerados pelo algoritmo Cap-DPPM iniciam em 0,03 e permanecem quase constante aumen-
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MIFMC, PERFECTA, BARTRMAN e MMIFMC em função da carga da rede para topologia
USA.
tando apenas até o valor de 0,06. Os valores de CpS gerados pelos algoritmos MIFMC, FIPPMC
e SBPPMC iniciam em de 0,02 e aumentam, respectivamente, até 0,48, 0,38 e 0,28, respectiva-
mente. Os valores de CpS produzidos pelos algoritmos FIPPMC e MIFMC que usam p-cycle e
modulação fixa são superiores aos produzidos pelos algoritmos PERFECTA e MMIFMC. Por
sua vez, os algoritmos PERFECTA e MMIFMC produzem valores de CpS maiores que ou-
tros algoritmos. Isto acontece como consequência da maior utilização de recursos, uma vez
que a criação de p-cycles necessita de um maior perímetro, fazendo com que mais slots sejam
afetados pelo crosstalk. Além do algoritmo BARTRMAN produzir valores de BBR baixo e
uma alta utilização, ele também produz valores CpS inferiores aos produzidos pelos algoritmos
PERFECTA, MMIFMC e SSCAM, como consequência do uso intercalado de núcleos para os
menores caminhos primários e dos menores caminhos de backup, diminuindo, assim, os valores
de CpS gerados.
A Figura 4.10 mostra a razão de fragmentação gerada para a topologia USA. Sob cargas
de até 375 erlangs o algoritmo BARTRMAN produz uma razão de fragmentação menor que
à dada pelo outros algoritmo simulados, principalmente para cargas mais baixas. Isto contri-
bui para geração de menor BBR por este algoritmo. Os algoritmos FIPPMC e MIFMC, que
utilizam modulação fixa e p-cycle FIPP produzem a maior razão de fragmentação. Apesar do
algoritmo SBPPMC utilizar modulação fixa, sob baixas cargas este algoritmo produz baixa ra-
zão de fragmentação. Os algoritmos PERFECTA e MMIFMC geram uma fragmentação maior
que o algoritmo BARTRMAN o que contribui para um maior bloqueio de requisições, visto que
uma fragmentação mal realizada prejudica a utilização dos recursos da rede por novos caminhos
a serem criados. Como os algoritmos SSCAM e Cap-DPPM encontram a rota sem verificar a
disponibilidade de slots e núcleos para criação do caminho primário, eles possuem uma grande
semelhança entre a razão de fragmentação, a diferença ocorre devido o compartilhamento utili-
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zado pelo algoritmo SSCAM.
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USA.
A Figura 4.11 mostra a eficiência energética gerada para a topologia USA. O algoritmo
Cap-DPPM produz maior eficiência energética que os outros algoritmos simulados, o que é
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consequência de encontrar rotas baseadas apenas em caminhos curtos. Além disso, por produ-
zir um alto BBR, os algoritmos que possuem caminhos mais longos tendem a não ser estabe-
lecidos. Sob cargas baixas, não há muita diferença entre a eficiência energética do SSCAM e
os algoritmos que utilizam multigrafo. A diferença de eficiência energética surge apenas para
cargas pesadas. Para estas cargas, os algoritmos que utilizam o multigrafo produzem valores
de BBR significativamente mais baixos. Os algoritmos SBPPMC, FIPPMC e MIFMC produ-
zem os menores valores de eficiência energética quando comparado aos outros algoritmos. Isto
acontece devido ao maior consumo energético gerado quando utilizado modulação fixa.
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Figura 4.12: Número médio de saltos do caminho primário dos algoritmos Cap-DPPM, SS-
CAM, SBPPMC, FIPPMC, MIFMC, PERFECTA, BARTRMAN e MMIFMC em função da
carga da rede para topologia USA.
A Figura 4.12 mostra o número médio de saltos do caminho primário gerado para a topolo-
gia USA. Sob baixas cargas, os algoritmos BARTRMAN, PERFECTA, MMIFMC, SBPPMC,
FIPPMC e MIFMC, que utilizam o multigrafo, possuem número médio de saltos do caminho
primário semelhantes para qualquer carga simulada, independente da utilização de modulação.
Apesar do algoritmo Cap-DPPM e SSCAM apresentarem valores de BBR sob cargas baixas,
estes algoritmos são os que possuem maior número de saltos para o caminho primário. Isto
acontece pois a escolha do núcleo e espectro é realizada após a escolha dos enlaces. O algo-
ritmo BARTRMAN mantém caminhos primários com baixo número médio de saltos para todas
as cargas simuladas, mesmo produzindo menores valores de BBR que os outros algoritmos.
A Figura 4.13 mostra o número médio de saltos do caminho de backup gerado para a topo-
logia USA. Como esperado, os algoritmos que utilizam p-cycle produzem caminhos de backup
com quase três vezes mais número de saltos do que os caminhos que não o utilizam. No en-
tanto, quando observado o BBR gerado por esses algoritmos, percebe-se que isto não produz
tanto impacto na BBR gerada. Isto acontece pois os algoritmos que utilizam p-cycle produzem
um maior compartilhamento do que os algoritmos que compartilham caminhos. O algoritmo
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Figura 4.13: Número médio de saltos do caminho de backup dos algoritmos Cap-DPPM, SS-
CAM, SBPPMC, FIPPMC, MIFMC, PERFECTA, BARTRMAN e MMIFMC em função da
carga da rede para topologia USA.
BARTRMAN produz número médio de saltos do caminho de backup uma unidade maior que
o algoritmo SSCAM e mais que uma unidade maior que o algoritmo Cap-DPPM, no entanto
isto não se reflete no BBR gerado por estes algoritmos. Os algoritmos SBPPMC, FIPPMC e
MIFMC geram caminhos com número de saltos similares aos caminhos gerados pelos algorit-
mos BARTRMAN, PERFECTA e MMIFMC, respectivamnte.
A Figura 4.14 mostra a probabilidade de bloqueio para a topologia NSF. Enquanto o Cap-
DPPM inicia o bloqueio de requisições sob cargas de 100 erlangs, SSCAM inicia o bloqueio
de requisições apenas sob cargas de 200 erlangs. Os algoritmos FIPPMC e MIFMC iniciam
o bloqueio de requisições sob cargas de 125 erlangs e o algoritmo SBBPMC inicia o bloqueio
de requisições sob cargas de 150 erlangs. Por sua vez, os algoritmos PERFECTA e MMIFMC
iniciam o bloqueio de requisições apenas sob cargas de 300 e 325 erlangs, respectivamente. O
algoritmo BARTRMAN como para topologia USA produz o menor bloqueio de requisições. O
algoritmo BARTRMAN inicia o bloqueio de requisições apenas sob cargas de 375 erlangs. Sob
cargas de 200 erlangs, o algoritmo Cap-DPPM produz valores de BBR três ordem de magni-
tude maior quando comparado com os valores produzidos pelo algoritmo SSCAM devido ao
compartilhamento de caminhos de backup utilizado pelo algoritmo SSCAM. Apesar dos algo-
ritmos SBPPMC, FIPPMC e MIFMC utilizarem modulação fixa, estes algoritmos produzem
menores valores de BBR que os algoritmos Cap-DPPM que utiliza modulação adaptativa. Isto
ocorre pois o algoritmo Cap-DPPM utiliza grande quantidade de recursos para proteção, um vez
que os recursos de proteção não são compartilhados. Os algoritmos PERFECTA e MMIFMC
produzem valores de BBR semelhantes pois a baixa conectividade desta topologia dificulta a
criação de p-cycles transzonais. Por outro lado, o algoritmo MMIFMC gera mais p-cycles
que utilizam os mesmos enlaces do caminho como o algoritmo PERFECTA. Sob cargas de
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Figura 4.14: Bloqueio de banda dos algoritmos Cap-DPPM, SSCAM, SBPPMC, FIPPMC,
MIFMC, PERFECTA, BARTRMAN e MMIFMC em função da carga da rede para topologia
NSF.
375 erlangs o algoritmo BARTRMAN produz valores de BBR com uma ordem de magnitude
menor quando comparado com os valores de BBR produzidos pelos algoritmos PERFECTA e
MMIFMC, desde que a baixa conectividade da topologia NSF torna difícil a criação de p-cycles.
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Figura 4.15: crosstalk por slot dos algoritmos Cap-DPPM, SSCAM, SBPPMC, FIPPMC,
MIFMC, PERFECTA, BARTRMAN e MMIFMC em função da carga da rede para topologia
NSF.
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A Figura 4.15 mostra a relação de crosstalk por slot gerado para a topologia NSF. Os valo-
res de CpS gerados pelo algoritmos Cap-DPPM iniciam em 0,02 e permanecem quase constante
com o aumento da carga. Os valores de CpS gerados pelos algoritmos SBPPMC, FIPPMC e
MIFMC iniciam em 0,02 e incrementam até 0,51, 0,56 e 0,57, respectivamente, conforme a
carga aumenta. Estes algoritmos produzem os maiores valores de CpS pois a utilização de
modulação fixa impacta diretamente na utilização de recursos da rede. Os valores de CpS ge-
rados pelos algoritmos PERFECTA e MMIFMC iniciam em 0,02 e incrementam até 0,45 e
0,46, respectivamente, conforme a carga é aumentada. O valores de CpS gerados pelo algo-
ritmo BARTRMAN iniciam em 0,01 e incrementam até 0,45 conforme a carga é incrementada.
O valores de CpS gerados pelo algoritmo SSCAM iniciam em 0,03 e incrementam até 0,42,
conforme a carga é aumentada. Até carga de 100 erlangs o algoritmo BARTRMAN produz
os menores valores de CpS gerados impactando na menor BBR produzida. Os valores de CpS
gerados pelo algoritmo PERFECTA são sempre menores que os valores gerados pelo algoritmo
MMIFMC, isto ocorre devido o menor BBR gerado pelo algoritmo MMIFMC.
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Figura 4.16: Razão de fragmentação dos algoritmos Cap-DPPM, SSCAM, SBPPMC, FIPPMC,
MIFMC, PERFECTA, BARTRMAN e MMIFMC em função da carga da rede para topologia
NSF.
A Figura 4.16 mostra a razão de fragmentação gerada para a topologia NSF. Até cargas de
325 erlangs, o algoritmo BARTRMAN produz a menor razão de fragmentação, isto explica o
baixo BBR gerado por este algoritmo. Os algoritmos SBPPMC, FIPPMC e MIFMC que utili-
zam modulação fixa produzem maior razão de fragmentação do que os algoritmos que utilizam
modulação adaptativa. Isto acontece pois a utilização de modulação adaptativa, permite o en-
vio de um maior número de bits por símbolo, e consequentemente, diminui a quantidade de
slots demandada, permitindo alocação de caminhos em fragmentos de slots menores. A partir
de 325 erlangs, o algoritmo BARTRMAN produz uma razão de fragmentação mais próxima a
dos outros algoritmos simulados, isto explica a aproximação entre os BBRs gerados por esses
algoritmos. A razão de fragmentação gerada pelo algoritmo PERFECTA é sempre maior que a
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razão de fragmentação gerada pelo algoritmo MMIFMC, isto ocorre pois o maior tamanho dos
p-cycles gerados pelo algoritmo MMIFMC promove maior compartilhamento dos caminhos de
backup gerando menos desestabelecimento de conexões. O algoritmo BARTRMAN produz
uma menor razão fragmentação que o algoritmo SSCAM para todas as cargas simuladas, isto
justifica a menor BBR gerada pelo algoritmo BARTRMAN.
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Figura 4.17: Eficiência Energética dos algoritmos Cap-DPPM, SSCAM, PERFECTA, BARTR-
MAN e MMIFMCC em função da carga da rede para topologia NSF.
A Figura 4.17 mostra a eficiência energética gerada para a topologia NSF. O algoritmo Cap-
DPPM produz a maior eficiência energética em relação aos algoritmos simulados, isto acon-
tece pois o algoritmo Cap-DPPM produz os maiores valores de BBR. Os algoritmos SBPPM,
FIPPMC e MIFMC produzem eficiência energética semelhantes. Além disso, estes algoritmos
produzem os menores valores de eficiência energética, pois a utilização de modulação fixa, su-
butiliza o espectro realizando maior consumo energético. Dentre os algoritmos que utilizam
modulação adaptativa o algoritmo SSCAM produz a menor eficiência energética em relação
aos algoritmos simulados mesmo produzindo valores de BBR maiores que os produzidos pe-
los algoritmos BARTRMAN, PERFECTA, MMIFMC, isto ocorre pois este algoritmo produz
caminhos primários com os maiores número médio de saltos. Para cargas de até 400 erlangs,
os algoritmos BARTRMAN, PERFECTA e MMIFMC produzem eficiência energética seme-
lhantes entre si e maiores do que o algoritmo SSCAM, apesar do algoritmo SSCAM produzir
maiores valores de BBR. Sob cargas maiores que 400 erlangs, o algoritmo SSCAM produz
eficiência energética semelhante aos algoritmos BARTRMAN, PERFECTA e MMIFMC, pois,
enquanto o algoritmo SSCAM produz altos valores BBR, os outros algoritmos mantém valores
de BBR mais baixo.
A Figura 4.18 mostra o número médio de saltos do caminho primário gerado para a to-
pologia USA. Como nas topologias anteriores, os algoritmos PERFECTA, BARTRMAN e
MMIFMC que utilizam o multigrafo possuem número médio de saltos do caminho primário se-
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Figura 4.18: Número médio de saltos do caminho primário dos algoritmos Cap-DPPM, SS-
CAM, SBPPMC, FIPPMC, MIFMC, PERFECTA, BARTRMAN e MMIFMC em função da
carga da rede para topologia NSF.
melhantes para qualquer carga simulada. Sob cargas baixas, os algoritmos SBPPMC, FIPPMC
e MIFMC produzem caminhos primários semelhantes. Além disso, os algoritmos que utilizam
o multigrafo possuem sempre menor número médio de saltos que os caminhos que não utilizam
o multigrafo. Sob baixas cargas os algoritmos Cap-DPPM e SSCA possuem número médio de
saltos do caminho primário semelhantes. Sob altas cargas o algoritmo SSCAM produz o maior
número médio de saltos do caminho primário quando comparado com os outros algoritmos
simulados.
A Figura 4.19 mostra o número médio de saltos do caminho de backup gerado para a topo-
logia NSF. Os algoritmos que utilizam p-cycle produzem caminhos de backup com duas vezes
mais número médio de saltos que os caminhos que não utilizam. Os algoritmos PERFECTA e
MMIFMC que usam o p-cycle diferem em aproximadamente uma unidade no número médio de
saltos do caminho de backup devido ao uso de p-cycles transzonais para o algoritmo MMIFMC.
Os algoritmos BARTRMAN e SSCAM possuem número médio de saltos do caminho de bac-
kup apesar do maior BBR produzido pelo algoritmo SSCAM. O algoritmo Cap-DPPM pro-
duz o menor número médio de saltos do caminho de backup e ainda assim produz um maior
BBR, evidenciando as vantagens de utilizar compartilhamento. Quando comparado os algorit-
mos SBPPMC, FIPPMC e MIFMC que utilizam modulação fixa e os respectivos algoritmos
BARTRMAN, PERFECTA e MMIFMC que utilizam modulação adaptativa, conclui-se que a
modulação adaptativa não produz muita diferença número médio de saltos dos caminhos de
backup.
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Figura 4.19: Número médio de saltos do caminho de backup dos algoritmos Cap-DPPM, SS-
CAM, SBPPMC, FIPPMC, MIFMC, PERFECTA, BARTRMAN e MMIFMC em função da
carga da rede para topologia NSF.
4.7 Síntese do capítulo
Neste capítulo, apresentaram-se os algoritmos PERFECTA, BARTRMAN e MMIFMC para
proteção de redes ópticas elásticas com multiplexação espacial. O três algoritmos utilizam o
multigrafo para encontrar caminhos através de topologias com múltiplos núcleos apresentada
no capítulo anterior (multigrafo). Além disso, os três algoritmos utilizam modulação adapta-
tiva considerando a distância entre os nós fonte-destino das requisições tanto para o caminho
primário quanto para o caminho de backup.
Os algoritmos apresentados são extensões dos algoritmos anteriores utilizando modulação
adaptativa. Os resultados mostraram uma grande redução na BBR produzida para os algoritmos
propostos neste capítulo com relação às apresentadas no capítulo anterior. Os valores de BBR
produzidos pelos algoritmos propostos evidenciam o benefício de escolher conjuntamente a
rota, núcleo e modulação quando comparados à escolha em diferentes etapas.
Em geral a relação de fragmentação apresentou grande influência do BBR gerado pelos
algoritmos simulados. Os algoritmos que produziram maior BBR tenderam a produzir a maior
eficiência energética. O emprego de modulação adaptativa nos algoritmos influenciou em um
maior consumo energético.
A utilização de diferentes formatos de modulação melhora a utilização dos recursos dispo-
níveis, de forma que caminhos menores suportam maior transferência de dados.
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Capítulo 5
Agregação de tráfego e sobreposição de
espectro para proteção de redes ópticas
elásticas com multiplexação espacial
As redes ópticas elásticas com multiplexação espacial podem oferecer comunicações ópticas
dinâmicas e flexíveis alocando canais ópticos de largura de banda variáveis. Ao utilizar agre-
gação de tráfego óptico nas conexões, é possível reduzir a sobrecarga do espectro causada por
bandas de guardas e, assim, melhorar a eficiência espectral das redes. A agregação de tráfego
óptico beneficia-se da flexibilidade proporcionada pelos comutadores agregando múltiplos ca-
minhos ópticos em um único transmissor e comutando caminhos ópticos em conjunto. Este
agrupamento é realizado de modo transparente, sem conversão do domínio óptico para elétrico,
e é denominado túnel óptico.
Em redes ópticas WDM, o compartilhamento de espectro entre canais de comprimento de
onda em caminhos de backup não é permitido. Usando a possibilidade da elasticidade dos
transpônderes, os algoritmos propostos neste capítulo consideram uma nova oportunidade de
compartilhamento de espectro. Nesses algoritmos, se duas conexões possuírem caminhos pri-
mários disjuntos, e seus caminhos de backup percorrerem dois caminhos ópticos adjacentes em
uma fibra, os dois caminhos ópticos de backup poderão sobrepor (compartilhar) o espectro.
O slot de frequência sobreposto é compartilhado entre caminhos ópticos adjacentes no do-
mínio do tempo: ele é ocupado por no máximo um dos caminhos ópticos adjacentes por vez. A
utilização de sobreposição de espectro não obrigatoriamente necessita da agregação de tráfego,
uma vez que o transpônder elástico pode ajustar a posição do slot de banda de guarda utilizado,
podendo, assim, aumentar a largura do espectro utilizado por um caminho de backup enquanto
diminui outro caminho de backup adjacente, satisfazendo a proteção da requisição.
Este capítulo avalia o impacto de utilizar agregação de tráfego e sobreposição de espectro
para proteção em redes ópticas elásticas com multiplexação espacial, através de quatro novos
algoritmos. As técnicas de agregação de tráfego e sobreposição de espectro utilizadas já fo-
ram propostas na literatura, contudo não haviam sido estudada em EONs SDM até então. Os
algoritmos propostos diferenciam-se na forma de proteção. Os algoritmos apresentados, neste
capítulo, estendem os algoritmos apresentados no Capítulo 3, adicionando aos algoritmos a
agregação de tráfego e a sobreposição de espectro nos caminhos de backup. Como as requi-
sições são dinâmicas, a agregação de tráfego é realizada através de um fluxo adicional que é
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agregado em um caminho óptico existente, aumentando o número de slots utilizados, contudo,
sem a necessidade de banda de guarda [54]. Neste cenário, o tempo gasto para criar o túnel
óptico não foi estudado nem considerado. Além disso, para facilitar a escolha de caminhos que
utilizam agregação de tráfego, o multigrafo considera os slots de banda de guarda dos caminhos
ópticos que podem ser agregados como livre. Desta forma é possível encontrar o novo caminho,
já considerando a agregação de tráfego. Se o novo caminho encontrado utilizar agregação, o
túnel óptico sera criado com os dois caminhos.
Este capítulo está organizado conforme segue. Na Seção 5.1, apresenta-se um revisão bi-
bliográfica Na seção 5.2 apresenta-se a notação utilizada nos algoritmos apresentados nesse
capitulo. Nas Seções 5.3, 5.4, 5.5 e 5.6 descrevem-se, respectivamente, o algoritmo Spec-
trum, Backuping, Routing and Core assignment (SBRC), o algoritmo Spectrum overlap, Traffic
grOoming and FIPP P-cycle (STOP), o algoritmo FIPP p-cycle, Routing, Spectrum and Core
Assignment (FRSCA) e o Sharing Slot and Straddling p-Cycle FIPP (SSSP). Na Seção 5.7,
compara-se o desempenho dos algoritmos propostos e de outros dois algoritmos. Finalmente,
na Seção 5.8, apresenta-se a síntese do capítulo.
5.1 Trabalhos relacionados
Nesta seção, apresentam-se os principais trabalhos que utilizam agregação de tráfego presentes
na literatura.
Liu et al. [55] propuseram uma nova técnica para a proteção compartilhada em redes ópticas
elásticas que proporciona o compartilhamento de slots de espectro entre caminhos ópticos de
backup se os caminhos primários forem disjuntos. A abordagem de proteção proposta, chamada
elastic separate-protection-at-connection (ESPAC) fornece proteção fim a fim.
Foi proposto em [116] um modelo de grafo auxiliar de três camadas em que ao se ajustar
os pesos de ponta das arestas dos gráficos, é possível utilizar várias políticas de tratamento de
tráfego para diferentes fins em redes ópticas elásticas. Foram propostos, também, dois esquemas
de reserva de espectro para utilizar eficientemente a capacidade de um transpônder. Além disso,
diferentes políticas de agregação de tráfego foram comparadas.
Os autores em [64] apresentam um algoritmo para fornecer proteção de caminho, usando
p-cycle FIPP, agregação de tráfego e sobreposição de espectro em redes ópticas elásticas. O
algoritmo proposto foi comparado com outros na literatura.
Costa et al. em [19] propõem um algoritmo para resolver o problema de roteamento, nível
de modulação e alocação de espectro em EONs através do uso da agregação tráfego elétrica
e óptica associado ao controle da modulação espectral no cenário de tráfego dinâmico. O al-
goritmo procura realizar a maior quantidade de agregação óptica possível usando os níveis de
modulação mais altos através de múltiplos saltos na topologia virtual para redes ópticas elásti-
cas.
Em [92], os autores introduziram uma nova arquitetura de nó em EONs que permite a rea-
lização da agregação no nó fonte de forma econômica. Os resultados obtidos demonstram uma
melhoria considerável na utilização do espectro da rede, bem como uma redução significativa
no número de transmissores necessários por nó.
Os autores em [111] abordam o problema de agregação de tráfego em EONs levando em
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consideração a distância com o objetivo de maximizar a eficiência espectral considerando a
restrição de alcance da transmissão. No algoritmo, as demandas de tráfego com mesma origem
que compartilham o mesmo enlace são agregadas opticamente e comutadas pelo meio óptico
sem a utilização de bandas de guarda.
A Tabela 5.1 apresenta uma comparação entre os trabalhos relacionados e os algoritmos
propostos neste capítulo. Os trabalhos foram categorizados em relação à proteção, ao uso de
multiplexação espacial, ao uso de agregação de tráfego (TG), ao uso de sobreposição de espectro
(SE), e ao uso do p-cycle para fornecer proteção. O uso de proteção utiliza caminhos de backup
compartilhados e, por fim, se provê proteção contra dupla falha.
Tabela 5.1: Comparação dos trabalhos relacionados com os algoritmos SBRC, STOP, FRSCA
e SSSPF.
Abordagem Proteção SDM TG SE p-Cycle SBPP Dupla falha
Liu et al. [55] Sim Não Sim Sim Não Sim Não
Zhang et al. [116] Não Não Sim Não Não Não Não
Oliveira et al. [64] Sim Não Sim Sim Sim Não Não
Costa et al. [19] Não Não Sim Não Não Não Não
Khodashenas et al. [92] Não Não Sim Não Não Não Não
Ye et al. [111] Não Não Sim Não Não Não Não
SBRC Sim Sim Sim Sim Não Sim Não
STOP Sim Sim Sim Sim Sim Não Não
FRSCA Sim Sim Sim Sim Sim Não Não
SSSPF Sim Sim Sim Sim Sim Não Sim
5.2 Notação
A notação matemática a seguir será usada neste capítulo. A notação adiciona à notação do
Capítulo 3. As principais diferenças são referentes a modelagem de agregação de tráfego e de
sobreposição de espectro:
∆(G,C, b) = {G˜′n,b}: função que produz todos os σ grafos de G considerando as possíveis
agregações de tráfego;
G˜′n,b = (V˜ , E˜, W˜ ): o n-ésimo grafo tal que E˜ é o conjunto de arestas conectando {u˜, v˜} ∈
V˜ e W˜ é conjunto de custos associados a E˜. As arestas em E˜ correspondem ao mapeamento de
b arestas em G iniciando na n-ésima aresta;
G˜′′n,b = (V˜ , E˜, W˜ ): o n-ésimo grafo tal que E˜ é o conjunto de arestas conectando {u˜, v˜} ∈
V˜ e W˜ é conjunto de custos associados a E˜. As arestas em E˜ correspondem ao mapeamento de
b arestas em G iniciando na n-ésima aresta;
κ(G,C, b, Pn) = {G˜′′n,b}: função que produz todos os grafos de G, considerando que os
slots de proteção podem ser sobrepostos, desde que os caminhos de trabalho (Pn) que são pro-
tegidos pelos slots dos caminhos de backup sejam fisicamente disjuntas (compartilhamento de
espectro);
ρ(Pn, Z, r(s, d, b)): função que procura o menor caminho de backup em Zn em que PZn são
enlaces disjuntos de Pn e satisfazem a requisição de banda b e possuem nós finais s e d;
Zn: sequência de G˜′′n,b tal que o nó s é o menor nó ordenado e d é o maior nó ordenado;
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PZn: conjunto de todos os caminhos protegidos pelo caminho de backup Zn;
HPn: conjunto de todos os slots usado pelo caminho Pn;
HPZn : conjunto de todos os slots usados por todos os caminhos protegidos pelo caminho de
backup Zn;
Z = {Zn}: conjunto de todos os caminhos de estabelecidos;
ζ(G˜′′n,bm , Pn, r(s, d, b)): função que produz menor caminho entre s e d em G˜′′n,b, conside-
rando que HPZn é disjunto de HPn ;
W (Zn): o peso do caminho de backup Zn ( a soma dos pesos de todas as arestas na sequen-
cia);
WZs,d = peso do caminho de backup que protege o caminho entre s e d;
Tn: p-cycle contendo os vértices u e v e arestas correspondendo ao mapeamento de b arestas
do multigrafo G;
T : conjunto de todos os p-cycles em G;
PTn: conjunto de todos os caminho protegidos pelo p-cycle Tn;
HPn: conjunto de todos os slots usados pelo caminho Pn;
HPTn : conjunto de todos os slots usados por todos os caminhos protegidos pelo Tn;
T = {Tn}: conjunto de todos os p-cycles estabelecidos;
$(Pn, T, r(s, d, b)): função que procura um p-cycle em T que PTn são caminhos disjuntos
de Pn e satisfazem a requisição b e que s e d fazem parte do p-cycle;
γ(G˜′′n,bm , Pn, r(s, d, b)): função que produz o menor p-cycle entre s e d em G˜′′n,b, conside-
rando que HPTn é disjunto de HPn ;
W (Tn): o peso do p-cycle Tn ( a soma dos pesos de todos as arestas na sequencia);
WTs,d = peso do p-cycle que protege o caminho primário entre os nós s e d;
%(Pn, T, r(s, d, b)): função que procura um p-cycle transzonal a Pn em T , ou seja, PTn e Tn
são caminhos disjuntos de Pn e satisfazem a requisição b e que s e d fazem parte do p-cycle;
ϕ(G˜′′n,b, Pn, r(s, d, b)): função que produz o menor p-cycle transzonal ao caminho Pn em
que HPTn são slots disjuntos de HPn and satisfazem a requisição de banda b e que o p-cycle
produzido Tn é disjunto do caminho Pn;
5.3 O algoritmo SBRC
No algoritmo Spectrum, Backuping, Routing and Core assignment (SBRC), para cada conexão
é atribuído um caminho primário e um caminho de backup . Neste algoritmo o caminho pri-
mário utiliza sempre que possível agregação de tráfego e o caminho de backup utiliza sempre
que possível agregação de tráfego e sobreposição de espectro. O algoritmo SBRC estende o al-
goritmo SBPPMC, diferenciando-se na criação dos caminhos, agregando tráfego e sobrepondo
espectro entre caminhos de backup sempre que possível.
No algoritmo SBRC (Algoritmo 8), a linha 1 transforma o multigrafo em C × (N − b+ 1)
grafos considerando a possibilidade de realizar agregação de tráfego entre caminhos de mesma
origem, deste modo facilitando a busca de caminhos nos grafos gerados. A busca do caminho
primário (linha 2) é realizada utilizando o algoritmo de Dikjstra para os grafos gerados, sendo
escolhido o caminho com menor custo (linha 3). Se não for possível encontrar um caminho que
respeite a restrições de contiguidade e continuidade para a demanda b (linha 5), a conexão é
101
Algoritmo 8 SBRC
Entrada: G, r(s, d, b)
Saída: Caminho primário e Caminho de backup
1: ∆(G,C, b)
2: (W (Pn), Pn) = δ(G˜′n,b, r(s, d, b)) ∀n ∈ σ
3: WPs,d = W (Pn)| ∀i W (Pn) ≤W (Pi)
4: w(eu,v,i) =∞ ∀{u, v} ∈ Pi
5: Se WPs,d =∞ então
6: bloqueia requisição (r(s, d, b))
7: Senão
8: Se ∃ρ(Pn, Z, r(s, d, b)) então
9: estabelece requisição (r(s, d, b)) como Pn e Zn
10: Senão
11: κ(G,C, b, Pn)
12: (W (Zn), Zn) = ζ(G˜′′n,b, Pn, r(s, d, b))
13: WZs,d = W (Zn)| ∀i W (Zn) ≤W (Zi)
14: Se WZs,d =∞ então
15: bloqueia requisição (r(s, d, b))
16: Senão
17: estabelece requisição (r(s, d, b)) como Pn e Zn
18: w(eu,v,i) =∞ ∀{u, v} ∈ Zi
19: Fim Se
20: Fim Se
21: Fim Se
bloqueada (linha 6). Caso contrário, um caminho de backup será buscado dentre os caminhos
de backup já estabelecidos para outras requisições. Se existir um caminho de backup disponível
(linha 9), a requisição é estabelecida (linha 10). Se não existir nenhum caminho de backup
que possa proteger a requisição, então um novo caminho precisa ser criado. Na linha 11, o
multigrafo é transformado em C × (N − b) grafos, considerando a agregação de trafego e a
sobreposição de slots. A sobreposição de espectro possibilita que slots que estão protegendo
outras conexões sejam utilizados em novas conexões, desde que, respeitando as regras de com-
partilhamento. A linha 12 utiliza o algoritmo de Dikjstra e os grafos gerados na linha 11 para
buscar um menor caminho de backup nos grafos. A linha 13 escolhe o menor caminho dos
grafos para caminho de backup. Se o peso do menor caminho for∞, significa que um caminho
de backup não pode ser encontrado e a requisição é bloqueada (linha 15). Caso contrário, na
linha 17, o caminho primário bem como o caminho de backup são estabelecidos.
A complexidade do algoritmo SBRC foi analisada. A complexidade de transformar o
multigrafo em grafos é O(E + V ). Para encontrar o caminho primário, no pior caso, o al-
goritmo de Dijkstra é executado em C × (N − b) em que a complexidade amortizada de
Dijkstra é O(E + V logV ). Da mesma forma, para o caminho de backup , a complexidade
de transformar o multigrafo em grafos é O(E + V ) para geração de novos grafos, conside-
rando a agregação e a sobreposição de espectro; em seguida o algoritmo de Dijkstra é execu-
tado em C × (N − b) grafos. Logo, no pior caso, o algoritmo SBRC tem complexidade de
2 × (E + V + C × (N − b) × (E + V logV )). Como N , C e b podem ser expressados como
constantes, a complexidade do algoritmo é O(E + V logV ).
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5.4 O algoritmo STOP
Nesta seção, propõe-se um algoritmo chamado Spectrum overlap, Traffic grOoming and FIPP
P-cycle (STOP). O algoritmo provê proteção para redes ópticas elásticas utilizando multiplexa-
ção espacial através de p-cycles FIPP, agregação de tráfego e sobreposição de espectro. Neste
algoritmo, os p-cycles são criados compartilhando espectro com outros p-cycle desde que os
caminhos primários protegidos por eles utilizem fibras disjuntas. Além disso, a agregação de
tráfego também é utilizada. O algoritmo STOP é uma extensão do algoritmo FIPPMC. A di-
ferença entre o algoritmo FIPPMC e o algoritmo STOP é a criação do caminho primário e do
p-cycle.
Algoritmo 9 STOP
Entrada: G, r(s, d, b)
Saída: Caminho primário e Caminho de backup
1: ∆(G,C, b)
2: (W (Pn), Pn) = δ(G˜′n,b, r(s, d, b)) ∀n ∈ σ
3: WPs,d = W (Pn)| ∀i W (Pn) ≤W (Pi)
4: w(eu,v,i) =∞ ∀{u, v} ∈ Pi
5: Se WPs,d =∞ então
6: bloqueia requisição (r(s, d, b))
7: Senão
8: Se ∃$(Pn, T, r(s, d, b)) então
9: estabelece requisição (r(s, d, b)) como Pn e Tn
10: Senão
11: κ(G,C, b, Pn)
12: (W (Tn), Tn) = γ(G˜′′n,b, Pn, r(s, d, b))
13: WTs,d = W (Tn)| ∀i W (Tn) ≤W (Ti)
14: Se WTs,d =∞ então
15: bloqueia requisição (r(s, d, b))
16: Senão
17: estabelece requisição (r(s, d, b)) como Pn e Tn
18: w(eu,v,i) =∞ ∀{u, v} ∈ Ti
19: Fim Se
20: Fim Se
21: Fim Se
No algoritmo STOP, como nos algoritmos anteriores, a linha 1 transforma o multigrafo em
C × (N − b + 1) grafos considerando a agregação de tráfego, a linha 2 computa o menor
caminho para os G˜n,b grafos utilizando o algoritmo de Dikjstra e atribui o peso a ele (linha 3).
Se o peso do menor caminho for∞; isto significa que nenhum caminho que satisfaz a requisição
pode ser encontrado, então a linha 6 bloqueia a requisição. Caso contrário, um p-cycle FIPP
para proteger o caminho primário encontrado deve ser buscado entre os p-cycles estabelecidos
ativos (linha 8), pois um p-cycle FIPP só é valido se os nós finais do caminho estiverem no
p-cycle. Além disso, os slots que fazem parte do caminho primário HPn precisam ser disjuntos
de todos os slots usados por todos os caminhos protegidos pelo Tn ( HPTn ). Se um p-cycle
FIPP que satisfaz a requisição for encontrado, a requisição é estabelecida (linha 9) e as arestas
correspondentes ao caminho no multigrafo é configurada para ∞ (linha 10). Se os p-cycles
ativos não puderem proteger o novo caminho, é necessário criar um novo p-cycle FIPP. A linha
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11 transforma o multigrafo em C× (N − b+ 1) grafos, considerando a sobreposição de slots de
espectro para proteger caminhos primários. Na sobreposição de slots de espectro, slots no grafo
são configurados como disponíveis se estão disponíveis no multigrafo ou se o slot está sendo
usado para proteger um caminho disjunto do caminho primário Pn. Na linha 12, o menor p-
cycle FIPP para proteger o caminho óptico é buscado utilizando os grafos gerados e o algoritmo
de Suurballe. Caso o p-cycle não possa ser criado (linha 14), a requisição é bloqueada (linha
15). Caso contrário, o caminho primário, bem como, p-cycle FIPP (Linha 17) são estabelecidos
para satisfazer a solicitação, e as arestas correspondentes têm seu peso alterado para∞.
A complexidade do algoritmo STOP é analisada a seguir. A complexidade de transformar o
multigrafo em grafos éO(E+V ). Para encontrar o caminho primário, no pior caso, o algoritmo
de Dijkstra é executado em C× (N − b) grafos, em que a complexidade amortizada de Dijkstra
é O(E + V logV ). Da mesma forma para o p-cycle o algoritmo de Suurballe é executado em
C× (N − b) grafos, em que a complexidade de Suurballe é O(E+V logV ). Logo no pior caso,
o algoritmo STOP tem complexidade de E + V + C × (N − b)× (E + V logV ) + C × (N −
b) × (E + V logV ). Como N , C e b podem ser expressados como constantes, a complexidade
do algoritmo é O(E + V logV ).
5.5 O algoritmo FRSCA
Nesta seção, propõe-se um algoritmo chamado FIPP p-cycle, Routing, Spectrum and Core As-
signment (FRSCA). O algoritmo proposto estende o algoritmo 4 (MIFMC), adicionando agre-
gação de tráfego para criação dos caminhos primários e agregação de tráfego e sobreposição de
espectro para a criação dos p-cycles. No algoritmo FRSCA, todos os caminhos primários são
protegidos por um p-cycle compartilhado. Neste algoritmo, os p-cycles são criados priorizando
a criação de p-cycle transzonais ao caminho, caso não seja possível, um p-cycle não transzonal
ao caminho é criado.
O algoritmo FRSCA é introduzido no algoritmo 10. Como nos algoritmos anteriores a linha
1 transforma o multigrafo em C × (N − b+ 1) grafos de modo a facilitar a forma de encontrar
o menor caminho entre dois nós. Além disso, considera a agregação de tráfego na criação dos
grafos. Após a obtenção dos grafos, a linha 2 utiliza o algoritmo de menor caminho de Dijkstra
para encontrar o caminho primário. A linha 3 define o menor caminho e seu peso. Se o peso
do menor caminho for∞, significa que não foi possível encontrar um caminho e a requisição é
bloqueada. Caso contrário, busca-se um p-cycle FIPP para cada requisição estabelecida. A linha
8 procura, no conjunto de p-cycles FIPP estabelecidos, se existe um p-cycle que possa prover
proteção para o caminho primário criado. Se houver um p-cycle, a linha 8 aceita a requisição e
os pesos das arestas do multigrafo correspondente ao caminho são configuradas para∞. Como
este algoritmo utiliza sobreposição de espectro nos p-cycles criados, o p-cycle FIPP só é valido
para proteger o caminho se os slots que fazem parte do caminho primário HPn forem disjuntos
de todos os slots usados por todos os caminhos protegidos pelo Tn ( HPTn )). Se nenhum p-
cycle FIPP já estabelecido puder proteger o novo caminho, então um novo caminho precisa ser
criado. Na criação do p-cycle, este algoritmo tenta encontrar um p-cycle FIPP transzonal ao
caminho, mas, se isso não for possível, o algoritmo tenta encontrar um p-cycle FIPP que não
seja transzonal ao caminho. Para a criação do p-cycle FIPP transzonal ao caminho, a linha 11
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Algoritmo 10 FRSCA
Entrada: G, r(s, d, b)
Saída: Caminho primário e Caminho de backup
1: ∆(G,C, b)
2: (W (Pn), Pn) = δ(G˜′n,b, r(s, d, b)) ∀n ∈ σ
3: WPs,d = W (Pn)| ∀i W (Pn) ≤W (Pi)
4: w(eu,v,i) =∞ ∀{u, v} ∈ Pi
5: Se WPs,d =∞ então
6: bloqueia requisição (r(s, d, b))
7: Senão
8: Se ∃$(Pn, T, r(s, d, b)) então
9: estabelece requisição (r(s, d, b)) como Pn e Tn
10: Senão
11: κ(G,C, b)
12: (W (Tn), Tn) = ϕ(G˜′′n,b, Pn, r(s, d, b))
13: Se WTs,d =∞ então
14: (W (Tn), Tn) = γ(G˜′′n,b, Pn, r(s, d, b))
15: Se WTs,d =∞ então
16: bloqueia requisição (r(s, d, b))
17: Fim Se
18: Fim Se
19: Se WTs,d 6=∞ então
20: estabelece requisição (r(s, d, b)) como Pn e Tn
21: w(eu,v,i) =∞ ∀{u, v} ∈ Ti
22: Fim Se
23: Fim Se
24: Fim Se
transforma o multigrafo emC×(N−b+1) grafos, considerando a sobreposição de espectro para
proteger slots , ou seja, slots no grafo são configurados como disponíveis se estão disponíveis no
multigrafo ou se o slot está sendo usado par proteger um caminho disjunto do caminho primário
Pn. Se o p-cycle FIPP transzonal não puder ser criado, o algoritmo tenta criar um p-cycle que
utiliza o mesmo enlace do caminho primário (linha 14). Caso nenhum p-cycle FIPP possa ser
criado, a requisição é bloqueada (linhas 19 a 21).
A complexidade do algoritmo FRSCA foi analisada. A complexidade de transformar o
multigrafo em grafos éO(E+V ). Para encontrar o caminho primário, no pior caso, o algoritmo
de Dijkstra é executado em C× (N − b) grafos, em que a complexidade amortizada de Dijkstra
é O(E + V logV ). Da mesma forma para o caminho de backup no pior caso o algoritmo de
Suurballe é executado em C × (N − b) grafos para o p-cycle transzonal e C × (N − b) grafos
para o p-cycle de menor caminho, em que a complexidade de Suurballe éO(E+V logV ). Logo
no pior caso, o algoritmo MIFMC tem complexidade de E+V +C×(N−b)×(E+V logV )+
C × (N − b) × (E + V logV ) + C × (N − b) × (E + V logV ). Como N , C e b podem ser
expressados como constantes a complexidade do algoritmo é O(E + V logV ).
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5.6 O algoritmo SSSPF
O algoritmo introduzido nesta seção, denominado Sharing Slot and Straddling p-Cycle FIPP
(SSSP), decide sobre o estabelecimento de caminhos ópticos em redes protegidas. Diferente-
mente dos outros algoritmos apresentados nesta Tese no algoritmo SSSPF um caminho óptico
é estabelecido, se e somente se, puder ser protegido por um p-cycle contra duas falhas simul-
tâneas de enlace. Para isto, é necessário que o caminho de backup possa proteger o caminho
primário mesmo que quaisquer dois enlaces da rede falhem. Com esse tipo de proteção é exi-
gido muito recurso da rede, e que pelo menos todos os nós tenham grau três, para que haja uma
BBR mínima.
Algoritmo 11 SSSPF
Entrada: G, r(s, d, b)
Saída: Caminho primário e Caminho de backup
1: ∆(G,C, b)
2: (W (Pn), Pn) = δ(G˜′n,b, r(s, d, b)) ∀n ∈ σ
3: WPs,d = W (Pn)| ∀i W (Pn) ≤W (Pi)
4: w(eu,v,i) =∞ ∀{u, v} ∈ Pi
5: Se WPs,d =∞ então
6: bloqueia requisição (r(s, d, b))
7: Senão
8: Se ∃%(Pn, Ts,d, r(s, d, b)) então
9: estabelece requisição (r(s, d, b)) como Pn e Tn
10: Senão
11: κ(G,C, b)
12: (W (Tn), Tn) = ϕ(G˜′′n,b, Pn, r(s, d, b))
13: Se WTs,d =∞ então
14: bloqueia requisição (r(s, d, b))
15: Senão
16: estabelece requisição (r(s, d, b)) como Pn e Tn
17: w(eu,v,i) =∞ ∀{u, v} ∈ Ti
18: Fim Se
19: Fim Se
20: Fim Se
O algoritmo SSSPF é descrito no algoritmo 11. Como nos algoritmos anteriores a linha 1
transforma o multigrafo em C × (N − b + 1) grafos de modo que cada grafo criado considera
a possível agregação de tráfego, baseado nos caminhos a serem estabelecidos, dessa forma
facilitando encontrar o menor caminho entre dois nós. Após a obtenção dos grafos a linha
2 utiliza o algoritmo de menor caminho de Dijkstra para encontrar o caminho primário. A
linha 3 define o menor caminho e seu peso. Se o peso do menor caminho for ∞, significa
que não foi possível encontrar um caminho e a requisição é bloqueada. Caso contrário, uma
técnica de proteção que proteja contra duas falhas simultâneas precisa ser utilizada. Neste
algoritmo, um p-cycle FIPP transzonal ao caminho primário é selecionado para cada requisição
estabelecida. Um p-cycle FIPP transzonal ao caminho forma junto ao caminho primário 3
caminhos disjuntos entre os nós fonte e destino, com isso garantindo proteção contra 2 falhas
simultâneas. Como no algoritmo anterior, o p-cycle FIPP só é valido para proteger o caminho
se os slots que fazem parte do caminho primário HPn forem disjuntos de todos os slots usados
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por todos os caminhos protegidos pelo Tn ( HPTn )). A linha 7 procura no conjunto de p-cycles
FIPP estabelecidos se existe um p-cycle que seja transzonal ao novo caminho Pn. Se houver
um p-cycle, a linha 8 aceita a requisição e os pesos das arestas do multigrafo correspondente ao
caminho são configuradas para ∞. Se nenhum p-cycle FIPP já estabelecido possa proteger o
novo caminho, então um novo caminho precisa ser criado. Para a criação do p-cycle transzonal
ao caminho, a linha 11 transforma o multigrafo em C × (N − b + 1) grafos, considerando a
sobreposição de espectro para proteger slots , ou seja, slots no grafo são configurados como
disponíveis se estão disponíveis no multigrafo ou se o slot está sendo usado para proteger um
caminho disjunto do caminho primário Pn. Na linha 12, o menor p-cycle FIPP para proteger o
caminho óptico é buscado utilizando os grafos gerados e o algoritmo de Yen, para manter os p-
cycles transzonais ao caminho, p-cycles que utilizam enlaces do caminho são desconsiderados.
Caso possa criar um p-cycle FIPP, o p-cycle, bem como o caminho, será estabelecido, e as
arestas correspondente no multigrafo G têm os pesos configurados para ∞ (linhas 16 à 17).
Caso contrário, a requisição é bloqueada (linha 14).
A complexidade do algoritmo SSSPF é analisada conforme segue: a complexidade de
transformar o multigrafo em grafos é O(E + V ). Para encontrar o caminho primário, no
pior caso, o algoritmo de Dijkstra é executado em C × (N − b) grafos, em que a comple-
xidade amortizada de Dijkstra é O(E + V logV ). Da mesma forma, para o p-cycle o al-
goritmo de Suurballe é executado em C × (N − b) grafos, em que a complexidade de Su-
urballe é O(E + V logV ). Logo, no pior caso, o algoritmo SSSPF tem complexidade de
E + V + C × (N − b) × (E + V logV ) + C × (N − b) × (E + V logV ). Como N , C e
b podem ser expressados como constantes, a complexidade do algoritmo é O(E + V logV ).
5.7 Resultados numéricos
Como nos capítulos anteriores, para avaliar o desempenho dos algoritmos propostos neste ca-
pítulo, experimentos de simulação foram realizados utilizando o simulador FlexGridSim [59].
Em cada simulação, 100.000 requisições foram geradas. Utilizou-se o método de replicação
independente e adotou-se nível de confiança de 95% para os intervalos de confiança. Diferentes
topologias com diferentes conectividades, foram empregadas nas simulações: a Pan-Europan
(Figura 3.2(a)) com 28 nós e 39 enlaces bidirecionais, a USA (Figura 3.2(b)) com 24 nós e 43
enlaces bidirecionais, a NSF (Figura 3.2(c)), com 14 nós e 18 enlaces bidirecionais. As figuras
mostram as distancias entre os nós. O espectro foi dividido em 320 slots de espectro e as fibras
simuladas possuem 7 núcleos. A carga foi variada entre 25 e 500 erlangs em intervalos de 25
erlangs. Sete tipos de requisições foram utilizadas 25 Gbps, 50 Gbps, 125 Gbps, 200 Gbps, 500
Gbps, 750 Gbps e 1 Tbps. As métricas usadas para avaliar os algoritmos apresentados neste
capítulo são as mesmas utilizadas nos dois capítulos anteriores.
Nas figuras, as curvas rotuladas como SBRC mostram os resultados para as redes que utili-
zam o algoritmo SBRC (Algoritmo 8), as curvas rotuladas como STOP mostram os resultados
para as redes que utilizam o algoritmo STOP (Algoritmo 9), as curvas rotuladas como FRSCA
mostram os resultados para as redes que utilizam o algoritmo FRSCA (Algoritmo 10) e as cur-
vas rotuladas como SSSPF mostram os resultados para as redes que utilizam o algoritmo SSSPF
(Algoritmo 11). Como no capítulo 3, as curvas rotuladas como SSCA encontram o caminho
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primário através do algoritmo proposto em [102], utilizando k = 3 e o caminho de backup,
adicionando a capacidade de compartilhamento ao mesmo algoritmo, enquanto as curvas rotu-
ladas como Cap-DPP mostram os resultados para as redes que utilizam o algoritmo proposto em
[100], as curvas rotuladas como FIPPMC mostram os resultados para as redes que utilizam o al-
goritmo FIPPMC (Algoritmo 3), as curvas rotuladas como MIFMC mostram os resultados para
as redes que utilizam o algoritmo MIFMC (Algoritmo 4), e as curvas rotuladas como SBPPMC
mostram os resultados para as redes que utilizam o algoritmo SBPPMC (Algoritmo 2).
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Figura 5.1: Bloqueio de banda dos algoritmos Cap-DPP, SSCA, STOP, SSSPF, SBRC e FRSCA
em função da carga da rede para topologia Pan-European.
A Figura 5.1 mostra a probabilidade de bloqueio para a topologia Pan-European. Enquanto
os algoritmo SSSPF iniciam o bloqueio de requisições sob cargas de 25 erlangs, os algoritmos
Cap-DPP e o SSCA iniciam o bloqueio de requisições sob cargas de 50 erlangs. Os algoritmos
SBPPMC, FIPPMC e MIFMC iniciam o bloqueio de requisições sob 75 erlangs. Por sua vez,
os algoritmos SBRC e FRSCA iniciam o bloqueio de requisições sob cargas de 150 erlangs,
respectivamente. O algoritmo STOP inicia o bloqueio sob cargas de 125 erlangs. Os algoritmos
SBPPMC, FIPPMC e MIFMC produzem maiores valores de BBR que os algoritmos SBRC,
STOP e FRSCA. Isto ocorre pois os algoritmos SBPPMC, FIPPMC e MIFMC não utilizam
agregação de tráfego e sobreposição de espectro, o que faz com que uma maior quantidade de
recursos seja necessária para prover proteção. Os algoritmos Cap-DPP e SSCA produzem os
maiores valores de BBR, pois além de não utilizarem agregação de tráfego e sobreposição de
espectro, eles utilizam uma forma diferente de encontrar os caminhos utilizados. O algoritmo
FRSCA produz BBR apenas sob cargas maiores que 150 erlangs, isso evidencia o benefício de
se considerar os critérios de interferência mínima para criar os p-cycles durante a escolha da
rota de backup para topologia com alta conectividade. Os algoritmos FRSCA e STOP produ-
zem comportamento BBR semelhante, devido à alta conectividade da topologia Pan-European.
Sob cargas maiores que 150 erlangs, os algoritmos que utilizam o multigrafo na criação dos
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caminhos produzem BBR semelhantes, fazendo um bom uso dos recursos da rede. Para cargas
maiores que 100 erlangs, o algoritmo Cap-DPP produziu o BBR mais alto, pois ele não usa
caminhos compartilhados para executar proteção bem como agregação de tráfego e sobrepo-
sição de espectro. Mesmo com uma maior conectividade como a da topologia Pan-European,
o algoritmo SSSPF produz um BBR alto, isto ocorre pois, para produzir baixo BBR para um
algoritmo que realiza proteção contra dupla falha, é necessária uma topologia em que todos os
nós da rede tenham pelo menos grau três. No entanto, sob cargas maiores, o algoritmo SSSPF
produziu menor BBR que os algoritmos Cap-DPP e SSCA.
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Figura 5.2: Crosstalk por slot dos algoritmos Cap-DPP, SSCA, FIPPMC, SBPPMC, MIFMC,
STOP, SSSPF, SBRC e FRSCA em função da carga da rede para topologia Pan-European.
A Figura 5.2 mostra a relação de crosstalk por slot gerado para a topologia Pan-European.
Os valores de CpS gerados pelos algoritmos FIPPMC e MIFMC iniciam com um valor de 0,02
e aumentam até 0,40. Por sua vez, o algoritmo SBPPMC iniciam com um valor de 0,02 e au-
mentam até 0,17. Os valores de CpS gerados pelos algoritmos STOP, SBRC e FRSCA iniciam
com um valor de 0,07 e aumentam até 0,51. O valores de CpS gerados pelo algoritmo SSSPF
inicia com um valor de 0,05 e aumenta até 0,47. O valores de CpS gerados pelo algoritmo
SSCA inicia com um valor de 0,02 e aumenta até 0,18. O algoritmo Cap-DPP produz valores
de CpS inicia em 0,02 e se mantêm quase constante sob cargas mais altas, como consequência
do alto bloqueio gerado. Os maiores valores de CpS gerados pelos algoritmos STOP, SBRC e
FRSCA quando comparados com os algoritmos SBPPMC, FIPPMC e MIFMC ocorrem devido
ao maior número de conexões aceitas como consequência do uso de agregação de tráfego e
sobreposição de espectro. O maior bloqueio de conexões do algoritmo SSSPF produz menor
CpS com relação aos outros algoritmos que utilizam o multigrafo. Sob baixas cargas apesar do
algoritmo SBRC produzir menor valores de BBR do que produz os algoritmos STOP e FRSCA,
eles produzem valores de CpS similares. Os algoritmos que utilizam multigrafo possuem maior
relação de CpS, como consequência da alta utilização produzida por eles.
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Figura 5.3: Razão de fragmentação dos algoritmos Cap-DPP, SSCA, FIPPMC, SBPPMC,
MIFMC, STOP, SSSPF, SBRC e FRSCA em função da carga da rede para topologia Pan-
European.
A Figura 5.3 mostra a razão de fragmentação gerada para a topologia Pan-European. Para
cargas de até 200 erlangs, o algoritmo SBRC possui a menor razão de fragmentação. Isto
acontece pois este algoritmo utiliza menos recursos, devido a utilização do multigrafo e dos
caminhos compartilhados. Para cargas de até 75 erlangs, os algoritmos Cap-DPP e SSCA pos-
suem a maior razão de fragmentação justificando o maior bloqueio de requisições que esses
algoritmos produzem. Os algoritmos SBPPMC, FIPPMC e MIFMC produzem maior razão de
fragmentação do que os algoritmos SBRC, STOP, FRSCA e SSSPF para todas as cargas simu-
lada. Isto ocorre pois os algoritmos SBPPMC, FIPPMC e MIFMC possuem alta utilização da
rede devido ao não uso de agregação de tráfego e sobreposição de espectro nos caminhos de
backup. Os algoritmos FRSCA e STOP possuem razão de fragmentação semelhantes, apesar
do algoritmo FRSCA produzir valores de BBR apenas sob cargas mais altas.
A Figura 5.4 mostra a eficiência energética gerada para a topologia Pan-European. Sob car-
gas menores, o alto bloqueio de requisições produzido pelo algoritmo SSSPF, juntamente com a
utilização de agregação de tráfego e sobreposição de espectro, produz caminhos primários com
menor número médio de saltos, garantindo uma maior eficiência energética. No entanto, con-
forme a carga da rede aumenta, o bloqueio de conexões produzido pelos algoritmos tronam-se
mais próximas do bloqueio produzido pelos dos outros algoritmos, consequentemente produ-
ziram eficiência energética mais próximas. Sob cargas maiores que 175 erlangs, o algoritmo
Cap-DPP produz a maior eficiência energética, pois, sob tais cargas, este algoritmo produzem
os maiores valores de BBR, gerado pela menor razão de fragmentação e o menor numero médio
de saltos do caminho primário. Os algoritmos SBPPMC, FIPPMC e MIFMC produzem efici-
ência energética próximas àquelas produzidas pelos algoritmos STOP, SBRC e FRSCA, apesar
de não utilizarem agregação de tráfego e sobreposição de espectro.
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Figura 5.4: Eficiência Energética dos algoritmos Cap-DPP, SSCA, FIPPMC, SBPPMC,
MIFMC, STOP, SSSPF, SBRC e FRSCA em função da carga da rede para topologia Pan-
European.
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Figura 5.5: Número médio de saltos do caminho primário dos algoritmos Cap-DPP, SSCA,
FIPPMC, SBPPMC, MIFMC, STOP, SSSPF, SBRC e FRSCA em função da carga da rede para
topologia Pan-European.
A Figura 5.5 mostra o número médio de saltos do caminho primário gerado para a topologia
Pan-European. Sob cargas altas, a utilização de agregação de tráfego e sobreposição de espectro
pelos algoritmos SBRC, STOP e FRSCA, para encontrar o menor caminho primário, aumenta
a aceitação de requisições, e consequentemente, aumenta o número de saltos dos caminhos
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produzidos quando comparado aos algoritmos FIPPMC, SBPPMC e MIFMC. Os algoritmos
Cap-DPP e SSCA produzem um maior número médio de saltos do caminho primário para cargas
baixas. Isto explica os maiores valores de BBR produzidos. O algoritmo SSSPF possui o menor
número médio de saltos do caminho primário, pois este algoritmo produz um alto bloqueio de
requisições. A utilização das técnicas de agregação de tráfego e sobreposição de espectro,
faz com o algoritmo SSSPF produza uma menor razão de fragmentação. Logo, a BBR, para
este algoritmo, é produzida pela indisponibilidade de prover dupla proteção e não pela falta de
recursos da rede.
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Figura 5.6: Número médio de saltos do caminho de backup dos algoritmos Cap-DPP, SSCA,
FIPPMC, SBPPMC, MIFMC, STOP, SSSPF, SBRC e FRSCA em função da carga da rede para
topologia Pan-European.
A Figura 5.6 mostra o número médio de saltos do caminho de backup gerado para a topo-
logia Pan-European. Os algoritmos que utilizam p-cycle produzem caminhos de backup com
maior número médio de saltos que os caminhos que não utilizam. Os algoritmos FIPPMC e
MIFMC, que não utilizam agregação de tráfego e sobreposição de espectro, produzem cami-
nhos de backup com número médio de saltos, respectivamente, próximos aos algoritmos STOP
e FRSCA. O algoritmo FRSCA produz caminhos de backup com número médio de saltos sem-
pre maior que o algoritmo STOP, que por sua vez é sempre menor que o algoritmo SSSPF isto
ocorre pois o algoritmo SSSPF gera sempre p-cycles transzonais ao caminho primário e o al-
goritmo FRSCA gera sempre que possível esses p-cycles. Os p-cycles transzonais ao caminhos
primário tendem a ser maiores que os caminhos que usam os mesmos enlaces do p-cycle. Os al-
goritmos SBRC e SSCA produzem caminhos de backup com número médio de saltos similares,
apesar do algoritmo SSCA não utilizar agregação de tráfego e sobreposição de espectro.
A Figura 5.7 mostra a probabilidade de bloqueio para a topologia USA. Enquanto os al-
goritmos Cap-DPP e o SSCA iniciam o bloqueio de requisições sob cargas de 50 erlangs, os
algoritmos FIPPMC e MIFMC iniciam o bloqueio de requisições sob cargas de 125 erlangs e o
112
10
−6
10
−5
10
−4
10
−3
10
−2
10
−1
10
0
 0  50  100  150  200  250  300  350  400  450  500
P
ro
b
ab
il
id
ad
e 
d
e 
B
lo
q
u
ei
o
 M
éd
io
Carga (erlangs)
SBRC
STOP
FRSCA
SSSPF
FIPPMC
MIFMC
SBPPMC
SSCA
Cap−DPP
Figura 5.7: Bloqueio de banda dos algoritmos Cap-DPP, SSCA, FIPPMC, SBPPMC, MIFMC,
STOP, SSSPF, SBRC e FRSCA em função da carga da rede para topologia USA.
algoritmo SBPPMC inicia o bloqueio de requisições sob caga de 150 erlangs. Por sua vez, os
algoritmos FRSCA e STOP iniciam o bloqueio de requisições apenas sob cargas de 200 erlangs
e o algoritmo SBRC sob cargas de 225 erlangs. O algoritmo SSSPF inicia o bloqueio de re-
quisições sob cargas de 25 erlangs. O algoritmo SSSPF produz o BBR mais alto, uma vez que
ele produz proteção para duas falhas simultâneas. Sob cargas maiores que 125 erlangs, o BBR
produzido pelo SSSPF é menor que o produzido pelo algoritmo SSCA, uma vez que o SSCA
não usa compartilhamento de espectro e agregação de tráfego. Os algoritmos FRSCA, SBRC e
STOP aproveitam a alta conectividade de nós da topologia USA e aumenta a BBR suavemente
como uma função do aumento de carga. Para todas as cargas, os algoritmos SBPPMC, FIPPMC
e MIFMC que não utilizam agregação de tráfego e sobreposição de espectro, produzem mai-
ores valores de BBR que os algoritmos STOP, SBRC e FRSCA, evidenciando o impacto da
utilização de agregação de tráfego e sobreposição de espectro. Sob todas as carga simuladas
os algoritmos STOP e FRSCA produzem mais bloqueio que o algoritmo SBRC. O algoritmo
SBRC produz a menor BBR para qualquer carga simulada. O baixo BBR produzido por esses
algoritmos evidencia a vantagem de utilizar agregação de tráfego e sobreposição de espectro.
Além disso, os resultados mostram que o algoritmo SSSPF produz bloqueio aceitável, conside-
rando a topologia simulada e que o algoritmo protege contra duas falhas simultâneas.
A Figura 5.8 mostra a relação de crosstalk por slot gerado para a topologia USA. O CpS
gerado pelos algoritmos FRSCA e SBRC iniciam em 0,05 e aumentam até 0,53 e 0,54, respec-
tivamente. O CpS gerado pelos algoritmos SSSPF e STOP iniciam em 0,04 e 0,06 e aumentam
até 0,51, respectivamente. O CpS gerado pelo algoritmo SSCA inicia em 0,01 e aumenta até
0,24, enquanto que o CpS gerado pelo algoritmo Cap-DPP inicia em 0,01 e se mantém quase
constante conforme a carga aumenta. O CpS gerado pelos algoritmos FIPPMC e MIFMC ini-
ciam em 0,01 e aumentam até 0,38 e 0,43, respectivamente. Enquanto que o CpS gerado pelo
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Figura 5.8: Crosstalk por slot dos algoritmos Cap-DPP, SSCA, FIPPMC, SBPPMC, MIFMC,
STOP, SSSPF, SBRC e FRSCA em função da carga da rede para topologia USA.
algoritmo SBPPMC inicia em 0,01 e aumenta até 0,27. O CpS gerado pelos algoritmos que
não utilizam agregação de tráfego e sobreposição de espectro são sempre menores do que os
algoritmos STOP, SSSPF, SBRC e FRSCA, que utilizam agregação de tráfego e sobreposição
e espectro, devido ao menor número de requisições aceitas. O algoritmo Cap-DPP produz os
valores CpS mais baixos, como consequência do alto bloqueio e baixa utilização gerada. Os
algoritmos que utilizam o multigrafo produzem os valores CpS mais altos, como consequência
do baixo bloqueio de requisições gerado e consequentemente da alta utilização. Os algoritmos
que utilizam o multigrafo na geração de caminhos obtiveram resultados semelhantes de CpS,
como consequência da melhor alocação de recursos proporcionado pelo algoritmo.
A Figura 5.9 mostra a razão de fragmentação gerada para a topologia USA. O algoritmo
Cap-DPP produz razão de fragmentação semelhante à dada pelo algoritmo SSCA como con-
sequência da utilização da mesma técnica de caminho utilizada por esses algoritmos. Os algo-
ritmos SBPPMC, FIPPMC e MIFMC que não utilizam agregação de tráfego e sobreposição de
espectro produzem maior razão de fragmentação que os algoritmos SBRC, STOP e FRSCA,
respectivamente, sob todas cargas. Isto evidencia, as vantagens da agregação de tráfego e so-
breposição de espectro em relação a fragmentação da rede. O algoritmo FRSCA possui uma
maior razão de fragmentação que o algoritmo STOP, o que explica o menor bloqueio de re-
quisições gerado pelo algoritmo FRSCA. Até 275 erlangs, a menor fragmentação gerada pelo
algoritmo SBRC justifica o menor BBR, além disso algoritmos que utilizam p-cycle necessi-
tam de mais recursos, então, mesmo com menor razão de fragmentação, as requisições podem
produzir maior BBR por falta de recursos. Para cargas baixas, os algoritmos Cap-DPP e SSCA
possuem maior razão fragmentação, porém produzem o maior BBR, isso ocorre pois esses al-
goritmos não utilizam agregação de tráfego e sobreposição de espectro.
A Figura 5.10 mostra a eficiência energética gerada para a topologia USA. Os algoritmos
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Figura 5.9: Razão de fragmentação dos algoritmos Cap-DPP, SSCA, FIPPMC, SBPPMC,
MIFMC, STOP, SSSPF, SBRC e FRSCA em função da carga da rede para topologia USA.
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Figura 5.10: Eficiência Energética dos algoritmos Cap-DPP, SSCA, FIPPMC, SBPPMC,
MIFMC, STOP, SSSPF, SBRC e FRSCA em função da carga da rede para topologia USA.
que utilizam multigrafo possuem eficiência energética semelhante visto que esses algoritmos
utilizam técnicas semelhantes para criação do caminho de backup, e caminhos de backup que
não são utilizados não consomem energia. Os algoritmos FIPPMC, MIFMC e SBPPMC pro-
duzem valores de eficiência energética próximos, pois estes algoritmos não utilizam agregação
de tráfego e sobreposição e espectro, consequentemente, utilizando um maior número de re-
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cursos que influencia no consumo energético. Para cargas de até 125 erlangs, os algoritmos
que possuem maior número médio de saltos do caminho primário produzem maior BBR e con-
sequentemente menor eficiência energética. Para cargas maiores os algoritmos que utilizam
o multigrafo possuem maior número médio de saltos do caminho primário, produzem menor
BBR e, consequentemente, menor eficiência energética.
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Figura 5.11: Número médio de saltos do caminho primário dos algoritmos Cap-DPP, SSCA,
FIPPMC, SBPPMC, MIFMC, STOP, SSSPF, SBRC e FRSCA em função da carga da rede para
topologia USA.
A Figura 5.11 mostra o número médio de saltos do caminho primário gerado para a topo-
logia USA.Os algoritmos SBRC, STOP e FRSCA possuem comportamentos semelhantes para
qualquer carga simulada, isto ocorre pois eles utilizam o multigrafo e preocupam-se apenas com
proteção contra uma falha. Apesar do algoritmo SSSPF, que realiza proteção contra duas falhas
simultâneas, utilizar o multigrafo e possuir comportamento semelhante aos outros algoritmos
que também usam, ele possui sempre número médio de saltos do caminho primário menor que
os dos algoritmos SBRC, STOP e FRSCA. Isto ocorre pois os maiores valores de BBR produ-
zido pelo algoritmo SSSPF com relação aos outros algoritmos é consequência da inexistência
da possibilidade de criação de caminhos de backup, deixando mais recursos disponíveis. Sob
cargas baixas os algoritmos SBPPMC, FIPPMC e MIFMC produzem caminhos semelhantes
aos produzidos pelos algoritmos SBRC, STOP e FRSCA. Isto acontece, pois sob estas cargas
os algoritmos que não utilizam agregação de tráfego e sobreposição de espectro não produzem
bloqueio de requisições. Os maiores valores de BBR produzidos pelos algoritmos Cap-DPP e
SSCA faz com que esses algoritmos gerem caminhos menores, visto que, quando se tem mai-
ores valores de BBR, alguns enlaces da rede são sobrecarregados, impossibilitando caminhos
maiores.
A Figura 5.12 mostra o número médio de saltos do caminho de backup gerado para a topo-
logia USA. Os algoritmos que utilizam p-cycle produzem caminhos de backup com três vezes
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Figura 5.12: Número médio de saltos do caminho de backup dos algoritmos Cap-DPP, SSCA,
FIPPMC, SBPPMC, MIFMC, STOP, SSSPF, SBRC e FRSCA em função da carga da rede para
topologia USA.
mais saltos do que os caminhos que não o utilizam. O algoritmo SSSPF, que só admite cami-
nhos de backup que protejam contra duas falhas simultâneas, possui o maior número médio de
saltos do caminho de backup. Isto ocorre pois ele só admite caminhos protegidos por p-cycles
transzonais ao caminho primário, e esses p-cycles tendem a ser maiores que os caminhos que
usam os mesmos enlaces do p-cycle. O algoritmo FRSCA possui o segundo maior número
médio de saltos do caminho de backup. Isto ocorre pois este algoritmo prioriza os caminhos
transzonais ao caminho primário, mas permite a criação de caminhos que não o sejam. Por
sua vez, dentre os algoritmos que utilizam p-cycle, o algoritmo STOP é o que possui o menor
número médio de saltos do caminho de backup. Isto ocorre pois este algoritmo procura utilizar
o menor p-cycle para realizar a proteção do caminho. O algoritmo Cap-DPP produz o menor
número de saltos para o caminho de backup, pois esse algoritmo produz maiores valores de
BBR. Os algoritmos SBRC e SSCA produzem caminhos de backup com número médio de sal-
tos similar, como consequência de ambos utilizarem a técnica SBPP. O algoritmo STOP que
utiliza agregação de tráfego e sobreposição de espectro produz número de saltos dos caminhos
de backup próximos que aqueles produzidos pelo algoritmo FIPPMC. Por sua vez, o algoritmo
FRSCA que também utiliza agregação de tráfego e sobreposição de espectro produz número
de saltos dos caminhos de backup próximos que aqueles produzidos pelo algoritmo MIFMC.
Por outro lado, o algoritmo SBRC, que utiliza agregação de tráfego e sobreposição de espectro,
produz número de saltos dos caminhos de backup menor que aqueles produzidos pelo algoritmo
SBPPMC.
A Figura 5.13 mostra a probabilidade de bloqueio para a topologia NSF. O baixo grau dos
nós nesta topologia leva à criação de gargalos e a um aumento muito mais rápido nos valores
de BBRs quando comparado com os valores de BBRs produzidos pelas outras topologias. En-
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Figura 5.13: Bloqueio de banda dos algoritmos Cap-DPP, SSCA, FIPPMC, SBPPMC, MIFMC,
STOP, SSSPF, SBRC e FRSCA em função da carga da rede para topologia NSF.
quanto os algoritmos FIPPMC e MIFMC iniciam o bloqueio de requisições sob cargas de 125
erlangs. O algoritmo SBPPMC inicia o bloqueio de requisições apenas sob cargas de 175 er-
langs. Por sua vez, enquanto os algoritmos Cap-DPP e SSCA iniciam o bloqueio de requisições
sob carga de 25 e 50 erlangs, respectivamente, o algoritmo STOP inicia o bloqueio apenas sob
cargas de 125 erlangs. Enquanto o algoritmo FRSCA inicia o bloqueio de requisições sob 175
erlangs, o algoritmo SBRC inicia o bloqueio apenas sob 200 erlangs. Além disso, sob todas
as cargas simuladas o algoritmo SBRC produz valores menores de BBR que o produzido pelo
algoritmo FRSCA. O algoritmo SBRC produz valores menores de BBR pois a geração de p-
cycle é mais difícil para as topologias com menor conectividade. Com exceção do algoritmo
SSSPF, que realiza proteção contra duas falhas simultâneas, os algoritmos que utilizam agre-
gação de trafego e sobreposição de espectro produzem menor BRR. Sob carga de 200 erlangs
o algoritmo SBRC produz valores de BBR uma ordem de grandeza menor que a dos algorit-
mos FRSCA e STOP. Sob cargas maiores, todos os algoritmos que compartilham o caminho de
backup produzem valores de BBRs semelhantes.
A Figura 5.14 mostra a relação de crosstalk por slot gerado para a topologia NSF. O CpS
gerado pelo algoritmo SSSPF inicia com um valor de 0,07 e aumenta até 0,64. Os algoritmos
FRSCA, STOP e SBRC possuem os maiores valores de CpS. Isto acontece devido aos valores
menores de BBR gerados por estes algoritmos. Os valores de CpS dos algoritmos SBPPMC,
FIPPMC e MIFMC iniciam em 0,02 e aumentam até 0,50, 0,57 e 0,58, respectivamente. Os
valores de CpS dos algoritmos STOP, FRSCA e SBRC são sempre mais altos do que aqueles
produzidos pelos algoritmos SBPPMC, FIPPMC e MIFMC. Isto acontece pela não utilização
de agregação de tráfego e sobreposição de espectro pelos algoritmos SBPPMC, FIPPMC e
MIFMC. O alto CpS gerado pelo algoritmo SSSPF, mesmo com altos valores de BBR, ocorre
devido a necessidade de proteção contra duas falhas simultâneas, o que faz com que o algo-
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Figura 5.14: Crosstalk por slot dos algoritmos Cap-DPP, SSCA, FIPPMC, SBPPMC, MIFMC,
STOP, SSSPF, SBRC e FRSCA em função da carga da rede para topologia NSF.
ritmo utilize mais recursos da rede. Os algoritmos Cap-DPP e SSCA produzem os valores de
CpS mais baixos quando comparados aos valores CpS gerados pelos outros algoritmos, como
consequência do alto BBR produzido e da baixa utilização.
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Figura 5.15: Razão de fragmentação dos algoritmos Cap-DPP, SSCA, FIPPMC, SBPPMC,
MIFMC, STOP, SSSPF, SBRC e FRSCA em função da carga da rede para topologia NSF.
A Figura 5.15 mostra a razão de fragmentação gerada para a topologia NSF. O algoritmo
SSSPF possui a menor razão de fragmentação quando comparado a razão de fragmentação pro-
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duzida pelos outros algoritmos simulados. Isto acontece pois a criação de proteção contra dupla
falhas simultâneas exige mais recursos, logo a rede produz maior fragmentação. Sob baixas
cargas, os algoritmos SBPPMC, FIPPMC e MIFMC produzem maiores valores de fragmen-
tação do que os algoritmos SBRC, STOP e FRSCA. Isto justifica o alto bloqueio produzido
pelos algoritmos SBPPMC, FIPPMC e MIFMC, uma vez que a maior fragmentação dificulta
a alocação de novos caminhos. Além disso, a menor razão de fragmentação dos algoritmos
SBRC, STOP e FRSCA é consequência da utilização de agregação de tráfego e sobreposição
de espectro. Para cargas menores que 125 erlangs, o algoritmo Cap-DPP produz a maior razão
de fragmentação, apesar deste algoritmo produzir maior BBR, pois os algoritmos que utilizam
agregação de tráfego e sobreposição de espectro são mais eficientes que os que não utilizam.
Conforme os outros algoritmos aumentam, a BBR produzida pelo algoritmo Cap-DPP mantém
sua razão de fragmentação. Além disso, sob altas cargas, este algoritmo produz a menor razão
de fragmentação.
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Figura 5.16: Eficiência Energética dos algoritmos Cap-DPP, SSCA, FIPPMC, SBPPMC,
MIFMC, STOP, SSSPF, SBRC e FRSCA em função da carga da rede para topologia NSF.
A Figura 5.16 mostra a eficiência energética gerada para a topologia NSF. Sob baixas cargas,
a eficiência energética produzida pelo SSSPF é maior que a produzida pelos outros algoritmos,
pois, além deste algoritmo utilizar sobreposição de espectro e agregação de tráfego, ele produz
um alto BBR gerado por não conseguir satisfazer a restrição de dupla proteção contra falhas
simultâneas. Não há muita diferença entre a eficiência energética produzida pelos algoritmos
SBRC, FRSCA e STOP. Isto reflete o número médio de saltos do caminho primário que eles
possuem. Os algoritmos STOP, FRSCA e SBRC produzem maior eficiência energética do que
os algoritmos SBPPMC, FIPPMC e MIFMC que não utilizam agregação de tráfego e sobre-
posição de espectro, consequentemente, utilizando mais recursos o que influencia no consumo
energético. Até carga de 325 erlangs, o algoritmo SSCA possui a menor eficiência energética,
pois este algoritmo aloca o maior número de saltos para o caminho primário.
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Figura 5.17: Número médio de saltos do caminho primário dos algoritmos Cap-DPP, SSCA,
FIPPMC, SBPPMC, MIFMC, STOP, SSSPF, SBRC e FRSCA em função da carga da rede para
topologia NSF.
A Figura 5.17 mostra o número médio de saltos do caminho primário gerado para a topo-
logia NSF. Os algoritmos que utilizam o multigrafo possuem sempre menor número médio de
saltos que os caminhos que não utilizam o multigrafo. Os algoritmos Cap-DPP e SSCA alocam
caminhos primários com número médio de saltos semelhantes quando comparados com outros
algoritmos. Os algoritmos SBRC, STOP, FRSCA, FIPPMC, SBPPMC e MIFMC produzem ca-
minhos primários com número médio de saltos menores, principalmente sob cargas baixas. Isto
acontece devido a similidade na criação dos caminhos primários e da proximidade do número
de requisições aceitas sob estas cargas. Como nas topologias anteriores, os algoritmos STOP,
SBRC e FRSCA que utilizam o multigrafo alocam caminhos primários com número médio de
saltos semelhantes sob qualquer carga. Apesar do algoritmo SSSPF utilizar o multigrafo, agre-
gação de tráfego e sobreposição de espectro, devido a maior BBR produzido com a necessidade
de produzir dupla proteção, este algoritmo produziu um menor número médio de saltos para os
caminhos primários, principalmente para cargas mais baixas.
A Figura 5.18 mostra o número médio de saltos do caminho de backup gerado para a topo-
logia NSF. Os algoritmos que utilizam p-cycle produzem caminhos de backup com duas vezes
mais número médio de saltos que os caminhos que não utilizam. A menor conectividade da
topologia NSF influenciou os tamanhos dos p-cycles criados de forma que o algoritmo SSSPF
produziu maior número médio de saltos que o FRSCA, que, por sua vez, possui maior número
médio de saltos que o STOP. Os algoritmos SBPPMC, FIPPMC e MIFMC que não utilizam
agregação de tráfego e sobreposição de espectro produzem, respectivamente, caminhos de bac-
kup com maior número médio de saltos do que os algoritmos SBRC, STOP e FRSCA. Isto
ocorre devido a menor utilização de recursos quando utilizada as técnicas de agregação de trá-
fego e sobreposição de espectro. O número de saltos do caminho de backup para os algoritmos
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Figura 5.18: Número médio de saltos do caminho de backup dos algoritmos Cap-DPP, SSCA,
FIPPMC, SBPPMC, MIFMC, STOP, SSSPF, SBRC e FRSCA em função da carga da rede para
topologia NSF.
Cap-DPP e SBRC são semelhantes, o que sugere um uma melhor alocação de recurso pelo
algoritmo SBRC, visto que este produz um menor bloqueio de requisições.
5.8 Síntese do capítulo
Neste capítulo, apresentaram-se os algoritmos STOP, SBRC, SSSPF e FRSCA para proteção
de redes ópticas elásticas com multiplexação espacial, utilizando agregação de tráfego e sobre-
posição de espectro. Como nos capítulos anteriores, os algoritmos apresentados utilizaram o
multigrafo para encontrar caminhos através de topologias com múltiplos núcleos.
Os algoritmos apresentados são extensões dos algoritmos do Capítulo 3, adicionando agre-
gação de tráfego e sobreposição de espectro para os caminhos de backup. Além disto, um
algoritmo para prover proteção contra dupla falhas simultâneas é proposto. Os resultados mos-
traram uma grande redução no BBR produzida para os algoritmos propostos neste capítulo com
relação aos apresentados no Capítulo 3.
Os valores de BBR produzidos pelos algoritmos propostos evidenciam o benefício de utili-
zar agregação de tráfego e sobreposição de espectro. Além disso, o algoritmo para dupla falha,
mostrou-se bastante aceitável, principalmente para cargas altas, quando considera-se que as
topologias simuladas não estão preparadas para fornecer dupla proteção.
Os algoritmos que utilizam agregação de tráfego e sobreposição de espectro obtiveram
baixa razão de fragmentação, porém a BBR produzida por estes algoritmos também reduzi-
ram. Mesmo utilizando agregação de tráfego e sobreposição de espectro, o CpS produzido por
esses algoritmos continuou alto, devido à alta utilização dos recursos da rede.
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Capítulo 6
Modulação adaptativa, agregação de
tráfego e sobreposição de espectro para
proteção de redes ópticas elásticas com
multiplexação espacial
Neste capítulo, avalia-se o impacto de três novos algoritmos para proteção em redes ópticas
elásticas com multiplexação espacial utilizando modulação adaptativa, agregação de tráfego e
sobreposição de espectro. Os algoritmos apresentados estendem os algoritmos apresentados no
capítulo 5, adicionando aos algoritmos a modulação adaptativa. Os três algoritmos apresentados
neste capítulo diferem entre si apenas na forma de proteção realizada. O uso de modulação
adaptativa junto com agregação de tráfego e sobreposição de espectro, diminui o número de
slots utilizados nos caminhos ópticos. Enquanto a modulação adaptativa possibilita o envio de
uma maior quantidade de bits por símbolos, a agregação de tráfego possibilita a não utilização
de banda de guarda entre caminhos.
Neste capítulo, serão utilizado os valores apresentados na tabela 4.1. O objetivo dos algo-
ritmos é reduzir a probabilidade de bloqueio e garantir proteção das requisições de estabeleci-
mento de conexões e evitar a degradação da qualidade da transmissão. Os algoritmos propostos
definem duas rotas do nó de origem para o nó de destino, selecionando os formatos de modula-
ção para a distância entre os nós origem e destino. Além disso, escolhem uma faixa de espectro
livre (isto é, um conjunto de slots de frequências contíguas) na rota definida para estabelecer o
circuito óptico. A qualidade dos algoritmos propostos determinam o número de circuitos que
podem ser estabelecidos (e também bloqueados) em uma determinada topologia de rede.
Para avaliar a efetividade dos algoritmos propostos, foram realizadas simulações utilizando
as três topologias apresentadas no capitulo 3. Os resultados obtidos mostram-se satisfatórios,
além do que, os algoritmos propostos geram menos bloqueio do que os outros algoritmos apre-
sentados nos capítulos anteriores. Além disso, os algoritmos propostos possuem diferentes
comportamentos, associados à topologia utilizada.
Este capítulo está organizado conforme segue. Na Seção 6.1, apresenta-se uma revisão bibli-
ográfica. Na seção 6.2 expõe-se a notação utilizada nos algoritmos. Na Seção 6.3, introduz-se o
algoritmo RAMBO. Na Seção 6.4, apresenta-se o algoritmo APPROVE. Na Seção 6.5, expõe-
se o algoritmo MAROTO. Na Seção 6.6, compara-se o desempenho dos algoritmos propostos
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com outros algoritmos. Finalmente, na Seção 6.7, apresenta-se a síntese do capítulo.
6.1 Trabalhos relacionados
Na literatura, poucos trabalhos estudam agregação de tráfego e modulação adaptativa em con-
junto. Além disso, nenhum trabalho estuda agregação de tráfego e modulação adaptativa para
proteção de redes ópticas elásticas utilizando multiplexação espacial.
Os autores em [99] avaliaram o efeito do uso da modulação adaptativa para a redução dos
custos em redes ópticas elásticas que empreguem modulação adaptativa e agregação de tráfego.
O trabalho mostra as vantagens da modulação adaptativa usando exemplos ilustrativos e uma
avaliação de custo definida no artigo.
Em [101], foi proposto um algoritmo heurístico para agregação de tráfego em redes ópticas
elásticas, que considera a modulação adaptativa. O algoritmo produz uma topologia virtual que
consiste em demandas de caminho óptico e rotas de fluxos de tráfego assumindo a condição de
tráfego estático. A avaliação mostrou que o algoritmo economiza significativamente caminhos
ópticos em comparação com outros algoritmos em várias cenários de rede.
Propuseram em [114] um algoritmo que considera modulação adaptativa e agregação de
tráfego em redes ópticas elásticas com baixo consumo energético. Utiliza-se um algoritmo
para agregação de tráfego com baixo consumo energético, previamente proposto pelos autores.
As simulações mostraram que a modulação adaptativa juntamente com agregação de tráfego
com baixo consumo energético desempenham um papel importante na economia de recursos
e consumo de energia para rede EONs, uma vez que a largura de banda espectral melhora
conforme aumenta-se o número de bits por símbolo para transmitir a mesma taxa de dados
aumenta.
Em [7], os autores estenderam algoritmos de agregação de tráfego em redes ópticas elás-
ticas adicionando uso de diferentes formatos de modulação (usados individualmente ou em
conjunto), bem como avaliaram o desempenho dos métodos quando existem restrições de com-
prometimento da camada física.
Tabela 6.1: Comparação dos trabalhos relacionados com os algoritmos RAMBO, APPROVE e
MAROTO.
Abordagem Proteção SDM TG SE p-Cycle SBPP AM
Takita et al. [99] Não Não Sim Não Não Não Sim
Tanaka et al. [101] Não Não Sim Não Não Não Sim
Cunqian et al. [114] Não Não Sim Não Não Não Sim
Castro et al. [7] Não Não Sim Não Não Não Sim
RAMBO Sim Sim Sim Sim Não Sim Sim
APPROVE Sim Sim Sim Sim Sim Não Sim
MAROTO Sim Sim Sim Sim Sim Não Sim
Apesar das técnicas de agregação de tráfego e modulação adaptativa já terem sido estudadas
para redes ópticas elásticas, elas não foram estudadas em redes óptica elásticas com multiple-
xação espacial. Além disso, estas técnicas não foram estudadas em conjunto com a técnica de
sobreposição de espectro.
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A Tabela 6.1 apresenta uma comparação entre os trabalhos relacionados e os algoritmos
propostos neste capítulo. Os trabalhos foram categorizados com relação à proteção, ao uso
de multiplexação espacial, agregação de tráfego (TG), sobreposição de espectro (SE), p-cycle
para fornecer proteção, a utilização caminhos de backup compartilhados e, por fim, modulação
adaptativa (AM).
6.2 Notação
A notação matemática a seguir será usada neste capítulo. A notação incrementa as notações
apresentadas nos Capítulos 3, 4 e 5. As principais diferenças encontram-se nos aspectos que
tratam agregação de tráfego, sobreposição de espectro e modulação adaptativa em conjunto:
G˜′n,bm = (V˜ , E˜, W˜ ): o n-ésimo grafo tal que E˜ é o conjunto de arestas conectando {u˜, v˜} ∈
V˜ e W˜ é conjunto de custos associados a E˜. As arestas em E˜ correspondem ao mapeamento de
bm arestas em G iniciando na n-ésima aresta;
∆(G,C, bm) = {G˜′n,bm}: função que produz todos os σ grafos de G considerando as possí-
veis agregações de tráfego e cada aresta dos grafos gerados representam bm slots;
G˜′′n,bm = (V˜ , E˜, W˜ ): o n-ésimo grafo tal que E˜ é o conjunto de arestas conectando {u˜, v˜} ∈
V˜ e W˜ é conjunto de custos associados a E˜. As arestas em E˜ correspondem ao mapeamento de
bm arestas em G iniciando na n-ésima aresta;
κ(G,C, bm, Pn) = {G˜′n,bm}: função que produz todos os grafos de G, considerando que os
slots de proteção podem ser sobrepostos, desde que os caminhos de trabalho (Pn) que são pro-
tegidos pelos caminhos de backup e que usam o slot sejam fisicamente disjuntas (sobreposição
de espectro). Cada aresta dos grafos gerados representam bm slots;
6.3 O algoritmo RAMBO
O algoritmo Routing, Adaptive Modulation, Backuping path and spectrum Overlap (RAMBO)
procura o formato de modulação apropriado para uma determinada requisição, a partir dos ní-
veis mais altos de modulação. Além disso, este algoritmo pode utilizar agregação de tráfico na
criação dos caminhos primários e nos caminhos de backup. Adicionalmente, ele pode utilizar
sobreposição de espectro na formação dos caminhos de backup. No algoritmo 12, não só os ca-
minhos de backup podem ser compartilhados como os slots podem ser sobrepostos. O formato
de modulação é selecionado para manter a qualidade da transmissão (QoT).
No algoritmo RAMBO (Algoritmo 12), a complexidade de transformar multígrafos em gra-
fos aumenta, visto que, conforme a modulação é alterada, há a necessidade de criação de novos
grafos. Além disso, a criação dos grafos considera a possível agregação de tráfego. Para uma
dada requisição, o algoritmo escolhe a modulação com a maior eficiência espectral e transforma
o multigrafo em C × (N − bm + 1) grafos (linha 2), a criação dos grafos depende exclusiva-
mente da banda requerida e da capacidade do slot utilizando determinado formato de modu-
lação. Após a geração dos grafos, o algoritmo utiliza o algoritmo de Dijkstra para encontrar
o menor caminho (linha 3). A linha 4 escolhe o menor caminho e o peso do caminho dentre
os menores caminhos dos grafos. Após escolher o caminho considerando os grafos gerados
para diferentes formatos de modulação as correspondentes arestas do caminho têm seus pesos
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Algoritmo 12 RAMBO
Entrada: G, r(s, d, b)
Saída: Caminho primário e Caminho de backup
1: Para todo m ∈M ∧WPs,d =∞ faça
2: ∆(G,C, bm)
3: (W (Pn), Pn) = α(G˜′n,bm , r(s, d, b)) ∀n ∈ σ
4: WPs,d = W (Pn)| ∀i W (Pn) ≤ W (Pi)
5: Fim Para todo
6: w(eu,v,i) =∞ ∀{u, v} ∈ Pi
7: Se WPs,d =∞ então
8: bloqueia requisição (r(s, d, b))
9: Senão
10: Se ∃Ω(Pn, Z, r(s, d, b)) então
11: estabelece requisição (r(s, d, b)) como Pn e Zn
12: Senão
13: Para todo m ∈M ∧WZs,d =∞ faça
14: κ(G,C, bm, Pn)
15: (W (Zn), Zn) = Φ (G˜′′n,bm , Pn, r(s, d, b)) ∀n
16: WZs,d = W (Zn)| ∀i W (Zn) ≤ W (Zi)
17: Fim Para todo
18: Se WZs,d =∞ então
19: bloqueia requisição (r(s, d, b))
20: Senão
21: estabelece requisição (r(s, d, b)) como Pn e Zn
22: w(eu,v,i) =∞ ∀{u, v} ∈ Zi
23: Fim Se
24: Fim Se
25: Fim Se
configurados para ∞ (linha 6). A linha 1 escolhe o melhor formato de modulação para ge-
rar o menor caminho. Se não for possível encontrar um caminho que respeite a restrições de
contiguidade e continuidade para a demanda (linha 7), a conexão é bloqueada (linha 8). Caso
contrário, busca-se um caminho de backup dentre os caminhos de backup já estabelecidos para
outras requisições. Para que um caminho de backup seja válido, os slots que fazem parte do
caminho primário (HPn) precisam ser disjuntos de todos os slots dos caminhos já protegidos
(HPZn ) pelo caminho de backup (Zn). Se existir um caminho de backup disponível (linha 10),
a requisição é estabelecida (linha 11). Se não existir nenhum caminho de backup que possa
proteger a requisição, então, um novo caminho precisa ser criado. A criação do caminho de
backup pode utilizar formato de modulação diferente do caminho primário. Logo, o processo
de transformação do multigrafo em grafos necessita ser refeito (linha 14). No entanto, a criação
dos grafos considera não somente agregação de tráfego como também o compartilhamento de
espectro. As linhas 15 e 16 buscam o menor caminho de backup disjunto do caminho primário
para o formato de modulação. Caso nenhum caminho de backup possa ser criado, a requisição
é bloqueada (linha 19). Caso contrário, a requisição é aceita, os caminhos são estabelecidos e
as correspondentes arestas do multigrafo G tem seus pesos alterados para∞ (linha 22).
A complexidade do algoritmo RAMBO é analisada como segue. No pior caso, a modulação
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escolhida será a com menor eficiência espectral, sendo necessário transformar o multigrafo em
grafos M vezes, obtendo uma complexidade de M × (E + V ). Para encontrar o caminho
primário, no pior caso, o algoritmo de Dijkstra é executado M vezes em C × (N − bm) grafos,
onde a complexidade amortizada de Dijkstra é O(E + V logV ). Da mesma forma, no pior caso
para o caminho de backup, o algoritmo de Dijkstra é executado M vezes em C × (N − bm)
grafos. Logo, no pior caso, o algoritmo RAMBO tem complexidade de 2 × (M × (E + V ) +
C× (N − bm)× (E+V logV )). Como M , N , C e bm podem ser expressados como constantes,
a complexidade do algoritmo é O(E + V logV ).
6.4 O algoritmo APPROVE
Como no algoritmo 12, o algoritmo Adaptive modulation, P-cycle Path, Routing and spectrum
OVErlap (APPROVE) procura o formato de modulação apropriado para uma determinada re-
quisição, a partir dos níveis mais baixos de modulação. Além disso, este algoritmo utiliza
agregação de tráfico e sobreposição de espectro nos caminhos de backup. Contudo, uma impor-
tante diferença entre o algoritmo APPROVE e o algoritmo RAMBO está na criação do caminho
de backup, que ao invés de utilizar a técnica SBPP utiliza p-cycles. Diminuindo o tempo de
comutação de proteção em relação a técnica SBPP e provendo proteção a um número maior de
caminhos com apenas um p-cycle.
No algoritmo APPROVE, a linha 1 escolhe o formato de modulação a ser utilizado pelo
menor caminho. A linha 2 transforma o multigrafo em C × (N − bm + 1) grafos, baseado
no formato de modulação e na possível utilização da agregação de tráfego. As linhas 3 e 4
computam o menor caminho e o custo a partir dos grafos gerados. O processo de escolha
do formato de modulação (linha 1) é repetido até que um caminho seja encontrado ou não
exista mais formato de modulação viável para transmissão. Na linha 6, o peso das arestas do
caminho escolhido é marcado com ∞. Se nenhum caminho primário for encontrado (linha
7), a requisição é bloqueada (linha 8). Na linha 10, é buscado um p-cycle dentre os p-cycles
ativos que possa proteger a requisição. Para a escolha do p-cycle, é levado em consideração
que todos os caminhos primários protegidos por um p-cycle (PTn) devem ser disjuntos, os nós
finais do caminho primário precisam estar no p-cycle, e o possível caminho a ser utilizado pela
requisição precisa respeitar a eficiência espectral. Além disso, os slots que fazem parte do
caminho primário (HTn) precisam ser disjuntos de todos os slots dos caminhos já protegidos
(HPTn ) pelo p-cycle (Tn). Com a utilização de p-cycle e modulação, surge o problema de
que a eficiência espectral deve levar em conta a distância máxima da fibra utilizada e não a
distância de percorrer todo o p-cycle. Em um caso em que o caminho primário está no p-cycle,
a distância a ser levada em consideração é a dos enlaces que não fazem parte do caminho. Por
outro lado, para o caminho primário que é transzonal ao p-cycle a distância considerada será
a menor distância entre os nós de origem e destino. Caso exista um p-cycle que satisfaça os
requisitos para proteger a requisição, a conexão é estabelecida (linha 10). Caso contrário, um
p-cycle para proteger o caminho primário deve ser criado. A criação do p-cycle precisa manter
os requisitos mínimos de QoT. Para criação do p-cycle, escolhe-se um formato de modulação
(linha 13). Na criação do p-cycle, a agregação de tráfego e sobreposição de espectro também
será considerada. São gerados C × (N − bm + 1) grafos a partir do multigrafo (linha 14). As
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Algoritmo 13 APPROVE
Entrada: G, r(s, d, b)
Saída: Caminho primário e Caminho de backup
1: Para todo m ∈M ∧WPs,d =∞ faça
2: ∆(G,C, bm)
3: (W (Pn), Pn) = α(G˜n,bm , r(s, d, b)) ∀n ∈ σ
4: WPs,d = W (Pn)| ∀i W (Pn) ≤ W (Pi)
5: Fim Para todo
6: w(eu,v,i) =∞ ∀{u, v} ∈ Pi
7: Se WPs,d =∞ então
8: bloqueia requisição (r(s, d, b))
9: Senão
10: Se ∃υ(Pn, T, r(s, d, b)) então
11: estabelece requisição (r(s, d, b)) como Pn e Tn
12: Senão
13: Para todo m ∈M ∧WTs,d =∞ faça
14: κ(G,C, bm, Pn)
15: (W (Tn), Tn) = θ (G˜n,bm , Pn, r(s, d, b)) ∀n
16: WTs,d = W (Tn)| ∀i W (Tn) ≤ W (Ti)
17: Fim Para todo
18: Se WTs,d =∞ então
19: bloqueia requisição (r(s, d, b))
20: Senão
21: estabelece requisição (r(s, d, b)) como Pn e Tn
22: w(eu,v,i) =∞ ∀{u, v} ∈ Ti
23: Fim Se
24: Fim Se
25: Fim Se
linhas 15 e 16 são as responsáveis pela criação do p-cycle com menor custo. Se o p-cycle não
puder ser criado, a requisição é bloqueada (linha 19). Caso contrário, a requisição é aceita e o p-
cycle, bem como o caminho primário, são estabelecidos (linha 21) e as arestas correspondentes
são configuradas para∞ (linhas 22).
A complexidade do algoritmo APPROVE é analisada da seguinte forma: No pior caso, a
modulação escolhida será a com menor eficiência espectral, sendo necessário transformar o
multigrafo em grafos M vezes, obtendo uma complexidade de M × (E + V ). Para encontrar o
caminho primário, no pior caso, o algoritmo de Dijkstra é executado M vezes em C× (N−bm)
grafos, em que a complexidade amortizada de Dijkstra é O(E + V logV ). Da mesma forma,
para o p-cycle, o algoritmo de Suurballe [5] é executado M vezes em C × (N − bm) grafos,
em que a complexidade de de Suurballe é O(E + V logV ). Com isso, o algoritmo APPROVE
tem complexidade de M × (E + V ) + M × (C × (N − bm) × (E + V logV )) + M × (C ×
(N − bm) × (E + V logV )). Como M , N , C e bm podem ser expressados como constantes, a
complexidade do algoritmo é O(E + V logV ).
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6.5 O Algoritmo MAROTO
O algoritmo Minimum interference, Adaptive modulation, Routing, spectrum Overlap and Traf-
fic grOoming (MAROTO) similarmente ao algoritmo APPROVE, também, utiliza p-cycle, mo-
dulação adaptativa, agregação de tráfego e sobreposição de espectro nos caminhos de backup
criados. No entanto, estes algoritmos se distinguem na criação do p-cycle, visto que o algoritmo
MAROTO prioriza a utilização de p-cycle transzonal aos caminho protegido, o que é uma forma
de prover interferência mínima na rede.
Algoritmo 14 MAROTO
Entrada: G, r(s, d, b)
Saída: Caminho primário e Caminho de backup
1: Para todo m ∈M ∧WPs,d =∞ faça
2: ∆(G,C, bm)
3: (W (Pn), Pn) = α(G˜n,bm , r(s, d, b)) ∀n ∈ σ
4: WPs,d = W (Pn)| ∀i W (Pn) ≤ W (Pi)
5: Fim Para todo
6: w(eu,v,i) =∞ ∀{u, v} ∈ Pi
7: Se WPs,d =∞ então
8: bloqueia requisição (r(s, d, b))
9: Senão
10: Se ∃υ(Pn, T, r(s, d, b)) então
11: estabelece requisição (r(s, d, b)) como Pn e Tn
12: Senão
13: Para todo m ∈M ∧WPs,d =∞ faça
14: κ(G,C, bm, Pn)
15: (W (Tn), Tn) = Ψ (G˜n,b, Pn, r(s, d, b)) ∀n ∈ σ
16: WTs,d = W (Tn)| ∀i W (Tn) ≤ W (Ti)
17: Fim Para todo
18: Se WTs,d =∞ então
19: Para todo m ∈M ∧WPs,d =∞ faça
20: κ(G,C, bm, Pn)
21: (W (Tn), Tn) = θ (G˜n,b, Pn, r(s, d, b)) ∀n ∈ σ
22: WTs,d = W (Tn)| ∀i W (Tn) ≤ W (Ti)
23: Fim Para todo
24: Se WTs,d =∞ então
25: bloqueia requisição (r(s, d, b))
26: Fim Se
27: Fim Se
28: Se WTs,d 6=∞ então
29: estabelece requisição (r(s, d, b)) como Pn e Tn
30: w(eu,v,i) =∞ ∀{u, v} ∈ Ti
31: Fim Se
32: Fim Se
33: Fim Se
No algoritmo MAROTO, as linhas 1 a 6 realizam o mesmo processo de criação do caminho
primário que os algoritmos RAMBO e APPROVE. Nele, a linha 1 estabelece todo o conjunto de
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modulações que será testado na criação do caminho primário. A linha 2 transforma o multigrafo
emC×(N−bm+1) grafos, baseado no formato de modulação, na possível agregação de tráfego
e na sobreposição de espectro. As linhas 3 e 4 computam o caminho com o menor custo a partir
dos grafos gerados. O processo de escolha do formato de modulação (linha 1) é repetido até que
um caminho seja encontrado ou não exista mais formato de modulação a serem testados. Se o
peso do caminho mais curto é∞ (linha 7), não foi possível encontrar um caminho sob a restrição
de contiguidade para a demanda b com a alocação começando com o n-ésimo slot. Portanto, a
requisição é bloqueada (Linha 8). Caso contrário, um p-cycle para proteger o caminho óptico
é pesquisado dentre os p-cycles ativos que já estão protegendo outras requisições (linha 10).
Como no algoritmo APPROVE, para a escolha do p-cycle, é levado em consideração que todos
os caminhos primários protegidos por um p-cycle (PTn) devem ser disjuntos, os nós finais do
caminho primário precisam estar no p-cycle, e o possível caminho a ser utilizado pela requisição
precisa respeitar a restrição de distancia da modulação utilizada. Além disso, os slots que fazem
parte do caminho primário (HTn) precisam ser disjuntos de todos os slots dos caminhos já
protegidos (HPTn ) pelo p-cycle (Tn). Os caminhos que já estão sendo protegidos pelo p-cycle
necessitam ser disjuntos do novo caminho primário já selecionado. Além disso, os nós finais do
caminho primário precisam estar no p-cycle e o possível caminho a ser utilizado pela requisição
atender os requisitos mínimos de QoT. Caso exista um p-cycle, o caminho óptico é estabelecido
(linha 11). Caso contrário, um p-cycle com interferência mínima para proteger o caminho óptico
deve ser criado. A linha 13 escolhe um formato de modulação pra o p-cycle que será criado. A
linha 14 transforma o multigrafo emC×(N−bm+1) grafos, baseado no formato de modulação
e possíveis agregação de tráfego e sobreposição de espectro. Para evitar gargalos na rede e
adotando o conceito de interferência mínima, o algoritmo tenta criar um p-cycle transzonal ao
caminho a ser protegido (linha 15). Se o p-cycle transzonal for criado, o p-cycle e o caminho são
estabelecidos para satisfazer a requisição (linha 29) e as arestas correspondentes no multigrafo
G tenham o seu peso alterado para ∞ (Linha 30 e 31), o que significa que os slots foram
alocados para o caminho óptico recém-criado. Caso nenhum p-cycle transzonal ao caminho
possa ser criado, então o algoritmo tenta criar um p-cycle menor, que não necessariamente seja
transzonal ao caminho primário. As linhas 19 a 22 repetem o processo das linhas 13 a 16, com a
diferença do tipo de p-cycle criado, que ao invés de considerar as futuras requisições utilizando
interferência mínima, considera apenas a requisição atual escolhendo o menor p-cycle possível.
Caso nenhum p-cycle possa ser criado, a requisição é bloqueada (Linha 25). Se o p-cycle for
criado, o p-cycle e o caminho são estabelecidos para satisfazer o pedido (linha 29) e as arestas
correspondentes terão o seu peso alterado para∞ (Linha 30), o que significa que os slots foram
alocados para o caminho óptico recém-criado.
A complexidade do algoritmo MAROTO é analisada como segue: No pior caso a modulação
escolhida será a com menor eficiência espectral, sendo necessário transformar o multigrafo
em grafos M vezes, obtendo uma complexidade de O(E + V ). No pior caso, para encontrar
o caminho primário o algoritmo de Dijkstra é executado M vezes em C × (N − b) grafos,
onde a complexidade amortizada de Dijkstra é O(E + V logV ). No pior caso, o algoritmo
não encontrará um caminho totalemente transzonal ao p-cycle, sendo necessário transformar
o multigrafo em grafos M vezes, obtendo uma complexidade de O(E + V ) e executando o
algoritmo de Suurballe [5]M vezes emC×(N−b) grafos e logo após no pior caso a modulação
escolhida será a com menor eficiência espectral, sendo necessário transformar o multigrafo
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em grafos M vezes, obtendo uma complexidade de O(E + V ) e executando o algoritmo de
SuurballeM vezes, sendo a complexidade de Suurballe éO(E+V logV ). Com isso, o algoritmo
MAROTO tem complexidade de M × (E+V ) +M × (C× (N − bm)× (E+V logV )) +M ×
(C × (N − bm)× (E + V logV )) +M × (C × (N − bm)× (E + V logV )). Como M , N , C e
bm podem ser expressos como constantes a complexidade do algoritmo é O(E + V logV ).
6.6 Resultados numéricos
Como nos capítulos anteriores, para avaliar o desempenho dos algoritmos propostos neste ca-
pítulo, experimentos de simulação foram realizados utilizando o simulador FlexGridSim [59].
Em cada simulação, 100.000 requisições foram geradas, utilizou-se o método de replicação in-
dependente e adotou-se nível de confiança de 95% para os intervalos de confiança. Diferentes
topologias com diferentes conectividades, foram empregadas nas simulações a Pan-Europan
(Figura 3.2(a)) com 28 nós e 39 enlaces bidirecionais, a USA (Figura 3.2(b)) com 24 nós e
43 enlaces bidirecionais, a NSF (Figura 3.2(c)), com 14 nós e 18 enlaces bidirecionais, as fi-
guras mostram as respectivas distancias entre os nós. O espectro foi dividido em 320 slots de
espectro e as fibras simuladas possuem 7 núcleos. A carga foi variada entre 25 e 500 erlangs
em intervalos de 25 erlangs. Sete tipos de requisições foram utilizadas 25 Gbps, 50 Gbps, 125
Gbps, 200 Gbps, 500 Gbps, 750 Gbps e 1 Tbps. As métricas usadas para avaliar os algoritmos
apresentados neste capítulo são as mesmas utilizadas nos capítulos anteriores.
Nas figuras, as curvas rotuladas como RAMBO mostram os resultados para as redes que
utilizam o algoritmo RAMBO (Algoritmo 12), as curvas rotuladas como APPROVE mostram
os resultados para as redes que utilizam o algoritmo APPROVE (Algoritmo 13) e as curvas
rotuladas como MAROTO mostram os resultados para as redes que utilizam o algoritmo MA-
ROTO (Algoritmo 14). Como no capítulo 4, as curvas rotuladas como SSCAM encontram o
caminho primário através do algoritmo proposto em [102], utilizando k = 3 e o caminho de
backup, adicionando a capacidade de compartilhamento ao mesmo algoritmo. Além disso, este
algoritmo utiliza uma escolha de modulação baseada no tamanho do caminho, enquanto as cur-
vas rotuladas como Cap-DPPM mostram os resultados para as redes que utilizam o algoritmo
proposto em [100] e utiliza uma escolha de modulação baseada no tamanho do caminho. Como
no capítulo 5, as curvas rotuladas como SBRC mostram os resultados para as redes que utili-
zam o algoritmo SBRC (Algoritmo 8), as curvas rotuladas como STOP mostram os resultados
para as redes que utilizam o algoritmo STOP (Algoritmo 9) e as curvas rotuladas como FRSCA
mostram os resultados para as redes que utilizam o algoritmo FRSCA (Algoritmo 10)
A Figura 6.1 mostra a probabilidade de bloqueio para a topologia Pan-European. Os algo-
ritmos SBRC, STOP e FRSCA não utilizam modulação. O algoritmo SBRC incia o bloqueio
de requisições sob carga de 125 erlangs, enquanto os algoritmos SBRC e FRSCA inciam o blo-
queio sob cargas de 150 erlangs. Enquanto os algoritmos Cap-DPPM e o SSCAM iniciam o blo-
queio de requisições sob cargas de 100 e 125 erlangs, respectivamente, o algoritmo APPROVE
inicia o bloqueio de requisições apenas sob carga de 350 erlangs. Os algoritmos RAMBO e
MAROTO por sua vez iniciam o bloqueio de requisições apenas sob cargas de 400 erlangs. Os
algoritmos SBRC, STOP, FRSCA, APPROVE, RAMBO e MAROTO utilizam agregação de
tráfego e sobreposição de espectro, no entanto, a capacidade de modulação adaptativa provida
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Figura 6.1: Bloqueio de banda dos algoritmos Cap-DPPM, SSCAM, SBRC, STOP, FRSCA,
RAMBO, APPROVE e MAROTO em função da carga da rede para topologia Pan-European.
aos algoritmos APPROVE, RAMBO e MAROTO possibilitam a aceitação total de requisições
sob cargas altas. Enquanto que o algoritmo SBRC, que utiliza compartilhamento de caminho
de backup, produz valores de BBR menores que os algoritmos STOP e FRSCA, que utilizam
p-cycle FIPP e p-cycle FIPP e interferência mínima, respectivamente, com a adição de modu-
lação adaptativa o algoritmo MAROTO que utiliza p-cycle FIPP e interferência mínima produz
valores menores de BBR que os algoritmos RAMBO e APPROVE, respectivamente. O me-
nores bloqueios gerados pelos algoritmos MAROTO, RAMBO e APPROVE com relação aos
algoritmos Cap-DPPM e SSCAM que também utilização modulação adaptativa estão relacio-
nados ao fato destes algoritmos utilizarem agregação de tráfego e sobreposição de espectro nos
caminhos de backup. Além disso estes algoritmos utilizam a técnica do multigrafo apresentada
no Capítulo 3 para encontrar seu caminhos, o que leva à uma melhor escolha dos caminhos. A
utilização de sobreposição de espectro e modulação adaptativa para caminhos de backup, evita
o desperdício na utilização de recursos de proteção, o que implica em uma maior disponibili-
dade de recursos para novas requisições geradas. Os valores de BBR produzidos pelo algoritmo
MAROTO é sempre menor que o dos outros algoritmos avaliados para todas as cargas simula-
das, o que evidencia os benefícios de considerar modulação adaptativa, agregação de tráfego e
sobreposição de espectro juntamente com interferência mínima para criar p-cycles ao escolher a
rota de backup em topologias com alta conectividade. Apesar do algoritmo APPROVE produzir
valores de BBR maiores do que os valores produzidos pelo algoritmo RAMBO, a utilização do
algoritmo APPROVE é interessante considerando seu menor tempo de comutação de proteção.
A alta conectividade dos nós da topologia Pan-European permitiu que o algoritmo MAROTO,
que utiliza uma técnica de interferência mínima, produza menor bloqueio do que os algoritmos
APPROVE e RAMBO, pois ao utilizar interferência mínima a criação de caminhos de backup
evitam o gargalo de enlaces na rede.
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Figura 6.2: Crosstalk por slot dos algoritmos Cap-DPPM, SSCAM, SBRC, STOP, FRSCA,
RAMBO, APPROVE e MAROTO em função da carga da rede para topologia Pan-European.
A Figura 6.2 mostra a relação de crosstalk por slot gerado para a topologia Pan-European.
Os valores de CpS gerados pelos algoritmos MAROTO, RAMBO e APPROVE iniciam com um
valor de 0,02 e aumentam até 0,34. O algoritmo Cap-DPPM produz valores menores de CpS
iniciando em 0,02 e aumentando até 0,05. Os algoritmos SBRC, STOP e FRSCA produzem
os maiores valores de CpS iniciando em 0,08 e aumentando até 0,5. O alto CpS produzidos
por estes algoritmos ocorre devido a utilização de modulação fixa, com isso um maior número
de slots sofre com crosstalk, devido ao menor número de bits por símbolos aceito em cada co-
nexão. Os algoritmos MAROTO, RAMBO e APPROVE produzem valores mais altos de CpS
do que os algoritmos Cap-DPPM e SSCAM. Isto ocorre pois estes algoritmos aceitam mais
conexões do que os outros algoritmos, sendo estas conexões responsáveis pelo maior crosstalk
gerado. Apesar da utilização de modulação adaptativa o CpS gerado pelos algoritmos MA-
ROTO, RAMBO e APPROVE aumentam rapidamente com o aumento da carga, uma vez que o
número de saltos usados leva a uma maior utilização de recursos e consequentemente mais CpS.
Apesar dos algoritmos APPROVE e MAROTO que utilizam p-cycle utilizarem mais recursos
nos caminhos de backup, o que deveria dificultar a criação de novos caminhos primários, o alto
compartilhamento desses caminhos e a sobreposição de espectro utilizada permitiram que os
valores de crosstalk gerados fossem próximos ao gerados pelo algoritmo RAMBO.
A Figura 6.3 mostra a razão de fragmentação gerada para a topologia Pan-European. Para
todas as cargas simuladas, o algoritmo RAMBO produz a menor razão de fragmentação, isto
acontece pois este algoritmo possui uma menor e melhor alocação dos recursos, motivado pela
utilização do multigrafo que encontra caminhos disponíveis menores, da modulação adaptativa
que permite que caminhos menores utilizem um maior número de bits por símbolo, e da sobre-
posição de espectro que permite que slots possa ser sobrepostos. Sob altas cargas, os algorit-
mos SBRC, STOP e FRSCA que não utilizam modulação adaptativa produzem a maior relação
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Figura 6.3: Razão de fragmentação dos algoritmos Cap-DPPM, SSCAM, SBRC, STOP,
FRSCA, RAMBO, APPROVE e MAROTO em função da carga da rede para topologia Pan-
European.
de fragmentação, devido a maior necessidade de slots necessários consequentemente aumen-
tando o número de faixas de espectros disponiveis que não podem ser utilizadas. Os algoritmos
RAMBO, APPROVE e MAROTO produzem grande impacto nos valores de CpS quando com-
parado com os algoritmos SBRC, APPROVE e MAROTO que não utilizam modulação. O
algoritmo MAROTO possui razão de fragmentação menor que o algoritmo APPROVE, devido
ao maior compartilhamento gerado pelo algoritmo MAROTO diminuindo o estabelecimento de
caminhos de backup e por sua vez justificando a menor BBR gerada. O algoritmo Cap-DPPM
produz a menor razão de fragmentação, uma vez que ele aceita um menor número de requisi-
ções, gerando menos fragmentação. A utilização de sobreposição de espectro juntamente com
modulação adaptativa pelos algoritmos RAMBO, APPROVE e MAROTO permite que seja rea-
lizado uma melhor alocação dos recursos e consequentemente gerar menor fragmentação que os
outros algoritmos que não utilizam sobreposição de espectro e modulação adaptativa de forma
conjunta.
A Figura 6.4 mostra a eficiência energética gerada para a topologia Pan-European. O al-
goritmo Cap-DDPM produz a maior eficiência energética dos algoritmos avaliados, isto ocorre
pois este algoritmo produz o maior bloqueio, gerando menor uso dos recursos e consequente-
mente uma maior eficiência energética. Os algoritmos SBRC, STOP e FRSCA produziram a
menor eficiência energética, pois a modulação adaptativa utiliza menor número de recursos da
rede. Apesar do algoritmo SSCAM produzir alto bloqueio, ele também produz a menor efi-
ciência energética quando comparado aos algoritmos que utilizam modulação adaptativa, isto
ocorre pois este algoritmo possui o maior o número médio de saltos do caminho primário prin-
cipalmente sob cargas altas. O algoritmo RAMBO produz maior eficiência energética que os
algoritmos APPROVE e MAROTO que utilizam p-cycle FIPP.
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Figura 6.4: Eficiência Energética dos algoritmos Cap-DPPM, SSCAM, SBRC, STOP, FRSCA,
RAMBO, APPROVE e MAROTO em função da carga da rede para topologia Pan-European.
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Figura 6.5: Número médio de saltos do caminho primário dos algoritmos Cap-DPPM, SSCAM,
SBRC, STOP, FRSCA, RAMBO, APPROVE e MAROTO em função da carga da rede para
topologia Pan-European.
A Figura 6.5 mostra o número médio de saltos do caminho primário gerado para a topologia
Pan-European. Sob cargas baixas, os algoritmos SBRC, STOP, FRSCA, RAMBO, APPROVE e
MAROTO possuem menor número médio de saltos do caminho primário, isto ocorre pois estes
algoritmos utilizam a técnica do multigrafo e agregação de tráfego. Com o aumento da carga,
os algoritmos RAMBO, APPROVE e MAROTO que utilizam modulação adaptativa conseguem
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manter um baixo bloqueio de requisições e ainda um número médio de saltos do caminho pri-
mário com pouca variação de tamanho. Por outro lado, sob altas cargas, os algoritmos SBRC,
STOP e FRSCA aumentam o número de requisições bloqueadas e consequentemente decre-
mentam o número de saltos de caminhos primários. Apesar de produzir altos valores BBR,
os algoritmos Cap-DPPM e SSCAM, que utilizam modulação adaptativa, produzem um alto
número médio de saltos do caminho primário em comparação com os outros algoritmos simu-
lados. Isto acontece pois os algoritmos Cap-DPPM e SSCAM não utilizam sobreposição de
espectro, agregação de tráfego e a técnica do multigrafo. Conforme aumenta a carga da rede os
algoritmos SSCAM e Cap-DPPM diminuem o número médio de saltos do caminho primário.
Isto ocorre devido ao aumento do bloqueio de conexões e, consequentemente, apenas caminhos
menores são estabelecidos.
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Figura 6.6: Número médio de saltos do caminho de backup dos algoritmos Cap-DPPM, SS-
CAM, SBRC, STOP, FRSCA, RAMBO, APPROVE e MAROTO em função da carga da rede
para topologia Pan-European.
A Figura 6.6 mostra o número médio de saltos do caminho de backup gerado para a topo-
logia Pan-European. Como esperado os algoritmos que utilizam p-cycle produzem caminhos
de backup com maior número médio de saltos do que os caminhos que não utilizam. Os al-
goritmos FRSCA e MAROTO, que utilizam p-cycle FIPP e interferência mínima, produzem a
maior média de número de backup, seguidos pelos algoritmos STOP e APPROVE, que também
utilizam p-cycle FIPP. O algortimo SBRC, que não utilização modulação adaptativa, produzem
caminhos de backup com número médio de saltos próximo aqueles dos algoritmos que utilizam
modulação adaptativa. O algoritmo MAROTO produz caminhos de backup com número mé-
dio de saltos sempre maior que o algoritmo APPROVE, pois o algoritmo MAROTO prioriza
a criação de p-cycles transzonais ao caminho primário sempre que possível, com a finalidade
de evitar gargalos nos enlaces da rede. Os p-cycle transzonais ao caminhos primário tendem a
ser maiores que os caminhos que usam os mesmos enlaces do p-cycle. O algoritmo RAMBO
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produz caminhos de backup com o menor número médio de saltos. Os algoritmos SSCAM e
CaP-DPPM produzem maior número médio de saltos do caminho de backup do que o algoritmo
RAMBO a não utilização de agregação de tráfego e sobreposição de espectro.
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Figura 6.7: Bloqueio de banda dos algoritmos Cap-DPPM, SSCAM, SBRC, STOP, FRSCA,
RAMBO, APPROVE e MAROTO em função da carga da rede para topologia USA.
A Figura 6.7 mostra a probabilidade de bloqueio para a topologia USA. Enquanto o Cap-
DPPM e o SSCAM iniciam o bloqueio de requisições sob cargas de 100 e 125 erlangs, res-
pectivamente, os algoritmos MAROTO e APPROVE iniciam o bloqueio de requisições apenas
sob cargas de 325 e 350 erlangs, respectivamente. Por sua vez, o algoritmo RAMBO inicia o
bloqueio somente sob cargas de 425 erlangs. Enquanto os algoritmos FRSCA e STOP iniciam o
bloqueio de requisições sob cargas de 200 erlangs, o algoritmo SBRC inicia o bloqueio de requi-
sições sob 225 erlangs. O BBR produzido pelos algoritmos RAMBO, APPROVE e MAROTO,
que utilizam modulação adaptativa, é bem menor quando comparados com os algoritmos SBRC,
STOP e FRSCA, o que demonstra o impacto de combinar as técnicas de modulação adaptativa,
agregação de tráfego e sobreposição de espectro em um algoritmo. Diferentemente da topolo-
gia Pan-European, nesta topologia, o algoritmo RAMBO produz os menores valores de BBR.
O baixo valor de BBR produzido pelo algoritmo RAMBO evidencia a vantagem de se utilizar
caminhos de backup compartilhados, modulação adaptativa, agregação de tráfego e sobrepo-
sição de espectro em uma topologia em que com exceção de alguns nós de bordas, possuem
pelo menos outros três nós conectados a eles. O algoritmo Cap-DPPM produz o maior valor
de BBR devido ao algoritmo CaP-DPPM realizar proteção 1:1, o que gera reserva de recursos
individuais para todos os caminhos estabelecidos, e, consequentemente impossibilita o estabe-
lecimento de algumas conexões. Além disso, a utilização do algoritmo de k caminhos, com
k=2, para escolha do caminho primário e de backup, inviabiliza a formação de alguns caminhos
gerando bloqueio mesmo com recursos disponíveis. A BBR gerada pelo algoritmo SSCAM,
por sua vez, diferencia da BBR gerada pelos algoritmos RAMBO, APPROVE e MAROTO pela
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utilização do multigrafo que realiza eficientemente o estabelecimento de recursos e pela utili-
zação da agregação de trafego e sobreposição de espectro. Além disso, o algoritmo APPROVE
inicia o bloqueio sob cargas menores que o algoritmo MAROTO, devido a dificuldade de criar
caminhos em determinados nós da rede.
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Figura 6.8: Crosstalk por slot dos algoritmos Cap-DPPM, SSCAM, SBRC, STOP, FRSCA,
RAMBO, APPROVE e MAROTO em função da carga da rede para topologia USA.
A Figura 6.8 mostra a relação de crosstalk por slot gerado para a topologia USA. Os valo-
res de CpS gerados pelos os algoritmos RAMBO, APPROVE e MAROTO iniciam em 0,02 e
aumentam até 0,38. Os valores de CpS gerados pelo algoritmo SSCAM iniciam em de 0,02 e
aumentam até 0,22. Os valores de CpS gerados pelo algoritmo Cap-DPPM iniciam em 0,01 e
permanecem quase constante aumentando apenas até o valor de 0,05. Os valores de CpS ge-
rados pelos algoritmos STOP, FRSCA e SBRC iniciam em 0,06 e aumentam até 0,51, 0,52 e
0,56, respectivamente. Os algoritmos STOP, FRSCA e SBRC produzem o maior valor de CpS
dos algoritmos avaliados. Isto ocorre pois estes algoritmos utilizam modulação fixa, utilizando
um maior número de slots nas conexões. Os algoritmos RAMBO, APPROVE e MAROTO
produzem maiores valores de CpS que os algoritmos SSCAM e Cap-DDPM que utilizam mo-
dulação adaptativa. No entanto, o crosstalk entre núcleos desses algoritmos encontram-se em
limiar aceitável. O maior CpS gerado por esses algoritmos deve-se ao número de requisições
aceitas, influenciadas pelas técnicas utilizadas, tornando possível uma maior utilização dos re-
cursos disponíveis na rede. O baixo CpS apresentado pelos algoritmos CaP-DPPM e SSCAM
é consequência do alto bloqueio gerado por eles. Conforme um menor número de requisições
são aceitas um menor número de slots sofre crosstalk.
A Figura 6.9 mostra a razão de fragmentação gerada para a topologia USA. O algoritmo
RAMBO produz a menor razão de fragmentação como consequência da melhor distribuição
de caminhos na alocação de recursos na rede e consequentemente produzindo menor bloqueio
quando comparado com os outros algoritmos avaliados. O algoritmo MAROTO possui razão
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Figura 6.9: Razão de fragmentação dos algoritmos Cap-DPPM, SSCAM, SBRC, STOP,
FRSCA, RAMBO, APPROVE e MAROTO em função da carga da rede para topologia USA.
de fragmentação menor que o algoritmo APPROVE, devido ao maior compartilhamento gerado
pelo algoritmo MAROTO diminuindo o estabelecimento de caminhos de backup. Diferente-
mente da topologia Pan-European em que os p-cycles gerados pelo algoritmo MAROTO são
mais compartilhados, compensando o maior quantidade recursos requeridos, na topologia USA
esse compartilhamento não é o suficiente, gerando BBR sob cargas menores. Os algoritmos
RAMBO, APPROVE e MAROTO, que utilizam modulação adaptativa produzem maior razão
de fragmentação do que os algoritmos SBRC, STOP e FRSCA,respectivamente, que não uti-
lizam modulação adaptativa. O algoritmo SBRC que utiliza modulação fixa produz razão de
fragmentação próxima aos algoritmos APPROVE e MAROTO, que utilizam modulação adap-
tativa. Isto acontece devido ao maior número de saltos utilizado pelos p-cycles FIPP. O algo-
ritmo Cap-DPPM produz razão de fragmentação próxima à dada pelo algoritmo SSCAM como
consequência da não utilização das técnicas utilizadas pelos algoritmos RAMBO, APPROVE e
MAROTO.
A Figura 6.10 mostra a eficiência energética gerada para a topologia USA. Os algoritmos
RAMBO, APPROVE e MAROTO que utilizam multigrafo, modulação adaptativa, agregação
de tráfego e sobreposição de espectro possuem eficiência energética semelhante. O mesmo
acontece com os algoritmos SBRC, STOP e FRSCA que utilizam multigrafo, agregação de
tráfego e sobreposição de espectro. Os algoritmos RAMBO, APPROVE e MAROTO produ-
zem maior eficiência energética do que os algoritmos SBRC, STOP e FRSCA que não utilizam
modulação adaptativa. Para todas as cargas simuladas o algoritmo Cap-DPPM produz a maior
eficiência energética como consequência do alto bloqueio de requisições, permitindo que ape-
nas caminhos menores sejam estabelecidos o que implica em um menor consumo energético.
Sob cargas menores que 350 erlangs, apesar do algoritmo SSCAM produzir bloqueio menor
que os dos algoritmos RAMBO, APPROVE e MAROTO, o algoritmo SSCAM produz cami-
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Figura 6.10: Eficiência Energética dos algoritmos Cap-DPPM, SSCAM, SBRC, STOP, FRSCA,
RAMBO, APPROVE e MAROTO em função da carga da rede para topologia USA.
nhos primários maiores influenciando diretamente na eficiência energética gerada. Para cargas
maiores que 350, os algoritmos RAMBO, APPROVE e MAROTO aumentam os respectivos
número médio de saltos do caminho primário, para manter o baixo bloqueio e a alta utilização
da rede, diminuindo eficiência energética.
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Figura 6.11: Número médio de saltos do caminho primário dos algoritmos Cap-DPPM, SS-
CAM, SBRC, STOP, FRSCA, RAMBO, APPROVE e MAROTO em função da carga da rede
para topologia USA.
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A Figura 6.11 mostra o número médio de saltos do caminho primário gerado para a to-
pologia USA. Os algoritmos RAMBO, APPROVE e MAROTO possuem número médio de
saltos do caminho primário semelhantes para qualquer carga simulada, isto ocorre pois eles
utilizam a mesma técnica para criação dos caminhos primários e para criação dos caminhos
de backup. Além disso, utiliza agregação de tráfego, sobreposição de espectro e modulação
adaptativa. Os algoritmos SBRC, STOP e FRSCA produzem caminhos primários semelhantes
para qualquer carga simulada, pois eles utilizam as mesmas técnicas na criação do caminho.
Sob cargas baixas, os algoritmos RAMBO, APPROVE, MAROTO, SBRC, STOP e FRSCA
produzem caminhos primários semelhantes conforme aumenta-se a carga da rede os algoritmos
SBRC, STOP e FRSCA aumentam o número de saltos dos caminhos, devido a não utilização
de modulação adaptativa. A alta eficiência destes algoritmos permite que o número de saltos
mantenha-se quase constante, produzindo incremento apenas sob altas cargas. O número médio
de saltos do algoritmo CaP-DPPM decrementa conforme ocorre o aumento da carga na rede.
Por sua vez, sob cargas menores que 425 erlangs, o algoritmo SSCAM produz o maior número
médio de saltos do caminho primário, influenciado pelo principalmente pela forma de criação
dos caminhos.
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Figura 6.12: Número médio de saltos do caminho de backup dos algoritmos Cap-DPPM, SS-
CAM, SBRC, STOP, FRSCA, RAMBO, APPROVE e MAROTO em função da carga da rede
para topologia USA.
A Figura 6.12 mostra o número médio de saltos do caminho de backup gerado para a to-
pologia USA. Como para as outras topologias, os algoritmos que utilizam p-cycle produzem
caminhos de backup com mais que três vezes o número médio de saltos que os caminhos que
não o utilizam. O algoritmo APPROVE, que utiliza modulação adaptativa, produz número
de saltos dos caminhos de backup semelhantes aqueles produzidos pelo algoritmo STOP, que
utiliza modulação fixa. Por sua vez, o algoritmo MAROTO, que também utiliza modulação
adaptativa, produz número de saltos dos caminhos de backup semelhantes aqueles produzidos
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pelo algoritmo FRSCA, que utiliza modulação fixa. Por outro lado, o algoritmo RAMBO, que
utiliza modulação adaptativa, produz número de saltos dos caminhos de backup sempre me-
nor que aqueles produzidos pelo algoritmo SBRC que utiliza modulação fixa. O algoritmo
RAMBO possui o menor número médio de saltos do caminho de backup. Isto ocorre pois este
algoritmo além de realizar uma melhor escolha do caminho através da técnica do multigrafo,
possui uma maior disponibilidade dos recursos como consequência das técnicas de agregação
de tráfego e sobreposição de espectro. Considerando os algoritmos que utilizam p-cycle, o al-
goritmo APPROVE é o que aloca o menor número médio de saltos do caminho de backup ,
isto ocorre pois este algoritmo procura utilizar o menor p-cycle para realizar a proteção do ca-
minho ao contrário do MAROTO que visa evitar congestionamento dos enlaces. Os algoritmo
Cap-DPPM e SSCAM produzem maior número médio de saltos para o caminho de backup que
o algoritmo RAMBO, isto ocorre pois o algoritmo RAMBO possui maior disponibilidade dos
recursos como consequência do uso de agregação de tráfego e sobreposição de espectro.
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Figura 6.13: Bloqueio de banda dos algoritmos Cap-DPPM, SSCAM, SBRC, STOP, FRSCA,
RAMBO, APPROVE e MAROTO em função da carga da rede para topologia NSF.
A Figura 6.13 mostra a probabilidade de bloqueio para a topologia NSF. Mesmo com o
baixo grau dos nós nesta topologia a utilização de modulação adaptativa, agregação de tráfego
e sobreposição de espectro evita a criação de gargalos e o aumento muito mais rápido nas
BBRs produzidas pelos algoritmos RAMBO, APPROVE e MAROTO quando comparado com
os outros algoritmos avaliados. Enquanto os algoritmos STOP, FRSCA e SBRC iniciam o
bloqueio de requisições, respectivamente, sob carga de 125, 175 e 200 erlangs, os algoritmos
RAMBO, APPROVE e MAROTO iniciam o bloqueio de requisições apenas sob cargas de 375
erlangs. Isto evidencia as vantagens de combinar modulação adaptativa, agregação de tráfego
e sobreposição de espectro, principalmente, quando utilizado juntamente com p-cycle FIPP em
topologias com baixa conectividade. Os algoritmos Cap-DPP e SSCAM iniciam o bloqueio de
requisições respectivamente, sob carga de 100 e 200 erlangs. Apesar do algoritmo Cap-DPPM
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utilizar modulação adaptativa, produz valores maiores de BBR do que os algoritmos STOP,
SBRC e FRSCA, que utilizam agregação de tráfego e sobreposição de espectro, mas utilizam
modulação fixa. Em decorrência do uso das técnicas de modulação adaptativa, agregação de
tráfego e sobreposição de espectro o algoritmo MAROTO produz menor BBR mesmo com a
geração de p-cycle sendo mais difícil para as topologias com menor conectividade. Entre cargas
de 375 e 450 erlangs, o algoritmo RAMBO produz menor BBR que o algoritmo APPROVE,
como consequência do maior uso dos recurso gerado pela criação de p-cycles. Entre 450 e
500 erlangs o algoritmo MAROTO produz um maior compartilhamento, consequentemente,
gerando menores valores de BBR que o algoritmo RAMBO. Os algoritmos Cap-DPPM produz
o bloqueio devido à forma de criação dos caminhos. O algoritmo SSAM produz o segundo
maior bloqueio, menor que o algoritmo Cap-DPPM devido ao compartilhamento do caminho
de backup e menor que os outros algoritmos tanto por não utilizar o multigrafo quanto por não
utilizar agregação de tráfego e sobreposição de espectro.
 0
 0,1
 0,2
 0,3
 0,4
 0,5
 0,6
 0,7
 0  50  100  150  200  250  300  350  400  450  500
R
el
aç
ão
 d
e 
C
ro
ss
ta
lk
 p
o
r 
S
lo
t
Carga (erlangs)
RAMBO
APPROVE
MAROTO
STOP
FRSCA
SBRC
SSCAM
Cap−DPPM
Figura 6.14: Crosstalk por slot dos algoritmos Cap-DPPM, SSCAM, SBRC, STOP, FRSCA,
RAMBO, APPROVE e MAROTO em função da carga da rede para topologia NSF.
A Figura 6.14 mostra a relação de crosstalk por slot gerado para a topologia NSF. Diferente
das outras topologias simuladas os valores de CpS gerado pelo algoritmo SSCAM é bem pró-
ximo aos gerados pelos algoritmos RAMBO, APPROVE e MAROTO, apesar do alto bloqueio
gerado pelo algoritmo SSCAM. O CpS dos algoritmos RAMBO, APPROVE e MAROTO ini-
ciam em 0,03 e aumentam até 0,47. O CpS do algoritmo SSCAM inicia com um valor de 0,02
e aumenta até 0,17. O algoritmo Cap-DPPM produz os valores de CpS mais baixos quando
comparados aos valores de CpS gerados pelos outros algoritmos, como consequência do alto
BBR produzido e da baixa utilização. Os algoritmos STOP, FRSCA e SBRC produzem os valo-
res de CpS mais altos quando comparados aos valores de CpS gerados pelos outros algoritmos.
O CpS desses algoritmos iniciam com um valor de 0,1 e aumenta até 0,64 para os algoritmos
FRSCA e STOP e até 0,68 para o algoritmo SBRC. Os valores de CpS dos algoritmos STOP,
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FRSCA e SBRC são sempre mais altos do que aqueles produzidos pelos algoritmos RAMBO,
APPROVE e MAROTO. Isto acontece pela utilização de modulação fixa feita pelos algoritmos
STOP, FRSCA e SBRC.
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Figura 6.15: Razão de fragmentação dos algoritmos Cap-DPPM, SSCAM, SBRC, STOP,
FRSCA, RAMBO, APPROVE e MAROTO em função da carga da rede para topologia NSF.
A Figura 6.15 mostra a razão de fragmentação gerada para a topologia NSF. Para cargas
menores que 350 erlangs, o algoritmo RAMBO produz a menor razão de fragmentação, con-
sequentemente, não produz valores de BBR sob essas cargas. Sob altas cargas, os algoritmos
STOP, FRSCA e SBRC produzem os maiores valores de fragmentação, o que justifica o alto
bloqueio produzido por estes algoritmos. Isto acontece por eles não utilizarem modulação adap-
tativa, consequentemente, necessitam de mais recursos por conexão. A baixa razão de fragmen-
tação gerada pelos algoritmos RAMBO, APPROVE e MAROTO é consequência da utilização
da modulação adaptativa, da agregação de tráfego e sobreposição de espectro em conjunto,
tornando os algoritmos mais eficientes que os que não utilizam.
A Figura 6.16 mostra a eficiência energética gerada para a topologia NSF. A eficiência ener-
gética produzida pelo algoritmo CaP-DPPM é maior que a produzida pelos outros algoritmos,
pois este algoritmo produz um alto bloqueio gerado pela forma de escolha dos caminhos. Os
algoritmos STOP, FRSCA e SBRC produzem os menores valores de eficiência energética, pois
estes algoritmos não utilizam modulação adaptativa, consequentemente, utilizando um maior
número de recursos que influencia no consumo energético. Não há muita diferença entre a efi-
ciência energética produzida pelos algoritmos APPROVE e MAROTO, isto reflete o número
médio de saltos do caminho primário que eles possuem. Como para os algoritmos RAMBO,
APPROVE e MAROTO, não há muita diferença entre a eficiência energética produzida pelos
algoritmos STOP, FRSCA e SBRC, isto reflete o número médio de saltos do caminho primário
que eles possuem. O algoritmo SSCAM possui a menor eficiência energética, desde que este
algoritmo possui o maior número médio de saltos do caminho primário.
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Figura 6.16: Eficiência Energética dos algoritmos Cap-DPPM, SSCAM, SBRC, STOP, FRSCA,
RAMBO, APPROVE e MAROTO em função da carga da rede para topologia NSF.
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Figura 6.17: Número médio de saltos do caminho primário dos algoritmos Cap-DPPM, SS-
CAM, SBRC, STOP, FRSCA, RAMBO, APPROVE e MAROTO em função da carga da rede
para topologia NSF.
A Figura 6.17 mostra o número médio de saltos do caminho primário gerado para a topolo-
gia NSF. Os algoritmos RAMBO, APPROVE e MAROTO que utilizam o multigrafo possuem
sempre menor número médio de saltos que os caminhos que não utilizam o multigrafo. O al-
goritmo SSCAM produz caminhos com o maior número médio de saltos quando comparados
com outros algoritmos. Como nas topologias anteriores, os algoritmos RAMBO, APPROVE
145
e MAROTO que utilizam o multigrafo produzem caminhos primários com número médio de
saltos semelhantes para qualquer carga simulada. Além disso, sob cargas baixas, os algoritmos
RAMBO, STOP e FRSCA produzem caminhos com número de saltos semelhantes aos produ-
zidos pelos algoritmos RAMBO, APPROVE e MAROTO, pois, sob estas cargas, os algoritmos
com modulação fixa conseguem 100% de aceitação nas requisições. O algoritmo CaP-DPPM
produz caminhos primários com o segundo maior número médio de saltos quando comparados
com outros algoritmos, o que juntamente com a razão de fragmentação justifica o maior BBR
gerado por ele.
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Figura 6.18: Número médio de saltos do caminho de backup dos algoritmos Cap-DPPM, SS-
CAM, SBRC, STOP, FRSCA, RAMBO, APPROVE e MAROTO em função da carga da rede
para topologia NSF.
A Figura 6.18 mostra o número médio de saltos do caminho de backup gerado para a topo-
logia NSF. Os algoritmos que utilizam p-cycle produzem caminhos de backup com duas vezes
o número médio de saltos do que os caminhos que não utilizam. A menor conectividade da
topologia NSF influenciou os tamanhos dos p-cycles criados de forma que os algoritmos MA-
ROTO e FRSCA produziram caminhos com maior número médio de saltos que os produzidos
pelos algoritmos STOP e APPROVE, uma vez que os algoritmos MAROTO e FRSCA não pri-
orizam a criação de p-cycles que utilizam a menor quantidade de recursos, e sim a criação de
p-cycles com interferência mínima nos caminhos primários. Por sua vez, os algoritmos STOP
e APPROVE possui maior número médio de saltos que os algoritmos SSCAM, CaP-DPPM e
RAMBO. O algoritmo SSCAM produz maior número de saltos do caminho de backup que o
algoritmo CaP-DPPM para todas as cargas simuladas como consequência do algoritmo CaP-
DPPM produzir maior bloqueio de requisições.
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6.7 Síntese do capítulo
Neste capítulo, apresentaram-se os algoritmos RAMBO, APPROVE e MAROTO para proteção
de redes ópticas elásticas com multiplexação espacial, utilizando agregação de tráfego e so-
breposição de espectro e modulação adaptativa. Como nos capítulos anteriores, os algoritmos
apresentados utilizaram uma técnica de multigrafo para simplificar o processo de encontrar ca-
minhos através de topologias com múltiplos núcleos.
Os algoritmos apresentados são extensões dos algoritmos do Capítulo 5, que utilizam técni-
cas de modulação adaptativa para criação dos caminhos. Os valores de BBR produzidos pelos
algoritmos propostos evidenciam o benefício de utilizar em conjunto a modulação adaptativa,
agregação de tráfego e sobreposição de espectro. Os resultados apresentados mostraram que o
uso destas técnicas em conjunto com p-cycle possibilitam resultados comparáveis aos gerados
por algoritmos que usam caminhos de backup compartilhados, quando considerado topologias
com baixa conectividade, como a topologia NSF, no que diz respeito ao bloqueio gerado por
esses algoritmos.
Com a utilização das técnicas de modulação adaptativa, agregação de tráfego e sobreposi-
ção de espectro diminuiu-se o bloqueio das requisições. No entanto, a aceitação de um maior
número de requisições também aumentou o CpS gerado por esses algoritmos.
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Capítulo 7
Roteamento híbrido para proteção de
redes ópticas elásticas com multiplexação
espacial
Em redes ópticas WDM, a utilização de roteamento multicaminho tem como principal objetivo
rotear aplicações com altos requisitos de banda, geralmente maiores do que a capacidade de
um comprimento de onda. No entanto, para as redes ópticas elásticas o roteamento multi-
caminho é utilizado para aumentar a utilização dos recursos da rede. Adicionalmente este tipo
de roteamento aumenta a confiabilidade da entrega.
O roteamento multicaminho visa explorar eficientemente os recursos da rede, utilizando
vários caminhos entre pares origem-destino. O roteamento multicaminho tem potencial para
agregar largura de banda em vários caminhos, permitindo que uma rede suporte taxas de trans-
ferência de dados superiores ao que é possível em um caminho único [16] e [105]. A utilização
de roteamento multicaminhos em EONs pode oferecer vantagens de maior utilização do espec-
tro, menor probabilidade de bloqueio de banda larga [81, 21, 49, 84], e incremento de sobrevi-
vência [81, 84, 107], já que o volume total da demanda está dividido em várias partes (que são
transmitidas por caminhos diferentes).
O passo inicial na criação de multicaminhos é calcular um conjunto de caminhos entre fonte
e destino. Segundo [16], duas características podem ser utilizadas para determinar um conjunto
de caminhos: a quantidade de caminhos, ou seja, o número de caminhos disponíveis entre os nós
origem e destino e a independência do caminho; essa característica refere-se ao quão disjuntos
são os caminhos que compõem o multicaminho.
Uma característica da utilização de roteamento multicaminhos é que a divisão do tráfego em
múltiplos caminhos geram retardo diferencial, causado pelos diferentes retardos de propagação,
o que pode acarretar a chegada de pacotes fora de ordem no nó de destino, requerendo memória
para o re-sequenciamento desses pacotes [23]. Neste trabalho, assume-se que os nós destino
possuem a quantidade de memória necessária para que as aplicações em tempo real não sejam
afetadas.
Neste capítulo, propõe-se três algoritmos de proteção para redes ópticas elásticas com mul-
tiplexação espacial utilizando roteamento híbrido, isto é, roteamento monocaminho e multica-
minho. Primeiramente, tenta-se encontrar caminhos simples, que satisfazem a requisição. Caso
não seja possível utiliza-se roteamento multicaminho. Os algoritmos apresentados podem sele-
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cionar um subconjunto de k, com k = 2 potenciais caminhos ópticos para atender a conexão
solicitada. Além disso, os algoritmos apresentados estendem os algoritmos apresentados no
capitulo 3, adicionando aos algoritmos roteamento multicaminho, quando monocaminhos não
são possíveis.
Este capítulo está organizado conforme segue. Na Seção 7.1, apresenta-se um revisão bi-
bliográfica Na seção 7.2 apresenta-se a notação utilizada nos algoritmos apresentados nesse
capitulo. Nas Seções 7.3, 7.4, 7.5 e 5.6 descrevem-se, respectivamente, o algoritmo Multipath
rOuting For multIcOre network (MOFIO), o algoritmo P-cycle path pRotection and multIpath
routing for Multicore nEtwork (PRIME) e o Minimum InterfereNce and multIpath routing for
MulticOre Networks (MINION). Na Seção 7.6, compara-se o desempenho dos algoritmos pro-
postos e de outros dois algoritmos. Finalmente, na Seção 7.7, apresenta-se a síntese do capítulo.
7.1 Trabalhos relacionados
Na literatura, existem diversos trabalhos que tratam de roteamento multicaminho para redes
ópticas; no entanto, poucos trabalhos estudam a proteção destes caminhos.
Os autores em [31] propuseram um ILP e uma heurística de roteamento multicaminho e
alocação de espectro para redes ópticas elásticas protegidas. O esquema proposto atinge uma
melhora na utilização de recursos em comparação com os esquemas de proteção tradicionais.
Além de multicaminho, os algoritmos utilizaram diferentes formatos de modulação.
Em [34], estuda-se a sobrevivência de redes ópticas elásticas através de roteamento multi-
caminho, permitindo a divisão de uma demanda em vários caminhos de roteamento, garantindo
a realização de um volume de demanda específico no caso de uma falha de um único enlace.
O artigo propõe uma ILP e uma heurística para resolver o problema de sobrevivência em redes
ópticas elásticas utilizando multicaminho.
Chen et.al em [12] propuseram dois algoritmos de roteamento multicaminho e de atribuição
de espectro (RSA) utilizando modulação adaptativa de acordo com a distância entre os nós finais
para redes ópticas elásticas. Eles analisaram a eficácia dos algoritmos em cenários de tráfego
dinâmico. Os autores mostraram que a combinação de roteamento multicaminho e modulação
adaptativa em redes ópticas elásticas reduz a taxa de bloqueio em relação ao roteamento de
caminho único.
Foram investigados em [22] os ganhos potenciais, empregando conjuntamente agregação de
trafego e multicaminho para redes ópticas elásticas. Através de simulações os autores demons-
traram que a agregação de tráfego e roteamento multicaminho, juntos, aumentam a eficiência
espectral e reduzem o consumo de recursos em relação aos esquemas existentes
Os autores em [84] consideraram o impacto da fragmentação do espectro ao longo de ca-
minhos simples e de multicaminho em redes ópticas elásticas. Mostrou-se que o esquema de
multicaminho atinge maior eficiência espectral que o esquema de provisionamento com cami-
nho único tradicional.
Apesar de alguns trabalhos já terem usado multicaminho para prover proteção em redes óp-
ticas elásticas, nenhum trabalho tratou de proteção de redes ópticas elásticas com multiplexação
espacial.
A Tabela 7.1 apresenta uma comparação entre os trabalhos relacionados e os algoritmo
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proposto neste capitulo, os trabalhos foram categorizados com relação ao provisionamento de
proteção, à utilização de redes ópticas elásticas com multiplexação espacial, a utilização de
multicaminhos e por fim a utilização de p-cycle e SBPP para prover proteção.
Tabela 7.1: Comparação dos trabalhos relacionados com os algoritmos MOFIO, MINION e
PRIME.
Abordagem Proteção SDM Multicaminho SBPP P-cycle
Gao et al. [31] Sim Não Sim Sim Não
Goscien et al. [34] Sim Não Sim Sim Não
Chen et al. [12] Não Não Sim Não Não
Dharmaweera et al. [22] Não Não Sim Não Não
Ruan et al. [84] Não Não Sim Não Não
MOFIO Sim Sim Sim Sim Não
PRIME Sim Sim Sim Não Sim
MINION Sim Sim Sim Não Sim
Dentre todos os trabalho apresentados, apenas os introduzidos nesse capítulo, tratam de
proteção e roteamento multicaminho em redes ópticas elásticas com multiplexação espacial.
7.2 Notação
A notação matemática a seguir será usada neste capítulo. A notação incrementa a notação do
Capítulo 3. As principais diferenças encontram-se nos aspectos que tratam o multicaminho:
k: número de caminhos utilizados em cada requisição;
q: demanda de largura de banda d dividida pelo número de caminhos k, acrescida da banda
de guarda;
Akn: sequência k de G˜n tal que o nó fonte s é o menor nó ordenado e d é o maior nó ordenado;
A = {Akn}: conjunto de k-caminhos;
R = {Rk}: conjunto que guarda k-caminhos de backup temporariamente antes de estabele-
cer a conexão de todos os k caminhos;
Y = {Y k}: conjunto que guarda k p-cycles temporariamente antes de estabelecer a conexão
de todos os k caminhos;
W (Akn):
∑
e˜u˜,v˜∈{Akn} e˜u˜,v˜: o peso do caminho A
k
n, a soma dos pesos de todos as arestas na
sequência;
W (A) = {W (Akn)}: conjunto de todos os pesos dos k caminhos;
WAks,d = peso dos k menores caminhos entre s e d;
W (R) = {Rk)}: conjunto de todos os pesos dos k-caminhos de backup selecionados;
WRk = peso dos k caminho de backup selecionado;
δk(G, r(s, d, b)): função que procura k-caminhos em todos os G˜n,bm , diferente da criação
do p-cycle em que os dois caminhos necessitam utilizar o mesmo núcleo e os mesmos slots,
esta função encontra k caminhos independente de núcleos e slots, ou seja, cada caminho pode
ser encontrado em grafos separados utilizando o algoritmo de Dijkstra.
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7.3 O algoritmo MOFIO
O algoritmo introduzido nesta seção, chamado Multi/singlepath rOuting For multIcOre network
(MOFIO), garante 100% de proteção para todos os caminhos estabelecidos em uma rede óptica
elásticas com multiplexação espacial. O algoritmo MOFIO calcula um caminho primário e um
caminho de backup compartilhado para estabelecer a conexão. Constatada a impossibilidade
de se criar caminhos simples para estabelecer a conexão, o algoritmo MOFIO calcula dois
caminhos primários e dois caminhos de proteção para prover comunicação entre o par origem-
destino. Os caminhos de proteção podem ser compartilhados desde que os caminhos primários
protegidos sejam disjuntos. O algoritmo MOFIO estende o algoritmo 2 que encontra apenas
caminhos simples.
No algoritmo MOFIO, as linhas 1 a 16 são baseadas no algoritmo SBPPMC. A diferença é
que para o SBPPMC em caso de impossibilidade de encontrar um dos caminhos, a requisição
é bloqueada, por outro lado, no algoritmo MOFIO, a requisição é dividida em multicaminhos,
com a finalidade de balanceamento de carga, gerando melhor utilização dos recursos. O algo-
ritmo MOFIO encontra o menor caminho (linha 2) para cada grafo gerado (linha 1). O menor
caminho é escolhido na linha 3. Na linha 4, as arestas correspondentes ao caminho será mar-
cada como∞. Na linha 6, um caminho que possa proteger o caminho primário é buscado nos
caminhos de backup ativos. Na linha 9, um caminho de backup é criado nos casos em que não
existem caminhos ativos. As linha 18 a 41 só serão executadas se os caminhos simples não
for suficiente, sendo necessária uma abordagem multicaminho. A linha 18 gera os multigrafos
para uma demanda de largura de banda q, que é a largura de banda b dividida pela quantidade
de multicaminhos q = b/k. Na linha 19, são encontrados k multicaminhos a serem utilizados
como caminhos primários para todos os grafos gerados. Na linha 20, são escolhidos os menores
caminhos e seus pesos. Na linha 21, as arestas dos caminhos recebem peso∞. Nas linhas 22 a
36, procura-se um caminho de backup para cada caminho escolhido. O caminho de backup pode
ser compartilhado (linha 24) ou ainda pode ser criado especificamente para a requisição (linha
27). Na linha 25, o caminho de backup é selecionado para ser estabelecido caso todos os outros
caminhos de backup forem encontrados. Na linha 27, encontra-se um caminho de backup para
o caminho primário em todos os grafos. Na linha 28, o menor caminho é escolhido. Se o peso
do caminho for diferente de∞, o caminho de backup é escolhido e as arestas correspondentes
tem seu peso alterado para o valor∞. A linha 36 garante que a requisição com multicaminhos
somente seja aceita se todos os caminhos primários e de backup tenham pesos diferentes de∞.
Caso contrario, a requisição é bloqueada na linha 39.
A complexidade do algoritmo MOFIO é analisada como: a complexidade de procurar ca-
minhos simples mais a complexidade de procurar multicaminhos. A complexidade de procurar
caminhos simples é O(E + V logV ). A complexidade de procurar multicaminhos é analisada
como: a complexidade de transformar o multigrafo em grafos é O(E + V ). Para encontrar os
caminhos primários, o algoritmo de Dijkstra é executado em C × (N − b) grafos, em que a
complexidade amortizada de Dijkstra é O(E + V logV ). Da mesma forma, para os caminhos
de backup, o algoritmo de Dijkstra é executado em C × (N − b) grafos. Logo, a complexidade
de procurar multicaminhos é (E + V ) + 2× (C × (N − b)× (E + V logV )) +E + V . Como
N , C e b podem ser expressados como constantes, a complexidade de procurar multicaminhos
é O(E + V logV ). E a complexidade do algoritmo MOFIO é O((E + V logV )).
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Algoritmo 15 MOFIO
Entrada: G, r(s, d, b), k = 2
Saída: Caminho primário e Caminho de backup
1: τ(G,C, b)
2: (W (Pn), Pn) = δ(G˜n,b, r(s, d, b)) ∀n ∈ σ
3: WPs,d = W (Pn)| ∀i W (Pn) ≤W (Pi)
4: w(eu,v,i) =∞ ∀{u, v} ∈ Pi
5: Se WPs,d 6=∞ então
6: Se ∃ν(Pn, Z, r(s, d, b)) então
7: estabelece requisição (r(s, d, b)) como Pn e Zn
8: Senão
9: (W (Zn), Zn) = β(G˜n,b, Pn, r(s, d, b)) ∀n ∈ σ
10: WZs,d = W (Zn)| ∀i W (Zn) ≤W (Zi)
11: Se WZs,d 6=∞ então
12: estabelece requisição (r(s, d, b)) como Pn e Zn
13: w(eu,v,i) =∞ ∀{u, v} ∈ Zi
14: Fim Se
15: Fim Se
16: Fim Se
17: Se WPs,d =∞∧ (@ν(Pn, Z, r(s, d, b))∨WZs,d =∞) então
18: τ(G,C, q)
19: (W (A), A) = δk(G˜n,b, r(s, d, q))
20: WAks,d = W (A
k
n)| ∀i W (Akn) ≤W (Aki )
21: w(eu,v,i) =∞ ∀{u, v} ∈ Aki
22: Para todo Akn ∈ A faça
23: Se W (Akn) 6=∞ então
24: Se ∃ν(Akn, Z, r(s, d, b)) então
25: Rk = Zn
26: Senão
27: (W (Zn), Zn) = β(G˜n,b, Akn, r(s, d, b)) ∀n ∈ σ
28: WZs,d = W (Zn)| ∀i W (Zn) ≤W (Zi)
29: Se WZs,d 6=∞ então
30: Rk = Zn
31: w(eu,v,i) =∞ ∀{u, v} ∈ Zi
32: Fim Se
33: Fim Se
34: Fim Se
35: Fim Para todo
36: Se W (Akn) 6=∞∧W (Rk) 6=∞ ∀k então
37: estabelece requisição (r(s, d, b)) como A e R
38: Senão
39: bloqueia requisição (r(s, d, b))
40: Fim Se
41: Fim Se
7.4 O algoritmo PRIME
O algoritmo introduzido nesta seção, chamado P-cycle path pRotection and hybrId routing for
Multicore nEtwork (PRIME), é uma extensão do algoritmo FIPPMC. Como no FIPPMC ele
garante 100% de proteção para todas as requisições estabelecidas. Este algoritmo provê multi-
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caminhos no estabelecimento de uma conexão no caso da impossibilidade de estabelecimento
de caminhos simples apenas. O algoritmo PRIME como o algoritmo 3 utiliza p-cycle FIPP na
proteção de caminhos. Nos casos em que a conexão utiliza um caminho primário simples, um
p-cycle FIPP, que pode ser compartilhado, é utilizado como caminho de backup. Nos casos em
que a conexão utiliza roteamento multicaminho, para cada caminho primário é estabelecido um
p-cycle FIPP para proteção. Em nenhuma hipótese, o mesmo p-cycle pode proteger mais de um
caminho da mesma conexão.
O algoritmo PRIME repete os passos realizados no algoritmo FIPPMC nas linhas 1 a 16. O
algoritmo calcula os menores caminhos para os grafos gerados (linha 2). O menor caminho é
encontrado na linha 3. Se um caminho for encontrado o algoritmo encontra dentre o p-cycles
estabelecidos um p-cycle FIPP que protege o caminho primário (linha 6). Caso não exista ne-
nhum p-cycle FIPP ativo que possa proteger a requisição, então um p-cycle FIPP é criado (linha
9). Caso o caminho primário ou o p-cycle FIPP não possa ser criado, ao contrario do algoritmo
FIPPMC que bloqueia a requisição nos casos em que caminhos simples não podem ser esta-
belecidos, o algoritmo PRIME calcula multicaminhos para o estabelecimento da conexão. O
algoritmo PRIME utiliza k=2 quando necessário utilizar multicaminho. A utilização de multi-
caminho através das linha 18 a 41, só serão executadas se e somente se os caminhos simples
não forem suficientes. Na linha 18, multigrafos são gerados utilizando como parâmetro uma
demanda de largura de banda q. Na linha 19, são encontrados k multicaminhos à serem utili-
zados como caminhos primários para todos os grafos gerados. Na linha 20, são escolhidos os
menores caminhos e seus pesos. Na linha 21, as arestas dos caminhos recebem∞. As linhas 17
a 21 que realizam a escolha de k caminhos primários, é similar as mesmas linhas do algoritmo
MOFIO, indicando a similaridade da criação de multicaminhos nos algoritmos. Nas linhas 22
a 36, procura-se um p-cycle FIPP, para ser usado como caminho de backup para cada caminho
escolhido. O p-cycle FIPP pode ser compartilhado (linha 24), ou ainda pode ser criado espe-
cificamente para requisição (linha 27) e compartilhado por novas requisições. Na linha 25, o
p-cycle FIPP é guardado para ser estabelecido caso todos os outros multicaminhos e p-cycles
forem encontrados. Na linha 27, encontra-se um caminho de backup para o caminho primário
em todos os grafos. Na linha 28, o menor caminho é escolhido. Se o peso do caminho for dife-
rente de∞, o caminho de backup é guardado e arestas correspondentes tem seu peso alterado
para o valor ∞. A linha 36 garante que a requisição com multicaminhos somente seja aceita
se todos os caminhos primários e de backup tiverem pesos diferentes de∞. Caso contrario, a
requisição é bloqueada na linha 39.
A complexidade do algoritmo PRIME é analisada como segue: a complexidade de procu-
rar caminhos simples mais a complexidade de procurar multicaminhos. A complexidade de
procurar caminhos simples (caminho primário e p-cycle) é O(E + V logV ). A complexidade
de procurar multicaminhos é analisada como: a complexidade de transformar o multigrafo em
grafos é O(E + V ). Para encontrar os caminhos primários, o algoritmo de Dijkstra é executado
em C × (N − b) grafos, em que a complexidade amortizada de Dijkstra é O(E + V logV ). Da
mesma forma, para os p-cycles, o algoritmo de Dijkstra é executado em C × (N − b) grafos.
Logo, a complexidade de procurar multicaminhos é (E + V ) + 2 × (C × (N − b) × (E +
V logV )) + E + V . Como N , C e b podem ser expressados como constantes, a complexi-
dade de procurar multicaminhos é O(E + V logV ). E a complexidade do algoritmo MOFIO é
O((E + V logV ) + (E + V logV )) = O(E + V logV ).
153
Algoritmo 16 PRIME
Entrada: G, r(s, d, b), k = 2
Saída: Caminho primário e Caminho de backup
1: τ(G,C, b)
2: (W (Pn), Pn) = δ(G˜n,b, r(s, d, b)) ∀n ∈ σ
3: WPs,d = W (Pn)| ∀i W (Pn) ≤W (Pi)
4: w(eu,v,i) =∞ ∀{u, v} ∈ Pi
5: Se WPs,d 6=∞ então
6: Se ∃µ(Pn, T, r(s, d, b)) então
7: estabelece requisição (r(s, d, b)) como Pn e Tn
8: Senão
9: (W (Tn), Tn) = ξ (G˜n,b, Pn, r(s, d, b)) ∀n ∈ σ
10: WTs,d = W (Tn)| ∀i W (Tn) ≤W (Ti)
11: Se WTs,d 6=∞ então
12: estabelece requisição (r(s, d, b)) como Pn e Tn
13: w(eu,v,i) =∞ ∀{u, v} ∈ Pi
14: Fim Se
15: Fim Se
16: Fim Se
17: Se WPs,d =∞∧ (@µ(Pn, T, r(s, d, b))∨WTs,d =∞) então
18: τ(G,C, q)
19: (W (A), A) = δk(G˜n,b, r(s, d, q))
20: WAks,d = W (A
k
n)| ∀i W (Akn) ≤W (Aki )
21: w(eu,v,i) =∞ ∀{u, v} ∈ Aki
22: Para todo Akn ∈ P faça
23: Se W (Akn) 6=∞ então
24: Se ∃µ(Akn, T, r(s, d, b)) então
25: Y k = Tn
26: Senão
27: (W (Tn), Tn) = ξ (G˜n,b, Akn, r(s, d, b)) ∀n ∈ σ
28: WTs,d = W (Tn)| ∀i W (Tn) ≤W (Ti)
29: Se WTs,d 6=∞ então
30: Y k = Tn
31: w(eu,v,i) =∞ ∀{u, v} ∈ Ti
32: Fim Se
33: Fim Se
34: Fim Se
35: Fim Para todo
36: Se W (Akn) 6=∞∧W (Y k) 6=∞ ∀k então
37: estabelece requisição (r(s, d, b)) como A e Y
38: Senão
39: bloqueia requisição (r(s, d, b))
40: Fim Se
41: Fim Se
7.5 O algoritmo MINION
O algoritmo introduzido nesta seção, chamado Minimum InterfereNce and hybrId routing for
MulticOre Networks (MINION) estende o algoritmo 4. Similarmente aos outros algoritmos
desta Tese, o algoritmo MINION aceita apenas requisições que possam ser protegidas. Dife-
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rentemente do algoritmo PRIME que utiliza p-cycles FIPP para prover proteção aos caminhos
primários, o algoritmo MINION adicionalmente utiliza interferência mínima na criação do p-
cycle, priorizando p-cycles que utilizam enlaces disjuntos do caminho protegido (p-cycles trans-
zonais). O algoritmo prioriza, também, estabelecer conexões através de caminhos simples. No
entanto, quando estes não são possíveis, o estabelecimento de conexões pode ocorrer através de
roteamento multicaminho.
O algoritmo MINION repete os passos realizados no algoritmo MIFMC nas linhas 1 a 20.
Nestas linhas, o algoritmo MINION calcula um menor caminho utilizando o mecanismo de gra-
fos apresentado no Capítulo 1 e procura p-cycles que possa ser compartilhados para proteger a
requisição. Caso não seja possível, o algoritmo calcula um p-cycle FIPP transzonal ao caminho
encontrado (linha 9). Caso não seja possível, ele calcula um p-cycle FIPP qualquer (linha 12).
Dada inexistência de caminhos simples ou p-cycle FIPP para estabelecer a requisição (linha
21), o algoritmo MINION calcula através de roteamento multicaminho, com k=2, caminhos e
p-cycles FIPP que possam estabelecer. A utilização de multicaminho nas linha 21 a 49, só serão
executadas se os caminhos simples não forem suficientes. Na linha 22, multigrafos são gerados
utilizando como parâmetro uma demanda de largura de banda q. Na linha 23, são encontrados k
caminhos à serem utilizados como caminhos primários para todos os grafos gerados. Na linha
24, são escolhidos os menores caminhos e seus pesos. Na linha 25, os pesos das arestas dos
caminhos recebem o valor∞. As linhas 22 a 25, que realizam a escolha de k caminhos primá-
rios, são similar as correspondentes do algoritmo MOFIO e PRIME, indicando a similaridade
da criação de multicaminhos nos algoritmos. Nas linhas 26 a 43 procura-se um p-cycle FIPP,
para ser usado como caminho de backup compartilhado para cada caminho escolhido. Na li-
nha 28, para cada caminho primário selecionado, busca-se um p-cycle dentre os p-cycles FIPP
ativo para proteger o caminho. Caso não seja possível encontrar um p-cycle ativo para proteger
o caminho primário, calcula-se na linha 31 um p-cycle transzonal ao caminho primário para
protegê-lo em todos os grafos gerados. Se o peso do menor p-cycle FIPP transzonal ao caminho
primário (linha 32) for∞, um p-cycle FIPP que pode utilizar os enlaces do p-cycle é calculado
para todos grafos gerados (linha 35). Se todos os p-cycle FIPPs buscados (linha 28) e criados
(linha 32 e 36) tiverem peso∞ a requisição é bloqueada (linha 47), caso contrário a requisição
é aceita (linha 45).
A complexidade do algoritmo MINION é analisada como: a complexidade de procurar ca-
minhos simples mais a complexidade de procurar multicaminhos. A complexidade de procurar
caminhos simples (caminho primário e p-cycle) é O(E + V logV ). A complexidade de procu-
rar multicaminhos é analisada como: a complexidade de transformar o multigrafo em grafos
é O(E + V ). Para encontrar os caminhos primários, o algoritmo de Dijkstra é executado em
C × (N − b) grafos, em que a complexidade amortizada de Dijkstra é O(E + V logV ). Da
mesma forma, para os p-cycles, o algoritmo de Dijkstra é executado em C × (N − b) grafos.
Logo, a complexidade de procurar multicaminhos é (E + V ) + 2 × (C × (N − b) × (E +
V logV )) + E + V . Como N , C e b podem ser expressados como constantes, a complexi-
dade de procurar multicaminhos é O(E + V logV ). E a complexidade do algoritmo MOFIO é
O((E + V logV ) + (E + V logV )) = O(E + V logV ).
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Algoritmo 17 MINION
Entrada: G, r(s, d, b), k = 2
Saída: Caminho primário e Caminho de backup
1: τ(G,C, b)
2: (W (Pn), Pn) = δ(G˜n,b, r(s, d, b)) ∀n ∈ σ
3: WPs,d = W (Pn)| ∀i W (Pn) ≤W (Pi)
4: w(eu,v,i) =∞ ∀{u, v} ∈ Pi
5: Se WPs,d 6=∞ então
6: Se ∃µ(Pn, T, r(s, d, b)) então
7: estabelece requisição (r(s, d, b)) como Pn e Tn
8: Senão
9: (W (Tn), Tn) = ϑ (G˜n,b, Pn, r(s, d, b)) ∀n ∈ σ
10: WTs,d = W (Tn)| ∀i W (Tn) ≤W (Ti)
11: Se WTs,d =∞ então
12: (W (Tn), Tn) = ξ (G˜n,b, Pn, r(s, d, b)) ∀n ∈ σ
13: WTs,d = W (Tn)| ∀i W (Tn) ≤W (Ti)
14: Fim Se
15: Se WTs,d 6=∞ então
16: estabelece requisição (r(s, d, b)) como Pn e Tn
17: w(eu,v,i) =∞ ∀{u, v} ∈ Ti
18: Fim Se
19: Fim Se
20: Fim Se
21: Se WPs,d =∞∧ (@µ(Pn, T, r(s, d, b))∨WTs,d =∞) então
22: τ(G,C, q)
23: (W (A), A) = δk(G˜n,b, r(s, d, q))
24: WAks,d = W (A
k
n)| ∀i W (Akn) ≤W (Aki )
25: w(eu,v,i) =∞ ∀{u, v} ∈ Aki
26: Para todo Akn ∈ P faça
27: Se W (Akn) 6=∞ então
28: Se ∃µ(Akn, T, r(s, d, b)) então
29: Y k = Tn
30: Senão
31: (W (Tn), Tn) = ϑ (G˜n,b, Akn, r(s, d, b)) ∀n ∈ σ
32: WTs,d = W (Tn)| ∀i W (Tn) ≤W (Ti)
33: Fim Se
34: Se WTs,d =∞ então
35: (W (Tn), Tn) = ξ (G˜n,b, Akn, r(s, d, b)) ∀n ∈ σ
36: WTs,d = W (Tn)| ∀i W (Tn) ≤W (Ti)
37: Fim Se
38: Se WTs,d 6=∞ então
39: Y k = Tn
40: w(eu,v,i) =∞ ∀{u, v} ∈ Ti
41: Fim Se
42: Fim Se
43: Fim Para todo
44: Se W (Akn) 6=∞∧Y k 6=∞ ∀k então
45: estabelece requisição (r(s, d, b)) como A e Y
46: Senão
47: bloqueia requisição (r(s, d, b))
48: Fim Se
49: Fim Se
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7.6 Resultados numéricos
Neste capítulo, avaliam-se os benefícios da utilização de roteamento híbrido através dos algo-
ritmos MOFIO, PRIME e MINION. Os algoritmos calculam caminhos simples para caminho
primário e de backup. Caso não seja possível a utilização de caminhos simples, os algoritmos
calculam multicaminho. Utilizou-se o valor de k = 2, que representa a quantidade de caminhos
utilizados. Os algoritmos utilizam técnicas específicas para proteção, dando continuidade aos
algoritmos gerados desde o capítulo 3.
Para avaliar o desempenho dos algoritmos proposto neste capítulo, como nos capítulos an-
teriores experimentos de simulação foram realizados utilizando o simulador FlexGridSim [59].
Em cada simulação, 100.000 requisições foram geradas e utilizou-se o método de replicação
independente e adotou-se nível de confiança de 95% para os intervalos de confiança. Diferen-
tes topologias com diferentes conectividades foram empregadas nas simulações, a Pan-Europan
(Figura 3.2(a)), a USA (Figura 3.2(b)) e a NSF (Figura 3.2(c)). O espectro foi dividido em 320
slots de espectro e as fibras simulada possuem 7 núcleos. A carga foi variada entre 25 e 500 er-
langs em intervalos de 25 erlangs. Sete tipos de requisições foram utilizadas 25 Gbps, 50 Gbps,
125 Gbps, 200 Gbps, 500 Gbps, 750 Gbps e 1 Tbps. Para comparação dos algoritmos pro-
posto neste capítulo foram utilizados os algoritmos Cap-DPP e SSCA já analisados no capítulo
3. Além disso, os algoritmo FIPPMC, SBPPMC e MIFMC, que utilizam roteamento simples
foram utilizados para comparação com os novos algoritmos que utilizam roteamento híbrido.
Através desta comparação é possível avaliar o impacto de utilizar roteamento multicaminho
quando caminhos simples não são possíveis.
As métricas utilizadas foram as mesmas utilizadas nos capítulos anteriores. No entanto, o
número médio de saltos é contabilizado por conexão, ao invés de contabilizar por caminho, ou
seja, é somado todos os saltos de todos os caminhos de uma dada conexão.
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Figura 7.1: Bloqueio de banda dos algoritmos SBPPMC, FIPPMC, MIFMC, SSCA, Cap-DPP,
MOFIO, MINION e PRIME em função da carga da rede para topologia Pan-European.
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A Figura 7.1 mostra a probabilidade de bloqueio para a topologia Pan-European. O algo-
ritmo CaP-DPP e SSCA iniciam o bloqueio de requisições sob cargas de 50 erlangs. Os algo-
ritmos SBPPMC, FIPPMC e MIFMC, que utilizam o multigrafo e apenas caminhos simples,
iniciam o bloqueio de requisições sob cargas de 75 erlangs. Os algoritmos PRIME, MOFIO
e MINION, que utilizam roteamento multicaminho aumentam a possibilidade de utilização e
estabelecimento de caminhos ópticos através de múltiplas rotas e, consequentemente, aumenta
as chances de encontrar recursos disponíveis para suprir a banda passante demandada pelas
requisições de conexão, produzindo, portanto, valores menores de BBR que quando utilizado
caminhos simples. O algoritmo MOFIO iniciou o bloqueio de requisições sob cargas de 75 er-
langs, produzindo maiores valores de BBR que os algoritmos que utilizam p-cycle e caminhos
simples. Os algoritmos PRIME e MINION iniciaram o bloqueio de requisições apenas sob
carga de 125 e 100 erlangs, respectivamente. Apesar do algoritmo PRIME inciar o bloqueio sob
cargas maiores que o MINION, entre cargas de 125 erlangs a 150 erlangs o algoritmo MINION
produz um menor bloqueio. Os algoritmos CaP-DPP e SSCA que utilizam apenas caminhos
simples, produziram maior bloqueio evidenciando os benefícios de utilizar roteamento multica-
minho nos casos em que caminhos simples não são possíveis. Os algoritmos FIPPMC, MIFMC,
MINION e PRIME, que utilizam p-cycle FIPP, beneficiaram-se da maior conectividade da to-
pologia Pan-European produzindo valores de BBR menores que aqueles valores gerados pelos
algoritmos SBPPMC e MOFIOs. Apesar do maior uso de recursos da algoritmo MINION para
criação do caminho de backup, o aumento do número de caminhos com o uso de roteamento
multicaminho, produz melhor oportunidade de compartilhamento, produzindo valores de BBR
menores.
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Figura 7.2: Crosstalk por slot dos algoritmos SBPPMC, FIPPMC, MIFMC, SSCA, Cap-DPP,
MOFIO, MINION e PRIME em função da carga da rede para topologia Pan-European.
A Figura 7.2 mostra a relação de crosstalk por slot gerado para a topologia Pan-European.
Todos os algoritmos iniciam em um valor de 0,02. Os algoritmos FIPPMC, MIFMC, PRIME
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e MINION, que utilizam p-cycle FIPP, produzem valores de CpS que aumentam rapidamente
chegando a 0,40, 0,42, 0,43 e 0,44, respectivamente. O CpS gerado pelo algoritmo SBPPMC
aumenta até 0,17 enquanto que os algoritmos MOFIO e SSCA aumentam até 0,18. Contudo,
o algoritmo MOFIO aceita um número maior de requisições. O algoritmo CaP-DPP aumenta
até 0,05, produzindo um CpS baixo em relação aos outros algoritmos devido ao menor número
de requisições aceitas, o que implica em um maior uso de recursos. Os valores de CpS gerados
pelos algoritmos FIPPMC, MIFMC, MINION e PRIME possuem valores mais altos que outros
algoritmos, isto acontece pois mais requisições são aceitas e além disso p-cycles FIPP utilizam
mais recursos para proteção, que pode implicar em caminhos primários com maior número
médio de saltos e consequentemente mais slots sofrem com CpS.
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Figura 7.3: Razão de fragmentação dos algoritmos SBPPMC, FIPPMC, MIFMC, SSCA, Cap-
DPP, MOFIO, MINION e PRIME em função da carga da rede para topologia Pan-European.
A Figura 7.3 mostra a razão de fragmentação gerada para a topologia Pan-European. Sob
altas cargas, o algoritmo PRIME seguido dos algoritmos FIPPMC, MINION e MIFMC, res-
pectivamente, produzem as maiores relações de fragmentação, pois os algoritmos que utilizam
p-cycle FIPP utilizam mais recursos de backup, apesar dos recursos não serem utilizados, a
reserva gera fragmentação. O algoritmo MINION produz caminhos de backup com maior nú-
mero de saltos que os caminhos de backup produzidos pelo algoritmo PRIME. No entanto, o
algoritmo MINION produz maior compartilhamento o que faz com que menos caminhos de
backup sejam estabelecidos gerando menor razão de fragmentação que o algoritmo PRIME.
Apesar do algoritmo CaP-DPP produzir os menores valores de BBR, ele produz maior razão
de fragmentação que o algoritmo SSCA, isto ocorre devido ao compartilhamento de recursos
do caminho de backup do algoritmo SSCA gerando menor estabelecimento de caminhos de
backup, consequentemente menor razão fragmentação. O algoritmo MOFIO produz menor
razão de fragmentação que os algoritmos que utilizam p-cycle FIPP, pois um menor número
de requisições são aceitas. Os algoritmos que utilizam roteamento híbrido produzem razão de
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fragmentação semelhante aqueles que utilizam caminhos simples, apesar dos algoritmos que
utilizam roteamento híbrido produzirem menores valores de BBR.
 55
 60
 65
 70
 75
 80
 85
 90
 95
 0  50  100  150  200  250  300  350  400  450  500
E
fi
ci
ên
ci
a 
E
n
er
g
ét
ic
a 
(M
b
it
s/
Jo
u
le
)
Carga (erlangs)
MOFIO
MINION
PRIME
FIPPMC
MIFMC
SBPPMC
SSCA
Cap−DPP
Figura 7.4: Eficiência Energética dos algoritmos SBPPMC, FIPPMC, MIFMC, SSCA, Cap-
DPP, MOFIO, MINION e PRIME em função da carga da rede para topologia Pan-European.
A Figura 7.4 mostra a eficiência energética gerada para a topologia Pan-European. A efi-
ciência energética em conexões que utilizam multicaminhos, diferentemente das que utilizam
monocaminho, leva em consideração não somente o número de saltos como também a banda
que cada um dos caminhos aloca. Além disso, ao dividir a requisição em multicaminhos é ne-
cessária o uso de banda de guarda para cada caminho utilizado, o que pode aumentar o consumo
energético. Por outro lado, se ao dividir a requisição em multicaminhos os caminhos escolhidos
forem menores, a eficiência energética é maior. Para cargas maiores que 150 erlangs, o algo-
ritmo MOFIO produz a maior eficiência energética, o que indica que uma melhor utilização de
recursos para um menor número de saltos por conexão. Os algoritmos PRIME e MINION pro-
duziram menor eficiência energética do que o algoritmo MOFIO, devido a maior BBR gerada
pelo algoritmo MOFIO, o que faz com o algoritmo produza apenas caminhos mais curtos, e
consequentemente maior eficiência energética. Os algoritmos que utilizam monocaminho ge-
ram menor eficiência energética do que aqueles que utilizam multicaminho principalmente sob
altas cargas. Apesar do algoritmo SSCA produzir um alto BBR, ele produz uma baixa eficiência
energética, como consequência de uma pior escolha dos caminhos a serem utilizados.
A Figura 7.5 mostra o número médio de saltos dos caminhos primários por requisição para a
topologia Pan-European. Sob baixas cargas, os algoritmos SSCA e CaP-DPP produzem maior
número de saltos, pois estes algoritmo não utilizam boas escolhas de rotas, ao contrário dos
algoritmos SBPPMC, MIFMC, FIPPMC, MOFIO, PRIME e MINION que utilizam a técnica
de multigrafos proposta nesta Tese. Sob baixas cargas, os algoritmos que utilizam roteamento
híbrido produzem caminhos primários com número médio de saltos similares àqueles que utili-
zam roteamento monocaminho. Sob altas cargas os algoritmos que utilizam roteamento híbrido
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Figura 7.5: Número médio de saltos dos caminhos primários por requisição dos algoritmos
SBPPMC, FIPPMC, MIFMC, SSCA, Cap-DPP, MOFIO, MINION e PRIME em função da
carga da rede para topologia Pan-European.
produzem uma alto número médio de saltos, como consequência da possibilidade de mais de
um caminho ser utilizado. A utilização de roteamento multicaminho não necessariamente im-
plica em um maior uso de recursos, um vez que cada caminho necessita de aproximadamente a
metade dos recursos. Sob altas cargas os algoritmos CaP-DPP e SSCA produzem altos BBRs
com isso ocorre o decremento de número de saltos já que apenas menores caminhos são esta-
belecidos. Sob altas cargas os algoritmos FIPPMC, SBPPMC e MIFMC produzem caminhos
com menores número médio de saltos dos caminhos primários por requisição que os algoritmos
MOFIO, MINION e PRIME, devido ao uso de mais de um caminho.
A Figura 7.6 mostra o número médio de saltos dos caminhos de backup por requisição ge-
rados para a topologia Pan-European. O algoritmo MINION produzem o maior número médio
de saltos do caminho de backup, pois além do uso de roteamento multicaminho este algoritmo
prioriza encontrar ciclos disjuntos do caminho primário para formação de p-cycles. O algoritmo
PRIME produz o segundo maior número médio de saltos do caminho de backup, influenciado
também pelo roteamento multicaminho e pela necessidade de criação de ciclos para formar o p-
cycle. Sob cargas altas, os algoritmos que utilizam roteamento híbrido produzem caminhos com
maiores número de saltos que os algoritmos correspondentes que utilizam roteamento simples,
pois com o aumento da carga torna-se necessário a utilização de roteamento multicaminhos,
produzindo caminhos com maiores número médio de saltos.
A Figura 7.7 mostra a probabilidade de bloqueio para a topologia USA. Os algoritmos
CaP-DPP e SSCA iniciaram o bloqueio de requisições sob carga de 50 erlangs. Os algoritmos
FIPPMC e MIFMC, que utilizam p-cycle FIPP e roteamento simples, iniciaram o bloqueio de
requisições sob carga de 125 erlangs, por sua vez o algoritmo SBPPMC, que utiliza roteamento
simples e caminhos compartilhados para proteção, iniciou o bloqueio de requisições sob carga
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Figura 7.6: Número médio de saltos dos caminhos de backup dos algoritmos SBPPMC,
FIPPMC, MIFMC, SSCA, Cap-DPP, Pan-European.
10
−6
10
−5
10
−4
10
−3
10
−2
10
−1
10
0
 0  50  100  150  200  250  300  350  400  450  500
P
ro
b
ab
il
id
ad
e 
d
e 
B
lo
q
u
ei
o
 M
éd
io
Carga (erlangs)
MOFIO
MINION
PRIME
FIPPMC
MIFMC
SBPPMC
SSCA
Cap−DPP
Figura 7.7: Bloqueio de banda dos algoritmos SBPPMC, FIPPMC, MIFMC, SSCA, Cap-DPP,
MOFIO, MINION e PRIME em função da carga da rede para topologia USA.
de 150 erlangs. O algoritmo MOFIO, que utiliza roteamento híbrido, iniciou o bloqueio de
requisições apenas sob cargas de 175 erlangs. Os algoritmos PRIME e MINION iniciaram o
bloqueio de requisições apenas sob carga de 150 e 200 erlangs, respectivamente. Os algoritmos
que utilizam apenas roteamento monocaminho produzem valores de BBR maiores que os seus
respectivos algoritmos que utilizam roteamento híbrido. O algoritmo CaP-DPP produz valores
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de BBR maiores que o os valores de BBR produzidos pelo algoritmo SSCA, como consequência
do compartilhamento de recursos de backup do algoritmo SSCA, utilizando menos recurso para
proteção. O algoritmo MINION produz os menores valores de BBR, evidenciando a influencia
da utilização conjunta de p-cycles, roteamento multicaminho e interferência mínima na criação
de caminhos de backup. O algoritmo MINION produz alto compartilhamento dos caminhos de
backup, visto que ele produz caminhos de backup maiores. Sob cargas maiores que 200 erlangs
os algoritmos PRIME e MOFIO produzem valores de BBR similares, isto ocorre pois a possi-
bilidade de dividir a conexão para caminhos que utilizam p-cycle, facilita o compartilhamento,
tirando mais vantagens do roteamento multicaminho que o algoritmo MOFIO.
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Figura 7.8: Crosstalk por slot dos algoritmos SBPPMC, FIPPMC, MIFMC, SSCA, Cap-DPP,
MOFIO, MINION e PRIME em função da carga da rede para topologia USA.
A Figura 7.8 mostra a relação de crosstalk por slot gerado para a topologia USA. Os valores
de CpS gerados pelos algoritmos FIPPMC, PRIME, MIFMC e MINION iniciam com um valor
de 0,02 e aumentam até 0,38, 0,41, 0,43 e 0,47, respectivamente. Os valores de CpS gerados
pelo o algoritmo SSCA, SBPPMC e MOFIO iniciam com um valor de 0,02 e aumentam até
0,24, 0,27 e 0,29, respectivamente. O algoritmo CaP-DPP produz o menor CPS, influenciado
pelo menor número de requisições aceitas. Os algoritmos que utilizam p-cycle FIPP produzem
os maiores valores de CpS, como consequência da maior utilização de recursos de backup, o
que aumenta o número de saltos dos caminhos primários produzidos, e consequentemente au-
mentam o número de slots que sofrem com crosstalk. O algoritmo MOFIO apesar de rejeitar um
número baixo de requisições produz CpS similar ao algoritmo SSCA que produz alto número
de rejeições, isto ocorre devido a melhor escolha de caminhos e a utilização de roteamento mul-
ticaminho. Apesar dos algoritmos que utilizam roteamento híbrido produzirem valores de BBR
menores, os algoritmos que utilizam roteamento simples produzem valores de CpS próximos
aos dos gerados pelos correspondentes algoritmos que utilizam roteamento híbrido.
A Figura 7.9 mostra a razão de fragmentação gerada para a topologia USA. Sob altas cargas,
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Figura 7.9: Razão de fragmentação dos algoritmos SBPPMC, FIPPMC, MIFMC, SSCA, Cap-
DPP, MOFIO, MINION e PRIME em função da carga da rede para topologia USA.
o algoritmo PRIME seguido dos algoritmos FIPPMC, MINION e MIFMC, respectivamente,
produzem as maiores relações de fragmentação, pois os algoritmos que utilizam p-cycle FIPP
utilizam mais recursos de backup, apesar dos recursos não serem utilizados, a reserva gera frag-
mentação. Sob baixas cargas, os algoritmos MOFIO e SBPPMC produzem as menores relações
de fragmentação, pois estes algoritmos encontram caminhos com menores números de saltos.
Sob baixas cargas, os algoritmos CaPP-DPP e SSCA produzem a maior razão de fragmentação,
isto acontece devido a forma que estes algoritmos utilizam para encontrar os caminhos. Con-
forme estes algoritmos diminuem o número de requisições aceitas, o número de desconexões
juntamente com a razão de fragmentação decrementam. O algoritmo MOFIO produz sempre
menor razão de fragmentação que os algoritmos MINION e PRIME, que utilizam p-cycle FIPP.
Isto ocorre pois o número de saltos dos caminhos gerados pelos algoritmos que utilizam p-cycle
produzem grande impacto na razão de fragmentação.
A Figura 7.10 mostra a eficiência energética gerada para a topologia USA. Sob cargas altas,
algoritmo CaP-DPP produz a maior eficiência energética devido ao alto número de bloqueio de
requisições, que faz com que apenas caminhos menores sejam estabelecidos. Conforme ocorre
a necessidade de utilização de roteamento multicaminho pelos algoritmos MOFIO, MINION e
PRIME, ocorre uma maior eficiência energética quando comparado aos algoritmos SBPPMC,
MIFMC e FIPPMC. Os algoritmos MOFIO, MINION e PRIME produzem resultados próxi-
mos. Entre cargas de 150 a 275 erlangs, estes algoritmos decrementam a eficiência energética
conforme a carga aumenta. Conforme aumenta o número de requisições bloqueadas, a eficiên-
cia energética volta a aumentar. O algoritmo SSCA que inicia o bloqueio de requisições sob
baixas cargas produz eficiência energética sempre em crescimento.
A Figura 7.11 mostra a média do número médio de saltos dos caminhos primários por cone-
xão gerada para a topologia USA. Sob cargas altas, os algoritmos MOFIO, PRIME e MINION
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Figura 7.10: Eficiência Energética dos algoritmos SBPPMC, FIPPMC, MIFMC, SSCA, Cap-
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Figura 7.11: Número médio de saltos do caminho primário por conexão dos algoritmos MOFIO,
MINION e PRIME em função da carga da rede para topologia USA.
que utilizam multicaminhos apresentam caminhos primários com aumento no número de sal-
tos quando comparados com os algoritmos SBPPMC, FIPPMC e MIFMC. Para cargas baixas,
em que a utilização de caminhos simples é suficiente, o número médio de saltos dos caminhos
primários dos algoritmos MOFIO, PRIME e MINION são iguais aos SBPPMC, FIPPMC e
MIFMC pois não utilizam multicaminhos. Ainda sob cargas baixas, o número médio de sal-
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tos dos caminhos primários dos algoritmos MOFIO, PRIME e MINION são menores que os
gerados para os algoritmos CaP-DPP e SSCA, pois os algoritmos MOFIO, PRIME e MINION
utilizam o multigrafo, gerando uma melhor alocação e consequentemente caminhos mais cur-
tos. Conforme a carga aumenta, os algoritmos Cap-DPP e SSCA aumentam o bloqueio e con-
sequentemente diminuem o número de saltos. Por outro lado os algoritmos PRIME, MINION
e MOFIO iniciam a utilização de roteamento multicaminho aumentando o número médio de
saltos por conexão e mantendo a rejeição de requisições baixa.
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Figura 7.12: Número médio de saltos do caminho de backup por conexão dos algoritmos MO-
FIO, MINION e PRIME em função da carga da rede para topologia USA.
A Figura 7.12 mostra a média do número médio de saltos do caminho de backup por co-
nexão gerado para a topologia USA. O comportamento dos saltos do caminho de backup para
topologia USA são similares aos da topologia Pan-European. Os algoritmos que utilizam p-
cycle produzem caminhos de backup com uma maior número de saltos. Sob altas cargas, os
algoritmos que utilizam roteamento híbrido dividem a banda requerida por 2 caminhos, aumen-
tando o número de saltos total quando comparado com os respectivos algoritmos que utilizam
roteamento monocaminho. A diferença entre o número médio de saltos dos caminhos de bac-
kup dos algoritmos PRIME e MINION é maior que para topologia Pan-European, isto ocorre
pois a topologia USA permite uma maior facilidade de encontrar p-cycles com interferência mí-
nima. Por outro lado, o algoritmo MOFIO produz número de saltos do caminho de backup mais
próximos que o algoritmo SSCA, ainda como consequência da conectividade da topologia.
A Figura 7.13 mostra a probabilidade de bloqueio para a topologia NSF. O algoritmo CaP-
DPP e SSCA iniciaram o bloqueio de requisições sob cargas de 25 e 50 erlangs, respectiva-
mente. O algoritmo FIPPMC e MIFMC iniciaram o bloqueio de requisições apenas sob carga
de 125 erlangs, enquanto que o algoritmo SBPPMC iniciou o bloqueio de requisições apenas
sob carga de 150 erlangs. O algoritmo PRIME iniciou o bloqueio de requisições apenas sob
cargas de 150 erlangs. Os algoritmos MOFIO e MINION iniciaram o bloqueio de requisições
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Figura 7.13: Bloqueio de banda dos algoritmos MOFIO, MINION e PRIME em função da carga
da rede para topologia NSF.
apenas sob carga de 175 erlangs. Os algoritmos que utilizam roteamento híbrido produzem
menores valores de BBR que os algoritmos qua utilizam roteamento simples. Sob carga de 150
erlangs, o algoritmo SBPPMC, que utiliza roteamento monocaminho, produz menores valores
de BBR que o algoritmo PRIME, isto ocorre devido a menor conectividade da tpologia NSF. A
baixa conectividade da topologia NSF imapacta nos algoritmos PRIME e MINION, que utili-
zam p-cycle e roteamento multicaminho, fazendo com que estes produzam uma maior rejeição
de requisições que o algoritmo MOFIO que também utiliza roteamento multicaminho, como
consequência da maior dificuldade de formar ciclos. Mesmo em uma topologia com baixa co-
nectividade o algoritmo MINION produziu menores valores de BBR que o algoritmo PRIME,
evidenciando a vantagem de utilizar interferência mínima e p-cycle juntamente com roteamento
multicaminho. Como para as outras topologias, o algoritmo CaP-DPP produz os maiores valo-
res de BBR, como consequência de não utilizar compartilhamento de caminhos de backup e não
realizar boas escolhas para encontrar o caminho. O algoritmo SSCA produz o segundo maior
número de requisições rejeitadas, influenciado pela não utilização de roteamento multicaminho
e pela forma como o algoritmo escolhe os caminhos.
A Figura 7.14 mostra a relação de crosstalk por slot gerado para a topologia NSF. Os al-
goritmos PRIME e MINION iniciam os valores de CpS em 0,02 e incrementam até 0,6. Os
algoritmos FIPPMC e MIFMC iniciam os valores de CpS em 0,02 e incrementam até 0,59. Os
algoritmos SSCA e MOFIO iniciam os valores de CpS em 0,02 e aumentam até 0,42 e 0,51,
respectivamente. O algoritmo CaP-DPP produz CpS quase constante para todas as cargas si-
muladas, pois este algoritmo inicia o bloqueio de requisições sob cargas baixas. Como para as
outras topologias, os algoritmos FIPPMC, MIFMC, PRIME e MINION que utilizam p-cycle
produzem os maiores valores de CpS, mais uma vez mostrando que com a maior utilização de
recursos para caminhos de backup, maior a influencia do CpS para os caminhos primários. No
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Figura 7.14: Crosstalk por slot dos algoritmos SBPPMC, FIPPMC, MIFMC, SSCA, Cap-DPP,
MOFIO, MINION e PRIME em função da carga da rede para topologia NSF.
entanto, o crosstalk desses algoritmos ainda estão em um limiar aceitável. Os algoritmos que
utilizam roteamento híbrido produzem valores de CpS próximos ao respectivos algoritmos que
utilizam roteamento monocaminho.
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Figura 7.15: Razão de fragmentação dos algoritmos dos algoritmos SBPPMC, FIPPMC,
MIFMC, SSCA, Cap-DPP, MOFIO, MINION e PRIME em função da carga da rede para topo-
logia NSF.
A Figura 7.15 mostra a razão de fragmentação gerada para a topologia NSF. Sob cargas altas
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os algoritmos PRIME, FIPPMC, MIFMC e MINION que utilizam p-cycle FIPP produzem as
maiores razões de fragmentação, devido ao número de saltos dos caminhos produzidos o que
gera um maior estabelecimento de conexões. Sob cargas altas o algoritmo CaP-DPP produz
a menor razão de fragmentação, como consequência do maior bloqueio de requisições, impli-
cando em um menor número de estabelecimentos de conexões. O algoritmo MOFIO, produziu
o menor bloqueio de requisições, no entanto este algoritmo produziu menor razão de fragmen-
tação que os algoritmos PRIME E MINION, como consequência do baixo desempenhos de
algoritmos que utilizam p-cycle em topologias com baixa conectividade.
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Figura 7.16: Eficiência Energética dos algoritmos SBPPMC, FIPPMC, MIFMC, SSCA, Cap-
DPP, MOFIO, MINION e PRIME em função da carga da rede para topologia NSF.
A Figura 7.16 mostra a eficiência energética gerada para a topologia NSF. Os algoritmos
que utilizam roteamento multicaminho produzem a maior eficiência energética, isto acontece
devido ao maior balanceamento na utilização de enlaces oferecido pelo roteamento multicami-
nho. Além disso, sob cargas baixas, o algoritmo SSCA produz a pior eficiência energética, pois
este algoritmo produz caminhos maiores. A diferença nas curvas que representam os algoritmos
MOFIO, PRIME e MINION com relação aos algoritmos SBPPMC, FIPPMC e MIFMC, res-
pectivamente, sob cargas maiores que 200 erlangs é consequência da utilização de roteamento
multicaminho, aumentando o número médio de saltos do caminho primário e o uso dos recursos
da rede.
A Figura 7.17 mostra o número médio de saltos do caminho primário por conexão gerado
para a topologia NSF. Como para as outras topologias, conforme a carga aumenta os algoritmos
SBPPMC, FIPPMC e MIFMC CaP-DPP e SSCA, que não utilizam roteamento multicaminho,
aumentam o bloqueio de requisições e decrementam o número de saltos dos caminhos primários
gerados. Por outro lado, sob cargas maiores que 150 erlangs, os algoritmos MOFIO, PRIME
e MINION, que utilizam roteamento multicaminho, aumentam o número de saltos total dos
caminhos primários. Sob cargas altas, a rede sobrecarrega e os caminhos simples não podem ser
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Figura 7.17: Número médio de saltos do caminho primário dos algoritmos SBPPMC, FIPPMC,
MIFMC, SSCA, Cap-DPP, MOFIO, MINION e PRIME em função da carga da rede para topo-
logia NSF.
estabelecidos, necessitando da utilização de roteamento multicaminho. A partir de 300 erlangs,
o bloqueio de requisições aumenta e o número de saltos dos caminhos produzidos diminuem.
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Figura 7.18: Número médio de saltos do caminho de backup por requisição dos algoritmos dos
algoritmos SBPPMC, FIPPMC, MIFMC, SSCA, Cap-DPP, MOFIO, MINION e PRIME em
função da carga da rede para topologia NSF.
A Figura 7.18 mostra a média do número médio de saltos do caminho de backup por conexão
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gerado para a topologia NSF. O comportamento dos saltos do caminho de backup para topolo-
gia NSF são similares aos das outras topologias. Os algoritmos que utilizam p-cycle produzem
caminhos com maior número médio de saltos do que os caminhos de backup normais. Sob altas
cargas, os algoritmos que utilizam roteamento híbrido dividem a banda requerida por 2 cami-
nhos, aumentando o número de saltos total quando comparado com os respectivos algoritmos
que utilizam roteamento monocaminho. Como para as outras topologias os algoritmos PRIME
e MINION, que utilizam p-cycle, utilizam caminhos de backup com maior número médio de
saltos, no entanto este número não muda muito quando utilizado roteamento multicaminho,
evidenciando um maior compartilhamento para proteção.
7.7 Síntese do capítulo
Neste capítulo, foram introduzidos os algoritmos MINION, PRIME e MOFIO para proteção de
redes ópticas elásticas com multiplexação espacial utilizando multicaminho. Além de introduzir
os algoritmos, o capítulo apresenta uma comparação dos algoritmos que utilizam roteamento
multicaminho com os correspondentes algoritmos que empregam caminhos simples, bem como
outros da literatura.
Os resultados comprovam que o uso de multicaminhos implica em um maior uso de banda
de guarda, já que caminhos diferentes necessitam ser separados por banda de guarda. Fazendo
com que haja maior consumo de recursos na rede, no entanto, isso não produz maior bloqueio
de requisições, já que a divisão de caminhos utilizando roteamento multicaminho possibilita
uma maior facilidade para respeitar as restrições de continuidade e contiguidade de núcleo e
espectro imposta por redes ópticas elásticas com multiplexação espacial.
Os resultados mostraram que algoritmos que utilizam roteamento multicaminho conseguem
prover uma maior eficiência energética, devido ao balanceamento de recursos utilizados na rede.
A utilização de multicaminhos sofre grande influencia da conectividade da topologia, isto
ocorre pois topologias com baixa conectividade dificultam encontrar caminhos diferentes, im-
possibilitando o uso de multicaminho.
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Capítulo 8
Considerações Finais e Perspectivas
Futuras
8.1 Considerações Finais
Nesta Tese, realizou-se um amplo estudo sobre proteção em redes ópticas elásticas com mul-
tiplexação espacial. Foram desenvolvidos e avaliados algoritmos para proteção e estabeleci-
mento de conexões. Os algoritmos foram avaliados para diferentes topologias e métricas. Os
algoritmos propostos utilizam técnicas como: multigrafo, agregação de tráfego, sobreposição
de espectro, modulação adaptativa e roteamento multicaminho.
Os algoritmos desenvolvidos objetivaram potencializar a aceitação de requisições para es-
tabelecimento de conexões, levando em consideração o crosstalk gerado, a fragmentação dos
enlaces da rede, a redução do consumo energético, e o número de saltos do caminho primário e
de backup, aprimorando, assim, o uso da tecnologia de redes ópticas elásticas com multiplexa-
ção espacial.
No Capítulo 3, foram introduzidos algoritmos para proteção de caminhos ópticos. As so-
luções propostas avançam o estado da arte e são soluções eficientes para se prover proteção
às redes ópticas elásticas com multiplexação espacial. Os resultados mostraram que a técnica
do multigrafo proposta possibilita a criação de caminhos primários e de backup com baixo nú-
mero de saltos. Os algoritmos FIPPMC, MIFMC e SBPPMC produzem bloqueio aceitável para
redes ópticas elástica com multiplexação espacial, apesar da reserva de largura de banda para
pré-provisionamento de caminhos de backup. Além disso, quanto maior a conectividade de
rede, mais indicado o uso do p-cycle FIPP, uma vez que os algoritmos que usam o p-cycle FIPP
produzem valores de BBR mais baixo.
No Capítulo 4, investigou-se o problema de proteção utilizando modulação adaptativa. As
soluções propostas ajudaram, também, a avançar o estado da arte. Além disso, as soluções
propostas aumentaram o número de requisições aceitas, diminuindo o consumo energético da
rede. Os resultados mostraram uma grande redução na BBR produzida para os algoritmos
PERFECTA, BARTRMAN e MMIFMC com relação às apresentadas nos algoritmos FIPPMC,
MIFMC e SBPPMC. Os valores de BBR produzidos pelos algoritmos PERFECTA, BARTR-
MAN e MMIFMC evidenciam o benefício de escolher conjuntamente a rota, núcleo e modu-
lação quando comparados à escolha em diferentes etapas. A utilização de diferentes formatos
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de modulação melhora a utilização dos recursos disponíveis, de forma que caminhos menores
suportam maior transferência de dados.
No Capítulo 5, realizou-se um estudo sobre agregação de tráfego e sobreposição de espectro
para proteção de redes ópticas com multiplexação espacial. O estudo lida com proteção de ca-
minhos que fazem sobreposição do espectro seguindo restrições pré-definidas. Além disso, os
algoritmos propostos podem utilizar agregação de tráfego tanto nos caminhos primários quanto
nos caminhos de backup. Os algoritmos propostos diminuem os recursos utilizados no caminho
primário e para realizar proteção, mantendo a proteção das requisições. Os resultados mos-
traram uma grande redução no BBR produzida para os algoritmos SBRC, STOP, FRSCA com
relação aos FIPPMC, MIFMC e SBPPMC. Apesar da agregação de tráfego prover um ganho
na utilização de recursos, a sobreposição de espectro é a principal responsável pela geração de
valores de menor BBR, visto que ela consegue reduzir de forma considerável os recursos uti-
lizados para proteção. Além disto, o algoritmo SSSPF que provê proteção contra dupla falhas
simultâneas foi proposto. Este algoritmo produz altos valores de BBR quando comparado com
outros algoritmos. No entanto, estes resultados eram esperados, visto que as topologias reais
utilizadas não permitem dupla redundância em todas as conexões da rede.
No Capítulo 6, utilizou-se o estudo dos capítulos 4 e 5 para propor novos algoritmos que
utilizam a junção de todas as técnicas estudadas anteriormente. Os algoritmos RAMBO, AP-
PROVE e MAROTO propostos produzem menor bloqueio e maior uso dos recursos da rede que
os outros algoritmos propostos até o momento. Além disso, notou-se que a utilização em con-
junto de p-cycle com as técnicas de modulação adaptativa, agregação de tráfego e sobreposição
de espectro possibilitou aos algoritmos que utilizam p-cycle resultados comparáveis aos que uti-
lizam caminhos de backup compartilhados mesmo em topologias com baixa conectividade. Os
algoritmos propostos no capítulo 6 produziram os menores valores de BBR dentre todos os al-
goritmos propostos. Os resultados gerados demonstram a viabilidade que a utilização conjunta
destas técnicas propostas podem prover.
No Capítulo 7, analisou-se o problema de proteção em redes ópticas elásticas utilizando ro-
teamento híbrido. Os algoritmos aqui propostos priorizam a utilização de roteamento simples e
caso não seja possível a utilização de caminhos simples o roteamento multicaminho é utilizado.
Nos caso em que o roteamento multicaminho é utilizado, o número de caminhos necessários e a
quantidade de recursos alocados para cada caminho são os dois principais parâmetros, tendo um
grande impacto na eficiência espectral. Os resultados comprovaram que o uso de roteamento
híbrido nos algoritmos PRIME, MINION e MOFIO aumentam o número de banda de guarda, já
que caminhos diferentes necessitam ser separados por banda de guarda, fazendo com que haja
maior consumo de recursos na rede. No entanto, isso não produz maior bloqueio de requisições,
já que a divisão de caminhos utilizando roteamento multicaminho possibilita uma maior facili-
dade para respeitar as restrições de continuidade e contiguidade de núcleo e espectro imposta
por redes ópticas elásticas com multiplexação espacial. Além disso, os resultados mostraram
que algoritmos que utilizam roteamento multicaminho conseguem prover uma maior eficiência
energética, devido ao balanceamento de recursos utilizados na rede.
Apesar dos algoritmos propostos terem sido extensivamente avaliados e terem apresentado
resultados numericamente satisfatórios, este tópico de pesquisa é muito recente e existem vários
problemas em aberto para investigação em trabalhos futuros.
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8.2 Limitações
A avaliação dos algoritmos propostos supõe que todos os nós e enlaces da rede dispõem de
características de redes utilizando multiplexação espacial. No entanto, tais características não
são existentes nos atuais equipamentos de redes. Dessa forma, caso algumas características
consideradas não sejam implementadas nas redes futuras, algumas modificações nos algoritmos
propostos serão necessárias para que se mantenham os bons resultados alcançados através de
simulações nos cenários de redes reais.
8.3 Perspectivas Futuras
A seguir são apresentadas algumas ideias para trabalhos futuros:
• Desenvolver algoritmos híbridos utilizando roteamento multicaminho em conjunto com
modulação adaptativa.
• Gerar algoritmos que forneçam diferentes classes de serviços de sobrevivência para trá-
fego dinâmico em redes ópticas elásticas com multiplexação por divisão espacial, consi-
derando que conexões com diferentes requisitos de confiabilidade serão classificadas por
um valor de QoP, que indicará a taxa de necessidade de proteção de acordo com a classe
da requisição.
• Investigar a utilização de multicaminhos de forma a escolher o número de caminhos de
forma automatizada de acordo com cada requisição, não fixando o número de caminhos
utilizados para cada requisição.
• Desenvolver algoritmos de agregação de tráfego que realize a postergação do momento de
início da transmissão das conexões a fim de agregar lotes de conexões, com a finalidade de
aumentar o número de agregações de tráfego e, consequentemente, reduzindo os recursos
reservados.
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Apêndice A
Flexgridsim
Com o início da idealização das redes ópticas elásticas, surgiu a necessidade do desenvolvi-
mento de um ambiente de simulação no qual os algoritmos propostos relacionados, pudessem
ser implementado e avaliados. O aluno de Doutorado Pedro Mesquita Moura do laboratório de
redes de computadores, utilizou a base do simulador WDMSim, simulador bastante difundido
e utilizado para redes ópticas WDM, e desenvolveu o simulador Flexgridsim.
O simulador Flexgridsim é um simulador de eventos discretos para redes ópticas elásticas
desenvolvido em Java, capaz de simular tráfego com chegadas e partidas de requisições de co-
nexão com capacidade de agregação. Para cada chegada, o simulador executa o algoritmo de
agregação/RSA/RMLSA avaliado, que é responsável pela aceitação ou bloqueio da chamada.
Todas as operações necessárias para a obtenção de informações sobre o estado da rede, a aloca-
ção de caminhos ópticos e aceitação ou bloqueio das chamadas são acessíveis através de uma
interface simples, o que facilita a adição de novos algoritmos ao simulador.
Após a fase de validação e experimentação, o simulador FlexGridSim foi disponibilizado
para a comunidade através do endereço eletrônico: http://www.lrc.ic.unicamp.br/flexgridsim/
Em meados de 2014 o simulador recebeu atualizações (Flexgridsim 2.0), desta vez supor-
tando simulações de redes ópticas elásticas com multiplexação espacial. Podendo agora execu-
tar algoritmos de agregação/RCSA/RMLCSA. Além disso, nesta nova versão o simulador gera
automaticamente gráficos de saída que são configurados no arquivo através de um xml.
O simulador Flexgridsim na versão 2.0 recebeu adaptações para que permitisse cenários de
proteção. Cenários com proteção são ativados através do xml. Nos cenários de proteção, todas
as requisições devem possuir tanto caminhos de proteção quanto caminhos de backup. Além
disso, caminhos de proteção podem ser compartilhados.
O restante desse apêndice está organizado da seguinte forma: a Seção A.1 apresenta uma
breve discussão sobre o projeto do simulador Flexgridsim; e na Seção A.2 são dados exemplos
do uso do simulador.
A.1 Projeto do simulador Flexgridsim
O simulador Flexgridsim pode ser logicamente separado em 4 partes, a configuração do ambi-
ente de simulação, a geração da lista de eventos, a simulação em si, e a geração dos resultados.
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A.1.1 Configuração do ambiente de simulação
A configuração do ambiente de simulação é realizada através de parâmetros de um arquivo
XML. A tag <rsa> fornece o nome do algoritmo de agregação/RSCA que será considerado na
simulação, a tag <traffic> contém todos os dados relativos ao tráfego que será gerado, e a tag
<physical-topology> declara a topologia da rede, incluindo todos os nós e enlaces.
Abaixo segue exemplo de ambiente de simulação para um topologia aleatória que possui 4
nós e 40 enlaces. A topologia física é formada por 7 núcleos, cada núcleo com 320 slots. No
exemplo a proteção esta ativada, logo para toda chamada será necessário um caminho primário
e um de backup.
<? xml v e r s i o n =" 1 . 0 " e n c o d i n g ="UTF−8" ?>
< f l e x g r i d s i m v e r s i o n =" 2 . 0 ">
< r s a module="MyRCSA" / >
< t r a c e f i l e =" t r a c e . t r " / >
< t r a f f i c c a l l s =" 10000 " l o a d =" 215 ">
< c a l l s h o l d i n g−t ime =" 1 . 0 " r a t e =" 1000 " cos =" 1 " w e ig h t =" 1 " / >
< c a l l s h o l d i n g−t ime =" 1 . 0 " r a t e =" 4000 " cos =" 1 " w e ig h t =" 1 " / >
< c a l l s h o l d i n g−t ime =" 1 . 0 " r a t e =" 10000 " cos =" 1 " w e ig h t =" 1 " / >
< / t r a f f i c >
< v i r t u a l−t o p o l o g y name=" MyVir tua lTopology ">
< / v i r t u a l−t o p o l o g y >
< p h y s i c a l−t o p o l o g y name=" MyPhys ica lTopology " c o r e s =" 7 " p r o t e c t i o n =" t r u e " s l o t s =" 240 " s l o t s B a n d w i d t h =" 1 2 . 5 ">
<nodes >
<node i d =" 0 " / >
<node i d =" 1 " / >
<node i d =" 2 " / >
<node i d =" 3 " / >
< / nodes >
< !−− Peso do e n l a c e e i g u a l a d i s t a n c i a em Km e o d e l a y e i g u a l a 1ms para cada 200Km−−>
< l i n k s >
< l i n k i d =" 0 " s o u r c e =" 0 " d e s t i n a t i o n =" 1 " d e l a y =" 3 . 7 5 " bandwid th =" 10000 " we ig h t =" 750 " d i s t a n c e =" 750 " / >
< l i n k i d =" 1 " s o u r c e =" 1 " d e s t i n a t i o n =" 0 " d e l a y =" 3 . 7 5 " bandwid th =" 10000 " we ig h t =" 750 " d i s t a n c e =" 750 " / >
< l i n k i d =" 2 " s o u r c e =" 0 " d e s t i n a t i o n =" 2 " d e l a y =" 3 . 7 5 " bandwid th =" 10000 " we ig h t =" 750 " d i s t a n c e =" 750 " / >
< l i n k i d =" 3 " s o u r c e =" 2 " d e s t i n a t i o n =" 0 " d e l a y =" 3 . 7 5 " bandwid th =" 10000 " we ig h t =" 750 " d i s t a n c e =" 750 " / >
< l i n k i d =" 4 " s o u r c e =" 0 " d e s t i n a t i o n =" 3 " d e l a y =" 6 . 5 " bandwid th =" 10000 " we ig h t =" 1300 " d i s t a n c e =" 1300 " / >
< l i n k i d =" 5 " s o u r c e =" 3 " d e s t i n a t i o n =" 0 " d e l a y =" 6 . 5 " bandwid th =" 10000 " we ig h t =" 1300 " d i s t a n c e =" 1300 " / >
< l i n k i d =" 6 " s o u r c e =" 1 " d e s t i n a t i o n =" 2 " d e l a y =" 6 " bandwid th =" 10000 " we ig h t =" 1200 " d i s t a n c e =" 1200 " / >
< l i n k i d =" 7 " s o u r c e =" 2 " d e s t i n a t i o n =" 1 " d e l a y =" 6 " bandwid th =" 10000 " we ig h t =" 1200 " d i s t a n c e =" 1200 " / >
< / l i n k s >
< / p h y s i c a l−t o p o l o g y >
< !−− G r a f i c o s gerados−−>
< g r a p h s >
< graph name=" mbbr " do t s−f i l e =" bf−graph−mbbr−n s f . d a t " / >
< graph name=" a v g c r o s s t a l k " do t s−f i l e =" bf−graph−xt−n s f . d a t " / >
< graph name=" avgbps " do t s−f i l e =" bf−graph−avgbps−n s f . d a t " / >
< / g r a p h s >
< / f l e x g r i d s i m >
No XML acima, o tráfego configurado é composto por 10000 chamadas com taxas de trans-
missão uniformemente escolhidas, sendo que todas possuem um tempo médio de duração de
uma unidade de tempo. A carga simulada na rede é de 215 Erlang. A capacidade de transmissão
dos comprimentos de onda de um enlace podem ser declaradas em qualquer unidade.
A.1.2 Geração dos eventos da simulação
A partir das informações existentes na tag <traffic> o simulador gera os eventos de chegada e
partida baseado nas informações da carga da rede, do tempo médio de duração, e da taxa de
transmissão das chamadas. Um fila de prioridade é utilizada para armazenar todos os eventos
criados (chegadas e partidas). A ordenação dos elementos dessa fila é feita de acordo com o
momento em que os eventos devem ocorrer durante a simulação.
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A.1.3 Simulação
A execução da simulação é feita através da remoção em ordem dos eventos, a partir da fila
de eventos, e a passagem do evento para o módulo de controle da simulação. Este módulo
então é responsável por executar o algoritmo de roteamento definido repassando a ele o evento.
Por sua vez, o algoritmo de roteamento, baseado nas informações de estado da rede e no evento
recebido, toma a decisão de aceitar ou bloquear uma chamada, no caso de um evento de chegada,
ou simplesmente é informado de uma partida. O algoritmo possui interfaces para alocar recursos
na rede e assim poder criar as condições necessárias para o estabelecimento de uma chamada.
A.1.4 Avaliação dos resultados da simulação
Durante a simulação todos os eventos podem ser registrados em um arquivo de trace. Além
disso, o simulador pode gerar arquivos .dat que facilitam a criação de gráficos a partir de fun-
ções pré-definidas. Desta forma, permitindo a geração do resultados de forma imediata após o
término de uma simulação.
Os arquivos .dat de saída são configurados no arquivo xml através da tag <graphs>. O
arquivo .dat gerado, é compatível com o gnuplot.
A.2 Execução do simulador Flexgridsim
Por ser implementado em Java, a execução do Flexgridsim independe de plataforma, sendo
necessário apenas que haja uma máquina virtual Java (JVM 7 ou superior) instalada no sistema
operacional. O simulador deve ser executado a partir da linha de comando da seguinte forma:
Uso: java -jar FlexGridSim.jar xml_file number_of_simulations [-trace] [-verbose]
[carga_mínima carga_máxima passo]
Os parâmetros obrigatório do simulador são os seguintes:
• simulation_file: o arquivo XML que configura o ambiente de simulação;
• seed: um número que define a quantidade de conjuntos de sementes escolhidas interna-
mente pelo simulador de forma a maximizar a qualidade das sequências aleatórias utiliza-
das. Um número maior que um precisa ser utilizado para gerar resultados com intervalos
de confiança.
Os parâmetros opcionais são os seguintes:
• trace: define a geração do arquivo de trace;
• verbose: define o modo de geração de mensagens na tela sobre os passos da simulação;
• carga_mínima carga_máxima passo: permite a automação de diversas execuções de uma
mesma simulação para uma faixa de cargas no intervalo [carga_mínima, carga_máxima]
com o valor passo como incremento.
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A.3 Validação
Com o objetivo de validar a ferramenta de simulação foram realizados vários testes de verifica-
ção e análises de resultados em diversas topologias de rede. Foram realizadas validações através
de comparações com resultados de simulação de outros trabalhos, todas modeladas e testadas
com sucesso.
