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Using computer simulation, we have studied the random sequential adsorption of stiff linear
segments (needles) onto a square lattice. Each such particle occupies k adjacent lattice sites, thence,
it is frequently called a k-mer. During deposition, the two mutually perpendicular orientations of
the particles are equiprobable, hence, a macroscopically isotropic monolayer is formed. However,
this monolayer is locally anisotropic, since the deposited particles tend to form so-called “stacks”,
i.e., domains of particles with the same orientation. Using the “excluded area” concept, we have
classified lattice sites into several types and examined how the fraction of each type of lattice site
varies as the number of deposited particles increases. The behaviors of these quantities have allowed
us to identify the following stages of stack formation (i) the emergence of stack seeds; (ii) the filling
of stacks; (iii) densification of the stacks.
I. INTRODUCTION
Random sequential adsorption (RSA) is a process dur-
ing which particles are randomly and irreversibly de-
posited onto a substrate without overlapping with previ-
ously adsorbed particles. RSA is a useful model for many
physical, chemical, and biological processes [1, 2]. Both
continuous and discrete substrates can be considered. A
widely used kind of discrete substrate is the square lat-
tice. One of the simplest particle shapes is the so-called
k-mer (rod, stick, needle, stiff linear chain), i.e., a lin-
ear “molecule” occupying k adjacent lattice sites. The
prohibition of overlapping means a hard-core (excluded
volume) interaction between the particles. As particles
deposit, first there occurs a percolation phase transition,
i.e. the emergence of a cluster that penetrates the whole
system. Then, the system reaches a jamming state when
any additional deposition of particles is impossible due
to the absence of any appropriate empty space to place
even one extra particle. Although there are some empty
spaces, these holes have inappropriate shapes or sizes to
accept a further particle. During the RSA of rods onto
a square lattice, the excluded area effect [3] leads to the
formation of stacks, i.e., regions filled with particles all
of the same orientation. Stack structures have been ob-
served both at percolation [4] and at jamming [5]. Using
a local order parameter, the typical size of stacks has been
evaluated as k × k [6]. Thus, although a monolayer pro-
duced by RSA is macroscopically isotropic, microscopic
regions can exhibit significant anisotropy. Visually, the
stacks look like winding areas with dense centers and dif-
fuse edges [7]. It seems, therefore, that a local order pa-
rameter cannot provide complete information about the
shape and structure of the stacks. An alternative charac-
teristic of the stack structure may be the pair correlation
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function [8].
The kinetics of particle deposition has been studied
in many works, in particular, analytical expressions for
the deposition of disks on the surface [9, 10] and on the
lattice [11–14] have been obtained. During RSA, the cov-
erage of the lattice with particles Θ(t) is known to vary
when the adsorption time is large, as
Θ (t) ≈ Θ (∞)− exp
(
− t
σ
)
, (1)
where t is the physical time, which takes into account
unsuccessful placement attempts, σ is an adjustable pa-
rameter, and Θ(∞) is the jamming concentration [15–17].
When the substrate is continuous, the coverage depends
on time, according to a power law [1].
Due to the exponential dependence of the coverage on
time, generating a jamming state on a computer is a very
time-consuming task. The jamming state is achievable,
generally speaking, only after an infinitely long time. The
problem can be solved technically in various ways [18],
including by compiling lists of the sites available for par-
ticle deposition [1, 7, 19–21]. During the initial stage,
straightforward random selection of possible adsorption
sites is used. After reaching a certain concentration, such
lists of sites available for particle deposition are then cre-
ated. Next, the new sites for placing particles are selected
from these lists. In fact, the lists have to be updated after
each successful deposition of a particle. This approach,
at a minimum, guarantees the achievement of the jam-
ming state in a finite time. It is clear that the use of lists
from the very beginning of the process of particle deposi-
tion would not increase the speed of particle placement,
but actually lead to significant additional memory costs.
Applying lists does ensure that each attempt to place a
particle will be successful; however, the formation of the
lists requires a significant amount of time, depending on
the current fraction of the filling of the lattice. In addi-
tion, since some lattice sites may be available for both the
vertical and horizontal placement of particles, updating
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2of both lists may be necessary after placing each parti-
cle. The question remains: at what concentration does
the use of lists become effective?
By means of both computer simulation and analytical
treatment using the “excluded area” concept, we have
studied the formation of stacks during RSA of rods onto
a square lattice. Several stages have been found and clas-
sified. This classification provides a clear criterion for
when the use of lists of empty sites can ensure more effi-
cient calculation of the deposition of particles.
The rest of the paper is constructed as follows. In
Sec. II, the technical details of the simulations are de-
scribed, all necessary quantities are defined, and some
estimates of the finite-size effect are given. Section III
presents our principal findings. Section IV summarizes
the main results.
II. COMPUTATIONAL MODEL
A square lattice with L × L sites was used as a sub-
strate. Periodic boundary conditions were applied along
both directions of the lattice to reduce the finite-size ef-
fect. Linear particles occupying k adjacent lattice sites
were randomly and sequentially deposited onto the lat-
tice. To distinguish the two possible orientations of de-
posited particles, we denoted the particles oriented along
the abscissa as kx-mers, while the particles oriented along
the ordinate were ky-mers. We treated the leftmost site
of a kx-mer and the topmost site of a ky-mer as the “pri-
mary element” (origin) of the particle. The rest of the
k− 1 sites of the particle were denoted as its body. Both
the mutually perpendicular orientations of deposited par-
ticles taken as equiprobable. In our simulations, we used
k ∈ [2; 12]. As a basis, the linear size of the lattice was
chosen as L = 32k. However, the finite-size effect has
also been tested by variations of the lattice size for a
fixed value of k. All results were averaged over 100 inde-
pendent runs.
We used the reduced (normalized) coverage, i.e., the
number of occupied sites, N , divided by the number of
occupied sites at jamming, Nj,
x =
N
Nj
, (2)
in such a way that x ∈ [0; 1].
Each adsorbed particle blocks k lattice sites from fur-
ther deposition of both kx- and ky-mers. Furthermore,
some sites in the vicinity of the adsorbed particle are
forbidden for the deposition of only one kind of particle
(Fig. 1). Figure 1a demonstrates a kx-mer and a ky-mer
together with their non-overlapping excluded areas. Fig-
ure 1b demonstrates a kx-mer and a ky-mer when their
excluded areas are partially overlapping. Deposited par-
ticles are shown using solid fill. Darker cells correspond
to the “primary element” of particles, while lighter ones
form their bodies. “Primary elements” of any additional
kx- or ky-mers can be placed in open cells. Only ky-
mers The “primary elements” of can be placed in cells
with vertical hatching. The “primary elements” of only
kx-mers can be placed in cells with horizontal hatching.
The “primary elements” of neither kx- nor ky-mers can
be placed into cross-hatched cells. We classified each of
the lattice sites under one of several types:
Type 0 Lattice sites that are forbidden for the deposi-
tion of both kx- and ky-mers. This type can be
additionally divided into two subtypes:
Subtype −0 Occupied sites (filled squares in
Fig. 1a). No site of the newly deposited par-
ticle can be placed in these sites.
Subtype +0 Empty sites that are forbidden for
the deposition of the “primary elements” of
both kx- and ky-mers. However, a body-site of
a newly deposited particle may be placed into
a site of subtype +0. These sites are shown in
Fig. 1b as cross-hatched squares.
Type 1 Empty sites that allow deposition of the “pri-
mary elements” of the either kx- or ky-mers. These
sites are shown in Fig. 1 as horizontally, or verti-
cally hatched squares, respectively.
Type 2 Empty sites that can allow the deposition of the
“primary elements” of both kx- and ky-mers. These
sites are shown in Fig. 1 as open squares.
Sites of types 0 and 1 belong to the excluded area.
FIG. 1: Example of a kx-mer and a ky-mer (k = 4) with (a)
non-overlapping excluded areas and (b) partially overlapping
excluded areas.
The fractions of lattice sites belonging to one of these
types are denoted as f−0(x), f+0(x), f1(x), and f2(x),
respectively. Naturally, f−0(x)+f+0(x)+f1(x)+f2(x) =
1, hence, only three of the four functions are independent.
By definition, f−0(x) is a linear function. It is therefore
uninformative, and is not discussed further.
Figure 2 presents an example of the functions f+0(x),
f1(x), and f2(x) for one particular case (k = 8, L =
256). f2(x) is a monotonically decreasing function, while
each of the functions f+0(x) and f1(x) has one maximum
and one inflection point. The coordinates of the maxima
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FIG. 2: Example of the functions f+0(x), f1(x), and f2(x) for
k = 8, L = 256.
look promising for characterizing the kinetics of stack
formation.
Figure 3 presents the functions f+0(x) and f1(x) for a
fixed k = 8 and different lattice sizes (L = 64, 256, 1024).
Figure 3 suggests that the finite-size effect is significant
only in the vicinity of the jammed state (x = 1). In any
case, the curves for L = 32k and L = 128k are hardly
distinguishable. Since stack formation is a continuous
process, i.e., there is no jump between any two stages,
the exact location of the maxima is not so important.
This is the reason for the use of L = 32k in our main
evaluations.
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.1
0.2
0.3
0.4
0.5
 
 
f
x
  f
+0
       f
1
  L = 64
  L = 256
  L = 1024
FIG. 3: Example of the finite-size effect: functions f+0(x) and
f1(x) for k = 8, L = 64, 256, 1024.
III. RESULTS AND DISCUSSION
For k ∈ [2; 12], the abscissae of the critical points of
the functions f1(x) and f+0(x) decrease as the value of k
increases (Fig. 4). However, this behavior may differ for
larger values of k.
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FIG. 4: Dependencies of arg max f+0, arg max f1, and the
percolation threshold, pc, on the particle size, k. The lines
between the markers are drawn simply for convenience.
The critical points of the functions f1(x) and f+0(x) as
well as direct observation of the particle deposition [23]
suggest the following stages of stack formation. Nat-
urally, the boundaries of the stages are approximate
(Fig. 4).
Stage I: Emergence of stack seeds. During the initial
stage of particle deposition (x ∈ [0; arg max f1(x)]), par-
ticles stake out the future stacks. The number of empty
sites of type 2 decreases, while the number of empty sites
of type 1 increases. Since a significant fraction of the
empty sites can accept deposited particles of only one
orientation, these domains can be treated as the progen-
itors of future stacks (Figs. 6 and 5a).
Stage II: Filling of stacks. As the num-
ber of deposited particles increases (x ∈
[arg max f1(x); arg max f+0(x)]), the number of sites of
type 1 decreases due to overlapping of the excluded
areas produced by the deposited particles of mutually
perpendicular orientations (Figs. 7 and 5b).
Stage III: Densification of stacks. At this stage (x ∈
[arg max f+0(x); 1]), almost all newly deposited particles
fall only into the already formed stacks. A feature of this
stage is the reduction in the number of sites of type +0
due to their overlapping by newly deposited particles.
At this stage, the number of sites of type 2 is already
negligible. A reduction in the number of sites of type 1
occurs since the newly deposited particles overlap sites
of types 1 and +0. Almost all newly deposited particles
are placed into already formed and limited stack struc-
tures. This densification of the stacks little changes their
4FIG. 5: Example of the sequence of formation of the stack structure for one particular lattice (k = 8, L = 16k). The patterns
at the end of each stage are shown. (a) I, (b) II, and (c) III. Particles deposited during each particular stage are shown in
different shades.
FIG. 6: Example of a system under consideration, at the end
of stage I. Both deposited particles and different types of sites
are shown, k = 8, L = 8k.
FIG. 7: Example of a system under consideration at the end
of stage II. Both deposited particles and different types of
sites are shown, k = 8, L = 8k.
formed structure, since almost all the newly deposited
particles are placed inside stacks between, and aligned
with, previously placed particles (Fig. 5c).
For the values of k under consideration, the width of
stage II seems to be a constant within the precision of
our evaluations
∆ = arg max f+0 − arg max f1 ≈ 0.42± 0.01.
With increasing value of k, the width of stage I decreases
while that of stage III increases.
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FIG. 8: (a) Example of the dependence of the reduced time
required to achieve jamming, t/tRSA, on the concentration,
x∗, at which the formation of lists of site available for particle
deposition begins. k = 12, L = 64k. (b) Example of the
reduced lattice coverage, x, vs time, t. Horizontal parts of
the curves correspond to the formation of lists.
The start of stage III appears to present an appropriate
5moment at which to build up the lists of available sites for
the deposition of kx- and ky-mers (Fig. 8a). These lists
will be almost non-overlapping since the fraction of parti-
cles of type 2 is negligible (f2(x) ≈ 0). Figure 8b presents
the dependency of the reduced lattice coverage, x, on the
CPU time, t, for different cases, viz., (i) straightforward
realization of the RSA (random choice of the lattice site
to deposit the new particle) and (ii) random choice from
the lists of the sites available for the deposition kx- and
ky-mers; in the latter case the lists were compiled when
three different lattice coverages had been reached.
IV. CONCLUSION
Using computer simulation, we have studied an
isotropic random sequential adsorption of stiff linear
segments (needles) onto a square lattice with periodic
boundary conditions along both directions. Due to the
excluded area effect, deposited particles form so-called
stacks, i.e., domains of particles of the same orientation.
Using the excluded area concept, we have classified lat-
tice sites into several types. We have examined how the
fraction of each type of lattice site varies with the number
of deposited particles. The behaviors of these quantities
provide for a classification of the stages of stack forma-
tion: (i) the emergence of stack seeds; (ii) the filling of
stacks; (iii) densification of the stacks. When lists of
empty sites are to be used in a computer program to ac-
celerate the achievement of the jammed state, the start of
stage III appears to be the appropriate moment to build
up such lists. Since our study is restricted only to short
particles, an additional study is needed for larger values
of k (k > 12).
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