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In this Letter, it is shown that interactions can facilitate the emergence of topological edge states
of quantum-degenerate bosonic systems in the presence of a harmonic potential. This effect is
demonstrated with the concrete model of a hexagonal lattice populated by spin-one bosons under
a synthetic gauge field. In fermionic or noninteracting systems, the presence of a harmonic trap
can obscure the observation of edge states. For our system with weakly interacting bosons in the
Thomas–Fermi regime, we can clearly see a topological band structure with a band gap traversed by
edge states. We also find that the number of edge states crossing the gap is increased in the presence
of a harmonic trap, and the edge modes experience an energy shift while traversing the first Brillouin
zone which is related to the topological properties of the system. We find an analytical expression for
the edge-state energies and our comparison with numerical computation shows excellent agreement.
PACS numbers: 67.85.-d, 03.75.-b, 37.10.Jk, 37.10.Gh, 34.
Optical lattice experiments offer the possibility of
simulating atomic crystal structures, creating a clean
and well-controlled environment for probing many-body
physics concepts and phenomena. In recent years, lat-
tices reassembling the Hofstadter [1–3] and Haldane [4]
models were created in optical lattice setups. A central
focus in such systems lies in the manifestation of surface
states which is a result of the nontrivial bulk topological
properties. In topological insulators [5, 6], for instance,
electron excitations form a Fermi sea and provided the
Fermi level is within the band gap the near-equilibrium
dynamics is dominated by the states localized either at
the sharp boundaries or at the interface with a system
of a different topology. However, unlike solids, ultracold
atoms are typically confined by a harmonic trapping po-
tential. The influence of the harmonic trap on the band
structure and its topology is therefore of significant im-
portance.
Theoretical studies suggest the presence of a confin-
ing potential can modify both the bulk and edge energy
spectrum significantly, leading not only to a change in
group velocity of edge modes but also to an emergence
of additional edge states [7, 8], their disappearance [9],
or localization and a shrinking of the bulk region [8, 10].
Possible ways of overcoming these difficulties include in-
ducing topological interfaces [11, 12] or creating so-called
box traps [13–15]. Creation of such trapping potentials
represents a separate challenge and cost for experimental
setup. The role of mean field interactions in the Hal-
dane boson model was also considered in Ref. [16] where
it was shown that the bulk gap can close when the har-
monic trap is taken into account. We, however, show
that an interacting gas of spin-one bosons prepared in a
polar ground state on a two-dimensional lattice can have
a clear gap in the energy spectrum of the spin-±1 exci-
tations. Furthermore the gap is crossed by edge states
that reflect the topological structure of the lattice.
Advances in the creation of synthetic gauge fields for
atoms in optical lattices, as well as in photonic crystals,
have allowed the investigation of topological bands pop-
ulated by bosons [17, 18]. Of particular relevance is the
realization of topological collective excitations in these
systems [19–21]. While fermions form a Fermi sea, bosons
tend to occupy the lowest energy state available and pop-
ulation of the higher energy edge modes is a challenge.
Ways to overcome this challenge were suggested. In par-
ticular, quantum quenches provide a tool to selectively
induce dynamical instabilities in edge modes of topolog-
ical bosonic systems [19] (quenches in similar fermionic
systems were considered in Ref. [22]). The use of peri-
odic driving has also been proposed [21, 23, 24]. In these
studies, idealized (e.g. open) boundary conditions were
adopted for simplicity.
In this Letter, we show that pristine edge modes,
much like those occurring in systems with idealized open
boundary conditions, can occur in certain harmonically
trapped interacting systems. In particular, interactions
treated at the mean-field level can screen out the con-
fining potential near the center of the trap, leading to
an effectively flat potential. Additionally in a spinor sys-
tem one can have pairing terms which are either small or
zero near the center of the trap. We demonstrate that,
with these combined ingredients, robust topological edge
states can exist in the collective excitation spectrum of
such a system when the bulk gap is larger than the char-
acteristic energy scale γ ∼ Mω2xTFa in the Thomas–
Fermi regime where ω is the trapping frequency, M is
the mass of the constituent bosons, xTF is the Thomas–
Fermi radius of the system, and a is the lattice constant.
Additionally, for the case of γ much smaller than the
band gap, we will derive an analytical expression for the
edge state dispersion, which is also a central result of this
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2work. We illustrate our findings on a honeycomb Kane–
Mele lattice model, although our results hold for other
lattice geometries. The presence of the spin degree of
freedom, on the other hand, is essential for an accurate
reconstruction of the energy band structure of a general
lattice model with idealized boundary conditions.
We focus on S = 1 spinor condensates on a lat-
tice. We introduce boson spinor operators Ψˆj =
(Ψˆj,1, Ψˆj,0, Ψˆj,−1)T and consider a spin-one generaliza-
tion of Kane–Mele model:
Hˆlatt = −w
∑
〈jj′〉
Ψˆ†jΨˆj′ + iλ
∑
〈〈jj′〉〉
νjj′Ψˆ
†
jSzΨˆj′ , (1)
where we denote the 3 × 3 spin-one matrices as S =
(Sx, Sy, Sz) and the tunneling towards the left (right)
next nearest-neighbor site is determined by iλνjj′ =
+i(−i)λ [25]. Although we expect the results of the
current work to exist for other models, we concentrate
on Eq. (1) to be concrete, and because we considered
this model in a previous work [19]. The model exhibits
two bands for each spin component. The next-nearest-
neighbor term vanishes for spin 0 components and the
Hamiltonian reduces to the graphene model. The other
two spin components each have a gap of 4λ in energy
spectrum, closed only by chiral topological edge modes.
In the following, we will write this model more compactly
as Hˆlatt =
∑
ij Ψˆ
†
iHijlattΨˆj where the Hijlatt matrix can be
directly determined from E1. (1).
Since we are mainly interested in the manifestation of
edge modes, we will consider the strip geometry. We keep
the lattice periodicity along a1 primitive lattice vector,
while considering harmonic trapping confinement in the
perpendicular direction given by:
Vˆω =
∑
j
Mω2x2j
2
ρˆj , (2)
where ω is the confining frequency, ρˆj = Ψˆ
†
jΨˆj is the
local number operator, and xj is the location of the jth
site with respect to the center of the trap taken along the
x direction as depicted in Fig. 1.
We now include on-site interaction terms that do not
break spin rotational symmetry:
Hˆint =
∑
j
(
U
2
ρˆ2j +
US
2
Sˆ2j
)
, (3)
where Sˆj = Ψˆ
†
jSΨˆj is the local spin operator, and U and
Us are the density and spin interaction strengths. We also
consider a quadratic Zeeman term HˆZ = qZ
∑
j Ψˆ
†
jS
2
zΨˆj
which is experimentally adjustable using external mag-
netic fields or microwave fields [26]. The linear Zeeman
term is omitted due to the Sz symmetry of our model.
The total Hamiltonian now reads
Hˆ = Hˆlatt + Hˆint + HˆZ + Vˆω − µ
∑
j
ρˆj , (4)
where µ is the chemical potential.
At low enough temperatures atoms occupy the ground
state Ψ¯j which we treat in mean field theory. We will
focus on the case when the ground state is a polar state
where S¯j = Ψ¯
†
jSΨ¯j = 0 and Ψ¯j = (0,
√
ρ¯j , 0)
T . To
achieve this, we require a positive qZ for positive Us, and
qZ > 2|Us| for negative Us [27]. We consider a slowly
varying confining potential, much slower than the lattice
characteristic length scale, so the ground state popula-
tion extends over a considerable number of lattice sites.
Provided the density and spin fluctuations, δρˆ = ρˆ−ρ¯ and
δSˆ = Sˆ− S¯, are small, the fluctuations about the ground
state ψˆ = Ψˆ− Ψ¯ up to quadratic order are described by
the Bogoliubov–de Gennes (BdG) Hamiltonian:
HˆB =
∑
ij
ψˆ†i
(
Hijlatt − δijH¯latt
)
ψˆj +
∑
j
Veff,jψˆ
†
j ψˆj
+
∑
j
qZψˆ
†
jS
2
z ψˆj +
U
2
δ(ρˆ2j ) +
US
2
δ(Sˆ2j ), (5)
where we have introduced the mean kinetic en-
ergy per particle in the condensate H¯latt =∑
i,j Ψ¯
†
i HijlattΨ¯j/
∑
j′ ρ¯j′ and the effective potential:
Veff,j = Mω
2x2j/2 + H¯latt + Uρ¯j − µ. (6)
Prior to evaluating the fluctuation modes of the BdG
Hamiltonian, we first discuss the effect of screening of
confining potential. The ground state density profile Ψ¯
is determined by the time-independent Gross–Pitaevskii
equation:∑
j
(
Hijlatt − H¯lattδij + Veff,iδij
)
Ψ¯j = 0. (7)
At large distances from the center of the trap the pop-
ulation density n¯j vanishes and the confining potential
takes the leading role in Veff . On the other hand, for
distances closer to the center of the trap, the ground
state population is larger. Under the Thomas–Fermi ap-
proximation for the mean-field density, applicable when√
Mω2a2w  Umaxj ρ¯j , the effective potential Veff in-
deed will vanish identically inside the Thomas–Fermi ra-
dius given by xTF =
√
2(µ− H¯latt)/(Mω2). Shown in
Fig.1 is the effective potential which is computed numer-
ically and demonstrates the statements above. Such a
screening occurs in standard scalar BECs. In this sense,
interactions contribute to the screening of the harmonic
trap inside the Thomas–Fermi region. Deviations from
perfect Thomas–Fermi screening can be seen as oscilla-
tions on the scale of the lattice spacing in the effective
potential Veff . These are due to variations of the har-
monic potential within the unit cell that are not per-
fectly screened (see Supplemental Material). Although
the magnitude of these variations is small in comparison
to the band and gap widths controlled by ω and λ we
retain them in our numerical computation.
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FIG. 1. (a) Lattice structure, determined by the primitive
lattice vectors a1 and a2 of length a. Closed and open circles
denote the triangular sublattice sites A and B respectively.
We consider a strip geometry with open (periodic) boundary
conditions in x(y) direction. (b) The effective potential Veff
(red solid line) and the density profile of the ground state Uρ¯
(black cross marks). These quantities are obtained numeri-
cally and are in excellent agreement with the Thomas–Fermi
profile. Here λ = w/2, Mω2a2 = 0.02w and UNstr = 800w,
where Nstr is the total number of bosonic particles in a strip
denoted by the (green) dashed lines in (a). The Thomas–
Fermi radius is xTF ≈ 30a.
We now turn to the discussion of the fluctuation spec-
trum of the BdG Hamiltonian Eq. (5), which is the cen-
tral focus of this work. Because of Sz symmetry, the
spin-±1 components decouple from the spin-0 ones in
HˆB . The density fluctuation term in Eq. (5) carries only
spin-0 components δρˆ2j = ρ¯j(ψˆ
†
j,0ψˆj,0 + ψˆj,0ψˆj,0 + H.c.),
while the spin fluctuation term couples the spin-±1 com-
ponents: δSˆ2j = ρ¯j(ψˆ
†
j,+1ψˆj,+1+ψˆ
†
j,−1ψˆj,−1+ψˆj,+1ψˆj,−1+
ψˆ†j,+1ψˆ
†
j,−1 + H.c.). In typical spinor condensates, the
spin-spin interaction is much smaller than the density-
density interaction. For instance, for 87Rb, US will be 2
orders of magnitude smaller than U . For this case, the
Hamiltonian describing the ±1 components will be, to a
good approximation, translationally invariant within the
Thomas–Fermi radius. An interface is then encountered
at x = xTF, where the effective potential rises (Fig. 1)
and the system loses its translational invariance. Similar
approximations have previously been employed to sim-
FIG. 2. Left: The energy spectrum corresponding to the spin-
1(−1) excitations. The solid lines correspond to numerical
results, while the dashed line corresponds to the analytical
expression Eq. (13) for a particular mode. Right: The ef-
fective potential in units of w near the Thomas–Fermi radius
xTF ≈ 30a (red) and the wave functions of the eigen modes in
arbitrary units at k = 2pi (blue). All parameters are the same
as in Fig. 1b: λ = w/2, Mω2a2 = 0.02w and UNstr = 800w.
plify the computation of the spatial structure of para-
metrically amplified spin modes [28].
To better understand the effect of trap screening on the
manifestation of topological edge modes, we now turn
to an effective description of the edge state emergence
around the screening boundaries outside the Thomas–
Fermi radius. As the edge states are composed entirely
of ±1 components, we will restrict our attention to these
modes. Outside of the Thomas–Fermi radius, we may
neglect the last two terms in Eq. (5) as the mean-field
particle density vanishes in this region, so that pairing
terms are absent. We assume the boundary region to be
sufficiently small in comparison to the lattice constant
induced by optical lattice potential and will discuss the
effect of these restrictions later.
In the following, we will describe a fairly general
method to compute the dispersion of edge modes in a
soft potential, but will give quantities relevant to our par-
ticular model in the Supplemental Material. Note that
outside the Thomas–Fermi radius, the effective poten-
tial reduces to the trapping potential, and interactions
are unimportant since the mean-field density vanishes in
this region. As a result the spin components decouple
and without loss of generality we will focus on one spin
component. Let k denote the wave number along the
4a1 periodic direction and n label the unit cell along the
a2 lattice vector. The two sublattices of our model are
spatially separated and consequently the corresponding
atoms at the same nth unit cell experience a different
magnitude of the confining potential. While the exci-
tations related to one sublattice experience an effective
potential V(n), the excitations related to the other sub-
lattice experience a potential V(n+ s), where s accounts
for the relative lattice separation. For the specific mode
Eq.l (1) of this Letter, s = 1/3 (see Supplemental Mate-
rial). The energy spectrum of the system outside of the
Thomas–Fermi radius is given by the eigenvalues Ek of
a difference equation of the form∑
n′
Hk,n−n′Φk,n′ + VnΦk,n = EkΦk,n, (8)
where Hk,n−n′ and Vn = diag(V(n),V(n + s)) are 2 × 2
matrices corresponding to the sublattice degrees of free-
dom (the treatment can also be generalized to larger ma-
trices). In Eq. (8), Hk,n−n′ follows from Hijlatt while Vn
follows from the effective potential Eq. (16).
We consider a lattice point n¯ outside of the Thomas–
Fermi radius and expand about it to first order: Vn =
Vn¯ + V
′
n¯(n − n¯). We will search for solutions localized
about n¯. Such an approximation is valid since the effec-
tive potential is nearly linear in this region (see Fig. 1).
We next introduce Φk,ϕ =
∑
n e
−inϕΦk,n. This is 2pi pe-
riodic in ϕ which follows directly from its definition. We
now work with the wave function using this momentum
representation for the motion in the x direction. Then
Eq. (8) in terms of Φk,ϕ reduces to
EkΦk,ϕ = [Hk,ϕ + Vn¯ + V
′
n¯(i∂ϕ − n¯)] Φk,ϕ, (9)
where Hk,ϕ =
∑
n e
−i(n−n′)ϕHk,n−n′ is the Fourier trans-
form of Hk,n−n′ . The following analysis is simplified by
performing a unitary transformation so that matrices cor-
responding to the potential in the above are made to be
proportional to the identity matrix. Such a transforma-
tion is achieved by Uϕ = diag(1, eisϕ). Under this trans-
formation, Eq. (9) becomes
iγn¯∂ϕΦ˜k,ϕ = (Ek − H˜k,ϕ − V˜n¯ + 1n¯γn¯)Φ˜k,ϕ (10)
where Φ˜k,ϕ = U†ϕΦk,ϕ, H˜k,ϕ = U†ϕHk,ϕUϕ, V˜n¯ = V(n¯)1,
and γn¯ = V ′(n¯). The solution to this is readily found to
be
Φ˜k,ϕ = e
−i
(
n¯+
Ek−V(n¯)
γn¯
)
∆ϕPe iγn¯
∫ ϕ
ϕ0
dϕ′ H˜k,ϕ′ Φ˜k,ϕ0 . (11)
Here P is the path ordering operator for ϕ and ∆ϕ =
ϕ−ϕ0 where ϕ0 is arbitrary. Note that the eigenvalues of
H˜k,ϕ give the bulk band dispersions in the noninteracting
limit.
For the case when γn¯ is significantly smaller than the
eigenvalue spacing of H˜k,ϕ, i.e., much smaller than the
bulk band gap, the adiabatic approximation can be used.
To do so, we introduce the “instantaneous” eigenbasis:
H˜k,ϕφ˜
(ν)
k,ϕ = ε
(ν)
k,ϕφ˜
(ν)
k,ϕ where ν labels the eigenvectors or
eigenenergies and let φ
(ν)
k,ϕ = Uϕφ˜(ν)k,ϕ. Here, ε(ν)k,ϕ are the
bulk eigenstates of the noninteracting infinite system. In-
voking the adiabatic approximation, and transforming
back to the original variables, one finds
Φk,ϕ = e
−i
(
n¯+
Ek−V(n¯+ s2 )
γn¯
)
∆ϕ
(12)
×
∑
ν
e
i
∫ ϕ
ϕ0
dϕ′
 ε(ν)k,ϕ′
γn¯
+A
(ν)
k,ϕ′−
sZ
(ν)
k,ϕ′
2
 [
φ
(ν)†
k,ϕ0
Φk,ϕ0
]
φ
(ν)
k,ϕ
where A
(ν)
k,ϕ = iφ
(ν)†
k,ϕ ∂ϕφ
(ν)
k,ϕ is the Berry connection and
Z
(ν)
k,ϕ = φ
(ν)†
k,ϕ σzφ
(ν)
k,ϕ (σz is a Pauli matrix). Such deriva-
tions are standard for periodically driven quantum sys-
tems in the adiabatic limit (here ϕ is analogous to time)
[29].
Requiring Φk,ϕ to be 2pi periodic in ϕ enables one to
determine the energies Ek entering Eq. (12). Labeling
these as E
(n¯ν)
k , one finds
E
(n¯ν)
k =V
(
n¯+
s
2
)
+ (13)
1
2pi
∫ 2pi
0
dϕ
(
ε
(ν)
k,ϕ + γn¯A
(ν)
k,ϕ −
sγn¯
2
Z
(ν)
k,ϕ
)
.
Different values of n¯ correspond to edge states localized
at different places along along the x direction. This ex-
pression is remarkable in that it expresses the edge state
dispersion purely in terms of the external potential and
basic quantities of the bulk system. The (integer) Chern
numbers of the bulk system are given by
Cν = 1
2pi
∫ 2pi
0
dϕ
∫ 2pi
0
dk Ω
(ν)
k,ϕ, (14)
where Ω
(ν)
k,ϕ = i
(
∂kφ
(ν)†
k,ϕ ∂ϕφ
(ν)
k,ϕ − ∂ϕφ(ν)†k,ϕ ∂kφ(ν)k,ϕ
)
is the
Berry curvature. Using this and Eq. (13), one sees that
the edge state band energies change by γn¯Cν as the
one-dimensional Brillouin zone is traversed: ∆E
(n¯ν)
k =
E
(n¯ν)
k=2pi − E(n¯ν)k=0 = γn¯Cν .
A result similar to Eq. (13) was previously uncovered
in Ref. [30], though the methods used there are rather
different from those used presently. The work [30] con-
sidered a topological system under a strictly linear ex-
ternal field, the so-called Wannier–Stark ladder. A semi-
classical theory of the system was developed using the
methods of Ref. [31]. The theory was quantized by the
Bohr–Sommerfeld condition to deduce the eigenenergies.
Our expression Eq. (13) reduces to the result of Ref. [30]
in the limit when Vn¯ is a strictly linear potential and the
external field couples identically to sites with the same n
(i.e., s = 0). We also point out that the above derivation
5can be extended to lattice systems having more than two
sublattices. For this case, the term containing Z
(ν)
k,ϕ in
Eq. (13) will be modified, reflecting the more complex
lattice geometry.
We support our results by performing numerical com-
putations. We evolve the Gross–Pitaevskii equation
[Eq. (7)] in imaginary time to find the ground state in
the Thomas–Fermi regime. We then compute the col-
lective spin excitations. Comparison with the analytical
result Eq. (13) shows excellent agreement (see Fig. 2).
Deviations from Eq. (13) do occur for the edge states with
energies close to the corresponding bulk band from which
they emerge. For these energy levels the overlap between
states Eq. (12) and bulk states cannot be ignored. The
focus of this Letter, however, lies in describing the emer-
gence of topological edge states with energies well within
the gap and/or outside the bulk bands. Nevertheless, we
point out that our method can be improved by requir-
ing corresponding matching conditions at the screening
radius and retaining higher order derivatives of the con-
fining potential. We also find that the degeneracy of the
edge states changes depending on its energy. As can be
seen in Fig. 2, the chiral edge states can pass through a
given energy level several times. However, the difference
between the number of right and left movers, NνR and N
ν
L
correspondingly, at the same energy level is fixed by the
topological structure of the bulk states: NνR −NνL = Cν .
This is a direct indication of the topological nature of
the bulk states and a consequence of the bulk-boundary
correspondence [5, 6].
In summary, despite harmonic confinement being
known for obscuring observation of topological edge
states, we have shown that interactions can facilitate
the emergence of these states in topological lattices pop-
ulated by a spinor Bose condensate. In the Thomas–
Fermi regime sharp boundaries emerge due to the screen-
ing of the harmonic trap inside the Thomas–Fermi ra-
dius. We have found localized states emerging outside
the Thomas–Fermi radius. We have also shown that
these states carry information about the lattice topol-
ogy inside the screening radius. Our results are valid
both for antiferromagnetic (Us > 0) and ferromagnetic
(Us < 0) interactions. Though we have focused, for con-
creteness, on the spin-one Kane–Mele model, the same
effect will be present in other spinor lattice systems, like
a spinful Hofstadter model [2]. Our analysis gives new
insight into the emergence of topological edge states at
soft boundaries and opens new doors to the exploration
of topological properties in optical lattice experiments
with spin-1 bosons.
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SUPPLEMENTAL MATERIAL
Effects of harmonic potential in the absence of
interactions
In order to emphasize the importance of the screen-
ing procedure described in the main text, we illustrate
in Fig. 3 how the energy band structure is obscured by
the harmonic potential when the interaction terms are
switched off, i.e. U = Us = 0. The figure shows re-
sults of numerical direct diagonalization of the Kane–
Mele Hamiltonian with the same lattice size and parame-
ter choice as in Fig. 2 of the main text. The energy bands
show a considerable deviation from the case of hard-wall
boundary conditions which are widely accepted in solids.
One important consequence of an external harmonic po-
tential is that the region of extended bulk states is con-
siderably reduced. Also, identification of a gap is rather
subtle, since many states emerge and fill the gap region
once the harmonic potential is switched on. The main
text of this manuscript identifies how the bulk energy
spectrum can be recovered by switching the interactions
on.
FIG. 3. The energy spectrum of the non-interacting system
(U = Us = 0) in a box potential (left) and a harmonic trap
(right) along the x-direction (see Fig. 1(a) of the main text).
The parameters where chosen the same as in Fig. 2 of the
main text. I.e. λ = w/2, Mω2a2 = 0.02w, and the number of
lattice sites in a unit-cell string along x-direction is 200.
6The origin of unscreened variations of effective
potential
Here we explain the origin of the unscreened variations
seen in the effective potential Veff within the Thomas–
Fermi radius as seen in Fig. 2 of the main text. Let us
recall the time-independent Gross–Pitaevskii equation:∑
j
(
Hijlatt − H¯lattδij + Veff,iδij
)
Ψ¯j = 0, (15)
and the effective potential which we defined as:
Veff,j = Vω,j + H¯latt + Uρ¯j − µ, (16)
where Vω,j = Mω
2x2j/2 is the harmonic confining po-
tential. In the above expression we have also introduced
the mean kinetic energy per particle in the condensate
H¯latt =
∑
i,j Ψ¯
†
i HijlattΨ¯j/
∑
j′ ρ¯j′ . Notice that inside
the Thomas–Fermi radius the particle density does not
vanish, i.e. Ψ¯j 6= 0. With this assumption we divide
equation Eq. (15) by Ψ¯i to obtain
Veff,i = H¯latt −
∑
j
Hijlatt
Ψ¯j
Ψ¯i
. (17)
The above relation allows for small unscreened fluctua-
tions of Veff inside the Thomas–Fermi radius. This is due
to the second term in the right hand-side of Eq. (17).
This term is not constant and can fluctuate due to vari-
ation of the ground state function within the nearest
neighbors. However, in the Thomas–Fermi regime the
fluctuations due to the lattice Hamiltonian Hijlatt are
small in comparison to the band and gap widths. This
is reflected in the direct numerical computation shown
in Fig. 1b of the main text. One can partly reproduce
these oscillations. By introducing the particle density
ρ¯j = |Ψ¯j |2 one can write Ψ¯j/Ψ¯i =
√
ρ¯j/ρ¯i exp(i∆θi,j),
where ∆θi,j denotes the phase difference of the ground-
state wave-function at sites j and i. Since Veff and H¯latt
are real the phase difference ∆θi,j should not contribute
to Eq. (17). Indeed, due to time-reversal symmetry the
ground-state wave-function Ψ¯j can be chosen to be real.
Thus one has
Veff,i = H¯latt −
∑
j
Hijlatt
√
ρ¯j
ρ¯i
. (18)
We next express ρ¯j from the equation defining Veff
[Eq. (16)], and plug it into equation Eq. (18):
Veff,i = H¯latt −
∑
j
Hijlatt
√
1− Vωj − Vωi − Veff,j + Veff,i
µ− H¯latt − Vωi + Veff,i
.
(19)
Notice that so far we did not use any approximations,
and the above relation is exact inside the Thomas–Fermi
radius. Next, we regard Eq. (19) as a recursive relation
FIG. 4. The effective potential, computed using the same
parameters as were used in Fig. 1 from the main text. Red
connected dots correspond to Veff computed numerically while
blue dots correspond to the approximate analytical expres-
sion. The black dashed line gives the Thomas–Fermi profile.
The Thomas–Fermi radius is around 30a.
for Veff . In what follows we compute the value of Veff
by plugging Veff = 0 into the right-hand side of the re-
lation Eq. (19). Then the obtained value we plug back
into the right-hand side again, and repeat this procedure
for a couple of times. The results after one iteration are
shown in Fig. 4. There is excellent agreement with the
exact value of Veff in the middle of the trap. One can ob-
tain a better approximation by including more terms in
the expansion. However, this procedure gives poor con-
vergence near the Thomas–Fermi radius. These results
complement the screened value of the effective potential
by taking into account the small variations within the
nearest-neighbor hopping.
Topological edge-states in presence of harmonic
potential and interactions
Below we unveil the quantities used in (8) and there-
after in the main text in correspondence to the Kane–
Mele model. Since in the region outside the Thomas–
Fermi radius the system is effectively non-interacting the
spin components decouple. Below we describe only the
spin m = 1 component. The other two components
m = −1 and m = 0 can be related to the m = 1 case
by setting λ→ −λ and λ→ 0 with qZ → 0 respectively.
The Hamiltonian matrix Hk,n−n′ for the spin m = 1
component is given by
Hk,n−n′ = Rkδn−n′,0 +Mkδn−1,n′ +M
†
kδn+1,n′ , (20)
where Rk and Mk are 2 × 2 matrices acting on the sub-
lattice indices and are given by
Rk =
(
2λ sin k −w(1 + e−ik)
−w(1 + eik) −2λ sin k
)
, (21)
7Mk =
(
iλ(1− e−ik) 0
−w iλ(1− e−ik)
)
. (22)
Switching from n−n′ to its conjugate ϕ and introducing
Pauli matrices σ1, σ2, and σ3 reduces the Hamiltonian
matrix to
Hk,ϕ = d1σ1 + d2σ2 + d3σ3,
where d1 = −w(1 + cos k + cosϕ), d2 = −w(sin k +
sinϕ) and d3 = −2λ (sinϕ− sin(ϕ− k)− sin k). The
above Hamiltonian has two eigenvalues 
(±)
k,ϕ =
±
√
d21 + d
2
2 + d
2
3 = ±d and the corresponding eigenvec-
tors can be written as
φ
(±)
k,ϕ =
(
d± d3√
2d(d± d3)
,± d1 + id2√
2d(d± d3)
)T
. (23)
It is then straightforward to find an expression for the
Berry connection A
(ν)
k,ϕ = iφ
(ν)†
k,ϕ ∂ϕφ
(ν)
k,ϕ (in a particular
gauge):
A
(ν)
k,ϕ =
−w2 (1 + cosϕ+ cos(ϕ− k))
2
(ν)
k,ϕ
[

(ν)
k,ϕ − 2λ (sinϕ− sin(ϕ− k)− sin k)
] .
(24)
This term causes the edge states to experience a shift in
energy while wrapping them around the first Brillouin
zone. There is also a term caused by the non-linearity of
the potential:
Z
(ν)
k,ϕ = d3(k, ϕ)/
(ν)
k,ϕ. (25)
The trapping potential also lifts the energies of the
edge mode excitations localized about lattice site n¯. For
reasons of computational convenience we have considered
the trapping potential to be oriented in the direction per-
pendicular to the primitive lattice vector a1. Thus the
excitations within the sublattice A experience a harmonic
potential V(n) = Mω2n2(a2 · xˆ − xc)2/2 + qZ − µ cen-
tered at position xc = (a2 · xˆ)(N + 1 + s)/2 and shifted
by the chemical potential µ and quadratic Zeeman cou-
pling qZ , where 2N is the total number of sites in a unit
cell strip highlighted in Fig. 1 of the main text. The
sites of sublattice B, however, are displaced by a vector
δ and consequently experience a slightly different mag-
nitude of the harmonic trap V(n + s). The value of the
shift s accounts for the displacement δ and is related to
the primitive lattice vectors a1 and a2. We find
s =
a21(δ · a2)− (a1 · a2)(δ · a1)
a21a
2
2 − (a1 · a2)2
. (26)
For the hexagonal lattice considered in this manuscript,
s = 1/3.
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