One question central to reinforcement learning is which representations can be generalized or re-used across different tasks. Existing algorithms that facilitate transfer typically are limited to cases in which the transition function or the optimal policy is portable to new contexts, but achieving "deep transfer" characteristic of human behavior has been elusive. This article demonstrates that model reductions that minimize error in predictions of reward outcomes generalize across tasks with different transition and reward functions. Such state representations compress the state space of a task into a lower dimensional representation by combining states that are equivalent in terms of both the transition and reward functions. Because only state equivalences are considered, the resulting state representation is not tied to the transition and reward functions themselves and thus generalizes across tasks with different reward and transition functions. The presented results motivate further experiments to investigate if humans or animals learn such a representation, and whether neural systems involved in state representation reflect the modeled equivalence relations.
Introduction
A central question in reinforcement learning [26] is how to generalize across different states of a given task. Humans are adept at such flexible transfer but existing RL algorithms are much more limited. As a lay example, consider shifting gears in a manual transmission car. In a right-hand-drive country, the steering wheel is on the left side of the car and the right arm is used for shifting, whereas the opposite is the case in a left-hand-drive country. A person who has learned in one scenario can quickly generalize to the other, despite the fact that both tasks require different coordination of motor skills. Both tasks are the same in an abstract sense: In each case, there is a progression from 1st to 2nd gear and so on, which should be coordinated with the clutch pedal and steering, and this structure can be generalized from a left-hand-drive car to a right-hand-drive car [12, 6] and a driver does not have to learn how to drive from scratch.
By treating two different sensory inputs or states as equivalent, an agent can generalize what it has learned for one state to another and speed up learning [6, 1] . Such equivalences can be modeled using state abstractions [19, 12] , which map states to a compressed latent representation. The usual RL framework considers Markov Decision Processes (MDPs) [21] where an agent's sole objective is to maximize reward. In transfer or lifelong learning, an agent observes a sequence of MDPs and attempts to learn a state abstraction that can be re-used to speed up learning in a previously unseen task. State abstractions can be constructed in different ways, for example by merging states with the same optimal action or Q-values into the same latent or abstract state. This article considers two types of state abstractions:
1. reward-maximizing state abstractions, which allow an agent to maximize total reward, and 2. reward-predictive state abstractions, which allow an agent to predict future reward outcomes. While many different RL transfer algorithms have been proposed (see Taylor and Stone [27] for a survey), this article demonstrates that reward-maximizing state abstractions fail to generalize across tasks, whereas reward-predictive state abstractions can be leveraged to improve generalization even when both transition and reward functions change across tasks. The presented analysis and simulations motivate the design of new RL algorithms that can discover such state abstractions as well as further experiments to investigate whether neural mechanisms in biological agents facilitate learning of such representations.
Previous work [17] shows that reward-predictive state abstractions can be extracted from the successor representation (SR) [8] , which predicts the discounted expected frequency of visiting future states given the current state. While re-using a previously learned SR has been shown to speed up learning [20, 3] when reward functions change, these methods are limited to tasks with common transition functions. Further, if the optimal decision-making strategy differs between two tasks, the SR has to be re-learned [18] . In contrast, this article shows that reward-predictive state abstractions are not directly tied to the transition and reward functions themselves and thus afford transfer across tasks with different transition functions, reward functions, and optimal policies. Such "deep transfer" across environments, even in the absence of prior experience with specific transition or reward functions, is predicted by behavioral and neural signatures of human structure learning [6, 2, 13] but not afforded by alternative algorithms that compress the transition function directly [24, 23] .
Generalization Across States
An MDP is a quintuple M = S, A, p, r, γ with a state space S, an action space A, a transition function p, and a reward function r. The discount factor γ controls how strongly short-term rewards are favored over long-term rewards. In model-free learning, for example Q-learning [29] , the optimal decision-making strategy, called policy, is learned through trial and error interactions in an MDP. Throughout these interactions, a sub-optimal policy is improved incrementally to increase its Q-values. During learning, only the policy π and some form of cached Q-values of the policy π are stored at any point in time. In model-based learning [25, 5] an agent attempts to build a model of an MDP by learning to predict a sequence of future reward outcomes (r 1 , r 2 , ...) given a particular sequence of actions (a 1 , a 2 , ...). This approach is orthogonal to memorization and model-free learning, because using this model an RL agent can predict the value of any arbitrary policy. In this case, the agent's "knowledge" is sufficient to generalize across the space of all possible policies [25] .
If the number of states in an MDP is large, it may be inefficient to learn the optimal policy using the state space directly. In this case, state abstractions [19, 22] provide a framework for modeling generalization across states in RL. A state abstraction, also called state representation, is a function φ mapping the state space S to some other latent space. Because state representations are many-to-one relations, they can map different states to the same outputs and create a partitioning of the state space. A state partition is a subset of the state space that maps to the same latent or abstract state. An agent using a state abstraction φ operates on the space of state partitions and generalizes knowledge learned in one state across the entire state partition. For example, in Q-learning, a value update is applied to the entire state partition even if the update is computed only from one specific state transition, resulting in faster learning [1, 6] .
This article investigates which state abstraction φ should be learned from a hypothesis space of all possible state abstractions H. A state abstraction is a function mapping states to some latent abstract state space S φ . The state abstraction hypothesis space is then H = {φ : S → S φ }. An agent that uses a state abstraction φ operates directly on the latent space S φ rather than the underlying state space S. Depending on how φ constructs the latent state space S φ , the agent may not be able to Depending on which state the agent is in, either action a or action b is optimal. Selecting a sub-optimal action results in receiving a reward of zero, instead of one, and transitioning to the other state. Here, if an agent collapses across these states, it cannot select actions optimally and will receive on average a sub-optimal reward of 0.5. The transition counterexample illustrates how a state abstraction can mask the transition dynamics of the underlying MDP. A trajectory (1, 2, 3, 3, ...) through this MDP will be mapped to a trajectory
In the original problem, all transitions are deterministic, but the resulting empirical transition probabilities in the latent state space are stochastic. In this case, the agent cannot use just the latent state φ φ φ 1 to accurately predict when the +1 reward is collected, because the transition into the latent state φ φ φ 2 is non-deterministic. To ensure accurate predictions of future reward outcomes and that Eq. (1) holds, the empirical transition probabilities in the latent space have to match the transition probabilities in the original state space.
distinguish between a rewarding and a non-rewarding state, for example. Figure 1 provides examples how different state abstractions can construct different (sub-optimal) abstract MDPs.
A reward-maximizing state abstraction φ ∈ H is one that maximizes the total reward an agent can obtain in a given MDP, compared to any other abstraction. In contrast, a reward-predictive state abstraction φ ∈ H allows an agent to best predict which reward will be observed after executing a decision sequence starting at a specific state. Specifically, such a state abstraction needs to satisfy for any start state s and action sequence a 1 , ..., a n that E[r t |s, a 1 , ..., a t ] = E[r t |φ(s), a 1 , ..., a t ].
The expectation on the left-hand side in Eq. (1) is conditioned on the state s and is computed over all possible trajectories in an MDP that follow the action sequence a 1 , ..., a t . The expectation on the right-hand side in Eq. (1) is conditioned only on the latent state φ(s), and consequently is computed over all possible trajectories in that latent space. The probability of observing a trajectory in the latent space is governed by the empirical transition probabilities between different latent states. For Eq. 1 to hold for all possible start states and decision sequences, the empirical transition probabilities in the latent space have to match the corresponding transition probabilities in the state space [15] . Figure 1 provides a counterexample explaining this idea further.
Successor features (SFs) [3] are a generalization of the SR [8] , which predict the expected visitation frequencies in some latent feature space:
where the expectation is computed over all infinite length trajectories (s 1 , s 2 , s 3 , ...). Intuitively, SFs predict the frequencies with which states are encountered along a trajectory, because a frequently encountered state will occur in the summation in Eq. (2) more often than a rarely encountered state. If the empirical transition probabilities in the latent state space match the transition probabilities on the state space S, then the frequency with which a latent state is encountered matches the frequency with which a state is encountered. In this case, the SFs and the expectation in Eq. (2) can be conditioned directly on the latent state φ(s), similar to Eq.(1). Reward-predictive state abstractions predict SFs and learning SFs is equivalent to learning such abstractions [17] . Figure 2 : Transferring State Abstractions between MDPs. In both grid world tasks, the agent can move up, down, left, or right, and is rewarded if a green cell is entered. The two centre schematics show a reward-predictive state abstraction for each task, which in this case generalizes across rows and merges each column into one latent state. In both tasks, reward sequences can be predicted using only the compressed representation. The schematics on the right show one possible rewardmaximizing state abstraction. While it is possible to learn or compute the optimal policy using this state abstraction in Task A, this state abstraction cannot be used to learn the optimal policy in Task B. In Task B, the abstract representation cannot be used to represent a policy of moving to the centre. This reward-maximizing state abstraction does not generalize to Task B.
Generalization Across Tasks
To generalize knowledge across different tasks, an agent can re-use a learned state abstraction when learning how to solve a previously unseen task. Consider the transfer example in Figure 2 , where an agent is first presented Task A, and then transfers a state abstraction to Task B. In this example the agent is required to generalize and compress the nine grid states into three latent states. The difference between both tasks is only in which column of the grid world a reward is given to the agent. In this toy example, the reward-predictive state abstraction can be re-used in Task B, while the reward-maximizing state abstraction cannot be re-used in Task B. Because state abstractions only model equivalences between states, they are not directly tied to the reward function, transition function, or optimal policy. The following experiments will also transfer state abstractions across tasks with different transition functions. This approach to transfer stands in contrast to the usual approach of transferring SFs. While re-using SFs learned for one task on a task with a different reward function can speed up learning [20, 3] , if the reward function changes the optimal policy, then the SFs have to be relearned [18] . These SF transfer algorithms also assume a fixed transition function. Whittington et al. [30] present a model of predictive representations in the hippocampus that is designed to predict future outcomes. While this model is not designed in the usual RL framework, predicting future outcomes or stimuli can also be understood as a form of reward prediction. However, this model is trained directly on entire interaction sequences to predict future outcomes and the learned representations are thus tied to the transition function. The example in Figure 2 shows that reward-predictive state abstractions are not restricted by these limitations and can be directly re-used, assuming certain state equivalences are preserved.
Transfer with Single State Abstractions
To further investigate if reward-maximizing or reward-predictive state abstractions generalize across different tasks, the first set of experiments considers an agent that learns one state abstraction on one task and then re-uses the learned abstraction on a set of different tasks. The goal of this experiment is to be algorithm agnostic: Rather than focusing on how a particular algorithm performs at transfer with a single learned state abstraction, the entire hypothesis space H is enumerated and evaluated on all transfer tasks. For each task and state abstraction, the compressed abstract MDP is computed [22] and this abstract MDP is solved using value iteration [26, Chapter 4.4 ] (see also Appendix A). A reward-maximizing state abstraction is then identified by testing the computed policy in each task for N trials over T time steps and computing the total reward
where r n,t is the reward incurred in trial n at time step t. A reward-predictive state abstraction is identified by sampling N random state and action sequence a 1 , ..., a T and predicting the reward
3 different reward functions : Randomly selected start location [16] to obtain a ground truth distribution over the hypothesis space H. State abstractions were scored by compressing an MDP using the state abstraction of interest [19] . The total reward score was computed by running the computed policy 20 times for 10 time steps in the MDP from a randomly selected start state. The reward-sequence error was computed by selecting 20 random start states and then performing a random walk for 10 time steps. The histograms report averages over all repeats and transfer MDPs. The Welch's t-test was performed to compute the p-values of the difference in mean total reward being insignificant for each histogram. sequencer n,1 , ...,r n,T using the abstract MDP. The reward-sequence prediction error is
|r n,t −r n,t |.
On three transfer task sets, Figure 3 shows that a state abstraction's ability to predict future reward outcomes is indicative that this representation can be re-used in a previously unseen MDP. On a previously unseen MDP, a reward-predictive state abstraction performs better than reward-maximizing state abstractions. As explained by the examples in Figure 1 , a policy optimal in the compressed MDP is not necessarily optimal in the original MDP and cannot generate a high total reward. For each transfer experiment, the top 5% scoring state abstractions were then re-evaluated on the remaining transfer MDPs and the total rewards generated by these state abstractions are plotted as histograms in Figure 3 . In all cases, state abstractions with low reward-sequence prediction errors RS error generate a higher total reward at transfer than state abstractions that were selected based on their ability to construct a well performing policy and produce a high R total score on the original MDP. This result indicates that reward-predictive state abstractions encode information about an MDP that can be generalized across different MDPs that share the same abstract structure (see Section 3.2 for extension to environments in which multiple structures are possible and have to be inferred). Figure 3 (a) shows the results for the transfer experiment discussed in Figure 2 . The histogram in Figure 3 (a) indicates that state abstractions with low reward-sequence prediction errors outperform on average state representations that only maximize total reward in one of the tasks. The experiment in Figure 3 (b) is similar to the previous experiment in that each of the 100 randomly generated MDPs can be compressed with the same state representation. These MDPs are constructed by generating random three-state MDPs and then "inflating" the state space size using one common but randomly generated state abstraction. Besides this common "hidden" state representation, these 100 MDPs differ in both transition and reward functions. The histogram confirms the claim that low reward-sequence prediction errors are indicative of a state abstraction's ability to generalize across different MDPs. State representations that result in high total reward in only one of the 100 MDPs generate on average less reward on any of the remaining MDPs. Figure 3 Figure 4 : Transfer with Multiple State Abstractions Curriculum. A curriculum of transfer tasks is generated by first constructing the three-state MDP shown on the left. At each state, only one action causes a transition between different states and only one transition between different states is rewarded. To generate a sequence of abstract MDPs M abs 1 , ..., M abs 20 , the action labels are randomly permuted as well as the transitions generating positive reward (similar to the Diabolical Rooms Problem [12] ). In generated MDPs, the optimal policy is to cycle through all node states. Two hidden state abstractions φ A and φ B were randomly selected to "inflate" each abstract MDP to a nine-state problem. One state abstraction was used with a frequency of 75% and the other with a frequency of 25%. The resulting MDP sequence M 1 , ..., M 20 is presented to the agent, without any information about which state abstraction was used to construct the task sequence. reward locations are permuted in a grid world. In this experiment, the MDPs cannot be compressed without incurring some loss, because the grid location is important for predicting where the goal locations are and what action is optimal at each location. However, the histogram in Figure 3 (c) indicates that representations selected based on minimizing the reward-sequence prediction error criterion still perform better than selecting representations by their total reward. Because grid worlds have a specific topology of the state space, a state representation clustering only neighbouring states preserves approximately the grid location information and would be expected to perform relatively well across all MDPs.
Transfer with Multiple State Abstractions
The previous experiment assumes that all tasks share a common "hidden" state abstraction that can be learned by an agent. This section presents an experiment that violates this assumption and presents a non-parametric Bayesian model for an agent that maintains a belief space of possible state abstractions [6, 12] . Figure 4 illustrates how the curriculum of tasks is generated. After observing an MDP sequence M 1 , ..., M t , the agent updates its belief space B t using a posterior over which state abstraction can be used to solve a given task M t :
where c t (φ) is the count of how often an abstraction φ was used in the previous t − 1 tasks. These counts are used to construct a Chinese Restaurant Process (CRP) [14, 28] prior for an intensity α ≥ 0:
The posterior is also conditioned on the MDP M t through the factor Pr(φ|M t ). Using a loss function l, each state abstraction φ can be scored and for β ≥ 0, the probability of this state abstraction being suitable to solve M t is the soft-max probability Pr(φ|M t ) ∝ e −βl(φ) .
To determine which state abstraction should be added into the abstraction belief set B t , the nonparametric Bayesian agent has access to an oracle that returns the best scoring state abstraction φ next-best not included into B t . The posterior Pr(φ|M t , B t , c t ) is computed over the set of state abstraction B t ∪ {φ next-best }. Similar to the previous experiment, the goal is not to design an algorithm that can solve a sequence of tasks efficiently, but to analyze which state abstractions generalize across different tasks. Using an oracle that tabulates the hypothesis space gives insight into which state abstractions generalize across different tasks, while being algorithm agnostic. If α increases, the resulting prior and posterior assign a higher probability to adding the next-best state abstraction φ next-best into B t . If β increases, then more emphasis is given on using the loss function l to determine which state abstraction should be used from the set B t ∪ {φ next-best }.
Rather than using the empirical scores R total or RS error , the agent is allowed to observe a tabulation of all possible transitions and rewards to obtain a ground truth score for each abstraction. In these experiments, reward-maximizing state abstractions are identified by accessing how much using a state abstraction impacts the value of the policy π φ , which is optimal in the abstract MDP:
where V π is the discounted value function [26] and π * is the optimal policy. Reward-predictive state abstractions are scored by the loss function l predictive bounding the reward-sequence prediction error
where C γ,t is a constant that depends on the action sequence length t and discount factor γ. The loss function l predictive is computed using the SF model presented by [17] . Appendix B presents all details on how to compute l predictive . If any of the two loss functions evaluates to zero for a state abstraction φ, then φ is either a globally optimal reward-maximizing or reward-predictive state abstraction. Figure 5 plots the results from testing the agent with each loss function for various α and β settings. Setting β = ∞ means that the probability Pr(φ|M t ) is deterministic: The highest scoring state abstraction is assigned a probability of one. This case is equivalent to only using the loss function to select a state abstraction while ignoring the CRP prior Pr(φ|B t , c t ). For each state abstraction φ, the policy optimal in the corresponding abstract MDP is computed. A control policy was constructed by using the posterior to mix the policies optimal in the respective abstract MDPs. For low β settings, the prior is used to determine which state abstraction is used. If α is high, then up to 20 state abstractions are added into the belief set B t . Because the prior influences the posterior heavily, the total reward of the resulting agent is comparably low, because the agent is not well informed about which state abstraction should be used on a given task. For β = ∞, the loss function influences the posterior strongly. In this case, an optimal total reward level is obtained using either loss function.
The key difference between both loss functions becomes apparent when analyzing how the agent maintains the belief space B t . Using the loss function l predictive , which identifies reward-predictive state abstractions, the agent identifies the correct ground truth state abstractions that were used to generate the task sequences. The count bar charts in Figure 5 also show that the agent correctly learns that one state abstraction occurs with a frequency of 75%. Because the agent only maintains two belief abstractions, the agent correctly estimates that the other abstraction occurs with a frequency of 25%. In contrast, when the loss function l maximizing is used, the agent does not isolate the correct number of state abstractions for any of the tested α settings. At best, using l maximizing and a small α value the agent is capable of isolating five state abstractions. For high α settings, the agent effectively memorizes a solution for almost every task by increasing the size of its belief set B t , because a previously used state abstraction does not generalize to the next task. When using the loss function l predictive , the agent can correctly identify which state abstraction to use for which MDP, confirming the claim that reward-predictive state abstractions generalize across different tasks.
Discussion
In RL, the agent's goal is to find a reward-maximizing policy in an MDP. In the context of transferring knowledge across different tasks with large state spaces, this article demonstrates that an agent's objective changes when it comes to learning state abstractions. Rather then learning reward-maximizing state abstractions, the presented results show that an agent should focus on learning reward-predictive state abstractions. While reward-predictive state abstractions do not limit an agent's ability to obtain an optimal policy for an MDP [15] , the solution space of possible reward-predictive state abstractions is far more constrained. François-Lavet et al. [11] construct latent state representations as part of a model-free and model-based hybrid model that constructs a latent state representation and extracts the underlying state transition dynamics. In contrast to their method, reward-predictive state abstractions compress the state space by generalizing across bisimilar states. Li et al. [19] present theoretical results showing that reward-predictive state abstractions, also called model reductions, construct a latent state space that is not as low dimensional as one that generalizes across states that share the same common optimal action, for example. Abel et al. [1] consider approximate versions of state abstractions that generalize across states with equal optimal actions or Q-values. However, results show that such state abstractions need to be iteratively improved by observing a sequence of MDPs. This article presents results indicating that reward-predictive state abstractions can be directly re-used across tasks, without having to iteratively improve a previously learned state abstraction. The non-parametric Bayesian model presented in Section 3.2 demonstrates that by searching for reward-predictive state abstractions, an agent can correctly identify which state abstraction to use on a given MDP. While this article uses the SF model presented by Lehnert and Littman [17] to compute l predictive , several other methods exist to evaluate reward-predictive state abstractions [7, 10, 9] .
Previous work on transfer with SFs has shown that re-using SFs on an MDP with a different reward function can provide faster learning [3, 20, 23] . However, SFs are fragile to changes in the optimal policy [18] and transition function, whereas latent state abstractions are more abstract and thus are not tied to particular transitions [6, 12] . In related work, Stachenfeld et al. [24] compress the SR of an MDP using PCA and demonstrate this representations suitability for transfer and connections to place cells and grid cells in the hippocampus. However, this compressed SR constructs a representation of the transition function itself, and hence transfer is limited to environments that share the same transition function. In contrast to Stachenfeld et al., reward-predictive state abstractions separate the transition dynamics (and the SR) from the compression on the state space itself, and thus generate a latent state representation of a task exploiting task equivalences. Whittington et al. [30] present a model for generalization in the hippocampal-entorhinal system [4] . Similar to reward-predictive state abstractions, this model learns a latent representation that is predictive of future outcomes or stimuli but is also tied to a fixed transition function. Collins and Frank [6] and Badre and Frank [2] demonstrate that reward prediction errors and prediction errors on the structure of the state space identify latent state representations that accelerate learning in humans when transferring knowledge across tasks. While this work considers contextual multi-armed bandits, reward-predictive state abstractions may extend this work to sequential decision making [13] .
Conclusion
The presented results suggest that reward-predictive state abstractions generalize across tasks with different transition and reward functions, motivating the design of future transfer algorithms. The discussed connections to predictive representations in the brain and generalization in human and animal learning motivate further experiments to investigate if biological systems learn rewardpredictive representations.
A State Abstractions
For finite state and action MDPs, the transition function can be presented as a set of left-stochastic transition matrices {P P P a } a where ∀i, j ∈ S, P P P a (i, j) = p(i, a, j),
and a set of expected reward vectors {r r r a } a where ∀i ∈ S, r r r a (i) = E s [r(s, a, s )].
A state abstraction is an MDP homomorphism [22] mapping an MPD M = S, A, p, r, γ into an abstract MDP M φ = S φ , A, p φ , r φ , γ . Using a weighting function ω, the abstract MDP "aggregates" the transition and reward function across states s ∈ S that map to the same abstract state s φ ∈ S φ . Specifically, the abstract reward function r φ is constructed as
where r(s, a) are one-step expected rewards. The transition function is constructed as 
The weighting function is assumed to be non-negative and the sum across a state partition evaluates to one: s:φ(s)=s φ ω(s) = 1. This article assumes a uniform weighting function which averages across state partitions. Similar to Eq. (10) and Eq. (11), the abstract transition matrices {P P P a φ } a and abstract reward vectors {r r r a φ } can be computed. A policy that is optimal in the abstract MDP is then computed using the Value Iteration algorithm directly on {P P P a φ } a and {r r r a φ }. Such a policy is then the ground truth optimal policy an agent can use while generalizing across states according to the state abstraction φ.
B Successor Features Identify Reward-Predictive State Abstractions
Lehnert and Littman [17] show that SFs can be used to identify reward-predictive state abstractions. For an MDP, the SR [8] is
where P P P π is the transition matrix under a policy π. The action-conditional SR can be defined as Ψ Ψ Ψ a,π = I I I + γP P P a ∞ t=1 γ t−1 P P P π = I I I + γP P P a Ψ Ψ Ψ π .
Using the transition matrix for the abstract MDP, the action conditional SR can be defined in the abstract state space as F F F a,π = I I I + γP P P a φ ∞ t=1 γ t−1 P P P π φ .
To measure how well a state abstraction φ can predicts one-step rewards and the SFs, two quantities ε r and ε ψ are defined:
∀s ∈ S, ∀a ∈ A, ε r = |e e e s r r r a φ − r(s, a)|, ε ψ = ||e e e s F F F a − ψ ψ ψ π s,a || 2 ,
where e e e s is a one-hot bit vector that corresponds to the abstract state a state s is mapped to. If entry i is set to one in the vector e e e s , then e e e s corresponds to the abstract state i ∈ S φ . These prediction errors for one-step rewards and SFs bound the expected future reward prediction errors e e e s P P P a1 φ · · · P P P at−1 φ r r r at φ − E[r t |s, a 1 , ..., a t ] ≤ ε r + C γ,t ε ψ (18) where C γ,t is a constant depending on the discount factor γ and sequence length T . The product e e e s P P P a1 φ · · · P P P at−1 φ evaluates to a row probability vector specifying with which probability an abstract state is reached. The expected reward is then predicted by computing the dot-product between this vector and the reward vector r r r at φ . The loss function l predictive is then computed with l predictive (φ) = ε r + ε ψ .
If l predictive (φ) = 0, the φ is a reward-predictive state abstraction.
