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E R R A T A  S H E E T
p. 5, the top paragraph should read "It should be noted
that model specification and model estimation are not two isolated activities. 
We require estimation both under the null and alternative hypotheses if the 
likelihood ratio or Wald principles of hypothesis testing are used. Sometimes 
it is not worthwhile to estimate the (general) model under the alternative 
hypothesis for the purpose of testing a specific model (the null hypothesis). 
Therefore, it is desirable to have a procedure which will test the validity 
of the null model without estimating the model under the alternative hypoth­
esis. The Lagrange multiplier (LM) test principle provides such a handy 
tool for tackling the complex problem of model specification."
p. 55, lines 3, 4, 5 the discussion should read "... Thus LM tests can
examine the validity of a null model against a general alternative model 
without estimating the latter and hence..."
p. 75, delete the factors of \ on the right hand side of
the expression for LR^
p. 96, the discussion below eq. (5.3) should read "Under
H0 : Cj = C2 = 0, LM is asymptotically distributed as Null hypothesis HQ
is rejected, for large samples, if the computed value of LM is greater than 
the appropriate significance point of a X^* We cannot claim that the test 
based on (5.3) is asymptotically efficient. This is due to the fact that the 
Pearson family exhibits behaviour which violates some regularity conditions 
such as the supports of some members of Pearson distributions depend on the 
parameters and many densities in Pearson family do not even approach the 
horizontal axis smoothly but rather discontinuously. Nevertheless the test 
can be expected to have reasonable power since it looks in reasonable direc­
tions for departures from normality (skewness and kurtosis). The finite sample 
distribution of LM is ..."
p. 97, lines 5b, 4b delete the sentence "Therefore, we have ... asymptotic 
efficiency."
p. 130, lines 2-5 delete the sentence "However, since they are ... local 
alternatives."
p. 258, eq. (9.3) add an inversion symbol " - 1" to the matrix enclosed
. - '. in square brackets
p. 258 eq. (9.4) - In 2 tt not - y  In 2 ti
p. 262, line 4 should be "where Yj is obtained from a regression 
on instruments consisting of Xj and other varia­
bles , and ej = ..."
p. 299, line 15 replace asymptotically efficient tests by simple 
tests
(iii)
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ABSTRACT
This thesis is concerned with some of the problems of econometric 
modelling with especial emphasis on the use of linear approximations, non­
linear estimation and specification tests. The motivation for this approach 
is given in the introductory chapter. In Chapter 2, the validity of 
linear approximations and their effects on estimation and hypothesis testing 
are discussed and a test for linearity is suggested. In respect of 
estimation, a new algorithm (based on variable linearisation) for estimating 
non-linear single equation functions is developed in Chapter 3, and the 
technique is subsequently extended to non-linear simultaneous equation 
systems in Chapter 9. With regard to model specification tests, emphasis 
is placed on the use of the Lagrange multiplier (LM) principle. In 
Chapter 4, a comparative study of different forms of the LM test statistic 
is conducted and some of its properties are discussed. Applications of the 
LM test are made in Chapters 5, 6 and 10. In Chapter 5, several tests 
for univariate normality are proposed, and one of the tests is generalized 
to the multivariate case in Chapter 10. Since most of the available model 
specification tests are one-directional and are not valid in the presence 
of more than one misspecification, a simultaneous approach to testing model 
specification is considered in Chapter 6. Tests developed for classical 
regression model are not applicable to limited dependent variable (LDV) 
models, so that specification tests for LDV models are discussed 
separately in Chapter 7. The test procedures mentioned above are 
suitable for testing nested hypotheses. In Chapter 8, test procedures for 
non-nested models are discussed and an attempt is made to test nested and 
non-nested hypotheses jointly. In the last chapter of the thesis 
suggestions are made to unify model estimation and testing by using robust
estimates to calculate test statistics in order to increase their efficiency.
(vi)
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C H A P T E R  1
I ntroduction
What is the use of this new invention? 
some one asked Franklin.
What is the use of a new born child? 
was his reply.
James Patron (Life and Times of Benjamin Franklin)
1.1 Some Problems and Issues in Econometric Modelling
"Econometrics was born in the 1920s in the hope that economics 
could be made into a quantitative science by following the then 
extremely successful example of physics, which seemed to provide a
self-evident recipe for understanding the perceived world...... The
progress in econometrics in terms of yielding scientific insight into 
economic phenomena has been disappointingly little in the nearly 60 
years that have elapsed, at least in comparison with the progress in 
physics after Newton in the late seventeenth and early eighteenth 
centuries, even if we allow ourselves the illusion that things are 
happening as slowly now as they were 250 years ago."
Thus writes system theorist Kalman (1982, p.19) in his criticism of 
econometrics. Although this is a very pessimistic view on the achievements 
of econometrics, we cannot deny that there is some truth in Kalman's view. 
What has gone wrong with econometrics? To answer this, let us recall the 
proclamation made in Section 1 of the Constitution of The Econometric 
Society: the objective of the society or the subject econometrics is the
"advancement of economic theory in its relation to statistics and 
mathematics". In a world which is full of uncertainty and where numerous 
economic agents interact with each other in a rather fuzzy fashion,
2statistics plays a major role in formulating and testing economic models1. 
The father of modern statistics R.A. Fisher identified the following as the 
fundamental problems in statistics in his pioneering article "On the 
Mathematical Foundations of Theoretical Statistics" [see Fisher (1922, 
p.313)]:
"(1) Problems of Specification. These arise in the choice of 
the mathematical form of the population.
(2) Problems of Estimation. These involve the choice of 
methods of calculating from a sample statistical derivates, or
as we shall call them statistics, which are designed to estimate the 
values of the parameters of the hypothetical population.
(3) Problems of Distribution. These include discussions of 
the distribution of statistics derived from samples, or in general 
any functions of quantities whose distribution is known."
After more than half a century these still remain the basic problems in 
statistics, particularly in econometrics. Now it is not hard to answer 
the question we posed earlier. Econometricians have neglected the very 
first fundamental problem: the problem of specification. To substantiate
this statement, let us briefly look at the history of econometrics.
Work in econometrics started in the 1920s mainly by the initiatives 
of Ragner Frisch and Jan Tinbergen. The start was rather slow and also 
the discipline was not welcomed by the then famous economists. Keynes was 
very sceptical about econometrics and expressed his pessimistic view in his 
review of Tinbergen's book, Statistical Testing of Business-Cycle Theories2 
[see Hendry (1980)]. Substantial advancement in econometrics occurred in 
the late 40s and early 50s with the works of celebrities like Chernoff,
See the various definitions of "econometrics" given in Tintner (1953).
Over the last forty years many economists have not changed their views 
on econometrics, see for instance, Hicks (1980, p.xii and pp.65-72) who 
finds econometrics "in some disarray" [see also the review article by 
Sims (1981)] .
3Haavelmo, Koopmans, Rubin and Simon from the then Cowles Commission for 
Research in Economics. They formulated the simultaneous equation systems 
and discussed their identification and estimation problems. This inspired 
another ambitious project: building up large-scale econometric models,
under the guidance of Lawrence Klein. During the 50s and 60s, numerous 
econometric models were formulated, estimated and used for policy purposes. 
The success was quite phenomenal. However, in most of the models the 
problem of specification3 was systematically ignored, with much attention 
being concentrated on the estimation aspect. Mizon (1981) metaphorically 
describes this stage as "wilderness" state of econometrics. However, only 
econometricians should not be blamed for failing to develop a systematic 
procedure for model specification. Even in the main field of statistics 
there has not been much progress, as has been noted by Bancroft and Han 
(1980, p.312):
"In contrast to the developments in inference and 
sampling distribution, there has been no analogous systematic 
development of principles and procedures that may be used 
fairly routinely in determining a model specification for a 
particular investigation."
Fortunately, this problem has recently been well recognised by econometric­
ians ,:so that during the 70s a substantial advancement was made in 
developing a number of model specification tests. This has prompted 
Malinvaud (1981, p.1373) to comment:
By model specification we mean specification of both the systematic 
and random components of the model. In a recent case study of large 
econometric models, Freedman (1981) noted that one of the major issues 
in large-scale econometric modelling is the "nature of the stochastic 
disturbance terms".
4"We should congratulate ourselves that econometric 
research today realizes that econometricians have usually 
concentrated their efforts too much on the estimation of 
models and not enough on the testing of these models."
Model specification tests become more important when parameter- 
specific models are used, which is usually the case in econometrics [see 
Ramsey and Kmenta (1980, p.3)]. To undertake a systematic analysis of 
model specification, we need to address the following issues: (1) The
effects of different misspecifications on estimation and hypothesis 
testing; (2) The detection of different specification errors; (3) The 
development of methods to mitigate the ill effects of specification errors, 
if present [see Hendry (1980)]. The three issues are of equal importance. 
The first two have been given considerable attention in the literature. 
Unfortunately, most of the studies considered cases when misspecification 
occurs only in one-direction. In reality there is a possibility of the 
presence of more than one misspecification, so that existing studies are 
not very helpful. It is necessary, therefore, to develop procedures which 
can handle more than one misspecification at a time.
While we are arguing about placing greater emphasis on model 
specification, the second problem of Fisher, namely, the problems of 
estimation cannot be ignored. Most of the problems relating to the 
estimation of linear models have been solved. However, there are still 
many problems in the estimation of non-linear models which sometimes force 
the applied econometricians to analyze linear approximations to non-linear 
models. Therefore, further attention is required to develop simple 
algorithms for estimation of non-linear models, in particular for large
non-linear simultaneous equation systems (NLSES).
5It should be noted that model specification and model estimation 
are not two isolated activities. To test whether a model is correctly- 
specified, we have to estimate the model if the likelihood ratio or Wald 
principles of hypothesis testing are used. Sometimes it is not worthwhile 
to estimate a "general" model for the purpose of testing its validity. 
Therefore, it is desirable to have a procedure which will test the validity 
of a general model without estimating it. The Lagrange multiplier (LM) 
test principle provides such a handy tool for tackling the complex problem 
of model specification.
Regarding the third problem of Fisher, asymptotic distributions of 
different estimators and test statistics are easily obtained. However, 
sample sizes in typical econometric data are quite small and hence 
asymptotic results are not particularly useful. In most cases, obtaining 
finite sample distributions by analytical methods is rather difficult. In 
such situations the only resort, though not very satisfactory, is to adopt 
Monte Carlo techniques'4. Monte Carlo studies, in general, do not provide 
any definitive answer, however, they give some rough indications of the 
behaviour of the estimators and test statistics in finite samples. These 
studies can effectively be used as guidelines in the choice of estimation 
and hypothesis testing procedures.
Well developed techniques are now available for testing nested 
hypotheses. Sometimes in econometrics we face the problem of testing non­
nested hypotheses5. Selecting an appropriate probability distribution
We will use the two terms "Monte Carlo" and "simulation" interchangeably, 
although, strictly speaking, they are not the same [see Sowey (1973)].
Two hypotheses are non-nested when neither can be obtained from the 
other by imposing some restrictions or when one cannot be approximated 
closely by the other [see Cox (1962)].
6(say log-normal or Pareto) to describe the pattern of income distribution 
or to select an appropriate demand for money function from a number of 
suggested non-nested models, are common examples. In recent years,
econometricians have devoted a great deal of effort to develop tests for 
non-nested regression models. However, the problem is far from being 
resolved. A large number of tests have been suggested in the literature 
and little is known about their comparative finite sample properties. Also, 
before applying non-nested test procedures, one must be confident about the 
specification of the models. This means the competing non-nested models 
should first pass a series of nested tests. The question is how pre­
testing can effect the outcomes of non-nested tests, and whether nested and 
non-nested hypotheses could be tested jointly.
In this thesis we investigate some of the questions posed above.
1.2 Structure of the Thesis
Before laying out the structure of the thesis let us mention that 
in developing various estimation and test procedures emphasis has been put 
on S'impZ'ic'ity, both conceptually and computationally. It has always been 
observed that empirical studies fail to take the opportunities of recent 
developments of econometric theory. Granger (1981, p.124) describes the 
situation in the following way:
"It is perhaps curious that the economic model builders 
lay quite a bit of emphasis on the use of economic theory yet
virtually seem to ignore econometric theory...... One
wonders what has been the purpose of the work of the majority 
of theoretical econometricians for the last twenty years, or 
of a third of the pages of Econometrica."
7Econometricians themselves have to share a part of the responsibility 
of this unfortunate state of affairs. Developments in econometric theory 
are sometimes unnecessarily complicated, many of the results are valid 
only asymptotically and not much justification is available for their 
applicabilities in finite samples. In addition sometimes too many 
procedures are available to tackle the same problem and a comparative study 
of the available techniques may not be available. In this thesis we 
have tried to avoid these criticisms. However, we should mention that 
while comparing different techniques, we mostly rely on Monte Carlo 
comparisons because of the apparent intractability of analytical derivations 
of the finite sample results. We now discuss the organization of the 
thesis.
Earlier we mentioned that sometimes applied econometricians carry 
out their investigations by assuming linearity when a non-linear model 
would be more appropriate. It would be interesting to investigate the 
effects of linear approximations on estimation and hypothesis testing.
These problems are discussed in Chapter 2. There we also suggest a test 
for linearity.
Most of the available estimation techniques of non-linear functions 
rely on linearisation of the functions through parameters. In Chapter 3, 
we suggest an estimation method based on variable linearisation and by so 
doing we avoid some computational burdens of the existing estimation 
procedures. We also compare our procedure with the Gauss-Newton method 
by taking up some practical problems such as estimation of CES production 
function and logistic growth curve. We also investigate the possibility 
of using other approximations such as orthogonal polynomial approximations 
in non-linear estimation. In Chapter 9, we extend our linearised
estimation technique to NLSES.
8In the last section we mentioned the usefulness of the LM 
principle in model specification tests. However, there are a number of 
asymptotically equivalent forms of the LM test statistic , and this 
raises the question as to which form should be used when a number of 
options are available. This problem, together with some "unique" 
properties of the LM test, is addressed in Chapter 4.
Recently econometricians have placed great emphasis on testing 
homoscedasticity and serial independence of the disturbance terms, but 
normality of the disturbance terms is rarely questioned. In Chapter 5, 
we put forward some arguments on why we should be careful about the 
normality assumption. We then develop a number of test procedures for 
testing the normality of observations and regression disturbances using 
the Pearson, Stable and Burr family of distributions as alternatives. We 
also suggest an exact test of normality of regression disturbances. Some 
of the suggested tests have been compared with existing tests through 
simulation experiments and they have been found to possess good finite 
sample properties. In Chapter 10, we generalize the test based on the 
Pearson family of distributions to the multivariate case. There we also 
argue that it is very important to test normality in NLSES.
Typically, specification tests are carried out by considering one 
specification at a time but most of the specification tests are invalid in 
the presence of other misspecification(s) . Since more than one mis- 
specification can occur at a time, one-directional tests are not always 
strictly applicable. This problem is addressed in some detail in Chapter 6. 
We also suggest a simultaneous approach to model specification tests.
9Limited dependent variable (LDV) models are now being used in 
increased frequency in empirical studies because these models take account 
of some unique characteristics of data on some economic variables (such as 
non-negativity of demand for and supply of goods). Current theoretical 
investigations show that misspecification in LDV models has more serious 
consequences compared with standard regression models. Some of these 
consequences are discussed in Chapter 7 and these justify the importance 
of testing various assumptions in LDV models. Tests for normality, 
homoscedasticity and serial independence have been suggested for two LDV 
models - the Tobit and truncated models. We also provide an 
empirical example and some Monte Carlo results.
In Chapter 8, we discuss several problems in non-nested hypotheses 
testing. First, we examine the relations among different tests, and 
conditions under which a test will be exact and will possess maximum local 
power. Second, non-nested tests are proposed when the disturbance terms 
of the competing models are not classically well behaved. Third, we 
suggest a procedure to test nested and non-nested hypotheses jointly. 
Lastly, a frequently discussed problem in econometrics, namely testing 
linear and log-linear regression models, has been addressed in some detail.
It should be confessed that we have not discussed or solved all the 
problems in econometric modelling. There remain many unsolved problems.
In the Conclusion,we mention some of the problems which require further 
attention.
Before leaving this chapter we should mention that although in this 
thesis we deal with a number of different but related topics, to save space 
we have not made any attempt to provide surveys of literature in each
10
chapter. In most cases they are available in recent text books [see 
for instance, Maddala (1977), Judge et al. (1980), Malinvaud (1980) and 
Harvey (1981)]. When the analysis provided in these books was thought 
to be inadequate, such as for non-nested hypotheses testing and estimation 
of NLSES, we provide a brief overview of the literature.
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C H A P T E R  2
*
Linear Approximations and a Test for Linearity
The techniques developed in the years since 
Newton work very well if the system conceived 
is linear. Unfortunately, many of the more 
recent mathematical investigations (especially 
in economics) involve non-linear systems. 
Understanding that distinction is essential in 
order to understand the proper use of maths.
The Economist3 October 27, 1979.
2.1 Introduction
The appearance of non-linearity is the rule rather than the exception 
in economic models because the effects of some economic variables on other 
variable (s) are not simply additive. Numerous examples can be given in 
support of this statement. Unfortunately, econometricians have been 
engaged primarily in problems arising from linear models. Although certain 
solutions of non-linear problems are available, applied econometricians seem 
to prefer estimating linear approximations of their non-linear models rather 
than applying non-linear techniques to original models specified by economic 
theory. Examples of such practice are the use of translog, generalized 
Leontief and linear demand functions such as the Rotterdam demand system in 
place of non-linear functions. In a recent pioneering article White (1980a) 
questioned the validity of such approximations. Contrary to the conclusions
* Sections 2 and 4 are based on Byron and Bera (1982a) and Byron and Bera 
(1982b) respectively. Sections 3 and 5 have been taken from Bera 
(1981a).
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of earlier writers in this area, e.g., Cramer (1969, ch.5) and Denny 
and Fuss (1977), White demonstrated that the ordinary least squares (OLS) 
estimates of the parameters of the linear approximation model cannot always 
be given the interpretation of a Taylor series approximation. More 
recently, Gallant (1981) expressed a similar view and proposed a flexible 
functional form which may be interpreted as a second order expansion with a 
Fourier series representation of the remainder.
White and Gallant are, of course, correct. However, their comments 
are somewhat alarmist and appear to stem from some minor arithmetic errors 
in White's paper. The numerical illustration used by White pointed to the 
inability of a translog function to represent the characteristics of an 
underlying constant elasticity of substitution (CES) production function.
In Section 2 of this chapter we repeat his Monte Carlo experiment. The 
corrected results show the translog model in a more favourable light, but 
highlight the need for caution. The performance of Taylor series 
approximation is examined further and it is found to provide reasonable 
local estimates if a higher order expansion is used.
It is clear that neglect of the remainder term in a Taylor series 
expansion will render OLS estimates both biased and inconsistent. White 
(1980a) found bounds for the inconsistency. In Section 3, we obtain a 
simpler upper bound. When the estimates are inconsistent, the usual 
hypothesis testing procedures will not be valid. In Section 4, we 
demonstrate that neglect of the remainder term affects both the power and 
significance level of the conventional F-test for linear parametric 
restrictions. One way to eliminate this potential difficulty is to test 
for the validity of the linear approximation. We suggest such a test 
procedure in Section 5. Some concluding remarks are presented in Section 6.
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2.2 Least Squares and Taylor Approximations
The underlying function for White's numerical exercise is a CES 
function of the form
ln Q, = - [In {exp(-5 In L^) + 2 exp(-5 In Kj}]/5 + u_^  ,
i = 1,2,...,N (2.1)
where and K_^  denote output, labor and capital inputs,
respectively, for the i-th firm and u^ is the disturbance term.
For the Monte Carlo experiment, the and JO were generated
from U[0,1] (uniform distribution on the interval [0,1]) and the u.l
from N (0,. 01) . Therefore , E(ln L^) = E(ln JO) = .5 . Taking the 
expansion around L = K = 1 , the first and second order expansions of (2.1) 
can be written, neglecting the remainder term, as
and
ln Q. = $ + ln L. + 30 ln K. + u.l o 1 l 2 l i
In Qi 3 + 3. ln L. + 3 ln K. + ^3_(ln L.)o 1 l 2 l 3 l
+ 3. ln L. . ln K. + i3r(ln K.)2 + u. . 4 l l 5 l l
(2.2)
(2.3)
We performed 100 replications for N = 200 . The mean values of the 
parameter estimates from OLS applied to (2.2) and (2.3), together with the 
correct Taylor series coefficients, are reported in Table 2.1.
In Table 2.1, comparing the values in the second and third columns 
with those in column 4, we observe that OLS estimates do bear some 
resemblance to the Taylor series coefficients. White (1980a) reported the
14
results form a single replication only, but they were quite good 
representative of the overall behaviour of the OLS estimates. However, 
White (1980a, p.151) incorrectly reported the values of the fourth column as 
.2803 , .3333, .6667 , -2.2222, -1.1111 and -4.4444 . These values differ 
"significantly" from the OLS estimates. This prompted him to conclude, 
rather incorrectly, that "OLS estimates do not necessarily provide reliable 
information about the local properties (derivatives, elasticities) of unknown 
functions" [White (1980a, p.152)].
Table 2.1
Contrast of Ordinary Least Squares Parameter 
Estimates and Taylor Series Coefficientsa
OLS estimates
Cobb-Douglas Translog
approximation approximation
Taylor
series
coefficients
constant -.302 -.245 -.219
(.023) (.034)
ln L .429 .461 .333
(.034) (.103)
ln K .594 .654 .666
(.036) (.120)
(ln L)2 -.425 -.555
(.099)
ln L . ln K .792 1.111
(.087)
(ln K)2 -.480 -.555
(.107)
a The standard errors are in parenthesis.
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Next we demonstrate that the difference between the OLS estimates 
and the Taylor series coefficients can be reduced by taking higher order 
approximations. In order to do this, we take Taylor series approximations 
up to fourth order around the mean. For example, the second order 
approximation is
in Q± = ßo + 31 (ln L±-.5) + 32(ln K±-.5) + iB^ln L.-.5)2
+ 3. (ln L . -. 5) (ln K.-.5) + i3c (In K.-.5)2 +u. .4 1 1 5 1 1
Using the same data we estimated this form of equation for first (TS1) 
through to fourth (TS4) order expansion. In Table 2.2, we report the 
results (obtained by using the homogeneity constraints). The results are 
self-evident1; the bias gradually disappears as the order of the 
approximation increases, the tradeoff is decreased efficiency due, 
apparently, to multicollinearity. If mean square error is taken as the 
loss criterion, there would seem to be no gain from using higher order 
approximations. One might employ ridge regression, as did Vinod (1974).
In this context we would then be trading off a new source of bias against 
further gains in efficiency.
In Table 2.2 the experiment is taken further with ln K. and ln L.1 1
distributed firstly as U[0,.5] and then as U[0,3] . For brevity, only
the constrained results are given but the results highlight the importance 
of scaling when using Taylor approximations. The U[0,.5] results are 
less biased and less efficient than either of the other sets of results2.
1 The population parameters were calculated at the sample means, use of 
assumed means of (.5,.5) led to slightly inferior results.
The effect of scaling on the standard errors is obvious and may be seen 
by comparing the results of Table 2.2. In particular, note the three
constrained TSl standard errors for .035, .018 and .006 for
the data generated by U[0,.5] , U[0,1] and U[0,3] respectively.
2
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Table 2.2
Bias in Constrained Estimates of Derivatives 
under Different Distributions of Regressors
Distribution of 
the regressors TSl TS2 TS3 TS4
Taylor
series
coefficients
3 -.070 -.009 -.007 -.002 .280o (.007) (.009) (.009) (.010)
8i U[0,1] .042(.018)
.065
(.018)
.021
(.036)
.023
(.036)
.333
^3 .332(.070)
.305 
(.073)
.104
(-199)
-1.111
3 -.021 -.001 -.001 .000 .034o (.007) (.009) (.009) (-011)
ßl U [0,.5] .022(.035)
.026
(.035)
.003
(.075)
.003
(.075)
.330
ß3 .121(.287)
.097
(.295)
.013 
(.844)
-1.105
3 -.373 -.083 -.085 -.027 1.206o (.007) (.009) (.009) (.011)
h U [0,3] .234(.006)
.204
(.006)
.170
(.012)
.135
(.012)
.202
ß3 .448(.008)
.454
(.008)
.240
(.023)
-.807
Standard errors are in parenthesis.
Parameter values and point of approximation taken at sample means.
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Next we attempt to find data which would "blow" the approximation; 
the most obvious choices, using the bounds result in White's (1980a, p.153) 
Theorem 1, are skewed and trended variables. To produce intercorrelated 
skewed random variables we used the following generation mechanism:
i iln L. = (e.n+2s.„)2 and ln K. = (2 In e._+3 In s._) l ll i2 l i2 i3
where ~ U[0,1] , j = 1,2,3 . Thus the ranges for ln L and ln K
are [0,/3] and [0,/jf] respectively and the variables are correlated and 
negatively skewed. To examine the effect of scaling, the variables were 
divided by /J and /5 respectively. The results were comparable to 
those in Table 2.2; furthermore, when scaled data was used the results 
were almost acceptable. For brevity they are not given here.
Finally, using trend data some more dramatic results were encountered 
substantial biases remained even with a fourth order expansion. The 
regressor variables had the following generation scheme:
ln L. = (1.03+e..)ln L. . and ln K. = (1.05+e.o)ln K.l ll i-l l i2 l-l
where ln L = 1 , ln K = 1 ,  e.. ~ U [0,.03] and e._ ~ U[0,.05] . The o o ll i2
-2original series were divided by their means and then ranged between 10
-5and 8.7 for ln L and 10 and 14.4 for ln K . This was treated 
as the unsealed data. To scale the data each series was divided by 2 and 
the point of approximation taken was taken at the mean - the series was 
strongly positively skewed. In a sense the results in Table 2.3 do justify 
White and Gallant's warnings - the results in Table 2.1 most certainly do
not.
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Table 2.3
Bias in Constraint Estimates for Scaled 
and Unsealed Regressors: Trend Variables3
TSl TS2 TS3 TS4 Taylor series coefficients ^
ß0 -.153 -.065 -.017 -.013 .780
(.007) (.007) (.008) (.008)
U .496 .116 .048 .110 .333
(.008) (.016) (.017) (.022)
33 .906 .556 .402 - 1.111J (.008) (.024) (.042)
f3 -.050 -.015 -.002 -.002 .280
(.007) (.008) (.008) (.008)
31 S .421 .085 .047 .061 .333(.018) (.039) (.040) (.053)
33 .626 .094 .020 - 1.111-J (.049) (.142) (.233)
a U = unsealed and S = scaled.
b Parameter and point c}f approximation taken <at sample means.
One suggestion, which did seem worth following up , was to use the
"optimal" order of approximation when estimating the first and second order 
parameters. To do this we start with a k-th order approximation, say
In Q± + z i V i  + + zikYk + u (2.4)
where y_. is the vector of j-th order parameters and z^ . is the
corresponding observation vector. Let y* = (y*,y*',...,y*')' be theo 1 k
vector of parameters which minimises the approximation's mean square error 
[see White (1980a, p.155)]. Let y be the OLS estimate of
y = (y ,y',...,y')' from (2.4). Then a consistent estimate of the O -L K
covariance matrix of y is
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Y
(Z'Z) -1
- N
Ii=l
u . z . z :I l l (Z'Z)
-1
where z^ = (ljZ^,. . . ,z| ) ' , Z = ( z ^ z ^  . . . ,z^) ' and ui = ln Q. - z^y
[see White (1980a, p.156)]. Suppose the k-th order terms contributed
little to the explanation of In , this would be revealed by testing
H , : y* = 0 . Since the model (2.4) does not satisfy the idealok k
conditions of classical regression the usual F test is inappropriate. 
However, a test can be based on
Tk
a _ i
* | V
k
where Z- is the appropriate part of the matrix 2L . Under H ^Yk • y o
2is asymptotically distributed as y with k* degrees of freedom where k* 
is the number of k-th order parameters. Such a test would proceed back­
wards, sequentially, until : y^ = 0 , was rejected for some value of
j = k,k-l,...,l . Since the test is sequential, it is necessary to adjust 
the nominal significance level at each step so that the true significance 
level is "unchanged". Such a procedure was tried (with the data used in.con­
structing Table 2.1), but with no clear gain in a mean square error sense.
To conclude, due to minor arithmetic errors,White (and Gallant) did 
overstate their case. However, it is possible to find a data set for which 
a Taylor series regression approximation will perform poorly - in the 
present case, trended variables, a fairly typical economic time series.
It should also be apparent that scaling is critical and there is a need for 
the development of a theory of optimal scaling for regression approximations. 
In the absence of such a theory one should exercise caution in using and 
interpreting the results of Taylor series and translog approximations.
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2.3 A Bound for Inconsistency of OLS Estimates
In the previous section we studied the effects of neglecting the 
remainder term in the expansion of the CES production function. It was 
observed that the OLS estimates of the "approximate" model with a 
premature truncation of the Taylor series expansion may not be reliable.
In this section we find an upper bound for inconsistency of the OLS 
estimates for a first order Taylor approximation model.
We consider the following non-linear regression equation
Yi = f (xi'a) + ui / i = 1/2,.. . ,N (2.5)
where y^ ( ]R and x_^  € X c ]R are observations’ respectively on the
dependent and fixed independent variables, f(.) is the response function
which is assumed to be differentiable with respect to x up to a finite
2 2order, u_^  is a random variable with E(u_^ ) = 0 , E(u_^ ) = o ,
E(uiUj) = 0 for i ^ j and a is the unknown parameter vector.
By taking a first order Taylor series approximation of f (.) around 
the origin, (2.5) can be written as
y. = x ! ß + r . +u. i i  i i
(2.6)
where ß is some function of a and r. is the remainder term.l
be the OLS estimate of ß from (2.6) without the remainder 
r = (ri'r2' "  *,rN^  ’ 7 i,e'7
ß = (X'X) 1X'y
where X =  ^  ,x2,. . . ,3^ ) ' and y =  (yx , y 2 ,. . . ,yN> '
Let ß
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It follows that
plim § = 3 + li™ X'X
-1 X' r
assuming the existence of the limit on the right hand side.
Now define a vector norm of any arbitrary k x l vector n by 
k
l n
i=l
and the norm of a matrix A by IIAll = sup IIAn I which is
I n I <1
equal to the square root of the maximum eigenvalue of AA* where A* is 
the conjugate transpose of A .
Using the continuity property of 
X , we have
and assuming compactness of
| plim 3-3I < lim 1 „fx'xl
/N
-1
X'll . lim —  I rl 
/n
(2.7)
Individual terms in r are (noting that we take derivatives only 
with respect to the last k-1 nonconstant independent variables)
1 (Xi2'- 'Xik>
a2f
‘i2
32f
3x.. 3x._lk i2
a2f
3x._ 3x..i2 lk
32f
‘ik
i2
i^k
2 ^  DA  ' (say)
where D. is evaluated at x* € (0,x.) . Using the fact that for any
1 1 —1
symmetric matrix A [see for instance, Rao (1973, p.62)]
sup
n
n 1 An 
n1 n maxX
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where X is the maximum eigenvalue of A , we havemax
g s 2
where X_^  is the maximum eigenvalue of . That is
r < -  diag(XX')X
rll < —  I diag (XX' ) I . IIXII (2 .8 )
where X = (x ,x ,...,x )' and X = ( X X . . . , X  )• .- — 1 — 2 —N 1 2  N
Combining (2.7) and (2.8) yields
llplim ß-ßll < i  lim —
/n
:X'_X
N
-1
X ' I . limll diag (XX' ) I . lim — - HXll
/n
(2.9)
where the terms involving X represent variability of the independent 
variables and llxll gives the degree of curvature. This result is similar 
to White's (1980a) Theorem 1. To see it more clearly, assume that there 
is only one independent variable. Then
2
Iplim 8-ßI < ~y  . lim i I *i=l
. lim —  I XII
where x^ is the largest value of x . Thus, the degree of inconsistency 
depends directly on the range of x and the amount of curvature of the 
underlying function. The implications of White's theorem are exactly the 
same but our derivation is simpler.
If we have some knowledge of f(.) , the bound in (2.9) can be made 
tighter with appropriate scaling of data. After scaling let the new data
set be
23
X = XS
where S = diag(1,1/d,...,1/d) with d > 1 . The purpose of scaling is 
to bring all the observations on independent variables within the (-1,1) 
interval. Then (2.9) can be rewritten as
llplim ß-ßll 5 Tr lim —
2 vfr
X'X -1 i !X ' I . limlldiag (XX' ) I . — lim — II XII
i / m
where A = (A^,A^,. • • ' V is the same as A but now the matrix D. isl
evaluated at x* €l (0,50 and x. = (x.„,, — l i2 It is clear that
x. is nearer to the origin than is x. . Now if the function has less
— l  — l
curvature around the origin, then I All < I All and the bound will become 
tighter.
2.4 Effects of Linear Approximations on Hypothesis Testing
It has been frquently observed, especially in demand analysis, that 
the null hypothesis of linear parametric restrictions is too often rejected 
by the data. For example, Barten (1969) , Byron (1970), Lluch (1971) and 
Deaton (1974) observed that symmetry and homogeneity restrictions are very 
often rejected, particularly in large demand systems. Various reasons 
were put forward to explain this. Laitinen (1978) and Meisner (1979) 
argued that this is due to the use of large sample tests when the sizes of 
the available samples were small or moderate [see also Bera et al. (1981)]. 
Stapleton (1981a, 1981b) tried to explain this by the "presence of 
unobserved variables (variables measured with error or omitted)". In 
this section, we demonstrate, within the context of a single equation model, 
that one possible reason for the "bias" towards the rejection of linear 
hypotheses is the inappropriate use of linear approximation models when the
true models are non-linear. This argument is related to Stapleton's point
24
since neglect of the remainder term can be viewed as an "omitted variable" 
case. As a by-product of our analysis we also observe that neglect of 
the remainder term can also affect the power of the tests adversely.
Let us take the "true" and the "false" (linear approximation) models 
as (2.6) with and without the remainder term, respectively. We are 
interested in testing the linear hypothesis Hq : R3 = 0 where R is a 
q x k matrix with rank q . The unconstrained OLS estimates of 3 from 
the two models are
where T and F denote "true" and "false" respectively. The corresponding 
residuals are
3t = (X1X) 1X'(y-r)
and
üT = (y-r) - X3t
and
Let Mx = I - X(X'X) 1X' , then ü = M (u+r) andF X
u^uT = (y-r-X$T)'(y-r-X3T)
= u 'u - r'M r - 2u'M r . F F x x (2.10)
Now we impose the restriction RS = 0 and calculate the restricted
estimates
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Bt = 3t - (X'X) V[R(X'X) 1R 1] 1R§t
and
3 = 3 -  (X'X)_1R' [R(X'X)"1R ’]“1r L  .F F F
Setting P = [I-(X'X) "*~R'{R(X'X) ^R*} ^R] (X'X)  ^ , it is easily seen that
3 = PX'(y-r) and 3 = PX'y . Therefore, the restricted residual fromT F
the true model is
Up = Y " r - XßT
= y - r - X3p + XPX'r 
= uF - Vr
where u = y - X3 , the restricted residual from the false model, and F F
V = I - XPX' is a symmetric idempotent matrix. Therefore, we can write
u'u = u'u - 2u'Vr + r'Vr T T F F F
= u'u^ - 23'X'Vr - r'Vr - 2u'Vr . (2.11)F F
Here we note that the last terms of (2.10) and (2.11) vanish asymptotically
and, under H , 3'X'Vr = 0 in (2.11). o
The F-statistics for testing H based on the true and falseo
models are, respectively,
and
(u'u -u'u_)/qm m  m m / / -L
u 'ü /N-k T T
(u'u -ü'ü )/q F F F F h
ü'ü /N-k F F
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Under H , F is distributed as central F with q,N-k degrees of o T
freedom. Using (2.10) and (2.11), for large samples F can be writtenF
{ (u'u -u'ü )/q} + {(23'X'Vr+r'Vr-r'M r)/q}X X X X x
{ (u'u )/N-k} + {(r'M r)/N-k}X X  X
(2.12)
which, under H , reduces to o
{(U^UT-U^UT)/q} + [{r'(V-Mx)r}/q] 
{(u'u )/N-k} + {(r'M r)/N-k}X X  X
Therefore, when is true, F^ > F^ if
(UTUT)(r'Vr) > (u^uT)(r'Mxr) (2.13)
Under H , u'u and u'u will be approximately the same and since o T T T T
(V—M ) is a positive semi-definite matrix, one can expect condition (2.13) 
to be satisfied in most cases. This will lead to an excessive rate of 
rejection of when it is true.
Turning to the question of the effect on power, we wish to examine
whether F can be less than F when H is false. For this we F T o
consider F given in (2.12) and compare it with F . The denominator F T
of F is always greater than or equal to that of F . Also the F T
numerator of F can be less compared to that of F if F T
23'X'Vr + r '(V-M )r < 0 .x
This possibility can not be ruled out on any grounds a priori. Therefore, 
the power of the F-tests may be affected if linear approximation models
are used.
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2.5 A Test for Linearity
It is difficult to devise a test that is applicable to all forms of 
functions. Therefore, we will restrict ourselves to the class of functions 
in which f(.) is monotone in x and there is a finite (possibly zero) 
number of inflection points throughout the whole range of x .3
Following White (1980a, p.155) we define a parameter vector ß* 
which minimizes
£(ß) = [f(x,a)-Xß+u]'[f(x,a)-Xß+u] .
Now if there are p inflection points, we partition X into (p+2) 
disjoint sets, i.e., find X^,K^ ,...,X 2 such that
p+2
U X. = X and X. D X . = <j> , i,j = 1,2,...,p+2
i=l 1 1 i^j 3
(2.14)
where c{) is a null set. Then define
^(ß*1) = inf { U ß 1)} / i = 1 / 2 , . . . ,p+2 .
x€X.1
It is postulated that testing the null hypothesis Hq : f(.) is 
linear, is equivalent to testing : ß*"*" = ß*2 = ... = ß*P+2 . This
equivalence is quite straightforward. However, the major problem is to 
find out an appropriate partition of X satisfying (2.14). In practice, 
it is impossible to satisfy the second part of (2.14). Therefore, 
instead of trying to obtain a disjoint partition of X , we partition the 
index set I = {1,2,...,N} .
Sometimes we have some information about a function in terms of its 
inflection points, for example, most production functions do not have 
any inflection points whereas growth curves like logistic and Gompertz 
have one inflection point.
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For simplicity assume there is no inflection point, in which case 
we partition I into two sets only. First, we order all the observations 
in ascending order of y , i.e., permute I in such a way that
(1 ) (2) - y (n) •
Then choose {1,2,...,N } and I o 2 {n  +1,N +2,...,N} such that o o
l
i€I 1
-1 2(y-xp ) I
i€I.
~2 2(y.-x ! S V
is a minimum for k 5 N 5 N-k . This means we are fitting two "best"o
linear regression lines based on N and (N-N ) observations respectively.o o
This will induce a partition in the observation space X and for our sample 
observations we will obtain a partition of the matrix X . We denote it
-1 - 2Our test statistic is based on the difference 3 - 3
and is defined as
as X =
where
and
~1 ~2 -1 -1 A2ip = (3 -3 ) ’V 1 (3-3 ;
V = (xixp-’-v <X'X r 1 + <xjx )_1v (xjx )_1
= I (yi-x^S£)2xix^ , l = 1,2
i a l
Using Theorem 3 of White (1980a, p.156), it can be shown that under
2H , ip follows asymptotically a y distribution with k degrees of
2freedom. If ip is larger than the tabulated xv (l-c0 value, we reject.K
H at a significance level, o
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To see the performance of this test we consider the CES production 
function and its two linear approximations - the Cobb-Douglas and translog 
functions - given in equations (2.1) to (2.3). Once again the data was 
generated as in White (1980a, p.151) and described in Section 2. We do 
not make much attempt to compare our results with White's reported results. 
His test is based on the difference between the OLS and weighted least 
squares estimates and it depends on the choice of weights. Different
choices of weights, as presented in his paper, might lead to conflicting 
decisions. Our results are reported in Table 2.4.
Table 2.4
Parameter Estimates for Two Data Sets and the Test Statistics
Cobb-Douglas Translog
31 ß2 l1 ß2
Constant -.14437 -.08495 -.12537 -.08207
ln L .17689 .35433 .18645 .34766
ln K .27423 .43049 .29165 .45836
(ln L)2 .01156 .03284
(ln K)2 -.00841 -.03780
ln L.ln K -.12351 -.05670
Dividing point (N ) 108 108
Test Statistic (ip) 210.89242 207.39276
For both approximations the sample was divided almost at the mid 
point and Hq was rejected decisively. A number of other non-linear 
functions, together with their linear approximations, were tried and this
test procedure was found to have very high power.
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2.6 Concluding Remarks
Although the conclusions of Section 2 were drawn from an extensive 
simulation study still there is a need for further investigation on the 
performance of the Taylor series approximation by taking a wide range of 
distributions for the regressors and different levels of scaling. Two 
points should be mentioned about the bound for inconsistency. First, 
since the bound is in terms of a vector norm,it is not possible to infer 
about the individual parameters. Second, the bound depends on the
unknown quantities. It would be interesting to investigate whether
we can estimate these quantities from the available information.
The results of Section 3 are valid only for large samples and are 
not "decisive". Some further work is needed to examine the effects of 
linear approximations on hypothesis testing in small samples. Byron (1981) 
studied the validities of linear and log-linear approximations to a proper 
demand system through a Monte Carlo experiment. With a sample of size 50, 
both the approximations did well in terms of estimation but the conventional 
F-test rejected the true null hypotheses of parameter restrictions too 
frequently. While testing linearity for samples of large size, finding 
of Nq will require huge amount of computational work. However, use of 
the recursive relation for matrix inversion given in Brown et al. (1975, 
p.152) can reduce the computational problems considerably.
In this chapter we have "not assumed" any particular form of the 
underlying function. However, in many situations they will be known to 
the researcher. In such cases proper non-linear techniques can be used 
for estimation and inference. In the next chapter we present a simple 
algorithm to estimate non-linear regression equations.
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C H A P T E R  3
L inearised Estimation of Non- linear Single Equation Functions*
Far out of olde feldes, as men seith, 
Cometh al this newe corn fro yeer to yere; 
And out of olde bokes, in good feith. 
Cometh al this newe science that men lere.
Chaucer
3.1 Introduction
The estimation of non-linear functions is mostly accomplished by 
some sort of linearisation. Almost two centuries ago Gauss (1809) 
suggested a procedure, commonly known as the Gauss-Newton (GN) method, 
based on parametric linearisation. Since that time, numerous variations 
of this procedure have been suggested. [For excellent surveys of these 
methods see, for instance, Goldfeld and Quandt (1972), Chambers (1973) and 
Bard (1974), and for a review of the properties of non-linear least squares 
estimates see Bunke (1980).] However, the widespread use of these 
techniques is quite recent, as evidenced by the first computer program for 
non-linear estimation being written by Booth and Peterson in 1958 (one year 
after mankind’s first successful flight into the orbit!) It is still 
common among applied econometricians, as we noted earlier,to use linear 
models when non-linear models are appropriate. One reason for this may be
* Apart from Section 5, this chapter is based on Byron and Bera (1983).
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that the existing procedures are not simple enough to apply in many 
situations. In this chapter we suggest a simple alternative algorithm 
for non-linear estimation.
The estimation procedure we propose is based on variable, rather 
than parametric, linearisation (as used in the GN and other methods). 
Variable linearisation, as typified by a Taylor series expansion, results 
in estimable function with derivatives as parameters. In many cases it is 
possible to draw inferences concerning the parameters of the underlying 
non-linear function from the estimates of the derivatives in the Taylor 
series approximation. Such estimates are suspect unless some allowance is 
made for excluding the unobserved remainder term in the estimated 
approximation. As discussed previously, these estimates will be incon­
sistent because of the exclusion of "an unobserved variable". However, if 
the remainder term for each observation of the approximating equation were 
known, the derivatives could then be estimated consistently and the 
parameters of the underlying non-linear function, if recoverable, could also 
be estimated consistently. This suggests the use of an iterative procedure 
based on successive re-estimation of the remainder as a potential alternative 
to the existing non-linear estimation methods. In one respect the proposal 
bears a resemblance in design and motivation to the use of instrumental 
variables in econometrics - it provides computationally inexpensive 
consistent estimates of the parameters of non-linear functions. In another 
version, the procedure is presented as an optimisation algorithm which is 
also computationally inexpensive and is virtually equivalent to the GN 
method. The only difference is that continual recalculation of derivatives
and reinversion of a weighting matrix are not required.
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The plan of this chapter is as follows. In Section 2, we describe 
our estimation procedure. Proofs of convergence of the algorithm and the 
consistency of the resulting estimator are also presented. In Section 3, 
we compare our procedure with the GN method. Numerical examples are 
provided in Section 4, which confirm the analytical results and highlight 
the usefulness of the estimator. The use of orthogonal polynomial 
approximations is discussed briefly in Section 5. The last section 
contains some concluding remarks.
3.2 The Linear Approximation Method
We consider the following general model
Yi = f(x^,a) + u± , i = 1,2,.. . ,N (3.1)
where y^ ( E  is an endogenous variable, x _ ^ 6 X c ] R  is a k x l
vector of exogenous variables, u^ is the disturbance term with E(u^) = 0 
2 2E(u_^ ) = a and E(u^u^) = 0 for i ^ j ,  a i s a n m x i  vector of 
unknown parameters and the function f(.) is differentiable with respect 
to all its arguments up to a finite order. Equation (3.1) can be written 
more compactly as
f(X,a) + u (3.2)
where y = (yx , Y 2 ,•••'YN)’ ' x = (Xx,x2,•••,xN)' and u = (^,u2,...,uN )'
It is possible to obtain consistent estimates of a using an iterative 
procedure based on estimates of the derivatives of a Taylor series approxim 
ation of f(X,a) . The estimation procedure, termed the linear approxim­
ation method (LAM) , is defined in (3.7).
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Using a second order Taylor series as an example, the expansion of
f(.) around x 3 X for (3.1) is o
f (x ,a) + (x. -x ) ' o 1 o
3f
3x + T (x -X ) ' Z 1 O
a2f
3x3x' (xi‘xo )
+ r . + u .l l (3.3)
where r^ is the remainder term in the Taylor series expansion of f(X,a) . 
For illustrative convenience, assume k = 1 and re-express (3.3) as
y = W3 + r + u (3.4)
where 3' = [f(x ,a), 3f/3x| , 3 f/3x | ] and W = (w ,w ,...,w )' withO X X -L Z No o
2w^ = [1 ,x _^ -x q , (x ^-x q ) /2] . Depending on the length of the expansion, the
number of terms in a and the type of function f(X,a) , a will be 
uniquely, under or overdetermined in terms of the p x 1 vector 3 . If 
a is not recoverable from 3 , because of insufficient 3 terms, this 
may be alleviated by taking a higher order approximation. If a is
overdetermined, this is not a serious problem as consistent estimates of 
3 still yield consistent estimates of a , possibly at the cost of a loss 
of efficiency. For an example, which may be illuminating at this point, 
we refer to equations (3.20)-(3.23), a Taylor series approximation of the 
logistic growth curve.
We now introduce some assumptions and proceed from a simple primitive 
estimator to an iterative Newton-like estimator, which we will subsequently 
examine in detail.
Assumption 1. There exists at least one way of defining a in terms of 3
a = h (3)
and h(3) is differentiable.
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Assumption 2. W'W is positive definite (p.d.).
With these assumptions we can define a primitive estimator in the following 
steps:
Step 1. Ignore r in (3.4) and obtain the least squares estimate 
of 3 as
3 = (W'W)”1W ,y . (3.5)
Step 2. Estimate a as a = h(3) and then estimate the 
remainder as
f = f(X,a) - W(3 .
Step 3. Re-estimate 3 using r as a correction term
Ä _ i3^ = (W'W) W'(y-r) .
This suggests the following simple iterative estimator
3 = (w,W)"1W'(y-r ) (3.6)n n-1
where "n" is the subscript for the n-th iteration. Two issues 
are paramount: whether such an iteration function is likely to 
converge and whether the resulting estimator of 3 (and a) will be 
consistent. It is worth noting, in passing, that (3.6) need not be 
started from 3 / the least squares estimator in (3.5). Consistent 
starting values for a (and 3) may be obtained by using the segmented 
sampling method of Hartley and Booker (1965) or the random search estimator 
proposed by Jennrich (1969). To proceed, if we substitute y out of (3.6) 
using (3.4) evaluated at 3 , , we have a Newton-like iteration scheme
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3 = 3 , + (W'W) 1W'u (3.7)n n-1 n-1
with u _ = y - f (X ,a ., ) and a n = h(3 .) . The estimator resultingn-1 n-1 n-1 n-1
from this iteration function will be referred to as the LAM estimator. 
Equation (3.7) is clearly a Newton-like algorithm and is to be preferred 
to (3.6) for actual computation, especially if the direction (W'W) ^W'u^ 
is multiplied by a step length scalar chosen on a minimisation criterion. 
Such procedures help to accelerate the iteration and widen the domain of 
convergence [see for instance, Ostrowski (1973, pp.40-46)].
We resolve the issue of convergence first by examining
lim 3 = lim {3 + (W'W) ^W'u .} .*n lpn-l n-1n-x» n-x»
Once convergence is established for any fixed N , we allow N -x 00 and 
examine the consistency of the resulting estimator.
Sufficient conditions for the convergence of such an iteration scheme 
are easily found by writing the algorithm as [see for instance, Dahlquist 
et al. (1974, p.234) or Ostrowski (1973, p.39)]
6n ^ n - l > (3.8)
Such an iteration function converges if, for each n , for some choice of
norm, I . I , II33 /33 , I < 1 . We define the norm of a matrix A as n n-1
IIAII = max|x^{ where the A^ are the eigenvalues of A .
Note that (3.7) can be rewritten as
3 = (W'W) 1W'y + 3 - (W'W) 1W'f(X,cx .)
and
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33.
93 I - (W'W) Vn-1 93n-1
Thus the condition that II93 /93 , I < 1 is in fact the condition thatn n-i
I (W'W) 1W ’(9r/33)H < 1 since 9f/93 = W + 9r/93 . As it will be clear 
from the proof of Proposition 1, the implication of this condition is best 
encapsulated in the following assumption.
Assumption Z. W'W ± w' Or/33) is p.d. in some neighbourhood of 3 .
In other words, since W'W is p.d., W' Or/33) does not dominate 
W'W . A second interpretation of this assumption is that f is not 
excessively non-linear in terms of 3 since 3r/93 = 9f/93 ~ W . A 
similar assumption is required to establish the neighbourhood of convergence 
for the GN method.
Proposition 1. Under Assumptions 1-3, the iteration function defined in 
(3.7) converges.
Proof. Iteration function (3.7) belongs to the more general class (3.8) 
for which the sufficient condition of convergence is ll33n/93 _^ ll < 1 , i.e., 
I (W'W) ^W'(9r/93)|| < 1 . This condition follows from Assumption 3.
Since W'W is p.d.,there exists a nonsingular matrix Q , such 
that W'W = Q' ■*"£> 1 . Let (£=1,2,...,p) be the eigenvalues of 
(W'W)_1W' Or/33) , then
| |  - x£ i| = o
i.e., |W ff - Q - ' V \ |  = 0
i.e., IQ'W ' || Q - X£l| = 0 , Z = 1,2,...,p .
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Let Z be the orthogonal matrix representing the eigenvectors of 
Q'W'(3r/33)Q , then
Q'W
where A = diag(A,,A„,..., A ) . This implies1 2  p
w  ll = Q' ^ZAZ1Q 1
i.e., (W'W+W |§) = Q' 1Z(I+A)Z'Q 1dp
Since W'W ± W  Or/33) is p.d., for any p x 1 non-null vector d
d'(W'W±W |f)d = d'Q' 1Z(I±A)Z'Q 1d d p
PI£=1I (1±X£)s2 > 0 (3.9)
where sn is the Jl-th element of the vector Z'Q ^d . Inequality (3.9)
implies |A | < 1 , Z = 1,2,...,? .
Q.E.D.
Next, the following assumptions are essential in considering the 
issue of consistency.
Assumption 4. lim
N-**>
plim
N-x»
W'W
N
W'u
p where P is a p.d. matrix3 
W'(3r/33)0 and lim 
N-*°°
o.. exist in the X1
-1neighbourhood of 3 and (I-P Q ) is nonsingular.
Proposition 2. If started within an appropriate neighbourhood of 3 ^
the convergent solution of the iteration function
3 = 3  , + (w'w) "*~w'u , yields a consistent estimaten n-1 n-1
of 3 .
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Proof. Substituting (3.4) into (3.6) we obtain
3 = (W'W) 1W'(W3+r+u-r _)n n-i
i.e. , 3 - 3 = (W'W) 1W'u + (W'W) 1W'(r-r , )n n-1
Using the mean value theorem, (r-r ,) can be written asn-1
r - r n-1
9r
93 <sn -i-ß>
where 3* € (3 ,,3) • Therefore,n-1
3 - 3 = (W'W) 1W'u - (W'W) 1w' |fn o 3 lßn - r ß) (3.10)
Assuming convergence, let lim 3 = 3 •
n-*»
Then
3 - 3 = (W'W) 1w'u - (W'W) 1w' || (3-3)
3*
where 3* € (3,3) • Thus
I + (W’W) V |f
op 3*
(3-3) = (w'w) 1w'u
Consequently
p l i m (3~3) 
N-x»
fw' Or/361 gi
I + P lim
N->°°
-1
P plim 
N-x»
W'u
0 .
Q.E.D,
The above two propositions highlight the need for the existence of 
a contraction mapping in the neighbourhood of 3 to ensure convergence. 
As with Jennrich (1969, p.642) and the GN method, this suggests it
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would be prudent to commence the iteration with consistent parameter 
estimates as (3.10), under Assumptions 3 and 4, indicates they will remain 
consistent. However, it is possible, as with the GN method, for the 
estimator to converge to a consistent solution from inconsistent starting 
values. Indeed, the subsequent numerical examples suggest the LAM 
estimator has a wider domain of convergence than the GN estimator.
A possible improvement in the algorithm is to define the iterarion 
function as
ß = (3 + <b , (W’W)n n-1 n-1
-1 _3f_^
8f3 n-1 (3.11)
n-1
which is a descent direction with step length (J> . This scheme may be 
derived as follows. Assume a and 3 are of the same dimension and that 
a is uniquely recoverable from $ , then
and
y = f(X,a) + u = g(X,ß) + u = W ß + r + u
r = g(X,ß) - W3 . (3.12)
To minimise u'u with respect to 3 and r subject to (3.12), we can set 
up the following Lagrangean function
^ = \ u'u - y'[r-g(x,3)+w3]
where y is the Lagrange multiplier. The first order conditions yield 
y = -u and (3g/33)'u = 0 . Concentrating the objective function with 
respect to y , the reduced first order conditions can be written as
= - W  [r-g (X, 3) + W31 - u = 0
and
(3.13)
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gj = r - g(X,$) + W3 = 0 .
After some algebraic manipulation (3.13) yields (3.11) as an iteration 
function.
3.3 Comparison with the Gauss-Newton Method
First we present the geometric viewpoint of the LAM and GN 
methods. For the linear model of the type
y = Xy + u
we obtain y , the least squares estimate of y , by projecting y orthogon­
ally on M(X) , the linear manifold spanned by X . For a non-linear 
model given in equation (3.2) we can obtain a by projecting y orthogon­
ally on the non-linear space of X implied by the function f(.) . Since 
it is difficult to work in non-linear space we have to linearise the model 
in some way or other. Of course different kinds of linearisations lead 
to different algorithms. For example, if we linearise with respect to the 
parameters by taking a Taylor series expansion around a^ and write (3.2) as
y ~  Xa + u
where y y - f(x,otQ) + (3f/3a ) a and X o o 3f/3a then startinga o
from a initial estimator , we can get consistent estimator by
repeatedly taking an orthogonal projection of y on M(X) . This is the 
GN procedure and the iteration scheme can be written as
an [X' X ] 1X' [y-f(x,a ) + X' a ] n-1 n-1 n-1 n-1 n-1 n-1
where "n" denotes the n-th iteration.
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On the other hand, if we linearise with respect to the variables, 
by taking a Taylor series expansion around i X , we obtain
y - r = W3 + u
which is simply equation (3.4). Then, given Assumptions 1-4, we can 
estimate 3 , and hence a consistently by taking repeated orthogonal 
projection of (y-r) on a fixed linear space M(W) . This differs from 
the GN method in which projections are taken on a different space at each 
step. Naturally, the computational burden will be much less for the 
linearisation method compared to the GN method. It is clear that in the 
GN method the remainder term goes to zero as the algorithm converges, 
whereas in the LAM the remainder r is estimated consistently and put 
back into the equation. A price has to be paid for the simplicity of the 
LAM estimator - we get less efficient estimator compared to the GN 
estimator (see Proposition 3 below).
The parallels between these two techniques are quite strong.
Consider the GN iteration, reparameterised in terms of 3 , rather than a ,
where <J) 
estimator
3 =3 . + cf> . (C* C .) 1C' _u .n n-1 n-1 n-1 n-1 n-1 n-1
is a step length scalar and C , = 3f/93n-1 n-1
is
(3.14)
The LAM
3 =3 , + 4> , (W'W) 1W'u , . (3.15)n n-1 n-1 n-1
Note, however, that if the LAM estimator is based on a second order 
approximation, for k = 1 , it follows from (3.3) that
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9f. 3r.l l. = ---  = w + ---i 33 i 33
w. +i 33
a3f.
3T(xi-xo> - T
where x* 6 (x.,x ) . The difference between the two procedures involves1 1 o
terms which are of "third order of smallness".
The parallels are even stronger as both methods can be shown to 
yield descent directions with similar step lengths. Using (3.14) and (3.15), 
consider the optimising step length for the respective directions if
u'u is being minimised. Let F = u'u , then F' = 3u'u/33 n n n n n n Ö = 2 c 'u3 n nn
and F" = 3 u'u/3333' n The second order Taylor series approximation
to F at 3 , isn n-1
Fn - V l  + FA-l(ßn-gn-l> + I (lV W  '^-l'‘W l »  + OCl6'3) (3.16)
where 6 = 3  - 3 , . Substituting (3.14) in (3.16) yieldsn n-1
F - F = (j> ,u' C [C .C _] 1C' u ,n n-1 Tn-1 n-1 n-1 n-1 n-1 n-1 n-1
+ ^ d)2 ,u' ,C _ [C _C ,] XF" . [C .C ,] XC' -u + 0(|6|'3). (3.17) 2 yn-l n-1 n-1 n-1 n-1 n-1 n-1 n-1 n-1 n-1 1 1 *
-1 - 1 .
Maximizing F^ - Fn_-^  with respect to ^n_-L > we obtain the optimal step 
length
u' C [C C ] 1C' u n-1 n-1 n-1 n-1 n-1 n-1
n-1 u' .C A C '  _C ,] 1F" [C C ] 1C  u . n-1 n-1 n-1 n-1 n-1 n-1 n-1 n-1 n-1
(3.18)
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which, under "minimal assumptions", is negative. From (3.17) and (3.18) 
the quadratic approximation becomes
Fn = Fn-1 + -q d> _u' C -,[C'C ] 1C ' u .2 Yn-1 n-1 n-1 n-1 n-1 n-1 n-1 + 0 (I 6 I 3) .
2Therefore, to 0 ( 161 ) , F < F  , a descent direction and the algorithm1 1 n n-1
terminates when C  nu = 0 .n-1 n-1
Substitution of the LAM estimator in (3.16) yields an optimising 
step length of
u' .W(W'W)~1W'u n n-1 n-1
n-1 u 1 W(W'W) 1F" _(W'W) 1W'u n-1 n-1 n-
Substitution in (3.15) and (3.16) gives a similar result, namely to
0(16 I ) , F (3 ) <F(3 -, ) , the LAM direction is a descent direction but11 n n-1
termination now occurs when W'u = 0 . Sincen-1
W'u , n-1 c ' _u . n-1 n-1
9r N
93 Vi.
un-1
it may be anticipated that the algorithm will terminate close to the fixed 
point of the GN algorithm.
In the following Proposition, we compare the relative efficiencies 
of the GN and LAM estimators.
Proposition 3. The GN estimator is asymptotically more efficient 
than the LAM estimator.
Proof. Following Gallant (1975, p.74), the asymptotic distribution of 3 r 
the GN estimator, can be obtained from the approximation
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3 - 3 3f' 3f33 * 33
-1
33
where 3f/33 is evaluated at the true parameter point 3 . That means 
the covariance matrix of the limiting distribution of /n (3_3) is
Z- = cr lim
N-K»
C'C -1
where C = 3f/33 •
Similarly, we can obtain the asymptotic distribution of ß , the 
LAM estimator, from the approximation
3 " 3 I + (W'W) 1W' |f dp
-1
(W'W) 1W.'u
where 3r/33 is evaluated at the true parameter value. The asymptotic 
covariance matrix of /n (3~3) is given by
Z~ = a lim 
N-*»
f j Or/33) ’W W'W
T 1
w'w' jl + V w l  1 W ’ Or/33)1 1
LI N NV / J [ N J l l N J N j .
Since C = 3f/33 = W + 3r/33 , Z~ can be expressed as3
Z~ = a lim
N-xx>
few' 1 W'W W'C - 1
NLA J N NV.
Now ,
= °2 lim
3 3 N^°
C'C C ’W W'W -1 W'C
a 2 l i m -  [c {i-W(W'W) 1W'}C] NNHK»
Since C  [I-W(W'W) ^W']C is positive semi-definite (p.s.d.), Z  ^- Z ^
3 3
is p.s.d., and hence Z - Z is p.s.d.
3 3
Q.E.D
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3.4 Applications and Numerical I l lus t r a t i ons
Three sets of results are presented below to demonstrate the 
potential of the LAM estimator. The first example uses a translog, or 
Maclaurin, approximation to a CES production function, and compares the 
performance of the LAM and GN estimators using 50 replications of 
synthetic data. For this set of experiments the dependent variable was 
generated as
"a2 "a2ln V. = In a - (l/a„) In [a, x . . + (l-a..)x.„ ] + u. , i = 1,2,...,Nl o 2 1 ll 1 i2 l
while the second order translog approximation, using homogeneity and 
symmetry, is
1 2ln V. = 3 + 3n (i-n x. -In x ) + — 3_(ln x. -In x.„) + u.i o 1 il i2 2 2 ll i2 l
in standard notation. Furthermore, it is clear that the a to ß 
correspondence is one-to-one, since
ß = In a , 3-, = a, and 3 = a0a, (a,-l) .o o i l  2 2 1 1
The regressors, and X^ , were fixed for repeated samples and were
generated by a U [0,250001 with an intercorrelation of .7 . The errors
2were standard normal, u ^ n (0,ö I) with a signal-noise level of .95 .
The sample size was 50 and the starting values for a were (1., .7, -.8) , 
corresponding to an error sum of squares F = u'u of about 55. The 
optimising value of F was in the range .12 to .20 . On average GN 
took 4 iterations while LAM required 6. The results were summarised in 
Table 3.1. In terms of mean values, the two solutions are virtually 
identical, although the GN estimates are slightly more efficient.
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Table 3.1
CES-Translog Approximation: 
Comparison of the LAM and GN Estimators3
Population Value Parameters
ao al “2 62
2. .4 -.5 .12
Mean 1.999 .400 .577 .134
LAM: Variance .124_3 . 280~3 . 342_1 . 204~2
MSE . 12~3 . 28~3
i—iir-C0 . 22~2
Mean 1.999 .401 .558
GN: Variance .120”3 .280-3 . 333_1
MSE . 12_3 . 28~3 . 36_1
3. _kPower refers to 10 . Thus .124 3 = .000124.
If this example were the only one considered there would be little to 
distinguish the two estimators.
The second illustration is an example reported by Bard (1974, 
pp.123-131). The response function is a chemical decay process
y^ = exp[-a1xil exp(-a2xi2)] + u^ , i = 1,2,...,N
where is time, X2 is the reciprocal of temperature and y is the
percentage of the compound remaining. The required derivatives for a 
first order Taylor series approximation are
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3
3
3
o
1
2
exp[-a^x° exp(-a2x°)]
3Y 3 a, exp(-anx ) o 1 2 2
3y
ßia2 *°1
and a is recoverable in two ways from 3 :
-3.
'2 ö °ßixi
= s
In 3
o , o. x^exp (—0t2X2
3 e x p ( - a x )  o 2 2
(3.19a)
(3.19b)
A non-linear restriction of the form 3-, = 3 In 3 /x° would ensure a is1 o o 1
uniquely recoverable from 3 ; however, this would destroy the simplicity 
of the LAM estimator. The sample size was 15 and the point of approxim­
ation of (170, .0061) corresponded to the mean of the data. The results 
are reported in Table 3.2.
Table 3.2
Bard Function:
Comparison of the LAM and GN Estimators
Parameters
al a2 F
GN [8] 813.73 960.67 .00398
LAM(a)[5] 1001.00 1010.80 .00415
LAM(b)[5] 1059.80 1027.10 .00430
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The GN results correspond to Bard's and the iteration counts are given 
in square brackets. The starting values for and were 750 and
1200 respectively, with a corresponding function value (the residual sum of
squares) of F = 1.09 . The difference between the GN and LAM 
estimates may be due to discarded information in using LAM; as was
defined by (3.19a) for LAM(a) and (3.19b) for LAM(b), but both pieces of 
information were not used simultaneously. However, it may be just a small
sample result. The most significant outcome of the exercise was that a
grid of 12 starting values between (500,500) and (2000,2000) was subsequently 
used. While both the LAM estimators converged rapidly to the neighbour­
hood of the solutions, the GN method failed to converge completely on 3 
occasions and experienced slow convergence in 5 others.
The final example is Oliver's (1969) agricultural tractor series 
with a fitted logistic curve. The response function is
l+a_exp[-a_.il + Ui ' i = 1,2,...,N (3.20)
with a quadratic approximating function
y . = 3  + 3 , (i~i ) + 4 3-(i-i )2 + u.l o 1 o 2 2  o l (3.21)
The approximation was taken at i^ = 0 , thus the derivatives are
o 1+a.
and
ala2a3
(l+a2)
- a 3 ß 1 +
(3.22)
2gla2a3
(l+a2)
With a little manipulation, a is recovered uniquely from 3 , namely
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a1 3 (1+cOo 2
and
ßr ßoß2
ßl<1+a2>
ai“2
(3.23)
We report the estimates of the logistic function in Table 3.3. In the
Table the GN results were achieved upon using the first step LAM 
estimates as starting values. Again, the sample size was small, there being 
16 observations. From the chosen starting values the GN method failed to 
converge, whereas the LAM and the improved LAM estimator (ILAM), based 
on the algorithm (3.11), converged rapidly. When GN was restarted from 
the first step of the LAM estimator, it converged successfully.
Table 3.3
Logistic Function:
Comparison of the LAM and GN Estimators
Parameters
al a2 “3 F
LAM[5] 523. .312 1.527 967.6
ILAM[5] 526. .320 1.500 965.7
GN [4] 526. .320 1.500 965.7
The starting values for and were 200., .7 and 6.0 respectively,
with a corresponding value of 1265045 for F . Once again, while LAM and 
GN (when successful) were virtually indistinguishable in time, the robust­
ness of the former in convergence is evident.
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3.5 Estimation through Orthogonal Polynomial Approximations
In this section we briefly explore the possibility of using 
orthogonal polynomial approximations in non-linear estimation. Given the 
function f(x,a) , defined on a compact set, and any positive number £ , 
by the Weierestrass approximation theorem we can always find a polynomial 
P (x) of finite degree say p , such that
for x £ X [see Courant and Hilbert (1966, p.65)] . The polynomial P(x) 
can be expressed as a linear combination of (p+1) orthogonal polynomials,
i.e. ,
3 =  (3 /•••,3 ) 1 is a vector of constants. If in (3.24) we choose £o 1 p
to be arbitrarily small, then we can write
f(x,a) - P(x)I < e (3.24)
P(x) = I 3 .ij> . (x) 
j=0 3 3
f(x,a) ~
j=0
?
SBl
3j^ j (x) .
that is
( f ( x , a ) ( x ) )
j = 0,1,... ,p(i|;_. (x) ,if» (x) )
where (f (x ,a) ,ip^  (x)) w(x)dx = 1 .
3_j = (f (x,a) ,ipj (x) ) .
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The above equation gives the relation between the original parameter 
vector a and the new parameter vector 3 • For simplicity, we assume 
that this relationship is one-to-one, and a can be solved explicitly 
in terms of 3 •
Our next problem is to estimate 3 and then a . To facilitate 
the exercise, we write
P
f (x^  ,a) = Y 3-i|j.(xi) + ri 
j = 0 D J
Vi.e., y = 2, 3.^.(xi) + r + u (3.25)
A — n
where r^ is the remainder term of the approximation. Equation (3.25) is 
similar to equation (3.3), and hence we may apply our earlier estimation 
technique.
Given that the (x) 
of the 3j are given by
are orthonormal, the first round estimates
3.1
8
l •
i=l J
A  A
From 3 we can obtain a , and an estimate of the remainder:
r. = f (x ,a) - l 3 .iJj . (x ) .
j=0 3 3
Then the second round estimates are
ft N
B • = I (x.) (y.-r )
J i=l J
and from this we can get improved estimates of a . This leads to an
iteration scheme similar to (3.6).
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Theoretically this procedure looks simple but it is not easy to 
implement. There are two major complications: first, it is difficult to
get expressions for the f5L ; and second, we may not be able to express a 
explicitly in terms of $ .
3.6 Concluding Remarks
In this chapter we have presented a simple method for consistent 
estimation of non-linear response functions. Consistent estimates are 
achieved by linearisation on variables rather than parameters, as is the 
case with the GN and other methods. The LAM estimator is analogous 
to an instrumental variable estimator in that, while maintaining consistency, 
it is a computationally inexpensive alternative to ‘maximum likelihood 
estimation. The numerical results point to robust convergence characteri­
stics and an ability to work when the GN method fails. At very least it 
is a source of consistent starting values for the GN method.
Further work is needed on alternative approximations, especially on 
orthogonal polynomial approximations which we have only sketched in Section 
5. In terms of applications of the LAM , the most immediate area of 
interest is that of non-linear simultaneous equation estimation. This will 
be discussed in Chapter 9.
After estimation, there remains the task of testing. There are 
three basic principles in statistical testing: the Wald, likelihood 
ratio and Lagrange multiplier (LM) procedures. In most cases, the 
LM test is simplest computationally since it requires estimation under the 
null hypothesis alone. In the next chapter, we discuss different forms
and some of the properties of the LM test statistic.
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C H A P T E R  4
Alternative  Forms and Properties of the 
Lagrange Mu l t ip l ie r  Test
Truth is one - but it is described 
in different ways.
Vedas
Do not finitize the infinite.
Ramakrishna
4.1 Introduction
In the early stages of the development of econometrics attention 
concentrated on the estimation of economic models. It was later realized 
that to make econometrics a complete scientific discipline, developing 
models and estimating them was not enough. There was clearly a need to 
have suitable inferential procedures to test the validity of models. In 
the statistical literature three basic principles were available for 
hypothesis testing, namely the likelihood ratio (LR), Wald (W) and Lagrange 
multiplier (LM) (or score) principles. At the outset the LR and W 
tests were almost invariably used. As more complex models were introduced, 
these two tests tended to be unpopular because both required estimation 
under the alternative hypothesis. Estimation under the alternative
* Section 4 has been taken from Bera et al. (1981) and the remaining
sections, apart from Section 2, are based on Bera and McKenzie (1982a).
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hypothesis sometimes may prove to be difficult while test statistics based 
on the LM principle can usually be calculated easily because it requires 
estimation only under the null hypothesis. Thus LM tests can examine 
the validity of a general model without actually estimating it and hence 
provide handy tools to tackle the complex problem of model specification.
After its introduction to the econometric literature, LM tests 
have been derived for different situations and their links with some of the 
available tests have been established. A number of survey articles have 
been written on this topic, but none of these provides a proper historical 
account of the use of LM tests in econometrics. The form of the LM 
test which is now most popular is Rao's (1948) score test. Aitchison and 
Silvey (1958) and Silvey (1959) provided an LM interpretation of the 
score principle. Probably the first to introduce the LM test to 
econometrics was Byron (1968), who used Silvey's version for testing linear 
restrictions in demand systems. Recently, there has been a big surge of 
research output in the application of the LM principle to a variety of 
situations and comparison of the properties of these tests with the LR 
and W tests. Among the numerous papers, the most notable are Savin (1976), 
Berndt and Savin (1977), Breusch (1978a), Breusch and Pagan (1979, 1980),
Godfrey (1978a,1978b,1978c) and Engle (1979). This research has helped to 
popularize the LM principle among applied econometricians. Now LM 
tests are most common items in the econometricians' kit of testing tools.
Since many excellent expositions of the LR , W and LM principles 
are already available [for example, Cox and Hinkley (1974, ch.9), Breusch 
(1978b,ch.l) and Engle (1981)], we will not discuss them in detail. In 
Section 2, we present a geometric interpretation of the above three 
principles recently suggested by Pagan (1981). An uneasy feature of the
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LM test is that a number of asymptotically equivalent forms of the test 
can easily be developed. Some of them can be discarded on analytical or 
computational grounds. Still there remains a choice among the several 
asymptotically equivalent versions of the test which could have very 
different finite sample properties. The question is which one should be 
used in what situation? We attempt to provide a partial answer to this 
question in Section 3 through a Monte Carlo study. Once a particular form 
of the LM test has been chosen, it is interesting to examine how it 
performs relative to the LR and W tests in small samples. We make this 
comparison in Section 4 in the context of testing homogeneity and symmetry 
in demand systems. One interesting property of the LM test is its 
invariance to a class of alternative hypotheses. In other words, it does 
not utilize the precise information regarding the alternative. In Section 
5, we investigate whether this affects the power properties of the LM 
test. In general, the power is not affected. Finally, another feature 
of LM statistics is that they are additive, i.e., the LM statistic for 
testing a joint hypothesis is the sum of LM statistics for testing the 
components of the null hypothesis separately. In Section 6, we provide 
the necessary and sufficient condition for LM tests to be additive in this 
sense, and show that the LR and W tests also share this property. In 
the last section we present some concluding remarks.
4.2 Geometry of the LR , W and LM Tests
Let £_^ (0) denote the log-density function for the i-th observation,
where 0 is a p x 1 parameter vector. Say we have N independent
rNobservations. Then the log-likelihood function is £ = £(0) = ). £. (0) .^i=l l
The hypothesis to be tested is H : h(0) = 0 where h(0) is an r x 1
57
vector function of 0 . It is assumed that H = H(0) = '3h(0)/30 has
full column rank, i.e., rank(H) = r . The LR statistic for testing
H can be written as o
LR = 2[£-£]
where and denote 0 has been evaluated at the unrestricted
maximum likelihood estimate (MLE) 0 , and restricted MLE 0 , respect­
ively. The W statistic is
/\ ^  a . —  "I >\ —  T a .W = h* [H11 H] h 
2where h = h(0) and I = E[-3 £/3030’] is the information matrix. Lastly, 
the LM statistic takes the form
LM = d1I_1d (4.1)
where d E d(0) = 3£/30 . Under H , all three statistics are asymptotic-o
2ally distributed as x with r degrees of freedom .
To present Pagan's (1981) geometric illustration1, we assume that p = 1 
and the null hypothesis can be written as : 0 = 0 . In Figure 4.1 we
plot d(0) against 0 . The unrestricted MLE 0 is obtained by setting 
d(0) = 0 (i.e., at the point D). From the figure it is easily seen that
and
£ = £(0 ) o
0' o
d(0) = area(ABCFA)
' — 00
£ = £(0)
(0
d (0) = area(ABDFA) .
' — CO
1 Buse (1982) presents another geometric interpretation of the three tests. 
However, his analysis does not provide much insight, into the problems 
considered here.
58
Figure 4.1
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Therefore, LR = 2.area(CDF) . For our particular case W = (0—0 )2Jo
So the test is based on 0 - 0  = CD , divided by its standardo
deviation. An estimate of the variance of 0 - 0  can be obtained fromo
(-92£/902) 1 , i.e., from (tan <}>£)  ^= CD/CG . Therefore,Ü
2W = CD .CG/CD = CD.CG = 2.area(ACDG) . On the other hand the LM test
is based on d(0) at 0 , i.e., on the distance CF . Its estimatedo
2 ~  2variance is calculated by (-9 £/90 ) = tan (}) = CF/CE . HenceÜ
2 °LM = CF .CE/CF = CF.CE = 2.area(ACEF) .
From this geometric illustration we observe.the following features
of the three tests. Firstly, since the three tests are based on three
different areas, in general, they will yield conflicting inferences if the
same critical value is used. The possible conflict among the three
procedures has been discussed in detail by Savin (1976), Berndt and Savin
(1977) and Breusch (1979) . They found systematic numerical inequalities
among the three statistics in testing linear restrictions on the linear
regression model; specifically, W > LR > LM . However, as noted by
Breusch (1978b, p.43) and Mizon (1977, p.1237), such inequalities may not
hold for non-linear models or when non-linear restrictions are tested.
Secondly, the LM test does not depend explicitly on the distance between
the two hypotheses, 0 - 0q = CD , since it depends only on d(0^) and
the slope of d(0) at 0q . We can draw many curves through F having
the same slope, e.g., the curve A 'FD1 (dotted line). This implies
that there may be different likelihood functions (having the same slope and
curvature at H ) that will lead to the same LM statistic. We will o
discuss this aspect of the LM test in Section 5. Lastly, for the LM 
test, and possibly also for the W test, we can calculate the variances in 
a number of ways which are asymptotically equivalent. This leads to
60
different versions of the LM test. In the next section we examine 
the performances of five different versions of the LM test through a 
simultation study.
4.3 A Comparative Study of Alternative Forms of the LM Statistic
A number of different forms of the LM statistic have been developed 
that differ only in their choice of an estimator for the information matrix 
I . Any positive definite matrix A can be substituted in place of I in 
(4.1) such that
plim 32£(0)3636 ' I . (4.2)
Provided the probability model is correctly specified [see White (1982)],
all the statistics of the form d'A ^d satisfying (4.2) will be
asymptotically equivalent. Given their asymptotic equivalence, choices
have been based primarily on computational convenience. However, in many
situations more than one form of the LM statistic can be calculated
easily, so that computational simplicity does not offer much guidance.
Also, the asymptotic equivalence of tests is not indicative of their small
sample behaviour. Some forms may have finite sample distributions that
2are much closer to the asymptotic x under the null hypothesis. There 
may also be substantial differences in power. In this section we study 
these problems, and we consider the following versions of the LM statistic 
suggested in the literature.
Whenever it is possible to take expectations of [d(0)d'(0)] or
23 £(0)/3030' , we can use
A 1 = E[d(0)d '(0)]
or
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A2 E
- 2 # • 8 £(9)
3689'
in place of A . If the specified probability model is correct then 
A^ = A^ [see White (1982), thm.3.3], When either A^ or A^ is used we 
will denote the statistic by LM(WE); "WE" stands for "with expectation". 
In certain situations it may be difficult to take expectations, for example 
when testing linear and log-linear models using the Godfrey and Wickens' 
(1981a) approach. In such cases we can use either
A = _ 92M9) 
3 3030'
or
A = GG' 4
where G' has typical (i,j)-th element as 3£i (0)/30_. , (i = 1,2,...,N;
j = l,2,...,p) . One problem with A^ is that it may not be positive
definite in small samples and this may result in negative values of the
calculated test statistics. When A . is used, the LM statistic can be4
2 2calculated as N.R where R is the uncentred coefficient of determina­
tion from the regression of a vector of ones on G' [Godfrey and Wickens
(1981a, p.490)]. Bera (1982a) argued2 that this statistic can be written 
2in Hotelling's T form and for finite samples,it is approximately
distributed as an Nr/(N-r+l) multiple of F(r,N-r+l) under H . Foro
future reference we will denote this form as LM(WOE) to mean "without 
expectation".
n The argument can be summerised as follows. Under H (and othero
regularity conditions), /Nd' = /n I'G' N(0,ft) (say) and (GG'/N) a ' - > ' ft ^
where _1 is an Nxl vector of ones. Moreover ]L'G' and GG' can
be taken as independent. Therefore, [d'(GG')-^d](N-r+1)/Nr is 
approximately distributed as Hotelling's T2 [see Anderson (1958, p.106)]
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Since A, and A„ contain fewer stochastic terms than does A „ , 1 2  4
LM(WE) can be expected to behave better in finite samples. Moreover,its
2convergence to y under may also be faster compared to LM(WOE) .
Many hybrid forms of the LM statistic can be constructed by selecting 
elements from either A^ or A^ , i.e., by taking expectations of certain
elements whenever possible, otherwise simply choosing elements from A^ .
This technique was used by Breusch (1978a) in deriving a LM statistic 
for testing serial independence in the regression model. However, the 
information matrix obtained in this manner may not be positive definite.
Recently Davidson and MacKinnon (1981a) have proposed a new version 
of the LM statistic. Let the underlying model be written as
fi(Yi'Xi/0) = ei ' 1 = 1/2,... ,N
where y^ is the dependent variable, x_^  is a vector of exogenous 
variables, 'v N(0,1) and the Jacobian matrix of the transformation from
y's to e's is lower triangular. Davidson and MacKinnon (1981b) suggested 
that the following matrix can be used in place of I
A_ = FF' + JJ'D
where F' and J' have typical (i,j)-th element as 9f^ /90_. and
9(In[9f^/9y^()/90j respectively. It is shown in Davidson and MacKinnon
(1981a) that E(A_) = E(A/1) . Therefore, A_ provides a valid estimatorb 4 5
for I . The LM statistic using A^ will be denoted as LM(DM) .
Davidson and MacKinnon (1981b) argued that A_ provides a much more5
efficient estimate of I than does A. and the LM test based on Ar4 5
can be expected to behave better in small samples.
All the above versions are based on the assumption that the under­
lying probability model is correctly specified. When this assumption fails,
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the above statistics will not have the correct size even asymptotically. 
To overcome this problem White (1982) proposed using
A6 A3 A4 A3
and the operational form of his statistic is
LM(W) d' A.1 H[H'AH] 1H I A 1 d 3 6 3
An interesting feature of this statistic is that it is based not just on
the score vector d(0) , but on [H'A^H] 1H ,A3'Ld which is the estimate
of the Lagrange multiplier vector. Statistic LM(W) can also be expressed 
2 2in N.R form where R is the uncentred coefficient of determination of 
the regression of a unit vector on D = G'A^H . This is easily seen by 
writing LM(W) as
LM(W) = ^ ’G ’A31H[H,A31GG'A31H] ^ ' A ^ G l
N.[l'D(D'D) 1D'1/1'1]
where 1 is an N x 1 vector of ones. Therefore, LM(W) can be calculated
2 — 1using the N.R form, but the necessity to calculated A i n d i c a t e s  its
computational complexity compared to LM(WOE) .
Harvey (1981, p.173) has proposed a modified LM statistic
LM(HM) LM(WE) N-p N-LM(WE) * r
which is approximately distributed as F(r,N-p) under the null hypothesis. 
The justification for this modification lies in the relationship between the 
LM statistic and the usual F statistic for testing linear restrictions in 
the linear regression model with normal disturbance. Kiviet (1981) reports 
some Monte Carlo results in the context of testing serial independence,
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suggesting that this modification can lead to a closer correspondence 
between the nominal and actual significance levels.
Davidson and MacKinnon (1981b) have examined the small sample
performances of LM(WOE) and LM(DM) for testing linear and log-linear
models within a Box-Cox transformation framework. There are some
difficulties with this particular example. Firstly, LM(WE) and hence LM(HM)
cannot be calculated. Secondly, strictly speaking the hypotheses are
essentially non-nested and are artificially nested within a comprehensive
model. Thus they will not be suitable for our comparative study (especially in
terms of power) of some statistics designed to test nested hypotheses.
The main findings of their investigation are that (i) under the null hypothesis
2LM(DM) is closer to x distribution in small samples than is LM(WOE) 
and (ii) there is not much difference in terms of power between these two 
statistics.
Our study examines the small sample performances of the LM statistics 
listed above for testing jointly the homoscedasticity (H) and serial in­
dependence (I) of normal regression disturbances. For the alternative
hypothesis the data were generated by violating H , I and normality (N) as 
well as their various combinations. This provides us with an opportunity
qto compare the performances of the statistics under different situations 
such as "undertesting" (when the statistic fails to test all departures that 
occur), "exact testing" (the situation for which the statistic is designed) 
and "overtesting" (when we test for more departures than actually occur).
We considered the following linear regression model
4
l
j=i xijsj
+ u, 1,2,...,N
3 These will be discussed in some detail in Chapter 6.
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where we set x., = 1  and generate x _  from a N(10,25) , x.„ fromll i2 i3
a U [7.5,12.5] and x from a X-^ q • These values of the regression 
matrix X , were kept fixed from one replication to another. Serially 
correlated (J) disturbances were generated from the first order auto­
regressive (AR) process u^ 
autocorrelations were represented by setting p = pi = 0.3 and p = p2 = 0.7 
respectively. Heteroscedastic (H) disturbances were generated by
pu_^ _^  + ' 1P1 < 1  • "Weak" and "strong"
assuming V(e^)
rHÖlla = 0.25 and a = a2 ;
ity. Non-normal (N) e!s
l
g _^ = 25 + az^ , /zT ^ N(10,25) and a was set to
0.85 for "weak" and "strong" heteroscedastic-
with five degrees of freedom and the log-normal distribution (say
t and log). Combining these departures from H : u ^ NHI (or a = po 0 ) ,
we have 26 possible alternatives: 6 one-directional, 12 two-directional and
8 three-directional departures. Observations of u. under H were1 o
generated by taking u_^  ^ N(0,25) .
In every experiment, for a given sample size N , we generated the
data under the null and 26 alternatives, and calculated the above five LM
statistics. Algebraic derivations of the statistics are given in Appendix
4.1. The experiments were performed for N = 20, 35, 50, 100 and 200, and
for each N we carried out 500 replications. The calculated statistics
under H were used to study the closeness of their null distributions to o
2X2 (°r the appropriate F distribution) through the Kolmogorov-Smirnov 
(K-S) test, and to estimate the type-I errors. These statistics values 
were also used to obtain the empirical 10 per cent significance points which 
are the appropriate order statistics (450-th) of the 500 values. The 
power of a test was estimated by counting the number of times the test 
statistic exceeded the corresponding empirical significance point and 
dividing that by 500. We report the values of the K - S  statistic (based
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on 100 replications4) in Table 4.1, and the estimates of the type I errors 
are presented in Table 4.2. The estimated power of the tests using 
empirical 10 per cent significance points are provided in Table 4.3 for 
N = 50 . The results corresponding to the other values of N are given 
in Appendix 4.2.
Table 4.1
Kolmogorov-Smirnov Statistics for Testing
2  3.Departures from X and F Distributions
Sample Size LM(WE) LM(WOE) LM(DM) LM (W) LM(HM)2 2 2 2X X F X X F
* •k20 .108 .161 .118 .110 .075 .218
* *35 .097 .139 .115 .064 .081 .157
50 .077 .081 .064 .055 .083 .099
100 .083 .112 .106 .072 .091 .064
200 .047 .053 .049 .051 .040 .056
a Statistic values with are significant at 5 per cent level.
Estimated Type
Table 4.2
I Errors for Different Statistics 
(Nominal level .10)
Size LM(WE) LM(WOE) LM(DM) LM (W) LM(HM)2 2 2 2X X F X X F
20 .092 .180 .134 .082 .116 .062
35 .078 .176 .144 .080 .146 .054
50 .084 .172 .162 .100 .142 .072
100 .088 .154 .148 .082 .150 .082
200 .098 .136 .136 .100 .128 .096
4 This is because 100 is the maximum sample size for which critical points 
for the K-S statistic are available [see Miller (1956)].
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From Tables 4.1 and 4.2, we observe that LM(WE) and LM(DM)
2perform very well. Even for small sample sizes, both follow x distrib­
utions and actual type I errors are close to the nominal level of .10 .
2The statistic LM(WOE) does not follow the x distribution for N = 20
2and 35 . Although its distribution is closer to x for N > 50 , its 
performance is not good in terms of type I error. However, the hypothesis 
of an F distribution is accepted for L(WOE), thereby justifying the 
conjecture made in Bera (1982a). When the appropriate critical values from 
the F distribution are used, the modification reduces the type I errors
of LM(WOE) for N = 20 and 35 only,as seen from Table 4.2. The stati-
2Stic LM(W) follows x for all samples sizes. However, the behaviour of
type I errors corresponding to LM(W) is very erratic and the values are much
higher than .10 . This shows that although the overall distribution is close to 
2X , the tail part which determines the type I error is not. Lastly,
Harvey's correction does not work in our case. This is in contrast to the
results obtained by Kiviet (1981). The reason for this may be that LM(WE)
by itself does well and any further correction to it takes it away from the 
2X distribution. The modification reduces the type I error considerably 
but this has adverse effects on the power of the test, as will be seen 
from Table 4.3.
We now examine the power of the tests presented in Table 4.3. From 
the table it is clear that on the basis of the relative numerical magnitudes 
of the powers corresponding to different statistics the preference ordering 
is LM(WE) , LM(DM) , LM(HM) , LM(WOE) and LM(W) , although the differences 
in powers between LM(WE) and LM(DM) are not substantial. When the 
model is completely missspecified, such as when the alternative is NHI , 
one should expect LM(W) to perform "better" in that it should give power 
of around .10 . For NHI {t) , its performance is as bad as the other
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Table 4.3
Estimated Powers of the Tests
(N=50, At empirical 10 per cent significance level)
LM (WE) LM(WOE) LM(DM) LM (W) LM(HM)
One-directional
N H I (t) .188 .156 .176 .190 .188
(log) .530 .528 .554 .242 .510
N H I(al) .642 .530 .580 .572 . 636
(a2) .858 .778 .832 .800 .844
N H I (pi) .470 .418 .452 .452 .470
(p2) .986 .974 .984 .978 .986
Two-directional
N H I (t ,a1) .636 .502 .580 .486 .618
(log,al) .524 .498 .528 .226 .484
(t,a2) .816 .702 .786 .640 .780
(log,a2) .578 .538 .584 .220 .520
NHI (al ,pl) .780 .720 .764 .752 .776
(a2,pl) .908 .870 .902 .878 .896
(al,p2) .994 .988 .994 .990 .994
(a2 ,p2) .996 .994 .998 .998 .996
N H I (t , p 1) .530 .460 .522 .466 .530
(log,pi) .708 .582 .726 .158 .692
(t, p 2) .990 .964 .990 .964 .990
(log,p2) .990 .928 .994 .790 .986
Three-directional
ffll (t,al,pl) .786 .670 .772 .672 .770
(log,al,pl) .704 .582 .704 .182 .666
(t,a2,pl) 1.000 .992 .998 .990 1.000
(log,a2,pl) .990 .912 .992 .800 .972
(t,al,p2) .998 .986 .998 .980 .998
(log,al,p2) .992 .918 .994 .798 .978
(t,a2,p2) 1.000 .992 .998 .990 1.000
(log,a2,p2) .990 .912 .992 .802 .972
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statistics. However, when the alternative is MJ(log) it does very
well compared to others. But if we look at other misspecified cases
like M I  , LM(W) loses considerable power, particularly when the
alternative is contaminated by the log-normal distribution. For example,
when u 'v NHI(al,pl) the power is .752, and this falls to .182 when
u % NHI{log,al,pl) . These observations indicate that LM(W) may not
always be robust against misspecification. The statistic LM(DM) does
very well indeed. Earlier we saw that under the null hypothesis the
2distribution of LM(DM) is close to x / and from Table 4.3 it is clear 
that it has good power.
In certain cases LM(WE) cannot be obtained whereas LM(DM) can be 
obtained easily, for example, while testing linear and log-linear models 
within Box-Cox framework. This advantage makes LM(DM) more attractive 
than LM(WE) although the latter has slightly higher powers than the 
former. However, LM(DM) is a relatively new version of the LM test 
and some further studies are needed to make a proper evaluation of its 
properties. Statistics LM(WOE) and LM(HM) do not have high power, so 
that these two versions will not be a good choice if either LM(WE) or 
LM(DM) is available.
Similar observations can be made from Tables 4.7 to 4.10 (given in 
Appendix 4.2) where we present the results on power for N = 20, 35, 100 
and 200. In fact for these values of N , LM(DM) performs marginally better 
than LM(WE) . On the basis of the above limited simulation study our 
recommendation would be to use LM(DM) or LM(WE) , and when there is a 
possibility of misspecification LM(W) can be used but with some caution5.
5 In the context of our simulation study two points should be mentioned 
about LM(W), which require further investigation. First, some of our 
alternatives do not satisfy the conditions under which LM(W) is applicable 
[see White (1982, fn.3)]. Second, Chow (1982, p.6) anticipated that LM(W) 
will not be valid for certain misspecified cases such as omission of 
variables. Since our misspecification comes through N , Chow's result 
may not be relevant here.
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4.4 Comparison of the LR, W and LM Tests
Since the three statistics LR , W and LM are asymptotically
equivalent and have maximum local power, their relative performances in
finite samples is important from the practical point of view. Unfortunately,
there are only a few studies on this problem. Breusch (1978b, ch.7)
compared the LM test for homoscedasticity of regression disturbances with
the corresponding W and LR tests. From the Monte Carlo study it was
2concluded that when x critical values are used, W rejects the true null 
hypothesis more frequently than does LR , and that LR rejects the true 
null more frequently than does LM . However, both W and LR were
found to be slightly more powerful than LM .
We take up the case of testing linear restrictions in the multi­
variate linear model. Specifically, we consider the problem of testing 
homogeneity and symmetry in (large) demand systems. In recent years this 
problem has attracted some attention regarding the validity of the large 
sample tests when the sample size is small and the system is large [see 
for example, Laitinen (1978) and Meisner (1979)]. It is shown in Bera 
(1982b) that when only homogeneity restrictions are tested, there is 
exact relationship among the three test statistics. Also, in this case,
W is distributed as a scalar multiple of the F test statistic. Using
these results appropriate critical values for W , LR and LM can be 
obtained. All the three test statistics will have the same power when 
these critical values are used.
For our simulation study we consider testing (i) symmetry and 
(ii) homogeneity and symmetry jointly. On the basis of the results of the 
previous section we use the LM(WE) version of the LM statistic and
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compare it with the W and LR statistics6. The data were generated
under the null hypothesis (H ) to calculate type I errors and to study the 
2closeness to y distribution by the K - S test, and also under the
alternative hypothesis to calculate the powers. To generate the data
under the alternative, we perturb the parameter values so that H is noto
satisfied and we obtain powers within a convenient illustrative range for
all the three statistics. The results are given in Table 4.4 where "n"
denotes the number of equations in the system. To calculate type I errors,
2we use asymptotic 5 per cent x critical values, and the powers are 
calculated with 5 per cent empirical critical points for comparability.
The powers are based on 500 replications, whereas the K - S statistics are 
based on 100 replications.
Table 4.4
Comparison of W , LR and LM Statistics
(N = 31)
Symmetry Homogeneity and Symmetry
W LR LM W LR LM
Estimated type I errors (nominal level .05)
n = 5 .198 .148 .098 .254 .162 .078
n = 8 .588 .380 .124 .708 .468 .122
n = 11 .978 .830 .224 .996 .904 .196
n = 14 1.000 1.000 .466 1.000 1.000 .488
Estimated powers (at empirical 5 per cent level)
n = 5 .490 .504 .500 .450 .434 .390
n = 8 .770 .820 .818 .652 .546 .352
n = 11 1.000 1.000 .954 .962 .848 .358
n = 14 .980 .956 .774 .610 .462 .112
K - S test statistics
n = 5 .238 .198 .167 .351 .282 .197
n = 8 .591 .471 .297 .713 .541 .288
n = 11 .932 .827 .469 .972 .865 .471
n = 14 .990 .961 .648 .992 .989 .669
Suppose we write the demand system as y = (I&X)3 +u where E(uu') = (say)
and want to test Hq : R3 = 0 . Then the three test statistics can be
written as W = N tr 2 (^2-2) , LR = N In (|z|/|s|) and LM = N tr 2 (^2-2) 
where tilde and hat denote constrainted and unconstrained MLEs respectively.
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From Table 4.4 we can make the following observations. The 
performance of the LM test is best under as judged by the type I
errors and K - S statistics. In terms of power, however, LM is 
inferior to both W and LR statistics. These conclusions are similar 
to those of Breusch (1978b). The reason for this may be that since the 
LM test is based on the estimate of the null model, it can be expected to 
behave better when the null hypothesis is true. The W and LR tests 
use "more" information from the alternative hypothesis, so their power 
properties, in general, should be better. Although we do not have any 
other evidence, on the basis of Breusch (1978b) and our results (see also 
the results of the next section), we can expect the LM statistic to 
behave in a similar manner in different situations.
4.5 Invariance of the LM Statistic
A striking feature of the LM test is its invariance to different 
alternatives. There are many interesting examples of this, but here we 
will mention only a few. The LM statistic for testing normality (to be 
discussed in the next chapter) with the Pearson family of distributions as 
the alternative, remains unchanged under Gram-Charlier (type A) alternatives. 
Statistics for testing homoscedasticity are invariant to different forms of 
alternatives such as multiplicative and additive heteroscedasticity, as has 
been noted by Breusch and Pagan (1979) and Godfrey and Wickens (1981b). 
Testing serial independence against q-th order autoregressive [AR(q)] 
or q-th order moving average [MA(q)] processes lead to the same test 
statistic; see for instance, Breusch (1978a) and Godfrey (1978b). Pesaran 
(1979) found that the LM test is "incapable of differentiating between
polynomial lags and rational distributed lags". These examples raise the
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question whether the LM test will be inferior to other asymptotically 
equivalent tests with respect to power since it does not use precise 
information of the alternative.
Godfrey (1981) took up this question and compared the powers of the 
LM and LR tests for local alternatives in the context of testing serial 
independence when the alternatives are AR(1) and MA(1) processes.
Using his analysis it can be shown that AR(1) and MA(1) processes are 
"almost same" for local alternatives. To illustrate this point, 
consider the following AR(1) and MA(1) processes
u^ = Pui_1 + (4.3)
and
u. = pe. + e. (4.4)
l l - l  l
where p = <5(1//n ) , 6 < 00 . An equivalent expression for (4.4) is
u 2£. + PU. . + p U . _i l-l i-2 + . . .
For p = 6(1//n ) , each term beyond Puj__^  will be at least of order
0(1/N) . Therefore, it follows that both of these alternatives are basically
the same.
To make a proper power comparison it is necessary to consider fixed 
alternatives where substantial differences in power can be expected. To 
achieve this we consider testing homoscedasticity against additive and 
multiplicative heteroscedasticity, and through a Monte Carlo experiment we 
compare the powers of the LM and LR statistics. The model is the same 
as in Section 3, with the only difference being the alternatives are now 
additive heteroscedasticity (AH)
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2 2o . = a + az .l l
and multiplicative heteroscedasticity (MO
2 a .i exp [a
2 + az . ]l
(4.5)
(4.6)
with normal and serially independent disturbances. For the same values of 
2a and a , the degree of heteroscedasticity can be expected to be higher
-  -  2in ME than in AH . In our Monte Carlo study we set a = 1 . 0  and
generated from a 0(0,1] . The choice of a values was rather
2difficult. For the LR statistic we need to estimate both g and a .
There are some difficulties with maximum likelihood estimation with additive 
heteroscedastic scheme - it sometimes leads to zero or negative variance 
estimates [see Breusch (1978b, pp.140-143)]. This can be avoided by 
setting very high values of a , but in that case both the LM and LR 
tests will have very high power and there will be no scope for comparison.
After trial and error, we selected two values of a , 3.0 and 6.0, to 
represent "weak" and "strong" heteroscedasticity.
The LM statistic [the LM(WE) version] for testing H : a = 0 againsto
ME or AE is [Breusch and Pagan (1979), p.1290)]
u = y - Xf3 and z = ^ z ^ / N  . 
ME , is given by [Harvey
LM ru'Qu
u 'u
where Q = diag [N(z^-z)/{2 (z_^-z)2}2] ,
The LR statistic when the alternative is
(1976, p.464)]
* 2 ~ r*- N a - a ) . z . M M^i l
~2N In a
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ä 2 2where o and a are the unrestricted MLEs of a and a respect- M M
ively. To obtain the estimates we have used Harvey's (1976, pp.463-464) 
algorithm. The expression for the LR statistic when we take AH as the 
alternative, is
~2N (In g + 1) - i I. ln(G + A Vi>
- i I (h-XlBA)i - 2 ~ g +a z .A A l
a  2 a a 2where o , a and 3 are the unrestricted MLEs of G , a and 3 A A A
respectively. These estimates were obtained by using the method of scoring. 
In all cases, the iteration process was terminated when the difference 
between two successive values of the likelihood function was less than 
£ = .01 or after the 40-th iteration whichever came first. In some cases 
we set the value of 3 to .001, but this did not have any significant 
effects on the results. A by-product of our study is the observation that 
the inequality LR > LM established for testing linear or non-linear 
restrictions in the linear regression model, does not hold for our non­
linear model. A similar observation was made by Mizon (1977, p.1237) in 
relation to the inequality W ^ LR .
The results for type I errors are given in Table 4.5, and on power 
in Table 4.6 for sample sizes N = 20, 40 and 80. All these results are 
based on 500 replications. In Table 4.6, Alternatives 1 and 2 are 
AH with a = 3.0 and 6.0 respectively, and Alternatives 3 and 4 are 
MH with a =3.0 and 6.0 respectively.
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Table 4.5
Estimated Type I Errors for the Three Statistics 
(Nominal level .10)
Sample size LM L R mM l r a
20 .068 .204 .332
40 .070 .140 .188
80 .072 .082 .102
Table 4.6
Estimated Powers of the Three Test Statisticsa 
(At empirical 10 per cent significance level)
Alternatives LM L R mM lr a
1 .266 .288 .258
2
N=20
.366 .390 .356
3 .706 .776 .606
4 .960 .990 .960
1 .404 .388 .382
N=40 2 .556 .568 .570
3 .924 .936 .934
4 1.000 1.000 1.000
1 .746 .750 .752
N=80 .906 .922 .936
3 1.000 1.000 1.000
4 1.000 1.000 1.000
Alternatives 1 and 2 are AH with a = 3.0 and 6.0 respectively, and 
Alternatives 3 and 4 are MH with a = 3.0 and 6.0 respectively.
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From Table 4.5 we observe that for the LM statistic type I errors
are less than .10 for all sample sizes, whereas for LR^ and LR^ they
are much higher than .10 for N = 20 and 40 . However, for N = 80 both
LR and LR have significance levels of around .10 . Since type I M A
errors of the three statistics differs substantially, especially when the
sample size is small, we have used empirical critical points for calculating
powers. It is observed from Table 4.6 that powers for Alternatives 3 and 4
are higher than those for Alternatives 1 and 2, as expected. For
Alterantives 3 and 4, LR does better than LR as one would expect.M A
However, for Alternatives 1 and 2, LR^ does not always have higher power
than LRW . Comparing the powers for LM with those for LR and LR ,M M A
it is seen that for N = 20 , the power of LM lies between the powers of 
LR^ and LR^ , and for N = 40 and 80 , LM has slightly less power 
than the other two statistics. Therefore, the LM test is effective in 
detecting both kinds of heteroscedasticity. This shows that although the 
algebraic form of the LM statistic does not take account of the specific 
alternatives, its numerical values do take account of the data. Therefore, 
the invariance of the LM test to a class of alternatives is not necessarily 
a drawback of the procedure. Given the computational complexities of the 
LR procedures, the LM test may be preferred. Moreover, even though the 
LR statistic uses specific information concerning the alternative, it does 
not provide any guidance about the exact nature of the alternative. For 
instance, from Table 4.6 it is seen that LR^ (LR^ ) ^as very high power 
against AH(MH). Therefore, if the LR statistic is found to be 
significant, we cannot infer much about the alternative - the same complaint
levelled against the LM test.
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4.6 Addi t ivi ty of the LM S t a t i s t i c
Let us again consider the example in Section 3 of testing 
: u ^ HI against H : u ^ HI given that u ^ N  . If we denote the LM 
statistic as L M ^  > then additivity signifies
LM^- = LM^ + LM^
where LM„
Ll
and LM^ - are the LM statistics for testing H againsto
H : u ^ HI and H : u ^ HI respectively. This kind of additivity was
first noted by Pesaran (1979). He found that the LM statistics for 
testing the dynamic specification of the detevm'Ln'ist'tc and stochastic 
parts (of linear regression model) simultaneously can be decomposed into 
two independent parts. This holds even for more complicated cases; for 
example, the tests (to be discussed in Chapter 6) for different combinations 
of N , H , I and functional form (F) are additive. An immediate 
consequence of this is that in large samples, individual tests can be applied 
separately rather than a joint test and the overall significance level can 
be calculated. There are also some cases where additivity fails; for 
instance, the LM statistic that will be derived in Chapter 7 for testing 
: u ^ NH against H : u ^ NH for limited dependent variable models 
cannot be decomposed into independent parts. These observations raise two 
questions. First, does there exist a set of necessary and sufficient 
(N-S) conditions for additivity to hold? Second, whether the LR and W 
tests share this property?
Regarding the first question, it is trivial to give a sufficient
condition, such as block diagonality (with respect to different parameters)
of the matrix I . But this is not necessary. For the above example of
2 ~testing Hq : u ^ HI , the parameter vector is 0 = ( ß ' , ö  , a , p ) '  and I
is given by
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X'X
3l iZi
2Ng 4
3liZi
o ~4 2Na
. z .
'l l
2Na
0
0
0
0 0 0 1
which is not "block diagonal" since the cross product term corresponding 
2to a and a is not zero. However, it is easy to provide a N - S
condition if we can partition the parameter vector 0 into 0 = (0^,0^)'
and test H : 0^ = 0° (say). For this case, LM(WE) can be written as o 2 2
[see Breusch and Pagan (1980, p.241)]
LM (WE) <*2^22 *21*11*12^ ^2 (4.7)
d^I22 d 2 (say)
where d = 3£(0)/30 and I. = E 
Z Z J  K
3£.^
* 30.L I  3 J
3
30, for j,k = 1,2
~22So the N - S condition is the block diagonality of I . For our 
example, ©2 = (a,p)' and
j22
NIizi-(^ izi)
2N254
-r-1
which is a diagonal matrix. In fact the off-diagonal elements of 
~ ~[I 2 “ ^ 2 1 ^ 1 1 ^ 1 2 ^  represent the "covariances" of the scores (i.e. , 3 / 3 0 ^)
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corresponding to different elements of 0^  and we want them to be zero 
under the null hypothesis. Under Hq , the score vector S£/30^
"follows" a multivariate normal distribution. Therefore, zero covariance 
implies the independence of the different components of 3£/30  ^ , and the 
LM test is based on this vector.
Godfrey and Wickens (1981b) explained the additivity for the above
example by noting that the LM test is asymptotically equivalent to testing
H : a = p = 0 in the following regression o
y. = x!3 + a(u.z.) + pu.l l l i  l-l l
The regressors corresponding to a and p are asymptotically orthogonal 
to each other, so the significance of a and p can be tested separately. 
In Chapter 6, we will use this approach to explain the additivity of the 
LM test for different combinations of N , H , I and F .
Now we take up the second question. We will show that when the LM
statistic is additive, the LR and W statistics are also additive. This
is done by using a result of Aitchison (1962), who introduced the concept
of separability. For our example, separability means: tests of
H : u ^ HI against H : u ^ HI and H : u ^ HI against H : u ^ HI o o
use the same critical region as the tests of Hq : u 'v HI against
H : u ^ HI and Hq : u 'i HI against H : u 'i HI , respectively.
Aitchison provided a sufficient condition for two hypotheses to be separable
with respect to all the three statistics - the W , LR and LM . Suppose
we want to examine whether H : h (0) = 0 and H : h (0) = 0  areol 1 o2 2
separable. A sufficient condition is H^I = 0 for all 0 satisfying
h (0) = 0 and h2(0) = 0 , where H± = 3hi(0)/90 , i = 1,2 . If
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h1(9) = 0^  and 1^(0) = 0^ with ©2 = (e*'^')' , the above
~22condition is identical to the (block) diagonality of I . Since
Aitchison's result applies to all the three test principles, if the LM
statistic is additive then the LR and W statistic will also be
1 2additive. For our example, 0^ = a and 0^ = p and Aitchison's 
condition is satisfied
4.7 Concluding Remarks
In this chapter we have studied some of the properties of the LM 
test procedure. It has been observed that various asymptotically 
equivalent forms of the LM test can have widely different finite sample 
properties. On the basis of the results of Section 3, we will mostly use the 
LM(WE) version in later chapters. For our particular example, it performed 
well both in terms of type I error and power. Moreover, most of the hypothesis 
testing problems we will be. interested in can be put in the form of testing 
: 0^  = 0° (say) where 0 is partitioned as 0 = (0^,0^)' . In such
cases, LM(WE) takes the simple form given in equation (4.7). We found 
that finite sample power properties of the LM test compare favourably 
to those of the LR and W tests while testing linear hypotheses in 
multivariate linear model. It has also been observed that LM test has 
good power to detect heteroscedasticity per se, in spite of its inability 
to discriminate between various forms of the alternative hypothesis.
Lastly, we have studied the additivity property of the LM statistic and 
have shown that the W and LR tests also share this property.
In the next chapter we will derive a number of tests for testing 
normality of observations and regression disturbances, using the LM 
principle. Testing normality is quite important since its violation can
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lead to some undesirable consequences. Many tests are already available 
for this. However, our tests are very simple to apply and being based on 
the LM principle, it has optimal local properties.
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APPENDIX 4.1
Formulae for the LM Statistics Used in Section 4.3
For our model 0 = (0',G ,a,p)' , : a = p = 0 and the log-likelihood
function £(0) is given by
N N N e2 *
£(0) = l  £. (0) = - (N/2) ln 2tt - i £ In o 7 - \ I "4
i=l 1 i=l 1 i=l g
(A4.1)
2 2where g . = a + az. and e. = u. - pu. , with u. = y. - x!0 • From l l i i  i - l  l l l
the above equation following first derivatives are easily obtained
(0)
3 T ~ 2 (Xi"pXi-l)ei (A4.2)
3£ . (0)l 1 i+« 2  „ 42g . 2g .l l
(A4.3)
3A (0) 2:. £ . z .l i i+2 ' 420. 20. l i
(A4.4)
and
3£ . (0)
3p ^ (Yi-rxi-iß)eia.l
(A4.5)
Using these derivatives we get
3 £ ( 0 )'
1
30 _
£.z . u2z.
0 ,0,- - 1 1  + 1 1 1
2g 2 2o4 ~2G
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and
X' X
~2o
0
0
0
2ö4
3liZi
252
31iZi
2ö2
2o4
0
0
0
N
~2 v ~2where u_^  = y\ - x_^ ß and o = Z,^ u^/N / and LM(WE) from (4.1). To
obtain LM(WOE) and LM(DW) , block diagonality of I between ß and 
2(o ,a,p) is employed. For LM(WOE) we need the matrix G whose 
elements are obtained from equations (A4.3) to (A4.5), evaluated at the 
restricted estimates. To obtain LM(DM) we can define the function f(.) 
as
f .l
Uj-pUi-l 
.2 A(G +azJ
This statistic requires construction of two matrices F and J evaluated 
under Hq . The following derivatives provide the different elements of F:
3a
Z . £ . 1 1
2a‘
i-1
3p
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Let f. = In 9f./3y- = - In a. , then the elements of J are obtainedl ' l l 1 l
from
and
2a
9p 0 .
Derivation of the other forms of the LM statistic is straightforward-
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APPENDIX 4.2
Estimated Powers of D if fe ren t Forms o f the LM S ta t is t ic
(For N = 20, 35, 100, 200)
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Table 4.7
Estimated Powers of the Tests
(N = 20, At empirical 10 per cent significant level)
LM(WE) LM(WOE) LM(DM) LM (W) LM(HM)
One-directional
N H I (t) .126 .124 .122 .118 .122
(log) .198 .340 .282 .154 .172
N H I (al) .266 .220 .234 .144 .240
(a2) .376 .316 .346 .168 .334
N HI (pi) .126 .146 .152 .152 .120
(p 2) .540 .538 .614 .610 .536
Two-directional
MZ(t,al) .284 .234 .272 .152 .242
(log,al) .232 .374 .270 .150 .188
(t,a2) .372 .286 .340 .168 .294
(log,a2) .280 .372 .296 .166 .230
Ml(al,pl) .284 .244 .298 .226 . 264
(a2,pl) .378 .370 .380 .250 .340
(al,p2) .626 .594 .696 .650 .620
(a2,p2) .650 .644 .744 .650 .636
M r ( t , Pi) .184 .188 .204 .174 .182
(log,pi) .200 .354 .304 .088 .180
(t,p2) . 584 . 542 .620 .558 .582
(log,p2) .606 .492 .710 .344 .592
Three-directional
N H I (t,al,pl) .322 .292 .336 .224 .290
(log,al,pl) .238 .356 .314 .102 .194
(t,a2,pl) .662 .634 .718 .614 .646
(log,a2,pl) .644 .494 .730 .406 .618
(t,al,p2) .642 .588 .680 . 590 .632
(log,al,p2) .626 .496 .716 .382 .610
(t,a2,p2) .662 .634 .718 .614 .646
(log,a2,p2) .638 .506 .734 .404 .614
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Table 4.8
Estimated Powers of the Tests
(N = 35, At empirical 10 per cent significance level)
LM(WE) LM(WOE) LM(DM) LM (W) LM(HM)
One-directional
N H I (t) .160 .132 .172 .110 .160
(log) .488 .470 .496 .144 .460
N H I (al) .362 .234 .310 .238 .362
(a2) .552 .450 .524 .396 .552
M l  (pi) .318 .252 .326 .274 .318
(p 2) .924 .898 .920 .902 .924
Two-directional
N H I (t,al) .342 .254 .320 .192 .338
(log,al) .498 .484 .500 .132 .442
(t,a2) .508 .370 .472 .262 .504
(log,a2) .482 .472 .486 .122 .408
ffll(al,pl) .520 .414 .504 .426 .518
(a2,pl) .678 .560 .672 .532 .676
(al,p2) .938 .920 .942 .916 .938
(a2,p2) .952 .924 .962 .926 .950
m i  (t ,pi) .388 .322 .380 .296 .388
(log,pi) .586 .480 .598 .112 .562
(t, p 2) .906 .842 .912 .854 .906
(log,p2) .974 .800 .976 .570 .986
Three-directional
N H I (t,al,pl) .504 .402 .482 .356 .502
(log,al,pl) .588 .506 .594 .120 .546
(t,a2,pl) .946 .894 .952 .874 .944
(log,a2,pl) .982 .792 .980 .622 .974
(t,al,p2) .942 .880 .936 .858 .940
(log,al,p2) .978 .804 .978 .604 .972
(t,a2,p2) .946 .894 .952 .874 .944
(log,a2,p2) .982 .790 .980 .620 .974
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Table 4.9
Estimated Powers of the Tests
(N = 100, At empirical 10 per cent significance level)
LM(WE) LM (WOE) LM(DM) LM (W) LM(HM)
One-directional
N H I (t) .208 .160 .222 .178 .206
(log) .590 .566 .652 .232 .556
N H I (al) .876 .794 .874 .816 .874
(a2) .986 .974 .986 .980 .976
M l  (pi) .776 .752 .796 .758 .776
(p2) 1.000 1.000 1.000 1.000 1.000
Two-directional
N H I (t,al) .740 .590 .746 .576 .730
(log,al) .592 .518 .630 .222 .524
(t,a2) .938 .856 .944 .816 .918
(log,a2) .614 .562 .642 .242 .532
N H I (al,pl) .970 .960 .978 .966 .968
(a2,pl) .994 .992 .998 .998 .990
(al,p2) 1.000 1.000 1.000 1.000 1.000
(a2,p2) 1.000 1.000 1.000 1.000 1.000
N H I (t ,p1) .818 .752 .840 .738 .816
(log,pi) .958 .710 .962 .284 .924
(t,p2) 1.000 1.000 1.000 1.000 1.000
(log,p2) 1.000 .970 1.000 .910 .978
Three-directional
N H I (t,al,pl) .954 .902 .960 .874 .944
(log,al,pl) .946 .716 .956 .276 .878
(t,a2,pl) 1.000 1.000 1.000 1.000 .994
(log,a2,pi) 1.000 .972 1.000 .886 .954
(t,al,p2) 1.000 1.000 1.000 1.000 .998
(log,al,p2) 1.000 .976 1.000 .894 .960
(t,a2,p2) 1.000 1.000 1.000 1.000 .994
(log,a2,p2) 1.000 .974 1.000 .886 .956
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Table 4.10
Estimated Powers of the Tests
(N = 200, At empirical 10 per cent significance level)
LM(WE) LM(WOE) LM(DM) LM (W) LM(HM)
One-directional
MI(t) .204 .132 .202 .134 .204
(log) .696 .580 .738 .302 .676
N H I (al) .970 .946 .970 .952 .970
(a2) 1.000 .998 1.000 1.000 1.000
M l  (pD .980 .976 .980 .976 .980
(p2) 1.000 1.000 1.000 1.000 1.000
Two-directional
N H I (t,al) .888 .744 .894 .734 .888
(log,al) .702 .554 .738 .296 .652
(t,a2) .994 .966 .994 .930 .984
(log,a2) .724 .580 .748 .252 .652
N H I (al,pl) 1.000 1.000 1.000 1.000 1.000
(a2,pi) 1.000 1.000 1.000 1.000 1.000
(al,p2) 1.000 1.000 1.000 1.000 1.000
(a2,p2) 1.000 1.000 1.000 1.000 1.000
N H I (t,pi) .990 .986 .994 .978 .990
(log,pi) 1.000 .836 1.000 .370 .980
(t,p2) 1.000 1.000 1.000 1.000 1.000
(log,p2) 1.000 .992 1.000 .952 .988
Three-directional
N H I (t,al,pi) .996 .992 .998 .986 .996
(log,al,pl) 1.000 .830 1.000 .364 .956
(t,a2,pl) 1.000 1.000 1.000 1.000 1.000
(log,a2,pi) 1.000 .990 1.000 .942 .966
(t,al,p2) 1.000 1.000 1.000 1.000 1.000
(log,al,p2) 1.000 .990 1.000 .944 .970
(t,a2,p2) 1.000 1.000 1.000 1.000 1.000
(log,a2,p2) 1.000 .990 1.000 .942 .966
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C H A P T E R  5
Tests for Un iv a r ia t e  Normality*
Everybody believes in the [normal] 
laws of errors, the experimenters 
because they think it is a mathematical 
theorem, the mathematicians because 
they think it is an experimental fact.
Lippman
5.1 Introduction
Two and a half centuries ago De Moivre (1733) introduced the 
normal distribution as a limiting form of the binomial distribution. It 
took almost eighty years for Gauss (1809) and Laplace (1812) to rediscover 
it as a distribution of "errors" [see Cramer (1946, p.231)]. During the 
last century most of the statistical data analysis were carried out based 
on the normality assumption. However, as noted by Ord (1972, p.l) "towards 
the end of the nineteenth century .... it became apparent that samples from 
many sources could show distinctly non-normal characteristics, and that was 
not due (entirely!) to faulty measurement, but was an inherent feature of 
the population". In econometrics, the normality assumption is mostly used 
in the regression analysis where the distribution of the disturbance term 
is almost always assumed to be normal. Econometricians have tried to 
justify this by arguing that the disturbance term can be assumed to be the
* Sections 2, 3, 4 and 5 are based on Bera and Jarque (1981a) , Bera and 
McKenzie (1982b), Bera (1982a) and Bera and McAleer (1982a) respectively.
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sum of a large number of variables whose individual effects are very 
small and these variables can be assumed to be distributed independently 
with finite variances. Then they appeal to the central limit theorem to 
justify the normality assumption [see Haavelmo (1944)]. However, recently 
such justification has been seriously questioned by Bartels (1977), Koenker 
and Bassett (1978) and others. Koenker and Bassett (1978, p.34) put 
forward their argument in a most decisive manner:
".. it is rather puzzling that investigators, who are generally 
loathe to adopt informative priors about the systematic structure 
of their models about which theoretical considerations and past 
empirical experience should provide substantive evidence, should 
feel themselves so well informed about the unobservable constituents 
of their model's unobservable errors to argue that they satisfy a 
Lindeberg condition! A few gross errors occurring with low 
probability can cause serious deviations from normality: to dismiss 
the possibility of these occurrences almost invariably requires a 
leap of Gaussian faith into the realm of pure speculation."
In fact, as we will discuss in Section 3, sums of independent, identically 
distributed random variables can very well converge to some non-normal 
distribution whose properties are dramatically different from those of the 
normal distribution. This observation has important implications also on 
the analysis of certain economic variables such as stock price changes and 
price expectations. Mandelbrot (1963a, 1963b, 1967) advocated that the 
changes in speculative prices can be better described by a stable 
distribution with characteristic exponent a < 2 rather than by the normal 
distribution for which a = 2 (see Section 3). Mandelbrot's thesis has 
been well supported by the works of Fama (1963, 1965), Fielitz and Smith 
(1972) and Leitch and Paulson (1975). Carlson (1975) provided some 
evidence for price expectations to be non-normal.
The possibility that certain variables and regression disturbances
can follow non-normal distribution have lead statisticians and econometricians 
to carry out investigations in four different directions. Firstly3 there
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have been some studies on assessing the consequences on estimation and
hypothesis testing when the normality assumption is not valid. Box and
Watson (1962) studied the effects of non-normality on testing for regression
coefficients and Huber (1973) analyzed the robustness of estimation under
2non-normality. Even the x test about the variance of the linear model 
is not asymptotically valid in the presence of non-normality [see e.g.,
Arnold (1980)]. Also, if the disturbance term in a linear regression model 
can be characterized by a stable distribution with a < 2 then the Gauss- 
Markov theorem which ensures the least squares estimates to be the best 
linear unbiased estimates fails. [Koenker and Bassett (1978) compiled 
some interesting simulation results on the relative efficiencies of mean 
and other estimators for the location model with some selected distrib­
utions. Their Table 1 shows that if the (empirical) variance of mean is 
1.0 for normal distribution (a=2) , for Cauchy distribution (a=l) the
variance can be as much as 12,548.0.] In this situation usual hypothesis 
testing procedures also will not be valid [see Blattberg and Sargent (1971), 
Koenker and Bassett (1978) and Koenker (1982)]. Secondly, attempts were 
made to find "acceptable alternatives" to normal distribution. The outcome 
of these investigations are many families of distributions which include 
the normal distribution as special cases. The important ones are the 
Pearson (1895), Edgeworth (1898) and Burr (1942) families of distributions. 
Thirdly^ numerous tests for normality of observations have been developed 
during the last fifty years or so, see for example, Fisher (1930), Pearson
(1930), Geary (1947), Watson (1957), Shapiro and Wilk (1965) , Lilliefors (1967), 
D'Agostino (1971), D'Agostino and Pearson (1973), Bowman and Shenton (1975), 
Filliben (1975), Prescott (1976) and Pettitt (1977). An authoritative 
account of these tests can be found in Mardia (1980). White and McDonald 
(1980) have shown that many of the tests for normality of observations can
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be modified to test normality of the regression disturbances by using 
the regression residuals [see also White and MacDonald (1981)]. Lastly3 
estimation and inference procedures have been suggested assuming specific 
non-normal distributions [see for instance, Wise (1963), Zeckhauser and 
Thompson (1970), Blattberg and Sargent (1971), Kadiyala (1972) and 
Goldfeld and Quandt (1981)]. When there is not much information about the 
underlying distribution, recently proposed robust procedures can be used. 
Bierens (1981), Huber (1981) and Koenker (1982) provide excellent accounts 
of these procedures.
Most of the available tests for normality are constructed on ad 
hoc basis and in general, it is not known whether they possess any optimal 
properties. Also, some of the tests which have been found to have good 
power properties are not very easy to apply [e.g., for Shapiro and Wilk 
(1965) test we require certain coefficients which are not available for all 
sample sizes]. The main purpose of this chapter is to develop simple 
tests for normality of observations and regression disturbances using 
different families of distributions. We make use of the Lagrange 
multiplier (LM) principle discussed in the previous chapter to construct 
our tests. Therefore, these tests will have optimal power properties in 
large samples at least for the underlying class of alternatives. Moreover, 
the tests derived here are simple to compute and some of them can easily 
be incorporated into the available econometric packages. In Sections 2,
3 and 4, we derive the tests with alternatives as the Pearson, stable and 
Burr family of distributions respectively. We also compare the power of 
some of our tests with those of other existing procedures through 
simulation experiments. In Section 5, we propose an exact test for 
normality based on the Box and Cox (1964) transformation family. The chapter
is concluded in Section 6 where we mention some extensions of the results of
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the previous sections, and provide a brief account of data analysis 
procedures under non-normality.
5.2 Test for Normality with Pearson Alternatives  
5.2.1 Test procedure for observations
Let us consider having a set of N observations ,U2'’‘*,u n , 
on a random variable u . Assume the observations are independent and, 
for now, that these are measured from their population mean so that 
E[u^] = 0 . In addition, assume the probability density function (PDF) 
of u , f(u) , is a member of the Pearson family. [Pearson (1895)
suggested this generalized systems of probability distributions (as an 
alternative to the normal distribution) which have a single mode and a 
high-order contact with the u-axis at the extremities.] This is not very 
restrictive due to the wide range of distributions that are encompassed in 
it (e.g., particular members are the normal, beta, gamma, Student's t ,
F and Pareto distributions). This means that we can write [see Kendall 
and Sturat (1977, p.159)]
df(u.)/du. = (c -u . ) f (u . ) / (c —c u . +c u . ) i l l r  l o 1 l 2 l
exp
C-i ~ u  • 1 l
f (u±)
c -cnu.+c^u. o 1 i 2 i
O  d U -2 x
exp
cn -u. 1 x
c -cnu.+c^u. o l x  2 x
„ du. 2 x
— oo < u  < °°i
i = 1,2,...,N
(5.1)
Hence the logarithm of the likelihood function is given by
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i (c , c ,C )O 1 2
f°°  c cr u 1 Nexp — ±------2 du + IJ oo ; c -cnu+c^u i=l Jo 1 2 J _
C1 ui
c -c.u.+c^u. o 1 i 2 x
2 dUi
Our interest here is to test the hypothesis of normality, which
means, from our expression for f(u_^ ) , that we want to test
H : c = c = 0 . Let 0 = c , 0 = (c ,c ) ' and 0 = (0,0')' . o ! 2  1 o 2 1 2 1 2
Using these and the notations of the previous chapter, we can show that for 
our problem (see Propositions 1 and 2 in Appendix 5.1)
d2 = N[-y3/(3y2) + yx/y2,y4/(4y2) - 3/4]'
I n  = N/(2y2)
I12 = N[0,3/(2y2)] (5.2)
and
2/(3y2)
0
0
6
where ■N j . ‘i=l Ui/N for j = 1,2,3 and 4 Then, by substitution of
(5.2) into (4.7), we can show that the LM statistic [the LM(WE) version] is
LM y3 1 ,1
2 3 yi y3yiN , 3 + 24L 6y2 "I - 3l»2 J + N 2 y 2L 2 y2 J (5.3)
2Under H : c. = c„ = 0 , LM is asymptotically distributed as \  and o 1 2 2
that a test based on (5.3) is asymptotically efficient. Null hypothesis
H is rejected, for large samples, if the computed value of LM is greater o
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than the appropriate significance point of a ^ 2  ' T^e sample
distribution of LM is difficult to obtain by analytical methods and 
for this one may resort to computer simulation (see Subsection 5.2.3).
As we mentioned in the introduction, several tests for normality
of observations are available. For example, there are tests based on
either of the quantities /b^ or b^ , where /b^ = y^/y2 and 
2^2 = ^4^2 ' These have optimal properties, for large samples, if the
departure from normality is due to either skewness or kurtosis [see Geary
(1947)]. In addition, there are omnibus tests based on the joint use of
/b^ and b^ . An example is the R test suggested by Pearson et al.
(1977) [see also D'Agostino and Pearson (1973, p. 620)]. For our
derivation of LM we have assumed that u. has been measured from its1
population mean. In practice, this is often unknown. In these cases we 
can measure u_^  from its sample mean. This has no effect on the 
asymptotic properties of the test. Then, y^ would be identically zero 
and (5.3) would reduce to a simple function involving /b and b^ , namely
LM = N[(/bL)2/6 + (b2-3)2/24] . (5.4)
This last expression is the same as a test statistic suggested by Bowman and
Shenton (1975, p.243). Bowman and Shenton only stated the expression of
2the statistic and noted it was asymptotically distributed as X2 • They 
did not study its finite and large sample properties and, as far as we know, 
until now this has not been done. We have shown that the Bowman-Shenton 
test is asymptotically equivalent to an LM test. Therefore, we have 
uncovered a principle that proves its asymptotic efficiency. This finding 
encourages the study of its finite sample power. In Subsection 5.2.3 we 
present a simultation study comparing its power with that of other existing
tests for normality.
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Here we should state the invariance property of the above LM 
statistic, mentioned in the previous chapter. Let us assume that u. can 
be written as the sum of n independent random variables and we can expand 
the PDF of u^ in a Gram-Charlier (type A) series. Then, retaining 
terms upto the order of (1/n) the PDF of u_^  can be written as [Cramer 
(1946, pp.221-230)]
f (ui)
/ 2 ttc
exp ij;(ui) 1,2,...,N (5.5)
where
1 + c.
r 3u.l 3 u .l
+ °2
4 , 2  > u . 6 u .
1  1  , .
2
C 1
r  6  4  , c  2 ^u. 15u. 45u.
1  1  i 1  i -
c 3/2 o o 0 
N
H ~  i2 cc oo
+ 2 -5 ~  + “ 153 2 cc c oo oV. y
If we test H : c., = c„ = 0 using (5.5) instead of (5.1) as the alternative o I 2
density function, we will get the same statistic given in (5.3). So the 
LM statistic is the same for both the Pearson and Gram-Charlier alternatives.
5.2.2 Test procedure for regression disturbances
We now consider the non-linear regression model discussed in 
Chapter 3
y\ = g(x^,a) + u^ , i = 1,2,__,N (5.6)
where x_^  is a k x 1 vector representing the i-th observation on k 
fixed regressors, a is a finite m-dimensional vector of fixed unknown 
parameters, g(.) is a finite scalar function and u^,u ,...,u are the 
unobservable regression disturbances. These disturbances are assumed to 
be independent and identically distributed with population mean equal to 
zero. We also assume that f (u_^ ) is a member of the Pearson Family. 
This means we can write f(u_^ ) as in (5.1).
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If u ,u ,.. . ,u were observed, then we could use the LM statistic 1 2  N
derived in Subsection 5.2.1 to test for their normality. In regression 
analysis, however, one does not have observations on the disturbances. 
Therefore, one would not be able to compute y_. and hence the LM statistic. 
However, we can estimate y^ by y_. = , where u_^  = y_^  - g(x^,a)
and a is the restricted maximum likelihood estimate (MLE) of a .
Then, to test the normality of regression disturbances, one may use a 
modified LM statistic, say LM , obtained by replacing y_. in (5.3) by 
y_. . This modification is asymptotically justified since Pierce and 
Kopecky (1979) have shown that limiting distributions of LM and LM are 
precisely the same under the null hypothesis. To finalize, let us note 
that often in regression analysis the residuals satisfy the condition 
I m  = 0 [e.g., in linear models with a constant term, ordinary least
squares (OLS) residuals have this property]. In these cases we have 
y^ = 0 and therefore, when replacing y_. by y_. , expressions (5.3) and 
(5.4) would become identically equal. Then we would obtain 
LM = N[y^/6y2 + (^ 4/h2-3) /241 = N[(v^i) /6 + (b2~3) /24] . In the second 
part of the next subsection we study the finite sample power of LM .
5.2.3 Simulation study
In this subsection we present the results of a simulation study.
This was done to compare the power of various tests for normality of 
observations and regression disturbances. Simulations were carried out for 
N = 20, 35, 50, 100, 200 and 300; and for 4 different distributions members 
of the Pearson family: the normal, gamma(2,l), beta(3,2)and Student's t 
with 5 degrees of freedom and one distribution which is a non-member 
of the Pearson family - the log-normal. These distributions were chosen 
because they cover a wide range of values of third and fourth standardized
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moments [see Shapiro et al. (1968 , p.1346)]. To generate pseudo-random
variates we used the subroutines described in Naylor et al. (1966). Each 
of the five variates mentioned above was standardized so as to have zero 
mean and population variance equal to 25.
At first we discuss the simulation study on testing for normality 
of observations. The tests we consider are the following: (1) Skewness 
measure test [with this we would reject the null hypothesis (H ) of
normality if /b^ is outside the interval (A>1L, /b.^) ] ; (2) Kurtosis
measure test [reject H if b_o 2 is outside (b ,b )];2L 2U (3) D 'Agostino
(1971) D* test [reject H if D* = [ )  . {i/N2- (N+l) / (2N2) }u , . . /y*- (2/tt) 1]N*/o (l) 2
.02998598 is outside * *(D ,D ) ,L U where u .. . is the i-th (i) order
statistic of u^,^,... ,u ]; (4) N Pearson et al. (1977) R test
[reject H if eithero A> is outside (R1L'R1U] or b2 is outside
(R„.R„ )]; (5) Shapiro and Wilk (1965) W test [reject H if2L  Zu O
r 2W = ().a. u,.*) /Nu^ is less than W , where the a. are coefficients lN (l) 2 L lN
tabulated in Pearson and Hartley (1972, p.218)]; (6) Shapiro and Francia
(1972) W  test [reject H if W  = (T.a ' u , .. )^/Ny„ is less than W  ,o '-’l lN (l) 2 L
where the a^ are coefficients that may be computed using the tables in 
Harter (1961)] and (7) LM test [for this we proceed as if the population 
mean were unknown - alike tests (1) to (6) - and use the expression (5.4) 
to calculate the statistic and reject H^ if LM > LM^] . We did not 
include distance tests, such as the Kolmogorov-Smirnov test, Cramdr-Von 
Mises test, weighted Cramer-Von Mises test and the Durbin test because it 
has previously been reported that for a wide range of alternative 
distributions, the W test (considered here) was superior to these [see
Shapiro et al. (1968)].
101
The values A>1L , , b^, D* , D* , ,
WL ' WL anc* LMU are aPProPr^a^e significance points. We considered
10 per cent significance level so that our results can be compared with
those of White and MacDonald (1980). The points that we used for
N = 20, 35, 50 and 100 and tests /b^ , b^ , D and R are given in White
and MacDonald (1980, p.20). For N = 200 and 300, significance points for
/b^ , b^ and D were obtained respectively from Pearson and Hartley
(1962, p.183), D'Agostino and Pearson (1973, p.615) and D'Agostino (1971,
p.343); and for the R test we extrapolated the points. For
W , W' and LM we computed the significance points by simulation using
250 replications, in order to obtain an empirical significance level equal
to .10 . For example, for a given N , we set W = W(25) , where W(25)L
was the 25-th largest of the value of W in the 250 replications under 
normal observations and similarly for W' . For LM we set LM^ = LM(225) . 
Initially we used, for W , the points from Shapiro and Wilk (1965, p.605); 
for W' from Weisberg (1974, p.645) and Shapiro and Francia (1972, p.216) 
and for LM from the values of Table 5.2. With empirical significance
level at .10 , easier power comparisons among the one-sided tests W , W'
and LM can be made. Note that /b  ^ , b^ and D are two-sided tests
and that R is a four-sided test, and hence, for these it is troublesome to
adjust the significance points to achieve empirical significance level 
equal to .10 .
Every experiment in this simulation study consists of generating N
pseudo-random variates from a given distribution, computing the values of
/b , b , D , W , W ' and LM and observing whether H is rejected by 1 2  o
each individual test. We carried out 250 replications. The estimated 
power of each test (obtained by dividing the number of times H was rejected 
by 250) for each of the 5 distributions and 6 sample sizes considered are
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given in Table 5.1, except for W which cannot be computed for N > 50 
because of the unavailability of the coefficients a ^  . The powers for
the log-normal when N > 50 are not reported. They were equal to 1 for 
all tests. In the Table, the highest power is underlined (for each 
distribution and sample size) except when three or more tests have this 
power.
When one has large samples and one is considering members of the 
Pearson family, the theoretical results of Subsection 5.2.1 justify the 
use of the LM test. For finite sample performance we resort to Table 5.1. 
For N = 20, the preferred test would probably be the W test, followed 
by LM and W' . For N = 35 , tests W and LM may be considered best 
and we find that these are followed by W' . For N = 50 , perhaps LM 
would be preferred, followed by the W and W' tests. LM has highest 
power for all distributions and N = 100, 200 and 300, but the differences 
in power with the W* test are small. We also note that LM may have 
good relative power even when the distribution is not a member of the 
Pearson family as we note from the table that the powers for log-normal 
distribution are quite high for all sample sizes. Overall, LM is 
preferred, followed by W and W' which in turn dominate the other four 
tests. This uniformly good relative performance of W and W' , is 
in contrast with the findings of White and MacDonald (1980, p.22). The 
differences in the results may be due to our use of a one sided rejection 
region and their use, apparently, as pointed out by Weisberg (1980, p.30), 
of a two sided rejection region for the one sided tests W and W 1 .
Apart from power considerations, LM has some advantages over W 
(and W') in terms of its computational ease. First, one does not require
ordered observations which may be expensive to obtain for large N . Second
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Table 5.1
Estimated Powers of the Tests 
(At 10 per cent significance level)
/bi b2
*D R W W LM
N = 20
Normal .068 .080 .060 .084 .100 .100 .100
Beta .072 .128 .124 .120 .208 .132 .116
Student's t .272 .212 .240 .252 .280 .300 .340
Gamma .796 .476 .604 .772 .920 .884 .872
Log-normal .996 .916 .988 .996 .996 .996 .996
N = 35
Normal .100 .108 .132 .128 .100 .100 .100
Beta .108 .208 .164 .200 .276 .120 .116
Student's t .332 .396 .384 .372 .316 .428 .444
Gamma .968 .600 .804 .940 .992 .980 .992
Log-normal 1.000 .980 1.000 1.000 1.000 1.000 1.000
N = 50
Normal .064 .072 .080 .064 .100 .100 .100
Beta .192 .232 .204 . 292 .480 . 360 .412
Student's t .372 .404 .404 .420 .332 .496 .508
Gamma 1.000 .768 .920 1.000 1.000 1.000 1.000
N = 100
Normal .084 .100 .104 .084 .100 .100
Beta .276 .488 .372 .568 .652 .684
Student's t .484 .680 .680 .672 .736 .744
Gamma 1.000 .948 .988 1.000 1.000 1.000
N = 200
Normal .092 .144 .156 .100 .100 .100
Beta .540 .836 .628 .916 .944 .964
Student's t .520 .844 .848 .844 .848 .856
Gamma 1.000 .996 1.000 1.000 1.000 1.000
N = 300
Normal .124 .132 .132 .100 .100 .100
Beta .776 .940 .804 .972 .996 1.000
Student's t .560 .984 .988 .980 .964 .992
Gamma 1.000 1.000 1.000 1.000 1.000 1.000
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we do not need expectations and variances and covariances of standard 
normal order statistics which may not be available for a particular N , 
e.g., W cannot be computed for N > 50 because of the unavailability of
These results (together with its asymptotic properties) suggest that
the LM test may be the preferred test in many situations. Therefore, it
appeared worthwhile to carry out extensive simulations to obtain (under
normality) finite sample significance points for LM . Using expression
(5.4) we carried out 10,000 replications and present significance points
for 10 per cent and 5 per cent levels for a range of sample sizes in Table
5.2. The table suggests that, for large samples, a test of approximately
the desired level may be achieved using the asymptotic distribution of 
2LM , i.e., a , in the choice of the significance point.
Table 5.2
Estimated Significance Points for the LM Normality Test
N 10 per cent 5 per cent
20 2.13 3.26
30 2.49 3.71
40 2.70 3.99
50 2.90 4.26
75 3.09 4.27
100 3.14 4.29
125 3.31 4.34
150 3.43 4.39
200 3.48 4.43
250 3.54 4.51
300 3.68 4.60
400 3.76 4.74
500 3.91 4.82
800 4.32 5.46
oo 4.61 5.99
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Now we study the power of the tests for normality of unobserved 
regression disturbances. The tests we consider are the same as discussed 
above but we computed them with regression residuals, rather than the true 
disturbances u. . We denote these modified statistics by , b^ , D ,l 1 2
R , W , W' and LM . The first six are the modified large-sample tests 
discussed in White and MacDonald (1980). The seventh test is the modified 
LM test suggested in Subsection 5.2.2. The modified Shapiro-Wilk test,
W , has been reported to be superior to modified distance tests and, 
therefore, these were excluded from the simulation study [see Huang and 
Bolch (1974, p.334)].
We consider a linear model with a constant term and three additional 
regressors, i.e., with k = m = 4 [see equation(5.6)], and utilize the OLS 
residuals u^ to compute the modified tests. To obtain u_^  we use the 
same u^1s as those generated for the simulation study for testing 
normality of observations. Our regressors X ,X _ _ ,X are defined as
~L Z. K
in White and MacDonald (1980, p.20), i.e., we set x.^ = 1 (i = 1,2,...,N) 
and generate , X^ and X^ from a uniform (U) distribution. The last
three regressors were transformed to have mean zero and variance 25. The 
specific values of the means and variances of these regressors have no 
effect on the simulation results. This invariance property follows from 
the fact that, for a linear model with regressor matrix X = (x_,x_,...,x )' , 
the OLS residuals are the same as those of a linear model with regressor 
matrix XR , where R is any k x k non-singular matrix of constants 
[see Weisberg (1980, p.29)]. For N = 20 we use the first 20 of the 300 
(generated) observations x^ and similarly for N = 35, 50, 100 and 200.
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For this part of the study we utilize the same significance points 
used in calculations of powers in Table 5.1, except for W , W  and LM , 
for which we use empirical 10 per cent critical points, for instance,as 
significance point of W we use W(25) . The estimated powers of the
modified tests are given in Table 5.3.
For N = 20 we find that probably the best tests are LM and W , 
followed by W' and /b  ^ . For N = 35 and 50 we obtain that LM and 
W are best and that these are followed by W  . For N = 100, 200 and 
300 , LM has highest power for all distributions and we observe that the 
W  also performs quite well. Our results agree with those of White and 
MacDonald (1980) in that in almost all the cases, the modified tests give, 
correspondingly, lower powers than those using the original disturbances 
and that these power differences diminish as N increases. This is
easily seen by comparing the powers in Tables 5.1 and 5.3. [There is
always a tendency of the OLS residuals to be "more normal" than the true 
disturbances. Gnanadesikan (1977, p.265) calls this tendency as 
"supernormality" of the residuals. Bassett and Koenker (1982) provide a 
simple explanation of this behaviour. Each residual can be decomposed 
into true disturbance and a term which is a linear combination of all the 
N disturbances. This second term which is, in general, asymptotically 
normal irrespective of the true nature of the disturbance pushes the 
distribution of the OLS residuals towards normality. We did not make 
any attempt to use Theil's (1965) best linear unbiased scalar (BLUS) 
residuals since the Monte Carlo results of Huang and Bolch (1974) show 
.the superiority of OLS over BLUS residuals for testing normality 
of the regression disturbances.] We also find that, for a given 
N and a given distribution, the ranking of the tests in Table 5.3 is 
approximately the same as that of Table 5.1 To obtain a measure of 
closeness between the true and modified statistics we computed their
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Table 5.3
Estimated Powers of the Tests Using OLS Residuals 
(At 10 per cent significance level; Regressors: = 1;X ,X ,X ^ U)
-«i 52
~ * D R W W' LM
N = 20
Normal .084 .100 .140 .100 .100 .100 .100
Beta .068 .108 .096 .100 .124 .072 .084
Student's t .224 .192 .188 .204 .168 .192 .256
Gamma .640 .356 .416 .572 .644 .600 .644
Log-normal .920 .844 .904 .912 .924 .932 .944
N = 35
Normal .108 .092 .120 .120 .100 .100 .100
Beta .128 .164 .124 .184 .216 .128 .116
Student's t .292 .340 .332 .324 .236 .340 .360
Gamma .804 .544 .708 .856 .872 .872 .892
Log-normal 1.000 .968 .988 1.000 .996 1.000 1.000
N = 50
Normal .092 .084 .088 .084 .100 .100 .100
Beta .160 .180 .148 .212 .344 .172 .188
Student's t .360 .388 .400 .412 .300 .456 .464
Gamma .984 .724 .856 .976 .988 .988 .988
N = 100
Normal .100 .096 .108 .108 .100 .100
Beta .244 .416 .296 .512 .496 .536
Student's t .444 .648 .664 .628 .676 .724
Gamma 1.000 .940 .988 1.000 1.000 1.000
N = 200
Normal .088 .128 .132 .112 .100 .100
Beta .520 .788 .592 .872 .924 .928
Student1s t .532 .824 .848 .808 .820 .828
Gamma 1.000 .996 1.000 1.000 1.000 1.000
N = 300
Normal .108 .116 .124 .088 .100 .100
Beta .740 .932 .780 .964 .992 .992
Student's t .540 .984 .984 .980 .972 .988
Gamma 1.000 1.000 1.000 1.000 1.000 1.000
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correlation coefficients. The numerical results are given in Table 5.4 
and our findings agree with those of White and MacDonald (1980, p.22).
[We have underlined the highest correlation for each distribution and sample 
size except when more than two statistics have the same correlation.] We 
observe that /b^ appears to be closer to , and b^ appears to be
closer to b^ , than the other modified statistics. In our study, these 
would be followed by (D ,D ) and then by (LM,LM) . We would then have 
(W',W') and, lastly, (W,W) .
A further comment is required. As noted by White and MacDonald
(1980) and Weisberg (1980), simulation results studying the relative power
of tests for the normality of u = ( u ^ ,...,u )' , computed using
u = (u^,u2,...,u^)' , depend on the design matrix X since u = M^u
where M is an N x N matrix defined by M = I - X(X'X) '*‘X I . If one x x
is to carry out a Monte Carlo study, then, to have a less restrictive result,
one should consider various forms of M . Different forms may arise duex
to changes in N , due to variations in the way the regressors 
X ,X ,...,X are generated and/or due to changes in the number of1 Z K
regressors.
So far we have studied the power of the tests for different values
of N , using k = 4 and generating the regressors as in White and
MacDonald (1980). Now we repeat our experiments by generating the
regressors in a different way. We set = 1 (i = 1,2,... ,N) and
generate X^ from a N(10,25) , X^ from a U[7.5,12.5] and X^ from
2a . The numerical results are presented in Tables 5.5 and 5.6. They
do not vary substantially from those stated for the White and MacDonald 
regressor set. LM is a preferred test (together with W and W') for 
N < 50 and is preferable to all tests for N > 100 . The conclusions
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Table 5.4
Estimated Correlation Coefficients between Original and Modified Statistics
(Regressors: X = ljX^X^X^ ^ U)
(/b1,>^1) (b2,b2) *(D ,D ) (W,W) (W ,W' ) (LM,LM)
N = 20
Normal .754 .718 .669 .532 .594 .726
Beta .679 .580 .556 .283 .326 .321
Student's t .874 .829 .794 .740 .778 .821
Gamma .803 .862 .796 .674 .724 .787
Log-normal .816 .894 .764 .688 .728 .816
N = 35
Normal .893 .821 .833 .704 .768 .786
Beta .839 .819 .804 .630 .664 .782
Student's t .950 .944 .925 .904 .921 .953
Gamma .925 .959 .916 .845 .877 .946
Log-normal .957 .974 .870 .834 .859 .961
N = 50
Normal .902 .837 .844 .747 .790 .881
Beta .898 .829 .842 .726 .782 .790
Student's t .969 .974 .958 .952 .961 .994
Gamma .942 .968 .932 .862 .892 .969
Log-normal .980 .987 .922 .892 .910 .982
N = 100
Normal .956 .929 .932 .844 .907
Beta .944 .924 .927 .841 .864
Student1s t .989 .989 .979 .984 .983
Gamma .980 .990 .962 .936 .991
Log-normal .995 .997 .954 .951 .995
N = 200
Normal .976 .972 .972 .926 .935
Beta .968 .954 .955 .933 .949
Student's t .996 .997 .992 .995 .997
Gamma .991 .996 .981 .961 .998
Log-normal .998 .999 .971 .973 .999
N = 300
Normal .980 .973 .975 .926 .941
Beta .968 .957 .964 .954 .958
Student's t .997 .998 .995 .996 .999
Gamma .994 .997 .987 .966 .998
Log-normal .999 .999 .978 .980 .999
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Table 5.5
Estimated Powers of the Tests Using OLS Residuals
(At 10 per cent significance level; Regressors: X1 = 1;X2 ^ N;X3 ^ U;X4 ^ X^)
S2 D R w W' LM
N = 20
Normal .068 .076 .096 .084 .100 .100 .100
Beta .064 .144 .112 .144 .180 .132 .144
Student's t . 240 .188 .220 .232 .232 .300 .328
Gamma .632 .376 .408 .572 .664 .672 .684
Log-normal .968 .856 .888 .940 .964 .972 .980
N = 35
Normal .112 .120 .116 .096 .100 .100 .100
Beta .096 .132 .172 .156 .136 .080 .176
Student's t .304 .328 .320 .324 .232 .316 .352
Gamma .916 .520 .692 .868 .900 .884 .884
Log-normal 1.000 .964 .992 1.000 1.000 1.000 1.000
N = 50
Normal .084 .068 .072 .060 .100 .100 .100
Beta .168 .204 .172 .204 .452 .288 .292
Student1s t .332 .380 .404 .392 .344 .488 .460
Gamma .992 .708 .880 .984 .996 .996 1.000
Log-normal 1.000 1.000 1.000 1.000 1.000 1.000 1.000
N = 100
Normal .084 .080 .104 .080 .100 .100
Beta .244 .444 .328 .480 . 532 .536
Student's t .472 .668 .684 .664 .716 .740
Gamma 1.000 .944 .988 1.000 1.000 1.000
Log-normal 1.000 1.000 1.000 1.000 1.000 1.000
N = 200
Normal .068 .124 .144 .116 .100 .100
Beta . 548 .788 .604 .892 .924 .916
Student's t .516 .816 .864 .796 .840 .864
Gamma 1.000 .996 1.000 1.000 1.000 1.000
Log-normal 1.000 1.000 1.000 1.000 1.000 1.000
N = 300
Normal .108 .132 .136 .092 .100 .100
Beta .732 .920 .780 .956 .996 1.000
Student's t .544 .976 .980 .980 .968 .984
Gamma 1.000 1.000 1.000 1.000 1.000 1.000
Log-normal 1.000 1.000 1.000 1.000 1.000 1.000
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Table 5.6
Estimated Correlation Coefficients between Original and Modified Statistics
2(Regressors: X^ = 1;X2 ^ N;X^ ^ U;X4 % X^q )
(/b^/bi) (b2 ^ 2)
* ~* (D ,D ) (W,W) (W ,W' ) (LM,LM)
N = 20
Normal .707 .666 .639 .462 .516 .516
Beta .704 .627 .564 .347 .359 .414
Student1s t .885 .834 .792 .749 .778 .789
Gamma .757 .783 .746 .637 .681 .635
Log-normal .720 .812 .681 .616 .644 .768
N = 35
Normal .857 .808 .824 .650 .701 .583
Beta .773 .811 .795 .610 .644 .642
Student's t .948 .937 .923 .908 .923 .937
Gamma .899 .933 .880 .802 .835 .921
Log-normal .935 .956 .859 • .819 .843 .937
N = 50
Normal .879 .814 .809 .679 .704 .682
Beta .869 .790 .777 .716 .725 .703
Student's t .968 .972 .959 .952 .963 .989
Gamma .941 .966 .920 .836 .873 .970
Log-normal .969 .979 .894 .862 .884 .967
N = 100
Normal .953 .927 .926 .847 .863
Beta .942 .923 .919 .868 .901
Student's t .991 .988 .982 .987 .978
Gamma .986 .992 .972 .950 .992
Log-normal .991 .994 .938 .936 .989
N = 200
Normal .976 .969 .972 .935 .939
Beta .968 .949 .959 .931 .945
Student1s t .996 .995 .991 .994 .993
Gamma .991 .994 .984 .964 .996
Log-normal .997 .998 .961 .963 .997
N = 300
Normal .985 .980 .980 .951 .944
Beta .971 .959 .967 .967 .958
Student's t .997 .998 .993 .996 .999
Gamma .994 .997 .986 .967 .997
Log-normal .999 .999 .980 .981 .999
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from the analysis of the correlations between the original and modified 
statistics are also the same.
As a final exercise, we carry out our experiment fixing N = 20 and 
using the three regressor Data Sets given in Weisberg (1980, p.29). The 
results are reported in Tables 5.7 to 5.12. Following Weisberg, we Vary 
k , for each Data Set, using k = 4, 6, 8 and 10 . Weisberg found that 
the power of the W' test may vary as k and/or the regressors are 
changed. We find this to be the case for all the tests considered. For 
example, using Data Set 1, we obtain that for the log-normal distribution 
the power of /b^ , say P(v^^) , is equal to .636, for k = 10 , and
.956 for k = 4 , i.e., .636 < P(/b^) < .956 (see Table 5.7). Similarly 
we obtain that .572 < P (b ) < .812; .608 < P(D*) < .888; .632 5 P(R) 5 .940; 
.592 < P(W) < .928; .636 < P(W') < .944 and .616 < P(LM) < .952 . We 
also find from Tables 5.7 and 5.8 that, for Data Sets 1 and 2, the empirical 
significance levels are close to .10 for all statistics and all k .
However, from Table 5.9 we observe that for Data Set 3, the significance 
levels increase with the number of regressors, e.g., for A> they are 
.088, .104, .200 and .216 for k = 4, 6, 8 and 10 respectively. This shows 
that the power and the level of a test may depend on the specific form of 
. Nevertheless, when comparing the relative power, it was interesting 
to note that, for all k and all three regressor Data Sets, LM , W, W' 
and /b were the preferred tests (as it was found in our earlier 2 sets 
of experiments with N = 20) . Regarding the correlations between the
original and modified statistics, the results are given in Tables 5.10 to 
5.12. From these tables we observe that (for each Data Set) as k
increases all correlation coefficients decrease. For instance, using Data
*Set 1 we get the correlation coefficient between D and D for the normal
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Table 5.7
Estimated Powers of the Tests Using OLS Residuals 
(At 10 per cent significance level; Regressors: Weisberg Data Set 1; N = 20)
rH E2
~ * D R W W ' LM
k = 4
Normal .096 .120 .084 .116 .100 .100 .100
Beta .064 .152 .088 .156 .100 .068 .072
Student ' s t .204 .160 .172 .192 .196 .188 .208
Gamma .584 .316 .396 .512 - .568 .592 .548
Log-normal .956 .812 .888 .940 .928 .944 .952
k = 6
Normal .108 .108 .100 .104 .100 .100 .100
Beta .064 .092 .096 .092 .092 .084 .052
Student ' s t .180 .156 .204 .180 .156 .196 .208
Gamma .540 .312 .348 .500 .496 .508 .476
Log-normal .868 .736 .808 .852 .840 .872 .848
k = 8
Normal .116 .100 .120 .116 .100 .100 .100
Beta .084 .096 .080 .096 .116 .076 .068
Student's t .200 .136 .180 .176 .140 .164 .192
Gamma .368 .228 .264 .276 .308 .320 .284
Log-normal .720 .608 .652 .668 .656 .668 .684
k = 10
Normal .132 .124 .116 .120 .100 .100 .100
Beta .100 .080 .104 .088 .112 .088 .064
Student's t .172 .180 .188 .192 .160 .192 .160
Gamma .320 .228 .256 .276 .264 .280 .252
Log-normal .636 .572 .608 .632 .592 .636 .616
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Table 5.8
Estimated Powers of the Tests Using OLS Residuals 
(At 10 per cent significance level; Regressors: Weisberg Data Set 2; N =20)
~ * D R W W' LM
k = 4
Normal .084 .100 .140 .100 .100 .100 .100
Beta .068 .108 .096 .100 .124 .072 .084
Student's t .224 .192 .188 .204 .168 .192 .256
Gamma .640 .356 .416 .572 .644 .600 .640
Log-normal .920 .844 .904 .912 • .924 .932 .944
k = 6
Normal .092 .104 .104 .112 .100 .100 .100
Beta .064 .076 .100 .072 .092 .108 .040
Student's t .160 .164 .140 .148 .144 .152 .176
Gamma .500 .276 .304 .444 .456 .496 .480
Log-normal .864 .752 .816 .848 .832 .856 .864
k = 8
Normal .084 .076 .112 .080 .100 .100 .100
Beta .056 .088 .092 .060 .096 .076 .076
Student1s t .160 .136 .128 .152 .168 .176 .188
Gamma .344 .208 .204 .300 .352 .360 .384
Log-normal .760 .624 .652 .664 .704 .780 .772
k = 10
Normal .116 .088 .120 .092 .100 .100 .100
Beta .072 .108 .104 .116 .088 .072 .076
Student's t .136 .148 .144 .120 .140 .136 .152
Gamma .232 .136 .144 .196 .220 .212 .204
Log-normal .520 .428 .424 .500 .468 .492 .520
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Table 5.9
Estimated Powers of the Tests Using OLS Residuals 
(At 10 per cent significance level; Regressors: Weisberg Data Set 3; N =20)
£2 D R W W LM
k = 4
Normal .088 .132 .116 .100 .100 .100 .100
Beta .056 .116 .068 .108 .116 .068 .056
Student's t .160 .160 .144 .172 .148 .184 .192
Gamma .560 .344 .444 .528 .580 .592 .572
Log-normal .948 .860 .928 .936 - .948 .956 .952
ii
Normal .104 .120 .116 .116 .100 .100 .100
Beta .072 .100 .096 .092 .060 .064 .052
Student's t .152 .172 .148 .168 .140 .144 .176
Gamma .440 .276 .328 .392 .412 .396 .392
Log-normal .848 .748 .812 .816 .848 .860 .836
k = 8
Normal .200 .124 .136 .172 .260a . 248 .228
Beta .136 .100 .104 .116 . 232 .176 .148
Student's t .300 .188 .212 .280 .332 .348 .340
Gamma .356 .332 .392 .444 .516 .484 .456
Log-normal .696 .680 .796 .672 .856 .872 .784
k = 10
Normal .216 .200 .192 .216 .248 .268 .252
Beta .188 .140 .160 .164 .252 .232 .216
Student's t .312 .248 .252 .284 .304 .344 .336
Gamma .380 .312 .312 .384 .400 .428 .416
Log-normal .536 .524 .632 .568 .696 .708 . 596
a Given that for ' b2 , D and R the estimated significance levels
were far from . 10 for k = 8 and 10; we did not adjust W , W' and LM
to have significance level equal to .10 in these cases. We present 
the power obtained when using the theoretical significance points, 
obtained from Shapiro and Wilk (1965, p.605), Weisberg (1974, p.645) 
and Table 5.2.
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Table 5.10
Estimated Correlation Coefficients between Original and Modified Statistics 
(Regressors: Weisberg Data Set 1; N = 20)
(/b1/v/b1) (b2#b2) *(D ,D ) (W,W) (W',W') (LM,LM)
k = 4
Normal .732 .642 .640 .432 .494 .583
Beta .611 .632 . 566 .330 .350 .530
Student's t .887 .869 .825 .763 .805 .878
Gamma .797 .890 .830 .691 .747 .869
Log-normal .856 .926 .777 .698 .736 .873
k = 6
Normal .576 .549 .548 .329 .399 .294
Beta .451 .518 .473 • .228 .273 .488
Student's t .725 .663 .640 .577 .618 .666
Gamma .673 .750 .718 .636 .674 .760
Log-normal .673 .792 .675 .606 .638 .752
k = 8
Normal .458 .375 . 388 .250 .279 .229
Beta .364 .425 .371 .149 .193 .225
Student1s t .581 .485 .453 .396 .441 .459
Gamma .523 .599 .596 .520 .556 .582
Log-normal .547 .642 .534 .468 .503 .550
k = 10
Normal .410 .331 .329 .142 .225 .150
Beta .327 .331 .304 .134 .188 .161
Student's t .527 .416 .363 .302 .352 .310
Gamma .421 .520 . 553 .504 .526 .499
Log-normal .383 .523 .471 .386 .426 .416
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Table 5.11
Estimated Correlation Coefficients between Original and Modified Statistics 
(Regressors: Weisberg Data Set 2; N = 20)
(b2'b2>
*(D ,D ) (W,W) (W ,W) (LM,LM)
k = 4
Normal .754 .718 .669 .532 .594 .726
Beta .679 .580 .555 .282 .326 .322
Student's t .874 .829 .794 .740 .778 .820
Gamma .802 .862 .796 . .674 .724 .787
Log-normal .816 .894 .764 .688 .728 .816
k = 6
Normal .644 .580 .514 1 .402 .435 .537
Beta .503 .411 .402 .129 .180 .180
Student's t .761 .738 .708 .597 .665 .743
Gamma .616 .701 .642 .506 .567 . 592
Log-normal .687 .796 .668 .562 .613 .689
k = 8
Normal .436 .415 .331 .172 .224 .405
Beta .363 .264 . 231 .089 .118 .110
Student's t .652 .636 . 577 .459 .535 .664
Gamma .449 .567 .474 .315 .387 .415
Log-normal .606 .724 .580 .469 .526 .600
k = 10
Normal .331 .334 .259 .084 .150 .361
Beta .207 .205 .128 .032 .026 .026
Student1s t .427 .369 .311 .242 .288 .312
Gamma .244 .369 .309 .153 .222 .256
Log-normal .422 .522 .437 .359 .399 .450
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Table 5.12
Estimated Correlation Coefficients between Original and Modified Statistics 
(Regressors: Weisberg Data Set 3; N = 20)
<b2'b2>
*(D ,D ) (W,W) (W',W) (LM,LM)
k = 4
Normal .760 .672 .619 .435 .508 .517
Beta .644 .620 .577 .396 .425 .528
Student1s t .857 .895 .857 .778 .830 .960
Gamma .831 .953 .894 • .744 .809 .936
Log-normal .928 .992 .961 .917 .933 .993
k = 6
Normal .618 .612 .531 .304 .413 .490
Beta .476 .457 .379 .186 .193 .369
Student's t .675 .693 .658 .518 .588 .761
Gamma .652 .790 .731 .579 .642 .783
Log-normal .676 .774 .759 .685 .708 .712
k = 8
Normal .480 .494 .426 .240 .327 .399
Beta .373 .313 .188 .095 .096 .261
Student's t .460 .572 .520 .412 .470 .688
Gamma .487 .674 .598 .530 .565 .728
Log-normal .456 .577 .675 .648 .642 .595
k = 10
Normal .346 .334 .245 .081 .143 .149
Beta .278 .264 .151 .002 .040 .206
Student's t .406 .475 .394 .339 .375 .667
Gamma .317 .485 .439 .377 .411 .482
Log-normal .323 .432 .526 .479 .482 .433
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distribution as .640 and .329 when k = 4 and 10 respectively. However, 
the ranking among the tests remainded the same, i.e., from high to low 
correlation the order remained being (/b^,^^) , , (D ,D ) ,
(LM,LM) , (W',W') and (W,W) .
From the above simulation results we can conclude that LM performs
with good relative power for all the forms of M^ . This is true for
both small and large values of N . These findings encourage the use of
LM in testing for the normality of u^ . Moreover, the statistic LM is
simple to compute and in any regression problem, one may easily obtain an
approximation to its finite sample distribution, under H , by computero
simulation.
5.3 Test for Normality with Stable Alternatives
In the last section we have suggested a test for normality with the 
Pearson family of distributions as alternatives. This family has two main 
drawbacks. First, it does not permit the distribution to have infinite 
variance and second, it does not include some important distributions such 
as the log-normal (although we found that our test has good power against 
log-normal alternative). In this section, we try to tackle the first 
problem by considering the stable family of distributions. As we have 
mentioned in the introduction, many economic variables such as changes in 
stock prices have been found to follow stable laws. Another notable aspect 
of this family is that the distribution of the regression disturbance may 
belong to this family. This follows from the generalized central limit 
theorem which states that a distribution function to be a limit distribution 
of sum of independent and identically distributed random variables, it is 
necessary and sufficient that it be stable [see Gnedenko and Kolmogorov 
(1954, p.162)]. Therefore, it is important to develop tests for normality
120
with stable alternatives and/or to examine whether the available tests can 
detect non-normality when the alternative belongs to the stable family.
If we assume that u. follows the stable distribution then its1
PDF can be written as [see Gnedenko and Kolmogorov (1954, p.164)]
f ( u ) 2tt exp(it u .).exp[iyt-y|t|a{l + w(t,a)}]dt- J I I
(5.7)
- 00 < u_. < 00
j = 1,2,...,N
where i = /-l, t is any real number and
w(t,a) = tan[-^-) , if a / 1
= — In ItI , if a = 1 .7T 1 1
The stable distribution has four parameters: the location parameter 
y € (-0 0 ,0 0) , the scale parameter y £ (0,°o) , the skewness parameter
6 6 [-1,1] and the characteristic exponent or the index parameter 
a € (0,2] . The characteristic exponent a is the most important - it
dictates the shape of the tail part of the distribution. For instance, 
when a < 2 , the extreme tails of the distribution are thicker than those 
of the normal distribution, and the total probability in the extreme tails 
is larger, smaller is the value of a . The stable family includes 
some important distributions as special cases, for example, the Cauchy
distribution when a = 1 and 6 = 0 ;  the normal distribution with mean
2 2 y and variance o when a = 2 , 6 = 0  and y = o /2 . The
distribution has finite variance only when a = 2 , otherwise the variance 
is infinite. That means there exist some distributions in the neighbour­
hood of the normal distribution which can invalidate the results of Gauss-
Markov theorem.
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Since we are interested only in the shape of the distribution, 
without loss of generality we can assume y = 0 and y =  ^ . Suppose we 
also assume that the population mean exists, i.e., a > 1 then we can 
write (5.7) as
f (u_.) 2tt exp (itu .) .exp [- i|t|a{l + tan(y)}] dt (5.8)
A test for normality can be achieved by testing : a =' 2 , 6 = 0 in (5.8).
However, there are a few potential difficulties in doing so. Under Hq , 
the parameter values lie at the boundary of the parameter space, and when 
a = 2 the parameter 6 disappears from (5.8). Although these problems 
can be tackled by using the results of Chant (1974)- and Davies (1977), it 
seems no simple test can be derived using (5.8). For simplicity let us 
consider the symmetric stable distribution by assuming 6 = 0 .  Then 
f(u_.) reduces to
f(u ) = —  3 2tt cos(u_.t) exp[- -L-^ L -] dt .
we can obtain a test for normality by testing : a = 2 vs a < 2 . The
test may be based on the score value 35, (a)/9a evaluated at a = 2 where 
’N£(a) = I
following quantity
In [f(u_.)] . More specifically, we examine whether the
91
9a
_ 1 _
4tt
N
l
j =1 J — CO
cos(u_.t) exp t2 In (5.9)
is significantly different from zero by using one-sided normal test.
By numerical integration, 9£/9a and an estimate of its variance (under Hq )
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2~dl _1_
4tt
N
I
j=i
/■CO [t-2] 1 1 x 2 2 t2 ,1c o s ( u .t)exp
' —  o o  J 2
(In |t1) t ” T  + 1v. y
can be calculated. However, for practical purposes the calculations seem
to be quite tedious. One reason for all these difficulties is that no
close form expression is available for the density function of the stable
distribution. It might be easier to construct a test based on its
characteristic function (CF) which has a simpler expression, for example,
the log of the CF for symmetric stable distribution is simply - i11106
[for details of a test based on the empirical CF , see Hall and Welsh
(1983)]. DuMouchel (1981) attempted to find a likelihood ratio type test for
H : a = 2 VS a < 2 based on a the MLE of a , but he found that his o
test is not robust to the assumption of stability. ' He showed that when 
a < 2 , a has well defined asymptotic distribution; however, the standard 
asymptotic theory fails at a = 2 .
Given the above complexities of the stable distribution, we decided 
to follow an ad hoc approach. In particular we wanted to examine how do 
the tests discussed in the previous section perform against the stable 
alternatives. Most of those tests are based on the second, third and 
fourth sample moments, but for the stable distribution the population 
counterparts of these moments do not exist. Therefore, we would not be 
sure about the distribution of these statistics when the stable alternative 
is true. However, if we find that those tests can detect non-normality 
when the alternative comes from a stable distribution, for practical 
purposes we can use them irrespective of their analytical properties. This 
is what we set to investigate in the remaining part of this section.
Many simulation studies have been done on assessing the performances 
of the conventional tests for normality against stable alternatives. For
instance, Fama and Roll (1971), Saniga et al. (1975), Smith (1975) and Saniga
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and Hayya (1977) have examined the powers of various tests for normality 
of observations against symmetric stable distributions, and recently 
Saniga and Miles (1979) have extended those studies to asymmetric stable 
family. To our knowledge there is no similar systematic investigation on 
testing normality of regression disturbances. Therefore, for our 
simulation experiment, we consider asymmetric stable family and study the 
powers of all the tests (considered in the previous section) for testing 
normality of both observations and regression disturbances. The Monte Carlo 
study of this section was carried out exactly the same way as in the 
previous section. The only difference is that the distributions under the 
alternative hypothesis were generated from the stable family using the 
density function given in (5.8) with a = 1.0(.3)1.9 and 6 = 0.0(.25)1.0 . 
To do this we made use of the computer program described in Chambers et al. 
(1976). The powers were calculated using simulated critical points 
obtained by generating the data under normality and were based on 500 
replications. The results on testing for observations are given in Table 
5.13 for N = 20, 35, 100 and 200. To save space only nine combinations 
of a and 6 namely, a = 1.0, 1.6 and 1.9, and 6 = 0.0, 0.5 and 1.0 
are reported. These are representative of the overall results.
The first thing to note from Table 5.13, as also observed by Saniga 
and Miles (1979), is that for a given value of a the powers are not 
sensitive to the change of the skewness parameter 6 . However, when 6 
is kept fixed and a is varied, powers change considerably. The overall 
behaviour of the first five tests, namely /b^ , b^ , D , R and W 
is very similar to those, reported in Saniga and Miles. Two additional tests 
we consider are W  and LM , and it is seen that they outperform the 
remaining ones. In particular, LM does very well and it has highest
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Table 5.13
E s t i m a t e d  P ow ers  o f  t h e  T e s t s  A g a i n s t  S t a b l e  A l t e r n a t i v e s  
(At  e m p i r i c a l  10 p e r  c e n t  s i g n i f i c a n c e  l e v e l )
a 6 / b i b 2
*
D R W W LM
1 . 0 0 . 0 .804 .872 .902 .8 7 2 .896 .912 .898
1 . 0 0 . 5 .832 .842 . 8 9 0 .886 .902 .922 . 9 1 0
1 . 0 1 . 0 .956 .806 .894 .938 .968 .966 . 9 6 8
1 . 6 0 . 0 .486 .46 2 . 4 6 6 .482 . 4 7 2 .518 .5 3 8oCMII 1 . 6 0 . 5 .504 .466 . 4 7 6 . 5 0 0 .4 9 6 .536 .5 4 2
1 . 6 1 . 0 . 5 5 8 .42 2 . 4 3 6 .518 .5 3 6 . 5 5 0 . 5 7 8
1 . 9 0 . 0 .234 . 1 9 6 .192 .232 .204 .222 .244
1 . 9 0 . 5 . 2 2 0 . 1 9 0 . 2 0 4 .2 1 6 . 2 0 6 .222 .2 2 4
1 . 9 1 . 0 .212 .172 . 1 8 8 . 1 9 0 .2 0 4 .222 .246
1 . 0 0 . 0 .8 8 0 .98 2 .9 9 6 .982 .982 .994 .9 8 6
1 . 0 0 . 5 . 9 0 8 .97 2 . 9 9 0 . 9 7 0 .974 .994 .982
1 . 0 1 . 0 .992 .9 6 0 .982 .994 .994 .992 .992
1 . 6 0 . 0 .618 .692 .6 9 8 .684 . 6 3 6 .720 .7 3 2
N=35 1 . 6 0 . 5 .6 7 2 .672 .6 8 8 . 6 9 0 .634 .740 . 7 3 0
1 . 6 1 . 0 . 8 1 0 .6 6 0 .6 8 2 .786. . 7 7 6 .788 .812
1 . 9 0 . 0 .298 .268 . 2 6 6 . 2 9 0 . 2 3 0 .310 . 3 1 2
1 . 9 0 . 5 .284 .272 .266 . 2 9 0 . 2 5 0 .314 .3 0 8
1 . 9 1 . 0 .2 8 6 .256 . 2 6 0 .292 .2 9 2 .306 .3 0 6
1 . 0 0 . 0 . 9 3 0 .988 .992 .9 9 0 . 9 8 6 .994 .992
1 . 0 0 . 5 . 9 3 8 .9 8 8 .994 .994 .992 .996 .996
1 . 0 1 . 0 1 . 0 0 0 .986 . 9 9 8 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 6 0 . 0 . 7 1 2 .80 6 .8 0 8 .802 .692 .828 . 8 5 0
N=50 1 . 6 0 . 5 . 7 4 0 .798 .804 .8 1 0 .7 1 4 . 8 3 0 . 8 3 6
1 . 6 1 . 0 .8 5 6 . 7 1 6 .742 .834 .8 1 8 .8 4 0 .8 6 0
1 . 9 0 . 0 .304 . 3 1 6 .306 .3 2 2 .224 .346 .354
1 . 9 0 . 5 . 3 3 0 .328 .304 .328 . 2 5 6 .354 . 3 7 4
1 . 9 1 . 0 .3 8 6 .322 . 3 1 6 . 3 6 8 . 308 .372 .4 0 6
1 . 0 0 . 0 .9 4 6 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 0 0 . 5 . 9 8 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 0 1 . 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 6 0 . 0 . 8 2 8 .954 . 9 5 0 .938 . 9 5 2 . 9 7 0
N=100 1 . 6 0 . 5 .8 7 0 .948 .952 . 9 5 0 .9 6 8 . 9 6 6
1 . 6 1 . 0 .9 9 2 .938 .952 . 9 9 0 .992 .992
1 . 9 0 . 0 . 4 1 6 .462 .452 . 4 7 0 . 4 9 8 .514
1 . 9 0 . 5 . 4 2 0 .4 6 0 . 4 3 8 . 4 6 8 . 5 1 0 . 5 0 0
1 . 9 1 . 0 .528 .444 .426 . 4 9 8 .5 2 0 .5 5 6
1 . 0 0 . 0 .984 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 0 0 . 5 .9 8 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 0 1 . 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 6 0 . 0 .892 .998 .998 .9 9 6 .996 .9 9 6
N=200 1 . 6 0 . 5 .932 .9 9 6 .998 .994 .998 .998
1 . 6 1 . 0 1 . 0 0 0 .994 .9 9 6 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 9 0 . 0 .522 .652 .632 .6 6 8 . 6 9 6 .6 9 6
1 . 9 0 . 5 .620 .664 .624 .672 . 7 1 4 .710
1 . 9 1 . 0 . 7 8 6 .694 .682 .774 .774 . 8 0 0
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Table 5.14
E s t i m a t e d  P o w ers  o f  t h e  T e s t s  A g a i n s t  S t a b l e  
A l t e r n a t i v e s  U s i n g  OLS R e s i d u a l s
(At  e m p i r i c a l  10 p e r  c e n t  s i g n i f i c a n c e  l e v e l ;  R e g r e s s o r s :  X ^ = 1 , X ^ , X ^ , X ^ ^  U)
a 6 5 2 D R W W' LM
1 . 0 0 . 0 .734 .778 .792 .794 .782 .822 .816
1 . 0 0 . 5 . 7 6 0 .754 .772 .788 .7 6 8 .814 .8 3 0
1 . 0 1 . 0 .876 .756 . 7 8 6 . 8 6 0 .866 .874 .884
1 . 6 0 . 0 .402 .3 4 8 .362 .368 . 3 7 0 .414 .434
N=20 1 . 6 0 . 5 .408 . 3 6 6 .352 .398 .3 9 6 .446 .4 4 8
1 . 6 1 . 0 .486 . 3 6 6 .384 .4 5 0 .456 .474 .508
1 . 9 0 . 0 .198 .186 . 1 9 0 .1 8 4 .1 8 8 .208 .2 0 0
1 . 9 0 . 5 . 2 0 0 .1 8 8 .184 .184 . 1 8 0 .192 .2 0 8
1 . 9 1 . 0 .174 .192 .176 .192 .184 .172 .194
1 . 0 0 . 0 .854 .9 6 6 .976 .964- . 9 4 8 .974 . 9 6 8
1 . 0 0 . 5 . 9 0 4 .9 6 6 . 9 7 6 . 9 7 0 . 9 6 0 .9 8 2 . 9 8 0
1 . 0 1 . 0 .9 8 8 . 9 4 0 .964 .984 .992 .992 . 9 8 8
1 . 6 0 . 0 .612 . 6 3 2 .646 . 6 3 0 .582 .672 .6 9 6
N=35 1 . 6 0 . 5 .634 .614 . 6 3 8 .654 . 6 0 0 .684 .6 8 6
1 . 6 1 . 0 . 7 5 8 .5 9 4 .614 .722 . 6 9 6 .742 .7 5 4
1 . 9 0 . 0 .258 . 2 3 6 . 2 4 8 . 2 5 2 .238 . 2 7 6 .282
1 . 9 0 . 5 .2 6 6 .2 5 8 .2 4 4 .2 7 0 .2 4 8 .2 8 6 .296
1 . 9 1 . 0 . 2 6 8 .2 2 6 . 2 3 0 .2 6 6 . 2 5 8 .2 8 0 .276
1 . 0 0 . 0 .9 0 6 .982 . 9 9 0 .982 .978 .984 .984
1 . 0 0 . 5 .9 3 2 . 9 8 6 .9 9 2 .994 .9 8 8 .996 .994
1 . 0 1 . 0 1 . 0 0 0 . 9 8 0 .992 . 9 9 8 .9 9 8 . 9 9 8 .998
1 . 6 0 . 0 .6 8 8 .772 .786 .7 8 0 .682 .794 .8 0 8
N=50 1 . 6 0 . 5 .744 . 7 6 6 .782 .8 0 2 . 7 0 8 .8 0 0 .814
1 . 6 1 . 0 .842 .6 9 6 .7 0 8 . 8 1 0 .774 .824 .838
1 . 9 0 . 0 .2 9 0 . 3 1 0 .294 .302 .232 .308 .324
1 . 9 0 . 5 .3 2 2 . 3 3 0 .314 . 3 2 6 .236 . 3 2 8 .352
1 . 9 1 . 0 . 348 .312 . 2 9 0 .3 3 8 .302 . 3 6 6 .3 8 8
1 . 0 0 . 0 . 9 3 6 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 0 0 . 5 . 9 7 8 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 0 1 . 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 6 0 . 0 . 8 1 8 .9 4 8 . 9 4 0 .9 3 4 . 9 4 6 . 9 6 0
N=100 1 . 6 0 . 5 . 8 6 6 .9 3 6 .942 . 9 4 0 .9 5 8 .958
1 . 6 1 . 0 .9 8 6 . 9 2 6 .934 .9 8 6 . 9 8 6 .9 8 6
1 . 9 0 . 0 .4 1 0 .452 . 4 3 0 .458 .484 .4 9 6
1 . 9 0 . 5 .4 3 2 .4 4 4 .432 . 4 7 0 . 4 8 6 . 500
1 . 9 1 . 0 . 520 . 4 3 6 .4 1 8 .496 .528 .548
1 . 0 0 . 0 .9 8 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 0 0 . 5 .9 8 2 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 0 1 . 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 6 0 . 0 .8 8 8 . 9 9 8 . 9 9 8 .9 9 8 . 9 9 6 .9 9 6
N=200 1 . 6 0 . 5 .9 2 4 . 9 9 6 . 9 9 6 .994 .9 9 6 .996
1 . 6 1 . 0 1 . 0 0 0 . 99 4 .994 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 9 0 . 0 . 512 .652 .638 . 6 6 0 .674 .678
1 . 9 0 . 5 . 6 2 0 .6 5 0 . 6 3 0 .664 . 6 9 4 .694
1 . 9 1 . 0 .772 . 6 8 6 .682 . 7 7 0 .7 7 8 .8 0 0
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Table 5.15
E s t i m a t e d  P ow ers  o f  t h e  T e s t s  A g a i n s t  S t a b l e  
A l t e r n a t i v e s  U s i n g  OLS R e s i d u a l s
(At  e m p i r i c a l  10 p e r  c e n t  s i g n i f i c a n c e  l e v e l ;  
R e g r e s s o r s :  = 1 ,  X ^ ^ N ,  X ^ ^ U ,  X ^ ^ x^ q )
a 6 S 2
~ * 
D R W W' LM
oi—1 0 . 0 . 726 .766 . 7 8 0 .782 .764 .802 .822
1 . 0 0 . 5 .7 6 6 .740 .7 7 8 . 7 9 0 . 7 7 0 .812 .8 2 2
1 . 0 1 . 0 .864 .700 . 7 4 6 .826 .854 .862 .868
1 . 6 0 . 0 .396 .40 4 .418 . 4 1 6 . 3 9 0 .444 .452
N=20 1 . 6 0 . 5 .432 .396 .404 .426 .414 .446 .484
1 . 6 1 . 0 .450 .338 . 3 7 0 .414 .442 .456 . 4 8 0
1 . 9 0 . 0 .202 .162 . 1 7 0 .184 . 1 7 6 . 1 7 0 .206
1 . 9 0 . 5 .202 .166 . 1 5 8 .1 8 6 . 1 7 8 .182 .2 0 6
1 . 9 1 . 0 .196 .176 . 1 7 6 .1 9 4 .2 2 6 .242 .234
1 . 0 0 . 0 . 8 7 0 .958 .974 . 9 6 0 .9 5 2 .972 .964
1 . 0 0 . 5 .900 .960 .976 .9 6 6 . 9 6 6 .982 . 9 7 0
1 . 0 1 . 0 .988 .93 2 .9 6 6 .984 . 9 8 6 .9 9 0 .986
1 . 6 0 . 0 .602 .64 8 .6 4 6 .658 .584 .676 .694
N=35 1 . 6 0 . 5 .646 .62 2 . 6 4 8 . 6 5 0 ’ .626 . 6 8 0 .694
1 . 6 1 . 0 .776 .60 2 . 6 3 0 .734 . 7 2 0 .750 .776
1 . 9 0 . 0 . 2 9 6 .2 6 0 . 2 5 6 .2 6 2 .2 5 8 . 3 1 0 .3 0 6
1 . 9 0 . 5 .294 .2 6 8 . 2 5 8 . 2 9 0 .266 . 3 1 0 . 3 1 6
1 . 9 1 . 0 .284 .236 . 2 4 4 . 2 6 4 . 290 .304 .312
1 . 0 0 . 0 .9 1 0 .982 . 9 9 0 .982 .9 7 6 . 9 8 6 .9 8 6
1 . 0 0 . 5 .930 .988 .992 .992 . 9 9 0 .996 .9 9 6
1 . 0 1 . 0 1 . 0 0 0 .978 . 9 9 6 .9 9 8 .998 .998 1 . 0 0 0
1 . 6 0 . 0 .684 .7 5 8 . 7 8 0 . 7 6 6 . 6 7 8 .798 .8 1 0
N=50 1 . 6 0 . 5 .714 . 7 6 0 . 7 7 0 .780 . 6 8 8 .796 .8 1 0
1 . 6 1 . 0 .842 .686 . 7 2 2 .804 . 7 9 2 .8 4 0 .848
1 . 9 0 . 0 . 2 8 0 . 2 8 0 . 2 7 0 .2 9 4 . 2 3 0 .332 .326
1 . 9 0 . 5 .3 3 2 .300 . 2 9 8 . 3 1 8 .2 4 4 .338 .366
1 . 9 1 . 0 . 3 4 0 .294 . 2 9 4 .3 3 0 .294 . 3 6 8 . 3 7 0
1 . 0 0 . 0 .9 4 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 0 0 . 5 .9 7 6 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 0 1 . 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 6 0 . 0 .8 1 0 .948 . 9 4 4 .9 2 8 .9 4 8 .962
N=100 1 . 6 0 . 5 . 8 7 0 .942 .944 . 9 4 8 .9 6 6 .964
1 . 6 1 . 0 . 9 8 6 .936 .938 . 9 8 6 .986 . 9 8 8
1 . 9 0 . 0 .416 .464 . 4 3 6 .4 6 6 .4 7 8 .5 1 0
1 . 9 0 . 5 .4 2 8 .458 .432 .472 .498 .512
1 . 9 1 . 0 .516 .438 . 4 0 8 .4 9 8 .514 .552
1 . 0 0 . 0 .986 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 0 0 . 5 .976 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 0 1 . 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 6 0 . 0 .882 .998 . 9 9 8 .9 9 8 . 9 9 8 .998
N=200 1 . 6 0 . 5 .9 2 6 . 9 9 6 . 9 9 6 .994 . 9 9 8 .998
1 . 6 1 . 0 1 . 0 0 0 . 996 . 9 9 6 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0
1 . 9 0 . 0 .5 2 0 .648 . 6 3 2 .662 .694 .688
1 . 9 0 . 5 .622 .664 . 6 3 8 . 6 7 0 .708 . 7 1 0
1 . 9 1 . 0 .774 .6 7 8 .6 6 6 . 7 6 6 .774 . 7 9 0
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power in 33 cases out of 45 cases considered. It has very good power 
for small sample sizes, and when a is nearer to 2 i.e., when the 
alternative is close to the normal distribution.
Next we repeat the experiment using OLS residuals from two linear 
regressions (described in the previous section) instead of the actual 
observations. The results are displayed in Tables 5.14 and 5.15. As 
we noticed earlier, using residuals gives us slightly less power. However, 
the relative performances of various tests remain the same. The LM test
has highest power in around 75 per cent of the cases. After LM , the 
next best test is W  . On the basis of these results, we may conclude 
that the LM test given in (5.3) can "safely" be used even when the 
alternative comes from the stable family.
5.4 Test for Normality with Burr Alternatives
Earlier we have mentioned a drawback of the Pearsonian system 
that it does not include log-normal distribution as a special case.
This problem can be avoided by deriving test for normality based on Burr 
(1942) Type XII distribution whose density function is
f (u) C1C2U
v 1 1+u
-(C +1) c 2
0 < u < (5.10)
where c^ > 0 and c^ > 0 are parameters. This distribution covers a 
wide region in the (/ß^ß^) plane1 for different values of c^ and c^ 
In particular, it includes, among others, points corresponding to normal, 
log-normal, Weibull, gamma, Pearson Types I, IV and VI, and extreme value
/ß^ and ß^ are respectively the population measures of skewness and 
kurtosis.
l
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distributions [see Rodriguez (1977) and Tadikamalla (1980), for detail 
discussion]. Burr (1973) constructed a table which gives the (approximate) 
values of c^ and c^ for given /ß^ and ß^  along with the corresponding
population mean (y) and standard deviation (a) . In particular, when
c^ = 4.873717 and c^ = 6.157568, we have /ß^ = 0 , ß^ = 3 , y = .644717
and a = .161990 . Since we are interested only in the shape of the 
distribution, a test for normality is achieved by testing
Hq : c^ = 4.873717 (=c°) , c^ = 6.157568 (=c°) after transforming the data 
into a set of positive observations with sample mean u = .644717 and 
standard deviation s = .161990 . It would be possible to transform the
data in this manner if it comes from a relatively symmetric distribution
(possibly, with a high value of ß^ ) • Whenever it is not possible to
do that then that itself is an indication of non-normality since the 
probability of a normal variable with mean .644717 and standard deviation 
.161990 to have negative value is approximately .00004 . It is expected
that a test based on the above family will have high power of detecting 
departure from normality for symmetric distributions since given /ß^ , a 
slight change in ß^  from 3 causes substantial changes in both c^ and 
c^ [see Table 1 of Burr (1973)]. This is a very desirable property
because most of the tests discussed earlier do not possess good power for 
symmetric distributions.
With Burr distribution we can derive tests using both the LM and 
the likelihood ratio (LR) approach. However, the LM(WE) version 
cannot be used because of the difficulties in taking expectations, therefore, 
the LM(WOE) version will be used. In our procedure, at the beginning we
Here we should note that there are certain non-normal distributions, 
such as Tukey's lambda (X) distribution with X = .135 and 5.200, for 
which /ß^ = 0 and ß^ = 3 [See Joiner and Rosenblatt (1971)]. When
the alternative comes from such distributions, tests developed in this 
section and in Section 2 will not have any power.
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change the scale and the location of the original observations such that
the transformed observations, still denoted by u ,u ,...,u , are all1 2  N
positive with sample mean u = .644717 and standard deviation s = .161990, 
Here our 0' = an<^  t r^ie log-likelihood function is
N N
£(0) = N In c + N ln c + (c -1) £ In u, - (c +1) £ ln
i=l 1 i=l
r Cl" 1+u.l
To calculate LM(WOE) we require the matrix G (see page 61) which can 
be obtained from
—  + ln u. o 1
, o . 1 ,(c _+1)u . ln u.2 l i
1+u
and
3c. - ln 1+u,
For the LR statistic we have to calculate c^ and c^ , the unrestricted 
MLEs of c^ and c^ respectively. To do that we concentrate £(0) on 
c^ and get the concentrated log-likelihood function
i (c1) - N ln £ ln 
i=l
1+u + N In c
N N r C
1 + (C1- D  I In u± - I In 1+u. 
i=l .1i=l
Unrestricted MLE of c^ can be calculated through an one directional
*  / \  *  /Vsearch procedure such that i (c^) = sup i (c^) . Then c^ can be
ci
, ci1 + u . l
Ä rNobtained by c^ = N/). , In o r1=i For testing normality of the 
regression disturbances we can follow the same procedure after replacing 
ui 's by least squares residuals. Since we have not done any simulation study
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using the tests discussed in this section, how they will perform in 
practice is a matter of conjecture. However, since they are based on the
LM and LR principles we can expect them to be at least asymptotically 
most powerful for the local alternatives.
5.5 An Exact Test for Normality
In the last three sections we have derived LM and LR 
tests for normality by considering different families of distributions. 
However, these LM and LR tests are valid only asymptotically and 
therefore, the exact sizes of these tests are unknown if asymptotic 
critical points are used when the sample size is not large. As the actual 
and nominal type I errors for these tests may differ substantially when the 
sample size is small, it is important to develop exact tests, for which the 
finite sample null distribution is known, to handle problems that are 
commonly found in econometrics. While it is well known that exact tests 
based upon the three principles (LM , Wald and LR) are available for 
testing linear parametric restrictions in the linear regression model, it 
is less well known that exact tests may also be constructed for non-linear 
models if the model is Itnear vn the parameters under the null hypothesis.
In a very useful article, Milliken and Graybill (1970) suggested 
how to derive an exact test for the linear regression model against a 
general, (possibly) non-linear, alternative. Andrews (1971) ingeniously 
applied the results of Milliken and Graybill to derive exact tests for a 
(limited) class of data transformations. More recently, Godfrey and 
Wickens (1981a) exploited the same idea and proposed a straightforward 
method for testing linear and logarithmic regression models. In this 
section we derive an exact test for normality of the disturbance term in a
linear regression model.
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Let us consider the following linear regression model
y. = + u^ , i = 1,2,...,N (5.11)
where x. is a k x 1 vector of fixed regressors which include a 
constant terms, 3 is a k-dimensional vector of parameters and the u_^ 
are independently and identically distributed. Suppose, initially the 
u. were not normally distributed and a double Box-Cox transformation 
restores normality. Then (5.11) may be written as [see Blaylock (1980)]
[yi(X)](n) = + e± • (5.12)
where
X .
Yi_1y i (X) =  — —  , if X ^ 0
= In y^ , if X = 0 ,
[yi(X) ] (ri) is the Box-Cox transformation on y^(X) with parameter n and 
2^ N(0,G ) . [For (5.12) to be defined, y_^  must exceed unity for all
i . Since a constant term is included in the model, the data can be 
rescaled so that all the y_^  are greater than unity.] Then a test for 
normality is equivalent to testing hq : X = g = 1 .
A first-order Taylor expansion of (5.12) around X = g = 1 gives 
the following approximation after neglecting some adjustments to the 
constant term
Yi = Xi3 " (X“1)(^i ln Yi"Yi+1) (T1_1) [(yi-l)ln(yi-l)-yi+2] + ei . (5.13)
As it stands, (5.13) is not readily estimable because some variables in the 
right hand side are functions of y^ . Therefore, the null hypothesis Hq
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cannot be tested easily based on (5.13). In order to overcome this 
difficulty, we follow the suggestion of Andrews (1971, p.250), and first 
obtain the OLS estimate 3 of 3 using the regression equation
y . = x!3 + e .l l l
and the prediction of , y_^  = x^3 . Then this is substituted into
the equation (5.13) to obtain
y\ = x|3 + (A-l)(y. In y^-y^+1) + (n-1)[(y^-1)In(y^-1)-y.+2] + . (5.14)
Under Hq , the estimate 3 is distributed independently of the residuals 
= y_^  - x^3 / so that y_^  and any functions of y^ are also distributed 
independently of . Therefore, the test of A = r\ = 1 in (5.14) is
exactly distributed as F with (2,N-k-2) degrees of freedom under the null 
[for details, see Milliken and Graybill (1970)]. Andrews (1971, p.250)
points out that while the exactness of the test is unaffected by neglecting 
higher-order terms in the Taylor expansion (5.13), the power of the test 
will be affected by the accuracy of the approximation used. While higher 
power could be achieved by retaining higher-order terms in the expansion, 
there is no error whatsoever under the null hypothesis A = n = 1 •
5.6 Extensions and Some Remarks
The results of this chapter can be extended in many directions.
F i r s t ,  following the same approach we can devise tests for normality by 
considering other systems of distributions that include the normal 
distribution as special cases. An immediate example would be the Burr 
Type III system. Its PDF is
f (u) C1C2U
-(c1+l)
1+u
„ -(c9+l)
"c ll 2 0 < u < °°
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with C 1 'C 2 > 0 ' and covers a wider region in the (/ß^ß^) plane
than the Burr Type XII system given in (5.10). Recently, using the
exponential power family Poirier (1981) derived a test for normality.
Second3 we can also test for other distribution within the Pearson or Burr
family. For example, to test if f(u) is a Gamma distribution we would
test H : c = 0 using (5.1); a test for extreme-value distribution o 2
(/ß^ ~ 1.3 and ß^  = 5.4) can be constructed from the Burr Type XII
family by testing : c^ = 1.425085, c^ = 26.161392, after appropriately
changing the location and the scale of the data. In some cases this
may involve testing non-linear inequalities, for instance, to test if f(u)
2is a Pearson Type IV one would test H : cn - 4 c c„ < 0 . This requireso 1 o 2
development of techniques to test general inequality restrictions. Some 
progress in this area has been made recently by Gouridroux et al. (1982) 
for testing inequality constraints on the regression coefficients in linear 
regression models. Thirds a combination of the above two possibilities, 
i.e., parametric test for "any distribution" can be constructed by 
considering an "appropriate system" of curves. F o u r t h within the 
Pearsonian system we can incorporate more general structure of the 
disturbance term such as heteroscedasticity and serial dependence , and 
can test the classical assumptions such as normality, homoscedasticity and 
serial independence jointly. This may be a desirable strategy for model 
specifications since in the presence of heteroscedasticity and/or serial 
dependence the tests for normality developed in this chapter may not be 
"robust". The issue of robustness of different one-directional tests will 
be addressed in the next chapter and we will suggest a joint specification 
test. Lastly3 analysis of many other econometric models such as limited
dependent variable models and simultaneous equation systems are, in general,
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carried out based on the normality assumption. When this assumption is 
violated,estimation and inferential results based on normality may not be 
valid. Therefore, it is important to develop tests for normality for 
these models. We take up these problems in Chapters 7 and 10.
Before leaving this chapter two important issues relating to 
testing for normality should be addressed: (i) since numerous tests are
available, which one should be used in a particular situation and (ii) how 
do we proceed if the test rejects normality. From the simulation results 
reported in Sections 2 and 3, we observed that the. LM statistic given in 
equation (5.3) has very good power properties for a wide range of 
distributions. Moreover, it is very simple to calculate, and since it is 
scale invariant, its finite sample critical points can be easily obtained 
through computer simulation. Therefore, for most situations we recommend 
its use. However, the statistics based on the Burr family can be used in 
special circumstances, such as testing for income distribution functions. 
[Burr family has an attractive property that distributions belonging to this 
family satisfy weak Pareto law, see Kakwani (1980, pp.22-25).] Regarding 
the second issue, if we have enough information about the underlying 
distribution then we can proceed by using usual maximum likelihood method. 
Zeckhauser and Thompson (1970) derived MLEs for parameters of a simple 
linear regression model when the distribution belongs to the exponential 
power family. More recently, Goldfeld and Quandt (1981) analyzed one- 
market disquilibrium models with "Sargan" densities. They found that 
with these density functions some of the difficulties in using the normal 
distribution in disequilibrium models can be avoided. However, in most 
situations we do not have much knowledge about the distribution. In such
cases, we can approach the problem in two ways. When the true distribution
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deviates from the normal law, we can expect some "influential" observa­
tions or "outliers" in the data. Well developed procedures are available 
to detect outliers, for example, see Hawkins (1980) and Belsley et al.
(1980). After detecting and removing the outliers from the data we can 
apply classical estimation and inference techniques to the "clean" data.
Huber (1981, p.4) expressed doubts on the validity of such two step data 
analysis procedure. He argues that it is not possible to separate the 
above steps clearly and there is no guarantee that the clean data will be 
normal. He advocates the use of robust estimation procedures. There 
are three basic types of robust estimators: maximum likelihood type 
(M-estimators), linear combinations of order statistics (L-estimators) and 
estimators derived from the rank tests (R-estimators). [For details of 
these estimators see Huber (1981) and Koenker (1982).] Of the three 
estimators the first two have been found to be useful in econometrics.
The M-estimator minimizes the sum of some function of the errors say 
p [y_^ - g(x^,a)] , rather than the sum of the squares of the errors, i.e.,
it minimizes j^=1 p [y± - g(xi,a)] . When p [yi - g(x ,a)] = |y -g(x ,a)| ,
we get minimum absolute deviation (MAD) estimators. Usual least squares
2estimates are obtained when p [y^  - gfx^a)] = [yi - g(x ,a)] . Koenker
and Bassett (1978) have extended the L-estimators for the location model 
to the regression model, and suggested estimates of the regression 
parameters based on the "regression quantiles". MAD estimators can be 
derived from Koenker and Bassett's L-estimators as a special case. These 
robust estimates, as noted by Hawkins (1980,p.4), can be viewed as an insurance 
policy in the event of a non-normal situation. When the data come from 
the normal distribution we loose some efficiency (that is, pay the premium)
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by applying robust techniques. However, it offers protection when the 
data is non-normal. Recent simulation studies [see the Table 1 of 
Koenker and Bassett (1978)] indicate that by paying a small premium we
can buy a relatively large amount of protection.
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APPENDIX 5.1
We define <j) (0 ,u) 
2
2 2 [(c -u)/(c -c u+c u )]du , v = c -c.u+c u , 1 0 1 2  o 1 2
v. = c —c_ u . +c u . , Z. (0) = In f (u.) , xp (6) = V. (3£. (0)/30) OH. (0)/30) ' l o 1 l 2 l i l l
and y_. = ^u?/N . In addition we use
L (0) = -N In exp 4> (0 ,u) du and L2 (0) = £ cj)(0,ui) .
i=l
Then we obtain £(0) = L^(0) + L2(0) . If c^ = = 0 , £(0) reduces to
v 2-(N/2)ln 2ttc - ).u./(2c ) . From this one readily obtainso h  l o
5o = ®1 = ^iUi/N • We also note that cb (0,u) = -u /(2c ) and that VU = c. o 2 o
Proposition 1. d„ = N 2
^ 3  ^
3y2 y2
rh
4y!
Proof. Note that
31^ (0)
3c,
[exp <j> (0 ,u) ]
v-(c -u)(-u)
-N
exp cj)(0,u)du
3L (0) N- 2 —  = y
3ci i=i
vi- (c^-u^ (~ui)
3L (0) 
3c „
r °o
[exp <J> (0 ,u) ]
' “(c -u)u2
2 dU
2 —  OO V
-N
exp 4> (0 , u) du
and
3L2(0)
3c„
N
li=l
- (c^-u^)u_^
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Therefore,we have
3L (0 ) 
3 c_
3 L 2 (0 ) 
3 c_
Ny Ny
3y
3L1 (0)
3co
and
3L2 (0) Ny 4
From these we get our result.
Q.E.D.
Proposition 2. I , I an<i X22 are as given in equation (5.2)
Proof. Note that at ©2 = 0 , ip(0) reduces to
^ (6 )
y2 2y
3y.
7 3y.
4c2 12c4o o
16c
6y
16c
where "*" at (i,j)-th position is equal to the quantity at (j,i)-th 
position.
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We know I = E[^(Q)] and hence, under Hq , I is given by
1/ (2c2 ) |o
1
0 3 / (2Cq )
I = N
1
0
i
2 / (3c ) o 0
3/(2c ) 'o 0 6
To obtain this we use the results that, under normality, E[y
2 ] = Co
E [y 3 ] = E [y 5 ] = E[y7 ] = E[yg ] = 0 , E [y4 ] = 3c2 , o •E[y6 ] = 15<^3 and o
E[y_] = 105c4 8 o We get I by replacing c byo U 2 ■
Q.E.D.
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C H A P T E R 6
Model Sp e c if ic a t io n  Te s t s : A S imultaneous Approach*
At the moment, the set of specification 
error tests is a ragbag of miscellaneous 
procedures. The chief difficulty occurs 
with the presence of more than one error 
and with the resulting problem of how to 
isolate and identify the separate effects
Ramsey and Kmenta (1980)
6.1 Introduction
One of the most important components of econometric model building 
is tests for specification errors. A model can be misspecified in a 
number of ways. Two major sources are incorrect functional form and 
invalid assumptions on the distribution of the disturbance term.
Regarding the functional form, as we have discussed in Chapter 2, 
linearity is often assumed for simplicity when a non-linear function would 
be more appropriate, and this may be accompanied by exclusion (or inclusion) 
of some relevant (or irrelevant) variables. In respect of the disturbance 
term, classical regression analysis is based on the assumption of 
disturbance normality, homoscedasticity and serial independence. Violation 
of these assumptions affects both estimation and inference results, and 
these have been studied extensively [e.g., see Ramsey (1969, 1974)].
* This chapter is based on Bera and Jarque (1982).
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Numerous tests have been proposed to test various specifications.
Just to mention a few: tests for normality (N) [given homoscedasticity 
(H) r serial independence (I) and correct specification of the functional 
form (F)] have been discussed by White and MacDonald (1980) and in the 
previous chapter; Goldfeld and Quandt (GQ) (1965), Godfrey (1978a) and 
Breusch and Pagan (1979) proposed various tests for H given NIF-,
Durbin and Watson (DW) (1950), Durbin (1970), Breusch (1978a) and Godfrey 
(1978b) developed tests for I under NHF; and lastly, Ramsey (1969),
Thursby and Schmidt (1977), Thursby (1979) and Engle (1979) suggested tests 
of F for NHI disturbances. These are all "one-directional tests" 
in the sense that they are designed to test a "single" specification only.
In the next section we discuss the robustness of one-directional 
tests, and show that their validity is highly suspect in the presence of 
more than one misspecification. Commonly used computer packages, like
SHAZAM and TROLL, provide the values of some one-directional tests.
Since these tests are not valid individually when a number of mis­
specif ications are present, one cannot be sure about their powers and 
ultimate significance levels. Therefore, there is a clear need to develop 
tests that are capable of testing simultaneously a number of hypotheses.
In Section 3, we suggest Lagrange multiplier (LM) tests using the LM(WE) 
version which are capable of testing all combinations of N , H , I and 
F . In fact this is a generalization of Jarque and Bera (1980) where 
joint tests for N , H and I , and for their various combinations were 
proposed. In Section 4, through an extensive Monte Carlo experiment, we 
study the power properties of one and multi-directional LM tests along with 
some important tests - such as the modified Shapiro and Francia (1972) W'
test (see page 105), White (1980b), GQ and DW tests. In Section 5, we
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suggest a procedure to identify different sources of errors. Finally, 
in Section 6, we present some concluding comments. Here we should add 
that the problems discussed in this chapter are not new to econometricians. 
Basically, we attempt to provide a solution to some of the problems raised 
earlier in Ramsey (1974), and more recently in Ramsey and Kmenta (1980). 
Specifically, we concentrate on the following two of the five "basic needs" 
stated in Ramsey (1974, p.46):
(i) To investigate the joint distribution of various tests.
(ii) To examine the feasibility of distinguishing various types 
of specification errors.
6.2 Robustness of One-directional Tests
One-directional tests mentioned in the introduction have optimal 
properties when all "other standard assumptions" are satisfied. For 
example, the test for homoscedasticity suggested by Godfrey (1978a) and 
Breusch and Pagan (1979) is applicable (and also has asymptotic maximum 
local power) if the disturbances are normal and serially independent 
and there is no functional misspecification. Analytically, it is 
difficult to study the robustness of one-directional tests when the 
required assumptions are violated. Not much attention has been paid to 
this problem and among the results available are the following. Ghali 
(1977) studied the effects of functional misspecification on the DW test. 
Epps and Epps (1977) have shown that although the DW test is 
asymptotically robust in the presence of heteroscedasticity, the GQ 
test is not robust in the presence of autocorrelation. Recently, it 
has been demonstrated by Kiviet (1981) that, in small samples, the LM 
test statistic for serial correlation, which is closely related to the
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DW test, may have higher significance level if the model is over­
parameterized and asymptotic critical values are used. Savin and White 
(1978) considered autocorrelation and functional misspecification [within 
the framework of the Box and Cox (1964) transformation] and concluded that 
analysis "for either misspecification taken alone may be inappropriate". 
Lahiri and Egy (1981) reached a similar conclusion by considering 
heteroscedasticity and functional misspecification jointly.
Since the finite sample distribution of the test statistics is
analytically intractable most of the above conclusions are based on
simulation studies or illustrative examples. To show the complexity of
the problem let us consider the Breusch and Pagan (1979) test statistic for
testing heteroscedasticity in the linear regression model: y. = x!$ + u. ,
2 2i = 1,2,...,N , where E[u.] = 0  and E[u.] = cr + az. (say). Thel l i
~ ~ ~ ~ 2null hypothesis is Hq : a = 0 , and the test statistic is LM = (u'Qu/u'u) 
where Q = diag [N (z^-z) /{2^ (z^-z) } ] . Now suppose that u^ is not
serially independent, rather, say u^ = pu^_^ + , {p| < 1 , p ^ O ,
and is white noise. To analyse the effect of p on the test, we
consider Pr{u'Qu/u'u > c} where c is a constant. By substituting 
u = M^u in this expression we obtain
Pr{u'Gu/u'u > c} = Pr{u'M PM u > 0}X X
where P = Q - cl , M = I - X(X'X) X^' and I is the identity matrix
of dimension N . The exact distribution of u'M PM u is complicated.x x
Following Epps and Epps (1977) we study the behaviour of its first
moment, E(u'M PM u) , which is equal to tr M PM H(p) , where x x  x x
£l(p) = E(uu') . In general, M^ will not be a diagonal matrix and that 
means the expectation and hence the distribution of LM will depend on p .
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This shows that, in finite samples, p will affect the power of the 
test. Asymptotically, however, the test statistic will be independent 
of p .
When fewer-directional tests are applied than actually required, 
inferences will not be reliable due to the lack of robustness of the 
smaller directional tests. We call this phenomenon undertesting. 
Similarly, application of higher-directional tests than is required 
(e.g., applying a joint test for N , H and J when only non-normal but 
HI errors are present) may affect the power and the significance level. 
This we call overtesting. Simulation results reported in Bera and 
Jarque (1981b) show that consequences of overtesting are not very serious, 
whereas those of undertesting can lead to highly misleading results.
This point will be made clearer from the simulation results reported in 
Section 4.
Three approaches can be taken to tackle the problem of undertesting.
Firstly, by "transforming" one-directional tests to robust tests. For
example, the LM test for homoscedasticity, as suggested by Payen (1980)
and Koenker (1981), can be made robust for non-normal errors by
~4"Studentizing" it, i.e., by replacing 2a in the test statistic by
N ~'‘^ ( u 2-q2)2 . But this approach seems to be very limited because of 
the unavailability of general procedures that transform a test to a 
robust one. Secondly, by applying "general specification tests". Some 
work has been done in this direction, e.g., Hausman (1978), White (1980a, 
1980b, 1981, 1982) and Plosser et al. (1982). These tests are very 
useful when there is not much prior information about the nature of the 
alternative hypothesis. However, the tests suggested by Hausman and
Plosser et al., will have high power only for those specification errors
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that render the ordinary least squares (OLS) estimates inconsistent. Thus,
they will not be able to detect misspecifications like non-normality and
serial dependence. Also, all these procedures, once the null hypothesis
of no-misspecification is rejected, do not offer much guidance to
identify the source(s) of misspecification. White (1981, p.426)
2suggested to use first his N.R statistic and, if the null hypothesis
is rejected, then to apply a Hausman-type test which is insensitive to
heteroscedasticity. As noted by White (1981) , this sequential test
procedure has the drawback that the actual size of the testing procedure
will not correspond to the nominal size1. Additionally, for the
Hausman-type test there is no clearcut procedure to select the weight
function. Lastly3 to develop joint tests which are capable of testing
various specification errors simultaneously. Using the LR principle
Savin and White (1978), Dagenais et al. (1980), Ghali and Snow (1980) and
Lahiri and Egy (1981) suggested various joint tests. The application
of these tests may be computationally expensive because calculation of
LR test statistics requires the maximum likelihood estimates (MLEs) under
both the null and the alternative hypotheses. We derive our joint tests
based on the LM principle, for which only MLEs under H are required.o
Our tests are very simple computationally and, moreover, we obtain closed- 
form expressions which can be easily incorporated into standard computer 
packages. Another attractive feature of these tests is that they are 
"additive" as mentioned in Chapter 4, and this property may help us to 
identify the various sources of specification errors (see Section 5).
1 However, White's N.R and Hausman-type tests are independent if
E(u^ |x_^ ) = 0 for all i . Otherwise Bonferroni bounds are easily
determined. In a recent article, Kiviet (1982) discussed interdepen­
dency of sequential procedures, and in the context of modelling simple 
dynamic models he suggested some techniques to construct "marginal 
tests" which would be asymptotically mutually independent so that 
overall significance level of the tests can be calculated.
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6.3 The Model and the Test Statistic
6.3.1 The model
To develop joint tests we need to specify a "general model" which 
contains, as special cases, models that are encountered in practice. We 
consider the following model
k (A .) m s
yi = ^ xij3 6j + + j|1wijsj + ui ■ 1 = 1-2.. N (6 .1)
where y^ is an observation on the dependent variable; x__
(A.)
is the
transformed observation on k fixed regressors x_^_. > 0 (j=l ,2 ,. . . ,k) ,
the transformation being [see Box and Cox (1964)]
x
(X.)
if X. t 0 1
= In(x ij) , if X_. = 0;
variables d (j=l,2,...,m) include the unit element and any dummy or
other fixed variables; w ^  (j=l,2,...,s) are observations on another s
fixed regressors; 3' = (3,,30,...,3. ) , y ' = (y ,y ,...,y ) and1 2  k 1 2  m
6' = (6^,6 ,...,6s) are vectors of unknown parameters and the u_^  are
disturbances which follow a autoregressive process
u .l h V i  + y2ui-2 + + Y u. + P 1-P e.l
where are independently distributed.
We further assume that the density of , say g(e^) , is a
member of the Pearson family of distributions. This means that we can 
write (see page 95)
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g(e .) = exp [ip (c ) ] / exp [ip (e^) ] de_ , -°° < £_^  <
(6 .2)
i = 1,2,.. . ,N
where ip (e^) [<ci r £i)1/(coi-ciiei+c2iEi)dei
mode of the distribution is the same, i.e., c, . = c,li 1
We can assume that the 
for i = 1,2 ,. . . ,N .
It can be shown that E[e^] = c^/(l-3c2 )^ , and that g(e^) reduces to
a normal density function with mean zero and variance c when
c^ = c = 0 . Therefore, we can reparameterize our model so that
c = c^ and, considering additive heteroscedasticity, set
c . = o + z!a , where z! is an 1 x q vector of fixed variablesOl 1 1
satisfying the conditions set out in Amemiya (1977a, p.366). We also
assume that X = (x ,x ,...,x^)' , D = (d1 ,d2 ,...,d )' ,
W = (wx ,w ,...,w )' and Z = (z^,z^,•••,z^)' have full column rank;
and that lim(X'X/N) , lim(D'D/N) , lim(W'W/N) and lim(Z'Z/N) exist
and are all positive definite matrices. When X' = (X , A , ...,A ) = 1 ,
_L 2. K.
6 ' = (61 /<S1'• * * ,6s) = -  7 y ' = (yi'y 2 2 *7 * • • 7’Yp ) = -  7
a’ = (aifa2 ,. . . ,a ) = 0 and c1 = c2 0 , where 1_ and 0^ are vectors 
of ones and zeros respectively, the model (6.1) reduces to the following 
linear regression model:
y. =x!3 + d ! y  +u.l l l l
2where x! = x! - (1,...,1) and the u. are i.i.d. N(0,a ) .l i  i
Under the above framework we can consider testing the following 
hypotheses :
(i) Normality (N); H0 : ci = C2 = 0 7
(ii) Homoscedasticity (H); H : a = 0 ,
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(iii) Serial independence (J) ; H ^ : Y = _0 ,
(iv) Correct functional form (F); H : X = 1 , 6 = 0 ,o(i) —  —
and all possible combinations of (i) to (iv). In some cases we may want 
to consider testing only a subset of the above four null hypotheses, for 
instance, while analyzing cross-sectional data we may test
Before proceeding to derive the test statistics some discussion is
required on our model. Firstly3 we have to consider only a subset of
the parameter space such that the regularity conditions are satisfied and the
unrestricted MLEs possess the usual asymptotic properties [see Godfrey
and Wickens (1981b)]. Secondly3 regarding the generality of the model,
due to the invariance property of the LM principle (discussed in Chapter
4) our tests will be optimal for a wider set of alternatives than those
specified. For instance, the tests will be the same even if we consider
2a moving average process for u_^  and/or if we specify a . as any twice
2differentiable function of (a +z^a) and/or if the distribution of 
is taken to be a member of the Gram-Charlier (type A) family.
6.3.2 The test statistic
H : C - = c ^  = 0 , a  = 0 , Y  = 0 , X  = l and 6 = 0 , we use the formula o 1 2 —  —  —  —
given in (4.7). For the model specified in the previous subsection, we
To derive the LM(WE) statistic denoted by LM.
NHIF for testing
have 0^ = ( ß ^ y ^ o 2)' and 02 = ( ^  ,c2 ,a* ,y ' ,X ' ,6 ') Assuming
are constants, the log-likelihood function £(0) can
be written as
N
M0) = - I In 
i=l
N
exp ^(s^de:^ + £ (Me^)
i=l
(6.3)
149
where 4> (e_^ ) 2 2 (cl ~ ) / (cr +z_ja-c1ei+c2ei)dei
we obtain (see Appendix 6.1)
After some algebra
= N[^/(6^) + (1/24) (ü4/^-3)2]
+ (1/2)(f'Z(Z'M Z)”1Z ’f] 
+ N [r ' r]
+ (l/y2)(u'XB
BX'QXB B X 'QW'-1 BX'u
W ' QXB W'QW W'u
(6.4)
where b  = 2 ' f ’ = ,f2 ,...,fN ) with ?i = - 1 ,
Mi - 1 - i n 111)_11 ’ with 1 being an N x 1 vector of units,
r ' = (W ■ • • ' V
with r . 
3
x = (x1 ,x ,...,xN )1 with
x ' =-i (x.n In ll xil"xil+1’Xi2 In Xi2-Xi2+1.... Xik In x.,-x,.+l) ,lk ik
B = diag(3lf§2 ,...,3k ) ,
Q = I-X(X,MDX)~1X ,-D(D,M-D)''1D ,+X(X'MDX)”1X ,D(D,D)_1D ,+D(D,D)-1D ,X(X,MDX)'"1X ,
with m d  ■ 1 - D(D'D) 1D ' and MX = I - X(X'X) 1X ’ , and
L =yi - xi5 " d ’y . Under H , o LM is asymptotically distributedLi tilt
2as , . The statistic is invariant to the scale parameter, which2+q+p+k+s e
means that finite sample significance points may be obtained by computer 
simulation [e.g., see Breusch and Pagan (1979, p.250)].
We can also write (6.4) , term by term, as = LM^ + LM^ + LM^ - + LMp
where LM , LM , LM and LM are, respectively, the one-directionalN Li 1 t
LM test statistics for testing Hq  ^  given HIF (see Subsection 5.2.2);
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H given NIF1 [proposed by Godfrey (1978a) and Breusch and Pagano {H)
(1979)]; H . given NHF [derived by Breusch (1978a) and Godfrey o (1)
(1978b)]; and H given NHI3 . It is simple to show that particularo (r )
cases of can be obtained by neglecting the appropriate
parameters in our derivation. For example, the LM test for H
given I is LM
o (NHF)
LM + LM + LM , while LM is closely related
'NHF N H F ' NHI
to White's (1982) information matrix test. It is easy to obtain other
two and three-directional LM tests.
The above "additivity property" of LM tests can be explained in 
two ways. First, from the expression of the information matrix I (see 
Proposition 2 in Appendix 6.1) it is easily seen that Aitchison's condition 
for separability is satisfied (see Section 4.6). Therefore, can
be decomposed into four different components. Another way to explain is 
to use Godfrey and Wickens' (1981b) locally equivalent alternative (LEA) 
models. This is now illustrated. Let us consider the following model:
f± (0) f .l j=l
c . P . ( u . ) D D i
r 2) a . (z. .u./2a )
j=i 3 ^  1
- I q ui_jj=l J J
- I (X.-DB.X.. - I
j=l j=l 6 jWij
(6.5)
For this test, we defined the Z-variables as did Godfrey (1978a) and 
Breusch and Pagan (1979) , so we can think of LM as a "constructive"
Ll
test for H . If there is no prior information about the possible form 
of heteroscedasticity, "fully-non-constructive" test suggested by White
(1980b) or Jarque (1982) can be used in place of LM .
ti
A few points should be noted for the LM^ statistics. Firstly> 
although the matrix Q has a somewhat lengthy expression, it takes 
simple forms for certain particular cases, e.g., if we do not include 
the d^ _. variables in (6.1) , then Q = M_ . Secondly3 when W is
orthogonal to X , and D , then LM^ , can be decomposed into two
components u 1XB (B)C' QXB) BX^'u/y^ and u'W(W'QW) W'u/y^ , contributions 
from testing A's and 6's respectively. Lastly3 if the x. . 
variables are not included in (6.1) and we test for omitted variables
only, then LM^ , reduces to u ' W (W' MßW) _1W ' u/y 2 
proposed by Engle (1979).
, which is the test
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where = y^ - x^ß - d^y , P-^uJ = “ u^/3q2 + 1 , P ^ u ^  = UJ/4^4 /
are measured as deviations about their sample means and r^'s are independ­
ently distributed as N(0,cr ) , i = 1,2,...,N The log-likelihood
*  o  *function for this model can be written as £ (0) = £.£. (0) where 
£*(0) = - (1/2) In (2tto2) - (l/2G2)f*2 (6) + lnll3f*(0)/3y. I .
It is easy to verify that under NHIF , £(0) and £ (0) give 
the same MLEs of ß , y and a2 , and 3£^(0)/302 = 3£^(0)/302 .
Hence, (6.5) is an LEA model to (6.1), according to the definition of 
Godfrey and Wickens (1981b). The null hypothesis H can be tested by 
examining whether c^ = 3/4 and the significance of other regression 
coefficients in (6.5). Note that, in (6.5), the regressors associated 
with c^c^fOirY,^ and 6 are all asymptotically orthogonal to each other, 
except for the regressors associated with A and 6 . This means the 
alternatives are asymptotically "functionally independent", except for 
the hypotheses relating to functional form.4
The above additivity property of the LM test statistics has a 
number of important consequences5. Fi-rst^  for large samples, all the 
one-directional tests are independent of each other. This may not be true 
for other one-directional tests, for instance, it is not known whether the 
modified Shapiro-Francia, GQ and DW test statistics are asymptotically 
independent. Therefore, if all these latter tests are used separately,
It should be stressed here that the independence property results
basically from the block diagonality of ^?2-^21^11^12^ * In t*le
presence of lagged dependent variables, this block diagonality and 
hence the independence will fail.
From the results of Section 4.6 it follows that the additivity property 
is also shared by tests based on the LR and Wald Principles. However, 
the property can not be exploited in any useful way for the LR and 
Wald tests because of their computational difficulty [e.g., the LR test 
for given HIF is not computationally feasible with the
Pearson alternative].
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the ultimate level of significance cannot be obtained in a straightforward 
way. Second^ this additivity can be exploited by using a multiple 
comparison procedure, as suggested in Section 5, to identify specific 
source(s) of errors.
6.4 Power of Specification Tests
We now study the power of various specification tests under several 
assumptions. The framework of the simulation study is the same as in 
Chapters 4 and 5. We consider the linear regression model
Yi = dh + u. 1 with d! = (d l il ,di2,di3,di4) * We set d ._ = 1  and il
generate d. 0i2 from N (10,25) , d_^ 3 from U [7.5,12.5] and d.. from i4
2 6 
a  x 10 • The null hypothesis postulates there are no omitted regressors
and u^ is NHI . Departures from the null hypothesis may arise because 
of having specified an incorrect functional form (F); and/or because u_^ 
is serially correlated (J) , heteroscedastic (F) and/or non-normal (N ) .
Regarding functional misspecification, we generate observations on
2an additional regressor, w ^  , which we define as w  ^= d ^  and - to
study the effect of "weak" and "strong" misspecification - we set its
coefficient 6^ correspondingly equal to .05 and .10 ("weak" and "strong"
functional misspecifications are respectively qualified by the symbols Fl
and F2) . With regard to serial correlation, we generate disturbances
from an autoregressive process u^ = Pu^_^ + , where the effect of
"weak" and "strong" autocorrelation is analyzed by setting p = pi = 0.3
and p = p 2 = 0 . 7 .  We specify heteroscedasticity of the form 
2 2E [£.] - a .  = 25 + az. , where /z. is generated from a N(10,25) andl i  l l
The values of the regressors were kept fixed from one replication to 
another. Variations in the number and definition of regressors were 
performed. Although quantitative results vary, qualitative conclusions 
are essentially the same as those reported here.
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was kept fixed throughout the experiment. To represent "weak" and
"strong" heteroscedasticity, we set a = al = 0.25 and a = a2 = 0.85 .
In respect of non-normal alternatives, we consider Student's t with
5 degrees of freedom and the log-normal (say t and log). [To
generate observations from these distributions we used the subroutines
described in Naylor et al. (1966).] In all, we have 80 possible
alternatives consisting of 8 one-directional, 24 two-directional, 32
three-directional, and 16 four-directional departures from Hq .
Observations under H were also generated in order to obtain theo
empirical 10 per cent significance point for each test.
We included in our study the one-directional LM test statistics
LM^ , LM^7 , LMj and LM^ , where LM^ , was computed as
LM = u'W(W'M W) ^W'u/y (see footnote 3). For comparison, we alsot D 2
included the Shapiro and Francia (1972) normality test - denoted by W^;
the White (1980b) heteroscedasticity test - denoted by H W t h e  Goldfeld
and Quandt (1965) homoscedasticity test, denoted by GQ^ and obtained by
ordering the observations with respect to z  ^ and omitting the middle
N/5 observations; and the Durbin-Watson serial correlation test, denoted
by DW^ - . Apart from these one-directional tests, we included the joint
tests obtained from the various combinations of LM-^  , LM^ , LMj and LM^ ,
[see Section 3 and Jarque and Bera (1980)]. In all, we have 8 one-
directional (LM ,LM ,LM ,LM ,W ,HW®,GQ and DW ) , 6 two-directionalvJ H 1 r N H ti 1
and “ i f’ ' 4 three-dir®cti°nal (LMffij'LMfflr’
LM and LM ) , and 1 four-directional (LM ) test statistics.
N1F Hit LvHlt
7 We calculated LM^ as it is given in Breusch and Pagan (1979). In Bera 
and Jarque (1980) the performance of its Studentized form suggested by 
Payen (1980) and Koenker (1981) has been studied. The modified form was 
found to be robust in terms of significance level in the presence of 
non-normal disturbances.
Strictly speaking HW^ is not an one-directional test since it is 
sensitive to heteroscedasticity and/or functional misspecification.
8
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In every experiment, we generate N = 50 observations from a given
alternative, compute the 19 test statistics considered and see whether
Hq is rejected by each test. We carried out 500 replications, and
estimated the power of each test by counting the number of times H waso
rejected and dividing this by 500 . To keep our presentation short, we
report the results of 19 of the 80 alternatives - which are indicative 
of the overall behaviour observed. [Results for the other alternatives 
are given in Tables 6.3 to 6.6 in Appendix 6.2.] This is done, for the 
8 one-directional tests, in Table 6.1, and the 11 joint tests in 
Table 6.2.
We first discuss the results in Table 6.1. In this table (and 
also in the rest of the tables) we have underlined, for each alternative, 
the power of those test statistics which are "primarily designed" to detect 
the existence of that particular "misspecification". For example, the 
normality test is primarily designed to test for the presence of N
(given the maintained assumptions that we have HIF). It is not surprising 
to find that - for instance - when disturbances have a t distribution and
are HI , and the functional form is correctly specified, say NHIF {t) ,
LM,^  has highest power (equal to .508) among the included one-directional 
tests9.
It is interesting to observe that, for one-directional tests, viola­
tion of any maintained assumption may lead to incorrect conclusions. This 
type of problem is observed for the tests LMrr , W„7 , HWrT and GQ„ [e.g.,
tl N tl Ll
powers for LM„ and GQU are respectively .564 and .424 under NHIF{log)].Ll H
The good performance of the GQ^ in detecting H is striking. This 
gives power even higher than the "more-constructive" LM^ , test. However, 
when an incorrect ordering of the variance is used the power of the 
GQ^ r reduces considerably. A similar behaviour was observed for LM^ , , 
showing the usefulness of fully-non-constructive tests (such as HW^) 
when priori information on H is weak.
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Table 6.1
Estimated Powers of One-directional Specification Tests 
(At empirical 10 per cent significance level)
LMff LM^ lmf W
N m H G2 H DW
One-directional
N H I F(t) .508 .222 .080 .092 .484 .286 .202 .084
(log) 1.000 .564 .042 .124 1.000 .958 .424 .086
N H I F(al) .276 .726 .100 .074 .272 .146 .800 .080
(a2) .450 .900 .114 .072 .468 .242 .960 .086
NHIF{pi) .110 .096 .582 .080 .116 .092 .094 .722
(p 2) .144 .084 .996 .050 .160 .098 .092 .996
N H I F(Fl) .104 .072 .098 .630 .110 .110 .108 .070
(F2) .196 .060 .094 .988 .186 .242 .148 .030
Two-directional
NHIF (t ,a,l) .598 .660 .078 .082 .590 .374 .750 .084
NHIF{log,pi) 1.000 .542 .562 .112 1.000 .950 .414 .774
N H I F(t,F1) .480 .196 .088 .692 .450 .318 .098 .064
N H I F(a2, pi) .370 .860 .598 .060 .358 .222 .936 .734
NHIF{a2,Fl) .442 .892 .102 .184 .430 .260 .960 .084
N H I F(p2,F2) .148 .060 .942 .922 .148 .142 .146 .976
Three-directional
N H I F(t,al,pl) .540 .614 .576 .070 .528 .332 .686 .704
N H I F(t,a2,Fl) .698 .818 .124 .526 .738 .450 .640 .090
N H I F(log,p 2,F2) 1.000 .126 .476 .926 1.000 .908 .424 .546
NHIF{a2,p2,F2) .200 .404 .996 .286 .194 .128 .492 .998
Four-directional
N HIF(t,al,pl,F2) .474 .504 .400 .858 .454 .354 .704 .520
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Violation of maintained assumptions can also lead to loss of power. For
example, with LM^ _ , power under NHIF (p2) is .996, which reduces to
.476 when having NHIF(log,p2,F2); for DVJ^  the power reduction in these
alternatives is from .996 to .546 . Tests for functional misspecific-
ation are also affected in this way, e.g., power for LM„ is .988 underr
NHIF(F2) which reduces to .286 under NHIF(a2,p2,F2) .
We may view one-directional statistics as pure significance tests
(interpreting rejection of Hq as indicative of "some sort" of misspecific-
ation), and therefore argue that any high power is desirable. With this
view, it is unfortunate that - overall - each test has low power in
alternatives other than those underlined. For example, LM^ detects
NHIF (a2) efficiently with power equal to .900, but hardly identifies
the presence of I and/or F [note the power of LM„ under, say
n
NHIF {pi) , is .096] . Similarly, tests for serial independence are
found to have little power for alternatives such as functional misspecific- 
ation [note LM^ - and DW^ - have powers respectively equal to .094 and 
.030 for NHIF (F2)]. However, this should not be surprising because
our observations are all independent and power results from dependence in 
the omitted regressor(s).
So, it is evident that the use of one-directional tests may lead 
to inaccurate conclusions and inefficient testing procedures when 
maintained assumptions are violated.
We now look at Table 6.2 and study the performance of joint tests.
The first point to note is that overtesting results in little loss of
power, relative to the "exactly specified" testing procedure. For example,
we observe that using the four-directional test, LM r , when there existsNtilt
only a two-directional departure from Hq , say NHIF {t,Fl) , reduces
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Table 6.2
Estimated Powers of Joint Specification Tests 
(At empirical 10 per cent significance level)
“ t o “ t o “ t o IiMH I “ t o “ t o LM/w/i LfW h* N I F m H I F hHNIIIF MCP N H I /•'
One-directional
NHIF(t) .468 .462 .464 .182 .210 .096 .438 .444 .428 .170 .434 .380 33 9 2 4
(log) 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 .496 .534 .116 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 .500 1 . 0 0 0 1 . 0 0 0 100 51 2 6
N H I F (al) .608 .246 .210 .626 .612 .092 .586 .596 .196 .578 .550 .480 20 42 3 1
(a2) .848 .398 .390 .848 .838 .082 .822 .818 .314 .806 .780 .720 33 66 4 1
NHIF(pi) .088 .496 .096 .454 .072 .520 .376 .104 .396 .410 .320 .430 4 2 39 1
(p2) .086 .992 .100 .996 .058 .992 .990 .078 .984 .988 .980 1 . 0 0 0 4 2 99 1
N H I F (FI) .074 .112 .316 .086 . 360 .344 .080 .276 .296 .302 .282 .270 3 3 2 22
(F2) .130 .178 .914 .074 .930 .920 .132 .888 .888 .898 .874 .930 11 2 2 92
Two-directional
N H I F ( t.al) .740 .548 .562 .600 .578 .088 .718 .720 .512 .556 .682 .700 46 46 3 3
N H I F (log,p1) 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 .666 .504 .402 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 .646 1 . 0 0 0 1 . 0 0 0 100 45 32 4
N H I F ( t,Fl) .428 .440 .654 .176 .526 .434 .410 .642 .608 .466 .606 .610 28 5 5 42
N H I F (a2,pl) .782 .642 .282 .892 .768 .472 .866 .748 .532 .862 .830 .770 29 59 34 1
N H I F (a2,F1) .836 .382 .288 .830 .762 .058 .804 .752 .258 .730 .722 .720 31 64 3 2
NHIF( p 2 , F 2 ) .082 .916 .688 .914 .720 .996 .872 .616 .992 .992 .988 .990 6 0 91 71
Three-directional
W l F {  t.al.pl) .692 .728 .484 .770 .526 .470 .820 .650 .656 .740 .782 .800 43 £1 37 3
N H I F (t,a2,Fl) .860 .672 .738 .788 .824 .314 .858 .906 .714 .810 .896 .890 61 65 6 26
N H I F (log,p2,F2) .992 .996 1 . 0 0 0 .436 .916 .996 .990 1 . 0 0 0 1 . 0 0 0 .988 1 . 0 0 0 1 . 0 0 0 100 8 42 83
N H I F (a2,p2,F2) .338 .988 .152 .994 .300 .980 .982 .266 .964 .978 .970 1 . 0 0 0 8 12 100 5^
Four-directional
/VffTF’(t,al,pl,F2) .582 .606 .782 .610 .816 .754 .668 .846 .842 .872 .898 .880 33 31 23 58
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power in .048 (subtract power for ~ e<3ual to .606 - from that
of the "exactly specified" test LM - equal to .654). The same isi v r
true of three and two-directional tests [e.g., power of LM.7t7 is .468
l\ln
for NHIF (t) and that of the "exactly specified" test LM„ is .508 - 
see Table 6.1 - a power reduction of only .040].
The second interesting observation from our Tables is that under-
testing does lead to considerable loss of power. For example, power for the
"exactly specified" test LMNtfJF -898 under NHIF(t,al, p l,F2) , whereas
we have powers equal to .668, .582 and .474 respectively for the
"under-specified" tests LM,.,,,. , LM,.rr and LM., .NH1 NH Iv
In terms of power considerations alone, it is clear that joint
tests are appealing. As mentioned previously, an additional advantage
of these tests is their computational simplicity. Moreover, for large
2samples, significance points are given in x tables and, for small 
samples, these are easily obtainable by computer simulation. However, a 
somewhat discomforting feature is that, when these tests reject the null 
hypothesis, there would be great uncertainty about the possible nature of 
the departure(s). One could, of course, attempt to analyze the model 
under more general assumptions. For example, obtaining MLEs from a 
likelihood that (i) involves a transformation on the endogenous 
variables aiming to achieve N , such as the Box-Cox or double Box-Cox 
(see page 131) transformation; (ii) includes H and I parameters; 
and (iii) incorporates the functional specification on which LM^ , was 
based. This approach demands a considerable amount of computational 
effort and leads to unnecessary adjustments in cases of overtesting.
These considerations motivate the suggestion of an alternative procedure,
described in the next section.
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6.5 A Multiple Comparison Procedure
In an attempt to identify possible sources of departure from H ,o
we could apply a multiple comparison procedure (MCP) based on one-
directional tests for N ,H , I and F10 Because of our finding of
asymptotic independence of LM , LM , LM and LM , we would favour a
U ti 1 r
MCP based on these tests. Asymptotic independence implies that for 
large samples the significance level of the MCP would be given by
a) = w ]^w 2+w3+w4_wlw 2_wlw 3-U)la)4_W2(JJ3-(j02(JJ4-tJJ3a)4+a)la)2a)3+(ja2tj03a)4+(jala)3W4+a)l(j02!jJ4 
—u)^a32u>3co4 , where oo , oo2 f ca and oo4 are respectively the marginal
significance levels for LM.. , LM„ , LMr and LM„
N LI 1 t Adjustment of the
model would depend on the dimensions in which the null hypothesis is
rejected. For instance, if A^ , A2 , A3 and A d e n o t e  the significance
points respectively for LM.. , LM„ , LMr and LM„ , "adjustment" for Hlv n 1 t
and J , say, would take place when the computed values of the one-
directional LM test statistics were such that LM.. < A., , LM„ > A. ,/ V I  ti 2
LMr > An and LM„ < A. 
1 3  r 4 In this example, an alternative to adjusting 
for H and I is to use OLS estimates with the variance-covariance 
matrix given in Domowitz and White (1982). Under F , their estimate 
of the variance-covariance matrix is consistent in the presence of H 
and/or I .
A natural question regarding this MCP is how to choose the marginal 
significance levels ok so that the resulting value of co is of desirable 
magnitude, and the testing procedure has reasonable power. A further 
problem in finite samples is that, due to the dependence of the LM one-
The MCP may also be applied with two or three one-directional tests. 
For example, when analysing cross-sectional data, we could apply a 
MCP based on tests for N , H and F .
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directional tests, a particular departure may "contaminate" the values 
of the statistics, and therefore the MCP would lead to "inappropriate" 
adjustments.
To obtain some insight into the seriousness of these problems, we
included the MCP in the simulations carried out in Section 4. The
first step was to fix the values ok . We chose A_. so that corresponding
empirical w was equal to .03, for j = 1,2,...,4 , i.e., we chose
the same empirical marginal significance level for each one-directional
test. In this way, we obtained the empirical (overall) oj of the MCP
equal to 10 per cent. By the Bonferroni inequality the maximum
significance level would be + W2 + W3 + oo^ for any choice of ok ,
j = 1,2,...,4 [see Savin (1982)]. Therefore, with = .03
the maximum value of go would be .12 . To keep computations simple, for
the MCP 100 replications were done. These gave the critical points
A^ = 5.00 , A2 = 5.89 , A^ = 3.76 and A^ =6.00 . Power was computed
by counting the number of times at least one of LM , LM , LM^ or LM„N H I F
exceeded the respective A_. value, and dividing this by 100 . The result 
is given in the column marked MCP in Table 6.2.
Comparing the MCP with the joint test LM„„,.„, we observe thatNHIF
(although power for LM is higher for 11 of the 19 alternatives)vJ tilt
both have - essentially - equivalent power11. When we view the critical 
4regions in TR+ for both testing procedures, we see that
LM = LM + LM + LM + LM rejects H when the pointl\I Hit DJ ti 1 t o
P = (LM.7,LMtt,LMt.,LM„) falls on the right hand side of a four dimensional N H I F
hyperplane, whereas the MCP rejects when P falls outside a hyper-
By choosing the marginal significance levels equal to .03 we 
managed to achieve empirical significance level of the MCP equal to
.10, so the power comparison with L.M is valid.iJtilt
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rectangle. The results of Table 6.2 then suggest that for finite 
samples the critical region for does not result in its having
a substantially higher power than the use of the critical region for 
the MCP .
We now focus on the question of identification of possible 
departures from Hq . In the last four columns in Table 6.2 we have 
presented the number of times each component of the MCP exceeded its 
A_. . For instance, under alternative NHIF (ctl) , LM^ exceeded = 5.00, 
20 times out of 100; LM exceeded A = 5.89, 42 times; LMr exceeded 
A^ = 3.76 three times; and LM^ , exceeded A^ = 6.00 only once. In 
this part of the table, the numbers underlined indicate the direction(s) 
in which an alternative departs from , e.g., for NHIF {a2,pl) ,
numbers 59 and 34 are underlined because departures are due to H 
and I .
Overall, the MCP does manage to identify the sources of departure 
in different directions quite efficiently, although in some cases 
"overadjustments" would arise. For instance, with NHIF {log) , the
LM,7 component would indicate non-normality in all 100 cases, but LM„
N n
would indicate H in 51 of these 100 cases, yet, adjustment for H
is not required. However, at least LM^ - and LM^ , would correctly
indicate (in most circumstances) that no adjustment for I nor F is
required, thereby reducing the computational load for analysis after
rejection of H . (Observe that the non-underlined numbers in the o
columns for I and F are small.)
Regarding departure in the p direction, it was unfortunate to
find that in two (out of nine) cases, NHIF(a2,Fl) and NHIF {a2,p2,F2) ,
the values of LM indicated the presence of F ,only in a small number t
162
of replications (respectively 2 and 5), and so the MCP would not 
identify this departure efficiently.
In all, we find the MCP is computationally simple and has good 
power properties relative to other existing joint tests, such as p *
Although the MCP can lead to overadjustments and in some cases it may 
not identify efficiently the possible sources of departure(s) from Hq , 
it does provide more insight than joint tests on adjustments required, 
making its use appealing. The steps for the practical use of the MCP 
are as follows :
Step 1. Generate N (say 1000) sets of N observations from a
N (0,1)12 .
*Step 2. Compute, for each of the N replications, the values
of LM^ , LM^ , LM^ _ and LM^ , .
★Step 3. Obtain the [N (l-to/4)] largest value of each of LM^ ,
LM , LM and LM and use these as marginal criticalH I  t
points, say , A^ and A^ , where [.] denotes
closest integer.
Step 4. Reject N if the value of LM^ , computed from the data,
exceeds or is equal to A
1  '
In turn, reject H if
LM^ > A2 , I if LMj- > A^ and F if LM^ > A^ .
By the Bonferroni inequality, the significance level of the above procedure
would not exceed u) , and the actual empirical significance level would
*be given by the proportion of the N replications in which one or more
of LM„ , LMr, , LMt and LM_ exceeded the respective A. .N H I F 3
12 Because of scale invariance of the statistics considered, we may set 
the variance of the generated observations equal to 1.
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6.6 Concluding Comments
In this chapter we have highlighted the problems arising from the
application of one-directional tests in model specification. Efficient
joint specification tests have been suggested. These can be successfully
employed as general specification tests, but do not give us enough
information on the specific source(s) of departure from Hq . A MCP ,
based on the simultaneous application of LM one-directional tests, has
been suggested as an alternative. This resulted in power similar to
the joint four-directional test, when using marginal significance levels
of equal size. The MCP was able to identify reasonably the sources of
departure from H , and therefore should provide useful information for o
a systematic analysis of the data. Until more efficient and robust 
testing procedures become available, it appears the MCP should be a 
valuable aid for applied econometric work.
So far we have discussed some estimation and inference problems 
in single equation econometric modelling without putting any restriction 
on the dependent variable. However, in certain situations the dependent 
variables are restricted, for example, some economic variables cannot 
take negative values or can take only a finite number of values. Special 
econometric models,commonly known as the limited dependent variable (LDV) 
models are used in such circumstances. Well developed estimation 
techniques for LDV models under NHI assumption are available. However, 
not much attention has been paid to test these assumptions. In the next 
chapter, we develop some procedures to test N , H and I assumptions
in the LDV models.
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A P P E N D I X  6.1
We define
2 2v. = a +z!a-c_e.+c e . , £.(0) = Inl l 1 l 2 l l exp <J> (e ) de^ + <Mei)
C (0) =  I (3£. ( 0 ) / 3 0 )  O H .  ( 0 ) / 3 0 )  ' a n d  G.
i=l
exp (j> (e ) de^
k  (A j )where e. = u. - with u. = y. - ^  - d!y - w-6 .
The log-likelihood function £(0) is given in equation (6.3). Under Hq ,
£(0) = -(N/2)ln 27tgZ - (1/2g 2) u ?; and this implies ~2 2 *
Proposition 1,
d- = N V3 yl + --
3y 2
l ü~  2
i=l
. z : i i
2Hy2
Nhii=l 
2Ny,
l 2£|Bui l w[ui
i=l i=l
Proof. From (6.3) we obtain
3£ (0)
- I “L ni=l i ;
[exp 4> (ei) ] (c]^ ~£j) (-£^)
N
+ l
i=l
vi-(cr £i)(-ei} d e
165
dl  (9) 
9c:
N 1 v
r°°
[e x p  4> (e ^ ) ]
- ( c _ - e . ) £ 2 
1 1 1 dr
N , 
d e .  + 1L Q 2 d i
i = l  i  J —oo v .i  -
H- II H v_
- ( c ^ - e ^ ) e ^
dl  (9) 
9a
1
00
[exp  <j> ( e j  ] " <Cl ' £ i ) 2 i  dcG 2 Ci
i  ; —00 _ v .i  —1
de . + 
i
N
I
i = l
- ( c r £ i ) z i
d l  (9)
9y
N 1 V 1
00
[exp  <f> (e . )  ]
u i - j v i - ( c r £ i ) <ci u i - j - 2 c 2£ i u i - j )
^ G. 2 dCii = l  i  j —00
—
v . 
i
N
I
i = l
u i _ j v i - ( c 1- e . ) ( c I u . _ . - 2 c 2 e . u i _ j )
- de j  — 1 , 2 , . . .  ,p
9£ (9)
9X .1
N rm
l  —  [e x p  4>(e .) ]  
i = l  i  J-co
ß .{ x . . (X .) 
1 - 1 1  1
+ J'i YH - ( i - < l ) 3  Xj 1 2 £ :£=1 v .
+
N
I
i = l
ß j { X i j (Xj) + ^  Y£x ( i _ Ä)
- v . - ( c  - e . ) ( - c  +2c e .)l  1 l  1 2 1
de
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with x . . (X .)- id 1
(x . . In x . . )X . 
ID ID D <xij - 15 i = 1,2,...,N 
j = 1,2,...,k
and
(9)86 .D
N 1y —
i-1 Gi
[exp (e ±) ]
P
{- w. . + I -y w . . .} ID Ä (i-Ä)d
■vi- <cr ei,<-°i+2c2£i)
N
+ x
i=l {- wi : +
■ V (C f Ei)(-Cl+2C2Ei) ds i '
D 1,2,...,s
Putting c
4 4E[e.] = 3al
y , we obtain
1 = c2 = 0 , a = 0_ / Y = 0 , X = 1 , 6 = 0 , using the
H , we have G. =O 1 /2tt a2 , E[eJ =E[e^] = 0  and
2l replacing a , 3 and y^ respectively by y^ 3 and
31(3) _ y3 yl 3M9) _ y4 3
3cl , ~ 2  +  -  L 3P2 P 2 _ ' 3C2 ~2 4L4y2 J
3£(0)
X 5:
i=i'iZi iii“1
N
X z
2Ny2
N „
I x!Bu
3£ (9) = i=l 
3X
i i
2Ny,
and
3£ (9)
9y
I w! u
3£ (9) i=l i i
where terms are defined as for equation (6.4).
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Proposition 2. The information m a t r i x  I = E[C (9)1 evalu a t e d  at e , is given by
X 'X /Ny x'DANw ) 0 0 0 0 0 X'XB/(Ny ) X'W/(Ny )
★ D* D/(NU ) 0 0 0 0 0 D'XB/(Ny ) D'W/(Ny )
* * 1/(2Ü2) 0 3/(2U2) J.'Z/(2NU2 ) 0 0 0
* * ★ 2/(3h2 ) 0 0 0 0 0
I = N k * ★ ★ 6 3 U ' Z ) / ( 2 N y 2) 0 0 0
* ★ ★ ★ k Z'Z/(2Nu 2) 0 0 0
k * * ★ k k I
p
0 0
k ■k k * k k k BX'XB/(Ny ) BX'W/(Ny2
L  *
* * ★ k k k k W'W/(Ny2
where 1 is an N x 1 vector of ones, and at (i,j)-th position is equal to the quantity
at (j,i)-th position1 .
Proof. At e2 = 0 we have
C(0)
Ai 2
where
A11
i JiVi5;
N 40
1
N
iprPi
4
0
1
N
IiVi Iiui:i
2o6 2a4
★ 1
N
l \ did;
4o
j i 
1
1 
Z|
M 
1
i^Uidi Uuidi
2a6 2a4
k k 1 , P 4 U 2
4o4 4o8 2o6
l we will follow this convention throughout this appendix.
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with
1 r 2 — , 4.Ci - = TT [) . u . u . .x. /a ]I3 N ^ i i  i-3 l
1 r 2 . 4.
c2j = n  l *h uiui-jdi/a 1
?3j = i '■ ^iUiUi-j/(2C,4> + Iiuiui-j/(2a6>1
Z,. . = — Q.u.u. ./a - y.u.u. ./(3a )]43 N L± l 1-3 l 1-3
csj - 5  [iiuiui-j/(4a6) - t i w s w 2»iii-j'
?6j iiuiui-jzi/‘2a4> + iiuiui-j2i/(2<j6)i
7 N O4
V 2 2 V 2A.u.u. _ A.u.u. ,u. .l l-l ^i l l-l i-.
r 2 2 
^iUiUi-2
^iuiui-iui-P
^iUiUi-2Ui-p
Y 2 2).u.u.
Li l i-p
and
1 r 2 , 4n
C8j = N [Iiuiui-jliB/ö 1
1 rV 2 , . 4,Co • = 77 [ /,. u . u . .w! /o ] , 93 N ^ii 1-3 l j = 1,2,...,p .
Now taking expectation of £(0) under H , we obtain o
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X'X/(No2) X'D/(No2) 0 0 0 0 0 2X1XB/(NO ) 2X'W/(No )
2* D'D/(Na ) 0 0 0 0 0 2D ' XB/(NO ) 2D'W/(N0 )
* * l/(2a4) 0 3/(2o2) (l’Z)/(2Na4) 0 0 0
★ ★ * 2/(3o2) 0 0 0 0 0
I = N * * * k 6 3 U ’Z)/(2No2) 0 0 0
★ * * k ★ (Z'Z)/(2No4) 0 0 0
* * ★ k * ★ Ip 0 0
* * ★ k * * ★ BX'XB/(NO2 BX’W/(N02)
★ ★ * k * ★ * ★ 2W 'W/(NO )
To obtain this we use the fact that for u 'v N(0,a2) , E(uk) = 0 for odd k , E(uk) = 1.3. .. (k-l)o
for even k and that for all i , E(umu. .)l 1-: = 0 for m = 1,...
25 , E(u^ui - t V j 1 * 0 for 2. / j ,
2 ~>
E(uiui
II£4-4DII•n1 1, 2, - . . ,P By putting a
2 4 ~2 ,= U2 , a =  u2 and the estimate of B , the
result follows.
P r o position 3. L M ^ j p is as giv e n  in e quation (6. 4) .
Proof. Using Proposition 2 we obtain
2 / ( 3 m 2 ) 0 0 0 0 0
★ 3/2 0 0 0 0
*22 *21*11*12 N
* * (z M Z)/(2Ny2) 0 0 0
k * k I 0 0P
★ k k * BX’QXB/U2 b x 'q w / p 2
-
k k k k * w ’q w / u 2
where M = I - l(I'l) and
_ 1 _ _ . -1_ _  _ - - 1- _____ -l . -1 . _ _ 1 _Q = I - X(X’MdX)-1X- - D (D 1 M_ D) " XD 1 + X (X ' MqX)_1X ' D (D ’ D) 1D' + D(D’D) LD ’ X (X ' M^) _1X ’
with M = I - D(D’D)~1D' and M_ = I - X(X'X)~1X' .D x
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Now using Proposition 1 and our previous results, we obtain
“ W  ■ *'2« 22-~l iJ'l1? - m ^/<65*) + <1/24)<5 /5*-3)2]
+ N[3y^/(2y2)-y3yl/y^]
N „ N ^
+ i [ 5! z±( (ui/y2)-l) ] ' (Z'M1Z) [ £ zi( (u. /y )-l]+Nr'r
i=l i=l 1 1
BX'OXB BX'QW -1 BX'u
+ (1/y )(u'XB u'w)Z _ W'QXB W'QW _ _ W ' u
~2 ~3 ~ 2 -1= N[y3/(6y2) + (1/24)(y4/y2-3) ] + if Z(Z'M Z) 2
BX'QXB BX'QW -1 BX'U
+ (1/y )(u'XB u'W)
_ W'QXB W'QW _ _ W'u
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APPENDIX 6.2
Estimated Powers of  One-direct ional and Jo in t  S p e c i f i c a t i o n  Tests
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Table 6.3
Estimated Powers of One-directional Specification Tests 
(At empirical 10 per cent significance level)
L M /V L M // L M J  *N GQH D W I
Two-directional
NHIF{log.al) 1 . 0 0 0 .574 .044 .114 1 . 0 0 0 .970 .586 .058
(t,a2) .716 .826 .126 .220 .750 .444 .658 .088
(logfa2) .996 .576 .042 .110 .998 .958 .678 .064
N HIF(t, p 1) .476 .234 .548 .086 .454 .246 .202 .692
(t, p 2) .314 .128 .996 .04 2 .330 .158 .158 1 . 0 0 0
(log,p2) .994 .340 .996 .066 .994 .710 .288 .996
NHI F(log,FI) 1 . 0 0 0 .342 .048 .858 1 . 0 0 0 .942 .478 .030
(t,F2) . 528 .136 .100 .996 .524 .452 .246 .038
(log,F2) 1 . 0 0 0 .200 .042 .948 1 . 0 0 0 .972 . 566 .014
Three-directional 
NHIF(log,al,p1) 1.000 .556 .546 .100 .998 .948 . 576 .754
(t,a2,pl) .432 .444 .994 .036 .436 .196 .526 .998
(log,a2,pl) .978 .396 .996 .050 .976 .698 .452 .996
(t,al,p2) .366 .302 .994 .040 .376 .172 .400 .998
(log,al,p2) .986 .372 .996 .060 .982 .706 .390 .996
(t.a2,p2) .432 .444 .994 .036 .436 . 196 .526 .998
(log,a2,p2) .982 .394 .996 .052 .976 .702 .448 .996
NHIF(t,al,Fl) . 578 .620 .080 .418 .556 .378 .748 .072
(log, al,Fl) 1.000 .466 .044 .734 1.000 .932 .608 .040
(log,a2,Fl) 1.000 .544 .040 .582 1.000 .936 .688 .040
(t ,al,F2) .522 . 558 .084 .856 .512 .406 .756 .044
(log,al,F2) 1.000 .334 .040 .900 1.000 .958 .656 .018
(t,a2,F2) .662 .800 .140 .846 .708 .444 .620 .082
(log,a2,F2) 1.000 .442 .042 .812 1.000 .940 .718 .032
Four-directional 
NHIF(t,al,pi,Fl) . 512 .578 .510 .398 .520 .334 .686 .628
(log,al,pl,Fl) 1.000 .452 .324 .724 1.000 .940 . 594 .484
(t,a2,pl,Fl) .422 .436 .992 .130 .410 .200 . 522 .994
(log,a2,pi,Fl) .984 .354 .988 .432 .980 .692 .474 .996
(t,al,p2,Fl) .352 .276 .990 .274 . 352 .158 . 396 .994
(log,al,p2,Fl) .992 .298 .936 .616 .988 .702 .416 .966
(t,a2,p2,Fl) .422 .436 .992 .130 .410 .200 . 522 .994
(log,a2,p2,Fl) .982 .354 .988 .434 .980 .696 .470 .996
174
Table 6.4
Estimated Powers of Joint Specification Tests 
(At empirical 10 per cent significance level)
LMNH LMNI LMA(F LMflI LMHF LMIF LMNHI hlJ[NHF hMNIF LM//IF ^ N H I F
Two-directional
NHIF dog,ctl) .998 .998 .998 . 516
(t,a2) .868 .682 .704 .790
(log,a2) .996 .998 .998 .526
N HIF(t,pi) .408 .704 .422 . 540
(t, p 2) .228 .988 .238 .992
(log,p2) .988 1.000 .988 .992
NHIF(log,FI) 1.000 .998 1.000 .288
(t ,F2) .426 .488 .970 .126
(log,F2) 1.000 1.000 1.000 .174
Three-directional
NHIF(log,al,pl) .998 1.000 .998 .694
(t,a2,p1) . 504 .992 .334 .998
(log,a2,pl) .964 1.000 .964 .992
(t,al,p2) .366 .990 .282 .994
(log,al,p2) .970 1.000 .970 .996
(t,a2,p2) . 504 .992 . 334 .998
(log,a2,p 2) .958 1.000 .964 .994
NHIF(t,al,Fl) .712 . 532 .564 . 566
(log.al,Fl) 1.000 .998 1.000 .418
(log,a2,Fl) .996 1.000 1.000 .494
(t,al,F2) .644 .476 .810 .482
(log,al,F2) 1.000 1.000 1.000 .284
(t,a2,F2) .828 .634 .870 .762
(log,a2,F2) 
Four-directional
NHIF(t,al,pl,Fl) .654 .696 .470 .720
(log,al,pi,Fl) 1.000 .998 1.000 .510
(t,ct2 , pi ,Fl) .492 .992 .254 .998
(log,a2,pi,F1) .942 .998 .982 .964
(t, ctl, p2 , Fl) .342 .990 .252 .990
(log,ctl/p2,Fl) .962 .998 .992 .900
(t, ct2 ,*p2 ,Fl) .492 .992 .254 .998
(log,a2,p2,F1) .940 .998 .982 .962
576 .106 .998 .998 .998 . 528 .998
804 .238 .862 .888 .686 .784 .872
564 .106 .998 .998 .998 . 532 .998
176 .478 .608 .394 .626 .476 . 584
720 .988 .980 .214 .982 .982 .976
280 .992 1 . 0 0 0 .984 1 . 0 0 0 .992 1 . 0 0 0
896 .758 .998 1 . 0 0 0 1 . 0 0 0 .868 1 . 0 0 0
966 .954 .402 .970 .960 .946 .954
,964 .912 1 . 0 0 0 1 . 0 0 0 1 . 0 0 0 .952 1 . 0 0 0
534 .390 1.000 .998 .998 .662 .998
314 .984 .990 .426 .988 .992 .992
288 .994 1.000 .946 1.000 .992 1.000
206 .986 .992 .318 .986 .992 .990
286 .994 1.000 .962 1.000 .990 1.000
314 .984 .990 .426 .988 .992 .992
290 .994 1.000 .948 1.000 .992 1.000
612 .194 .676 .702 . 536 . 554 .698
,820 . 588 .998 1.000 1.000 .786 1.000
.714 .402 .996 1.000 1.000 .688 1.000
.852 .626 .606 .882 .770 .814 .872
.934 .826 1.000 1.000 1.000 .914 1.000
.916 .612 .826 .956 .858 .904 .958
54 2 .424 .774 .634 .622 .666 .742
786 .664 .998 1.000 1.000 .828 1.000
232 .974 .992 .338 .966 .980 .978
452 .988 .996 .974 .998 .978 .998
202 .972 .992 .300 .968 .980 .972
606 .986 .996 .994 1.000 .978 1.000
232 .974 .992 .338 .966 .980 .978
448 .988 .996 .976 .998 .978 .998
175
Table 6.5
Estimated Powers of One-directional Specification Tests 
(At empirical 10 per cent significance level)
LMtf LM7 LMf gqh D W j.
Two-directional
NTlIFlal.pl) .236 .646 .680 .066 .228 .130 .758 .728
(al,p2) .202 .270 1.000 .046 .188 .088 .362 1.000
(a2,p2) .222 .418 1.000 .040 .224 .118 .490 1.000
N H I F(al,Fl) . 274 .698 .100 .334 .264 .182 .792 .068
(al,F2) .262 .628 .090 .814 .254 .220 .800 .048
(a2,F2) .420 .868 .094 .474 .412 .282 .960 .076
N H I F (p1,Fl) .110 .092 .518 .576 .110 .110 .116 .672
(p2,Fl) .142 .084 .992 .440 .150 .096 .116 .994
(p1,F2) .174 .072 .286 .990 .170 . 248 .154 .424
Three-directional 
N H I F (t,p1,Fl) .436 .190 .466 .686 .394 .260 . 210 .586
(log,p1,Fl) 1.000 .326 .238 .844 1.000 .940 .456 .364
(t,p 2,Fl) .286 .110 .980 .558 .298 .152 . 168 .994
(log,p 2,Fl) .994 .254 .822 .792 .998 .770 .332 .862
(t,pi,F2) .476 .132 .254 .990 .462 .382 .250 .382
(log,pi,F2) 1.000 .180 .100 .948 1.000 .978 . 528 .160
(t,p2,F2) .304 .080 .936 .968 .294 .214 .190 .958
N H I F (al,pi,Fl) . 244 .608 . 560 . 312 .226 .154 .734 .710
(a2,pi,Fl) .376 .850 .582 .160 .352 .210 .932 .728
(al,p2,Fl) . 168 .268 .996 .196 .170 .112 .362 .998
(a2,p 2,Fl) .224 .414 .998 .092 .212 .124 .502 1.000
(al,pl,F2) .224 . 552 .448 .780 .230 .200 .738 .620
(a2,pl,F2) .366 .816 .534 .442 .340 . 232 .932 .690
(al,p2,F2) .152 .246 .988 .600 .156 . 130 . 378 .994
Four-directional 
W h 1 F ( log.al,pl,F2) 1.000 .330 .182 .896 1.000 .956 .630 .274
(t,a2,pi,F2) .400 .420 .988 .386 .382 .206 . 522 .994
(log,a2,pl,F2) .988 .268 .878 .744 .988 .756 .498 .912
(t,al,p2,F2) .318 .260 .974 .710 .322 .170 .414 .988
(log,al,p2,F2) .996 .212 .700 .862 .996 .826 .456 .768
(t,a2,p2,F2) .400 .420 .988 .386 .382 .206 .522 .994
(log,a2,p2,F2) .988 .270 .880 .746 .988 .756 .498 .914
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Table 6.6
Estimated Powers of Joint Specification Tests 
(At empirical 10 per cent significance level)
L M M  hHNI L M /VF hHHI hMHF IF ^ N H I  ^ N H F  hHNIF m HIF hMNHIF
Two-directional
NHIF(ol,pl) -534
(al,p2) .236
(a2,p2) .368
NHIF(al,F1) .584
(al,F2) .546
(a2,F2) .804
NHIF(pi,Fl) .086
(p2,Fl) .086
(pi,F2) .126
Three-directional
NHIF(t,p1,Fl) .362
(log,pi,FI) .998
(t,p2,Fl) .222
(log,p2,Fl) .960
(t,pl,F2) .384
(log,p1,F2) 1.000
(t,p2,F2) .216
NHIF(al,pi,Fl) .508
(a2,pl,F1) .766
(al,p2,Fl) .220
(a2,p 2,F2) .368
(al,p1,F2) .460
(a2,p1,F2) .730
(al,p2,F2) .188
Four-directional
NHIF(log,al,pl,F2) 1.000
(t,a2,pl,F2) .444
(log,a2,p1,F2) .956
(t,al,p2,F2) .314
(log,al,p2,F2) .976
(t,a2,p2,F2) .444
(log,a2,p2,F2) .956
564 .198 .782 . 522 .490
998 .120 .994 .202 .994
996 .152 .996 .300 .996
244 .220 .600 . 572 .132
232 .578 .528 .812 .510
370 .426 .800 .828 .228
,434 .286 .376 .338 .558
,980 .164 .986 . 184 .976
. 324 .894 . 180 .910 .952
622 .570 .448 .488 .624
996 1.000 .366 .878 .818
980 . 356 .970 .256 .972
994 .998 .756 .746 .988
506 .960 . 220 .958 .970
.998 1.000 .186 .954 .928
.924 .820 .868 .824 .998
.534 .184 .744 .476 .338
.630 .224 .892 .676 .288
.988 .082 .990 .154 .974
.996 .076 .996 .210 .972
.468 .530 .658 .766 .704
.600 .320 .876 .764 .432
.968 .304 .974 .402 .984
996 1.000 .308 .926 .874
988 .360 .990 .368 .976
998 .996 .822 .716 .984
972 . 500 .976 .530 .986
994 1.000 .626 . 834 .988
988 .360 .990 . 368 .976
,998 .996 .822 .716 .984
718 .490 .458 .704 .666
988 .202 .988 .994 .984
994 .316 .986 .996 .988
570 .536 .198 .540 .516
496 .774 .530 .766 .750
764 .814 .366 .798 .804
,312 .252 .478 .516 .434
.966 .132 .962 .972 .966
.196 .860 .918 .930 .902
540 .550 .722 .632 .702
994 1 . 0 0 0 1 . 0 0 0 .888 1 . 0 0 0
968 . 308 .976 .968 .966
988 .998 1 . 0 0 0 .982 1 . 0 0 0
440 .942 .970 .960 .958
998 1 . 0 0 0 1 . 0 0 0 .962 1 . 0 0 0
868 .786 .988 .992 .988
.680 .424 .368 .636 .618
.852 .632 .410 .766 .762
.978 .144 .962 .970 .958
.990 . 198 .968 .978 .966
.578 .690 .672 .830 .784
.816 .720 . 510 .820 .802
.946 .320 .980 .982 .970
996 1 . 0 0 0 1 . 0 0 0 .930 1 . 0 0 0
990 .428 .974 .982 .984
992 .998 1 . 0 0 0 .980 1 . 0 0 0
968 . 536 .982 .990 .986
986 1 . 0 0 0 1 . 0 0 0 .986 1 . 0 0 0
990 .428 .974 .982 .984
,992 .998 1 . 0 0 0 .980 1 . 0 0 0
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C H A P T E R  7
Specification Tests in L imited Dependent Variable Models*
Knowing how to simplify one's description 
of reality without neglecting anything 
essential is the most important part of 
the economist's art.
James Duesenberry (Business Cycles and
Economic Growth)
7.1 Introduction
Limited dependent variable (LDV) models arise when the dependent 
variable is restricted in some way. The examples are numerous and contain 
situations (i) where the dependent variable is restricted to nonnegative 
values and takes a limiting value with a positive probability; and 
(ii) where it can take only one of a finite set of values (e.g., when 
modelling qualitative responses). Tobin (1958) introduced one such model 
in economics, commonly known as the Tobit model, in a study of household 
expenditure on durables. Recently, this model and its different 
variations have been widely used in corss-sectional studies [see e.g., 
Fair (1978) and Quester and Greene (1978)]. LDV models can also be 
used for analysing time-series data and research work has recently started 
in this area [see for instance, Robinson (1978) and Grether and Maddala 
(1982)].
Sections 2, 5 and 6 have been taken from Robinson et al. (1982). 
Sections 3 and 4 are based on Jarque and Bera (1982) and Bera et al. 
(1982) respectively.
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For the analysis of LDV models, several estimation and 
inferential results are presently available [e.g., see Amemiya (1973),
Fair (1977), Olsen (1978) and Pratt (1981)] and these are being 
increasingly used in economic modelling. These results are applicable 
under a set of assumptions which typically include normality (N) ,
homoscedasticity (H) and serial independence (J) of the disturbance 
term. The consequences of violation of these assumptions in LDV 
situations can be quite severe. Unlike in the usual regression model, 
the maximum likelihood estimates (MLEs) obtained by maximizing the 
likelihood under N , H and I , are inconsistent under non-normality 
(N) and heteroscedasticity (H) [see Nelson (1981)]. When the 
disturbance term is serially dependent (J) , MLEs will be consistent
but inefficient [see Robinson (1982a)]. In Section 2, we discuss the 
effects of misspecifications on the MLEs of the Tobit model. These 
discussions highlight the importance of testing the validity of various 
assumptions in LDV models. Because of sample truncation or censoring, 
tests developed in earlier chapters are not applicable in LDV situations. 
Robinson (1982a) noted that "the likelihood under dependence will in 
general not be computationally feasible". It is also difficult to 
estimate LDV models under N and/or H . Therefore, one is confined 
to the development of tests which only use estimates of the model under the 
null hypothesis. In Sections 3, we propose such test procedures for 
testing N and H jointly for the Tobit and truncated models. These 
tests are based on the Lagrange multiplier (LM) principle discussed in 
Chapter 4. In Section 4, an empirical illustration of our tests for N 
is presented, using data from an Income-Expenditure Household Survey. It 
was not possible to test N , H and I jointly because of the likely
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intractability of the likelihood function under N , H and I . There­
fore, in Section 5, we develop test procedures separately for I using the 
LM approach. All these LM tests are valid only asymptotically, 
therefore, in Section 6, we study the finite sample behaviour of our test 
statistic for testing I by simulations. Finally, in Section 7, we 
provide some concluding remarks.
7.2 E f fec ts  o f  M isspec i f i ca t ion
Let us consider the Tobit model discussed in Amemiya (1973)
y. = x!ß + u. , if RHS > 0l l l
= 0 , if RHS < 0 , i = 1,2,... ,N
(7.1)
where x^ is a k x 1 column vector. If the u_^  are independent 
2N(0,a ) then the log-likelihood function can be written as [see 
Robinson (1982a)]
7 N 7£(3,o ) = I Z. (3,a ) (7.2)
i=l 1
2 2 2 where £^(3,0 ) = wi ln f(yi-x^ß,a ) + (1-ü k ) ln [1-F (x^3 ,a )] with aj = 1 ,
2 2if yi > 0; = 0  , if y^ = 0 , and f(.,a ) and F(.,a ) are
respectively the probability density function and distribution function
2 ~2 of a N(0,o ) variable. We denote by 3 and g , the values that
maximize (7.2).
If the model is correctly specified then 3 is a consistent and 
asymptotically efficient estimator for 3 under appropriate regularity 
conditions [see Hoadley (1971) and Amemiya (1973)]. But, for example, 
if the u^ are not normally distributed then 3 is, in general, not even
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consistent. Robinson (1982a) has shown this by taking the u. as 
uniform variates. Through a simulation study Arabmazar and Schmidt (1982) 
have demonstrated that the asymptotic bias can be quite substantial if 
normality is wrongly assumed [see also White (1979) and Goldberger (1980)]. 
Heteroscedasticity of u_^  has similar effects. This has been studied by, 
among others, Warner (1976) and Arabmazar and Schmidt (1981). When the 
misspecification comes through I of , Robinson (1982a) has shown
that 3 remains consistent but, in general, will be inefficient;
Robinson's central limit theorem provides a measure of asymptotic ineffic­
iency. To gain further insight into the "degree of inefficiency" and 
into small sample bias, we performed a simulation study.
We generated the data according to the simple Tobit model
y^ = max(3-^+u^,0) where u^ is an autoregressive process defined by
u^ = , Iy J  < 1 , and where the e^'s are independent N(0,a^)
variates. Our aim was to study the effects of different values of y^
on the means and variances of 3^ and o . Five values of y^ , namely
20.0,0.2,0.4,0.6 and 0.8 were chosen. We set a = V(u.) = 2.0 and
2 2 2to keep it fixed the corresponding values for = a (1-y^) were set
as 2.00 , 1.92 , 1.68 , 1.28 and 0.72 respectively. To generate the 
data with "weak" and "strong" censoring we took two values for 3-^ , 1.0 
and -1.0 respectively. When 3-, = 1-0 , we have Pr(y.>0) .781 l
whereas Pr(y_^ >0) ~ .22 when 3-^ = -1.0 .
For each experiment we took particular values of N , 3^  and y^ ,
generated the data and computed the MLEs , 3^ and a , using Fair's
(1977) algorithm. We performed 500 replications. Based on these we 
calculated the sample bias and variance for 3^ and g . For example, 
for 3-^ these were defined as 3-^ - 3-^ and (1/500) (3^-8^)2
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— v 500~ i ~irespectively, where 8^ = ( 1 / 5 0 0 ) and 3^ is the MLE of 8^ 
in the i-th replication.
Results for different values of N and y^ are presented in 
Tables 7.1 and 7.2 for 8^ = 1.0 and -1.0 respectively. They have 
three main features. Firstly3 comparing the results for different values
of , i.e., looking across rows, it is clear that large values of Y^
can seriously affect the MLEs . Both the bias and variance increase 
with Y-^  / although not monotonically. In particular, increase in 
the variance of 8^ is quite substantial, for example, in Table 7.1 when 
N = 30 , variance of 8^ increases by 589 per cent as Y^ increases 
from 0.0 to 0.8 . Secondly3 as the sample size N increases both the
bias and the variance decrease gradually for each value of Y-^  . However, 
for higher values of Y1 , in some cases the decrease is less apparent.
For instance, in Table 7.2 as the sample size is increased from 30 to 
150 variances of 8^ decrease by 87 and 66 per cent for Y^ = 0.0 and 
0.8 respectively. Since the initial (i.e., in smaller sample size) bias 
and variance for higher values of Y^ are large, fairly large samples 
are required to reduce the bias and the variance substantially in these 
cases. For example, in Table 7.1 the biases and variances for = 0*8
and N = 100 are higher than those for Y-^  = 0.0 and N = 30 . Finally 
by comparing the results of Table 7.1 with those of Table 7.2, we observe 
that, in general, the biases and variances are larger when the degree 
of censoring is higher, particularly when the sample sizes are small. 
Similar results were also obtained by Arabmazar and Schmidt (1981, 1982) 
in the context of studying the degree of bias of the Tobit estimates in 
the presence of H and N .
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From these results and Robinson's (1982a) analysis we can conclude 
that in the presence of I , 3 (the MLEs of 3 under the incorrect 
assumption of I) can be highly unreliable. So it is desirable to test 
for serial dependence in LDV models when they are used to analyse time- 
series data. Also the evidences provided by Arabmazar and Schmidt (1981, 
1982) and others highlight the importance of testing for N and H .
Tests based on the Wald and likelihood ratio principles have serious 
computational limitations because of the complexity of the likelihood 
function in the presence of N and/or H and/or I (see Sections 3 and 
5). This is why we develop tests (for the Tobit and truncated models) 
based on the LM approach which only requires estimates under the null 
hypothesis. These are discussed in the following sections. Some of the 
test statistics developed in the earlier chapters can be easily seen to 
result when we allow the degree of censoring to approach zero.
7.3 Tests for Normality and Homoscedasticity
For convenience we repeat the model (7.1) 
y . = x!3 + u. if RHS > 0l i l
= 0  if RHS < 0 ,  i = 1,2,...,N .
To derive our test we begin by assuming that the density of u^ , g(u^) ,
is a member of the Pearson family. We order the N observations so 
that the first M have y. > 0 , and the second N - M have y. = 0 .l l
Then we can write the log-likelihood for the N observations as
2 M N
M3,a ,c ,c ,a) = £ ln{g(u )} + £ ln{l -
i=l i=M+l -x^3
g(u^)du^}
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where g(u_^ ) = exp[ijj(u^)]/ exp [ij> (u^) ] du_^  and
1'(ui) [(c^-u^)/ (c -c^u^+c2u^)]du^ . As in the previous chapter (see
page 147) we introduce heteroscedasticity by replacing by a + z^a ,
where z  ^ is a q x 1 vector of fixed variables satisfying the 
conditions set out in Amemiya (1977a), and a is a unknown parameter 
vector.
Our interest is to test H : c_ = c_ = 0, a = 0 , i.e.,o 1 2
disturbance NH . For this we use the LM test statistic as defined in
2equation (4.7) but now we set 0^ = (3',a )' and 0^ = (c^^c^/a')’ . 
After some computations we obtain (full derivations are in Appendix 7.1)
LMNHiTOBIT) I 1I ] 21 11 12J (7.3)
where
il[ui/Q2-u^/(3ö4)] - ^^./(l-Fi)] [Gil/52-Si3/(354)]
^1 [-3/4+u 4/(4ö4)] - i2[Fi/ d - F i)] [-3/4+u ±4/(454)] 
^1[-l/(2G2)+u2/(254)]zi - l 2 [F./(1-F.)] [-1/(2^2)+u.2/(2G4)]z.
with
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bn = yx.x![F.{u. /o4}+G.{u2. /a4}] 11 L l l l i2 x ll
b = £x .[F.{-u /(2a4)+u /(2g°)}+G.{-u /(2a*)+u u /(2c°)}]~6 ~4% ~ ~ , , ~6,
b13 = Ix -l ^ i{ui2/a4-ui4/(3g6) }+Gi(u^1/a4-uilui3/(3a°) }]~ 6 ,
b = £x. [F.{-3u /(4g 2)+u . /(4o6)}+G.{-3u. / (4aZ)+u u / (4o°)}]~2X ~ ~ ,, ~6,
b15 = Ixiz| [Fi(-uil/ (2g4)+u _. ^  / (2G6) }+G_. {-u. 1 / (2a4)+u. ^u,. 0/ (2a6) }]i il il i2
b22 = ItFi{l/(454)-u.2/(206)+ui4/(4G8)}+Gi{l/(454)-ui2/(256)+u22/(458)}]
~4
b 23 = 51 [Fi(-uil/ (25^) +2ui3/ (356) -u±5/ (6a8 ) }+g A - u ±1/(2a^)+u±3/ (6oö)~4x ~ , , ~6,
+UiiUi2/(2a6)-ui2Ui3/(6g 8)}]
b„, = 51[F.{3/(832)-3u /(854)-u /(8q 6)+u /(858)}+G.{3/(8g 2)-3u /(8g 4)
-ui4/(8a6)+ui2ui4/(8a8)}]
b25 = Izi[Fi{l/(454)-ui2/(256)+ui4/(458)}+Gi{l/(454)-ui2/(256)+u22/(458)}] 
b33 = I[F^{u ^2/g4-2u ^4/(3a8)+u_^ 8/(9°8)^+^i^uii/a4~2uiiui3/(3g6)+u 23/(9g 8)}] 
b34 = I[Fi{-3uil/(452)+ui3/(4G4)+ui5/(4G6)-ui7/(12G8)}+Gi{-3uil/(4G2)
+ui3/(4G4)+uilui4/(4G6)-u.3ui4/(12G8)}]
i3y i3'b35 = IzitFi(-uil/(2G4)+2ui3/(3G6)-ui5/(6G8)}+Gi{-u.1/(2G4)+u.^/(6G6)
~ ~ . _ ~ 8,
+UilUi2/(2G )"Ui2Ui3/(6a )}1
b44 = ^ [Fi(9/16-3ui4/ (8a4)+ui8/ (1658) }+£..{9/16-3^/ (S^4) + u ^ /  (16a8) }]
b45 = y2 : [Fi(3/(852)-3u. 0/(8g 4)-u ./,/(856)+u .c./(858)}+G,{3/(s 52)-3u . 0/(8g4)i2' i4 i2
-ui4/(8a6)+Ui2Ui4/(8G8) }]
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and
b55 = ^Ziz'[Fi{l/(4ö4)-ui2/(2a6)+ui4/(458)}+Gi{l/(4ö4)-ui2/(2a6)+u^2/(4S8)}] .
We have used £ , ^2 , and £ to denote, respectively, summation from
to M; i = M + 1 to N; and i = 1 to N . We also have
- x^3 , and use Uij to denote the estimated j-th moment of
a truncated normal variable; more formally we have [see equations 
(A7.2)]
üi2 = 52[i-(x:ß)fi/Fi] 
ü±3 = 52fi[252+(x^ß)2]/F.
Si4 = ö2[352-352(x^ß)fi/Fi-(x^ß)3fi/Fi) 
ü = 52fi [8ä4+4ö2(x’ß)2+(x|ß)4]/F
U i6
ui7
and
ui8
o2 [15g4-15Q4 (x|3)fi/Fi-5ö2(xjB)3fi/Fi-(x^ß)5f /F ] 
o2f [48a6+24a4 (x^3) 2+6o2 (x |ß) 4+ (xM3)6]
ö2 [105a6-105a6 (x !ß)fi/Fi-35ö4 (x M3)3f .j/F^a2 (xM3)5f /F. - (xMS)?f /F ]
~  ~2 2 In the previous expressions, 3 and G denote the MLEs of 3 and o
~2under H : u. ^ fl/H and G. = F./(l-F.) > where F. is the integral fromO 1 1 1 1  1
~ ~2 . ~2 -oo to x^3 of a N(0,o ) . In addition, f^ is the value of N(0,g )
at x!3 .l
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The null hypotheses would be rejected - for large samples1 - if
the computed value of LM exceeded the appropriate significanceNti (1 UdII )
2point of a Xg+2 • The lengthy expressions that appear in {TOBIT)
are not indicative of computational difficulty. The values f and 
F_^  are easily determined (standard FORTRAN functions exist for these), 
and, apart from simple products and summations, we only require inverting 
one (k+l)x(k+l) and a (q+2)x(q+2) matrices. Hence, the computa­
tional details for L M ^  (TOBIT) ma^ ^e rea^ ^  incorporated into computer 
programmes for the Tobit model.
Particular cases of the above procedure are, firstly, a test for N
given H . Here the null hypothesis would be H : c. = c = 0 .o 1 2
Application of the LM procedure would give a test statistic, denoted by
LM.7,monTm. and defined as LM.,,. except that the "row" correspond-N{TOBIT) NH{TOBIT) * *
ing to a in d^ , and the "fifth row and column" in I would be
omitted. Given H and under N , LM r would be asymptotically/V v 1 UO-L i  )
2distributed as x2 • A second case refers to a test for H given N .
Here we would remove, in LM , the first two rows in d„ , andil/n \1Ud 11 ) Z
the third and fourth rows and columns in I obtaining, say, LMn .„nDT„. .
n [1 Ud I 1 )
This is equal to the test suggested in Jarque (1981) and under H would
be asymptotically distributed as xq
We now briefly consider the truncated model, where y. = x!(3 + u.i l l
is restricted to, say, non-negative values, but does not have a number of 
values clustered at a particular point [see Amemiya (1973)]. In this case, 
u. > - x!ß , and a test for disturbance truncated NH is obtained byl l
proceeding as above, but assuming
In applications of the Tobit model, particularly in cross-sectional 
studies, large samples have been typically available, e.g., N = 735, 
2798 and 6366 respectively in the studies of Tobin (1958) , Quester 
and Greene (1978) and Fair (1978).
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g(u ) = exp[ip (ui) ] /
-x! 3l
exp [ij; (u^) ] du_^
that is, g(u^) is a member of the truncated Pearson family. The log-
likelihood for this model is Z (.) = ln{g(u_^)} which under the null
hypothesis reduces to
2
(7.4)2 N f£(3,g ) = £ p i n  2tf - In
i=l ^
(Y.-x!3) 
a ------- —  - m  F.
2a
Application of LM test to the above truncated model gives equation (7.3) 
but now in d^ all summations are from i = 1 to N and F./(l-F.) has2 l i
to be replaced by +1; also, in b^ _. (but not in u_) we would replace
~ ~2F_^ and respectively by + 1  and - 1 . Here, 3 and a would
be the MLEs obtained by maximizing (7.4). The resulting statistic
could be denoted by LM,7r7 , from which "one-directional" tests1 NH(TRUN)
LMN(TRUN) and LMH(TRUN) Can be obtained b¥ deleting appropriate rows 
and columns. As expected, if we set f = 0 , M = N and allow to
tend to unity, LM/ l W (TOBIT) ' LM/'/(TOBIT) and [or' indeed'
LHNH(TRUN) ' ™N(TRUN) and “ W W  ”°Uld redU°e ' resPectively- to 
LM , LM^ and LM^ , where the latter are LM tests for NH , N
given H , and H given N in the ordinary regression model (see page
149). In the previous chapter we noted that LM = LM . + LM .Din DJ n
However, for the LDV models this "additivity" relation no longer holds 
good.
Statisticians have recently been interested in testing if a set 
of observations y^ come from a particular truncated distribution. Until 
now, the only available test for this was the Kolmogorov-Smirnov test with 
fixed truncation point [see for instance, Barr and Davidson (1973) and
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Koziol and Byar (1975)]. Our statistic LM may be used to testN \1RUN)
observations for truncated N by setting the number of regressors equal 
to one and x_^  = 1 (i=l, 2,. . . ,N) , thus providing a solution to this
statistical problem.
The exact finite sample properties of our test statistics are
2analytically intractable. In practice we have to use the asymptotic x 
critical values. Also we cannot use simulated critical values since our 
test statistics are not invariant of any scale transformation. But this 
should not be viewed as a serious drawback of our tests. For non-linear 
models only asymptotic results are available. Since our models are non­
linear even under the null hypothesis it is not possible to have "exact" 
tests. However from the computational viewpoint the LM tests are 
quite simple.
7.4 An Empirical Il lustration
In this illustration we use data from 521 Mexico City households 
interviewed in the 1975 Mexican Income-Expenditure Household Survey2. The 
dependent variable is household consumption on a commodity and the 
regressor, apart from the constant, is current household income. Con­
sumption data was provided for seven commodities: Food, Housing, Clothing, 
Durables, Education, Medical Services and Other.
The 521 households in the sample were classified into 12 homogeneous 
socioeconomic groups. For each group, we fitted regressions using both 
ordinary least squares (OLS) and LDV estimation techniques. Regarding
2 This survey was carried out by the Secretaria del Trabajo y Prevision 
Social and is fully described in CENIET (1977).
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the latter, we used the truncated model for the Food, Housing, Clothing 
and Other commodities; for Durables, Educations and Medical Services we 
had reported zero-expenditures so we used the Tobit model.
In all cases, we computed the LM normality test [given in equation
(5.4)]
«V O rv O O
LM^ = N[^/(6^) + (y4/y2 - 3) /24]
^  r v  * r vr^r „  r>r “I ~where y_. = ^  u^/N and u^ is the i-th OLS residual. For
2large samples, LM is compared with a x2 • We also computed the LM 
normality tests for the truncated and Tobit models, say LM^^  ^ , where 
LM^  ^ equals to for Food, Housing, Clothing and Other, and
for Durables, Education and Medical Services, it was calculated as
LM 7 . The values obtained, for the group of households where theN \1 UdI 1 )
head is entrepreneur and family size is less than 6 members, are given in 
Table 7.3 (similar conclusions are obtained for the other 11 socioeconomic 
groups, so these values are omitted).
Table 7.3
Values of LM Normality Test Statistics
Equation
Food .45 .60
Housing 1.45 .13
Clothing 53.46* 1.57
Durables 76.17* 40.26*
Education 185.52* 16.11*
Medical S. 29.92* 5.62*
Other 28.37* 21.91*
192
2With a 10 per cent significance level we have X^{.90) =4.61 .
We use this critical point and - in the table - mark significant test 
statistics with a star (*). First consider the values of LM^ and LM^ ^
for the Food consumption equation (see first row in Table 7.3). Here we
have that neither LM^ , nor LM^^  ^ give evidence of non-normality.
For this equation, truncation was not a problem, i.e., was large
2relative to a , and OLS and LDV maximum likelihood estimation 
results were quite similar. The same situation applies to the Housing 
consumption equation.
We now look at the LM values for the consumption equation for 
Clothing. Here we have that when applying the normality test for the 
usual regression model, normality would be rejected (note in this case 
LM^ = 53.46 > 4.61) . Yet, when taking into consideration the fact that 
expenditures are necessarily non-negative, and therefore using the 
truncated model, no further evidence of non-normality is encountered 
since in this case we have LM^^  ^ = 1.57 < 4.61 .
Observing the values of LM^ for the equation on the consumption
of Durables, Education and Medical Services, we have that normality is
rejected in the three cases, suggesting the need for using a Tobit-type
model. When the Tobit model was used for these commodities, we observe
there would still be evidence of non-normality, although for Medical
Services the evidence for non-normality is not very strong. [In fact,
2when 5 per cent significance level is used, we have =5.99 ,
and for Medical services normality is accepted.] For Durables and 
Education, the reason for strong rejection of normality was that many 
households with "high" incomes reported zero expenditures, which is an
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event that is given a low probability of occurrance under normality. 
Finally, the values of LM^ and LM^  ^ for the equation referring to 
Other, show the need to analyze the truncated model under truncated non­
normality .
7.5 Tests for Serial Independence3
First we consider the Tobit model given in (7.1) but we now assume 
that the u^ are serially dependent. Since we are interested in testing 
only for I given that u ^ NH , it is possible to do that under a 
very general formulation of I . Specifically we assume that
u. = I 6, (<;)£..
j=0 J J
(7.5)
where 6 (£) = 1  , E(e.) = 0  ,V(e.) = a , the e. are independento  1 1 £ 1
normal and the S^(£) are uniquely defined functions of an unknown 
p-dimensional column vector of parameters £ . VJe assume there exists 
a unique value of £ (with no loss of generality can be the
vector of zeros) such that
<5j(C0) = 0 , j = 1,2,... .
Thus the test for I of the u^ , versus the composite alternative (7.5), 
can be expressed as
H : £ = C against H. : C ± C . (7.6)o o  ^ 1 o
2 2under H , a = a o £
The two special cases of (7.5) which we shall emphasize are the 
p-th order autregression [AR(p)]
3 Derivations of this section are due to Professor Peter Robinson.
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u.i I
= YDUi-j
+ £ . 1 (7.7)
vP iwhere 1-}. n y . e  t 0 with 
L3 =1 3
[MA(p) ]
< 1 and the p-th order moving average
u .l b . D i-j + £
(7.8)
As we have noted in Chapter 4 (see page 72) for the classical regression 
case, the same LM test statistic will result for alternatives (7.7) and 
(7.8). The statistic falls out quickly from the general form which we 
shall derive. Statistics for other alternatives can be readily obtained 
from our general form.
Let T(C) be the N x N Toeplitz matrix with (j,r)-th element
Let y be the N x 1 vector with i-th element y_^  , and X be the 
N x k matrix with i-th row x^ . If <j>(y;y,£!) is the density function 
of a N-variate normal variable with mean y and covariance matrix , 
the log-likelihood based on the model (7.1) and (7.5), as obtained by 
Robinson (1980, 1982a), is
Ä(e1 ,e2)
'0 N 1—to.
<j> [y;X3,r (£) ] n (dyi) (7.9)
2where 0 = (ß',a )' , 0^ = C anc^  -^nte9ra-*- °f dimension
N - _ to. . Note that £(0..,£ ) is (7.2). For r f  r , however,Li=l 1 1 o  ^ vo
(7.9) cannot in general be expressed in terms of normal integrals of unit 
dimension. Therefore, maximization of (7.9) will be hampered by the need
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to compute multiple integrals. Thus the Wald and likelihood ratio tests 
are not really feasible. A related model, involving lagged dependent 
variables, considered by Robinson (1978) has similar problems. In 
Robinson (1982b) tests of independence, related to consistent non- 
parametric estimates of the autocorrelations, are obtained. However, 
these tests cannot be expected to have high power against parametric 
alternatives, and they also tend to be somewhat less easy to compute 
than the statistics derived here. Because the likelihood function 
simplifies considerably under Hq , we turn to the LM approach and 
develop tests using the formula (4.7).
To derive the LM test statistic we require the derivatives of
<f> [y;X3 ,r (?) ] = ( 2tt ) N/2|r (C) I ^expt-Hy-xß) T U )  1 (y-xß)] .
Let £ be the t-th element of £ . We assume 6.(£) h 1
in L at C and put o
is differentiable
Next we introduce the N x N matrix Y (t) with (j,r)-th element
Because ^0 (C) = 1  , all elements in the main diagonal of Y (t) are
zero. Then
196
r(c ) 1 = - r(c ) 1 -J- ruin?) 1at, o o at, o o
-  c f 4r ( t )
The cofactors of all off-diagonal elements of V (£q) are zero, and so
|T(C ) I = 0
Thus
—  ln <fr[y;Xßfr(C0)] -tr(y-Xß) T (t> (y-Xß)
Therefore,
■jjT- exp[£ (0]L,CO) ]
r 0 ° (t) N 1_W>(y-Xß) ' r' (y-Xß)4>[y;X3,r(c )] n (dy.) 1
° i=l 1
1 tv i-(t)
2 Is-i2a s,i=l 1 
s^i
N , 1-u.
h h. n <f (h.,0 ) (dh.) J 
s 1 j=l I  ^ 3
where hg = y^ - x^ß , the multiple integral is over - °°<h. < - x ß for
those j for which co. = 0 and f(h.,o2) = (/2tt a) ^exp[-h2/2a2] . Using
3 3 x!ß Dl
E[a).] = F. and E[u.(o.] = ö f. where F. i i  l i  l l (/2tta) ‘'‘exp [-u2/2a2] du
and f. = f (x^ß,o ), the last expression can be written as
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N -x;eyy 6[t} . I L  h f(h ,a2) + (l-o) ) h f(h ,ö2)dh 1. 2 Lb n s-i s s s s s s s!g s , i=l 1 1  ^ '
s?^ i
. -{oj.h^ f (hu ,o ) + (l-(oi)
-x|3
h . f (h. ,o ) dh .l i  l
IT s w .f (h . ,G ) + (1-u) . ) 
j=l 1 3 J 3
j^s,i
-x'.ß
3
f (h . ,o ) dh . 
: 3
2o s,i=l 
s^i
yy öf^.ilu) u f (u ,G2) + (1-0) )G2f 1 L b Is-1 1 ( s s s s sj
* ■{ OKU^f (u^ ,G2) + (1-O)i)02f.| n |o)jf(u^,G2) + (1-U)j) (1-Fj)
j#s,i
where we have put u. = y. - x!ß for a). = 1 . Because £(0-,,C ) is1 1 1 1  1 o
given by (7.2), it is easy to derive that the t-th element of
3£(01,Co)/3C is
2t 22g s,i=l 
s^i
VV r (t))) <S I . I v v . L L Is-i s 1
N-l N-r
I « I - * = 1'2'--- P2 L "r . i i+r o r=l i=l
(7
where
°2f:
vi = “iui - r r
Under H , the v. are uncorrelated and, since E[u).] = F. , o 1 1 1
2 2 2E[u.u).] = G f. and E[u.o).] = o (F.-x!3f.) , we havel i  l l i  i l l
E(vi)
.10)
0
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and
V(v.) = E(u.u). ) + [1-E(03.) ]l l i  i
G4f2
02<F.-x'ßf.)
ra2fi1
1-F
a A^ , say .
Thus I ^aS (t,j)th element
* t l  5PSii l  V is ,i=l 
s#i
N-l . ... N-r
I  <$( t )  6 ^ I  A . A .L., r r l i+rr=l i=l
(7.11)
To evluate I , we note that
33 £ ( 0
1 N
r V  =  ~1 X xig i=l
and
J O j . g  1 [io..(u2-02) + {(l-ui)x|ßa2fi}/(l-Fi)]
io 2 g i=l
Because the are independent with zero means it immediately follows
that I = 0 . Thus the LM statistic is obtained from ^2^22^2 
replacing 0^ = (0',o2)' by 0^ = (3',G2)' .
We now deduce the form of LM for testing against the alternatives 
(7.7) and (7.8). For the AR(p) , £ is the vector of y_.'s and
6 = 1 , for t = j3
= 0 , for t / j .
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Precisely the same result is obtained for the MA process, and so in 
either case the LM statistic is
LMI (TOB IT)
PI
j=i
fN-j
1 ^ ‘*1
2 *_4 N -3 _ - 
a > A.A. . 
i=l 1 1+3
(7.12)
Under H LHI(TOBIT) is asymPtotically distributed as xp Here we
note that this statistic reduces to something asymptotically equivalent to 
the familiar Box-Pierce statistic and the statistic LM^ - (see page 149)
in the uncensored case (in which case v u . and A.l l 1)
One would like also to construct test of, for example,
H : u. is AR(q) against Hn : u. is AR(p+q) o l 1 i
for given positive integers p and q . Unfortunately the likely 
intractability of the likelihood under this makes the LM procedure
infeasible. It may be possible, however, to infer a parametric form 
from the nonparametric estimates of autocorrelations suggested by Robinson 
(1982b).
Now we briefly discuss test procedure for the truncated model. The 
log-likelihood function for this model can be written as
£(01,C) = ln <|>[y;Xß,r(0]
( 00In
'0
OO
4> [y;Xß,r (C) 1 dy
where the notation follows that of the discussion on Tobit model. Under
2the null hypothesis of independent u_^  , £(0 ,£) will be equal to £($,a ) 
given in equation (7.4). For correlated u^, however, £(9^,0 is 
generally unmanageable and so again we focus on a LM test of serial 
independence using the formula given in (4.7). We consider only the test
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against the AR and MA alternatives (7.7) and (7.8) because it is 
unlikely that anything else would be used. Putting n . = f./F. andl l i
proceeding much as before, it can be shown that
1 N_t 4
d2t = ~2 I <UiUi+t-° V i + t 5 'G 1=1
t 1,2,...,p;
(t,j)-th element of I is
N-t
l  e
i=l i,i+t '
for t = j
, for t ? j , t,j 1/2,. . . ,p
where £ . = (l-x'ßn )(l-x!3h.) - |2r|2 ;s, i s s  i i  s i
t-th column of I is given by
r- N 2 2
I xi(i-x^3ni-a ni)ni+t
i=i
N
I2a~ i=l
1 w 2 2 9
~2 1 +a xiBni+(x^ß) nini+t t = 1,2,...,p
and
11
A11 *12
*12 A22
1 2 2 a ,, = —  y (l-xißn.-G n .  )x.x.° u i i  i l lll 2 .ö i=l
A12 —-~r I {g 2+g2x ! Bn . + (x! 3) 2}g. x . 4 >  i l l  i i2g i=1
with
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and A0  ^= — — V {2g -o xlßn.-G (x!3) n.-(x!3) n.) .22 . 6 .L . i i  i i i  i4 a i=l
~2The LM statistic is now constructed by inserting 0^  = (3|,G )' in
place of 0^  where 0^ is the MLE of 0^ obtained by maximizing (7.4).
2The resulting test statistic is asymptotically distributed as x underP
the null hypothesis.
In the next section we study the finite sample properties of
LMKTOBIT) bY simulations
7.6 Monte Carlo Results
For the Monte Carlo study on the performance of LM^.{TOBIT) ' we
used two Tobit models where y.'s were defined asi
Model 1 : y = max(31+u^/0)
Model 2 : y = max(3^+32Xi2+^3 Xi3 +Ui'°) •
For Model 1, described in Section 2, we set 3-^ = 1.0 . For Model 2, 
x . 2 and were generated independently from U[0,2] and U[0,20] 
respectively and the regression coefficients were set at 3^ = -6.0 ,
3^  = 2.0 and 3^  = 0.5 . The x ^  and x_^ seri-es were kept fixed 
from one replication to another. Three LM statistics LM(1) , LM(2) 
and LM(3) were considered where
LM(p) l  \3=1
fN-j ^2I * '’i+ji=l i J ~4 V  ~ ~ ‘a4 y x . x . .i - i 1 i+;j
is defined in equation (7.12). For the null hypothesis the u^ were 
generated as independent N(0/2)/ and for the alternative we considered 
the following three AR processes:
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Alternative 1: u. = 0.4u. n +e.i l-l i
Alternative 2: u. = 0.8u. . + e.i l-l i
Alternative 3: u. =0.4u. . + 0.4u. + e.i l-l i-2 i
where the were obtained from N(0,1.68) , N(0/.72) and N (0,-9357)
respectively for Alternatives 1,2 and 3, so that v(u^) was fixed at 2.0 . 
Two AR(1) processes were considered to see the effects of "weak" and 
"strong" autocorrelation and an AR(2) process was considered to examine 
the power [of LM(1)] with missspecified alternative.
As noted in Section 5, LM(p) is asymptotically distributed as
2X under , so that for large N we have E[LM(p)] ^ p and
V[LM(p)] ~ 2p . We first wanted to examine whether these characteristics 
are observed in small samples. For this we generated the data under Hq 
and calculated LM(p) for p = 1,2,3 . From the outcome of 500 replica­
tions we obtained the significance levels, the means and the variances of 
the three test statistics for N = 30, 50, 70, 100, 150 . Significance 
levels were calculated by counting the number of times the null hypothesis 
was rejected with the chi-square 10 per cent critical values, and dividing 
it by 500 . The results are displayed in Tables 7.4 and 7.5 respectively 
for Models 1 and 2.
Since the number of replications is rather small the reported
numbers may not be very accurate. But at least they roughly indicate the
characteristics of the LM statistics in small samples. From Tables
7.4 and 7.5, we observe that the significance levels (Sig.lev.) are close
to the asymptotic level, 10 per cent, for all the test statistics even for
2the small samples. Therefore, tabulated y upper points can be used as 
critical values for test purposes. The estimated means and variances
agree fairly well with the chi-squared ones.
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Next we turn to the study of the power properties. We had two 
distinct aims: first, to see how each test performs when applied to the 
appropriate alternative(s); and second, to examine the power when the 
alternative is misspecified. In our case, LM(1) is efficient for 
Alternatives 1 and 2, and LM(2) is efficient for the third alternative.
But LM(1) is not an efficient test for Alternative 3 since the "order" 
of the test is less than that of the alternative. When this happens, 
using our terminology of the previous chapter, we can call it undevtesting 
(see page 144). Similarly, when higher order tests are applied inapprop­
riately [e.g., applying LM(3) when any of our alternatives is true], 
we call that ovevtesting. In case of undertesting or overtesting we can 
expect some loss of power compared to the efficient test. We report the 
results on power in Tables 7.6 and 7.7. To facilitate a proper power 
comparison among the three test statistics we used the emp'iv'Lca'l 10 per 
cent significance points, that is, the appropriate order statistics of the 
sampling distributions of these test statistics with data generated under 
the null hypothesis.
From Tables 7.6 and 7.7 we observe that all the tests have 
reasonably good power and with the sample size power increases monotonically. 
As expected, powers for Alternative 2 are always larger than those for 
Alternative 1. It is also seen from the tables that LM(1) has highest 
powers for the first and the second alternatives, and LM(2) is best for 
the third alternative in terms of power. Next we note that for small 
sample sizes overtesting results in some loss of power depending on the 
"degree" of overtesting. For example, in Table 7.6 when N = 50 and 
Alternative 1 is true, LM(1) has power .854 whereas powers for LM(2) and 
LM(3) are respectively .718 and .674. As the sample size increases the
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Table 7.6
Estimated Powers of LM: Model 1 
(At empirical 10 per cent significance level)
Sample
Size Alternatives
Power
LM (1) LM(2) LM (3)
1 .616 .540 .428
30 2 .984 .956 .940
3 .758 .810 .768
1 .854 .718 .674
50 2 1.000 1.000 .996
3 .924 .966 .946
1 .914 .874 .852
70 2 1.000 1.000 1.000
3 .968 .992 .992
1 .972 .958 .946
100 2 1.000 1.000 1.000
3 .996 1.000 1.000
1 .996 .994 .990
150 2 1.000 1.000 1.000
3 .998 1.000 1.000
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Table 7.7
Estimated Powers of LM: Model 2 
(At empirical 10 per cent significance level)
Sample
Size Alternatives
Power
LM (1) LM (2) LM (3)
1 .418 .314 .260
30 2 .890 .838 .782
3 .568 .640 .578
1 .524 .432 .390
50 2 .946 .948 .942
3 .758 .820 .820
1 .682 .590 . 548
70 2 .992 .992 .984
3 .878 .942 .940
1 .854 .780 .730
100 2 1.000 1.000 1.000
3 .982 .998 .998
1 .946 .900 .878
150 2 1.000 1.000 1.000
3 .994 1.000 1.000
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effect of overtesting diminishes gradually and it almost vanishes when 
N = 150 . Now we examine the effects of undertesting by comparing the 
powers of LM(1) and LM(2) for the third alternative. We observe 
that, as in the case of overtesting, there is some loss of power when the 
sample size is small,and for larger sample sizes LM(1) and LM(2) have 
almost equal power. From this result it seems that LM(1) can detect the 
presence of serial dependency fairly well even when there is not much 
knowledge about the true alternative. Lastly, it is interesting to note 
that for Model 2 the powers are always less than or equal to those for Model 
1 . A reason for this may be that we estimate two additional parameters 
in Model 2. However, for large samples the differences in powers for Models 
1 and 2 are not substantial (see the powers corresponding to N = 150).
7.7 Concluding Remarks
In this chapter we have considered two LDV models: the Tobit and 
truncated models. It has been argued that for these models mis- 
specification of the disturbance structure may have serious consequences 
on the MLEs of the underlying parameters. Tests for different 
disturbance specifications have been suggested based on the LM principle. 
It was not possible to construct a single joint test4 (similar to 
discussed in the previous chapter) because of the complexity of likelihood 
functions of LDV models with general error structure. We have provided 
an empirical example on the applicability of the test for normality, and 
studied the finite sample properties of the test for serial independence in 
the Tobit model through a Monte Carlo experiment.
To avoid complicated algebra we did not incorporate the test for 
correct functional form (F ) into our framework. Tests for omitted 
variables in some LDV models are discussed in Engle (1981).
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Tests for other LDV models such as logit and probit models [see
Amemiya (1981)] and market disequilibrium models [see Quandt (1982)] can
be developed in a similar fashion. In Bera et al. (1982) a test for N
in probit model has been suggested. Lee (1982a, 1982b) has derived
tests for N in disequilibrium market models and models with selectivity
using bivariate Edgeworth series of distributions. We can also formulate
test for N using the Box-Cox transformation thereby generalizing the test
discussed in Section 5.5, however, for LDV models the test will not be
exact. Here we should mention that recently Nelson (1981) developed a
test for the Tobit model using Hausman's (1978) approach. Nelson's test
is a "general specification" test and is not specifically derived for
testing any parametric hypothesis. It is based on the quantity
(1/N)JN_1 xi[wiyi-x^3(l-Fi)-ö fi)] evaluated at 3 and a , which is
the estimated difference of the sample moment (1/N)^i=1 okx^  and
E r (jj x y ] evaluated at 3 and o . Not much is known about the^i=l i i i
properties of this test and also since it relies on inconsistency of the 
estimators under the alternative, it is not appropriate for testing for 
I . Our tests are different from Nelson's test in that they are 
specifically constructed against some specific parametric alternatives 
and have asymptotic local optimal properties. However, Nelson's test will 
be very useful when there is not much information about the alternative 
hypothesis.
So far the hypotheses testing procedures we have discussed are 
concerned with nested hypotheses only. As we noted in our introductory 
chapter, econometricians sometimes face the problem of testing non-nested 
hypotheses. Results form the classical inference cannot always be 
straightforwardly applied to these cases. In the next chapter we discuss 
various problems associated with non-nested hypotheses testing.
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A P P E N D I X  7 . 1
P ro p o sitio n  1. The LM norm a lity  and ho m o sced a stie ity  t e s t  s t a t i s t i c  
fo r  the  T o h it model i s  g iven  by ™m {T0BIT) *
*
Proof.  F i r s t  c o n s i d e r  a  r a ndom v a r i a b l e  u_^  w i t h  d e n s i t y
h  ( u . ) = dr---------1 e x p [ - u .  2 / ( 2 q2 ) ] f o r  u .  > -  x ! ß
1 Fi  / (2i ra2 ) 1 1 1
wh e r e
F ± = F( x ! ! ß , a  )
- x ^ 3  / ( 2 ttg )
exp
- u 2 n
(A7. 1)
We n o t e  t h a t ,  u s i n g  i n t e g r a t i o n  b y  p a r t s ,  t h e  f i r s t  e i g h t  moment s  o f  u_ 
a b o u t  t h e  o r i g i n  a r e
* 2 f iE[V -  0 FT3.
*2 2 E[ u .  ] = a l
i M x p ,  J i "1
*3 2 i  2 2
E[ u .  ] = a  [2a + ( x ! ß )  ]l  F . ll
*4 2E[ u .  ] = al
"  ?  ?  f  • o  f - n
3o - 3 a  (x ! 3) 7T1 -  ( x l ß T  —  
i  F . l  F .l  l
(A7. 2)
E [ u*5 ] = a 2 [8g4 +4g 2 ( x ! 3 ) 2+ ( x ! 3 ) 4 ] 
l  F . 1 1l
*6 2 E [ u  ] = a
f . f . f
1 5 g4 - 1 5 g4 (x . '3) - i -  -  5g 2 (x ! 3) 3 ~  -  ( x ! 3) 5 —^l  F . l  F . l  F .l  l l
*7 7 i  6 4  2 2  4 6E[ u .  ] = G  —  [48a +24a  ( x !3)  + 6 a ^ ( x ! 3 ) + ( x ! 3) ]
l  F . 1 l ll
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and
*8E [u. ] i
f . f .
105a6-105a6 (x'ß) ~  35o4 (x'ß)3 -i-7o2(x^r (x^ g) F
i i i i
5 f i 7 fi-
where
fi = f (x^3,o ) 1— 2~  exp[-(x|g)2/(2g2) ] .
/(2tto )
(A7.3)
Let
-x|3
exp [ip (u^) ] du^
exp [i[i (u^) ] du_^
and
Ai - Ci/Bi
D. = - ln B. + f(u^)
2 2 g + z!a - c.u. + c„u.i 1 l 2 l
0 = ( 6 ^ 0 ’) ’ •
Then the log-likelihood for the i-th observation of the Tobit model may 
be written as
&^(0) = + (1-03^ ) In (1-A_^ )
We are interested in obtaining
9Jt. (0)l
90 99 + (1-oj^ )
91n(1-A^)
90
For this we first note the elements of 9D^/90 are given by
(A7.4)
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9Di 1 oo exp [\p (ui) ] .
— OO
'
v .-(c 1-u ,)(c 1-2c 2u .) ^
* X .93 i _ Bi J • 2 dUi J
v.-(c1-u.)(c1-2c2ui)
2 B.9a i
(C O <C,-U )
e x p ( u i)] 2 du. +l
— V  .1 -J
" v V
---- 2 dUi (A7.5)
9c
9c
i _ _ _1_ 
B.
i _  _ 1 _ 
B.
(CO V  - (c -u )(—u .) r
exp (uj ] 2 dui du. +l' —oo V  . 1 -
2 -i
(CO <c -u )u r (
expty(ui)] ------ -i--- du.2 l dui + - —
L v .l —
vi-(Cj-Ui)(—ui)
1 l' i „ 
— 2----  dUi
and
9D. z .l l (C O (c -u )exp (ui) ] - 2 dh du^ +
L- V  .1 —1
<cr ui>
---- 2 dUi
We can also show that the elements of 9 ln(l-A^)/90 are given by
9ln(1-A )
93 1-A, —  exp [\|i (x^3) ]i
C . rco 1 exp[\|> (u^) ]
v .-(c 1-u .)(c 1-2c 2U.)
du_^ >du^
91n(l-A )
9a' 1-A, i >>-x'3
exp [ip (u ) ]
(C -u )
---- 2 dUil'dUi
C rooi exp [x|i (u. ) ] (cr ui>— —  dui dui (A7.6)
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3 l n ( 1 - A .)_________l
3c, 1-A. - x !  3l
e x p  [ip (u ) ] v r !c r u i> <_ui ) d u . r a u . 
11 i
P  r oo 
i e x p  [if; (u^)  ] v f  <cr u i ) ( _ u i> du_  ^>du^
3 l n ( l - A  ) 
3c 1-A. i  ; - x !  3i
ex p  ( u j  ]
(c - u . ) u .
--------- \ — -  du.  Mu.
2 i l l
C . c°°i ex p  [ip (u i ) ]
(c - u . ) u .
--------- -— -  du .  J-du.2 i l l
an d
3 1 n ( l - A  )
1-A, i  ' - x ^ 3
exp[ip (u.  ) ]
<c - u  )
-------------  du .  Mu.2 i  I i
f°° ( <ci_ui ) i
e x p ( u . ) ]  l 2 dUi  K) —oo >■ J
Vi  J
02 = ( c l f c 2
a n d A. = F.  1 1 U s i n g  t h e s e
r e s u l t s ,  an d  (A7.5)  a n d  (A7 .6 )  i n  ( A 7 . 4 ) ,  we may show t h a t  a t  0^ = 0 , 
we h a v e
3£± (0) X  . u . 
1  1
( 1 - u k ) x  .E [u . ]l  l
33 2_ 0
1 - F . Fil 2ö
i
C
D■H
o?CD
1
2-iu .l ( 1 - u k )
r -  * 2 - 1
i  E [ u i  1
2 ~ wi . 2  + 4 1 -F .  1 2 ' ^3a 2a 2a i [_ 2a 2a
r- 3n *  *  *3 —
3Jt. (0)l Ui  Ui (1—U K ) E [ u . ] E [u . ]l  l
3c Ui 2 _ 4 1-F .  Fi 2 41 a 3a _ l _ a 3a
(A7.7)
3fc. (6)l
4-
3 Ui
4 + 44a
d - ü ) i )
1—F.  Fil
*4 -
3 EtUi  1
4 + „ 4
214
and
3£. (0)l
2 1z . u .l i
7~2 * zi 7
(1—l O  
1-F.
*2 -z. E[u. ]l l
„ 2 + Zi „ 4
where E[u_^  ] is given in (A7.2).
We obtain d2 by adding, in turn, 3£^(0)/3c^ , 3£_^ (0)/3c 2 and
3£^(0)/3a from i = 1 to N ; using = ok = ... = oj = 1 and 2 M
WM+1 = WM+2 = * * 
~ 2 ~ 2
= 0 ; and evaluating the resulting quantities at
3 = 3  and G = G . We have also used
* jE[u. ] evaluated atl
~ ~2
u. =y. - x !3 , u.. toi i l 13
„ ~ 2 ~2denote the value 
~
of 3 = 3 and g = g ,
F^ = F(x ^3,ct ) and f^ = f(x^3,o ) [see (A7.1) and (A7.3)].
To compute I we proceed as follows. We first obtain the matrix 
[3£^ (0)/30] [3£_^  (0) / 3 0 ] ' noting that, for all i , u)^(I-o k ) = 0 and hence 
terms involving m^(l-u)^) may be set equal to zero. We then take 
expectations. For this we note that, under Hq : c^ = c^ = 0 , a = 0 , 
we have
Etm.u-?] = E [u? I tu. = l]Pr[w. = 1] + O.Pr[w. = 0]l i  l 1 i l l
= E[u?|u. > -x!3]F.l 1 l l l
= E[u*I,]Fi (A7.8)
where E[u_^J] is given in (A7.2). We also have E[a}_^ ] = F_^  .
computing ^_^E[{3£^ (0)/30}{3£.. (0)/90}'] , and replacing 3 and
After 
2
~2respectively by 3 and o we obtain I as given in the text. For 
example, to get b ^  , we first obtain, using the first equation in (A7.7),
23£i(0) 3£i (0)
33 33
2 2 0) . u .. 1 i= x . x ! --—  + x . x !l i  4 l i (1-Fi)
o *
i 2 E tUi]
— 2 - X -
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2 2We note go. =  go . and ( 1 - go.) =  1 - go. , and that [using (A7.8)]l i  l l
2 * 2E [ go.u .] =  E[u. ] F . and E [ 1—go . ] = 1 - F. . It follows thatl i  l i  l l
3S<i (0) 'i j-aJt (9) 1
33 33
*9 9 9 *F.E[u. ] FT E [u.]. 1 1  , i 1x.x! ---- ---- + x.x! g— ----- -—1 1  4 1 1  1-F. 4a l a
2 ~  ~2Adding from i = 1 to N # and setting 3 and a equal to 3 and a ,
*2 2 * 4  ~i.e., replacing E [u^  ] , F_^ , E [u^ ] and a respectively by u^  • F^ /
~2 ~4u^ and a , we obtain
b ^  = ^xix^ [F'i{ui2 /a4} + {F^/(l-F.)}{u^/54}]
as given in the text.
Q.E.D.
Note : The proof to obtain L M ™  is easily carried out from the
Nil ( In u l 'J)
results stated in the above proposition. For the truncated model we have
£^(0) = ip (u^ ) - In Ch , so the derivations for the LM statistic become
much simpler.
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C H A P T E R  8
Tests For Non- nested Hypotheses*
Statistics are like alienists - they 
will testify for either side.
Fiorello La Guardia
8.1 Introduction
Economic theory provides information regarding the range of
variables that enter into a economic relationship, but it is especially
weak with regard to exactly which variables should be retained in a
regression equation and the specific nature of the relation. For a long
2period of time, applied econometricians mostly relied on R , the
-2multiple correlation coefficient or Theil's (1961, p.213) R , the 
adjusted multiple correlation coefficient for selecting a model from a
number of competing linear models with the same dependent variable.
-2Pesaran (1974, p.153) demonstrated that R criterion "does not guarantee 
us against the high probability of choosing a non-true model". In the
literature several other disc'Lminat'lon criteria* 1 such as Mallow's (1973)
C (based on the mean square prediction error), Amemiya's (1980) prediction
* Sections 2 and 3 have been taken from Bera and McAleer (1982b).
Sections 4 and 5 and Section 6 are based on McAleer and Bera (1982) and 
Bera and McAleer (1982c) respectively.
1 By using a discrimination criterion, in most cases, we will end up in 
choosing one model whereas non-nested hypotheses testing may lead to 
(acceptance or) rejection of all the competing models.
217
criterion (PC) , Akaike1s (1973, 1974) information criterion (AIC) and 
Sawa's (1978) information criterion (BIC) have been suggested [for 
details see Judge et al. (1980, ch.ll) and Sawyer (1980, ch.3)]. However, 
these criteria have several drawbacks. Firstly, it is always implicitly 
assumed that the true model is one of those under consideration. This 
requirement is "unlikely to be satisfied in practice" [see Pesaran (1974, 
p.154)]. Secondly, these criteria do not take account of the essential 
features of the competing models. Finally, the significance level 
associated with these criteria can be very high, for instance, for AIC 
the significance level can vary from .16 to .30 which is much higher than 
the normally acceptable level of .05 or .10 [see Judge et al. (1980, p.424)]. 
These problems are not present in Pesaran's (1974) adaptation of the 
modified likelihood ratio (LR) test of Cox (1961, 1962) to regression 
models. There are two essential differences between the Cox's non-nested 
hypotheses testing approach and the discrimination criteria mentioned 
above. First, we can make a probabilistic statement regarding model 
selection in non-nested hypothesis testing [see Amemiya (1980, p.351)]. 
Second, while testing a (null) model, the alternatives are considered 
explicitly in the sense that the ability of the null model to predict the 
consequences of false alternatives is evaluated in the Cox test [see 
Pagan (1981, p.38)].
After the appearance of Pesaran's paper in 1974, substantial 
contributions have been made in developing a number of tests (mainly by 
modifying the Cox test) for non-nested regression models; for example, see 
Pesaran and Deaton (1978), Sawyer (1980), Davidson and MacKinnon (1981c), 
Fisher and McAleer (1981), Dastoor (1982), Godfrey and Pesaran (1983) and 
MacKinnon (1983). However, the theoretical advances have led to only a
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few applications in empirical studies. The reticence on the part of 
the econometric profession to use the available tests may stem, in part, 
from the following factors. First, most of the available tests are 
valid only asymptotically. Although some exact tests are also available, 
the relationship between exact and asymptotic tests is not always 
transparent, and it is sometimes unclear when exact tests may be applied.
As the actual and nominal type I errors for asymptotic tests may differ 
substantially when the sample size is small, whereas exact tests have 
known finite sample null distribution, it is important to examine the 
conditions under which exact tests apply. Second, different tests, 
whether exact or not, may have different powers against local alternatives 
and it is not known, in general, which exact tests maximize local power. 
Third, virtually all of the research has concentrated upon models with 
disturbances which satisfy the ideal conditions. Since departures from 
the ideal conditions arise frequently in practical applications, it 
should prove useful to develop a procedure for testing general forms of 
non-nested models. Pesaran (1974) derived a test of non-nested models 
where the disturbances of each model follow a first-order autoregressive 
scheme. Unfortunately, Pesaran's test is not only complicated, but also 
may not be readily extended to take account of higher-order autoregressive 
processes. In view of this drawback, it is hardly surprising that 
Pesaran's test has not proved a popular device for testing non-nested 
models subject to even a simple autoregressive error process. Fourth, 
most of the existing non-nested hypotheses testing procedures consider the 
case where the competing models have the same dependent variable.
However, there are situations where the dependent variables of different 
models are not exactly the same, for example linear and log-linear models.
The purpose of this chapter is to investigate the issues addressed above.
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The plan of this chapter is as follows. Finite sample relations 
among alternative asymptotic tests are given in Section 2. Necessary 
and sufficient conditions for exact tests to achieve maximum power against 
local alternatives are presented in Section 3 in an attempt to determine 
an optimal class of test procedures. An example is given to show that 
exact tests are available even when instrumental variable estimation is 
used, and that not all exact tests achieve maximum local power. The 
conditions under which tests based on artificial linear regressions are 
asymptotically equivalent to the Cox test are also examined. In Section 
4, we present straightforward procedures for testing non-nested models 
under some general error specification such as non-sphericality or 
truncated normality of the disturbance term. Tests for non-nested models 
simultaneously with tests for departures from normality and sphericality 
are developed in Section 5. In Section 6, we discuss the tests for 
linear and log-linear models and some other related problems. The 
chapter is concluded with some suggestions for future research in Section 7.
8.2 F in i t e  Sample Relat ions among A l te rn a t iv e  Tests
The two non-nested linear models will be designated as H and H,o 1
It is desired to test the null model, H say, against the alternativeo
model H, , when H and Hn are given as' 1 o 1
H : y = X$ + u o o
: y = Zy + u^
2u ^ N (0,la ) o o
2u ^ N (0, la )
(8 .1)
(8 .2)
2 For clarity we use slightly different notations in this chapter.
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in which y is an N x 1 vector of observations on the dependent 
variable, X and Z are N x k and N x g matrices of N observations 
on k and g linearly independent exogenous regressors, (3 and y are 
k x 1 and g x l vectors of unknown parameters, and u^ and u^ are 
N x 1 vectors of disturbances. We make the following additional 
assumptions:
Assumption 1. The exogenous x and z are fixed in repeated samples,
Assumption 2. If the span of a matrix is denoted by M (.)  ^ then 
M(x) and M(z) are inclined (i.e.3 not orthogonal) 
and the dimension of their intersection3 M(x) fl M(z) 
is strictly less than min(k,g) .
Assumption 3. The limits of N ^x'x N ^z'z and n '"x 'z exist3 
with the first two positive definite and the third 
non-zero.
Denoting 0' o (3',g ) and 0' o 1 (y',a_) , the Cox test of H1 o
is based upon the statistic
in which
(£ -£ ) - N[plim N 1(£ -£ )] -o 1 o o 1 0 =0o o
(8.3)
- ?N In 2tt - -jN In a - iN o ,l
is the maximized log-likelihood function under H, , and plim denotest o
probability limit under . The circumflex denotes maximum likelihood
-2 -1 -1 estimate, in which case Gq = N y'(I-P)y , P = X(X'X) X' ,
-2 -1 -1G1 = N y'(I-Q)y and Q = Z(Z'Z) Z' . The Atkinson (1970) variation of 
the Cox test of H is based upon
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(Vho> - N [piling-1 (£o-£lo)]e =g
o o (8.4)
in which
2 “I * 9
Z = - iN In 2tt - iN In o.^ - *N {N y' (I-QP) ' (I-QP)y}/alo
~ 2 - 2 -1 - 2 and g, = o  + N y'P(I-Q)Py is a consistent estimate of plim on l o o  o 1
under H , while OPy is an unbiased estimate of Oy under H . The o o
second terms in (8.3) and (8.4) are asymptotically equivalent under .
'-2 -2 -1 2 Since, in addition, plim^c^ = plim^G^ = plim^N y'(I-QP)'(I-QP)y = G ^  ,
it follows that and TAq are asymptotically equivalent [for further
details, see Fisher and McAleer (1981)]. The important point to note
in the preceding discussion is that both the Cox and Atkinson tests modify
a likelihood ratio by subtracting its asymptotic expectation under the
qnull model . Another possibility is the following modification
‘V V  - N tp iirvT hvV h -so o
(8.5)
where is the calculated value of the likelihood function under
~  ^2when 0^  is replaced by (y '/G^0) As we shall see in the next section,
we restrict our analysis to estimates y of y which are linear in y
In this connection mention should be made of a discrimination criterion 
suggested by Bayesian econometricians which compares the "average" 
likelihood functions. Under "symmetric" loss structure it chooses HQ 
if the following ratio of the posterior probabilities is greater than 1:
p(Hjy) p(HQ) Jp(6o)p(y| 0o)d9o 
P(H~|y) ” P(H1)jp(01)p(y|01)d01
where P(Ht) * p(©t) anc^  P(yj9t) are respectively the posterior odds
associated with H^_ , prior probabilities for 0^_ and the likelihood
function under Ht (t=o,l) [see e.g., Zellner (1971, p.297)]. As with
any other Bayesian procedure, the main difficulty of this criterion is 
that it requires the knowledge of the prior distributions.
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The Cox test was adapted to the econometric literature by Pesaran
(1974) for linear regression models, and by Pesaran and Deaton (1978) for
non-linear systems of equations. The test may be modified using
Atkinson's suggestion of evaluating the entire statistic under the
tested hypothesis. Denoting consistent estimate of the asymptotic
variance of TA as V , the Atkinson test, namely NA = TA / (V )T , o o o o o
is distributed approximately as N(0,1) in large samples. Fisher and 
McAleer (1981) show that NA^ may be written as
NA
iN(a^-G^ ) + iy'(I-P)Q(I-P)y 1 lo
ao(y'PQ(I-P)QPy} *
which is equivalent to
NAq = - y'PQ(I-P)y/[Go{y'PQ(I-P)QPy} ] (8 .6)
Apart from g q , NAq may be calculated from the artificial regression
y = X6 + otQPy + u (8.7)
The t-ratio for the ordinary least squares (OLS) estimate of a in 
(8.7), namely
Ä it(a) = y 'PQ(I-P)y/[a{y'PQ(I - P ) Q P y ]
0 — 1 oin which a = (N-k-1) [y'(I-P)y - (y'PQ(I-P)y} /{y'PQ(I-P)QPy}] is
the estimated error variance from (8.7), is asymptotically equivalent to
-2 -2 2NA . This result follows from the fact that plim ö = plim a = a o o o o o
In the remainder of this section and the next, we will concentrate upon 
asymptotic approximations to the Cox test based upon artificial regressions 
such as the one given in (8.7).
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Three simple asymptotic tests namely, J , P and C tests have
been developed by Davidson and MacKinnon (1981c) for pairwise comparison
of non-nested models. In the linear case, the large sample J and P
tests are identical, while it is suggested that the J test is preferred
to the C tests. We shall provide below the finite sample relations
between the J and C tests. The sample means of y under H ando
are given by Py = Xß and Qy = Zy , respectively, and the J test 
is the t-ratio for the OLS estimate of a in the artificial regression
y = (l-a)Xß + ctQy + u . (8.8)
A two-tailed test of a = 0 in (8.8) is a test of H , whereas a test ofo
is performed by testing X = 0 in the artificial regression
y = (l-X)Zy + XPy + u . (8.9)
If Py is substituted for Xß in (8.8), we have the C test of
H , namely the test of a = 0 in o
y = (l-a)Py + aQy + u , or (I-P)y = a(Q-P)y + u . (8.10)
Davidson and MacKinnon (1981c ,p.783) recommend the C test as a preliminary
test of Hq because asymptotically it "... has variance less than unity
under H " . The fact that the C test is undersized (i.e., the actual o
size of the test is less than its nominal size) when both a and the error
variance are estimated by maximum likelihood methods may be shown easily
without resorting to asymptotic approximations. Denoting the large sample
tests of a = 0 (i.e., the t-ratios based upon maximum likelihood
estimation) from (8.8) and (8.10) as t(a ) and t(a ) , respectively,J c
it follows that
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and
t2(a ) = {y'Q(I-P)y}2/[a2{y'Q(I-P)Qy}] J J
t2(Sc) = {y'g(i-P)y}2/[S2{y'(Q-P)2y}]
where a2 = N 1 [y'(I-P)y - {y'Q(X-P)y}2/{y'Q(I-P)Qy}]J
and 2 - 1  2 2 a_ = N [y'(I-P)y - (y'Q(I-P)y} /{y'(Q-P) y}] are the maximum
likelihood estimates of the error variances from (8.8) and (8.10)
2respectively. Since y'(Q-P) y - y'Q(I-P)Qy = y '(I-Q)P(I-Q)y is 
strictly positive (even asymptotically) when is not fitting perfectly
A 2 A 2and when Assumption 2 holds, it follows that a > a , and henceC J
t2 (ctj) > t2(ac) (8 .11)
It should be noted that there are two inherent problems with the C
test. First, the formula for the variance of is incorrect. Second,
the estimated error variance used in calculating the t-ratio for a is
inappropriate for finite samples. When the two tests are calculated
A 2 A 2from a least squares package, the denominators of a and a becomeJ C
(N-k-1) and (N-l) respectively, whence the J and C tests are given
by t(a ) and t(a ) . The relationships between the tests based uponJ c
2 __ 2 Amaximum likelihood and least squares procedures are Nt (a ) = (N-k-1) z (a )J J
2 - -2 -and Nt (ac) = (N-l)t (a^ ,) , so that the inequality between the J and
C tests may be written as
(N-l)t2(a ) > (N-k-1)t2(a ) .J U (8 .12)
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Strictly speaking, there should be (N-k-1) degrees of freedom for
t(a ) , as well as for t(a ) , since k degrees of freedom are lostC J
in estimating 3 to obtain (8.10) from (8.8). The inequality given by
(8.12) refers solely to the t-ratio obtained from OLS estimation of
(8.8) and (8.10). In spite of inequality (8.11), when k is large
relative to N and OLS estimation is used, it is clear that t(a ) mayJ
be exceeded by t(ac) .
Under Hq , Py is distributed independently of (I-P)y , the
vector of residuals obtained from least squares estimation of (8.1). It
is noteworthy that Qy is not distributed independently of (I-P)y .
Therefore, the J test is not an exact test for H when there is moreo
than one column in Z that is linearly independent of M(X) . However,
when Z contains only one column that is linearly independent of M(X)
(e.g., when there is one regressor in H that is not in H ) , the J1 o
test of Hq does have the exact t distribution in small samples [see, 
Davidson and MacKinnon (1981c ,p .784)]. Following Atkinson (1970), it is 
argued by Fisher and McAleer (1981 p.109) that it may be more sensible
to evaluate the entire statistic under . Thus, replacing Qy in (8.8)
with QPy , as in (8.7), leads to
y = (l-a)Xß + cxQPy + u (8.13)
in which the test of a = 0 is a test of H . The JA test is theo
t-ratio for the OLS estimate of a in (8.13). The vector QPy is
distributed independently of the residuals under Hq because QPy and 
(I-P)y are both normal with zero covariance. Hence, the JA test of 
H^ has the t-distribution with (N-k-1) degrees of freedom, a result 
which follows directly from the work of Milliken and Graybill (1970). If
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the true spirit of the Cox test is to be observed, the roles of the null 
and the alternative should be reversed. Thus, the JA test of ,
which is the t-ratio for the OLS estimate of X in
y = (l-X)Zy + XPQy + u (8.14)
has the t-distribution with (N-g-1) degrees of freedom.
The JA test has been extended by McAleer (1983) to test a linear 
null model against several non-nested, non-linear alternatives simulta­
neously. The resulting test statistic has a central F-distribution under 
the null but not a non-central F-distribution when the null is false. 
Pesaran (1982a) has shown that the JA and J tests have equal power in 
large samples when is tested against local alternatives and k > g .
However, little is known of power considerations in the more interesting 
case of fixed alternatives, or when k < g .
8.3 Exact Tests with Maximum Local Power
The exact nature of various tests refers to the probability of 
committing a type I error only. It is clear that substituting any 
estimator of the form y = VPy for y in
y = (l-a)Xß + aZy + u (8.15)
where V is a fixed g x n matrix of rank g , will lead to an exact
test of H since ZVPy is distributed independently of (I-P)y .o
However, an analysis of the properties of alternative tests would not be 
complete without a discussion of their relative powers. For cases in 
which the dimension of the tested model is not exceeded by that of the 
alternative, Pesaran (1982b) has examined the local power of tests of
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non-nested models. The conditions under which a test of H basedo
on an artificial linear regression such as (8.15) has maximum power against 
local alternatives, in addition to being consistent and asymptotically 
distributed as unit normal, are stated by Pesaran (1982a). The conditions 
are presented below for exact tests, assuming that k > g :
Condition 1.
Condition 2. 
Condition 3. 
Condition 4.
plim^CVPu^) = 0 under H^(t = o,l) .
lim(vx) = Dq , where Dq is finite and non-zero.
lim(VPZ) = , where D is a positive definite matrix.
Under local alternatives 3 b^ lim(VPZ)y = b2y / in which 
b and b^ are constants.
Conditions 1-3 are essentially a restatement of those given in 
Pesaran (1982a), but with due consideration for exact tests. The four 
conditions stated are necessary and sufficient for an exact test to be 
consistent, asymptotically N(0,1) under , and to maximize local
power. Condition 4 arises as a consequence of the Cauchy-Schwarz 
inequality [see e.g., Rao (1973, p.54)], and effectively requires that the 
limit of VPZ be proportional to an identity matrix.
It should be noted that there are many matrices V which will 
satisfy the four conditions stated above. However, by relating the tests 
based upon artificial regressions to the Cox test in a systematic manner, 
we can restrict the possibilities considerably. If we require tests based 
upon (8.15) to be asymptotically equivalent to the Cox test based upon 
(8.5), it can be shown that there are only two possibilities for V . This
may be shown as follows. On the basis of (8.5), the likelihood function
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A*1 «2 ~ *for evaluated at (y ,a ) • where y = VPy , is given by
£* = - In 2it - iN In - iN{N_1y ' (I-ZVP) ' (I-ZVP)y}/a^Q .
-1 2Since it is required that plim^N y'(I-ZVP)'(I-ZVP)y = , which is
equivalent to requiring lim N X'(I-ZVP)'(I-ZVP)X = lim N ^X'(I-Q)X , 
we must have either ZV = Q or ZV = QP . But both of these possibilities 
simply lead to the JA test considered previously, and which is known to 
be asymptotically equivalent to the Cox test. Thus, requiring tests based 
upon artificial regressions to be asymptotically Cox tests, reduces the 
possibilities for the matrix V . In particular, it rules out several 
forms considered by Pesaran (1982a), such as ZV = QPQ .
In the remainder of this section we will assume that only the four 
conditions stated are required to be met. It is easy to show that exact 
tests are available for even when Z is not independent of u^ .
In this case, a set of instruments given by the matrix W of rank h (>g) 
may be used for consistent estimation under . If Z is not
independent of u^ , the JA test of Hq will be exact regardless of 
whether OLS or instrumental variable (IV) estimation is used for .
This result holds because Z is independent of u q , even though it is 
not independent of u^ .
Notice that Assumption 2 does not require all the columns of X 
and Z to be linearly independent of each other. Therefore, Condition 1 
may not be satisfied under , although Conditions 2-4 are satisfied.
For instance, let X and Z be partitioned as [X^  : Z^ l and [Z^  : Z^ ] 
respectively, where X^ and Z^ are linearly independent. If neither 
Z^ nor Z^ is independent of u^ , Condition 1 does not hold. However,
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if is independent of u^ , Condition 1 is satisfied and hence the
power of the JA test of H is maximized whether OLS or IVo
estimation is used for . Since V equals (Z'Z) ^Z' and
(Z'SZ) ^Z'S for the JA test when OLS and IV estimation are used,
respectively, in which S = W(W'W) ^W' , then the limit of VPZ will be
proportional to an identity matrix. Thus, the JA test of H is noto
only exact, but in this case also attains maximum power against local 
alternatives whether OLS or IV estimation is used.
As a word of warning, however, it should be stressed that some exact
tests may not attain maximum local power. The "most general" form for V
is V = (Z'S^Z) ^ Z 'S 2 ' where and S^ are both projection matrices
derived from sets of instruments. It is clear that setting y in (8.15)
to (Z'S^Z) ^Z'S^Py does not alter the exactness of the test of Hq .
Special cases we have already examined are S^ = S^ = I and S^ = S^ ^ I .
Another possibility is when ^ case Condition 4 will
not be satisfied unless S,X = S^X = X . Since it has not been assumed1 2
that h > k or that the set of instruments for contains all the
columns of X , it follows that an exact test does not necessarily 
maximize power against local alternatives.
8.4 Test Procedures under a General Error Specification
To consider the consequences of departures from sphericality and 
normality, it will be convenient to rewrite the two models as
H : y . = x ! 3 + u . o 21 1 or
: y. = z!y + u ^
(8.16)
(8.17)
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in which x! and are the i-th rows of X and Z respectively,
2and i = 1,2,...,N . When the assumption u ^  ^ NID(0,a ) for t = o,l
and for all i is not satisfied, the available tests of non-nested 
models may not be valid. For example, when u  ^ is not normal, Pesaran's 
(1974) Cox test should be derived under the appropriate distribution, and 
the JA test of Fisher and McAleer (1981) will not have the exact t(N-k-l) 
distribution. A study of the robustness of various tests when the 
distributional assumptions on the disturbances are violated is beyond the 
scope of this study. Mention should be made of a recent Monte Carlo study 
by Godfrey and Pesaran (1983) which indicates that departures from non­
normality do not affect the size and power of a test appreciably. However, 
no evidence is yet available of the effects of serial correlation and 
heteroscedasticity on testing linear or non-linear non-nested models.
Pesaran (1974) derived the Cox test for when u . follows at ti
first-order autoregressive process, namely
ti p , u, .t ti-1 ti e ± ~ NID(0,o )
for t = o,l and i = 2,3,...,N . As mentioned previously, the 
resulting test has not been used in applied work owing to its computational 
complexity. A more straightforward procedure is to apply the tests such 
as Cox , J and JA to the transformed models
Ho : yi = poyi-l + (xi-poxi-l>,ß + £oi - eoi ^ NID(0'ao>
H1 : yi = P 1Yi_1 + (2i~Pizi_i) 'Y + e-Li r eli ^ NID(0,a1)
for i = 2,3,...,N . Since H and H, are now non-linear in theo 1
(8.18)
(8.19)
parameters, the Cox test may be calculated using the methods suggested by
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Pesaran and Deaton (1978). It would be somewhat more straightforward 
to use the non-linear versions of the J test, or the JA test. Owing
to the inherent non-linearities in equations (8.18) and (8.19), as well
as the presence of a lagged dependent variable, the JA test of and
will not have an exact finite sample distribution, although it may 
still perform better than the J test with regard to the level of 
significance. However, without further study it is difficult to say 
anything about the relative powers of the tests of a non-linear model 
against a fixed non-linear alternative.
A popular approach to testing models such as (8.18) and (8.19) is 
to nest the competing specifications in a more general comprehensive model 
and to test whether the relevant special cases are supported by the data.
The artificial model obtained from combining the likelihood functions of 
(8.18) and (8.19) exponentially [see e.g., Quandt (1974)] is
y± = d-a) [pQy^p + '&] + a [p1yi_1 + (zi-p1zi_1)'y] + ei (8.20)
in which a is the nesting parameter and satisfies the ideal
conditions. If the deterministic components of the two models (8.16) and 
(8.17) had been nested in the artificial model
y^ = (1-X)x^3 + Xz^y + u^ (8.21)
without explicit recognition of the properties of u^^ and u  ^ , the 
situation would be altered considerably. While it is clear that the 
properties of the disturbance term u^ in the artificial model (8.21) are 
not independent of the properties of u ^  and u^. , it is not entirely
clear what are the properties of u_^ in (8.21), except under Hq : X = 0 
and : X = 1 .
232
The purpose of constructing the comprehensive model (8.20) is
to test the two hypotheses Hq : a = 0 and H : a = 1 . The term
[p^y^_^ + (z p ) * Y] may be replaced by any consistent estimator of
its components when H is true. Possible candidates are y„. , theo li
predicted value of y^ from equation (8.19), and y r the predicted
value obtained from (8.19) when y^ is replaced by y , the predicted
value of y^ from equation (8.18). The J test uses y ^  , whereas
yn . is used by the JA test. Note that it is incorrect to use the loi
OLS prediction of y^ under if the model contains lagged dependent
variables. The J test of , for example, is the test of a = 0
in the artificial equation
y. = (l-a)[poy._1+ + ay^ + e. (8.22)
Note that the J test is not the test of X = 0 in
y^ = (l-A)x^ß + Ay^ + u_^  (8.23)
which is obtained by replacing z^y in (8.21) with y ^  , since u. in 
(8.23) is neither spherical nor follows a first-order autoregressive 
process.
The inherent non-linearity in (8.22) may prevent the testing of Ho
on commonly used computer packages. Most available packages provide
efficient estimates of p^ under H (t=o,l) . These estimates can be
used to obtain linear specifications that are asymptotically equivalent to
the non-linear forms given in (8.18) and (8.19). Thus, H in (8.18)o
may be rewritten in the form
Ho fi(yi - l ' V xi-l!0o) + Goi
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in which f.(.) = p y . . + (x.-px. _ ) ' 3 , and 6 ' = (p , 3 ' ) . An 1 O 1-1 1 O 1-1 o o
asymptotic expansion of f.(.) around 0'  = (p , 3 ' )  , a consistentl o o
estimate of 0 under H , permits (8.18) to be rewritten as o o
H' : y . = x!3 + P u . 1 - p x! n (3-3) + e . o 1 1 o oi-l o 1-1 oi (8.24)
where = ^i l ~ Xi-1^ * Similarly, (8.19) may be rewritten as
Hi : Y. zh  + piun-i - pizi-i(Y-Y> + eli (8.25)
Since and H| are asymptotically equivalent to Hq and
respectively, it is valid in large samples to test (8.18) and (8.19) by
testing (8.24) and (8.25). Thus, the J test of H , for example,o
is the t-ratio for the OLS estimate of a in
y. = x!3 + P u . . - p x! n (3-3) + ay . + e. 1 1 o oi-l o 1-1 Jli i (8.26)
or equivalently,
yi - P x! 3o l-l (xi-poxi-l),p + p u + ay . + £. o oi-l Jli 1
where y ^  is the same as in (8.22). If x_^  contains a lagged 
dependent variable, the procedure given in (8.26) is a direct application 
of Hatanaka's (1974) two-step estimator. Therefore, the vector product 
of anc  ^ e ji will converge to zero in probability as N approaches
infinity. The t-ratio for the estimate of a from (8.26) will be 
asymptotically distributed as N(0,1) under . Although the test
of a = 0 in (8.22) may be calculated on some non-linear computer 
packages, the linearized version of the test given in (8.26) has computa­
tional simplicity to commend it.
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The situation would be much altered if u . and u, . were0 1  li
independent but not identically distributed. Unless the actual form of
the heteroscedasticity were known, transformations of (8.16) and (8.17)
along the lines given above (i.e., in the case of known autoregressive
structures) would not be possible. Nevertheless, the J and JA tests of
H may be set up in the form of (8.23), wherein the form of heterosceda- o
sticity of u^ is unknown, if White's (1980b) heteroscedasticity-consistent 
variance estimate of a were to be used. Thus, it is entirely straight­
forward to test two non-nested linear models against each other in the 
presence of general forms of heteroscedasticity, since the J and JA 
tests require estimation only of an artificial linear regression model.
Modifications of and for any finite-order autoregressive
process is possible along the above lines. However, the approach cannot 
be applied to the case where the disturbances do not follow a normal 
distribution. Therefore, there is clearly a need to devise a general 
procedure to take account of the systematic components and the general forms 
of the disturbance structures of non-nested models simultaneously. One 
method of doing this is to transform the models in such a way that the 
various departures from the ideal conditions may be incorporated into the 
systematic parts of the models, so that the disturbances of the transformed 
models are normally, independently and identically distributed. In the 
remainder of this section we discuss test procedures when the disturbances 
are truncated normal.
Consider models (8.16) and (8.17) when u . and u,. are truncatedoi li
normal. In the context of testing linear and log-linear models, Aneuryn- 
Evans and Deaton (1980) derived Cox tests when one of the disturbances is
truncated normal. Unfortunately, the test statistics that were obtained
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are analytically complicated and computationally cumbersome. Here we 
derive a simple test using the "correction" suggested by Olsen (1980) to 
transform a model that is truncated to one that is not.
As an illustration, consider the truncated model with fixed 
regressors
T
Ho : yi x!3 + u . 1 oi (8.27)
where the density function of u is [see Amemiya (1973)]
★  ~  "“1 “"2 *  2 *  g (u . ) = [F . (2tt) 2a ] exp [-$o u . ] , - x! ß < u . <oi oi o o oi 1 oi
where
F . oi
x! ß
1 i - i  - 1 2[(2tt)^g ] exp[-ia r ] dr . o o' —00
It is easily seen that (see page 210)
E[u .] = a2 (f ./F .) oi o oi oi
and
*E[u . oi
* 2
-
a [1 - (x!S)f ,/F .]O 1 OI OI
* 9
[E(Uoi)]
where f ^ = [(2tt)2Oo] ^exp [-Ig^2 (x^8)2] . Following Olsen (1980, p.1817), 
(8.27) may be rewritten as
Y x ! 3 + 6 (f . 1 o oi /Foi}
*+ v .OI (8.28)
2 * * * for which 6 = c and v . = u . - 6 f . / F .  . While v . iso o oi oi o oi oi oi
heteroscedastic, its expectation is zero. Since f . and F . areoi oi
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functions of unknown parameters, they may be replaced by their consistent 
estimates f  ^ and , whereby an asymptotically equivalent version
of (8.28) would be
o x ! ß + 6 (f ./F . ) + v . 1 o oi oi oi
T'If is also truncated, it may be transformed into in a similar
way, so that after transformation the alternative model may be written as
Hf  : = zh  + V h i A i  + vii •
ip t piThe models Hq and may now be tested in a straightforward manner.
piFor example, the J test of Hq is equivalent to the test of a = 0 
in the artificial regression
y. = (l-a)x!3 + (l-a)S (f ./F .) + a{z!y + 5_ (f _ ./F_ .) } + v* . (8.29)1 1  O Ol Ol 1 1 ll ll 1
The disturbance term in (8.29) is clearly heteroscedastic, but its form 
is unknown. As in the case of (8.23) with a heteroscedastic disturbance, 
White's (1980b) heteroscedasticity-consistent variance estimate for the 
estimate of a in (8.29) would render the t-ratio for a an appropriate
ip I ip Itest of H . A  similar method would be used for testingo 1
8.5 Joint Tests under a General Error Specification
A basic requirement of non-nested procedures is that the models under 
consideration be well specified. This means that tests for normality and 
sphericality, for example, are to be performed prior to testing the non­
nested models themselves. An important, and frequently overlooked, aspect
of testing non-nested models in this manner is the effect of "pre-testing
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on the levels of significance and powers of the non-nested tests.
Therefore, it may be desirable to test the non-nested specifications 
jointly with departures from the classical assumptions on the disturbance 
terms. Such procedures will be particularly useful when there is a 
possibility of a non-normal disturbance term, since we are unable to take 
account of non-normality in a standard manner. Joint tests may be 
calculated easily by constructing an approximate model which incorporates 
the various departures from the ideal conditions into the systematic 
part of the model.
In the context of deriving Lagrange rrultiplier (LM) tests, Godfrey 
and Wickens (1981b) suggested a way of obtaining a local approximation to 
a given model with "non-standard" disturbance structure. Such approxima­
tions are referred to as "locally equivalent alternative" (LEA) models.
As an illustration, let us consider H in (8.16) with u . =  p u . . . + £ .  ,o oi Ho oi-l oi
2£ . a, NID(0,a ) for all i . An jl.EA to H may be written as oi o o
*Ho : Y. x ! ß + p u . n + e . i Ko oi-l oi (8.30)
in which u .oi I
I
*< H- 1 x^ß and ß is the OLS estimate
of ß under H .O The models
*Ho and H in (8.18) areo equivalent in
the following sense: (i) when oii0CL
*, H and H areo o identical, and
(ii) when p 'c, - 0 ' (3,P0)/3ß =
*3£ .l (ß,pQ )/3ß , where l . (ß,p ) and 1 o
■k
£ . (ß,pQ) are the log-density functions
*for H and H ,o o respectively
[for further details, see Godfrey and Wickens (1981b)]. It should be 
*noted that H can also be obtained from (8.24) by setting p = 0 , so o o
that u = u0 _^-^  • In a recent paper, Godfrey (1981) has shown that 
to test po = 0 for local alternatives, the LR test applied
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to H in (8.18) and the LM test applied to H in (8.30) have o o
almost equal power. Thus, for values of in the neighbourhood of
■k
zero, H in (8.18) and H may be regarded as locally equivalent, o o
Now let us consider (8.16) and (8.17) when u . = V p^.u^. . +  r . ,ti .L. Kt3 ti-3 ti 1=1
2e . % NID(0,ö _^) for t = o,l and all i . A locally equivalent form
of (8.16) may be written as
Ho : Yi = Xi + i P o Ä i - i + eoij=i
where u = y. - x!ß . A joint test of the null model can be performed oi l l
by testing a = pQl = p( 0 in
yi = xiB + t pojSoi-j + ayli + ei 1=1
where y^. is the predicted value of y_^  from (8.17) when u ^  follows 
a p -th order autoregressive process.
An attractive feature of this approach is that other departures
from the ideal conditions may be handled in an equally straightforward
manner. Consider the general form of the distribution of the disturbance
term, discussed in Chapter 6, for H of (8.16), where u . follows ano oi
autoregressive process of order p^ , namely
u . = y p .u . . + e . oi 03 01-3 01
and is independently distributed. The density of , say
g(e .) , is assumed to be a member of the Pearson family of distributions,
Thus, the density of is (see page 147)
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g(eoi) = exP ^  (£ )^ 1 exp[^(eoi)]deoi - 00 < £ . < 0OOl
where iMe .)01 [ (c -e .)/(c .-cne .+c 0e .)]d£ . . When c., = = 0 ,1 oi oi 1 oi 2 oi oi 1 2
g(£ .) reduces to a normal density with mean zero and variance c . .oi oi
Heteroscedasticity is introduced through coi It is assumed that
c . = h oi I *
■1=1
V .
a ju , where the elements of the q x 1 vector v. areo 1
fixed and measured around their means, and h(.) is a twice differentiable
2function, with h(0) Given these conditions, the disturbances for
Hq in (8.16) are now non-normal^ heteroseedastie and serially dependent. 
A simple local approximation to this complicated model may be written as 
[see equation (6.5)]
* *
Ho : yi = xi p .u . . + y c. r. . + u+ j!r°j“oi-j k=1
O
Ol L Y £ £l Ol£=1
(8.31)
\  + eoi (say) ’
m  which r = {-u ./(3o )} + 1 , r = {u ./(4a )} and a = N T u .li oi o 2i oi o o  ^ oii=l
The null model may be tested by a joint test of
H : a = Pol = Po2 Pop - cx “ c2 - 3/4 - ♦ - +2 - ... - ♦ = 0o o
(8.32)
in y^ = ri + a y ^  + Gi * Äs noted ky Godfrey and Wickens (1981b) , we
cannot apply the usual F statistic in this case. Let and F^
denote the standard F statistics to test
a = Pol = Po2 P = c1 = c2 - 3/4 = 0 and <|> = <|> = . . . = = 0 ,o qo
respectively. Then, under H in (8.32), the statistic (pQ+3)F^ + iq F2
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is asymptotically distributed as y with (p^+q^+3) degrees of 
freedom. It is clear that serial dependence, heteroscedasticity and 
non-normality separately can be obtained from (8.31) as special cases.
If the null is not rejected, classical regression analysis would 
follow for the underlying null model. However, if the null is rejected, 
it is not possible to infer whether the null is rejected because of the 
alternative non-nested model, or because of departures from the standard 
assumptions on the disturbances.
8.6 Testing and Discrimination of Linear and Log-linear Regression 
Models
Two different directions have been taken with regard to testing 
linear and log-linear models. Aneuryn-Evans and Deaton (1980) treat 
linear and log-linear specifications as inherently non-nested and base 
their testing procedures on the modified LR principle of Cox. This 
approach is an adaptation of the classical LR test and hence requires 
estimation under both the null and alternative models. The test 
statistics they obtained are very complicated. A different approach has 
been taken by Godfrey and Wickens (1981a) who base their tests on the data 
transformation of Box and Cox (1964). Although both the linear and 
log-linear variants may be tested by the LR method against the artificial 
compound model in which they are both nested, Godfrey and Wickens consider 
two approaches which effectively require estimation only under the null 
hypothesis. The first method is based on the LM principle. The 
resulting tests are asymptotically chi-squared statistics with one degree 
of freedom under the restrictive null hypothesis. A second approach 
appeals to the work of Andrews (1971) , whose Taylor-expansion of the 
transformed variables leads to an exact test of the null model.
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This section has several aims. In Subsection 8.6.1, we consider 
the effects of truncation on some existing test procedures. It turns 
out that the LM statistics for testing the log-linear model are unaffected 
by truncation, whereas the LM test of the linear model is affected, in 
different ways, by both symmetric and unsymmetric truncation. It is 
shown in Subsection 8.6.2 that when neither the linear nor log-linear model 
is rejected, choice between them may be based upon the difference between 
the two calculated LM statistics. In Subsection 8.6.3, we provide some 
new procedures for testing models in which the dependent variable is 
subjected to different (known) data transformations. Since these tests 
are based on artificial regressions which use some prior information on the 
specific form of the alternative model, their power properties might be 
expected to differ from those of the LM tests already mentioned. When 
the null model is linear in parameters, these new tests have the advantage 
of being exact. In addition, the tests are conceptually straightforward 
and easy to calculate.
8.6.1 Effects of truncation on some existing test -procedures
Consider the following two non-nested specifications
Ho
*
H1
f . (x . , 3) + u .1 1  Ol
gi (zi,Y) + Uli
(8.33)
(8.34)
*in which y. is a one-to-one known transformation of y. , f. and g.i l i ^ i
are known (possibly) non-linear functions with arguments (x_^ ,3) and 
(z^,y) , respectively, in which the vectors of explanatory variables x^
and are exogenous and the vectors of unknown coefficients 3 and y
24 2 -
are identifiable under and respectively. Following Aneuryn-
Evans and Deaton (1980, p.276), we assume that
u . 'v NID (0,u ) .oi o (8.35)
Different transformations on y^ (to obtain y_^ ) impose some restrictions
*on the possible range of values of y^ . For example, if y_^  = In y^ ,
2y^ must be restricted to be positive so that u ^  cannot be NID(0,ö -^) .
Aneuryn-Evans and Deaton (1980, pp.276-277) consider symmetric truncation 
*for u,. when y . = In y . , in which case the dehsity function for u,.li l l li
can be written as
tt (u ^) = a (m)p (u , c^) , |ul i | < ma1
u . . > ma.l i 1 1
(8.36)
2 2 where p(u^,a ) is the probability density function (PDF) of an N(0,o )
variate and a(m) is given by
i-vm
a (m) (2tt) 2exp [-i^2] d^
-m
-1
(8.37)
For "large" values of m , a(m) in (8.37) will be close to unity and
2tt (u^) in (8.36) will be approximately N(0,a^) .
The approach adopted by Godfrey and Wickens (1981a) is to nest two 
special forms of (8.33) and (8.34), namely
H : In y. = 3 + T 3- In x . . + u .° ^ L 3 13 01 (8.38)j=l
k
Y + \o u j=iHi : y i
Y .x . . + u n .3 i] li (8.39)
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within the Box-Cox framework4' 5
y i (X) 3 +
kI
j=i
3jx j^ (^) +  u , (8.40)
in which
v (A) = (v^-l)/A , A ^ 0
= In v. , A = 0l
and ß = yj (j>0) in (8.40) when A = 1 . If the effects of truncating
2u are small, the u_^  in (8.40) will be NID(0,o ) . The LM tests
of Godfrey and Wickens (1981a) are based on LM(WOE) discussed in
Chapter 4 and are obtained by regressing the unit element on the partial
derivatives of the log-likelihood function of (8.40) with respect to 
2(3/0 ,A) evaluated at the restricted estimates under the respective null
models H : A = 0 and : A = 1 for testing H and H, respectively,o 1 o 1
The LM statistics are simply the sample size times the respective 
coefficient of multiple determination from the artificial regression with 
the unit element as the "dependent variable" and the partial derivatives 
as the "independent variables".
It is observed by Godfrey and Wickens (1981a, p.491) that the LM 
statistic is unaffected by symmetv'ic truncation of u in (8.39). Their
observation was based on the fact that using the truncated PDF ir (u ) in
For notational convenience we are not making any distinction between
the 3j's under the hypothesis 
hypothesis [the Box-Cox model in
and the 3•'s under the maintainedo
(8.40)].
For simplicity it will be assumed that A 6 [0,°°) . This implies under
Ho (A=0) , the parameter value lies at the boundary of the parameters
space. However, this does not cause any problem for the LM test for H 
to be valid [see Moran (1971) and Chant (1974)].
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(8.36) simply adds the known constant In a(m) to the log-likelihood 
function for one observation. The log-likelihood function with truncated 
PDF is
£ (ß,G2, A) I  £ . (3,ü2,A)
i=l
where
£^(3,ö 2,A) = - h In 2tt - £ log a2 + (A—1) In y_^
1 v 2----- (y. (X) - 3 ~ / 3 .x. . (A) } +ln a(m,A). (8.41)
2a 1 ° j=l 3 13
If we consider symmetric truncation as in (8.36) and (8.37), we have
a(m,A)
rm/A
-m/A
-1
(8.42)
where
cf>U) = ( 2tt) 2 exp [ - 2 £ 2 ] .
Notice that (8.42) contains distributions corresponding to H : A = 0 and 
: A = 1 as special cases, whereas the use of (8.37) does not. The 
effects of truncation can be evaluated from
3 In a
3Ä
~rm/A
' -m/A
a " ' m / A r - m / A  —0
=  — rv ------
3 A
< M € ) d £  -
'  —(X> J
< M S ) d U )
—00
= - a . [- (m/A2) <j) (m/A) - (m/A2) <j> (-m/A) ]
2 am , .= — 5—  • <j> (m/A)
A
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in which a = a(m,A) . It is easily seen that
lim 3 In a3Ä
2m (}) (m)
$ (m) (-m) (8.43)
and
t . 3 In alim — —   = 0
A-M3+ 3A
in which $(m) (f)(^ )d^  • This shows that the LM test statistic for
the log-linear model (8.38) will not be affected by symmetric truncation. 
However, for the linear model the "regressor" 3£_^/3A is not the same as 
in Godfrey and Wickens (1981a) because we have to add the constant term 
2m <j) (m)/{$ (m)-$ (-m) } to it. Since the artificial regression equations 
used to calculate the LM test statistics do not include an intercept, 
the coefficient of multiple determination with the above modification will 
be different. As a result, the LM statistic for the linear model will 
be affected.
An alternative form of truncation mentioned, but not analyzed, by 
Aneuryn-Evans and Deaton (1980) is that of Amemiya (1973). In this case, 
a in (8.42) is rewritten as
a (3 »er, A)
_ -x|3/Aa
-1
in which x^ß = ßQ + £ ^jXij ' is stra -^9^ lt^orwar(  ^to show that
~"~ 3A"~  =  a * (xi S / x 2 a > • « M - ^ ß / A a )
3 In a a . (-X /Act) • cj)(-x^3/Aa)33
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and
9 A n- a- =  a  . ( x ! 3/ X a 2 ) . 4» (“ X ! $ / A a )  .3a i i
The above derivatives tend to zero as A -> 0+ . When A = 1 , the 
partial derivatives are all non-zero quantities. Therefore, the regressors, 
namely 3£^/3A , 3£.V3 3 and 3^/30 , will be different for the truncated 
model, so that a different LM statistic will be obtained. However, when 
x!3 is large compared to o , all these derivatives will be negligible 
and hence the effects of truncation will be small.
8.6.2 A discrimination criterion based on LM statistics
An especially simple criterion for discriminating between Hq and
is the Sargan's (1964) criterion which is based on the difference between
maximized log-likelihoods. If jL - £ is the log of the likelihood1 o
ratio , H, is chosen if the difference is positive and H if it is 1 o
negative. An alternative approach may be based upon the calculated values
of the LM statistics under both H and H, . Denote by LM ando 1 o
LM, the LM statistics for H and H, respectively. Let 1 o 1
2 k+30 = (3,a ,A) ( 0 c l  . The equality between the LM and LR 
statistics in large samples, and for local alternatives, permits us to 
write
LM = LR = 2 [ sup £ (0) - sup £ (0) ]
° ° 0 01A=0
and
LM = LR = 2[sup £(0) - sup £(0)]
1 1 0 0 1 A=1
where = denotes asymptotic equivalence. Thus, in large samples, the
difference between the LM statistics is
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LM - LM = 2[ sup £(0) - sup £(0)] . (8.44)
1 ° 0|X=0 0|X=1
The model selection criterion implicit in (8.44) is that when LM^ and
LM^ are both insignificant, (HQ) should be chosen if LM^ - LM^ is
negative (positive). Of course, a similar rule can be applied even if
both LM. and LM are significant, although the selection rule will not 1 o
be consistent with the outcome of the statistical test. Our suggestion 
of choosing the model with the smaller calculated LM statistic is 
obviously very similar to the Sargan's criterion of selecting the model with 
the larger maximized likelihood.
8.6.3 Some new tests
Now let us examine the case in which truncation of the linear model 
is "completely" negligible, so that
H : In y. = 8 + V 8 . In x . . + u . , u . 'v NID(0,a ) (8.38')o i o h j 13 01 or o
H1 : Yi = Y0 + I YjX. . + uu , u ^ NID(0,g 1) • (8.39')
Combine the disturbances from H and H. to yieldo 1
(1-a) (In y.-8^“I In x±j) + 0(y.-Yn~I Y.,*...)
j j ij
(8.45)
in which u^ is normally, independently and identically distributed under
both H : a = 0 and : a = 1 . Rearrangement of (8.45) leads to theo 1
following two artificially constructed models
In y = 8  + £ 3 . In, ^  x . . + 0 un . + u . o 7 3 13 o li 1 (8.46)
Y + y Y.x. . + 0,u .o 0 3 13 1 011
+ u (8.47)
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in which 0 = - a/(l-a) and 0 = - (l-a)/a . A test of H : 0 = 0o 1 o o
in (8.46) is equivalent to a test of a = 0 , and testing : 0^ = 0
in (8.47) is equivalent to testing a = 1 . However, as (8.46) and
(8.47) stand, H and H„ are not testable because u n . and u . areo 1 li oi
not observed variables. The approach we will adopt is to replace the
disturbances from and H in (8.46) and (8.47) respectively, with1 o
the calculated residuals from H. and H . As will be seen, this1 o
approach has the dual advantage of testability and exactness.
In order to make the hypotheses contained in (8.46) and (8.47)
testable, let us denote by 3j and Yj (j=0,1,. . . ,k) the OLS estimates
of 3j and Yj from (8.38') and (8.39') respectively
a  a  r’ A ^ln y . = ß  + 3. In x . , and y .i o . J ID iD io + ] V i j
Therefore, 
Now consider the
artificial regressions
exp(ln"yi) = Yq + I Y j X ^  +
In y. = 3  + j 3. In x.. + n ■l o 6 d ID oi
(8.48)
(8.49)
in which the dependent variables in (8.39') and (8.38') have been replaced 
by transformations of predicted values from (8.38') and (8.39'). Denote 
the residuals from (8.48) and (8.49) by
= exP (ln y±) - YQ - I Y-x
j
n . = In y . - 3 - J 3. In x , ,oi l o . D IDD
and substitute (8.50) and (8.51) into (8.46) and (8.47) respectively,
place of the unobserved u, . and u . . The tests of H and H.,li oi o 1
the t-ratios for the OLS estimates of 0 and 0, ino 1
(8.50)
(8.51)
in
are
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ln y. = 3 + y 3 . ln x . . + 0 g . + u .i o h j i: o li i
y. = Y + y y.x.. + 0.n • + u. i o H j ij l o i  i
(8.52)
(8.53)
A  A  /VSince g is a function of In y_^  through (8.48) , g is independent
of the OLS residuals from (8.52) under H ; similarly, ri . iso oi
independent under of the OLS residuals from (8.53) because it is
a function of y_^  through (8.49). Therefore, the results of Milliken and 
Graybill (1970) may be used to show that the relevant t-ratios for 0q 
and 0^ from (8.52) and (8.53) respectively, both have the exact t- 
distribution with (N-k-2) degrees of freedom. The test procedures are 
quite straightforward to implement. For example,.in order to test 
in (8.39'), we require only the following two simple steps:
Step 1. Replace In y_^  in (8.38') with In y^ [as in (8.49)], and
obtain the residuals g . [as in (8.51)].oi
Step 2. Test the significance of g when it is included in
[as in (8.53)], and reject (do not reject) if 0^ is
(is not) significantly different from zero.
It is worth noting that the nesting procedure used in (8.45) is 
arbitrary. We could, of course, have considered a weighting scheme of 
the form
(l-a)exp(ln y^-3o~y ßj In x _ )  + a (Y y^x. ) = ui 'o (j ij' i (8.54)
so that the test of would be the t-ratio of 0^ in
'i = L  + l Yjxij + 01 + u. (8.55)
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instead of in (8.53). Although the t-ratios for 0^ from (8.53) and 
(8.55) both have the exact t(N-k-2) distribution under , and
hence are asymptotically equivalent, the power of the test of may
well differ between (8.53) and (8.55). Therefore, it would be useful to 
compute the test statistics from both equations for purposes of comparison. 
Notice that we cannot use the weighting scheme
(l-oO (In Y±-&0 ~ i 3. In x ) + a y.x ) = u_j 3 J j  J J (8.56)
instead of (8.46) and (8.55), and the testing equation
In y . = 3  + I In x. . + 9 In (g_.) + u. (8.57)l o . D 10 o li l1
rather than (8.52), because u  ^ in (8.56) and g in (8.57) may be 
negative for some i .
A related problem arises in the derivation of the Andrews test by
Godfrey and Wickens (1981a). These tests of H and £L are based ono 1
artificial regressions similar to (8.52) and (8.53), in which g and 
g  ^ are replaced by
^li = ^ (ln Yi)2 " I Yj(ln xij)2}
j
and
<^i = U y i in yi-yi+l) - I 3  ^(x±  ^ in xi_.-xi^+i)}
respectively. The appropriate tests of and are simply the
t-ratios of the estimated coefficients of q ^  and q ^ respectively, 
and each is distributed exactly as t(N-k-2) under the respective null
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hypotheses. Thus, both the Andrews test and the new test derived in this 
section have the same size in small samples and are, of course, asymptotic­
ally equivalent under the tested model. However, their respective powers 
may differ in small samples when the alternative is "true". This is 
clearly an area for future research.
It is useful to mention two aspects of the tests developed above.
First, it is possible to obtain negative values of y^ for some i ,
in which case n . may not be obtainable. In such circumstances, an 01
exact test of the linear model may be unavailable.’ Second, the
predicted values exp (In y.) and In y_^  may be used to replace ri-^  and
n . respectively, in (8.52) and (8.53). The exactness of the tests of oi
H and H_ is unaffected, although the small sample power characteristics o 1
may differ when predictions under the null replace the calculated 
residuals.
8.7 Concluding Remarks and Future Research
In this chapter we have established finite sample relations among 
some alternative tests of non-nested regression models. Necessary and 
sufficient conditions have been provided for exact tests to attain maximum 
local power. It is also shown that there is only one test, namely the JA 
test, that satisfies the above conditions as well as being asymptotically 
equivalent to the Cox test. We have presented some simple tests for non­
nested models under a general error specification such as serial dependence, 
heteroscedasticity and truncated normality. We have also suggested a 
procedure to test (jointly) a model along with its error specification 
against a non-nested alternative. LM test procedures for testing linear 
and log-linear regression models have been examined, especially with respect
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to the truncation of the disturbance term in the linear model. Based 
on two LM test statistics we have suggested a discrimination criterion. 
Some new exact tests for testing linear and log-linear models have been 
also suggested. These tests can be generalized easily to take account 
of different transformations of the dependent variable.
There are, however, still many issues that remain unanswered, and 
we mention some of those that are currently under investigation. First, 
given that both exact and asymptotic tests are available in certain cases, 
it is not clear which are to be preferred with regard to considerations 
of power in finite samples. Second, little is known about the level of 
significance and power properties of the JA test when it is not 
distributed exactly. Third, the robustness of the avilable tests has 
not received much attention in the presence of non-standard error 
structures and specification errors of various types. Fourth, although 
we have suggested some test procedures for cases in which the disturbances 
are not classically well-behaved, there is a need to develop alternative 
procedures and compare the finite sample properties of the various tests. 
Fifth, with regard to joint tests discussed in Section 5, there is 
clearly a need to develop a procedure to identify possible causes of 
rejection of the null model. Sixth, it would be interesting to compare 
the small sample performances of the discrimination criterion discussed in 
Subsection 8.6.2 with the Sargan's criterion. Finally, since a number of 
exact and asymptotic tests are available for testing linear and log-linear 
models, there is a need for an extensive study to evaluate their relative 
merits in terms of finite sample significance level and power.
So far we have discussed estimation and hypotheses testing problems 
relating to the single equatioyi models. In the next two chapters, we 
extend some of our procedures to the simultaneous equation systems.
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C H A P T E R  9
L inearised Estimation of Non- linear
*
Simultaneous Equation Systems
Everything is related with every other 
thing, and this relation involves the 
emergence of a relational quality. The 
qualities cannot be known a pv'iov't, though 
a good number of them can be deduced from 
certain fundamental characteristics.
Jaina Philosophy
9.1 Introduction
In Chapter 3, we proposed a simple estimation technique for non­
linear single equation functions. There, by taking a Taylor series 
expansion around a feasible point in the observation space,the non-linear 
function was expressed as a linear function in some observable variables 
and transformed parameters (some function of the original parameters) plus 
a remainder term. Then consistent estimates of the transformed parameters 
were obtained by applying iterative ordinary least squares (OLS) with a 
remainder correction, and from these estimates the original parameters 
were recovered. An advantage of this procedure was that we avoided some 
of the computational burden of the Gauss-Newton or Newton-Raphson methods, 
e.g., at each iteration stage recalculation of derivatives and reinversion
* This chapter is a slightly revised version of Bera (1981b).
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of weighting matrix were not required. Moreover, a by-product of the 
procedure, the transformed parameters have interesting interpretations.
They can be viewed as local derivatives or as local elasticities of the 
non-linear function. In this chapter we extend the above estimation 
procedure to the simultaneous equation case. Our identification and 
estimation techniques have close resemblance to the procedures for the 
standard linear systems.
The plan of this chapter is as follows. In Section 2, we specify 
the model and in Section 3 an overview of the literature is given. Section 
4 is devoted in describing the linearised limited information estimation 
procedure. In Section 5, through a Monte Carlo study we compare our 
procedure with some of the existing ones. In Section 6, we briefly discuss 
the linearised full information procedure and provide an empirical example. 
The chapter is closed in Section 7 with some concluding remarks.
9.2 The Model
We consider the following non-linear simultaneous equation system 
(NLSES)1,2
q(Yi/Xi ,e) = ui , i = 1,2,...,N (9.1)
where q is a vector valued function and its j-th component is denoted
by r j — 1,2,...,m ,
1 In this chapter we will use slightly different notations from those of 
the previous chapters.
2 The model is not the most general one that we can think of. In fact 
here we are assuming that distinct set of parameters belongs to each 
equation. In Section 6 we consider an example where some parameters 
occur in more than one equation.
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and
V. is an m x 1 vector of endogenous variables,l
x. is a k x 1 vector of exogenous variables,l
0. is a p. x 1 vector of unknown parameters,D 5
ill
e = <0i'e2... 0;>'' i pjn=i
u. is an m x 1 vector of random disturbances, with the
l
following assumptions:
Assumption 1. (i) y. € V c hr™ , x. 6 X c nRk , u. € & c hr™ ,
i  ' "  ~  ' ~ i
and (ii) 0 - the true value of 0 is an interior point
of 0 j a compact set in jbP .
Assumption 2. q is twice continuously differentiable with respect 
to all its arguments.
Assumption Z. Random disturbances u^’s are identically and independently 
distributed with mean zero and variance covariance matrix
2 = ((a± .)) .
9.3 An Overview of the Literature 
9.3.1 Identification
It is not possible to give standard rank and order type identific­
ation conditions for general NLSES. Fisher (1966) generalised the rank 
and order conditions for linear system to non-linear system where non­
linearity occurs only through variables. His identification procedure 
is as follows: given a system, take all possible non-linear combinations
of the equations such that no extra variables other than those are already
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in the system appear. Combine the original equations and the equations 
implied by the above operation. Then apply usual rank and order conditions 
to the augmented system.
Above identification procedure has various drawbacks. Firstly, if 
we assume a specific error process e.g., normal, then there will be no 
implied equation, and hence, an equation containing non-linear terms may 
be identified, but there may not be a technique available to estimate that 
equation. Secondly, as it is clear from the first comment, this 
identification procedure does not link itself with estimation problems. 
Lastly, it deals with only a special case of NLSES and, even then, some­
times it might be tedious to verify the conditions for a large system.
Gallant (1977) defined identification with respect to a set of 
instruments. This is quite important since, as it was shown by Hausman 
(1975) and Amemiya (1977b), both minimum distance and maximum likelihood 
estimation procedures can be viewed as instrumental variable (IV) methods. 
According to Gallant the j-th equation of (9.1) is said to be identified 
with respect to the instrument Z if the only solution of the almsot sure 
limit
1 N
lim N  ^ z±qj(yi,xi,9j) = 0  (9.2)N-x» i=l J J
* *is 6. = 0. where 0. is the true value of 0. .D l l  1
It is easily understood that the above definition requires the 
existence of unique consistent estimators for the structural parameters. 
Gallant (1977) provides sufficient conditions for the existence of the 
limit in (9.2). These conditions include the existence of an integrable 
function that dominates zq^(y,x,0j) and requires (x_^ ,u^ ) to form a
257
Ceshro summable sequence. But for a complicated non-linear system 
it is not easy to verify these conditions and hence, Gallant's definition 
is not very useful in spite of its applicability to general models and 
its intuitive appeal.
9.3.2 Estimation
A number of estimation techniques are available for NLSES . Here 
we briefly discuss non-linear minimum distance (NLMD) and full informa­
tion maximum likelihood (FIML) procedures. In Subsection 9.5.2, some 
further discussion is there for models non-linear only in variables.
Let
qj(0j) = taj (y1fX1,0j) ,q^. (y2,x2,0j),..• ,q^(yN ,xN ,0j) 1' (n*d
and
q (6) = t ^ ( e1)'<22(e2K -**,qi^ (em )1, (Nmxl) .
Definition 1. NLMD estimator for 0 denoted by §MD  ^ is defined 
as follows:
0Mrv : y -y 0MD
such that
S ( Q )  = inf S(0)
m e
where S(0) = q'(0)Dq(0) for a suitably chosen matrix D .
Different choices of D will lead to different estimators, e.g., 
if we take [see Fair and Parke (1980)]
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D = .
0
0 .
Z2 '
Z'm
(SSI)
0
0 zm
zi
0
0
0 . . . 0
(9.3)
where 2 is a consistent estimator for 2 and Z. is instrument for3
j-th equation, then we will get non-linear three-stage least squares 
(NL3SLS) estimator and if 2 in (9.3) is replaced by an identity matrix,
0 will reduce to non-linear two-stage least squares (NL2SLS) estimator. MD
Gallant (1977) has established strong consistency and asymptotic 
normality for both NL2SLS and NL3SLS when certain non-linear parametric 
restrictions are present across equations and also has shown that NL3SLS 
estimator is asymptotically more efficient than NL2SLS estimator.
Assumption 4. In Assumption Z3the general assumption about the error
distribution is now specified as normal with mean vector 0 
and variance covariance matrix 2 .
Under the above assumption the log-likelihood function can be 
written as
£(0,2) = - ^ ln 2tt - ^ ln |21 + \ ln I 3q (y ,x ,0) /9yJ
N
li=l
1  r. - 1~ ~2 L q(yi,x.,0)'2 q(y±,xi,0)
i=l
(9.4)
Now
95,
92 ° ^ 2 =  I q(yi,xi,0)q'(y.,x.,0)/Ni=l i; i
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Putting this value of X in (9.4) we get the concentrated log-likelihood 
function
£*(6) = - I (ln 27T+1) + I lnll9q(yi,xi/e)/3yj
i=l
- ^ in |q(yi»xi»0)q'(yi»xi»0)'/N l • 0.5)
Definition 2. FIML estimator for 0 denoted by 0 is defined as
0 : V -> 0ML
such that
Ü (6 ) = sup £ (0) .ML 0
Amemiya (1977b) has shown that FIML estimator is consistent and
qasymptotically normally distributed and more efficient than NLMD estimator .
9.4 Linearised Estimation for NLSES (Limited Information)
9.4.1 System non-linear both in iparameters and variables
We rewrite the system (9.1) as
qj ij 1,2, ...,N j = 1,2,. (9.6)
with earlier definitions of all the variables. Expanding 
around a "feasible" point (y°,x°) 6 V x X , we get
q j (Yi'x i ' 6j )
3 Amemiya (1977b) asserted that consistency of 0 ^  crucially depends 
on Assumption 4. However, through a counter example, Phillips (1982) 
demonstrated that normality is not necessary for 0 to be 
consistent.
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qj(y°,x°,öj) + [3q_j (yi/xi/öj)/9y±
+ [3qj(yi»xi,9j)/9xi
(Yi-y°)
0 0 ] (x.-x°) 1 1u u x
i'xi>
+ W V ^ i *  = u ij (9.7)
where r . (y.,x.,y°,x°) is the remainder, j i i i i
In the expansion, for simplicity we take terms only up to first 
order and the derivatives are taken with respect to nonconstant variables 
only.
Collecting terms appropriately (9.7) can be. written as
yirj + xiAj + rij = b j (9.8)
where r.. = r . (y.,x.,y°,x°) and Y. , A. are functions of 0. , y° and13 3 1 1 1 1  3 3 1 1
x° . Writing (9.8) in system form
yr + x a  + r = u (9.9)
and putting R = 0 , we get standard linear system
Yf + XA = U . (9.10)
Definition 3. j-th equation of (9.6) is said to be partially identified 
if the usual rank and order condition is satisfied by j-th 
equation of (9.10).
If j-th equation is partially identified then putting r
can get some (inconsistent initial) estimates of T. and A. .D 1
0 we
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Normalising (9.8) with respect to one endogenous Variable in each 
equation, we have4
ij Y! .y . + X! .6 . + r . . i] ] 13 3 13 + uij (9.11)
where Y . . is the vector of included endogenous variables (except y . .) ,
13 13
and X . . is the vector of included exogenous variables in j-th equation, 
y. and are subvectors of respectively f_. and A_. multiplied by
(-1), and rij - rij *
Definition 4. j-th equation of (9.6) is said to be fully identified if 
there exist5 a differentiable function h(.) such that
0 . 3 (9.12)
It is not very clear how this definition5 is related to the 
definitions of Fisher and Gallant, discussed in Section 3. Apparently 
our definition seems to be stronger - this will be clear from the model 
for our simulation study in the next section. If a system (or a part of
it) is fully identified we can apply linearised full information (LFI) [or 
linearised limited information (LLI)] method of estimation. We now 
discuss LLI method, and LFI method will be discussed in Section 6.
For simplificity we assume that V j j 1 for all janalysis can be modified to the case when Y  .. ^  1 
introduce some complicated algebra.
However, our 
but that will
If such a function does not exist we can call the equation under-ident­
ified. This can be tackled by taking a higher order approximation. But 
then we have to use Fisher's definition instead of our Definition 3.
When 9. is not uniquely recoverable there will be some loss of infor-
mation^unless we impose some restrictions on y^ and 6'j
6 Strictly speaking our definition has much to do with estimability rather 
than identifiability.
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Let us take the first equation of (9.11) and write it as
Y1 = Vi + Vi + r! + U1
Ylyl + X161 + rl + el (9.13)
where is some instrument for , and e^ = [u^ + (Y^-Y^)y^] .
We rewrite (9.13) as
y = Z ß + r + e yl 1P1 1 1 (9.14)
where = [Y ,X^] and ß^
1 J
It is clear that plim — Z'en = 0„ N i l  N-*50
Assumption 5. zizi ^s positive definite.
An initial estimate of ß can be obtained from (9.14) by putting 
r^ = 0 and then applying OLS , i.e.,
K = (zizi) lziYi
Again, using (9.12) and (9.7) we can write
and
e1 = h(ß1)
ri (yi YiYi Xl6l^
Now ß^ can be improved upon using r^ , i.e.,
K = (zizi)"lzi (Yr Ji) •
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In general, the iteration procedure at the n-th step will look
like
and
0l(n) (ZiZl } Zl (yl rl(n-l))
6 = h(ß )1 (n) 1 (n)
(9.15)
where r1(n_X) [ql (0l(n-l)) (yl Y lY l(n-l) Xl<Sl(n-l))] and " (n) "
is the subscript for the n-th iteration. Putting the value of
r, , _ x in (9.15),we havel(n-l)
0l(n) 01(n-1) + (ZiZl} ZlU l(n-l) (9.16a)
and
®1 (n) = h(ßl(n)) (9.16b)
where u l(n-l) = <81(n-1)> •
To ensure convergence of such iteration scheme, and to prove con­
sistency of the resultant estimator we have to make a further assumption.
Assumption 6. 3r](i) z p 1 + gg- is positive definite in the
neighbourhood of ^  , the true value of 3^
3r
(ii) lim ^  Z'Z = P and plim
N - w  W N-Ko
1 z:N 1 33. 3. 0, exist1
- 1 .in the neighbourhood of 3^  and [i-p q ] is non­
singular.
An equivalent form of (9.16a) is [see equation (3.10)]
Bl(n) - b  * (ZiZl,'lzie1 - (ZiZl)'lzi (0l(n-l) 01}
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where 3  ^ £ ^l(n-l)'^!^ * Now supPose our starting value of 3  ^ is
very near to 3  ^ .
3r,
Then Assumption 6(i) implies that eigenvalues of
(zizi>~lzi w lie in (-1 ,1 ) This ensures the convergence of our
algorithm (see Proposition 1 in Chapter 3).
For a given sample of size N , let
lim 0 
n-*» 1 (n)
Proposition 1. Under the Assumptions 1, 23 Z3 5 and 6
N *plim 0 = 0  ^ .
N-*»
Proof is almost same as given in Proposition 2 in Chapter 3 for 
the single equation case.
9.4.2 System non-linear only in variables
In this subsection we consider the estimation problems for a 
special class of non-linear system where non-linearity appears only through 
variables. Such models have been discussed extensively in the literature 
[e.g., Kelejian (1971), Edgerton (1972), Goldfeld and Quandt (1972),
Bowden (1978) and Bowden and Turkington (1981)].
Following Bowden (1978, p.58) we write the first equation of the 
system as
g(Y1,X1)0^ + X10^ + (9.17)
where the symbols have standard interpretation.
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For notational simplicity (9.17) will be referred to as
Y1 Z 0 + u. o 1 (9.18)
where Zo [g,X^] and 0
Before discussing our LLI method we briefly mention two of the 
available procedures, namely, NL2SLS and naive instrumental variables 
(NIV) methods [for details see Bowden (1978, Ch.2)] for a comparative 
study discussed in the next section.
1. Non-linear two-stage least squares method: It is basically 
an IV procedure [see Edgerton (1972)], originally suggested by Kelejian 
(1971), where instrument for Z is
Z = [g,Xx] .
Here g can be obtained by regressing the entire function g(.)
on a "low order polynomial" of X variables. It can be shown that [see
Amemiya (1974)] NL2SLS estimators are consistent and
/ * VvN (0 „ -0 ) -> NNL2SLS 0, a plim
Z'Z -1
where -* denotes limiting distribution.
Efficiency of this procedure is questionable since it is very 
difficult to get a proper instrument for g(.) . We can increase the
efficiency by taking higher degree polynomials while forming the 
instruments, but then computationally it will become burdensome and "loss 
of degrees of freedom" will be quite substantial [see Bowden and Turkington
(1981)].
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2. Naive instrumental- variables method: This was suggested
by Bowden and Turkington (1981). Here the instrument for Zq is
Z = [g(Y1 ,X1),X1]
where can be obtained by regressing on the exogenous variables. 
They showed that under certain conditions this technique gives consistent 
estimators and
/N(W e*>
V rZ'z ^ rZ'Z^
0,all
o
N plim
Z ' z
N- _ plim
o
N
Computationally it is quite convenient and performance of this 
technique is also remarkable as reported in Bowden and Turkington (1981).
Another way to get instruments is to replace g(.) by its 
conditional expectation given X . However, the use of this technique is 
very limited because it is not always possible to get a close expression 
for conditional expectation, and even if we get, the expression will be a 
function of the structural parameters. However, Bowden (1978) has 
successfully applied this technique to estimate disequilibrium econometric 
models.
3. Linearised limited information method: After linearising with
respect to the variables (9.18) can be written as
y^ = ZH0 + r + u^ (9.19)
with
Z = [Y1 ,X1] G
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where G and H are metrices of known constants, and r is the 
remainder term. If there is a constant term in the equation then G 
will be a null matrix, and H is nonsingular if the equation is identified.
Taking the instruments as
Z = [Y1 ,X1] - G
and denoting 3 = H0 , the iteration scheme can be written as
and
ß (n) ß (n-l) + (Z'Z) Z 'U l(n-l)
0. , = H 1ß. , (n) (n)
(9.20)
where l(n-l) - Z 0. , o (n) - Z H 1ß. , o (n)
Since we are dealing with models that are linear in parameters we
can modify (9.20) by putting an explicit expression for a step length at
each iteration step. This step length, say d^ , can be obtained by
minimizing u' (u, , . at the n-th step, i.e., choose d for the ^ 1 (n) 1 (n) n
iteration procedure
3 (n) 3 (n-l) + d (Z'Z) 1Z'u 1 (n-l) (9.21)
such that u' , vu' v is minimum. It is easy to verify that the 1 (n) 1 (n)
solution is
dn
-1 - 1 'u' , ,.Z(Z'Z) H Z 'u ..________ 1 (n-l)_______________ o 1 (n-l)________
U' Z (Z'Z)-1H_1 Z'Z H- 1 (Z,Z)_1Z'u ..1 (n-l) o o 1 (n-l)
(9.22)
It is worthwhile to check the convergence of this modified algorithm 
and the consistency of the resultant estimator. From (9.21) we can write
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ß(n) = (z-zrVizB « »  ]
(Z,Z)-1Z'[Zß(n_i)+dn (Yi-Zo0(n.i,]
(Z'Z) 1Z'[Zß. n.+d (Z3*+r+u -Z 0 _.](n-1) n —  1 o (n-1)
(Z'Z) 1Z' [Z3, ,,+d (Z3*+r+e -Z 6 . J(n-1) n 1 o (n-1)
where e = (Z-Z)3 + u . Since r = Z 0. _. - Z3, , we have1 —  1 (n-1) o (n-1) (n-1)
ß (n) = (Z ,Z)-1Z ,[Zß(n_1)+dn (Zß*+r+e1-Zß(n_1)-r (n_1))]
- 1 . • 8r(Z'Z) Z'[zß(n_1)+dn{zß + V zß(n-l> 3ß (ß(n-l,- ß)>1
since r - r (n-1) 83
8 r * — *(3, .-3 ) where 33 (3, ..,3 ) . Therefore,g (n-1) (n-1)
- 1 . -1„. 3r
ß (n) - dn(Z'Z) ‘S' V än<Z'Z1 ~Z ’ 3ß (ß. -ß )+(l-d )ß ,.+d ß (n-1) n (n-1) n
ß(n) - ß‘ - än (Z'Z)'1Z ,V d„(Z'zl'1Z' |f (ß(n-l)-ß*)+<1-dn)<ß(n-l,-ß*>
i.e. ,
ß(n) - ß‘ = dn <2'Z,'lz'el - [dn(Z'Z)_1Z' ff - «l-dn)II(ß(n-1)-(S > •
So the convergence of this algorithm depends on X = maxjX.| , where
— 1X.'s are the eigenvalues of [d (Z'Z) Z' — -i n 83 - (l-dn )I] . If y 's
— 1 3rare the eigenvalues of (Z'Z) Z' —83 then
X. = d y . - (1-d ) l n Mi n
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That means for y. 6 (-1,1)
l
and d € (0,1)7 n for all ri , A. €l (-1,1)
Even in certain cases where (-1,1) , x± might lie in (-1,r D
interval and this will help the algorithm to converge. Consistency is
also guaranteed since plim ^ Z'e^ = plim ^ Z'u^ '= 0 .
N - > ° °  N -^00
It is difficult to compare analytically the performances of the 
various estimation techniques discussed above. Therefore, in the next 
section we evaluate their relative performances through ä simulation study. 
Since non-linearity in a system can occur in a number of ways and any 
simulation study is specific to the model considered, the results of our 
study provide only some rough indications.
9.5 Simulation Study
We took the following familiar artificial model for our simulation 
study [see Bowden and Turkington (1981)]
Yli = 611 ln Y2i + 012 + 013Xi + Uil (9.23)
Y2i = e21 eXP(yli) + ®22Xi + Ui2 (9.24)
According to Fisher's criterion both the equations are identified.
Linearising these equations by taking a Taylor series expansion 
around y^ = 0 and y^ = 1 , we have
Y1 011Y2 + (012 911) + °13X + ri + U1
Y2 = 02iyi + 021 + e22X + r2 + U2 (9.25)
From the expression (9.22) it is clear that d may not always lie in 
the interval (0,1) . Therefore, it is worthwhile to check whether 
at each iteration step d^ 6 (0,1) .
7
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where and are the remainder terms. Applying Definition 1, we
observe that the first equation is not partially identified whereas the 
second one is, under the condition that 6 ^  ^ (0^2~0 ) ’ Se^
over which 0 = (0^-0^) ^aS measure 0 • Therefore, the equation
(9.25) is partially identified almost everywhere. Again, from (9.25) 
we see that (9.24) is fully identified. So LLI technique can be 
applied to estimate 0 and 0 ^  •
Observations on the exogenous variable were generated from a uniform 
distribution with mean 16 and different variances.’ They were kept fixed 
throughout one hundred replications we performed. The structural 
disturbances were generated from a bivariate normal distribution with two 
different variance-covariance matrices
.50 .25 " .50 .50
= and 2 =
_.25 2.00 _ 2 .50 10.00 _
We took the following values for the structural coefficients: 0 = 1 , 
0^2 = “10 / 02.3 = *5 / 02g = • 5 and 0^2 = 15 . With these parameter 
values we obtained explicit expressions for y^ and y^ , in terms of 
x , u^ and u^ :
and
Y2 = (15x+u 2)/[1-.5 exp(-10+.5x+u^)]
y1 = In y2 - 10 + .5x + ux .
Data for y^ and y w e r e  generated according to the above expressions. 
Five estimation techniques - OLS, NIV, NL2SLS1, NL2SLS2 and LLI
were selected for comparison. For NIV, NL2SLS1 and LLI the first stage
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estimations were done by taking only linear function of x , whereas 
for NL2SLS2 we took both linear and quadratic terms. For LLI we 
used the following stopping rule [see Gallant (1975, p .76)]: stop at 
the (n+l)-th step if
(n) (n+1) 1 (n) 2
and
lESS(0(n)> - ESS(6(n+1^l < Ed ESS<efn^ + e2]) (n)
where ESS is the error sum of squares and we took e = .000001 and 
= .0001 . Three different criteria were used for comparison - mean 
bias, MSE and variance. They were calculated in the following way. 
Let 6r be the estimate of a parameter 6 in the r-th replication, 
r = 1,2,...,100 . Then
(i)
(ii)
and
(iii)
Mean bias
MSE
Variance
(6r-6)
(<5r-6)
(Sr-6)
2
2
where 6 = (1/100) S'*" •L,r=i
For sample size 30 and variance covariance matrix 2 results are 
reported in Table 9.1. Given the numerical magnitudes of and 022 ,
in terms of MSE and variance estimates of 022 ' the Parameter that is 
associated with a linear function of the exogenous variable, are always better 
than those of 0^  which is associated with a non-linear function of one 
endogenous variable. As the variance of x increases the MSEs and the
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variances of all the techniques decrease systematically but for the 
biases there is no systematic improvement. Also, as expected NL2SLS2 
is always better than NL2SLS1 . Performance of NIV is always better 
than NL2SLS1 . Similar results were also obtained by Bowden and 
Turkington (1981).
In terms of MSE and variance OLS is the best. In certain cases 
OLS also performs quite well in terms of mean bias. Comparing the 
MSEs and the variances of the last four techniques that give consistent 
estimators, for 0 - LLI is always superior to others, and for 0 - LLI
is superior to both NIV and NL2SLS1 when V(x) = 1 . It seems that 
an increase in V(x) does not improve the performance of LLI very much 
compared to the improvements in the other three techniques. When the 
noise level is changed to 2^ , individual performances of all the five 
methods, as it should be, become worse (but not in terms of mean bias), but 
their relative performance remains unchanged. These results are reported 
in Table 9.2.
In Tables 9.3 and 9.4 we give the results for sample size 80. Making 
pairwise comparison with the corresponding quantities in Tables 9.1 and 
9.2,we observe that in all cases there is an improvement in terms of MSE 
and variance. But rather surprisingly mean biases do not decrease as 
expected [similar behaviour of mean bias was also noticed by Goldfeld and 
Quandt (1972, p.244)]. We also note that the relative performance of LLI 
remains the same. Therefore, in conclusion of this simulation study we 
may say that LLI performs quite favourably compared to the other
methods.
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Table 9.1
£Mean Biases, Mean Square Errors and Variances of Different Estimators
(Sample size 30 and V(u) = 2^)
Parameter 0 = .5 Parameter = 1522 .0
Method Mean bias MSE Var Mean bias MSE Var
V (x) = 1.0
OLS -.19292"2 .15700“2 .15663-2 .62420"2 .54550”3 .50537”3
NIV .10139-3 .82673_2 .82673~2 .65134 2 .19112"2 .18750"2
NL2SLS1 .50298"3 .90311“2 . 90308~2 .60313-2 .20065”2 .19678~2
NL2SLS2 . 78258~3 .73380"2 . 73374~2 .60244“2 .16365~2 .15991"2
LLI .11639"2 .31187"2 .31173-2 .58906~ 2 .16899-2 .16553-2
V (x) = 3.0
OLS -.11866~2 .65210"3 . 65070~3 .64006-2 .54550”3 .50781"3
NIV .17347“3 .12135“2 .12134-2 .64285_2 .73624~3 .69092-3
NL2SLS1 -.88775_3 .16402~2 .16394~2 .66651~2 .86594~3 .82031-3
NL2SLS2 -4.25779 .11698"2 .11698"2 .64050”2 . 69427~3 .65430-3
LLI -. 54645_3 . 78662~3 . 78632~3 .66221"2 .78583~3 . 74219~3
V (x) = 5.0
OLS -.68546_3 .28220“3 .28173~3 .63074-2 . 49972~3 .46142"3
NIV .29337~3 . 42634_3 . 42625~3 .62972_2 .54932~3 .51025~3
NL2SLS1 -.87132"3 . 66057~3 .65982~3 .67772~2 .71335-2 . 66894~3
NL2SLS2 .13958~3 .41520"3 . 41518~3 .64042”2 .54932~3 .50537"3
LLI -.54841~3 .31759-3 .31729-3 .67489~2 .69427~3 .64941~3
-K -2a Power refers to 10 Thus -.19292 .0019292 .
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Table 9.2
Mean Biases, Mean Square Errors and Variances of Different Estimators
(Sample size 30 and V(u) = 2^)
Parameter 921 " -5 Parameter 0 = 15.0
Method Mean bias MSE Var Mean bias MSE Var
V (x) = oi—1
OLS -.10503-1 .80704-2 .79601“2 .16558”1 . 25329~2 . 22558~2
NIV .16839"2 .41680"1 .41677_1 .13787”1 .94223_2 .92310-2
NL2SLS1 . 27535~2 .45545“1 .45537-1 .12643"1 .99335~2 .97729~2
NL2SLS2 . 37258~2 .36987-1 . 36973_1 .12397_1 .79765~2 . 78247~2
LLI -.55730~3 .15819”1 .15818-1 .12869-1 .81940~2 .80249“2
V (x) = 3.0
OLS -.56355~2 .33215-2 .32898~2 . 15977_1 .24681"2 .22095“2
NIV .88011-3 .61016-2 .61008“2 .13967-1 . 33379~2 .31396-2
NL2SLS1 -.15642"2 . 82580~2 .82555~2 •14554-1 .40780-2 . 38647~2
NL2SLS2 .35951"3 .58895~2 . 58894~2 .14106”1 .32120~2 .30151”2
LLI -.29733_2 . 39946~2 . 39858~2 .14683_1 . 37422~2 .35254~2
V (x) = 5.0
OLS -.32147-2 .14307"2 . 14204~2 .15337-1 .22545~2 .20166-2
NIV .11015“2 . 21437~2 .21427“2 .13703-1 .25520“2 .23657~2
NL2SLS1 -.16729"2 . 33246~2 . 33218~2 .14852-1 . 32921~2 .30713-2
NL2SLS2 .49131“3 . 20831~2 .20828”2 .14037"1 . 25063~2 .23096-2
LLI -.22256_2 .16128"2 .16078-2 .14911_1 .31052"2 .28833~2
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Table 9.3
Mean Biases, Mean Square Errors and Variances of Different Estimators
(Sample size 80 and V(u) =
Parameter 0 , = 21 .5 Parameter 9 „ = 22 15.0
Method Mean bias MSE Var Mean bias MSE Var
V(x) = 1.0
OLS .19873-3 .40716"3 .40712~3 .69671"2 .22125"3 . 17334~3
NIV . 34398~2 .30205-2 .30087~2 .63680-2 .74768_3 .71045-3
NL2SLS1 .36037“2 . 33429~2 .33300~2 .62520-2 .79727_3 . 75928_3
NL2SLS2 -.28821-2 .29791-2 .29708~2 . 88470"r2 .77057-3 .69580~3
LLI .42855~2 . 93436~3 .91600-3 .59782~2 . 64850**3 .61279“3
V (x) = 3.0
OLS .50887“4 .23137-3 . 23136~3 .70786“2 .24795~3 . 19775~3
NIV .55303~3 .48720-3 .48690-3 . 75234~2 .34332~3 .28564~3
NL2SLS1 .63360"4 .65392~3 .65392~3 . 77949~2 .39673~3 . 33691~3
NL2SLS2 -.44966_3 .51129-3 .51109"3 . 81419~2 . 35858~3 .29541“3
LLI .10783-2 .26003-3 .25887~3 . 76518~2 .36240-3 .30029~3
V (x) = 5..0
OLS -4.78395 . 10448~3 .10447”3 .70559-2 .21744~3 .16601“3
NIV .25976~3 .16436"3 .16430-3 .76008-2 .26321"3 .20508-3
NL2SLS1 -.35500~3 . 25984~3 . 25972~"3 .81215”2 .31662-3 .25146-3
NL2SLS2 -.17136~3 .17875-3 .17871"3 .81043-2 .28610"3 .22217~3
LLI .37276~3 . 10567~3 .10553~3 .80405"2 .31281”3 .24902-3
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Table 9.4
Mean Biases, Mean Square Errors and Variances of Different Estimators
(Sample size 80 and V(u) = 2^)
Parameter 0 , = .5 21 Parameter 0 =22 15.0
Method Mean bias MSE Var Mean bias MSE Var
i—1IIs> 0
OLS -. 47728_2 .20548"2 .20320~2 .17791-1 .10071”2 .69092-3
NIV .80783"2 .15017"1 .14951“1 .13806-1 . 34752~2 .32886~2
NL2SLS1 . 83934_2 .16636_1 .16566_1 .13590-1 .37880-2 .36060-2
NL2SLS2 -.71600~2 .14865"1 .14814_1 .2033271 . 36888~2 . 32764~2
LLI .63167~2 . 46346~2 .45944~2 .13382-1 .29793~2 .28027-2
V (x) = 3.0
OLS -.23280”2 . 11451*”2 . 11397~2 .17188”1 .98419”3 . 68603~3
NIV .14605“2 .24199~2 . 24178~2 .16438-1 .14305-2 .11621”2
NL2SLS1 .35032”3 .32560-2 .32558~2 .17087-1 .17509"2 .14600-2
NL2SLS2 -.12523“2 .25431~2 .25415"2 . 18254_1 .15335~2 .12012-2
LLI . 87410*"3 .13014~2 .13006-2 .16945"1 .15526~2 .12671~2
V(x) = 5..0
OLS -.11680"2 .51508~3 . 5137l""3 .16743-1 .86594~3 .59082"3
NIV . 73868~3 .81465“3 .81410”3 .16625"1 .10528”2 .77637~3
NL2SLS1 -.63256_3 .12929-2 . 12925_2 .17826"1 . 14038~2 .10889“2
NL2SLS2 -.33391“3 .88811"3 .88800-3 .17837-1 .11825“2 . 86182~3
LLI -.63106”5 .53063-3 .53063-3 .17737-1 .13123-2 . 99854~3
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9.6 Linearised Estimation Method (Full Information)
Let us write the linearised system of equations as [see equation
(9.11)]
yj = YjYj + X_.6_. + r_. + u.. , j = l,2,...,m .
Now let
z1 0 . . .  0
0 z2 . . . 0
0 0 . . . zm_
where Z . = [Y . ,X .] , u = [u' u ' ..,u']', and 3 = [3',3' ,...,ß' ] '3 3 3 1 2 m  1 2 m
with 3 = [ y \ , 6 \ ] ' .
We assume all the equations are identified according to our 
Definitions 3 and 4. So there exists a differentiable function h(.) 
such that
0 = h (3) .
Then our earlier algorithm [see equation (9.16)] can be generalised 
straightforwardly as
, , = 3, + d [Z'd.1 . J»I)Z] 1Z'(2"1 1x®I)u, _x(n) (n-1) n (n-1) (n-1) (n-1) (9.26a)
and
6(n) = h(ß(n)> (9.26b)
where (i,j)-th element of 2 ^  is u^i (n)u j (n) ^ /N • = l»2,...,m
*and d € (-1,1) is chosen in such a way that 0, v minimizes £ (0) ,n (n)
given in equation (9.5).
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We now present an empirical example to illustrate our procedure. 
We take Bodkin and Klein's (1967, p.33) model:
x - 0 10ll 11
012Xi2 614 914
013yil + 1_013 yi2
-ei5/014
il (9.27)
and
13
i3 1-013
il
- (1+614>
(9.28)
where x^ is real output, x^ is time, x^ is the ratio of price of 
capital services and wage rate, y^ is the capital input and is the
labor input. This model was also considered by.Bard (1974, p.133) and 
we use the same data. This particular model, as mentioned earlier, does 
not fit into our specification of NLSES since 0 ^  and 0 appear in 
both the equations. This makes our model overidentified and this will 
be clear from the equation (9.31).
After linearising around y^ = y^ = x^ = x^ = 1 and x^ = 0 , 
from (9.27) and (9.28), we have
and
where
Y1 6lo + 611X1 + 612X2 + Y12Y2 + ri + U1
Y2 - Y1 = S o  + 621X3 + r2 + U2
6lo (1 015)/015013 ' 611 1/011015013
(9.29)
(9.30)
612 612 ln 1O/015°13 ' Y12 (1 013)/013 ' 62o 1/(1+014)
6^  = (1-0^3) /(9-^ 3 ( and ri , r2 / Uf , u^ have usual meanings
From (9.29) and (9.30) it is easily seen that both the equations are
identified with the following 0 to ß correspondence:
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»XI - (1-"l2-5lo,/5ll ' 612 “ - fi12/(ln 10(1-Y12-51o )}
0 1 3  = 1/(1-Y12) or <52o/(62o-621) (9.31)
°14 (1+<S2o)/<S2o anQ °15 (1 Y12)/(1 Y12 61o }
To estimate we used the first value of 0 and the second
one was used to estimate u^ .
Bard (1974) derived the FIML estimator by minimizing the
generalised residual variance in the reduced-form equations. This was
possible because for this particular model both the equations can be
solved explicitly to get reduced-form equations and there is a one-to-one
correspondence between the reduced-form and the structural-form
parameters. His procedure was equivalent to maximizing the concentrated
log-likelihood function, derived from the reduced-form equations, assuming
that the reduced-form errors are also normal (which is a strong assumption).
*Our concentrated log-likelihood function £ (0) was derived by assuming
normality for structural errors, but there were two difficulties: firstly,
the initial values that we got by putting the remainder terms as zero were
*far away from the optimum values; secondly, £ (0) was seen having a number
of local maxima. Therefore, it was essential to choose initial values
lying in the immediate neighbourhood of the optimum values, and using
Bard's results we took the following initial values: 6_ = .4 , 6_ = 2.5 ,lo 11
= -.02 , y _ = -.7 , 6 = -.5 and 5 = .48 . In Table 9.5 we12 12 2o 21
report the results for two cases: general and diagonal £ . Estimates 
in brackets are due to Bard (1974, p.138). Iteration schemes converged
When initial values were chosen further away from the optimum values 
iteration converged to some local maxima. With the above values 
there is not much difference between the values of £*(0) - at start 
and after convergence.
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with small number of iterations and the Bard's and our estimates are
very close. The values of the concentrated log-likelihood functions
*obtained by putting Bard's estimates in £ (0) are slightly higher than
those of ours. This slight difference may be due to the flatness of 
*£ (0) in the neighbourhood of the optimum values.
9.7 Concluding Remarks
In this chapter a method has been suggested for the estimation of 
NLSES which is computationally straightforward and is capable of 
producing consistent estimates. This was achieved by linearisation on 
variables rather than parameters, as is the case with other algorithms.
In certain cases, as our simulation study shows, this procedure can also 
provide more efficient estimates than NL2SLS . Where it gives less 
efficient estimates, these can be used as starting values for more 
efficient procedures such as FIML . Unfortunately our procedure is not 
applicable to all NLSES . It is applicable to systems that satisfy 
our identification condition which requires a correspondence between 
the structural parameters and the linearised parameters. Further work 
needs to be done to characterise the class of functions where we can apply 
this estimation procedure. Also it would be interesting to study the 
properties of the linearised estimator analytically and compare them 
with those of the commonly used estimators.
Log-likelihood function in equation (9.4) is based on the 
assumption that the disturbances are multivariate normal. However, in 
many practical situations normality assumption may not be valid and this 
may lead to invalid inferential results. Therefore, it is necessary to 
test for normality in simultaneous equation systems. In the next chapter 
we suggest some tests for multivariate normality for multivariate 
observations and regression disturbances in simultaneous equation systems.
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C H A P T E R  10
Tests for Mu lt iv a r ia t e  Normality
Normality is a mythj there never was, 
and never will he, a normal distribution.
This is an over-statement from the 
practical point of view, but it represents 
a safer initial mental attitude than any 
in fashion during the past two decades.
Geary (1947)
10.1 Introduction
In reaction to the above statement of Geary, Mardia (1980) wrote:
"The same remarks apply today just as much as they did in 
1947. The normal distribution has always been the most widely 
used distribution, since if it may be assumed for a population, 
it gives rise to a rich set of mathematical consequences.
However just as important as normal theory is, so is it important 
to know when one is departing from this idyllic state of universal 
normality."
We cannot but agree wholeheartedly with Mardia. In Chapter 3, we put 
forward some arguments in favour of the occurance of non-normal 
distributions in econometrics and there is no need to repeat them here. 
However, we must mention a very special case which arises in non-linear 
simultaneous equation systems (NLSES) . In general for non-linear 
single equations and linear simultaneous equation systems (SES) , the 
maximum likelihood estimates (MLEs) based on the correct or incorrect
* Sections 2 and 3 of this chapter have been taken from Bera and John 
(1983).
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normality assumption are consistent, but this may not be true for 
NLSES1. Although Phillips (1982) has shown that normality is not 
necessary for the consistency of non-linear full information maximum 
likelihood (FIML)2, so far, it has not been possible to prove the 
consistency of non-linear FIML with geneval non-normal disturbances. 
Therefore, one must be very careful about the normality assumption of 
the disturbance terms in NLSES , and this strengthens the argument for 
testing normality for such models.
In Chapter 5, we derived a number of tests for univariate normality. 
It should be emphasised that testing marginal normality of the different 
components of a vector does not lead to a test for multivariate normality 
since "marginal normality does not imply joint normality" [see for 
instance, Anderson (1958, pp.37-38) and Andrews et al. (1973, p.97)]3.
In this chapter we generalize one of our tests developed in Chapter 5 by 
considering the multivariate form of the Pearson family of distributions 
suggested by Steyn (I960)4. With some parametric restrictions this 
distribution reduces to the multivariate normal distribution. Using the 
Lagrange multiplier (LM) principle we test these restrictions, and this 
provides a number of tests for multivariate normality. These tests are 
asymptotically locally most powerful for Pearson alternatives.
1 See footnote 3 of the previous chapter.
2 Following Phillips (1982, p.1307) we define non-linear FIML as the 
estimator "obtained by maximizing what would be the likelihood if the 
normality assumption were correct".
3 Plackett (1965) provides an example of a class of bivariate non-normal 
distributions with normal margins.
4 It is not possible to derive tests with Burr or stable alternatives 
since multivariate versiosn of these distributions are not available.
284
The structure of this chapter is as follows. In Section 2, we
give a brief review of the available tests and derive some tests for
multivariate normality of observations. In Section 3, we study the
finite sample power properties of our tests and compare them with some of
the existing test procedures for a variety of alternative distributions.
We also provide a table of ratios of the mean values of our statistics to 
2X means, from which critical points for different sample sizes and 
significance levels can easily be calculated. In Section 4, we explore 
the possibility of adapting our tests developed in Section 2 to tests for 
multivariate normality of the disturbance terms in linear or non-linear 
SES and provide an empirical example. In the last section we discuss 
some extensions of our results.
10.2 Test Procedures for Observations
Much of the statistical analysis of multivariate data is based on 
the assumption of multivariate normality. In many practical situations 
this assumption is not valid. The effects of non-normality on multi­
variate tests have been analysed by Ito (1969) and Mardia (1971, 1974, 
1975), among others. They conclude that the sizes of the tests, 
particularly the tests of covariance matrices, are very sensitive to non­
normality. Mardia (1970, 1974) suggested some measures of multivariate
2skewness and kurtosis which have maximum effect on the Hotelling's T
statistic. These measures are5, for a given set of N observations
, 1 2  N,(u ,u ,••• ,u ) ,
b1 ,m I>■1=1 j=i (skewness)
5 For convenience we use slightly different notations in this 
chapter.
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and
2 ,m
r NI
'•i=l
4 r .l /N , (kurtosis)
where r . . = (u^-u)1S  ^
13
respectively the sample 
the dimension of .
(u^-u) , r2 = (ui-u)'S 1 (ui-u) , u and
mean vector and covariance matrix, and m
S are 
is
Based on b n and b1 ,m 2 ,m
statistics
Mardia (1970,1974) proposed two test
M, = Nb. /6 and M 0 = N{bn -m(m+2)}2/{8m(m+2)} 1 l,m 2 2,m
which, under the normality assumption, are asymptotically distributed 
2 2as y , , , , , and Y-. respectively. Tests based on M and M„Am(m+1)(m+2)/6 A1 1 2
are not pure tests of skewness and kurtosis, since the asymptotic
distributions of b, and b^ are derived using the full normalityl,m 2,m
assumption.
Malkovich and Afifi (1973) generalized some of the tests for 
univariate normality to the multivariate case by using Roy's (1953) 
union-intersection principle. Their tests are conceptually very simple, 
but computationally they are quite burdensome. Cox and Small (1978) 
proposed to test the linearity of the regression relationships among the 
variables. The major drawback of this procedure is that there are many 
non-normal families with linear regression; see e.g., Ord (1972, pp.49-51) 
and Steyn (1960). Hensler et al. (1977) and Rincon-Gallardo et al. (1979) 
proposed to transform the observations so that testing multivariate 
normality reduces to testing uniformity of a set of observations between 
0 and 1 . However, the transformation requires a considerable amount
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of computational work, and the power of the test depends on what 
procedure is used to test uniformity of the transformed observations. 
There are many tests for uniformity and no one test is clearly preferred 
to others; see for example, Miller and Quesenberry (1979). Also there 
is no guarantee that these tests will have good power for all sample 
sizes. It is mentioned by Rincon-Gallardo et al. (1979, p.1056) that 
these tests will be sensitive only in large samples. For excellent 
discussions of the other tests suggested in recent years see Gnanadesikan 
(1977, ch.5) and Mardia (1980).
To derive our tests we start with the multivariate form of the
Pearson distribution. A random vector u = (u_,u„,...,u )' is said to1 2  m
have the multivariate Pearson distribution, if
9 In f
i. + I ot. u too tro rr=l
-4. + y 3. + y y 3 u utoo trO r L trs r sr=l r=l s=l
where f is the density function of u [see Steyn (I960)]. The a's
and the ß’s are parameters; ß =ß. , t,r,s=l,2,...,m. Thetrs tsr
multivariate normal distribution corresponds to the case where all the 
ß's except ß q / t = l,2,...,m , are zero.
Let v = (v,,v_,...,v )' = R(u-u) , where u = E(u) and R is 1 2  m
the matrix whose eigen vectors are the same as the eigen vectors, but 
whose eigen values are the eigen values raised to - \ , of 2 = cov(u) 
Let g be the density function of v . We assume that
9 In g/3v = v /
m m
YtroVr+  ^  ^"YtrsVrVsr=l r=l s=l
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Y = Y , t,r,s=l,2,...,m. Since consistency requires that [see trs tsr
Steyn (1950, p.305)]
3/3v_. (31n g/3vt) = 3/3vt(31n g/3v_.)
we have
m r  m
vt Y, • +2 1 Y. • vl  t:° s = i  S J i
< 
*—i* 7^to+2sI1YjtsVs.
m m mi+ y v  + y y y . v  vL tro r , , trs r sr=l r=l s=l
r m m m  2^
i+ y y • v + y y y • v snro r  ^ ' irs r sr=l J r=l s=l ;
This implies that all the Y 1 s are zero except y ,tto Yttt and Ytjj '
and implies Ytjj " b t t  ' and r+ r+ 0 II 0 ii o H- Hi Ytjj = Yjtt * °'
t, j = 1 , 2 ,  ... ,m , t ^  j . Thus Ytto =  0 - if Ytjj * 0 for any
j / t ; y is unrestricted, if Y^. • • = 0 for all j ^ t . We shalltto tjj
refer to these conditions as consistency conditions. If these conditions 
are satisfied,
g exp K +
m
lt=l (10.1)
where K is a function of the y 's such that the total integral of g
is unity, Yt = Y. , and trr denotes integration in the
(w^,w^,w^)-space along the straight line joining
(Vl,V2f* * *'vt-l'0'0,***'°) and (v1,v2,...,vt,0,0,...,0) . We shall
let y denote the vector having all the Y,1s and y 's as componentst tr
in a definite order.
Our test of the hypothesis : y = 0 is based on the partial
derivatives of £(y ) / the logarithm of the likelihood function, at
Y = 0 . [For simplicity, in this chapter we derive the LM test
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statistics in a different way. First we calculate the score vectors
under H and then find their respective variances (also under H ) to o o
form the test statistics.] Using (10.1) we have
N m r r V ' 2'£ (y) = NK + 1 I \ V i+T4_w4.+ ) y, w t t  ^ 'tr ri=l t=l t ^  ^ r=l '
(10.2)
where for any function ijj(v) , [ip(v)]^ denotes (v) evaluated at the
i-th realised value of v . From (10.2) we get
02. /3y t)Y=0 - N0K/3yt) -
i=l
N (9K/3y ) - I
Y i=l
,vi
w^dw^_
N(3K/3yt) 0 - I [v^V/3
i=l
(10.3)
N r-
(9»/8Ttt)Y^ - NOK/3Ytt)Y=0 - I
i=l
N r-^ Vt
NOK/3Ttt)y=0 - I 3w^dw^
NOK/3ytt) - I [v ] /4
i=l
(10.4)
When calculating 9£/3y . we must remember that y . = y . . We gettu 'tj 13t
O^/3ytj)Y=0 = N(3K/3yt .)Y=0
N r
I
i=l
2w,w, + t 1
2w .w^: t
NOK/3ytj)Y=0
N
l
i=l
2 v . 1
V
f t
w dw t t , j < t
NOK/3ytj)
l [vjvt]i/2 i=l J
(10.5)
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As the v's depend on y and 2 , they should be replaced 
respectively by their restricted MLEs y = u , the vector of sample 
means of the u 's , and 2 = S , the sample covariance matrix of the 
u's . We shall place a over a v to denote that this has been done
in that v . Thus v = R(u-y) , where R is the matrix whose eigen 
vectors are the same as the eigen vectors, but whose eigen values are the 
eigen values raised to - £ , of S .
From (10.3), (10.4) and (10.5) we can form the following statistics:
Tt - l=1 [\ V N ■ Tt t = l=l [\ h /N ' Ttj - l [V j h /N •
Note that in the univariate case = Pearson's measure of skewness, and 
T = Pearson's measure of kurtosis. As in the univariate case, one may 
show that asymptotically the T's have the normal distribution with
E (T | H ) = 0  , V  (T | H ) = 6/Nt 1 o t 1 o
E ( T t t l V  - 3 • v (T | H ) t t 1 o = 24/N
E ( T t j l Ho> “  1 ' V ( T  . | H ) t j 1 o = 4/N , t ± j
and that the covariance between any two T's is zero. Our test of Ho
reduces to testing whether the realised deviations of the T's from their 
expectations under Hq are too large. In view of the consistency 
conditions it is probably best to test the T^'s first. The T's may 
be tested for significance simultaneously through
LM1
m  2N I T~_/6 
t=l
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2which has asymptotically the xm distribution under . If LM^
is significant, Hq is rejected. If LM^ is not significant, we may 
form
LM, f m{ I^t=l (Tt t - 3)
'/24 + I I
t=l j=l 
t<j
(Tfj_1)74
and reject Hq if the realised value of LM^ exceeds the 90-th percentile
(say) of its null distribution, which in large samples is approximately 
2that of x (m+i)/2 * In -*-ar9e samples, the combined significance level is
approximately , where is the-level at which LM_^  is
tested, i = 1,2 . If a^ = = a (say), the combined significance
2level is 2a - a c* 2a .
Statistics LM^ and LM^ are similar to Mardia's M^ and M^
respectively. In particular, if in (10.1) we restrict y so that
y , = 0 , t = 1,2,...fm , and y = y 0 = ... = y for all ' t 'lr 12r 'mr
r = l,2,...,m , then M^ would replace LM^ . Here we should note 
that since our statistics are derived from the LM principle, they are 
locally most efficient for Pearson alternatives in large samples, whereas 
Mardia's tests and the other tests do not have this property.
An omnibus test for multivariate normality can be based on
r m m
LM = N j I T^/6 + I (T -3)2/24
lt=l t=l
2which is, under H , asymptotically distributed as x^ • We can also o 2m
combine LM^ and LM^ , and obtain another test statistic 
LM^ = LM^ + LM^ . Under Hq , LM^ is asymptotically distributed as 
2X , . It should be noted that LM, , LM„ and LM„ , but not LM.Am(m+3)/2 1 2  3 4
are based on Pearson distributions satisfying the consistency conditions.
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10.3 Simulation Results
From the Monte Carlo results of Malkovich and Afifi (1973) and
Giorgi and Fattorini (1976), Mardia (1980, p.317) commented that any new
*test proposed should be compared with (M^,M^) , or W , Malkovich and
Afifi's multivariate generalization of the Shapiro-Wilk test. In our
simulation study for power comparison we took m = 2 and considered
seven test statistics LM^ , LM^ , LM^ , LM^ , M^ , M^ and M^ [=(M^+M^)1.
Formulation of the statistics M^ , discussed in Jarque and McKenzie (1982),
is rather ad hoc, but it can be viewed as an omnibus test based on b_. 1 ,m
and b . Powers were calculated for twelve alternatives: Beta (I) ,2 ,m
Beta (D) , Student's t (I) , Student's t (D) , Gamma (I) , Gamma (D) ,D 1
Log-normal (I) , F(D) , Tukey's (I) lambda (X) and Tukey's (D) lambda with
X = 5.2 and 8.0 . [For Tukey's lambda family, refer to Joiner and 
Rosenblatt (1971). Actually, other values of X such as X = -.100 ,
.135 , 1.700 were also considered. Among all these values of X , two 
values namely X = .135 and 5.200 are of special interest (see footnote 
2 of Chapter 5). These two values of X give rise to distributions
which are non-normal but have kurtosis measure equal to 3 . For X = .135 
the degree of non-normality is very slight; for X = 5.200 the distribution 
is of finite range and there is no tapering of the frequency function towards 
the extremities of the range.] The notation "I" indicates that the u^ _'s 
are independently and identically distributed and the notation "D" is used 
when they follow a dependent bivariate distribution. These distributions 
provide a wide variety of alternatives to the bivariate normal distribution.
To facilitate a proper power comparison among various test 
statistics we used the empirical 10 per cent significance points, that is, 
the appropriate order statistics of the sampling distribution of these
statistics with data generated from a bivariate normal distribution. The
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results on power based on 500 replications for N = 20, 35, 50, 100 
and 200 are reported in Table 10.1. The maximum standard deviation of 
each entry in Table 10.1 is approximately /.5(1-.5)/500 = .022 .
We now analyze the results in Table 10.1. As expected, for the 
skewed distributions [except for Beta (D)] LM^ and have higher
power compared to LM^ and respectively, and for symmetric
distributions LM^ and do better in most cases. On comparing the
results corresponding to LM^ and , it is seen that for skew
alternatives other than the Beta (D) distribution the power of LM^ is 
greater than or equal to that of . Next we observe that LM^ is
always superior to except for Tukey's lambda distribution with
A  = 5.20 for some small N . This may be due to the fact that is
based on a very restricted alternative distribution, as explained in 
the last section. Here we should note that when performs better
than LM^ , LM^ in most cases performs far better than . Therefore,
the combined power of LM^ and LM^ can expected to be higher than 
that of and . Comparing the omnibus tests (LM^ / LM^ and
M^) with the component tests (LM^ , LM^ , and M^) , we see that
the omnibus tests do not always have higher power. In most cases LM^ 
and LM^ perform better than . When the alternative comes from
Tukey's lambda family and the value of A  is such that the distribution 
has kurtosis measure equal to 3 , none of the tests has good power. On 
the whole the LM tests have the better power.
While constructing Table 10.1, it was observed that the empirical
critical points, particularly when the sample size was small, were very
2different from the x critical points. So the use of asymptotic 
critical values would lead to misleading inference in small samples.
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Table 10.1
Estimated Powers of the LM and Mardia's Test Statistics3 
(At empirical 10 per cent significance level)
N Distribution LM1 l m 2 l m 3 LM4 Mi M2 m 3
Beta (I) .390 .332 .380 .394 .348 .164 .344
Beta (D) .904 .970 .944 .972 .974 .962 .978
Student's t._(I) 5 .376 .372 .412 .410 .326 .220 .334
Student's t^(D) .532 1.000 .894 .978 .662 .712 .786
Gamma (I) .936 .616 .928 .906 .886 .400 .876
Gamma (D) .574 .324 .534 .506 .480 .226 .468
20 Log-normal (I) .988 .878 .990 .988 .974 .726 .974
F (D) .990 .890 .990 .984 .974 .846 .976
Tukey's (I) A=5.2 .112 .148 .132 .156 .124 .042 .120
Tukey's (D) A=5.2 .060 .088 .074 .074 .070 .086 .080
Tukey's (I) A =8.0 .414 .574 .548 .594 .402 .322 .444
Tukey's (D) A =8.0 .352 .414 .450 .438 .348 .246 .380
Beta (I) .606 .414 .596 .578 .504 .262 .504
Beta (D) .980 1.000 .998 1.000 .996 1.000 1.000
Student 's t (I)
D
.496 .576 .602 .582 .446 .412 .494
Student's t (D) .720 1.000 .892 1.000 .810 .860 .902
Gamma (I) 1.000 .820 1.000 1.000 .996 .712 .996
Gamma (D) .832 .454 .772 .726 .738 .352 .730
35 Log-normal (I) 1.000 .984 1.000 1.000 1.000 .960 1.000
F(D) 1.000 .992 1.000 1.000 .984 1.000 1.000
Tukey's (I) A=5.2 .038 .100 .058 .054 .064 .044 .082
Tukey's (D) A=5.2 .038 .064 .044 .044 .044 .080 .044
Tukey's (I) A=8.0 .364 .720 .702 .692 .398 .576 .548
Tukey's (D) A=8.0 .252 .516 .502 .478 .274 .464 .418
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Table 10.1 (Contd)
N Distribution LM l m 2 l m 3 LM4 Mi M2 M3
Beta (I) .746 .530 .726 .676 .682 .366 .672
Beta (D) .986 1.000 1.000 1.000 .994 1.000 1.000
Student's t_(I) b .536 .654 .666 .636 .508 .534 .582
Student's t^(D) .840 1.000 .914 1.000 .888 .908 .934
Gamma (I) 1.000 .914 1.000 1.000 .998 .856 1.000
50 Gamma (D) .942 .596 .922 .870 .896 .496 .886
Log-normal (I) 1.000 .998 1.000 1.000 11000 .986 1.000
F(D) 1.000 1.000 1.000 1.000 .994 1.000 1.000
Tukey's (I) 1=5.2 .032 .100 .034 .048 .090 .044 .096
Tukey's (D) 1=5.2 .014 .060 .014 .016 .050 .052 .046
Tukey's (I) 1=8.0 .318 .836 .756 .750 .376 .706 .646
Tukey's (D) 1=8.0 .226 .608 .546 .504 .264 .560 .456
Beta (I) .948 .718 .936 .928 .928 .572 .914
Beta (D) .992 1.000 1.000 1.000 1.000 1.000 1.000
Student's t^ .(I) .664 .878 .884 .878 .690 .818 .836
Student's t^(D) .916 1.000 .976 1.000 .936 .990 .988
100 Gamma (I) 1.000 .996 1.000 1.000 1.000 .990 1.000
Gamma (D) 1.000 .800 1.000 1.000 .998 .750 1.000
Tukey's (I) 1=5.2 .028 .096 .038 .056 .064 .042 .060
Tukey's (D) 1=5.2 .020 .048 .020 .032 .046 .084 .030
Tukey's (I) 1=8.0 .242 .990 .972 .976 .344 .922 .840
Tukey's (D) 1=8.0 .180 .820 .748 .744 .238 .768 .612
Beta (I) 1.000 .886 1.000 1.000 .998 .830 .998
Beta (D) .998 1.000 1.000 1.000 1.000 1.000 1.000
Student's t^(I) .764 .976 .988 .980 .758 .966 .952
Student's t(D) .958 1.000 .996 1.000 .966 .998 .998
200 Gamma (I) 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Gamma (D) 1.000 .902 1.000 1.000 1.000 .908 1.000
Tukey's (I) 1=5.2 .018 .046 .016 .024 .048 .030 .032
Tukey's (D) 1=5.2 .018 .032 .012 .028 .054 .084 .040
Tukey's (I) 1=8.0 .268 1.000 1.000 1.000 .324 .998 .972
Tukey's (D) 1=8.0 .190 .964 .964 .954 .202 .962 .830
a Powers for Log-normal (I) and F(D) are not reported for N = 100 and 200.
These values were equal to one for all the tests.
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In Table 10.2 we present the ratios of empirical mean values of the
2statistics under H and the corresponding x means. Theo
empirical mean values are based on 5000 replications (except for LM ) .
Table 10.2
Ratios of Empirical and Asymptotic Mean Values 
of the LM Statistics
Sample size LM l m 2 l m 3 LM,4
20 .679 .548 .598 .601
25 .727 .589 .641 .642
30 .746 .651 .673 .688
35 .766 .663 .697 .703
40 .782 .696 .728 .735
60 .789 .727 .733 .746
80 .803 .761 .769 .778
100 .820 .779 .791 .795
120 .827 .788 .794 .804
140 .823 .793 .793 .805
168 .835 .821 .821 .824
210 .826 .863 .829 .842
280 .848 .867 .853 .860
420 .848 .922 .893 .885
840 .859 i . o o o a .993 .976
CO 1.000 1.000 1.000 1.000
The calculated value was actually 1.056. Though this is more than 
1, it is not inconsistent with a true value of 1, if allowance is 
made for rounding errors as well as sampling errors.
Therefore the maximum standard errors of the entries will be /2/(5000 v) ,
2where v is the corresponding x degrees of freedom. Since LM^ has 
only two degrees of freedom, 10000 replications were performed for
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calculating its mean values. So the true ratios for LM^ , LM^ , LM^
and LM^ can be expected to be within ±.020 , ±.023 , ±.020 and ±.018
respectively of the tabulated values. In calculating these numbers we
have neglected the effects of rounding errors. From Table 10.2 sample
critical values for any significance level can be calculated by multiplying
2the given ratio with the appropriate y critical values. For example,
take N = 20 and the statistic LM^ . Ten per cent critical value for 
2y^ = 4.61 . Hence the appropriate critical value for LM^ is 
4.61 x 0.679 — 3.13 . For some sample sizes we have checked that the 
critical values obtained from Table 10.2 are approximately the same as those 
obtained from the appropriate order statistics of the sampling distributions 
of the test statistics under Hq . In Table 10.2'the ratios are reported 
only for some selected values of N . The first five N values are in 
arithmetic progression with common difference 5 , the next five with 
common difference 20 , and the last five are in harmonic progression. For 
intermediate values of N , the ratios can be obtained by interpolation.
10.4 Test Procedure for Regression Disturbances
Many studies6, mostly of Monte Carlo type, have been done on the 
effects of various kinds of misspecifications such as, heteroscedasticity, 
serial dependence, incorrect functional form, aggregation, errors in 
variables and multicollinearity on estimators and tests in SES . Unfor­
tunately, we are not aware of any similar type of investigation when 
misspecification occurs due to the wrong assumption of disturbance normality.
6 Sowey (1973) cites 30 references of such studies in his classified 
bibliography of Monte Carlo studies in econometrics.
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(Such a study is currently underway by the author.) However, from the 
results of Box and Watson (1962) and Huber (1973) for single equation 
regression case and Ito (1969) and Mardia's (1971, 1974, 1975) investig­
ation on the effects of non-normality on hypothesis testing in the 
multivariate case, one may expect some adverse effects of non-normality 
on both estimation and hypothesis testing procedures in SES . Also, 
since no general result is available on the consistency of non-linear 
FIML in NLSES as we have discussed in the introduction, it is desirable 
to test for multivariate normality in NLSES .
Let us consider the NLSES given in equation (9.1) 
q(y1.x;L,e) = u1 , i = 1,2,... ,n.
where u^ is an m x 1 vector of random disturbances and is distributed
with mean 0 and variance covariance matrix 2 . Suppose we want to
i 7test whether u follows an m-dimensional normal distribution . If the
u^'s were observable, then we could have used them directly to calculate
our test statistics LM. (j=1,2,3,4) . Suppose 0 is the non-linear3 ML
FIML of 0 , then we can get an estimate of u^ as
51 = qfyhxte^)
and use them to compute LM_. (j=1,2,3,4) . If Pierce and Kopecky's
(1979) result is valid for NLSES (which is an open question) then the
Here we should mention the test suggested by Fair and Parke (1980). 
Their test is based on the difference between the non-linear FIML and 
three-stage least squares (3SLS) estimates. It was thought that under 
non-normality 3SLS estimates are always consistent whereas non-linear 
FIML are not. As pointed out by Phillips (1982), Fair and Parke test 
is not appropriate since non-linear FIML can be consistent even under 
non-normality.
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use of u in place of u will have no effect on the asymptotic
properties of our tests. However, one may expect the rate of convergence 
2to x distribution to be slower, and the finite sample critical points 
calculated from Table 10.2 may not be appropriate. When the system is 
linear and identified, testing normality of the structural disturbances 
is equivalent to testing normality of the reduced form disturbances. In 
that case we can obtain the finite sample critical points by computer 
simulation.
As an illustration of application of our tests, we have calculated 
four test statistics denoted by LM_. (j=l,2,3,4) for the Bodkin and Klein's 
model [see equations (9.27) and (9.28)] using the data given in Bard (1974, 
p.134). To get u^ , we have used the FIML estimates of Bard (see Table 9.5). 
The statistics values along with their corresponding degrees of freedom 
and finite sample critical points are given in Table 10.3.
Table 10.3
Results on Test for Multivariate Normality in
Bodkin and Klein's Model
Test statistics
Degrees 
of freedom
Finite sample 
critical points
10 per cent 5 per cent
LM 1.5159 2 3.6050 4.6842
l m2 4.8899 3 4.3500 5.4358
l m3 4.0614 4 5.6638 6.9087
lm4 6.4059 5 6.7914 8.1364
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In the above table finite sample critical points have been calculated 
using Table 10.2 (corresponding to the sample size equal to 40, although 
we had 41 observations)8 . From Table 10.3 it is observed that all the 
statistics are less than their corresponding critical values except LM^ 
which exceeds the 10 per cent critical value. However, this rejection of 
normality is not at all strong, and our omnibus test statistics LM^ and 
LM^ do not reject normality. Therefore, on the basis of the above 
results, we may conclude that the disturbances in the Bodkin and Klein's 
model [for the data given in Bard (1974, p.134)] follow a bivariate normal 
distribution.
10.5 Conclusion and Some Extensions
In this chapter we have considered a multivariate Pearson family 
of distributions. Certain parametric restrictions lead to the multi­
variate normal distribution. Using this fact we have proposed a 
number of asymptotically efficient tests for multivariate normality. 
Through a simulation study these tests have been compared with some of the 
existing test procedures. A table is provided from which finite sample 
critical points can be obtained. We briefly discussed testing multi­
variate normality in SES and provided an empirical example. For this 
case we have not reported any results on the power properties of our 
tests (such a study is currently in progress), however, we may expect less 
power compared to those reported in Table 10.1 (see page 106).
It should be stressed that these critical points are not strictly 
appropriate since we are using u^ rather than u^ in calculating 
the test statistics.
8
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Following our approach, other distributions such as multivariate 
Gram-Charlier Series A and Edgeworth series can be used to construct tests 
for multivariate normality. But there are two major problems: first, 
truncation of these series after a finite number of terms may lead to 
negative values of the density functions and second, we have to impose 
rigorous restrictions on the alternative distribution for the validity of 
multivariate series expansion [see Chambers (1967)]. The proposed test 
statistics can also be adapted to test multivariate normality of the 
disturbance terms in other econometric models, such as multivariate 
limited dependent variable models thereby generalizing the tests suggested 
in Chapter 7. We have not considered testing other important hypotheses 
in SES , such as homoscedasticity and serial independence. There are 
many good papers that consider these problems, see for instance, Godfrey 
(1976), Breusch and Godfrey (1980) and Harvey and Phillips (1980, 1981a, 
1981b). It would be interesting to see whether we can combine these 
tests with our tests for normality and obtain a joint test for normality, 
homoscedasticity and serial independence in SES , which will be a
generalization of the test statistic LM discussed in Chapter 6.
N til
Lastly we should mention that when the null hypothesis of normality is 
rejected on the basis of our tests, the analysis of the data becomes 
quite difficult. One may apply some multivariate form of Box-Cox 
transformation [see Gnanadesikan (1977, p.154)] and carry out the analysis 
assuming normality. Another approach would be to use some robust 
estimation procedure. Work in this direction has just started [see 
Amemiya (1982)] and it requires further attention of the econometricians.
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C H A P T E R  11
Conclusions
A field is not well described if its 
boundaries are missing from the 
description; some knowledge of the 
boundaries is essential for an 
understanding of where the field is 
today as well as for enlarging the area 
of our knowledge tomorrow.
Halmos (1974)
In the last sections of the previous chapters we summarised the 
results discussed in each chapter and pointed out areas for future research. 
It is now pertinent to mention some of the other problems in econometric 
modelling that we have not yet discussed.
One of the most important aspects of econometric modelling which 
we have not dwelt upon is the role of economic theory. The genesis of 
all model building should be sound economic theory which attempts to 
capture the aspects of reality. As Malinvand (1980, p.739) puts it - 
econometricians "must have a solid grounding in economics"; otherwise, 
econometrics will become a field with many techniques but fewer 
accomplishments [see Rothenberg (1979)]. An essential ingredient in 
modelling is the data. However sophisticated our econometric techniques 
may be, if they are used with mediocre data the results will be unreliable 
and misleading. In the not too distant past when computations were 
performed on desk-calculators, researchers had a greater interaction with
the data, thereby enabling them to pick out possible anomalies in the data.
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With the advancement of computer technology and easier access to packaged 
computer programmes, the intimacy between researcher and data has become 
a thing of the past [see Belsley et al. (1980, p.2)]. This unfortunate 
state of affairs can be avoided by incorporating "diagnostic checks" which 
will detect influential data points and collinearity among the included 
regressors, in the available computer packages. To this end, Belsley 
et al. (1980) provide an authoritative analysis of diagnostic techniques.
There are, however, many problems which remain, in particular, 
mention should be made of errors in variables, model instability (random 
coefficient), pooling time-series and cross-section data, combining diffe­
rent sources of information, data aggregation and unobserved variables 
[see Zellner (1979) and Rothenberg (1979) for a discussion of other 
problems]. Many of these problems have received considerable attention 
by econometricians. However, in recent years, as it happened earlier in 
other scientific disciplines, such as physics, each problem has been 
studied individually in great depth without linking it to other problems. 
As early as 1924, Courant and Hilbert warned against such trends in 
scientific fields in their classic book Methods of Mathematical Physics 
(vol. 1, preface to the first German edition):
"... This rift is unquestionably a serious threat to 
science as a whole; the broad stream of scientific 
development may split into smaller and smaller 
rivulets and dry out. It seems therefore important 
to direct our efforts toward reuniting divergent 
trends by clarifying the common features and inter­
connections of many distinct and diverse scientific 
facts."
At least two things can be done to remedy the above unfortunate 
trend. First, we should try to assimilate our knowledge stemming from
the solutions of different problems. Second, attempts should be made to
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develop general theories which will encompass many apparently isolated 
problems. A classic example of such an attempt is Wald's (1939, 1947) 
decision theory which encompasses Fisher's (1922) estimation and Neyman 
and Pearson's (1933) hypotheses testing theories [see Ferguson (1976)]. 
Recently, in econometrics Ramsey and Alexander (1982) have begun a 
"process of wedding" the (robust) estimation and (specification error) 
tests although in a different spirit from that of Wald. In the 
introductory chapter we noted that estimation and testing are not two 
isolated problems. The question is: whether the use of recently proposed
robust estimates will increase the power of specification tests. Monte 
Carlo results reported in Ramsey and Alexander (1982) reveal that tests 
based on robust estimates have more power in testing various specifications 
such as normality, homoscedasticity and correct functional form in linear 
regression models compared to the tests calculated by using the ordinary 
least squares residuals. Robust estimates are more relevant for other 
econometric models (discussed in this thesis) such as limited dependent 
variable models and non-linear simultaneous equation systems, since for 
these models misspecification can have more serious consequences. It 
should be interesting, therefore, to develop robust estimation techniques 
for these models and to use robust estimates for testing purposes. It is 
yet to be seen whether the use of robust estimates will increase the power 
of the tests. Work is currently in progress in this direction.
* * * * * * * * * * *
Someone once said the number of problems today is no less than it 
was a thousand years back in any field of human activity. The same can
be said about econometrics today and during its conception sixty years ago.
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Therefore, we should not be very disappointed by the opening quotation 
(see page 1) of our thesis. At the same time, however, we should not 
feel overly confident from reading the following optimistic view of 
Frisch (1970):
"The English mathematician and economist Stanley 
Jevons (1835-1882) dreamed of the day when we should 
be able to quantify at least some of the laws and 
regularities of economics. Today - since the 
break-through of econometrics - this is not a dream 
anymore but a reality."
We should continue our scholastic pursuit vigorously in the hope that 
the day is not far away when we can fully justify'the above statement
of Frisch.
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