In this manuscript, we construct three viscosity implicit iteration schemes based on generalized contractions for strictly pseudo-contractive mappings. The first scheme is used to approximate a fixed point of a single strictly pseudo-contractive mapping, the second scheme is used to approximate a common fixed point of a finite family of strictly pseudo-contractive mappings, the third scheme is used to approximate a common fixed point of a countable family of strictly pseudo-contractive mappings. Furthermore, three strong convergence theorems based on the purposed iterative schemes are established in the framework of Banach spaces. Finally, three numerical examples are also given to show the efficiency and implementation of our schemes. The main results of this paper modify and improve many important recent results in the literature.
Introduction
Throughout this paper, we assume that X is a real Banach space and X * is the dual space of X. Let C be a subset of X. The duality mapping J : X → 2 X is defined by Jx = {x * ∈ X * : x, x * = x 2 = xT : C → C is called to be µ-strictly pseudo-contraction, if there exists a fixed constant µ ∈ (0, 1) and some j(x − y) ∈ J(x − y) such that T x − T y, j(x − y)
x − y 2 − µ (I − T )x − (I − T )y 2 , ∀x, y ∈ C, or equivalently (I − T )x − (I − T )y, j(x − y) µ (I − T )x − (I − T )y 2 , ∀x, y ∈ C.
It is well-known that every µ-strictly pseudocontractive mapping is 1+µ µ -Lipschitzian. Let (X, d) be a metric space. A mapping f : X → X is called a contraction, if there exists a constant α ∈ [0, 1) such that f(x) − f(y) α x − y , ∀x, y ∈ C.
Let N and R + be the set of all positive integers and all positive real numbers, respectively. A mapping ψ : R + → R + is said to be an L-function if ψ(0) = 0, ψ(t) > 0 for each t > 0 and for every s > 0, there exists u > s such that ψ(t) s for each t ∈ [s, u]. As a consequence, every L-function ψ satisfies ψ(t) < t for each t > 0.
A mapping f : X → X is said to be a (ψ, L)-contraction if ψ : R + → R + is said to be an L-function and d(f(x), f(y)) < ψ(d(x, y)), for all x, y ∈ X, x = y.
A mapping f : X → X is said to be a Meir-Keeler type mapping if for each > 0 there exists δ = δ( ) > 0 such that for each x, y ∈ X, with d(x, y) < + δ, we have d(f(x), f(y)) < .
Proposition 1.1 ([7]
). Let (X, d) be a metric space and f : X → X be a mapping. The following assertions are equivalent:
(i) f is a Meir-Keeler type mapping; (ii) there exists an L-function ψ : R + → R + such that f is a (ψ, L)-contraction.
Proposition 1.2 ([15]
). Let C be a convex subset of a Banach space X and f : C → C be a Meir-Keeler type mapping. Then, for each > 0 there exists r ∈ (0, 1) such that
x − y implies f(x) − f(y) r x − y .
In this paper, generalized contraction mappings refer to Meir-Keeler type mappings or (ψ, L)-contractions and we assume that the L-function from the definition of (ψ, L)-contraction is continuous, strictly increasing and lim t→∞ η(t) = ∞, where η(t) = t − ψ(t) for all t ∈ R + .
Fixed point theory plays a very important role for solving all kinds of problems, such as variational inequality problems in Hilbert spaces or Banach spaces, equilibrium problems, optimization problems and so on. A well-known iteration method for approximating fixed points of a nonexpansive mapping is the viscosity approximation method introduced by Moudafi [8] in 2000. Later, the explicit viscosity method for nonexpansive mappings was proposed in the framework of Hilbert spaces by Xu [17] in 2004. For arbitrary x 1 ∈ H, let {x n } be a sequence in H defined by
where f and T are contractions and nonexpansive mappings from H onto itself, respectively. Under certain assumptions imposed on the parameters, the sequence {x n } generated by (1.1) converges strongly to the fixed point x * of T which also solves the following variational inequality:
The implicit midpoint rule is a powerful method for solving ordinary differential equations; see [1, 2, 4, 6, 12, 18, 20] and the references therein. Recently, Xu et al. [18] considered the following viscosity implicit midpoint rule:
They proved that the iterative sequence defined by (1.3) converges strongly to a fixed point of T which solves the variational inequality (1.2) in Hilbert spaces. In the same year, Ke et al. [6] generalized the viscosity implicit midpoint rule of Xu et al. [18] to the following two viscosity implicit rules: 5) where f and T are still contractions and nonexpansive mappings from H onto itself, respectively. They obtained that the sequence {x n } generated by (1.4) and (1.5) converges strongly to a fixed point of nonexpansive mapping T , which also solves variational inequality (1.2). In 2016, Yan et al. [19] extended the main results of Ke et al. [6] from Hilbert spaces to uniformly smooth Banach spaces and replaced strict contractions by generalized contractions. They proved that the sequence generated by (1.5) converges strongly to a fixed point x * of nonexpansive mapping T , which is also the solution of the following variational inequality in Banach spaces:
Very recently, Fan et al. [5] proposed the viscosity approximation method:
where S n x =: (1 − λ n )x + λ n T x, T and f be a strictly pseudo-contractive map and contractions, respectively. Under certain assumptions imposed on the parameters, they proved that the sequence {x n } generated by (1.7) converges strongly to the fixed point x * of T which solves the variational inequality (1.6) in uniformly smooth Banach spaces. Then the following questions naturally arise in connection with above results:
(i) Can we extend the iterative process (1.7) to a general viscosity implicit approximation iterative process? (ii) Can we replace strict contractions by generalized contractions? (iii) Can we construct an iterative process for approximating a common fixed point of a finite family of strictly pseudo-contractive mappings? (iv) Can we construct an iterative process for approximating a common fixed point of a countable family of strictly pseudo-contractive mappings?
The purpose of this paper is to give an affirmative answer to these questions mentioned above. And the structure of this paper is organized as follows: In Section 2, we give some basic definitions and lemmas which will be used in proving our main results. In Section 3, we present three generalized viscosity implicit iteration schemes based on generalized contractions for strictly pseudo-contractive mappings and obtain strong convergence theorems based on the proposed iterative schemes in the framework of Banach spaces. In Section 4, we give three numerical examples to show the efficiency and implementation of our schemes.
Preliminaries
Let S(X) = {x ∈ X : x = 1}. Let the function ρ X : [0, ∞] → [0, ∞] be the modulus of smoothness of X defined by
A Banach space X is said to be uniformly smooth if
A typical example of uniformly smooth Banach spaces is L p , where p > 1. More precisely, L p is min{p, 2}-uniformly smooth for every p > 1. Let q be a fixed real number with 1 < q 2. Then a Banach space X is said to be q-uniformly smooth if there exists a constant c > 0 such that X (t) ct q for all t > 0. In a smooth Banach space, J is single-valued. In a uniformly smooth Banach space, J is uniformly continuous on bounded subsets.
To obtain the result of this paper, we also need the following lemmas and definition.
Lemma 2.1 ([9] ). Let X be a real smooth Banach space. Suppose one of the followings holds:
(i) j is uniformly continuous on any bounded subset of X.
(ii) x − y, j(x) − j(y) x − y 2 , for all x, y ∈ X. (iii) For any bounded subset D of X, there is a c such that
where c satisfies lim t→0 + c(t) t = 0. Then, for any ε > 0 and any bounded subset C there is δ > 0 such that
for any x, y ∈ C and t ∈ [0, δ).
Definition 2.2 ([10]
). Let C be a nonempty subset of a Banach space X and {T n } be a sequence of mappings from C into X with ∞ n=1 F(T n ) = ∅. For any bounded subset B of C, we say that {T n } satisfies the PUcondition, if there exists a continuous and increasing function h B : R + → R + , and for all k, l ∈ N such that h B (0) = 0, lim
Lemma 2.3 ([10]
). Let {T n } be a sequence of mappings from C into X. Suppose that for any bounded subset B of C, there exists a continuous and increasing function h B : R + → R + satisfying (2.1). Then the following hold:
(i) For each x ∈ C, {T n } converges strongly to some point of C.
(ii) If the mapping T : C → X be defined by T x = lim n→∞ T n x, for all x ∈ C, then lim n→∞ sup ω∈B h B ( T ω − T n ω ) = 0. Moreover, the properties of h B imply that
Lemma 2.4 ([14]
). Let {x n } and {z n } be bounded sequences in a Banach space X and let {τ n } be a sequence in [0, 1] with 0 < lim inf n→∞ τ n lim sup n→∞ τ n < 1. Suppose x n+1 = τ n z n + (1 − τ n )x n for all integers n 0 and
Lemma 2.5 ([17]).
Assume that {a n } is a sequence of nonnegative real numbers such that
where b n is a sequence in (0, 1) and {c n } is a sequence such that
Then lim n→∞ a n = 0.
Let C and K be subsets of a Banach space X. A mapping P from C into K is called sunny [3] if P(Px + t(x − Px)) = Px for x ∈ C with Px + t(x − Px) ∈ C and t 0. The following is proved in [11] ; see also [16] .
Lemma 2.6 ([11])
. Let E be a smooth Banach space and let J be the duality mapping from E into E * , that is, x, J(x) = x 2 = J(x) 2 for all x ∈ E. Let C be a convex subset of E, let K be a subset of C and let P be a retraction from C onto K. Then the following are equivalent:
0 for all x ∈ C and y ∈ K; (ii) P is both sunny and nonexpansive.
Hence, there is at most one sunny nonexpansive retraction from C onto K. Note that if E is a Hilbert space and K is closed and convex, then the metric projection and the sunny nonexpansive retraction from C onto K coincide.
Lemma 2.7 ([15]
). Let C be a closed convex subset of a smooth Banach space E. Let K be a subset of C and let P be the unique sunny nonexpansive retraction from C onto K. Let Φ be a mapping on C, and let z belong to K. Then the following are equivalent:
0 for all y ∈ K.
Lemma 2.8 ([13]
). Let C be a nonempty closed and convex subset of a uniformly smooth Banach space X. Let T : C → C be a nonexpansive mapping such that F(T ) = ∅ and f : C → C be a generalized contraction mapping. Then {x t } defined by x t = tf(x t ) + (1 − t)T x t for t ∈ (0, 1), converges strongly tox ∈ F(T ), which solves the variational inequality:
From Lemma 2.7, we know that, let P be the unique sunny nonexpansive retraction from C onto F(T ),
Lemma 2.9 ([13]
). Let C be a nonempty closed and convex subset of a uniformly smooth Banach space X. Let T : C → C be a nonexpansive mapping such that F(T ) = ∅ and f : C → C be a generalized contraction mapping. Assume that {x t } defined by x t = tf(x t ) + (1 − t)T x t for t ∈ (0, 1), converges strongly tox ∈ F(T ) as t → 0. Suppose that {x n } is a bounded sequence such that x n − T x n → 0 as n → ∞. Then
0.
Main results
Theorem 3.1. Let X be a real uniformly smooth Banach space and C be a nonempty bounded closed convex subset of X. Let T : C → C be a µ-strictly pseudo-contractive mapping such that F(T ) = ∅ and f : C → C a generalized contraction mapping. Pick any x 0 ∈ C. Let {x n } be a sequence generated by the following algorithm
where S n x =: (1 − λ n )x + λ n T x and assume that {α n }, {β n }, {γ n }, {δ n } and {λ n } are five sequences in [0, 1] satisfying the following conditions:
Then sequence {x n } converges strongly to a fixed pointx of T , which is also the solution of the variational inequality
Moreover, assume that P is the unique sunny nonexpansive retraction from C onto F(T ), the variational inequality
Proof. First, we show that S n is nonexpansive, for all n 0. Indeed, for all x, y ∈ C, taking
by Lemma 2.1, we have
It is obvious that for each
Since C is a nonempty bounded closed convex subset of X, then {x n }, {y n } and {T y n } are bounded. Hence there exists M = sup n 0 { T y n − y n }. Again from (3.1) and the property of S n , we have
and
Substituting (3.4) and (3.5) into (3.6), we obtain that
Substituting (3.7), (3.5) and (3.4) into (3.3), we obtain that
Since C is a nonempty bounded closed convex subset of X, then {x n }, {y n }, {f(x n )} and {S n y n } are bounded. Hence x n − S n y n and f(x n ) − S n y n are bounded. Again from conditions (ii), (iii) and (v), we have lim sup
By using Lemma 2.4, we have lim
Next, we prove that lim n→∞ x n − S n x n = 0. Since
also,
Substituting (3.9) into (3.8), we obtain that
From conditions (ii), (iii) and lim n→∞ x n+1 − x n = 0, we have lim n→∞ x n − S n x n = 0.
Let {x t } be a sequence defined by x t = tf(x t ) + (1 − t)S n x t for t ∈ (0, 1), from Lemma 2.8, {x t } converges strongly tox ∈ F(S n ) = F(T ), which solves the variational inequality:
that is,
Moreover, from Lemma 2.7, we have P • f(x) =x, where P is the unique sunny nonexpansive retraction from C onto F(T ). Again since {x n } is bounded and lim n→∞ x n − S n x n = 0, by Lemma 2.9, we have
Finally, we show that x n →x as n → ∞. Assume that the sequence {x n } does not converge strongly tox ∈ F(T ). Then there exist > 0 and a subsequence {x n i } of {x n } such that x n i −x , for all i 0. From Proposition 1.2, for this there exists r ∈ (0, 1) such that f(x n i ) − f(x) r x n i −x .
Then we have
(3.12)
Substituting (3.12) into (3.11), we obtain that
Hence,
Then, (3.13) reduces to formula
from lim n→∞ β n = 0 and (3.10), we have lim sup n→∞ c n i b n i 0.
From Lemma 2.5, we obtain that x n i →x as i → ∞. The contradiction permits us to conclude that {x n } converges strongly tox ∈ F(T ).
Theorem 3.2. Let X be a real uniformly smooth Banach space and C be a nonempty bounded closed convex subset of X. Let N 1 be an integer and for each 0 i N − 1, T i : C → C be a µ i -strictly pseudo-contractive mapping such that
Let f : C → C a generalized contraction mapping. Pick any x 0 ∈ C. Let {x n } be a sequence generated by the following algorithm:
where
Assume that {α n }, {β n }, {γ n }, {δ n } and {λ n } are five sequences in [0, 1] satisfying the following conditions:
Then sequence {x n } converges strongly to a pointx ∈ N−1 i=0 F(T i ), which is also the solution of the variational inequality
Moreover, assume that P is the unique sunny nonexpansive retraction from C onto N−1 i=0 F(T i ), the above variational inequality is equivalent to P • f(x) =x.
Proof. First, we show that S n is nonexpansive, for all n 0. Indeed, for all x, y ∈ C, taking 0 < ε µ i T i x − T i y − (x − y) 2 for any 0 i N − 1, by Lemma 2.1, we have
It is obvious that for each n ∈ N,
The following proof is the same as that of Theorem 3.1, we can obtain x n →x ∈ F(T [n] ), by the uniqueness of convergence of iterative sequence {x n }, we have that
Theorem 3.3. Let X be a real uniformly smooth Banach space and C be a nonempty bounded closed convex subset of X. Let {T n } ∞ n=0 : C → C be a countable family of µ-strictly pseudo-contractive mapping and f : C → C a generalized contraction mapping. Suppose that {T n } satisfies the PU-condition. Let T : C → C be a mapping defined by T x = lim n→∞ T n x for all x ∈ C and suppose that F(T ) = ∞ n=0 F(T n ) = ∅. Pick any x 0 ∈ C. Let {x n } be a sequence generated by the following algorithm:
where S n x =: (1 − λ)x + λT n x, λ ∈ [0, 1] and assume that {α n }, {β n }, {γ n }, and {δ n } are four sequences in [0, 1] satisfying the following conditions:
(ii) lim n→∞ |α n+1 − α n | = 0 and 0 < lim inf n→∞ α n lim sup n→∞ α n < 1;
Moreover, assume that P is the unique sunny nonexpansive retraction from C onto
Proof. First, we show that S n is nonexpansive, for all n 0. Indeed, for all x, y ∈ C, taking 0 < ε µ T n x − T n y − (x − y) 2 for all n 1, by Lemma 2.1, we have
Next, we show that {S n } satisfies the PU-condition. From the definition of S n and for all k, l ∈ N, for any subset B of C, there exists a continuous and increasing function h B : R + → R + , we note that
By our assumption, that {T n } satisfies the PU-condition, by Definition 2.2, we obtain that
So, {S n } satisfies the PU-condition. By Lemma 2.3, we can set Sx = lim n→∞ S n x, for all x ∈ C. It is obvious that S is nonexpansive, and
We can observe that x ∈ F(S) ⇔ x ∈ F(T ). That is,
Next, we show that lim n→∞ x n+1 − x n = 0. Set z n = x n+1 −α n x n 1−α n , y n = δ n x n + (1 − δ n )x n+1 . We have that
and 18) substituting (3.17) into (3.18), we obtain that
Substituting (3.19) and (3.17) into (3.16), we obtain that
] S n+1 y n − S n y n .
We know that 1 2 S n+1 y n − S n y n 1 2 S n+1 y n − Sy n + 1 2 Sy n − S n y n .
From {x n }, {y n } ⊂ C, assume that there exists a subset B of C which contains {x n }, {y n }. Since h B : R + → R + is a continuous, increasing and convex function, then we have
By Lemma 2.3 and the continuity of h B , we obtain that lim n→∞ h B ( 1 2 S n+1 y n − S n y n ) = 0. This implies that lim n→∞ S n+1 y n − S n y n = 0.
Since C is a nonempty bounded closed convex subset of X, then {x n }, {y n }, {f(x n )} and {S n y n } are bounded. Hence x n − S n y n and f(x n ) − S n y n are bounded. Again from conditions (ii) and (iii), we have lim sup
Next, we prove that lim n→∞ x n − Sx n = 0. We observe that 1 2
On the other hand, we have that lim
This proof is the same as that of Theorem 3.1. Since h B : R + → R + is continuous, increasing and convex, then we have
From Lemma 2.3 and the continuity of h B , we obtain that lim n→∞ h B ( 1 2 x n − Sx n ) = 0. This implies that lim
This remaining proof is the same as that of Theorem 3.1, we omit it. Therefore, we conclude that {x n } converges strongly tox ∈ ∞ n=1 F(T n ).
Numerical experiments
In this section, respectively, we give the corresponding numerical examples of Theorem 3.1, Theorem 3.2 and Theorem 3.3 to illustrate the effectiveness of the three algorithms constructed in Section 3. All codes were written in Matlab 2010b and run on Dell i -5 Dual-Core laptop.
Example 4.1. Let X := R and C := [0, 1] ⊂ R. Let T : C → C, f : C → C be defined by
It is clear that F(T ) = {0}. Let us choose
Obviously, X, C, T , f, α n , β n , γ n , δ n , λ n satisfy all the conditions of Theorem 3.1. Below we take different initial values to observe the convergence of the algorithm (3.1). Taking x 0 = 0.1, x 0 = 0.5, x 0 = 1, respectively, we have the following numerical results: Example 4.2. Let X, C, f, α n , β n , γ n , δ n , λ n is the same to that of Example 4.1 and T i : C → C be defined as follows:
Obviously,
and X, C, T i , f, α n , β n , γ n , δ n , λ n satisfy all the conditions of Theorem 3.2. Below we consider two situations to observe the convergence of the algorithm (3.14). Case 1. Taking N = 10, x 0 = 0.1, x 0 = 0.5, x 0 = 1, respectively, we have the following numerical results: Example 4.3. Let X, C, f, α n , β n , γ n , δ n is the same to that of Example 4.1 and T n : C → C be defined by T n (x) = 1 n x. Obviously, ∞ n=1 F(T n ) = {0} and X, C, T , f, α n , β n , γ n , δ n satisfy all the conditions of Theorem 3.3. Below we also consider two situations to observe the convergence of the algorithm (3.15). Case 1. Taking λ = 2 3 , x 0 = 0.1, x 0 = 0.5, x 0 = 1, respectively, we have the following numerical results: Table 4 : numerical examples of Theorem 3.3 for λ = 
