Abstract. Current multi-display environments (MDEs) can be composed of displays with different characteristics (e.g. resolution, size) located in any position and at different angles. These heterogeneous arrangements present specific interface problems: it is difficult to provide meaningful transitions of cursors between displays; it is difficult for users to visualize information that is presented on oblique surfaces; and it is difficult to spread visual information over multiple displays. In this paper we present a middleware architecture designed to support a new kind of perspective-aware GUI that solves the aforementioned problems. Our interaction architecture combines distributed input and position tracking data to generate perspective-corrected output in each of the displays, allowing groups of users to manipulate existing applications from current operating systems across a large number of displays. To test our design we implemented a complex MDE prototype and measured different aspects of its performance.
Introduction
A variety of new display combinations are currently being incorporated to offices and meeting rooms. Examples of such displays are projection screens, wall-sized PDPs or LCDs, personal monitors, notebook PCs, tablet PCs and digital tables. Users expect to work effectively by using multiple displays in such environments; however, there are important issues that prevent them from effectively taking advantage of all the available displays. MDEs include displays that can be at different locations from and different angles to the user; as a result, it can become very difficult to manage windows, read text, and manipulate objects. If a display is oblique to a user the visibility of information is severely reduced. Moreover, information that is spread over multiple displays appears fragmented making it more difficult to interpret. Another issue is how to provide users with convenient control of the whole environment. If cursors are controlled through indirect input devices such as mice or trackballs, the transitions from one display to another have to be made easy to interpret; in other words, users must be able to easily understand which movements of the mouse will move the cursor from the original to the intended display.
We have previously proposed solutions to these problems in the form of interaction [10] and visualization techniques [11] that are perspective-aware. Our general approach is based on the idea that we can create more efficient visualization and manipulation techniques if the system can calculate the user's perspective of the environment (i.e. how the displays of the MDE are seen from the point of view of the user).
However, the implementation of this interaction paradigm presents serious challenges because multiple sources of input originating from different machines (mice events, text input, 3D tracking data) have to be processed to generate perspectivecorrected output in a distributed set of graphical displays. In this paper, we investigate and describe the implementation details of a previously proposed perspective-aware system. While the interactive principles of the system have been studied in [10] and [11] the architectural and implementation issues have not been investigated before. The focus here is exclusively on the architectural and implementation issues that will help inform the design of future perspective-aware interactive systems.
To validate the proposed mechanisms and architecture we implemented a prototype system and obtained several measures that expose the strengths and weaknesses of our design; we discuss these in the conclusion.
Our work shows how the challenges of providing highly interactive perspectiveaware MDEs can be met; we hope that our exploration can serve as a first step towards real implementations of more flexible, easier to use office environments.
Seamless Use of Multiple Displays
Ordinary GUI environments are designed with the assumption that the user sits in front of a display which is fixed and perpendicular to her; windows and data are rendered according to this assumption. Unfortunately, the perpendicularity assumption does not always hold in multi-display environments, i.e., the display plane is not always perpendicular to the viewer, especially when the display is flat and covers a large viewing angle or when the user moves around. When a display is too oblique to a user or the graphic elements extend to multiple displays, using it becomes difficult [19] . To solve this problem, we proposed a multi-display environment that combines several displays as if they were part of one large virtual GUI environment. The proposed environment defines a virtual plane which is perpendicular to the user as a virtual display. GUI objects (e.g. windows and cursors) on the virtual plane are projected onto the real displays as shown in Figure 1(a) . As a result, wherever the user's viewpoint is, the user observes GUI objects (cursors and windows) without perspective distortion; just as if they were perpendicular to the user (see Figure 1(b) ). Even if a GUI object extends to several displays, the user observes it continuously beyond the boundaries of the displays.
When the user's viewpoint or some of the displays move, the environment detects these movements with 3D motion sensors and updates the display immediately to maintain the relationship shown in Figure 1(a) .
In the environment, the user controls the cursor on a virtual sphere around the user, so that the cursor can move seamlessly between displays as shown in Figure 1(c) . This technique is known as Perspective Cursor [10] . Also, the user can interact with the multiple displays not only from a certain specific computer, but also from all computers in the environment.
3 An Architecture Using Server-Client Topology
General Middleware Architecture
One of the requirements of our design was that displays run by different types of computers should be easy to integrate within the general system. To facilitate the integration of heterogeneous computers into the system we opted for an architecture with multiple servers that take care of the specialized tasks, leaving simpler operations to the clients.
A 3D server (a dedicated 3D server machine with specific 3D server software) keeps track and processes three-dimensional information of positions and orientations of the users' viewpoints and mobile displays measured through 3D motion sensors. The positions and orientations of user viewpoints and displays are measured by 3D motion sensors that are processed in the 3D server software to calculate the positions and orientations of the GUI objects on the virtual plane. This information is subsequently sent to the client software that runs in each of the client machines. The client software only renders the display; this way users can use low performance computers like notebook PCs as client machines.
In order to perform ordinary tasks, the system has to run existing applications like text editors, web browsers, etc. Our system uses an independent application server machine that runs actual applications and sends the graphical data to the client machines. The software that carries out the functions of broadcasting the graphical data and receiving input from the client software instances is called the application server software. Because this function is equivalent to the service provided by a VNC [13] server, we implemented it using RealVNC [24] (an open source VNC server implementation).
In addition to presenting the graphical output of applications the system needs to be able to feed user input to these same applications. Users manipulate regular mice and keyboards that are connected to the client machines in order to interact with the applications shown in any display. The client software sends all inputs to the 3D server software, and then the 3D server software relays the inputs to the corresponding windows according to the positions and orientations of the GUI objects in the environment. When the cursor is on top of a window, the 3D server software transfers the cursor inputs to the application server software. For the consistency of the input/output flow, the keyboard inputs on the client machines are sent to the application server software through the 3D server software. In this way, the inputs on all client machines are appropriately processed through the network. Figure 2 summarizes the architecture. We describe the overview of each type of software below.
Client software: Each instance of the client software corresponds to one display. Therefore, the number of instances of the client software running on a particular client machine corresponds to the number of displays connected to that particular machine. The client software receives the 3D positions and orientations of all GUI objects from the 3D server software and the application images from the application server software. Then the windows are filled with the application image which is clipped from the desktop image of the application server machine. The client software also collects all inputs and sends them to the 3D server software.
3D server software:
The 3D server software runs on a dedicated machine. It processes and stores positions and orientations of users' viewpoints and all displays; with this information, it calculates the positions and orientations of the GUI objects on the virtual plane. When it receives cursor input from the client software or detects movement of the 3D motion sensors, the 3D server software recalculates the positions and orientations of the GUI objects and resends. In addition, it processes the inputs from the client software and relays them to the application server software.
Application server software:
The application server software and any application available to the users run on a single application server machine. The application server software receives the inputs and relays them to the applications. Then, if there is any change of the application images, it sends the altered graphical information back to the client software.
Network Communication
The client software sends the cursor and keyboard inputs to the 3D server software. On the other hand, the 3D server software sends the positions, orientations, conditions and disappearance notification of the GUI objects to the client software instances which need to render the GUI objects. The messages related to the positions and orientations are sent whenever the user moves the mouse or the 3D server software detects movements of the 3D motion sensors. These communications are robust because even if pieces of data are lost in communication, the 3D server software sends updated data continuously and a newer block of data will eventually replace the missing data. An unreliable network protocol (UDP) is used because high-throughput is required and old data has no value.
Unlike geometric information, other kinds of communication such as conditions and disappearance notifications require guaranteed ordered delivery because the loss of a single packet could set the system in an inconsistent state. These data are therefore transmitted using reliable protocols such as TCP.
There exist two other important flows of information: the desktop image data from the application server software to the client software and the cursor and the keyboard inputs from the 3D server to the application server software; both flows are compressed and sent through the VNC connection.
Management of GUI Objects in 3D Space
This section describes the transformations that the three-dimensional data undergoes and how the processed data is subsequently used to render the seamless GUI elements.
In order to provide seamless use of GUI objects across multiple displays, the locations and orientations of these objects are represented with respect to several coordinate systems in the environment. Figure 3(a) shows two three-dimensional coordinate systems; the coordinate system G of the real world and the display's local coordinate systems D n (n = 1, 2,…) in which the origin is at the top-left corner of each display. Figure 3(b) shows the two-dimensional coordinate system A which corresponds to the pixel coordinate system of the application server machine.
Seamless Representation of Information on Multiple Displays

3D Server Software Functionality
The 3D server software receives positions and orientations of users' viewpoints and mobile displays from the 3D motion sensors. These data are expressed in terms of an arbitrary coordinate system G defined by the 3D tracking device that is also used to represent the positions and orientations of the virtual GUI elements (cursors and windows). Positions, orientations and sizes of the fixed displays are configured at initialization time, and are also expressed in terms of the G coordinate system. The resolution of displays is sent from the client software when the client software connects to the 3D server software. All these data represents all the relevant geometrical information of the physical system, allowing the 3D server to perform perspective operations on the virtual GUI elements. In order to make a window perpendicular to the user, the 3D server software calculates the position (top-left corner) and orientation of the virtual window which is perpendicular to the user's viewpoint in the coordinate system G. Figure 4(a) shows the data of the virtual window and cursor held in the 3D server software. Using the viewpoint's position and the initial position of the virtual window, the 3D server calculates the distance from the viewpoint to the virtual window (d in Figure 4 (a)), the line which passes through the viewpoint and the virtual window (K in Figure 4(a) ) and the anchor of the virtual window (the intersection between the line K and the display). If the line K intersects several displays, the anchor is set on the nearest intersection from the viewpoint. Meanwhile, the direction from the top-left corner to the top-right corner (the right direction) of the virtual window is parallel to the horizontal plane in the coordinate system G, and the direction from the top-left corner to the bottom-left corner (the down direction) is perpendicular to both the line K and the right direction. From these data and the size of the virtual window, the 3D server calculates the positions of each corner of the virtual window (see Figure 4(b) ). Then, the 3D server software detects all displays which should render the window by calculating the intersections between the displays and the extended lines from the viewpoint to each corner of the virtual window. In addition to the window, the 3D server software holds the information of the virtual cursor. Using direction v (from the viewpoint to the virtual cursor), the 3D server software calculates line J, which is the extension of v from the viewpoint into the cursor anchor on the display. Then it detects all displays which should render the cursor by calculating the intersections of the displays and the line J.
When the viewpoint moves, the 3D server software needs to relocate the GUI objects according to the new positions measured from the 3D motion sensors. The anchor is fixed to a physical pixel so that windows do not float around with the movement of the user; only the orientation of anchored windows changes. This effect is achieved by recalculating line K and the positions of each corner of the window using the anchor and the updated viewpoint and subsequently refreshing the corresponding displays. The distance d is kept so that the apparent size of the window stays constant. Figure 5 (a) shows how the virtual window adapts to the movement of the viewpoint. The virtual cursor adapts to the movement of the viewpoint in a similar fashion: the server recalculates v and J, and then sends repaint signals to the appropriate displays.
When a mobile display moves, the 3D server software still maintains windows and cursors anchored to a particular pixel on the display. Figure 5(b) shows a window moving with the display.
Rendering to Display
To simplify rendering in the clients, the 3D server software converts the positions of the viewpoint and each corner of the virtual window into the display's local coordinate system D n before sending them. When a client instance receives the data it assigns regions to the icon bar, the frame, and the client area of the virtual window (see Figure 6 (a)). Then, the client area of the window is filled with the corresponding patch of the desktop image received from the application server. Correspondences between the window client areas and the desktop image patches are maintained and updated by the 3D server software, and expressed in terms of coordinate system A. The result of the rendering process is illustrated in Figure 6(b) .
If several windows overlap, the client software renders the windows according to their priority; the highest-priority window always stays on top. A window priority stack is managed independently of the three-dimensional positions in the 3D server. Many priority policies are possible, but our implementation keeps windows on top that have received input recently. To render the cursor to the display, the 3D server software converts the direction v, the vertical vector, and the viewpoint position in the coordinate system G to the coordinate system D n . Then the 3D server software sends these data to the appropriate instance of the client software. When the client receives these data, it creates a virtual cursor on a virtual plane which is perpendicular to the direction v at the distance c from the viewpoint. The size and distance from the user of the virtual cursor (c in Figure 7 (a)) are constant; the orientation of the cursor is calculated using the vertical vector so that the cursor always looks up and points away from the user. Finally, the client renders the virtual cursor to the display surface. Figure 7 shows the rendering of the cursor.
The windows and cursors are re-rendered whenever the 3D or the application servers notify position and orientation movements or when the graphical application data changes.
Seamless Interaction on Multiple Displays
When the user generates input through a client (e.g., by moving the mouse) the client first sends it to the 3D server software. The data sent includes the type of input (e.g., "click", "move", etc.) and the corresponding magnitude (when appropriate). When the 3D server receives movement input events, it transforms the planar movement data into a rotation of the direction v around the user; the horizontal movement makes v rotate following the parallels of a virtual sphere centered on the user's head. The vertical movement rotates v along the meridians of the same sphere. Then, the 3D server software recalculates the line J and the anchor's position using the updated direction v, and sends back the direction v and the viewpoint's position to the client for rendering.
(a) projection of cursor (b) detail of the virtual cursor (a) virtual window (b) projection of window Figure 8 shows the movement of the cursor in the 3D server software. Note that the spherical nature of the cursor movement mapping makes it possible to point to areas where there is no display. If the pointing device that controls a cursor does not move, the cursor stays anchored to the same physical pixel of the screen where it is being displayed, regardless of the user's movement; however, if the cursor is pointing towards a direction where there is no display, the anchor is temporally erased, and the direction v is fixed instead. At this time, the direction v is stable against the movement of the viewpoint. The anchor is recreated when the cursor comes back on any display.
The 3D server software also keeps positions and locations of the icon bar, frame, and client area in order to detect clicks on each region of the window. If the 3D server software receives a click while the cursor is on the icon bar, the 3D server software adapts appropriately according to the icon; the icon bar contains icons that allow changing the owner of the window, resizing and dragging the window as well as altering its privacy and resizing behavior. The detailed behaviors of the window including the multi-user case are described in [11] . If the cursor is in the client area, the 3D server software converts the cursor position into a two-dimensional position in the application server's coordinate system (A in Figure 3(b) ). Then it sends the type of the input and the cursor position to the application server which, in turn, redirects the event to the corresponding application.
As we mentioned before, the cursor can be located in positions where there is no display. In this case, the cursor cannot be displayed directly but we make use of Halo [2] , an off-screen visualization technique to indicate to the user the actual position of the cursor. 
Prototype
In this section, we describe the implementation of a prototype system with the features described in section 3 and 4. We also describe the results of measurements of the input/output response time as an aspect of the performance.
Implementation
We implemented the client software and the 3D server software with Microsoft Visual C++ 2005 on Microsoft Windows XP SP2. The client software uses the OpenGL Fig. 9 . A snapshot of two users using the prototype system graphic library for the rendering. The communication between the servers and the clients is implemented using DirectPlay [21] . For the application server software, we used one of the several available open-source VNC implementations, Real VNC [24] . The application server receives the inputs from the 3D server software, posts the inputs to the applications, compresses the desktop image, and sends the image to the client software. Because there are Real VNC implementations for Windows, Mac OS and various Linux distributions, users are free to use any of these operating systems on the application server machine (see Figure 10) .
For 3D position tracking (users' viewpoints and display position and orientations) we used Intersense's IS-600 Mark 2 ultrasonic tracker. Figure 9 shows a scenario where two users place and use an editor, a web browser, a multimedia player, and a geographic application on the system. Figure 10 shows some desktop images of the client machine while the application server is running on several operating systems. For illustration purposes, the widow in the figure shows the whole desktop image of the application server machine. 
Measurement of Response Time
In the architecture of the proposed middleware, all inputs/outputs get delayed when they pass through the network. This latency might affect tasks on the system adversely. Thus, it is important to measure at least two types of response time: 1) response time to control the cursor with a mouse, and 2) response time for updating an application image. 
Environment for Measurement
The 3D server software and the application server software ran on desktop PCs (CPU: Xeon 2.8 GHz, Mem: 2.0 GB, OS: Windows XP SP2). We also used several desktop PCs (CPU: Xeon 2.2 GHz, Mem: 2.0 GB, OS: Windows 2000 SP4, Graphics: Quadro FX 4000) and a notebook PC (CPU: Core Duo 1.6 GHz, Mem: 1.0 GB, OS: Windows XP SP2, Graphics: Mobile Intel(R) 945 Express Chipset Family) for the client software. Each desktop PC and the notebook PC ran one or two instances of the client software according to the condition of the measurements. All desktop PCs were connected with wired connections (1000BASE-T) and the notebook PC was connected with a wireless connection (IEEE 802.11g).
Response Time for Cursor Control
We measured the time elapsed between a registered movement of the mouse on a client machine and the reception of the updated cursor position by the client machine. Figure 11 (a) shows the mean time and the standard deviations of 100 trials in each condition. In conditions G1 to G4, one to four instances of the client software ran on the desktop PCs without the notebook PC. In condition W2 and W5, one instance of the client software ran on the notebook PC with one and four instances on the desktop PCs. The response time measured on the W2 and W5 conditions corresponds to measures taken through the notebook PC.
Response Time for Updating the Application Image
For the application update measurements, we used an image viewer on the application server machine and measured the elapsed time between an update image signal in the client and the complete change of the image in the windows displayed by the client. Because the accurate time when the client machine finishes the update cannot be detected manually, we recorded the display with a video camera (30 fps), and then calculated the time by counting the frames. We chose full colour landscape photos to display on the image viewer because of their low compressibility. We chose images that ranged from 16 × 16 pixels to 1024 × 1024 pixels in size, which correspond roughly to the typical size of a single letter to a medium-sized window. Figure 11 (b) shows the mean times and the standard deviations of 5 trials in each connection type and each size of the image. The conditions are the same as those in Figure 11 (a). In each condition, the Figure 11 (a) showed that the latencies of the cursor controls are shorter than 10 ms in all conditions. Generally, response time should be less than 50-150 ms for simple tasks like cursor control, keyboard typing, and so on [15] . Thus the response time for the cursor controls on the proposed middleware is adequately short and does not impede regular cursor use. We should also consider the latency for the updates of the positions of the GUI objects when the users or the displays move. It can be calculated by adding the latency of the 3D motion sensors (which is approximately 50 ms) and the latency of the communications from the 3D server software to the client software (less than 10 ms). The total latency is about 60 ms. In the field of the virtual reality it has been shown that a latency of 80 ms affects a target tracing task negatively when the user is wearing a half transparent HMD [16] . Although there is no report about the effect of latencies below 80 ms, we consider that these effects are trivial in our system because the movements of the users' viewpoints are usually small when performing a task. We will investigate effects of these latencies more precisely in the future. The latencies to update the image of 16 × 16 pixels are less than 100 ms in each condition as described in section 5.2.3. Thus, these are adequately short for key typing. On the other hand, the latencies to update the larger images like 1024 × 1024 pixels amount to up to 1000 ms on the wired connections and up to 2500 ms on the wireless connections. These results indicate that the proposed middleware is not suited to deal with applications like movie players which update whole window more frequently than once per second. So users should choose the applications according to the types of connections when users work on the system. Alternatively, it might be a solution to implement special application server software which is optimized to send the application images to multiple instances of the client software, although we would have to implement it on each operating system. When users use applications which need network communications, these might further increase the response time of the system. But we can separate the communications of the application from those of the middleware by adding another network card to the application server machine. In this way, the communications of the applications will not affect to the response time of the middleware.
Discussion
Effect of Latency
Extensions of the Middleware
In the proposed middleware, the 3D server software can deal with multiple cursors by distinguishing the input messages from different client machines and processing them appropriately. However, existing operating systems on the application server do not support multiple cursors. In order to provide truly collaborative interaction, we need to develop applications which support multiple cursors in the case of multiple users. This problem can also be solved by designing an architecture with multiple application servers where each window corresponds to the desktop image of a different machine. However, the system will need many computers and we will still not be able interact with one window with multiple cursors at same time. The demands towards multiple cursor operating systems in the field of CSCW are, however, increasing and there start to appear experimental systems in which multiple users can interact simultaneously with objects such as Microsoft Surface [22] and Entertaible [9] . We believe that operating systems will support multiple cursors in a few years and that the application server software on such operating systems will overcome the current problems.
In the proposed middleware, the client machines have to render the corresponding display image based on the 3D positions and orientations and the desktop image. According to our measurements, all client software instances rendered at a frame rate of at least 60 Hz. This means that general notebook PCs without specialized graphic hardware has adequate power for the client software. For slower machines, it might be better to adopt a different technique such as server rendering, that is, the 3D server software renders and sends the images for the client software. Another alternative is to use fast 3D graphics libraries for mobile devices like OpenGL ES [23] . We plan to investigate implementations with small devices in the near future.
Related Work
In this section, we describe existing research and systems that use multiple displays.
In some systems, the user can interact with multiple displays from one computer. PointRight [8] and mighty mouse [4] redirect the cursor inputs to other computers through a network. Thus, the user can control multiple computers at same time. However, what the systems do are just transmissions of the inputs. The user can not relocate applications beyond the displays because each computer works independently.
On the other hand, some systems support the relocations and the collaborations of the applications beyond the displays. For example, a computer with a graphic board which has multiple outputs treat aligned displays as a large desktop. Mouse Ether [1] can also correct the difference of the resolutions and the sizes between displays for cursor control. Distributed Multihead X [20] sends commands for drawing to multiple computers through a network and creates a huge desktop with many aligned displays. These systems, however, generally assume that all displays are fixed.
Wincuts [17] can transmit copy images of the window on the personal small displays to public large displays but it can only show information to other users. ARIS [3] , i-Room [18] , EasyLiving [6] , and Gaia [14] allow the user to use multiple displays collaboratively which are placed in various positions. In these environments, the user can relocate and interact with the applications beyond displays; however, the GUI spaces are not connected seamlessly but logically. That is, when a cursor goes out of a display, it jumps to another display.
There has been some research on techniques that allow the user to interact with multiple displays seamlessly including mobile displays like notebook PCs or PDAs [12] . Steerable camera-projectors can also be used to create dynamic interactive displays on any plane of the environment (e.g. walls, tabletops and handheld white boards in an environment) [5] . However, in these systems the relationship between the user viewpoint and the display is not considered.
In the field of ubiquitous computing, many architectures and frameworks have been proposed for using multiple devices [7] . Although this work can be used to inform the design of general data-exchange architectures for multi-display systems such as ours, the particular requirements of a perspective-aware environment required a specific study of the interaction architecture.
Conclusion
In this paper, we investigated the implementation issues of a multi-display system which allows users to use all displays seamlessly and effectively in common cooperative scenarios. We proposed a double server-client architecture and detailed the data processes necessary to make the system perspective-aware. We also implemented a working prototype and measured its performance in terms of interactive throughput. In the future, we intend to further evaluate the usability of the system and to improve the interaction architecture in order to achieve higher responsiveness and flexibility of use.
