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Abstract-The aim of this paper is to consider parallel iteration schemes for a general class of 
pseudo two-step Runge-Kutta-Nystrom (RKN) methods of arbitrary high order for solving nonstiff 
initial-value problems y”(t) = f(y(t)), y(to) = yo, y’(to) = yo on parallel computers. Starting with 
an s-stage pseudo two-step RKN method of order P* with w implicit stages, we apply the highly 
parallel PC iteration process in P(EC)mE mode. The resulting PIPTRKN method (parallel-iterated 
pseudo two-step RKN method) uses an optimal number of processors equal to PU < p*/2. By a 
number of numerical experiments, we show the superiority of the PIPTRKN methods proposed in 
this paper over both sequential and parallel methods available in the literature. @ 2002 Elsevier 
Science Ltd. All rights reserved. 
Keywords-RKN methods, PC methods, parallelism. 
1. INTRODUCTION 
In the literature, a number of explicit RKN methods have been proposed for solving the nonstiff 
second-order initial-value problem (IVP) 
y”(t) = f(y(t)), Y(to) = Yo, Y'(to) = Yb: to 5 t 5 T, (1.1) 
where y, f E R”. The explicit RKN methods up to order 11 can be found in [l-7]. In order 
to exploit the facilities of multiprocessor computers, several classes of parallel PC methods of 
RKN-type for problem (1.1) have recently been considered in [8-191. In the present paper, we 
propose a class of parallel PC methods based on a new class of pseudo two-step RKN correctors 
(PTRKN correctors). A new s-stage PTRKN corrector method using w implicit stages, ‘o = s-w 
explicit stages is of step point and stage order both at least equal to s with any integer pair w,v, 
with w + v = s. It is always zero-stable and can attain the step point order p* = s + 2, stage 
order q* = s + 1 (see Section 2). Applying a highly parallel PC iteration scheme to PTRKN 
methods gives us the methods which are analogous to the parallel iterated RKN methods (PIRKN 
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methods) proposed in [9,19]. Therefore, the resulting PC iteration methods will be termed parallel 
iterated PTRKN method (PIPTRKN method) (see Section 3). 
Although, for a given number of processors, the order of the PIPTRKN methods used for 
the numerical experiments in this paper is equal to that of the PIRKN method, their rate of 
convergence is better, their predictor formula is more accurate, so that their efficiency is cxpect,ed 
to be increased (see Section 4). The increased efficiency is demonstrated in Sections 4.1 and 4.2, 
where numerical results are presented by comparing the PIPTRKN methods with PIRKN and 
sequential explicit RKN methods available in the literature. 
In the following sections, for the sake of simplicity of notation, we assume that the IVP (1.1) 
is a scalar problem. However, all considerations below can be straightforwardly extended to a 
system of ODES, and therefore, also to nonautonomous equations. 
2. PTRKN CORRECTOR METHODS 
The PTRKN corrector methods were firstly proposed in [20], following the similar approach 
used in [la] by starting with an s-stage collocation implicit RKN method (IRKN method) called 
the generating IRKN method. For a scalar and autonomous problem of form (1.1). this IRKN 
method reads 
U, = ‘u,e + hu~c + h2A.f(Un). (asa) 
TL,+~ = Y, + h& + h2bTf(U,), (2.11)) 
?I>;+~, = & + hdTf(U,). (2.k) 
In (2.1) and elsewhere in this paper, we use for any vector v = (vi,. . ,11,~)~ aud any scalar 
function .f the notation f(v) := [f(vi), . . , f(us)lT. 
Here, we consider a general s-stage PTRKN method based on the collocation vector c portioned 
into subvectors c, and cl,,, (c = (cz, CL)‘). This PTRKN method assumes the form 
V,, = ynev + hy;c, + ~L~A~,~~~‘(V~- L) + h2-LU f (W,-i), (22a) 
W, = yneul + ~~YAc,, + ~“JL,!~(V,,) + 112&,uf (W,), (2.2b) 
Y~+I = in + k/:, + ~~2b;f(Vn) + ~~2b;f(Wd, (2.2c) 
Y;+, = Y;, + f&!f(Vn) + /&&W,), (2.2d) 
where, yn+ 1 = Y(L+l)l YA+1 cz y’(tTL+l), A,, are i x j method parameter matrices, b,, d,, 
and cj are j-dimensional method parameter vectors, ej is the j-dimensional vector with unit 
entries, (for i,j = Y, w, v + UJ = s). V,, is called the explicit stage subvector representing the 
numerical approximation to the exact solution vector y(t,e,,+c,h) = [y(t,,+ci h), . !,(t,,+~,,h)]~ 
and W, is called the implicit stage subvector representing the numerical approximation to the 
exact solution vector y(t,e,,, + c,,h) = [y(tlL + c,+lh), , y(trL + c9h)lT. The metjhod parameter 
matrices A,, and vectors b,, d, will be determined by order conditions (see Sect,ion 2.1). The 
PTRKN method (2.2) can be seen as to be obtained from the IRKN method (2.1) by replacing 
its implicit stage equation (2.la) by “explicit-implicit” relations (2.2a) and (2.2b). This PTRKN 
met,hod is conveniently specified by the tableau. 
In order to start method (2.2), an appropriate starting procedure is needed for generating 
sufficiently accurate starting stage vectors Vo, Wa and step point values yi, yi from !/a and yh. 
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This can be done, for example, by using an appropriate PIRKN method considered in [9,19] or 
a sequential code with dense output. 
The s-stage PTRKN method (2.2) consists of v explicit stages and u: implicit stages, Its order 
can be studied in the same way as the order of RKN methods. Thus, suppose that yn = y(tn), 
yk = ,y’(&), V,-1 = y(L-rev + hc,), and W,_I = y(t,_le,,, +hc,,,), then we have the following 
order definition. 
DEFINITION 2.1. The PTRKN method (2.2) is said to be of order p* = min{pr, p2} if 
y(L+r) - Yn+l = 0 p+l) I 
y/(&+1) - y:L+l = 0 (ir”‘+‘) , 
and stage order q” = min{p*, 41, q2) if in addition, 
y(t,e, + IX,,) - V,, = 0 (hql+‘) , 
y(tnezu + hc,) - W, = 0 (hq2+l) 
2.1. Order Conditions 
In Uris section, we consider order conditions for PTRKN methods. For the (fixed) stepsize h, 
t,he respective orders 41, q2, pl, and p2 conditions for (2.2a)-(2.2d), are derived by replacing V,_i, 
WIL--l, yn, V,, W,, and yn+i by the exact solution values y(t7L-ie,+hc,) = y(tneli+h(c,,-e,,)), 
y(Liezu + izcw) = y(t,e, + h(c,, - e,,)), y(k), y(Le, + hc,,), y(GLeW + k,), and y(t,+r), 
respectively. On substitution of these exact solutjion values into (2.2), we are led to 
y(Lev + k) - y(L)eU - f~y’(L)c~, - h2A,,!y”(t,,e, + h(cz9 - e,,,)) 
-h2Avwy”(tnew + h(c,: - e,,)) = 0 (hql+l) , 
(2.4a) 
y(t,e, + hc,) - y(L)e,, - f~~'(t,)c,, - ~~2A1Lll,y”(t,e, + hc,) 
-h2J4,,y”(t,e,, + hc,,) = 0 (hq2+l) ? 
(2.4b) 
y(tn + h) - y(tn) - hy’(t,) - h2bLy”(tnez, + hc,) 
-h2bLy”(tnelu + hq,,) = 0 (/zP~~‘) , 
(2.4~) 
y’(t, + h) - y’(&) - hdTy”(t,e,, + hc,) 
-hdLy”(t,,e, + hc,,) = 0 (I~r’~+r) 
(2.4d) 
Using Taylor expansions for the sufficiently smooth function y(t) in the neighbourhood of t,, 
we can expand the left-hand sides of (2.4) in powers of It and obtain the order conditions (cf. [20]) 
[c;,+i - j(j + 1) [&,(cv - e,Y-r + &,,(cw - elU)“-‘]] = 0, j=l,...,qr-1, 
[c$+r - j(j + 1) [Azm,~j,-~ + A,,,u,c~-‘I] = 0, j=l,...,qz-1, 
[l - j(j + 1) [b;c;>-’ + b&$-,-l]] = 0, j = I )...) pr - 1: 
(2.5) 
[l - j [dv’c;,-r + d;c$-‘I] = 0, j=1,...,1)2-1. 
Conditions (2.5) imply that the explicit and implicit stage subvectors and the step point values 
satisfy the order relations 
y(t,e, + hc,,) - V, = 0 (hgl+‘) : 
y(t,e, + hc,,) - W, = 0 (hq2+l) , 
y(tn+l) - yn+l = 0 (h”‘+l) , 
(2.6) 
y/(&+1) - y/:&l = 0 (hP1). 
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THEOREM 2.1. If the function f is Lipschitz continuous, and if 
(A,,, A,,)(c - e)“-’ = &, j=l,...,qi-1, (2.7a) 
j+1 
(A,,,, Aww)~~-~ = h, j=l,...,qz-1, (2.71~) 
(b,T, b,T) cJ-1 = --& 
j(j + 1) 
j = l....,Pl -1, (2.7~) 
(d;,d;) c3-l = ;, j=l,...,pa-1, (2.7d) 
then the PTRKN method (2.2) has order p* = min{pr,pz - l,ql + l,qz + 1) and stage order 
q” = min{p*,qi,qz} for any collocation vector c with distinct abscissas and for any integer 
pair 21, w with w + v = s. 
The proof of this theorem follows the same line as in the proof of a very similar t,heorem 
formulated in [20, Theorem 2.11. 
In order to express the parameter matrices A,,, A,,,, A.,,,,, A,,,,, and the vectors b,,. b,,, d,, d,, 
explicitly in terms of the collocation vector c, we define the matrices and vectors 
( 2 c3 c4 
p+l 
P 7, := --$$,T )..., * ) 
> 
Q : = (e, 2(c - e), 3(c - e)2,. . , s(c - e)‘-‘) , R : = (e, 2c, 3c2, 4c”, 1 SC-~) , 
( 1 1 T g:= 2....‘-- s+l > ) g:= (1,; )..., ;)I, s:= (e.e.cZ ).... c-1). 
Then the order conditions (2.5) (equivalent to (2.7)) with q1 = q:! = p1 = 1~2 = s + 1 can be 
presented in the form 
(Am,, Aw)Q = 8, (A,,,, A,,)R = P,,,, (2.84 
(b,T,b,T) R = gT, (d,T, d,JI) S = gT. (2.8b) 
Since the components c, of the vector c are assumed to be distinct, implying that Q, R, and S 
are nonsingular, and from (2.8), we may write 
(&u,Auw) = P,Q-', 
(b,T, bj) = gTR-‘, 
(Au,,, A,,,,,) = PwR-‘1 
(d,l, d;) = gTS-l. 
(2.9a) 
(2.9b) 
In view of (2.6), it follows from (2.9) that 
Y(tnev + Izc,,) - V, = 0 (/L”+~) , y(t,e, + hcl,,) - W, = 0 (ksf2) : 
Y(L + h) - Yn+l = 0 @p+“) 9 Y’(& + IL) - y;+1 = 0 (h”+l) , 
(2.10) 
where p = s for any collocation vector c with distinct abscissas. Moreover, the vectors b,,, b,, 
d,,,, and d, defined by (2.9b) which satisfy order conditions (2.7c), (2.7d) are the weights of 
the direct collocation IRKN method based on c (see (2.1), [al]). Therefore, the order results 
for collocation IRKN methods show that with a special choice of the vector c, it is possible to 
increase the order p beyond s (superconvergence) by satisfying the orthogonality relation (see 
[21;22, p. 2121). The following theorem is a direct consequence of Theorem 2.1, the explicit 
expressions of parameters of the PTRKN methods (2.9) and the application of the orthogonality 
relation (see also [20]). 
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THEOREM 2.2. An s-stage PTRKJV method defined by (2.2) is of step point order p’ = s and of 
stage order q* = s if the parameter matrices A,,, A,,,, A,,,, A,,,, and vectors b,,, b *,,, d,, d,, of 
the metllod satisfy relations (2.9) for any collocation vector c with distinct abscissas and for any 
integer pair v, w with w + u = s. It has stage order q* = s + 1 and step point order p* = s + 1 
or P * = s + 2 if in addition 
s 
P,(l) = 0, Pj(Ic) := 
1z:31 g 
(< - c,) d6> j=l,...,k, 
JloJds for k = 1 or k > 2, respectively. 
Theorem 2.2 indicates that an s-stage PTRKN method, can attain the step point order p* = 
s + 2. According to the analysis of the local eyrors in this section, the starting vectors Vo, WO 
and values yl, y; should be of order s + 2 and p* + 1 that is 
y (toe, + hc,) - VO = 0 (!L’+~) , y(t1) - Yl = 0 (Irp*+‘) 1 
y (toe, + kc,) - WO = 0 (hS+‘) , y’(t1) - y; = 0 (h”‘“) 
2.2. Zero-Stability 
Since the PTRKN method (2.2) is of the two-step nature, we have to consider its property of 
zero-stability. For the consideration of zero-stability, we write the PTRKN method (2.2) in the 
one-step form of a general linear method (GLM) ( see, e.g., [23]). By defining the vectors 
Y, = @UT, (W,)T,Yn+l,Y;+l)T 3 y,-1 = ((Vn-l)T, (Wn-l)T,Yn,Y~)T 1 (2.11) 
the PTRKN method (2.2) can be written in the GLM form 
Y, = A4Y,_1+ hNY,-1+ hKf(Yn) + h%f(Y& (2.12) 
where the (s + 2) x (s + 2) matrices n/f, N, K, and L are given by 
nr 
K 
N= 
(2.13) 
In (2.13) O,, and 0, denote the i x j matrices and the i-dimensional vectors wit,h zero entries. 
For zero-stability, we have to demand that no eigenvalue of the matrix M has modulus greater 
than one, and that every eigenvalue of modulus one has multiplicity not greater than two (cf., 
e.g., [12]). Hence, from (2.13) we see that the matrix Al has s zero-eigenvalues and one eigenvalue 
equal to 1 of multiplicity 2. Thus, we have the following. 
THEOREM 2.3. The PTRKN methods based on any collocation vectors c with distinct abscissas 
are always zero-stable for any integer pair v, ‘IU with v + w = s. 
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3. PIPTRKN METHODS 
In this section, we apply the parallel PC iteration to the PTRKN methods. Using (2.2) as the 
corrector method with the predictor formula 
W(O) - - R - +ew + h&c, + k2Bpuvf(Vn-1) + la2B,,,,f (Wi!!),) , (3.la) 
where the matrices B,,, and B,,, are determined by order conditions (see Section 3.1), we arrive 
at the following PC iteration scheme (in P(EC)“E mode with k = nz or k = nl + 1): 
V,, = z,e,, + h&c, + h2AUu.f(V,-~) + h2A,,,f (Wir\) , (3.lb) 
W(3) = z,e,,+hz:,c,+h2A,,f(V,)+11”A,,,f (Wi-‘I) 
~~~1~ = + hz:, h2b,Tf(V7L) + (W;?‘) , 
,m, (3.1~) 
Zk+r = + hd,Tf(&) hd;f (Wr)) 
1% note yn~y~,y,+l,y~L+l are numerical approximations by PTRKN 
(2.1) and z;, ~,+r, are those by PIPTRKN (3.1). As 
every explicit the computational of method (3.1) is measured by the number of 
sequential f-evaluations per step. Notice that ?I components of f(V,) and 11: components of 
f(W{;‘), j = l,..., m + 1, can be computed in parallel, provided that, max(,o, ~1) processors 
arc available. In general, we need m + 2 sequential f-evaluations per step. However, by a special 
choice of collocation vector c, one sequential f-evaluation of component*s of f(V,) can be saved 
and only 10 processors are needed (see Section 4). Mk shall call the iteration scheme defined 
by (3.1), a parallel-iterated PTRKN method (PIPTRKN method). 
3.1. Order Conditions for the Predictor 
The order conditions for the predictor formula (3.la) can be derived straightforwardly by Taylor 
expansion techniques. Along the lines of Section 2.1 (see also [20]), we can obtain a predictor of 
order s + 1 if the conditions 
(&,, &,)(c - eY’ = &, j = 1, . , .s, (3.2) 
hold. These conditions determine the matrix (B,,,, B,,,,). By using the matrices P,, and Q 
defined in Section 2.1, (3.2) can be written in the form 
(B,,,, &,w)Q - Pw = 0, (3.3) 
which leads to the explicit expression of the matrix (B,,,,,, El,,,,,,), 
(Bw,, Bw) = J’t,C1. (3.4) 
If (3.4) is satisfied, then we have 
w, - wt) = [W, - (t y new + k,)] + [y(t,e,, + hc?,,) - Wi’)] = 0 (hS+‘) (3.5) 
Since the function .f is Lipschitz continuous and each iteration in (3.1) raises the order of the 
iteration error by 2; the following order relations are obtained: 
W, _ W($) = 0 @Zm+s+7, 
Yn+l - z,,+l = h2b,I [j (W,) - f (WF))] = 0 (/L~‘~+~+~) , 
&+I - z;+~ = lzd; [f (W,) - f (W;:))] = 0 (h2m+s+3) , 
y(tn+l) - ,%+I = [yy(tn+l) - yn+~] + [yn+l - G,+I] = 0 (IL”*+‘) + 0 (h27n+s+‘) , 
Y’(L+1) - 4+1 = [Y’@n+d - Yk+1] + [YA+1 - d:,+l] = 0 (IP) + 0 (Pn+s+3) ( 
where, @’ is the order of the PTRKN corrector method (2.2). Thus, we have the following 
theorem. 
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THEOREM 3.1. If the PTRKN method (2.2) has step point order p*, and if conditions (3.2) are 
satisfied, then the PIPTRKN method (3.1) has step point order p” = min(p*, 2m + s + 2), for 
any collocation vector c with distinct abscissas. 
3.2. Rate of Convergence 
The rate of convergence of the PIPTRKN method (3.1) is defined by using the model test 
equation y”(t) = Xy(t), where X runs through the eigenvalues of the Jacobian ma.trix g (cf., 
e.g.. [9,11,12]). Applying (3.1) to this equation, we obtain the iteration error equation 
~(3) - w, = xAtLjuj 11 W;-‘I - W,, I 
. 5 := PA, j = 1,...,111. (3.6) 
Hence, with respect to the model test equation, the rate of convergence is determined by the 
spectral radius p(~A,,,) of the itcra.tion matrix zA,,,,. Requiring that p(xA,,,,) < 1, leads us to 
t,he convergence condition 
(3.7) 
We shall call p(A,,,,) the convergence factor and l/p(A,,,,,) th e convergence bomdnry of the 
PIPTRKN method. The freedom in the choice of the collocation vector c of PTRKX correctors 
can be used for minimizing the convergence factor p(A,,,,,,), or equivalently. for maximizing the 
convergence region SC,,,, defined by 
S Ccl”” := (3.8) 
Specification of convergence fact,ors for a specified class of PIPTRKN methods used in our nu- 
merical experiments is reported in Section 4. 
3.3. Stability Intervals 
The linear stability of the PIPTRKN methods (3.1) is investigat,ed by again using the model 
test equation w”(t) = AU(t), where X is assumed to be a negative real. Denoting :C :== X/t2 and 
applying (3.1) to the model test equation yields 
V,, = sA,,,V,-l + zA,,,,W!,?)~ + e,,z, + hz;q,,, (3.9a) 
W!:)L) = [+xA,, +. .. + (zA,,,,)~-~] (e,z, + IL&C,,, + n:Awz,Vn) + (xA,,,,)~‘W~“) 
= [I + :cA,,,, + + (zA,,,)~-~] (e,,,z, + IL&C,,, + 2A,,,,Vn) 
+ (~Aww)“~ ( ezoZn + ILZ~C, + xB,,,,V,_~ + ~B,,,,,Wf:n)l > 
= [I+sA,,+. . .+(zA,,) Tn-1] [etuzrr + I&c,,, f.cA,,. (e,.z, +h.&c,, + xA~,,,V,,_I 
+~cA,wWi’?Lm_)l )] + (xA,,)~ (e,,z, + 112;c,, + zB,,,V,_I + :I:R,,u,WJ:“:) (3.91)) 
= {x2 [I + zA,,,,, + . . + (zA,,J’~-~] A,,,,,A,,,, + ,I:~+~(A~~~“)~‘~B~~~} V,_ L 
+ {:E” [I + zA,,, + + (aA,J”-‘] A,,,,A,,,, + ~~rL+1(A1U11,)771BZU1,,} W;&?)1 
+ {[I + zA,u + . + (xA~J”-~] ( e,,, + .d,,,e,.) + ~7”(&,b)‘“e,,,} 2, 
+ { [I + zA,,,. + . + (sA~J”-~] (cl,, + zA,,,cl,) + x”‘(A~,>Jnc~~.} hz;, 
= n~fgyx)v,_l + Adg’(x)w;:l’l + AI~~‘(:1.)2, + nr‘g’(+Lz;, 
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From (3.9), we are led to the recursion 
where n/;rm(z) is the (s + 2) x (s + 2) matrix defined by 
(3.lOa) 
(3.10b) 
The explicit formulas of M/Jm’(z) with i = 2,3,4, j = 1.2,3,4 in (3.10b) are clear from (3.9). 
The matrix M,,(x) in (3.10) which determines the stability of the PIPTRKN met,hods, will be 
called the amplification matrix, its spectral radius /-)(Mm(:z)) the stnbility ffln,ctlon. For a given 
number of iterations m, the stability intervals of the PIPTRKN methods are defined as 
(-/3(m), 0) := {x : p (A&(x)) < 1, rc < O}. 
l%re also call /3(m) the stab&y bound&y for a given m. The stability boundaries d(m) for the 
PIPTRKN methods used in our numerical experiments can be found in Section 4. 
4. EXPERIMENTS 
In this section, we for PIPTRKN methods III = s/2 and II 
3). The PTRKN corrector by (2.2) are based 
c= (-cr,..., -Ck,l-c~,...,l-cr)TY k = 2,4, 
c = (cl,. 
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where cl, . . . , ck are k components of the k-dimensional Gauss-Legendre collocation vector. This 
choice of c gives the PTRKN correctors step point order p* = s and stage order q* = s (see 
Theorem 2.2), so that the corresponding PIPTRKN methods defined by (3.1) have step point 
order p** = s for any m (see Theorem 3.1). Also by this choice, II components of f(V,) can be 
copied from the preceding step so that the resulting PIPTRKN methods require nl+ 1 sequential 
f-evaluations per step and can be implemented on w = p**/2 processors. We do not claim that the 
above chosen collocation vectors are the best possible. A further study of this topic will be subject 
of future research. These orders and number of processors are t)he same as used for the direct 
and indirect PIRKN met,hods (respectively denoted by DirPIRKN and IndirPIRKN methods) 
proposed in [9,19]. However, a direct numerical computation reveals that the convergence factors 
of PIPTRKN methods as defined in Section 3.2 are smaller than those of direct and indirect 
PIRKN methods of the same order p (see Table 1). 
Table 2 compares the stability boundaries of the PIPTRKN methods with those of PIRKN 
methods considered in [9,19]. As shown in this table, the stability boundaries of these PIPTRKN 
methods arc more regular and sufficiently large for nonstiff problems. 
Table 1. Convergence factors for various parallel pt”-order methods. 
Parallel pth-Order Methods p=4 p=6 p=8 p = 10 
IndirPIRKN (cf. [9]) 0.083 0.046 0.027 0.019 
DirPIRKN (cf. [9]) 0.048 0.029 0.018 0.013 
PIPTRKN 0.0% 0.027 0.009 0.010 
Table 2. Stability boundaries P(m) for various parallel pth-methods. 
r 
Parallel pth-Order Methods p=4 p=G p=8 p= 10 
IndirPIRKN Methods 
P(l) 12.00 7.06 7.06 7.06 
t3(2) 12.00 0.00 0.00 0.00 
P(3) 0.00 9.81 9.51 9.51 
B(4) 12.00 0.00 0.00 0.00 
P(5) 12.00 9.75 0.00 9.86 
DirPIRKN Methods 
O(1) 6.83 7.06 7.06 7.06 
P(2) 0.00 0.00 0.00 0.00 
P(3) 0.00 18.77 9.51 9.51 
P(4) 8.57 0.00 0.00 0.00 
P(5) 0.00 9.80 0.37 9.86 
PIPTRKN Methods 
P(1) 3.24 2.13 1.89 0.72 
P(2) 6.71 6.46 0.66 1.81 
P(3) 6.51 8.87 2.80 5.80 
J(4) 8.48 8.49 2.43 12.03 
4(5) 8.50 9.81 2.44 15.62 
In this section, we shall compare the PIPTRKN methods with parallel and sequential explicit 
RKN methods from the literature. In the numerical experiments. for the first, step, the starting 
values Vo, Wo, zlr and .z; of a PIPTRKN method will be generated by the associated direct 
PIRKN method based on the same collocation vector c as the underlying PIPTRKN method. 
The absolute error obtained at the end point of the integration interval is presented in the form 
lVNCD (NCD may be interpreted as the number of correct decimal digits). The computational 
efforts are measured by t)he values of Nserl denoting the total mmrber of sequential f-evaluations 
required over the total number of integration steps N,Q,. 
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Ignoring load balancing factors and communication times between processors in parallel meth- 
ods, the comparison of various methods in this section is based on Uses and the obtained NCDs. 
The numerical experiments with small widely-used test problems taken from the literature below 
show a potential superiority of the new PIPTRKN methods over extant methods. This superi- 
ority will be significant in a parallel machine if the test problems are large enough and/or the 
f-evaluations are expensive (cf., e.g., [24]). All the computations were carried out ou a 29-digit 
precision computer. An actual implementation with stepsize strategy for large and expensive 
problems on a parallel machine is a subject of further studies. 
4.1. Comparison with Parallel PC Methods 
In order to see the efficiency of various parallel PC methods, we follow a dynamical strategy in 
all PC methods for determining the number of iterations in the successive steps. It seems natural 
to require that the iteration error is of the same order in h as the local error of the corrector. 
This leads us to the stopping criterion .(cf., e.g., [11,12]) 
!I 
w?) _ w(m-‘1 
n Ilm 
< TOL = Cl?’ ~ (4.2) 
where C is a problem- and method-dependent parameter, and p* is order of the corrector. We 
shall report numerical results obtained by the best parallel explicit RKN methods available in 
t,he lit,erature, that is the direct and indirect PIRKN methods proposed in [9,19] a.nd the methods 
constructed in this paper. We selected a test set of three problems t,aken from the literature. 
These three problems possess exact solutions in closed form. Initial conditions are taken from 
the exact solutions. 
4.1.1. Linear nonautonomous problem 
As a first numerical test, we apply the various pth- order PC methods to the linear nonau- 
tonomous problem (cf., e.g., [9,11,12]) 
d2y(t)= -2a(t) + 1 -o(t) + 1 
dt2 Z(a(t) - 1) a(t) - 2 > y(t)> 
a(t) = max{2cos2(t),sin2(t)}, 0 < t I 20, 
Y(9) = (9, qT, y’(0) = (-1: 2)T, 
(4.3) 
with exact. solution y(t) = (-sin(t),2sin(t))T. Tl rc numerical results listed in Table 3 clearly 
show that the PIPTRKN methods are much more efficient than the direct. and indirect PIRKN 
Table 3. Values of NCD/N,,, for problem (4.3) obtained by various p%rder parallel 
PC methods. 
PC methods 7, N,,,, = 80 Nstp = 160 A&,, = 320 Nstp z G40 N,t, = 1280 c 
IndirPIRKN 4 4.01239 5.3/480 6.5/9GO 7.711920 8.9/3840 10-l 
DirPIRKN 4 5.2/239 6.41479 7.6/960 M/1920 10.0/3840 10-I 
PIPTRKN 4 4.8/161 6.21321 7.51641 8.7/1281 10.0/2561 10-I 
IndirPIRKN 6 7.41360 9.2/721 11.0/1441 12.8/2881 14.6/5769 10-3 
DirPIRKN 6 8.0/354 9.9/710 11.7/1420 13.5/2839 15.3/5678 10-Z 
PIPTRKN 6 9.1/163 12.11322 12.91642 14.6/1282 16.312562 10-3 
IndirPIRKN 8 11.0/399 13.41799 15X/1600 l&2/3200 20.6/6400 10-4 
DkPIRKN 8 13.0/399 16.1/799 18.6/1600 21.3/3200 23.8/6400 10-d 
PIPTRKN 8 12.3/163 15.21323 17.81643 20.3/1283 22.8 12563 lo-‘* 
IndirPIRKN 10 15.5/469 17.81955 20.8/1917 23X/3837 26.917678 lo-” 
DirPIRKN 10 14.8/469 l&7/955 21.6/1917 24.613837 27.617678 10-d 
PIPTRKN 10 17.1/164 20.8/324 24.31644 26.9/1284 10-d 
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methods of the same order. For this linear problem, all the PIPTRKN methods need only 
about one iteration per step. Notice that because of round-off errors, we cannot expect 29 digits 
accuracy for the numerical results. As a consequence, Table 3 contains an empty spot in the 
second last column where the numerical result was in the neighbourhood of the accuracy-limits 
of the machine, and therefore, considered as unreliable. 
4.1.2. Nonlinear Fehlberg problem 
For the second numerical test, we apply the various pth -order PC methods to the well-known 
nonlinear Fehlberg problem (cf., e.g., [1,2,4,5]) 
-49 _ 
d2y(t)= 
dt2 2 
y?(t) + y;(t) 
Y(O) = (0, llT, 
- 
(4.4) 
with highly oscillating exact solution given by y(t) = (cos(t2), sin(t2))T. The results are reported 
in Table 4. These numerical results show that the PIPTRKN methods are again by far superior 
to the direct and indirect PIRKN methods of the same order. 
Table 4. Values of NCD/N seq for problem (4.4) obtained by various pt”-order parallel 
PC methods. 
Methods 
IndirPIRKN 
DirPIRKN 
PIPTRKN 
p Nstp = 200 Nstp = 400 Nst,, = 800 Nstp = lGO0 Nst,, = 3200 C 
4 I.71728 2.811457 4.0/2915 5.215829 6.5/11658 lo2 
4 2.41722 3.611445 4.8/2889 6.015778 7.2111555 102 
4 2.4/404 3.8/800 5.1/1801 6.4/3201 7.6/6401 102 
IndirPIRKN G 4.0/900 5.8/1812 7.613625 9.4/7247 11.2/14496 10” 
DirPIRKN 6 5.0/896 6X/1807 8.613615 10.4/7230 12.2/14458 lo3 
PIPTRKN 6 5.1/438 7.21801 9.1/1602 11.0/3202 12.8/G402 lo3 
IndirPIRKN 8 6.6/1118 9.0/2227 11.514472 13.918943 16.3/17887 lo3 
DirPIRKN 8 7.611122 10.0/2226 12.4/4470 14.8/8941 17.2/17881 lo3 
PIPTRKN 8 8.51484 10.9/894 13.2/1616 15.9/3202 18.4/6402 IO3 
IndirPIRKN 10 9.4/1336 12.412642 15.515244 18.5/10539 21.5/21101 103 
DirPIRKN 10 10.5/1334 13X/2636 16.6/5244 19.6/10539 22.6/21100 103 
PIPTRKN 10 11.4/539 14.71954 17.9/1786 21.1/3290 24.2/6404 lo3 
4.1.3. Newton’s equation of motion problem 
The third numerical example is the two-body gravitational problem for Newton’s equation of 
motion (see [25, p. 2451). 
h/l(t) Yl (t) d2yz(t) YZ (t) -=_ -=- 
dt2 
(Jy?(t) + Y;(t))3 ’ d2t (Jy?(t) + YS(t))3’ 
0 F t I 20, 
(4.5) 
Yl(O) = 1 - E, Yz(O) = 0, Y:(o) = 0, Y;(o) = 4 l+E l--E’ 
This problem can also be found in [5] or in the test set of problems in [2G]. The solution 
components are yl(t) = cos(u(t))-z, yz(t) = J(l + ~)(l - E) sin@(t)), where u(t) is the solution 
of Kepler’s equation t = u(t) - E sin(u(t)) and E denotes the eccentricity of the orbit. In this 
example, we set E = 0.3. The results for this problem are given in Table 5 and give rise to nearly 
t,he same conclusions as formulated in the two previous examples. 
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Table 5. Values of NCD/&, for problem (4.5) obtained by various pth-order parallel 
PC methods. 
hlethods P Nsr,, = 100 N,t, = 200 Nstp = 400 rJ,,, = 800 N7t,, = 1600 (: 
IndirPIRKN 4 2.91229 3.7/600 4.9/1200 6.1/2400 7.3/4800 10’ 
DirPlRKN 4 2.x/229 4.9/GOO 6.2/ 1200 7.412400 X6/4800 10’ 
PIPTRKN 4 2x/200 4.1/400 5.3/801 6.4/1601 7.6/3201 10’ 
IndirPIRKN 6 5.0/400 6.8/400 X.6/1600 10.4/3200 12.2/G-100 10-I 
DirPIR.KN 6 5.8/400 7.5/800 9.3/1600 11.1/3200 12.9/6400 10-I 
PIPTRKN 6 5.31212 7.11403 8.9/803 10.7/1603 12.6/3202 10-l 
IndirPIRKN 8 7.71500 10.1/1000 12.5/2000 14.9/4000 17.3/8000 10-2 
DirPIRKN 8 9.0/500 11.4/1000 13.8/2000 lG.2/4000 18.6/8000 10-Z 
PIPTRKN 8 9.1/240 lo.61445 12.8/803 15.2/1603 l7.G/3203 10-Z 
IndirPIRKN 10 10.2/534 13.2/1092 16.212236 19.2/4800 22.2/9600 lo-” 
DirPIRKN 10 11.0/534 14.0/1092 17.012235 20.0/4800 23.0/9600 10-Z 
I’IPTRKN 10 10.71243 13.7/460 16.6/863 19.6/1605 22.613204 10-Z 
4.2. Comparison with Sequential Methods 
In Section 4.1, the PIPTRKN methods were compared wit,h direct and indirect PIRKN meth- 
ods. In this section, we shall compare these PIPTRKN methods with some of the best sequent,ial 
explicit RKN methods currently available. 
We restricted the numerical experiments to the comparison of our tenth-order PIPTRKN 
method denoted by PIPTRKNlO with a few well-known sequential codes for t,he nonlinear 
Fehlberg problem (4.4). We selected some embedded RKN pairs presented in the form p(p + 1) 
or (p + 1)~ constructed in [1,2,4,5] and the code DOPRIN taken from [22]. Ll’e reproduced the 
best results obtained by these sequential methods given in the literat,ure (cf., e.g.. [5,19]) and 
added the results obtained by PIPTRKNlO method. In spite of the fact. that the results of the 
sequential methods are obtained using a stepsize strategy, whereas PIPTRKNlO met,hod is ap- 
plied with fixed stepsizes, it is the PIPTRKNlO method t,hat is the most efficient (SW Table 6). 
When compared to the code DOPRIN from [22], the PIPTRKNlO method offers a speed-up 
factor ranging from 20-40 (depending on t,he accuracy required). 
Table 6. Comparison with sequential methods for problem (4.4). 
Methods n’%tr, NCD Nseq 
1 l( 12).pnir (from [4]) 876 20.3 17521 
ll(lO)-pair (from [5]) 919 20.7 15614 
9( IO)-pair (from [2]) 62X 15.1 8793 
3235 21.4 45291 
8(9)-pair (from [l]) 1452 13.5 15973 
DOPRIN (from [22]) 79 38 633 
353 8.3 2825 
1208 12.3 9665 
4466 16.3 35729 
16667 20.3 133337 
PIPTRKNlO (in this paper) 200 11.4 539 
400 14.7 954 
800 17.9 1786 
1600 21.1 3290 
3600 24.2 , 6404 
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5. CONCLUDING REMARKS 
In this paper, we proposed a new class of parallel PC methods called parallel-iterated pseudo 
two-step RKN methods (PIPTRKN methods) based on pseudo two-step RKN correctors 
(PTRKN correctors). Three numerical experiments showed that the PIPTRKN methods are 
much superior to the known parallel and sequential methods available in the literature. 
The paper limits its focus to IVPs of the form y”(z) = f(y(t)), however there has been 
proposed RKN methods for the more general problem y”(z) = f(t, y(t), y’(t)) (see, e.g., [27]). 
In the forthcoming paper, we will extend the ideas of this paper to the mentioned more general 
problem. 
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