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Non-linear Curve Fitting by Linear Least-squares Method 





 Recently, new technologies such as Industry4.0 and/or Internet of Thing (IoT) are being 
studied as part of rapid advances in information and communication technology (ICT), where 
the importance of real-time processing is anticipated to increase. 
The least-squares method (LSM) is one of the most popular ways to determine the 
characteristics of measured data. Iteration calculation is frequently used to obtain a high 
preciseness on the batch processing in LSM applied to non-linear curve fitting, but adaptive 
control equipment and other real-time computer systems need to reduce the steps of data 
processing for time-sharing. 
 In this paper, a new linear LSM with space compensation ability is presented to balance high 
preciseness and reduction of the amount of data processing even for non-linear curve fitting, 
and it is evaluated in comparison with results from linear LSM without space compensation 
ability and non-linear LSM with iteration. 
 





























































                                                   








 2,1 正規方程式 
(𝑚 + 1) 次元の 𝑥𝑘 − 𝑦空間  (𝑘 = 1 ･･･ 𝑚) におい
て標本データ(𝑥𝑖
𝑘，𝑦 ∶  𝑖 = 1 ･･･ 𝑛 )の分布に対して、
関数 
 





𝑘)                            (2) 
𝑌 = 𝑔𝑦(𝑦)                               (3) 
𝐴𝑘 = ℎ𝑎𝑘(𝑎
𝑙 , 𝑏)          (𝑙 = 1･･･ 𝑚)           (4) 
𝐵 = ℎ𝑏(𝑎
𝑙 , 𝑏)              (𝑙 = 1･･･ 𝑚)           (5) 
 
で定義される変数とパラメータの写像を行い、その
結果、𝑋𝑘  と 𝑌 の間に平面を表す関係 
 




   (6)式は、(2)、(3)式による座標変換を受けた(𝑚 + 1) 
次元空間上の平面を示す。一方、(2)、(3)式は 𝑥𝑘 − 𝑦 
座標系で表現される原空間を各軸方向に歪めて 𝑋𝑘 −
𝑌 座標系を構築していることを意味する。したがって、
𝑋𝑘 − 𝑌 空間上でパラメータ𝐴𝑘 , Bを決定するために
従来の線形最小二乗法を適用した場合、𝐴𝑘 , B から
𝑎𝑘  , 𝑏 が求まったとしても原空間である𝑥𝑘 − 𝑦座標系
において、(1)式が合理的に当て嵌まるとは限らない。 
    ここでは、𝑥𝑘 − 𝑦空間、したがって𝑋𝑘 − 𝑌空間  (𝑘 =
1 ･･･ 𝑚) 上で 𝑛組の標本データ 
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{(𝑋1
𝑘  , 𝑌1)，(𝑋2
𝑘 , 𝑌2)，・・・・・(𝑋𝑛
𝑘 , 𝑌𝑛) } 
 
に対して、荷重係数𝑝𝑖  を付与した誤差関数 
 
𝜀 =  ∑  𝑝𝑖{𝑌𝑖 − (∑ 𝐴
𝑘
𝑘 𝑋𝑖
𝑘 +  𝐵)}
2
𝑖 = ∑ 𝑝𝑖𝛥𝑌𝑖
2






















𝑗=1 + (∑ 𝑝𝑖𝑋𝑖
𝑘
𝑖 )𝐵 =  ∑ 𝑝𝑖𝑋𝑖
𝑘𝑌𝑖𝑖  
(10) 




𝑗=1 + (∑ 𝑝𝑖𝑖 )𝐵 =  ∑ 𝑝𝑖𝑌𝑖𝑖      (11)                   
 
   (𝑚 + 1)元連立１次方程式(10)、(11)を𝐴𝑘  , B につ 
いて解き、(4)、(5)式を連立させることによって、 




    前節で詳述したパラメータ同定は、原空間（ 𝑥𝑘 −
𝑦 空間）に対して𝑥𝑘軸(𝑘 = 1 ･･･ 𝑚)、𝑦軸の両方を
(2),(3)式で示される関数で写像したことによる歪ん





𝑘  , 𝑦𝑖)に対して、原空間（𝑥
𝑘 − 𝑦空間）
上で最小二乗法を用いて(1)式の関数を当て嵌める場
合、誤差関数 𝜀 は、次式で定義される。 
 
𝜀 =  ∑ {𝛥𝑦𝑖(𝑥𝑖
𝑘  ; 𝑎𝑘  , 𝑏)}
2
𝑖                   (12)           
𝛥𝑦𝑖(𝑥𝑖
𝑘  ; 𝑎𝑘  , 𝑏) 
         =  𝑦𝑖 − 𝑓(𝑥𝑖
𝑘  ; 𝑎𝑘  , 𝑏| 𝑘 = 1 ･･･ 𝑚)     (13)                 





       𝜀 =  ∑∫ ･･
∞
−∞𝑖






                                                   ･{𝛥𝑦𝑖(𝑥𝑖
𝑘  ; 𝑎𝑘  , 𝑏)}
2
𝑑𝑥1･･𝑑𝑥𝑚 





2       (14) 
 
   ここで、δ 関数の定義式として以下の表現を用いる。 
 
            δ(𝑥𝑘 − 𝑥𝑖
𝑘)  =                                            










   




)      
1
𝛥𝑥𝑘













 < 𝑥𝑘)       
  
                                               (15) 
  (14)式に、(15)式を適用することにより、誤差関数は 
  次式で与えられる。 
 












𝑘 ]𝑖  (16)                           
 
  (2)，(3)式の逆関数 
 
                 𝑥𝑘 =  𝑔𝑥𝑘
−1(𝑋𝑘)                           (17) 
                  𝑦 =  𝑔𝑦
−1(𝑌)                             (18) 
 
  を用いると 
 





)𝑑𝑋𝑘                        (19) 
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                    (22) 
              𝑑𝑋𝑘 =  lim
𝛥𝑥𝑘→0
{𝑔𝑥𝑘(𝑥
𝑘 + 𝛥𝑥𝑘 2⁄ ) − 𝑔𝑥𝑘(𝑥
𝑘 − 𝛥𝑥𝑘 2⁄ )} 
(23) 
 
  を用いて(21)式を加算形式に戻すと、 
 


















}𝑘 ]𝑖                                                  











となり、原空間（ 𝑥𝑘 − 𝑦 空間）の誤差関数が写像空
間（ 𝑋𝑘 − 𝑌 空間）上の誤差関数として表現される。
任意の 𝑘 に対して 
 
















   (25) 





































𝑖                   (27) 
 
したがって、(7)式と(27)式より写像空間上の補正係
数 𝑝𝑖 は次式で与えられる。 
 














    以降、(28)式の 𝑝𝑖 を「空間補正係数」と称する。 
 
3. ２次元空間への適用 
 3.1 正規方程式 









         𝑋 =  𝑔𝑥(𝑥)                              (30) 
                  𝑌 =  𝑔𝑦(𝑦)                              (31) 
                 𝐴 =  ℎ𝑎(𝑎, 𝑏)                             (32) 
                 𝐵 =  ℎ𝑏(𝑎, 𝑏)                             (33) 
 
で定義される変数とパラメータの変換を行い、その 
結果、 𝑋 と 𝑌 の間にリニアな関係 
 
                 𝑌 = 𝐴𝑋 + 𝐵                              (34) 
 
が成り立つと仮定する。この時、原空間上の誤差関数
(12)は、空間補正係数 𝑝𝑖 を用いて 
 
                 𝜀 =  ∑ 𝑝𝑖{𝑌𝑖 − (𝐴𝑋𝑖 +  𝐵)}
2
𝑖 =  ∑ 𝑝𝑖𝛥𝑌𝑖
2
𝑖      (35) 
 
  と表され、正規方程式(10)および(11)は、 
 
                 𝑋2
∗
𝐴 + 𝑋∗𝐵 = 𝑍                          (36) 
           𝑋∗𝐴 + 𝑃∗𝐵 =  𝑌∗                          (37) 
 
となる。ここに 
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                 𝑋∗ = ∑ 𝑝𝑖𝑋𝑖𝑖                              (38) 
                 𝑌∗ =  ∑ 𝑝𝑖𝑌𝑖𝑖                              (39) 
                 𝑋2
∗
=  ∑ 𝑝𝑖𝑋𝑖
2
𝑖                            (40) 
                 𝑍∗ =  ∑ 𝑝𝑖𝑋𝑖𝑌𝑖𝑖                            (41) 
                 𝑃∗ =  ∑ 𝑝𝑖𝑖                                (42) 
 
  したがって、(36)，(37)式より、係数𝐴，𝐵が、 
 





                            (43) 







                            (44) 
 
で求められ、原関数(29)のパラメータ𝑎 , 𝑏 は(32)， 
(33)式を連立して解くことにより決定される。 
  また、空間補正係数 𝑝𝑖 は 𝑥軸の変換に依存しないた
め(28)式で与えられる。 
 







                      (28) 
 
  以降、このケースを基本型と称する。 
 
3.2 正規分布の確率密度関数 
  正規分布の確率密度関数 
 





2𝜎2               (45) 
 
に対しては、以下の手順を踏む。 
  ３．１節では、原空間の２通りのパラメータ 𝑎 , 𝑏  
の求解について論じたが、ここでは原データ(𝑥𝑖，𝑦𝑖) 
を用いて数値計算により期待値 𝜇 を事前に計算する。 
 
                 𝜇 =  ∮ 𝑥𝑓(𝑥 ; 𝜇 , 𝜎)𝑑𝑥
∞
−∞
                   (46) 
 
その上で最小二乗法により、残されたパラメータであ 




 3.3 適用例 
  (1) 冪関数 
    冪関数 
 











    𝑋 = 𝑔𝑥(𝑥)  =  ln 𝑥 




𝐴 = ℎ𝑎(𝑎, 𝑏)  =  𝑏                 








   𝑎 =   𝑒−
𝐴
𝐵 
                                     𝑏 =   𝐴 
 
  (2) 正規分布（確率密度関数） 
正規分布の確率密度関数 
 











         𝑋 =  𝑔𝑥(𝑥)  =  (𝑥 − 𝜇)
2 
                                        𝑌 =  𝑔𝑦(𝑦)  =  ln 𝑦 





                                   𝐴 =  ℎ𝑎(𝜎)  =  −
1
2𝜎2
















     𝜎 =  𝜎𝑏 =  
𝑒−𝐵
√2𝜋





    𝜎 =  𝜎𝑏 = 
𝑒−𝐵
√2𝜋
                                                   
 
代表的な基本型関数に対して𝑥 − 𝑦 空間を変換す
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4. 微分型関数の当て嵌め 
 4.1 ２次元空間における応用 









(1) 区間[𝑥1 , 𝑥𝑛]の積分値 𝑧𝑖  を計算する（点列に基づ
く数値積分）。 
 




              𝑐0  =  𝑧𝑛 
 




       ?̂?𝑖  =  𝑧𝑖  
 
(b) 確率密度関数や成長率曲線など、積分関数       
が単調増加で、𝑥 → ∞で有限値に収束する       
場合 
 
                ?̂?𝑖  =  
𝑧𝑖 
𝑐0 
     (𝑖 = 1 ･･･  𝑛) 
 
(3) （𝑥𝑖 , ?̂?𝑖）に対して、３節の手順を用いて𝐹(𝑥)を
当て嵌め、パラメータ ?̂?、?̂? を求める。 
(4) パラメータ ?̂?、?̂? を用いて積分区間外の積分値     
を計算し、区間[𝑥1 , 𝑥𝑛]の積分値 𝑐0  に加えて     
全区間の積分値を近似計算する。 
 
(a) 𝑐 =  𝑐0 +  𝐹(𝑥1 ; ?̂?, ?̂?)                   
(b)  𝑐 =  𝑐0 +  𝐹(𝑥1 ; ?̂?, ?̂?)                   
      + {1 −   𝐹(𝑥𝑛 ; ?̂?, ?̂?)} 
 
(5) 積分値 𝑧𝑖  を𝐹(𝑥1 ; ?̂?, ?̂?)で補正し、積分値 ?̂?𝑖 を
加工処理する。 
 
(a)  ?̃?𝑖  =  𝑧𝑖  +  𝐹(𝑥1 ; ?̂?, ?̂?)   (𝑖 = 1 ･･･  𝑛) 
(b) ?̃?𝑖  =  
𝑧𝑖 + 𝐹(𝑥1 ;?̂?,?̂?)
𝑐
          (𝑖 = 1 ･･･  𝑛) 
 
(6) （𝑥𝑖  , ?̃?𝑖）に対し、再び３節の手順を用いて     




(a) 𝑦 = 𝑓(𝑥 ; 𝑎 , 𝑏) 
    (b) 𝑦 = 𝑐 𝑓(𝑥 ; 𝑎 , 𝑏)  
 







 4.2 適用例 
  (1) 微分型対数関数 
微分型対数関数 
 
   𝑦 =  
𝑎𝑏(𝑙𝑛𝑥)𝑏−1
𝑥










                    𝑋 =  𝑔𝑥(𝑥)  =  ln(ln 𝑥)  
𝑌 =  𝑔𝑦(𝑦)  =  ln 𝑦                 
 






           𝐴 =  ℎ𝑎(𝑎, 𝑏)  =  𝑏 








          𝑎 =  𝑒𝐵 
                     𝑏 =  𝐴  
 
  (2) 成長率曲線型（冪型）関数 
    成長率曲線型（冪型）関数 
 
                               𝑦 =  𝑐
𝑎𝑏𝑥−(𝑎+1)
(1+𝑏𝑥−𝑎)2
          (𝑎 , 𝑏 , 𝑐 > 0)     (49) 
 
    の場合は、その積分関数 
 
                      𝑦 =  
𝑐
1 +  𝑏𝑥−𝑎






                              𝑋 =  𝑔𝑥(𝑥)  =  ln 𝑥 
     𝑌 =  𝑔𝑦(𝑦)  =  ln (






                             𝐴 =  ℎ𝑎(𝑎, 𝑏)  =  −𝑎 




    𝑝 =  
1





                                    𝑎 =  −𝐴  
                                    𝑏 =  𝑒𝐵 
 
   代表的な微分型関数に対して𝑥 − 𝑦 空間を変換す
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5. 直線の式への変形ができない場合への応用 













算を２度適用することによって、パラメータ 𝑎 , 𝑏 , 𝑐
を（準）最適値に収束させることができる。即ち 
(a) まず、パラメータ𝑐に初期値𝑐𝑗（𝑗 = 0）を与える。 
(b)  𝑐𝑗を定数と考え、３．１節の手順を用いて(43)、 
(44)式と(32)、(33)式より、𝑎と𝑏の暫定値𝑎𝑗 , 𝑏𝑗 
および(35)式の誤差𝜀𝑗を求める。 
(c) 次に、𝜀𝑗の変化率が微小な既定値δより大きけ 




了して 𝑎 , 𝑏 , 𝑐 の推定値を確定する。 
   以降、このケースを反復型と称する。 
 
 5.2 適用例 
  (1) 定数項付き対数関数（冪型） 
    定数項付き対数関数（冪型） 
 
                               𝑦 = 𝑎(ln 𝑥)𝑐 + 𝑏                   (51) 
 





              𝑋 =  𝑔𝑥(𝑥)  =   (ln 𝑥)
𝑐  




               𝐴 =  ℎ𝑎(𝑎, 𝑏)  =  𝑎 








              𝑎 =  𝐴 





                        𝑋 =  𝑔𝑥(𝑥)  =  ln(ln 𝑥)  




                𝐴 =  ℎ𝑎(𝑎, 𝑏)  =  𝑐 












   代表的な反復型関数に対して𝑥 − 𝑦 空間を変換す

















          𝑅𝑀𝑆 =  √
1
𝑛
𝜀 =  √
1
𝑛

























2𝜎2                    (45) 
 
冪関数と正規分布の密度関数の当て嵌め結果を 
それぞれ Fig.１および Fig.２に示す。 
 
   (2) 微分型関数 
(c) 微分型対数関数 
 
                         𝑦 =  
𝑎𝑏(𝑙𝑛𝑥)𝑏−1
𝑥




                               𝑦 =  𝑐
𝑎𝑏𝑥−(𝑎+1)
(1+𝑏𝑥−𝑎)2
       (𝑎 , 𝑏 , 𝑐 > 0)      (49) 
 
微分型対数関数と成長率曲線型（冪型）関数の当






















































































































































































































 6.2 当て嵌め誤差の比較と評価 
   Table１～Table３の供試関数と標本データの組み 
合わせ２６組に対して数値実験を行い、空間補正無、 
































































































































  情報処理分野においては、今後、大規模データベー 
スやビッグデータを基盤とするオンラインシステムと 
即時性が求められるリアルタイムシステムの協調と融 
合が進むと考えられる。一方、多様な機器のインテリ 
ジェント化が進んで組込み型システムが拡充され、計 
測データの特性解析においても精度と処理効率の両立 
が大きな課題となることが予想される。本稿のアプロ 
ーチが、この問題を解決するための糸口の一つになれ 
ば幸いである。 
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