The ratio of two probability densities is called the importance and its estimation has gathered a great deal of attention these days since the importance can be used for various data processing purposes. In this paper, we propose a new importance estimation method using Gaussian mixture models (GMMs). Our method is an extension of the Kullback-Leibler importance estimation procedure (KLIEP), an importance estimation method using linear or kernel models. An advantage of GMMs is that covariance matrices can also be learned through an iterative estimation procedure, so the proposed method-which we call the Gaussian mixture KLIEP (GM-KLIEP)-is expected to work well when the true importance function has high correlation. Through experiments, we show the validity of the proposed approach.
Introduction
mance is investigated in Section 4. Finally, we conclude in Section 5 with a summary of our contributions.
Background
In this section, we formulate the importance estimation problem and briefly review the KLIEP method.
Problem Formulation
Let D ∈ R d be the data domain and suppose we are given i.i.d. training samples {x
from a training data distribution with density p tr (x) and i. from a test data distribution with density p te (x). We assume that p tr (x) > 0 for all x ∈ D. The goal of this paper is to develop a method of estimating the importance w(x) from {x :
Our key restriction is that we avoid estimating densities p te (x) and p tr (x) when estimating the importance w(x).
Kullback-Leibler Importance Estimation Procedure
Kullback-Leibler Importance Estimation Procedure (KLIEP) allows one to directly estimate w(x) without going through density estimation [15] . In KLIEP, the following linear importance model is used:
where
are parameters, b is the number of parameters, and φ l (x) is a basis function. In the original KLIEP paper [15] , the Gaussian kernel was chosen as the basis functions
where τ 2 is the Gaussian width and c l is a template point randomly chosen from the test set {x i } nte i=1 . Using the model w(x), one can estimate the test data density p te (x) as
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Based on this, {α l } b l=1 is determined so that the Kullback-Leibler divergence from p te (x) to p te (x) minimized:
The first term in the above equation is independent of {α l } b l=1 , so it can be ignored. Let us define the second term as J:
where the expectation over the test distribution is approximated by the test sample average. Since p te (x) is a probability density, the following equation should hold:
where the expectation over the training distribution is approximated by the training sample average. Then the KLIEP optimization problem is given as follows:
Model Selection by Likelihood Cross Validation
The choice of the Gaussian width τ in KLIEP heavily affects the performance of importance estimation. Since KLIEP is based on the maximization of the score J, it is natural to determine τ so that J is maximized. The expectation over p te (x) involved in J can be numerically approximated by likelihood cross validation (LCV) as follows [15] : First divide the test samples {x
of approximately the same size. Then obtain an importance estimate w k (x) from {X te j } j̸ =k (i.e., without X te k ) and approximate the score J using X te k
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This procedure is repeated for k = 1, . . . , K and the average of J k over all k is used as an estimate of J:
For model selection, J is computed for all model candidates (the Gaussian width τ in the current setting) and choose the one that maximizes J.
KLIEP with Gaussian Mixture Models
In this section, we propose our new method, the Gaussian mixture KLIEP (GM-KLIEP).
Instead of the linear model (1), we use a Gaussian mixture model as an importance model:
where π l are mixing coefficients, N (x|µ l , Σ l ) is the Gaussian density with mean vector µ l and covariance matrix Σ l , and b is the number of mixture components. Then the GM-KLIEP optimization problem becomes
Here, we employ the following iterative estimation procedure for optimization (see Appendix for its derivation):
Initialization step: Initialize the means µ k , the covariances Σ k , and the mixing coefficients π k .
Step1: Evaluate the responsibility values γ kj and β ki using the current parameters:
Step2: Re-estimate the parameters using the current responsibility values:
where 0 < η ≤ 1 is a step parameter for stabilizing the algorithm, δ is the regularization parameter, and I is the identity matrix.
Evaluation step: Evaluate the log-likelihood:
Repeat the Step1 and Step2 until the log-likelihood converges.
Practically, we may use the k-means clustering algorithm for parameter initialization [16] and LCV is used for tuning the number of mixtures b.
Experiments
In this section, we compare the performance of GM-KLIEP with the original KLIEP. In these experiments, we set η = 0.1 and δ = 10 −10 and choose the number of mixtures by 5-fold LCV from b ∈ {1, 2, 3, 4, 5}.
Illustrative Example
Let us consider a toy two-dimensional importance estimation problem, where the true training and test density functions are defined as
] ,
. In KLIEP, we set b = 100 and use the spherical Gaussian kernel as the basis function; the kernel width is chosen based on 5-fold LCV. In GM-KLIEP, we use the k-means clustering algorithm for parameter initialization [16] , and choose the number of mixtures.
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We draw n tr = 100 training samples and n te = 1000 test samples following the above densities, which are depicted in Fig.1-(a) . Figures 1-(b), 1-(c) , and 1-(d) are the contour plots of the true importance function, the importance function estimated by KLIEP, and an importance function estimated by GM-KLIEP, respectively. The results show that GM-KLIEP can capture the correlated profile of the true importance function better than the original KLIEP. The result of KLIEP seems to be rather overfitted due to high flexibility of the kernel model.
Next, we vary the number of training samples as n tr = 50, 60, . . . , 150 and quantitatively compare the performance of KLIEP and GM-KLIEP. We run the experiments 100 times for each n tr , and evaluate the quality of an importance estimate w(x) by the normalized mean squared error (NMSE) [15] :
) are normalized to be one, respectively. NMSEs averaged over 100 trials are plotted in Figs.2-(a) and 2-(b) , showing that the errors of both methods tend to decrease as the number of training samples grows. GM-KLIEP tends to outperform the plain KLIEP, especially when the number of training samples is small; indeed, GM-KLIEP is shown to be significantly better than KLIEP by the t-test at the significance level 5%.
Application to Inlier-based Outlier Detection
Finally, we compare the performance of the original KLIEP with the proposed GM-KLIEP in inlier-based outlier detection.
The datasets provided by IDA [17] are used for performance evaluation; we exclude the 'splice' dataset since it is discrete. The datasets are binary classification and each one consists of positive/negative and training/test samples. We use all positive test samples as inliers and the first 5% of negative test samples as outliers in the "evaluation" set; we use positive training samples as inliers in the "model" set. Thus, the positive samples are treated as inliers and the negative samples are treated as outliers. We assign the evaluation set to p tr (x) and the model set to p te (x). Thus if the importance value is small, the sample is more plausible to be an outlier.
In the evaluation of outlier detection performance, it is important to take into account both the detection rate (the amount of true outliers an outlier detection algorithm can find) and the detection accuracy (the amount of true inliers that an outlier detection algorithm misjudges as outliers). Since there is a trade-off between the detection rate and 
Conclusions
In this paper, we proposed a new importance estimation method using Gaussian mixture models. Optimization of the proposed algorithm, GM-KLIEP, can be efficiently carried out through the iterative estimation procedure. The usefulness of the proposed approach was illustrated through experiments.
The Lagrangian of the GM-KLIEP optimization problem (2) is given by
, (2) where λ is the Lagrange multiplier.
Differentiating this with respect to π k and equating it to zero, we have
Let us multiply this by π k :
Summing this up for all k = 1, . . . , b and solving this with respect to λ, we have
Inserting this back into Eq.(3), we obtain 
) .
Equating this to zero and solving this with respect to Σ k , we have
This gives the update equation for Σ k .
