ABSTRACT. Boundedness and Hölder regularity of solutions to a class of strongly coupled elliptic systems are investigated. The Hölder estimates for the gradients of solutions are also established. Finally, the fixed point theory is applied to prove existence of positive solution(s) for general cross diffusion elliptic systems.
INTRODUCTION
In this paper, we study the boundedness and regularity of weak solutions and the coexistence problems of the following strongly coupled elliptic system: (u, v) ∇u + P v (u, v) ∇v] = f (u, v) ,
on a bounded domain Ω of R n (for any n ≥ 1) with smooth boundary ∂Ω. The system above arises in many important applications. For instance, it can be used to describe cross diffusion systems modeling the random movements of species under investigation, their interaction with each other as well as with the culture they live in. Here, the functions f , g are the so-called reaction terms that model the interaction among the species. In the higher order part, P u , Q v are the self diffusion rates, while P v , Q u are the cross diffusion rates describing the gradient effect of the species on the movement of the other. In particular, P v < 0 implies that the species u is moving toward the high density concentration region of v, whereas one may also consider the case P v > 0 which describes the movement of u in the opposite direction. The introduction of cross diffusion terms P v , Q u into classical reaction diffusion systems allows the mathematical models to capture much more realistic features of important phenomena in physics, biology, ecology, and engineering sciences. Obviously, this strong coupling causes enormous difficulties in the analytical treatment. Many fundamental questions are left open; and techniques which worked successfully for reaction-diffusion (weakly coupled) systems are no longer applicable.
In applications, we also have to specify the behavior of solutions to ( where u 0 , v 0 are smooth bounded functions given on ∂Ω.
In fact, we can as well consider mixed boundary conditions, where the Robin or Neumann conditions are given on ∂Ω 1 , a union of components ∂Ω, and the Dirichlet conditions are assumed on the remaining part ∂Ω 0 = ∂Ω \ ∂Ω 1 . In order to have a unified presentation, we introduce a function ζ assuming only the two values 0 and 1 such that ζ| ∂Ω 1 = 1 and ζ| ∂Ω 0 = 0. We then put That weak solutions to weakly coupled elliptic systems are bounded has been well established using standard methods such as maximum principles, barrier functions, etc. However, these techniques are not available for (1.1). On the other hand, that bounded weak solutions to (1.1) are also classical solutions is still generally unknown. In fact, counterexamples in [8] confirmed that this is not the case for some strongly coupled systems, and that their bounded solution (u, v) can only be partially regular. That is, there exists an open subset Ω 0 ⊂ Ω such that (u, v) is Hölder continuous in Ω 0 . The Lebesgue measure of the singular set Ω \ Ω 0 is zero, and its Hausdorff dimension can be estimated (e.g., see [8] ). It is now well known that, partial regularity is the best one can expect for general strongly coupled systems. Finding structural conditions for everywhere regularity is then an important problem. which was proposed by Shigesada, Kawasaki and Teramoto in [27] to study spatial segregation of two competing species. The Neumann boundary conditions were assumed. Here, the constants δ i , a ij , a i , b i , c i are positive. When a ij 's are all zero, (1.6) reduces to the well-studied Lotka-Voltera diffusion system. By introducing the self diffusion rates a 11 , a 22 and the cross diffusion rates a 12 , a 21 , we take into account the diffusion pressures of each species creates on itself and the other. This system has drawn much attention recently (see e.g. [4, 12, [19] [20] [21] 24] ) since an interesting pattern formation of coexistence may happen in contrast to the weakly coupled case.
System (1.6) is just a special case of (1.1) when P u , P v , Q u , Q v are simply the partial derivatives of P = δ 1 u + a 12 uv + a 11 u 2 , Q = δ 2 v + a 21 uv + a 22 v 2 with respect to u, v. One of the main vehicles in the aforementioned works is an a priori estimate of the L ∞ norms of u, v. As one could reduce (1.6) to a weakly coupled system by making a change of variables U = P and V = Q (see e.g. [19, 24] ), maximum principles were used to achieve the desired L ∞ estimates for U, V . Once the regularity of U, V is established, the boundedness and regularity of u, v follow immediately.
Unfortunately, this convenient change of variables is no longer available when system (1.1) is considered with P u , P v , Q u , Q v being arbitrary functions in u and v. Maximum principles or Harnack type inequalities, the key ingredients of the aforementioned works, are no longer available in this case. Recently, an elementary proof in [5] establishes L ∞ bounds for positive solutions to systems similar to (1.1). Unfortunately, their proof, using straightforward integrations, only works when the domain Ω is a one-dimensional interval and the boundary condition is of Neumann type.
The first goal of this paper is to show that nonnegative weak solutions to (1.1) are bounded and Hölder continuous everywhere. This will be done in Section 2, where we impose very general assumptions (see (A.1)-(A.3)) on the structure of the system and give a unified proof for all boundary condition types, including mixed boundary conditions (1.5). Our main idea is to construct a diffeomorphism H(u, v) , being defined along the solution (u, v) , which links the structures of the two equations in a way that we can establish the boundedness and regularity of H(u, v) . The boundedness and regularity of H then infer those of u and v.
It is now known (see [8] ) that Hölder continuous weak solutions of (1.1) also have Hölder continuous first derivatives. However, no estimates for their gradients have been discussed. In Section 2.2, we go further to estimate the Hölder norms of the gradients of the solutions. To achieve this, we will make use of the Morrey-Sobolev imbedding inequalities. Precisely, we shall prove in Section 2.2 that under the general assumptions (P.1), (P.2) (see Section 2) Hölder continuous weak solutions of (1.1) belong to C µ (Ω) for some µ > 1 (and are classical). Moreover, the norms u C µ (Ω) , v C µ (Ω) can be controlled by a constant depending only on the parameters of the system. We also give a fairly general (easily verified in applications) condition (YYY) under which the discussed regularity properties and a priori estimates hold.
The estimate above is a crucial step that enables us to employ the fixed point theory to prove the existence of nonnegative solutions in the rest of this paper. In Section 3, we consider the existence of nonnegative solutions of (1.1), with nonhomogeneous mixed boundary conditions. The cornerstone of the proof is the existence of a compact operator mapping the positive cone of an ordered Banach space into itself, and its fixed points are classical solutions of (1.1). Under some general structure conditions for (1.1), see (YYY ), the existence of such an operator is guaranteed. Using fixed point index theories, we establish the solvability of (1.1) in Corollary 3.2. To the best of our knowledge, this kind of result for nonhomogeneous mixed boundary conditions has never been addressed in the literature.
When the boundary conditions are homogeneous and the reaction terms are of some special forms, (1.1) possesses some "trivial" or "semi-trivial" solutions, which are not mathematically interesting. In applications, these solutions represent the washout (or wiped-out) states that are not desirable either. Whether there exists at least one non-trivial solution, or coexistence state, of (1.1) should be an interesting investigation.
Inspired by the pioneering works [19, 24] , several papers have been devoted to the positive steady states of (1.6). Due to the non-variational nature of the system, degree theories (see [4, 5, 26] ), bifurcation techniques (see [10, 11, 28, 29] ), and lower-upper solutions (see [23] ) have been used to study (1.6) . A common feature of these works (except [5] ) is a rather tricky use of certain Harnack type inequality, which is available only for the special form (1.6) as in [19] , to establish positive lower bounds for nontrivial solutions so that they are positive. The argument in [5, Lemma 1], using elementary ODE techniques, applies only for one dimensional domains. We should remark that none of these works discusses the mixed boundary conditions. The paper [26] also analyzes the Robin case but its argument makes use of the special structure of (1.6). Thus, all the aforementioned tools so far are neither available nor workable in our general settings.
To overcome such shortfalls, we will make use of the index apparatus developed in [15] (see also [7] ) to compute the indices of semi-trivial solutions and shed light on the coexistence problem. Not only does our argument work for such setting, but it also unifies the treatments for different types of boundary conditions. Theorem 3.5 and Corollary 3.6 provide sufficient conditions in terms of certain principal eigenvalue problems for coexistence. Even though our method can handle much more general situations (see Remark 4.17) , for comparison purposes, we will content ourself in Section 4 with the following case
which generalizes (1.6) when a 12 = b 11 and a 21 = b 22 .
Robin type conditions will be discussed in Section 4.1 while Neumann conditions will be the main topic of Section 4.2. For the Neumann case, we will discuss the effects of several types of self or cross diffusions on the coexistence. Noticeably, since we allow a ij = b ii , for i = j, we can introduce different types of cross diffusions. For example, one may refer to a 12 , which goes with v, as the density cross diffusion; and b 11 , which goes with ∇v, as the gradient (or motility) cross diffusion. Our results then reveal interesting phenomena where these two kinds of cross diffusions can be very different. The analysis in Section 4.2 can apply to many other more general and interesting cases where different types of nonlinear dispersive forces due to the inter-and intra-specific interactions may give rise to a spatial segregation. Via the examples in Theorem 4.10, we provide a useful method to study such problems.
We conclude this work with some applications of our method to other problems. In Section 5, certain prey-predator and cooperative models in biology and ecology will be analyzed to demonstrate the generality of our results in Section 3 and Section 4.2.
Finally, we refer the reader who is interested in the parabolic counterpart of (1.1) to the works [16] [17] [18] for recent developments.
A PRIORI ESTIMATES

Boundedness and Hölder regularity.
In this section, we will extend the ideas in [16, 17] (for parabolic systems) to obtain the boundedness and Hölder continuity of the elliptic system (1.1). Following [16] , for a given function h ∈ C 1 (R 2 + ), we first consider the following first order partial differential equation
This equation for H can be solved by the characteristic method (see [2, pp 97-99] ) by considering the ODE system
where
The following result is elementary but useful. Proof. We shall choose the initial data for x, p on the line
which is non-characteristic, to be
and
The argument in [16] 
Ë
We now go back to the system (1.1) and consider the following assumptions. 
Since H u , H v are bounded from above and away from zero, we have
This implies that the integral of the nonpositive function 
Here, by adding a constant to H, we can assume that H is bounded away from zero. The well-known regularity theory of elliptic equations ( [9, 13] ) gives us the Hölder regularity of W . That is,
Again, the regularity theory of elliptic equations shows that
If (A.2) holds for somek > 0, the argument above shows that the corresponding functionH is also Hölder continuous. Let H = (H,H). Using (2.6), we compute its Jacobian
Thanks to (A. 
where R, S are polynomials of order N in (u, v) We now turn our attention to (2.4) . First of all, we have
where T (u, v) is a polynomial of order 2N − 1. Hence, 
Let (u * , v * ) be a point on Υ. We consider the characteristic curve (u(t), v(t)) emanating from this point. From (2.3) and the first equation in (2.2), there must be some constant
for some constant C 4 depending only on k and the coefficients a ij in (2.9). This shows that (YYY) verifies (A.1) and (A.2).
The argument above gives the following result. Remark 2.6. Several works concern a simplified version of the (SKT) system (1.6) where a 11 = a 22 = 0. This system is a special case of (1.1) where
only. In this case, the assumption (2.3) on h of Lemma 2.1 does not hold as
is no longer bounded on R 2 + . However, the the function H in the proof of Theorem 2.4 is now easy to find and the proof can be repeated with minor modifications. In fact, in order to verify (2.6), we need only take
The only assumptions we need for the boundedness of u, v are:
The second condition holds, at least, for the case when P u , P v , Q u , Q v are linear functions with positive coefficients and satisfy (A.1). Indeed, we then have
Thus, u, v are bounded in this case. Once this boundedness is established, the proof of Hölder continuity goes on as before.
Uniform Hölder bounds for the gradients.
In this section we estimate the Hölder norm of the gradients of the solutions for (1.1). These estimates provide the compactness of the fixed point maps in the study of coexistence solutions. In fact, we will be able to consider much more general systems of the form 
and leave the mixed boundary condition (1.5) case to Remark 2.13. We consider the following structural conditions:
(P.1) There exists a positive constant λ such that (2.12)
Theorem 2.7. Assume (P.1) and (P.2). Let u be a solution for (2.11) . Suppose that u is Hölder continuous and there exists a constant C α such that:
Then there exist α < 1 and a positive constant
This general result and Theorem 2.4 immediately give us a stronger result. (Ω) are bounded by a constant depending on µ and the parameters of the system.
Corollary 2.8. Assume that (1.1), with the mixed boundary condition (1.5), satisfies the structural conditions (A.3) and (YYY). Let (u, v) be a nonnegative solution to (1.1). For any
In the proof below, we will only deal with the Neumann boundary condition (r (x) = 0), and leave the Robin case to Remark 2.12.
The main idea of the proof of this theorem is to use the imbedding results for Morrey's spaces. We recall the definitions of the Morrey space M p,λ (Ω) and the Sobolev-Morrey space W 1,(p,λ) . Let B R (x) be a ball centered at x with radius R in R n .
, we then have the following imbedding result (see Theorem 2.5 in [6]) (2.13)
and if λ > n − p and
14)
We then proceed by proving some estimates for the Morrey norms of the gradients of the solutions. From now on, let us fix a point x ∈ Ω. As far as no ambiguity can arise, we write B R = B R (x) and
We first have the following technical lemma. 
In the proof below, we will need the following useful result by Ladyzhenskaja et al. [14] . The result was stated for the scalar function u but the same proof applies for vector-valued functions. Note also that the condition uη = 0 on ∂Ω in [14, Lemma II.5.4] can be replaced by (∂u/∂ν)η = 0 in order that the calculation in the proof of that lemma, using integration by parts, may continue.
Lemma 2.10 ([14, Lemma II.5.4]). For any function
and smooth real-valued function η such that either uη or (∂ u/∂ν)η vanishes on ∂Ω, we have
Proof of Lemma 2.9. Let η(x) be a cut-off function for B R and B 2R , that is, η = 1 on B R and η = 0 outside of B 2R .
We first test the i th equation of (2.11)
Integrating by parts and summing the results, we easily derive (thanks to (2.12))
Since u is Hölder continuous,
Rewrite (2.11) as
and test this with −∆ uη 2 to get (2.17)
Here, we have just used (P.1), (P.2) and Young's inequality. We apply Lemma 2.10, with s = 1, to the integral on the right hand side of (2.17) to get
Choosing R sufficiently small in this inequality and using the estimate (2.16), we obtain
Let ε = 2α − 1. The estimate above and (2.16) give the lemma.
Ë
We are now ready to give the following proof:
Proof of Theorem 2.7. We proved, for any R small and ε = 2α − 1, that
We now apply [22, Lemma 4 .1] to assert that the norms of ∇u in W 1,(2,λ) (Ω R ), λ = n − 2 + 2ε are bounded. Therefore, by the imbedding inequality (2.14), we obtain the boundedness of ∇ u C µ (Ω) , µ = ε. Since α can be close to 1, we can make µ close to 1. The proof is then completed. Ë Remark 2.11. It is easy to see that the same proof applies to the system
Remark 2.12. The case of Robin boundary conditions can be reduced to the Neumann case by a simple change of variables. First of all, since our proof is based on the local estimate of Lemma 2.9, we need only to study the inequalities of its proof near the boundary. As ∂Ω is smooth, we can locally flatten the boundary and assume that ∂Ω is the plane {x n = 0}. Furthermore, we can take
Obviously, U satisfies the Neumann boundary condition on x n = 0. Simple calculations also show that U verifies a system similar to that for u, and the conditions (P.1) and (P.2) are still valid. In fact, there will be some extra terms occurring in the divergence parts of the equations for U, but these terms can be handled by a simple use of Young's inequality so that our proof is still in force. Thus Theorem 2.7 applies to U, and the estimates for u then follow. Remark 2.13. Concerning the nonhomogeneous mixed boundary conditions (1.5), Theorem 2.7 holds if we assume that u | ∂Ω 0 is the trace on ∂Ω of some ϕ ∈ C 2 (Ω, R m ) and ϕ satisfies the same boundary conditions. To see this, we first reduce the nonhomogeneous boundary conditions to the homogeneous ones by considering U = u − ϕ. From (2.11), the system for U is
Noticing that the right-hand side satisfies the condition in Remark 2.11, we can repeat the proof above. In fact, we need only rework the proof of Lemma 2.9 for the case B R intersects the boundary ∂Ω. From Remark 2.12, we can also assume the r i ≡ 0. We keep in mind that Lemma 2.10 is still available as U| ∂Ω = 0 or (∂U/∂ν)η = 0. In this case, we test the above system with Uη 2 . Since
α for x ∈ B R , simple uses of Young's inequality will show that similar estimates to (2.16), (2.17) for ∇ u, ∆ u hold for ∇U, ∆U as well. Thus, the proof above can go on as before.
We conclude this section by presenting a simple application of Corollary 2.8 to the generalized version of the (SKT) system (1.6) (see also Remark 2.6). We consider (2.18)
Estimates for the L ∞ norm of u, v for the case a 12 = b 11 and a 21 = b 22 (and Neumann boundary conditions) were done in [19, Lemma 2.3] via maximum principle arguments and a simple change of variables. In [19] , due to the special structure of (1.6), such L ∞ estimates are sufficient for their analysis. Of course, the techniques in [10, 19, 24, 25, 29] Obviously, Corollary 2.8 is general enough to cover several important applications, and its a-priori estimates for higher norms will play a crucial role in other investigations of (1.1). In the next section, our analysis of the coexistence problem for the generalized (SKT) systems above will rely heavily on this result.
THE FIXED POINT MAP AND ITS INDICES
In this section, we study the solvability for the general system (1.1) with the nonhomogeneous mixed boundary condition (1.5). Since this system is not variational, index theory will be employed here. We refer the reader to [1, Section 11] for the definition and basic properties of the fixed point index theory. On the other hand, as we will study in Section 4 the existence of positive solutions when (1.1) satisfies (YYY ) below, we also prepare some index results for that problem.
In certain cases, trivial (or washout) solutions may already exist. Thus, we will seek other (or coexistence) solutions. The main tools of our investigation are the fixed point index-theoretic apparatus devised in [15] . To proceed, we first construct a compact map T in an ordered Banach space X such that its fixed points are solutions for (1.1). Then, we compute the fixed-point index of T in a subset U of the positive cone X + of X, and the sum of fixed-point indices of the "trivial" and "semi-trivial" fixed points of T in U. If the two computed numbers are different, then there exists at least one more fixed point of T inside U, which is a positive solution for (1.1).
For triangular systems (see [15] ) or the original (SKT) (1.6) (see [19, 24] ), it is quite easy and natural to define the map T , on the space C 0 of continuous functions, such that the scheme above is applicable. This, however, is not the case for the general system (1.1) considered in this paper. Throughout this section, we will assume the following structure, which is a little more restrictive than (YYY) regarding the forms of the cross diffusions P v , Q u .
( 
whereP v ,Q u are polynomials. Moreover, we suppose that f (u, v) = uf (u, v) and g(u, v) = ug (u, v) for some continuous functionsf ,g such that f , g satisfy (A.3).
Under this assumption, via Corollary 2.8, the C µ norms (µ ∈ (1, 2)) of the nonnegative solutions of (1.1) are uniformly bounded. Our main task is to determine a suitable fixed-point map T and the working functional space X.
Construction of the compact operator.
The system (1.1) can be rewritten as:
where we just added γu, γv, with γ ∈ [0, 1], to both sides of the equations. The introduction of this parameter γ will be clear later, when we discuss the fixed-point index results.
Let us denote
Let k be a positive constant, which is to be determined later. We multiply
2) and then add ku, kv to the equations. We obtain (3.4)
where (notice (3.1)) (3.5)
i is then a Banach space with the norm u X i := u C 1 (Ω) . We see that X 1 , X 2 are ordered Banach spaces with the positive cones
Then X is an ordered Banach space with the positive cone X + = X 1
Let µ > 1 be as in Corollary 2.14. From this result, there is R 0 > 0 depending only on the parameters of (1.1) such that the C µ norms of its nonnegative solutions are bounded by R 0 . Let R 1 = 2R 0 + 1. We consider the set
For each (ψ, ϕ) ∈ U and for sufficiently large k, we define
The operators above are well defined if k is sufficiently large. In fact, since (ψ, ϕ) ∈ U, the C 1 norms of ψ, ϕ are bounded. The coefficients d(ψ, ϕ),  d ij (ψ, ϕ), c i,γ (ψ, ϕ) , which are polynomials in ψ, ϕ and their derivatives, are also bounded by some constant C(R 1 ). Note also that d(ψ, ϕ) is bounded from below by a positive constant. Thus, we can choose a sufficiently large k = k(R 1 ) such that the K i , K i,γ above are well defined. Furthermore, maximum principles for elliptic equations give that K i,γ (ψ, ϕ) is a positive operator. That is,
On the other hand, we can write
whereF,Ḡ are some continuous functions in (u, v) . Clearly, we can choose k > 0 large enough such that
The discussion above allows us to define the maps
From (3.4), it is clear that (u, v) ∈ X is a solution for (1.1) if and only if it is a fixed point of T (or T γ ).
Fixed point index of T .
We proceed to compute the fixed-point index of the operator T . Our goal is to establish the following result. Theorem 3.1. There exists a R 1 > 0 depending on the parameters of (1.1) such that for every R > R 1 , we have
+ . An immediate consequence of (i) of this theorem is the following solvability result. (u, v) being the unique solution to 
Let u be a fixed point of T t γ . Multiplying the system ((u, v) = (ψ, ϕ)) above by the matrix (1/d(u, v) )Θ and simplifying the result, we easily see that (compare with (3.4)) (3.8)
For t ∈ [0, 1], the right-hand sides of (3.8) are negative if f (u, v), g(u, v) < 0 and u, v > 0. Theorem 2.2 asserts that, for any nonnegative solution (u, v) of (3.8), u ∞ and v ∞ are bounded by the same bound K ∞ for the L ∞ norms of solutions of (1.1). Thus, the right-hand sides of (3.8) are bounded by some constant depending on K ∞ and the parameters of our original system (1.1), but not on t, k, γ. Furthermore, Theorem 2.7 asserts that (u, v) X is bounded by a constant R 2 depending only on K ∞ and the parameters of (1.1) (without k in it). We then redefine R 1 such that R 2 < R 1 . Note that the new R 1 may affect k but not R 2 . Therefore, solutions of (3.8) satisfy (u, v) X < R 1 .
The argument above shows that T t γ has no fixed point on the boundary 
we can consider the homotopy H(t, •) = T t γ (•).
We have
Let us study T 0 γ . Clearly, a fixed point (u, v) 
with homogeneous Robin or Dirichlet boundary conditions on parts of ∂Ω.
We test the equations above for u, v respectively by u, v and sum up the results. As γ > 0, we easily see that u = v = 0 (as the boundary conditions are homogeneous). Thus, (0, 0) is the unique fixed point of T 0 γ in U. Note that this is true even for γ = 0 if the mixed boundary condition is considered. This is the only place where we need to introduce the parameter γ > 0 to handle the Neumann boundary condition case.
Linearizing this system at the fixed point (0, 0) along the direction (ψ, ϕ), we derive the following system for (α, β) = (T 0 γ ) (0, 0)(ψ, ϕ):
If 
Some index results.
It is easy to see that if (1.1) satisfies (YYY ) and homogeneous boundary conditions (u 0 = v 0 = 0), then (0, 0) is one of its solutions. In this case, the conclusion of Corollary 3.2 is not so interesting. To study the existence of positive solutions, we will go further and consider the restrictions of T on the "edges" X i + , i = 1, 2, which are regarded as subsets of X + . We now recall some results in [15] that allow us to compute the fixed-point indices of T on the "edges" (or "faces") X i + of X + . Let β be any subset of {1, 2}. We consider the following sets of fixed points of T .
Roughly speaking, Z β is the set of fixed points of T on the face X We then set 
For sufficiently large k and u ∈ Z, ∂ u F( u ), ∂ v G( u ) are positive so that
σ (β)i(β).
Applying this to our case, we have the following result.
Theorem 3.5. Assume that (E) holds. We have the following:
Proof. Since (E) implies (B), we can apply Lemma 3.3 here. For β = {1} or {2}, we apply Lemma 3.3 to
which completes the proof.
Ë
The following result is a direct consequence of (i) of Theorem 3.1 and Theorem 3.5.
Corollary 3.6. Assume that (E) holds, and either
holds. System (1.1) has at least one solution (u, v) with u, v > 0.
THE COEXISTENCE PROBLEM
Corollary 3.6 gives sufficient conditions for the existence of a positive solution to (1.1). In this section, we will present a deeper study on (1.1) satisfying (2.18), which says (4.1)
Our main goal is to determine the range of the parameters in (4.1) such that the hypotheses of Corollary 3.6 are realized. These hypotheses center on the eigenvalue problems of the operators B i 's.
First of all, we see that for each u ∈ Z, the set of all trivial and semitrival fixed points of T on X + , the eigenvalue problem B i ( u )ϕ = λϕ (see (3.10) ) is equivalent to
The conditions (E), (D + ), (D − ) then simply read as follows: (E + ) For each i = 1, 2, the largest eigenvalue of (4.2) is greater than 1 when u = 0. (D + ) For each i = 1, 2 and for any u ∈ Z {j} , i ≠ j, the largest eigenvalue of (4.2) is less than 1. (D − ) For each i = 1, 2 and for any u ∈ Z {j} , i ≠ j, the largest eigenvalue of (4.2) is greater than 1. Roughly speaking, (E) says that (0, 0) is unstable in the u, v directions; and (D + ) (respectively, (D − )) requires that a semi-trivial steady state on an edge, e.g. u-axis, is stable (respectively, unstable) in its complementary direction, e.g. vdirection.
Corollary 3.6 then gives sufficient conditions for coexistence. This general result greatly generalizes [26, Theorem 3.4] . In the sequel, assuming various types of boundary conditions, we will concentrate on the structure (4.1) and find conditions for Corollary 3.6 to be applicable.
The Robin boundary condition
In this section, for the simplicity of stating the results and proofs, we will scale the constants in (1.1) to make δ 1 = δ 2 = δ and assume also that r 1 ≡ r 2 ≡ r in the boundary conditions. Setting u = 0 or v = 0 in (1.1), we consider the following scalar equations
Let µ 1 be the principal eigenvalue of −∆ on
By [3, Corollary 3.2] , it is now known that the equation for u, for example, has a unique positive solution if µ 1 < a 1 /δ. Clearly, (u, 0) and (0, v) constitute the semi-trivial solutions of (1.1).
Our main result in this section is the following. 
(ii) b 22 ≤ min{a 21 , a 11 }, b 11 ≤ min{a 12 , a 22 }, and for all
Proof. Using Lemma 3.6, we need only to verify (E) and either (D + ) or (D − ).
Condition (E). When u = 0, (4.2) is equivalent to (4.4)
From the condition µ 1 < min i {a i /δ} we have λ := (δa i +k)/(µ 1 δ 2 +k) > 1 is an eigenvalue of (4.4) corresponding to e 1 (the eigenvector of −∆ associated with the eigenvalue µ 1 ). So (E) holds.
Conditions (D + ) and (D −
. Consider i = 2 and u = (u, 0) ∈ Z 1 , the set of semitrivial solutions in the u-axis. Let λ be the largest eigenvalue of B 2 ( u ). It is well known (see [1] ) that there exists ϕ > 0 such that B 2 ( u )ϕ = λϕ. From (4.2) and (3.5), we have the equation
Here and throughout this section, the functions P u , P v , Q u , Q v , f , g and their derivatives are evaluated at u = (u, 0).
The equation above is equivalent to
Testing this equation with Ψ = Ψ (u) > 0, which will be determined later, and taking integration by parts, we have
A little rearrangement of the above shows that (λ −1 − 1)N is equal to (4.5)
By choosing k sufficiently large, we have (P
and N > 0. Hence, the sign of (λ −1 − 1) is that of the quantity above, which will be our focus below. Our first task is to get rid of the term involving ∇u∇ϕ. Since (u, 0) is a fixed point of T , it satisfies system (1.1). From the first equation of (1.1), we have
Test this withPϕ, in which
The left integral of the above is nothing but the second term in (4.5). Therefore, by substituting this equality into (4.5) and then grouping the result, we obtain (4.7)
We further simplify these terms by using the definition ofP, (4.1), and
We get
Since ϕ > 0 and N > 0, as we mentioned earlier, (4.7) shows that λ > 1 (respectively, λ < 1) if I ∂ , I Ω and I R are negative (respectively, positive) altogether. Let us consider these two cases.
The case (D + ) (λ < 1). In this case, we shall choose Ψ = u/P u . Noting that
we compute and get
Therefore, these terms will be positive if
The case (D − ) (λ > 1). We now choose Ψ = u and find that
They are nonpositive if
By symmetry, we require the same conditions for the semitrivial solution (0, v) in each case. It is clear that those are the stated conditions in the theorem. We finish the proof for Theorem 4.1.
Ë
Remark 4.2.
It is not too difficult to substantiate the conditions (i) of Theorem 4.1. For example, large cross diffusions will be enough for (i) in the strong competition case where we are given that b 1 /b 2 < a 1 /a 2 < c 1 /c 2 . In fact, let us consider the first inequality in (i).
It is well known that u, the positive solution to (4.3), satisfies 0
sufficiently large so that the inequality above holds. This is possible because η, the positive lower bound for u, does not depend on a 21 . Similarly, large a 12 will give the second inequality in (i). Thus, strong cross diffusions will be sufficient for this case. Nevertheless, the verification of the condition (ii) seems to be more subtle as we may need to have a better understanding on the minimum values of the solutions u, v of (4.3) on Ω. The Dirichlet boundary condition case can be treated similarly but also requires more technicalities concerning the semitrivial solutions. Results such as those just outlined will appear in a forthcoming paper.
The Neumann boundary condition.
In this section we consider (1.1) with (4.1) and Neumann boundary conditions (see, however, Remark 4.17 for possible generalizations). We will mainly focus on the so called "weak" or "strong" competition cases:
(S) (Strong competition:
The existence of a positive solution for (1.1) in these cases is trivial since
) is a positive solution for the problem. Of course, this constant solution is not interesting both mathematically and biologically. The purpose of this section is to find the conditions on the parameters of (1.1) that guarantee the existence of a positive nonconstant solution (or, in biological terms, pattern formation). Throughout this section, we will assume the condition (B.1) so that the index results of Theorem 3.1 hold. We denote by µ i , i = 0, 1, . . . , the eigenvalues of −∆ with Neumann's boundary condition. Note that µ 0 = 0. We also denote by m(µ i ) the algebraic multiplicity of µ i .
Concerning the fixed point indices of the trivial and semitrivial solutions, we have the following result. (
Proof. (i) We will verify the conditions (E), (D + ). When u = 0, (4.2) (see also (4.4)) reads
is an eigenvalue of this system with respect to ϕ = 1 > 0. Hence, (E) holds for i = 1, 2.
Next, the semitrivial fixed points of
Thanks to (S),
. So, if k is sufficiently large we see that ϕ = 1 is the positive eigenfunction corresponding to the eigenvalue
The same argument applies to the semitrivial solution (0, v) . Therefore, (D + ) holds. Using (i) of Theorem 3.5, we proved (i). Similar computations establish (ii) by verifying (D − ).
Ë
One of the key ingredients of our analysis in this section is to compute the index i(T , u * ) at the positive (constant) fixed point of T . The following result provides the formula.
Theorem 4.4. Suppose that the matrix
has two distinct eigenvalues. Let 
To proceed, we first compute
we easily get
Here,
Because u * is constant, the above system reduces to
Recall that (U, V ) = T ( u * )(ψ, ϕ). The above says that T ( u * ) is a compact linear map from X into itself with
Here, −d( u * ) diag(∆, ∆) + kI is armed with the Neumann boundary condition. We now apply the Leray index theorem to compute the fixed point index of T at u * .
Proposition 4.5 ([1, Theorem 11.4]). Assume that 1 is not an eigenvalue of
Here n λ is the algebraic multiplicity of the eigenvalue λ of T ( u * ). That is
Let us consider the Hilbert space E = H 1 (Ω). Let T be the extension of T ( u * ) on X = E × E. From the regularity theory of Laplacian equations, we see that the eigenvectors of T in X are smooth so that generalized eigenspaces ker(λI−T ( u * )) p coincide with ker(λI−T ) p . Thus we will study the eigenspaces of T on the Hilbert space X. The following result, which is a little more general than what we need, will serve our purpose. Lemma 4.6. Suppose that M is a n × n matrix. Let E be a Hilbert space and L : E → E be a self adjoint compact operator. We define 
where the summation is taken over all γ j , µ i such that λ = γ j µ i .
This result may be known, but we could not find the reference. Hence, we give a sketch of its proof. [30, Proposition 8.18 ] to the matrix M to see that the determinants of these matrices are nonzero, so is det( x * i , x j ). This establishes (ii). Since L is self adjoint, n µ i = χ µ i (see [30] ). (4.9) then follows from (i). 
Proof. Let x = 0 be in ker(λI −T
Noting that (1 − λ 
which, together with Proposition 4.5, gives us the proof of the theorem. To apply Theorem 4.4, let us consider N i . We have
Since the determinant of the first matrix is positive, we have
A simple calculation gives (4.11)
Let us first assume that D(µ) can attain negative values on R (see Remark 4.8 below). We have the following result. Proof. We first note that the condition O = ∅ implies that there exists an i such that N i has two distinct eigenvalues λ Meanwhile i(T , U) = 1, so there must be at least one more fixed point of T in U which is a nonconstant positive solution for the considered system.
(ii) For the "weak" competition case, 
then (1.1) with (4.1) has at least one positive nonconstant solution.
In the rest of this paper, we will explore several consequences of this result. Before doing so, we would like to point out that the analysis in this subsection has not used much of the structural condition (4.1) but the results in Section 2 and Section 3, which hold for much more general settings (see (YYY)). This generality would allow us to venture into other more general models.
However, for the sake of easy comparison with available literature, we will concentrate on (1.1) with (4.1). The analysis below also provides ways to study the effect of some parameters of the system on the existence of a nonconstant positive solution. Roughly speaking, no matter what competition situation ("strong" or "weak") is considered, the following theorem shows that suitably large (self or cross) diffusions will force the existence of such solutions. The main idea is to parameterize the diffusion matrix Θ by introducing a parameter t in different 
Suppose that a 12 a 21 = b 11 b 22 ; Proof. We only give here the proof of the case (i). We consider the case (I) (case (I ) for (ii)) of Theorem 4.10.
we have Let C 1 = C * /µ k+1 , C 2 = C * /µ k . When δ + a 22 v * ∈ (C 1 , C 2 ), we have µ k < −b/a < µ k+1 . Applying Theorem 4.10, with t being large, we complete the proof.
Ë
For the "strong" competition case, the following strengthens [19, Theorem 1.4] in the sense that the intrinsic self diffusions δ i do not have to be large. We will not present the proof here since it is similar to the above proof. From (5.1) the equations f u (u) = 0 and g v (v) = 0 have positive roots which are the semitrivial solutions on the u, v axes. In the sequel, we will study the fixed point indices of T at these solutions and derive sufficient conditions for the existence of nonconstant solutions.
The prey-predator case
We consider the case where the prey u is deprived by and tries to avoid the predator v, whereas v benefits from u and moves toward high concentration areas of u. Mathematically, this can be modeled by assuming that We then study the semitrivial solutions, which can be found by solving We see that ϕ = 1 is an eigenvector corresponding to the eigenvalue In case (ii), we now have i(T , Z 2 ) = 0 and i(T , u * ) = −1 (because k * is odd). Thus, u∈Z∪{ u * } i(T , u ) = i(T , U).
In both cases, from the property of fixed point index, the nonconstant coexistence follows. Concerning the semitrivial solutions, for u > 0 being a root of f u (u) = 0, we also consider the eigenvalue problem To guarantee the nonconstant coexistence, we need i(T , u * ) = −1 or k * to be odd. We leave the statement of the theorems to interested readers but note that sufficient conditions for the oddness of k * can be derived in a similar manner as in Theorem 4.10. We should also point out that it is also possible to have more than one positive solution to (5.2) and the analysis can be done at each of these solutions to obtain several other sufficient conditions for pattern formation.
The Cooperative case
