One major challenge for modern artificial neural networks (ANNs) is that they typically does not handle incremental learning well. In other words, while learning the new features, the performances of existing features usually deteriorate. This phenomenon is called catastrophic forgetting, which causes great problems for continuous, incremental, and intelligent learning. In this work, we propose a dynamic correction vector based algorithm to address both the bias problem from knowledge distillation and the overfitting problem. Specifically, we have made the following contributions: 1) we have designed a novel dynamic correction vector based algorithm; 2) we have proposed new loss functions accordingly. Experimental results on MNIST and CIFAR-100 datasets demonstrate that our technique can outperform state-of-the-art incremental learning methods by 4% on large datasets.
I. INTRODUCTION
Human learning process is intrinsically incremental, whereas new information is assimilated to improve the learning performance gradually. However, modern ANNs usually have poor performance in incremental learning. Even a well-trained network with very high accuracy could deteriorate if re-trained by incremental data. This phenomenon is called catastrophic forgetting [1] .
Currently, most ANNs are trained based on a pre-defined training set using various gradient descent techniques. If we continue to train the existing model with incremental data, we can typically observe a significant performance decline of the previous existing tasks [2] . Therefore, to mimic the performance of the human neural networks, the concept of incremental learning techniques is introduced [3] .
To address these problems, researchers have proposed various solutions [4] - [7] . However, the problem of catastrophic forgetting persists. One incremental learning solution is fine-tuning [8] , where the new training data is applied The associate editor coordinating the review of this manuscript and approving it for publication was Szidónia Lefkovits . continuously and thus, the neural network is fine-tuned gradually. However, the performance of existing tasks still deteriorates significantly. Since the network searches for the optimal architecture for the new tasks, the ability of extracting previous features loses gradually. Moreover, the problem becomes even worse if the new applications differ greatly from the existing one, e.g., the existing network is to classify animals and the new tasks are to recognize buildings.
In general, the existing incremental learning techniques can be categorized into four parts, which are 1) representative memory based [4] , 2) context neuron gating based [9] , 3) limiting weight updating direction and sizes [10] , and 4) training a specific network for each task [11] . However, the performance of those techniques are limited. For example, the performance is limited by the size of exemplars in representative memory method; the initial network architecture needs to be large and not suitable for long-term incremental learning; for the limited weight updating approach, it is difficult to extract low-order semantic features; and it requires significant memory resources to store multiple models simultaneously. Therefore, existing methods can not address the catastrophic forgetting problem completely. This work has made the following contributions.
1)
We have designed a dynamic correction vector algorithm, which combines the representative memory and knowledge distillation loss techniques to solve the catastrophic forgetting problem. 2) Our model can maintain the classification performance of previous tasks by optimizing the cross-entropy and knowledge distillation loss functions. 3) We validate our techniques on MNIST and CIFAR-100 experiment sets.
This approach can be implemented with deep learning architectures using distillation models. The samples are stored in the representative memory, which is equivalent to maintain a small example set corresponding to all the existing classes. The dynamic correction vector is applied to overcome catastrophic forgetting and overfitting. The rest of paper is organized as follows. Sec. II discusses the related works. Sec. III introduces our dynamic correction vector based algorithm. Sec. IV validates our technique on MNIST and CIFAR-100 datasets. Finally, Sec. V concludes the paper and discuss the possible future research directions.
II. RELATED WORK
In this section, we discuss the related work in detail. It can be generalized into two categories, which are traditional approaches and deep learning approaches.
A. TRADITIONAL APPROACHES
McCloskey et al. first discovered the problem of catastrophic forgetting [3] . The early solution of this problem is incremental representation learning [12] . Later, Goodfellow et al. conducted an empirical and comprehensive analysis of catastrophic forgetting [13] . Syed et al. [14] improved upon the SVM based methods by encoding classifiers trained on old data. Cauwenberghs and Poggio [15] proposed an alternative method that preserves the Karush-Kuhn-Tucker condition for all previously trained old data and updates the weight based on the new data. Although these early strategies show some success, they are confined by specific classifiers, e.g., support vector machines.
Another related area is lifelong learning, which refers to the concept of learning over time. Lifelong learning [16] is to reuse knowledge gained from old tasks into new tasks. Lifelong learning focuses on enhancing the characterization capabilities of existing classifiers from lifelong data or learning new classifiers through the old ones. They require either training the entire dataset set [17] or fixing a specific representation [18] . Other techniques [19] - [21] can partially solve these problems by learning classifiers from an incomplete training set. However, they are limited by the fixed or engineered feature representations.
In general, the main drawback of the traditional approaches is the lack of task-specific data representations, which can lead to inferior performance. Our proposed method solves this problem through joint training of all data and classifiers.
B. DEEP LEARNING APPROACHES
Many of these approaches employ a joint learning of taskspecific data and classifiers [22] - [24] . However, the deep model often leads to catastrophic forgetting, where the deep model works well in the current tasks (new classes), but poorly in the previous ones (old classes) [3] , [5] , [13] , [25] , [26] .
Based on the synaptic plasticity theory, Kirkpatrick et al. designed the elastic weight consolidation (EWC) method [10] , which addresses the catastrophic forgetting problem by limiting the space of weight updates. Specifically, it adds a penalty, which is measured by the Fisher information, to the loss function. Thus, the weights closely related to the performance of the trained classifier is protected during the training of the new tasks. Similarly, Zenke et al. proposed to limit changes to the most relevant synapses to alleviate catastrophic forgetting [27] . This method manages to confine the changes of the more influential parameters. These two technique show similar results in the permuted MNIST benchmark [28] .
Knowledge distillation is motivated by transfer learning, which is often used to compress the knowledge of a very large and deep neural network (teacher model) into a much smaller one (student model) [29] . The student model learns from the teacher model to achieve close or better performance of the teacher model. Li et al. proposed learning without forgetting (LwF) [5] , which uses the new data to calculate the distillation loss between the student and teacher models to alleviate the catastrophic forgetting problem. Unlike traditional transfer learning, both the student model and the teacher model here have the identical architecture. Rebuffi et al. developed iCaRL [6] , which is an incremental approach. It can be divided into two parts: First, to specify the memory boundaries of the system during training, a hyperparameter K is introduced to represent the memory budget for data storage. iCaRL uses the herding algorithm [30] to select exemplars. Herding algorithm is a method to select examples based on the distance between the feature of the samples and the average feature of the class. Second, the Nearest-Mean-of-Exemplars (NME) classifier, rather than deep neural networks, is used to learn through back-propagation. Javed et al. proposed a dynamic threshold moving (DTM) [4] algorithm. In general, threshold moving is often an effective tool for solving data imbalance problems. Buda et al. [31] demonstrated that threshold moving can effectively eliminate bias in neural networks. This approach assesses the degree of data imbalance by calculating the frequency of each class the training data. However, they do not take into account the bias of the teacher model, which is addressed in our model.
III. DYNAMIC CORRECTION VECTOR BASED INCREMENTAL LEARNING
A. THE OVERALL FLOW Figure 1 shows the temporal changes of our algorithm. The whole incremental process is divided into n stages. Stage 1 is the beginning of the increment and uses the classification loss to train the model. In the later stages, the model learns distillation knowledge from the one in the previous stage, which is described in Sec. III-C. In addition, representative memory maintains the characteristics of the old data, which is later used to joint learning with new data as described in Sec. III-B. Dynamic correction vector V is calculated in every incremental stage. It can alleviate catastrophic forgetting problem and eliminate bias at the same time, which is explained in Sec. III-D.
In general, our technique is based on our novel classification and distillation loss function techniques. Moreover, we also employ the dynamic correction vector to further improve the network performance. To retain the performance of the existing classes, we use representative memory to store and manage the most representative samples.
B. REPRESENTATIVE MEMORY
Representative memory plays an important role in incremental learning. Therefore, we also use representative memory to store the features of the network. When new classes are added, the new representative examples are selected randomly and stored together with the existing ones [4] . For example, assuming we have a memory which can store K examples. Limited by the capacity, the more classes are stored, the fewer examples each class contains. Thus, the example size n of each class is given by n = K c , where c is the existing number of classes stored in memory. The capacity of the representative memory is constant during the entire incremental process.
1) SELECTION OF NEW EXAMPLES
We use random sampling [4] , [32] as the selection criteria of new examples. The selection is performed once per new class, whenever the current training phase ends. Unlike iCaRL, herding algorithm is not used to select new examples. Random sampling has faster efficiency and similar performance to herding algorithm which proved in Sec. IV-B.
2) EXISTING EXAMPLES REMOVAL
When new examples are added, the memory of the existing examples are reallocated. To balance the examples for each class, we remove the existing examples randomly. Note that old examples is only selected from representative memory, i.e., the previous removed example never appears again in the following memory.
C. KNOWLEDGE DISTILLATION
In the incremental learning, both the teacher model and the student model have the identical architecture. During each incremental step, the teacher model is the fully trained student model in the previous incremental step. While the student model is the updating model in the current step. For example, assuming F(x i ) is the probability distribution of input x i predicted by the teacher model in the i incremental step. G(x i ) is the output of softmax layer of student model. To further deepen the understanding of the old knowledge, the student model learns from the teacher model by the distillation loss between F(x i ) and G(x i ). In other words, the knowledge of the old data is represented as the parameters of the teacher model. The teacher model is only used to test the combined (memory and new) data and the student model is trained to fit the probability label and derive the final classification results. Thus, we learn the existing dataset indirectly from the probability label of the teacher model.
Note that the training data have two labels, which are probability label F(x i ) and ground truth label y i , respectively. The probability label of each sample has the same dimensions as the classes. Unlike previous works, we only calculate the probability labels of all the data once at the beginning of each increment stage, avoiding to generate multiple prediction probability label for the same data point. To calculate the distance between F(x i ) and G(x i ), we use Kullback-Leibler divergence as our loss function during the knowledge distillation. Compared with the commonly used cross-entropy loss, Kullback-Leibler divergence can produce a smaller loss, which facilitates the adjustment of hyperparameters. By minimizing the distillation loss, the student model can learn sufficient information from the teacher model. The distillation loss function L kd is defined as
where L kl is the Kullback-Leibler divergence function, D is the training dataset, and T is the temperature parameter which can raise probability label to the exponent 1/T . The parameter T can reinforce the existing knowledge from trained model. Particularly, when T = 1, the knowledge distillation loss function is degraded to the classification loss function. When the temperature value is above 0.9, the low-scoring classes have even less impact on the result. When T > 1, the high-scoring classes have less influence on the loss, while the low-scoring classes impact more. Thus, the temperature parameter forces the network to pay more attention to the fine grained separation. Through knowledge distillation, the network can learn more robust features discriminatively.
D. DYNAMIC CORRECTION VECTOR
The original knowledge distillation loss has problems. For existing classes, the teacher model includes significant noises which can mislead the student model. For new incremental classes, since the probability labels are generated using old classes by the teacher model, they can be incorrect and cause the deteriorated performance of the student model [29] . Another problem is that when calculating the classification loss in the student model, we use the unbalanced training set produced by the representative memory. The unbalanced training set can lead to inaccurate class representations. The degree of unbalance is closely related to the memory capacity K. As a result, it can cause the overfitting problem, in which the old classes are becoming similar to new classes. This unbalancing problem is common and yet largely unaddressed.
Assume that F(x i ) and G(x i ) are the output of the teacher and student models, respectively. F(x i ) and G(x i ) give probability distributions over the existing N classes and the total N + k classes, respectively. Moreover, assume that y i is the ground truth label for each image and D is the training set of N + k classes. Therefore, the resultant loss L total , which contains both classification loss and distillation loss, is shown in Eq. (1). Similar to distillation loss, the classification loss also use Kullback -Leibler divergence to measure the distance. Hyperparameter γ is applied to balance the weight between those two loss functions.
where γ is a weight parameter between the classification loss and the knowledge distillation loss. The distillation loss is multiplied by T 2 to keep the magnitude of gradients equivalent to that of the classification loss [29] .
For the existing incremental learning techniques, the incorrect prediction of the new class is always biased towards the old class. This is defined as the bias problem. This problem is caused by the fact that the teacher model often mistakenly predicts the new classes using the previous probability labels. For example, the teacher model can accurately identify the first two classes. However, it mis-predicts a third new data with ground truth label, as shown in Figure 1 . To address those problems, we employ the dynamic correction vector V, which can revise the outputs of both the student model G(x i ) and teacher model F(x i ). It records the ground truth label y i and probability label F T (x i ) of each image in each incremental step. The current vector V is derived from the vector in the previous step. The dynamic correction vector V is defined as
where N is the number of existing classes, k is the number of new classes, V N is the 2-norm of the N-dimension vector V N , · is the symbol for point-wise multiplication operation. Note that the size of the vector V is changeable according to the number of the classes. For example, we split the 10 classes into 2 with 5 incremental steps. There are only 2 classes at the very beginning. The vector is encoded to be with 2-dimension and grows with incremental stages. The correction vector adds up the probability label generated by the teacher model and the ground truth label using Eq. (2). Thus, it adds negligible computational overhead during the training process. The vector V represents the statistics of the probability labels and the ground truth labels in the training. The classification results are biased to the classes with more training data. Therefore, the vector V intuitively reflects the degree to which the model is biased towards each class.
To address the problem, the output is multiplied by the inverse of the normalized vector V, which is used to correct model's predictions in the testing. Thus, the vector can significantly reduces the bias problem. However, limited by the memory size K , imbalance can still occur in the later phase of incremental training. Therefore, we limit the growth of the subvector of V using the task index, as shown in (4) where V N N +k is the old class subvector, V k N +k is the new class subvector, and I is an incremental task index starting from zero. The task index I is employed to compensates the overfitting problem. In general, to address the overfiting problem, the vector V is rescaled by class vectors and the task index.
Therefore, by incorporating the dynamic correction vector technique, the new loss function is derived as
where V N +k is the last dynamic correction vector stored in the student model. Therefore, V N +k contains the statistical information for all the trained data. F T (x i ) is multiplied by V N to correct the probability labels and remove biases. Therefore, after applying the dynamic correction vector, the prediction results of student model G (X ) in the test is given by
where · is the symbol for point-wise multiplication operation. The operation is implemented on the testing set.
IV. EXPERIMENT A. EXPERIMENTAL SETUP 1) EXPERIMENT IMPLEMENTATION
Each incremental step runs for 75 epochs. For each dataset, we apply the stochastic gradient descent (SGD) optimization with batch size of 100, momentum of 0.9, and weight decay of 0.00005. Moreover, to reduce overfitting, we use L 2 -regularization and apply data augmentation techniques. Learning rate is set to 2.0 at the beginning, and reduced by a factor of 5 at 45, 60, and 68 epochs, respectively. The temperature is set to T = 2 and the γ is set to 0.5. The experiments are performed on a 11-layer VGG and 10-layer ResNet with 10 classes for the MNIST dataset, and a 16-layer VGG and 32-layer ResNet with a 100 classes for the CIFAR-100 dataset. We store K = 200 examples in the representative memory for MNIST and K = 2, 000 for CIFAR-100. We employ normalization during the preprocessing stage.
Data Augmentation: In the CIFAR-100 experiments, we apply data augmentation to minimize overfitting as follows. • Horizontal flip. We perform a random horizontal flipping operation for all images.
• Random cropping. Images are resized randomly and cropped back to original size.
2) DATASETS
In this work, we evaluate our techniques on two datasets, which are MNIST and CIFAR-100 [33] , respectively. MNIST http://yann.lecun.com/exdb/mnist/ contains 70,000 images, of which 60,000 are for training and 10,000 are for testing. It includes handwritten digital images from 0 to 9. Each image has 28 × 28 gray scale pixels.
In the experiment, we set the incremental steps to be 2 and 5, i.e., the new classes are added by a group of 2 and 5, respectively. At the end of each incremental training, we evaluate performance, i.e., overall accuracies.
CIFAR-100 http://www.cs.toronto.edu/ kriz/cifar.html contains 60,000 images categorized into 100 object classes and 20 super classes. There are 500 images for training and 100 images for testing for each class. We split the 100 classes into 5, 10, 20 and 50 tasks with a random order. Therefore, there are 20, 10, 5 and 2 incremental training steps respectively. At the end of each incremental training, we evaluate performance.
3) COMPARING ALGORITHMS
To evaluate our techniques, we compare the performance of the following algorithms. 1) LwF [5] . This algorithm uses only the new data to calculate the distillation loss between the student and teacher models. They also employ the standard crossentropy loss. 2) iCaRL [6] . This algorithm is consisted of two parts: 1) a hyperparameter K, which is a representative memory budget for data storage; and 2) the Nearest-Meanof-Exemplars (NME) classifier, which uses the mean of the exemplar feature representations stored in the memory to determine the class. iCaRL used the herding algorithm to select exemplars closest to the true class.
In each incremental stage, they use both the old and new data to calculate the standard cross-entropy loss and distillation loss. 3) DTM [4] . This algorithm proposed a dynamic threshold moving algorithm to alleviate the catastrophic forgetting problem. In general, threshold moving is an effective technique to solve data imbalance problems. The algorithm is based on iCaRL and uses threshold moving to address class imbalance in representative memory. Similarly, the algorithm also uses both the old and new data to calculate the standard cross-entropy loss and distillation loss. 4) Our method. This is our dynamic correction vector based incremental learning algorithm. All the comparing algorithms apply the optimal parameters mentioned in the corresponding paper. We implement iCaRL availably at: https://github.com/srebuffi/iCaRL. LwF and DTM are integrated in the https://github.com/Khurramjaved 96/incremental-learning.
Neural network setup. 1) Networks for MNIST: We use VGG-11 and ResNet-10 with 10 classes. 2) Networks for CIFAR-100: We use VGG-16 and ResNet-32 with 100 classes.
B. EXPERIMENTAL RESULTS
In Figure 2 , the X axis represents the total number of classes for each incremental stage, and the Y axis represents accuracy. The algorithms introduced and their colors are shown in the legend. The bracketed numbers are the average accuracy of the entire incremental stage. Figure 2 (a) demonstrates that our approach has similar performance compared with DTM on the MNIST dataset. The main reason is that MNIST is a relatively small dataset and easy to train. Figure 2(b) shows the average prediction accuracy on the CIFAR-100 dataset with 10 and 20 classes per incremental step, respectively.
For both cases, after applying the new classes for distillation, the accuracy of LwF drops significantly. The reason is that the LwF method does not use representative memory overhead and thus, can not fully remember previous knowledge. The remaining techniques have similar performance. In general, our technique is more stable and accurate. On average, for the 10 class case, our technique is 0.4% better than the second best. While for the 20 class case, our technique has 1.8% improvement. Table 1 shows the comparing results on the MNIST and CIFAR-10 datasets. In the table, s 2 means that there is 2 incremental training steps on the dataset. We evaluate the predication accuracy of our approach and others on MNIST and CIFAR-100. The comparing criteria are the average accuracy and the standard deviation of 5 runs. We split the 10 classes into 2 and 5 incremental training steps for MNIST, and split the 100 classes into 2, 5, 10 and 20 incremental training steps for CIFAR-100. We hereby divide the multi-class accuracy into two parts: the accuracy of the last incremental task A last and the accuracy of the average incremental task A mean . A mean evaluates the performance throughout the whole incremental process. For all incremental phases, it fairly reflects the average accuracy of each method. A last highlights the accuracy in the last incremental phase. A defective method shows high accuracy at the early stage and low accuracy at the later stage, which is not suitable for the long-term incremental learning. The experimental results demonstrate that our technique outperforms the state-of-art algorithms in terms of average accuracy and deviations.
Specifically, for the MNIST dataset, our technique and DTM can both achieve highest accuracy for s 2 . Our technique has the best performance for s 5 . The deviations are relatively insignificant for this dataset. Meanwhile, for the CIFAR-100 dataset, our approach achieves the best accuracies in all the configurations. Moreover, our standard deviations are also relatively small. In general, larger step s has better performance since less distilled loss can reduce noises. Table 2 shows the average accuracy of our technique with herding algorithm or random selection on CIFAR-100. We split the 100 classes into 10 tasks in the same order and strictly control random factors other than random selection. In the table, we can see that the two methods have similar performance in regards of the average accuracy. However, the herding algorithm requires to calculate the distance between the average features of the exemplars and the ones of the selected samples, which incur additional computational costs. Therefore, we use random selection in our work. Table 3 shows the time cost of various incremental learning techniques on MNIST. The results show that our algorithm takes only 21.6 minutes in this experiment, which is much less than other methods. This is because that our teacher model only calculate the probability label once at the beginning of each increment. The untrained teacher model does not need to predict the same data multiple times. Figure 3 discusses the bias problem. In the figure, the numbers on the X and Y axis represent the index of the classes. The X axis represents model predictions; The Y axis represents the ground truth. The darker color indicates a lower count while the brighter color indicates higher counts. We plot the confusion matrices of a CIFAR-100 experiment with 10 incremental training steps s 10 . In the figure, we show the first 20 classes. In other words, the first 10 classes are the existing ones and the last 10 classes are the newly added ones. The state-of-art iCaRL algorithm struggles on old classes due to distillation. Under the influence of distillation, new classes can be improperly predicted to be old ones. Our technique can overcome the bias problem with dynamic correction vector. There is no significant bias towards either old or new classes for our technique. When predicting top 20 classes, our method achieves an average accuracy of 80%, which is 4% higher than the second best. Figure 4 shows detailed predictions for various methods. Experiments are implemented with the same training datasets, 10 incremental training steps s 10 , and temperature T = 2. LwF mostly can only remember the classes of the current training task and the last training task. Most of its predictions tend to be the classes of the current task. Therefore, LwF can not solve the catastrophic forgetting problem, especially for the datasets containing complex categories. Compared with LwF, iCaRL can achieve better results. However, in the last incremental task (class 90 ∼ class 100), the inaccuracy rate significantly increases. This is caused by the overfitting problem. Moreover, the DTM algorithm suffers the similar problem. Our technique can address this problem with dynamic correction vector. For our algorithm, the correct and incorrect predictions are evenly distributed across all classes. The limitation of our method is that, similar to iCaRL and DTM, the model still has bias. In this work, we only partially correct the bias using the dynamic correction vector. Moreover, we need to invoke the correction vector from the previous stage.
V. CONCLUSION
In this paper, we present a novel dynamic correction vector based incremental learning algorithm. It can remove the biases from the knowledge distillation and reduce overfitting. Experimental results on MNIST and CIFAR-100 show that our technique can improve the performance significantly compared with the state-of-art incremental learning algorithms. In general, our technique can address the catastrophic forgetting problem in incremental learning.
