Abstract-We present a method to measure the subpixel structure of a charge-coupled device (CCD), information necessary to accurately determine (<1% uncertainty) the absolute detection efficiency of the device. Our approach uses a thin metal film with periodically spaced holes (small, compared to the pixel size) to localize incident X rays to a particular region of the pixel. The mesh is rotated to create a small angular misalignment between the grid holes and the CCD pixels, producing a moiré effect in the data. The resultant moiré pattern is compared to a CCD model, and a best fit minimization technique is used to constrain the parameters that describe the subpixel structure. This technique was developed to measure and calibrate the X-ray CCD's that will comprise one of the two focal plane instruments on-board AX AF; but it is applicable for measuring the structure of any pixelated solid state device.
Measurement of the Subpixel
Structure of AXAF CCD's M. Pivovaroff, S. Jones, M. Bautz, S. Kissel, G. Prigozhin, G. Ricker, H. Tsunemi, and E. Miyata various components of the CCD gate structure. Measurements at subpixel scale can break the degeneracy between various gate structure parameters. This method also demonstrates that the CCD's response is dependent on the location of the photon interaction within a pixel and lays the formulation for one approach to obtaining subpixel spatial resolution.
In Section II, we begin with a detailed description of the ACIS CCD's. Section III presents the motivation for the experiment and explains the essential technique. In Section IV, we discuss the analysis method and present the reduced data. Sections V and VI summarize the work performed to extract the dimensions of the subpixel structure. Section VII illustrates how the technique provides insight into physical processes that occur in the CCD. In Section VIII, we explore one approach that could be used to obtain subpixel resolution. Finally, Section IX summarizes the main points of our work and presents future goals.
II. THE ACIS CCD'S

A. Detector Description
The CCD's fabricated by MIT Lincoln Laboratory for ACIS (CCID-17) have been optimized for high-detection efficiency (0.2-0.9), excellent energy resolution ), and precise spatial resolution (0.5 arc s, when the 24 24 m pixel is coupled with the AXAF focusing optics) in the X-ray bandpass (0.2-12 keV) [4] . X-ray photons with energies above 4 keV have characteristic absorption lengths in silicon on order of tens of microns, and to ensure that most photoabsorptions occur in the depleted region of the detector, the devices are fabricated of high resistivity cm bulk, -type silicon. 1 To image and resolve the energy of individual photons requires the use of a shielded framestore architecture. This design allows a fast transfer of charge from the image section to the framestore section; the latter is then slowly read out during the next integration cycle to minimize the introduction of read noise. The actual framestore architecture consists of two separate sections that feed into two independent serial registers, which provides great flexibility in clocking out the charge from the CCD. See Fig. 1 for a detailed schematic of the CCD.
The three-phase clocking scheme used to transfer charge in the ACIS CCD's requires three distinct gates. Each gate consists of a polysilicon layer deposited above a dielectric 1 Measurements of the flight devices reveal that depletion depths of 70 m are achievable with the combination of high silicon and appropriate bias voltages.
0018-9499/98$10.00 © 1998 IEEE layer of Si N and SiO Gates are separated by differing amounts of insulating SiO , and slight variations in thickness, width, and shape exist between the three types of gates. The gates run the length of the CCD parallel to the interface of the image and framestore sections. Three neighboring gates define one pixel, with the boundary location dependent on the biasing of the gates. Channel stops, consisting of implanted regions and their insulating oxide layer, run perpendicular to, and lie beneath, the gate structure. These structures confine the charge clouds created by the photoelectric absorption and define the horizontal boundaries of a pixel. Fig. 2 is a picture of a 2 2 array of pixels that shows the orientation of the gates and channel stops to one another.
B. Event Detection and Grading
An event is registered when the charge generated by photoelectric absorption is drawn into the electrostatic potential well created by the gates. If the charge is confined to one pixel, a single pixel even results. If an interaction takes place close to a pixel boundary, the charge will be collected by two neighboring pixels (a split event), and if an interaction takes place near a corner the charge can be divided between three or four pixels (also a split event). Our standard analysis technique considers a 3 3 island of pixels in which the center pixel is the local maximum and is also above the event threshold value If surrounding pixels are above a split threshold value where their signal is added to the central pixel's and the event is classified according to the distribution of charge in the 3 3 island. The relative proportion of a particular event type or grade to all events is referred to as the branching ratio. Using the nomenclature from the ASCA SIS instrument [5] , a grade 0 event refers to a single pixel event, grade 2 refers to events split between vertical neighbors, grades 3 and 4 refer to events split between horizontal neighbors, and grade 6 refers to both threeand four-pixel events. Table I presents the mapping between ASCA grades and event types. The proportion of events in each event grade is a strong function of photon energy. As the initial charge cloud size and the mean interaction depth increase with photon energy, the probability of a split event increases. The larger the interaction depth, the larger the contribution of diffusion to the charge cloud size, and therefore, the larger the probability that the event will occupy more than one pixel.
III. EXPERIMENTAL METHOD
A. Motivation
The ambitious AXAF scientific objectives require precise knowledge of the instrumental response, i.e., energy scale, spectral resolution, and detection efficiency. The calibration goal for the quantum efficiency (QE) of the ACIS detectors is 1% accuracy [6] . At high energies ( 4 keV) the QE is governed by the thickness of the depletion region. The depletion region thickness varies, at most, slowly with position. At low energies ( 4 keV), the QE is determined by the opacity of various dead layers comprising the CCD gates and channel stops. The thicknesses of the dead layers vary significantly within a single pixel. Thus, the low energy QE varies significantly within a pixel. Traditional calibration measurements constrain only the spatially averaged detector QE shown as follows:
The term accounts for the finite thickness of the depletion region and is of the form (2) where Si is the energy dependent absorption length in silicon and is the depletion depth. The term represents the spatially averaged transmission through the dead layers of the CCD, including the gate structure and channel stops (see Fig. 2 ). The vector represents the five parameters required to describe the channel stop and the fifteen parameters required to describe the gate structure (refer to Sections V and VI for the details of these models.) In general, is of the form (3) where is the fractional area of the th pixel subsection and and are the thickness and characteristic absorption length of the th component of the dead layer that comprises the pixel subsection.
An accurate model of the detection efficiency requires determination of all the CCD parameters contained in (2) and (3). The depletion depth, found in the term is measured by studying the division of charge (i.e., the branching ratio, discussed in Section II-B) produced by highenergy ( 6 keV) photons [7] . In general, measurement of the spatially averaged QE at discrete energies cannot uniquely constrain all the parameters in Among the most significant of the degeneracies is that between the overall width of the channel stops, on the one hand, and the thickness of the gate structure, on the other hand. This ambiguity in gate structure parameter values can lead to significant errors in the estimated detection efficiency, particularly near the characteristic absorption edges where the gate opacity can be large. 2 The measurements reported in this paper were made to improve ACIS calibration accuracy by resolving some of these ambiguities. In particular, we discuss one approach for measuring the channel stop structure, specifically the five thickness and width parameters contained in This technique also provides constraints on the dimensions of the three different polysilicon and SiO layers that comprise the actual gate structure. Finally, our method shows a correlation between event grade and location of the event interaction within a pixel, information that has the promise of yielding subpixel spatial resolution. exponentials in (3) become linear in the gate structure thickness, and the complex gate structure model can be replaced by one involving only areaweighted thicknesses. Such a model was used successfully, for example, by Gendreau (referred to as the Slab and Stop model) [8] . 
B. Experimental Concept
We used a metal foil with regularly spaced holes (hereafter, mesh) to illuminate the CCD with very narrow beams of monochromatic X rays and observe the dependence of the detector response on the location of photon interaction inside the pixel. When the mesh is placed close to the CCD surface and rotated with respect to the axes defined by the gate structure and channel stops, a moiré pattern is formed when the device-mesh combination is illuminated with X rays. This technique was first used with CCD detectors by Tsunemi et al. [3] . Changes in relative count rates reflect attenuation of the incident flux by the dead layers of the subpixel structure. By repeating the measurements at a number of X-ray energies, specifically energies above and below both the Si and and O K absorption edges, the widths and thicknesses of the gates, channel stops, and insulators can be uniquely determined.
The mesh used in our experiments consists of a 10-mthick copper foil with a square array of 4-m-diameter holes spaced every 24 m Refer to Fig. 3 to see a section of the mesh and its orientation to the CCD. For the range of Xray energies used, the mesh has a maximum transmission of 6.0 10 but typical transmissions are generally below 7.0 10
The mesh was stretched taught to remove wrinkles and was held parallel to the surface of the CCD to keep the illumination pattern circular and uniform. It also needs to be as close to the CCD as possible to minimize the broadening of the point spread function (PSF) due to finite beam divergence and diffraction effects. To meet all three requirements, we fabricated a special fixture to hold the mesh. Fig. 4 shows a cross section of this holder.
C. Moiré Phenomena
The mesh holes have a nominal periodicity of 24 m corresponding to the pitch of the ACIS CCD pixels. Smaller spacings would result in two different holes illuminating the same pixel and would mix the spatially dependent response of the pixel. At the same time, the mesh must be rotated with respect to the axes defined by gates and channel stops to ensure an equal and complete mapping of the pixel's response to the incident photons. The resulting data can be understood in the context of a moiré pattern.
The details of the moiré phenomena are presented in the Appendix. For a mesh with periodicity not equal to the CCD pixel pitch m rotated an angle with respect to the CCD, the angle the moiré pattern makes with respect to the CCD is given by (4) Typically, the mesh was rotated about one degree with respect to the CCD. The observed were on order of five degrees, indicating the mesh spacing is not equal to 24 m Given the tolerances used in the mesh fabrication and the possibility of deformation of the periodicity from 24 m is not unexpected. The dimension of the spacing does not affect the results, as long as it stays constant during the course of the experiment.
D. Data Acquisition
After the mesh holder was fixed to the CCD housing, the CCD-mesh assembly was placed in a vacuum chamber and cooled down to the standard operating temperature of 1200 C Two different systems were used to produce the monochromatic X-ray beam. A grating monochromator and electron impact source (IFM) produced photons corresponding to the O K line (525 eV) and a photon fluorescence source (HEXS) [9] was used to excite the lines of Al, Si, P, Cl, and K. The use of the specialized holder (Fig. 4) kept the mesh taught and parallel and placed it within 200 m of the surface of the CCD, the closest distance achievable while preventing the risk of damage to the flight quality CCD from accidental contact with the mesh. The gap, however, effectively increased the diameter of the mesh holes by geometric shadowing. To reduce this effect, the divergence of the incident beam was minimized by using an aperture and placing the CCD as far away from the source as possible, while maintaining an acceptable incident flux rate. Baffles were also used to prevent specular reflection from widening the beam pattern. Fig. 5 shows the experimental setup. Given the location of the X-ray source, the CCD, and the nominal 4-m-diameter of the holes, the X rays cast an image of diameter 4.2 m on the CCD. The large distance between the CCD and X-ray source and the small open area of the mesh (2.8%) required significant time to accumulate statistically significant data. Table II summarizes all the data acquired, including which X-ray source was used, the photon energy and the corresponding emission line, the number of distinct measurements, the total integration time, and total number of events in the monochromatic line. The RP repeated in a 3 2 3 array. The bar in the fundamental image is an artifact of the event detection algorithm.
IV. DATA ANALYSIS AND RESULTS
Analysis begins by performing a bias correction on each of the raw CCD images and extracting the events that lie in the photo-peak of the monochromatic line. We then filter the data by selecting suitable event grades, single-pixel (grade 0) horizontally split events (grades 3 and 4), vertically split events (grade 2), and corner events (grade 6) and create the fundamental moiré pattern for each types. Each fundamental pattern consists of a collection of smaller moiré cells which reveals the pixel's spatial response to the photons. These individual moiré cells must be rotated before the data can be summed together to form one representative pixel (RP) for the entire CCD. Due to uncertainties in the mesh rotation angle and the mesh periodicity we do not rely on (4) to calculate the rotation angle but rather determine it from the data using essentially a Fourier technique. The left panel of Fig. 6 shows a sample of the raw, unrotated moiré pattern (O grade 0) that is a direct output of the illumination of the mesh-CCD system. The right panel of Fig. 6 repeats the RP in a 3 3 array to make it easy to see the boundary regions of the pixel. Fig. 7 displays a grid of 3 3 RP arrays for grades 0, 2-4, and 6, events for three of the six line energies (O Cl and Si Each column has the same grade, and each row has the same energy. The characteristic absorption length increases from top to bottom. The confinement of event grades to particular regions of the pixel (i.e., grade 2 events only occur along the vertical boundaries of the pixel) offers conclusive experimental proof that event grades have physical significance that corresponds to photons that interact in the center, the edges, or the corners of the pixel. This information is further explored in Section VIII when the possibilities of obtaining subpixel resolution are explored. The figures also contain graphs of the count rates for the RP summed in the direction parallel to the channel stops (the horizontal graphs) and the direction parallel to the gates (the vertical graphs). These one-dimensional rate plots clearly show the attenuating effects of the subpixel structures, and it is analysis of these data that provides information about the channel stops and gates.
V. DETERMINATION OF THE CHANNEL STOP DIMENSIONS
Conceptually, the approach for determining the channel stop dimensions is very direct. The deficiency of detected photons predicted by a model of the channel stop is convolved with the PSF of the mesh holes. The resultant convolution is compared to the experimental data, and the channel stop model parameters are allowed to vary, using a fit statistic to determine the best fit parameters.
Channel stops are fabricated using a standard LOCOS technology [10] , where a portion of the Si N insulating layer is etched away and boron is implanted in the opening, forming a strip of -type silicon. Then the silicon is oxidized, thickening the insulating layer of SiO directly above the implanted stop. Fig. 8 is a scanning electron microscope (SEM) measurement of a CCD cleaved to expose the channel stop. The black and white bands at the top of the image are the polysilicon gates and insulating oxide, respectively. The elongated, hexagonal structure is the SiO insulator between the region (not visible in this image) and the gates. The thin white structure between the gates and the hexagonal insulator is the Si N Thetransition cannot be seen in this photograph. We adopt a five-parameter model to represent the channel stop. Fig. 9 shows the five-parameter channel stop model we adopt in our fitting.
In addition to constructing a realistic channel stop model, the success of this technique depends on the use of an accurate PSF for the mesh and accounting for additional processes that effectively broaden the PSF (i.e., diffraction, diffusion of the charge cloud, distortions to the PSF caused by using a nonparallel X-ray beam). Computing such an aperture function (AF) analytically is a daunting task. Fortunately, the AF can be ascertained from the mesh data itself. Horizontal and vertical split events come from photons that interact within an electron cloud size diameter of the pixel boundary. The spatial distribution of vertical split events is given by (5) where PSF is the point spread function of the mesh hole, is the initial charge cloud size, 3 and is a term that describes how the initial charge cloud diffuses as the cloud moves under the influence of the electric field created by the potential applied to the gates. The amount the initial charge cloud diffuses varies dramatically with energy, so we use a unique AF for data taken at each energy. The number of detected events is given by (6) where PSF, and are the same as above and is the model of the channel stop. If we define the AF as the (7) then (6) simply becomes (8) The data presented in Fig. 10 shows the relative amount of attenuation caused by the channel stops. The amount of attenuation is governed either by the characteristic attenuation 3 Analysis of double crystal monochromator data performed by Jones et al. [11] indicates that the initial cloud sizes range between 10 and 100 nm. lengths of the K photons in Si, SiO , and Si N and therefore does not simply monotonically increase with increasing photon energy.
Fitting the channel stop model to data from only one energy results in degeneracies in the best fit parameters. To constrain these parameters, we perform a simultaneous fit of several data sets taken at different energies. The upper two panels of Fig. 11 show the confidence plots for the O K data set and the P K data sets. The contours are for 68, 90, and 99% confidence levels. The box and wing parameters have large uncertainty, but the constant slope of the contours does indicate a bound to the total width. The situation is similar for the thicknesses of the Si layer and the insulating SiO By simultaneously fitting multiple data sets, a tighter constraint can be placed on the model. The bottom panels of Fig. 11 show the contours for the five HEXS data sets (Al, Si, P, Cl, and K). Taken together, these data provide a good measure of the width parameters and excellent estimations for the and SiO thicknesses. Table III lists the parameter, the range of parameter space and grid size used, and the derived best fit-value (90% confidence level) from the simultaneous fitting.
Comparing the O K contours with the combined HEXS data contours in Fig. 11 reveals that the data taken with the two different X-ray sources do not completely agree. This difference is shown in Fig. 12 , which plots the predicted attenuation, based on the HEXS best fit parameters, and the data for all six energies. The models work well for all but the O K data. One possibility for the discrepancy is that the data were contaminated with specular scattering from the monochromator-vacuum system and higher order interference peaks from the monochromator. This would have the effect of introducing a false background to the system, thus influencing the measure of relative attenuation.
A second possibility is that our model of the channel stop is too simplistic and not entirely correct. In the original Slab and Stop model (Gendreau) [8] , it is assumed that the entire implant and insulating SiO are dead layers. However, this assumption may be incorrect for at least two reasons. First, Jones et al. have synthesized a model to explain the low-energy spectral redistribution tail associated with low penetrating Xray events [11] . The model accounts for the incomplete charge collection from photons that interact close to the gate oxide and nitride layers. Similar processes may be occurring for photons that land close to the SiO region of the channel stop. A larger unknown is the exact physical processes that occurs in the doped stop. The dopant concentration decreases nonlinearly as a function of distance from the insulating oxide layer. It seems plausible that the charge from photons that interact in low concentration regions is fully collected. Incorporating this process into our model would improve the detection efficiency beneath the channel stop, particularly at low energies. This increase in detection efficiency at O K energies would lead to better agreement between data and theory. An additional effect that has yet to be explored is the possibility that partial charge collection also occurs in regions of moderate concentration.
VI. DETERMINATION OF THE GATE STRUCTURE DIMENSIONS
The determination of the gate structure dimensions follows a method analogous to that used in the channel stop analysis. The single event and vertically split RP's are added together and summed in the direction parallel to the gates, excluding the corner and horizontal regions of the RP where grade 6 and grades 3 and 4 events occur. A model of the gates is convolved with the same AF used for the channel stops (refer to Section V), the convolution is compared to the data, and the model is adjusted until is minimized. After the channel stops are implanted in the bulk silicon, the gates are formed using a triple-polysilicon process [10] . A layer of polysilicon is deposited on the Si N -SiO dielectric layer that covers the bulk silicon. Roughly two-thirds of the polysilicon is etched away in a piecewise, periodic fashion (i.e., 16 m of every 24 m is removed), and the remaining strips are oxidized, creating a protective layer of SiO over the first gate (gate ). The entire deposition-etching-oxidation process is repeated twice more to form the second and third gates and respectively). Fig. 13 is an SEM measurement made on a CCD cleaved to expose the gate structure. The black and white structures toward the top of the image are the polysilicon gates and insulating SiO layers, respectively. The upper parallel band running across the middle of the image is a dielectric layer of Si N and the lower parallel band is a dielectric layer of SiO The bulk silicon on which these structures are grown is not visible in this image. This particular photograph shows the overlap between a and gate. Fig. 14 shows the 15-parameter model used to represent the gate structure. In our fitting we fix the thickness of the uniform nitride and oxide layers that run between the polysilicon gates and bulk silicon. We further simplify the model by not including the small width 0.2 m as measured in SEM photographs) of insulating SiO that occurs between gates. The dashed line shows the efficiency predicted by the model and normalized to previously determined quantum efficiencies. Qualitatively, the model fits the data quite well and produces reasonable parameter values, i.e., they are consistent with the dimensions determined by SEM measurements similar to Fig. 13 . Unfortunately, the number of free parameters in the model produces results in large uncertainties in the best fit parameters. When determining the structure of the channel stops, we relied on multiple data sets to break the degeneracy in the model. In the case of the gate structure, however, only the O K data shows statistically significant variation in detection efficiency. For the five data sets taken at other energies, the characteristic absorption lengths in Si and SiO are much larger than the thickness of the polysilicon and oxide layers. The relative thinness of the gates (compared the attenuation lengths) results in nearly uniform attenuation across the pixel and prevents a further refinement in the parameter values determined from the O K data.
While the current data does not provide the exact dimensions of all the layers that comprise the gate structure, it does provide some useful constraints. The different quantum efficiencies under each of the gates clearly indicates that the polysilicon and SiO layers that comprise are thinner than the layers that comprise which in turn are thinner than the layers that comprise
The shape of the three broad curves in the data gives some measure of the width of each of the gates. Additional information, either from design specifications (i.e., the total width of all three gates cannot exceed 24 m or independent measurements (i.e., SEM studies or the CCD's response to undispersed synchrotron radiation [12] ), provides further constraints on the dimensions of the gate structure. In the future, we will incorporate this knowledge into our model. We also plan to make measurements at energies that have characteristic absorption lengths in Si and SiO comparable to the thickness of the gate layers to further improve our knowledge of the gate structure. 
VII. ADDITIONAL RESULTS
A. Clocking Effects
In addition to acting as a probe for the subpixel architecture, the mesh-moiré experiments nicely illustrate the effects of different gate bias schemes. Typically, gates and are held high and gate is held low (refer to Fig. 14 for gate definitions.) This configuration places the vertical potential energy maximum, and hence the vertical pixel boundary, in the middle of Thus, the peak location for grade 2 events should correspond to the middle of Fig. 16 plots the QE across the pixel. Again, the dashed line shows the model gate structure. The dotted line shows the grade 2 contribution to the total QE. The location of the peak beneath is additional proof that grade 2 events result from photoabsorptions that occur close to the vertical boundary of a pixel.
When the bias on either or is switched to the low state, 4 the location of the grade 2 distribution peak should shift to the new location of the vertical potential energy maximum. To first order, when only is held high, the grade 2 peak should shift to the region between and (refer to Fig. 17 ). To first order, when only is held high, the grade 2 peak should shift to the region between and (refer to Fig. 18 ). In both of these cases, the exact location of the grade 2 peak is influenced by the differing thicknesses and widths of the polysilicon gates and insulators, and deviations from the first-order predictions are expected.
Physically, the device does not change, so the low energy QE of the CCD remains constant, independent of the particular bias configuration. At the same time, the branching ratios of grade 2 (g2) events, and correspondingly, grade 0 (g0) events, 5 are clearly influenced by the bias scheme. Ideally, all events 4 At least one gate must be high to create the potential minimum needed to define a vertical boundary between pixels. 5 The sum of the g 0 and g 2 branching ratios must be constant for the overall detection efficiency to be constant. would be single-pixel events to maximize the energy resolution performance of the CCD. 6 A judicious choice of bias schemes and high, low) guarantees that the location of the vertical pixel boundary will occur under the least efficient portion of the detector, and hence, guarantees the highest grade 0 branching ratio.
B. Evidence of Charge Cloud Diffusion
The mesh-moiré experiments also give insight into the role diffusion plays in the increase in the size of the charge cloud. After the initial photoelectric absorption and creation of the charge cloud by secondary electrons, the cloud drifts upward toward the gates under the influence of the electric field in the depletion region. Although the fields are strong and diffusion times are small, the cloud does expand radially. This process can again be seen by examination of the vertical split events. Fig. 19 contains the full-widths at half-maximum (FWHM) from a gaussian constant fit to the grade 2 distributions. The distributions are the convolution of the mesh PSF with the charge cloud after it has diffused to the potential energy minimum. In fact, this convolution of mesh PSF, initial charge cloud size, and diffusion effects is the AF defined in (7) . As the PSF and initial charge cloud size are largely independent of energy, the widths provide a way to study the effects of diffusion. The upper panel plots the FWHM versus attenuation depth in Si and shows the expected trend that the widths increase with increasing attenuation length. The lower panel plots both the FHWM (left axis) and the Si attenuation length (right axis) versus energy. The data indicate that the width of the distribution is not a monotonically increasing function of energy. To quantitatively model the diffusion process requires both a 2-D simulation of the electric potentials as well a model of the charge distribution within the initial cloud and is beyond the scope of this paper. However, data of this nature will certainly help such efforts.
VIII. PROSPECTS FOR SUBPIXEL RESOLUTION
In addition to revealing the dimensions of the subpixel structure, this technique provides information that may be useful in improving the spatial resolution of the CCD beyond that of a 24 24 m pixel device. The origin of different event grades has long been considered to depend on the location of the photon interaction within a pixel [14] - [16] , and these mesh experiments conclusively prove that supposition. Referring to the plots of the RP arrays in Fig. 7 , it is clear that grade 0 events come from photons landing in the pixel center, grade 2 events come from photons landing close to the vertical pixel boundaries, while grades 3 and 4 events come from photons landing near the horizontal pixel boundaries, and grade 6 events come from photons landing in the pixel corners. The confinement of certain event grades to a specific area of the CCD is effectively like having smaller pixels inside a 24-m pixel and is the key to obtaining subpixel resolution. The ratio of single pixel events to multiple pixel events is a strong function of energy and penetration depth of the photon into Si. As the percentage of multiple pixel events increase, these mini-pixels will increase in size. Fig. 20 shows two 3 3 pixel grids. Both grids show a geometric area (computed from the branching ratios) for the different event grades discussed above, one for Si photons (1.740 keV), and one for Cu photons (8.040 keV). Superimposed on each of these grids are the 33 and 66% enclosed energy curves for the AXAF High Resolution Mirror Assembly (HRMA) [13] . A full mathematical investigation has not been performed, but the hope is that by comparing the branching ratios from an astronomical observation with ground calibration data, the source location can be determined to better than one pixel.
IX. CONCLUSIONS AND FUTURE WORK
We have discussed the use of a mesh to determine the dimensions of subpixel structure in high-resolution X-ray CCD's. By analyzing the resultant moiré pattern and properly accounting for PSF of the holes and other effects (i.e., diffusion), a model of the attenuation due to absorption in the gates or channel stop can be compared to the data. The model parameters are adjusted to minimize the goodness of fit, and data taken at different energies are used to break the degeneracy of the model parameters. This technique allows accurate measurement of the thicknesses and widths of the Si and SiO layers that comprise the channel stop. It also provides a constraint on the dimensions of the more complicated gate structure. In addition to illustrating the effects of diffusion and different gate-biasing schemes, the technique also produces information that may be used to provide subpixel spatial resolution to AXAF.
To refine the measurements presented above, we have obtained a new mesh that has 1.5-m holes. The improved contrast in the data will help to reduce the uncertainties in the channel stop measurements and further constrain the dimensions of the gate structure. We are also developing a CCD fixture that will allow us to rotate the surface of the CCD with respect to the incident X-ray beam (i.e., the normal to the CCD will not be parallel to the path of the photons). Mesh measurements made with CCD rotated over a range of angles will provide further insight into the effects of diffusion and may yield information on the size of the initial charge cloud. We will also continue to improve the gate structure and channel stop models. Specifically, we will incorporate the work of Jones and Prigozhin on partial charge collection in the SiO dielectric layer. We will also explore the possibility that the identical process may occur in the insulating SiO layer of the channel stop and that a similar process may occur in the doped region of the channel stop.
APPENDIX
One approach to understanding the moiré phenomenon is to consider a periodic function with period defined over a plane, which has lines of constant phase perpendicular to the axis. That is (9) Consider a second periodic function with period and lines of constant phase which form an angle with respect to the axis, as shown in Fig. 21 . Now, in a coordinate system rotated with respect to , i.e., (10) we can write (11) Then, if a phase is assigned to each point in the plane according to (12) the locus of points which have a particular phase difference with respect to the two functions satisfies (if (13) or using (10)
The condition for the point to have the same phase in both functions is (15) Combining (14) and (15) 
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