In this paper, we combine methods of complex analysis, operator theory and conformal geometry to construct a class of Type II factors in the theory of von Neumann algebras, which arise essentially from holomorphic coverings of bounded planar domains. One will see how types of such von Neumann algebras are related to algebraic topology of planar domains. As a result, the paper establishes a fascinating connections to one of the long-standing problems in free group factors. An interplay of analytical, geometrical, operator and group theoretical techniques is intrinsic to the paper.
Introduction
Let D be the open unit disk in the complex plane C, and dA be the normalized area measure on D. Denote by L 2 a (D) the Bergman space consisting of all holomorphic functions over D, which are square integrable with respect to dA. For any bounded holomorphic function φ over D, let M φ be the multiplication operator defined on L 2 a (D) by the symbol φ. In this paper, we set W * (φ)
as the von Neumann algebra generated by M φ and denote by V * (φ) W * (φ) the commutant algebra of W * (φ). We emphasize that both W * (φ) and V * (φ) are von Neumann algebras. It is interesting and important to study von Neumann algebras W * (φ) and V * (φ). One of motivations is to understand connections of complex analysis and von Neumann algebras; secondly, when φ is a holomorphic covering map from D onto a bounded planar domain Ω, we will see how both W * (φ) and V * (φ) are related to geometric properties of domains, and their fascinating connections to one of the long-standing problems in free group factors
for n = m and n, m 2; here F n denotes the free group on n generators, and L(F n ) is the von Neumann algebra generated by left regular representation of F n on l 2 (F n ). Thirdly, it is known that the famous Invariant Subspace Problem is equivalent to the problem whether there exists some single operator in the A ℵ 0 -class that is saturated [6] . For "most bounded planar domains", we find that reducing subspace lattice of M φ is saturated; and M φ has rich invariant subspaces. There also exist many other motivations from the theory of groups that have the infinite conjugacy class property and free groups.
In [3] , M. Abrahamse and R. Douglas constructed a class of subnormal operators related to multiply-connected domains, and considered the von Neumann algebras generated by such operators for which they act on vector-valued Hardy space. Our paper is related to [3] for which we will give a comment at the end of Section 5. However, the techniques and ideas developed in this paper are quite different from [3] .
We first begin with notations from von Neumann algebras. A von Neumann algebra A is a unital C * -algebra on a Hilbert space H , which is closed in the weak operator topology. Two projections p, q ∈ A are called equivalent, p ∼ q if there is a partial isometry v in A such that v * v = p, vv * = q. A projection p ∈ A is called finite if there exists no projection q ∈ A such that q < p and q ∼ p. Otherwise p is called infinite. The von Neumann algebra A is called finite if its identity is finite, otherwise, infinite.
Recall that the center Z(A) of A is defined by Z(A) = {A ∈ A: AB = BA, ∀B ∈ A}.
When Z(A) = CI , A is called a factor.
(a) Type I factor-if there is a minimal projection E = 0, i.e., a projection E such that there is no other projection F with 0 < F < E; (b) Type II factor-if there are no minimal projections but there are nonzero finite projections.
By a II 1 factor we mean that it is a Type II factor and its identity is finite, otherwise, II ∞ . (c) Type III factor-if it does not contain any nonzero finite projections at all.
It is well known that the study of von Neumann algebras is essentially reduced to the study of factors [14, 11, 27] .
Let Ω be a bounded planar domain. Recall that φ : D → Ω is called a holomorphic covering map if every point of Ω has a connected open neighborhood U in Ω such that φ maps each component of φ −1 (U ) biholomorphically onto U . It is well known that such a φ always exists, and is unique up to a conformal automorphism of the unit disk [18, 30, 39] . (1) V * (φ) is abelian; (2) the fundamental group π 1 (Ω) of Ω is abelian; (3) Ω is conformally isomorphic to one of the disk, annuli or the punctured disk.
In other cases, V * (φ) is a Type II 1 factor, and W * (φ) is a Type II ∞ factor. Remark 1.2. We mention that the condition (3) of the above theorem is equivalent to the fact that C − Ω has no more than one bounded component. Otherwise, π 1 (Ω) is always a nonabelian free group [4] .
Furthermore, we find that V * (φ) is closely related to the free group factor L(F n ). Precisely, we have the following result.
Theorem 1.3. Suppose φ : D → Ω is a holomorphic covering map. Then V * (φ) is * -isomorphic to L(π 1 (Ω)).
By Remark 1.2, if Ω is not simply connected, then π 1 (Ω) is a free group, i.e. π 1 (Ω) ∼ = F n , where n = the cardinality of the bounded components of C − Ω.
Later we will see that, for two holomorphic covering maps φ i : D → Ω (i = 1, 2), W * (φ 1 ) and W * (φ 2 ) (respectively, V * (φ 1 ) and V * (φ 2 )) are unitarily isomorphic. In this sense, we rewrite W * (Ω) for W * (φ 1 ), and V * (Ω) for V * (φ 1 ). Under this setting, we have the following consequence of Theorem 1.3. A holomorphic map φ : D → Ω is called a branched covering map if it satisfies the condition (a); and it is called regular if (b) is satisfied. For each w ∈ Ω, φ −1 (w) is called a fiber. Notice that the condition (b) means that the deck transformation group G(φ) acts transitively on each fiber. In particular, for a holomorphic covering map φ : D → Ω, φ is a universal covering map since D is simply connected. It is well known that all universal covering maps are regular.
Regular branched covering maps have several good properties. For example, let φ : D → Ω be such a map, and it is not difficult to check that for each w ∈ Ω, the multiplicity of the zero point of φ − w at z(z ∈ φ −1 (w)) only depends on w. In this way, we can define a function ν from Ω to {1, 2, . . .}, such that ν(w) equals the above multiplicity.
One can also check that ν takes the value 1 except on a discrete subset of Ω. Given a planar bounded domain Ω, and a discrete closed subset Σ of Ω, and a function ν : Ω → {1, 2, . . .}, the triple (Ω, Σ, ν) is called an orbifold domain if ν takes the value 2 on Σ, and 1 on other points. For such a triple (Ω, Σ, ν), there exists a regular branched covering map φ : D → Ω with the property that for each w ∈ Ω, ν(w) equals the multiplicity of the zero point of φ − w at any z in φ −1 (w) (see [30, Theorem E1] , [36, Theorem 2.3] and [30, Theorem 1.1] ). Usually, we write (Ω, ν) for (Ω, Σ, ν). Such a map φ : D → (Ω, ν) is unique up to an automorphism of D [9, Theorem 2.6], and φ is called the universal covering of (Ω, ν) (for details, see [30] ). The function ν is called a ramified function and Σ is called the singular locus of (Ω, ν). If Σ is empty and ν ≡ 1, then (Ω, ν) is identified with the domain Ω. In this situation, φ is the usual universal covering map. Now we state our result as follows, whose special case is Theorem 1. 
where ρ run over the deck transformation group G(φ). In Section 3, we completely characterize when V * (φ) is abelian in the case of φ being a holomorphic covering map. It is shown that there exist a lot of Blaschke products B such that V * (B) are not abelian (see Example 3.7 and Proposition 3.8). In Section 4, we complete the proof of Theorem 1.1 by establishing a technical lemma (Lemma 4.8). In Section 5, we show that V * (φ) is * -isomorphic to the free group factors L(F n ), and the proof of Corollary 1.4 is done. In Section 6, we discuss the relation between holomorphic regular branched covering maps and orbifold domains, and Theorem 1.5 is established.
Representations of operators in V * (φ)
In this section, we give the representations of those operators in V * (φ), where φ is a holomorphic regular branched covering map from the unit disk D onto a bounded planar domain Ω. Also, we give some lemmas which will be needed later. Now let G(φ) be the deck transformation group of φ; that is, G(φ) consists of those automorphisms ρ of D which satisfy φ • ρ = φ. In this case, for any points
We need the following lemma, which is implied by the proof of [12, Theorem 6] . [12] .) Suppose φ : D → Ω is a holomorphic regular branched covering map.
Lemma 2.1. (See
Clearly, U ρ k is a unitary operator, and it is easy to verify that
and hence all U ρ k are in V * (φ).
For each w ∈ D, set
and we will see that each π w is a bounded operator from the Bergman space to l 2 or C n . The following theorem gives the representation of unitary operators in V * (φ). 
This W is necessarily a unitary operator. Moreover, there is a unique square-summable sequence {c k } satisfying
where ρ k run over G(φ).
Remark.
If φ is just a branched covering map and its critical value set E φ is discrete, then for
there is a neighborhood of w 0 on which (2.1) holds. But all ρ k , coming from branches of φ −1 • φ, are only locally holomorphic. In this case, we do not know whether W is unique. In particular, for the situation when φ is a finite Blaschke product, a similar version of (2.2) is obtained by [38] and [15] , with a different proof.
Proof of Theorem 2.2.
Suppose φ : D → Ω is a holomorphic regular branched covering map. Without loss of generality, we assume that G(φ) is infinite. When G(φ) is finite, the discussion is similar and easier. For the reader's convenience, the proof is divided into several steps because of its length, and the difficulty lies in (2.1).
Step 1. First we have the following claim.
Claim. For each
converges uniformly on each compact set in D, and hence is holomorphic in D.
To see this, for each z 0 ∈ D, there exists a connected neighborhood
Without loss of generality, we assume z 0 ∈ V 0 . We first give the following statement: 
is a compact set, and hence is finite [30, Appendix E] . Observe that for a z ∈ (φ| V 0 ) −1 (w),
which implies that m 0 is no more than the cardinality of the set (φ| V 0 ) −1 (w), and then m 0 is finite. It remains to show that m j = m 0 for each j . To see this, notice that φ| V j : V j → U 0 is surjective, and then there exists at least one point z j in V j satisfying φ(z j ) = φ(z 0 ). Since φ is regular, this implies that there is a ρ ∈ G(φ) such that
Since all V i are pairwisely disjoint, then the above identity implies that ρ(
This implies that m j m 0 , and similar discussion shows that m 0 m j , forcing m j = m 0 . Therefore, m j does not depend on j . For such m distinct ρ k , we have
which implies that So it is holomorphic in D.
Step 2. We will show that for each z 0 ∈ D − φ −1 (E φ ), there is a small disk containing z 0 , on which (2.1) holds and W is unique.
The idea of this part comes from [23] . It is not difficult to see that E φ is discrete in Ω, and thus φ −1 (E φ ) is discrete in D [30] ; moreover, the map
is a covering map [7] . This immediately shows that there is an enough small disk containing z 0 such that ∩ φ −1 (E φ ) is empty and 
Indeed, from SM φ = M φ S, we see that for any polynomials P and Q
Writing g for Sg and h for Sh, we get
and hence
Lusin's Theorem [24, p. 242] shows that for each v ∈ L ∞ (Ω), there is a uniformly bounded sequence {v n } in C(Ω) such that {v n } converges in measure to v. Thus by the Dominated Convergence Theorem, (2.4) holds for any v ∈ L ∞ (Ω). In particular, for any v ∈ L ∞ ( V 0 ), (2.4) gives that
From φ −1 ( V 0 ) = k ρ k ( ), and noticing that φ| : → V 0 is biholomorphic, a simple calculation shows that
That is,
where G z is the reproducing kernel of L 2 a ( ) at z. By the property of Berezin transform, we get
completing the proof of (2.3).
Next we show the existence of W . For each g ∈ Λ, we set
and
where c = {c k } is in l 2 . It is easy to check that A g and B g are well defined since both {e k g } and {f k g } are square-summable sequences from H . Moreover, we have
Then for any g, h ∈ Λ, we have
The third equality follows from (2.3). So A h A * g = B h B * g , g, h ∈ Λ, and then it is easy to verify that
is a well-defined isometry from some subspace of l 2 to another, and by a careful observation, we see that the initial space and the final space are equal. Therefore this isometry can be extended to a unitary operator from l 2 onto l 2 , say V . Clearly, we have
Recall that G w is the reproducing kernel at w of H (w ∈ ), and
Now write the infinite matrix form of V as
and put
We also denote the corresponding operator by W , and clearly W is also unitary since V is unitary. Then by (2.5), we get
as desired.
We must show that (2.6) determines an operator W uniquely. To see this, we will show that for each fixed w 0 ∈ , the span of all {e k g (w 0 )} (g ∈ Λ) is dense in l 2 . Suppose conversely that there is a nonzero vector
On the other hand, Lemma 2.1 shows that for each w 0 ∈ D − φ −1 (E φ ), {ρ k (w 0 )} is an interpolating sequence. In particular, for each i there is a bounded holomorphic function g satisfying
. This is a contradiction. So the operator W in (2.7) is unique.
Step 3. Now we can show (2.1) and (2.2).
To prove (2.1), it is equivalent to show that for any h ∈ L 2 a (D),
where {e i ; i ∈ Z + } denotes the usual orthonormal basis of l 2 . From (2.6), the above identity holds on an open subset of D, and hence on D, since both sides of the above are holomorphic functions in D. Therefore (2.1) holds. Without loss of generality, assume that ρ 0 (z) = z, and then U ρ 0 = I . Denote the first row of the matrix W by {c k } and expanding (2.1) yields
For the uniqueness of the coefficients c k , just notice that for any fixed w 0 ∈ D − φ −1 (E φ ), {ρ k (w 0 )} is an interpolating sequence. Then following the last paragraph in Step 2 shows that c k are unique. The proof is complete. 2
Since any von Neumann algebra is the finite linear span of its unitary operators [11] , each operator in V * (φ) has the representation (2.2), whose uniqueness comes from the reasoning in the above Step 2. This is the following.
Corollary 2.3. Suppose φ : D → Ω is a holomorphic regular branched covering map, and S ∈ V * (φ). Then there is a unique square-summable sequence {c
The following lemma gives elementary analysis for operators in V * (φ).
Lemma 2.4. Suppose φ : D → Ω is a holomorphic regular branched covering map, and G(φ) is infinite. For two operators S, T in V * (φ) we write
where {c k } and {c k } belong to l 2 . Then we have
where
When G(φ) is finite, similar versions of (1), (2) and (3) are trivial.
Proof of Lemma 2.4.
(1) Before proving (2.8), we make an observation. For an operator V ∈ V * (φ), by Corollary 2.3 there is a unique vector {d k } ∈ l 2 such that
, and it follows that
Below we will see that
where the right-hand side converges in L 2 a (D) and the coefficients of K ρ k (λ) are unique. In fact, following the proof of [13, Lemma A] shows that for each
the standard orthogonal basis of l 2 , and then
Thus for any {d k } ∈ l 2 , the series
On the other hand, by a simple computation, we see
−|λ| 2 , which shows that the right-hand side of (2.9) converges in L 2 a (D). The uniqueness of the coefficients follows from Lemma 2.1.
The above discussion shows that, for a fixed
Now put V = S * , and then
where {d k } ∈ l 2 . To prove (2.8), it suffices to show that d i = c i for all i. We rewrite (2.9) as
Since by Lemma 2.1 {ρ k (λ)} is an interpolating sequence for H ∞ , then for each i, there is a bounded holomorphic function h such that
by (2.10) and the representation of Sh we get d i = c i . So S * has the representation (2.8), as desired.
In fact, the above discussion has shown that for each
. Notice (S * ) N = S * N and replace S * with S in (2.11). Then we have
Since φ −1 (E φ ) is discrete (if φ is a holomorphic covering map, then it is empty), then the conclusion follows.
c k U ρ k and it is easy to check that
Notice that the above is a finite sum.
} is an interpolating sequence, and hence for each i, there is a bounded holomorphic function h satisfying
By the discussion in (2),
In the proof of (1), put V = ST N and by (2.9) we have
and similarly
Combining (2.12) and (2.13) with the above two identities, we have
The proof of the lemma is complete. 
(2.14)
By Lemma 2.4, we have
Taking limits in (2.14), we get
By the continuity of both sides in variable z, the above holds for every z ∈ D. The property of Berezin transformation yields that AS = SA. The proof is complete. 2
To close this section, we show that there is an ultraweakly continuous faithful trace on V * (φ); that is, we will give an ultraweakly continuous linear map Tr : V * (φ) → C satisfying the following:
(1) Tr(I ) = 1; (2) Tr(S * S) 0, and Tr(S * S) = 0 if and only if S = 0;
We give the construction of Tr as follows. From now on, ρ 0 always denote the identity function on D, i.e. ρ 0 (z) = z, z ∈ D. By Lemma 2.1 {ρ i (0)} is an interpolating sequence, and hence there is a bounded holomorphic function h 0 satisfying
Now put
and then it is easy to see the trace Tr is an ultraweakly continuous linear functional on V * (φ).
To verify the above properties (1), (2) and (3), let us make an observation. For each operator S ∈ V * (φ), there is a unique square-summable sequence {c k } such that
where ρ k run over G(φ). It is easy to check that Tr(S) = c 0 , and hence Tr(I ) = 1. For any two operators S, T ∈ V * (φ), by Lemma 2.4(3) it is not difficult to verify that
Tr(ST ) = Tr(T S).
Moreover, by Lemma 2.4 we have
In particular,
This shows that Tr is a trace on V * (φ). Furthermore, (2.15) immediately gives that if Tr(S * S) = 0, then S * S = 0. Therefore, Tr is a faithful trace. Then applying [11, Corollary 50.13] gives the following.
Proposition 2.6. The von Neumann algebra V * (φ) is finite.
Abelian V * (φ)
In this section, we will completely characterize when the von Neumann algebra V * (φ) is abelian.
Before continuing, let us present a fact about holomorphic covering maps. The above theorem shows that if ψ is another holomorphic covering map from D onto Ω, then there is a ϕ ∈ Aut(D) such that ψ = φ • ϕ. Therefore, it is easy to check that there is a natural spatial isomorphism (and thus a C * isomorphism) between V * (φ) and V * (ψ).
The following theorem shows that the community of V * (φ) only depends on the geometric property of Ω rather than on φ.
Theorem 3.2. If φ : D → Ω is a holomorphic covering map, then the following are equivalent:
(1) the von Neumann algebra V * (φ) is abelian; (2) the fundamental group π 1 (Ω) of Ω is abelian; (3) Ω is conformally isomorphic to one of the disk, annuli or the punctured disk.
Proof. In fact, up to a conformal isomorphism, disk, annuli and the punctured disk are the only hyperbolic surfaces with abelian fundamental group [30] . So (2) ⇔ (3) is immediate.
Now it remains to show (1) ⇔ (2). Recall that G(φ) is the group consisting of those automorphisms ρ of D satisfying φ • ρ = φ. For any ρ and γ in G(φ), we have
So all U ρ compose a group, denoted by U G(φ) ; and the above identity shows that U G(φ) is abelian if and only if G(φ) is abelian; if and only if π 1 (Ω) is abelian since π 1 (Ω) is isomorphic to G(φ) as groups [20, Theorem 5.8] .
By Corollary 2.5, the von Neumann algebra V * (φ) equals the SOT-closure of
The following theorem tells us when V * (φ) is nontrivial, or equivalently, when M φ has a nontrivial reducing subspace. 
Proof of Theorem 3.3. Clearly, (1) ⇔ (2). We will show (3) ⇒ (4) ⇒ (1) ⇒ (3) to complete the proof.
(3) ⇒ (4). It is well known that a domain is simply connected if and only if its covering map is a conformal isomorphism. Therefore, if φ : D → Ω is not univalent, then φ is not a conformal isomorphism, and hence Ω is not simply connected.
(4) ⇒ (1). Now assume that Ω is not simply connected. Equivalently, the fundamental group π 1 (Ω) is nontrivial. Since G(φ) is isomorphic to π 1 (Ω) as groups, G(φ) contains a nontrivial element ρ, and hence U ρ is a nontrivial unitary operator in V * (φ).
(1) ⇒ (3). Assume conversely that φ is univalent. Since φ is also a covering map, this implies that φ is a conformal isomorphism, and hence both π 1 (Ω) and G(φ) are trivial. By Corollary 2.5, V * (φ) is trivial. This contradiction shows (1) ⇒ (3). The proof is complete. 2 Theorem 3.3 also holds in the Hardy space of the disk, which first was noted by Abrahamse [1] and Abrahamse and Ball [2] . Remark 3.4. Under a mild assumption, Theorem 3.3 can be generalized to high dimensional case, see [22] for some consideration of V * (Φ) and W * (Φ). Since φ is the composition of exponent map and the linear fraction map κ(z) = − 1+z 1−z from the unit disk onto the left half plane, this implies that φ is a covering map. Applying Theorem 3.2 and Theorem 3.3 shows that V * (φ) is nontrivial and abelian. Furthermore, by a simple computation, the deck transformation group of φ is
where h n (z) = z + 2nπi are automorphisms of the left half plane.
. 
Notice that φ is an inner function. Therefore, on the Hardy space of the disk, V * (φ) is not abelian. So Theorem 3.2 fails in the case of the Hardy space of the disk.
For 0 < r < 1, we take annuli Ω r = {z ∈ C: r < |z| < 1}, and let φ r denote the covering map from D onto Ω r . As done in [1] and [35] ,
Applying Theorem 3.2 and Theorem 3.3 shows that V * (φ) is nontrivial and abelian. If we take
The following example shows that there do exist interpolating Blaschke products B such that the von Neumann algebras V * (B) are not abelian. Example 3.6. Let E be a relatively closed subset of D − {0} with capacity zero (for the definition of capacity zero, see [10] or [16] ). For example, let E be a discrete subset of D − {0} and φ is a holomorphic covering map from D onto D − E. Below we will see that φ is an interpolating Blaschke product. In fact, Theorem 6 in [12] (also see E. Stout [37] ) states that if ψ is a holomorphic covering map from D onto a bounded domain Ω, then for each λ ∈ D, the inner part of ψ − ψ(λ) is an interpolating Blaschke product. From this fact and 0 ∈ φ(D), we see that the inner part of φ is an interpolating Blaschke product. Furthermore, in our case, by [10, p. 37] or the proof of Theorem 1.1 in [19] , φ is itself an inner function, and hence an interpolating Blaschke product. If E contains at least two points, then the fundamental group of D − E is not abelian. By Theorem 3.2, V * (φ) is not abelian.
Moreover, we have the following proposition, whose former part easily is deduced by [10, 16] and its latter part is a consequence of Theorem 3.2. 
To complete the proof, notice that a set of capacity zero is of linear measure zero [10] (linear measure is just the 1-dimensional Hausdorff measure, see [34] ). Since E has linear measure zero, {|z|: z ∈ E} is a subset of (−1, 1) with linear measure zero. Therefore, there is an r 0 (0 < r 0 < 1) such that r 0 D ∩ E contains at least two points, and r 0 T ∩ E is empty. Since {Re z: z ∈ E} has linear measure zero, by omitting a rotation, we can assume that there is an r 1 ∈ (−1, 1) and an ε 0 > 0 satisfying the following:
Now take (see Fig. 1 )
Below we will apply Seifert-Van Kampen's Theorem [20] to show that π 1 (D − E) is not abelian. In fact, by (3), the complement of V 1 in the Riemann sphere C has at least two components, and one is contained in
It is well known that an open subset X of C is simply connected if and only if both X and its complement in C are connected. Therefore V 1 is not simply connected, and hence
On the other hand, V 1 ∩ V 2 is simply connected and
Then by Seifert-Van Kampen's Theorem [20] , π 1 (D − E) is isomorphic to the free product of π 1 (V 1 ) and π 1 (V 2 ), and hence is not abelian. The proof is complete. 2 Both Theorem 3.2 and Theorem 3.3 can be generalized to the case of holomorphic regular branched covering map. This is the following proposition. Before ending this section, we give the following proposition. 
Proof. Suppose φ : D → Ω is a holomorphic covering map, and Ω is conformally isomorphic to one of the punctured disk or annuli. Since the deck transformation group G(φ) of φ is an infinite cyclic group, we denote its generator by ρ; and by Corollary 2.5, V * (φ) is generated by the unitary operator U ρ .
Before continuing, we mention a fact on multiplier. For a separable σ -finite measurable space (X, μ) and a function f in L ∞ (X, μ), M f defines a multiplier on L 2 (X, μ). It is known that the von Neumann algebra W * (M f ) generated by M f has no minimal projection if and only if W * (M f ) is * -isomorphic to L ∞ [0, 1], if and only if M f has a nonzero eigenvector. Since a normal operator on a separable space is always unitarily equivalent to some M f on a (necessarily separable) σ -finite measurable space (X, μ) [5] , the proof is reduced to showing that U ρ has no nonzero eigenvector.
To see this, suppose conversely that h is a nonzero eigenvector of U ρ . Since U ρ is a unitary operator, there is a constant ξ (|ξ | = 1) such that U ρ h = ξh. Write G(φ) = {ρ k }. Since G(φ) is cyclic, it is easy to see that for each k, there is a unimodular constant ξ k such that
As done in the proof of Theorem 2.1, we can pick a disk such that all ρ k ( ) are pairwise disjoint and
The last identity follows from (3.1). Therefore h equals zero constantly, which is a contradiction.
The proof is complete. 2
Type II factors arising from planar domains
In this section, we will complete the proof of Theorem 1.1. In the study of V * (φ) and W * (φ), the theory of free groups plays an important role. Roughly speaking, each free group G arises in this way: there is a set E such that any element of G can be written in one and only one way as a product of finitely many elements of E and their inverses (disregarding trivial variations such as st −1 = su −1 ut −1 ). For its definition, see [32] or [25, Chapter 1] .
To establish Theorem 1.1, we need some conclusion from algebraic topology, which is implied in [4] (or see [21, Theorem 3.3] ), stated as follows.
Lemma 4.1. Suppose Ω is a bounded domain in C such that π 1 (Ω) is nontrivial. Then π 1 (Ω) is a free group on finite or countably many generators.
From Theorem 3.2, we see that π 1 (Ω) is abelian if and only if Ω is conformally isomorphic to one of the disk, annuli or the punctured disk. Combining this statement with Lemma 4.1 shows that the following are equivalent.
1. Ω is not conformally isomorphic to one of the disk, annuli or the punctured disk; 2. π 1 (Ω) is not abelian; 3. π 1 (Ω) is a free group with n generators (n 2, allowed as ∞).
Therefore, Theorem 1.1 reduces to the following version. The above example is related to the Invariant Subspace Problem, which asks that, if T is a bounded linear operator on a separable Hilbert space H , then does there exist a nontrivial subspace M such that T M ⊆ M? In fact, the above problem is equivalent to the problem whether there exists some single operator in the A ℵ 0 -class that is saturated [6] . This means that, for an A ℵ 0 -operator T , let M and N be two invariant subspaces of T such that N ⊆ M and dim M/N = ∞, is there another invariant subspace L satisfying N L M? It is well known that the Bergman shift M z is an A ℵ 0 -operator. Also, for each φ in Example 4.3, M φ is in A ℵ 0 . The reasoning is as follows. A contraction T in a Hilbert space is called to belong to the class C 00 if both {T n } and {T * n } converge to zero in the strong operator topology. It is easy to check that M φ ∈ C 00 and that the spectrum of M φ equals D. On the other hand, [6, Corollary 6.9] states that if T ∈ C 00 and
The 
39], G(φ) is isomorphic to π 1 (Ω).
Without loss of generality, we assume that G(φ) is a free group on two generators, say, ρ and τ . A general case is similarly considered.
To prove that V * (φ) is a factor, it suffices to show that each member in the center Z(V * (φ)) of V * (φ) must be a constant multiple of the identity I . For this, assume T is a unitary operator in Z(V * (φ)). Applying Theorem 2.1 shows that there is a vector {c i } ∈ l 2 such that
Without loss of generality, assume that ρ 0 is the identity e. Since U ρ 0 = I , it suffices to show that c i = 0 (i 1).
For each k ∈ Z + , set
Since {c i } ∈ l 2 , Λ k is either empty or finite. Indeed, for distinct i, j , we see that either Λ i = Λ j or Λ i ∩ Λ j = ∅. Therefore, one can pick a subsequence {Λ k } of {Λ k } such that each Λ k = ∅, and any two of Λ k are disjoint, and the union of Λ k equals {i ∈ Z + : c i = 0}.
Since T ∈ Z(V * (φ)), T commutes with every U η (η ∈ G(φ)), and thus
By the uniqueness of the coefficients c i , it is not difficult to see that
This implies that the finite set
To finish the proof, it suffices to show that for each k, either E k is empty or E k consists of the identity e. To see this, assume conversely that there is a ρ i 0 ∈ G(φ) − {e} such that ρ i 0 ∈ E k , and we will show that E k is an infinite set to reach a contradiction. In fact, write ρ i 0 as a reduced word:
where each x i equals ρ or τ , x i = x i+1 (1 i N − 1) and each k i is a nonzero integer. Here the multiplication is the composition between members in Aut(D). Without loss of generality, assume
shows that E k is an infinite set, which leads to a contradiction. The above reasoning says that there exists only one E k which is not empty and consists of e. Therefore, T is a constant multiple of the identity I , and hence V * (φ) is a factor. 
Therefore, omitting a unitary isomorphism, we can assign two von Neumann algebras W * (Ω), V * (Ω) for each Ω; that is, this two von Neumann algebras arise from the domain Ω, independent from the choice of covering maps. Moreover, if G : Ω 1 → Ω 2 is a conformal isomorphism, and φ : D → Ω 1 is a holomorphic covering map, then G • φ : D → Ω 2 is a holomorphic covering map, and it is easy to verify that
This shows that if Ω 1 and Ω 2 is conformally isomorphic, then W * (Ω 1 ) and W * (Ω 2 ); V * (Ω 1 ) and V * (Ω 2 ) are unitarily isomorphic, respectively. For a holomorphic covering map φ : D → Ω, one has G(φ) ∼ = π 1 (Ω). Therefore, when Ω is not conformally isomorphic to one of the disk, annuli or the punctured disk, G(φ) is a free group on n generators (2 n ∞), that is, G(φ) = F n . As one knows, L(F n ) is the von Neumann algebra generated by left regular representation of F n on l 2 (F n ), and by Corollary 2.5, V * (φ) is the von Neumann algebra generated by representation
, a Type II ∞ factor. Therefore, we ask the following problem: is V * (φ) * -isomorphic to L(F n )? In the next section, we will show that the answer is positive.
V * (φ) and free group factors
This section will mainly show that for a holomorphic covering map φ : D → Ω, V * (φ) is * -isomorphic to the group von Neumann algebra L (π 1 (Ω) ). Furthermore, we prove that for two bounded domains Ω 1 and
We adopt the notations in [11, Section 43] . For a group G, let R(G) be the WOT-closure of the span of all R a :
It is well known that R(G) is unitarily isomorphic to L(G).
If G is the free group on n (n 2) generators, then it is an i.c.c. group, and hence by [11, Theorem 53 .1], R(G) and L(G) are Type II 1 factors. Let us recall some preliminaries of the group von Neumann algebra. As done in [11, pp. 248, 250] , for each b ∈ G, let b denote the characterization function of {b}; and let f * (x) = f (x −1 ), x ∈ G. For g, h ∈ l 2 (G), the involution of g and h is defined as follows:
For each f in l 2 (G), we can define a densely-defined operator L f by setting
To establish Theorem 1.3, we also need the following lemma, which is of independent interest.
Lemma 5.1. Suppose G is a countable group and f is in l 2 (G).
Then f, L a f = 0 for all a = e if and only if f, R a f = 0 for all a = e, where e is the identity of G.
Proof. Without loss of generality, we assume that f is nonzero and its norm equals 1. By a simple computation, Lemma 5.1 is equivalent to the following statement: f * * f = e if and only if f * f * = e , and by symmetry, it is reduced to prove that if f * * f = e , then f * f * = e . To see this, we first make the following claim.
As mentioned above, for each h in l 2 (G), we can define a densely-defined operator L h . Let P be the linear span of { b : b ∈ G}, and then both L f and L f * are well defined on P.
To prove the above claim, we first show that if
Therefore for each p ∈ P, we get
Next we will show that for any g ∈ l 2 (G), f * g ∈ l 2 (G). When this is done, we can apply the closed graph theorem to conclude that L f is a bounded operator. To show f * g ∈ l 2 (G), pick p n ∈ P such that p n − g 2 → 0 as n → ∞. This implies that f * p n converges to f * g pointwise, and hence for each finite set F in G, we have
Since F is arbitrary, then f * g ∈ l 2 (G), as desired. The proof of the claim is complete. Now L f is a bounded operator, and then by (5.1) L * f = L f * . On the other hand, the proof of [11, Theorem 53.1] shows that for a countable group G, R(G) and L(G), as von Neumann algebras, are finite. This means that for any operator S in L(G) satisfying S * S = I , we must have
This ensures L f * f * = I , and hence f * f * = e . The proof is complete. 2
From the above proof, we get the following proposition. Before continuing, let us make some observations. Given a holomorphic covering map φ : D → Ω, write G(φ) = {ρ k }. By the claim in Step 1 of the proof of Theorem 2.2, for any
, and hence the above map is
For simplicity, write
On the other hand, for any f ∈ l 2 (G(φ)), we identify the formal sum
From Corollary 2.3, one sees that for each S ∈ V * (φ), there exists a unique f ∈ l 2 (G(φ)) satisfying S = Θ(f ). We define a linear map Λ on V * (φ) as follows:
This says that Λ maps each member
In what follows we will show that these L f are bounded.
Proposition 5.3. The linear map Λ is an injective
Proof. We first show that Λ maps each member in V * (φ) to L(G(φ)). Since any von Neumann algebra is the finite linear span of its unitary operators [11] , it suffices to show that if Θ(f ) is a unitary operator, then L f is bounded, and hence is in L (G(φ) ). In fact, by Lemma 2.4 it is easy to check that for any two operators Θ(f 1 ) and
, by (5.1) and (5.2) we get
and by (5.1) and (5.3),
, and its injectivity is trivial. 2 We will first show that Λ is normal. To see this, notice that by Proposition 5.3 Λ is a * -homomorphism, and hence is positive. Now assume that {Θ(f α )} is an increasing net in V * (φ) which converges strongly to Θ(f ). Since Λ is positive, {Λ(Θ(f α ))} is an increasing net satisfying
Proof. Given two von Neumann algebras
that is, {L f α } is an increasing net with an upper bound L f . Therefore {L f α } converges strongly to some operator L g in L(G(φ)), which immediately gives
On the other hand, by Lemma 2.1 {ρ
} is an interpolating sequence, and hence for each k, there is a bounded holomorphic function h satisfying h ρ
Since {Θ(f α )} converges strongly to Θ(f ), 
where n is the cardinality of generators of π 1 (Ω). In particular, if C−Ω has q (q < ∞) bounded components, then n = q. The special case of n = 1 is Proposition 3.8.
It is well known that L(G) is a Type II 1 factor if and only if G is an i.c.c. group. Therefore, Proposition 4.6 is a direct consequence of Theorem 5.4, whose proof is independent of Section 4.
Before continuing, let us see an example, which indicates that the structure of V * (Ω) is very complicated.
Example 5.5. Fix an r ∈ (0, 1), and set Ω r = {z ∈ C: r < |z| < 1}. As done in Example 3.5, let φ r denote the covering map from D onto Ω r :
Take a w 0 ∈ Ω r and put Ω 0 = D − φ −1 (w 0 ). Now let ϕ denote the covering map from D onto Ω 0 . By our convention, 
Next we will give the following theorem.
Theorem 5.6. Suppose both Ω 1 and Ω 2 are not conformally isomorphic to one of the disk, annuli and the punctured disk. Then the following are equivalent. Proof. Let A and B be two II 1 factors in standard forms, and assume that θ : A → B is a * -isomorphism. Set tr B the unique ultraweakly continuous normalized trace over B, and then tr B • θ is the unique ultraweakly continuous normalized trace over A (for details, see [8, 27] ). This observation immediately gives a unitary operator u from
Consequently, by Theorem
Then it is not difficult to check that 
Now we are ready to prove Theorem 5.6.
Proof of Theorem 5.6. Both (2) ⇔ (3) and (2) ⇒ (1) are trivial. We will show (1) ⇒ (2) to complete the proof.
To see this, under the assumption of Theorem 5.6, we assume V * (Ω 1 ) * ∼ = V * (Ω 2 ). Since V * (Ω 1 ) is a Type II 1 factor and its commutant W * (Ω 1 ) is infinite, by Lemma 5.8
where M 1 denotes the standard form of 8) where M 2 denotes the standard form of
, by (5.7) and (5.8)
Then by Lemma 5.7, M 1 is unitarily isomorphic to M 2 . In view of (5.7) and (5.8), V * (Ω 1 ) is unitarily isomorphic to V * (Ω 2 ). The proof of (1) 
for n = m and n, m 2. This problem is thus equivalent to the following:
To close this section, we review some results in [3] where some von Neumann algebra closely related to V * (φ) was constructed from M φ , which act on a vector-valued Hardy space. However, the techniques developed in [3] depend more on the method of vector bundle, and less on the structure of the Bergman space L 2 a (D); and the ideas in this paper are completely different from that in [3] . As done in [3] , let U be the group of all unitary operators on the Bergman space, G be a group, and α : G → U be a representation. Now we set G = G(φ), where φ is a holomorphic covering map from D onto a bounded planar domain Ω. 
Observe that the vector-valued Hardy subspace H α is invariant for M φ , and this subspace depends on G = G(φ), and hence it depends on φ. Now set T α = M φ | H α , and denote by W * (T α ) the von Neumann algebra generated by T α . By [3, Theorem 8] ,
where W * (α) is the von Neumann algebra generated by {α(ρ): ρ ∈ G}. In particular, if we define
Type II factors and orbifold domains
In this section, we first give some examples of orbifold domain. Then using Proposition 4.6, we give the proof of Theorem 1.5. As a simple application, we consider those regular branched covering maps which are also inner functions.
Given a planar bounded domain Ω, and a discrete closed subset Σ of Ω, and a func- [9] .
The fundamental group π 1 (Ω, Σ, ν) of the orbifold Ω is defined to be the deck transformation group of its universal covering map, that is, [31, Chapter 13] for an equivalent definition.
A simple example is the orbifold disk (D, {0}, ν(0) = n). Its universal covering map is given by φ(z) = z n : D → D, and its deck transformation group is {ρ k (z) = e 2kπi n z:
To construct more examples, we need the following Seifert-Van Kampen Theorem from algebraic topology, see [9, Corollary 2.3] , [17] and also [28, Theorem 6.8 ].
Theorem 6.1 (Seifert-Van Kampen Theorem). Let O be an orbifold and
In the next example, all orbifolds and suborbifolds are open, and Γ reduces to a trivial group, then π 1 O is isomorphic to π 1 O 1 * π 1 O 2 , the free product of π 1 O 1 and π 1 O 2 .
Here we refer to [26, Section 2.9] for a relatively simple definition of free product of groups G α , α ∈ I. Due to van der Waerden, the free product * α G a of {G α : α ∈ I} can be regarded as the set of reduced words, by which we mean either the identity e or the words x 1 x 2 · · · x n which satisfies that x i and x i+1 (1 i n − 1) do not belong to a same G α and all x i = e. A free group F k on k generators can always be regarded as the free product of k groups, with each isomorphic to Z. 
More generally, put n = ∞, and then by the idea in 
is the Möbius map. This is a generalization of Lemma 4.2 in [23] . Before proving our main theorem, we need to establish a lemma, which may be known. Proof of Lemma 6.3. The following discussion is based on reduced words.
(1) Without loss of generality, let G be the free product of three nontrivial groups G 1 , G 2 and G 3 . For each u ∈ G − {e}, let u = x 1 x 2 · · · x k (k 1) be the reduced form of u. There must be a group, say G 3 , such that x 1 / ∈ G 3 and x k / ∈ G 3 . Pick ρ ∈ G 3 and τ ∈ G 1 satisfying ρ = e and τ = e, and it is easy to check that
is an infinite sequence of words, no two of which are equal. Since these words are in the conjugacy class of u, the arbitrariness of u shows that G is an i.c.c. group.
(2) First we prove the former statement. Assume G 1 ∼ = Z m and G 2 ∼ = Z n with m 3 and n 2, and denote by ρ and τ the generators of G 1 and G 2 respectively. Now assume u = x 1 x 2 · · · x k (u = e) is a reduced word. We must show that the conjugacy class of u is infinity. There are several cases under consideration. is an infinite sequence whose members are in the conjugacy of u. The case that both x 1 and x k are in G 2 is similar. ii) There is an i such that x 1 = ρ i (1 i m − 1) and x k ∈ G 2 . Then it is easy to see that there is an i (1 i m − 1) such that ρ i ρ i = e. Therefore u = ρ i uρ m−i is a word in the conjugacy class of u and it is suffices to consider the conjugacy class of u . This is case i) since both ρ i ρ i and ρ m−i are nontrivial elements in G 1 . So the conjugacy class of u is infinite, as desired.
iii) There is an i such that x k = ρ i (1 i m − 1) and x 1 ∈ G 2 . This case is similar to case ii). A similar argument shows that Z * Z n (n 2) is an i.c.c. group. (3) As done in (2), write G 1 ∼ = Z 2 and G 2 ∼ = Z 2 , and assume ρ and τ are the generators of G 1 and G 2 , respectively. We have ρ 2 = e and τ 2 = e, from which it is easy to check that for each positive integer n, {(ρτ ) n , (τρ) n } is a conjugacy class in G 1 * G 2 , and no two of which are same. The proof is complete. 2
Now we are ready to establish the following theorem. In It is clear that V * (φ) is abelian only in situations (1) and (2). This is a clearer version of Proposition 3.8.
Proof of Theorem 6.4. For simplicity, we write π 1 (Ω, ν) for π 1 (Ω, Σ, ν), and so on. We shall first discuss when the fundamental group π 1 (Ω, ν) is an i.c.c. group. Recall that π 1 (Ω, ν) is defined to be the deck transformation group of φ.
For this, it is better to get some instructive ideas of the existence for φ from [30, Problem E-4, p. 258] and [36, pp. 423, 424] , where the arguments and ideas give a simple fact: let w be a point in the singular locus Σ , Σ = Σ − {w}, and define ν on Ω such that ν | Σ = ν and ν| Ω−Σ = 1. Then (Ω, ν ) is also an orbifold domain and
Notice that if Σ is empty, then (Ω, ν ) is just a usual domain and π 1 (Ω, ν ) is nothing but π 1 (Ω).
If there are at least k points in Σ , say w 1 , . . . , w k , then using the above fact k times shows that there is a ramified function ν such that
where i ranges from 1 to k. Therefore, if number of points in Σ satisfies Σ 3, then π 1 (Ω, ν) is the free product of at least 3 nontrivial groups, and by Theorem 6.4 π 1 (Ω, ν) is an i.c.c. group. So it remains to deal with the following three cases: Σ = 0, 1 and 2. Case I: Σ is empty. In this situation, φ is a holomorphic covering map, which has been done by Theorems 4.2 and 3.1, and the only exception is stated as in (1) .
Case II: Σ = 1. Suppose Σ = {w 1 } and n = ν(w 1 ), and then (6.1) is reduced to π 1 (Ω, ν) ∼ = Z n * π 1 (Ω), n 2. 4(3), π 1 (Ω, ν) is not an i.c.c. group only if π 1 (Ω, ν) = Z 2 * Z 2 . This happens only in the situation as stated in exception (3) . Furthermore, by the proof of Lemma 4.4, V * (φ) is a von Neumann algebra whose center is infinite dimensional. By Proposition 2.6, V * (φ) is finite.
Therefore, except for situations (1), (2) and (3) in Theorem 6.4, π 1 (Ω, ν) is an i.c.c. group. Since the holomorphic universal covering φ is always a regular branched covering map, the former part of Theorem 6.4 follows from Proposition 4.6. By the latter part of the proof of Theorem 4.2, we see that whenever V * (φ) is a Type II 1 factor, W * (φ) always is a Type II ∞ factor. The proof is complete. 2 Remark 6.5. By Proposition 2.7 or Proposition 2.8 in [9] , the group π 1 (Ω, Σ, ν) is isomorphic to * w∈Σ Z ν(w) * π 1 (Ω).
Notice that by Lemma 4.1, π 1 (Ω) is either trivial or isomorphic to the free product of m integer groups Z (1 m ∞).
Below we give an example for situation (3) in Theorem 6.4, which is suggested by Professor W. Qiu. 
It is easy to know that f maps V r onto Ω r . Let φ r be the covering map from D onto {r < |z| < 1}, then φ r (z) = exp ln r i π
Write φ(z) = f ( 1 r φ r 2 (z)), z ∈ D. Since Ω r has exactly two ramified points of f ; −1 and 1, at which local degrees of f are 2, it is not difficult to verify that φ : D → (Ω r , Σ, ν) is a holomorphic universal covering map.
