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Abstract 
The correctness of real-time distributed systems depends not only on the function they compute 
but also on their timing characteristics. Furthermore, those characteristics are strongly influenced 
by the delays due to synchronization and resource availability. Process algebras have been used 
successfully to define and prove correctness of distributed systems. More recently, there has been 
a lot of activity to extend their application to real-time systems. The problem with most current 
approaches is that they ignore resource constraints and assume either maximum parallelism (i.c., 
unlimited resources) or pure interleaving (i.e., single resource). Algebra of communicating shared 
resources (ACSR) is a process algebra designed for the formal specification and manipulation 
of distributed systems with resources and real-time constraints. A dense time domain provides 
a more natural way of specifying systems compared to the usual discrete time. Priorities pro- 
vidc a measure of urgency for each action and can be used to ensure that deadlines are met. 
In ACSR, processes are specified using resource bound, timed actions and instantaneous ynchro- 
nization events. Processes can be combined using traditional operators such as nondeterministic 
choice and parallel execution. Specialized operators allow the specification of real-time behavior 
and constraints. The semantics of ACSR is defined as a labeled transition system. Equivalence 
between processes is based on the notion of strong bisimulation. A sound and complete set of 
algebraic laws can be used to transform almost any ACSR process into a normal form. 
1. Introduction 
Reliability in real-time systems can be improved through the use of formal methods 
for their specification and analysis. Formal methods treat systems as mathematical ob- 
jects and provide mathematical models to describe and predict the observable properties 
and behaviors of these objects. There are several advantages to using formal methods 
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for the specification and analysis of real-time systems. They are, firstly, the early 
discovery of ambiguities, inconsistencies and incompleteness in informal requirements; 
secondly, the automatic or machine-assisted analysis of the correctness of specifications 
with respect to requirements; and, thirdly, the evaluation of design alternatives without 
expensive prototyping. 
There has been, recently, significant progress in the development of real-time formal 
methods. They are extensions to the traditional categories of untimed systems; for 
example, temporal logics, automata theory, Petri nets, and process algebras. Real-time 
extensions to these approaches are reviewed in Section 5. 
Process algebras, such as CCS [46], CSP [30], and ACP [12], have been developed to 
describe and analyze communicating, concurrently executing systems. They are based 
on the premises that the two most essential notions in understanding complex dynamic 
systems are concurrency and communication [46]. The most salient aspect of process 
algebras is that they support the modular specification and verification of a system. 
This is due to the algebraic laws that form a compositional proof system, and thus, 
it is possible to verify the whole system by reasoning about its parts. Process algebras 
without the notion of time are being used widely in specifying and verifying concurrent 
systems. To expand their usefulness to real-time systems, several real-time process 
algebras have been developed by adding the notion of time and including a set of 
timing operators to process algebras. 
The timing behavior of a real-time system depends not only on delays due to pro- 
cess synchronization, but also on the availability of shared resources. Most current 
real-time process algebras adequately capture delays due to process synchronization; 
however, they abstract out resource-specific details by assuming idealistic operating 
environments. On the other hand, scheduling and resource allocation algorithms used 
for real-time systems ignore the effect of process synchronization except for simple 
precedence relations between processes. What is needed is a formal framework that 
combines the areas of process algebra and real-time scheduling, and thus, can help 
us to reason about systems that are sensitive to deadlines, process interaction and re- 
source availability. Algebra of communicating shared resources (ACSR) is an attempt 
at providing such a framework. 
1.1. Background of ACSR 
ACSR is an extension of another real-time process algebra, called CCSR, which 
shares many aspects of ACSR [25,26]. In particular, CCSR was the first process 
algebra to support the notions of both resources and priorities. It was in turn mo- 
tivated by our previous work on a real-time process algebra without the notions of 
resources and priorities [57,58]. The main drawbacks of CCSR, however, were the 
lack of instantaneous synchronization (all actions take exactly a single unit of time) 
and the discrete time model. 
In [39] we introduced the notion of instantaneous events and synchronization to 
CCSR. We also developed a complete set of equations for finite state processes [17]. 
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In this paper we are adopting a dense time paradigm, which provides more flexibility in 
the specification of real-time processes. This had a dramatic impact in the normalization 
process as it requires the formal treatment of time intervals and time variables in the 
proof system. In discrete time, normalization proceeds by laying out all the alternate 
behaviors a process can engage in at every point in time. In dense time, however, when 
an alternate behavior is possible continuously during an interval, it has to be treated as 
a single case. This, in turn, leads to smaller normalized processes and therefore more 
manageable proofs. 
In this paper, we added two new operators to ACSR: the interrupt, which allows 
to model reaction to asynchronous signals, and the exception operator, which is now 
commonly available in modem programming languages. This allowed us to eliminate 
the unwieldy Scope operator that took four processes, an event and a time value as 
parameters. 
1.2. Organization of the paper 
A formal method comprises a mathematical model, a syntax and a semantics. The 
mathematical model is the domain in which the objects of the language take a meaning. 
In our case it involves the definition of a time domain, a set of resources and actions, 
and a structured labelled transition system. These are the subjects of Section 2. The 
syntax defines the rules for constructing valid sentences in the language. In ACSR, this 
consists of simple algebraic expressions with a small set of operators and is described 
in Section 3. The semantics of the phrases of the language is elaborated in two steps. 
Section 3.1 provides a set of unprioritized (i.e., priority-ignored) operational rules. 
In this section we also discuss the intuitive meaning of each operator and give some 
examples of their usage. Priorities are treated in Section 3.2. A prioritized semantics 
is derived from the unprioritized one. We define a notion of compositionality, which 
ensures that prioritization can be enforced in any context, and prove that ACSR has 
that property. 
Section 4 is dedicated to the definition of a notion of equivalence based on strong 
bisimilarity; we present a sound and complete set of algebraic laws. The details of the 
proofs of soundness and completeness of these laws can be found in the appendix. 
The conclusion in Section 6 reflects on the strengths and weaknesses of our work 
and explore areas where additional research is warranted. 
2. ACSR mode1 
An ACSR process is a term over the ACSR signature, which will be described in 
the next section. We note Proc the set of all processes and use P, Q, R and S to range 
over Proc. Furthermore, we use a set of process variables ProcVars and let W,X, Y 
and Z range over it. A process evolves by executing successive actions. We denote 
by Act the set of all actions and use the Greek letters a and /I to range over Act. 
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There are two kinds of actions, timed actions and untimed actions. Timed actions are 
used to model the passage of time and the consumption of resources. Untimed actions 
are used to label instants in time and to model inter-process synchronization. Untimed 
actions are called instantaneous events, or events, to avoid confusion. 
2.1. Resource consuming and timed actions 
We assume a finite set of serially reusable resources Res. We use r to range over 
Res. A resource-consuming action A represents the usage of a subset of these re- 
sources. It is defined by the set of resources used, denoted p(A), and a total function 
nA(r) : Res --t Rae such that nAnA is the priority of the resource r in the action A, and 
rc~(y)=O when r@p(A). 
Our time domain is the set of real numbers plus infinity: R+ U {ca}. We use u, 21 
and w to denote time values. 
A timed action A” is the execution of a resource-consuming action A for a duration u, 
where u is a positive and finite real number. In addition to A, the letters B and C are 
used to denote resource-consuming actions and correspondingly BV and C” are used 
for timed actions. 
We write a resource-consuming action A as a set of pairs ((~1, pl), . . . , (m, pn)} 
such that only the resources in p(A) appear in the set and each one appears exactly 
once, paired with its priority. For example, we write A = {(ZOP,2),(BUS,3)} for the 
action that consists of using the IOP resource at priority 2 and the BUS resource at 
priority 3; A2.4 represents the execution of that action during 2.4 units of time. 
We define two operations, synchronous composition and closure, on resource- 
consuming actions and timed actions. 
The synchronous composition, denoted “AIB” creates a single action, equivalent to 
two resource-consuming actions occurring simultaneously. Synchronous composition is 
only defined if the two actions are using disjoint sets of resources. This enforces the 
serial reusability aspect of the resources. Synchronous composition over timed actions 
requires, in addition, that the two actions have the same duration. This ensures the 
uniform passage of time. The composition of two actions preserves timing, resource 
usage and priorities; in other words, assuming that p(A) fl p(B) = 0 we have 
AUIBU = (AJB)‘, 
P(A IB) = P(A) U P(B)> 
T+&) = m(r) + m&-1. 
It follows immediately from the definition that the synchronous composition of 
resource-consuming actions and timed actions is commutative and associative. 
The closure operation [A]u consists of increasing the set of resources used by the 
resource-consuming action A to include all the resources of the set U. The prior- 
ity function is not affected by this operation: the incremental resources are assigned 
priority 0. Intuitively, the purpose of the closure operator is to isolate a process from 
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interferences due to other processes competing for the same resources. It is not meant 
to affect the behavior of the process itself, and keeping the priorities of the unused but 
reserved resources to 0 achieves just that. Closure is independent of timing, that is 
[A”lu = ([4U)“, 
PU4u) = P(A) u u 
q4],(Y) = m(y). 
The idea behind this operation is to be able to reserve a set of resources for a process, 
even though some of its actions may not be using all of them. 
It follows immediately from the definition that closure over resource-consuming 
actions and timed actions is idempotent and associative in the sense that 
[[‘4UlY = [4u”Y; 
moreover, closure over an empty set has no effect: [A]0 =A. 
2.2. Instantaneous events 
Instantaneous events, or events, provide the basic synchronization mechanism of 
ACSR. An event, e is defined by a label, Z(e) and a priority n(e). The labels are 
drawn from a countable set LI = 9 U (7). The priority is a non-negative real number; 
priorities over events are independent of the priorities over timed actions. We assume 
the existence of a complement operation over 9 such that 
VaE_Y: 35~52 and ;=a and Efa. 
We use a, b and c to range over A and the lowercase letters e and f to denote events. 
Events are used for pair-wise synchronization which is modeled as a composition 
operation over events. As in CCS, the special label z $9 denotes fully synchronized 
events. It will be convenient to overload the synchronous composition symbol that we 
have used for timed actions. The composition of two events, noted “elf” is defined 
only when the two events have complementary labels, such as a and a. The priority 
of the resulting event is the sum of the priority of the two original events. The reason 
for this choice will become clearer when we discuss compositionality in Section 3.2.2. 
Formally, assuming that Z(e) = I( f ), we have 
4elf) = n(e) + 4f ). 
It follows from this definition that the composition of two events is commutative, 
i.e., elf = f (e. For example, “(char_in,5)” denotes the event with label “char-in” and 
priority 5. The composition: (char-in, S)l(char_in, 2) = (z, 7). 
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2.3. Computation model 
The behavior of a process is defined by a labelled transition system, which is a subset 
of Proc x Act x Proc. For example, a process P can execute an action CI and turn into 
a process P’ if (P, LX, P’) is in the labelled transition system. We call this an execution 
step and write it P 5 P’. A process evolves by executing a succession of steps as 
follows: 
, I, 
p & p’ L+ p” L . . . . 
3. ACSR syntax and operational semantics 
The following grammar describes the syntax of processes: 
P ::= 0 1 A”:P 1 e.P 1 P+P 1 PllP 1 
P&P I P t P ) [P]u / P\F I recX.P ( X 
The process 0 executes no action (i.e., it is initially deadlocked). There are two prefix 
operators, corresponding to the two types of actions. The first, AU : P, executes a timed 
action A’. Lasting for a duration u, and then proceeds to the process P. In this prefix 
operation, it will be convenient to let the range of u extend over the whole time domain, 
i.e., the set of real numbers plus infinity. However, the operational semantics is such 
that a null duration can be ignored, a negative duration corresponds to a deadlock and 
an infinite duration cannot be exhausted. For the second kind of prefix, e.P executes 
the instantaneous event e, and proceeds to P. The main difference here is that we 
consider no time to pass during the event occurrence. There are times when we do 
not want to distinguish between timed and untimed prefixes. In such cases, we will 
use juxtaposition with a generic action to mean either a timed action or an event; for 
example, aP stands for CI : P when c( is a timed action, and for cc.P when LX is an event. 
The choice operator P + Q represents nondeterminism: either of the processes may be 
chosen to execute, subject to the constraints of the environment. The operator PllQ is 
the parallel composition of P and Q. In addition to these traditional operations, we 
define specialized operators to express real-time behaviors. 
The timeout operator PA, Q allows the process P to execute for exactly v time 
units; the execution of P is then abandoned and the execution of Q starts. The ex- 
ception operator allows the specification of a process that can permanently interrupt 
another process. In the expression P t Q, the execution of the process P can be aban- 
doned at any time in favor of the execution of the process Q. The execution of Q 
is started in one of three ways: the resources it requires are available, it synchronizes 
with a parallel process, or P executes an event that synchronizes with a starting event 
of Q. This last behavior is useful to model the exception construct of modem pro- 
gramming languages; it can also be used as sequential composition. The close operator 
[P]u produces a process P that monopolizes the resources in U & Res. The Restriction 
operator, P\F, with F G 9, limits the behavior of P. Here, no event whose label, or 
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its complement, is in F is permitted to execute. The process ret X.P denotes standard 
recursion, allowing the specification of infinite behaviors. Each one of these operators 
represent a natural method of combining processes to define complex system. None 
can be derived from the others through simple conversion. Even though most are elim- 
inated to obtain a normal form, as we shall see later, the algorithm is fairly complex 
and the resulting processes in normal form are unwieldy and hard to read. 
In order to lighten the presentation by reducing the number of parenthesis required to 
unambiguously parse a term, we associate with each operator a binding power. We give 
to the prefix operators the highest binding power and to the choice operator the lowest, 
the other operators being of equal binding power, in between choice and prefix. For 
example, the term 
e.A” : P t Q + A” : Rjlf.S 
is to be interpreted as 
(((e.(A” : f’>) -I Q> + ((A” :Wll(f.S))> 
3.1. &prioritized operational semantics 
In this section we describe the unprioritized operational semantics which are defined 
by the transition rules listed in Table 1. 
The two rules Act1 and ActT for the prefix operators are axioms; i.e., they have 
premises of true. Rule Act1 is for an instantaneous event prefix. As an example of 
applying the rule, the process (a, p).P executes the event “(a, p),” and proceeds to P. 
The rule ActT is for a timed action. As an example, the process {(r,, pl), (rz, ~2))~ : P 
can simultaneously use resources r-1 and r-2 for 1.5 time units before executing {(q, PI), 
(r2, p~)}‘,~ :P. Rule ActT allows a timed action to be split arbitrarily into any number 
of consecutive segments and forms the foundation of the dense time semantics. 
Another rule for the prefix operators, ActTZ, states that when a timed action has 
been completed, the system proceeds with the next possible action or event. Note that 
there is no transition labelled by A ‘. Furthermore, because no operational semantics 
rule apply, a process of the form AU : P with u < 0 has no behavior; it is deadlocked. 
Finally, the process A” : P can never proceed to P since it can only execute actions 
of finite duration AU. 
The rules ChoiceL and ChoiceR for Choice are identical for both timed actions and 
instantaneous events (and hence we use “c? as the label). For example, “(a, 7).P + 
{(r1,3),(r2,7))‘.2: e” may choose between executing the event “(a, 7)” or the timed 
action “{(r1,3),(r2,7)}1.2”. The first behavior is deduced from the rule ActI, while the 
other is deduced from ActT. 
The Parallel operator provides the basic constructor for concurrency and communi- 
cation. The first rule ParT for the Parallel operator combines two timed transitions. 
Note that timed transitions are truly synchronous, in that the resulting process advances 
only if both constituents take a step. The condition p(Al ) n p(Az) = 0, which ensures 
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Table 1 
The ACSR operational semantics 
Act1 A e 
eP-+P 
ChoiceL ~ 
P+QLP’ 
ActTZ &k- 
A” : P-h 
ActT 
_ 
AU’ 
(O<u’<uAu’<cO) 
A’ :P+AU-U’ :P 
ChoiceR Q2Q’ 
P+Q:Q’ 
A; A; 
ParT P+P’,Q-Q’ 
(AIIA,)” 
(~(~I)n~(~z) = 0) 
PIIQ-P’IIQ’ 
ParIL PAPI 
PllQ~P’IlQ 
(l&D) (li.,) 
ParCom p--rp’3 Q--tQ’ 
(v+q) 
PllQ-P’IIQ’ 
A” 
TimeoutCT P-+P’(u<L.) 
AU 
PLL,Q--~P’LI_,Q 
TimeoutE Q5Q’ (0 = 0) 
P&Q:Q’ 
ExceptC P5P’ 
PtQ:P’+Q 
(a. n) (Em) 
.“I “‘I 
ExceptE p-T7zf+TQ 
WQ-Q’ 
A” 
P-+P’ ResT AU 
P\F+P’\F 
(a,n) 
Red P+P’ 
(4n) 
(a, c $7 F) 
P\F-+P’\F 
AU hn) 
CloseT P-P’ Clod P--+P’ 
(A”lU (a, n) 
[Plu -+v% [Plu +[p’lu 
ParIR Q5Q’ 
pllQ%Q’ 
TimeoutCI P:P’(“>o) 
PLl,Q:P’&Q 
Except1 Jkkk 
PtQLQ’ 
that (Al 1 AZ) is defined, mandates that each resource by truly sequential, that is only 
one process may use a given resource at any instant. 
The case where two actions have different timings is implicitly handled by this single 
rule. Indeed, as we will prove in Theorem 3.1, if a process can perform a transition 
labelled AU, it can perform a transition A”’ for all 0 < U’ < U. Therefore, all the trans- 
itions with common time values (up to the shortest duration of the two actions) will 
be combined by virtue of the rule ParT. 
The next three rules for the Parallel operator are for event transitions. The first two 
rules ParIL and ParIR show that events, as opposed to timed actions, are arbitrarily 
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interleaved (as in CCS and related interleaving models.) The rule ParCom is for two 
synchronizing processes; that is, P executes an event with the label a, while Q executes 
an event with the inverse label G. This model allows sequences of events to occur at 
the same instant in time. This is useful to express causality relations between events 
that no measurable amount of time separate. 
When two events synchronize, their resulting priority is the sum of their constituent 
priorities. Example 3.6 illustrates why we find it useful to allow events with different 
priorities to synchronize together. The choice of using the sum of the synchronizing 
events for the resulting priority was dictated by mathematical considerations that are 
explained in Section 3.2.2. 
Example 3.1. Consider the following two processes: 
P d5f (43).P1 + {(Ye, 8)}2 : P2, 
Q d&f (6 5).Q1 + {(r,, 7)}3 : Q2. 
The compound process PllQ admits the following transitions: 
PllQ ‘g PI IjQ [by ParIL], 
PllQ 9 PllQl [by ParIR], 
PIIQ 3 PI IlQl [by ParCorn], 
PIIQ 
~h,7),h~))” 
-P’llQ’ [by ParT] 
with P’ dAf {(r3,8)}2-U : 9, Q’ d&f {(~i,7)}~-~ :Q2 and 0 < 24 62. 
Note that an event transition, if chosen, always executes immediately, i.e., before 
any time elapses. 
The construction of ParCom helps ensure that the relative priority ordering among 
events with the same labels remains consistent even after communication takes place. 
The timeout operator possesses three transition rules. The first two rules, TimeoutCT 
and TiieoutCI, correspond to timed and untimed transitions occurring before the time- 
out has expired, i.e., when v > 0. The third rule, TimeoutE is applied when the timeout 
expires, i.e., when v = 0. 
The exception operator has three transition rules: ExceptC corresponds to the con- 
tinuation of the process P; Except1 is the start of an interrupt due to synchronization 
with another process or availability of resources; ExceptE applies when the process P 
raises an exception caught by the process Q. 
Example 3.2. Consider the following specification: Send a message (denoted by the 
event “sendMsg”) and wait until an answer is received. If a response (event “revA&‘) 
is received within 100 time units execute the process Q, otherwise start over. This 
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system may be realized by the process P defined recursively. 
P %f ((sendMsg, l).Oloo : P) t (revAck,2).Q. 
The exception operator, along with the infinite execution of the empty action “Oarr 
allow us to define an indefinite delay operator 6, for which we use a prefix notation 
The Restriction operator defines a subset of instantaneous events that are excluded 
from the behavior of the system. This is done by establishing a set of labels, F C 9, 
and deriving only those behaviors that do not involve events with those labels or their 
complement, as stipulated by the rule ResT. The rule ResI states that timed actions, 
on the other hand, remain unaffected by the Restriction operator. 
Example 3.3. Restriction is particularly useful in “forcing” the synchronization between 
concurrent processes. In Example 3.1, synchronization on a and 5 is not forced, since 
P//Q has transitions labelled with a and Z On the other hand, (PllQ)\{a} has only 
the transitions 
(PllQ)\{a) 9 (f’l IlQl >\{a) 
and 
In effect, the restriction declares that a and G. define a “dedicated channel” between P 
and Q. 
The rules CloseT and Close1 are for the Close operator. While Restriction as- 
signs dedicated channels to processes, the Close operator assigns dedicated resources. 
Embedding a process P in a closed context such as [P]u, ensures that there is no 
further sharing of the resources in U. Instantaneous events are not affected. 
In the context of the prioritized transition system, the Close operator is useful to force 
progress, A process may have a choice between progressing using some resources, or 
idling in case some other process requires the same resources at a higher priority. Clo- 
sure ensures that no other process can compete for the closed resources and therefore 
those resources can be committed to the action with the highest priority. For example, 
as we shall see later, the actions {(r, 5)) and 0 are not comparable under the preemp- 
tion relation because the high priority action uses more resources than the low priority 
one. However, [{(Y,~)}]~~J and [0]1,.) are comparable and the former will preempt the 
latter. 
The operator “recX.P” denotes recursion, allowing the specification of infinite be- 
haviors. The semantics of the recursive operator is given by the rule Rec. Note 
that “P[recxp/~] ” is the standard notation for substitution of “recX.P” for each free 
occurrence of X in P. 
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Example 3.4. Consider the process “ret X. (A’ :X),” which indefinitely executes the 
resource-consuming action A. By ActT and ActTZ, 
A’ : (recX.(A’ :X)) A’ recX.(A’ :X) 
so by Ret, 
recX.(A’ :X) % recX.(A’ : A’). 
We are now in a position to prove the following theorem which, in essence, char- 
acterizes dense time. 
Theorem 3.1. Zf a process P is such that P 5 P’, then for all 0 < v<u there exists 
P” such that P % P”. 
Proof. By algebraic induction on the structure of processes. It is vacuously true for 0, 
it is true for prefix (from ActT), and it is preserved by all other operators. 0 
3.2. Preemption and prioritized transitions 
Not all the actions that are ready for execution at a given point in time have the 
same urgency. It is often the case in real-time systems that the choice made between 
possible alternatives directly impacts the correctness of the system. We call preemption 
a relation between ACSR actions that specifies when an action must be preferred over 
another in a choice. 
3.2.1. Prioritized transition system 
The preemption relation is used to derive a prioritized semantics for ACSR terms in 
the form of a subset of the labelled transition system in which all preempted transitions 
have been eliminated. We call this the prioritized labelled transition system. The notion 
of preemption is straightforward. Let “4’, called the preemption relation, be a binary 
relation over actions. For two actions a and /I, if c( 4 /I, we say that “c( is preempted 
by /I”. This means that any real-time system that has a choice between executing either 
cx or p will not execute c(. 
We define the prioritized transition system “+=“, which simply refines “jr’ to 
account for preemption. 
Definition 3.1. The labelled transition system “A~” is defined as follows: P A, P’ 
if and only if 
(i) P % P’ is an unprioritized transition, and 
(ii) there is no unprioritized transition P z P” such that tl+ /?. 
The application of preemption is used to eliminate unwanted transitions from the 
labelled transition system. It is natural to extend this notion to processes and define 
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that a process is preempted by another if all of its possible transitions are preempted. 
We will overload the symbol for the preemption relation over actions to denote pre- 
emption over processes. 
Definition 3.2 (Preemption over processes). We say that a process P preempts a pro- 
cess Q, noted P F Q if and only if 
This notion will be useful in the definition of equivalence laws between processes 
in Section 4.2. 
In order for a binary relations to be usable as a preemption relation, it must satisfy 
certain criteria. First it must lead to a well-defined prioritized transition system; second, 
it must preserve the dense time property of ACSR, i.e., it must preserve Theorem 3.1; 
and third, preemption should be applicable regardless of the context splice, this last 
property is called compositionality. 
It is straightforward to see that, in order to ensure that the prioritized transition sys- 
tem is well-defined, the preemption relation must be transitive and irreflexive. Namely, 
if an action u preempts an action /?, then any action that would have been preempted 
by B will be preempted by CL In addition, no action will preempt itself. 
To ensure that Theorem 3.1 is preserved, the preemption property must be such that 
Zf A’+BU then Vu’ < u: It’ d t: A’(+ But. 
Obviously, preemption relations independent of time satisfy this criterion. 
Compositionality is by far the most difficult property to obtain as it involves not only 
the rules of the operational semantics but also the operations over actions. Indeed, many 
intuitively appealing preemption relations and composition operations fail the test of 
compositionality. In the next section we give a formal definition of compositionality 
and a sufficient condition for compositionality. 
3.2.2. Compositionality of preemption 
Intuitively, compositionality means that if two processes P and Q differ only in 
behaviors that are preempted, the prioritized transitions of any context will not be 
changed if P is replaced by Q or vice versa. The action of pruning out transitions 
that are preempted can be defined using a priority operator, for which we use a prefix 
notation “OP”, from [7], with the following operational semantics: 
Prty 
PLP’, P$+ 
ep A epl 
v/3+ ol. 
Compositionality can be stated informally as when the priority operator is applied 
to a term, the meaning of that term does not change when the priority operator is 
also applied to any of its subterms. 
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Before giving a formal definition, let us introduce a notation: 
Definition 3.3. Let “+” be a binary relation such that P <S Q if and only if P E Q or 
there exists a context C[_] and a term R such that P z C[R] and Q G C[eR]. 
Let “Z%o” be the reflexive transitive closure of “=+“. 
In other words, two processes P and Q are equivalent up to 0, denoted P Ng Q, 
when they are syntactically identical, or when they differ only by the introduction of 0 
operators. 
Now for the formal definition of compositionality: 
Definition 3.4 (Compositionality). A priority operator l3 is compositional relative to 
an operational semantics + when, for all contexts C[_], processes P,P’ and actions c(: 
If eC[P] 5 P’ then 3P” ge P’: eC[eP] 
and conversely, 
If ec[eP] -% P’ then 3P” go P’: ec[P] 
5 P” 
5 P”. 
While it is possible to prove compositionality directly, there exists a sufficient con- 
dition that can be applied to the set of operational rules, in conjunction with the 
preemption relation, to determine the compositionality of the operator 8. This lemma 
can be used as a guide to define preemption relations that are compositional. 
Lemma 3.1 (Sufficient condition for compositionality). Let Z = {iI,. . . , in} and .I = 
{jl,...,j,}CZ b e t wo index sets. Let ‘G%‘(...) be a boolean condition, Op(.. .) an 
ACSR term and C[. . .] an ACSR context. Zf the set of operational semantics rules, 
excluding those of the 8 operator, is such that, whenever for a rule R of the form 
R 
{Pj L P,‘ljEJ} 
f(a,, ‘-3% ) q(@j, 2.. .Y ujm ) 
oP(pi~~~~~~Pin))------, CIPiI)...)Pi”,,Pj:,...,Pjlm] 
the condition % holds (i.e., the rule @es) then for all u’ F ajk there is a rule R’, 
possibly diflerent from R but with the same premises, such that %“(aj,, . . , a’, . , aim )
holds and 
f’(Uj, 2.. . , a’, ..~aj,) * f(aj,,...,aj,,...,aj,) 
then the priority operator 0 is compositional. 
Proof. By induction on the algebraic structure of Op(fi, , . . . , fin ). The details can be 
found in [16]. 0 
At this point we can justify some of the decisions made in defining the operations 
over actions in Section 2. In the composition of events, for example, assigning the 
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highest of the priority of the composed events to the resulting z-event would not have 
been compositional. For example, the process P def (e, 1 ).Pi + (e, 2). Pz has a single 
prioritized transition: P yn P2 and has the same behavior as P’ dkf (e, 2).Pz. However, 
if we take Q dAf (Z, 3).Qi, then the behavior of P/IQ is different from the behavior of 
P’l/Q. The former has two possible (2,3) transitions neither of which preempts the 
other while the latter has only one. 
3.2.3. The preemption relation of ACSR 
We now define the ACSR preemption relation, which incorporates our treatment of 
synchronization, resource-sharing, and priority. 
Definition 3.5 (Preemption relation). For two actions, LX,/?, we say that p preempts 
CI(CZ -: p), if one of the following cases hold: 
(1) Both CI and p are timed actions, where 
(i) ~0) G ~(a), 
(ii) Vr : n,(r) 6 zB(r), and 
(iii) 3r : 7c,(r) < 7cg(r) 
(2) Both tl and /I are instantaneous events, where Z(a) = Z(p) and ~(a) < n(P) 
(3) CI is a timed action, p is an event, with Z(p) = z and E(P) > 0. 
Case (1) applies when two timed actions, CY and p, compete for common resources, 
and in fact, the preempted action c1 may use a superset of /3’s resources. However, p 
uses no resource at a lower priority level than a and at least one at a higher level. 
Case (2) shows that an event may be preempted by another event sharing the same 
label, but with a higher priority. 
Finally, case (3) shows the only case in which an event and a timed action are 
comparable under “4”. That is, when p > 0 in an event (r, p), we let the event pre- 
empt any timed action. This, in effect, makes synchronization take precedence over the 
passage of time and is similar to the notion of maximum progress found in [28,47,55]. 
The case where p = 0 is treated differently. It is meant to allow the specification of non- 
deterministic behaviors, e.g., to model an environment that can interact with a process 
at any time rather than at the earliest possible time. 
Example 3.5. The following examples show some comparisons made by the preemp- 
tion relation “4”: 
(a) {G-1,2),+-2,5)) + {h,7),(r2,5)), 
@I {(r1,2),@-2,5)) 7c: {(r1,7),(m3)), 
Cc) {(r1,2),b-2,0)) + {(r1,7)), 
Cd) {(rl, 21, (r2,1)) fi {@-I, 7)), 
(e) (7, I), 4 (~2)~ 
(Q (41)74(h2) ifafh 
(8) (4 2) 4 (a, 5)t 
(h) {(rl, 2), G-2,5)} + (z, 2), 
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(i) {@1,2),(r2,5)) fi (z,O). 
(j) {(rl,2),(r2,5)) # (42). 
Example 3.6. This example illustrates the use of synchronization and priorities to 
model a semaphore. The event label sp represents the P operation of the semaphore 
and the event label s, represents the V operation. The semaphore A4 is defined as 
follows: 
To see how this works, let PI and P2 be two processes that must execute a critical 
section using two robot arms, CR = {(lef_arm, 1 ), (right-am, 1)) followed by a non- 
critical section, NCR. Assume that the process PI has priority 1 and the process P2 
has priority 2: 
P1 dgf 6(s,,, l).CR : (so, l).NCR: 
PI dgf 6(sp,2).CR : (s”,2).NCR: 
S fzf (PI II p2 II W\{$,S”). 
Before entering the critical section, each process must execute the event sp. By apply- 
ing the rules of the operational semantics, we see that there are only three unprioritized 
transitions that the system S can take 
(1) s%S, 
(2) S g(CR : (s”, l).NCR 11 P2 11 @,,O).M)\{sp,sv}, 
(3) S 3 (PI \jCR : (s,,2).NCR 11 6(S,,0).M)\{sp,s,}. 
Only transition (3) remains admitted by the prioritized transition system. This allows 
P2 to proceed. From this point and until P2 executes (sD,2), both PI and M will have 
to idle, i.e., execute 0” transitions matching the duration of CR. The execution of (sv,2) 
by P2 will release the semaphore and subsequently allows PI to acquire it. Cl 
Theorem 3.2. Preemption based on Dejniton 3.5 is compositional in the ACSR op- 
erational semantics. 
Proof. We prove that the operational semantics of ACSR complies with the hypothesis 
of Lemma 3.1. For every rule and every premise, we need to check that if the rule 
fires for an action CI, resulting in an action a’, then for any fi + c1 there is a rule 
(often the same) that fires, and the resulting action B’ preempts o!. Note that some of 
the ACSR rules have implicit conditions in the premises. To comply with the form 
of Lemma 3.1 it is straightforward to rewrite these rules so that the premises use the 
generic action c( with the appropriate side condition. For example, a premise P ‘a,p! P’ 
would be replaced by P -% P’ and the side condition CI = (a, p). 
The only non-trivial cases are the operational rules involving the application of an 
operation over actions, or a condition other than a pure timing condition. (Pure timing 
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conditions satisfy the requirements by virtue of the fact that the preemption relation is 
independent of time). The details can be found in [ 161. 0 
4. Strong equivalence 
There are processes that are syntactically different but have the same behavior, that 
is, they can execute the same first step and then become syntactically equal. Such is 
the case of P + Q and Q + P. This equivalence, however, is of little use because it is 
not a congruence take, for example, Pt(Q+R) and Pt(R+Q), after an initial step of 
P they will not be syntactically equal. This problem is easily solved by requiring that 
the end-point of the transitions be themselves equivalent. Such is the notion of strong 
bisimulation, due to Park [49]. This section defines strong bisimulation as applied to 
ACSR and provides a sound and complete set of laws that can be used to prove 
bisimulation between finite state agents through syntactic manipulations. 
Bisimulation is too fine for most practical purposes but it seems to be the finest con- 
gruence that equates terms that cannot be differentiated by their operational semantics. 
As such, it is a subset of most other equivalence and preorder relations. Consequently, 
any law that is sound for strong bisimulation is also sound for most other relations. 
Strong bisimilarity is a stepping stone towards more useful relations. 
4.1. Prioritized strong bisimulation 
Definition 4.1. For closed terms, i.e., terms with no free variables, and for a given 
transition system “-+“, any binary relation %! is a strong bisirnulation if, for (P, Q) E 9 
and M. E Act, 
1. if P-f+ P’ then, for some Q’, QA Q’ and (P’, Q’) E 99, and 
2. if Q: Q’ then, for some P’, P-% P’ and (P’, Q’) E 6%. 
In other words, if P (or Q) can execute a step CI, then Q (or P) must also be able 
to execute a step a and the two next states are also bisimilar. There are some very 
obvious bisimulation relations, e.g. 8 (which certainly adheres to the above rules) or 
syntactic identity. However, using the theory found in [43,44,46], it is straightforward 
to show that there exists a largest such bisimulation over “+“, which we denote as 
“N”, and that it is an equivalence relation. 
All the operational semantics rules of ACSR, including the priority operator ~9 fol- 
low the format of “GSOS” [2] and “Grand” [14]. It follows from those theories that 
strong bisimulation is a congruence. Furthermore, Ref. [2] gives an algorithm for the 
development of a sound and complete set of proof rules. In general we will follow 
this algorithm; we will deviate in a few cases when we found a better set of rules but 
we will note those deviations. 
We note “No” the largest bisimulation over “+z”. It follows immediately from the 
definition of the operator 8 that P An P’ if and only if OP --% 8P’ whence P -?I Q 
if and only if BP - 6lQ. This ensures the existence and uniqueness of -X. That wH 
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is a congruence follows from the compositionality of 0; indeed, the very definition of 
compositional&y implies that f3C[P] N K[BP]. 
4.2. Equational laws for prioritized bisimulation 
In this section, we present a set of algebraic manipulation laws that preserve pri- 
oritized strong bisimulation. The idea behind these laws is to be able to transform 
ACSR processes into some normalized form that can be easily compared. Normalized 
processes are coded exclusively with prefix and choice operators. 
The strategy for building this set of laws is fairly straightforward and has been 
described in some details in [2]. For non-recursive processes, the basic idea is to elim- 
inate each operation (except choice and prefix) in two steps. First, operations over a 
summation are transformed into a summation of operations using a distribution law. 
Second, operations over prefixed processes are transformed into either prefix over an 
operation (via an action law) or a NIL process via an inaction law. Some operations, 
however, are not distributive over summation. In those cases we utilize auxiliary op- 
erators to effect distributivity. In ACSR, Parallel and Exception fall in that category. 
The operational semantics for these operators is presented in the next subsection. 
The exception operator poses a unique challenge in dense time because it denotes a 
choice over a continuous interval of time. We work around this difficulty by introducing 
a new prefix operation that embodies the concept of continuous choice and replaces 
the timed action prefix in normalized processes. 
The complete set of ACSR laws is given in Tables 2 and 3. By induction on the 
depth of prefix operations on a term, it is straightforward to prove that this strategy 
leads to a normal form, in the absence of infinite behavior. Bisimilarity of recursive 
processes can always be proved via an induction principle, but this method is sometimes 
difficult to apply. By limiting ourselves to some specific form of process, bisimilarity 
is always provable with a small set of recursion laws. 
We refer to the whole set of ACSR laws as d. In the sequel, we use the equality 
symbol “=” to mean provable bisimilarity using d. In other words, we use P = Q as 
a short hand for JZZ t P wK Q. 
4.3. Distributivity of the parallel operator 
The parallel operator is not distributive over choice. To work around this problem, 
inspired by GSOS and ACP [12], we introduce auxiliary operators that are distributive. 
The synchronous execution operation P ) Q forces both P and Q to take a first step 
simultaneously, either a synchronized-events execution or a combined timed action. 
The left-merge operation “P 1 Q” forces P to take the first step while the process 
Q remains still; the combined process is deadlocked when P can execute only timed 
actions. 
The synchronous execution operator has two operational rules. One for timed 
actions, SyncT, which corresponds exactly to ParT and one for events, Sync1 which 
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The ACSR bisimulation laws 
ITP( I ) 
ITP(2) 
ITP(3) 
ITP(4) 
ITP(5) 
Choice(l) 
Choice(Z) 
Choice(3) 
Choice(4) 
Choice(S) 
Par(l) 
Pati2) 
Par(3) 
LefkM(1) 
LeRM(2) 
LeftM(3) 
LeRM(4) 
SYN 11 
@NV 
Sync(3 1 
Sync(4 )
SW651 
Sync(6) 
Sync(? 
Sync@ 1 
Rec( 1) 
Ret(2) 
Ret(3) 
AU:P=A’<“(O,P) 
AyP,Q)=o 
#<‘(P, Q) = Q 
ifP>A:Q 
A’““(P,Q)=A’s:“(P,O) 
/F(P,Q)=O 
P+O=P 
P-l-P=P 
P+Q=Q+P 
if%<0 
(P+Q,+R=P+(Q+R) 
P+Q=Q 
PllQ=QllP 
ifP+Q 
~llQ=PlQ+~U~+QU~ 
e.f’liQ=W’/lQ) 
(A-(P,Q))[ R=O 
(~+Q)~R=(PU~)+(QUR) 
OUR=0 
ifu>O 
(a,p).Pl(a,$).Q=(z,p+tf).(P/Ie, 
(A’1 g”(PI, PC))l{B’2<:“(QI, QC)) = (A]~)~~~(~,RC) 
if p(A) n p(B) = 0 and w = min(u, u) 
and RI= PI[t/tl] h (QZ[‘/rz] + Bf2C’-f(QI[f-i-‘~/~~],QC)) 
(P + Q,/R =PIR -c QIR 
O/R =0 
ret X.P= P[rec X .f/X] 
If P = Q[P/X] and X is guarded in Q then P = ret X. Q 
recX.(P+[X\E]U)=recX.(Pt[P\E]f_f) 
corresponds to ParCom: 
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Table 3 
The ACSR bisimulation laws (cont.) 
Timeout( 1) 
Timeout(2) 
Timeout(3) 
Timeout(4) 
Timeout(S) 
Res(1) 
Res(2) 
Res(3) 
Res(4) 
Res(5) 
Res(6) 
Res(7) 
Close( 1) 
Close(2) 
Close(3) 
Close(4) 
Close(S) 
Close(6) 
Close(7) 
Except( 1) 
Except(2) 
Except(3) 
Except(4) 
Except(S) 
Except(6) 
Except(7) 
Guard( 1) 
Guard(Z) 
Guard(3) 
Guard(4) 
Guard(S) 
O&Q=0 if u>O 
(S +&J&Q=9 .LQ+&&Q 
(A’~“(P,Q))~,R=A’~w(P~,_,R,Q~,_,R) 
if t is not free in R and 0 <w = min(u, o) 
e.P A, Q = e.(P A, Q) if 0>0 
PnoQ=Q 
O\F=O 
(P + Q)\F = V’\F) + (Q\F) 
k+(P, Q)\F =A’“‘(P\F, Q\F) 
((a,n).P)\F = (a, n).(P\F) ifa,a@F 
((a, n).J’)\F = 0 if aEFVaEF 
P\E\F=P\EUF 
P\Q=P 
[Olu = 0 
[P + Qlu = [Plu + tQlr/ 
[AU : P]u = [A]; : [P]a 
[e.P]u = e.[P]o 
w%IY = ~PIUUV 
PI0 = p 
P\Elu = tPlu\E 
otQ=Q 
PtO=P 
(P+Q)tR=PtR+QtR 
.4’<‘(P, Q) t R = R + AtGu((P + R), Q t R) if t is not free in R 
e.PtQ=Q+e.(PtQ)+(elQ) 
(PtQ,tR=Pt(QtR) 
ptQ=Q+J’iQ 
(a. P) 16% 4j.Q = CT, P + q1.Q 
eIf.Q=O if I(e) # U) 
e[IGu(P,Q)=O 
e?(P+Q)=(elP)+(eIQ) 
elO=O 
There is only one rule for the left merge operator: LeftM. If the process on the left 
of the operator can take an event transition, the left merge process can do the same: 
LeftM 
P5P’ 
PLIQ~f”ilQ 
It is worth noting that both left-merge and synchronous execution lead to a term 
defined using the parallel operator. 
Unfortunately, compositionality is not preserved by the synchronized execution op- 
erator. The consequence is that the prioritized strong bisimulation is not a congruence 
under this extended signature. To see this, take Pdzf (7, l).Pl +A” : P2 and Q dzf B” : Q’ 
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with p(A) n p(B) = 0, and let PIdAf (z, l).Pi. Obviously, PN~P’, but (PIQ) +71 (P//Q) 
since (PlQ) (AIB!” 71 (Pz (1 Q’) while (P’IQ) is deadlocked. 
This does not invalidate completely the strategy, simply the elimination of preempted 
processes by application of the law Choice(S) of Table 2 cannot be used within the 
context of a sync operator. It is however possible to delay application of Choice(S) 
until all the sync and left merge operators have been eliminated. More formally, if 
we call ACSRIS the ACSR signature augmented by left-merge and sync; let C[_] be 
a context and P a term over the ACSR signature; let C” and P” be a context and 
a process over ACSR Is Given that d is the set of ACSR laws, and using the usual . 
symbols, “l-” for provability and “/=” for truth, we have the following: 
&;9P,-, p2 * k Wll N7I w21 
d - {Choice(S)} k PF wa PF + k C’“[PF] wn C’“[P:“] 
Since the ACSR signature is a subset of ACSRIS and the set of laws d - {Choice(S)} 
is a subset of d, any valid proof over ACSR’” is valid over ACSR. Starting with an 
ACSR term, application of Par(3) transforms it into an ACSRiS term, from then on, 
and until all left merge and sync operators have been eliminated, the proof system 
L&’ - {Choice(S)} must be used. 
4.4. Distributivity of the exception operator 
The exception operator is not distributive over its second argument, therefore we 
need to introduce auxiliary operators. In this case, it is a family of unary operators 
Guard indexed over the set of events. Guard allows the process to which it applies to 
proceed only when its first action is an event which complements the specified event. 
The operational semantics is as follows: 
Guard Q’vQ’ 
(a,n)? Q”T’Q’ 
In a dense time setting, the exception denotes a continuous choice, i.e., a choice that 
remains open during an interval of time. It is the only ACSR operator to do so. For 
that reason it cannot be replaced by any of the operators already defined. The problem 
gets even more complicated in presence of the parallel operator as illlustrated by the 
following example. 
Example 4.1. Consider the following process: 
P~f((a,n).Q+A2:R)jj(B3:S~(b,m).T). 
Assume that there exists a process P’ that has the same transitions as P but is written 
without the parallel operator. P’, or one of its subterms, must have the form PI t P2. 
Before any time has elapsed, the exception PZ should be 
(b,m).(((a,n).Q+A2:R)IIT). 
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After t time units have elapsed, with 0 < t < 2 the exception becomes 
(b,m).(A2-’ : R 11 T). 
After exactly 2 time units, the exception takes the form 
(b,m).(R II T). 
This example illustrates the need to limit the scope of an exception handling process 
to the execution time of a single timed action. In addition, it shows that time variables 
are required to express the exception itself. 
Just as we have defined a unary prefix operator for each timed action, we now define 
a binary operator called Interruptible Timed Prejiix or ITP, indexed over the set of all 
timed actions, with the following syntax: 
where A” is the interruptible action, t is a time variable and P and Q are processes. 
The operational semantics of ITP is defined such that at any time during the execution 
of A’, but not before it has started, the process P can interrupt; the variable t is then 
bound to the actual starting time of P, relative to the start time of AU. Therefore, t 
will always be positive and at most U. If P does not interrupt A”, then the execution 
continues with Q. We will refer to the process P and the interrupt and the process 
Q as the continuation. When there is no variable to bind, the behavior of P remains 
constant regardless of its starting time and we write A’(P,Q). This is illustrated in the 
following equation, which can be derived from the laws ITP( 1) and Except (4): 
(AU:Q)tP=P+AU(P,QtP). (4.1) 
ITP has two transition rules. ItpT states that the process can execute any portion of 
the timed action, then choose between executing the interrupt P and carrying on with 
the timed action. The operational rule ItpZ specifies that an ITP with zero duration can 
be ignored. This behavior is consistent with the behavior of the original timed action 
prefix: 
ItpT 
- 
A’G”(P, Q)% P[“‘/,] + Af+“‘(P[“‘+f/r], Q) 
O<u’<u,u’<cc 
1tpz Q$Q’ 
A=O(P, Q) 5 Q’ ’ 
Note that the condition expressed by these rules satisfies the hypothesis of Lemma 3.1 
and therefore the priority operator remains compositional when ACSR is extended with 
the ITP operator. 
4.5. Normalization of ACSR processes 
With ITP we can define a normal form for processes with exception and dense 
time: 
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Definition 4.2 (Head normal form). A process P is in head normal form (or IINF) if 
it has the form 
with all the uj > 0. 
As usual, we define xi E B Pi to be 0. The omission of parenthesis legitimated by 
the laws Choice(2) to Choice(4) of Table 2. We also refer to a full normal form, or 
simply normal form, where all the Pi Qi and Ri are also in normal form. Processes in 
normal form are coded exclusively using the prefix and summation operators. 
Example 4.2. Using the ACSR laws we can tranform the term of Example 4.1 into 
an equivalent erm in head normal form. By ITP( 1) we obtain 
P=((a,n).Q+A2(0,R))I((B3(0,S)t(b,,).T). 
Using Except (4) gives 
P=((a,n).Q +A*(O,R)) 11 ((b,m).T +B3((b,m).T, St (b,m).T)). 
By Par(3) and the distributivity laws LeftM(3) and Sync(7) we obtain 
P = (a,n).Q~((b,m).T + B3((b,m).T, S t (b,m).T)) (a) 
+A*(O,R)[((b,m).T + B3((b,m).T, S t (b,m).T)) (b) 
+ (a, n).Q 1 (b, m).T (c) 
+ (a, n).Q I B3((h m).T, S t (b, m).U (d) 
+ A*(O, R) ( (b, m).T (e) 
+A*(O,R) IB3((b,m).T, St (b,m).T) (0 
+ (h m).TU_((a, n).Q + A*(W)) (8) 
+B3((hm).T, St (b,m).T)~((a,n).Q+A*(O,R)). (h) 
On the terms (a) and (g) we apply LeftM(l), on the terms (b) and (h) we apply 
LefiM(2); on (c) we apply Sync(3) then LeftM(4) and Sync(8); on (d) and (c) we 
apply Sync(4) and on (f) we apply Sync(2). Finally, by Choice(l) we can eliminate 
0 terms to obtain the head normal form: 
P = (~n).(Qll((hm).T +B3((bW’, S t (hm).T))) (a) 
+ (A I B)‘“*((b,m).TuA*-‘(O,R),RII((b,m).T + B’((b,m).T, S t (b,m).T))) 
(0 
+ (hm).(W(a,n).Q + A2(0,R))). (is) 
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Note the introduction of the variable t. It is used to capture how much of the action 
A2 has been executed when the event (b,m) occurs. 
4.6. Soundness of the bisimulation laws 
Theorem 4.1. The ACSR laws of Tables 2 and 3 are sound with respect of bisimu- 
lation equivalence. 
The traditional way of proving the soundness of a bisimulation equational law has 
been to identify a bisimulation that relates the two sides of the equation. A more sys- 
tematic approach consists of characterizing and comparing the set of transitions (i.e., 
pairs label-endpoint) both sides of the equation can take. To facilitate this process 
we define two functions 5: Proc --) P(Act x Proc) and z : Proc --) P(Act x Proc) 
by 
F(P)={(a,P’) IP$P’} and K(P)={(a,P’) 1 P&P’}. 
Since the behavior of a process must be derived from the rules of the operational 
semantics, for any process P the set F(P) is the union of all the sets that can be 
derived from each rule that applies. This leads to the set of equations of Table 4, 
where the operational rule applied to calculate each term is shown in brackets. 
The proof of soundness of some typical laws can be found in the appendix. Most 
of the laws are proved using the equations of Table 4 to compare the value of the .Y 
or Z function and apply either of the following two lemmas. 
Lemma 4.1. 
F(P) = S(Q) =s %;;(I’> = c%(Q) + P -n Q. 
Proof. It follows from the definition of the prioritized transition system that Z(P) can 
be calculated from F(P): 
Z(P) = { (a,P’) E F(P) I B(A $2) E np> : a + PI, 
and therefore F(P) = Y(Q) + K(P) = K(Q). 
From the definition of 4 we have 
if %(P)=%(Q) then 
V’a: P3xP’ + Q:P’, and 
V’a: QAZQ’ + P:Q’. 
The identity being a bisimulation, we conclude that P No Q. 0 
Lemma 4.2. If “N” is a bisimulation and 9. is a relation such that all the pairs 
(P, Q) E 99 are such that 
V(a,P’) E s(P): 3Q’, Q”: (GI, Q”) E K(Q) A Q” N Q’ A (P’, Q’) E 9, 
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Table 4 
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The function .F yields the set of transitions of a process 
9-(O) = 
9-(e.P) = 
FtA U’O :P) z 
I(AO : P) = 
ffP$Q, = 
fwq!Q) = 
.7(PAoQ) = 
.W’&,oQ) = 
W’tQt = 
S(recXP) = 
FPlQ) = 
W’/j_ Q) = 
Ft@r P) l Q, = 
9-(A’““(P, Q)) = 
F(A’+(P, Q)) = 
A=*@‘, Q) = 
0 
{Wfl 
{(Au’,A+u :P) )o<u’<u) 
F(P) 
F_(P) u F(Q) 
(((A I WYIIQ’) I W,P’) E W’f A W,Q’) E -+‘YQ, 
~P(A)~P@)=@) 
u ~W”llQ) IM”) E W’)I 
U {W’IIQ’) I kQ’) ES(Q)) 
u (((5, P + shP’IIQ’) I((a, PM”) E W’) 
A((rI;q),Q’) ES(Q)) 
S(Q) 
((A”,P’&-,Qj A u<v) 
U tW”A,Q) I WY E W’)j 
s(Q) 
u 1 (a, P’ t Q) I (a, P’) E =W)). 
u {(CT> P -t- sXQ’, I %P’ : ((a, PV’) E Y(P) 
AK6 sX Q’, E y/^(Q)) 
{{A*, P’\@ I (P,P’) E yV>) 
u i (f4 p)J’\@ I k PXP’I E Y(p) A a, 5 @ ES 
{(Wlo> U”lu) I W‘J”) E ~_(f’f) 
U iic tP’1f.t) I W’) E W?l 
f(P[recX.P/X]) 
(((A I W,~‘llQ’) I (A”,P’) E-W’) A (B’,Q’) E S(Q) 
WA 1 n PW = 01 
U ({(tn + m),P’IJQ’f / @,nXP’) E Y”‘(P) 
A(Gm>,Q’f EW211 
{W’IIQ, I W’) E W’)I 
t ‘XT> P + qk Q’) I i(cr,q)> Q’,E S(Q)) 
{(A”‘, P[“‘/,] + A~+“’ (P[“‘““/t], Q,, I O<u’<u} 
(When urOA $(a,P’)EY(P):cc +A) 
0 (When u>0A3(qP’)~F(P):a > A) 
{ftr, Q’) I +, Q’) E S(Q)> 
[ActI] 
[ActT] 
[ActTZ] 
[ChoiceL and ChoiceR] 
[Parr] 
[ParIL] 
[ParIR] 
[ParCorn] 
[TimeoutE] 
[TimeoutCT] 
[TimeoutCT] 
[Excepti] 
[ExceptC] 
[ExceptE] 
[ResT] 
[ResI] 
[CloseT] 
[CloseI] 
PW 
fSyncT1 
rsYncf1 
[Let’kM] 
[Guard] 
[WI 
and 
‘d(a, Q/j E g(Q): W,P”: (a,P”) E Z(P) A P” - P’ A (P’, 8’) E W, 
then the relation 92 is a strong bisim~lation~ 
Proof. Follows directly from the definitions of the strong bisimulation and of the 
functions 9 and Z and the fact that the union of two bisimulations is a bisimu- 
lation. Cl 
4.7. Completeness far recursive processes 
There are two ways to handle the recursion operator. The first one is an induction 
principle. This says that if two processes are bisimilar in all their finite approximations, 
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then they are bisimilar. This law is sound for ACSR but it is sometimes very hard to 
apply in practice. 
The second approach is to limit the scope to finite state agents and use the three 
Ret laws of Table 2. Ret(1) is the straightforward unrolling of the recursion. Ret(2) 
is the unique solution to guarded equations. Finally Ret(3) allows the elimination of 
unguarded variables. 
4.7.1. Characterization of FS processes 
The definition of “finite state agents”. that previous authors have used, such as 
[45,15], has been processes coded without the parallel operator, and since the restric- 
tion operator becomes useless in this environment, it has been eliminated as well. This 
simple solution does not work for ACSR because infinite state agents can be generated 
even without the use of the parallel operator as is illustrated by the following example. 
Example 4.3. Consider the process PdAf recX.(A :X t B : 0)). It has two possible 
transitions: 
call P’ this last process; it has three possible transitions: 
P’30, 
P’3otB.O 
P’ 5 ((recX.(A :X 1 B : 0)) t B : 0) t B : 0 
and so forth as shown in Fig. 1. 
A way to ensure that processes are finite state is to require that they do not have 
recursion through parallel, timeout or exception. Unfortunately, this is very difficult to 
characterize syntactically - for example, the process recX.(A.X (( 0) is equivalent to 
0 and therefore does not actually have recursion through parallel, while the process 
recX.(e.X 110) does. Nevertheless, there are obvious advantages to a syntactic charac- 
terization and therefore we limit our proof to processes that have “no free variable in 
a process under parallel, exception or timeout operators”. We say that such processes 
are “FLY’. It seems that most finite state agents are either FS processes or are provably 
equivalent to an FS process. 
We use an auxiliary predicate, fs to characterize FS processes: (We assume the 
usual definition of the function fv(P) which yields the set of free variables of a 
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Fig. 1. An infinite state agent. 
process P.) 
fs(0) = true 
fi(X) = true 
fi(fl) =W) 
_W + Q> =fs(P) Afi<Q> 
.fwbQ) = cfw = 0) Ass(P) Am?) 
.fW t Q> = W(P) = 0) A$@‘) Afi<Q> 
fs(PllQ) = CfuV’) =fu(Q> = 8) Afi(P) Afi<Q> 
fs(mY) =.Lw 
fi(P\F) =fi(P) 
fs(recX.P) =fs(P). 
Definition 4.3 (F’S process). A process is said to be FS if fi(P) = true. 
In a discrete time setting, the set of FS processes would in fact be a very large subset 
of the finite state agents. In dense time, however, only processes encoded without timed 
action can truly be finite state, but the syntactical definition given above remains useful 
to describe the set of processes for which we can prove equivalence. 
4.7.2. Bisimulation and free variables 
The presence of recursion will require us to have a formal treatment for free vari- 
ables. In particular, we need a definition of bisimulation that takes the presence of free 
variables into account. In [45], Milner extends the notion of bisimulation to encom- 
pass unguarded free variables. In our case, the presence of the restriction and closure 
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Table 5 
Unguarded variables 
_ 
x + [X\010 
p + tX\mJ 
P + Q + V\Q/ 
Q -+ LX\.% 
P + Q - V\Ela 
p - vf\QJ 
P&Q + W\Elu 
t>o 
Q - W\Elu 
P&Q + LX\% 
t=O 
p + W\Elu 
P t (Q, + LX\% 
p + F\ElU 
[Plv - [~\noJv 
p + [X\oI 
P\F + LX\@ u F)lu 
p + W\Elu 
ret Y.P 4 [X\E]u X#Y 
operators requires more discrimination. Consider, for example, X\E and [Xl,; even 
though the variable X is unguarded in both cases, the two expressions are certainly 
not equivalent. 
Let us define a relation “4” (without label) as the minimum relation that satisfies 
the rules in Table 5. Note that this definition is valid because of the soundness of the 
laws Res(S), Res(6), Close(S), Close(6) and Close(7). Based on this, we can define 
the notion of bisimulation that we will be using throughout this section. 
Definition 4.4. A process P is bisimilar to a process Q, denoted P wD Q, if, for all 
UEAct, UGRes and EcY 
1. if P 5, P’ then, for some Q’, Q 5E Q’ and P’ wII Q’, and 
2. if Q $z Q’ then, for some P’, P 5X P’ and P’ w71 Q’, and 
3. P + [X\E]u iff Q 4 [X\E]“. 
It is straightforward to see that this refined definition corresponds to our pre- 
vious definition in the absence of free variables. None of the laws deal explicitly 
with free variables, and one can easily check that they remain sound under this new 
definition. 
4.8. Completeness 
Theorem 4.2. The set of ACSR laws presented in Tables 2 and 3 are complete to 
prove bisimilarity of any ACSR processes in discrete time and ACSR processes coded 
without the exception operator in dense time. 
The proof of completeness, whose details can be found in [16], follows the scheme 
described in [45]. We first prove that all the unguarded recursions can be eliminated by 
application of the law Ret(3). In the absence of unguarded recursion, any FS process 
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proven to be the solution of a set of normalized kind of equation. If two processes are 
bisimilar, then they satisfy a common set of equations. Finally, we prove that those 
sets of equations have a unique solution up to a bisimulation. 
This proof applies equally to a discrete time setting as well as a dense time setting, 
in the absence of the exception operator. We conjecture that the completeness result 
also holds for dense time with the exception operator, but any attempt to prove it is 
complicated by the introduction of time variables. 
5. Related work 
The formal specification of real-time systems is a very active field of research. Most 
of the work can be classified into four main categories: timed logics, automata theory, 
Petri nets and process algebra. 
In methods based on timed logics, systems are described by a set of assertions and 
properties are theorems. A property holds for a system if it can be logically inferred 
from the assertions. Such methods do not have an execution model per se and therefore 
they do not directly lead to an implementation. Temporal logic [50] views a program as 
a sequence of states and allows the expression of logical formulae relating those states. 
New quantifiers such as q (for all states) and o (for some future state) provide the 
capability of specifying invariance and eventuality and generally reason about time in 
a qualitative fashion. A quantitative notion of time can be introduced by allowing the 
specification of time bounds with the eventuality and invariance quantifiers [35-37,3]. 
Another approach is to introduce a mechanism to access the value of a real-time clock; 
in [38, l] it is read from a state variable; in [32-341 it is denoted by a predicates; and 
in [5,6] it is bound by a new quantifier called “freeze”. 
Finite state automata have been used extensively in the specification and analysis 
of reactive systems. Several attempts have been made to extend their usage to real- 
time systems. Modechart [31] is a graphical language for the formal specification of the 
behavior of real-time systems. It is a hierarchical representation of finite state machines. 
State transitions are the consequences of event occurrences and timing constraints. 
The semantics of modecharts can be expressed as a set of events with their time of 
occurrence (timed traces) or as a real-time logics formula [3 11. In timed automata [4,3] 
a set of clocks is associated to a traditional (untimed) automaton; these clocks can be 
tested and reset with each transition. The semantics of such automaton is the language 
it accepts, which is a set of timed traces. Hierarchical multi-state machines (HMS) 
[24,22] is an extension of finite state automata where multiple states can be active 
at the same time, and multiple transitions can occur simultaneously. Transitions are 
controlled (enabled or disabled) based on temporal and state constraints. In addition, 
states can hold and pass tokens, and HMS machines can be organized hierarchically. 
Timed I/O automata are based on input-output automata model [40]. An I/O automaton 
is defined over an alphabet of actions, by a set of states, a set of start states and a set 
of transitions. I/O automata are input enabled which means that any input is accepted 
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in any state and will cause a transition, possibly to the same state. In [41] states are 
assigned a time stamp and time passage is denoted by time passing transitions. Timed 
automata can be composed by action transducers [54]. These offer a much wider variety 
of compositions than simple parallel composition. 
There has been much work on adding the notion of time to Petri nets. Ramchan- 
dani [51] associated firing times to the transitions of Petri nets. Sifakis [53] intro- 
duced another definition, whereby he associated time parameters with the places in- 
stead of transitions. Both these extensions were used to investigate performance of 
systems rather than specifying timing constraints or requirements. Merlin [42] intro- 
duces yet another definition of timed Petri nets in which a time interval is associated 
with the transitions. Analysis of timed Petri nets is done by state space exploration 
of reachability graph or by solving algebraic equations. Timed Petri nets have been 
used in performance evaluation as well as in analyzing time-dependent behaviors of 
systems. 
Process algebras have been successfully used to specify untimed distributed systems. 
Many extensions have been introduced to extend their application to real-time envir- 
onments. We distinguish between the algebras based on CSP [30] with a denotational 
semantics, those based on CCS [46] whose semantics is typically given operationally 
and ACP [ 11, 121 which is defined as an algebraic theory. 
The algebra of communicating sequential processes (CSP) [29,30] was introduced 
for the formalization and mathematical treatment of concurrent systems. The syntax of 
CSP includes prefix operators to denote actions to be executed, external choice to allow 
interaction with an environment and internal choice to model nondeterminism. There 
is a parallel operator that also enforces synchronization. In addition, CSP provides 
operators for abstraction and renaming of actions. The semantics of CSP is given as 
an algebraic theory and there are a number of models used to provide a denotational 
semantics. 
Real time is introduced into CSP by means of a delay operation that can be 
a separate operator [52,27] or combined with the action prefix [58]. The semantic 
models are usually based on timed traces, that is, a trace where each action is associ- 
ated a time stamp. Timed traces do not adequately capture nondeterministic behaviors 
and therefore additional information is attached such as refusals [52], failures [27] or 
acceptances [58]. 
A CSP like process algebra is defined in [56] with an operator, claim t which denotes 
the exclusive usage of a processor for t time units, as opposed to the operator delay 
t which denotes the idling of a process, for t time units. The semantics of processes 
is given in duration calculus, an extension to interval temporal logic. Using duration 
calculus, several scheduling algorithms such as first-ready-first-run or fair time-slicing 
can be specified. The intent of this work is to answer the question, given a set of 
processes, what scheduling algorithm will satisfy a particular system specification. 
A calculus of communicating systems (CCS) is a process algebra that introduces 
the notion of communication through the execution of complementary actions, which 
are then converted into an internal action. The semantics of CCS is given by a 
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labelled transition system, and the interpretation of the parallel operator is interleaving. 
Equivalence in CCS is based on the notion of bisimulation. 
There have been many extensions to CCS to accommodate real time. Most of 
them simply add a time passing action which is assimilated to idling. Actions, on 
the other hand, are instantaneous and the semantics of the parallel operator is in- 
terleaving, as in untimed CCS. In most cases, the parallel and choice operators are 
patient with regard to time, that is, if the two arguments of the operator can let time 
elapse the combined process can let time elapse without committing to a particular 
behavior. Another common notion is that of maximal progress [28,47,55] by which 
if two parallel processes can communicate, this communication occurs as early as 
possible. 
Temporal CCS (TCCS) [47] which extends CCS not only with time passing actions 
but also with a weak choice operator. Both operators are patient with regard to the 
passage of time, but while the choice operator (also referred to as strong choice) 
deadlocks if one of the branches refuses to wait, the weak choice operator will commit 
to one branch if the other is not willing to wait. The weak choice operator can be 
used to build more sophisticated constructs such as timeout. The operational semantics 
of TCCS is given via two transition systems, one for time passage and another for 
instantaneous actions. 1TCCS is a subset of TCCS in which each process can be delayed 
for any amount of time. This allows the definition of a preorder that implements the 
intuitive notion of a process being faster than another. This relation turns out to be a 
precongruence and admit a sound proof system which is complete for the subset of 
the language that excludes the parallel operator. 
The salient aspect of Timed CCS [ 181 is that time variables are explicitly included. 
An action is associated lower and upper bounds for its execution and a time variable 
which is bound to the actual time when the action occurs. Here, the choice operator 
is patient with regard to elapsed time as long as both processes can wait; after that, if 
delay is still required (e.g., the other branch cannot synchronize), then the branch that 
can wait is taken. This behavior is similar to the weak choice of Temporal CCS. The 
semantics of Timed CCS is defined in terms of a labelled transition system indexed 
over the time domain. That is, a transition is defined as P -% tP’ where P can perform 
an action a at time t. Idling is denoted by a transition without label, only the subscript 
denotes the elapsed time. Equivalence for Timed CCS is defined as strong or weak 
bisimulation. There is an alternate characterization based on modal logics. Two finite 
image (i.e., finite state and finitely branching) processes are equivalent if and only if 
they satisfy the same set of formulae. 
A version of CCS with priorities is found in [20,21]. Each action is assign one of 
two priority levels and only actions of the same level can synchronize; they then turn 
into r-action of the same priority. Operators to change the priority of a process are 
also defined. The authors show that, in order for strong bisimulation to be a congru- 
ence, only high priority r actions can preempt low priority actions, i.e., prevent them 
from occurring. We have given a formal explanation for this fact in our treatment of 
compositionality, in Section 3.2.2. 
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The algebra of communicating processes (ACP) [ll, 121 differs from CSP and CCS 
in some interesting ways. First, actions are considered as processes and are combined 
by sequential composition, instead of being used as prefix operators. This allows the 
definition of processes whose behavior is described as regular expressions. For example, 
the behaviors of the process “x dAf ab + axb” is to execute any finite number of actions 
“a” followed by the same number of “b”. Communication is defined as the result of 
a binary operation on processes which yields another process (a generalization of the z 
action of CCS) when communication is possible, or a deadlock when the two processes 
cannot communicate. The semantics of ACP is given by an equational theory. Infinite 
behaviors are defined as the solution of process equations. 
ACPp [9] is a generalization of ACP where all actions can be assigned a time stamp. 
Time stamps can be absolute or relative. Absolute time stamps require the introduction 
of time variables in the recursive definition of processes. For example, the process 
“x(t) dzf a(t).x(t + l),’ performs an action “a” at every time unit. Integration is also 
used to specify a process that can execute an action at any time within an interval: 
the process “x dAf JvE11,21 a(u)” can execute the action a as early as time 1, as late 
as time 2, or at any time in between. ACPp, like ACP, is defined as an equational 
theory. However, it can be given an operational semantics where both processes and 
transitions are assigned a time stamp. For example, “(a(2)x, 1) “2’ (x,2)” denotes that 
a process that has the form a(2)x at time 1, can execute the action a at time 2 and 
thus become the process x. Strong bisimulation equivalence can be defined on this 
transition system and the equational theory is sound and complete with respect to it. 
Interestingly enough, even though ACP, is a generalization of ACP and therefore has 
weaker axioms, the original axioms can be recovered if all the actions take the form 
s vE(o,co) a(o). 
ACP is added a priority operator 0 in [7]. This work differs from ours in the sense 
that application of priority must be explicitly expressed in the syntax, while in our case 
it is implicit, Nevertheless, our treatment of compositionality was inspired by it. In [8] 
it is shown that some equivalence relations such as ready and failure equivalence are 
no longer congruences when priorities are introduced. 
Algebra of timed processes (ATP) [48] is another process algebra with discrete time. 
The execution model is similar to ours in that processes evolve in two-phase steps; in 
the first phase, all instantaneous actions are executed in an asynchronous (interleaved) 
manner with some possible communication. When no more component can execute 
any instantaneous action, time passes synchronously in all the components via the 
execution of the timed action “X”. Unlike other algebras, X is not used as a prefix but 
is the result of a unit-delay operator which is similar to one time unit timeout. Other 
operators allow the specification of arbitrary delays and timeouts. ATP is defined by 
an operational semantics; it has an axiomatization which is sound and complete with 
regard to strong bisimulation. 
Real-time specification language (RTSL) [23] couples a real-time process algebra 
with a global priority function. The behavior of a real-time system is specified by 
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the process algebra which includes constructs for specifying timing constraints and 
deadlines. The process algebra does not support the notions of resources or priorities. 
Priorities are realized by argumenting a global priority function on processes which 
returns the set of highest priority processes at each execution time. A reachability 
analysis allows the detection of failure states. As an application, RTSL is used to 
determine schedulability of real-time tasks by reducing the problem of schedulability 
analysis to a simple reachability problem. 
6. Conclusion 
We have developed a formal, algebraic method for the specification and verification 
of distributed real-time systems. ACSR differs from most other process algebras in that 
it distinguishes between timed actions that consume resources, and instantaneous events 
that are used for synchronization. In addition, it features specialized operators to specify 
real-time behaviors, including timeout and exception constructs. Priorities are assigned 
to give an action and an event a measure of its urgency, The execution model of 
ACSR ensures that the most urgent actions are executed first. The dense time domain 
used in the model provides a versatile way of specifying durations without being tied 
to particular time base. 
Preemption defines when a less urgent action can be ignored in favor of a more 
urgent one. It is important that preemption be compositional, that is, when an action 
preempts another, no ACSR context would prefer the preempted action. We have given 
a formal way to ensure the compositionality of a particular preemption scheme. 
ACSR can adequately be used to specify fairly complex real-time systems. There 
are, however, some aspects of the model that could be improved upon. The first one 
concerns the fact that ACSR actions are monolithic, that is, once started, an action 
must either be executed to completion without relinquishing its resources or completely 
abandoned if a timeout or interrupt occurs. Points where an action may be suspended in 
favor of a more urgent process (such as a hardware device service interrupt) and later 
resumed have to be explicitly specified through a delay operator (6). This behavior is 
necessary to adequately model processes that can capture their resources (by disabling 
interrupts for example) and non-preemptive scheduling systems. In the other cases, it 
is difficult in ACSR to define patient actions that can be suspended at almost any time. 
We have defined ACSR with static priorities. This is a necessary step in the under- 
standing of the formal treatment priorities. Nevertheless, many actual systems use dy- 
namic priority schemes such as first-in-first-out or earliest-deadline-first. One way to 
support such schemes would be to provide a mechanism for the priority function (n) 
to get timing information about the current execution (such as a relative time of oc- 
currence of certain events) and adjust its value accordingly. 
ACSR is an algebraic language and as such is very terse and easy to treat formally. 
It, however, is difficult to use in practice to specify and analyze non-trivial systems 
without computer aided tools. As a step towards providing an integrated set of tools for 
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specification, analysis, testing and code generation based on formal methods, we have 
developed tools for specification and analysis of real-time systems based on ACSR 
with discrete time [ 191. We are currently augmenting the tool set with a graphical 
specification language which has precise correspondence with ACSR [lo]. We plan to 
build a tool based on the dense time ACSR theory presented in this paper after we 
extend ACSR to support hybrid systems. 
Equivalence between ACSR processes is defined as strong bisimulation. This is 
a very fine equivalence relation; it differentiates between terms that would often be 
considered equivalent in practice. There are other equivalence relations such as fail- 
ure equivalence [8] and ready simulation equivalence [ 131 that are less discriminating. 
Unfortunately, as shown in [B] these relations are not congruences in the presence 
of priorities and therefore are not very useful. Nevertheless, there is a need for less 
discriminating relations. 
In summary, ACSR provides the theoretical foundation for a practical system to 
specify real-time distributed systems. The addition of higher-level notions such as 
dynamic priorities, refinement and a more appealing syntax would improve its use- 
fulness in practice. With adequate automation tools it can be a significant help in the 
design of correct distributed real-time systems. 
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Appendix. Selected proofs of soundness of ACSR laws 
These proofs are based on the application of the Lemmas 4.1 and 4.2. For each 
law, using Table 4, we calculate the value of the Y (or sometimes Yn,) function for 
both sides of the equation and verify that the results are equal or related in a way that 
satisfies the condition of Lemma 4.2. 
ITP(4): 
~_(A’-= (P, Q)) = { (AU’,Pf/,] + ~f~'V'[u'+'ltl, Q>)) 
~-_(@O” (P,O)) = { (‘4”‘,P[“‘/,] +~-(fT'+flrl,o))~ 
It follows from Lemma 4.2 that the relation defined by {(kCDO(P, Q), ,4’$O”(P, 0))) 
is a prioritized strong bisimulation. 0 
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Choice(4): F((P + Q) + R) = F(P + Q) u F(R) = (F(P) u F(Q)) u F(R) = T(P) u 
(F<Q>U-T(R))=T(P+(Q+R)) 13 
Timeout(3): We distinguish two cases, 
(i) When u 6 u we have 
Y((AU : P) A, Q) 
={ (A”‘,(A”-“‘:P)A,_,, Q} 1 {A”‘,AU-‘:P) EY(A~:P) A d&u} 
F(A”: (PA,_, Q)) 
={(A”‘,A”-“‘:(P~,_,Q))~(A”‘,A”-“’:P)E~(A”:P)A~’~~}. 
It follows from Lemma 4.2 that, under the condition u d u, the relation defined by 
{(A”:X& Y,A’“:(X&-u Y))} IS a p rioritized strong bisimulation. 
(ii) When UC u we have 
Y-((A” : P) a, Q) = {(A”, (A’-” * . P) &_,r Q} 1 (AU’, AU-” : P) E F(A” : P) A u’ < u} 
Y(A” : (P A, Q)) = { (A”‘,AU-U’ : (P no Q)) 1 (AU’,Au-U’ : P} E cF(AU : P) A u’ <v} 
and, therefore, when o <U the relation defined by {(A’ :X A, Y,A” :(X Aa Y))} is 
a prioritized strong bisimulation. It follows, that in all cases, the relation defined by 
{(A”:XA, Y,F!~:(X&_~ Y)) / w=min(u,u)} 
is a prioritized strong bisimulation. 0 
Par(3): 
={(@IW",P'IIQ'> 1 (A”,P’) fF(P) A (B",Q'> ET(Q) A p(A) n p(B)=0} 
U iW’llQ> I W’> ELI 
U -kplIQ’> I (e, Q’> E y(Q)> 
y(PlQ + PUQ + QUP> 
= {((&V,P'J(Q') / (AV”)ET(P)A (BU,Q')~~(Q>A~(A)np(B)=O) 
u { ((7, n + m)J”llQ’) 1 ((G W-“) E ~(P> A @Km), Q'> E y(Q)> 
u ~W”IIQ> I W’> E-W’)) 
U { (e, Q’IIP) I (e, Q’> E r(Q)>. 
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At this point, we need to observe that, by Par( 1 ), PllQ’ =Q’ljP. It follows, from 
Lemma 4.2 that the relation defined by ((XI/Y,X j Y +Xk Y + YfX)} is a prioritized 
strong bisimulation. Cl 
Par(4): We can calculate 
Res(6): 
.JT(P\E\F) = { (A”, P’\F) 1 (A”, P’) E F(P\E)} 
u { ((6 WV) I KG 42’) E mv-) A a, a $2 F} 
= ((A”, P”\E\~) j (A@, P”) E F(P)) 
U {((a,n),P”\E\F) I ((a,n),P”)~9-(P) A a,ii #E /‘ia,2 $F} 
= {(AU, P”\E\F) ( (AU, P”) E F(P)} 
U{((a,la>,P”\E\F) 1 ((a,n),P”)e-(P) ixa,a $mJF}+ 
However, 
9-(P\E U F) = {(A’, P’\E U F) ) (A“, P’) E F(P)} 
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It follows from Lemma 4.2 that the relation {(X\E\F, X\E U 8’) 1 E, F C 9) is a 
prioritized strong bisimulation. 0 
Close(7): 
WP\Elu) = {(Mu,, P’lu) I (&J”) EFU’\E)} 
‘J~hM”lu) 1 (GvW”)EW’\E)} 
= {@lit> P"\Eld I KP”) E TV’)) 
U {((u,n), P=“\Elu) I (<w),P”) EW’) A a,5 @E}. 
WPlu\E> = {WJ”\E) I KP’) l ~W’lu)} 
U WvW”\E) I ((VW’) E~Wlci) A ~,a $E) 
= {(W,, V”‘lu\E) I (fJ=“) E W’)} 
U {((u,n), [f”‘lu\E) 1 ((VW”‘) EW’) A ~,a 6-E). 
It follows that the relation {([X\E]u, [X]u\E) ( UC Res AE G Y} is a prioritized 
strong bisimulation. 0 
Except(6): 
g(V’t Q> t RI 
= Y-(R) 
U {(U=’ t R) I (0”) E Y(P t Q>} 
U {(<z, P + VW’) I3P’,a: ((a, PU”) EW’ t Q> A ((Kr>,R’) EW?)} 
= WV 
U {(a, V” t Q> t 4 I W’) 6 W’)) 
U {@t Q’ t R) I (a> Q’) E S(Q)) 
U (((7, P + 41, Q’ t R) I 3P’, a: ((a, ~13”) E W’M ((4 41, Q’) E y_(Q)} 
U {(CT, P + r),R’) I 3P’, a: ((a, p), P’) E F(P) A ((4 r), R’) E F(R)} 
U {((z,q + rM’) I qQ’,a: ((a,q),Q’) Es(Q) A ((&r),R’) EW?)}. 
However, 
r_(p t (Q t RI) 
=s(QtR) 
U Ud” t (Q t RN I W’) ad_) 
U {(CT, P + 41, Q’) I 3J”, a: ((a, ~0”) E TV’) A ((6 q), Q’) E S(Q t 4) 
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= T(R) 
u {(a, Q' t R) I (01, Q') E S(Q)) 
U { ((7, q + r>,R’) I 3Q', a: ((a, q), Q’) E S(Q>A (6% r),R’) E W9) 
u Ud” t (Q t RN I W”) am_) 
u (((7, P + q), Q’ t R) I 3P’, a: ((a, PV”) E g(P) A ((tkq), Q’) E S(Q)) 
U { ((7, p + r),R’) ]3P’,u: ((a, p), P’) E F(P) A ((a, r),R’) E F(R)}. 
It follows from Lemma 4.2 that the relation defined by {((X t Y) t 2, X t (Y t Z))} is 
a prioritized strong bisimulation. q 
Sync(3): When p(A) n p(B) = 0 and w = min(u, u) we have 
T(A” “(PI, PC) ( Bt2 ““(QZ, QC)) 
= {((AJB)“‘,P’(JQ’) ( (AU’,P’)~~(A”~U(PZ,PC)) 
A (BU’, Q’) E F(B” ““(PZ, QC))} 
= {((A(B)U’,R’) (z&w} 
with 
R’ = (PZ[“/,,] + A” ~U-u’(PZ[U’+f~/r,], PC)) 
Il(QX%,l + ~t2~“-u’(Q~[u’+t2/t21, QC>>. 
After using Par(3) and LeftM(2) we obtain 
R’ = A” ~U-U’(PZIU’+I’/t,],PC) 1 gfZ~“-U’(QZ[U’+f2/12], QC) 
+PW‘/,,l k CQVi,l + ~hCv-u’(Q~[“‘+“/t,l,Q~>> 
+J’O”/,, 1 1 CQT’/,l + ~*2~“-U’(Q~[u’+f2/t~l, QC>> 
+ QZ[“‘/,] [ (PZ[“/,,] + A” bu-u’(PZ[“‘+“/t,], PC)) 
+ QZ[‘$,] I (PZ[“j,,] + A” ““-“‘(PZ[“‘+‘l/,,],PC)) 
R’ =A” <U-U’ (PZ[“+“/,,], PC) ( II’* ~“-u’(QZ[u’+*2/tz], QC) 
+ ~V’/,I. 
However, 
= { ((A(B)U’,RZ[u~,] + (AIB)‘““-“‘(RZ[“‘+‘/&RC)) I ubw}. 0 
Ret(1): From the operational semantic rule Ret we have 
F(n2cX.P) = S(P[“x~p/x]). Cl 
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Ret(2): Let R ‘kf ret X. Q; by Rec( 1 ), R = Q[“/x]. We need to prove that P -71 R, assum- 
ing that P = Q[‘/x] and X is guarded in Q. We do this by making use of Lemma 4.2 
and proving that the relation 99 defined by 
uG7xI~~~R/xI>~ u {bw)~ 
(where E ranges over the set of ACSR processes) is a prioritized strong bisimulation. 
The key to this proof is the observation that, when X is guarded in Q, the first step 
of Q[‘,x] does not depend on the value of P, more formally, 
Q[‘/xl -% Q’[‘/x] if and only if Q zZ Q’ 
and 
Q[“/xl -% Q’[“/x] if and only if Q 5x Q’. 
We proceed by induction on the structure of E. 
If E is 0, S(E[p/~]) = 8 = S(E[Q/x]). 
If E is X, we obtain the E[p/x] = P = Q[‘/ ] x an d similarly E[R/~] = R = Q[“/x] and 
therefore 
~W%l> = {(a, Q’[%l) I Q 5x Q'l 
and 
~_(EIR/xl) = 10~ Q’[R/xl) I Q %z Q’, . 
If E is crF then 
S(E[p/xl) = UO’~P/xl)~ 
and 
The other cases follow from the induction hypothesis and the fact that prioritized 
strong bisimulation is a congruence. q 
Ret(3): The proof is by transition induction, i.e., induction on the depth of the inference 
tree. Let 
Q d&f recX.(P + [X\E]u) and R dzf recX.(P + [P\E](I). 
We prove that the relation S = {(G[P/~], G[Q/x])} is a bisimulation. The proof goes 
by cases on the structure of G. Most cases follow directly from the fact that bisimu- 
lation is a congruence, The only interesting case is when G is X. 
We have X[‘/X] 5 P’ if and only if P 3 P’. That is recX.(P + [X\E]u) -% P’, or 
fTQ/xl + [Q\Elu 5 P’. There are two possible cases: 
(i) If P[Q/x] -% P’ then, by induction hypothesis we have P[R/~] 5 PI’ with 
(P’,P”)ES. 
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(ii) If [Q\E]u 5 P’ then, by induction hypothesis we have [R\E]u 5 P”. We 
replace R by its definition to obtain [recX.(P + [P\E]u)\E]~ -% P’. That is, 
[p[R/xl + [p~R/xl\~lu\~lu -5 P” 
and using the distributivity and idempotence of both closure and restriction we obtain: 
[P[R/x]\E]~ 5 P” whence P[R/,y] 5 P”. 
The reverse case is immediate. 0 
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