In this work we deal with the problem of fitting an error density to the goodness-of-fit test of the errors in nonlinear autoregressive time series models with stationary α-mixing error terms. The test statistic is based on the integrated squared error of the nonparametric error density estimate and the null error density. By deriving the asymptotic normality of test statistics in these models, we extend the result of Cheng and Sun (Statist. Probab. Lett. 78, 1(2008), 50-59) in the model with i.i.d error terms to the more general case.
Introduction
The purpose of the goodness-of-fit tests is to test hypotheses on the empirical distributions fitting some theoretical law. Much recent work has been devoted to the goodness-of-fit tests of the errors in variant models; see for example [1, 5, 6] . In autoregressive time series models, the goodness-of-fit tests based on the residual empirical process have been extensively studied; for more details concerning them, we refer to [4, 7] . Bachmann and Dette [2] studied the Bickel-Rosenblatt test by considering the asymptotic behaviour of the test statistic under a fixed alternative. They proved that, under such conditions, a standardized version of the Bickel-Rosenblatt test statistic based on i.i.d. observations is asymptotically normal distributed, but with a different rate of convergence. Cheng and Sun [5] derived asymptotic normality of the Bickel-Rosenblatt test statistic in nonlinear autoregressive time series models with i.i.d. errors. We extend this result to nonlinear autoregressive time series models with stationary α-mixing error terms.
for some θ = (θ 1 , · · · , θ q ) T ∈ Θ ⊂ R q , where (r θ ; θ ∈ Θ ) is a family of known measurable functions from R p to R. Unlike in [5] , we assume that the errors ε i are α-mixing random variables with common density f and
We focus on the problem of testing the hypothesis
where f 0 is a prescribed density based on the data
We perform a test using the integrated square deviation of a kernel type density estimator based on the residuals from the expectation of the kernel error density based on the true errors. Letθ = (θ 1 , · · · ,θ q ) T be an estimator of θ, and define the residuals for i = 1, 2, · · · ,
For a kernel density function K, the kernel type estimator of the error density f (t) is defined asf
) is a scaled kernel and h = h n denotes a bandwidth tending to zero. We also define the kernel error density based on the true errors ε 1 , · · · , ε n , which we cannot observe, as follows:
For the problem of testing the hypothesis (1.2) we use the integrated squared deviation off n from
where K h * f denotes the convolution of the functions K h and f , i.e., we reject the null-hypothesis H 0 : f = f 0 for large values of the statistiĉ
ThisT n is an analogue of the Bickel-Rosenblatt statistic proposed in the case of the observable ε i 's
see [3] .
Basic assumptions and preliminaries
In this section we introduce some basic assumptions on the nonlinear autoregressive model (1.1) and the estimator and give some preliminaries which can be used to prove our main results. The same assumptions on the autoregression function r θ and the estimatorθ for θ as in [5] are adopted here. Throughout the paper we assume that limits are taken as n → ∞ unless otherwise specified.
where
(A 2 ). We assume that there exists α < 1 such that Y ij 's satisfy
(A 3 ). We assume that the estimatorθ = (θ 1 , · · · ,θ q ) T for θ (based on X 0 , X 1 , · · · , X n ) satisfies the law of iterated logarithm, i.e., there exists a constant
In this work we derive the asymptotic distribution ofT n under H 0 . In order to calculate the probability of type II error whenT n is used to test hypothesis (1.2), we consider the asymptotic distribution ofT n under one fixed alternative in H 1 of (1.2) in the sense of
Next we describe some basic assumptions on the error density f , the kernel density K and the bandwidth h n .
(D). f is two time continuously differentiable with bounded first and second derivatives, and f 2 is integrable.
(K). (K 1 ) K is a continuous bounded symmetric kernel with compact support.
(K 2 ) K ′′′ exists and is bounded.
(H). nh 2 n → ∞ and h n → 0.
Note that assumption (K 1 ) implies that
Under the above assumptions, Cheng and Sun [5] established the following results.
Lemma 2.1. Under assumptions (A 1 ) and (A 3 ), we have
Lemma 2.2. Under assumptions (D) and (K), we have
Lemma 2.3. Suppose that assumptions (A 1 ) − (A 3 ), (D), (K) and (H) hold and the bandwidth h n satisfies the following condition
and, moreover,
Then we have
Main results
In this section we derive the asymptotic normality of the Bickel-Rosenblatt test statistic in nonlinear autoregressive time series models with stationary α-mixing error terms.
We start with the following property of stationary α-mixing random variables.
Lemma 3.1. Suppose that the stationary sequence {X i } satisfies α-mixing condition. If the random variables ξ and η are measurable for ℑ t −∞ and ℑ ∞ t+τ and |ξ| < C 1 , |η| < C 2 then we obtain
The proof of this lemma is simple, so is omitted.
We are now in position to formulate our main results in this exposition. 
has the following properties: (i) Under the null hypothesis
(ii) Under the alternative
Proof Recall that we are establishing the asymptotic normality under the null hypothesis f = f 0 and under fixed alternatives f = f 0 with different rates of convergence in both cases. Let f denote the "true"density of the random variables ε i . By the definition of the statistic T n and the density estimate f n , we obtain the following decomposition:
where the functions e h , g h are defined by e h = K h * f and
and therefore we have the stochastic expansion
Denote the first term in this decomposition as
Note that U n does not depend on the density f 0 specified by the null hypothesis. It is clear that H n is symmetric and
Denote the random variable in the integrate symbol by η, then we have
where ξ 1 = sgn E η|ℑ 0 −∞ − Eη and it is measurable for ℑ 0 −∞ . It follows (via |η| ≤ 4) that
and therefore E E η|ℑ
, where τ = |i − j|. Since {ε i } is a strictly mixing sequence with coefficient α(τ ), the left-hand side of above equation converges zero as τ → ∞. And we have
then by Lemma 3.1 we obtain |Eη| ≤ 4α(τ ), which implies that lim n→∞ E[H n (ε i , ε j )|ε j ] = 0.
The other moment limit results can be proved in the same way. Applying the central limit theorem for degenerate U-statistics completes the proof. ✷ Then the test statisticsT n has the following properties: (i) Under the null hypothesis H 0 : f = f 0 , as n → ∞,
(ii) Under the alternative H 1 : f = f 0 , as n → ∞,
