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The Enumeration of Graphical Partitions 
N. METROPOLIS AND P. R. STEIN 
The present paper greatly extends and elaborates the results of a previous paper by Stein on the 
enumeration of graphical partitions. The latter are a subset of partitions 7T f- 2q with exactly p 
non-zero parts, with q and p respectively the number of Jines and points of a graph without multiple 
lines, loops or isolated points. The enumeration is effected in terms of an auxiliary set of partitions A 
which are in 1-1 correspondence with an appropriate subclass of the partitions 7T. It is shown, inter 
alia, how Hakimi's algorithm imposes a definite recursive structure on the set {A}. It is also shown 
how to write down in principle explicit enumeration formulae for any r '" q - p. 
1.1 INTRODUCTION 
In a previous paper [1], one of us (P.R.S.) introduced a technique for enumerating 
graphical partitions. The present paper is devoted to elaborating and extending the results 
of [1], the development being carried as far as it seems reasonable to go. All the substantive 
results of [1], except for the very simplest, will be quoted here, so that the reader need not 
be acquainted with the earlier paper to follow the present one. 
We recall that a graphical partition 7T' is a partition of 2q in p non-zero parts 
such that the parts dj of 7T' correspond to the degrees of the points of at least one linear 
graph (loops and multiple lines not allowed) with q lines and p non-isolated points. Of 
course, not all 7T' correspond to the degree sequence of a graph. Harary [2] gives the simple 
example 7T' = 3, 3, 3, 1; there is no graph with this degree sequence. A more complicated 
example of a non-graphical partition--chosen at random-is 7T' = 83 , 7, 4, 25 , 13 • As 
demonstrated in [1], the enumeration of those partitions 7T' which are graphical is, in 
general, a non-trivial task. 
In order to enumerate graphical partitions we must have an effective test for deciding 
whether a given 7T' is, in fact, graphical. Apart from modifications, there are two such tests. 
The earlier is due to Erdos and Gallai [2,3]; since this test does not appear suitable in the 
context of enumeration, we relegate discussion of it to the Appendix. The second test is 
that devised by Hakimi [2, 4], and is algorithmic in nature. Both the present paper and its 
predecessor [1] can fairly be characterized as an elaboration of Hakimi's algorithm. For 
the convenience of the reader we repeat the description of the algorithm here. 
Let 7T' f- 2q have parts d 1, d2 , ••• , dp in non-increasing order, with dp >0. Form a new 
sequence of parts 
This sequence will be said to exist iff it contains no negative parts; clearly we must have 
d1 ~ P -1. Dropping all zero terms and, if necessary, rearranging the remaining terms in 
non-increasing order, we obtain a new partition 7T'(1)f- 2q-2d1 with p(1)",;p-1 parts. 
Hakimi's theorem asserts that 7T' is graphical iff 7T'(1) is graphical. 
It is convenient to think of the algorithm as a mapping: 
(1.1.1) 
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We remark that H is not necessarily one-to-one. This mapping can be iterated. If on the 
kth step we have 
(k) d(k) d(k) 
1T = 1 , •.• , p(k), 1T(k) I- 2q(k), d\k) ,;;;;p(k)-I, 
the iteration can be continued at least one more step; if, however, d\k) > p (k) -1 (d\k) > 0), 
the algorithm terminates, and 7T(k) is not graphical, which implies that 1T itself is not 
graphical. 
For graphical 1T, the algorithm can be carried to completion where all parts are 
identically zero. Of course, it is not necessary to go this far; one of the simplest results of 
[1] is that 7T is graphical if the iteration can be carried to the point where q(k) < p(k) (the 
"tree case"), and even more efficient "stopping rules" are readily available. In Harary's 
example 1T = 33 , 1, the non-graphical character is apparent after one iteration: H1T = 
1T(1) = 22, which is obviously not a graphical sequence (and has d 1 = p). On the other hand, 
for our second example 7T = 83 , 7, 4, 25 , 13 , three steps are required to demonstrate that 1T 
is not graphical: 
H(1)1T = 72,6,3,2,17 , H(2)1T = 6,5,2,1 5 , H(3)1T = 1T(3) = 4,12. 
A slight modification of this particular partition will make it graphical, viz., 7T = 83, 6, 4,3 
24 , 13 ; for H(3)1T = 3, 13 which has the degree sequence of a tree (a "star"). 
1.2. THE BASIC MAPPING 
It is clear from the foregoing that "seeing through" the Hakimi algorithm is not an easy 
matter. The procedure adopted in [1] is to resort to recursion; one wants to decide whether 
or not a partition 1T is graphical by making use of prior knowledge regarding the properties 
of 1T(1) alone, that is, without explicitly examining the higher iterates 1T(2), 1T(3\ •••• 
Fortunately, the most convenient way to do this also affords a good way to effect the actual 
enumeration of graphical partitions. 
The first step is to construct a 1 -1 mapping between an auxiliary set of partitions {A} 
and those 1T, with given p and q, which have d 1 ,;;;;p -1. We need consider only those cases 
for which 
r=q-p~O (1.2.1) 
since, as shown in (1), the case r<O is trivial. Denote by I(A) the leading term of the 
partition A. Alternative notations will be A1 or m1. These will sometimes be used (with due 
warning) to avoid confusion. We also write v(A) for the number of terms in A; this will 
occasionally be abbreviated to v, when there is no question as to which A is being 
considered. As in [1], we take the set {A} to be defined as follows: 
(a) A I- q + r } 
(b) I(A),;;;; q - r = p 
(c) v(A),;;;;q-r-2 
(1.2.2) 
Let Aa = p, A 1. A2, ••• , Av, i.e., the partition obtained from A by prefixing the part p (this is 
always possible because of condition (b) above). The 1-1 mapping M is then given 
explicitly by 
1T =MA =Aa (1.2.3) 
where Aa is the partition conjugate to Aa. Recall that if /L = /Ll. /L2, ••. /Lv is any partition, 
then 
(1.2.4) 
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Clearly 7r is a partition of 2q into p parts with I (7r) = d 1 :s;; P - 1 (by (c) above). The set {A} 
will be taken as lexicographically ordered. Since partitions violating the length condition 
(1.2.2(c)) are excluded, we shall use the term "lex* order" to distinguish this ordering from 
the normal lexicographical order in which no length condition obtains. 
DEFINITION 1. A partition A belonging to the set defined by (1.2.2.) will be called legal 
if the corresponding 7r = MA is graphical; in the contrary case, A will be called illegal. 
DEFINITION 2. A set of consecutive legal A (in lex* order) will be called an interval; a 
set of consecutive illegal A (in lex* order) will be called a gap. 
In both these definitions it is assumed that the quantities p and q are fixed. 
It is clear from these definitions and the existence of the mapping M that detailed 
knowledge of all the intervals of {A} is equivalent to knowing all graphical 7r with the given 
parameters p and q. For enumeration purposes, however, it is sufficient to know the 
boundaries of these intervals. 
DEFINITION 3. The partition constituting the upper boundary of the ith interval will be 
denoted by Tj; the corresponding lower boundary will be denoted by {3j. The boundaries 
themselves are taken to be legal. 
The following notation will prove convenient in the sequel. 
DEFINITION 4. Let A = AI. A2 , ••• ,Aj - I. Aj denote the first partition in lex* order 
having the indicated j parts. 
It was already apparent from [1] that the number of intervals increases with the 
parameter r = q - p, but that for fixed r, it is independent of q provided that q is greater 
than some minimum value, qmin. Just how this comes about will be explained in part II of 
the present paper, where detailed algorithms for generating the complete interval struc-
ture will be given. It will also be made clear why we must take 
q ~qmin = 2r+2. (1.2.5) 
For the present we accept the interval structure (i.e., the complete set of intervals for fixed 
r) as given, and consider how we may enumerate the A in each interval. The obvious 
method, of course, is to generate on a computer all partitions A satisfying (1.2.2) in the 
interval with known boundaries T and {3. We can, however, do better than that; in fact, for 
any specified interval we can write down an explicit enumeration formula in terms of 
well-known and tabulated partition functions. To be sure, if the number of intervals is 
large (e.g. for r = 13, there are 59) this is a tedious and possibly unrewarding task. On the 
positive side, however, is the fact that the enumeration formulae are valid for all q ~ 2r + 2. 
These formulae are the subject of the next four sections. 
1.3. Two PARTITION FUNCTIONS 
In this section we review the properties of two functions connected with the partitions of 
integers, the first very well known, and the second reasonably familiar. 
(a) p(n, m) is the number of partitions of n into positive parts, with no part greater than 
m; alternatively, it is the number of partitions of n with not more than m such parts. 
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This quantitiy satisfies the recurrence 
p(n, m) = p(n, m -1)+p(n -m, m), 
p(O, m) = 1, p(k, m) = 0, k <0 (1.3.1) 
Clearly, the total number of partitions of n is given by 
p(n, n)==p(n). (1.3.2) 
An extensive tabulation of p(n, m) will be found in [5]. 
v 
(b) Let A(v, m) = L p(n, m) (I.3.3) 
n=O 
A(v, m)=O for v <0. 
This is the number of partitions of all integers 0 through v with not more than m 
positive parts. For m ~ v, 
v 
A(v,m)=A(v,v)==sv= L p(i). (I.3.4) 
i=O 
A(v, m) satisfies the same recurrence as does p(n, m): 
A(v, m) = A(v, m -1) + A(v - m, m). (1.3.5) 
A table of A(v, m), m ~ 12, is given in [6]; Sv is extensively tabulated in [5], Table II, where 
it is called P2(n, 1). 
Our interest in A(v, m) stems from the following theorem, whose simple proof (by 
conjugation) is left to the reader. 
THEOREM 1. Let f.L f- n, f.L 1 == I (f.L) ~ m. Let II (f.L) denote the number of parts of f.L, and let 
s be an integer such that 2s ~ n. Then the number of partitions f.L with 1I(f.L) ~ s is given by 
A(n-s,m-1). 
EXAMPLE. n = 20, m = 4, s = 14. The number of partitions of 20 with no part larger 
than 4 and with at least 14 parts is A(6, 3) = 23, as is easily verified. 
REMARK. The numbers Sv appear in Sloane [7] as sequence # 396; they have an 
interesting interpretation, first noticed by Cayley [8]. 
1.4. CANONICAL METHOD OF ENUMERATION 
The technique of counting the legal A in a given interval is best introduced by example; 
the general prescription will then, it is hoped, become transparent. We choose r = q - p = 6, 
so that A f- q+6, l(>d~q-6, II(A)~q-8. There are four intervals; as given in [1], the 
boundaries are: 
71 =q -6 72=7 
f31 = 8, 4, 24 ,1 q-14 {32 = 7,5,3,22,1 q-13 
73=6 74=6,5 
{33 = 62,32,1 q-12 {34 = 6,52,2,1 q-12 
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We start by considering the second interval, which we "refine" into five subintervals as 
follows: 
7 to 771 
7,6 t07,6,1 
7,5,5,5 t07,5,5, I 
7,5,4,4 t07,5,4, I 
7,5,3,3 to 7, 5, 3, I 
Removing the two leading parts, 7, 7 from the boundaries of the first subinterval we find 
that it contains p(q + 6 -14,7) = p(q - 8, 7) partitions, of which A(q - 8 - (q - 9),6) = 
A(1,6) are too long. Repeating this calculation for each subinterval, we derive the 
uncorrected partition count 
T2(q, 6) = p(q -8, 7)+p(q -7, 6)+p(q -11, 5)+p(q -10, 4)+p(q -9,3) (1.4.1) 
and the "length correction" 
12(q, 6) = A(1, 6) + A(2, 5) + ° + A(O, 3) + A(l, 2) = 9. 
Note that our last subinterval extends below 13z; this is irrelevant because the extra 
partitions thereby introduced are all too long and are removed by the appropriate A . The 
total count for the second interval is then given by 
Nz(q, 6) = T2(q, 6) - 9. (1.4.2) 
We observe that the length correction 12(q, 6) is actually independent of q (assuming that q 
is chosen large enough so that the boundary (32 can exist). This is a consequence of 
Theorem 1 (n - s is independent of q). 
Similar treatment of the third and fourth intervals gives 
N 3(q, 6) = p(q -12, 6)+p(q -11, 5)+p(q -10, 4)+p(q -12,3)-1 
N 4 (q, 6) = p(q -10,5)-1. 
The procedure just described may be called the "canonical method." The results for the 
uncorrected counts given by this method are generally not in simplest form. For example, 
by use of the recurrence (or by a simple, direct argument) the expression (1.4.1) for T2(q, 6) 
can be rewritten in the form 
T2(q, 6) = p(q -1,7) - p(q -1, 4) - p(q -6, 2). 
Similarly 
T3(q, 6) = p(q -6, 6) -p(q -6, 2)- p(q -9, 2). 
T4 (q, 6), on the other hand, is already as simple as possible. 
1.5. TREATMENT OF THE FIRST INTERVAL 
The counting method for the first interval is somewhat different, owing to the fact that 
I(T1) = q -6, a function of q. This does not materially affect the determination of the 
uncorrected count T1(q, 6). It is easily seen that we may write directly, 
T 1(q, 6) = p(q +6, q -6)-p(q +6, 7) -p(q -2,3) (1.5 .1) 
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To get the length correction, however, we resort to the canonical method of subintervals. 
With q = qmin = 14, A f- 20, the subintervals are 
884 to 881 
875 to 871 
866 to 861 
855 to 851 
844 to 841 
and these yield in turn 
12(qmin, 6) = 0 + A(O, 4) + A(1, 5) + A(2, 4) + A(3, 3) = 14. 
Now take q = qmin + 1 = 15. Then A f- 21, and there are additional partitions with l(A) = 9; 
these are in 1-1 correspondence with partitions of 12 into not more than 6 parts. The 
length correction for the additional partitions (already counted in T 1(15, 6» is A(S, 8) = 
A(5, 5) = 55 = 19. With q = 16 we introduce a further set of partitions with l(A) = 10 and a 
corresponding length correction 54 = 12. The general result is that 
q-14 
11(q, 6) = [1(14,6) + L 56-i. (1.5.2) 
i~1 
In other words, [1(q, 6) becomes constant for q;:" 20, a result obvious on a priori grounds. 
Noting that [1(20,6) = 59 and combining our earlier results, we obtain the enumeration 
formula for r = 6 given in [1] (Theorem 12 of that paper): for q;:" 20., 
gq-6,q =-N1 +N2+ N3+N4 = p(q +6, q -6)+p(q -1, 7)+p(q -6, 6)+p(q -10, 5) 
-{p(q + 6, 7) + p(q -1, 4) + p(q - 2,3) + 2p(q - 6,2) + p(q -9, 2) +70} (1.5.3) 
1.6. SOME GENERAL FORMULAE 
As given in Part II of this paper (Theorem 7), the general boundaries for the first 
interval, valid for all r;:" 2, are 
T1 = q-r 
(31 = r + 2, 4, 2,-2, 1 q-2r-2. 
Using the methods described in the previous section, we find the number of legal A 
constituting this interval to be 
N 1(q, r) = T1(q, r) - I1(q, r) I 
T1(q, r) = p(q ::' q - r) - p(q + r, r + 1~~2~_(: - 2,3) 
[l(q,r)=l+ L A(k+1,r-k-1)+ L 5,-i 
k=O i=1 
(1.6.1) 
Let us write generally for the jth interval 
Nj(q, r) = 1j(q, r) - [j(q, r), (1.6.2) 
N j being the number of legal partitions with given rand q ;:" 2r + 2 which constitute the 
interval. For j = 2, 3,4, 5 we find, using the results of part II: 
T2 = r+ 1 
{32 = r + 1,5,3, 2,-4, 1 q-2,-1 (r ;:,,4) 
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T2 (q, r),:p(q -1, r + 1) - p(q -1, 4) - p(q - 6, 2)} 
12(r) = L A(i,r+1-i)-r+2; 
i=1 
T3= ;: 
{33 = r, 7, 3, 2'-s, 1 q-2, (r;;. 7) 
T3(q, r),:p(q, r)-p(q, 6)-p(q -7, 2)} 
13(r) = L A(i,r+2-i)-r+3; 
i=3 
T4 = r, 6 
{34 = r, 6, 32, 2,-6, 1 q-2, (r;;. 7) 
T4 (q, r) = p(q -6, 6)-p(q -6, 2)-p(q -9, 2)} 
Iir) =A(r-3, 5)-2r+6; 
T5 = r, 5 
{3s = r, 52, 2,-5,1 q-2, (r;;. 7) 







These formulae have been given in reduced rather than canonical form for greater ease of 
computation. As previously noted, they are valid for all r above the indicated limits and all 
q ;;. 2r + 2. Further examples might easily be given but we choose not to take the space. 
Finally, we mention that paper [1] contains a table of gP.q; the total number of graphical 
partitions with parameters p and q, for all q ~ 27. 
II. THE INTERVAL STRUCTURE OF THE A SET 
11.1. SIMPLE CONSEQUENCES OF HAKIMI'S ALGORITHM 
In part I we introduced the two mappings 1T = MA, and 1T(1) = H1T, where A is assumed to 




The mapping L is always well-defined. A I will be called the image of A under L, and will 
be taken to have parameters q', r'. Note that A' does not necessarily satisfy the length 
condition (c) of (1.2.2). For example, let r = 9, q = 20, and choose A = 8, 7, 4, 2s. Carrying 
out the indicated operations of (II. 1. 1) we find 
q'= 11, r'=3. 
But v(A ') = 7 > q' - r' - 2 = 6. This means, of course, that A I, and hence A, is illegal; in terms 
of the Hakimi algorithm, we would say that the operation HMA ,= H1T(1) is meaningless, 
or, equivalently, that the algorithm fails on the second step. 
The simplest consequences of the Hakimi algorithm, applied once to some A satisfying 
(1.2.2), are embodied in the following theorem. 
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THEOREM 2. (LEMMA 2 OF [1]). For given q, r, let A have leading terms mt. m2. Then 
1T' = MA has the form 
(a) If v:s;; m2 - 2, A' has parameters q' = q - v-I, r' = r -v, and leA ') = ml -1. 
(b) If v = m2 - 2 + k, 1:s;; k :s;; ml - m2, the parameters ~of A' are the same as in (9), but 
I(A')=ml-l-k.-
(c) If v ~ ml - 2, the parameters of A' are q' = q - v -1 (as before) and r' = r + 2 - ml, 
with 1(11.') = m2-1. 
The proof of this theorem is a matter of straightforward bookkeeping, and is therefore 
omitted; the principal tool is formula (1.2.4) for the conjugate of a partition. 
DEFINITION 5. A partition A satisfying (1.2.2) is called s-reducible provided condition 
(c) of Theorem 2 holds. 
THEOREM 3. If A = At. 11.2, ••• Av is s-reducible, then its image A' = LA is given explicitly 
by 
A' = A2 -1, A3 -1, ... ,A v -1. 
PROOF. Using Theorem 2, part (c), we can immediately write HMA = (V)A"-\ 
( 1).1."-1-.1." 2.1.2-.1.3 I P '-A2+1 B h"'d . II I M" QED v - , ... , , . ut t IS IS 1 enhca y equa to /\, . . . 
DEFINITION 6. Let A = At. A2,' .. ,Av have parameters q, r. A canonical extension of A is 
m terms 
a partition A e = At. A2 , ••• , Av,~ which is taken to have parameters rand 
qe =q +mAv. 
COROLLARY 1. Suppose Av is not s-reducible, i.e., v < A 1-2. If we apply s-reduction to A 
the result A f ¥- LA. However, a suitable canonical extension of A will be s-reducible, and its 
image LA e will be, except possibly for the final term, a canonical extension of the "false 
image" At. 
COROLLARY 2. For any set of s-reducible A with the same parameters and common 
leading term I(A), the mapping LA is order-preserving. 
Theorems 2 and 3, together with the next two theorems, are the principal tools needed 
for elucidating the interval structure. The other two theorems are proved in [1], and we 
merely quote them here. 
THEOREM 4. (THEOREM 8 OF [1]). Forr ~O, A is legal if/(A) > r +2. 
THEOREM 5. (THEOREM 9 OF [1]). Take 1(11.) > 2, with parameter r. Then A is illegal if 
(
1(11.)-1) 
r~ 2 . 
In both these theorems A is assumed to satisfy (1.2.2). 
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II.2. LOWER BOUNDARIES 
In what follows, A will, as usual, be taken to satisfy (I.2.2) with given parameters q, r. For 
convenience we shall say that such a A is in the "r-list" (the corresponding A I is in the 
r' -list). 
DEFINITION 7. The immediate successor, in lex* o.rder, of a partition A will be denoted 
by A +. 
DEFINITION 8. A is said to be a lower boundary (3 in the r- list iff A is legal and A + is illegal. 
THEOREM 6. If A is a lower boundary, it must have v(A) = Vmax = q - r - 2. 
PROOF 
(a) If A I = LA is itself a lower boundary in the r' -list, the result follows by induction on r. 
(Shown to be true for r:S;; 6 in [1].) 
(b) If A I is not a boundary in the r' - list, A can only be a boundary if A +, = LA + is illegal by 
length. But A + will be a refinement of A if v < Vmax and cannot have an image A +, which is 
illegal by length (take A = A 1> ••• , Ak, F so that A + = A h ... , Ak -1, P+\ always possible 
if v(A) < vmax). 
THEOREM 7. For all r ~ 2, the first lower boundary {31 is the partition 
(q ~2r+2). 
PROOF. Since {31 is s-reducible, we see that its image is A' = 3,1,-2, lying in the 
(r' = 0)- list. By Theorem 4 of [1], this is the unique lower boundary for r' = 0 (for suitable 
q'). {3~ will be s-reducible if q is chosen large enough, and its image will certainly lie below 
the r' = 0 boundary. Hence (31 is a boundary. Now there cannot exist a boundary with 
1({3) > r + 2 since then 1({3+) > r + 2 also. But such a {3+ would be legal by Theorem 4. We 
therefore conclude that {31 as given above is indeed the lower boundary of the first interval. 
REMARK. The above argument also shows that (31 is the only boundary with the 
property 1(3) = r+2. 
THEOREM 8. For r ~ 4, the second lower boundary in the r-list is the partition {32 = r + 1, 
5, 3, 2,-4, 1 '1-2 ,-1. This is the only boundary in the r-list with I ({3) = r + 1. 
The proof is similar to that of Theorem 7, and depends on the fact (shown in [1]) that the 
unique boundary for r' = 1 is given by 
A I = 4, 2, 1 q ' -5. 
The form of {31 shows that it is necessary to take q ~ 2r + 2 in order that this boundary 
exist. Thus the full interval structure for given r will not be realized unless we make this 
choice. It is clear that the property of being a boundary obtains for all q ~ 2r + 2 if it holds 
for 2r + 2. Therefore we shall take q = 2r + 2 whenever it is convenient tO'do so. 
REMARK. Appending a part 1 to A corresponds to increasing the leading term of 1T by 
unity and increasing the number of 1 's by unity. If 1T is graphical this means adding a new 
point to the graph and connecting it to the vertex of largest degree. If 1T is not graphical we 
must consider instead the corresponding "proto-graph", a graph-like structure which 
contains one or more "lines" having only one end point. In either case, increasing q while 
holding r fixed will not alter the legality or illegality of A. 
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II.3. CLASSIFICATION OF LOWER BOUNDARIES 
According to our definition, a boundary is a legal A whose i1TJmediate successor A + is 
illegal. What does it mean that a partition satisfying (1.2.2).is illegal? Ultimately it means 
that some iterated image under the mapping L fails to satisfy the length condition 
(1.2.2(c)), and hence that the next step of the Hakimi algorithm cannot be carried out. 
Since we want to avoid iterations beyond the first, we must find a way of determining the 
legality or illegality of a partition from properties of its image. The simplest result in this 
direction is embodied in the following theorem. 
THEOREM 9. Let A be a partition in the r-list with v(A) = Vmax (and hence s-reducible), 
implying that its image A' has r' = r + 2 -1 (A). If A' is a boundary in the r' -list, then A is a 
boundary in the r-list. 
REMARK. Since we assume v = Vmax = q - r - 2, we have q' = q - v -1 = r + 1, v(A') = 
r - r' - 1, (since A' is assumed to be a boundary), and, of course, A' f- r + r' + 1. If we take 
q = 2r+2, so that Vmax = r, then A = r+2-r', A~ + 1, ... , A~' + 1,1". 
PROOF OF THEOREM 9. Suppose first that A + is s-reducible (which need not be the case), 
then we see that A +, lies below A' because of the order-preserving property of L (Corollary 
2). The fact that the q +, :f. q' is irrelevant, since we can always think of the boundary A' as 
extended to larger q'.1f A +, is illegal by length, A is certainly a boundary, and we are done. 
If not, it will nevertheless be a successor of A' (with some suitable q') and must lie in the gap 
below A'; that it cannot lie in the next legal interval of the r' -list follows from the 
order-preserving property of L (proof by contradition). Thus A is indeed a boundary. Now 
suppose A + is not s-reducible. We then construct a canonical extension (Definition 6) and 
use Corollary 1. The theorem follows. 
The converse of Theorem 9 is false; this is why the number of intervals increases with r. 
Consider the following example. Take r = 10, q = 22, A = 82, 5, 3, 22,14. Then A' =LA = 7, 
4,2,12 , with r'=4. Since the highest boundary in this r'-list is f31=6, 4, 22 , 1Q '-lO 
(Theorem 7), A' is clearly not a boundary. Nevertheless, A is in fact a boundary for r = 10; 
for we have A + = 82, 5, 25, 1, A +, =7,4, 15 with v +, = 7. But q+' = 12 so that v-;;'~x =6. 
Therefore A + is illegal and A is a boundary. 
THEOREM 10. If A is a boundary in the r-list, but its image A' is not a boundary in the 
r' -list, then, necessarily, A +, is illegal by length. 
The proof is obvious. 
THEOREM 11. Take q = 2r + 2, v = Vmax = r, and take A to be a legal partition of the form 
A = A 1> A2, ... , Ak-1> m, 2x, 1 Y, with m > 3. Then the image of its immediate successor A + is 
not illegal by length, i.e., v +',,;; v::ax• 
PROOF. By contradiction, i.e., we assume v +, > v-;;'~ and show that it implies the 
impossible. We begin by noting that we must have y;;;'r'; for v:nax =r-r'-l, v'= 
k -1 + x = r -1- y; so that v' > v:nax unless y;;;. r'. In other words, A itself is illegal 
(contrary to hypothesis) if y < r'. 
Write A + = A1> A2,"" Ak-1> (m -1)" t, for t = 0,1, ... , m -2, andA l = r+2-r', where 
(m -l)s = m - t + 2x + y. Since v = r, we also have r = k + x + y. 
(a) Assume first that A + is not s- reducible. Then, v + < r - r', r +, = r - v +, q +, = 
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q-v+-l, implying that v;:;~=q-r-3=r-1. Now v+'~v+-l so v+'<r-r'-l~ 
r - 1 = v ;:;~, and v +, is not illegal by length. 
(b) If A + is s-reducible, we then have 






= k +s -2, t = 0,1. 
We now write down the consequences of assuming v +, > v;:;~, t ~ 2. We have 2s> 
2(r-k)-r' = 2x +2y -r', implying 2(m -l)s > (2m -2)x +(2m -2)y -(m -l)r'. Now 
the defining relation for s gives 2(m -l)s = 2m - 2t + 4x + 2y, so our inequality becomes 
2m -2t>(2m -6)x +(2m -4)y -(m -l)r' 
The cases t = 1, 0 are treated in the same way, leading to 
m -1> (2m -6)x +(2m -4)y -(m -l)r' 
2> (2m - 6)x + (2m -4)y - (m -l)r' 
(t ~ 2). 
(t = 1), 
(t = 0). 
If y > r', none of these inequalities can be satisfied; therefore we take y = r'. There are 
then a few possible solutions, but none of these corresponds to a boundary (recall that if the 
inequalities hold, A is necessarily a boundary). Thus the theorem is proved. 
COROLLARY 3. Take A = At, A2 , ••• , Ak-t, 3, 2x , 1", A f-- 3r + 2, v(A) = r, Al = 
r - r' + 2. Then A is a boundary in the r-list. 
PROOF. With Y = r', m = 3, the inequalities for t = 0,1 are identically satisfied. Note that 
we m\Jst have y = r', since these inequalities are impossible for y > r', even with m = 3. 
COROLLARY 4. If A is a boundary in the r-list corresponding to some r' ~ 0, then it must 
end in r' ones. 
PROOF. If A' is not a boundary in the r'-Iist, the result follows from Corollary 3. If A' is a 
boundary in the r'-list it must, by Theorem 6, have maximum length; this implies the 
statement in the Corollary. 
The next theorem explains a phenomenon which might be called "the persistence of 
boundaries. " 
THEOREM 12. Let A (r) = At, A2,. , ., Ak , 2\ 1" be a lower boundary in the r-list. Then 
there exists a unique corresponding boundary in the (r + I)-list, given explicitly by 
(a) If A '(r) is a boundary in the r'-list, the result is obvious; A' (r + 1) also belongs to the 
r'-Iist, and, in fact (by s-reduction) is identical with A '(r) except for a single added part 
equal to unity. Thus A '(r + 1) is also a boundary and the theorem follows. 
(b)' If A'(r) is not a boundary in the r'-Iist, then by Theorem 10 we must have 
(v +(r))' > (v +(r)):nax. By Theorem 11 this implies Ak = 3. But it is then trivial that 
(A +(r + 1)), has the same property. 
This completes the proof of Theorem 12. 
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DEFINITION 9. A boundary in the (r+ l)-list related to a boundary in the r-Iist by the 
construction given in Theorem 12 will be called an inherited boundary. 
DEFINITION 10. A boundary in the r-Iistwhichhas Al = A2 will be called a new boundary. 
REMARK. The terminology in this definition is justified by that of the preceding 
definition. 
11.4. NEW BOUNDARIES 
Taking q = 2r + 2, we write the general new boundary in the r-list as 
Its image in the r' -list is given by 
A' = r - r' + 1, A3 -1, ... , Ak -1,1 x 
Clearly, v' = r - r' - 1, I (A ') = r - r' + 1, and since q' = r + 1, A' f- r + r' + 1. 
These facts lead to the next theorem, whose proof is obvious. 
(11.4.1) 
(11.4.2) 
THEOREM 13. Choose r, r' ~ 0, r > r'. Then all new boundaries in the r-list whose images 
lie in the r' -list are obtained using the following four-step algorithm. 
(i) Generate all partitions A' satisfying 
A ' f- r + r' + 1 1 
I (A ') = r - r' + 1 
v(A') = r-r'-l 
(11.4.3) 
(ii) Identify the A' which are boundaries in the r' -list, and strike out all partitions which lie 
in the corresponding gaps. 
(iii) Strike out all remaining A ' (which are not boundaries) that do not contain at least one 
part equal to 2. 
(iv) For all the A' that remain, invert the s-reduction algorithm, prefixing the part 
Al = r - r' + 2, and appending r' parts equal to 1. 
If we carry out the procedure of Theorem 13 for every r' allowed by Theorem 5, we 
obtain all the new boundaries characterized by r. Since the inherited boundaries may be 
written down (Theorem 12) from the (assumed known) interval structure for r -1, we 
obtain a complete list of all lower boundaries for r. 
THEOREM 14. For fixed r', there are no new boundaries in the r-list when r > 3r' + 1. 
PROOF. Take r = 3r' + 2 and delete the leading term I(A') = r - r' + 1 = 2r' + 3 from all 
partitions defined by (11.4.3). The reduced partitions A' must satisfy A' f- 2r', v(A') = 2r', for 
which there is only the one solution A' = 12r'. But this corresponds to a A' having no parts 
equal to 2 so that it cannot yield a new boundary in the r-list (this A' is not itself a boundary 
in the r' -list since I(A') > r' + 2: see Theorem 4). For r> 3r' + 2, there are no solutions at 
all. Hence the theorem. 
THEOREM 15. For fixed r', and r = 2r' + 2 + i, ° ~ i ~ r' - 1, the number of new 
boundaries for r is per' -1- i). 
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PROOF. For the values of r specified in the theorem, none of the A' defined by (II.4.3) can 
be themselves boundaries in the r'-list (Theorem 4). Under s-reduction of A' we obtain 
A "I- r' - i. Omitting those partitions A" which have no parts equal to unity (1-1 with the A' 
having no parts equal to 2), we are left with a set of partitions equinumerous with the set of 
all partitions of r' - 1 - i. 
The last two theorems are illustrated by Table I, which gives the number of new 
boundaries for a modest range of rand r'. For each r, the value of r' which corresponds to 
TABLE I 
New Boundaries 
~ 3 4 5 6 7 8 9 10 11 12 13 14 
7 1 
8 2 1 
9 2 1 
10 3 2 
11 2 4 3 
12 1 5 5 2 
13 1 3 7 6 1 
14 2 7 10 6 
15 5 11 14 5 
16 3 11 16 16 5 
17 2 7 17 25 18 4 
18 1 5 15 26 32 17 2 
19 1 3 11 25 41 40 16 
20 2 7 22 38 56 46 14 1 
21 5 15 36 61 76 48 12 
22 3 11 30 56 88 97 
23 2 7 22 50 90 124 
24 1 5 15 42 78 131 
25 1 3 11 30 70 126 
26 2 7 22 56 109 
27 5 15 42 94 
28 3 11 30 77 
29 2 7 22 56 
30 5 15 42 101 
31 3 11 30 77 
the last non-zero entry is determined by Theorem 5. (The dashes in Table I represent 
values not yet calculated). As for the problem of enumerating new boundaries (and 
therefore all boundaries), we remark that there does not appear to be any method superior 
to the procedure given in Theorems 13, 14, and 15. One curiosity deserves mention. With 
b(r) the number of new boundaries, we have 
r 5 6 7 8 9 10 11 12 
b(r) 1 1 2 3 4 6 9 13 
This suggests the Fibonacci-type rule b(r) = b(r -1) + b(r - 3). Unfortunately, this simple 
rule fails for r ";313. 
11.5. UPPER BOUNDARIES 
To complete our discussion of interval structure, we show how to determine the upper 
boundary Tj of the ith interval, i";3 2. (For the first interval we have, of course, Tl = q - r.) 
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THEOREM 16. Let {3i - A 1 , A 2 , .•• , A j ,A j+1 ... and let the next lower boundary {3i+1 
be identical with (3i through the first j terms, with A;W) < A ;~1' 
Then 'Ti+1 is given explicitly by 
A(i+l) A(i+1) 7ll+TIA i+ 'Ti+1 = 1 , .•• , j ,j+l' (11.5.1) 
(For the notation see Definition 4). 
The proof of Theorem 16 is straightforward, and need only be sketched. First, if 
{3: =L{3i and (3:+1 =L{3i+1 are both boundaries in the r'-list, the theorem follows by 
induction on r. Next, let j = 0, i.e. A ~i) = A \i+1) + 1. The images then belong to different 
r' -lists (r' (i + 1) (= r; (i) + 1). Of necessity, {3: must be the lowest boundary in the r' -list. 
Clearly 'Ti+1 = A ;+1 is the first partition in lex* order which satisfies (1.2.2), and nothing 
more need be said. There remains the case where {3: is not a boundary in the r' -list. 
Obviously 'Ti+1 must be the first successor of {3i whose image is not illegal by length. The 
remainder of the proof consists in showing that (a) 'Ti+1 is legal (using canonical extension if 
necessary), and that (b) the immediate predecessor of 'Ti+1 in lex* order-necessarily of 
length vmax-is illegal because its image is illegal by length. 
In conclusion, we wish to thank our colle age M. L. Stein for carrying out the many 
indispensable exploratory calculations on which this work was based. 
This work was performed under the auspices of the United States Energy Research and 
Development Administration, Contract W-7405-ENG. 36. 
ApPENDIX 
MODIFICATION OF THE ERDOS-GALLAI THEOREM 
1. Let 11" be a partition of 2q with p non-zero parts d1;;?! d2 ;;?! ••• ;;?! dp > O. 
Let 
P 
Bk = k(k -1), Lk = L min {k, di }. i=k+1 
The theorem states that 11" is graphical iff 
(l,,;::;;k,,;::;;p -1). 
We observe that the test need only be applied for those values of k such that dk ;;?! k. For 
if dk + 1 ,,;::;; k, then since 
we have .:1k+1 -.:1k ;;?! O. Thus if the condition .:1k ;;?! 0 is satisfied for all k such that dk ;;?! k, it 
will be satisfied for all larger k ,,;::;; p - 1. 
2. Using this result, we give a modification of the Erdos-Gallai theorem which is 
appropriate to the techniques we have used in the present paper. 
Let Aa = if = p, At. A2,' .• , Av, and write 
where 
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then if dk ~ k, 
k-1 
L.k+Bk=k(p-k)- L. (k-i)ai+k(k-l) 
i=1 
k-1 
=p-k+ L. Ai. 
i=1 
The Erdos-Gallai theorem then has the alternative statement: 7r is graphical iff 
k-1 k 
.:h = p + L. Ai - L. (di + 1) ~ 0 
1 1 
for all k such that dk ~ k. 
We have not used the theorem in this paper, having chosen instead to base all our 
deductions on Hakimi's algorithm. The theorem could be used, however, to give alter-
native proofs in several instances. 
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