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Notations et abréviations 
A Amplitude du signal analogique v(t).
Â  Estimation de l’amplitude du signal analogique v(t).
Aj Coefficient utilisés pour le placement des zéros de la NTF.
B Bande passante du modulateur Σ∆.
B-3dB Bande passante à -3dB. 
Bj Coefficient utilisés pour le placement des pôles de la NTF.
BM Plancher du bruit. 
Bq Valeur efficace du bruit de quantification. 
C Offset du signal analogique v(t).
Ĉ  Estimation de l’offset du signal analogique v(t).
dn-1,…,d0 Bits de sortie d’un CAN. 
D Représentation décimale du signal numérique normalisée à PE.
e Erreur de quantification du CAN. 
er Fonction d’erreur expérimentale. 
E(z) Bruit de quantification. 
fc Fréquence centrale du modulateur Σ∆ passe bande. 
fr Fréquence de résonance d’une cellule biquadratique. 
f(i) Fréquence d’apparition d’un code i.
Fe=1/Te Fréquence du signal d’entrée. 
Fh=1/Th Fréquence d’échantillonnage. 
FFT Transformée de Fourier rapide. 
H(i) Histogramme des code i. 
H(z) Filtre numérique. 
i Code binaire. 
J Nombre de périodes de l’acquisition. 
Jer Critère des moindre carrée. 
k Ordre du modulateur Σ∆.
k0 Constante réglant la valeur de l’oscillation du résonateur 
numérique et des oscillateur Σ∆.
k1, k2 Constantes réglant la fréquence de résonance et la largeur de 
bande des cas spéciaux des filtres LDI. 
Notations et abréviations  
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ki Constante réglant la valeur de fréquence de résonance d’une 
cellule de type LDI classique et « undamped ». 
kf Constante Réglant la valeur exacte de la fréquence d’oscillation du 
l’oscillateur Σ∆ passe bande. 
Kc Constante réglant la valeur de fréquence centrale du l’oscillateur 
Σ∆ passe bande. 
l Nombre de bits du quantificateur du modulateur Σ∆.
LSB Least Significant bit : bit de poids le plus faible. 
M Nombre d’échantillons. 
MSB Most Significant bit : bit de poids le plus fort. 
n résolution du CAN. 
neff Nombre de bits effectifs. 
NLD Non Linéarité différentielle. 
NLI Non Linéarité Intégrale.
NTF Noise Tranfert Function. 
( )kN  Transformé de Fourrier de η .
( )σµ ,N  Variable aléatoire à distribution normale. 
OSR Over Sampling Ratio : facteur de suréchantillonnage. 
p(i) Probabilité d’apparition d’un code i.
k21 p...,,p,p  Pôles dans le plan Z.
PE Pleine échelle. 
Pr(i) Fonction de répartition des codes i.
ηP̂  Puissance estimée à la sortie Xnt du filtre coupe bande et du banc 
de filtre. 
i,sP̂  Puissance estimée à la sortie Xbp,i du filtre coupe bande. 
sP̂  Puissance estimée à la sortie Xbp du filtre coupe bande. 
q Pas de quantification. 
qi Largeur réelle de la marche du code i.
Q Facteur de qualité. 
is
~  Signal à la sortie Xbp,i du filtre coupe bande. 
s~  Signal à la sortie Xbp du filtre coupe bande. 
S(f) Densité spectrale de puissance. 
Sq Densité spectrale du bruit de quantification. 
SINAD SIgnal to Noise and Distortion ratio : rapport signal sur bruit plus 
distorsion. 
SNR Signal to Noise Ratio : rapport signal sur bruit.
SNRmax Valeur maximale espéré pour le SNR.
STF Signal Tranfert Function. 
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XS  Densité spectrale de puissance d’une variable aléatoire X.
THD Total Harmonic Distortion : Taux de distorsion harmonique. 
k0 T,...T  Polynômes de Chebychev. 
v(t) Signal analogique. 
Vt(i) Niveau de transition du code i.
Xbp Sortie associé au fondamental du filtre coupe bande. 
Xbp,i Sortie associé au iième harmonique du banc de filtres. 
Xin Entrée du filtre coupe bande et du banc de filtres. 
Xnt Sortie associée au bruit du filtre coupe bande et du banc de filtres. 
k21 z...,,z,z  Zéros dans le plan Z.
spf∆  Résolution du spectre de puissance. 
η  Bruit Blanc Gaussien. 
η~  Signal à la sortie Xnt du filtre coupe bande et du banc de filtre. 
ϕ  Phase du signal analogique v(t).
21 ,ϕϕ  Condition initiale sur les deux registres R1 et R2 du résonateur. 
Xµ  Moyenne d’une variable aléatoire X.
Xµ̂  Estimateur de la moyenne Xµ  de la variable aléatoire X.
2
Xσ  Variance d’une variable aléatoire X.
2
Xσ̂  Estimateur de la variance 
2
Xσ  de la variable aléatoire X.
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Introduction
La communication est l’un des besoins les plus fondamentaux de l’homme. Il est 
satisfait en mettant en relation, à travers un canal, la source de l’information et le destinataire 
à l’aide d’un signal. Véhicule de l’information, le signal est un moyen qui rend la 
communication techniquement possible, il est le revêtement physique des messages. Le 
traitement de l’information véhiculée par des signaux touche aujourd’hui des domaines très 
variés allant de la médecine à la production industrielle, en passant par la géophysique, 
l’astrophysique, l’instrumentation ou encore les systèmes radars ou sonars... Cependant, dans 
le domaine des télécommunications, le traitement du signal trouve des applications très 
importantes et ce domaine fut un stimulateur majeur pour l’étude, le développement et le 
perfectionnement de ces techniques. 
Les réseaux de télécommunications sont en cours de numérisation, avec comme 
objectifs une amélioration de la qualité des liaisons, une banalisation des canaux et 
l’introduction de nouveaux services, en plus des avantages économiques substantiels. Le 
domaine des communications numériques s’ouvre de plus en plus au grand public par 
l’intermédiaire d’applications telles que les téléphones cellulaires, la radio numérique ou 
encore la télévision numérique. Cet environnement de plus en plus numérisé des 
télécommunications conduit à des réalisations de systèmes qui véhiculent une information 
numérique plutôt qu’analogique.  
Parmi les avantages du traitement du signal sous la forme numérique, on peut citer 
l’absence de dérives des caractéristiques (les caractéristiques du traitement sont figées d’une 
manière rigoureuse), la grande reproductibilité (les tolérances sur les valeurs des composants 
n’ont aucune conséquence), un niveau de qualité élevé (il suffit d’augmenter le nombre de bits 
pour amener le niveau de distorsion au-dessous d’un niveau donné), la possibilité de fonctions 
nouvelles (souplesse de programmation),… 
Cependant la nature des signaux physiques reste du domaine analogique, c'est 
pourquoi le Convertisseur Analogique Numérique (CAN) représente le maillon critique et 
incontournable d'une chaîne de traitement numérique des signaux. 
Poussés par les systèmes de télécommunications numériques à haut débit, les 
systèmes de radiocommunications, TV numérique, radars…, les convertisseurs analogiques 
numériques et numériques analogiques, indispensable dans toute chaîne d’acquisition et de 
traitement du signal, se font toujours plus rapides, plus précis, plus intégrés et moins 
gourmands en consommation. Les technologies et architectures actuelles permettent déjà 
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d’atteindre des performances appréciables. Mais, pour relever les défis de demain et dépasser 
la barrière de quelques Gigahertz, des nouvelles technologies et architectures s’imposent. Ces 
dernières commencent à sortir des laboratoires et fonctionnent à des fréquences 
d’échantillonnage de 4 GHz et une résolution de 8 bits. 
La caractérisation classique d’un convertisseur analogique numérique consiste à 
analyser le signal issu de sa sortie. Un des objectifs actuels du traitement du signal dans le 
cadre de la caractérisation de convertisseur analogique numérique est d’exploiter le signal issu 
du composant selon trois modes d’analyse, tout en essayant de dissocier les sources d’erreurs 
liées à l’instrumentation de celles liées au composant. Les trois méthodes classiques de 
caractérisation dynamique des CANs sont : l’analyse spectrale, par application d’une 
transformé de Fourrier, l’analyse statistique, par application d’un histogramme, et l’analyse 
temporelle, par l’utilisation d’algorithmes d’interpolation. 
Le Laboratoire de Microélectronique IXL a conçu et développé un système de 
caractérisation, CANTEST, dans le cadre d’actions de recherche sur le test des systèmes de 
conversion de données menées en collaboration avec des partenaires industriels [Rena90]. Ce 
système permet l’acquisition et l’analyse des signaux issus du CAN. 
L’augmentation à la fois de la résolution et de la vitesse des convertisseurs analogiques 
numériques nécessite des moyens de test de plus en plus sophistiqués. Que ce soit d’un point 
de vue matériel (sources de test précises, filtres sélectifs,…) ou d’un point de vue logiciel 
(méthode de traitement numérique permettant de séparer les sources d’erreurs provenant de 
l’instrumentation et celles générées par le CAN), il est devenu nécessaire d’introduire des 
solutions autres que celles proposées dans les différents standards [Dyna98], [Ieee99].  
En effet, Il est souvent difficile de trouver une instrumentation adéquate à la 
caractérisation de CAN dit de haute résolution ou bien cela nécessite des moyens financiers 
considérables. De plus, les architectures des CANs sont de plus en plus complexes, et il est 
toujours nécessaire pour les concepteurs de déterminer l’origine des dégradations du 
fonctionnement du composant. 
Deux solutions sont envisageables. La première consiste à chercher les limites de 
l’instrumentation et à proposer des méthodes de traitement du signal qui remédient à ces 
imperfections. Les études qui ont suivi l’élaboration de CANTEST sont dirigées dans cette 
direction. Une méthode originale a été mise au point ; elle consiste à travailler sur un signal de 
référence « deux tons » et non plus sur une seule onde sinusoïdale en entrée [Benk93]. Une 
étude de robustesse des différents algorithmes liés à l’analyse statistique et temporelle a fait 
l’objet des travaux qui ont suivis [Dall95], en proposant de nouvelles méthodes pour certains 
paramètres (non linéarités, nombre de bits effectifs, gigue).    
La deuxième solution réside en l’intégration des méthodes de caractérisation avec le 
CAN ce qui permet de minimiser les problèmes liés à l’instrumentation. En effet, l’utilisateur 
de ces circuits cherche à évaluer rapidement les performances plutôt qu’effectuer une 
caractérisation complète avec les méthodes classiques. L’étude menée au cours de cette thèse 
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s’inscrit dans le cadre de cette démarche en intégrant le test avec le composant (BIST : Built In 
Self Test). Cette solution permet l’extraction des paramètres des CANs dans son 
environnement, mais nécessite aussi l’intégration de la source sinusoïdale sur la puce.  
L’étude du BIST est donc séparée en deux parties : la première traite de la génération 
d’un signal et la seconde étudie le calcul de certains des paramètres spectraux. Une nouvelle 
approche basée sur l’utilisation de la modulation sigma delta numérique est utilisée pour la 
conception de l’oscillateur [Veil97]. En effet, la structure proposée est constituée d’un 
modulateur Sigma Delta numérique introduit dans la boucle de réaction d’un résonateur 
numérique qui permet de générer non pas un signal sinusoïdal numérique, mais plutôt un flux 
binaire (bitstream). Cette configuration permet d’avoir un signal analogique (codé sur un seul 
bit) avec une mise en forme du bruit de quantification en le rejetant hors de la bande utile. Un 
deuxième bloc constitué d’un filtre analogique passif est connecté à la sortie de l’oscillateur 
pour atténuer ce bruit hors bande. Le résultat constitue un oscillateur fournissant un signal 
précis pour le test des CANs dits de haute résolution.  
Une nouvelle approche basée sur le filtrage numérique est proposée pour l’extraction 
des paramètres du CAN. En effet, vu que l’implantation des trois méthodes classiques 
d’analyse des données issues du CAN s’avère coûteuse en terme de circuit, nous proposons une 
nouvelle méthode d’analyse basée sur un banc de filtre numérique. Le système est un réseau 
de cellules biquadratiques résonnant à des fréquences accordées sur les harmoniques. Le banc 
sépare les composantes spectrales du signal numérique issues du CAN. Une unité de calcul 
assure l’estimation des puissances de chaque composante spectrale ainsi que la puissance du 
bruit. Ceci permet d’estimer certains paramètres spectraux comme le SINAD, THD et le SNR.
Ce document se présente sous la forme de quatre chapitres : 
• Tout d’abord, l’environnement de la conversion analogique numérique est 
présenté afin de mieux cerner les problèmes liés à la caractérisation classique 
des CANs. Ensuite, nous présentons un état d’art du test des CANs in-situ à 
travers une bibliographie récente. Nous pourrons alors proposé un schéma 
synoptique du BIST mis en œuvre lors de ces travaux. 
• La génération du signal in situ est abordé dans le deuxième chapitre. Nous 
proposons un système basé sur la réalisation de deux oscillateurs Σ∆. Le 
premier permet de générer des signaux dans la bande audio. Le deuxième est 
dédié à la génération de signaux de quelques Mégahertz et utilise une 
structure passe-bande. 
• Dans le troisième chapitre, nous présentons l’unité d’extraction des paramètres 
spectraux. Cette unité est basée sur la réalisation soit d’un filtre coupe bande, 
pour l’estimation du SINAD, soit d’un banc de filtres pour l’estimation du SNR 
et la THD. Nous utilisons une structure de filtres type LDI. Cette cellule 
permet d’ajuster la largeur de la bande passante ainsi que la fréquence de 
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résonance. Ensuite, nous étudions le caractère aléatoire des données issues de 
la sortie du CAN. En effet, le banc du filtre va opérer avec des données qui 
inclus du bruit aléatoire. Nous comparons alors la précision de calcul de la 
densité spectrale de puissance par FFT et par filtrage numérique en 
déterminant l’expression de l’intervalle de confiance de la puissance. 
• Dans une première approche, l’outil MATLAB a permis de valider rapidement 
les architectures choisies en arithmétique flottante. Dans le quatrième 
chapitre, des simulations plus fines en arithmétique fixe (nombre de bits fini) 
grâce au logiciel SPW ont confirmé le bon fonctionnement. Un fichier VHDL est 
généré pour chaque structure. Les circuits ont été synthétisés et implanté dans 
un composant type FPGA. Nous décrivons le banc de test des circuits réalisés 
ainsi que les résultats de mesure. 
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Chapitre I : La problématique du test 
des CANs 
I. Introduction 
L'évolution des circuits intégrés numériques, en terme de vitesse et de densité, permet 
la réalisation d’algorithme de traitement du signal de plus en plus complexe. Aussi, tout 
naturellement, certaines applications sont passées de l'électronique analogique à l'électronique 
numérique. Le passage d'un type de donnée à l'autre se fera par des convertisseurs, 
composants " mixtes " qui vont manipuler des tensions analogiques en entrée et des signaux 
logiques en sortie et vice-versa.  
Plusieurs types de convertisseurs sont disponibles dans chaque catégorie, qui se 
différencient par leur précision, leur vitesse de traitement de l'information, leur prix... Il n'y a 
pas " le " convertisseur à tout faire qui soit bon partout : l’utilisateur devra faire un choix en 
fonction de ses besoins.  
Il est donc fondamental pour l’utilisateur de ces circuits de disposer d’un outil de 
caractérisation rapide et simple d’emploi. De plus l’instrumentation adéquate pour la 
caractérisation d’un CAN dont la résolution et la vitesse sont de plus en plus élevées, est très 
onéreuse. Or l’utilisateur veut simplement vérifier le bon fonctionnement du CAN à travers la 
validation des spécifications fournis par le constructeur : une seule fréquence de test lui est 
nécessaire. 
Le test industriel, approche de type Go/NoGo, demande aussi une caractérisation 
rapide afin de diminuer le coût du composant. C’est pourquoi, nous avons orienté nos travaux 
sur une solution qui consiste à intégrer des méthodes de test du CAN in-situ. En effet, 
effectuer le test avec le composant permet de simplifier la topologie du test en effectuant une 
évaluation des performances du CAN et non pas une caractérisation complète du composant. 
Pour effectuer ce travail, il est nécessaire de rappeler certains points : 
• La définition des paramètres d’erreurs permettant de quantifier les 
performances d’un CAN 
• Les méthodes utilisées pour la mesure de ces paramètres 
• Les fonctionnalités du BIST qui sont pour l’instant orientés sur la recherche de 
fautes plutôt que sur l’évaluation des performances du CAN sous test 
L’objectif de ce chapitre est donc de situer le contexte de l’étude à travers ces trois 
points et de montrer que l’implantation des algorithmes de test usuels est impossible car trop 
complexe. Nous terminerons alors ce chapitre en proposant une structure adéquate à la 
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caractérisation des CANs in-situ différente de celle proposée dans la littérature puisque 
orientée vers la recherche de fautes. 
II. Le convertisseur analogique numérique 
Le convertisseur analogique numérique est représenté par sa fonction de transfert, 
liaison entre un signal continu du domaine analogique et des échantillons discontinus du 
domaine numérique. Les paramètres instrumentaux (d’erreurs) représentent directement ou 
indirectement les variations de la fonction de transfert d’un CAN réel par rapport à celle d’un 
CAN parfait de même type. Ils permettent d’évaluer les performances d’un CAN réel et 
servent d’outils d’interprétation de son fonctionnement. 
Nous commençons par présenter brièvement les définitions relatives au 
fonctionnement du CAN. La grandeur analogique à temps continu v est transformée en un 












+=++++= −−  (I - 1) 
avec 
PE : la pleine échelle, grandeur de référence du convertisseur ;  
e : l'erreur de quantification du convertisseur ;  
D : la représentation décimale du signal numérique normalisée à PE ; 
n : le nombre de bit ou la résolution ; 
dn-1 : le bit de poids le plus fort (MSB : Most Significant Bit) ; 
d0 : le bit de poids le plus faible (LSB : Least Significant Bit).  
On définit également le pas de quantification qui se nomme également le quantum : 
n2
PE
q =  (I - 2) 
L'approximation due à la quantification peut être représentée comme une erreur 
systématique comprise entre ± ½q.
II.1. Fonction de transfert 
Un convertisseur analogique numérique recevant à son entrée une tension analogique 
v délivre en sortie un mot de n bits correspondant, selon un code binaire déterminé, à la valeur 
numérique D associé à v. Le mot de sortie ayant n bits, le convertisseur peut délivrer 2n mots 
distincts (de 0 à 2n-1) pour numériser toute la plage de tension analogique PE non signée. La 
valeur numérique D du mot binaire délivré par le CAN exprime la tension analogique v avec 
pour unité le quantum q ; compte tenu qu’à une même valeur de D correspond une plage de 
tension analogique d’entrée de largeur q, on a : 
1resteoùresteD
q
v <+=  (I - 3) 
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Si un changement de la tension de sortie s’effectue dés lors que v/q = D, il s’agit d’un 
CAN par troncature et l’ensemble des valeurs analogiques v qui correspond à la même valeur 
D est tel que : 
( ) q.1DvDq +<≤  (I - 4) 
Plutôt qu’une erreur d’un seul signe pouvant atteindre q (moyenne non nulle), on 
préfère une incertitude positive ou négative (moyenne nulle) mais limitée à ± ½q, il s’agit d’un 
CAN par arrondi. Pour ce faire, on règle les seuils de transition du convertisseur pour que la 
sortie numérique D apparaisse pour toutes valeurs v telles que (Figure I. 1. b) :  
( ) ( )q.2/1Dvq.2/1D +<≤−  (I - 5) 
½q ou ½ LSB représentent l’erreur maximale de quantification liée au principe de 
fonctionnement idéal de la conversion, erreur d’autant plus faible que n, nombre de bits du 




























entrée v entrée v
erreur Dq-v
Figure I. 1 : Erreurs et seuils de quantification pour un CAN de résolution trois bits :                  
(a) seuils à v = Dq ; (b) seuils à v = (D± ½ )q.
II.2. Paramètres d’erreurs  
En réalité, les convertisseurs analogiques numériques ont en plus d'autres types 
d'erreurs que celle de la quantification montrée dans la Figure I. 1 qui sont liées à la non 
idéalité du composant. Ces erreurs peuvent être classées selon leur nature : statiques ou 
dynamique. Les erreurs statiques résultent de l'espacement non idéal des niveaux de 
transitions des codes. Les erreurs dynamiques se produisent à cause de sources 
supplémentaires d'erreur induites par la variation du signal analogique. Parmis ces sources on 
trouve la distorsion harmonique des étages d'entrée analogiques, la variation par rapport au 
temps d’échantillonnage (jitter), des effets dynamiques dans les étages internes de 
l’amplificateur et du comparateur… 
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II.2.1. Définitions 
Avant d’énumérer les différents paramètres d’erreurs, il est important de rappeler 
quelques définitions. 
• Le code binaire i : une valeur numérique qui correspond à un ensemble 
particulier de valeurs de l'entrée. 
• Le niveau de transition Vt(i) : Le niveau de transition Vt(i) permet de basculer 
du code i-1 au code i.
• La largeur du code qi : La différence des niveaux de transitions, Vt(i+1) et Vt(i),
délimite le i iéme code : qi = Vt(i+1) - Vt(i), idéalement qi=q.
La figure I. 2 illustre ces trois définitions. 
Figure I. 2 : Définitions concernant la quantification. 
II.2.2. Erreur statiques  
a. Erreur d’offset 
L’erreur d’offset est définie comme l’erreur sur le zéro analogique commune à toutes les 
transitions de code, par rapport à la fonction de transfert d’un CAN parfait. C’est un décalage 
en tension introduit par le convertisseur sur l’ensemble du signal (Figure I. 3) [Dyna98], 
[Ieee99]. 
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Figure I. 3 : Erreur de décalage. 
b. Erreur de gain 
L’erreur de gain correspond à la différence, en pourcentage de la valeur analogique ou 
en LSB de la pleine échelle de conversion, entre les courbes de transfert théorique et effective, 
l’erreur d’offset ayant été corrigé (Figure I. 4) [Dyna98], [Ieee99]. Une erreur de gain change la 
pleine échelle effective du convertisseur et, donc, la largeur du quantum. 
Figure I. 4 : Erreur de gain. 
c. Erreur de linéarité différentielle, NLD 
Pour un code i, la non linéarité différentielle (NLD) correspond à l’écart relatif entre la 
largeur réelle de la marche associé à ce code, qi et la largeur théorique, q de la fonction de 
transfert ; le tout est devisé par q. Elle est exprimée en LSB (Figure I. 5) [Dyna98], [Ieee99]. 






Figure I. 5 : Erreur de linéarité différentielle. 
d. Erreur de linéarité intégrale, NLI 
La non linéarité intégrale (NLI) traduit, au niveau de chaque code i, l’écart entre la 
courbe de conversion passant par le milieu de chaque transition de code, et la droite de 
conversion idéale. Elle est alors la somme des écarts relatifs pour tous les codes précédents, 
c’est à dire la somme des erreurs de linéarité différentielle des codes inférieur à i (Figure I. 6) 
[Dyna98], [Ieee99]. 
Figure I. 6 : Erreur de linéarité intégrale. 
II.2.3. Erreurs dynamiques  
a. Incertitude à l’ouverture 
Le temps d’incertitude à l’ouverture correspond au retard entre le front actif du signal 
d’échantillonnage et la prise effective de l’échantillon par le CAN sur le signal analogique 
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d’entrée. La variation ou gigue de cet intervalle de temps est appelée incertitude à l’ouverture 
ou « jitter » et provoque une erreur assimilable à l’addition d’un bruit sur le signal [Dyna98], 
[Ieee99]. 
b. Taux de distorsion harmonique 
La distorsion harmonique représente l’ensemble des signaux harmoniques générés par 
la non linéarité du convertisseur sur le signal d’entrée qu’il quantifie. Pour la déterminer, les 
échantillons de sortie sont analysés spectralement soit par un analyseur de spectre via un 
convertisseur numérique analogique (CNA) de résolution suffisante, soit par un traitement 
numérique des données élaborant une Transformé de Fourier Discrète (TFD). Du spectre de 
raies obtenu, on peut extraire les raies harmoniques et en déduire le taux de distorsion 
harmonique (THD) qui est alors la racine carrée de la somme quadratique des amplitudes des 
raies harmoniques rapportée à l’amplitude du fondamental [Dyna98], [Ieee99]. 
c. Rapport signal sur bruit 
La quantification d’un signal analogique sur un nombre limité de bits fait que le signal 
converti présente, par principe, une erreur par rapport au signal d’entrée. Lorsque l’on définit 
le rapport signal sur bruit (S/B), S correspond à la valeur efficace du signal d’entrée et B à celle 
du signal d’erreur global, comprenant l’erreur de quantification plus les erreurs dues au fait 
que le convertisseur est non idéal. Pour un CAN idéal, la fonction d’erreur est exactement 
égale à l’erreur de quantification et le rapport signal sur bruit est entièrement déterminé par 
sa résolution et par la forme du signal d’entrée. Il sert de référence pour estimer les 
performances du CAN réel. Un CAN réel possède d’autres sources de bruit venant s’ajouter au 
bruit de quantification, elles sont liées au principe de conversion utilisé ou issues de défauts 
ponctuels du composant. Le rapport signal sur bruit du CAN réel est comparé avec celui du 
CAN parfait pour évaluer le bruit dû aux défauts du convertisseur [Dyna98], [Ieee99]. 
III. Les méthodes classiques de caractérisation des CANs 
Dans le paragraphe précédant nous avons présenté les différentes erreurs du CAN. 
Ces erreurs sont évaluées en utilisant des méthodes d’analyses et de caractérisation qui 
peuvent être : statique, semi-dynamique, ou dynamique. 
Le test statique [Begu89], [Corc75], [Soud79] et le test semi-dynamique [Soud82], 
[Soud83] permettent la détermination de la caractéristique de transfert par la mesure des 
tensions de transition de chaque code. Ces méthodes sont mal adaptées au principe du BIST, 
car trop lente. 
Le test dynamique est introduit dans le but d'évaluer les performances du CAN dans 
des conditions les plus proches de son utilisation. Il permet donc la caractérisation du 
composant pour différentes fréquences d'entrée et d'horloge. Ainsi, il sera possible de mettre 
en évidence les phénomènes de gigue à l'échantillonnage (jitter), de taux de variation 
maximum du signal d'entrée (Slew-Rate), de distorsion harmonique, etc.... La caractérisation 
dynamique nécessite, d'un point de vue théorique, la bonne connaissance mathématique et 
statistique du signal d'entrée et du signal de sortie issu du CAN.  
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L'objectif de ce paragraphe est de faire une synthèse des principales méthodes 
d'analyse classiques utilisées dans l'évaluation dynamique d'un CAN. Ces méthodes 
permettent l’analyse comportementale en déterminant des paramètres relatifs aux erreurs, 
mais leur mise en œuvre est trop compliquée pour le test in situ. En fait, la finalité est de 
montrer que la complexité des algorithmes utilisés dans ces méthodes empêche une 
implantation sur silicium optimale.  
Celles-ci sont au nombre de trois [Hewl82], [Peet83], [Doer84], [Doef86], [Ieee89] : 
• analyse statistique; 
• analyse spectrale; 
• analyse temporelle. 
III.1. Le banc de test  
La figure I. 7 montre la configuration d’un banc de test classique de CANs. Un signal 
de type sinusoïdal est généralement utilisé comme entrée puisqu’il est relativement facile 
d'établir la qualité du signal sinusoïdal (par exemple, avec un analyseur de spectre). D’autre 
part, on utilise généralement un signal de type carré pour fournir l’horloge qui assure le 










Figure I. 7 : Test setup pour les signaux sinusoïdaux. 
Si l’on utilise des synthétiseurs de fréquences différentes pour produire le signal de 
test et d'horloge, il est préférable que ces synthétiseurs soient asservis en phase pour 
maintenir un décalage précis entre le signal généré et l'horloge d’échantillonnage 
(synchronisation). 
Les filtres peuvent être nécessaires pour l'horloge ou pour le signal d’entrée pour 
réduire le bruit ou/et la distorsion harmonique. Par exemple, les harmoniques du signal de 
l'horloge peuvent dégrader les performances du CAN, et il faudra le filtrer pour lisser ses 
bords. D'autre part, des filtres passe-bas ou passe-bande peuvent être indispensables pour 
améliorer la qualité du signal d’entrée afin de caractériser correctement le CAN et non pas la 
source du signal. 
III.1.1. Le choix de fréquences 
Dans le cadre du test des CANs, le choix des fréquences d'horloge et d’entrée doit être 
très précis. Pour évaluer les performances du CAN, il est préférable de maximiser le nombre 
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des entrées échantillonnés ayant des phases distinctes et, si possible, obtenir au moins un 
échantillon représentatif de chaque code du CAN. Pour que les différents types d’analyses 






JTMT ==  (I - 6) 
où
M = nombre d’échantillons ; 
J = le nombre de périodes de l’acquisition ; 
Fe = la fréquence du signal d’entrée ; 
Fh = la fréquence de l’horloge. 
Pour que la condition de cohérence soit satisfaite il suffit de prendre M et J premiers 
entre eux. Généralement, on préfère que M soit un nombre de puissance de deux pour l’emploi 
de la FFT (transformé de Fourier rapide) afin de traiter les données issues du CAN. Dans ce 
cas, il suffit de fixer un nombre impair pour les périodes J.
S'il existe une relation harmonique entre Fe et Fh, le nombre de codes testés pourra être 
inférieur au nombre total de codes du CAN et une périodicité des codes existerait à l'intérieur 
de l'acquisition. Cela aurait pour effet de faire apparaître des codes de manière privilégiée au 
détriment de certains autres. De plus, il faut assuré une périodicité entière, sinon, 
l'interprétation des différentes types d’analyses serait faussée.  
III.1.2. Le choix du nombre d’échantillons 
Le nombre d’échantillons nécessaire pour caractériser un convertisseur analogique 
numérique est défini comme celui assurant au moins un échantillon pour chaque code. Pour un 
convertisseur analogique numérique idéal, le nombre d’échantillons nécessaire, pour un signal 
d’entrée sinusoïdal en pleine échelle, est donné par : 
n2M =  (I - 7) 
Cependant, pour les convertisseurs analogiques numériques réels, le nombre 







=  (I - 8) 
où  
( ) 12i0)i(DNLmaxDNL nmax −≤≤=  (I - 9) 
III.2. Test par analyse statistique  
Le convertisseur analogique numérique échantillonne un signal analogique dont 
l’amplitude doit couvrir la pleine échelle de manière à exciter tous les codes. Les codes de 
sortie sont alors répartis selon un histogramme H(i) donnant le nombre d'apparition pour 
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chaque code. On peut alors exprimer la fréquence d'apparition d'un code i sur une acquisition 
de M échantillons par : 
M
)i(H
)i(f =  (I - 10) 
Si le nombre d'échantillons M de l'acquisition est suffisamment grand, f(i) tend vers la 
probabilité effective p(i) du code i. Pour que cette analyse ait un sens d'un point de vue 
statistique, il faut que l'acquisition se fasse en fréquences cohérentes.  
La figure I. 8 montre un histogramme issu d'un CAN de 5 bits. On peut constater que 
la largeur du quantum associé au code 3 est supérieure à celle du quantum théorique q. Par 
contre, celle du quantum associé au code 4 est inférieure. Le code 10, lui, est manquant. Cette 
approche qualitative ne pose pas de problème lorsque la résolution n du CAN est faible ou 
lorsque les erreurs sont grossières. Si l'on fait un agrandissement d'un histogramme obtenu à 
partir d'un CAN 16 bits réel, il sera difficile de savoir si la probabilité p(i) d'un code est 
inférieure ou supérieure à la probabilité théorique de l'histogramme idéal. 















Code 10 manquant 
Figure I. 8 : Histogramme d'un CAN 5 bits théorique avec code manquant. 
Dans le cadre du test des CANs, il est donc impératif de procéder à une étude 
quantitative des erreurs liées à la caractéristique de transfert par la mesure de la non-
linéarité différentielle NLD(i) et de la non-linéarité intégrale NLI(i) de chaque code. Deux 
approches concernant ces méthodes existent. L'une préconise la comparaison entre les 
probabilités théoriques et expérimentales des codes i (utilisation directe de l'histogramme) 
[Hewl82], [Peet83], [Rena90], l'autre utilise la fonction cumulée des codes pour évaluer les 
tensions de transition expérimentales de la caractéristique de transfert [Doer84], [Doef86]. La 
présentation de l'analyse statistique dans ce paragraphe concerne seulement l’utilisation de 
l’histogramme cumulé car c’est la méthode la plus utilisée.  
Cette méthode d'analyse utilise la fonction de répartition (ou fonction de probabilité 
cumulée) des codes i issus du CAN sous test. Une expression analytique des tensions de 
transition des codes i peut être donnée à l'aide de cette fonction. 
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La probabilité cumulée Pr(i) issue d'un histogramme expérimental permet donc la 
détermination de la caractéristique de transfert réelle du CAN par le calcul des niveaux de 
transition : 




t )j(p)iPr(avecLSBĈ)1iPr(.cos.Â)i(V  (I - 11) 

















 (I - 12) 
où imin et imax sont respectivement les codes testés ayant une valeur de p(i) maximale  aux 
extrémités gauche et droite de l’histogramme dans le cas d'un signal d'entrée sinusoïdal. 
De l'histogramme donné en figure I. 8, on tire l'histogramme cumulé ainsi que la 
caractéristique de transfert expérimentale qui en résulte (Figure I. 9). On peut, à l'aide de 
cette figure, faire les mêmes remarques que précédemment sur les codes 3 et 10. 
























palier du code 3 
large devant q 
palier du code 10 manquant 
Figure I. 9 : Histogramme cumulé d'un CAN 5 bits théorique (a) et caractéristique de transfert 
déterminée à l'aide de la relation (I – 12). 
La NLD(i) est calculée à partir de la relation suivante : 





tt =−−+=−−+=  (I - 13) 
dont la forme simplifié est : 
( ) ( ){ } 1)iPr(cos)1iPr(cos.Â)i(NLD −−−=  (I - 14) 
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On remarque déjà la difficulté à intégrer cette relation faisant apparaître des cosinus. 





















Figure I. 10 : Visualisation d'un code manquant et de la variation des quanta de la 
caractéristique de transfert à travers la courbe de non-linéarité différentielle d'un CAN 5 bits 
théorique.
La non-linéarité intégrale du code i, NLI(i), traduit l'écart entre les niveaux de 
transitions supérieures, théoriques et expérimentales, de ce code. Elle est donnée en LSB par la 




=  (I - 15) 
L'influence des erreurs de gain et d'offset ne doit pas intervenir dans le calcul de la NLI
représentative de la distorsion harmonique (norme JEDEC [Jede89]). La méthode la plus 
utilisée pour minimiser les phénomènes dus aux erreurs de gain et d'offset consiste à définir la 
meilleure droite passant à travers le vecteur NLI obtenu à l'aide de la relation (I - 15). Une 










t )di.c()1i(VJ  (I - 16) 
L'utilisation du critère des moindres carrés consiste à minimiser JVt(i) par rapport à c et 







t =+−+=  (I - 17) 
Cette définition correspond à celle donnée par la norme JEDEC sous l'appellation 
anglaise "Best-Straight-Line". 
Deux points négatifs apparaissent dans cette méthode : 
• Les termes d’erreurs sont statiques 
• Les algorithmes utilisés sont trop complexes pour envisager une implantation 
sur silicium 
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III.3. Test par analyse spectrale 
Il s'agit ici d'analyser le spectre obtenu en sortie du CAN en appliquant à l'entrée un 
signal parfaitement défini dans le domaine spectral. Pour ce faire, on utilise la transformation 
de Fourier discrète (TFD) sur une acquisition de codes en sortie. 
Soit D(k) avec k = 0, 1, 2, …, M-1 les valeurs des échantillons de l'acquisition, la TFD se 
définit par : 









k2jexp.kDmX  (I - 18) 
En prenant pour M une puissance de 2, les composantes X(m) de la TFD peuvent 
s'obtenir par un algorithme de transformation de Fourier rapide (TFR ou FFT) comme celui de 
Cooley-Tuckey. Ces M composantes définissent un spectre dont la résolution est : 
M
F
f hsp =∆  (I - 19) 
où Fh est la fréquence d'échantillonnage. 
L'étude du comportement du CAN se fait alors par l'analyse du spectre d'amplitude 
(module de X(m)) ou du spectre de puissance (module au carré de X(m)). Les spectres 
d'amplitude et de puissance sont pairs, on limite donc l'étude du spectre à l'intervalle [0, M/2]. 
Pour éviter l'utilisation de fenêtre de pondération, les acquisitions doivent être faites en 
fréquences cohérentes de manière à ce que la séquence {D(k)} soit périodique sans 
discontinuité. Dans le cas contraire (fréquences non cohérentes), l'utilisation d'une fenêtre de 
pondération (Blackmann-Harris, Hanning, Haming, Kaiser-Bessel, …) est obligatoire si on 
veut éviter le phénomène de traînage (leakage) qui rend l'exploitation du spectre impossible 
[Harr78]. 
Les paramètres relatifs au fonctionnement du CAN peuvent être donnés dans les deux 
cas de figure à condition d'être capable de séparer les différents bruits et harmoniques du 
signal. Tout ce qui est énoncé dans les paragraphes suivants concerne une acquisition en 
fréquences cohérentes qui ne nécessite pas l'utilisation d'une fenêtre. 
III.3.1. Rapport signal sur bruit 
Le processus de quantification génère une erreur de principe qui dans le cas d'un CAN 
correspond à la différence entre le signal d'entrée et le signal de sortie du CAN restitué à 
travers un CNA idéal et de résolution beaucoup plus grande. Dans le cas d'un CAN par 
arrondi, elle est comprise entre ± ½q autour d'une valeur moyenne nulle pour un signal 
d'entrée de forme triangulaire d'amplitude crête à crête égale à PE-q. La valeur efficace de ce 





Bq ==  (I - 20) 
Une étude montre que l'on peut conserver cette relation pour un signal d'entrée de 
forme sinusoïdale de même amplitude. 
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A partir de la relation (I - 20), il est possible de déterminer le rapport signal sur bruit 
théorique d'un CAN parfait de résolution n. Le signal d'entrée est une sinusoïde pleine échelle 





eff =  (I - 21) 
Le rapport de (I - 20) par (I - 21) exprimé en décibel (dB) est alors énoncé en terme de 











+≅=  (I - 22) 
Les paramètres que nous allons extraire de cette analyse sont illustrés sur la figure I. 
11. Celle-ci est représentative d'une acquisition effectuée sur un CAN 8 bits dont les défauts de 
fonctionnement ont provoqué l'apparition de raies harmoniques. On remarque ainsi l'intérêt de 
faire une acquisition en fréquences cohérentes qui place à des abscisses fixes sans 
débordement les harmoniques du signal et permet ainsi de les séparer des autres bruits. Bien 
entendu, ceci n'est pas le cas lorsque l'acquisition se fait en fréquences non cohérentes 
(phénomène de leakage). 

















Figure I. 11 : Spectre de puissance exprimé par rapport à l'amplitude max du signal de sortie 
du CAN. 
Sur cette figure le fondamental est à la fréquence Fe = 2MHz, et les raies harmoniques 
les plus visibles sont celles d'ordre 2 et 3. Le terme SFDR est une valeur qui donne la plage 
dynamique sans raie de bruit (raie harmonique comprise), correspondant à la différence entre 
l'amplitude de la raie fondamentale et la première raie (celle-ci s'exprime en dB et peut donc 
s'appliquer sur un spectre de puissance comme sur un spectre d'amplitude). On note que 
lorsque le spectre est référencé par rapport à sa valeur max (X(m)/max(X(m))), l'unité utilisée est 
le dBc.
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III.3.2. Taux de distorsion harmonique et plancher de bruit 
La puissance du signal apparaît dans les M/2 composantes du spectre espacées de 
fsp=Fh/M. Compte tenu de la cohérence des fréquences définie par (I - 7), la raie fondamentale 
est située à m. fsp. Les autres composantes traduisent les défauts du CAN puisque non 
présentes dans le signal d'entrée. Parmi ces composantes, les raies de distorsion harmonique 
traduisent la non-linéarité de la caractéristique de transfert. Elles se situent dans le spectre 
aux abscisses h.Fe = h.m. fsp avec h  2 entier. 















log10THD  (I - 23) 
où BM est le plancher de bruit, valeur quadratique moyenne du bruit, réparti dans l'ensemble 

















=  (I - 24) 
La raie continue (l = 0) n'est pas prise en compte dans cette caractérisation purement 
dynamique, ni la raie fondamentale (l = m) qu'on ne peut dissocier de la composante de bruit à 
cette fréquence. Il devrait en être de même pour les raies harmoniques qu'on ne peut dissocier, 
mais l'erreur sur BM
2 reste faible car ces raies harmoniques sont très peu nombreuses devant 
M/2.
Dans le cas où seul le bruit de quantification intervient, il se répartit sur tout le 
spectre à un niveau situé par rapport à la pleine échelle à : 
( ) 25.1Mlog10n02.6B
10dBM
+−−=  (I - 25) 
III.3.3. Nombre de bits effectifs 
Pour calculer le nombre de bits effectifs par la méthode spectrale, il faut extraire la 
raie fondamentale et la raie continue, puis considérer les autres comme représentatives de 
l'énergie du bruit. Toutefois, il est utile de spécifier deux types de rapport signal sur bruit, l'un 
sans distorsion harmonique que nous nommerons SNR, l'autre avec, appelé SINAD. Ils sont 













log10SNR  (I - 26) 
et 














log10SINAD  (I - 27) 
Lorsque le signal d'entrée est pleine échelle, le nombre de bits effectifs s'obtient à 




−=  (I - 28) 
L’implantation de la FFT sur silicium est chose courante. Par contre, son exploitation 
est très complexe lorsque l’on veut extraire des paramètres comme le SNR ou le nombre de bits 
effectifs. De plus, lorsque la résolution sera élevée, il sera difficile d’obtenir la cohérence des 
fréquences et il est impossible de figer une seule fenêtre de pondération. Cette méthode est 
donc à proscrire dans le cadre de nos travaux. 
III.4. Test par analyse temporelle 
L'analyse temporelle consiste à étudier les codes de sortie du CAN, D(k), en fonction 
des instants d'échantillonnage correspondants t(k). On détermine, à partir de ce signal 
échantillonné et à l'aide d'une méthode de régression, la fonction passant par les D(k) avec une 
erreur quadratique minimale. Le signal d'erreur, différence entre le signal de sortie et cette 
fonction d'interpolation, permet d’estimer la valeur efficace du bruit du composant. Une 
comparaison avec le bruit de quantification théorique, Bq, permet l'extraction du nombre de 
bits effectifs. 
Le signal d'entrée choisi est de forme sinusoïdale et impose un modèle de même forme. 








eer C))k(tF2sin(A)k(DJ  (I - 29) 
où  A, C, Fe, et ϕ sont les paramètres recherchés ; M est le nombre de points de l'acquisition. 
On cherche à minimiser Jer de manière à obtenir les meilleures estimations de 
l'amplitude, de l'offset, de la fréquence et de la phase Â, Ĉ , eF̂ , φ̂ .
Les travaux effectués sur l'analyse temporelle sont principalement basés sur les 
méthodes permettant de résoudre ce système [Kuff87], [McCo89]. Nous présentons deux des 
méthodes les plus couramment utilisées. L'une consiste à utiliser la méthode de 
Newton-Raphston pour la résolution d'un système d'équations non linéaires, que nous 
appellerons méthode 1, l'autre considère la fréquence Fe issue du générateur connue avec 
précision, et permet la linéarisation du système (I - 29), méthode 2. 
• Méthode 1 
La résolution approchée d'un système d'équations non linéaires par la méthode de 
Newton-Rapston utilise le principe des approximations successives : à chaque étape, le 
système d'équations est linéarisé autour d'un point. Il est alors résolu et la solution devient 
point de linéarisation de l'étape suivante. 
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• Méthode 2 
La fréquence du signal d'entrée Fe étant connue avec précision, la résolution du 
système (I- 30) donne un système d'équations linéaires. On utilise alors une régression linéaire 
de type moindres carrées pour déterminer Â, Ĉ , eF̂ , φ̂ .
Une fois que le modèle du signal est déterminé (méthode 1 ou 2), il convient de 
déterminer la fonction d'erreur expérimentale, er(k), afin de calculer sa valeur efficace. Ceci est 
fait à l'aide des relations suivantes : 










==  (I - 31) 







−=  (I - 32) 
Pour que le calcul du nombre de bits effectifs soit valable, il faut que le test soit 
effectué en pleine échelle et que la fréquence du signal d'entrée ne soit pas liée de façon 
harmonique à la fréquence d'horloge. Ceci est une précaution à prendre afin d'être sûr de 
parcourir tous les codes possibles du CAN. C'est pourquoi, il est conseillé de faire le test en 
fréquences cohérentes. Il faut aussi noter que l'exploitation du signal pour obtenir le bruit Brms
annihile intrinsèquement les erreurs de gain et d'offset. La figure I. 12 concerne la fonction 
d'erreur obtenue à l'aide de la sinusoïde interpolant les données issues du CAN, par la 
méthode des moindres carrés. 
















Signal à la sortie du CAN
Signal estimé
Figure I. 12 : Signal à la sortie d’un CAN théorique de 3bits et le signal correspondant à la 
meilleure estimation de l’algorithme des moindres carré. 
Les mêmes remarques que celles données pour les deux précédentes méthodes peuvent 
être faites. Cette solution ne sera donc pas utilisée. 
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III.5. Conclusion 
Ce paragraphe a exposé les principales méthodes dites classiques permettant la 
caractérisation d'un CAN. On peut remarquer qu’elles sont données pour des conditions de test 
idéales (amplitude crête à crête du signal d'entrée égale à PE, signaux parfaits sans bruit et 
sans distorsion). 
Les trois méthodes classiques sont convenables pour une caractérisation ayant une 
instrumentation convenable (sources précises, filtres sélectifs) et des spécifications idéales 
(fréquences cohérentes, nombre d’échantillons suffisant). Cependant, elles ne sont pas bien 
adaptées au test in-situ. En effet, elles nécessitent une surface de silicium conséquente ainsi 
qu’une mise en œuvre trop compliquée.  
Dans le cadre de nos travaux, il est demandé de concevoir un système simple qui 
permet une évaluation des paramètres d’erreurs plutôt qu’une caractérisation poussée. Ce type 
de test est de type Go/NoGo pour savoir si le composant satisfait les spécifications fournies par 
le constructeur.  
C’est pourquoi nous sommes intéressés aux méthodes proposées dans la littérature 
pour le BIST des CANs afin de l’adapter à notre problématique. Dans le paragraphe suivant 
nous présentons une synthèse des principales techniques employées pour le test in-situ. 
IV. La conception en vue du test 
IV.1. Généralités  
Le terme « conception en vue de test » (CVT) recouvre toutes les techniques utilisées 
pour rendre le test intégré des circuits économiquement viable. Ces techniques sont 
aujourd’hui communément acceptées par les concepteurs comme un moyen de réduire le coût 
de test des systèmes complexes. 
L’idée de base consiste alors à inclure dans le circuit, au moment de la conception, des 
dispositifs spécifiques permettant d’accéder plus facilement aux paramètres caractérisant le 
circuit. Dans ce paragraphe, nous exposons les différentes techniques de CVT qui ont été 
utilisées jusqu'à aujourd’hui pour les CANs. 
Deux stratégies de CVT sont disponibles. La première consiste à appliquer des stimuli 
de test générés extérieurement sur des nœuds internes et d’observer les résultats présents sur 
d’autres nœuds internes du circuit. La deuxième approche réside au déplacement de certaines 
fonctions du testeur sur la puce, et notamment la production des vecteurs de test et l’analyse 
des résultats. Les techniques développées avec cette approche ont l’appellation de test intégré 
ou « Built In Self Test » (BIST). 
• Détections de fautes  
La détection de fautes était une première approche de la CVT. En se basant sur des 
techniques numériques, la détection de fautes permet de localiser le défaut sur un nœud 
interne en ajoutant des structures pour le test. Des techniques basées sur l’application du 
principe « diviser pour régner » ont été proposées afin d’améliorer la testabilité des CANs. Il 
s’agit de partitionner le circuit en diverses unités fonctionnelles (logiques ou analogiques) et de 
Chapitre I : La conversion analogique numérique 
23
fournir un accès à ces blocs. C’est cette approche qui constitue la base des propositions 
effectuées dans [Pril88], [Fasa88]. Les principes généraux de conception pour partitionner un 
circuit mixte et rendre testables les différents blocs sont établis par Wagner et Williams 
[Wagn88]. 
Des travaux récents s’intéressent au développement de techniques équivalents aux 
techniques de « Scan Path » et « boundary Scan » pour les circuits mixtes. Ainsi, nous 
présentons dans cette section le nouveau standard pour le boundary scan de circuits mixtes 
(IEEE1149.4). Un groupe de travail IEEE travaille depuis quelques années sur le 
développement de la norme 1149.4 dédiée aux circuits mixtes [Wilk93]. Cette structure 
standard devrait faciliter le test de circuits intégrés à tous les niveaux : puce, carte, et système 
[Wilk92], [Jawa92], [Huls92], [Andr92], [Soma94]. 
• Techniques « BIST » 
Une deuxième solution consiste à transférer toutes ou certaines des fonctions du 
testeur sur la puce. Les structures de test intégré ou « Built In Self Test » (BIST) comprennent 
ainsi un ou plusieurs des blocs suivants : 
• Générateur de signaux de test ; 
• Capteur de résultats ; 
• Analyseur de résultats. 
La première technique « BIST » pour les circuits mixtes a été proposéee par Ohletz en 
1991 [Ohle91]. Cette technique appelée « Hybrid Built In Self Test » est dédiée aux CANs 
possédant un large cœur numérique et des sous-circuits analogiques périphériques. 
L’implantation de la technique nécessite l’utilisation d’une méthode de BIST classique pour la 
partie numérique, l’évaluation des réponses de test de la partie analogique étant réalisée dans 
le noyau numérique. La simulation des entrées analogique est réalisée par un générateur 
intégré spécial utilisant des registres à décalage. 
Plus récemment, une autre approche a été proposée par Slamani et Kaminski pour 
développer une technique de test intégré des circuits analogique [Slam93]. La technique utilise 
une approche de tests paramétriques, le principe général consistant à vérifier que les 
paramètres testés appartiennent à leur domaine d’acceptation. Cette technique, appelée 
« Translation-BIST » (T-BIST) est basée sur la conversion de chaque paramètre mesuré en une 
tension continue. La valeur de cette tension, proportionnelle au paramètre testé peut être 
facilement manipulée et testée. Le test de la tension continue s’effectue par comparaison avec 
deux tensions de références qui représentent les marges acceptables pour chaque paramètre. 
• Conclusion 
Dans ce paragraphe les concepts de base rencontrés dans le domaine d’auto-test pour 
les CANs sont décrites, en passant en revue les avancées réalisées dans les différentes voies de 
recherche actuelles. 
Globalement nous avons vu que deux approches sont utilisées : soit une approche de 
test orientée détection de fautes (amélioration de la contrôlabilité et l’observabilité), soit une 
approche orientée vérification des spécifications (BIST). 
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Dans le cadre de nos travaux, seul le test intégré des convertisseurs analogiques 
numériques nous intéresse. De plus, vue les multitudes d’architecture des CANs que l’on peut 
trouver sur le marché, il faut adopter une technique d’analyse générale et générique pour tout 
les types de CANs (SAR, flash, pipeline, ,…). On veut que ce soit de type paramétrique : on 
détermine des paramètres liés à la qualité de la sortie du CAN pour juger du bon 
fonctionnement de ce dernier. Nous présentons maintenant la méthode choisie pour l’auto-test 
des CANs (BIST). Le synoptique de cette nouvelle structure de test servira de fil conducteur à 
nos travaux, que ce soit pour la génération du signal de test ou l’extraction des paramètres 
significatifs des performances du CAN. 
IV.2. La structure proposée du BIST pour l’évaluation des CANs 
Dans le cadre de nos travaux, nous sommes amenés à concevoir un système de test in-
situ. Ce système doit réduire la complexité du testeur classique, présenter une occupation de 
silicium raisonnable, et être applicable pour toutes les architectures des CANs. L'objectif de ce 
paragraphe est d’introduire l’ensemble de circuits nécessaires pour la réalisation de la 
structure proposée pour le BIST.  
Nous devons disposer de sources de signaux analogiques précises et d’une unité 
d’analyse de données basée sur le traitement numérique du signal. En effet, pour tester le 
CAN dans les conditions réelles de son fonctionnement, nous avons choisi de lui appliquer une 
entrée dynamiquement variable (sinus) et d’analyser les données obtenues à la sortie du CAN. 
Ce test doit être stable, immunisé au bruit, et ne doit faire appel à aucun réglage externe tout 
en présentant une implantation sur silicium optimale. Seule l’horloge sera fournie. 
Nous avons choisi d’estimer des paramètres spectraux telles que le rapport signal sur 
bruit, SINAD et SNR, et le taux de distorsion harmonique, THD. Toutes ces mesures doivent être 
exécutées directement sur le CAN avec des structures implantées in-situ. Le défi est, d’une 
part, de générer un signal sinusoïdal suffisamment précis in-situ, et d’autre part, de trouver 
des algorithmes de traitement de signal qui permettent d’estimer la qualité des signaux issues 
du CAN, tout en gardant une complexité raisonnable. 
Les mises en œuvre que nous suggérons sont basées sur des générateurs de signaux 
analogiques implantés sur silicium et qui sont entièrement numérique à l'exception d'un filtre 
analogique qui sera externe. Ces oscillateurs possèdent les qualités des circuits numériques tel 
que la possibilité de programmation, la faible occupation de silicium, une bonne stabilité, et 
des méthodes de test mûres. Le signal de sortie du CAN est analysé dans une unité 
d’extraction qui sépare, par filtrage numérique, le signal du reste du bruit. Une unité de calcul 
permet de calculer les puissances. La figure I. 13 montre le synoptique du schéma du BIST 
proposé.  
L'unité de contrôle initialise les autres modules pour commencer le test. Le générateur, 
réalisé par l’utilisation d’une modulation sigma delta numérique, est programmé pour 
produire un signal sinusoïdal analogique aux  fréquences et amplitudes appropriées, 
fournissant alors un stimuli de test précis à l’entrée du CAN. Les données issues du CAN 
passent par une unité d'extraction qui sépare le signal du bruit. Après avoir calculé les valeurs 
des puissances, deux choix sont possibles. Le premier consiste à comparer les puissances 
calculées aux valeurs limites supérieures et inférieures mis dans un registre mémoire. La 
décision Go/NoGo est décernée selon que la puissance du signal est dans ces limites ou non. Le 
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deuxième choix consiste à calculer des paramètres spectraux tels que le SINAD, SNR, et THD
pour les comparer eux aussi aux valeurs fournis par le constructeur. La figure suivante donne 































































Figure I. 13 : Le shema Bloc du BIST. 
• La génération du signal in situ 
Dans le deuxième chapitre, nous présentons la génération du signal analogique in-situ. 
Les caractéristiques du signal sinusoïdal à la sortie d’un oscillateur analogique présentent 
beaucoup de variations à cause de l’instabilité de l’oscillateur. De plus, un calibrage utilisant 
une instrumentation externe est nécessaire. C’est pourquoi nous nous sommes intéressé aux 
oscillateurs numériques. Une méthode de génération d’un signal analogique avec une 
structure numérique originale est présentée. Elle est basée sur l’utilisation d’un modulateur 
sigma delta dans la boucle d’un résonateur numérique. Elle fait usage de circuits numériques, 
ce qui va nous permettre de surmonter les problèmes liés à la conception analogique (calibrage 
externe). Nous avons opté pour cette solution, vu les avantages qu’elle présente : une 
programmabilité relativement facile, une faible occupation de silicium et une bonne qualité de 
signal.
• Analyse des résultats 
Dans le troisième chapitre, nous étudions l’intégration des modules d’analyses des 
paramètres. L’étude des différentes méthodes d’analyse spectrale nous a mené aux résultats 
suivants : le coût d'implantation de la FFT est très important, la corrélation exige les fonctions 
cosinus et sinus dans des ROM pour le calcul de la puissance d’une seule raie. Nous nous 
sommes intéressés aux unités d’extraction basées sur le filtrage numérique. Cette unité est 
basée sur un banc de filtres passe–bande accordés sur les fréquences qui nous intéressent (le 
fondamental et les harmoniques). Ce banc est réalisé par la cascade de cellules biquadratiques 
(filtre numérique à 2 pôles et 2 zéros) [Pece89]. Le principe consiste à avoir un système qui 
permet de séparer les composantes spectrales d’un signal. Le système est constitué d’un réseau 
de filtre du second ordre [Padm91]. Chaque cellule permet d’extraire une raie sinusoïdale. Une 
unité de calcul permet d’estimer les puissances de chaque raie spectrale sans avoir à utiliser 
une FFT. Cette solution permet d’économiser l’utilisation du silicium. 
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V. Conclusion  
Dans ce chapitre, nous avons présenté une synthèse des différentes méthodes 
classiques permettant la caractérisation des CANs (analyse spectrale, statistique et 
temporelle). Nous sommes arrivés à la conclusion suivante : ces méthodes ne sont pas 
adéquates pour une implantation in-situ. 
Ensuite, nous avons présenté une synthèse des concepts de base proposés dans la 
littérature pour l’auto-test. Ces méthodes réalisent une analyse structurelle du CAN (détection 
de fautes). Notre but est de concevoir un système qui réalise une analyse comportementale en 
déterminant les paramètres d’erreurs. C’est pourquoi nous avons proposé une nouvelle 
structure de BIST en intégrant des modules de test sur la puce du convertisseur (génération de 
signaux et analyse de paramètres). 
L’étude de la nouvelle structure du BIST est séparée en deux parties. La première, qui 
fera l’objet du deuxième chapitre, traite de la génération d’un signal intégré en utilisant la 
modulation sigma delta pour la conception des oscillateurs. La seconde, détaillée dans le 
troisième chapitre, étudie l’extraction des paramètres à la sortie du CAN en se basant sur une 
nouvelle approche d’implantation de fonctions de filtrage numérique.  
L’utilisation de ces deux nouvelles approches s’avère très avantageuse puisqu’elles 
présentent une faible densité de logique lors de l’implantation. L’oscillateur est capable de 
générer un signal assez précis pour le test des CAN de résolution allant de 10 bits jusqu’à 16 
bits. L’unité d’analyse permet le calcul des puissances des raies spectrales correspondant aux 
harmoniques ainsi que la puissance du bruit. Ce qui permet d’estimer des paramètres 
spectraux tels que SINAD, SNR, THD…
Le dernier chapitre validera ce travail à travers une implantation sur composant 
programmable de ces structures et une évaluation d’un composant de résolution égale à 10 
bits. 
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Chapitre II : La génération du signal 
in-situ
I. Introduction 
Dans le premier chapitre nous avons proposé un schéma du BIST pour le test des 
CANs in-situ. Il est constitué de deux parties essentielles : la génération du signal in situ et 
l’extraction des paramètres. Dans cette configuration l’oscillateur est d’une grande importance 
puisqu’il doit fournir un signal analogique suffisamment précis pour le test des CANs (qualité 
spectrale supérieure à la résolution du CAN sous test). Cet oscillateur doit être programmable 
(fréquence d’oscillation connue) et répétitif (spécifications du signal généré identique d’un 
circuit à un autre). 
Bien que les oscillateurs analogiques soient capables de générer des signaux 
sinusoïdaux stables et de qualité spectrale importante, ils nécessitent des éléments 
difficilement intégrables (inductance, quartz). De plus la fréquence d’oscillation est difficile à  
ajuster (incertitude sur la valeur des composants constituant l’oscillateur), ce qui rend les 
oscillateurs analogiques difficilement utilisables pour le BIST.  
De plus, la conception des oscillateurs analogiques est vulnérable aux variations dans 
les processus technologiques ainsi qu’aux fluctuations de la température. Bien que ces facteurs 
puissent être minimisés par des solutions intelligentes lors de la conception, leurs présences 
causent des imperfections nuisibles dans le cas de la caractérisation des CANs de haute 
résolution. Par contre, les performances des circuits numériques sont beaucoup moins affectées 
par ces facteurs et plus immunisées à leurs variations. 
C’est pourquoi nous nous sommes intéressés à la génération numérique du signal de 
test. Une première méthode consiste à utiliser les synthétiseurs numériques de fréquences 
(DFS). Le problème est qu’une conversion du signal numérique en analogique est nécessaire et 
s’avère chère en coût d’implantation. La résolution de la fréquence dans cette configuration 
dépend du nombre d’échantillons entreposés dans la ROM, de sorte que la qualité du signal de 
sortie va être limitée soit par la longueur du mot mémoire de chaque échantillon ou soit par les 
caractéristiques du CNA. C’est pourquoi l’utilisation des DFS n’est pas concevable pour notre 
application. 
Dans une première partie de ce chapitre, nous présentons une nouvelle variante 
d’oscillateur numérique pour générer un signal analogique sans avoir recours à des circuits de 
conversion, il s’agit des oscillateurs Sigma Delta. Elle consiste à mettre un modulateur sigma 
delta dans la boucle de réaction d’un résonateur numérique. La sortie est un bitstream et seul 
un filtre analogique est nécessaire pour avoir un signal analogique sinusoïdal, ce qui permet 
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d’éviter l’utilisation des CNAs. Cette méthode nous est apparue comme étant la plus adaptée 
pour la génération in-situ. 
Les travaux sur lesquels cette étude est basée, présentent des oscillateurs sigma delta 
dont l’ordre des modulateurs utilisé est relativement faible (deuxième ordre). Avec ces ordres, 
on risque de ne pas générer des signaux suffisamment précis pour les CANs de résolution 
supérieure à 12 bits. C’est pourquoi, l’utilisation de modulateur Σ∆ d’ordre élevé est nécessaire 
en gardant un quantificateur 1 bit.  
Dans la seconde partie de ce chapitre, nous présentons une méthode originale pour la 
conception des modulateurs sigma delta d’ordre élevé tout en assurant sa stabilité. En effet, 
plus l’ordre est grand plus la qualité du signal généré est meilleure (SNR plus grand), mais la 
stabilité n’est pas toujours assurée. Ensuite, nous exposerons une structure originale pour la 
réalisation de l’oscillateur. Il s’agit une architecture type LDI (Lossless Digital Integrator) qui 
permet d’avoir une implantation optimisée, puisque seul des registres à décalages sont 
utilisées au lieu de multiplieurs.  
II. Les oscillateurs Sigma Delta 
Les deux blocs de base constituants l’oscillateur sigma delta sont le résonateur 
numérique et le modulateur sigma delta. Pour effectuer une analyse de ces oscillateurs, il est 
nécessaire de rappeler le fonctionnement d’un résonateur numérique pure ainsi que les 
oscillateurs sigma delta disponibles dans la littérature. 
II.1. Le résonateur numérique 
Pour les résonateurs numériques le contrôle de la fréquence est réalisé avec l'opération 
de multiplication, figure II. 1. Un résonateur numérique résulte de la mise en cascade de deux 







Figure II. 1: Résonateur numérique. 
L'analyse du circuit, montré dans la figure II. 1, permet de trouver l'équation 
caractéristique du système, (II - 1), ainsi que son schéma simplifié, figure II. 2. 























Figure II. 2: Schéma simplifier du résonateur.
( ) 01zk2z 102 =+−− −−  (II - 1)
Pour 0 < k0 < 4, le discriminant de l’équation caractéristique est négatif et les deux 
pôles complexe p1,2 se trouvent sur le cercle unité du plan z.





=  (II - 2) 
Or l’expression polaire d’un nombre complexe s’écrit : 
( ) 0j002,1 er)sin(j)cos(rp ΩΩΩ ±×=±×=  (II - 3) 









2,1  (II - 4) 
La fréquence d'oscillation (fo) peut être mis en rapport avec k0 et la fréquence d'horloge 










πΩ  (II - 5) 
où Ω0 est la pulsation normalisée exprimée en radians. 
Cependant, un multiplieur numérique de n-bits par n-bit est lent comparé aux 
additionneurs et occupe une grande surface sur le silicium. Une multiplication est illustrée 
dans la figure II. 3 avec un coefficient c et un signal variable X. Si le scalaire peut être une 
puissance de deux ou une somme de quelques puissances de deux, alors l'usage de multiplieurs 
peut être évité. Cependant, dans le cadre de nos travaux, cette restriction est insupportable à 
cause de l'emplacement des pôles et des zéros du circuit qui peuvent être très sensible à une 
telle quantification. Nous allons donc montrer comment grâce à la modulation sigma delta Σ∆,







Figure II. 3 : La multiplication n bits par n bits.
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II.2. Les atténuateurs Sigma Delta 
La propriété du codage en un bit des modulateurs Σ∆ peut être utilisée pour simplifier 
le multiplieur et réduire la multiplication n bits par n bits [John93]. Cette opération peut être 

















Figure II. 4 : La simplification du multiplieur n×n bits par un multiplexeur 2:1.
Une condition nécessaire pour que cette configuration réalise le fonctionnement d'un 
multiplieur, est que le modulateur Σ∆ doit avoir une fonction de transfert associée au signal 
(STF – Signal Transfert Function) égale à l'unité. En d'autres termes, le gain doit être égale à 
l'unité et ne présente aucun changement de phase au moins dans la bande du signal. Puis que 
ce n'est pas une propriété de la plupart des modulateurs Σ∆, il faut chercher des topologies qui 
garantiront ces exigences sans imposer des contraintes dans le choix de la largeur de bande et 
du rapport signal sur bruit (SNR) [Veill97]. 
En outre, le signal variable (X) est disponible maintenant sous une forme 1 bit (Y) à la 
sortie du modulateur Σ∆. Le signal original sera entouré par un bruit de quantification en 
dehors de la bande utile et qui peut être éliminé en le filtrant plus tard. La représentation sur 
1 bit d'un signal facilite la conversion dans le domaine analogique, puisque seul un filtrage 
analogique est nécessaire. Cependant un soin doit être pris quand on place un atténuateur Σ∆
dans une boucle de réaction, puisque le bruit de quantification est introduit dans le système. 
Par conséquent, pour assurer un bon fonctionnement de l’atténuateur, le coefficient c dans la 
figure II. 4 devrait être gardé assez petit pour maintenir un faible niveau de bruit injecté dans 
la boucle. 
II.3. L’oscillateur Sigma Delta passe-bas 
Le circuit qui fait usage d'un modulateur Σ∆ dans la boucle de réaction d'un résonateur 














Figure II. 5 : L’oscillateur Sigma delta passe bas.
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Le système montré dans la figure II. 5 utilise deux intégrateurs numériques, un 
modulateur Σ∆ passe bas et un multiplexeur. La sortie du modulateur Σ∆ est nommée Y(z). Le 
modulateur Σ∆ code son entrée en un flux binaire et le multiplexeur effectue la multiplication 
1-bit par n-bit. Pour que cette opération remplace la multiplication numérique, le modulateur 
Σ∆ doit avoir une fonction du transfert du signal (STF) égale à l'unité. Le circuit peut supporter 
aussi un modulateur Σ∆ ayant une STF égale à z-1 (tel que le modulateur de deuxième ordre 
classique [Cand85] montré dans la figure II. 6) mais le résonateur doit être modifié en 











Figure II. 6 : Le modulateur Sigma delta de second ordre.
Une analyse fréquentielle révèle que la sortie 1-bit du circuit contient un signal 
sinusoïdal de basse fréquence de très bonne qualité et un bruit en haute fréquence. Le signal 
sinusoïdal analogique peut être isolé par un filtrage passe bas. L'amplitude et la phase du 
signal dépendront des conditions initiales des registres à décalage R1 et R2 de la figure II. 5, que 
l’on note respectivement ϕ1 et ϕ2. On trouve l'équation suivante pour le signal de sortie du 
modulateur Σ∆ : 










+−= ϕϕ  (II - 6) 
En utilisant la transformé en z inverse on retrouve : 




















=  (II - 7) 
qu’on peut mettre sous la forme suivante : 
( ) )mTsin(AmTy h0h ϕΩ +×=  (II - 8)
où Th est la période de l'horloge, m est un indice fonction du temps, Ω0 est donnée par (II - 5), A










A (II - 9)
( )








Ωϕϕ  (II - 10)
Le premier terme de l’expression (II - 7) est l’oscillation due à la condition initiale du 
registre 1 alors que le deuxième terme décrit le signal sinusoïdal engendré par la valeur 
initiale de registre 2. L'amplitude et la phase du signal sinusoïdal peuvent être sélectionnées 
séparément puisque les termes ϕ1 et ϕ2 sont linéairement indépendants. 
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II.4. L’oscillateur Sigma Delta passe-bande 
L'oscillateur Σ∆ de base a été modifié pour la modulation passe bande [Schr89]. Le 
circuit, montré dans la figure II. 7, peut coder la bande du signal utile en passe bande. Le 
circuit est composé d'un résonateur du deuxième ordre et d'une boucle de réaction composée 
d'un modulateur Σ∆ passe bande en série avec un multiplexeur 2:1. La sortie du modulateur 
Σ∆ est dénotée Y(z). Le Coefficient Kc est un accordeur grossier (coarse tuner), il fixe la 
fréquence centrale de l'oscillation. Le réglage fin de l'oscillation autour de la fréquence centrale 
est réalisée avec coefficient kf (fine tuner). Pour une consommation de surface optimale du 
silicium, Kc devrait être une puissance de deux ou une somme d'un petit nombre de puissance 
de deux pour éviter l'utilisation d'un multiplieur à part entière. En particulier, l'usage de Kc=0
implique une localisation de la bande du signal au quart de la fréquence de l'horloge et une 















Figure II. 7 : L’oscillateur Sigma delta passe bande.
Le signal 1-bit à la sortie du modulateur Σ∆ contient le signal oscillant plus un bruit du 
quantification hors de la bande. Le signal sinusoïdal est extrait par un filtrage analogique 
passe bande du bitstream en sortie du modulateur Σ∆. Il faut encore noter que le modulateur 
Σ∆ doit avoir une fonction de transfert du signal égale à l'unité (STF=1). L'équation 
caractéristique de l'oscillateur Σ∆ passe bande est : 
( ) 01zKkz 1cf2 =+−− −−  (II - 11) 











πΩ  (II - 12) 
L'amplitude et la phase du signal dépendront des conditions initiales de R1 et R2,
dénotées ϕ1 et ϕ2, respectivement. Une analyse simple nous permet d’écrire : 









−= ϕϕ  (II - 13) 
Et l’expression équivalente dans le domaine temporel peut s’écrire : 













ϕ ++=  (II - 14) 
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Comme précédemment, l'amplitude et la phase du signal peuvent être sélectionné 
indépendamment. La valeur exacte de phase n'est pas un problème, nous pouvons mettre ϕ2=0
et sélectionner l'amplitude désirée à travers ϕ1.
Le modulateur Σ∆ qui a été utilisé dans cette configuration, est montré dans la figure 
II. 8 [Lu94]. Il présente une STF unitaire, une mise en forme de bruit du quatrième ordre, et 
n'exige pas de multiplieur puisque ses coefficients sont de puissance de deux. La bande du 
signal est centrée en π/2 (Fh/4) et le rapport de suréchantillonnage (OSR) est 25. Ici l'OSR fait 
référence au rapport de la largeur de la bande du signal par rapport à la fréquence de Nyquist. 
La fonction de transfert de ce modulateur est : 


















Figure II. 8 : Le modulateur Sigma delta passe bande de quatrième ordre.
II.5. Conclusion  
Après avoir présenté le principe de fonctionnement de la méthode de génération du 
signal analogique par l’emploi de la modulation sigma delta numérique, nous sommes arrivés 
aux conclusions suivantes : 
• Les oscillateurs Σ∆ sont très intéressants pour notre application. En effet, grâce à la 
propriété de la mise en forme du bruit des modulateurs Σ∆, la qualité du signal de 
sortie est améliorée (ceci dépend bien sur de l’ordre du modulateur). De plus le signal 
de sortie est sur 1 bit ce qui facilite son utilisation dans le domaine analogique ; un 
filtre passif sera nécessaire pour supprimer le bruit hors bande. Ce qui transforme le 
bitstream en un signal sinusoïdal analogique.  
• Jusqu'à présent, l’ordre des modulateurs Σ∆ numérique utilisés est de deux pour le 
passe bas, et de quatre pour le passe bande. Avec ces ordres, on risque de ne pas 
générer des signaux suffisamment précis pour les CANs de résolution supérieure à 
12 bits. C’est pourquoi, nous nous sommes intéressés à l’étude des modulateurs Σ∆
d’ordre élevé, mais en gardant un quantificateur 1 bit. 
Dans les paragraphes suivants, nous allons détailler le principe de fonctionnement des 
modulateurs Σ∆ d’ordre élevé. Ensuite, nous proposons une nouvelle méthodologie originale 
pour la conception de modulateurs d’ordre élevé avec un quantificateur 1 bit. Puis, nous 
utilisons des architectures de types LDI pour la réalisation de ces modulateurs afin d’optimiser 
la complexité du circuit. 
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III. La modulation Sigma Delta d’ordre élevé 
III.1. Généralité 
Actuellement, on utilise cette modulation dans les applications de conversion 
analogique numérique, mais le spectre des applications a été élargi pour optimiser les 
structures des multiplieurs des filtres FIR, analogiques [Su93] ou numériques [Wong93] et, 
ensuite, les filtres IIR [John93]. 
Dans ce paragraphe nous présentons une étude de la modulation sigma delta de type 
passe bas et passe bande. La finalité est de déterminer l’ordre du modulateur à utiliser pour 
l’oscillateur afin de garantir un signal de test assez précis pour le test des CANs de résolution 
élevée (12-16 bits) . Pour cela nous donnerons l’expression du SNR en fonction des différents 
paramètres. 
III.2. Modulation Sigma Delta Σ∆ passe bas 
III.2.1. Principe 
La modulation Σ∆ a pour but de repousser le bruit de quantification en dehors de la 
bande utile par une mise en forme à l’aide d’une fonction sinus, donc de type passe-haut. Après 









Figure II. 9 : Spectre du signal après mise en forme du bruit.
Un modulateur sigma delta de premier ordre est montré dans la figure II. 10. Comme 
on travaille sur des signaux échantillonnés, on peut modéliser le modulateur en utilisant la 
« transformée en z », le quantificateur est alors remplacé par son modèle linéaire : un 





Figure II. 10 : modulateur Σ∆ d'ordre 1.
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On peut alors exprimer la sortie du modulateur en fonction de l'entrée et du bruit de 
quantification :
Y(z) = X(z).z-1 + E(z).(1 - z-1) (II - 16)
Il apparaît clairement que le bruit de quantification est mis en forme par une fonction 













Figure II. 11 : modèle en Z du Σ∆ d'ordre 1.
Le modèle d'ordre 1 peut se généraliser à l'ordre k en mettant en série k intégrateurs 
suivis d’un seul quantificateur. La structure générale du modulateur sigma delta d’ordre k est 











Intégrateur 1 Intégrateur 2 Intégrateur k
X(m)
Y(m)
Figure II. 12 : Modulateur Sigma Delta d’ordre k.
Les k-1 premiers intégrateurs sont non retardés, tandisque le dernier intégrateur est 


















Figure II. 13 : modèle à temps discret d’un modulateur Σ∆ d’ordre k.
La fonction de transfert s’ecrit : 
Y(z) = X(z).z-1 + E(z).(1 - z-1)k (II - 17) 
Où Y(z), X(z) et E(z) sont respectivement la transformé en z de la sortie, de l’entrée et de 
l’erreur de quantification du modulateur Σ∆ d’ordre k.
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III.2.2. Rapport signal sur bruit 
La représentation fréquentielle de l’expression (1-z-1)k est (2sin(π(f/Fh))k où Fh est la 








sin2fN = π  (II - 18) 
où q est le pas de quantification dans la boucle de rétroaction, Fh est la fréquence 
d’échantillonnage et k l’ordre du modulateur. La figure II. 14 représente l’allure de la densité 
spectrale normalisée ( ) q/F12fN h  en fonction de l’ordre k.







































sans mise en forme 
Figure II. 14 : la densité spectrale de bruit du modulateur Σ∆ pour les ordres k=1, 2, 3,4.
Le rapport signal sur bruit est calculé en prenant la racine carré du rapport entre la 
puissance du signal et la puissance du bruit. Pour un signal d’amplitude A à l’entrée le rapport 











=  (II - 19) 
avec OSR=Fh/2B ; 
Dans le cadre de nos travaux, nous nous intéressons aux modulateurs sigma delta avec 
un quantificateur 1 bit. L’amplitude maximale du sinus Amax que ce type de modulateur peut 









++=  (II - 20) 
Il est en fonction de deux variables : l’ordre du modulateur sigma-delta (k) et le rapport 
du sur échantillonnage OSR. Cette relation permet d’établir un compromis entre la complexité 
du modulateur (proportionnelle à k) et la rapidité de ses constituants (proportionnelle à l’OSR),
pour une précision et une bande utile donnée.  



































Figure II. 15  : SNR maximum en fonction de l’OSR.
La figure II. 15 représente l’évolution du SNR maximum en fonction de l’OSR et l’ordre 
k. Pour avoir un modulateur dont le SNR est supérieur à 120 dB on peut utiliser un quatrième 
ordre avec un facteur de suréchantillonnage de OSR=64. Nous allons par la suite utiliser ce 
modulateur pour la réalisation de notre oscillateur passe bas. 
III.3. Modulation Σ∆ passe bande 
La manière la plus simple d’introduire la modulation Σ∆ passe bande est de s’appuyer 
sur la théorie développée précédemment avec le passe bas. Après avoir mis en équation le 
phénomène de mise en forme de bruit passe bande, les performances du modulateur sont 
montrés. 
III.3.1. Du passe bas au passe bande 
La différence entre un modulateur Σ∆ passe bas et passe bande concerne 
essentiellement la fonction de mise en forme du bruit NTF(z). La puissance du bruit de 
quantification doit s’annuler non plus à la fréquence nulle, mais à une fréquence fc
correspondant le plus souvent à une fréquence très proche de celle de l’oscillateur f0.
Le passage du passe bas au passe bande est géré au niveau de la fonction H(z) du 










Figure II. 16 : Modulateurs passe bas (a), et passe bande (b) 
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A partir de la fonction de mise en forme de bruit passe bas NTFLP(z), l’équivalent passe 













 (II - 21) 






















 (II - 22) 
où fc est la fréquence centrale du signal d’entrée et Fh est la fréquence de sur échantillonnage 
du modulateur Σ∆.
De l’équation (II - 22), il vient la fonction de mise en forme du bruit d’un modulateur Σ∆













 (II - 23) 







































Figure II. 17 : La densité spectrale de bruit du modulateur Σ∆ passe bande pour les ordre k=1, 
2, 3, 4 avec β=0 ce qui correspond à Fh=4fc
La fonction de mise en forme de bruit étant un polynôme d’ordre 2, l’ordre du 
modulateur Σ∆ passe bande sera égal à 2k. Dans le cas où le rapport entre la fréquence de sur 
échantillonnage Fh et la fréquence centrale du signal d’entrée fc est égal à 4, les équations (II - 
22) et (II - 23) donnent : 
( ) chk2BP f4Favecz1)z(NTF =+= −  (II - 24) 
Dans la mesure du possible, ce dernier cas sera privilégié afin de simplifier non 
seulement la conception du modulateur, mais aussi l’oscillateur numérique. En effet, on 
supprime ainsi une multiplication de n bits par n bits. 
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III.3.2. Rapport Signal sur Bruit 
Comme tout oscillateur, les performances de l’oscillateur Σ∆ se définissent en termes 
de bruit et de linéarité. L’importance du bruit est évaluée via le rapport signal sur bruit (SNR).
Le bruit dominant considéré pour le calcul des performances est celui apporté par la 
quantification du signal. 
D’une manière générale, plus le degré 2k de la fonction est élevé, plus il y aura de bruit 
rejeté en dehors de la bande utile. Néanmoins, augmenter l’ordre de la fonction de mise en 
forme de bruit implique un coût matériel plus élevé et des problèmes de stabilité. Il est donc 
nécessaire de pouvoir évaluer les performances du modulateur Σ∆ en fonction de paramètres 
tels que la fréquence de suréchantillonnage Fh, le nombre de bits l du quantificateur, l’ordre de 
la mise en forme de bruit NTF(z).
En prenant pour un signal d’entrée une sinusoïde d’amplitude A et en faisant 
apparaître le nombre de bits l du quantificateur, il vient : 














=  (II - 25) 
L’équation (II -26) donne en décibels une estimation des performances d’un modulateur 
Σ∆ passe bande d’ordre 2k, utilisant un quantificateur 1 bits et travaillant avec un rapport de 
suréchantillonnage OSR=Fh/2B. L’amplitude maximale du sinus Amax que le modulateur Sigma 
Delta peut coder sans devenir instable est q/2. Le rapport signal à bruit maximale 










 (II - 26) 
Les performances du modulateur Σ∆ passe bande d’ordre 2k sont équivalentes à celles 


































Figure II. 18 : SNR maximum en fonction de l’OSR. 
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La figure II. 18 représente l’évolution du SNR maximum en fonction de l’OSR et l’ordre 
2k. De même, pour avoir un SNR de plus de 120 dB on peut utiliser un huitième ordre avec un 
facteur de suréchantillonnage de OSR=64. Nous allons par la suite utiliser ce modulateur pour 
la réalisation de notre oscillateur passe bande. 
IV. Les nouvelles structures pour les modulateurs Σ∆
La conception des modulateurs Sigma Delta numérique d’ordre élevé avec un seul bit 
de quantification présente beaucoup de défis. En particulier, la stabilité doit être garantie et la 
complexité de l’implantation numérique doit être minimale en évitant l’utilisation des 
multiplieurs. Dans ce paragraphe, nous proposons une méthode originale de conception et une 
topologie spécifique pour cette classe de modulateurs qui sera utilisée pour les oscillateurs 











Figure II. 19 : Structure standard pour le modulateur Sigma Delta (a), modèle linéaire (b). 
La structure typique d'un modulateur sigma delta d'ordre élevé est montrée dans 
figure II. 19.a. Elle se compose de trois blocs principaux: un additionneur, un filtre linéaire 
H(z) et un quantificateur 1-bit. Modéliser le quantificateur comme une source de bruit blanc 
additif E, figure II. 19.b, nous permet de caractériser le modulateur de delta sigma par sa 
fonction de transfert du bruit de quantification NTF(z) et sa fonction de transfert du signal 
STF(z). Les équations suivantes décrivent la fonctionnalité du modulateur dans le domaine z : 
( ) ( ) ( ) ( ) ( )zEzNTFzXzSTFzY +=  (II - 27) 




=  (II - 28) 
( ) ( )zNTF1zSTF −=  (II - 29) 
La NTF est conçu pour atténuer le bruit de quantification dans la bande d'intérêt afin 
de produire le SNR désiré. Les zéros de la STF, qui sont également les pôles de H(z), devraient 
se trouver sur le cercle d'unité dans la bande du signal, afin d’augmenter le SNR dans cette 
bande.  
La bande utile du signal est définie comme [-Fh/(2OSR), Fh/(2OSR)], où Fh est la 
fréquence d’échantillonnage du système et OSR représente le taux de suréchantillonnage. 
La condition de stabilité du modulateur peut être assurée si l’amplitude de NTF(z) est 
limitée à toutes les fréquences. Les simulations ont prouvé qu’en général cette limite doit être 
inférieur à 2 [Chao90][Schr93]. 
( ) 2zNTFmax
1z
<=  (II - 30) 
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Un modulateur Sigma Delta d'ordre élevé peut être réalisé avec une NTF dont le 
numérateur et le dénominateur ont le même ordre et les mêmes principaux coefficients : 
( ) 1zNTF z =∞=  (II - 31) 
Le NTF doit être conçue en tenant compte des contraintes (II - 30) et (II - 31). On peut 
utiliser des logiciels spécifiques pour la conception des filtres. Notamment, le logiciel MATLAB 
peut être utilisé pour concevoir une NTF de type Butterworth, Chebychev ou elliptique. Dans la 
suite, nous présentons une méthode originale pour la conception de modulateurs d’ordre élevé. 
Elle consiste à effectuer une synthèse du filtre H(z) pour réaliser la NTF voulue. 
IV.1. Conception des modulateurs d’ordre élevé 
La figure II. 10 illustre le cas le plus simple d’un modulateur Σ∆, il s’agit d’un 
modulateur de premier ordre. Plus l’ordre du modulateur augmente, plus ne niveau de bruit 
dans la bande utile sera faible. Ce qui va améliorer la qualité du signal codé par le 
modulateur. Dans la figure II. 20, on présente la configuration générale d’un modulateur Σ∆
passe bas d’ordre k. Elle est réalisée en mettant en cascade k intégrateur (Hi(z)). La fonction de 
tranfert du bruit est donnée par : 











Figure II. 20 : Structure générale d’un modulateur d’ordre k.
Cependant, des problèmes de stabilité risque d’apparaîtrent des qu’on dépasse le 
deuxième ordre. En effet, utiliser une structure d’intégrateurs en cascade pour avoir un ordre 
élevé n’est pas la solution idéale puisque cette structure est difficile à stabiliser [Hawk89] 
[Reba02-b]. Une solution consiste à utiliser une structure de type MASH (Multi stAge noiSe 
sHaping). Elle combine des modulateurs du premier ordre et du deuxième ordre pour réaliser 
un modulateur d’ordre élevé stable [Nors96].  
Une autre alternative est présentée dans ce paragraphe. C’est une méthode originale 
qui consiste à effectuer la synthèse du filtre H(z) pour réaliser la NTF [Reba02-a]. Une règle de 
causalité doit être respectée lors de la conception de la NTF : la boucle de retour ne doit pas 
contenir de retard. Ce qui implique que le filtre H(z) doit avoir un retard z-1, c'est-à-dire que 
l’ordre du numérateur de H(z) doit être inférieur à celui du dénominateur. Nous allons 
commencer par expliquer le problème de stabilité de la structure classique pour bien 
comprendre la méthode proposée. 
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IV.1.1. Dérivation pure d’ordre k
Nous commençons avec la réalisation la plus simple de la fonction de transfert du 
bruit : une dérivation d’ordre k donnée par l’équation (II - 32). Avec cette architecture la règle 
de causalité est respectée. Dans la figure II. 21, on représente la réponse en fréquence de la 
NTF en fonction de l’ordre k. On remarque que plus l’ordre est élevé, plus le niveau de bruit est 
bas pour les basses fréquences, et plus le gain est grand dans les hautes fréquences. 
Cependant, cette architecture n’est pas adéquate pour la réalisation de la NTF avec un 
quantificateur 1 bit. En effet, pour un ordre élevé de boucle, nous aurons besoin d’un 
quantificateur à plusieurs niveaux pour suivre l’évolution du signal. Sinon, le système risque 
d’osciller, puisqu’il n’arrive pas à suivre l’évolution du signal. En général, pour une structure 
de dérivation pure d'ordre k, on utilise un quantificateur k niveaux [Hawk89]. Le fait qu'une 
boucle utilise un quantificateur de plusieurs niveaux, implique que la dynamique d’entrée du 
quantificateur est assez grande. Si nous utilisons seulement un quantificateur 1-bit, il 
saturera, affaiblissant son gain en basses fréquences. Ce qui cause des oscillations dans la 
boucle [Reba02-b]. 
















Figure II. 21 : Mise en forme du bruit de la NTF d’une structure de dérivation pure. 
IV.1.2. La réponse d’un filtre Butterworth de type passe haut  
Le problème de la structure précédente de la NTF était la grande valeur du gain en 
haute fréquence pour un ordre k élevé. Nous pouvons modifier la fonction de transfert de la 
dérivation pure en introduisant des pôles dans la NTF :
( ) ( )( )zD
z1
zNTF
k1−−=  (II - 33) 
où D(z) est un polynôme d’ordre k.
Le but est ainsi d’aplatir la réponse en amplitude de la NTF pour les hautes fréquences 
(figure II. 22). La NTF peut être considéré comme une fonction passe haut d’ordre k. Un choix 
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judicieux de D(z) consiste à utiliser un alignement de type Butterworth pour les pôles. Ce qui 









Figure II. 22 : Réponse d’un filtre de type Butterworth. 
IV.1.3. Placement des zéros de type Chebychev inverse 
La réponse en fréquences du filtre passe haut de type Butterworth montrée au 
paragraphe précédant peut être modifiée pour déplacer les zéros réels dans la bande atténuée. 
En effet, nous voulons changer l’emplacement initial des zéros (1+j0) sur le cercle unitaire pour 
produire des zéros dans la fonction de transfert à des fréquences autre que la DC [Reba02-a]. 
L’exemple d’un filtre du quatrième ordre est montré dans la figure II. 23, où on a placé deux 
paires de zéros complexes. Comparé avec l’alignement de Butterworth, le niveau du bruit de la 
NTF en basses fréquences est diminué. La fonction de transfert de la NTF de cette architecture 
s’écrit : 
( ) ( )zD
ordreondsecdutermesordrepremierdutermes
zNTF









Figure II. 23 : Effet du placement des zéros complexes sur la réponses en fréquences. 
Il s’agit de la même methodologie utilisée pour le filtre de Butterworth, sauf qu’il faut 
utiliser des logiciels de synthèse de filtre IIR pour la réalisation d’un gabarit avec une fonction 
de type Chebychev inverse. Cette architecture permet une ondulation constante dans la bande 
atténuée.  
IV.1.4. Conception d’un modulateur passe bas d’ordre 4 
La topologie pour la réalisation de la fonction de transfert de H(z) est divisée en deux 
parties : le numérateur et le dénominateur. Elles peuvent être implantées séparément en 
utilisant des boucles.  
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La première étape consiste à la conception d’un filtre de type Butterworth pour la 
caractéristique plate de sa fonction de transfert. Le processus nécessite le calcul des pôles dans 
le domaine continu puis de les translater dans le plan z en utilisant la transformation 
bilinéaire. Soit HD(z) une fonction de transfert définie par : 






−=  (II - 35) 
où p1, p2, …, pk sont les pôles dans le plan z.
La relation entre HD(z) et NTF est : 
( ) ( )zNTFzzHD ×=  (II - 36) 
Pour réaliser un modulateur de quatrième ordre, on utilise une fonction de MATLAB 
pour le calcul des pôles avec k=4 et G=1 on trouve  
8074.1j7486.0pet7486.0j8074.1p 4,32,1 ±−=±−=  (II - 37) 
Dans une deuxième étape, nous déplaçons tous le zéros de leur position initiale à DC
(z=1) en utilisant les polynômes de Chebychev. Ces polynômes sont définis par la relation de 
récurrence suivante : 
( )
( )









 (II - 38) 
Lorsqu’on a un suréchantillonnage, c’est à dire B<<Fh, où B est la largeur de la bande 





X2jexpz π  (II - 39) 
où Xi sont les racines des polynômes Tk.
Dans le cadre de nos travaux, on veut réaliser un quatrième ordre, d’où pour k=4 : 
( )3827.0,3827.0,9239.0,9239.0Xi −−=  (II - 40) 
Puisque Fh=2.56 MHz et B=20 kHz, correspondant à un OSR de 64, les zéros dans le plan 
z se trouvent à  
024045.0j99971.0zet05801.0j99831.0z 4,32,1 ±=±=  (II - 41) 
A ce stade nous avons défini notre fonction de transfert du bruit NTF en déterminant 
leurs pôles et zéros. Avec cette fonction de transfert nous espérons réaliser un modulateur 
passe bas d’ordre quatre, stable, et présentant un SNR de plus 120 dB. L’étape suivante consiste 
à choisir la structure pour implanter le modulateur. 
Nous présenterons dans le paragraphe suivants une première structure, dite structure 
cascade [Chao90], pour la réalisation de H(z). Ensuite, nous proposons une nouvelle structure 
de H(z), utilisant des filtres LDI, qui requiert un additionneur de moins que la structure 
cascade et qui présente un meilleur comportement pour les pôles et les zéros lors de la 
quantification des coefficients. 
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IV.2. Réalisation du modulateur  
IV.2.1. La structure Cascade 
Une réalisation bien connue du filtre linéaire H(z) pour les modulateurs d'ordre élevé 
basé sur la cascade des intégrateurs est présenté dans [Adam91] et [Risb94]. La cascade des 
intégrateur de H(z) est montré dans figure II. 24. Elle se compose d’intégrateurs en série avec 
des boucles de retour appliquées à partir de chaque sortie d'intégrateur à l'entrée pour placer 


































A2 A3 Ak-2 Ak-1 AkA1
B0 B1 B2
B3 Bk-2 Bk-1 Bk
Figure II. 24 : Réalisation du bloc H(z) d’un modulateur d’ordre k. 
Les fonctions (STF et NTF) du système montré dans la figure II. 24 sont obtenues en 
modélisant le quantificateur par un bruit banc additif E  [Chao90] : 
( )
( )

























zSTF  (II - 42) 
( )
( ) ( )


























zNTF  (II - 43) 
Pour notre exemple, la fonction de transfert du bruit NTF est du 4ième ordre ayant un 
OSR de 64. En identifiant la NTF de notre exemple avec l’équation (II - 43), on trouve l’ensemble 
des coefficients Aj et Bj (Tableau II. 1). La figure II. 25 montre la structure H(z) tandis que la 





























B0 B1 B2 B3
B4
Figure II. 25 : Structure cascade d’un modulateur d’ordre 4. 
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Coefficient Aj Coefficient Bj
A0 0.8653  
A1 1.1920 B1 -3.540×10-3
A2 0.3906 B2 -3.542×10-3
A3 0.06926 B3 -3.134×10-6
A4 0.005395 B4 -1.567×10-6
Tableau II. 1 : Les coefficients calculé pour un quatrième ordre. 

























Figure II. 26 : Lieu de pôles de la NTF. 
Bien que les modulateurs réalisés avec cette structure interne affichent un rendement 
très élevé, ils ne sont pas appropriés pour une implantation numérique économique puis qu'ils 
exigent des multiplieurs. Cependant, si une approximation de la NTF peut être trouvée avec 
des coefficients égaux à des puissance de deux, le modulateur peut être réalisé seulement en 
utilisant des additionneurs et des unités de décale fixe.  
Une méthode inspirée de celle présentée dans [Samu89] est employée pour essayer de 
quantifier les coefficients de la cascade d'intégrateur avec des puissances de deux. Chaque 
coefficient dans la structure est arrondi vers la plus proche puissance de deux, 
indépendamment des autres coefficients. Pour une structure avec k coefficients, cela donne 2k
approximations possibles.  
A cause de ce processus de quantification des coefficients, les zéros et les pôles de la 
NTF réalisée par la cascade des intégrateurs s’écartent de leurs emplacements initiaux. Dans 
beaucoup de cas, ils sont loin du cercle unité, ce qui diminue l'atténuation du bruit dans la 
bande et cause l’instabilité du modulateur. La figure II. 27 montre l’effet de cette 
quantification sur le placement des zéros et des pôles pour notre exemple du 4iéme ordre. 
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A0 0.8653 A0 2
-1 A0 2
0
A1 1.1920 A1 2
0 A1 2
1
A2 0.3906 A2 2
-2 A2 2
-1
A3 0.06926 A3 2
-4 A3 2
-3
A4 0.005395 A4 2
-8 A4 2
-7
B1 -3.540×10-3 B1 - 2-8 B1 - 2-7
B2 -3.542×10-3 B2 - 2-8 B2 - 2-7
B3 -3.134×10-6 B3 - 2-19 B3 - 2-18
B4 -1.567×10-6 B4 - 2-19 B4 - 2-18
Tableau II. 2 : Les coefficients calculés pour un quatrième ordre après quantification. 
Les pôles de la NTF sont beaucoup plus sensibles à la quantification des coefficients 
que les zéros (figure II. 27). En effet, les pôles se trouvent en dehors du cercle unitaire ce qui 
engendre l’instabilité de la NTF, et par conséquent l’instabilité du modulateur. Pour les 
structures cascades des modulateurs d’ordre élevé, la quantification des coefficients à des 
puissance de deux cause soit la délocalisation des pôles hors du cercle unité, soit le 
dépassement de l’amplitude de la NTF fixé à 2 selon l’équation (II - 30). Dans l'un ou l'autre cas 
les modulateurs résultants sont instables. Ainsi notre stratégie de conception échoue 
complètement avec cette structure. Nous concluons qu'il est extrêmement difficile de concevoir 
les modulateurs sigma delta d'ordre élevé avec des coefficients en puissance de deux basés sur 
la structure cascade. 
IV.2.2. La structure LDI 
Pour le modulateur de figure II. 19, la STF dépend de la NTF conçue. En effet, dans la 
bande d'intérêt, où l’amplitude de NTF est très petite, la STF est presque unitaire. Cependant, 
le modulateur peut être modifié pour produire une STF indépendant de la NTF. Nous proposons 
une structure avec une STF unitaire, figure II. 28, puisqu’elle est mieux adaptée pour les 
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oscillateur suréchantillonnées [Reba02-b]. Nous présentons dans ce paragraphe une structure 
originale, dite structure LDI, pour la réalisation de H(z) qui présente un meilleur 








Figure II. 28 : Structure proposée du modulateur avec une STF unitaire. 
En modélisant le quantificateur par un bruit banc additif E, Les fonctions STF et NTF
du modulateur de la figure II. 28 sont : 




=  et ( ) 1zSTF =  (II - 44) 
Les structures en échelles (Ladder en anglais) sont employées pour réaliser des filtres 
analogiques de haute qualité en raison de leur faible sensibilité. Ces filtres analogiques, en 
continu, peuvent être transformés en filtres numériques, en discret, ayant pour résultat des 
filtres à intégrateur sans pertes LDI (en anglais, Lossless Digital Integrator Filter) tout en 
maintenant une bonne sensibilité [Turn84]. Ensuite, nous adoptons cette structure LDI, 
montrée dans la figure II. 29, pour réaliser le bloc linéaire H(z), en espérant que la NTF









































Figure II. 29 : Réalisation du bloc H(z) avec des blocs LDI. 
Le calcul des coefficients de la conception initiale (avant la quantification) utilise un 
système d'équation non linéaire pour transformer les élément analogiques en numériques 
selon le tableau II.3 [Turn84]. 
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Tableau II. 3 : Correspondance pour les éléments. 





ωΩ  (II - 45) 
Puisqu'il n’y a aucune atténuation dans les filtres LDI, les pôles de H(z), qui sont 
également les zéros de la NTF, restent sur le cercle d'unité quand les coefficients sont quantifié, 
ce qui n'est pas le cas avec la structure cascade.  
Reprenons notre exemple de conception, la figure II. 30 représente le schéma du filtre 



































Figure II. 30 : Structure LDI de H(z) pour un modulateur d’ordre 4. 













Tableau II. 4 : Les coefficients calculé pour un quatrième ordre. 
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L’expression de H(z) du filtre du 4iéme ordre de la figure II. 30 est donnée par : 
( ) ( )zD
)z(N




























 (II - 47) 
et  
( ) ( ) ( )( )( )






















zAzN  (II - 48) 
L’expression de STF peut s’écrire alors comme suit : 




=  (II - 49) 
Dans la figure II. 31 on montre le placement des zéros et des pôles de NTF ; notons 
qu’ils sont situés dans le cercle unitaire, ce qui nous permet d’assurer la stabilité du 
modulateur. 

























Figure II. 31 : Lieu de pôles de la NTF après quantification. 
En outre, les pôles de la NTF restent beaucoup plus près de leur position initiale 
qu'avec la structure cascade, fournissant de ce fait beaucoup de configurations stables de pôles 
et de zéros. De façon générale, la structure LDI est capable de réaliser une étroite 
approximation pour un placement des pôles et des zéros stable, en utilisant des coefficients 
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sous forme de puissances de deux [Reba02-a]. L’amplitude résultante de la NTF peut être 
gardée sous la limite désirée sur toute la bande de fréquence (système stable), bien qu’une 
bonne atténuation est réalisée dans la bande du signal (ordre élevé). La conception d’un ordre 
k exige 2k additionneurs, k soustractions, 2k unités de décalage, k registres et un détecteur de 
signe qui joue le rôle d’un quantificateur.  
V. Les structures proposées pour les oscillateurs Σ∆
Avant de présenter les architectures des oscillateurs Sigma Delta (passe bas, passe 
bande) choisies dans le cadre de nos travaux, nous allons commencer par introduire l’effet de 
l’insertion du modulateur sigma delta dans la boucle du résonateur numérique sur la stabilité 
de tout le système (modulateur et résonateur). 
V.1. Etude de stabilité 
Dans ce paragraphe nous allons examiner les effets non désirés dus à l'insertion du 
modulateur sigma delta dans la boucle de résonateur. Le modulateur rejette la puissance du 
bruit en dehors de la bande du signal. Ce bruit sera multiplié par k0 avant d'être introduit dans 
le résonateur, ce qui modifie l'état de l'oscillateur. C’est pourquoi, on choisit des valeurs 









Figure II. 32 : Modèle linéaire de l’oscillateur Sigma Delta. 
D’autre part, la combinaison du résonateur avec le modulateur peut être considérée 
comme un seul circuit avec une entrée pour le bruit située dans le quantificateur 1-bit. Cette 
entrée de bruit voit une NTF différente de la NTF du modulateur seul ; dans le cas où STF=1, la 
nouvelle NTF, que nous appelons NTF’, est donnée par : 












−=  (II - 50) 
Une paire de zéros et une paire de pôles sont ajoutées sur le cercle unitaire par rapport 
à la NTF du modulateur initial. Les nouveaux zéros se produisent à la fréquence 0, alors que 
les nouveaux pôles se situent à la fréquence normalisée arccos(1-k0/2) qui est la fréquence de 
résonance du résonateur LDI. 
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Les effets des pôles ajoutés et du bruit résiduel de quantification ne sont pas encore 
complètement maîtrisés. Dans certains cas, ils rendrent le système juste oscillant (limite de 
stabilité), mais non instable (la propriété désirée du résonateur). L'amplitude de la sinusoïde 
change en fonction du temps, et on peut voir qu’elle s'écarte légèrement au début de la valeur 
destinée, et puis elle se stabilise quand le cycle limite est trouvé. La représentation spectrale 
du signal généré demeure très près de celle prévu par (II - 50) lorsque l'amplitude est 
stabilisée. 
Dans d'autres cas, l'amplitude de signal converge vers zéro ou diverge jusqu'à ce que le 
système devienne instable. En fait, puisque l’oscillateur Sigma Delta (la paire résonateur 
modulateur) est un circuit non linéaire, les techniques de linéarisation ne peuvent pas prévoir 
exactement ses propriétés de stabilité.  
Des oscillateurs d’ordre 2, 4, et 8 pour des taux de sur échantillonnage de 32 et de 64, 
ont été simulées pour 108 échantillons à de diverses amplitudes et fréquences de signal. Les 
résultats de cette étude peuvent être récapitulés comme suit : 
• Dés que l’ordre k du modulateur est augmenté, l'amplitude maximale est 
stable. Ceci était prévisible puisqu’on observe le même comportement pour les 
modulateurs sigma delta. 
• Les oscillateurs avec des valeurs d’OSR décroissant sont de plus en plus stables 
pour des petites valeurs de k0.
• Plus l’ordre de l’oscillateur est élevé, plus la convergence de l'amplitude du 
signal est rapide. 
• Au fur et à mesure que k0 augmente, la stabilité de l'oscillateur se détériore. 
• En limitant k0 à des petites valeurs on augmente la stabilité des oscillateurs 
Sigma Delta. 
En utilisant ces résultats, un oscillateur stable de quatrième ordre a été conçu et 
réalisé. 
V.2. L’oscillateur Sigma Delta passe bas d’ordre 4 
Les modulateurs sigma delta utilisés dans nos travaux sont des modulateurs 
numériques 1 bit d'ordre élevé ne faisant pas appel à des multiplieurs. Ils sont adaptés pour 
être utilisé dans les oscillateurs sigma delta. Ces modulateurs, qui présentent une 
implantation optimale sur silicium et une grande précision, sont insérés dans la boucle 
résonnante pour créer des sources de signal relativement peu coûteuses avec un excellent SNR
mais sur une bande de fréquence limitée. 


































Figure II. 33 : Architecture LDI du modulateur Σ∆ passe bas d’ordre 4. 
La structure globale du modulateur passe bas est montrée sur la figure II. 33 ou H(z)
est un bloc linéaire réalisé avec des filtres LDI. La structure LDI a été choisit puis qu’elle 
permet de réaliser la NTF en utilisant que des coefficients en puissance de deux, ce qui nous 
permet d’éviter l’utilisation des multiplieurs [reba02-a]. 














































(a)                                                                            (b) 
Figure II. 34 : Spectre de la sortie du modulateur Σ∆ passe bas (a) dans la bande de Nyquist (b) 
dans la bande utile. 










































Figure II. 35 : Architecture LDI de l’oscillateur Σ∆ passe bas d’ordre 4. 
Pour la réalisation de notre oscillateur, montré dans la figure II. 35, on a choisi un 
modulateur d’ordre 4 ayant un OSR de 64 ce qui nous laisse espérer un SNR maximum de 120
dB. Si la fréquence d’horloge est de 2.56 MHz, la fréquence du signal généré peut aller jusqu’a 
20 kHz. Ce qui nous permet de générer des signaux dans la bande audio. Cet oscillateur peut 
être utilisé pour le test des CANs qui travaille dans la bande audio. 














































(a)                                                                            (b) 
Figure II. 36 : Spectre de la sortie de l’oscillateur Σ∆ passe bas (a) dans la bande de Nyquist (b) 
dans la bande utile. 
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V.3. L’oscillateur Sigma Delta passe bande d’ordre 8 
La topologie pour un oscillateur passe-bande suréchantillonné est présentée dans le 
paragraphe II.4. On utilisée cette structure avec un modulateur sigma delta passe-bande 
d'ordre élevé pour créer un générateur de signal passe-bande de haute qualité. En fait, l'idée 
est d'utiliser une boucle de réglage de fréquence; dans le cadre de nos travaux, on veut réaliser 
un oscillateur de fréquence arbitraire et stable.  
Si la bande du signal est centrée exactement au quart de la fréquence 
d’échantillonnage (4*fc=Fh), on n’a plus besoin de multiplieur, ni pour le modulateur, ni pour la 
boucle du résonateur. Nous avons adapté notre oscillateur passe bas du quatrième ordre pour 
réaliser un passe-bande en utilisant la structure LDI afin obtenir un oscillateur sans 









 (II - 51) 
Le résonateur LDI n'a pas la même topologie que celle d’un passe bas car cela 
doublerait le nombre des pôles résonnants, rendant le système instable. Cependant les 
simulations de la topologie passe bande adopté de la figure II. 7 du résonateur montrent 











































Figure II. 37 : Architecture LDI du modulateur Σ∆ passe bande d’ordre 8. 
Chapitre II : La génération du signal in-situ 
56













































(a)                                                                            (b) 
Figure II. 38 : Spectre de la sortie du modulateur Σ∆ passe bande (a) dans la bande de Nyquist 
(b) dans la bande utile. 
Pour la réalisation de notre oscillateur, montré dans la figure II. 39, on a choisit un 
modulateur passe bande d’ordre 8 ayant un OSR de 64 ce qui nous laisse espérer un SNR
maximum de 120 dB. Si la fréquence d’horloge est de 20 MHz, la fréquence du signal généré sera 
autour de 5 MHz. Le réglage fin autour de la fréquence centrale fc=5 MHz est assuré par kf. La 
bande utile est de 156 kHz (4928 kHz-5072 kHz), puisque B=Fh/2OSR. Cet oscillateur peut être 









































Figure II. 39 : Architecture LDI de l’oscillateur Σ∆ passe bande d’ordre 8. 
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(a)                                                                            (b) 
Figure II. 40 : Spectre de la sortie de l’oscillateur Σ∆ passe bande (a) dans la bande de Nyquist 
(b) dans la bande utile. 
VI. Conclusion 
Dans ce chapitre nous avons présenté la méthode utilisée pour la génération du signal 
in situ. Notre choix s’est porté sur la génération numérique puisqu’elle est mieux adaptée pour 
produire un signal précis et programmable. La technique consiste à utiliser un modulateur 
sigma delta dans la boucle d’un résonateur numérique. La problématique est de générer un 
signal suffisamment précis pour le test des CANs de résolution élevée (12-16 bits). L’élément 
déterminant de la qualité du signal est le modulateur Σ∆. L’étude menée a montré qu’on a 
besoin d’un modulateur d’ordre 4 pour le passe bas et d’un ordre 8 pour le passe bande afin 
d’assurer un SNR de 120 dB . Le problème principal des modulateurs Σ∆ d’ordre élevé est leur 
instabilité. 
Dans une première étape, nous avons proposé une méthodologie originale de 
conception d’un modulateur Σ∆ d’ordre élevé avec un quantificateur 1 bit tout en assurant sa 
stabilité. Cette structure est réalisée par le placement de zéros et de pôles sur la fonction de 
transfert du bruit (NTF). Elle assure une rejection de bruit importante dans la bande utile, ce 
qui permet d’avoir un signal dont la qualité spectrale permet d’envisager le test des CANs de 
résolution 12-16 bits. 
Ensuite, nous avons étudié l’optimisation de la réalisation de la fonction de transfert 
du modulateur. Nous avons proposée une architecture originale pour le modulateur Σ∆ en 
utilisant une topologie LDI. Le résultat est une implantation optimale puisque l’architecture 
ne comporte que des coefficients en puissance de deux au lieu de multiplieurs.  
Nous avons conçu deux oscillateurs sigma delta. Le premier est de type passe bas 
d’ordre 4 ayant un OSR de 64 ce qui permet d’avoir un SNR de 120 dB. Cet oscillateur permet la 
génération de signaux dans la bande audio. Le deuxième est de type passe bande d’ordre 8 
ayant un OSR de 64 ce qui permet aussi d’avoir un SNR de 120 dB. Cet oscillateur est 
convenable pour la génération de signaux de quelque Mégahertz.  
Dans le dernier chapitre, nous validerons cette méthodologie de conception 
d’oscillateurs en intégrant les deux oscillateurs sur composant de type FPGA. 
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Chapitre III :  Analyse des paramètres 
I. Introduction 
Comme nous l’avons introduit dans le chapitre I, nous n’utiliserons pas les méthodes 
de test classiques. La structure proposée pour le BIST utilise une unité d’extraction de 
paramètres basée sur le filtrage numérique. Cette unité est constituée d’un banc de filtres et 
estime les valeurs des puissances des raies harmoniques ainsi que la puissance du bruit. Ce 
qui permet d’estimer les paramètres spectraux du CAN (SINAD, SNR, THD,…). 
Le principe du banc de filtres consiste à utiliser des cellules biquadratiques (filtres 
passe bande du deuxième ordre), figure III. 1. Ces cellules résonnantes sont accordées sur les 
fréquences des harmoniques. Le banc de filtres réalise une séparation des raies harmoniques 
du signal issu du CAN du reste du bruit. Par la suite une unité de calcul assure l’estimation de 















Figure III. 1 : Banc de filtres. 
Dans la première partie de ce chapitre, nous présentons une étude comportementale de 
la cellule de second ordre. Ensuite, nous présentons les différentes structures disponibles dans 
la littérature pour la réalisation de cette structure résonante. La finalité est de choisir la 
meilleure topologie convenable pour notre application. 
Dans la seconde partie, nous présentons les différentes configurations du banc utilisé 
pour l’extraction des paramètres. Une structure originale pour le banc sera proposée. Cette 
nouvelle structure améliore l’estimation des paramètres spectraux du CAN (SINAD, SNR,
THD,…). Ensuite, nous présenterons les différentes simulations effectuées sous le logiciel 
MATLAB avec les mesures d’un convertisseur 10 bit de Texas Instrument en utilisant le banc 
de filtres proposé et en comparant les résultats avec ceux fournis par la FFT. 
Une étude statistique permettant d’évaluer l’effet de l’aspect aléatoire du bruit de 
quantification sur le calcul de puissance des raies spectrales par le banc de filtres fera l’objet 
de la dernière partie de ce chapitre. En effet, si on devait mesurer la densité spectrale de 
puissance d’une raie harmonique à la sortie du CAN on obtiendrait une valeur qui serait 
légèrement différente à chaque mesure, mais dans un intervalle qu’il nous faut déterminer. 
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II. La cellule du second ordre (biquadratique) 
La structure de base utilisée pour le banc de filtres est un résonateur dont la fonction 
de transfert est de type biquadratique. Avant de présenter cette structure, il est bon d’étudier 
les différents paramètres caractérisant son comportement. Ce rappel théorique permettra de 
mieux appréhender le comportement du résonateur. 
II.1. Les filtres RIF 
Les filtres numériques à réponse impulsionnelle finie (RIF) sont des systèmes linéaires 
discrets invariants dans le temps définis par une équation de récurrence. La fonction de 
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)km(x).k(h)m(y  (III - 2) 
C'est la raison pour laquelle on appelle également ce type de filtre, filtre à convolution. 
Grâce à leur structure non-récursive, les filtres à réponse impulsionnelle finie sont toujours 
stables et assurent une phase linéaire tant que leurs coefficients sont symétriques. Ils sont 
donc tout à fait adaptés aux applications audio, où la distorsion des fréquences due aux non-
linéarités de phase est à bannir. 
La performance des filtres à réponse impulsionnelle finie est limitée par leur ordre et 
par la quantification de leurs coefficients, qui se traduit par une grande difficulté quant à leur 
implantation dans des composants à virgule fixe. 
II.2. Les filtres RII 
Les filtres numériques à réponse impulsionnelle infinie sont des systèmes linéaires 
discrets invariants dans le temps dont le fonctionnement est régi par une équation de 
convolution portant sur une infinité de termes.  








































=  (III - 3)  
Le nombre de coefficients nécessaires est plus faible pour une structure RII. A surface 
égale, le nombre de multiplieurs RII est donc plus optimisé. Cependant, en adoptant une 
structure cascadée pour les filtres RIF, le nombre de coefficients est aussi réduit d’une manière 
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importante. De plus les filtres RIF ne sont pas soumis au problème de stabilité. C’est pourquoi, 
dans certaines applications, on préférera utiliser des filtres à réponse impulsionnelle finie. 
II.3. La cellule biquadratique (résonateur) 
La cellule du second ordre générale fait intervenir dans le calcul d’un élément de la 
suite de sortie y[m] à l’instant m, les données aux instant précédant x[m-1] et x[m-2]. Son 
équation aux différences s’écrit : 
]2m[yb]1m[yb]2m[xa]1m[xa]m[xa]m[y 21210 −−−−−+−+=  (III - 4)  
















=  (III - 5) 
Le résonateur numérique est un cas particulier de la cellule du second ordre avec deux 
pôles complexes conjugués localisés prés du cercle unité [Padm91]. Le terme résonateur réfère 
à la large réponse en amplitude du filtre à proximité des lieu de pôles, c’est à dire qu’il ne 
laisse passer que les fréquences proches de sa fréquence de résonance et il atténue tout le 
reste. La position angulaire des pôles détermine la fréquence de résonance du filtre.  
Le coefficient du terme en z-2 est égal au carré du module du pôle ou encore au carré de 
la distance du pôle à l’origine. En coordonnées polaires le pôle s’écrit comme suit θjreP = , on 
a alors : 
2
21 rbr2b =−= ,cos θ  (III - 6) 
















 (III - 7) 
De plus, la position des deux zéros est très intéressante, notamment pour deux cas :  
• Les deux zéros à l’origine  
On obtient alors une cellule de second ordre purement récursive dont l’expression de la 





=  (III - 8)
Avec, 
)cos(r2²r1)(U 1 ΩθΩ −−+=  (III - 9) 
)cos(r2²r1)(U 2 ΩθΩ +−+=  (III - 10)
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Le produit U1(Ω)U2(Ω) atteint son minimum pour la fréquence de résonance fr donnée 
par : 
















r  (III - 11)
On remarque que si r=1, c’est à dire que les deux pôles complexes se trouvent sur le 






2  (III - 12) 
• Les zéros sont placés en z=1 et z=-1
Ce choix permet d’éliminer la réponse du filtre au fréquences Ω=0 et Ω=π.





















 (III - 13) 






Ω=  (III - 14) 
Avec U1(Ω) et U2(Ω) sont données (III - 9) et (III - 10) par et N(Ω) est donnée par, 
( )ΩΩ 2cos12)(N −=  (III - 15) 
De même, le produit U1(Ω)U2(Ω) atteint aussi son minimum pour : 
















r  (III - 16) 
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=  (III - 18) 
Une fois qu’on a défini les différents paramètres caractérisant le comportement des 
résonateurs (fréquence de résonance et largeur de bande), nous allons étudier les différentes 
structures pour leur réalisation. 
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II.4. Structures de la cellule biquadratique 
Diverses architectures sont utilisées pour remplir la fonction du résonateur. On 
distingue deux grandes familles pour la réalisation de la cellule du second ordre. La première 
famille représente les schémas classiques basés sur la réalisation directe de la fonction de 
transfert (D-N et N-D). La deuxième famille est basée sur l’utilisation de filtre LDI (Lossless 
Digital Integrator).  
Le problème des structures de réalisations directes (D-N et N-D) du résonateur consiste 
à leur sensibilité à la troncature des coefficients. En effet, lors de l’implantation sur silicium, 
la représentation des coefficients (a0, a1, a2, b1, b2) sur un nombre fini de bits va modifier le 
placement des zéros et des pôles [Beck00]. C’est pourquoi nous nous sommes intéressés à des 
structures qui présente un nombre de coefficients moins important (LDI, par exemple), ceci 
permettra de mieux maîtriser l’erreur de la quantification. Dans les paragraphes suivants 
nous allons étudier les différentes structures possibles pour la réalisation de la cellule du 
second ordre. 
On distingue deux types de structures LDI possibles pour la cellule biquadratique. La 
première structure est basée sur une réalisation générale de la cellule du second ordre sans 
action ou commande de la largeur de bande B-3dB. Elle est dite structure « undamped ». La 
deuxième structure est basée sur l’utilisation des filtres LDI permettant de commander la 
largeur de la bande. 
II.4.1. Structure LDI classique  
Pour réaliser un résonateur avec filtres LDI, on a recours à des filtres du premier ordre 










=)(  (III - 19) 
où zi désigne un coefficient complexe défini par : 
iii jz βα +=  (III - 20) 
On peut combiner des filtres du premier ordre ayant des coefficients complexes 
conjugués pour réaliser un filtre biquadratique, montré dans la figure III. 2, ayant la fonction 















)(  (III - 21) 






2coscos πΩα  (III - 22) 
Les coefficient αi et βi fixent la fréquence de résonance de la cellule fr. Le problème 
d’une telle structure est cette « double » commande sur la valeur de la fréquence de résonance. 
En effet, lors de la quantification des coefficients dans l’implantation sur silicium, on aura une 
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dispersion des valeurs théoriques qui cause une variation de la fréquence de résonance 










( )ri cos Ωα = ( )ri sin Ωβ =
Figure III. 2 : Structure générale de la cellule du second ordre.








































Figure III. 3 : Réponse en fréquence de la cellule avec αi= 0.5, correspondant à fr/Fh= 0.16667.
II.4.2. Les filtres LDI « undumped »  
Les filtres LDI « undumped » correspondent à des filtres passe-bande sans contrôle sur 
la largeur de la bande passante [Padm91]. Dans la figure III. 4, on donne le schéma de base 












Figure III. 4 : Structure LDI de la Cellule du second ordre. 
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Dans le calcul de la fonction de transfert, si le signal de sortie est pris en x1 alors la 
largeur de la bande passante B-3dB du signal de sortie est indépendante du coefficient interne ki.
Par contre, si x2 est utilisée comme sortie, le facteur de qualité Q (le rapport entre B-3dB et fr) sera 
indépendant du coefficient ki. Le premier cas est adapté à la réalisation de filtre dont les 
fréquences sont multiples (2fi, 3fi, 4fi,…). Le deuxième cas convient au banc de filtre dont les 
fréquences sont placés de façon logarithmique (10fi, 100fi,…).
Dans le premier cas, la fonction de transfert s’écrit : 












==  (III - 23) 
et pour le deuxième cas, la fonction de transfert s’écrit : 












==  (III - 24) 










r πΩ  (III - 25) 








































Figure III. 5 : Réponse en fréquence de la cellule avec ki= 1.1755, correspondant à fr/Fh= 0.2.
Seul le coefficient ki fixe la fréquence de résonance de la cellule, mais on n’a aucune 
commande sur la largeur de la bande passante B-3dB. Cette structure du résonateur a été 
utilisée pour réaliser un banc de filtre [Mart93]. Dans la figure III. 5 on présente la réponse en 
fréquence de la cellule. 
II.4.3. Les cas spéciaux des filtres LDI  
Des structures plus complexes de filtres LDI sont utilisées pour réaliser des 
résonateurs [Kwan89]. Ces structures présentent une bonne sélectivité même pour des basses 
fréquences et elles sont robustes à la troncature des coefficients lors de l’implantation. D’autre 
part, ce type de structure permet le contrôle de la largeur de la bande passante via un 
paramètre (k2) qui est indépendant de celui qui détermine la fréquence de résonance (k1). 
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Comme pour les filtre LDI « undumped », on distingue deux types de rebouclage : l’un qui 
permet de choisir la fréquence de résonance à facteur de qualité constant et l’autre qui permet 
d’avoir une largeur de bande constante. La figure III. 6 présente la structure à largeur de 

















Figure III. 7 : Strutute d’un LDI à facteur de qualité Q constant. 


















)(  (III - 26) 
La fonction de transfert réalise la fonction bilinéaire d’un filtre passe bande de 


















 (III - 27) 
où k1 et k2 sont respectivement remplacés par : 
²r1k 2 −=  et θcos² r2r1k1 −+=  (III - 28) 
r et θ désignant le module et la phase des pôles du filtre. 







=−  (III - 29) 
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Figure III. 8 : Reponses en fréquence de la cellule pour k1=1.158, k2=0.05 et pour k1=1.152, k2=0.2.
Dans la figure III.8, nous montrons la réponse en fréquence de cette cellule pour 
différentes valeurs de k2. Dans le cadre de nos travaux, notre choix s’est porté sur cette 
structure du résonateur pour les avantages qu’elle présente : une complexité raisonnable (deux 
coefficients, deux registres et cinq additionneurs), atténuation aux fréquences extrêmes 0, Fh/2
(grâce à la présence de deux zéros à z=1 et z=-1) et une largeur de bande B-3dB commandée.
Une fois que la structure du résonateur est choisie, nous passons à l’étude du banc de 
filtres. Ce dernier permet d’extraire les raies qui nous intéresses (fondamental et 
harmoniques) du bruit pour le calcul de leurs puissances afin d’estimer les paramètres 
spectraux du CAN. 
III. Le Banc de filtres 
En premier lieu, nous présentons la structure du filtre coupe bande, « notch filter » en 
terminologie anglaise, qui permet d’extraire une seule composante spectrale d’un signal 
sinusoïdal [Mcgr89]. Ensuite, nous étudions le banc de filtre classique pour l’extraction de 
plusieurs composantes spectrales [Sun96]. Puis, nous proposerons une nouvelle structure 
originale du banc de filtres pour réaliser l’unité d’extraction. La puissance des composantes 
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spectrales du signal sinusoïdal pourra être estimée en calculant la variance des signaux à la 
sortie du banc de filtre numérique. Nous présentons alors les différentes opérations à réaliser 
sur les sorties du banc pour calculer les puissances des harmoniques afin d’estimer les 
paramètres spectraux du CAN. 
III.1. Le filtre coupe bande 
Le filtre coupe bande permet la séparation d’une seule raie spectrale du reste du 
spectre d’un signal en utilisant une cellule résonante. La figure III. 9 montre la structure du 
filtre coupe bande [Kwan89]. Dans la figure III. 10, on présente sa réponse en fréquence. Cette 







Figure III. 9 : Filtre bilineaire coupe bande (noth filter). 
Le filtre coupe bande est obtenu en soustrayant au signal d’entrée, Xin, la sortie du 
passe bande, Xbp. Dans le cadre de nos travaux, le résonateur est le filtre LDI montré dans la 
figure III. 6, la fonction de transfert du filtre coupe bande sera : 
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Figure III. 10 : Reponses en frequence du filtre coupe bande. 
Avec ce type de structure, on a à la fois une sortie passe bande Xbp, qui représente le 
signal utile (correspondant au fondamental), et une sortie coupe bande Xnt, qui représente le 
reste de la bande de fréquence (le bruit de quantification). C’est en se basant sur cette 
propriété des filtres coupe bande que les bancs de filtres sont conçus [Reba01]. 
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III.2.  Le banc de filtres classique 
Le schéma global d’un banc de filtres classique est montré à travers la figure III. 11. 
On voit que N cellules biquadratiques en cascade sont utilisées [Mart86]. Le banc délivre N
sorties passe bande accordées sur les fréquences du fondamental et des harmoniques et une 















accordé sur le Nième
harmonique
Figure III. 11 : Banc de filtre classique. 
Les cellules biquadratiques utilisées dans ce banc sont de type « undamped » (sans 
contrôle sur la largeur de la bande passante). L’architecture est illustrée à travers la figure III. 
12 dans laquelle on fait usage de filtres de type LDI classique présentés à la figure III. 4. Ce 
banc de filtre a été conçu par Mr. Martin [Mart93] et repris par Mr. Roberts [Tone95] pour 


















Figure III. 12 : Banc de filtres LDI classique. 
Le banc est branché à la sortie du CAN et les N cellules biquadratiques sont accordées 
sur le fondamental et les harmoniques via le paramètre ki. L’entrée du banc de filtres est notée 
par Xin, la sortie Xbp,i correspond à la i
ème sortie passe bande, et la sortie Xnt est associée au 
bruit. La fonction de transfert Hbp,i de chaque sortie passe bande est donnée par : 












zH  (III - 33) 
où
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=  (III - 34) 
La fréquence de résonance pour chaque sortie fr,i est calculée en sélectionnant le 






2sink π  (III - 35) 
où Fh est la fréquence d’échantillonnage. La figure III. 13 montre la réponse en fréquence de 
chaque sortie passe bande du banc de filtre. 




















Xbp,1 Xbp,2 Xbp,3 Xbp,4 Xbp,5 
Figure III. 13 : Réponse en fréquences des passes bandes accordées sur 5 MHz, 10 MHz, 15 
MHz, 20 MHz et 25 MHz, correspondant aux harmoniques du spectre. 
III.3.  Le banc de filtres proposé 
Afin d’avoir plus de précision dans l’estimation des paramètres spectraux du CAN, 
nous proposons une nouvelle structure de banc qui permet de mieux estimer le SNR et la THD





























Figure III. 14 : le banc de filtres proposé. 
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Dans le cadre de nos travaux, nous ferons usage de filtres LDI pour réaliser les cellules 
biquadratiques (résonateurs) dont la structure est donnée dans la figure III. 6. On notera que 
chaque cellule possède ses propres paramètres pour fixer la fréquence de résonance et surtout 
la largeur de la bande passante. De plus, grâce à la structure du nouveau banc on aura chaque 
sortie passe bande dépourvue des autres composantes [Reba02-c]. Ce résultat est très 
intéressant lors de l’estimation des différents paramètres du CAN car il permet de meilleure 
estimation que banc de filtres classique de la figure III. 12. Dans le paragraphe IV.4, nous 
présenterons une comparaison entre ces deux bancs de filtres. 
Les cellules employées ont des gains unitaires à la fréquence de résonance ainsi qu’une 
largeur de bande passante constante et contrôlable. Ceci donne plus de flexibilité et 
d’autonomie pour chaque cellule comparée à celle utilisée dans le banc de filtres classique. La 
figure III. 15 illustre la propriété essentielle de la nouvelle structure. En effet elle représente 
les sorties passe bande Xbp,i correspondant aux raies harmoniques à 5 MHz, 10 MHz, 15 MHz 
et  20 MHz. On notera pour chaque raie harmonique les zéros de transmissions sur les autres 
harmoniques. 




















Xbp,1 Xbp,2 Xbp,3 Xbp,4
Figure III. 15 : Sortie passe bande Xbp,1 du Banc accordée sur 5 MHz. 
Une fois les composantes spectrales séparées nous présentons les calculs nécessaires 
pour estimer les puissances de chaque composante spectrale. 
III.4.  Le calcul des paramètres  
III.4.1. Calcul du SINAD 
Notons par y(m) la séquence numérique issue du CAN. Cette séquence est appliquée à 
l'entrée du filtre coupe bande Xin de la figure III. 9. Les signaux s~ et η~  dénoteront 
respectivement les codes numériques qui émergent de la sortie passe bande Xbp et de la sortie 
coupe bande Xnt. La séquence filtrée s~  est à moyenne nulle. La puissance du signal estimée sP̂











ˆP̂ σ  (III - 36) 
où M est le nombre d’échantillons. 
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La séquence filtrée η~  est à moyenne non nulle. Le bruit sera donc estimé en calculant 



















ησηη  (III - 37) 
Ces deux puissances estimées peuvent être comparées aux limites prédéterminées pour 
donner la décision Go/NoGo. Si on est dans une configuration de test où nous voulons estimer 














 (III - 38) 
III.4.2. Calcul de SNR et THD  
On considère maintenant que la séquence y(m) est appliquée au banc de filtres de la 
figure III. 14. Les signaux is
~ et η~  dénoteront les codes numériques qui émergent de la i ème
sortie passe bande Xbp,i et de la sortie coupe bande Xnt du banc de filtres de la figure III. 14. La 
séquence is
~  est à moyenne nulle. De même, la puissance du signal estimée isP ,ˆ  peut être 
calculée comme étant la variance de la séquence is












1ˆP̂ σ  (III - 39) 
où M est le nombre d’échantillons. 
De même, la séquence filtrée η~  est à moyenne non nulle et sa puissance est estimée en 



















ησηη  (III - 40) 
Les puissances estimées peuvent servir directement pour un test de type Go/NoGo. 
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 (III - 42) 
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IV. Simulation de l’unité d’extraction 
IV.1. Introduction 
Dans ce paragraphe nous présentons les différentes simulations effectuées à l’aide de 
MATLAB et SIMULINK de l’unité d’extraction (filtre coupe bande et banc de filtres). Pour 
cela, nous utiliserons des mesures effectuées avec CANTEST du convertisseur analogique 
numérique 10 bits THS1060 de Texas Instrument. Afin de valider le bon fonctionnement de la 
méthode proposée, nous utiliserons les données issues d’un CAN réel (THS1060) pour 
comparer la précision du banc par rapport à la FFT. Il faut noter que le calcul des paramètres 
par FFT s’effectue en considérant les 15 premières harmoniques sous CANTEST. Cependant, 
nous avons considérer que les 5 premières harmoniques pour le banc du filtre. Ces résultats de 
simulations représentent une première approche de validation basée sur une algorithmique à 
point flottant. Dans le chapitre IV, nous aborderons l’aspect point fixe de la simulation du banc 
pour l’implantation dans un composant de type FPGA. 
IV.2. Calcul de SINAD 
Dans ce paragraphe nous allons présenter une étude comparative entre les deux 
méthodes de calcul du SINAD, à savoir par la FFT et par le filtre coupe bande. Pour cela, nous 
utilisons les données issues du CAN THS1060 pour estimer le SINAD par le filtre coupe bande 
que nous comparons avec le SINAD fourni par CANTEST. 
Le convertisseur analogique numérique THS1060 à été testé sous CANTEST. Il  
présente un SINAD de 55.86 dB pour une fréquence d’entrée de 300 kHz échantillonnée à 30 
MHz. La figure III. 16 montre le signal issu du convertisseur ainsi que son spectre. Dans la 
figure III. 17 on notera les paramètres spectraux calculés par FFT. 
Figure III. 16 : Signal de sortie du CAN THS1060 et sa FFT. 
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Figure III. 17 : Paramètres spectraux du CAN THS1060. 
Pour estimer le SINAD des données issues du CAN THS1060, on récupère le signal 
échantillonné sous CANTEST dans fichier ASCII pour, ensuite, l’introduire sous SIMULINK à 
l’entrée du filtre coupe bande. La figure III. 18 montre le schéma de simulation du système. 
Dans ce cas, on teste le fonctionnement du filtre coupe bande avec des données réelles. 
Figure III. 18 : Le schéma de simulation du filtre coupe bande auquel on applique les données 
issues du THS1060.  









































Figure III. 19 : Signal de sortie du CAN THS1060 et son spectre. 
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Figure III. 20 : Signal de la sortie passe bande Xbp du filtre et son spectre. 
Dans la figure III. 20 on montre l’évolution temporelle du signal à la sortie passe bande 
Xbp ainsi que son spectre, tandis qu’on présente la sortie coupe bande Xnt et son spectre dans la 
figure III. 21. La figure III. 22 représente l’évolution temporelle du paramètre SINAD. A la fin 
du traitement l’estimation du SINAD est de 55.35 dB. Dans le tableau III. 1 sont récapitulés les 
résultats obtenus par FFT et filtrage. 











































Figure III. 21 : Signal de la sortie coupe bande du filtre (bruit) et son spectre. 


















Figure III. 22 : Courbe temporelle du SINAD. 
Chapitre III : Analyse des paramètres 
76
 FFT (CANTEST) Filtre Erreur (dB) Erreur (%) 
SINAD 55.86 dB 55.35 dB 0.51 dB 0.91 % 
Tableau III. 1 : Comparaison entre les deux méthodes de calcul de SINAD (FFT, filtrage 
numérique) en utilisant un CAN réel. 
IV.3. Calcul de SNR et de THD 
Dans ce paragraphe nous présentons une étude comparative entre les deux méthodes 
de calcul du SNR et de la THD, à savoir par la FFT et par le banc de filtres. Pour cela, nous 
continuons à comparer la mesure d’un CAN réel sur CANTEST et le calcul sur MATLAB par 
banc de filtres. 
Le CAN THS1060, testé sous CANTEST, présente un SNR de 59.64 dB et une THD de –
63.90 dB pour une fréquence d’entrée de 5 MHz échantillonnée à 50 MHz. La figure III. 23 
représente le signal issus du CAN ainsi que son spectre. La figure III. 24 donne les paramètres 
spectraux mesurés sur CANTEST. 
Figure III. 23 : Signal de sortie du CAN THS1060 et son spectre. 
Figure III. 24 : Paramètres spectraux du signal de sortie du CAN THS1060. 
Chapitre III : Analyse de paramètres 
77
Pour calculer le SNR et la THD à partir des données issues du CAN THS1060, on 
récupère le signal échantillonné sous CANTEST dans fichier ASCII et on l’introduit sous 
SIMULINK à l’entrée du filtre coupe bande, figure III. 25. 
Figure III. 25 : Le schéma de simulation du banc de filtre ayant les données issues du THS1060 
comme entrée. 
La figure III. 26 donne le signal à l’entrée du banc de filtre ainsi que son spectre. Pour 
bien illustrer le fonctionnement du banc, on montre dans la figure III. 27 la sortie Xnt du banc 
ainsi que son spectre. Par contre, dans la figure III. 28 on présente la sortie passe bande Xbp,1
correspondant au fondamental. On notera la présence des zéros de transmission aux 
fréquences correspondant aux harmoniques (10MHz, 15MHz, 20 MHz et 25 MHz). Les figures 
III. 29 à III. 32 représentent respectivement le spectre des signaux issus des sorties Xbp,2, Xbp,3,
Xbp,4, et Xbp,5 du banc de filtres correspondant respectivement aux 2ème, 3ème, 4ème, et 5ème
harmoniques. 
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Figure III. 26 : Signal de sortie du CAN THS1060 et son spectre. 















































Figure III. 27 : Signal de la sortie Xnt du banc du filtre (bruit). 
















































Figure III. 28 : Signal de la sortie passe bande Xbp,1 accordé sur le fondamentale et son spectre. 
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Figure III. 29 : Spectre de la sortie passe 
bande Xbp,2 accordée sur le 2ième harmonique. 
Figure III. 30 : Spectre de la sortie passe 
bande Xbp,3 accordée sur le 3ième harmonique.




































Figure III. 31 : Spectre de la sortie passe 
bande Xbp,4 accordé sur le 4ième harmonique. 
Figure III. 32 : Spectre de la sortie passe 
bande Xbp,5 accordé sur le 5ième harmonique



































Figure III. 33 : Courbe d’évolution 
temporelle du SNR. 
Figure III. 34 : Courbe d’evolution 
temporelle de la THD.
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Les figures III. 33 et III. 34 représentent respectivement l’évolution des paramètres 
spectraux SNR et THD. A la fin du traitement le SNR est de 60.39 dB et la THD est de -63.52 dB. 
Le tableau III. 2 récapitule les résultats obtenus. On notera que les valeurs estimées du SNR 
et de la THD par le banc sont très proches de celle calculée par FFT. 
 FFT (CANTEST) Banc de filtres Erreur (dB) Erreur (%) 
SNR 59.64 dB 60.39 dB 0.75 dB 1.25 % 
THD -63.90 dB -63.52 dB 0.38 dB 0.59 % 
Tableau III. 2 : Comparaison entre les deux méthodes de calcul de SNR et de THD (FFT, 
filtrage numérique) en utilisant un CAN réel (THS1060). 
IV.4. Comparaison entre le banc classique et le banc proposé 
Dans ce paragraphe nous allons comparer les résultats de simulations obtenus avec la 
structure du banc de filtres proposée par rapport à la structure du banc de filtres classique. 
Les figures III. 35, III. 36 et III. 37 montrent l’évolution du paramètre SNR, THD et SINAD pour 
les deux structures du banc de filtre : structure classique et structure proposée. 










































(a)                                                                          (b) 
Figure III. 35 : évolution du paramètre SNR pour la structure classique et la structure proposée 
(a), et ses valeurs à la fin du traitement (b). 





















Figure III. 36 : évolution du paramètre THD pour la structure classique et la structure 
proposée.
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 (a)                                                                          (b) 
Figure III. 37 : évolution du paramètre SINAD pour la structure classique et la structure 
proposée (a), et ses valeurs à la fin du traitement (b). 
 FFT Banc de filtres classique Banc de filtres proposé  
SNR 59.64 dB 61.22 dB 60.39 dB 
THD -63.90 dB -56.87 dB -63.52 dB 
SINAD 58.26 dB 59.68 dB 58.83 dB 
Tableau III. 3 : Comparaison entre les deux structure du Banc de filtre pour le calcul des 
paramétres dynamique du CAN en utilisant les données issues d’un CAN réel (THS1060).
Les résultats montrent bien que la précision de la structure proposée est meilleure que 
celle du banc classique. En effet, vu la présence des zéros de transmissions sur les 
harmoniques, le calcul de la puissance de chaque raie spectrale est plus précis [Reba02-d]. Ce 
qui nous permet d’avoir une estimation des paramètres spectraux plus proche du calcul par 
FFT. 
IV.5. La cohérence 
Comme on l’a vu dans le premier chapitre, le choix de la fréquence d'horloge et celle de 
l’entrée doit être très précis dans le cadre du test classique. Pour évaluer les performances du 
CAN, il est préférable de maximiser le nombre des entrées échantillonnées ayant des phases 
distinctes et, si possible, obtenir au moins un échantillon représentatif de chaque code du 
CAN. Pour que l’analyse par FFT ait un sens, il faut que l'acquisition se fasse en fréquences 
cohérentes afin que la puissance de chaque composante spectrale se trouve sur une seule raie 
du spectre. Ceci permet d’avoir un calcul précis des différents paramètres spectraux. Dans la 
figure III. 38, on montre une acquisition en fréquences cohérentes du CAN THS1060. 
Lorsque la relation de cohérence n’est pas satisfaite, le phénomène du « leakage » 
apparaît dans le spectre, figure III. 39. La puissance de chaque composante spectrale n’est 
plus sur une seule raie mais dispersée sur plusieurs raies spectrales, ce qui va induire des 
erreurs dans le calcul des paramètres spectraux du CAN, figure III. 39. 
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Figure III. 38 : Acquisition en fréquences cohérentes. 
Figure III. 39 : Acquisition en fréquences non-cohérentes. 
C’est pour quoi on utilise des fenêtres qui permettent de resserrer l’énergie de chaque 
composante spectrale sur une seule raie. Cependant, l’emploie de la méthode de fenêtrage 
dépend de type de la fenêtre (atténuation, largeur du lobe central) [Nutt81]. Dans la figure III. 
40 on présente le même spectre mais avec fenêtrage. 
Figure III. 40 : Acquisition en fréquences non-cohérentes avec fenêtrage. 
Pour évaluer l’influence de la cohérence sur l’estimation des paramètres spectraux par 
la méthode du filtrage numérique, nous avons simulé le banc de filtres avec le fichier 
d’acquisition en non cohérent. 
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Banc de filtres 
SINAD 58.20 dB 43.63 dB 59.26 dB 57.96 dB 
SNR 58.87 dB 43.64 dB 60.06 dB 58.52 dB 
THD -66.68 dB -72.35 dB -66.99 dB -65.37 dB 
Tableau III. 4 : Effet de la cohérence sur le calcul des paramètres spectraux. 
Même si la condition de cohérence n’est pas satisfaite, l’estimation des paramètres 
spectraux par le banc de filtres donne de très bons résultats, Tableau III. 4. La méthode du 
filtrage numérique est donc plus robuste que la FFT pour la cohérence [Reba02-d]. Ces 
résultats nous confortent dans l’objectif d’implantation de ce banc de filtres. 
V. Précision de la mesure 
Dans ce paragraphe, nous aborderons l’aspect aléatoire du traitement. En effet, à 
chaque fois qu’on répète les acquisitions, les valeurs des paramètres spectraux changent pour 
les mêmes amplitudes et fréquences du signal d’entrée et d’horloge. Ceci est du à l’aspect 
aléatoire du signal issu du CAN causé par la présence du bruit de quantification. La finalité de 
l’étude est de répondre à la question suivante : est ce que cet aspect aléatoire affecte la 
précision de l’estimation de la puissance d’une raie harmonique par notre unité d’extraction ? 
Tout d’abord, nous allons commencer par la mesure du bruit gaussien blanc en 
estimant sa moyenne et sa variance. Ensuite, nous allons définir l’intervalle de confiance pour 
le calcul de la puissance du bruit. Puis, nous analysons les résultats de l’exécution d’une FFT 
sur un bruit gaussien. Ce qui nous permet de mettre en œuvre l'effet du bruit gaussien blanc 
sur la FFT d'une sinusoïde en présence de ce bruit.  
Dans une seconde étape, l'effet du bruit gaussien sur les mesures des puissances des 
raies (fondamental et harmoniques) effectuées par le banc de filtres sera également quantifié. 
Les intervalles de confiance pour les résultats de mesure des puissances pour chaque type de 
test (FFT et filtrage) seront donnés et comparés.  
V.1. Mesure d’un bruit gaussien blanc 
En général, la mesure du bruit à la sortie d’un circuit électronique nous permet de 
déterminer l’intervalle de confiance du paramètre mesuré. Considérons l’exemple montré à la 








Figure III. 41 : (a) Générateur de tension aléatoireη, distribution gaussienne d’un bruit de 
moyenne µη et d’écart typeση . 
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Nous considérons que le bruit est blanc, gaussien et stationnaire. Tous les échantillons 
du bruit sont donc indépendants et distribués selon une loi normale, figure III. 42. Puis que le 
bruit électronique est un processus aléatoire, sa valeur instantanée ne peut pas être prédite.  
















































Intervalle de confiance à 95% 
(a)                                                               (b) 
Figure III. 42 : (a) Bruit blanc gaussien de  moyenne nulle et d’écart typeση =10-2 Volts. (b) 
Histogramme de ce bruit. 
Pour le cas illustré dans la figure III. 41, le bruit présente une moyenne µη nulle et un 
écart type ση = 10-2 Volts. Dire que le bruit est blanc, c’est dire que les échantillons sont 
statistiquement indépendants. On ne peut pas prédire la valeur exacte du bruit pour un 
instant donné. Cependant, il est possible de déterminer l’intervalle de confiance dans lequel le 
bruit se trouvera si on connaît la moyenne µη, l’écart type ση et la densité de probabilité du 
bruit η. D’après les théorie statistiques [Papo94], 95% des échantillons d’un bruit gaussien η
se trouveront approximativement à ±2ση de la moyenne µη. Pour l’exemple de la figure III. 41, 
l’intervalle de confiance à 95% est donnée par : 
22 102102 −− ×≤≤×− η  (III - 43) 
En général, nous rencontrons des bruits pour les quels on ne connaît pas la moyenne µη
ni l’écart type ση. Les théories statistiques [Papo94] nous fournissent des techniques qu’on 
peut appliquer aux échantillons du bruit pour obtenir une estimation de la moyenne ηµ̂  et de 








1ˆ ηηµη  (III - 44) 
L’opération d’estimation est elle même une opération aléatoire puisque les échantillons 
η obéi à un processus aléatoire. Si on considère M échantillons, l’intervalle de confiance à 












µ +≤≤−  (III - 45) 
où zα/2 représente la loi normale centrée.  
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On voit bien que cet intervalle de confiance dépend de l’écart type du bruit. De la 










1ˆ ηη µησ  (III - 46) 
Si on considère M échantillons, l’intervalle de confiance à 100(1-α)% de la variance ση²
est donnée par  






















 (III - 47) 
où χ² représente la loi chi-deux à M-1 degré de liberté.  
V.2. Effet du bruit la mesure spectrale des signaux par FTT 
Après avoir estimer dans le paragraphe précédant la moyenne et la variance du bruit 
gaussien, nous déterminons l’effet de ce bruit quand des mesures spectrales sont réalisées. 
Dans un premier temps, nous analysons les raies de la FFT d’un bruit gaussien et nous 
déterminons la densité de probabilité de chaque composante de la FFT. Enfin, nous 
quantifions l’effet du bruit gaussien sur le calcule de la FFT d’une sinusoïde en déterminant la 
forme de la densité de probabilité des raies de la FFT du signal. 
V.2.1. Densité de probabilité de la FFT d’un bruit gaussien 
Soit une séquence de M échantillons d’un bruit gaussien η. Considérons que ce bruit 
est à moyenne nulle, les échantillons sont indépendant et distribués avec un écart type ση. Soit 
N(k) la FFT du bruit η donnée par : 













η , k=0, 1, …., M-1 (III - 48) 
En développant l’expression de N(k), on obtient : 
( ) ( )[ ] ( )[ ]
( ) ( ) ( )( )




















ππη  (III - 49) 
Notons que la partie réelle et imaginaire de N(k) sont des combinaisons linéaires de 
variables aléatoires gaussiennes. Ceci implique que la partie réelle et imaginaire sont aussi 
gaussiennes. En effet, d’après le théorème de la limite centrale [Papo94], la somme de 
variables aléatoires approche une distribution gaussienne dés qu’il s’agit d’une somme de plus 
de 30 échantillons. La moyenne de la partie réelle et imaginaire de N(k) est donnée par : 






πη  (III - 50) 
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πη  (III - 51) 
où E{x} est la moyenne de la variable aléatoire x.
Les moyennes de la partie réelle et la partie imaginaire de N(k) sont nulle puisque le 
bruit gaussien η est à moyenne nulle. Cependant la variance de la partie réelle et imaginaire 
sont donnée par : 
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et 























 (III - 53) 
où ν{x}=E{x²-(E{x})²} est la variance de la variable aléatoire x.
Nous disposons maintenant d’une description complète de la densité de probabilité de 
la partie réelle et imaginaire. Reprenons l’exemple de la figure III. 41 en supposons que le 
bruit η est gaussien de moyenne nulle ayant un écart type ση = 10-2 Volts. Les lignes verticales 
de la figure III. 43 montrent l’intervalle de confiance à 95% ( 2M2 /ησ± ) de la partie réelle et 
imaginaire de la FFT du bruit η. On voit bien qu’il s’agit d’une distribution gaussienne. 




























Intervalle de confiance à 95% 




























Intervalle de confiance à 95%
(a)                                                               (b) 
Figure III. 43 : (a) Histogramme de la partie réelle de la FFT d’un bruit gaussien, (b) 
Histogramme de la partie imaginaire de la FFT d’un bruit gaussien. 
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V.2.2. Densité de probabilité de la puissance du bruit dans les raies 
spectrales 
Dans le paragraphe précèdent, nous avons développé la densité de probabilité des 
parties réelle et imaginaire des raies spectrales de la FFT d’un bruit blanc gaussien. Dans ce 
paragraphe on se propose de déterminer la densité de probabilité de la puissance du bruit dans 
chaque raie de la FFT. Cette distribution va être utilisée ultérieurement pour prédire le 
niveau de bruit qui se trouve sur la même raie que le signal à mesurer. La puissance du bruit 
est calculée comme la somme quadratique des parties réelle et imaginaires. Notons Nk
2 la
variable aléatoire suivante :  
( )( )[ ] ( )( )[ ]222k kNImkNReN +=  pour k=0, 1, …, M-1 (III - 54) 
où N(k) est la FFT du bruit blanc η.
Puis que le bruit η est gaussien, la distribution de Im(N(k)) et Re(N(k)), qui sont des 
combinaisons linéaires de η, suivent les lois gaussiennes décrites dans le paragraphe 
précèdent. Cependant, Nk
2 est une somme quadratique de deux variables gaussiennes (Im(N(k))
et Re(N(k))) de moyenne nulle et ayant la même variance. C’est pourquoi la distribution de Nk
2
suit une loi χ² à deux degré de liberté [Kay93] [Proa83]. La densité de probabilité de Nk2 s’écrit 
alors : 









−=  (III - 55) 




µ  de chaque raie de Nk2 s’écrit alors : 
M2 22NN 2k η
σσµ ==  (III - 56) 




k /1logN0 µα≤≤  (III - 57) 
Si on connaît la puissance du bruit η, la détermination de la moyenne et de l’intervalle 
de confiance de Nk
2 devient facile. Cependant nous ne disposons pas de la valeur de la 
puissance du bruit η, mais d’une estimation ησ̂ . Plutôt que de compliquer les calculs, on 
considère une estimation de 2
kN
µ̂  donnée par : 
Mˆˆ 2
N 2k η
σµ =  (III - 58) 
Reprenons l’exemple de la figure III. 41 en supposons que le bruit η est gaussien de 
moyenne nulle ayant un écart type ση = 10-2 Volts. L’acquisition est réalisée sur M=1024
échantillons du processus de mesure. Les valeurs de Nk
2 sont calculées d’après l’équation (III - 
54) et sa distribution exponentielle est montrée à travers l’histogramme de la figure III. 44. La 






−×== ησµ  et 95% des échantillons se trouvent dans l’intervalle 
30680N0 2k .≤≤ .
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(a)                                                               (b) 
Figure III. 44 : (a) Histogramme de Nk2, (b) Puissance du bruit gaussien. 
La variable aléatoire Nk
2 est liée à la densité spectrale de puissance du signal bruit η,
soit S(k). Elle est donnée par : 











=+=  (III - 59) 
où M est le nombre de point de la FFT et R la résistance de charge de la figure III. 41. 
L’unité de S(k) est le Watt/raie. Afin de normaliser en Watt/Hz, on multiplie 
l’expression (IV – 59) par M/Fh.
Reprenons l’exemple de la figure III. 41 en supposons que le bruit η est gaussien de 
moyenne nulle ayant un écart type ση = 10-2 Volts. La densité spectrale de puissance du bruit η
est montrée à la figure III. 44. La moyenne de la densité spectrale de puissance est de 
( ) dB1.701024/10log10 410 −=− . L’intervalle de confiance à 95% est donné par : 





 (III - 60) 
ou
[ ] dBen3.65−∞−  (III - 61) 
Ce qui veut dire que 95% de la densité spectrale de puissance se trouve au dessous de 
−65.3 dB. Cette figure semble corroborer ce resultat. 
V.2.3. Densité de probabilité de la FFT d’une sinusoïde dans un bruit blanc 
Quand le signal est mesuré en présence de bruit blanc, certaines composantes du bruit 
seront à la même fréquence que le signal. Ce qui cause une variation aléatoire des mesures 
effectuées sur le signal puisque la FFT est appliquée au signal plus bruit. En utilisant les 
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résultats des paragraphes précédents, nous allons établir les limites de variation observées sur 
la puissance du signal calculée par FFT.  
On a déjà vu que si on applique l’opération FFT sur un bruit blanc gaussien η, les 
parties réelle et imaginaire sont deux variables aléatoires gaussiennes. De plus, l’opération de 
FFT est une combinaison linéaire de η. L’ajout d’un bruit à un signal avant l’exécution d’une 
FFT présente donc le même spectre que la somme de la FFT du bruit et de la FFT du signal.  
Soit x(n) un signal sinusoïdal ayant m périodes et M échantillons : 
( ) ( )xx M/mn2sinAnx φπ +=  (III - 62) 
où n=0,…, M-1, Φx est une constante et m est un entier. 
La FFT du signal x(n) est : 
( )
( ) ( ) ( ) ( )










 (III - 63) 
Si l’on considére que x(n) est déterministe, la densité de probabilité des parties réelle et 
imaginaires de X(k) sont présentées par deux impulsions à m et M-m. Ils représentent 
également les deux moyennes µR et µI des parties réelle et imaginaire de la FFT du signal plus 
le bruit. 
Soit y(n)=x(n)+η(n) le signal résultant de la somme d’une sinusoïde et d’un bruit blanc 
gaussien. En calculant la FFT de y(n) on a : 
( ) ( ) ( )kNkXkY +=  (III - 64) 
Les parties réelle et imaginaire de Y(k) aux raies k=m et k=M-m sont gaussiennes. Leur 
moyennes µR et µI  sont données par les parties réelle et imaginaire de X(m) et X(M-m). Pour 
tout les autres raies de Y(k) la densité de probabilité sera identique à N(k) et auront la même 
variance 2M2 /ησ . Une fois qu’on a déterminé le type de distribution, la moyenne et la 
variance, on peut alors estimer l’intervalle de confiance à 95% des parties réelle et imaginaire 
de Y(k). Ils sont donnés par : 
( ) ( )
( )[ ]



















 (III - 65) 
et 
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 (III - 66) 
Reprenons l’exemple de la figure III. 41 en supposons que le bruit η est gaussien de 
moyenne nulle ayant un écart type ση = 10-2 Volts. En ajoutant ce bruit au signal 
x(n)=1.5441×10−2×cos(2π99/1024+π/6) Volts, soit y(n)=x(n)+η(n) pour n=0,…,1023. On obtient 
l’histogramme de la partie réelle et imaginaire de Y(99) comme le montre la figure suivante : 
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   intervalle de   
confiance à 95% 
(a)                                                               (b) 
Figure III. 45 : (a) Histogramme de la partie réelle de la FFT de la raie k=99, (b) Histogramme 
de la partie imaginaire de la même raie. 
On a donc réussi à exprimer la densité de probabilité des parties réelle et imaginaires 
de la FFT d’un signal sinusoïdal avec un bruit blanc gaussien. Nous étendons l’analyse à la 
densité de probabilité du carré du module de la FFT de y(n), soit ( 2kY )( ).
Notons par ( )22m mYY = le carré de l’amplitude de la FFT à la raie m et par ( )22m mSS =  la 
densité spectrale de puissance du spectre à la raie m.
Les deux parties réelle et imaginaire de Y(m) sont deux variables aléatoires 
gaussiennes de même variance 2M22 /ησσ =  mais de moyenne différentes (µR et µI) fonction de 
l’amplitude et de la phase de la sinusoïde. Cette situation satisfait les conditions du théorème 
de la loi χ2 non-centrale avec deux degrés de liberté [Kay93] [Proa83]. La densité de probabilité 
de Ym
2 s’écrit alors : 






























 (III - 67) 
Le terme I0(x) représente la fonction de Bessel de premier type d’ordre zéro, représenté 
par la série suivante : 
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 (III - 68) 





−−Γ  (III - 69) 
Si les deux moyennes (µR et µI) sont nulles l’expression (III - 67) se réduit à la relation 
donnée par (III - 55). En considérant qu’au moins l’une des deux moyenne est non nulle, la 
moyenne et la variance de 2mY s’écrivent alors :  
( )2I2R22I2R2Y M22m µµσµµσµ η ++=++=  (III - 70) 
( ) ( )2I2R2422I2R222Y M2M442m µµσσµµσσσ ηη ++=++=  (III - 71) 
où ση désigne la variance du bruit η, µR et µI désignent la partie réelle et imaginaire de la raie 
spectrale X(m).
Dés que les valeurs de µR et µI  augmentent, la densité de probabilité se métamorphose 
d’une loi exponentielle pour approximer une distribution gaussienne ( 22I
2
R σµµ >>+ ) [Kay93] 
[Proa83]. Ce processus est illustré dans la figure III. 46, où la densité de probabilité de Ym
2 est 
tracée en fonction du SINAD. Ici le SINAD représente le rapport de la puissance du signal sur la 

















Figure III. 46 : Densité de probabilité de Ym
2 pour des signaux ayant des SINAD différents. 
D’après la figure III. 46 on en déduit que Ym
2 admet une distribution gaussienne 
lorsque le signal qui présente un SINAD supérieur à 20 dB. Dans ce cas, l’expression de la 
moyenne et la variance de Ym





µµµ +≈  (III - 72) 
( )2I2R22Y M22m µµσσ η +≈  (III - 73) 
A partir de cette approximation gaussienne de la densité de probabilité de Ym
2, nous 
allons déterminer la densité spectrale de puissance (DSP) de la raie m. La DSP n’est que le 
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quotient du carré de l’amplitude de la FFT par M²R, ce qui nous permet d’approximer la 
densité de probabilité de la DSP de la raie m (Sm) par une loi gaussienne ayant comme 
moyenne et variance : 
( ) RM/ 22I2RSm µµµ +≈  (III - 74) 
( ) RM/2 32I2R22Sm µµσσ η +≈  (III - 75) 
D’autre part on a : 
( )2x2I2R 2/MA=+ µµ  (III - 76) 













ησσ ≈  (III - 78) 




















x ηη σσ +≤≤−  (III - 79) 
Or Sm=Ax
2/4R est la DSP du signal x(n) pour l’une des deux composantes de fourrier du 
signal (m ou M-m). En combinant les puissances des deux raies (m et M-m), nous obtenons la 
puissance totale du signal R2A2x
2
S /=σ  Watts. La puissance totale du bruit est R
22
W /, ηη σσ =














σ +≤≤−  (III - 80) 
Cette expression définie l’intervalle de confiance à 95% de la densité spectrale de 
puissance du signal ( 2Sσ ).















































Intervalle de confiance à 95% 
(a)                                                               (b) 
Figure III. 47 : (a) Densité spectrale de puissance d’un signal plus un bruit blanc gaussien, (b) 
Histogramme de la raie k=99 contenant la puissance du signal. 
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Reprenons l’exemple de la figure III. 41 en supposons que le bruit η est gaussien de 
moyenne nulle ayant un écart type ση = 10-2 Volts. Le signal appliqué présente un SINAD
supérieur à 20 dB. Ce qui nous laisse prédire une distribution gaussienne de la densité 
spectrale de puissance de la raie k=99. L’histogramme de la figure III. 47 confirme la 
distribution gaussienne de la DSP. Notons que l’intervalle de confiance à 95% se resserre dés 
qu’on augmente le nombre d’échantillons. 
V.3. Effet du bruit sur la mesure spectrale des signaux par 
filtrage 
Dans ce paragraphe, on présente l’effet du bruit blanc sur la mesure de la densité 
spectrale de puissance du signal par la méthode du filtrage. Pour cela nous commençons par 
étudier le calcul de la densité spectrale du bruit à la sortie d’un filtre coupe-bande. Ensuite, 
nous établirons l’intervalle de confiance de la densité spectrale de puissance du signal à la 
sortie d’un filtre passe bande. 
V.3.1. La densité de probabilité de la sortie coupe bande 
On se propose de déterminer la densité de probabilité de la somme quadratique des 
échantillons de la sortie du filtre coupe bande de la figure III. 9. Si un signal composé d’une 
sinusoïde plus un bruit blanc gaussien attaquent l’entrée du filtre coupe bande, accordé sur la 
fréquence du signal, seul le bruit émerge de la sortie Xnt du filtre coupe bande. Ce bruit filtré 
ne sera plus blanc mais coloré (corrélé) [Papo94][Proa83]. Mais son allure se rapproche d’un 
bruit blanc et gaussien, comme le montre la figure III. 48. Pour simplifier les calculs, on va 
supposer que le bruit filtré est gaussien et les relations (III - 46) et (III - 47) sont valables. 



























(a)                                                                      (b) 
Figure III. 48 : (a) Histogramme de la puissance d’un bruit gaussien par FFT, (b) Histogramme 
de la puissance d’un bruit gaussien par filtrage. 
En supposant que le bruit à la sortie du filtre coupe bande est blanc, sa densité 
spectrale de puissance peut s’écrire par : 
( ) 2/NfS 2=η  (III - 81) 
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Si nous intégrons la densité spectrale de puissance sur la largeur de bande, nous 







ηη  (III - 82) 
Notons que la puissance totale du bruit est définie sur une largeur de bande donnée 
qui est, dans notre cas, B-3 dB. Cependant, la densité spectrale du bruit à la sortie est : 
( ) ( ) ( )fSfHfŜ 2nt ηη =  (III - 83) 
Ce qui nous permet d’estimer la puissance totale du bruit sur la bande B-3 dB :























= η  (III - 86) 
En substituant la valeur de N² dans l’expression du bruit totale, nous pouvons mettre 











BBNP ηη  (III - 87) 
Le calcul de l’intégral est donné dans l’annexe A [Reba02-e]. 
La relation (III – 87) nous permet de comparer la puissance estimée du bruit par le 
filtrage par rapport à la puissance réelle de ce bruit. 
V.3.2. La densité de probabilité de la sortie du filtre passe bande 
Dans ce paragraphe nous étudions l’extraction de la puissance du signal à la sortie 
passe bande de la figure III. 9. Puisque la bande du filtre passe bande est étroite, on aura à la 
sortie le signal plus un bruit coloré. Afin de simplifier les calculs, on supposera que seul le 
bruit à la même fréquence que le signal sera présent avec le signal à la sortie passe bande du 
filtre.  
Nous considérons que sur la largeur de la bande B-3 dB, de -Fh/2 jusqu’à Fh/2, le bruit η
présente une densité spectrale constante de N²/2, où N² est exprimé en Volts²/Hz. A l’entrée du 
filtre on a le signal y(n)=s(n)+η (n), où s(n) est donné par : 
( ) ( )φπ += nTf2cosAns 0  (III - 88) 
Chapitre III : Analyse de paramètres 
95
La densité spectrale de puissance de s(n) s’écrit : 




fS ++−= δδ  (III - 89) 
La densité spectrale réelle de la sortie y(n) s’écrit alors : 










sy +++−=+= δδη  (III - 90) 
La sortie passe bande du filtre possède une réponse en fréquence Hpb(f) et l’estimation 
de la densité spectrale de puissance de y(n) sur B-3 dB s’écrit [Reba02-e] : 
( ) ( ) ( ) ( ) ( ) 2pb
2
pbss fHfSfHfSfŜ η+=  (III - 91) 
La puissance estimée du signal à la sortie du filtre est donnée par : 










ss dffHfSdffHfSdffŜP̂ η  (III - 92) 
Mais Ss(f) est une impulsion pure, l’expression (III - 92) devient alors 









fHP̂ η  (III - 93) 
On remarque que l’amplitude de la fonction de transfert Hpb(f) à la fréquence f0 est 
unitaire ; le premier terme de l’équation (III - 93) représente la puissance réelle du signal Ps.
De plus, la densité spectrale du bruit Sη(f) est constante (N²/2), ce qui nous permet 










ss dffHNPP̂ σ  (III - 94) 
où sP̂  est donnée par la relation (III - 36),
( )fH pb  est la réponse en fréquence du filtre. 
La relation (III - 94) met en évidence le terme d’erreur introduit par le filtrage dans le 
calcul de la puissance de ce signal. Cette erreur est fonction du bruit (N) et de la largeur de la 
bande passante (B-3 dB). Cette erreur diminue dès que le lieu des pôles s’approche de 1. Le calcul 
de l’intégral est détaillé dans l’annexe A [Reba02-e]. 
V.4. Précision de l’estimation de la puissance du signal 
Nous avons vu que le bruit aléatoire cause des variations lors de l’estimation de la 
puissance du signal. Nous allons comparer dans ce paragraphe les effets de ces variations sur 
la mesure par les deux méthodes : FFT et filtrage. 
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V.4.1. Intervalle de confiance de la puissance du signal par FFT 
La présence de bruit dans les signaux à mesurer affecte les raies de la FFT et donc la 
précision du calcul de la puissance du signal. L’effet de cette variation devient d’autant plus 
négligeable que la puissance du signal à mesurer est au dessus de 20 dB du plancher du bruit. 
L’intervalle de confiance à 95% de la puissance du signal est donnée par : 
M/P̂P̂4P̂PM/P̂P̂4P̂ sssss ηη +≤≤−  (III - 95) 















P̂η  (III - 97) 
V.4.2. Intervalle de confiance de la puissance du signal par filtrage 
En utilisant le filtrage, une erreur se trouve dans l’estimation de la puissance du 










ss dffHNPP̂ σ  (III - 98) 
où sP̂ est donnée par (III - 36). sP  est la puissance réelle du signal. 
Si le signal à mesurer est au dessus de 20 dB par rapport au plancher de bruit, on peut 
dire que la valeur de la puissance du signal est la même que son estimation par la FFT (l’effet 
du bruit devient négligeable). En utilisant les relations (III - 95) et (III - 98), nous pouvons 
définir l’intervalle de confiance à 95% de la puissance du signal est donnée par : 








bpss dffHP̂M/P̂P̂4P̂PdffHP̂M/P̂P̂4P̂ ηηηη  (III - 99) 
V.4.3. Comparaison 
Pour conclure on reprend l’exemple de la figure III. 41 en supposons que le bruit η est 
gaussien de moyenne nulle ayant un écart type ση = 10-2 Volts. Pour voir l’influence de 
l’amplitude sur l’intervalle de confiance deux valeurs d’amplitude du signal A sont choisies. La 
première est de A1=4.8828125×10-2 Volts, la deuxième est de A2=0.5 Volts.
a. FFT 
L’intervalle de confiance à 95% est donné par (III - 95), donc pour la première 
amplitude A1 : 
00123525.0P001148934.0 s ≤≤  (III - 100) 
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dB08.29PdB39.29 s −≤≤−  (III - 101) 
alors que pour la deuxième amplitude A2 : 
125441941.0P124558059.0 s ≤≤  (III - 102) 
dB01.9PdB04.9 s −≤≤−  (III - 103) 
On voit bien que si l’écart entre la puissance du signal et le plancher de bruit est de 
moins 20 dB (10 dB, pour A1), la valeur de la puissance du signal subit beaucoup plus de 
variation que dans le deuxième cas. Pour ce dernier, l’écart est de plus de 20 dB entre la 
puissance du signal et le plancher de bruit (30 dB pour A2).
b. Filtrage 
L’intervalle de confiance à 95% est donné par (III - 99), si on place les pôles à 0.99 du 
cercle unitaire, on aura  
001656354.0P001570038.0 s ≤≤  (III - 104) 
dB80.27PdB04.28 s −≤≤−  (III - 105) 
pour la première amplitude alors que pour la deuxième : 
125863045.0P124558059.0 s ≤≤  (III - 106) 
dB00.9PdB03.9 s −≤≤−  (III - 107) 
De la même façon, on voit bien que si l’écart entre la puissance du signal et le plancher 
de bruit est de moins 20 dB (10 dB, pour A1), la valeur de la puissance du signal subit 
beaucoup plus de variation que dans le deuxième cas. 
L’extraction de la puissance du signal par filtrage est suffisamment précise pour la 
mesure dès que l’écart est de plus de 20 dB entre la puissance du signal et le plancher de bruit. 
Dans le cadre de nos travaux, nous effectuons le test BIST pour des CANs ayant une 
résolution supérieure à 10 bits, donc le SINAD est largement supérieur à 20 dB. La précision de 
la méthode de filtrage est assez suffisante pour la mesure.  
VI. Conclusion  
Dans ce chapitre nous avons présenté l’unité d’extraction des paramètres spectraux qui 
sera implantée dans le schéma proposé du BIST pour les CANs. Cette unité est basée sur la 
réalisation, soit d’un filtre coupe bande pour l’estimation du SINAD, soit d’un banc de filtres 
pour l’estimation du SNR et la THD. Dans les deux cas cette unité d’extraction est constituée de 
cellules biquadratiques. Notre choix s’est porté sur une structure spéciale de filtres dits LDI. 
Cette cellule permet d’ajuster la largeur de la bande passante ainsi que la fréquence de 
résonance.  
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Ensuite, nous avons présenté une nouvelle structure pour le banc de filtres qui permet 
théoriquement d’améliorer l’estimation des paramètres spectraux du CAN dans le cadre du 
test BIST. En effet, cette structure originale permet d’appliquer pour une sortie passe bande 
du filtre des zéros de transmission correspondant aux autres fréquences contenues dans le 
signal. Cette propriété permet de mieux estimer la puissance de chaque composante 
correspondante à une harmonique et d’obtenir une meilleure estimation des paramètres 
spectraux par rapport à la structure classique. De plus, l’utilisation du filtrage numérique 
présente un gros avantage : elle ne nécessite pas la cohérence. 
Dans la dernière partie de ce chapitre nous avons mis en œuvre le caractère aléatoire 
des données issues de la sortie du CAN. En effet, le banc de filtres va opérer avec des données 
qui incluent du bruit aléatoire. Donc à chaque fois que l’on exécute un calcul, on trouvera un 
résultat différent du précédent. Nous nous sommes posés la question de savoir si cet aspect 
aléatoire affecte la précision de la mesure réalisée. Nous avons réalisé une étude originale 
pour déterminer la précision du calcul de la densité spectrale de puissance par FFT et par 
filtrage numérique en élaborant l’expression de son intervalle de confiance. Avec un placement 
astucieux du lieu des pôles des filtres, le banc affiche des résultats assez précis et peut être 
utilisé pour calculer les paramètres spectraux du CAN.  
Les simulations effectués dans ce chapitre constituent une première approche de 
validation (en virgule flottante). Dans le chapitre suivant, nous réalisons ces simulations en 
tenant compte de l’aspect implantation (en virgule fixe). Ensuite, nous allons intégrer le 
système et valider cette étude théorique par des mesures physiques. 
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Chapitre IV :  Réalisation et Validation 
I. Introduction 
Dans le cadre de nos travaux, nous avons proposé une nouvelle structure pour intégrer 
le test des CANs in situ (BIST). L’architecture de cette structure se compose essentiellement 
de deux parties. La génération du signal in situ constitue la première partie. Nous avons 
proposé un système basé sur la réalisation d’un oscillateur Σ∆. La deuxième partie du BIST 
permet l’analyse des données issues du CAN. Elle comporte un banc de filtres et une unité de 
calcul des puissances. Toutes les simulations des chapitres précédents ont été réalisées en 
arithmétique flottante, i.e, la précision de la donnée est « infinie ».  
Dans ce dernier chapitre, nous aborderons l’aspect arithmétique fini, i.e, les données 
sont codées sur un nombre fini de bits. Nous effectuons les simulations des différents éléments 
de la structure proposée (oscillateurs et unité d’extraction de paramétres) en arithmétique 
finie. Ensuite, nous réaliserons les circuits sur des composants programmables et nous les 
testerons pour valider le fonctionnement de chaque partie. 
Ce chapitre est organisé comme suit : une première partie est consacrée à la 
description succincte de la démarche utilisée pour la réalisation de nos circuits. Puis, les 
simulations des différentes parties du système en virgule fixe seront présentées. La complexité 
logique de chaque structure sera exposée. Un fichier VHDL est généré pour chaque partie. 
Après la synthèse, toutes les structures seront implantées dans un composant de type FPGA. 
A la fin du chapitre, les différentes mesures physiques réalisées seront présentées pour valider 
nos choix de conception. 
II. Démarche utilisée pour la réalisation des circuits 
Dans le cadre de nos travaux nous sommes amenés à réaliser des circuits numériques 
que ce soit pour la génération du signal in situ (oscillateur Σ∆) ou pour l’analyse des données 
issues du CAN (filtre coupe bande et banc de filtres). Pour cela, nous avons utilisé plusieurs 
outils pour franchir les étapes de conception de ces circuits avec succès. 
Après avoir simuler dans les chapitres II et III les architectures proposées en 
arithmétique à virgule flottante avec le logiciel MATLAB et son Toolbox SIMULINK, nous 
validons ces architectures en arithmétique virgule fixe en utilisant le logiciel SPW (Signal 
Processing Worksystem). Ceci veut dire que le signal ne peut plus prendre une infinité de 
valeurs, mais désormais qu’un ensemble de valeur fini dû à la quantification sur un nombre de 
bit fini. 
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Une fois que le fonctionnement est vérifié en arithmétique finie sous SPW, un fichier 
VHDL de niveau RTL (Register Transfer Level) est généré. Ce fichier est ensuite synthétisé 
avec l’outil FPGA Express de Synopsys pour avoir une description circuit du fichier VHDL. 
Dans une troisième étape on utilisera les outils Design Manager de Xilinx pour 
l’implantation (placement et routage) dans un circuit de type FPGA. La figure IV. 1 illustre le 
processus de la réalisation des circuits. 
entrée schématique
Simulation en point flottant
Conversion p.flot => p.fixe
Optimisation de la
quantification
Génération du code VHDL
Synthése et Optimisation






Simulation et compilation du
code VHDL (RTL)









Simulation en point fixe
Figure IV. 1 : Diagramme de conception 
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III. Conception en virgule fixe sous SPW  
L’étude menée dans le cadre de nos travaux concernent essentiellement la mise en 
œuvre d’un système de test in situ pour les CANs. Il se compose de deux principaux éléments : 
• Un oscillateur suréchantillonné réalisé en utilisant un modulateur sigma delta 
numérique d’ordre élevé et un filtre analogique passif. 
• Une unité d’extraction de paramètres réalisée en utilisant un banc de filtres 
qui permet la séparation des différentes composantes spectrales du signal issu 
du CAN. Une unité de calcul permet à la suite l’estimation de leurs puissances. 
La principale caractéristique des circuits proposés est leur réalisation en structures 
numériques. En effet, le point fort de l’intégration numérique, outre l’aspect robustesse, est 
d’avoir une surface et une consommation qui diminuent avec l’évolution des technologies 
(réduction des échelles, diminution de la tension d’alimentation). Dans ce paragraphe nous 
présentons l’ensemble des simulations réalisées sous SPW en virgule fixe, i.e, les données sont 
codées sur un nombre fini de bits. 
III.1. Oscillateurs Sigma Delta 
Deux architectures pour les oscillateurs suréchantillonnées sont proposées. La 
première utilise un modulateur sigma delta passe bas d’ordre 4 pour générer des signaux dans 
la bande audio (0-20 kHz). La deuxième utilise un modulateur sigma delta passe bande d’ordre 
8 pour générer des signaux de quelques MHz pour tester les CANs à application vidéo. 
L’étude menée dans la chapitre II montre que pour les modulateurs passe bas d’ordre 4 
et le modulateur passe bande d’ordre 8 on s’attend à avoir un SNR de 120 dB pour un OSR de 
64. C’est pourquoi une arithmétique de 32 bits est utilisée pour la réalisation des modulateur. 
En effet, pour 120 dB on doit avoir une précision de 10-6 ce qui correspond à 20 bits (2-20≈10-6). 
Notre choix s’est porté sur des bus de données de 32 bits. 
III.1.1. Modulateur passe bas 
Dans la figure IV. 2 est présenté le schéma du modulateur Σ∆ passe bas. Les éléments 
de base qui le constitue sont : 
• Les regitres à retards (z-1), 
• Les registre à décalages (2-N),
• Les additionneurs et soustracteurs, 
• L’opération de complémentation pour inverser le signe. 
L’opération de quantification se fait simplement en lisant la valeur numérique (0 ou 1) 
du bit de signe du bus des données. 
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Figure IV. 2: Architecture du modulateur Σ∆ de quatrième ordre sous SPW. 
Comme le montre la figure IV. 2, pour reconstituer le signal de la boucle de retour il 
suffit d’utiliser un inverseur et un bus de données sur 32 bits. En effet,  
• Si bitsteam=’’0’’ alors sig_retour =’’10000000…000000’’=-1 
• Si bitstream=’’1’’ alors sig_retour=’0111111…111111’’=+1 
Ce qui permet d’effectuer en plus l’opération de complémentation. Le modulateur a été 
simulé sur 65536 pts et les spectres de la sortie sont montrés à travers les figures IV. 3 et IV.4. 
Figure IV. 3 : Allure du Spectre du signal à 
la sortie du modulateur Σ∆ passe bas sous 
SPW. 
Figure IV. 4 : Allure du spectre dans la 
bande utile sous SPW.
On voit bien que le plancher de bruit est de 120 dB dans la bande utile. Comme prévu, 
les deux zéros dans la bande audio apparaissent aux fréquences normalisées 0.0025 et 0.0075.
Dans le tableau IV. 1 on résume l’ensemble des ressources nécessaires pour la réalisation du 
modulateur. 
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Eléments Nombre Arithmétique 
Registre à décalage (z-1) 4 32 bits 
Registre à retard (2-N) 8 32 bits 
Additionneurs 8 32 bits 
Soustracteurs 4 32 bits 
Inverseur 1 1 bit 
Complémentation 3 32 bits 
Tableau IV. 1: Complexité du modulateur Σ∆ passe bas. 
III.1.2. Oscillateur passe bas 
Une fois que le fonctionnement du modulateur est validé, nous avons réalisé 
l’oscillateur. Comme le montre la figure IV. 5, Il est constitué de : 
• Un modulateur sigma delta passe bas, 
• Deux intégrateurs, 
• Un multiplexeur, 
• Deux constantes. 
Afin de relaxer les contraintes sur le codage de la constante k0 sur une arithmétique à 
bit fini, nous avons opter pour une structure qui fait intervenir un décalage après le premier 
intégrateur. Le tableau IV. 2 résume la configuration choisie. 
Figure IV. 5 : Architecture de l’oscillateur Σ∆ de quatrième ordre sous SPW. 
Fs décalage C R1 R2 F0 arithmétique 
2.5 MHz 2-6 0.0066879675279 0.2 0 4 KHz 32 bits 
Tableau IV. 2 : Paramètres utilisés pour la simulation sous SPW. 
L’oscillateur Sigma Delta est simulé sur 262144 pts et les spectres de sorties sont 
montrés à travers les figures IV. 6 et IV. 7. Dans le tableau IV. 3 on résume l’ensemble des 
ressources nécessaires pour la réalisation de l’oscillateur. 
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Figure IV. 6 : Allure du Spectre du signal à 
la sortie de l’oscillateur Σ∆ passe bas sous 
SPW 
Figure IV. 7 : Allure du spectre dans la 
bande utile sous SPW. 
Eléments Nombre Arithmétique 
Registre à décalage (z-1) 6 32 bits 
Registre à retard (2-N) 9 32 bits 
additionneurs 10 32 bits 
soustracteurs 4 32 bits 
Inverseur 1bit 1 1 bit 
complémentation 3 32 bits 
Multiplexeur 1 32 bits 
Constante 2 32 bits 
Tableau IV. 3 : Complexité de l’oscillateur Σ∆ passe bas. 
III.1.3. Modulateur passe bande  
La figure IV. 8 représente le schéma du modulateur Σ∆ passe bande. Il posséde les 
même éléments de base que le modulateurs Σ∆ passe bas mais on a remplace z-1 par –z-2.
Figure IV. 8 : Architecture du modulateur Σ∆ passe bande de huitième ordre sous SPW. 
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Dans le tableau V. 4 on résume l’ensemble des ressources nécessaires pour la 
réalisation du modulateur. Les figures IV. 9 et V. 10 représentent les spectres du modulateur 
pour une entrée à Fh/4. Comme pour le modulateur passe bas, on notera la présence des zéros 
au tour de la fréquence centrale. 
Eléments Nombre Arithmétique 
Registre à décalage (z-1) 8 32 bits 
Registre à retard (2-N) 8 32 bits 
additionneurs 8 32 bits 
soustracteurs 4 32 bits 
Inverseur 1bit 1 1 bit 
complémentation 3 32 bits 
Tableau IV. 4 : Complexité du modulateur Σ∆ passe bande. 
Figure IV. 9 : Allure du Spectre du signal à 
la sortie du modulateur Σ∆ passe bande 
sous SPW. 
Figure IV. 10 : Allure du spectre dans la 
bande utile sous SPW. 
III.1.4. Oscillateur passe bande 
L’oscillateur est réalisé en utilisant le modulateur sigma delta, deux registre à retard, 
un soustracteur, un multiplexeur et deux constante, comme le montre la figure IV. 11. 
Figure IV. 11 : Architecture de l’oscillateur Σ∆ de huitième ordre sous SPW. 
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Cette structure a été définie pour qu’elle fournisse un signal au quart de la fréquence 
d’échantillonnage, la constante kf permet de faire un réglage fin autour de cette fréquence 
centrale (Fh/4). Dans le tableau V. 5 on résume l’ensemble des ressources nécessaires pour la 
réalisation de l’oscillateur. Cet oscillateur a été simuler sous SPW sur 262144 pt, les figures 
V.12 et V.13 représente les spectres trouvés. 
Figure IV. 12 : Allure du Spectre du signal 
à la sortie de l’oscillateur Σ∆ passe bande 
sous SPW. 
Figure IV. 13 : Allure du spectre dans la 
bande utile sous SPW. 
Eléments Nombre Arithmétique 
Registre à décalage (z-1) 6 32 bits 
Registre à retard (2-N) 9 32 bits 
additionneurs 10 32 bits 
soustracteurs 4 32 bits 
Inverseur 1bit 1 1 bit 
complémentation 3 32 bits 
Multiplexeur 1 32 bits 
Constante 2 32 bits 
Tableau IV. 5 : Complexité de l’oscillateur Σ∆ passe bande. 
III.2. Unités d’analyses de paramètres 
Deux architectures pour l’extraction des paramètres sont proposées. La première 
utilise un filtre coupe bande accordé sur le signal d’entrée pour séparer la composante 
spectrale du fondamental du reste du bruit. Cette architecture permet d’estimer le SINAD. La 
deuxième consiste en un banc de filtre accordé sur les composantes harmoniques du signal 
d’entrée pour séparer chaque composante spectrale du bruit. Cette architecture permet 
d’estimer le SNR et le THD.
Lors de la phase de test nous utilisons les données issues du CAN THS1060 de Texas 
Instrument. C’est un convertisseur 10 bits, c’est pourquoi nous avons choisi des bus de données 
pour les unités d’analyse de 16 bits. 
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III.2.1. Filtre coupe bande 
Le filtre coupe bande est constitué d’un résonateur de type LDI. Il présente deux 
sorties : la première pour délivrer le fondamental et la deuxième pour le bruit. 
a. Conception du filtre 
La figure IV. 14 représente le schéma d’implantation utilisé pour le filtre coupe bande. 
Une arithmétique 16 bits est choisie. Le filtre est simulé avec des données issues du THS1060.  
Figure IV. 14 : Architecture du filtre coupe bande sous SPW. 
La figure IV. 15 montre les données issues de la sortie passe bande du filtre. On notera 
la présence d’un régime transitoire que l’on observe mieux à travers la figure IV. 16. La figure 
IV. 17 montre les données issues de la sortie coupe bande du filtre. On notera aussi la présence 
d’un régime transitoire mis en évidence à travers la figure IV. 18. 
Figure IV. 15 : Allure du signal à la sortie 
passe bande du filtre sur 8192 échantillons. 
Figure IV. 16 : Allure du signal à la sortie 
passe bande du filtre sur les 256 premiers 
échantillons. 
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Figure IV. 17 : Allure du signal à la sortie 
coupe bande du filtre sur 8192 échantillons. 
Figure IV. 18 : Allure du signal à la sortie 
coupe bande du filtre sur les 256 premiers 
échantillons. 
b. Validation des données 
La présence du régime transitoire va engendrer des erreurs lors du calcul des 
puissances des composantes spectrales. C’est pourquoi nous avons conçu un système qui 
permet d’isoler ce régime transitoire. En effet, sur les 8192 données issues du CAN filtrées par 
le coupe bande, on ne considère que les 4096 derniers échantillons. Cette commande de 
validation des données à la sortie du filtre est constituée par le jeu de trois compteurs, deux 
inverseurs et une porte XOR (ou exclusif). Elle commande deux multiplexeurs qui délivrent 
soit les signaux issues du filtre, soit des valeurs nulles selon l’état de la sortie de la porte XOR. 
Figure IV. 19 : Architecture du système de validation des données issues du filtre. 
Le circuit est constitué de deux compteurs modulo 64 (6 bits) et un compteur modulo 
128 (7 bits). Le premier compteur 6 bits délivre un dépassement chaque 64 coup d’horloge, ce 
dépassement est utilisé comme une entrée pour le deuxième compteurs 6 bits et le compteur 7 
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bits. Le deuxième compteur 6 bits va présenter un dépassement autour du 64*64=4096ième
échantillon. Ce dépassement est utilisé pour bloquer l’état de ce compteur. Le compteur 7 bits 
va présenter un dépassement au tour du 64*128=8192ième échantillon. Ce dépassement va être 
utiliser pour bloquer l’état de ce compteur. Le chronogramme de la figure IV. 20 illustre le 
fonctionnement du système. 
Figure IV. 20 : Chronogramme des horloges. 
Le système de la figure IV. 19 est simulé sous SPW, le spectre des données issues du 
CAN est montré dans la figure IV.21. Les données issues des sortie passe bande et coupe 
bande ainsi que leurs spectres respectifs sont illustrés dans les figures IV. 22, IV. 23, IV. 24 et 
IV. 25. Dans le tableau IV. 6 on résume l’ensemble des ressources nécessaires pour la 
réalisation du filtre coupe bande. 
Figure IV. 21 : Spectre du signal à l’entrée du filtre. 
Figure IV. 22 : Allure du signal à la sortie 
passe bande du filtre sur 4096 échantillons. 
Figure IV. 23 : Spectre du signal à la sortie 
passe bande du filtre. 
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Figure IV. 24 : Allure du signal à la sortie 
coupe bande du filtre sur 4096 échantillons. 
Figure IV. 25 : Spectre du signal à la sortie 
coupe bande du filtre. 
Eléments Nombre Arithmétique 
Registre à décalage (z-1) 2 16 bits 
Registre à retard (2-N) 1 16 bits 
Coefficient 3 16 bits 
Additionneurs 5 16 bits 
Soustracteurs 1 16 bits 
Compteur modulo 64 2 6 bits 
Compteur modulo 128 1 7 bits 
Inverseur 1bit 2 1 bit 
Porte ou exclusif XOR 1 1 bit 
Multiplexeur 2 16 bits 
Constante 1 16 bits 
Tableau IV. 6 : Complexité du filtre coupe bande. 
c. Calcul de puissances 
Une fois les composantes spectrales isolées, nous calculons leurs puissances. Le 
schéma utilisé pour l’implantation est illustré dans la figure IV. 26. 
Les figures IV. 27 et IV. 28 montrent l’évolution temporelle des puissances de la raie 
fondamentale et du bruit. Une fois le calcul effectué, les valeurs de la puissance reste 
mémorisées dans les registres de sorties. Dans le Tableau IV. 8 on montre les valeurs 
mesurées avec CANTEST par FFT et celles calculées avec le filtre coupe bande. Dans le 
tableau IV. 7 on résume l’ensemble des ressources nécessaires pour le réalisation de l’unité de 
calcul.
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Figure IV. 26 : Calcul des puissances du fondamental et du bruit. 
Figure IV. 27 : évolution temporelle de la 
puissance du bruit. 
Figure IV. 28 : évolution temporelle de la 
puissance du fondamental. 
Eléments Nombre Arithmétique 
Registre à décalage (z-1) 3 32 bits 
Registre à retard (2-N) 1 32 bits 
Additionneurs 3 32 bits 
Multiplieurs 3 32 bits 
Soustracteurs 1 32 bits 
Coefficients 2 32 bits 
Tableau IV. 7 : Complexité de l’unité de calcul. 
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 FFT Filtrage 
Puissance de la raie fondamentale -1.07 dB -1.065 dB (0.782486) 
Puissance du bruit -48.33 dB -48.628 dB (1.37137E-05) 
SINAD 47.26 dB 47.56 dB 
Tableau IV. 8 : Comparaison entre les valeurs simulées sous SPW et celle calculées par FFT. 
Si on veut calculer la valeur du SINAD plutôt que présenter les valeurs des puissances, 
il suffit d’ajouter une opération de division entre les deux puissances. La figure IV. 29 
représente l’évolution temporelle du paramètre SINAD.
Figure IV. 29 : évolution temporelle du paramètre SINAD.
III.2.2. Banc de filtres 
Le banc de filtres est constitué d’un réseau de résonateurs de type LDI. Pour limiter 
les exigences de l’implantation physique par rapport au composant disponible (FPGA), nous 
sommes limité au troisième harmonique. Ce qui implique que le banc contient 6 cellules 
résonateurs et délivre 4 sortie : les trois harmoniques et le bruit. 
a. Conception du banc de filtre 
Dans la figure IV. 30 on donne le schéma d’implantation utilisé pour le banc de filtre. 
Une arithmétique 16 bits est choisie. Le filtre est simulé avec des données issues du THS1060. 
Le système de la figure IV. 30 est simulé sous SPW, le spectre des données issues du CAN est 
montré dans la figure IV. 21. Les données issues de la sortie passe bande correspondante au 
fondamental ainsi que son spectre sont illustrées dans les figures IV. 31 et IV.32. Comme 
prévu, seul le fondamental est présent dans le spectre, les autres harmoniques ayant été 
éliminées. Les données issues de la sortie coupe bande correspondante au bruit ainsi que son 
spectre sont donnés dans les figures IV. 33 et IV.34. Les deux autres sorties passe bande 
délivrent les deux autres harmoniques ; elle sont données avec leurs spectres dans les figures 
IV. 35, IV. 36, IV. 37 et IV. 38. 
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Figure IV. 30 : Architecture du banc de filtre sous SPW. 
Figure IV. 31 : Allure du signal à la sortie 
passe bande accordé sur le fondamental du 
banc de filtre. 
Figure IV. 32 : Spectre du signal à la sortie 
passe bande accordé sur le fondamental du 
banc de filtre. 
Figure IV. 33 : Allure du signal à la sortie 
coupe bande du banc de filtre 
correspondante au bruit. 
Figure IV. 34 : Spectre du signal à la sortie 
coupe bande du banc de filtre 
correspondante au bruit.
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Figure IV. 35 : Allure du signal à la sortie 
passe bande accordé sur le deuxième 
harmonique du banc de filtre. 
Figure IV. 36 : Spectre du signal à la sortie 
passe bande accordé sur le deuxième 
harmonique du banc de filtre. 
Figure IV. 37 : Allure du signal à la sortie 
passe bande accordé sur le troisième 
harmonique du banc de filtre. 
Figure IV. 38 : Spectre du signal à la sortie 
passe bande accordé sur le troisième 
harmonique du banc de filtre. 
Eléments Nombre Arithmétique 
Registre à décalage (z-1) 12 16 bits 
Registre à retard (2-N) 6 16 bits 
Coefficient 18 16 bits 
Additionneurs 30 16 bits 
Soustracteurs 6 16 bits 
Compteurs modulo 64 2 6 bits 
Compteurs modulo 64 1 7 bits 
Inverseur 2 1 bits 
Porte XOR 1 1 bits 
Multiplexeurs  4 16 bits 
Constante 1 16 bits 
Tableau IV. 9 : Complexité du banc de filtre. 
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b. Calcul de puissances  
Comme pour le filtre coupe bande, on a simulé la structure du banc avec des données 
issues du THS1060, figure IV. 39. 
Figure IV. 39 : Calcul des puissances des harmoniques. 
Les figures IV. 40 et IV. 41 montrent l’évolution temporelle des puissances de la raie 
fondamentale et du bruit. Les figures IV. 42 et IV.43 montrent l’évolution temporelle des 
puissances de la deuxième et la troisième harmoniques. Une fois le calcul effectué, les valeurs 
des puissances restent mémorisées dans les registres de sortie. Dans le Tableau IV. 10, on 
montre les valeurs mesurées avec CANTEST par FFT et celles calculées avec le banc de filtre. 
Dans le tableau IV. 11, on résume l’ensemble des ressources nécessaires pour la réalisation de 
l’unité de calcul. 
Figure IV. 40 : évolution temporelle de la 
puissance du bruit. 
Figure IV. 41 : évolution temporelle de la 
puissance du fondamental. 
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Figure IV. 42 : évolution temporelle de la 
puissance du deuxième harmonique. 
Figure IV. 43 : évolution temporelle de la 
puissance du troisième harmonique. 
 FFT Filtrage 
Puissance de la raie fondamentale -2.42 dB -2.424 dB (0.57225) 
Puissance du bruit -51.49 dB -52.39 dB (5.75744E-06) 
Puissance de la deuxième harmonique -58.11 dB -58.98 dB (1.2638E-06) 
Puissance de la troisième harmonique -54.58 dB -54.44 dB(3.59304E-06) 
SNR 49.07 dB 49.97 dB 
THD -50.29 dB -50.71 dB 
Tableau IV. 10 : Comparaison entre les valeurs simulées sous SPW et celle calculées par FFT. 
Si on veut calculer la valeur du SNR et de la THD plutôt que présenter les valeurs des 
puissances, il suffit d’ajouter des opérations d’additions et de division entre les puissances. Les 
figures IV. 44 et IV. 45 représentent l’évolution temporelle de paramètres SNR et THD.
Figure IV. 44 : évolution temporelle du 
paramètre SNR.
Figure IV. 45 : évolution temporelle du 
paramètre THD.
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Eléments Nombre Arithmétique 
Registre à décalage (z-1) 5 32 bits 
Registre à retard (2-N) 1 32 bits 
Additionneurs 5 32 bits 
Multiplieurs 5 32 bits 
Soustracteurs 1 32 bits 
Coefficients 4 32 bits 
Tableau IV. 11 : Complexité de l’unité de calcul. 
IV. Réalisations des circuits 
Le système complet a été simulé sous SPW. Pour les fonctions numériques 
représentées en arithmétique « bit fini », le logiciel permet de générer une description en 
langage VHDL structurel niveau RTL. 
Par la suite, chaque description VHDL des structures simulées (génération du signal et 
analyse des données) est compilée et validée sous la plate forme Synopsys. La synthèse des 
fichiers VHDL est réalisée par le logiciel FPGA Express. Le routage des circuits est réalisé par 
l’outil Fundation de Xilinx. Les prototypes sont implantés ensuite dans des composant type 
FPGA. 
Un banc de test a été spécialement mis en œuvre pour le test des circuits. Le banc 
comprend une carte prototype de Xilinx, carte Demo de Texas Instrument pour le THS1060, 
des générateurs de signaux et le banc de mesure CANTEST. Pour l’implantation des circuits 
prototypes, on dispose d’une carte HW-AFX-PQ240 dans la quelle un composant de type FPGA 
est monté en boiter PQ240. Le composant est un Virtex XCV300 qui comporte 300 000 portes 
logiques. L’ensemble carte et composant peuvent fonctionner jusqu'à 20 MHz selon la 
complexité du circuit à télécharger dans le composant Virtex. 
Deux configurations pour le test sont possibles. La première permet l’acquisition du 
bitstream à la sortie des oscillateurs suréchantillonnés. La deuxième permet l’acquisition des 
signaux à la sortie du banc de filtre. 
IV.1. Oscillateurs suréchantillonnés 
IV.1.1. Méthode de test  
La figure IV. 46 représente le synoptique du banc de test. La première étape consiste à 
télécharger le fichier de configuration dans l’EPROM (XV18V02) qui programme le composant 
Virtex depuis le PC via le câble JTAG. Une fois le composant configuré, on délivre un signal 
d’horloge pour la carte HW-AFX et l’oscillateur délivre le bitstream. L’acquisition des données 
est faite par le biais d’un analyseur logique HP16500 piloté par un Macintosh via un câble 
GPIB. La recombinaison des bitstreams ainsi que leur transformé de Fourrier rapide (FFT) 
sont effectués au moyen du logiciel CANTEST. 
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Figure IV. 46 : Synoptique du banc de test des oscillateurs Σ∆.
IV.1.2. Mesures pour l’oscillateur passe bas 
La mesure des performances s’est effectuée à une fréquence d’échantillonnage de 2.56 
MHz. Le signal de sortie de l’oscillateur est un bit stream qui code un signal sinusoïdal de 
fréquence 4 kHz. La figure IV. 47 montre l’allure du spectre du signal à la sortie de 
l’oscillateur Σ∆, tandis que la figure IV. 48 montre l’allure du spectre dans la bande audio. 
Figure IV. 47 : Allure du spectre de signal 
mesuré à la sortie de l’oscillateur Σ∆ passe 
bas d’ordre 4. 
Figure IV. 48 : Allure du spectre de signal 
mesuré à la sortie dans la bande audio. 
On voit alors que le bruit est inférieur à 110 dB jusqu’à une fréquence de 20 kHz. Un 
filtre passe bas avec cette fréquence de coupure pourra fournir une sinusoïde de qualité 
spectrale supérieure à 12 bits. 
IV.1.3. Mesure pour l’oscillateur passe bande 
La mesure des performances s’est effectuée à une fréquence d’échantillonnage de 4 
MHz. Le signal de sortie de l’oscillateur est un bit stream qui code un signal sinusoïdal de 
fréquence 1 MHz. La figure IV. 49 montre l’allure du spectre du signal à la sortie de 
l’oscillateur Σ∆, tandis que la figure IV. 50 montre l’allure du spectre dans la bande du signal. 
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Figure IV. 49 : Allure du spectre de signal 
mesuré à la sortie de l’oscillateur Σ∆ passe 
bande d’ordre 8. 
Figure IV. 50 : Allure du spectre de signal 
mesuré à la sortie autour de la fréquence 
centrale 1 MHz. 
Les mêmes constatations sur la qualité spectrale du signal peuvent être apportées. 
IV.1.4. Filtres analogiques 
a. Le filtre passe bas 
La figure IV. 47 représente le spectre mesuré sous CANTEST de l’oscillateur Σ∆ passe 
bas d’ordre 4. On notera le niveau du plancher de bruit assez bas dans la bande audio (-100 
dB), figure IV. 48. Donc le filtre analogique passif qui va suivre doit atténuer le bruit dans la 
bande (supérieur à 15 kHz). Pour garantir un niveau de bruit de plus 100 dB sur toute gamme 
de fréquences le filtre passif doit être passe bas avec une atténuation de 3 dB à partir de 15 
kHz pour atteindre 100 dB à 80 kHz. 
Dans l’annexe B, on détaille les méthodes de synthèse de filtre passifs passe bas. La 
fonction de transfert du filtre de Chebychev type 1 du 5e ordre qui satisfait le Gabarit voulu est 










=  (V - 1) 
Le schéma électrique correspondant est donné à travers la figure IV. 51. Le calcul de 
































Figure IV. 51 : Filtre passe-bas de Chebychev type 1 de 5e ordre. 








Figure IV. 52 : courbe de réponse du filtre de Chebychev type 1. 
b. Le filtre passe bande 
La figure IV. 49 représente le spectre mesuré sous CANTEST de l’oscillateur Σ∆ passe 
bande d’ordre 8. On notera le niveau du plancher de bruit assez bas autour de la fréquence de 
1 MHz (-100 dB), figure IV. 50. Le filtre analogique passif qui va suivre doit atténuer le bruit 
dans la bande (980 kHz-1020 kHz). Pour garantir un niveau de bruit de 100 dB sur toute la 
gamme de fréquences, le filtre passif doit être passe bande avec une atténuation de 100 dB 
hors de la bande transmise (980 kHz-1020 kHz). 
La fonction de transfert du filtre de Chebychev type 1 du 7e ordre qui satisfait au 
gabarit voulu est la suivant : 

















































































































Figure IV. 54 : courbe de réponse du filtre de Chebychev type 1. 
Chapitre IV : Réalisation et validation 
121
IV.2. L’unité d’extraction 
IV.2.1. Méthode de test 
La figure IV. 55 donne le synoptique du banc de test. Comme pour la configuration 
précédente, il faut d’abord télécharger le fichier de configuration dans l’EPROM qui 
programme le composant Virtex depuis le PC via le câble JTAG. Une fois le composant 
configuré, on délivre un signal sinusoïdal et un signal d’horloge pour la carte demo de Texas 
Instrument afin que le THS1060 délivre des données numériques. Ces données sont connectées 
à la carte HW-AFX et le banc de filtre délivre les signaux issues des sorties passe bande et 
coupe bande. L’acquisition des données est faite par le biais d’un analyseur logique HP16500 
piloté par un Macintosh via un câble GPIB. La recombinaison des signaux numériques ainsi 
que leur transformé de Fourrier rapide (FFT) sont effectuées au moyen du logiciel CANTEST. 
Figure IV. 55 : Synoptique du banc de test des unités d’analyse (filtrage + unité de calcul). 
IV.2.2. Filtre coupe bande 
Après synthèse du circuit numérique correspondant au filtre coupe bande sous l’outil 
Synopsys, il s’avère que la vitesse de fonctionnement maximale du composant FPGA est de 5 
MHz. Les prototypes FPGA ne peuvent prétendre fonctionner à des fréquences de travail 
supérieure à quelques MHz. Son rôle est de valider matériellement les fonctions numériques à 
réaliser tout en offrant une souplesse de programmation permettant de faire évoluer 
l’architecture choisie dans le but de s’adapter à d’autres technologie et notamment le « full-
custom » (ASIC).  
Pour évaluer les performances du couple filtre coupe-bande et unité de calcul implanté 
dans le composant FPGA Virtex, on réalise une acquisition avec le THS1060 pour un signal 
d’entrée de 500 kHz, la fréquence de l’horloge est de 5 MHz. Fréquence à laquelle la carte 
prototype de Xilinx peut fonctionner. Cependant, on ne dispose pas de filtre à 500 kHz pour 
améliorer la qualité du signal à l’issue du générateur de fonction HP4400B. C’est pour quoi le 
THS1060 présente des résultats moins performant que ceux fournis en chapitre III où on a 
ajouter un filtre analogique passe bande à 5 MHz à la sortie du générateur HP4400B. Les 
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données numériques ainsi que le spectre sont présentées dans la figure IV.58. Le différents 
paramètres spectraux du THS1060 sont calculés par FFT et fournis par le logiciel CANTEST 
(figure IV. 57). 
(a)                                                                         (b) 
Figure IV. 56 : Données mesurées à la sortie du THS1060 (a), ainsi que le spectre (b). 
Figure IV. 57 : Paramètres spectraux du THS1060. 
Dans un premier temps, nous avons implanté dans le composant FPGA Virtex 
uniquement le filtre coupe bande. Les figures IV. 58 et V. 59 représentent respectivement les 
données issues de la sortie passe bande, pour le fondamental, et la sortie coupe bande pour le 
bruit. 
(a)                                                                         (b) 
Figure IV. 58 : Allure du signal mesuré à la sortie passe bande (a), et son spectre (b). 
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(a)                                                                         (b) 
Figure IV. 59 : du signal mesuré à la sortie coupe bande (a), et son spectre (b). 
L’acquisition étant réalisée sur un pod de 16 bits de l’analyseur logique HP16500, les 
données sont affichées entre ± 32768 LSB.  
Dans une deuxième étape, nous avons implanté dans le composant FPGA Virtex l’unité 
de calcul avec le filtre coupe bande. Les figures IV. 60 et V. 61 représentent respectivement les 
valeurs des puissances du fondamental et du bruit. Dans ce cas l’acquisition est réalisée sur un 
pod de 24 bits de l’analyseur logique HP16500, les données sont affichées entre 0 et 16777216 
LSB. La valeur mesurée de la puissance du fondamental étant de 13120512 LSB, elle 
correspond à la valeur linéaire 0.782043 de la pleine échelle (-1.067 dB). La valeur mesurée de 
la puissance du bruit étant de 230 LSB, elle correspond à la valeur linéaire 1.37090683E-07 
par rapport à la pleine échelle (-48.62 dB). Le tableau IV. 12 résume l’ensemble des valeurs 
mesurées tout en les comparant à ceux calculées par FFT. 
Figure IV. 60 : Valeur mesurée de la 
puissance du fondamental. 
Figure IV. 61 : Valeur mesurée de la 
puissance du bruit. 
 FFT Filtrage 
Puissance de la raie fondamentale -1,07 dB -1.067 dB (0.782043) 
Puissance du bruit -48.33 dB -48.62 dB (1.37090683E-05) 
SINAD 47.26 dB 47.55 dB 
Tableau IV. 12 : Comparaison entre les valeurs mesurées et celle calculées par FFT. 
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IV.2.3. Banc de filtre  
Après synthèse du circuit numérique correspondant au banc de filtre sous l’outil 
Synopsys, il s’avère que la vitesse de fonctionnement maximale du composant FPGA est de 2 
MHz. Pour évaluer les performances du système banc de filtre et unité de calcul implanté dans 
le composant FPGA Virtex, on a réalisé une acquisition avec le THS1060 où le signal d’entrée 
a une fréquence de 285 kHz, la fréquence de l’horloge étant de 2 MHz. Ce choix limite le 
nombre de raies harmoniques à trois. Ce qui correspond à l’architecture implantée dans le 
FPGA. Les données numériques ainsi que le spectre sont présentés dans la figure IV. 62. Le 
différents paramètres spectraux du THS1060 calculés par FFT et fournis par le logiciel 
CANTEST sont donnés dans la figure IV. 63. 
(a)                                                                         (b) 
Figure IV. 62 : Données mesurées à la sortie du THS1060 (a), ainsi que le spectre (b). 
Figure IV. 63 : Paramètres spectraux du THS1060. 
Dans un premier temps, nous avons implanté dans le composant FPGA Virtex 
uniquement le banc de filtre. Les figures IV. 64 et IV. 65 représentent respectivement les 
données issues de la sortie passe bande correspondante au fondamental, et la sortie coupe 
bande pour le bruit. Les figures IV. 66 et IV. 67 représentent respectivement les données 
issues de la sortie passe bande correspondante au deuxième harmonique, et la sortie passe 
bande correspondante à la troisième harmonique. 
Chapitre IV : Réalisation et validation 
125
(a)                                                                         (b) 
Figure IV. 64 : Allure du signal mesuré à la sortie passe bande correspondant au fondamental 
(a), et son spectre (b). 
(a)                                                                         (b) 
Figure IV. 65 : Allure du signal mesuré à la sortie coupe bande correspondant au bruit (a), et 
son spectre (b). 
(a)                                                                         (b) 
Figure IV. 66 : Allure du signal mesuré à la sortie passe bande correspondant au deuxiéme 
harmonique (a), et son spectre (b). 
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(a)                                                                         (b) 
Figure IV. 67 : Allure du signal mesuré à la sortie passe bande correspondant au troisième 
harmonique (a), et son spectre (b). 
Dans une deuxième étape, nous avons implanté dans le composant FPGA Virtex l’unité 
de calcul avec le banc de filtre. Les figures IV. 68 et IV. 69 représentent respectivement les 
valeurs des puissances du fondamental et du bruit. Les figures IV. 70 et IV. 71 représentent 
respectivement les valeurs des puissances du deuxième et troisième harmoniques. 
Figure IV. 68 : Valeur mesurée de la 
puissance du fondamental. 
Figure IV. 69 : Valeur mesurée de la 
puissance du bruit. 
Figure IV. 70 : Valeur mesurée de la 
puissance du deuxième harmonique. 
Figure IV. 71 : Valeur mesurée de la 
puissance du troisième harmonique.
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Comme pour le filtre coupe bande, l’acquisition est réalisée sur un pod de 24 bits de 
l’analyseur logique HP16500, les données sont affichées entre 0 et 16777216 LSB. La valeur 
mesurée de la puissance du fondamental étant de 9596064 LSB, elle correspond à la valeur 
linéaire 0.571969985 de la pleine échelle (-2.42 dB). La valeur mesurée de la puissance du 
bruit étant de 96 LSB, elle correspond à la valeur linéaire 5.7220458E-06 par rapport à la 
pleine échelle (-52.42 dB). La valeur mesurée de la puissance du deuxième harmonique étant 
de 20 LSB, elle correspond à la valeur linéaire 1.19209289 de la pleine échelle (-59.23 dB). La 
valeur mesurée de la puissance du troisième harmonique étant de 68 LSB, elle correspond à la 
valeur linéaire 4.0531158E-06 de la pleine échelle (-53.92 dB). Le tableau IV. 13 résume 
l’ensemble des valeurs mesurées tout en les comparant à ceux calculées par FFT. 
 FFT Banc de filtre + unité de calcul 
Puissance de la raie fondamentale -2.42 dB -2.42 dB (0.571969985) 
Puissance du bruit -51.49 dB -52.42 dB (5.7220458E-06) 
Puissance de la deuxième harmonique -58.11 dB -59.23 dB (1.19209289E-06) 
Puissance de la troisième harmonique -54.68 dB -54.68 dB (4.0531158E-06) 
SNR 49.07 dB 49.994 dB 
THD -50.29 dB -50.37 dB 
Tableau IV. 13 : Comparaison entre les valeurs mesurées et celle calculées par FFT. 
V. Conclusion 
Une chaîne de test de CANs in situ a été réalisée. Elle se compose de deux éléments 
que sont la génération d’un signal in situ de précision suffisante et unité d’extraction de 
paramètres du CAN.  
La génération du signal se compose d’un oscillateur Σ∆ suivi d’une fonction de filtrage 
analogique. Deux oscillateurs numériques Σ∆ sont réalisés. Ils utilisent un quantificateur 1 bit 
et ne différent que par le type de modulation. Le premier est un passe bas du quatrième ordre 
ajusté pour générer des signaux dans la bande audio. Le deuxième est un passe bande mono 
bit ajusté pour générer des signaux à quelque MHz correspondant à Fh/4. Les deux circuits ont 
été synthétisés par Synopsys puis routés et implantés dans un composant FPGA. 
L’unité d’analyse se compose d’une fonction de filtrage et d’une unité de calcul de 
puissance. Deux opérations de filtrage sont réalisées : le filtre coupe bande et le banc de filtre. 
Le filtre coupe bande permet de séparer la composante fondamentale du reste du bruit. 
Cependant le banc de filtre permet de séparer les composantes spectrales des harmoniques du 
reste du bruit. Ces données numériques sont ensuite connectées sur l’unité de calcul des 
puissances. Ceci permet d’estimer différents paramètres spectraux comme le SINAD, SNR et 
THD. Les deux circuits ont été synthétisés par Synopsys puis routés et implantés dans un 
composant FPGA. 
Le banc de mesure a permis de valider la structure du banc de filtres, ainsi que la 
génération de signal par un oscillateur numérique de type sigma delta suivi d’un filtre passif. 
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Conclusion
Le travail réalisé durant ces trois années de thèse s’inscrit dans le domaine de la 
conversion analogique numérique et concerne plus particulièrement l’étude de l’intégration des 
méthodes de test in situ.  
Les circuits qui apparaissent aujourd’hui sur le marché présentent des spécifications 
telles qu’il est devenu difficile de les caractériser avec l’instrumentation disponible. Le 
problème se pose aussi bien au fabricant qu’à l’utilisateur puisque certains paramètres fournis 
dans les documents constructeurs sont en fait des valeurs estimées par simulation et non pas 
mesurés. Devant ces difficultés de caractérisation, beaucoup de méthodes sont proposées 
comme en témoigne l’importante bibliographie sur le sujet présenté dans le premier chapitre.  
L’objectif de ce travail de thèse est de chercher de nouvelles méthodes de test des 
CANs in-situ et d’étudier leur faisabilité. Après avoir fait le point sur les différentes méthodes 
classiques permettant la caractérisation des CANs (analyse spectrale, statistique et 
temporelle) ainsi que les concepts de base utilisée jusqu'à maintenant pour l’auto-test, nous 
avons défini dans le premier chapitre les paramètres significatifs et présenté l’état de l’art du 
BIST.  
Dans une deuxième étape nous avons proposé une nouvelle structure de BIST basée 
sur l’intégration de nouvelles structures de modules de test sur la puce du convertisseur. 
L’étude du BIST est séparée en deux parties. La première traite de la génération d’un signal 
intégré en utilisant la modulation sigma delta pour la conception des oscillateurs. La seconde 
permet le calcul des puissances des composantes spectrales des données issues du CAN en se 
basant sur une nouvelle approche basée sur le filtrage numérique. L’utilisation de ces deux 
nouvelles approches s’avère très avantageuse puisqu’elles présentent une faible densité 
d’intégration lors de l’implantation. 
Dans le deuxième chapitre nous avons étudié la génération des signaux en utilisant la 
modulation Σ∆. Nous avons travaillé sur la conception d’un modulateur Σ∆ d’ordre élevé avec 
un quantificateur 1 bit et présenté une méthodologie originale de conception de modulateur Σ∆
numérique d’ordre élevé tout en assurant sa stabilité. Dans une deuxième étape, nous avons 
étudié l’optimisation de la structure. En effet, une topologie LDI est utilisée pour la réalisation 
de la fonction de transfert du modulateur. Le résultat est une architecture originale d’un 
modulateur Σ∆ d’ordre élévé, stable, et sans multiplieur. Un premier modulateur de type passe 
bas du quatrième ordre est introduit dans la boucle d’un résonateur numérique pour concevoir 
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un oscillateur générant des signaux dans la bande audio. Un deuxième modulateur de type 
passe bande du huitième ordre est introduit dans la boucle du résonateur pour concevoir un 
oscillateur de quelque Mégahertz.  
Dans le troisième chapitre, nous avons présenté le principe de fonctionnement de 
l’unité d’extraction des paramètres spectraux. Cette unité est un réseau de cellules 
biquadratiques résonnantes accordées sur les fréquences des harmoniques. Nous avons choisi 
une structure LDI pour la cellule pour les avantages qu’elle présente : implantation optimale 
et ajustement de la largeur de la bande. Une première structure, basée sur la réalisation d’un 
filtre coupe bande, est développée pour le calcul des puissances du fondamental et du reste du 
bruit, ce qui permet l’estimation du SINAD.
Ensuite, nous avons présenté une structure originale pour le banc qui permet 
d’améliorer l’estimation des paramètres spectraux du CAN, tels que le SNR et la THD. Elle est 
constituée d’un ensemble de cellules biquadratiques, chacune accordée sur une fréquence 
d’harmonique. La propriété de cette structure consiste à appliquer pour chaque sortie d’une 
cellule des zéros de transmission correspondant aux fréquences des autres cellules, donc des 
autres harmoniques. Cette propriété nous permet de mieux calculer la puissance de chaque 
sortie correspondant à une harmonique et une meilleure estimation des paramètres spectraux 
par rapport à la structure classique.  
Puis, nous avons étudié l’influence du caractère aléatoire des données issues de la 
sortie du CAN sur le calcul des puissances. En effet, à chaque fois qu’on répète les acquisitions, 
les valeurs des paramètres spectraux changent pour les mêmes amplitudes et fréquences du 
signal d’entrée et d’horloge. Pour cela nous avons établi la précision du calcul de la densité 
spectrale de puissance par FFT et par filtrage numérique. Nous sommes arrivés à la 
conclusion suivante : avec un placement astucieux du lieu des pôles des cellules 
biquadratiques, le banc affiche des résultats précis et peut être utilisé pour estimer les 
paramètres spectraux des CANs ayant une haute résolution.  
Dans le quatrième chapitre nous présentons la réalisation des différents modules dans 
un composant de type FPGA. Deux oscillateurs numériques Σ∆ ont été réalisés. Le premier est 
un passe bas du quatrième ordre ajusté pour générer des signaux dans la bande audio. Le 
deuxième est un passe bande d’ordre huit ajusté pour générer des signaux à quelque 
Mégahertz. On a commencé par simuler les architectures en arithmétique finie, puis le fichier 
VHDL fut généré. Les deux circuits ont été synthétisés et implantés dans un composant 
FPGA. Pour le filtre analogique, nous avons proposé l’utilisation des filtres passifs type 
Chebychev 1, pour sa faible complexité par rapport aux autres types de filtres. Ensuite, deux 
opérations de filtrage furent implantées, le filtre coupe bande et le banc de filtre, pour l’unité 
d’extraction. Une unité de calcul a été aussi réalisée pour estimer les puissances. Les deux 
unités d’extractions ainsi que l’unité de calcul ont été synthétisées et implantées elles aussi 
dans un composant de type FPGA. 
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Ce travail marque un premier pas vers la mise en œuvre d’un système complet où 
côtoient des fonctions de traitement du signal continu, échantillonné et numérique. La partie 
purement numérique qui compose le système fait actuellement l’objet d’un prototypage sur 
FPGA. Nous avons réussi à mettre en place une maquette de démonstration validant 
l’ensemble du travail réalisé. Les résultats expérimentaux révèlent une fonctionnalité correcte 
de l’oscillateur Σ∆ ainsi que le banc de filtre. Les performances des circuits numériques 
réalisés sont celles attendues. Par la suite, des filtres analogiques passifs pourront venir se 
greffer à la suite de l’oscillateur Σ∆ pour compléter la génération du signal. 
L’objectif fixé dans cette thèse était de chercher des méthodes de caractérisation in situ 
avec le CAN et de l’intégrer pour savoir si l’on pourrait s’affranchir des problèmes liés à 
l’instrumentation. L’étude menée au cours de cette thèse a permis de mettre en œuvre de 
nouvelles méthodes d’analyse et de génération de signal pour le test BIST. Les résultats de 
mesures sur les prototypes confirment la précision espérée par la théorie, une qualité de signal 
supérieure à 110 dB pour l’oscillateur et un calcul de puissances précis pour l’unité 
d’extraction des paramètres. Ce qui nous permet que dire que l’objectif est atteint.  
Les perspectives de ce travail de thèse s’inscrivent selon trois axes : 
• Réalisation de tout les circuits numériques en silicium avec un composant 
commercial en ajoutant des éléments analogiques passifs pour la réalisation du 
filtre passif. 
• Etudier des nouvelles structures de bancs de filtres notamment celles 
adaptatives, qui permet la recherche des valeurs des coefficients optimales. 
• Implantation logicielle de la méthode d’analyse de paramètres proposée (banc 
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Annexe A :  Evaluation des 
intégrales
Le théorème de résidu de Cauchy est utilisé afin d’évaluer les intégrales des fonctions 
de transferts du filtre passe bande et coupe bande.  



















π  (A - 1) 
Les seuls pôles qui se trouve dans le cercle unitaire de l’intégrante du cette intégrale 
sont données par : 
( ) ( ) ( )−+−−+−−= 22122121p k14kk2kk22
1
z  (A - 2) 
et 
( ) ( ) ( )−+−−−−−= 22122122p k14kk2kk22
1
z  (A - 3) 
et  
0z 3p =  (A - 4) 
En utilisant le théorème de résidu de Cauchy on a : 

































































res  (A - 8) 
avec 
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−=  (A - 9) 
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−=  (A - 10) 
D’une manière similaire l’intégrale de la sortie coupe bande s’écrit : 



















π  (A - 11) 
l’intégrante de l’équation (A – 11) possède les même pôles que l’intégrante de l’équation 
(A – 1), ce qui nous donne : 

































































res  (A - 15) 
Et
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−=  (A - 16) 
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−=  (A - 17) 
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Annexe B :  Synthèse des filtres 
passifs 
I. Introduction 
Dans cet annexe nous présentons la méthode de réalisation d’un filtre analogique 
passif. Cette étude consiste à faire une synthèse à partir d’un gabarit spécifié dans le cahier 
des charges pour arriver à une implantation physique en composants passifs. On abordera les 
deux types de filtres : passe bas et passe bande, ainsi que les différentes formes de fonction de 
transfert : Butterworth, Bessel, Elliptique et Chebychev. On présentera la réalisation de filtres 
en structure échelle en utilisant les tables de références. Cette structure de filtre permet une 
implantation sans perte d’énergie. En effet, seul les selfs et les capacités seront utilisées pour 
la réalisation de la fonction de transfert de filtre. Cependant, seulement deux résistances sont 
utilisées ; la première représente la charge du générateur et la deuxième joue le rôle de la 
charge ou l’énergie doit être appliquée. 
II. Définitions 
Il existe quatre types de filtres : les filtre passe-bas, passe-haut, passe-bande et Coupe-
bandes. Mais, dans cette étude, on ramènera par un changement de variable les différents 
types de filtres à des filtres passe-bas. Ce changement de variables est indispensable pour la 
synthèse. En effet, la synthèse des différents gabarits se ramène à la synthèse d’un filtre 
passe-bas. 
II.1. Normalisation 
Le calcul des composants donnera seulement des valeurs normalisées, il faut donc 
déterminer les unités de résistances, d’inductances, et de capacités. 
L’unité de pulsation ω0 est déterminée à partir du gabarit du passe bas, comme la 
pulsation de coupure. La résistance de charge Rc est choisi comme unité de résistance. 
• Lu = Rc/ω0,
• Cu = 1=/(Rcω0),
• On notera λ1, λ3, … ,λn la valeur normalisée des inductances (L1=λ1Lu, L3=λ3Lu …,
Ln=λnLu),
• On notera γ2, γ4, …,γn la valeur normalisée des capacités (C2=γ2Lu, C4=γ4Lu …,
Cn=γnCu).
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II.2. Transformation passe-bas → passe bande 
Il faut désormais (si on voulait synthétiser un le gabarit d’un filtre passe-bande) 







Figure B. 1 : Gabarit type d’un filtre passe-bande. 
Un filtre passe-bande est caractérisé par : 
• Ap est la valeur minimale de la transmittance en dB dans la bande de 
fréquences à transmettre, 
• As est la valeur maximale de la transmittance en dB dans les bandes de 
fréquences à éliminer, 
• f1 est la fréquence de début de la bande de fréquences à transmettre, 
• f2 est la fréquence de fin de la bande de fréquences à transmettre, 
• f’1 est la fréquence de fin de la bande de fréquences basse à éliminer, 
• f’2 est la fréquence de début de la bande de fréquences haute à éliminer, 
• f0=(f1× f2)1/2 est choisie comme unité de fréquence. 







=∆  (B - 1) 
L’inductance normalisée λn devient une capacité de valeur normalisée ∆x/λn en série 
avec inductance de valeur normalisée λn/∆x. La capacité normalisée γn devient une inductance 















Figure B. 2 : transformation passe-bas -> passe-bande. 
Il ne reste désormais plus qu’à multiplier les valeurs normalisées par les valeurs 
unités pour obtenir un filtre viable. 
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II.3. Tables de référence 
Nous avons réuni les valeurs des composant normalisés pour des filtres passe-bas 
normalisés dans les tableaux suivants. 
II.3.1. Filtre de Butterworth 
Le tableau B.1 utilise les configurations d’implantation des composants des figures B. 3 








Figure B. 3 : Schéma d’implantation des composants pour les filtres passe-bas de Butterworth, 









Figure B. 4 : Schéma d’implantation des composants pour les filtres passe-bas de Butterworth, 
Bessel et Chebychev 1 commençant par un condensateur. 
n L1 C2 L3 C4 L5 C6 L7 C8 L9 C10
2 1,4142 1,4142         
3 1 2 1        
4 0,7654 1,8478 1,8478 0,7654       
5 0,618 1,618 2 1,618 0,618      
6 0,5176 1,4142 1,9319 1,9319 1,4142 0,5176     
7 0,445 1,247 1,8019 2 1,8019 1,247 0,445    
8 0,3902 1,1111 1,6629 1,9629 1,9629 1,6629 1,1111 0,3902   
9 0,3473 1 1,5321 1,8794 2 1,8794 1,5321 1 0,3473  
10 0,3129 0,908 1,4142 1,782 1,9754 1,9754 1,782 1,4142 0,908 0,3129 
n C’1 L’2 C’3 L’4 C’5 L’6 C’7 L’8 C’9 L’10
Tableau B. 1 : Valeurs normalisées des composants d’un filtre de Butterworth pour différentes 
valeurs de n. 
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II.3.2. Filtre de Chebychev type 1 
Le tableau B.2 utilise les configurations d’implantation des composants des figures B. 3 
et B. 4. Le calcul est fait pour Ap=0,1dB.
n L1 C2 L3 C4 L5 C6 L7 C8 L9 C10 
2 1,5715 0,288         
3 2,2746 0,6035 1,3341        
4 2,3545 0,7973 2,66 0,3626       
5 2,6921 0,8042 3,3882 0,6853 1,4572      
6 2,5561 0,8962 3,3962 0,8761 2,8071 0,3785     
7 2,826 0,856 3,7594 0,8685 3,5246 0,705 1,4932    
8 2,6324 0,9285 3,5762 0,9619 3,5095 0,895 2,8547 0,3843   
9 2,8839 0,8762 3,8788 0,9121 3,866 0,8836 3,5703 0,7127 1,5084  
10 2,6688 0,9429 3,6461 0,9887 3,6707 0,9765 3,5472 0,9027 2,8761 0,387 
n C’1 L’2 C’3 L’4 C’5 L’6 C’7 L’8 C’9 L’10 
Tableau B. 2 : Valeurs normalisées des composants d’un filtre de Chebychev type 1 pour 
différentes valeurs de n. 
II.3.3. Filtre de Chebychev type 2 
Le tableau B.3 utilise les configurations d’implantation des composants des figures B. 5 











Figure B. 5 : Schéma d’implantation des composants pour les filtres passe-bas de Chebychev 2 










Figure B. 6 : Schéma d’implantation des composants pour les filtres passe-bas de Chebychev 2 
et elliptiques commençant par une self série. 
Le calcul est fait pour As=100dB. 
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n C1 L2 C2 C3 L4 C4 C5 L6 C6 C7 L8 C8 C9
3 0,999 1,999 0,43810-3 0,999          
5 0,598 1,585 0,017 1,980 1,602 0,006 0,609       
7 0,342 1,100 0,099 1,726 1,927 0,036 1,740 1,201 0,018     
9 0,047 0,642 0,352 1,409 1,729 0,101 1,855 1,746 0,055 1,426 0,924 0,029 0,304 
n L’1 C’2 L’2 L’3 C’4 L’4 L’5 C’6 L’6 L’7 C’8 L’8 L’9
Tableau B. 3 : Valeurs normalisées des composants d’un filtre de Chebychev type 2 pour 
différentes valeurs de n. 
II.3.4. Filtre elliptique 
Le tableau B. 4 utilise les configurations d’implantation des composants des figures B. 
5 et B. 6. le tableau est calculé pour Ap=0,1dB et As=100dB. 
n C1 L2 C2 C3 L4 C4 C5 L6 C6 C7 L8 C8 C9
3 1,031 1,147 0,55*10-3 1,031          
5 1,120 1,335 0,029 1,946 1,359 0,011 1,138       
7 1,035 1,228 0,163 1,905 1,460 0,091 1,998 1,388 0,031 1,155    
9 0,837 0,976 0,452 1,639 1,284 0,282 1,849 1,424 0,154 1,968 1,386 0,049 1,154 
n L’1 C’2 L’2 L’3 C’4 L’4 L’5 C’6 L’6 L’7 C’8 L’8 L’9
Tableau B. 4 : Valeurs normalisées des composants d’un filtre elliptique pour différentes 
valeurs de n.
II.3.5. Filtre de Bessel 
Le tableau B. 5 utilise les configurations d’implantation des composants des figures B. 
3 et B. 4. 
n L1 C2 L3 C4 L5 C6 L7 C8 L9 C10
2 1,5774 0,4226         
3 1,255 0,5528 0,1922        
4 1,0598 0,5116 0,3181 0,1104       
5 0,9303 0,4577 0,3312 0,209 0,0718      
6 0,8377 0,4116 0,3158 0,2364 0,148 0,0505     
7 0,7677 0,3744 0,2944 0,2378 0,1778 0,1104 0,0375    
8 0,7125 0,3446 0,2735 0,2297 0,1867 0,1387 0,0855 0,0289   
9 0,6678 0,3203 0,2547 0,2184 0,1859 0,1506 0,1111 0,0682 0,023  
10 0,6305 0,3002 0,2384 0,2066 0,1808 0,1539 0,1240 0,0911 0,0557 0,0187 
n C’1 L’2 C’3 L’4 C’5 L’6 C’7 L’8 C’9 L’10
Tableau B. 5 : Valeurs normalisées des composants d’un filtre de Bessel pour différentes valeurs 
de n. 
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III. Synthèse du filtre passif pour l’oscillateur Σ∆ passe-bas 
Nous désirons un filtre passe-bas avec une fréquence de coupure f0 de 20 kHz et 
présentant une atténuation de 100 dB à partir de 80 kHz. Vu qu’on veut générer des signaux 
audio (0-10 kHz), on a relaxé les spécifications de la bande à 0 - 15 kHz. La fréquence de coupure 
f0 est alors de 15 kHz.
On calcule tout d’abord les fonctions de transferts des différents filtres. Ensuite en 
utilisant les tableaux des valeurs normalisées du paragraphe précédent, on calcule les filtres 
passe-bas pour la sortie du modulateur sigma delta passe-bas. Nous désirons un filtre passe-
bas avec une fréquence de coupure f0 de 15 kHz et présentant une atténuation de 100 dB à 
partir de 80 kHz.
Le Tableau B. 6 représente les ordres nécessaires pour que les différents types de filtre 
satisfassent le gabarit voulu.  
Type Butterworth Chebychev 1 Chebychev 2 Elliptique
ordre 6,87=>7 5,95=>6 5,95=>7 3,672=>5 
Tableau B. 6 : Ordre nécessaire pour la réalisation des différents type de filtres. 
On calcule les valeurs unités pour RC=50Ω : 
• ω0=f0*2π =94.247 103 rads-1,
• Cu=1/(RC.ω0)=212.20*10-9,
• Lu=RC/ω0=530,52*10-6.
Remarque : toutes les simulations effectués présentent une atténuation de 6 dB. Ceci 
est normal a cause du diviseur de tension par 2 réalisé par les deux résistances de 50 ohm :
20 log(1/2) =-6 dB (B - 2) 
III.1. Filtre de Butterworth 




















































Figure B. 7: Filtre passe-bas de Butterworth d’ordre 7. 











+1.000k +3.162k +10.000k +31.623k +100.00
Figure B.8 : courbe de réponse du filtre de Butterworth. 
III.2. Filtre de Chebychev type 1 
A l’aide du chapitre précédent on calcule la fonction de transfert du filtre de Chebychev 





















































+1.000k +3.162k +10.000k +31.623k +100.00
Figure B.10 : courbe de réponse du filtre de Chebychev type 1. 
III.3. Filtre de Chebychev type 2 
A l’aide du chapitre précédent on calcule la fonction de transfert du filtre de Chebychev 
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+1.000k +3.162k +10.000k +31.623k +100.00
Figure B. 12  : courbe de réponse du filtre de Chebychev type 2. 
III.4. Filtre Elliptique 
A l’aide du chapitre précédent on calcule la fonction de transfert du filtre elliptique du 






















































Figure B.14 : courbe de réponse du filtre elliptique. 
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Après observation des simulations précédentes des filtres passe bas, on note que tout 
les filtres remplissent les conditions voulues c’est à dire 100 dB  d’atténuation à partir de 80
kHz. Le filtre de Chebychev type 1 présente une complexité la plus faible par rapport au autres 
type de filtres. 
IV. Synthèse de filtre passifs pour l’oscillateur Σ∆ passe-bande 
Nous désirons un filtre passe-bas avec une fréquence centrale f0 de 1 MHz, des 
fréquences de coupure f1 et f2 à 15 kHz de chaque cotes et présentant une atténuation de 100 dB 
à partir de 80 KHz de chaque coté.  
On calcule tout d’abord les fonctions de transferts des différents filtres. Ensuite en 
utilisant les tableaux des valeurs normalisées du chapitre précédent, on calcule les filtres 
passe-bande pour la sortie du modulateur sigma delta passe-bande.  
Le Tableau B. 7 représente les ordres nécessaires pour que les différents types de filtre 
satisfassent le gabarit voulu. 
On calcule les valeurs unités pour RC=50Ω
• ω0=f0*2π=6.28 106 rads-1,
• Cu=1/(RC*ω0)=3.183 10-9,
• Lu=RC/ω0=7.957 10-6.
Type Butterworth Chebychev 1 Chebychev 2 Elliptique 
ordre 6,87=>7 5,95=>6 5,95=>7 3,672=>5 
Tableau B. 7 : Ordre nécessaire pour la réalisation des différents type de filtres. 
Remarque : toutes les simulations effectués présentent une atténuation de 6 dB. Ceci 
est normal à cause diviseur de tension par 2 réalisé par les deux résistances de 50 ohm :
20 log(1/2) =-6 dB (B - 7) 
IV.1. Filtre de Butterworth 
A l’aide des tableaux des polynômes de Butterworth on obtient la fonction de transfert 
suivante : 
( )
( ) ( )
( ) ( )
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Figure B.16 : courbe de réponse du filtre de Butterworth. 
IV.2. Filtre de Chebychev type 1 
A l’aide du chapitre précédent on calcule la fonction de transfert du filtre de Chebychev 
type 1 du 7e ordre suivant : 
( )
( ) ( )
( ) ( )


























































































Figure B.17 : Filtre passe-bande de Chebychev type 1 du 6e ordre. 












Figure B.18 : courbe de réponse du filtre de Chebychev type 1. 
IV.3. Filtre de Chebychev type 2 
A l’aide du chapitre précédent on calcule la fonction de transfert du filtre de Chebychev 




































































































































Figure B.19 : filtre passe-bande de Chebychev type 2 du 7e ordre. 
Figure B. 20 : courbe de réponse du filtre de Chebychev type 2. 
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IV.4. Filtre Elliptique 
A l’aide du chapitre précédent on calcule la fonction de transfert du filtre elliptique du 
7e ordre suivant : 
( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )








































































































Figure B. 21 :filtre passe-bande elliptique du 5e ordre. 
Figure B.22 : courbe de réponse du filtre elliptique. 
Comme prévu les simulations précédentes montre que tout les types de filtres 
remplissent les conditions voulut c’est à  dire 100dB  d’atténuation à partir de 80 kHz. Comme 
pour le filtre passe bas, c’est le filtre Chebychev type 1 qui présente la complexité la plus 
faible. 
Résumé :  
L’augmentation à la fois de la résolution et de la vitesse des CANs nécessite des moyens 
de test de plus en plus sophistiqués. Il est devenu nécessaire d’introduire des solutions autres que 
celles proposées dans les différents standards. Dans le cadre de nos travaux, une nouvelle 
approche qui réside en l’intégration des méthodes de caractérisation in-situ avec le CAN est 
présentée. L’étude du BIST (Built In Self Test) est séparée en deux parties : la première traite la 
génération d’un signal intégré et la seconde étudie l’estimation de certains des paramètres 
spectraux. 
Une structure originale basée sur l’utilisation de la modulation Σ∆ numérique est utilisée 
pour la conception de l’oscillateur analogique. Nous avons présenté une méthodologie originale de 
conception du modulateur Σ∆ d’ordre élevé tout en assurant la stabilité et en optimisant sa 
structure.  
Dans une deuxième étape, nous proposons une nouvelle méthode d’analyse basée sur un 
banc de filtre numérique. Le système est un réseau de cellules biquadratiques résonnant à des 
fréquences accordées sur les harmoniques. Le banc sépare les composantes spectrales du signal 
issue du CAN. Une unité de calcul assure l’estimation des puissances de chacune de ces 
composantes ainsi que celle du bruit. Le calcul des paramètres spectraux comme le SINAD, THD et 
le SNR est aussi réalisé par cette unité. 
Les résultats de mesures sur les prototypes confirment la précision espérée par la théorie, 
une dynamique du signal sinusoïdal supérieure à 110 dB pour l’oscillateur et une estimation des 
puissances du même ordre que celle obtenue par FFT pour  l’unité d’extraction de paramètres.
Abstract :  
In recent years, ADC testing has been acknowledged as an eminent technical an economic 
issue. Until now, the semiconductor industries use sophisticated signal processing algorithms to 
separate errors even they provide from the ADC or the instrumentation. In this thesis, we 
propose a BIST (Built In Self Test) method which can be used for production line Go/NoGo testing 
of ADC devices, and allow significant simplification of the test equipment setup required. In a 
general sense, the BIST scheme can be partitioned into two separate subtasks. The first task 
involves the generation of high-precision test stimuli on chip, while the second consists of 
processing the output data to determine a pass or fail condition. 
A new method for generating analogue signals with very low complexity and hardware 
requirement has been introduced. It consists of using digital Σ∆ modulators in the loop of digital 
resonator. This thesis presents a class of these circuits called sigma delta oscillators which use 
the high order modulator ability to trade bandwidth for quantization levels in order to efficiently 
generate spectrally pure analogue signals. 
Then, a novel technique based on digital filtering is presented to analyze the digital data 
from the ADC. The principle consists in conceiving a system that provides the spectral 
components of a signal. The system (filter bank) is a network of second order filter. Each 
biquadratic cell extracts a sinusoidal line (fundamental or harmonics). The power of sine wave 
components can be determined by calculating its variance. Then spectral parameters (SNR, SINAD,
THD) can be estimated.  
Experimental results from a test chip and a prototype circuit board are given. Numerous 
experiments were carried out to validate the feasibility and the accuracy of the proposed BIST 
scheme. 
Mots clés : 
BIST 
CAN
Oscillateurs Sigma Delta 
Banc de Filtres 
Filtres LDI 
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