Abstract. We introduce filling families with matrix diagonalization as a refinement of the work by Rørdam and the first named author in [22] . As an application we improve a result on "local" pure infiniteness in [5] and show that the minimal tensor product of a strongly purely infinite C *-algebra and a exact C *-algebra is again strongly purely infinite. Our results also yield a sufficient criterion for the strong pure infiniteness of crossed products A ⋊ ϕ N by an endomorphism ϕ of A (cf. Theorem 7.6). Our work confirms that the special class of nuclear Cuntz-Pimsner algebras constructed in [15] consist of strongly purely infinite C *-algebras, and thus absorb O ∞ tensorially.
Introduction
The classification program of G. Elliott for nuclear C *-algebras [13, 32] , has been an active field of research for more than 40 years, beginning with the classification of AF-algebras by Bratteli and Elliott. This paper focuses how one might verify when C *-algebras are strongly purely infinite, a properly which is necessary for classification of separable nuclear C *-algebras with the help of an ideal system equivariant version of KK-theory.
In Section 2, following a short Section 3 on our notation and preliminary results, we familiarise the reader with the notion of strongly purely infinite C *-algebras A. One formulation of this property (see Remark 3.2) is that for each given pair of positive elements a 1 , a 2 ∈ A, any c ∈ A and ε ≥ τ > 0 there exist elements s 1 , s 2 ∈ A such that s * 1 a 1 s 1 − a 1 < ε , s * 2 a 2 s 2 − a 2 < ε and s * 1 cs 2 < τ .
We discus a number of different formulations, relate the notion of strong pure infiniteness to other similar notions, and perhaps most importantly connect it to O ∞ absorption, classification of non-simple C *-algebras and previous work in [9, 18, 19, 20, 22, 36, 37] among others.
In Section 4 we introduce the notion of a filling family and a family with the matrix diagonalization property. The first notion is roughly speaking a intrinsic property encoding a certain ideal structure for a C *-algebra (for a C *-subalgebra B ⊆ A the map I → I ∩ B from ideals in the C *-algebra A to ideals in B is injective if the positive element in B is a filling family for A, see Remark 4.4(ii)). The later notion is a weakening of strong pure infiniteness where we look at solutions of the inequality (1) but only for a specified family of positive elements a 1 , a 2 in A. We prove the following result.
Theorem 1.1. Suppose that A + contains a filling family F (Def. 4.2), that has the diagonalization property in A (Def. 4.7). Then A is strongly purely infinite.
In Section 5 we develop tools for the verification the matrix diagonalization property.
The properties that we study are of the following type: Given subsets F ⊆ A + , C ⊆ A and S ⊆ A. Suppose for each given a 1 , a 2 ∈ F , c ∈ C and ε ≥ τ > 0 there exist elements s 1 , s 2 ∈ S that fulfil (1).
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(1) q * (yy * − µ) + q = (y * y − µ) + for all µ ≥ δ . jj . We omit the proofs of (i)-(iv): They are cited or can be checked easily.
Strongly purely infinite C *-algebras
Recent classification theory (cf. [10, 11, 18, 25, 30, 33] ) for C *-algebras extends to non-simple algebras. The classification of non-simple nuclear C *-algebras requires to take in account the structure of the primitive ideal spaces. If we classify algebras with the help of an ideal system equivariant version of KK-theory, then we can not distinguish an algebra A from A ⊗ O ∞ , because we can tensor the ideal system equivariant KK-equivalences with ordinary KK-equivalences of nuclear algebras, and then use that O ∞ is KK-equivalent to the complex numbers C. Thus, the class of algebras suitable for such a classification contains only nuclear separable C *-algebras that absorb O ∞ tensorially. This requirement looks like a simple criterium, but is difficult to verify, e.g. for crossed products. An intrinsic characterization of O ∞ absorbing nuclear separable C *-algebras motivated the following notion of strongly purely infinite algebras: Definition 3.1. A C *-algebra A is strongly purely infinite (for short: s.p.i. ) if, for every a, b ∈ A + and ε > 0, there exist elements s, t ∈ A such that s * a 2 s − a 2 < ε , t * b 2 t − b 2 < ε and s * abt < ε .
It was shown in [22] that every O ∞ absorbing C *-algebra is strongly purely infinite.
If the C *-algebra A is separable, nuclear and strongly purely infinite then, conversely,
A tensorially absorbs O ∞ (cf. [22] for the cases of stable or unital algebras, and [19, cor. 8.1] for the general case, see also [36, 37] or [20, prop. 4.4(5) , rem. 4.6] for other proofs of the general case). There exist strongly purely infinite non-nuclear stable simple separable C*-algebras A, that are not isomorphic to A ⊗ O ∞ , cf. [9] .
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The nuclearity of the algebra is not a natural assumption for the study of strong pure infiniteness, because proofs for KK-classification use corona algebras or asymptotic algebras, that are even not exact for not sub-homogenous algebras ( 1 ), but still must be strongly purely infinite in the sense of Definition 3.1 for classification purposes.
Fortunately, multiplier algebras, stable coronas and asymptotic algebras of strongly purely infinite σ-unital algebras are again strongly purely infinite.
The very basic result for the classification program is the embedding result for exact algebras into strongly purely infinite algebras, cf. [18] . In this way the notion of strongly purely infinite algebras is of importance for the classification program. This explains our desire to find methods and criteria that allow to check if a given class of (not necessarily simple) algebras are purely infinite in the strong sense of Definition 3.1.
It has been realized in an early stage of the classification of -simple -p.i.s.u.n. algebras that many of those algebras are stably isomorphic to crossed product of boundary actions of hyperbolic groups [2, 24, 16] or as corner-endomorphism cross-product C *-algebras [6, 7] and its generalizations. Therefore it is likely that criteria for strong pure infiniteness of crossed products can be helpful to detect also the range of KKclassification of non-simple C *-algebras. In particular we have that our Definition 3.1 of strongly purely infinite C *-algebras is equivalent to the formally stronger requirement, that for each a, b ∈ A + , c ∈ A and ε > 0, there exist contractions s, t ∈ A such that s * as − a < ε , t * bt − b < ε and s * ct < ε .
The proof of [22, cor. 7.22] contains some typos ( 2 ). Compare also the proof of the implication (s.p.i.)⇒(I) in [19, thm. 4.1] .
(ii) The proofs of [22, cor. 7.22] and of [19, thm. 4 .1] use a fairly deep local version of a "generalized Weyl-von Neumann theorem" [22, thm. 7.21] . For the convenience of the reader we outline here a less engaged proof of a weaker result that uses ideas of 1 It is because L(ℓ 2 ) is a C *-subquotient of each not sub-homogenous sub-Stonean algebra.
" in line -6 on page 252, and "contractions in B 0 ⊆ A" by "contractions in A" in line +11 on page 253. Section 5 and applies to the topics of this paper. When A is simple the three properties are equivalent. We refer to [5] and [22] for other special cases where weak and strong pure infiniteness coincide.
(iv) It should be noticed that the original definition of J. Cuntz of purely infinite C *-algebras in [8] coincides only in some special cases -e.g. for simple algebras -with the definition of purely infinite C *-algebras in [21] .
Also [24, thm. 9] does not show pure infiniteness for crossed products coming from local boundary actions [24] -even not in the sense of [21, def. 4.1] . Both these definitions in [8, 21] are still not suitable for the classification in general -except in combination with other assumptions, like e.g. tensorial absorption of the Jiang-Su algebra Z.
Filling families and strong pure infiniteness
A suitable algebraic theory for invariants of strongly purely infinite C *-algebras is not in sight, different to the property of pure infiniteness of C *-algebras A that is say "family" because we use the elements of F mainly to form a family of selfadjoint n × n-matrices with diagonal entries from F for n = 2, 3, . . . -together with certain restrictions on the off-diagonal entries.
Before defining a filling family we need a lemma. Notice that one can replace in part (ii) of the following Lemma 4.1 primitive ideals by all closed ideals I with D ⊆ I, because every closed ideal is the intersection of primitive ideals. Proof.
n z n satisfies ec = e and d * ed = a. It follows that e ∈ cAc ⊆ D and e ∈ I. Hence (z j ) * z j ∈ D\I for some j ∈ {1, . . . , n}. Then z := z j and f := z j (z j ) * ∈ F satisfy (ii). It follows that z * zc = z * z and zu ∈ Z for z ∈ Z and every unitary u in the minimal unitization D of D. Consider the set M of d ∈ D + with the property that there are z 1 , . . . , z n ∈ Z and a ρ ∈ (0, ∞) with 
Since each element of an unital C *-algebra is the linear combination of unitaries in this algebra,
n a n → a * a for some 8 (iv) If D = C is a simple, unital, and stably finite C *-algebra, X is a locally compact Hausdorff space, B := C 0 (X) ⊗ D and A := C 0 (X) ⊗ 1 ⊆ B, then F := A + separates the ideals of B, but is not filling for B. Proof. Let D ⊆ B hereditary, I ⊆ B closed ideal with D ⊆ I. By assumption, there is z ∈ B with z * z ∈ D, zz * ∈ I and zz * ∈ A + . Let E denote the hereditary C *-subalgebra of A generated by zz * , i.e., E := zz * Azz * . Since zz * ∈ I, the algebra E is not contained in the ideal J := A ∩ I of A. By assumption, there exists y ∈ A with yy * ∈ F , y * y ∈ E ⊆ A and yy
To see xx * ∈ F , notice that zz * vv * = zz * , hence for all e ∈ E, evv * = vv * . Since y * y ∈ E, we get yvv
Definition 4.6. Let S ⊆ A be a multiplicative sub-semigroup of a C *-algebra A and C ⊆ A a subset of A. An n-tuple (a 1 , . . . , a n ) of positive elements in A has the matrix diagonalization property with respect to S and C, if for every [a ij ] ∈ M n (A) + with a jj = a j and a ij ∈ C (for i = j) and ε j > 0, τ > 0 there are elements s 1 , . . . , s n ∈ S with s * j a jj s j − a jj < ε j , and s * i a ij s j < τ for i = j .
If S = C = A then this is the matrix diagonalization property of (a 1 , . . . , a n ) as defined in [22, def. 5 .5], and we say that (a 1 , . . . , a n ) has matrix diagonalization (in A).
Definition 4.7. Let F be a subset of A + . The family F has the (matrix) diagonalization property (in A) if each finite sequence a 1 , . . . , a n ∈ F has the matrix diagonalization property (in A) of Definition 4.6.
Remarks 4.8. (i) By Remark 2.1(i) and a preceding inequality, it follows that the n-tuple (a 1 , . . . , a n ) has the matrix diagonalization with respect to A and C if, and only if, for each [a ij ] ∈ M n (A) + with a jj = a j and a ij ∈ C (for i = j) and ε j > 0, τ > 0 there are elements s 1 , . . . , s n ∈ A that satisfy the equations and inequalities s * j a jj s j = (a jj − ε j ) + , and s * i a ij s j < τ for i = j .
(ii) If we replace the ε j and τ in inequalities (4) by ε := min( ε 1 , . . . , ε n , τ ), then this new definition is the same as Definition 4.6 with ε 1 = · · · = ε n = τ = ε. But the latter is an equivalent formulation of Definition 4.6.
(iii) The following is again equivalent to the matrix diagonalization property: The ntuple (a 1 , . . . , a n ) has the matrix diagonalization property with respect to S and C, if and only if, for each positive matrix [a ij ] ∈ M n (A) with diagonal entries a jj = a j and a ij ∈ C (for i = j), there exists a sequences
. . , a n ) = 0 .
(iv) It is important for our applications to find an estimate of max j s j 2 depending only on min( ε 1 , . . . , ε n ) that does not depend on {a ij ; j = i} or on τ > 0. Therefore, we often use (starting from proof of Lemma 4.9) the equivalent formulation of Definition 4.6 with values ε j := ε > 0 and independent τ > 0, considering inequalities s * j a jj s j − a jj < ε , and s * i a ij s j < τ for i = j .
Lemma 4.9. Let z 1 , . . . , z n ∈ A such that (z * 1 z 1 , . . . , z * n z n ) has the matrix diagonalization property in A.
(ii) The n-tuple (z 1 z * 1 , . . . , z n z * n ) has the matrix diagonalization property.
with diagonal entries c jj = z * j z j , and
Let ε ≥ τ > 0. By assumption, there are e j ∈ A with
for i, j = 1, . . . , n and i = j. Let δ := τ /(2 + 2(max j e j ) 2 ). We find k ∈ N such that
we get that s j ∈ A. This s j satisfy s * j a jj s j − a jj < δ e j 2 + ε/2 + δ ≤ ε and
and
(iii) (e, f ) has the matrix diagonalization property.
Then (a, b) has the matrix diagonalization property.
Proof. Let [a ij ] ∈ M 2 (A) + with a 11 := a and a 22 := b, ε > 0 and τ > 0. We show that there exists 
elements with the properties in (i)-(iii). We define continuous functions ψ and ϕ
2 ) is positive and has entries b 11 = g *
We show that (a, b) has the matrix diagonalization property. This applies in particular to the positive matrix 
In the same way one can see, that Lemma 4.1(i) gives elements 
Verification of the matrix diagonalization
Given subsets F ⊆ A + , C ⊆ A and S ⊆ A. In this section we study questions related to the verification the matrix diagonalization property with respect to S and C for (finite) tuples of elements in F . We study questions of the following type: (Q1) Under which conditions on F , does it follow that F has the matrix diagonalization property? (Q2) Under which conditions on F , C and S can the inequalities (1) be solved by some s 1 , s 2 ∈ S for each given (a 1 , a 2 , c, ε ≥ τ > 0) with a 1 , a 2 ∈ F , and c ∈ span(C)?
One possible condition for a positive answer to (Q1) is that F is invariant under ε-cut-downs, i.e., that for each a ∈ F and ε ∈ (0, a ) we have (a − ε) + ∈ F (cf. Lemma 5.4). The answer to the second question has to do with interplay of F , C and S, e.g. if
S
* CS ⊆ C i.e., it depends on special situations which we will have to discuss.
We need this generalisation because our applications are concerned with families F that are not invariant under ε-cut-downs, i.e., operations a → (a − ε) + for a ∈ F and 13 ε ∈ (0, a ). An example is the proof of Theorem 1.3. It uses the following Lemma 5.2 that we could not directly deduce from [22] . We start by a definition allowing us to better control the matrix diagonalization property:
. . , a n ) of positive elements in A has controlled matrix diagonalization property with respect to S and C if there is an increasing controlling
such that for every [a ij ] ∈ M n (A) + with a jj = a j and a ij ∈ C (for i = j) and ε j > 0, τ > 0 there are s 1 , . . . , s n ∈ S that satisfy the inequalities (4) and have norms that
If S = C = A we say (a 1 , . . . , a n ) has controlled matrix diagonalization (in A).
The following lemma in parts reduces the problem of considering arbitrary n-tuples to 2-tuples. We say "in parts" because the assumptions in Lemma 5. and ε ≥ τ > 0
. Then any n-tuple of elements in F has the controlled matrix diagonalization in A.
Proof. We can suppose that all the functions t → D(t; a 1 , a 2 ) < ∞ are -not necessarily strictly -increasing and that D(t; a 1 , a 2 ) ≥ 1 for all t ∈ (0, ∞), upon replacing
Let a 1 , . . . , a n+1 ∈ F and let [a jk ] be a positive matrix in M n+1 (A) with diagonal entries a jj = a j .
We proceed by induction over n ≥ 1, and prove each n-tuple of elements in F has the controlled matrix diagonalization. It suffice to prove the existence of a controlling
. . , a n ) < ∞ with the property that, for every ε ≥ τ > 0, there exists s 1 , . . . , s n+1 ∈ A that fulfil (6) and
. . , ε n ) and decrease τ if τ > ε.)
Base case n = 1: Let ε ≥ τ > 0 be given. We prove D 2 (t) := D(t; a 1 , a 2 ) is a controlling function by finding s 1 , s 2 ∈ A fulfilling (6) and s j 2 ≤ D 2 (1/ε) for our (6) . We proceed by induction over n ≥ 2. Suppose that each n-tuple (h 1 , . . . , h n ) with h j ∈ F has controlled matrix diagonalization with controlling functions t → D n (t; h 1 , . . . , h n ) having h 1 , . . . , h n as parameters. In particular, the functions t → D 2 (t; a 1 , a n+1 ), t → D n (t; a 1 , . . . , a n ) and t → D n (t; a 2 , . . . , a n+1 ) used below could be different. We try to keep notations transparent by defining
Now let ε ≥ τ > 0 be given. We consider the following values
and choose τ 0 , τ 1 , τ 2 > 0 such that
, and b 1,n+1 < τ 0 . By induction hypothesis and Remark 2.1(i), there exists a diagonal matrix e = diag(e 1 , . . . , e n , 1) such that e 2 ≤ D n (1/ε 1 ), e * j b jk e k < τ 1 for j = k ∈ {1, . . . , n} and e * j a j e j = (a j − ν) + for j = 1, . . . , n and some ν < ε 1 . Consider the diagonal matrix w 2 := diag(a 1 − (a 1 − ν) + , . . . , a n − (a n − ν) + , 0) and the positive matrix [c jk ] := e * [b jk ]e + w 2 with diagonal entries c jj = a j and c 1,k < τ 1 for k = 2, . . . , n, and c 1,
Apply the induction assumption to the lower right n × n sub-matrix of [c jk ], get a
The
By assumption on τ 0 , τ 1 , τ 2 we get g * j a jk g k < τ for all j = k ∈ {1, . . . , n + 1}. Also
Thus, the (n + 1)-tuple (a 1 , . . . , a n , a n+1 ) has the diagonalization property with (the clearly increasing) controlling function D n+1 (t; a 1 , . . . , a n , a n+1 ) := D n+1 (t) defined by
with (ε 0 , ε 1 , ε 2 ) defined from ε := 1/t as above in (7). Suppose that the following properties hold:
property with respect to S and C of Definition 4.6.
Then, for each c ∈ C, ε 0 ≥ ε > 0 and τ > 0, there exist s 1 , s 2 ∈ S that fulfil (1) and
Proof. Let ε 0 ≥ ε > 0 and τ > 0, we put γ := ε/2.
The element c := 0 is in C by (ii). Therefore there are d 1 , d 2 ∈ S that satisfy the Since
Suppose that min( a 1 , a 2 ) = 0. If follows that the solution (s 1
We define functions χ, ψ, ϕ ∈ C c (0
and ϕ is as above defined. Notice
Let e j := ϕ(a j ) and f j := ψ(a j ). It follows that e j = (a j − γ)
+ f j has norm e j = ϕ(a j ) ≤ 1. By assumption (iii), the elements f 1 cf 2 and e 1 ce 2 are in C.
Case f 1 cf 2 = 0 : Then e 1 ce 2 = 0. Since we do not know if e j is in S, we can not define s j simply by s j := e j . But the above considered case c = 0 gives
The s j := e j d j ∈ S satisfy the inequalities (1) and s j 2 ≤ γ −1 a j , where we use that e j a j e j = (a j − γ) + and above estimates for s j 2 .
Case f 1 cf 2 = 0 : We define ρ := max(1, f 1 cf 2 ) −1 and c ′ := ρ · f 1 cf 2 and put 
2 and the upper right element of Y is 
E.g. we can take 0 < µ < min(τ ′ , γ, a 1 , a 2 ). Then this implies
The s j := e j d j (j = 1, 2) are in S by assumption (iii) and fulfil the inequalities (1).
An upper estimate of the minimal possible norms of the s 1 , s 2 ∈ A that fulfil the inequalities (1) can now be deduced as above from
Combining Lemma 5.2 and Lemma 5.3 we obtain the following result applicable to families F ⊆ A + invariant under ε-cut-downs (if F is not invariant under ε-cut-downs one could enlarge F ):
, that for each a ∈ F and ε ∈ (0, a ) we have (a − ε) + ∈ F .
Then the family F has the (controlled) matrix diagonalization property, if and only if, each pair of elements in F has the matrix diagonalization property of Definition 4.6.
Proof. Let a 1 , a 2 ∈ F (with matrix diagonalization property) and ε 0 > 0 be given. Define C := A, S := A. Since F is invariant under ε-cut-downs in A the system (a j , ε 0 , C, S) fulfills conditions of Lemma 5.3, so we can apply Lemma 5.3 and get the following: For each c ∈ A, ε > 0 and τ > 0, there exist s 1 , s 2 ∈ A that fulfil (1) and
The controlled matrix diagonalization property of the family F follows now from Lemma 5.2.
In the following two lemmas we consider a globalization of Lemma 5.3 to the case of families F ⊆ A + and the case where S is moreover a multiplicative sub-semigroup of A satisfying s * let Y t,n , or simply Y t , denote set consisting of all n-tuples (ε 1 , . . . , ε n ) ∈ (0, 1/t) n that satisfy the inequality
Moreover, let t → E n (t) ∈ [1, ∞) denote the function defined by
Lemma 5.5. Let a 1 , a 2 ∈ A + , 1 ≥ ε 0 > 0 and non-empty subsets S ⊆ A, C ⊆ A be given. Suppose that the following properties hold:
such that for each c ∈ C and ε 0 ≥ ε ≥ τ > 0 there exist s 1 , s 2 ∈ S that fulfil (1) and s j 2 ≤ D(1/ε).
Then one can find, for each finite subset X ⊆ C and ε ≥ τ > 0, elements s 1 , s 2 ∈ S that satisfy (1) for every c ∈ X. Moreover, if ε ≤ ε 0 and n := |X|, then we can ensure
For each c ∈ A in the linear span of at most n elements c 1 , . . . , c n ∈ C and each ε ≥ τ > 0, there exist s 1 , s 2 ∈ S that fulfill (1). Moreover, if ε ≤ ε 0 , then we can
If D(t) ≤ γ for a constant γ then E n (t) ≤ γ n for all n ∈ N, and if D(t) ≤ γ · t then an upper estimate for E n is given by E n (t) ≤ (ntγ) (2 n −1) .
If D(t) = 1 then, for each c in the closure of the linear span of of C, ε > 0, and τ > 0, there are contractions s 1 , s 2 ∈ S that satisfy the inequalities (1).
Proof. If (a 1 , a 2 ) , C, S, ε 0 and t → D(t) are given, then we can define for any t ≥ 1 numbers ν 0 , ν 1 , . . . , ν n−1 by induction for k = 0, 1, . . . , n − 1 as follows: Let ν 0 := 2t and ν k+1 := 2D(ν k )ν k . The n-tuple (ε 1 , . . . , ε n ) with ε k := ν −1 n−k (k = 1, . . . n) satisfies the inequality (8) with "<" in place of "≤". Thus Y t is non-empty. An alternative construction is given by ν 0 := nt and ν k+1 := D(ν k )ν k . Then the ε k := ν −1 n−k satisfy (8) with "=" in place of "≤". We use the latter to find bounds for E n (t).
Given X = {x 1 , . . . , x n } ⊆ C and ε 0 ≥ ε ≥ τ > 0. With t := 1/ε, Y t is non-empty by the computation above. Let (ε 1 , . . . , ε n ) an arbitrary element of Y t and define τ k from τ and the ε k by τ k := τ /D(1/ε k+1 ) · . . . · D(1/ε n ) . By assumptions, we can find elements s
1/2 that satisfy the inequalities (for
where we let c 1 := x 1 and c k+1 := s
The s j := s
and
Stepwise application of the triangle inequality and (9) shows that
Since (ε 1 , . . . , ε n ) ∈ Y 1/ε we get s * j a j s j − a j < ε, ensuring (1) for each c = x k . Since (ε 1 , . . . , ε n ) ∈ Y 1/ε was arbitrary, s j 2 ≤ E n (1ε).
If we only assumed ε ≥ τ > 0 we can still find s 1 , s 2 ∈ S satisfying (1) by decreasing ε, τ , but we loose the norm estimates on s 1 , s 2 .
The passage to the c in the linear span of finite subsets X := {x 1 , . . . , x n } ⊆ C is a matter of finding a solution s 1 , s 2 of the inequalities (1) for all c ∈ X with appropriate
|α i |) will do the job). The results on the norm estimates on s 1 , s 2 remains unchanged.
The estimate E n (t) ≤ γ n for constant D(t) = γ follows easily from the general estimates (10), because we know that Y t is non-empty. If D(t) = γ · t, t ≥ 1, then take the ν k as in the above alternative construction. It follows (
If D(t) = 1 then E n (t) = 1 for all n ∈ N. Hence we can decrease ε without enlarging E(1/ε). Consequently, for c in the closed linear span of C and any ε > 0, τ > 0, we can find c ′ ∈ span(C) with c ′ − c < τ /2 and contractions s 1 , s 2 ∈ S that satisfy the inequalities (1) with (c ′ , τ /2) in place of (c, τ ). Then this s 1 , s 2 also satisfy (1) with the given c and τ . (ii) ϕ(a 1 )cϕ(a 2 ) ∈ C for each c ∈ C and ϕ ∈ C c (0, ∞] + .
(iii) ϕ(a 1 )s, ϕ(a 2 )s ∈ S for each s ∈ S and ϕ ∈ C c (0, ∞] + .
Then, for every c ∈ span(C), a 1 , a 2 ∈ F , ε 0 /2 ≥ ε > 0, and τ > 0, there exists s 1 , s 2 ∈ S that fulfil (1) and s j 2 ≤ 2 a j /ε.
Proof. Take any a 1 , a 2 ∈ F and ε 0 /2 > δ > 0. Due to property (i) the system ((a j − δ) + , ε 0 /2, C, S) fulfills the conditions of Lemma 5. 
, and s * 1 cs 2 < τ . We obtain that the system (a j , ε 0 /2, span(C), S) fulfills the conditions of Lemma 5.3. We can now apply Lemma 5.3 on arbitrary a 1 , a 2 ∈ F . It follows that for a 1 , a 2 ∈ F , ε 0 /2 ≥ ε > 0, τ > 0, and c ∈ span(C) there exist s 1 , s 2 ∈ S with s j 2 ≤ 2 a j /ε that satisfy the inequalities (1).
If a 1 , a 2 ∈ F , ε 0 /2 ≥ ε > 0, and τ > 0 are given and if c = lim n c n with c n ∈ span(C), then we find k ∈ N with c k − c < δ, where δ := (ε · τ )/(2 + 4 a 1 · a 2 ). We find s 1 , s 2 ∈ S with s j 2 ≤ 2 a j /ε that satisfy the inequalities (1) with (c k , τ /2) in place of (c, τ ). Then s * 1 cs 2 < τ /2 + δ s 1 s 2 ≤ τ . Hence, for given a 1 , a 2 ∈ F , c ∈ span(C), ε 0 /2 ≥ ε > 0, and τ > 0, there exist s 1 , s 2 ∈ S that satisfy (1) and have norms s j 2 ≤ 2 a j /ε.
Tensor products
The following Lemma 6.1 considers a subset F ⊆ A + that is not invariant under ε-cut-downs. Therefore we use the definition of s.p.i. C *-algebras that predicts that inequalities (3) can be solved by contractions s, t, see Remark 3.2. One could also work with weaker estimates for the d j that we can derive with our methods here,
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but that would require to prove first a more complicate version of the local Lemma to F and we obtain that F has the diagonalization property in A.
Lemma 6.2. It B and C are C*-algebras where B or C is exact, then the subset
Proof. Suppose that one of the algebras B or C is an exact C *-algebra, that D is a hereditary C *-subalgebra of B ⊗ min C and that I a primitive ideal of B ⊗ min C with there exist non-zero g ∈ B + , h ∈ C + , t ∈ B ⊗ min C and pure states ϕ on B and ψ on C such that (ϕ ⊗ ψ)(I) = {0} , tt * ∈ D, t * t = g ⊗ h, ϕ(g) = g = 1 and ψ(h) = h = 1.
Thus, the subset F = {b ⊗ c ; b ∈ B + , c ∈ C + } ⊆ (B ⊗ min C) + satisfies the property 
, where R denotes the stably infinite simple unital nuclear C *-algebra with finite unit element constructed by M. Rørdam [31] , and F 2 is the free group on two generators. The algebras A and B are exact, and A is s.p.i. by [5, cor. 3.11] . The maximal C *-tensor product A ⊗ max B is even not locally purely infinite (cf. [5] for a definition), because R ⊗ max K is an ideal of a quotient of A ⊗ max B . This follows from the fact that the C *-algebra generated by
the compact operators in its closed linear span, cf.
[1].
Endomorphism crossed product
Let ϕ : A → A be a *-endomorphism of a C *-algebra A that is not necessarily injective. We let A ∞ := ℓ ∞ (A)/c 0 (A) and denote by (A e , Z, σ) the canonical C *-dynamical system associated with ϕ.
More precisely, we consider the inductive limit (A e , ϕ m : 
The backward shift (a 1 , a 2 , . . .
and A e is the closure of the increasing union ϕ 1 (A) ⊆ ϕ 2 (A) ⊆ . . . . We denote the restriction σ|A e of σ to A e simply again by σ. The corresponding Z-action given by n → σ n will be also denoted by σ and is usually called the action of the integers Z on A e corresponding to ϕ.
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The *-homomorphisms σ, ϕ n and ϕ satisfy the equations
where 1 ≤ n ≤ ℓ, and where ϕ ∞ ((a 1 , a 2 
Another explanation for these formulas can be seen from the formulas given by Cuntz in [7, p. 101] for the restriction of ϕ ∞ to A e by the commuting diagram:
Recall that M(A) denotes the (two-sided) multiplier algebra of A. Consider the following non-degeneracy property (ND) and corner property (CP): There are non-equivalent definitions of crossed products by an endomorphism in the literature that lead to non-isomorphic crossed product C *-algebras. Since there are different definitions of endomorphism crossed products A⋊ ϕ N of A by the additive semigroup N of natural numbers, we describe our definition and notation that is inspired by the definitions given by J. Cuntz [6] , [7] , W.L. Paschke [27] and P.J. Stacey [35] . See [14] and [17] , for a general descriptions of such constructions and alternative definitions that give different crossed products by N.
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The C *-algebra crossed product A ⋊ ϕ N associated to an endomorphism ϕ of A was defined by J. Cuntz in [7, p. 101 ] for the special case where A is unital but ϕ is not necessarily unital. It was inspired by his special construction in [6] that showed that O n is a semi-crossed product of M n ∞ by the endomorphism ϕ(a) := e ⊗ a for e := diag(1, 0, . . . , 0). Since then there where several attempts to generalize his construction, but not necessarily in a way that is suitable for our applications.
The generalization of Stacey [35] suffers from his assumption that for each *-endomorphism ϕ : A → A the natural morphism ϕ 1 : A → A e extends to a *-homomorphism from M(A) into M(A e ), or at least to a *-homomorphism from M(A)
into M(A e ⋊ σ Z). But this is not the case for general injective *-endomophisms ϕ of A, even if ϕ satisfies the above non-degeneracy condition (ND), cf. Example 8.5.
Definition 7.3. Let ϕ be en endomorphism of a C *-algebra A that satisfy the nondegeneracy property (ND) and the corner property (CP). We define A ⋊ ϕ N to be the hereditary C *-subalgebra of A e ⋊ σ Z that is generated by the image ϕ 1 (A) of A.
Our endomorphism ϕ of A should satisfy the above discussed non-degeneracy prop- Knowing that (ND) and (CP) holds one can formally define B as the hereditary C *-subalgebra of A e ⋊ σ Z that is generated by the image ϕ 1 (A) of A. It is even a full hereditary C *-subalgebra of A e ⋊ σ Z, because A e ⋊ σ Z is generated by u n ϕ 1 (A)u m for n, m ∈ Z.
It seems not always to be the case that Stacey's version of crossed product A ⋊ ϕ N (see [35, def. 3.1] for A ⋊ A.2, i.e., for each a 1 , a 2 ∈ A + , c ∈ A and ε > 0, there exist
(ii) There exists a dense *-subalgebra B of A that has the properties (1)- (3):
(2) σ g (B) ⊆ B for all g ∈ G. (ii) (2) . Moreover, by (ii)(1), the family F is invariant under ε-cut-downs, because
This implies that also condition (i) of Lemma 5.6 is fulfilled by F , because B satisfies condition (ii)(3): Take any ε 0 > 0, and a j = b * j b j ∈ F for j = 1, 2. For each c = xU(g 0 ) ∈ C with x ∈ B, g 0 ∈ G, and 0 < τ ≤ ε ≤ ε 0 we can use (ii)(3) to find elements d 1 , d 2 ∈ B and g 1 , g 2 ∈ G satisfying (11) with x, σ g 0 (a 2 ), τ in place of c, a 2 , ε. Remark A.4 provides elements s 1 , s 2 ∈ S satisfying (1). So the pair (a 1 , a 2 ) has the matrix diagonalization with respect to S and C and property (i) of Lemma 5.6 holds.
We obtain from Lemma 5.6 that for every c ∈ A, a 1 , a 2 ∈ B, ε 0 /2 ≥ ε > 0, and τ > 0, there exist s 1 , s 2 ∈ S satisfying (1). Using Remark A.4 we can find (for given a j , c, ε) elements d 1 , d 2 ∈ A and g 1 , g 2 ∈ G satisfying (11).
In the following proposition we consider a dense *-subalgebra B ⊆ A that is ϕ-invariant -in the sense that ϕ(B) ⊆ B -and B is a C *-local subalgebra -in the sense that ψ(b * b) ∈ B for b ∈ B and ψ ∈ C c (0, ∞] + (see definition in Section 2). For example, B can be an algebraic inductive limit of an upward directed family of C *-subalgebras of A that is mapped by ϕ into itself.
Proposition 7.5. Suppose that ϕ is an endomorphism of a C*-algebra A (that is not necessarily injective), that B ⊆
A is a dense *-subalgebra which is ϕ-invariant, and that B is a C*-local subalgebra of A.
Let σ : Z → Aut(A e ) be the corresponding action of the integers Z on the inductive
The following properties (i) and (ii) are equivalent:
, and ε > 0 there exist k, n 1 , n 2 ∈ N ∪ {0} and elements e 1 , e 2 ∈ A such that, for j ∈ {1, 2},
(ii) The action σ : Z → Aut(A e ) of G := Z on A e is G-separating.
Proof. Let C := m ϕ m (B). Since B is a dense *-subalgebra of A, A e is the closure of of C in ℓ ∞ (A)/c 0 (A):
Since ϕ m (B) is a C *-local algebra for each m ∈ N and ϕ m (B) ⊆ ϕ m+1 (B), the *-subalgebra C of A e is a dense C *-local subalgebra of A e that satisfies σ(C) ⊆ C.
(i)⇒(ii): Since B is a dense *-subalgebra of A, we may suppose that the e 1 , e 2 ∈ A that satisfy the inequalities (12) are actually in B itself.
By Lemma 7.4 it suffices to show that, for x 1 , x 2 , y ∈ C ⊆ A e and ε > 0 there exists
Since C is the union of the increasing family of images ϕ m (B) ⊆ A e of B, there exists m ∈ N and b 1 , b 2 , c ∈ B with ϕ m (b j ) = x j and ϕ m (c) = y.
We apply the condition in part (i) to (b 1 , b 2 , c, ε) and get e 1 , e 2 ∈ B and k, n 1 , n 2 ∈ N ∪ {0} such that the inequalities (12) are fulfilled.
Since ϕ m is a contractive linear map and ϕ m • ϕ ℓ (a) = σ ℓ (ϕ m (a)) for a ∈ A and ℓ ∈ N, we get that d j := σ −k (ϕ m (e j )) and k j := n j − k fulfil the inequalities (13).
(ii)⇒(i): Let b 1 , b 2 , c ∈ B and ε > 0. Since the action of Z defined by σ is Gseparating on A e , there exists d 1 , d 2 ∈ A e and k 1 , k 2 ∈ Z such that, for j = 1, 2,
Since C is a dense *-subalgebra of A e we may suppose that d 1 , d 2 ∈ ϕ ℓ (B) for some ℓ ∈ N. Then there are y 1 , y 2 ∈ A such that d j = ϕ ℓ (y j ). Since ϕ 1 = ϕ ℓ • ϕ ℓ−1 and
This gives
Since ϕ ℓ (a) = lim n→∞ ϕ n (a) we find sufficiently large n ∈ N such that with
the inequalities (12) are fulfilled. (i) For every b 1 , b 2 , c ∈ B and ε > 0 there exist k, n 1 , n 2 ∈ N ∪ {0} and elements e 1 , e 2 ∈ A such that, for j ∈ {1, 2},
(ii) For every n ∈ N and every σ-invariant closed ideal J = A e of A e the automor-
Then A e ⋊ σ Z and its hereditary C*-subalgebra A ⋊ ϕ N are strongly purely infinite.
Proof. It suffices to show that A e ⋊ σ Z is strongly purely infinite, because A ⋊ ϕ N is naturally isomorphic to the (full) hereditary C *-subalgebra of A ⋊ σ Z that is generated by its C *-subalgebra ϕ 1 (A). Hereditary C *-subalgebras of s.p.i. algebras are again s.p.i. by [22, Prop. 5.11] . By Proposition 7.5, the condition (i) is equivalent to the G-separation of the action σ of G := Z on A e generated by the restriction of the backward shift on ℓ ∞ (A)/c 0 (A) to A e . The condition (ii) says that the action σ of Z on A e is residually properly outer (cf. Definition A.1). Since every abelian group is exact, making σ exact (cf. . Definition A.3), all assumptions of Theorem A.5 are satisfied for A e and σ : Z → Aut(A e ). Thus, A e ⋊ σ Z is strongly purely infinite.
Proof of Theorem 1.4: Follows form Theorem 7.6 as B := A is a ϕ-invariant C *-local *-subalgebra of A. 
Cuntz-Pimsner algebras
An application of Theorem 7.6 to certain special Cuntz-Pimsner O(H) algebras is given by the construction below. It is implicitly contained in [15] .
Let C be a stable σ-unital C *-algebra C, and let h : C → M(C) be a non-degenerate *-homomorphism (i.e. h(C)C = C) that is faithful and satisfies h(C)∩C = {0}. Notice that h extends to a faithful strictly continuous unital *-endomorphism M(h) of M(C).
To simplify notation we denote the endomorphism M(h) of M(C) again by h, unless we wish to make an emphasis on the difference between M(h) and h. The closer look in [15] to the work of Pimsner [29] shows that, under our special assumptions on h : C → M(C), the natural epimorphism from the Toeplitz-Pimsner algebra T (H) onto the Cuntz-Pimsner algebra O(H) is an isomorphism, and that T (H) is isomorphic to a crossed product A ⋊ ϕ N in the following manner:
In the following let
Consider the algebraic sum B := C +h(C)+h 2 (C)+· · · . The algebra B is a C *-local *-subalgebra of M(C), because it is the algebraic inductive limit of the C *-algebras imply that the Toeplitz-Pimsner algebra T (H) is naturally isomorphic to the semigroup crossed product A ⋊ ϕ N.
To prove that T (H) is strongly purely infinite it suffices to show that B ⊆ A, ϕ and (A e , Z, k → σ k ) satisfy the conditions (i) and (ii) of Theorem 7.6.
It is not possible to prove the conditions (i) and (ii) with the above weak assumptions on h : C → M(C) that we have introduced so far, because of an example h : C → M(C)
with C = C 0 (X, K) (where X := S 2 × S 2 × · · · ) given by M. Rørdam [31] . His example has the property that O(H) is a stable, separable, simple nuclear C *-algebra that contains finite and infinite projections. In particular this algebra O(H) ( ∼ = T (H)) is not purely infinite. Therefore we require now following stronger properties (i)-(iv) for h : C → M(C):
(i) h is a non-degenerate *-monomorphism.
(ii) h is approximately unitarily equivalent in M(C) to its infinite repeat δ ∞ • h.
(iii) Each J ∈ I(C) is contained in the closed ideal of C generated by h(J)C. (i) σ g (P )P = 0 for all g ∈ G \ {e}.
(ii) The equation r(1 − q)P = 0 implies r(1 − q) = 0, if q, r ∈ Z(A * * ) are any
Here we extend σ g to a normal automorphism σ g : A * * → A * * of A * * , and with q = 0 above we obtain the corresponding non-residual version of the definition which we call the weak Rokhlin property of the action σ. and all properties coincide on commutative C *-algebras A ∼ = C 0 (X) and G countable.
It can be easily seen that the proofs of these results pass to the corresponding versions of (generalized) residual Rokhlin properties. and ϕ 1 •ϕ = σ•ϕ 1 for our above defined automorphism σ of A e associated to ϕ = h|A. It is easy to show (cf. [15] ) that A e is the closure of the algebraic sum k∈Z σ k (D) and that the closures J n of k≤n σ k (D) are ideals of A e with the property that J n = J n σ k (D)
for k ≥ n, and σ n (D)A e σ n (D) = J n . One can use this as a dictionary to translate our conditions on h : C → M(C) into conditions on D ⊆ A e and σ. Let P 0 ∈ (A e ) * * denote the support projection of the hereditary C *-algebra DA e D ⊆ A e . Since DA e D = J 0 , the projection P 0 is an open central projection of (A e ) * * . It is shown in [15] It is a fairly elaborate work to show that (B, ϕ = h|A) satisfy the inequalities (14) of Theorem 7.6 if h moreover satisfies condition (iv), but deep reasonings are not needed.
In this way one can see that (i)-(iv) imply the conditions (i) and (ii) of Theorem 7.6.
Remarks 8.3. Let C be a stable σ-unital C *-algebra, and h : C ֒→ M(C) a *-monomorphism.
If h satisfy properties (i)-(iv) and if C is in addition nuclear and separable, then O(H) -build from h -is a stable separable nuclear C *-algebra that absorbs O ∞ tensorial, i.e.,
We do not know if the isomorphism (15) holds in case that h : C → M(C) satisfies (i)-(iii), but C is not nuclear. We did not find a counter-example for the isomorphism (15) with h satisfying only (i) and (ii). The property (iii) is used in [15] for the proof of the residual proper outerness of the corresponding Z-action on A e . The conditions (iii), (iv) and the nuclearity of C play an important role in our verification of the isomorphism (15).
Remark 8.4. Since many strongly purely infinite nuclear C *-algebras are CuntzPimsner algebras of the type constructed in [15] and some of them are stably projectionless, our considerations are also farer going than for example the study of local boundary actions in [24] , because reduced crossed products by local boundary actions is very rich of projections by [24, lem. 8] , but there are important amenable strongly p.i. C *-algebras that do not contain any non-zero projection.
Example 8.5. Let A := C 0 (0, 1], take g ∈ A + defined by g(t) := min(4(t − 1/2) + , t) for t ∈ [0, 1]. The map ϕ : f ∈ C 0 (0, 1] → f • g ∈ C 0 (0, 1] is a *-monomorphism
