Today, most devices have multiple network interfaces. Coupled with wide-spread replication of popular content at multiple locations, this provides substantial path diversity in the Internet. We propose Multi-source Multipath HTTP, mHTTP, which takes advantage of all existing types of path diversity in the Internet. mHTTP needs only client-side but not server-side or network modifications as it is a receiver-oriented mechanism. Moreover, the modifications are restricted to the socket interface. Thus, no changes are needed to the applications or to the kernel.
INTRODUCTION
In today's Internet, one of the main detriments in user experience is completion times of data transfers that for large objects is limited by network capacity. However, recent developments have opened new opportunities for reducing end-to-end latencies. First, most end-user devices have multiple network interfaces (e.g., 3G/LTE and WiFi interfaces for smart-phones). Second, popular contents are often available at multiple locations in the network. When combined, these provide substantial path diversity within the Internet that can be used by users to improve their quality of experience.
Previous work has taken partial advantage of this path diversity in the Internet. Multipath TCP (MPTCP) uses the path diversity available between a single server and a single client [3] . Content Distribution Networks (CDNs) provide replication of content and smart matching of users to appropriate CDN server, e.g., via PaDIS [6] or ALTO [7] services, which takes advantage of this replication. Bittorrent is another sophisticated application which takes advantage of content replication among its users [2] . The drawback of each of the above approaches is that they do not utiPermission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage, and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). Copyright is held by the author/owner(s). lize all of different types of path diversity in the Internet or if they do, they are application specific.
We propose Multi-source Multipath HTTP, mHTTP, which enables users to establish simultaneous connections with multiple servers to fetch a single content. mHTTP is designed to combine the advantage obtained from distributed network infrastructures provided by CDNs with the advantage of multiple interfaces at end-users. Key features of the proposed technique are: a) mHTTP is a purely receiver-oriented mechanism that requires no modification either at the server or at the network, b) the modifications are restricted to the socket interface; hence, no changes are needed to the applications or to the kernel, and c) it takes advantage of all existing types of path diversity in the Internet.
Multi-source Multipath HTTP
The key idea of mHTTP is to use the HTTP range request feature to fetch different content chunks from different servers. We define a chunk as a block of content delivered within one HTTP response message. mHTTP includes two components, multiHTTP and multiDNS as shown in Figure 1 . These components extend the functionality of HTTP and the DNS resolver. The main purpose of multiHTTP is to handle chunked data delivery between the application and multiple servers; and that of multiDNS is to collect IP addresses of available content sources.
multiDNS
When an application needs to obtain an IP address from a humanreadable URL, it invokes name resolvers such as gethostbyname() or getaddrinfo(). The resolver, then, creates a request message and sends it to the local DNS server usually provided by the local ISP. Depending on the content sources, if content is only available at a single server, the DNS returns the IP address of that particular server so that the request can be routed to the server. However, if content is available at multiple places (e.g., a server farm or CDNs), DNS returns a list of IP addresses. In the case of multiple IP addresses, a typical behavior of an application is to choose the first IP address in order to establish the connection and to discard the rest. multiDNS, however, keeps the rest of the IP addresses for later use. For each interface, multiDNS receives a list of IP addresses from each access network, and chooses desired number of IP addresses from every list.
multiHTTP
The main task of multiHTTP is to interpret mHTTP for regular HTTP speakers such as web servers and client-side applications.
RFC2616 specifies the use of a byte range request which enables the partial delivery of content. A client initiates such a request by adding a range field within the header of an HTTP request message including offsets of the first byte and the last byte of the partial content. If the server supports this operation, it replies with 206 as the status code (on acceptance of the request message) followed by sequences of bytes. Otherwise, the server replies with a different status code (e.g., 200 OK on success). Our tests on well-known web servers during the development of mHTTP show that almost all web servers accept range requests. multiHTTP initializes mHTTP buffer and creates a file descriptor associated with the buffer when socket() is called by the application. The buffer consists of a queue and a pool of content blocks (chunks). The queue is a large memory block that is continuously read by the application. Thus, the file descriptor plays the role of a communication channel between the application and the mHTTP buffer (Figure 2 ). The pool maintains multiple content blocks in which chunked data collected from individual TCP buffers is stored. A content block can be indexed by the combination of the socket descriptor and the starting byte of the chunk. Data within content blocks is moved to the queue as soon as it is continuous from the last byte that is stored in the queue.
Once the connection is identified as an HTTP connection, multiHTTP enables an HTTP parser, which examines HTTP messages and modify the header during the content delivery period. Upon confirmation of the complete delivery of the initial response message, multiHTTP establishes additional TCP connections using different IP addresses provided by multiDNS. multiHTTP operates collector, a background process that collects data from individual TCP connection buffers. Each new connection must be attached to the collector as soon as it is successfully established. Likewise, a connection can be detached from the collector.
EVALUATION
We conduct performance measurements of mHTTP on an existing CDN infrastructure. We choose a 16MB file from a well-known site on Alexa.com's top-50 list, where the content is hosted in a CDN. multiDNS queries Google's DNS over each interface sepa- rately, and uses the set of IP addresses returned for each interface. The client device is equipped with two wireless interfaces (WiFi and LTE) that respectively connect to a WiFi network and a cellular network. We depict the download times of the file using singlepath or mHTTP with different chunk sizes in Figure 3 . Note that for single-path TCP, each interface by default queries its local DNS resolver. The results are presented for different mHTTP chunk sizes. We observe that (1) the connection over LTE has a much better performance than the one over WIFI; (2) mHTTP greatly benefits from the existing diversity in the network, it reduces download times by up to 50% when compared to the single-path case; and (3) it performs very well across a wide range of chunk sizes.
SUMMARY
Advantages of simultaneously utilizing multiple paths over a network communication are widely evaluated and understood [1, 3] . mHTTP's key contribution is to bring significant benefits to the end-to-end content delivery by utilizing path diversity and data source diversity in the Internet without any changes on existing applications and the server-side network stack.
Our result showed that mHTTP's download completion time of large objects is remarkably short as compared to that of a regular HTTP. Given the fact that HTTP accounts for more than 60 % [5] of today's Internet traffic and that the major fraction of the total web servers are operated on content distribution infrastructures [4] , this performance gain is rather significant.
