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ABSTRACT 
In this paper, we present some assumptions to get the numerical scheme for backward doubly stochastic differential delay 
equations (shortly-BDSDDEs), and we propose a scheme of BDSDDEs and discuss the numerical convergence and rate of 
convergence of our scheme. 
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1  Introduction 
Backward stochastic differential equations ( shortly-BSDEs) have been first presented in Pardoux and Peng [16, 17] in order to 
proved existence and uniqueness of the adapted solutions and presented a new class of backward doubly stochastic differential 
equations, further investigations being (see [3, 4, 11, 13]). A lot of mathematicians interested in a numerical methods for 
approximating solution of BSDEs ( see [1, 10, 14, 15, 18, 22]). Xuerong Mao et al. [21] discussed the effects of environmental 
noise on the delay Lotka-Volterra model. Brahim Boufoussi et al. [2] presented a new class of backward doubly stochastic 
differential equations, this a new class depend on an integral with respect to an adapted continuous increasing process. Lukasz 
Delong [5, 6] studied applications of a new class of time-delayed BSDEs and he gives examples of pricing, hedging and portfolio 
management problems which could be established in the framework of backward stochastic differential delay equation. Wen Lu 
et al. [19] investigated a class of multivalued backward doubly stochastic differential delay equation, and they proved the 
existence and uniqueness of the solutions for these equations under Lipschitz condition. Using the Euler-Maruyama method, 
Xiaotai Wu and Litan Yan [20] defined the numerical solutions of doubly perturbed stochastic delay differential equations driven 
by Levy process, and they proved the numerical solutions converge to the exact solutions with the local Lipschitz condition. 
Delong and Imkeller [7] presented a class of BSDEs with time delayed, and they established the existence and uniqueness of a 
solution for BSDEs with time delayed. Also, they [8] proved the existence and uniqueness as well as the Malliavin’s 
differentiability of the solution for BSDEs with delayed time. Moreover, Diomande and Maticiuc [9] proved the existence and 
uniqueness of a solution for multivalued BSDEs with time delayed generators. Besides, Lu and Ren [12] established the 
existence and uniqueness of the solutions for a class of backward doubly stochastic differential equations with time delayed 
coefficients under Lipschitz condition. 
The purpose of this work is to study the numerical convergent of backward doubly stochastic delay differential equations ( 
shortly-BDSDDEs ) that has the following   
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 where },0{ TtWt     and },0{ TtBt     are a Brownian motion defined on the probability space ),,( 111 PF  and 
),,(
222 PF , respectively, and <T  is a finite time horizon. The coefficients f  and g  at time s  and the terminal 
condition   depend on the past values of a solution 0))(),((=),(     Tss sZsYZY . 
In our work, we extend the approach of BDSDDEs in the general case, and introduce some general assumptions on the 
numerical convergence of backward doubly stochastic differential equations with time delayed coefficients. Furthermore, we 
present a numerical scheme based on iterative regression functions which are approximated by projection on vector space of 
functions. Also, we discuss the numerical convergence and rate of convergence of BDSDDEs Lipschitz condition. 
The present paper is organized as follows: In section 2, we present some preliminaries that explain the approximation scheme 
for BDSDDEs. In section 3, we consider the approximation solution of BDSDDEs and prove some problems that useful for our 
work. In section 4, we have discussed the numerical convergence and rate of convergence of our scheme. 
2 Notations, preliminaries and basic assumptions 
In this section, we provide some assumptions and space used in the sequel. Therefore, we consider two independent standard 
d-dimensional Brownian motions },0{ TtWt     and },0{ TtBt    , defined on the complete probability spaces 
),,(
111 PF  and ),,( 222 PF , respectively, and a finite time horizon <T . We denote   
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 Moreover, we consider 21=  , FFF 21   and PPP 21=  . In addition, we put   
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 where  N  is the collection of P -null sets of F .That is to say, the  fields TtF t 0, , are P complete, 
and the family of  algebras ],[}{= TottFF    is neither increasing nor decreasing, it is not constitute a filtration. 
We consider the Euclidian norm ||   in 
kR  and dkR , we use the following spaces   
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 where f  and g  are Borel-measurable functions at time set depend on the past values of the solution 
0))((=     Ts sYY  and 0))((=    Ts sZZ . We always set 0=)(tZ  and (0)=)( YtY  for 0<t . Now, we 
make the following assumptions 
Assumption (H1): There exist a positive constant 1K  and for all 0<   ts  such that   
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Assumption (H5): There exists a positive constant 5K  such that   
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3  A numerical scheme for BDSDDEs 
In this section, we propose a numerical scheme is based upon a descretization of (1). Moreover, for all integers 1,  ln  and 
][0,Tt , let   
Tttttt nll =<<<=0<<<= 101    
 be a partition of ],[ T , and denote   
,=,=,,1===
1111
11
i
t
i
t
i
t
i
t
i
t
i
tiii WWWBBBni
n
T
ttt 

    
 where 1,,,0,1,=  ni , and ini tt  max= 1   . Now, on the small interval ],[ 1ii tt  the equation  
)(d),),(),(,(d),),(),(,(=
11
1
sBZYsZsYsgsZYsZsYsfYY ss
i
t
i
t
ss
i
t
i
ti
t
i
t 


  
 ).(d)(
1
sWsZ
i
t
i
t

  (2) 
 We can be approximated by the discrete equation   
1
1
))(),(),(),(,())(),(),(),(,(= 
 i
n
i
n
i
n
i
n
i
n
i
n
i
n
i
n
i
n
i
t
n
i
t BtZtYtZtYtgtZtYtZtYtfYY 
,)( 1 i
n
i WtZ  
 with )(=)( TTY   on 0   tT . Therefore, we consider a class of BDSDDEs as the form   
ssZsYsZsYsfTtY ni
n
i
n
i
n
i
T
n
i d))(),(),(),(,()(=)(
0
    
).(d)()(d))(),(),(),(,(
00
sWsZsBsZsYsZsYsg ni
T
n
i
n
i
n
i
n
i
T
    
 Now, let us define the Euler-Maruyama approximate solution by  
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4 Main results 
This section is devoted to discuss numerical convergence and rate of convergence of BDSDDEs.   
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 ds|))(),(),(),(,( 2  tZtYtZtYtg ni
n
i
n
i
n
i  
 ))(),(),(),(,(),()(2
0
   tZtYtZtYtgsYsY iiii
n
ii
T
 
  dB(s)))(),(),(),(,(  tZtYtZtYtg ni
n
i
n
i
n
i  
 .dW(s))()(),()(2
0
  sZsZsYsY
n
ii
n
ii
T
 
 By taking the expectation, we get that   
 ))(),(),(),(,(),()(2=|)()(|
0
2    sZsYsZsYsfsYsYEtYtYE iiii
n
ii
T
n
ii  
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 ds))(),(),(),(,(   sZsYsZsYsf ni
n
i
n
i
n
i  
 ))(),(),(),(,(|
0
   tZtYtZtYtgE iiii
T
 
 ds|))(),(),(),(,( 2  tZtYtZtYtg ni
n
i
n
i
n
i  
 ))(),(),(),(,(),()(2
0
   tZtYtZtYtgsYsYE iiii
n
ii
T
 
  dB(s)))(),(),(),(,(  tZtYtZtYtg ni
n
i
n
i
n
i  
 .dW(s))()(),()(2
0
  sZsZsYsY
n
ii
n
ii
T
 
 Making use of the Young’s inequality, we derive that   
))(),(),(),(,(|
4
1
ds|)()(|4|)()(|
0
2
0
2    sZsYsZsYsfEK
sYsYKEtYtYE iiii
T
n
ii
T
n
ii  
 ds|))(),(),(),(,( 2  sZsYsZsYsf ni
n
i
n
i
n
i  
 ))(),(),(),(,(|
0
   sZsYsZsYsgE iiii
T
 
 ds|))(),(),(),(,( 2  sZsYsZsYsg ni
n
i
n
i
n
i  
 ))(),(),(),(,(|
4
1
ds|)()(|4
0
2
0
   sZsYsZsYsgEK
sYsYKE iiii
T
n
ii
T
 
 ds|)()(|
4
1
ds|))(),(),(),(,( 2
0
2 sYsYE
K
sZsYsZsYsg nii
T
n
i
n
i
n
i
n
i    
 .ds|)()(|4
2
0
sZsZKE nii
T
   
 By using assumption (H2), we have that   
 ds|)()(|
4
1
ds|)()(|4|)()(| 22
0
2
0
2 sYsYKE
K
sYsYKEtYtYE nii
T
n
ii
T
n
ii    
 ])ds(d|)()(|[
4
1 20
4
0
    sYsYKEK
n
ii
T
T
 
 ])ds(d|)()(|[
4
1 20
4
0
    sZsZKEK
n
ii
T
T
 
 ds|)()(|
2
2
0
sYsYKE nii
T
   
 ])ds(d|)()(|[
2
0
4
0
    sYsYKE
n
ii
T
T
 
 ds|)()(|
2
2
0
sZsZKE nii
T
   
 ])ds(d|)()(|[
2
0
4
0
    sZsZKE
n
ii
T
T
 
 ds|)()(|
4
1 2
2
0
sZsZKE
K
n
ii
T
   
 ds|)()(|
4
1
ds|)()(|4 22
0
2
0
sYsYKE
K
sYsYKE nii
T
n
ii
T
   
 ds|)()(|
4
1 2
2
0
sZsZKE
K
n
ii
T
   
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 ])ds(d|)()(|[
4
1 20
4
0
    sYsYKEK
n
ii
T
T
 
 ])ds(d|)()(|[
4
1 20
4
0
    sZsZKEK
n
ii
T
T
 
 .ds|)()(|4ds|)()(|
4
1 2
0
2
0
sZsZKEsYsYE
K
n
ii
T
n
ii
T
   
 By changing the integration order, we obtain that   
 ds|)()(|
4
ds|)()(|4|)()(| 2
0
22
0
2 sYsYE
K
K
sYsYKEtYtYE nii
T
n
ii
T
n
ii    
 ])(dds|)()(|[
2
ds|)()(|
4
2
0
0
42
0
2     sYsYEK
K
sZsZE
K
K n
ii
T
T
n
ii
T
 
 ds|)()(|])(dds|)()(|[
4
2
0
2
2
0
0
4 sYsYEKsZsZE
K
K n
ii
T
n
ii
T
T
    
 ])(dds|)()(|[ds|)()(|
2
0
0
4
2
0
2     sYsYEKsZsZEK
n
ii
T
T
n
ii
T
 
 ds|)()(|4])(dds|)()(|[
2
0
2
0
0
4 sYsYKEsZsZEK
n
ii
T
n
ii
T
T
    
 ds|)()(|
4
ds|)()(|
4
2
0
22
0
2 sZsZE
K
K
sYsYE
K
K n
ii
T
n
ii
T
   
 ])(dds|)()(|[
2
2
0
0
4    sYsYEK
K n
ii
T
T
 
 ])(dds|)()(|[
4
2
0
0
4    sZsZEK
K n
ii
T
T
 
 .ds|)()(|4ds|)()(|
4
1 2
0
2
0
sZsZKEsYsYE
K
n
ii
T
n
ii
T
   
 And then, we obtain that   
  
ds|)()(|
4
ds|)()(|4|)()(| 2
0
22
0
2 sYsYE
K
K
sYsYKEtYtYE nii
T
n
ii
T
n
ii    
 ])(dds|)()(|[
4
ds|)()(|
4
2
0
42
0
2 


sYsYE
K
K
sZsZE
K
K n
ii
T
T
n
ii
T
 


 
 ds|)()(|])(dds|)()(|[
4
2
0
2
2
0
4 sYsYEKsZsZE
K
K n
ii
T
n
ii
T
T
 





 
 ])(dds|)()(|[ds|)()(|
2
0
4
2
0
2 


sYsYEKsZsZEK nii
T
T
n
ii
T
 


 
 ds|)()(|4])(dds|)()(|[
2
0
2
0
4 sYsYKEsZsZEK
n
ii
T
n
ii
T
T
 





 
 ds|)()(|
4
ds|)()(|
4
2
0
22
0
2 sZsZE
K
K
sYsYE
K
K n
ii
T
n
ii
T
   
 ])(dds|)()(|[
4
2
0
4 


sYsYE
K
K n
ii
T
T
 


 
 ])(dds|)()(|[
4
2
0
4 


sZsZE
K
K n
ii
T
T
 


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 .ds|)()(|4ds|)()(|
4
1 2
0
2
0
sZsZKEsYsYE
K
n
ii
T
n
ii
T
   
 And then, we have that   
 ds|)()(|
4
ds|)()(|4|)()(| 2
0
22
0
2 sYsYE
K
K
sYsYKEtYtYE nii
T
n
ii
T
n
ii    
 ds|)()(|
4
ds|)()(|
4
2
0
42
0
2 sYsYE
K
K
sZsZE
K
K n
ii
T
n
ii
T
 

 
 ds|)()(|ds|)()(|
4
2
0
2
2
0
4 sYsYEKsZsZE
K
K n
ii
T
n
ii
T
 

 
 ds|)()(|ds|)()(|
2
0
4
2
0
2 sYsYEKsZsZEK
n
ii
T
n
ii
T
    
 ds|)()(|4ds|)()(|
2
0
2
0
4 sYsYKEsZsZEK
n
ii
T
n
ii
T
   
 ds|)()(|
4
ds|)()(|
4
2
0
22
0
2 sZsZE
K
K
sYsYE
K
K n
ii
T
n
ii
T
   
 ds|)()(|
4
ds|)()(|
4
2
0
42
0
4 sZsZE
K
K
sYsYE
K
K n
ii
T
n
ii
T
 

 
 ,ds|)()(|4ds|)()(|
4
1 2
0
2
0
sZsZKEsYsYE
K
n
ii
T
n
ii
T
   
 where )(d=
0
 T ,   
ds|)()(|ds|)()(| 2
0
2 sYsYsYsY nii
T
n
ii
T
 

 


 
 and   
.ds|)()(|ds|)()(| 2
0
2 sZsZsZsZ nii
T
n
ii
T
 

 


 
 Therefore, we have that   
ds|)()(|)
4
1
442
(8|)()(| 2
0
4
42
422 sYsYE
KK
K
KK
K
K
K
K
KtYtYE nii
T
n
ii  

  
.ds|)()(|)4
442
( 2
0
4
42
42 sZsZEK
K
K
KK
K
K
K
K n
ii
T
 

 
 By choosing 
KK
K
KK
K
K
K
K
KC
4
1
442
8= 442
42
1  

 
and 
K
K
KK
K
K
K
K
C
442
= 442
42
2  

, 
0>, 21 CC  and KC  2 , we deduce that 
.ds|)()(|)4(ds|)()(||)()(| 2
0
2
2
0
1
2 sZsZEKCsYsYECtYtYE nii
T
n
ii
T
n
ii    
 And then, we get that   
.ds|)()(||)()(| 2
0
1
2 sYsYECtYtYE nii
T
n
ii    
 Now, using the Gronwall’s inequality, and for all ni ,0,=   and ][0,Tt , we drive that   
0.=]|)()(|max[lim
2
,0,=
tYtYE nii
nin


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 Hence 0=|)()(|lim
2tYtYE nn  , and consequently   
0.=dt|)()(|lim
2
0
tZtZE n
T
n


 
Theorem 4.2 Assume the assumptions (H1)-(H5) are fulfilled, then it holds that   
.||]ds|)(
~
)(|[|)(
~
)(|sup
2
0
2
0
CsZsZEtYtYE
T
Tt
 
   
 
Proof. By applying soIt 'ˆ  formula 2|)(
~
)(| tYtY  , we have that   
 
22
0
2
0
2 |)(
~
)(|ds|)(
~
)(|ds|)(
~
)(||)(
~
)(| TTsZsZsYsYtYtY
TT
     
 ds)
~
,
~
),(
~
),(
~
,(),),(),(,(),(
~
)(2
0
  ssss
T
ZYsZsYsfZYsZsYsfsYsY  
 ds|)
~
,
~
),(
~
),(
~
,(),),(),(,(| 2
0
ssss
T
ZYsZsYsgZYsZsYsg    
   dB(s)))
~
,
~
),(
~
),(
~
,(),),(),(,((),(
~
)(2
0
ssss
T
ZYsZsYsgZYsZsYsgsYsY  
 ,dW(s)))(
~
)((),(
~
)(2
0
  sZsZsYsY
T
 
 where ][0,Tt . By Youn’s inequality and assumption (H2), we get that   
ds|)(
~
)(|ds)
~
,
~
),(
~
),(
~
,(),),(),(,(),(
~
)(2 2
00
sYsYZYsZsYsfZYsZsYsfsYsY
T
ssss
T
   
 ds|)
~
,
~
),(
~
),(
~
,(),),(),(,(|
1 2
0
ssss
T
ZYsZsYsfZYsZsYsf  
 
 
2
2
2
2
0
2
0
|)(
~
)(||)(
~
)(|[
1
ds|)(
~
)(| sZsZKsYsYKsYsY
TT
  
  
 ds])(d|)(
~
)(|)(d|)(
~
)(| 2
0
4
2
0
4     sZsZKsYsYK TT  
 ds|)(
~
)(|ds|)(
~
)(|ds|)(
~
)(|= 2
0
22
0
22
0
sZsZ
K
sYsY
K
sYsY
TTT
  
  
,)ds(d|)(
~
)(|)ds(d|)(
~
)(| 2
0
0
42
0
0
4 



   sZsZ
K
sYsY
K
T
T
T
T
 
 and   
 ds|)(
~
)(|ds|)
~
,
~
),(
~
),(
~
,(),),(),(,(| 2
0
3
2
0
sYsYKZYsZsYsgZYsZsYsg
T
ssss
T
   
 )ds(d|)(
~
)(|ds|)(
~
)(| 2
0
0
4
2
0
3     sYsYKsZsZK T
TT
 
 .)ds(d|)(
~
)(| 2
0
0
4     sZsZK T
T
 
 By changing of integration order argument, we obtain that   
 )(dds|)(
~
)(|=)ds(d|)(
~
)(| 2
0
0
2
0
0
    sYsYsYsY
T
TT
T
 
 ,dt|)(
~
)(|)(ddt|)(
~
)(|= 2
0
2
0
tYtYtYtY
TT
T
 





  
 and   
 )(dds|)(
~
)(|=)ds(d|)(
~
)(| 2
0
0
2
0
0
    sZsZsZsZ
T
TT
T
 
 ,dt|)(
~
)(|)(ddt|)(
~
)(|= 2
0
2
0
tZtZtZtZ
TT
T
 





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 where )(=
0
 d
T . Therefore, we drive that   
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0
2
0
2 |)(
~
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~
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~
)(| TTsZsZsYsYtYtY
TT
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0
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0
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K
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TTT
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~
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~
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0
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0
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K
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K TT
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


 
 ds|)(
~
)(|ds|)(
~
)(| 2
0
3
2
0
3 sZsZKsYsYK
TT
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 ds|)(
~
)(|ds|)(
~
)(| 2
0
4
2
0
4 sZsZKsYsYK
TT
    
   dB(s)))
~
,
~
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~
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~
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~
)(2
0
ssss
T
ZYsZsYsgZYsZsYsgsYsY  
 .dW(s)))(
~
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~
)(2
0
  sZsZsYsY
T
 
 Therefore, we have that   
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0
2
0
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)(|ds|)(
~
)(|ds|)(
~
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TT
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 ds|)(
~
)(|ds|)(
~
)(|ds|)(
~
)(| 2
0
22
0
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0
sZsZ
K
sYsY
K
sYsY
TTT
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  
 ds|)(
~
)(|ds|)(
~
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