We extend the application of the direct inversion in the iterative subspace ͑DIIS͒ technique to the ridge method for finding transition states ͑TS͒. The latter is not a quasi-Newton-type algorithm, which is the only class of geometry optimization methods that has been combined with DIIS. With this new combination, we obtain a factor of two speedup due to DIIS, similar to the DIIS-related speedup achieved in other methods including quasi-Newton geometry optimization and self-consistent field iterations. We also demonstrate that DIIS is useful even in cases where optimization is started far from the quadratic region of the TS, provided that only one previous iteration is used in the DIIS expansion. We compare the performance of the new ridge-DIIS method to that of the TS algorithm utilized in GAUSSIAN 92. We find that the computational cost of the former is similar ͑when both methods converge͒ to that of the latter. The examples considered in the paper include a novel TS found for an isomerization of a cluster of six Na atoms. Locating such a TS poses a known problem for second-derivatives-based algorithms that fail on very flat potential energy surfaces. Thus, the gradient-based ridge-DIIS method is the only TS search method that is robust, does not need second derivatives and/or an initial guess for the TS geometry, and whose performance matches or exceeds that of a second-derivatives-based algorithm.
I. INTRODUCTION
The process of searching for a transition state ͑TS͒ on a potential energy surface ͑PES͒ involves two stages. First, one has to identify the quadratic region of the TS of interest and, second, to refine the TS geometry. The latter can be dealt with rather efficiently by variable-metric second order algorithms. [1] [2] [3] These algorithms are well suited for the direct inversion in the iterative subspace ͑DIIS͒ procedure 4 that further improves their performance. [5] [6] [7] It is the stage of approaching the TS region that is a source of problems in TS search methods. Sometimes, ''chemical intuition'' alone can supply a good guess for a TS geometry or identify a reaction coordinate. In the latter case, the TS region can be determined by reoptimizing the remaining degrees of freedom for fixed values of the reaction coordinate. 3, 7 Unfortunately, it is often unclear what the TS structure should look like or what the reaction coordinate is; also, there is always a danger of introducing a bias by relying on such guesses.
On the other hand, algorithms that are designed to find a TS between known reactants and products either require substantial computational effort or are not sufficiently robust. The former methods essentially construct the entire reaction path, [8] [9] [10] [11] while the latter are based on the assumption that the reaction path is quadratic. 12, 13 The ridge method 14 recently proposed by us is positioned somewhere in the middle between the two sets of approaches mentioned above, both in terms of computational cost and reliability. It works by searching for the minimum on the ridge separating reactants' and products' wells on the PES. Unlike ascent along the reaction path that requires either a good approximation to the Hessian matrix ͑the matrix of second derivatives of energy with respect to molecular coordinates͒ or an (nϪ1)-dimensional minimization ͑where n is the number of molecular degrees of freedom͒ at each step, the descent on the ridge can be performed by doing merely a onedimensional maximization at each step. This algorithm is also capable of following curved ridges that correspond to curved reaction paths, which distinguishes it from less expensive but more failure-prone synchronous transit type methods. 12, 13 The major disadvantage of the ridge method is its inefficiency near the TS. The obvious solution would be a switch to fast second order methods once the quadratic region of a TS is reached. This, however, involves the introduction of a criterion to trigger such a switch, and necessitates obtaining the Hessian matrix. ͑Note that updating schemes 15 used to build an approximate Hessian in variable-metric methods make sense only in the quadratic region of the TS, and, therefore, no reasonable Hessian can be constructed on the way to the TS region͒.
The other way around the inefficiency of the ridge method near convergence is to implement DIIS. In the present paper, we show that this approach indeed results in substantial speedup of the original ridge method without sacrificing any of its attractive features. Ridge-DIIS is still robust, it still does not require a Hessian matrix or an initial guess for a TS geometry. We demonstrate that the computational cost of this method is comparable to that of GAUSSIAN 92, 16 which does not possess the advantages mentioned above.
II. METHOD
Before we describe the implementation of DIIS in the ridge method, let us briefly sketch the original ridge method ͑the detailed description is given in Ref. 14͒ . At every itera-tion n, we start from two molecular structures A n and B n that ''straddle'' the ridge on the PES, so that there is a maximum of energy on the line (A n ,B n ) at some point x n * ͑see 14͒. Then the next line to be searched for the energy maximum is constructed as follows. First, we obtain the points a n ϭ(x n *Ϫs•p n ) and b n ϭ(x n *ϩs•p n ), where p n ϭ(B n ϪA n )/ʈB n ϪA n ʈ and s is a side step size. These points a n ,b n also straddle the ridge but (a n ,b n ) is centered around the top of the ridge. Then we step downhill from a n and b n to obtain new A nϩ1 ϭa n ϩp n a and B nϩ1 ϭb n ϩ p n b , respectively, where the downhill directions p n a , p n b is calculated based on the relevant gradients g(•) either as p n a ϭp n b ϭϪd•g(x n *) or p n a ϭϪd•g(a n ), p n b ϭϪd•g(b n ), and the ''downhill factor'' d is an adjustable parameter. The latter choice of p n a , p n b is twice as computationally expensive, but it allows adjustment of the direction of (A nϩ1 ,B nϩ1 ) so as to accommodate twisting of the ridge, which is indicated by marked deviation of the newly found x nϩ1 * from the middle of the corresponding (A nϩ1 ,B nϩ1 ).
It is proven in Ref. 14 that, unless g(x n *) is zero, there are values of s and d such that ͑i͒ there is a maximum of energy on the new line (A nϩ1 ,B nϩ1 ), and ͑ii͒ this maximum is less than that for the previous line. To obtain these values of s and d, we first try the ones from the previous iteration and use some guesses for the first iteration. If the new line has an energy maximum that is lower than the previous one, we continue the process described above from the points A nϩ1 and B nϩ1 unless the maximum component of g(x nϩ1 * ) is less than a certain criterion, in which case the process is terminated. We increase the downhill factor d ͑by a factor of 1.3͒ if the energy maximum is attained in the middle (Ϯ10%) of (A n ,B n ). If the new line (A nϩ1 ,B nϩ1 ) does not have a maximum, or if the new maximum is higher than the previous one, we decrease downhill factor ͑by half͒ and try again. When the downhill step size d•ʈg(x n *)ʈ becomes too small compared to the side step size s, we decrease s ͑by half͒ as well. The approach outlined above is robust, but it is unnecessarily slow near convergence. Implementation of DIIS should remedy this situation, but such an implementation has to be customized to accommodate for the ridge method's specific features. The presently available combinations of DIIS with geometry optimization ͑GDIIS͒ 5-7 involve iterative updating of only one point x n that describes the molecular geometry at the nth iteration. This updating is performed according to the quasi-Newton scheme
where g n is the gradient at x n and H n is an approximate inverse Hessian matrix which is also updated according to some known rule. 15 For process ͑1͒, the DIIS procedure consists of substituting x n and g n by x n and g n , respectively, where
and the coefficients c i are obtained from the conditions
Within the quadratic approximation, this scheme corresponds to finding the optimal structure x n in the subspace spanned by (nϪi 0 ϩ1) previous iterates x i . As far as the ridge method is concerned, no single point is sufficient for the advancement of iterations. In order to obtain the line to search at iteration (nϩ1), one has to know the two points a n and b n that sandwich the ridge and are centered around its top point x n * , or it is sufficient to know x n * and the direction p n across the ridge. We implement DIIS in the ridge method as follows.
͑1͒
We form linear combinations 
͑8͒
We include in Eq. ͑6͒ only those x i * , iϭi 0 ,n, that were obtained for the same direction p n . In this case, p n remains the direction along which there is an energy maximum at x n * as indicated by the condition p n T g n *ϭ0 ͑see Eq. ͑7͒͒. The direction p n changes every time the x n * found is too close to 
with the original ridge method shows that such a situation happens rather infrequently ͑in at most 5% of line searches͒. Therefore, when a change of the direction p n occurs, we just discard the previous x i * that enter Eq. ͑6͒ and perform an iteration of the original ridge method as described earlier.
͑2͒
We form the next line to search, (A nϩ1 ,B nϩ1 ), as A nϩ1 ϭx n *Ϫs•p n ϩd•g n * ,
͑9͒
B nϩ1 ϭx n *ϩs•p n ϩd•g n * .
͑10͒
If the search is unsuccessful, i.e., there is no maximum on this line or this maximum is higher than the previous one, we perform the original ridge method's iteration and discard all previous x i * used in the DIIS expansion ͑6͒. In order to reduce the CPU time spent on unsuccessful line searches, we do not even attempt searching the line (A nϩ1 ,B nϩ1 ) obtained according to Eqs. ͑9͒ and ͑10͒ if the structure x n * differs significantly from the x n * . ͑The criterion we use is that the difference between corresponding bond lengths of the two structures must not exceed 0.3 Å͒. This approach also ensures that the initial guess for a wave function is reasonable in cases when such a guess is the last converged wave function.
The ridge-DIIS method described above can be interpreted as finding the point x n * on the current linear approximation to the ridge such that the gradient at x n * is minimal. This is slightly different from the GDIIS concept which is to find a point x n in the given linear subspace such that it is the closest to the ultimate solution x. The former does not require the Hessian matrix, which is especially useful when the TS search is not started in the quadratic region of the TS, because in this case, commonly used updating schemes 15 are not applicable.
The results of testing the ridge-DIIS method described above against the original ridge method and the TS search algorithm from the popular commercial package GAUSSIAN 92 16 are presented in the following section.
III. RESULTS AND DISCUSSION
In all the examples considered in this section, we are interested mostly in the performance of the methods used for a TS search. Therefore, we employ small basis sets ͑typically 3-21G [17] [18] [19] ͒ and use Hartree-Fock ͑HF͒ wave functions to find ground state energies. In order to make the comparison between the ridge method and the GAUSSIAN 92 algorithm meaningful, we use x 1 * found by the ridge method as a starting structure for GAUSSIAN 92. We judge the methods' performance based on the number of energy, gradient, and Hessian matrix evaluations required to find the same TS according to the same criterion for convergence. In order to put these numbers on a common footing, we calculate the ''effective number of energy evaluations,'' N eff , according to the formula  N eff ϭN e ϩ2N g ϩ3N at N H , where N e ,N g , and N H are the numbers of energy, gradient, and analytical Hessian matrix evaluations, respectively, and N at is the number of atoms. Obviously, the implicit assumption here is that at the HF level, the CPU time per gradient should be roughly twice the CPU time to compute an energy. Also, since the analytical evaluation of second derivatives involves construction of 3N at Fock matrices, 20 we estimate the CPU time per analytical Hessian matrix accordingly. It should be noted that for correlated wave functions calculation of the analytical Hessian is even more expensive. We do not compare the CPU times corresponding to different methods directly because these times are affected not only by the optimization technique, but also by the efficiency of the energy and gradient evaluations, which is a separate issue.
In order to have a fair comparison, we also use the same choice of coordinates ͑Cartesian͒ in both methods. It seems logical to expect both methods to benefit from ''natural internal coordinates'' 7, 21, 22 roughly similarly, so that the relative performance of these methods should remain the same.
Results of the TS searches described below are presented in Table I . The first example involves a search for a TS for the isomerization process
considered at the level HF/3-21G. It is worth noting that, although it is rather clear what the TS structure should look like in this case, its determination via searching the line between reactant and product involves dealing with at least two maxima. The reason for this is the presence of too short a distance between either Si atom and the ''traveling'' H atom during the linear transformation of H 2 SiϭSiH 2 into H 3 Si-SiH. This situation was successfully handled by the Detour algorithm that is a part of the ridge method ͑see Ref.
14 for details͒. As shown in Table I , the speedup resulting from employing DIIS in the ridge method is a factor of two. However, GAUSSIAN 92 is still 70% faster, which is not a surprise since the case under study is well suited for Hessian-based optimization techniques. ͑By this we mean that the PES corresponding to reaction ͑11͒ does not have a sharp barrier, and that the potential wells corresponding to reactant and product are reasonably deep͒. The reason we present these data is to show that even for cases where the Hessian-based algorithm is preferable, the computational cost of the ridge-DIIS method is not as high as it may seem from the method description. When one recollects that there is no need for the Hessian matrix in this method, the 70% increase in N eff does not look that bad.
The next example involves the seemingly simple exchange reaction FϩH 2 ↔FHϩH ͑12͒
that we treat at the ROHF level with the correlationconsistent basis set due to Dunning. 23 The corresponding PES has a rather sharp and curved ridge ͑see Fig. 2͒ , which has several implications. First, the improvement of the ridge method due to DIIS is only a factor of 1.5 ͑based on the corresponding N eff ), as follows from Table I . Second, the number of energy evaluations per line search is rather large ͑ϳ7 versus a typical number of 4-5͒, indicating that the en-ergy across the ridge is poorly approximated by a parabola even in a relatively small PES region ͑this is also obvious from Fig. 2͒ . Third, even though the Hessian-based algorithm used in GAUSSIAN 92 starts within a PES region where the Hessian matrix has only one negative eigenvalue, it experiences a rather bumpy ride, failing to converge in 100 iterations. Only after turning off the default updating of the trust radius did it converge in 70 iterations. Note that the initial Hessian matrix in this case was calculated numerically, since there are no analytical second derivatives available for ROHF in GAUSSIAN 92. Finally, the efficiency of the ridge-DIIS method in this case is slightly better than that of GAUSSIAN 92, as one can see from Table I. The last example illustrates a qualitative difference between ridge-DIIS and the Hessian-based algorithm used in Gaussian 92. We consider a transition between two minima on a PES obtained at the HF level with the basis set and effective core potential due to Melius and Goddard 24 for a Na 6 cluster ͑see Fig. 3͒ . Since these minima are very shallow, which is typical for PESs of metal clusters, a tight convergence criterion is needed ͑we found 10 Ϫ4 a.u. for the maximum component of the gradient to be sufficient͒.
From Table I , we see that DIIS again results in a speedup of the original ridge method by a factor of two. By contrast, the Hessian-based algorithm of GAUSSIAN 92 failed to locate a TS. Thus, we see that the ridge method is indeed robust and is able to handle flat PESs that present a major challenge for Hessian-based techniques.
The data in Table I also demonstrate that by using information from only one previous iteration we recover practically all the speedup that one can get from DIIS. This is due to the fact that large values of N store are counterproductive at early iterations where steps taken by the algorithm are large and the region of the PES containing all x i * , iϭi 0 ,...,n cannot be represented well by a quadratic approximation. On the other hand, within a quadratic region of a TS, large N store should be better, and it should somewhat compensate for the lag at early iterations. Also, the actual number of previous iterations used in Eqs. ͑6͒-͑8͒ will be relatively low on a nonquadratic PES due to the discarding of all previous x i * whenever there is a marked change in the direction of the ridge or an unsuccessful line search.
IV. CONCLUSION
We have applied the convergence accelerating procedure DIIS 4 to the ridge method 14 for finding transition states. The resulting algorithm, ridge-DIIS, is a factor of two faster than the original ridge method, while all the advantages of the original method are preserved. ridge-DIIS does not require a Hessian matrix or an initial guess for a TS geometry, and it can efficiently handle such challenging problems as finding a TS on a very flat or twisted PES.
Considerably more robust than Hessian-based second order algorithms, ridge-DIIS is not as computationally expensive as other reliable techniques for TS searches. [8] [9] [10] [11] In fact, its computational cost is either comparable to that of GAUSS-IAN 92 on PESs with sharp ridges or it is slower at most by a factor of two on PESs that are well suited for Hessian-based techniques. However, this additional cost is justified by the ability of ridge-DIIS to find those TSs that are not amenable to Hessian-based methods.
Finally, we note that as one treats larger and larger molecules, the attractiveness of ridge-DIIS grows significantly since evaluation of the Hessian either numerically or analytically quickly becomes prohibitive. Thus, we expect ridge-DIIS to be the method of choice for at least three classes of systems: ͑i͒ PESs with sharp barriers, ͑ii͒ very flat PESs, and ͑iii͒ large molecules.
