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On a system of equations for the
normal fluid-condensate interaction
in a Bose gas
Enrique Corte´s1, Miguel Escobedo2
Abstract
The existence of global solutions for a system of differential equa-
tions is proved, and some of their properties are described. The system
involves a kinetic equation for quantum particles. It is a simplified ver-
sion of a mathematical description of a weakly interacting dilute gas of
bosons in the presence of a condensate near the critical temperature.
1 Introduction
We consider the existence and properties of radially symmetric weak solu-
tions to the following system of differential equations:
∂F
∂t
(t, p) = n(t)I3(F (t))(p) t > 0, p ∈ R3,
n′(t) = −n(t)
∫
R3
I3(F (t))(p)dp t > 0,
(1.1)
(1.2)
where
I3(F (t))(p) =
∫∫
(R3)2
[
R(p, p1, p2)−R(p1, p, p2)−R(p2, p1, p)
]
dp1dp2, (1.3)
R(p, p1, p2) =
[
δ(|p|2 − |p1|2 − |p2|2)δ(p − p1 − p2)
] ×
× [F1F2(1 + F )− (1 + F1)(1 + F2)F ] , (1.4)
and we denote F = F (t, p) and Fℓ = F (t, pℓ) for ℓ = 1, 2.
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The system (1.1), (1.2) is motivated by the mathematical description of
a weakly interacting dilute gas of bosons. Given such a gas at equilibrium, if
its temperature is below the so-called critical temperature Tc, a macroscopic
density of bosons, called a condensate, appears at the lowest quantum state
(cf.[17]). A description of the system of particles out of equilibrium at
zero temperature has also been rigorously obtained ([7]). The system (1.1),
(1.2) is more directly related to a gas out of equilibrium and at non zero
temperature. The equations that, in the physic’s literature, describe a gas in
such a situation have not been the object of a mathematical proof; they have
rather been deduced on the basis of physical arguments (cf. [10], [11, 30],
[28] for example). We are particularly interested in the kinetic description
of the interaction between the condensate and the particles in the dilute gas,
when most of the particles are still in the gas, and so when the system is at
a temperature close to Tc.
1.1 The Nordheim equation
The kinetic equation consistently used to describe the evolution of the dis-
tribution function for a spatially homogeneous, weakly interacting dilute gas
of bosons of momentum p1 is
∂F
∂t
(t, p1) = I4(F (t))(p1) t > 0, p1 ∈ R3, (1.5)
where
I4(F (t))(p1) =
∫∫∫
(R3)3
q(F )dν(p2, p3, p4), (1.6)
q(F ) = F3F4(1 + F1)(1 + F2)− F1F2(1 + F3)(1 + F4), (1.7)
dν(p1, p2, p3) = 2a
2π−3δ (p1 + p2 − p3 − p4)×
δ (E(p1) + E(p2)− E(p3)− E(p4)) dp2dp3dp4. (1.8)
sometimes called Nordheim equation ([22]), (cf. for example [10], [11], [28]).
We are assuming that the particles have mass m = 1/2 and E(p) denotes
the energy of a particle of momentum p. The constant a is the scattering
length that parametrizes the Fermi pseudopotential of scattering. In the
absence of condensate, the energy of the particles is taken to be E(p) = |p|2.
For a condensed Bose gas, it is necessary to include the collisions involv-
ing the condensate. A kinetic equation is derived in [6] and [15] describing
such processes. More recently, [30] extended the treatment to a trapped Bose
gas by including Hartree-Fock corrections to the energy of the excitations,
and have derived coupled kinetic equations for the distribution functions of
the normal and superfluid components. Later on the results where general-
ized to low temperatures in [12] using the Bogoliubov-Popov approximation
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to describe the energy particle. The system is as follows
∂F
∂t
(t, p) = I4(F (t))(p) + 32a
2n(t)I˜3(F (t))(p) t > 0, p ∈ R3,
n′(t) = −n(t)
∫
R3
I˜3(F (t))(p)dp t > 0.
(1.9)
(1.10)
(cf. [6], [11], [15] for a deduction based on physic’s arguments). The term
I4(F ) is exactly as in (1.6) and the constant 32a
2 comes from the approxima-
tion of the transition probability: |M(p, p1, p2)|2 ≈ 32a2n(t). The integral
collision I˜3 is given by an expression similar to (1.3), (1.4) but where the
corresponding terms R˜(p, p1, p2) are as follows,
R˜(p, p1, p2) = [δ(E(p) − E(p1)−E(p2))δ(p − p1 − p2)] ×
× [F (p1)F (p2)(1 + F (p))− (1 + F (p1))(1 + F (p2))F (p)] . (1.11)
In presence of a condensate, the energy E(t, p) of the particles at time t is
now taken as E(t, p) =
√|p|4 + 16an(t)|p|2, where n(t) is the condensate
density ([3], [11]). Once equation (1.9) has been obtained, the equation
(1.10) is just what is needed in order to ensure that the total number of
particles n(t) +
∫
R3
F (t, p)dp in the system is constant in time.
We are particularly interested in a situation where most of the particles
are in the gas, and the condensate density n is very small. The energy of the
particles is then usually approximated as E(t, p) ≈ |p|2 + 4aπn(t) (cf.[11]).
In all what follows we need the strongest simplification E(t, p) ≈ |p|2 to have
the collision integral I3 in (1.3).
Moreover, in the problem (1.1), (1.2) only the term that in the equation
(1.9) describes the interactions involving one particle of the condensate has
been kept. The term I4, the same as in equation (1.5), that only considers
interactions between particles in the gas, has been dropped. The term I4 has
been studied with detail to prove the existence of solutions to the Nordheim
equation (1.5) and describe some of their properties. The problem (1.1),
(1.2) only takes into account the collision processes involving a particle of
the condensate.
Since we are only concerned with radial solutions (F, n) of (1.1), (1.2), a
very natural independent variable is x = |p|2. But this introduces a jacobian
and then, the most suitable quantity is not always f(x) = F (p) but may be
sometimes
√
xf(x).
1.2 The term I4 and the Nordheim equation
The local existence of bounded solutions for Nordheim equation (1.5) was
proved in [5]. Global existence of bounded solutions has been proved in
[16] for bounded and suitably small initial data. The existence of radially
symmetric weak solutions was first proved in [18] for all initial data f0 in
the space of nonnegative radially symmetric measures on [0,∞).
3
For radially symmetric solutions F (p) = f(x), x = |p|2, the expression
of the Nordheim equation simplifies because it is possible to perform the
angular variables in the collision integral. After rescaling the time variable
t (in order to absorb some constants), the Nordheim equation reads:
∂f
∂t
(t, x1) = J4(f(t))(x1), t > 0, x1 ≥ 0, (1.12)
where
J4(f)(x1) =
∫∫
[0,∞)2
w(x1, x2, x3)√
x1
q(f)(x1, x2, x3)dx2dx3, (1.13)
q(f) = (1 + f1)(1 + f2)f3f4 − (1 + f3)(1 + f4)f1f2, (1.14)
w(x1, x2, x3) = min {√x1,√x2,√x3,√x4} , x4 = (x1 + x2 − x3)+. (1.15)
The factor w√x1 in the collision integral comes from the angular integra-
tion of the Dirac’s delta of the energies |pℓ|2.
If we denote M+([0,∞)) the space of positive and finite Radon measures
on [0,∞), and define for all α ∈ R
M
α
+([0,∞)) = {G ∈ M+([0,∞)) : Mα(G) <∞} , (1.16)
Mα(G) =
∫
[0,∞)
xαG(x)dx (moment of order α), (1.17)
the definition of weak solution introduced in [18] is the following.
Definition 1.1 (Weak radial solutions of (1.5)). Let G be a map from [0,∞)
into M 1+([0,∞)) and consider f defined as
√
xf(t) = G(t). We say that f
is a weak radial solution of (1.5) if G satisfies:
∀t > 0 : G(t) ∈ M 1+([0,∞)), (1.18)
∀T > 0 : sup
0≤t<T
∫
[0,∞)
(1 + x)G(t, x)dx <∞, (1.19)
∀ϕ ∈ C1,1b ([0,∞)) :
∫
[0,∞)
ϕ(x)G(t, x)dx ∈ C1([0,∞)), (1.20)
d
dt
∫
[0,∞)
ϕ(t, x)G(t, x)dx = Q4(ϕ,G(t)), (1.21)
Q4(ϕ,G) =
∫∫∫
[0,∞)3
G1G2G3√
x1x2x3
w∆ϕ dx1dx2dx3+
+
1
2
∫∫∫
[0,∞)3
G1G2√
x1x2
w∆ϕ dx1dx2dx3 (1.22)
∆ϕ(x1, x2, x3) = ϕ(x4) + ϕ(x3)− ϕ(x2)− ϕ(x1), (1.23)
w(x1, x2, x3) = min{√x1,√x2,√x3,√x4}, x4 = (x1 + x2 − x3)+. (1.24)
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For all initial data f0 such that G0 =
√
xf0 ∈ M 1+([0,∞)), the existence
of a weak solution was proved in [18]. The moments of order zero and one of
G where shown to be constant in time. It was shown in [20] that a definition
equivalent to Definition 1.1 would be to impose ϕ(0) = 0 to the test functions
in Definition 1.1 and impose the conservation of mass on G(t) for all t > 0.
Further properties of the solutions, such as the gain of moments, asymptotic
behavior, where obtained in a series of articles [18, 19, 20, 21]
It is proved in Proposition 2.1 below that if the measure G is written as
G(t) = n(t)δ0 + g(t), where n(t) = G(t, {0}), then for all ϕ ∈ C1,1b ([0,∞))
the term Q4(ϕ,G) may be decomposed as follows:
Q4(ϕ,G(t)) = Q4(ϕ, g(t)) + n(t)Q3(ϕ, g(t)), (1.25)
where
Q4(ϕ, g) =
∫∫∫
(0,∞)3
g1g2g3√
x1x2x3
w∆ϕ dx1dx2dx3
+
1
2
∫∫∫
(0,∞)3
g1g2√
x1x2
w∆ϕ dx1dx2dx3, (1.26)
Q3(ϕ, g) = Q
(2)
3 (ϕ, g) −Q(1)3 (ϕ, g), (1.27)
Q
(2)
3 (ϕ, g) =
∫∫
(0,∞)2
Λ(ϕ)(x, y)√
xy
g(x)g(y)dxdy, (1.28)
Q
(1)
3 (ϕ, g) =
∫
(0,∞)
L0(ϕ)(x)√
x
g(x)dx, (1.29)
Λ(ϕ)(x, y) = ϕ(x+ y) + ϕ(|x− y|)− 2ϕ(max{x, y}), (1.30)
L0(ϕ)(x) = x
(
ϕ(0) + ϕ(x)
) − 2∫ x
0
ϕ(y)dy. (1.31)
It was also proved in [18] that as t → ∞, the measure G converges in
the weak sense of measures to one of the measures:
Gβ,µ,C =
√
x
eβx−µ − 1 +Cδ0, β > 0, µ ≤ 0, C ≥ 0 (1.32)
where the constants C and µ are such that Cµ = 0.
When C = 0 and µ ≤ 0, the function Fβ,µ,0(p) = |p|−1Gβ,µ,0(|p|2) is an
equilibrium of the Nordheim equation (1.5) because q(Fβ,µ,0)dν ≡ 0. When
C > 0 and µ = 0, then Fβ,0,C(p) = |p|−1Gβ,0,C(|p|2) is an equilibria of (1.9)
because q(fβ,0,0) ≡ 0 and R(p, p′, p′′) ≡ 0 for all (p, p′, p′′) ∈ (R3)3 for fβ,0,0,
where R(p, p′, p′′) is defined in (1.4). It was proved in [18] that Fβ,µ,C is a
weak solution of the Nordheim equation (1.12) if and only if µC = 0.
On the other hand, it was proved in [8] that, given any N > 0, E > 0
there exists initial data f0 ∈ L∞ (R+; (1 + x)γ) with γ > 3, satisfying∫
R+
f0(x)
√
xdx = N,
∫
R+
f0(x)
√
x3dx = E,
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and such that there exists a global weak solution f and positive times 0 <
T∗ < T ∗ such that:
sup
0<t≤T∗
‖f (t, ·)‖L∞(R+) <∞, sup
T∗<t≤T ∗
∫
{0}
√
xf (t, x) dx > 0. (1.33)
Property (1.33) shows that the solution G =
√
xf of (1.18)–(1.24) is a
bounded function on the time interval [0, T ∗) and a Dirac mass is formed
at the origin at some time T0 between T∗ and T ∗. After that time T0, the
solution G is such that G(t, {0}) > 0.
In the simplified description of the physical system of particles that we
are using, where only the radial density G of particles of momentum p is
considered, the description of the physical Bose-Einstein condensate can just
be given by a Dirac measure at the origin.
Notwithstanding the similarity of these two phenomena, the extent to
which the first one is a truthful mathematical description of the second is not
clear. Nevertheless, we refer to the term n(t)δ0 that appears in finite time
in some of the weak solutions of the Nordheim equation as “condensate”,
with some abuse of language.
1.3 The term I3 in radial variables.
The results briefly presented in the previous sub Section describe some of the
properties of the weak solutions to the Nordheim equation in terms of the
measure G. In particular, the weak convergence of G to the measures defined
in (1.32) shows what is the limit of G(t, {0}) as t→∞. To understand better
the dynamics of G(t, {0})δ0 and its interaction with G(t) − G(t, {0})δ0 it
seems suitable to write G(t) = G(t, {0})δ0 + g(t) and consider the system
(1.9), (1.10).
For radially symmetric functions F (p) = f(x), x = |p2|, the system (1.1),
(1.2) reads, after a suitable time rescaling to absorb some constants:
∂f
∂t
(t, x) =
n(t)√
x
J3(f(t))(x) t > 0, x > 0,
n′(t) = −n(t)
∫ ∞
0
J3(f(t))(x)dx t > 0,
(1.34)
(1.35)
where
J3(f)(x) =
∫ x
0
(
f(x− y)f(y)− f(x)[1 + f(x− y) + f(y)])dy+
+ 2
∫ ∞
x
(
f(y)
[
1 + f(y − x) + f(x)]− f(y − x)f(x))dy. (1.36)
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(cf. [26] and [29] for the isotropic system that also contains the term J4(f),
that comes from I4 in (1.9)). Notice that∫ ∞
0
J3(f(t))(x)dx
=
∫ ∞
0
∫ ∞
0
(
f(t, x)f(t, y)− f(t, x+ y)[1 + f(t, x) + f(t, y)])dxdy (1.37)
whenever the integral in the right hand side is finite, for example, if f ∈
L1
(
R+, (1 + x)dx
)
. In that case we also have,∫ ∞
0
J3(f(t))(x)dx =M1(f(t)). (1.38)
The factor x−1/2 in the right hand side of (1.34) comes from the angular
integration of the Dirac’s measure of energies of I3, just as the
w√
x1
term
of (1.13) in I4. But since
w√
x1
is a bounded function, it appears that the
operator I3 is more singular than I4 for small values of x.
If we denote F (t, p) = f(t, |p|2) = |p|−1g(t, |p|2) and x = |p2|, from the
original motivation of the Nordheim equation it is very natural to expect∫
R3
F (t, p)dp = 2π
∫ ∞
0
f(t, x)
√
xdx = 2π
∫ ∞
0
g(t, x)dx <∞,
(that corresponds to the number of particles in the normal fluid), and∫
R3
F (t, p)|p|2dp = 2π
∫ ∞
0
f(t, x)x3/2dx = 2π
∫ ∞
0
g(t, x)xdx <∞,
(corresponding to the total energy in the system). But there is no particular
reason to expect∫
R3
F (t, p)
dp
|p| = 2π
∫ ∞
0
f(t, x)dx = 2π
∫ ∞
0
g(t, x)
dx√
x
<∞.
Without that last condition, the convergence of the integrals in the term
I3(F (t)) (cf. (1.3), (1.4)), or in (1.34), (1.36), is delicate. That difficulty is
usually avoided using a suitable weak formulation.
If we suppose that f = x−1/2g ∈ L1(R+, (1 + x)dx), and multiply the
equation (1.34) by
√
xϕ, we obtain by Fubini’s Theorem,
d
dt
∫
[0,∞)
ϕ(x)g(t, x)dx = n(t)Q˜3(ϕ, g(t)) ∀ϕ ∈ C1b ([0,∞)), (1.39)
where
Q˜3(ϕ, g) = Q
(2)
3 (ϕ, g) − Q˜(1)3 (ϕ, g), (1.40)
Q˜
(1)
3 (ϕ, g) =
∫
(0,∞)
L(ϕ)(x)√
x
g(x)dx, (1.41)
L(ϕ)(x) = xϕ(x) − 2
∫ x
0
ϕ(y)dy. (1.42)
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Notice that, by (1.27),
Q3(ϕ, g) = Q˜3(ϕ, g) − ϕ(0)M1/2(g). (1.43)
A natural weak formulation for G = n(t)δ0+g is then obtained by adding
(1.35) to (1.39). We then define a weak radially symmetric solution of the
Problem (1.1), (1.2) as follows.
Definition 1.2 (Weak radial solution of (1.1), (1.2)). Consider a map G :
[0, T )→ M 1+([0,∞)) for some T ∈ (0,∞], that we decompose as follows:
∀t ∈ [0, T ) : G(t) = n(t)δ0 + g(t), where n(t) = G(t, {0});
and define F (t, p) = |p|−1g(t, |p|2) for all t > 0 and p ∈ R3. We say that
(F, n) is a weak radial solution of (1.1), (1.2) on (0, T ) if:
∀T ′ ∈ (0, T ] : sup
0≤t<T ′
∫
[0,∞)
(1 + x)G(t, x)dx <∞, (1.44)
∀ϕ ∈ C1b ([0,∞)) : t 7→
∫
[0,∞)
ϕ(x)G(t, x)dx ∈W 1,∞loc ([0, T )), (1.45)
and for a.e. t ∈ (0, T )
d
dt
∫
[0,∞)
ϕ(x)G(t, x)dx = n(t)Q3(ϕ, g(t)) ∀ϕ ∈ C1b ([0,∞)), (1.46)
where Q3(ϕ, g) is defined by (1.27)-(1.29).
We show in Proposition 2.1 that the Definition 1.2 substantially coin-
cides with the Definition 1.1 of radial weak solution of (1.5) when the term
Q4(ϕ, g) in (2.1) is dropped (cf. Remark 2.2). As a consequence, the mea-
sures fβ,0,C(p) defined above are weak radial solutions of (1.1), (1.2) (cf.
Proposition 2.3).
1.4 Main results
The existence of weak radial solutions for the Cauchy problem associated
with the system (1.1), (1.2) is given in the following Theorem.
Theorem 1.3 (Existence result). Suppose that G0 ∈ M 1+([0,∞)) satisfies
G0({0}) > 0, and define F0(p) = |p|−1g0(|p|2), where g0 = G0 −G0({0})δ0.
Then, there exists a weak radial solution (F, n) of (1.1), (1.2) on (0,∞) such
that F (t, p) = |p|−1g(t, |p|2), where G = nδ0 + g satisfies:
G ∈ C([0,∞),M 1+([0,∞))), G(0) = G0 (1.47)
and:
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(i) G conserves the total number of particles N and energy E:
M0(G(t)) =M0(G0) = N ∀t ≥ 0, (1.48)
M1(G(t)) =M1(G0) = E ∀t ≥ 0. (1.49)
(ii) For all α ≥ 3, if Mα(G0) <∞, then G ∈ C
(
(0,∞),M α+ ([0,∞))
)
and
Mα(G(t)) ≤
(
Mα(G0)
2
α−1 + α2α−1E
α+1
α−1 τ(t)
)α−1
2 ∀t > 0, (1.50)
where τ(t) =
∫ t
0
G(s, {0})ds. (1.51)
(iii) For all α ≥ 3,
Mα(G(t)) ≤ C(α,E)
(
1
1− e−γ(α,E)τ(t)
)2(α−1)
∀t > 0, (1.52)
where τ(t) is given by (1.51), and the constants C(α,E) and γ(α,E)
are defined in Theorem 3.1.
(iv) If α ∈ (1, 3] and
E > C(α)N5/3, (1.53)
where C(α) =

(
(2α−2)(α+1)
(α−1)
) 2
3
if α ∈ (1, 2],(
α(α+ 1)
) 2
3 if α ∈ (2, 3],
(1.54)
then Mα(G(t)) is a decreasing function on (0,∞).
The next result is a property satisfied by all the weak radial solutions of
(1.1), (1.2).
Theorem 1.4. Let G0 be as in Theorem 1.3, and G a weak radial solution
of (1.1), (1.2). Then for all T > 0, R > 0 and α ∈ (−12 ,∞),∫ T
0
G(t, {0})
∫
(0,R]
xαG(t, x)dxdt ≤
≤ 2R
1
2
+α
1− (23) 12+α
(∫ T
0
G(t, {0})dt
) 1
2
(√
E
2
∫ T
0
G(t, {0})dt +
√
N
)
. (1.55)
The only possible algebraic behavior for such a measure G near the origin
is then x−1/2.
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Remark 1.5. The functions Fβ,0,C defined above are weak radial solutions
of (1.1), (1.2) for all β > 0 and C ≥ 0 (cf. Proposition 2.3). Since∫
(0,∞)
xαGβ,0,C dx <∞ ⇐⇒ α > −1/2,
the estimate (1.55) can not hold for all radial weak solutions if α ≤ −1/2.
In the next two results we describe the evolution of the measure at the
origin n(t) = G(t, {0}) by taking the limit ε → 0 in the weak formulation
(1.46) for test functions ϕε as follows:
Remark 1.6. Given ϕ ∈ C1b ([0,∞)) nonnegative, convex, with ϕ(0) = 1
and limx→∞
√
xϕ(x) = 0, denote ϕε(x) = ϕ(x/ε) for ε > 0. Notice that for
any G ∈ M+([0,∞)),
G({0}) = lim
ε→0
∫
[0,∞)
ϕε(x)dG(x). (1.56)
The standard example is ϕε(x) = (1− x/ε)2+.
Theorem 1.7. Let G be the solution of (1.46) obtained in Theorem 1.3, with
initial data G0 ∈ M 1+([0,∞)) such that N =M0(G0) > 0, E =M1(G0) > 0
and G0({0}) > 0. Denote G(t) = n(t)δ0 + g(t), with n(t) = G(t, {0}). Then
n is right continuous and a.e. differentiable on [0,∞). Moreover, there
exists a positive measure µ on [0,∞) whose cumulative distribution function
is given by
µ((0, t]) = lim
ε→0
∫ t
0
n(s)Q
(2)
3 (ϕε, g(s))ds (1.57)
for any ϕε as in Remark 1.6, and such that:
n(t)− n(0) +
∫ t
0
n(s)M1/2(g(s))ds = µ((0, t]) ∀t > 0. (1.58)
Theorem 1.8. Let G and µ be as in Theorem 1.7. Then
0 < µ((0, t])) <∞ ∀t > 0. (1.59)
The measure µ in (1.57) depends on the atomic part of g, and on the
behaviour of g at the origin (it seems to be actually related with its moment
of order −1/2 c.f. Proposition 6.4 and Remark 6.5). This measure µ appears
as a source term in the equation (1.58) for n. Given the function n, the
equation (1.34) satisfied by g on (0,∞) has also a natural weak formulation
by itself. In terms of g(t), where g(t) = G(t)−G(t, {0})δ0 and
√
xf(t, x) =
g(t, x) it reads
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ddt
∫
[0,∞)
ϕ(x)g(t, x)dx = n(t)Q3(ϕ, g(t)), ∀ϕ ∈ C1b ([0,∞)), ϕ(0) = 0. (1.60)
In the next result we describe the relation between a weak solution (F, n)
of (1.1), (1.2), where F (t, p) = |p|−1g(t, |p|2), G(t) = n(t)δ0 + g(t), n(t) =
G(t, {0}), and a pair (g, n) where g is a weak radial solution of the equation
(1.1) and n satisfies (1.2).
Theorem 1.9. Suppose that G ∈ C([0,∞),M+([0,∞))) is such that G(0) =
G0 ∈ M 1+([0,∞)) with G0({0}) > 0, and denote G(t) = n(t)δ0 + g(t) with
n(t) = G(t, {0}).
(i) If (F, n) is a weak radial solution of (1.1), (1.2) and F (t, p) = |p|−1g(t, |p|2),
then n is given by (1.58), (1.57), and g satisfies (1.60) for a.e. t > 0.
(ii) On the other hand, if g satisfies (1.44), (1.45) and (1.60) for some
nonnegative bounded function n, then the limit in (1.57) exists. If n also
satisfies
n(t) = n(0) + lim
ε→0
∫ t
0
n(s)Q
(2)
3 (ϕε, g(s))ds −
∫ t
0
n(s)M1/2(g(s))ds (1.61)
and F (t, p) = |p|−1g(t, |p|2), then (F, n) is a weak radial solution of (1.1),
(1.2).
If in the Definition 1.2 only test functions satisfying ϕ(0) = 0 are taken,
it becomes necessary to introduce some other condition to the system. Oth-
erwise the system would be reduced to find g satisfying (1.45)–(1.46) for a
given function n(t) and for test functions such that ϕ(0) = 0. If we im-
pose just the conservation of mass, we prove below (Corollary 1.10) that we
recover a solution that satisfies the Definition 1.2.
Corollary 1.10. If g satisfies (1.44), (1.45) and (1.60) for some nonnega-
tive bounded function n = n(t) such that
n(t) +
∫
(0,∞)
g(t, x)dx = constant (1.62)
and F (t, p) = |p|−1g(t, |p|2), then (F, n) is a weak radial solution of (1.1),
(1.2).
In our last result we show that, under some sufficient conditions, the
condensate density n(t) tends to zero as t→∞, fast enough to be integrable.
Theorem 1.11. Suppose that G0 ∈ M 1+([0,∞)) satisfies G0({0}) > 0 and
let (F, n) be the weak radial solution of (1.1), (1.2) obtained in Theorem 1.3.
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Let us call N = M0(G0) and E = M1(G0). If condition (1.53), (1.54) hold
for some α ∈ (1, 3], then, for all t0 > 0,∫ ∞
t0
n(t)dt ≤Mα(G(t0))C(N,E,α) (1.63)
for some explicit constant C(N,E,α) given in (7.1), and
lim
t→∞n(t) = 0. (1.64)
Remark 1.12. The quantity E/N5/3 has a very precise interpretation in
physical terms. Suppose that T is the temperature of a system of particles
at equilibrium with total number of particles N and total energy E. And
denote Tc the critical temperature, that is the temperature at which the
ground state of the system becomes macroscopically occupied. Then:
E
N5/3
= b
T
Tc
, where b =
3
(2π)
1
3
ζ(5/2)
ζ(3/2)5/3
.
and condition (1.53) implies
T
Tc
=
1
b
E
N5/3
>
C(α)
b
.
The function C(α)/b is continuous and strictly increasing on [1, 3] and its
limit as α → 1+ is log(16)2/3/b ≈ 4.48403. Condition (1.53) means that,
when at equilibrium, the system of particles would be at a temperature
clearly above the critical temperature. Anyway, the solution F of the prob-
lem (1.1), (1.2) may be far from any real distribution of particles of the
original system of particles.
1.5 Some arguments of the proofs.
It is very natural to make the following change of variables in problem (1.46).
Given G(t) = n(t)δ0 + g(t), where n(t) = G(t, {0}), we define
H(τ) = G(t), where τ =
∫ t
0
n(s)ds. (1.65)
In terms of H, (1.46) reads
d
dτ
∫
[0,∞)
ϕ(x)H(τ, x)dx = Q3(ϕ,H(τ)) ∀ϕ ∈ C1b ([0,∞)). (1.66)
To obtain a measure H that satisfies (1.66), we first find h satisfying
d
dτ
∫
[0,∞)
ϕ(x)h(τ, x)dx = Q˜3(ϕ, h(τ)) ∀ϕ ∈ C1b ([0,∞)), (1.67)
12
where Q˜3 is given in (1.40)–(1.42). Then we define H as
H(τ) = h(τ)−
(∫ τ
0
M1/2(h(σ))dσ
)
δ0. (1.68)
By (1.43), the measure H will satisfy (1.66).
As it will be seen in Section 3, all the arguments are much simpler and
clear in the equation for H than in the equation for G. In particular, the
measure λ, that corresponds to the measure µ of Theorem 1.7, appears as
the Lebesgue-Stieltjes measure associated to m(τ) = h(τ, {0}).
The proofs of Theorem 1.3 and Theorem 1.4 make great use of the change
of variables (1.65). Several of our arguments will need the measure h(τ) to
satisfy only one inequality in (1.67). This requires the following:
Definition 1.13. A function h : [0,∞)→ M+([0,∞)) is said to be a super
solution of (1.67) if
∀ϕ ∈ C1b ([0,∞)) nonnegative, convex and decreasing :
d
dτ
∫
[0,∞)
ϕ(x)h(τ, x)dx ≥ Q(2)3 (ϕ, h(τ)) a.e. τ > 0. (1.69)
The operator Q
(2)
3 is considered in [13] and [14], where a problem similar
to (1.67) is studied, with Q˜3 replaced by Q
(2)
3 and for which, the property of
instantaneous condensation is proved. We extend this result to the solutions
h of the problem (1.67) with the whole Q˜3, using similar arguments (mono-
tonicity, convexity of test functions) and taking care of the linear term.
Theorem 1.3 is deduced from the corresponding existence result of h,
that is proved using very classical arguments: regularization of the problem,
fixed point, a priori estimates and passage to the limit. Then, the delicate
point is to invert the change of variables (1.65) in order to obtain a global
in time nonnegative solution G.
The Plan of the article is the following. In Section 2 we prove Proposi-
tion 2.1. Section 3 is devoted to the proof of the existence of the measure
H. In Section 4 we obtain several properties of h(τ, {0}). In Section 5 we
prove Theorem 1.3 (existence for the measure G) and Theorem 1.4. The
contents of Section 6 are the proofs of Theorem 1.7, Theorem 1.8, Theorem
1.9 and Corollary 1.10. Finally in Section 7 we prove Theorem 1.11. Several
technical results are presented in an Appendix.
2 On weak formulations.
We deduce first a detailed expression of the weak formulation of (1.12) for
a radial measure G.
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Proposition 2.1. Let G satisfy (1.18)–(1.24) for some T > 0, and write
G(t) = n(t)δ0 + g(t), where n(t) = G(t, {0}). Then, for all ϕ ∈ C1,1b ([0,∞))
and for all t ∈ (0, T ):
d
dt
∫
[0,∞)
ϕ(x)G(t, x)dx = Q4(ϕ, g(t)) + n(t)Q3(ϕ, g(t)), (2.1)
where Q4(ϕ, g) and Q3(ϕ, g) are defined in (1.26)–(1.31).
Remark 2.2. If the term Q4(ϕ, g) in (2.1) is dropped, we recover the equa-
tion (1.46) that defines a radial weak solution of (1.1), (1.2).
Proof of Proposition 2.1. We may rewrite Q4(ϕ,G) in (1.22) as
Q4(ϕ,G) =
∫∫∫
[0,∞)3
Φϕ dG1dG2dG3 +
1
2
∫∫∫
[0,∞)3
√
x3Φϕ dG1dG2dx3,
where Φϕ is as in Lemma 8.11, and we have used notation dG instead of Gdx.
Then we decompose [0,∞)3 = (0,∞)3∪A∪P , where, for {i, j, k} = {1, 2, 3},
A = {(x1, x2, x3) ∈ ∂[0,∞)3 : xi = xj = 0, xk > 0} ∪ {(0, 0, 0)},
P = {(x1, x2, x3) ∈ ∂[0,∞)3 : xi = 0, (xj, xk) ∈ (0,∞)2}.
Let ϕ ∈ C1.1b ([0,∞). By (8.36) in Lemma 8.10 and the definition (8.37) of
W , it follows that Φϕ ≡ 0 on A. Hence, recalling the definition (1.26) of
Q4(ϕ, g) and the definition of Φϕ in Lemma 8.10, we have
Q4(ϕ,G) = Q4(ϕ, g) +
∫∫∫
P
Φϕ dG1dG2dG3 +
1
2
∫∫∫
P
√
x3Φϕ dG1dG2dx3.
(2.2)
We now study the integral over P for the cubic and the quadratic terms in
(2.2).
(a) The cubic term. Since Φϕ is symmetric in the x1, x2 variables, and Φϕ
is uniformly continuous on [0,∞)3 by Lemma 8.11, then∫∫∫
P
Φϕ dG1dG2dG3 =2
∫∫∫
{x2=0, x1>0, x3>0}
Φϕ dG1dG2dG3
+
∫∫∫
{x3=0, x1>0, x2>0}
Φϕ dG1dG2dG3
=2G(t, {0})
∫∫
(0,∞)2
Φϕ(x1, 0, x3) dG1dG3
+G(t, {0})
∫∫
(0,∞)2
Φϕ(x1, x2, 0) dG1dG2. (2.3)
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Using now the definition of Φϕ, we have
2
∫∫
(0,∞)2
Φϕ(x1, 0, x3) dG1dG3 (2.4)
= 2
∫∫
{x1>x3>0}
[
ϕ(x1 − x3) + ϕ(x3)− ϕ(0)− ϕ(x1)
]dG1dG3√
x1x3
=
∫∫
(0,∞)2
[
ϕ(|x1 − x3|) + ϕ(min{x1, x3})− ϕ(0)− ϕ(max{x1, x3})
]dG1dG3√
x1x3
.
and∫∫
(0,∞)2
Φϕ(x1, x2, 0) dG1dG2 (2.5)
=
∫∫
(0,∞)2
[
ϕ(x1 + x2) + ϕ(0) − ϕ(min{x1, x2})− ϕ(max{x1, x2})
]dG1dG2√
x1x2
.
Notice in (2.4) that ϕ(|x1−x3|)+ϕ(min{x1, x3})−ϕ(0)−ϕ(max{x1, x3}) = 0
on the diagonal {x1 = x3 > 0}. Then, using (2.4) (changing the labels x3 by
x2) and (2.5) in (2.3), and recalling the definition (1.30) of Λ(ϕ), we obtain∫∫∫
P
Φϕ dG1dG2dG3 = G(t, {0})
∫∫
(0,∞)2
Λ(ϕ)(x1, x2)√
x1x2
dG1dG2. (2.6)
(b) The quadratic term. Again, by the symmetry of Φϕ in x1, x2, and the
continuity of Φϕ on [0,∞)3, we obtain
1
2
∫∫∫
P
√
x3 Φϕ dG1dG2dx3 =
∫∫∫
{x2=0, x1>0, x3>0}
√
x3 Φϕ dG1dG2dx3
= G(t, {0})
∫∫
(0,∞)2
√
x3 Φϕ(x1, 0, x3) dG1dx3
= G(t, {0})
∫∫
{x1>x3>0}
∆ϕ(x1, 0, x3)√
x1
dG1dx3
= −G(t, {0})
∫
(0,∞)
L0(ϕ)(x1)√
x1
dG1, (2.7)
where L0(ϕ) is given in (1.31). Using (2.6) and (2.7) in (2.2), the result
follows.
Proposition 2.3. For all C > 0 and all β > 0, the measure fβ,0,C is a
radial weak solutions of (1.1),(1.2).
Proof. By Proposition 2.1,
Q4(ϕ,Gβ,0,C) = Q4(ϕ,Gβ,0,0) + CQ3(ϕ,Gβ,0,0).
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We already know by Theorem 5 of [18] that Q4(ϕ,Gβ,0,C) = 0 for all ϕ ∈
C1,1([0,∞)). SinceQ4(ϕ,Gβ,0,0) ≡ Q4(ϕ,Gβ,0,0), we deduceQ4(ϕ,Gβ,0,0) =
0 for all ϕ ∈ C1,1([0,∞)). Then, since C > 0,
Q3(ϕ,Gβ,0,0) = 0 ∀ϕ ∈ C1,1([0,∞)).
3 Existence of solutions H to (1.66)
The main result of this Section is the following,
Theorem 3.1. Let h0 ∈ M 1+([0,∞)) with N = M0(h0) > 0 and E =
M1(h0) > 0. Then, there exists h ∈ C
(
(0,∞),M α+ ([0,∞))
)
for any α ≥ 1,
that satisfies the following properties: for all ϕ ∈ C1b ([0,∞)
(i) τ 7→
∫
[0,∞)
ϕ(x)h(τ, x)dx ∈W 1,∞loc ([0,∞)), (3.1)
(ii)
d
dτ
∫
[0,∞)
ϕ(x)h(τ, x) dx = Q˜3(ϕ, h(τ)) a.e. τ > 0, (3.2)
(iii) h(0) = h0, (3.3)
(iv) M0(h(τ)) ≤
(√
E
2
τ +
√
N
)2
∀τ ≥ 0, (3.4)
(v) M1(h(τ)) = E ∀τ ≥ 0, (3.5)
(vi) For all α ≥ 3, if Mα(h0) <∞, then
Mα(h(τ)) ≤
(
Mα(h0)
2
α−1 + α2α−1E
α+1
α−1 τ
)α−1
2 ∀τ ≥ 0, (3.6)
(vii) Mα(h(τ)) ≤ C(α,E)
(
1
1− e−γ(α,E)τ
)2(α−1)
∀α ≥ 3, ∀τ > 0, (3.7)
where C = C(α,E) is the unique positive root of the algebraic equation
2α−2(α + 1)E
2α+3
2(α−1) (1 +C) = C
2α−1
2(α−1) , (3.8)
and γ = γ(α,E):
γ =
1
2(α + 1)
(
C
E
) 1
2(α−1)
. (3.9)
The proof of Theorem 3.1 is in three steps. In the first, a regularized
problem is solved (Theorem 3.6). Then, using an approximation argument,
a solution is obtained that satisfies (3.1)–(3.6) but not yet (3.7) (Theorem
3.4). The Theorem 3.1 is proved with a second approximation argument on
the initial data.
As a Corollary, we obtain the measure H (not necessarily positive).
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Corollary 3.2. Suppose that h0 ∈ M 1+([0,∞)) with N = M0(h0) > 0 and
E =M1(h0) > 0, consider h given by Theorem 3.1, and define, for τ ≥ 0
H(τ) = h(τ)−
(∫ τ
0
M1/2(h(σ))dσ
)
δ0. (3.10)
Then H ∈ C([0,∞),M 1([0,∞))) and for all τ ∈ [0,∞) and ϕ ∈ C1b ([0,∞)):
(i) τ 7→
∫
[0,∞)
ϕ(x)H(τ, x)dx ∈W 1,∞loc ([0,∞)), (3.11)
(ii)
d
dτ
∫
[0,∞)
ϕ(x)H(τ, x) dx = Q3(ϕ,H(τ)) a.e. τ > 0, (3.12)
(iii) H(0) = h0, (3.13)
(iv) M0(H(τ)) = N ∀τ ≥ 0, (3.14)
(v) M1(H(τ)) = E ∀τ ≥ 0, (3.15)
(vi) ∀α ≥ 3, if Mα(h0) <∞ then, for all τ > 0,
Mα(H(τ)) ≤
(
Mα(h0)
2
α−1 + α2α−1E
α+1
α−1 τ
)α−1
2
, (3.16)
(vii) Mα(H(τ)) ≤ C(α,E)
(
1
1− e−γ(α,E)τ
)2(α−1)
, ∀α ≥ 3, (3.17)
where the constants C(α,E) and γ(α,E) are defined in Theorem 3.1.
Remark 3.3. Under the hypothesis that all the moments of the initial
data h0 are bounded it is easy to obtain the estimate (3.7) using the weak
formulation (3.2). However, it is not so easy using the regularized weak
formulation (3.21) below. For that reason, we first want to obtain a solution
h satisfying (3.2) with an initial data with bounded moments of all order.
3.1 A first result.
Theorem 3.4. For any h0 ∈ M 1+([0,∞)) with N = M0(h0) and E =
M1(h0), there exists h ∈ C
(
[0,∞),M 1+([0,∞))
)
that satisfies (3.1)–(3.6).
The proof of Theorem 3.4 is made in two steps. We first solve a regu-
larised version of (3.2). Then, in a second step, we use an approximation
argument. More precisely, we consider the following cutoff:
Cutoff 3.5. For every n ∈ N let φn ∈ Cc([0,∞)) be such that suppφn =
[0, n + 1], φn(x) ≤ x−1/2 for all x > 0 and φn(x) = x−1/2 for all x ∈
(
1
n , n
)
,
in such a way that:
∀x > 0 lim
n→∞φn(x) =
1√
x
. (3.18)
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3.2 Regularised problem
We now solve in Theorem 3.6 a regularised version of (3.2) with the operator
Q˜3,n defined in (8.16)–(8.18). The solution hn is obtained as a mild solution
to the equation
∂hn
∂τ
(τ, x) = J3,n(hn(τ))(x), (3.19)
where J3,n is defined in (8.19)-(8.22), and corresponds to a regularised ver-
sion of the term J3 defined in (1.36). Namely, J3,n(h) = J3(hφn), where φn
is as in Cutoff 3.5.
Theorem 3.6. For any n ∈ N and any nonnegative function h0 ∈ Cc([0,∞)),
there exists a unique nonnegative function hn ∈ C
(
[0,∞), L∞(R+)∩L1x(R+)
)
such that for all τ ∈ [0,∞) and all ϕ ∈ L1loc(R+):
τ 7→
∫
[0,∞)
ϕ(x)h(τ, x)dx ∈W 1,∞loc ([0,∞)) (3.20)
d
dτ
∫ ∞
0
ϕ(x)hn(τ, x)dx = Q˜3,n(ϕ, hn(τ)). (3.21)
hn(0, x) = h0(x) (3.22)
Moreover, if we denote by N = M0(h0) and E = M1(h0), then for every
τ ∈ [0,∞) and α ≥ 3:
M0(hn(τ)) ≤
(
E
2
τ +
√
N
)2
, (3.23)
M1(hn(τ)) = E, (3.24)
Mα(hn(τ)) ≤
(
Mα(h0)
2
α−1 + α2α−1E
α+1
α−1 τ
)α−1
2
. (3.25)
Furthermore, there exist two positive constants C1,n and C2,n depending on
n and ‖h0‖L∞∩L1x such that for all τ > 0:
‖hn(τ)‖∞ ≤ C1,neC2,n(τ2+τ). (3.26)
Proof. Using (8.19) we write equation (3.19) as
∂hn
∂τ
+ hnAn(hn) = Kn(hn) + Ln(hn), (3.27)
and the solution hn is obtained as a fixed point of the operator:
Rn(hn)(τ, x) =h0(x)Sn(0, τ ;x)
+
∫ τ
0
Sn(σ, τ ;x)
(
Kn(hn)(σ, x) + Ln(hn)(σ, x)
)
dσ, (3.28)
Sn(σ, τ ;x) =e
− ∫ τσ An(hn)(σ,x)dσ (3.29)
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on
B(T ) :=
{
h ∈ C([0, T ], L∞(R+) ∩ L1x(R+)) : h ≥ 0 and
sup
τ∈[0,T ]
‖h(τ)‖L∞∩L1x ≤ 2‖h0‖L∞∩L1x
}
. (3.30)
Let us show first that Rn sends B(T ) into itself. Let r0 := ‖h0‖L∞∩L1x and
for an arbitrary T > 0, let h ∈ B(T ). By Proposition 8.9 with ρ(x) = x,
Rn(h)(τ, x) ≥ 0 ∀τ ∈ [0, T ], ∀x ∈ R+,
Rn(h) ∈ C
(
[0, T ], L∞(R+) ∩ L1x(R+)
)
.
Moreover, using (8.30) and (8.31):
sup
τ∈[0,T ]
‖Rn(h)(τ)‖L∞∩L1x ≤ r0 + T C(n)(4r20 + 2r0).
If T satisfies:
T ≤ 1
C(n)(4r0 + 2)
(3.31)
then Rn(h) ∈ B(T ).
To prove that Rn is a contraction, let h1 ∈ B(T ), h2 ∈ B(T ) and write:
∣∣Rn(h1)(τ, x) −Rn(h2)(τ, x)∣∣ ≤ h0(x) |S1(0, τ ;x) − S2(0, τ ;x)|+
+
∫ τ
0
|S1(σ, τ ;x) − S2(σ, τ ;x)|
(
Kn(h1)(σ, x) + Ln(h1)(σ, x)
)
dσ
+
∫ τ
0
∣∣Kn(h1)(σ, x)−Kn(h2)(σ, x)∣∣dσ
+
∫ τ
0
∣∣Ln(h1)(σ, x) − Ln(h2)(σ, x)∣∣dσ.
By (8.33), for all σ ≥ 0 and τ ≥ 0
|S1(σ, τ ;x) − S2(σ, τ ;x)| ≤
∫ τ
0
|An(h1)(σ, x) −An(h2)(σ, x)|dσ
≤ C(n) τ sup
τ∈[0,T ]
‖h1(τ)− h2(τ)‖∞. (3.32)
Using now (3.32) and (8.30)–(8.33), we deduce:
‖Rn(h1)(τ)−Rn(h2)(τ)‖L∞∩L1x ≤ C1 sup
τ∈[0,T ]
‖h1(τ)− h2(τ)‖∞,
C1 ≡ C1(n, T, r0) = C(n)T (1 + 3r0 + 2Tr0(1 + 2r0)) .
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If (3.31) holds and
C(n)T (1 + 3r0 + 2Tr0(1 + 2r0)) < 1,
Rn will be a contraction from B(T ) into itself. This is achieved, for example,
as soon as:
T < min
{
1
2r0(1 + 2r0)
,
1
2C(n)(1 + 2r0)
}
= κr0 .
The fixed point hn of Rn in B(T ) is then a mild solution of (3.19), that can
be extended to a maximal interval of existence [0, Tn,max).
We claim now that hn satisfies (3.20), (3.21). Since hn is a mild solution
of (3.19):
hn(τ, x) = h0(x)Sn(0, τ ;x) +
∫ τ
0
Sn(σ, τ ;x)
(
Kn(hn)(σ, x) +Ln(hn)(σ, x)
)
dσ
(3.33)
We multiply this equation by ϕ ∈ L1loc(R+) and integrate on (0,∞):∫ ∞
0
hn(τ, x)ϕ(x)dx =
∫ ∞
0
h0(x)Sn(0, τ ;x)ϕ(x)dx+
+
∫ τ
0
∫ ∞
0
Sn(σ, τ ;x)
(
Kn(hn)(σ, x) + Ln(hn)(σ, x)
)
ϕ(x)dxdσ.
Using Lemma 8.9 and h0 ∈ Cc([0,∞)), it follows that the integrals above
are well define. It also follows from Lemma 8.9 and (3.29) that τ 7→∫∞
0 hn(τ, x)ϕ(x)dx is locally Lipschitz on (0, Tn,max), and:
d
dt
∫ ∞
0
hn(τ, x)ϕ(x)dx =
∫ ∞
0
h0(x)(Sn(0, τ ;x))τϕ(x)dx+
+
∫ ∞
0
(
Kn(hn)(τ, x) + Ln(hn)(τ, x)
)
ϕ(x)dx+
+
∫ τ
0
∫ ∞
0
(Sn(σ, τ ;x))τ
(
Kn(hn)(σ, x) + Ln(hn)(σ, x)
)
ϕ(x)dxdσ.
We use now that (Sn(σ, τ ;x))τ = −An(hn)(τ, x)Sn(σ, τ ;x) and the identity
(3.33) to deduce:
d
dt
∫ ∞
0
hn(τ, x)ϕ(x)dx =
∫ ∞
0
(
Kn(hn)(τ, x) + Ln(hn)(τ, x)
)
ϕ(x)dx−
−
∫ ∞
0
An(hn)hn(τ, x)ϕ(τ, x)dx,
that is (3.21).
Suppose now that Tn,max <∞ and
sup
τ∈[0,Tn,max)
‖hn(τ)‖L∞∩L1x <∞.
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Then there is an increasing sequence τj → Tn,max as j →∞ and L > 0 such
that
sup
j
‖hn(τj)‖L∞∩L1x ≤ L <∞.
Fix δ > 0 such that δ < κr0+1. Starting with the initial value h(τj)
we have a mild solution hj defined on [0, δ]. Gluing together h with hj we
obtain a mild solution on [0, tj + δ]. For j large enough, tj + δ > Tn,max,
and this is a contradiction. Therefore, either Tn,max =∞ or, if Tn,max =∞,
then lim sup ‖hn(τ)‖L∞∩L1x =∞ as τ → Tn,max.
Let us prove now the estimates (3.23), (3.24) and (3.26), first for all
τ ∈ (0, Tn,max). Then, the property Tn,max = ∞ will follow. We start
proving (3.24). To this end we use (3.21) with ϕ = x. Since in that case
Λ(ϕ)(x, y) = 0 and L(ϕ)(x) = 0, (3.24) is immediate. To prove (3.23), we
use (3.21) with ϕ = 1. Then, Λ(ϕ)(x, y) = 0 and L(ϕ)(x) = −x and then,
using φn ≤ x−1/2, Ho¨lder inequality and (3.24):
d
dτ
(∫ ∞
0
hn(τ, x)dx
)1/2
≤
√
E
2
,
from where (3.23) follows.
In order to prove (3.26) we use (3.23):
‖Kn(hn)(σ)‖∞ ≤ ‖φn‖2∞‖hn(σ)‖1‖hn(σ)‖∞
≤ ‖φn‖2∞
(√
E
2
σ +
√
N
)2
‖hn(σ)‖∞,
which combined with the estimate ‖Ln(hn)(σ)‖∞ ≤ 2‖φn‖1‖hn(σ)‖∞, gives
‖hn(τ)‖∞ ≤ ‖h0‖∞ +
∫ τ
0
(‖Kn(hn)(σ)‖∞ + ‖Ln(hn)(σ)‖∞)dσ
≤ ‖h0‖∞ + C(n, h0)
∫ τ
0
(σ2 + 1)‖hn(σ)‖∞dσ.
where
C(n, h0) = max
{
‖φn‖1‖φn‖2∞‖h0‖1,
‖φn‖2∞
4
‖h0‖L1x
}
.
Then (3.26) follows from Gronwall’s inequality.
For the proof of (3.25) we use (3.21) with ϕ(x) = xα for α ≥ 3:
d
dτ
Mα(hn(τ)) = Q˜3,n(ϕ, hn(τ)). (3.34)
Since:
L(ϕ)(x) =
(
α− 1
α+ 1
)
xα+1 ≥ 0, (3.35)
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we have,
d
dτ
Mα(hn(τ)) ≤ 2
∫ ∞
0
∫ x
0
Λ(ϕ)(x, y)φn(x)φn(y)hn(τ, x)hn(τ, x)dydx.
Then, we write Λ(ϕ)(x, y) = xα
(
(1 + z)α + (1 − z)α − 2), where z = y/x,
and by Taylor’s expansion around z = 0:
u(z) ≤ ‖u
′′‖∞
2
z2 ≤ α(α− 1)2α−3z2.
Hence for all 0 ≤ y ≤ x:
Λ(ϕ)(x, y) ≤ Cαxα−2y2, where Cα = α(α − 1)2α−3, (3.36)
and then, using φn(x)φn(y) ≤ y−1 and (3.24),
d
dτ
Mα(hn(τ) ≤ 2CαMα−2(hn(τ))E.
Since by Holder’s inequality and (3.24)
Mα−2(hn(τ)) ≤ E
2
α−1Mα(hn(τ))
α−3
α−1 ,
we deduce
d
dτ
(
Mα(hn(τ))
2
α−1
)
≤ 4Cα
α− 1E
α+1
α−1 ,
and (3.25) follows.
3.3 Proof of Theorem 3.4.
The solution h whose existence is claimed in Theorem 3.4 is obtained as
the limit of a subsequence of solutions (hn)n∈N to the regularized problems
obtained in Theorem 3.6. We first prove the following Lemma.
Lemma 3.7. Let h0 ∈ Cc([0,∞)) be nonnegative with N = M0(h0) > 0
and E =M1(h0) > 0, and consider (hn)n∈N the sequence of functions given
by Theorem 3.6. Then for every τ ∈ [0,∞) there exists a subsequence,
still denoted (hn(τ))n∈N, and a measure h(τ) ∈ M 1+([0,∞)) such that, as
n→∞, hn(τ) converges to h(τ) in the following sense:
∀ϕ ∈ C([0,∞)); ∃θ ∈ [0, 1) : sup
x≥0
ϕ(x)
1 + xθ
<∞, (3.37)
lim
n→∞
∫
[0,∞)
ϕ(x)hn(τ, x)dx =
∫
[0,∞)
ϕ(x)h(τ, x)dx. (3.38)
Moreover, for every τ ∈ [0,∞):
M0(h(τ)) ≤
(√
E
2
τ +
√
N
)2
, (3.39)
M1(h(τ)) ≤ E. (3.40)
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Proof. Let us prove first the convergence for a subsequence of (hn(τ))n∈N.
For every τ ≥ 0 we have by (3.23) that
sup
n∈N
∫ ∞
0
hn(τ, x)dx ≤
(√
E
2
τ +
√
N
)2
.
Therefore, there exists a subsequence, still denoted (hn(τ))n∈N, and a mea-
sure h(τ) such that (hn(τ))n∈N converges to h(τ) in the weak* topology of
M ([0,∞)), as n→∞:
lim
n→∞
∫
[0,∞)
ϕ(x)hn(τ, x)dx =
∫
[0,∞)
ϕ(x)h(τ, x)dx, ∀ϕ ∈ C0([0,∞)). (3.41)
Since for all n ∈ N, hn(τ) is nonnegative, then h(τ) is a positive measure.
Also by weak* convergence and (3.23) we deduce that h(τ) is a finite mea-
sure:∫
[0,∞)
h(τ, x)dx ≤ lim inf
n→∞
∫ ∞
0
hn(τ, x)dx ≤
(√
E
2
τ +
√
N
)2
. (3.42)
Moreover, by (3.24) we also have that the sequence (hn(τ))n∈N is bounded
in L1x(R+). Hence there exists a subsequence (not relabelled) that converges
to a measure ν(τ) in the weak* topology of M ([0,∞)), i.e., such that
lim
n→∞
∫ ∞
0
ϕ(x)xhn(τ, x)dx =
∫
[0,∞)
ϕ(x)ν(τ, x)dx, ∀ϕ ∈ C0([0,∞)). (3.43)
Again, since hn(τ) is nonnegative for all n ∈ N then ν(τ) is a positive
measure. Also by weak* convergence and (3.24) we have∫
[0,∞)
ν(τ, x)dx ≤ lim inf
n→∞
∫ ∞
0
xhn(τ, x)dx = E. (3.44)
Let us show now that ν(τ) = xh(τ). This will follow from
∀ϕ ∈ C0([0,∞)) :
∫
[0,∞)
ϕ(x)ν(τ, x)dx =
∫
[0,∞)
ϕ(x)xh(τ, x)dx (3.45)
In a first step we show that (3.45) holds for ϕ ∈ Cc([0,∞)) and then we use
a density argument. Let ε > 0 and ϕ ∈ Cc([0,∞)). Using (3.43) with test
function ϕ, and (3.41) with test function xϕ(x), we deduce that∣∣∣∣ ∫
[0,∞)
ϕ(x)ν(τ, x)dx −
∫
[0,∞)
ϕ(x)xh(τ, x)dx
∣∣∣∣
≤
∣∣∣∣ ∫ ∞
0
ϕ(x)ν(τ, x)dx −
∫
[0,∞)
ϕ(x)xhn(τ, x)dx
∣∣∣∣
+
∣∣∣∣ ∫ ∞
0
ϕ(x)xhn(τ, x)dx−
∫
[0,∞)
ϕ(x)xh(τ, x)dx
∣∣∣∣ < ε
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for n large enough. Hence (3.45) holds for all ϕ ∈ Cc([0,∞)). Now let
ϕ ∈ C0([0,∞)) and consider a sequence (ϕk)k∈N ⊂ Cc([0,∞)) such that
‖ϕk −ϕ‖∞ → 0 as k →∞. Using (3.45) with ϕk and the bounds (3.42) and
(3.44), we deduce that
∣∣∣∣ ∫
[0,∞)
ϕ(x)ν(τ, x)dx −
∫
[0,∞)
ϕ(x)xh(τ, x)dx
∣∣∣∣
≤
∫
[0,∞)
∣∣ϕ(x) − ϕk(x)∣∣ν(τ, x)dx
+
∣∣∣∣ ∫
[0,∞)
ϕk(x)ν(τ, x)dx−
∫
[0,∞)
ϕk(x)xh(τ, x)dx
∣∣∣∣
+
∫
[0,∞)
∣∣ϕk(x)− ϕ(x)∣∣ xh(τ, x)dx < ε
for k large enough. Therefore (3.45) holds for all ϕ ∈ C0([0,∞)), i.e., ν(τ) =
xh(τ). Hence we rewrite (3.43) as
lim
n→∞
∫ ∞
0
ϕ(x)xhn(τ, x)dx =
∫
[0,∞)
ϕ(x)xh(τ, x)dx, ∀ϕ ∈ C0([0,∞)). (3.46)
Let us show now (3.37), (3.38). Let then ϕ ∈ C([0,∞)) be any nonneg-
ative test function that satisfies (3.37). We denote (ζj)j∈N a sequence of
nonnegative and nonincreasing functions of C∞c ([0,∞)) such that:
ζj(x) = 1 if x ∈ [0, j), ζj(x) = 0 if x > j + 1,
and define ϕj = ϕζj . Then for every n, j ∈ N:∣∣∣∣ ∫ ∞
0
ϕ(x)hn(τ, x)dx−
∫
[0,∞)
ϕ(x)h(τ, x)dx
∣∣∣∣ (3.47)
≤
∫ ∞
0
∣∣ϕ(x)− ϕj(x)∣∣hn(τ, x)dx
+
∣∣∣∣ ∫ ∞
0
ϕj(x)hn(τ, x)dx−
∫
[0,∞)
ϕj(x)h(τ, x)dx
∣∣∣∣
+
∫
[0,∞)
∣∣ϕj(x)− ϕ(x)∣∣h(τ, x)dx
Since ϕj ∈ C0([0,∞)), using (3.43), the second term in the right hand side
of (3.47) converges to zero as n → ∞ for every j ∈ N. The first and the
third term in the right hand side of (3.47) are treated in the same way, using
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that ϕj(x) = ϕ(x) for all x ∈ [0, j). For instance, in the first term:∫ ∞
0
∣∣ϕ(x)− ϕj(x)∣∣hn(τ, x)dx = ∫ ∞
j
∣∣ϕ(x)− ϕj(x)∣∣hn(τ, x)dx
≤ 2
∫ ∞
j
|ϕ(x)|hn(τ, x)dx ≤ 2C
∫ ∞
j
(1 + xθ)hn(τ, x)dx
≤ 2C
(
1 + jθ
j
)∫ ∞
j
xhn(τ, x)dx ≤ 2C
(
1 + jθ
j
)
E.
Therefore this term is small provided j is large enough. In conclusion, the
difference in (3.47) is less than ε for n sufficiently large, i.e., (3.38) holds.
Remark 3.8. The so-called narrow topology σ(M ([0,∞)), Cb([0,∞))) on
M+([0,∞)) is generated by the metric d(µ, ν) = ‖µ − ν‖0, where
‖µ‖0 = sup
{∫
[0,∞)
ϕdµ : ϕ ∈ Lip1([0,∞)), ‖ϕ‖∞ ≤ 1
}
,
(cf. [4] Theorem 8.3.2).
Using this Remark, Lemma 3.7 and the Arzela`-Ascoli’s Theorem we
prove now the following:
Proposition 3.9. Let h0 and (hn)n∈N be as in Lemma 3.7. Then there exist
a subsequence (not relabelled) and h ∈ C([0,∞),M+([0,∞))) such that
hn −−−→
n→∞ h in C
(
[0,∞),M+([0,∞))
)
. (3.48)
Moreover, if we denote by N =M0(h0) and E =M1(h0), then for all τ ≥ 0
M0(h(τ)) ≤
(√
E
2
τ +
√
N
)2
, (3.49)
M1(h(τ)) ≤ E, (3.50)
and for all ϕ ∈ C([0,∞)) satisfying the growth condition (3.37):
lim
n→∞
∫ ∞
0
ϕ(x)hn(τ, x)dx =
∫
[0,∞)
ϕ(x)h(τ, x)dx. (3.51)
Proof of Proposition 3.9. By Lemma 3.7 the sequence (hn(τ))n∈N is rel-
atively compact in M ([0,∞)) for every τ ∈ [0,∞). Let us show now that
(hn)n∈N is also equicontinuous. To this end let τ2 ≥ τ1 ≥ 0, and consider ϕ
as in Remark 3.8, i.e., ϕ ∈ Lip([0,∞)) with Lipschitz constant Lip(ϕ) ≤ 1,
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and ‖ϕ‖∞ ≤ 1. Then, using φn(x) ≤ x−1/2, (8.2) and (8.4) in Lemma 8.3,
we have ∣∣∣∣ ∫ ∞
0
ϕ(x)hn(τ1, x)dx−
∫ ∞
0
ϕ(x)hn(τ2, x)dx
∣∣∣∣
≤
∫ τ2
τ1
∣∣Q˜3,n(ϕ, hn(σ))∣∣dσ ≤ 2∫ τ2
τ1
(∫ ∞
0
hn(σ, x)dx
)2
dσ
+ 4
∫ τ2
τ1
∫ ∞
0
√
xhn(σ, x)dxdσ. (3.52)
Using Ho¨lder’s inequality and the estimates (3.23) and (3.24) in (3.52), it
follows that∣∣∣∣ ∫ ∞
0
ϕ(x)hn(τ1, x)dx −
∫ ∞
0
ϕ(x)hn(τ2, x)dx
∣∣∣∣
≤ 2
∫ τ2
τ1
(√
E
2
σ +
√
N
)4
dσ + 4
√
E
∫ τ2
τ1
(√
E
2
σ +
√
N
)
dσ ∀n ∈ N.
We then deduce using Remark 3.8 that (hn)n∈N is equicontinuous. It then
follows from Arzela`-Ascoli’s Theorem (cf. for example [24]) that there exists
h ∈ C([0,∞),M+([0,∞))) such that hn → h in C([0, T ],M+([0,∞))), for
every T > 0, as n→∞.
The estimates (3.49), (3.50) and the convergence (3.51) are deduced in
the same way as in the Proof of Lemma 3.7.
Proof of Theorem 3.4. By Corollary 8.6, there exists a sequence of non-
negative function (h0,n)n∈N ∈ Cc([0,∞)) that approximate h0 in the weak*
topology of the space Cb([0,∞))∗. Let then (hn)n∈N ⊂ C
(
[0,∞),M+([0,∞))
)
be the sequence of solutions to (3.20), (3.21) obtained by Theorem 3.6 with
the initial data h0,n. By Proposition 3.9 there exists a subsequence, still
denoted (hn)n∈N, and h ∈ C
(
[0,∞),M+([0,∞))
)
such that hn converges to
h in the topology of C
(
[0,∞),M+([0,∞))
)
.
By (3.21) and (3.22), for all ϕ ∈ C1b ([0,∞)) and τ > 0:∫ ∞
0
ϕ(x)hn(τ, x)dx−
∫ ∞
0
ϕ(x)h0,n(x)dx =
∫ τ
0
Q˜3,n(ϕ, hn(σ))dσ. (3.53)
By construction, for every ϕ ∈ C1b ([0,∞)) and every τ ∈ [0,∞):
lim
n→∞
∫ ∞
0
ϕ(x)hn(τ, x)dx =
∫
[0,∞)
ϕ(x)h(τ, x)dx. (3.54)
We prove now the convergence of the linear term: for all ϕ ∈ C1b ([0,∞)) and
τ ∈ [0,∞)
lim
n→∞ Q˜
(1)
3,n(ϕ, hn(τ)) = Q˜
(1)
3 (ϕ, hn(τ)). (3.55)
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By definition:∣∣∣Q˜(1)3 (ϕ, h(τ)) − Q˜(1)3,n(ϕ, hn(τ))∣∣∣
≤
∣∣∣∣ ∫ ∞
0
L(ϕ)(x)√
x
h(τ, x)dx −
∫ ∞
0
L(ϕ)(x)√
x
hn(τ, x)dx
∣∣∣∣
+
∫ ∞
0
∣∣∣∣L(ϕ)(x)φn(x)− L(ϕ)(x)√x
∣∣∣∣hn(τ, x)dx. (3.56)
From Lemma 8.3 (iii) and (3.51):
lim
n→∞
∣∣∣∣ ∫ ∞
0
L(ϕ)(x)√
x
h(τ, x)dx −
∫ ∞
0
L(ϕ)(x)√
x
hn(τ, x)dx
∣∣∣∣ = 0 (3.57)
For the second term in the right hand side of (3.56) we split the integral
∫∞
0
in two:
∫ R
0 and
∫∞
R for R > 0, and apply (8.4). We obtain:∫ ∞
0
∣∣∣∣L(ϕ)(x)φn(x)− L(ϕ)(x)√x
∣∣∣∣hn(τ, x)dx (3.58)
≤
∥∥∥∥L(ϕ)(x)φn(x)− L(ϕ)(x)√x
∥∥∥∥
C([0,R])
∫ R
0
hn(τ, x)dx+
+ 4‖ϕ‖∞
∫ ∞
R
√
x hn(τ, x)dx.
By (3.24), for any ε > 0 and R > (E/ε)2:∫ ∞
R
√
x hn(τ, x)dx ≤ E√
R
< ε ∀n ∈ N.
Then by Lemma 8.4 and (3.23), the part on [0, R] converges to zero as
n→∞. Since R > 0 is arbitrary we finally deduce that (3.58) converges to
zero as n→∞. Therefore (3.55) holds.
Let us prove now the convergence of the quadratic term: for all ϕ ∈
C1b ([0,∞)) and all τ ∈ [0,∞):
lim
n→∞Q
(2)
3,n(ϕ, hn(τ)) = Q
(2)
3 (ϕ, hn(τ)). (3.59)
As before∣∣∣∣Q(2)3 (ϕ, h(τ)) −Q(2)3,n(ϕ, hn(τ))∣∣∣∣ (3.60)
≤
∣∣∣∣Q(2)3 (ϕ, h(τ)) − ∫ ∞
0
∫ ∞
0
Λ(ϕ)(x, y)√
xy
hn(τ, x)hn(τ, y)dxdy
∣∣∣∣
+
∫ ∞
0
∫ ∞
0
∣∣∣∣Λ(ϕ)(x, y)φn(x)φn(y)− Λ(ϕ)(x, y)√xy
∣∣∣∣hn(τ, x)hn(τ, y)dxdy.
27
It follows from Lemma 8.3 (ii) and (3.51) that the first term in the right hand
side above converges to zero as n→∞. For the second term we proceed as
before. For any R > 0 we split the double integral:∫ ∞
0
∫ ∞
0
∣∣∣∣Λ(ϕ)(x, y)φn(x)φn(y)− Λ(ϕ)(x, y)√xy
∣∣∣∣hn(τ, x)hn(τ, y)dxdy
≤
∥∥∥∥Λ(ϕ)(x, y)φn(x)φn(y)− Λ(ϕ)(x, y)√xy
∥∥∥∥
C([0,R]2)
(∫ R
0
hn(τ, x)dx
)2
+
∫∫
(0,∞)2\(0,R)2
∣∣∣∣Λ(ϕ)(x, y)φn(x)φn(y)− Λ(ϕ)(x, y)√xy
∣∣∣∣hn(τ, x)hn(τ, y)dxdy
= I1 + I2.
By Lemma 8.4 and (3.23), I1 converges to zero as n→∞. For the term I2
we use (8.2) in Lemma 8.3 and the estimates (3.24) and (3.23):∫ ∞
R
∫ ∞
R
∣∣∣∣Λ(ϕ)(x, y)φn(x)φn(y)− Λ(ϕ)(x, y)√xy
∣∣∣∣hn(τ, x)hn(τ, y)dxdy
≤ 4‖ϕ′‖∞
(∫ ∞
R
hn(τ, x)dx
)2
≤ 4‖ϕ
′‖∞E2
R2
∀n ∈ N
and
2
∫ ∞
R
∫ R
0
∣∣∣∣Λ(ϕ)(x)φn(x)φn(y)− Λ(ϕ)(x)√xy
∣∣∣∣hn(τ, x)hn(τ, y)dxdy
≤ 4‖ϕ′‖∞
∫ ∞
R
∫ R
0
hn(τ, x)hn(τ, y)dxdy ≤ 4‖ϕ
′‖∞E
R
(√
E
2
τ +
√
N
)2
.
Since R > 0 is arbitrary we deduce that I2 also converges to zero as n→∞.
We then conclude that (3.59) holds.
Combining (3.55) and (3.59) it follows that for all ϕ ∈ C1b ([0,∞)) and
all τ ∈ [0,∞):
lim
n→∞ Q˜3,n(ϕ, hn(τ)) = Q˜3(ϕ, h(τ)). (3.61)
Moreover, using φn(x) ≤ x−1/2, (8.2) and (8.4) in Lemma 8.3, and the
estimates (3.23) and (3.24), we have for all ϕ ∈ C1b ([0,∞)), all τ ∈ [0,∞)
and all n ∈ N:
∣∣∣Q˜3,n(ϕ, hn(τ))∣∣∣ ≤
≤ 2‖ϕ′‖∞
(∫ ∞
0
hn(τ, x)dx
)2
+ 4‖ϕ‖∞
∫ ∞
0
√
xhn(τ, x)dx
≤ 2‖ϕ′‖∞
(√
E
2
τ +
√
N
)4
+ 4‖ϕ‖∞
√
E
(√
E
2
τ +
√
N
)
.
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By (3.61) and the dominated convergence Theorem:
lim
n→∞
∫ τ
0
Q˜3,n(ϕ, hn(σ))dσ =
∫ τ
0
Q˜3(ϕ, h(σ))dσ. (3.62)
Using now (3.54) and (3.62), we may pass to the limit as n → ∞ in (3.53)
for all ϕ ∈ C1b ([0,∞)) and all τ ∈ [0,∞) to obtain:∫
[0,∞)
ϕ(x)h(τ, x)dx =
∫
[0,∞)
ϕ(x)h0(x)dx+
∫ τ
0
Q˜3(ϕ, h(σ))dσ. (3.63)
The map τ 7→ ∫[0,∞) ϕ(x)h(τ, x)dx is then locally Lipschitz on [0,∞), and
h satisfies (3.1), (3.2) for all ϕ ∈ C1b ([0,∞)) and for a.e. τ ∈ [0,∞). It also
follows from (3.63) that h(0) = h0 in M+.
The property (3.4) follows from (3.49). The conservation of energy (3.5)
is obtained as follows. We already know by (3.50) that M1(h(τ)) ≤ E. On
the other hand, let ϕk ∈ C1b ([0,∞)) be a concave test function such that
ϕk(x) = x for x ∈ [0, k) and ϕk(x) = k + 1 for x ≥ k + 2. Notice that there
exists a positive constant C such that
sup
k∈N
‖ϕ′k‖∞ ≤ C. (3.64)
By Remark 8.2, Q˜
(1)
3 (ϕk, h) ≤ 0 and Q(2)3 (ϕk, h) ≤ 0 for all k ∈ N, and then,
from (3.63):∫
[0,∞)
ϕk(x)h(τ, x)dx ≥
∫
[0,∞)
ϕk(x)h0(x)dx+
∫ τ
0
Q
(2)
3 (ϕk, h(σ))dσ. (3.65)
We now prove that for all τ ∈ [0,∞):
lim
k→∞
∫ τ
0
Q
(2)
3 (ϕk, h(σ))dσ = 0. (3.66)
Notice that Λ(ϕk)(x, y)→ 0 as k →∞, since ϕk(x)→ x. Then, using (8.2)
in Lemma 8.3, (3.64) and (3.23), we deduce for all τ ∈ [0,∞) and σ ∈ (0, τ):
lim
k→∞
Q
(2)
3 (ϕk, h(σ)) = 0 (3.67)∣∣∣Q(2)3 (ϕk, h(τ))∣∣∣ ≤ 2C(√E2 τ +√N
)4
∀k ∈ N. (3.68)
and (3.66) follows from the dominated convergence Theorem. We take now
limits in (3.65) as k →∞. By (3.66) and the monotone convergence Theo-
rem we obtain that M1(h(τ)) ≥ E and then M1(h(τ)) = E for all τ > 0.
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We assume now that Mα(h0) < ∞ for some α ≥ 3 and prove (3.6). By
(3.25) and (8.12) in Corollary 8.6:
Mα(h(τ)) ≤ lim inf
n→∞
(
Mα(h0,n)
2
α−1 + α2α−1M1(h0,n)
α+1
α−1 τ
)α−1
2
(3.69)
≤
(
Mα(h0)
2
α−1 + α2α−1E
α+1
α−1 τ
)α−1
2
. (3.70)
3.4 Proof of Theorem 3.1
Proof of Theorem 3.1. Consider again the sequence of initial data h0,n
used in the proof of Theorem 3.4 and the sequence of solutions hn obtained
by Theorem 3.4. Using (3.25) we know that Mα(hn(τ)) <∞ for τ > 0 and
n ∈ N.
Our first step is to prove that (3.2) holds also true for ϕ(x) = xα. Notice
that hn solves now the equation (3.2), with the operator Q˜3 in the right-
hand side, whose kernel is not compactly supported and the argument in
the proof of (3.25) must be slightly modified.
In order to use (3.2) we consider a sequence (ϕk) ⊂ C1b ([0,∞)) such that:
ϕk → ϕ as k →∞ (3.71)
ϕk ≤ ϕk+1 ≤ ϕ (3.72)
ϕ′ ≥ ϕ′k ≥ 0. (3.73)
Let us prove by the dominated convergence Theorem that for all τ ≥ 0:
(i) Q˜3(ϕ, hn) ∈ L1(0, τ), (3.74)
(ii) lim
k→∞
∫ τ
0
Q˜3(ϕk, hn(σ))dσ =
∫ τ
0
Q˜3(ϕ, hn(σ))dσ. (3.75)
To this end we first observe that, for x ≥ y > 0:
lim
k→∞
Λ(ϕk)(x, y) = Λ(ϕ) and lim
n→∞L(ϕk) = L(ϕ)(x) (3.76)
and, by the mean value Theorem:
Λ(ϕk)(x, y)√
xy
≤ ϕ′k(ξ1)− ϕ′k(ξ2)
for some ξ1 ∈ (x, x+ y) and ξ2 ∈ (x− y, x). Using then (3.73):
|Λ(ϕk)(x, y)|√
xy
≤ α(2α−1 + 1)xα−1 ∀k ∈ N, (3.77)
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and by (3.72):
|L(ϕk)(x)|√
x
≤
(
α+ 3
α+ 1
)
xα+
1
2 ∀k ∈ N.
Since by Theorem 3.4: Mα−1(hn(τ)) < ∞ and Mα+1/2(hn(τ)) < ∞, for
every fixed n we may apply the Lebesgue’s convergence Theorem to the se-
quences
{
Λ(ϕk)(x,y)√
xy hn(σ, x)hn(σ, y)
}
k∈N
and
{L(ϕk)(x)√
x
hn(σ, x)
}
k∈N
and ob-
tain (3.74), (3.75).
We use now ϕk in (3.2) and take the limit k → ∞. We obtain from
(3.71), (3.72), (3.75) and monotone convergence:
Mα(hn(τ)) =Mα(h0,n) +
∫ τ
0
Q˜3(ϕ, hn(σ))dσ ∀τ ≥ 0, (3.78)
and then, using (3.74):
d
dτ
Mα(hn(τ)) = Q˜3(ϕ, hn(τ)) a.e. τ > 0. (3.79)
If we use (3.35) and (3.36) in the right hand side of (3.79), we obtain
d
dτ
Mα(hn) ≤ 2α−2α(α − 1)EnMα−2(hn)−
(
α− 1
α+ 1
)
Mα+ 1
2
(hn),
where En =M1(h0,n). Now by Ho¨lder’s inequality:
Mα−2(hn) ≤ E2/(α−1)n Mα(hn)(α−3)/(α−1)
Mα(hn) ≤ E1/(2α−1)n Mα+ 1
2
(hn)
2(α−1)/(2α−1) .
Then we obtain
d
dτ
Mα(hn) ≤ 2α−2α(α − 1)E1+2/(α−1)n Mα(hn)(α−3)/(α−1)
−
(
α− 1
α+ 1
)
E−1/(2(α−1))n Mα(hn)
(2α−1)/(2(α−1)) .
Since (α− 3)/(α − 1) ∈ [0, 1) then
Mα(hn)
(α−3)/(α−1) ≤ 1 +Mα(hn),
and :
d
dτ
Mα(hn) ≤ 2α−2α(α − 1)E1+2/(α−1)n
(
1 +Mα(hn)
)
(3.80)
−
(
α− 1
α+ 1
)
E−1/(2(α−1))n Mα(hn)
(2α−1)/(2(α−1)) ,
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where (2α− 1)/(2(α − 1)) > 1. If we define:
u(σ) =Mα(hn(τ)), σ = C1τ, q = 2(α− 1),
C1 = 2
α−2α(α − 1)E1+2/(α−1)
C2 =
(
α− 1
α+ 1
)
E−1/(2(α−1)) , C =
C2
C1
.
We deduce from (3.80) that
u′ ≤ 1 + u− Cu1+1/q, (3.81)
and then by Lemma 6.3 in [2], for every n ∈ N:
Mα(hn(τ)) ≤ C(α,En)
(
1
1− e−γ(α,En)τ
)2(α−1)
, (3.82)
where the constants C(α,En) and γ(α,En) are defined as in Theorem 3.1.
We may argue now as in the proof of Theorem 3.4 and pass to the limit along
a subsequence to obtain a limit h ∈ C([0,∞),M+([0,∞))) satisfying (3.1)–
(3.5) and (3.7). Using (3.7) and h ∈ C([0,∞),M+([0,∞))) we deduce as in
the proof of Theorem 3.4 that h ∈ C((0,∞),M α+ ([0,∞))) for all α ≥ 1.
Proof of Corollary 3.2. We first observe that the map τ 7→ M1/2(h(τ))
is locally bounded. Indeed by Ho¨lder’s inequality, (3.4) and (3.5):
M1/2(h(τ)) ≤
√
M1(h(τ))M0(h(τ)) ≤
√
E
(√
E
2
τ +
√
N
)
.
Then by (3.1) it follows (3.11). Now for all ϕ ∈ C1b ([0,∞)) and for a.e.
τ > 0, we deduce from (3.2):
d
dτ
∫
[0,∞)
ϕ(x)H(τ, x)dx = Q˜3(ϕ, h(τ)) − ϕ(0)M1/2(h(τ))
= Q3(ϕ, h(τ)).
Since H = h on (0,∞) then Q3(ϕ,H) ≡ Q3(ϕ, h), and therefore (3.12)
holds.
Now for the initial data: H(0) = h(0) = h0. The conservation of mass
(3.14) follows from (3.12) for ϕ = 1, since Λ(ϕ) = 0 = L0(ϕ). The conserva-
tion of energy (3.15) follows directly from (3.5) since H = h on (0,∞).
4 Properties of h(τ, {0}).
In all this Section we denote
m(τ) = h(τ, {0}). (4.1)
The main result of this Section is the following.
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Theorem 4.1. Suppose that h ∈ C([0,∞);M 1+([0,∞)) is a solution of
(1.67) with h(0) = h0 ∈ M 1+([0,∞)), N = M0(h0) > 0 and E = M1(h0) >
0. Then m is right continuous, a.e. differentiable and strictly increasing on
[0,∞).
We begin with the following properties of the functionm defined in (4.1).
Lemma 4.2. The function m is nondecreasing, a.e. differentiable and right
continuous on [0,∞).
Proof. Given any ϕε as in Remark 1.6, then for all τ ≥ 0
m(τ) = lim
ε→0
∫
[0,∞)
ϕε(x)h(τ, x)dx, (4.2)
and by (1.67)-(1.40)
d
dτ
∫
[0,∞)
ϕε(x)h(τ, x)dx = Q
(2)
3 (ϕε, h(τ)) − Q˜(1)3 (ϕε, h(τ)). (4.3)
Since ϕε is convex, nonnegative and decreasing, it follows from Lemma 8.1
that Q
(2)
3 (ϕε, h) ≥ 0 and Q˜(1)3 (ϕε, h) ≤ 0 for all ε > 0. Then by (4.3)∫
[0,∞)
ϕε(x)h(τ2, x)dx ≥
∫
[0,∞)
ϕε(x)h(τ1, x)dx ∀τ2 ≥ τ1 ≥ 0.
Letting ε → 0 it follows from (4.2) that m is nondecreasing on [0,∞) and,
for any τ ≥ 0 and δ > 0,
lim inf
δ→0+
m(τ + δ) ≥ m(τ). (4.4)
Using Lebesgue’s Theorem (cf. [24]), m is a.e. differentiable on [0,∞). On
the other hand, if in (4.3) the term Q˜
(1)
3 (ϕε, h) is dropped,∫
[0,∞)
ϕε(x)h(τ + δ, x)dx ≤
∫
[0,∞)
ϕε(x)h(τ, x)dx +
∫ τ+δ
τ
Q
(2)
3 (ϕε, h(σ))dσ.
Using 1{0} ≤ ϕε for all ε > 0, and the bound (8.2), we deduce
m(τ + δ) ≤
∫
[0,∞)
ϕε(x)h(τ, x)dx +
2δ
ε
(M0(h(τ)))
2.
If we take now superior limits as δ → 0+ at ε > 0 fixed,
lim sup
δ→0+
m(τ + δ) ≤
∫
[0,∞)
ϕε(x)h(τ, x)dx ∀ε > 0.
We may pass now to the limit as ε → 0 in the right hand side above and
use (4.2) to get,
lim sup
δ→0+
m(τ + δ) ≤ m(τ). (4.5)
The right continuity then follows from (4.4) and (4.5).
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Corollary 4.3. The map τ 7→ H(τ, {0}), defined for all τ ≥ 0, is right
continuous on [0,∞) and
lim sup
δ→0+
H(τ − δ, {0}) ≤ H(τ, {0}) ∀τ > 0. (4.6)
Proof. By construction (cf.(1.68)) it follows
H(τ, {0}) = m(τ)−
∫ τ
0
M1/2(h(σ))dσ.
Since M1/2(h) ∈ L1loc(R+) then τ 7→
∫ τ
0 M1/2(h(σ))dσ is absolutely con-
tinuous, and since m is right continuous by Lemma 4.2, it follows that
τ 7→ H(τ, {0}) is also right continuous. To prove (4.6) we use the continuity
of τ 7→ ∫ τ0 M1/2(h(σ))dσ and the monotonicity of h(τ, {0}): for all τ > 0
and δ ∈ (0, τ),
lim sup
δ→0+
H(τ − δ, {0}) = lim sup
δ→0+
m(τ − δ) −
∫ τ
0
M1/2(h(σ))dσ
≤ m(τ)−
∫ τ
0
M1/2(h(σ))dσ = H(τ, {0}).
Remark 4.4. We do not know if the map τ 7→ H(τ, {0}) is continuous. By
property (4.6) however, H(τ, {0}) does not decrease through the possible
discontinuities.
The proof of Theorem 4.1 closely follows the proof of Proposition 1.21 in
[14] (see also [13], Ch. 3), where the authors proved the same result for the
equation without the linear term Q˜
(1)
3 . The main arguments in the proof
are, on the one hand, the invariance of the problem (1.67) with respect to
time translation and under a suitable scaling transformation. On the other
hand, the fact that Λ(ϕ) ≥ 0 on R2+ for convex test functions ϕ, and that
the map τ 7→ Q(2)3 (ϕ, h(τ)) is locally integrable on [0, T ). When the linear
term Q˜
(1)
3 is added, a slight modification of these argument still leads to
the proof. Since by Lemma 8.1, for all nonnegative, convex decreasing test
function ϕ ∈ C1b ([0,∞)), we have Q˜(1)3 (ϕ, h) ≤ 0, then solutions h to (1.67)
are also super solutions (cf. Definition 1.13).
Proposition 4.5. Let h be a super solution of (1.67). Then for any R > 0
and θ ∈ (0, 1)∫
[0,R]
h(τ, x)dx ≥ (1− θ)
∫
[0,θR]
h(τ0, x)dx ∀τ ≥ τ0 ≥ 0. (4.7)
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Proof. Chose ϕR(x) = (1 − x/R)+ for R > 0, and consider a sequence
(ϕR,n)n∈N ⊂ C1b ([0,∞)) such that ϕR,n → ϕR, ϕR,n ≤ ϕR and ϕR,n(0) = 1
for all n ∈ N. Since by convexity Q(2)3 (ϕR,n, h) ≥ 0, then for all τ and τ0
with τ ≥ τ0 ≥ 0,∫
[0,∞)
ϕR,n(x)h(τ, x)dx ≥
∫
[0,∞)
ϕR,n(x)h(τ0, x)dx
≥
∫
[0,θR]
ϕR,n(x)h(τ0, x)dx ≥ ϕR,n(θR)
∫
[0,θR]
h(τ0, x)dx,
and (4.7) follows since, if we let n→∞,∫
[0,R]
h(τ, x)dx ≥
∫
[0,∞)
ϕR(x)h(τ, x)dx ≥ ϕR(θR)
∫
[0,θR]
h(τ0, x)dx.
Lemma 4.6. Let h be a super solution of (1.67). Let R > 0 and consider a
sequence R := a0 < a1 < a2 < ... < an < ... such that |ai − ai−1| ≤ R2 for all
i ∈ {1, 2, 3, ...}. Then for all τ ≥ τ0 ≥ 0 there holds∫
[0,R]
h(τ, x)dx ≥
∞∑
i=1
1
2ai
∫ τ
τ0
(∫
(ai−1,ai]
h(σ, x)dx
)2
dσ. (4.8)
Proof. We chose ϕR and ϕR,n as in the proof of Proposition 4.5 above.
Since h is a super solution of (1.67), then for all n ∈ N,
d
dτ
∫
[0,∞)
h(τ, x)ϕR,n(x)dx ≥ Q(2)3 (ϕR,n, h(τ)).
We have now:
Q
(2)
3 (ϕR,n, h(τ)) ≥
∫∫
(R,∞)2
h(τ, x)h(τ, y)
ϕR,n(|x− y|)√
xy
dxdy
≥
∞∑
i=1
ϕR,n(R/2)
ai
∫∫
(ai−1,ai]2
h(τ, x)h(τ, y)dxdy
=
∞∑
i=1
ϕR,n(R/2)
ai
(∫
(ai−1,ai]
h(τ, x)dx
)2
.
Estimate (4.8) follows in the limit n→∞, since ϕR,n(R/2)→ 1/2.
Proposition 4.7. Let h be a super solution of (1.67) with initial data h0 ∈
M 1+([0,∞)), and denote N =M0(h0) and E =M1(h0). Then for all R > 0,
α ∈ (−12 ,∞), and τ1 and τ2 with 0 ≤ τ1 ≤ τ2:∫ τ2
τ1
∫
(0,R]
xαh(τ, x)dxdτ ≤ 2R
1
2
+α√τ2 − τ1
1− (23) 12+α
(√
E
2
τ2 +
√
N
)
. (4.9)
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Proof. Since h is a super solution of (1.67), if we chose ϕ(x) = (1− x/r)2+
for r > 0, then ∫
[0,∞)
ϕ(x)h(τ2, x)dx ≥
∫ τ2
τ1
Q
(2)
3 (ϕ, h(τ))dτ. (4.10)
Since suppΛ(ϕ) = {(x, y) ∈ [0,∞)2 : |x−y| ≤ r} and Λ(ϕ)(x, y) = ϕ(|x−y|)
for all (x, y) ∈ [r,∞)2, then for all τ ≥ 0:
Q
(2)
3 (ϕ, h(τ)) ≥
∫∫
(r, 3r2 ]
2
ϕ(|x− y|)√
xy
h(τ, x)h(τ, y)dxdy
≥ 1
4
(∫
(r, 3r2 ]
h(τ, x)√
x
dx
)2
.
If we use that ϕ ≤ 1 in the left hand side of (4.10), and the estimate above
in the right hand side, then∫ τ2
τ1
(∫
(r, 3r2 ]
h(τ, x)√
x
dx
)2
dτ ≤ 4M0(h(τ2)).
Since for any α ∈ (−1/2,∞)∫
(r, 3r2 ]
h(τ, x)√
x
dx ≥
(
3r
2
)−α− 1
2
∫
(r, 3r2 ]
xαh(τ, x)dx,
we then obtain∫ τ2
τ1
(∫
(r, 3r2 ]
xαh(τ, x)dx
)2
dτ ≤ 4M0(h(τ2))
(
3r
2
)1+2α
. (4.11)
For any given R > 0, using the decomposition
(0, R] =
∞⋃
k=0
(ak+1, ak], ak =
(
2
3
)k
R,
and Cauchy-Schwarz inequality we obtain
∫ τ2
τ1
∫
(0,R]
xαh(τ, x)dxdτ ≤ √τ2 − τ1
∞∑
k=0
(∫ τ2
τ1
(∫
(ak+1,ak]
xαh(τ, x)dx
)2
dτ
) 1
2
.
If we chose r = ak+1 so that (ak+1, ak] = (r, (3/2)r] for every k ∈ N, then
by (4.11) we deduce∫ τ2
τ1
∫
(0,R]
xαh(τ, x)dxdτ ≤ 2
√
(τ2 − τ1)M0(h(τ2))
∞∑
k=0
a
1
2
+α
k .
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Using the estimate (3.4) for M0(h(τ2)) and
∞∑
k=0
a
1
2
+α
k =
R
1
2
+α
1− (23) 12+α ,
we finally obtain (4.9).
Lemma 4.8. Let h be a super solution of (1.67). Then for all r > 0,
τ ≥ τ0 ≥ 0 and n ∈ N:∫
[0,r]
h(τ, x)dx ≥ 1
4n+1r
∫ τ
τ0
(∫
(r,r2n]
h(σ, x)dx
)2
dσ. (4.12)
Proof. Consider the decomposition
(r, 2nr] =
2n+1⋃
i=3
(r
2
(i− 1), r
2
i
]
.
Then by Lemma 4.6, and Lemma 3.12 in [14], we have
∫
[0,r]
h(τ, x)dx ≥
∫ τ
τ0
2n+1∑
i=3
1
ri
(∫
( r2 (i−1), r2 i]
h(σ, x)dx
)2
dσ
≥
∫ τ
τ0
1
r
(
2n+1∑
i=3
i
)−1(∫
(r,r2n]
h(σ, x)dx
)2
dσ
≥ 1
(2n − 1)(2n+1 + 3)r
∫ τ
τ0
(∫
(r,r2n]
h(σ, x)dx
)2
dσ.
Notice that (2n − 1)(2n+1 + 3) ≤ 4n+1.
The next Lemma takes into account the linear term Q˜
(1)
3 .
Lemma 4.9. Let h be a solution of (1.67) with initial data h0 ∈ M 1+([0,∞))
satisfying
m0 =
∫
(0,∞)
h0(x)dx > 0. (4.13)
Then, for any τ0 ≥ 0 there exist R1 > 0, C1 > 0 such that∫
[0,r]
h(τ, x)dx ≥ C1 r ∀r ∈ [0, R1], ∀τ ≥ τ0. (4.14)
Proof. By (4.13), there exist 0 < a ≤ b <∞ such that∫
(a,b]
h0(x)dx >
m0
2
. (4.15)
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We prove now
∃T ′ > 0; ∀τ ∈ [0, T ′) :
∫
(a2 ,2b]
h(τ, x)dx ≥ m0
4
. (4.16)
To this end we use (1.67) with a test function ϕ ∈ C1c ([0,∞)) such that
0 ≤ ϕ ≤ 1, ϕ = 1 on (a, b] and ϕ = 0 on [0,∞)\(a2 , 2b] and (4.15) to obtain:∫
( a2 ,2b]
h(τ, x)dx ≥ m0
2
+
∫ τ
0
Q˜3(ϕ, h(σ))dσ. (4.17)
Now using (8.2) and (3.4) we deduce∣∣∣Q(2)3 (ϕ, h(σ))∣∣∣ ≤ 2‖ϕ′‖∞(√M1(h0)2 σ +√M0(h0)
)4
.
Using now |L(ϕ)(x)|√
x
≤ 3‖ϕ‖∞
√
x and M1/2(h) ≤
√
M0(h)M1(h), we have by
the conservation of energy and the mass inequality∣∣∣Q˜(1)3 (ϕ, h(σ))∣∣∣ ≤ 2‖ϕ‖∞√M1(h0)(M1(h0)2 σ +√M0(h0)
)
.
It follows that Q˜3(ϕ, h) ∈ L1loc(R+) and we deduce (4.16) from (4.17).
By Lemma 4.8 and (4.16), for any r ∈ (0, a2 ] and n ∈ N such that
r2n ∈ (2b, 3b] we have
∫
[0,r]
h(τ, x)dx ≥
∫ τ
0
1
4n+1r
(∫
( a2 ,2b]
h(σ, x)dx
)2
dσ
≥ τ
4n+1r
(m0
4
)2 ≥ m20
43(3b)2
τ r ∀τ ∈ [0, T ′]. (4.18)
where
(
a
2 , 2b
] ⊂ (r, r2n] has been used.
For any given τ0 ≥ 0 define τ ′ = min{τ0, T ′}. Then by (4.7) in Proposi-
tion 4.5 with θ = 12 and R = 2r, we deduce from (4.18):∫
[0,2r]
h(τ, x)dx ≥ Cτ
′
2
r ∀τ ≥ τ ′. (4.19)
and this proves the Lemma, where R1 = a/2 and C1 = Cτ
′/4.
Proposition 4.10. Let h and h0 be as in Lemma 4.9. For all L > 0 and
every τ1 > 0 there exists R0 = R0(h,L, τ1) > 0 such that∫
[0,R0]
h(τ, x)dx ≥ LR0 ∀τ ≥ τ1. (4.20)
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Proof. By Lemma 4.9 for τ0 =
τ1
2
∃C1 > 0, ∃R1 > 0;
∫
[0,r]
h(τ, x)dx ≥ C1r, ∀r ∈ [0, R1], ∀τ ≥ τ1
2
. (4.21)
Now fix an integer p ≥ 2 such that C1p ≥ 8L. We divide the proof in two
parts. Assume first :
∃r′ ∈ (0, R1], ∃τ ′ ∈
[τ1
2
, τ1
]
:
∫
[
0, r
′
p
] h(τ ′, x)dx ≥ C1r
′
2
. (4.22)
It follows from lemma 4.5 with θ = 12 and R =
2r′
p that∫
[
0, 2r
′
p
] h(τ, x)dx ≥ C1r
′
4
∀τ ≥ τ ′,
If we take R0 :=
2r′
p , we have, by our choice of p,∫
[0,R0]
h(τ, x)dx ≥ C1p
8
R0 ≥ LR0 ∀τ ≥ τ ′,
so (4.20) holds.
Assume now that (4.22) does not hold, then, by (4.21):∫
(
r
p
,r
] h(τ, x)dx ≥ C1r
2
∀r ∈ (0, R1], ∀τ ∈
[τ1
2
, τ1
]
. (4.23)
Take now any r ∈
(
0, R1p
]
, let n ∈ N be the largest integer such that
rpn ∈
(
R1
p , R1
]
, and consider now the following decomposition
(r, rpn] =
pn+1⋃
i=p+1
(
r
p
(i− 1), r
p
i
]
=
n⋃
k=1
pk+1⋃
i=pk+1
(
r
p
(i− 1), r
p
i
]
.
By lemma 4.6 on (τ1/2, τ1) with ai = ri/p, i = p+ 1, · · · , pn+1:∫
[0,r]
h(τ1, x)dx ≥
∫ τ1
τ1
2
 p
2r
pn+1∑
i=p+1
1
i
(∫
(
r
p
(i−1), r
p
i
] h(σ, x)dx
)2 dσ
=
∫ τ1
τ1
2
 p
2r
n∑
k=1
pk+1∑
i=pk+1
1
i
(∫
(
r
p
(i−1), r
p
i
] h(σ, x)dx
)2 dσ
≥
∫ τ1
τ1
2
 1
2r
n∑
k=1
1
pk
pk+1∑
i=pk+1
(∫
(
r
p
(i−1), r
p
i
] h(σ, x)dx
)2 dσ. (4.24)
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We use now Lemma 3.12 in [14]
pk+1∑
i=pk+1
(∫
(
r
p
(i−1), r
p
i
] h(σ, x)dx
)2
≥ 1
pk(p − 1)×
×
 pk+1∑
i=pk+1
∫
(
r
p
(i−1), r
p
i
] h(σ, x)dx
2 ≥ 1
pk+1
(∫
(rpk−1,rpk]
h(σ, x)dx
)2
and deduce∫
[0,r]
h(τ1, x)dx ≥
∫ τ1
τ1
2
 1
2r
n∑
k=1
1
p2k+1
(∫
(rpk−1,rpk]
h(σ, x)dx
)2 dσ.
Due to the choice of the integer n, rpk ∈ (0, R1] for all k = 1, · · · , n, and we
can use (4.23) on each interval (rpk−1, rpk] to obtain:∫
[0,r]
h(τ1, x)dx ≥
∫ τ1
τ1
2
[
1
2r
n∑
k=1
1
p2k+1
(
C1rp
k
2
)2]
dσ =
τ1C
2
1n
16p
r.
It then follows from lemma 4.5 with θ = 12 and R = 2r that∫
[0,2r]
h(τ, x)dx ≥ τ1C
2
1n
32p
r ∀τ ≥ τ1. (4.25)
Since rpn ∈
(
R1
p , R1
]
, then n ≥ log
(
R1
rp
)
log(p) , and we chose r > 0 small enough
in order to have r ∈ (0, R1/p) and
τ1C
2
1
64p
log
(
R1
rp
)
log p
≥ L;
and set R0 := 2r. The result then follows from (4.25).
Lemma 4.11. Let h be a solution of (1.67) and, for any κ > 0 and λ > 0,
consider the rescaled measure hκ,λ defined as:∫
[0,∞)
hκ,λ(τ, x)ϕ(x)dx = κ
∫
[0,∞)
h(κλτ, x)ϕ
(x
λ
)
dx, ∀ϕ ∈ Cb([0,∞)). (4.26)
Then hκ,λ is a super solution of (1.67).
Proof. Let ϕ ∈ C1b ([0,∞)) be nonnegative, convex and decreasing, ψ(x) =
ϕ(x/λ), and η = κλτ . By Lemma 8.1, Q˜
(1)
3 (ψ, h) ≤ 0, and by (1.67)
d
dη
∫
[0,∞)
ψ(x)h(η, x)dx ≥ Q(2)3 (ψ, h(η)).
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Since Q
(2)
3 (ψ, h(η)) = κ
−2λ−1Q(2)3 (ϕ, hκ,λ(τ)), then
d
dτ
∫
[0,∞)
ϕ(x)hκ,λ(τ, x)dx = κ
2λ
d
dη
∫
[0,∞)
ψ(x)h(η, x)dx ≥ Q(2)3 (ϕ, hκ,λ(τ)).
Lemma 4.12. Let h be a super solution of (1.67). Suppose that there exists
τ ′ > 0 such that ∫
[0,1]
h(τ, x)dx ≥ 1 ∀τ ≥ τ ′. (4.27)
Then for any given δ > 0 there exist τ0 such that
τ ′ ≤ τ0 ≤ τ ′ + T0(δ), T0(δ) = 64
δ3
(
1− δ
2
)
(4.28)
and
∫
[0, δ4 ]
h(τ0, x)dx ≥ 1− δ
2
. (4.29)
Proof. The statement of the Lemma is equivalent to show that the following
set
A :=
{
τ ∈ [τ ′, τ ′ + T0(δ)] :
∫
[0, δ4 ]
h(τ, x)dx ≥ 1− δ
2
}
.
is non empty, where T0(δ) is defined in (4.28). To this end we first apply
Lemma 4.6 with a0 =
δ
4 , ai =
δ
4
(
1 + i2
)
for i ∈ {1, ..., n − 1} and an = 1.
The number n is chosen to be the largest integer such that an−1 < 1, which
implies
1
n+ 1
>
δ
8
. (4.30)
Then, using ai
−1 ≥ 1 for all i ∈ {1, ..., n}:∫
[0, δ4 ]
h(τ, x)dx ≥ 1
2
∫ τ
τ ′
n∑
i=1
(∫
(ai−1,ai]
h(σ, x)dx
)2
dσ, ∀τ > τ ′.
Since by Lemma 3.12 in [14] and (4.30):
n∑
i=1
(∫
(ai−1,ai]
h(σ, x)dx
)2
≥ δ
8
(∫
( δ4 ,1]
h(σ, x)dx
)2
,
we obtain, for all τ > τ ′∫
[0, δ4 ]
h(τ, x)dx ≥ δ
16
∫ τ
τ ′
(∫
( δ4 ,1]
h(σ, x)dx
)2
dσ. (4.31)
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Arguing by contradiction suppose that A = ∅:∫
(0, δ4 ]
h(τ, x)dx < 1− δ
2
∀τ ∈ [τ ′, τ ′ + T0(δ)]
and by (4.27): ∫
( δ4 ,1]
h(τ, x)dx ≥ δ
2
∀τ ∈ [τ ′, τ ′ + T0(δ)].
It follows from (4.31) that 1− δ2 > δ
3
64 (τ − τ ′) for all τ ∈ [τ ′, τ ′+T0(δ)] which
is a contradiction for τ = τ ′ + T0(δ).
Proposition 4.13. Let h be a solution of (1.67). Suppose that there exist
m, R > 0 such that∫
[0,R]
h(τ, x)dx ≥ m ∀τ ∈ [0,∞). (4.32)
Then given any α ∈ (0, 1) there exists T∗ = T∗(α) > 0 such that∫
[0,r]
h(τ, x)dx ≥ m
(2R)α
rα ∀r ∈ [0, R], ∀τ ∈
[
RT∗
m
,∞
)
. (4.33)
Proof. We argue by induction and define first the scaled measure h1 =
hκ1,λ1 , defined as in (4.26), that satisfies condition (4.27) for κ1 =
1
m , λ1 =
R. From Lemma 4.11, and Lemma 4.12 with τ ′ = 0, we deduce that for all
δ ∈ (0, 1) there exists τ1 > 0 such that:
0 ≤ τ1 ≤ T0(δ),
∫
[0, δ4 ]
h1(τ1, x)dx ≥ 1− δ
2
.
Then from Lemma 4.11, and Proposition 4.5 with θ = δ/2 and R = 1/2,∫
[0, 12 ]
h1(τ, x)dx ≥
(
1− δ
2
)2
, ∀τ ≥ T0(δ),∫
[0,R2 ]
h (τ, x) dx ≥ m (1− δ) , ∀τ ≥ R
m
T0(δ). (4.34)
Exactly as before we now define h2 = hκ2,λ2 as in (4.26), that satisfies
condition (4.27) for κ2 =
1
m(1−δ)2 , λ2 =
R
2 , τ
′ = 2(1 − δ)T0(δ). The same
argument gives then:∫
[0,R4 ]
h (τ, x) dx ≥ m (1− δ)2 , ∀τ ≥ RT0(δ)
m
(
1 +
1
2(1− δ)
)
. (4.35)
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We deduce after n iterations∫
[0, R2n ]
h (τ, x) dx ≥ m (1− δ)n , ∀τ ≥ RT0(δ)
m
n−1∑
k=0
1
2k(1− δ)k (4.36)
If we chose δ = 1− 2−α, for any 0 < α < 1, we may define
T∗ = T0(δ)
∞∑
k=0
2−(1−α)k =
T0(δ)
1− 2−(1−α) . (4.37)
Since for any r ∈ (0, R) there exists n ∈ N such that r ∈ ( R2n , R2n−1 ],∫
[0,r]
h (τ, x) dx ≥ m2−αn, ∀τ > RT∗
m
and using 2−n > r/2R, (4.33) follows.
Proposition 4.14. Let h be a solution of (1.67). Then, for all τ0 > 0 and
for any α ∈ (0, 1) there exists R∗ = R∗(h, τ0, α) > 0 such that∫
[0,r]
h(τ, x) dx ≥ C rα ∀r ∈ [0, R∗] ∀τ ∈ [τ0,∞), (4.38)
where C = T∗(α)τ0 (2R∗)
1−α, and T∗(α) is given by Proposition 4.13.
Proof. By Proposition 4.10 with L > 0 and for τ1 = τ0/2, there exists
R0(h,L, τ1) > 0 such that∫
[0,R0]
h(τ, x)dx ≥ LR0 ∀τ ≥ τ0
2
.
Then by Proposition 4.13, with m = LR0 and R = R0, we obtain that for
any given α ∈ (0, 1) there exists T∗ = T∗(α) > 0 such that∫
[0,r]
h(τ, x) dx ≥ LR0
(2R0)α
rα ∀r ∈ [0, R0], ∀τ ∈
[
τ0
2
+
T∗
L
,∞
)
.
If we chose L = 2T∗/τ0, then the Proposition follows with R∗ = R0.
Proof of Theorem 4.1. By Lemma 4.2 the map τ 7→ h(τ, {0}) is right
continuous, nondecreasing and a.e. differentiable on [0,∞). It remains to
prove that it is actually strictly increasing. We first suppose that h0 is such
that ∫
{0}
h0(x)dx = 0,
∫
(0,∞)
h0(x)dx > 0, (4.39)
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and prove
h(τ, {0}) > 0 ∀τ > 0. (4.40)
Arguing by contradiction, if we suppose that there exists τ0 > 0 such that
h(τ0, {0}) = 0, by monotonicity h(τ, {0}) = 0 for all τ ∈ [0, τ0]. In particular∫ τ0
τ0
2
∫
[0,r]
h(σ, x)dxdσ =
∫ τ0
τ0
2
∫
(0,r]
h(σ, x)dxdσ (4.41)
for all r > 0. Now using Proposition 4.7 with α = 0, and Proposition 4.14,
we deduce that, for any α ∈ (0, 1/2), there exists R∗ = R∗(h, τ0/2, α) such
that
C2 r
α ≤
∫ τ0
τ0
2
∫
(0,r]
h(σ, x)dxdσ ≤ C1
√
r, ∀r ∈ [0, R∗];
C1 = 8
√
τ0
2
(√
M1(h0)
2
τ0 +
√
M0(h0)
)
, C2 =
T∗(α)
2
(2R∗)1−α,
and that leads to a contradiction for r small enough.
Consider now a general initial data h0 such that
∫
{0} h0(x)dx > 0. Let
h be a solution of (1.67) with initial data h0 and define
h˜(τ) = h(τ) − h0({0})δ0.
Then, on the one hand, the initial data of h˜ satisfies h˜(0, {0}) = 0. On the
other hand we claim that h˜ is still a solution of (1.67). Notice indeed that
h˜τ ≡ hτ and, moreover, Q˜3(ϕ, h(τ)) = Q˜3(ϕ, h˜(τ)). Using the previous case∫
{0}
h˜(τ, x)dx > 0, ∀τ > 0,
and then ∫
{0}
h(τ, x)dx >
∫
{0}
h0(x)dx, ∀τ > 0.
The Theorem follows using now the time translation invariance of the equa-
tion.
The last result of this section describes the relation between the Lebesgue-
Stieltjes measure associated to the (right continuous and strictly increasing)
function m(τ) = h(τ, {0}), and the equation for h (1.67).
Proposition 4.15. Let h be a solution of (1.67) for a initial data h0 ∈
M 1+([0,∞)) with N = M0(h0) > 0 and E = M1(h0) > 0. If we denote
m(τ) = h(τ, {0}) and λ is the Lebesgue-Stieltjes measure associated to m,
then for all ϕε as in Remark 1.6 and for all τ1 and τ2 with 0 ≤ τ1 < τ2:
m(τ2)−m(τ1) = λ((τ1, τ2]), (4.42)
λ((τ1, τ2]) = lim
ε→0
∫ τ2
τ1
Q
(2)
3 (ϕε, h(τ))dτ, (4.43)
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and 0 < λ((τ1, τ2])) <∞. (4.44)
Furthermore, for all ϕε as in Remark 1.6
lim
ε→0
Q
(2)
3 (ϕε, h) ∈ D ′(0,∞), (4.45)
and if we denote m′ the derivative in the sense of Distributions of m, then
m′ = λ = lim
ε→0
Q
(2)
3 (ϕε, h) in D
′(0,∞). (4.46)
Proof. By Lemma 4.2, m is right continuous and nondecreasing on [0,∞).
Then it has a Lebesgue-Stieltjes measure associated to it, λ, that satisfies
(4.42) (c.f. [9] Ch.1).
On the other hand, since h is a solution of (1.67), using ϕε as in Remark
1.6 and taking the limit ε→ 0, it follows from (8.27) in Lemma 8.8 that for
all τ1 and τ2 with 0 ≤ τ1 < τ2:
m(τ2)−m(τ1) = lim
ε→0
∫ τ2
τ1
Q
(2)
3 (ϕε, h(σ))dσ, (4.47)
and then (4.43) follows from (4.42). Moreover, since by Theorem 4.1 m is
strictly increasing, then (4.44) holds.
Notice that the limit in (4.47) is independent of the choice of the test
function ϕε. Indeed, if ψε is another test function as in Remark 1.6, since
for all τ ≥ 0
lim
ε→0
∫
[0,∞)
ψε(x)h(τ, x)dx = m(τ) = lim
ε→0
∫
[0,∞)
ϕε(x)h(τ, x)dx,
it follows from (4.47) that for all 0 ≤ τ1 ≤ τ2
lim
ε→0
∫ τ2
τ1
Q
(2)
3 (ψε, h(σ))dσ = limε→0
∫ τ2
τ1
Q
(2)
3 (ϕε, h(σ))dσ.
Now, for all ϕε as in Remark 1.6, consider the absolutely continuous
function
θε(τ) =
∫
[0,∞)
ϕε(x)h(τ, x)dx.
Then the equation in (3.2) reads θ′ε(τ) = Q˜3(ϕε, h(τ)). Using integration
by parts we deduce that for all ε > 0:
−
∫ ∞
0
φ′(τ)θε(τ)dτ =
∫ ∞
0
φ(τ)Q˜3(ϕε, h(τ))dτ ∀φ ∈ C∞c (0,∞).
Taking the limit ε→ 0 it then follows from Lemma 8.8 that
−
∫ ∞
0
φ′(τ)m(τ)dτ = lim
ε→0
∫ ∞
0
φ(τ)Q
(2)
3 (ϕε, h(τ))dτ,
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hence, m′ = limε→0 Q
(2)
3 (ϕε, h). On the other hand, by Fubini’s theorem∫ ∞
0
φ(τ)dλ(τ) =
∫ ∞
0
∫ τ
0
φ′(σ)dσdλ(τ) = −
∫ ∞
0
φ′(σ)m(σ)dσ
for all φ ∈ C∞c (0,∞) (cf. [25], Example 6.14), thus m′ = λ.
5 Existence of solutions G, proof of Theorem 1.3.
Given a initial dataG0 ∈ M 1+ as in Theorem 1.3, let h ∈ C
(
[0,∞),M+([0,∞))
)
satisfy (3.1)–(3.5), (3.7), given by (3.2) and H defined by (3.10) and sat-
isfying (3.11)–(3.15), (3.17) by Corollary 3.2. It is natural, in view of the
change of variables (1.65) to define now,
G(t) = H(τ), τ =
∫ t
0
G(s, {0})ds. (5.1)
Notice nevertheless that since G(s, {0}) is still unknown, (5.1) does not
define G(t) actually. What we know is rather, given τ > 0, what would be
the value of t such that
t =
∫ τ
0
dσ
H(σ, {0}) , (5.2)
since we expect to have G(s, {0}) = H(σ, {0}) for s and σ such that
σ =
∫ s
0
G(r, {0})dr, or s =
∫ σ
0
dρ
H(ρ, {0}) .
If G is going to be defined in that way it is then necessary first to check
that the range of values taken by the variable t in (5.2) is all of [0,∞). By
definition (3.10),
H(τ, {0}) = h(τ, {0}) −
∫ τ
0
M1/2(h(σ))dσ. (5.3)
Since both terms in the right hand side are nonnegative, H(τ, {0}) has no
a priori definite sign. We must then consider that question in some detail.
Our first step is to prove the following
Lemma 5.1. If G0({0}) > 0, then
τ∗ = inf{τ > 0 : H(τ, {0}) = 0} > 0, (5.4)
H(τ∗, {0}) = 0, (5.5)
H(τ, {0}) > 0 ∀τ ∈ [0, τ∗). (5.6)
Proof. H(0) = G0 by (3.13), and then, using ϕε as in Remark 1.6, we
deduce H(0, {0}) = G0({0}), which is strictly positive by hypothesis. Then
(5.4) follows from the right continuity of H(τ, {0}) (cf. Corollary 4.3).
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In order to prove (5.5) we use a minimizing sequence (τn)n∈N, i.e., τn ≥
τ∗, H(τn, {0}) = 0 for every n ∈ N, and τn → τ∗ as n→∞. Then from the
right continuity (5.5) holds.
Let us prove now (5.6). If H(τ0, {0}) < 0 for some τ0 ∈ (0, τ∗), then τ0
must be a left discontinuity point of H(τ, {0}) and
lim sup
δ→0+
H(τ0 − δ, {0}) > H(τ0, {0}),
and this would contradict (4.6). That proves (5.6).
It follows from Lemma 5.1 that the function:
t = ξ(τ) =
∫ τ
0
dσ
H(σ, {0}) (5.7)
introduced in (5.2) is well defined, monotone nondecreasing and continuous
on the interval [0, τ∗). We then define,
∀t ∈ [0, ξ(τ∗)) : G(t) = H(ξ−1(t)). (5.8)
By (5.8) and (5.3), if G(t) = G(t, {0})δ0 + g(t) and H(τ) = H(τ, {0})δ0 +
h˜(τ), then
G(t, {0}) = H(τ, {0}), (5.9)
h˜(τ) = h(τ) − h(τ, {0})δ0, (5.10)
g(t) = h˜(τ). (5.11)
Remark 5.2. Formula (5.8) defines the function G at time t ∈ (0, ξ(τ∗))
from the knowledge of the function H(τ) for τ > 0 such that τ = ξ−1(t).
Moreover,
∀t ∈ (0, ξ(τ∗)) : ξ−1(t) =
∫ t
0
G(s, {0})ds. (5.12)
We have now,
Proposition 5.3. The function G defined by (5.8) is such that
G ∈ C([0, ξ(τ∗)),M 1+([0,∞))), G(0) = G0 (5.13)
and satisfies (1.45), (1.46), (1.48) and (1.49) on the time interval [0, ξ(τ∗)).
Proof. We first prove that G(t) is a positive measure for all t ∈ [0, ξ(τ∗)).
By (5.6) and (5.9) we have G(t, {0}) > 0 for all t ∈ [0, ξ(τ∗)). Then, since
h(τ) is a positive measure for all τ ∈ [0,∞), we deduce from (5.11) and
(5.10) that g(t) is a positive measure for all t ∈ [0, ξ(τ∗)). Hence G(t) =
G(t, {0})δ0 + g(t) is also positive.
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All the properties of G(t) at t ∈ [0, ξ(τ∗)) fixed follow from the corre-
sponding property of H(τ) with t = ξ(τ). The only property where t is not
fixed are (1.44) and (1.45). Since∣∣∣∣∂G(t)∂t
∣∣∣∣ = ∣∣∣∣∂τ∂t ∂H(τ)∂τ
∣∣∣∣ ≤ |H(τ, {0})| ∣∣∣∣∂H(τ)∂τ
∣∣∣∣
By definition,
|H(τ, {0})| ≤ |h(τ, {0})| +
∫ τ
0
M1/2(h(σ))dσ.
Since h ∈ C([0,∞),M 1+) it follows using also (3.4), (3.5) and Ho¨lder inequal-
ity that H(τ, {0}) ∈ L∞loc([0,∞)).Then, by (3.1), G(t) is locally Lipschitz on
[0, ξ(τ∗)) and satisfies (1.45). Since H satisfies (3.2) the change of variables
ensures that G satisfies (1.46).
We prove now the following property of the function G defined in (5.8).
Proposition 5.4. Let G be the function defined in (5.8) for t ∈ (0, ξ(τ∗)).
Then the map t 7→ G(t, {0}) is right continuous and differentiable for almost
every t ∈ [0, ξ(τ∗)) and, for all t0 ∈ (0, ξ(τ∗))
G(t, {0}) ≥ G(t0, {0})e−
∫ t
t0
M1/2(g(s))ds ∀t ∈ (t0, ξ(τ∗)). (5.14)
In particular, if G(0, {0}) > 0, then G(t, {0}) > 0 for all t ∈ (0, ξ(τ∗)).
Proof. Using (1.46) and (1.43) with ϕε as in Remark 1.6, we have
d
dt
∫
[0,∞)
ϕε(x)G(t, x)dx +G(t, {0})M1/2(G(t)) = G(t, {0})Q˜3(ϕε, G(t)).
(5.15)
We use now that for all ε > 0:
G(t, {0}) ≤
∫
[0,∞)
ϕε(x)G(t, x)dx, (5.16)
and we deduce from (5.15), using J(t) = exp
(∫ t
0 M1/2(G(s))ds
)
,
d
dt
(
J(t)
∫
[0,∞)
ϕε(x)G(t, x)dx
)
≥ G(t, {0})J(t)Q˜3(ϕε, G(t)). (5.17)
By Lemma 8.1 the right hand side of (5.17) is nonnegative, and we deduce
J(t)
∫
[0,∞)
ϕε(x)G(t, x)dx ≥ J(t0)
∫
[0,∞)
ϕε(x)G(t0, x)dx
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for all t ∈ (t0, ξ(τ∗)) and all ε > 0. If we pass now to the limit as ε→ 0:
J(t)G(t, {0}) ≥ J(t0)G(t0, {0}), (5.18)
and this proves the estimate (5.14). It also follows from Lebesgue’s Theorem
that J(t)G(t, {0}) is differentiable for almost every t ∈ (0, ξ(τ∗)) (cf. [24],
Theorem 2). On the other hand, since J(t) is a.e differentiable and J(t) > 0
for all t ∈ [0, ξ(τ∗)), we deduce that G(t, {0}) is also differentiable for almost
every t ∈ [0, ξ(τ∗)).
We prove now the right continuity of G(t, {0}). It follows from (5.18),
J(t+ δ)G(t + δ, {0}) ≥ J(t)G(t, {0}), ∀δ > 0 ∀t > 0.
If we take inferior limits and use that J is continuous and strictly positive
we obtain,
lim inf
δ→0
G(t+ δ, {0}) ≥ G(t, {0}), ∀t > 0. (5.19)
Since L0(ϕε) ≥ 0 by convexity (cf. Lemma 8.1), we deduce
d
dt
∫
[0,∞)
ϕε(x)G(t, x)dx ≤ G(t, {0})
∫∫
(0,∞)2
Λ(ϕε)(x, y)√
xy
G(t, x)G(t, y)dxdy,
and the argument follows now as in the proof of the right continuity of H.
From the inequality (5.16), the bound (8.2) and the conservation of mass,
we deduce for all t ∈ [0, ξ(τ∗)) fixed and δ ∈ [0, ξ(τ∗)− t),
G(t+ δ, {0}) ≤
∫
[0,∞)
ϕε(x)G(t, x)dx +
2N2δ
ε
∫ t
0
G(s, {0})ds.
If we take superior limits as δ → 0, and then let ε → 0 we obtain, using
(4.2) with G instead of H:
lim sup
δ→0
G(t+ δ, {0}) ≤ G(t, {0}).
and this combined with (5.19) proves that G(t, {0}) is right continuous on
[0, ξ(τ∗)).
In the next Lemma we prove that the function G defined by (5.8) is
actually well defined for all t > 0.
Lemma 5.5.
lim
τ→τ−∗
ξ(τ) =∞. (5.20)
Proof. Since the function ξ(τ) is monotone nondecreasing and continuous
on [0, τ∗), its limit as τ → τ−∗ exists in R+. Let us call it ℓ and suppose
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ℓ ∈ R+. Now, from (5.14) and the fact that G satisfies : 0 ≤M1/2(G(s)) ≤√
NE, we deduce
lim sup
t→ℓ−
G(t, {0}) ≥ e−
√
NEℓG(0, {0}) > 0, (5.21)
and by (4.6)
H(τ∗, {0}) ≥ lim sup
τ→τ−∗
H(τ, {0}) = lim sup
t→ℓ−
G(t, {0}) > 0,
and this contradicts (5.5). This proves that ℓ =∞.
Proof of Theorem 1.3. By Lemma 5.5 the function G is defined for all
t > 0. As we have seen in the proof of Lemma 5.5, G(t) ∈ M+([0,∞))
for all t > 0. It then follows from Proposition 5.3 that G satisfies now all
the conditions (1.44)–(1.46) and (1.47)–(1.49). Property (1.50) follows from
the corresponding estimate (3.6) for h. Similarly, property (1.52) follows
from the property (3.7) of h. We prove now the point (iv). Suppose then
α ∈ (1, 3] and condition (1.53). For ϕ(x) = xα we have,
Q
(1)
3 (ϕ,G(t)) =
(
α− 1
α+ 1
)
Mα+ 1
2
(G(t)).
On the other hand, for 0 ≤ y ≤ x,
Λ(ϕ)(x, y) = xα
((
1 + z
)α
+
(
1− z)α − 2) , z = y
x
∈ [0, 1],
If α ∈ (1, 2], for all x ≥ y > 0,
Λ(ϕ)(x, y)√
xy
≤ (2α − 2)xα− 32 y 12 ≤ (2α − 2)(xy)α−12 .
We deduce
Q
(2)
3 (ϕ,G(t)) ≤ (2α − 2)
(
Mα−1
2
(G(t))
)2
.
and obtain
d
dt
Mα(G(t)) ≤ G(t, {0})
[
C1,1
(
Mα−1
2
(G(t))
)2
− C2Mα+ 1
2
(G(t))
]
,
where C1,1 = 2
α − 2 and C2 = (α − 1)/(α + 1). Using Ho¨lder’s inequality
d
dt
Mα(G(t)) ≤ G(t, {0})
[
C1,1N
3−αEα−1 − C2E(2α+1)/2N (1−2α)/2
]
. (5.22)
By (1.53), the right hand side of (5.22) is negative, and then Mα(G(t)) is
decreasing on (0,∞).
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For α ∈ [2, 3] we use the estimate (3.36) with C1,2 = α(α− 1) instead of
Cα. Then we proceed as in the previous case to obtain
d
dt
Mα(G(t)) ≤ G(t, {0})
[
C1,2N
3−αEα−1 − C2E(2α+1)/2N (1−2α)/2
]
. (5.23)
As before, (1.53) implies that the right hand side of (5.23) is negative, and
then Mα(G(t)) is decreasing.
Proof of Theorem 1.4. By construction
G(t) = H(τ) = h(τ) −
(∫ τ
0
M1/2(h(σ))dσ
)
δ0,
where τ and t are related by
t = ξ(τ) =
∫ τ
0
dσ
H(σ, {0}) ; τ = ξ
−1(t) =
∫ t
0
G(s, {0})ds. (5.24)
Therefore G(t, x) = h(τ, x) for x ∈ (0,∞), and∫ T
0
G(t, {0})
∫
(0,∞)
xαG(t, x)dxdt =
∫ ξ−1(T )
0
∫
(0,∞)
xαh(τ, x)dxdτ.
The result then follows from Proposition 4.7.
Remark 5.6. One could try to directly solve the system (1.34), (1.35),
written in (g, n) variables. First, to obtain a sequence of solutions (gk, nk)
of an approximated system where the factor x−1/2 is modified by truncation
and regularization, and then pass to the limit. However, the limit obtained
in that way, say (g, n) is not a solution of (1.34), (1.35). The reason is that
all the solutions gk of the approximated system will be functions with a
bounded moment of order −1/2. Then, the right hand side of the equation
(1.37) is equal to M1/2(gk) and by passage to the limit the equation for n
will be n′(t) = −n(t)M1/2(g(t)), and the total mass will not be conserved.
6 Proofs of Theorems 1.7, 1.8 and 1.9.
We first prove Theorem 1.7.
Proof of Theorem 1.7 . We already know by Proposition 5.4 and Lemma
5.5 that n is right continuous and a.e. differentiable on [0,∞). Then, by
construction
G(t) = H(τ) = h(τ) −
(∫ τ
0
M1/2(h(σ))dσ
)
δ0,
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where τ ∈ [0, τ∗) and t ∈ [0,∞) are related by (5.24). Hence
n(t) = m(τ)−
∫ τ
0
M1/2(h(σ))dσ = m(τ)−
∫ t
0
n(s)M1/2(g(s))ds. (6.1)
Since n(0) = m(0), it then follows from Proposition 4.15 that for all t > 0:
n(t)− n(0) +
∫ t
0
n(s)M1/2(g(s))ds = λ((0, τ ]), (6.2)
and using (5.24)
λ((0, τ ]) = lim
ε→0
∫ t
0
n(s)Q
(2)
3 (ϕε, g(s))ds. (6.3)
If we denote µ = ξ#λ (c.f. [1], Ch. 5), i.e., the push-forward of λ through
the function ξ : [0, τ∗) → [0,∞) in (5.24), then from the definition of µ we
obtain
µ((0, t]) = λ((0, τ ]) ∀t > 0. (6.4)
Then (1.58) and (1.57) follows from (6.2), (6.3) and (6.4). Moreover, (1.59)
follows from (4.44) in Proposition 4.15.
The following properties of n(t) follows by the same arguments used in
the proofs of properties (4.45) and (4.46) of Proposition 4.15
Proposition 6.1. Let G, g, and n(t) be as in Theorem 1.7. Then, for all
ϕε as in Remark 1.6, the following limit exists in D
′(0,∞):
lim
ε→0
nQ
(2)
3 (ϕε, g) = T (G), (6.5)
and n′ + nM1/2(g) = T (G) in D ′(0,∞). (6.6)
Proof. Consider, for all ϕε as in Remark 1.6, the absolutely continuous
functions
ηε(t) =
∫
[0,∞)
ϕε(x)G(t, x)dx. (6.7)
Then equation (1.46) becomes η′ε = nQ3(ϕε, g). Using integration by parts,
−
∫ ∞
0
φ′(t)ηε(t)dt =
∫ ∞
0
φ(t)n(t)Q3(ϕε, g(t))dt ∀φ ∈ C∞c (0,∞).
Taking the limit ε→ 0 we deduce, using Lemma 8.8, that
−
∫ ∞
0
φ′(t)n(t)dt = lim
ε→0
∫ ∞
0
φ(t)n(t)Q
(2)
3 (ϕε, g(t))dt
−
∫ ∞
0
φ(t)n(t)M1/2(g(t))dt,
and then (6.5), (6.6) follows.
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Remark 6.2. If we take distributional derivatives in both sides of (1.58)
we obtain:
n′ + nM1/2(g) = µ in D ′(0,∞),
and by (6.6), µ = T (G).
Proof of Theorem 1.8. The statement of the Theorem follows from (4.44)
in Proposition 4.15 and (6.4).
Proof of Theorem 1.9. Proof of part (i). By Theorem 1.7, n is given by
(1.58) and (1.57). On the other hand, since G satisfies (1.46), and for all
ϕ ∈ C1b ([0,∞)) such that ϕ(0) = 0:∫
[0,∞)
ϕ(x)G(t, x)dx =
∫
[0,∞)
ϕ(x)g(t, x)dx, (6.8)
then g satisfies (1.60). In order to prove part (ii) we first show the existence
of the limit in (1.57). To this end we write ϕε = (1 − ψε), where ψε is
as in Remark 1.6. Then ϕε(0) = 0, and by (1.60) and (1.43), using that
Q3(1− ψε, g) = Q3(1, g) −Q3(ψε, g), and Q3(1, g) = 0, we deduce∫ t
0
n(s)Q˜3(ψε, g(s))ds =
∫
(0,∞)
ϕε(x) (g(0, x) − g(t, x)) dx
+
∫ t
0
n(s)M1/2(g(s))ds. (6.9)
The existence of the limit in (1.57) follows and, if we pass to the limit,
lim
ε→0
∫ t
0
n(s)Q
(2)
3 (ψε, g(s))ds =
∫
(0,∞)
(g(0, x) − g(t, x))dx
+
∫ t
0
n(s)M1/2(g(s))ds. (6.10)
We now check that, if n satisfies the equation (1.61) then G satisfies equation
(1.46) for a.e. t > 0 and for every ϕ ∈ C1b ([0,∞)). If ϕ(0) = 0 this follows
from (1.60) and (6.8).
For ϕ(0) 6= 0 we may assume without loss of generality that ϕ(0) = 1, and
write ϕ = (ϕ−ψε)+ψε, where ψε is as in Remark 1.6. Since (ϕ−ψε)(0) = 0,
using (1.60) and (1.45)∫
[0,∞)
(ϕ− ψε)(x)g(t, x)dx =
∫
[0,∞)
(ϕ− ψε)(x)g(0, x)dx
+
∫ t
0
n(s)Q˜3((ϕ− ψε), g(s))ds. (6.11)
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In order to pas to the limit as ε→ 0, we first use Q˜3((ϕ−ψε), g) = Q˜3(ϕ, g)−
Q˜3(ψε, g). Then, since for all t ≥ 0
lim
ε→0
∫
[0,∞)
ψε(x)g(t, x)dx = 0, (6.12)
and n satisfies (1.61), we deduce from (6.11) and Lemma 8.8:∫
[0,∞)
ϕ(x)g(t, x)dx =
∫
[0,∞)
ϕ(x)g(0, x)dx +
∫ t
0
n(s)Q˜3(ϕ, g(s))ds
+ n(0)− n(t)−
∫ t
0
n(s)M1/2(g(s))ds.
Since Q˜3(ϕ,G) −M1/2(g) = Q3(ϕ,G), it follows that G satisfies∫
[0,∞)
ϕ(x)G(t, x)dx =
∫
[0,∞)
ϕ(x)G(0, x)dx +
∫ t
0
n(s)Q3(ϕ, g(s))ds,
thus (1.46) holds for a.e. t > 0.
In order to check that G satisfies (1.44) we first use (1.46) with ϕ = 1 ∈
C1b ([0,∞)). For that choice of ϕ we have Λ(ϕ) = L0(ϕ) ≡ 0 and then:∫
[0,∞)
G(t, x)dx =
∫
[0,∞)
G0(x)dx.
Because: ∫
[0,∞)
xG(t, x)dx =
∫
[0,∞)
x g(t, x)dx,
G satisfies (1.44) since by hypothesis so does g.
Remark 6.3. If G is a weak radial solution of (1.1), (1.2), we know by
Theorem 1.9 that g satisfies (1.60). It is straightforward to check that it
also satisfies,
d
dt
∫
(0,∞)
ϕ(x)g(t, x)dx = n(t)Q˜3(ϕ, g(t)) − ϕ(0) d
dt
µ((0, t]),
where µ is as in Theorem 1.7, and Q˜3 is defined in (1.40)–(1.42).
Proof of Corollary 1.10. If we prove that n satisfies (1.61), the conclu-
sion of the Corollary will follow from part (ii) of Theorem 1.9. By the hy-
pothesis and part (ii) of Theorem 1.9, the limit in (1.57) exists, and (6.10)
holds, that we write:
lim
ε→0
∫ t
0
n(s)Q
(2)
3 (ψε, g(s))ds −
∫ t
0
n(s)M1/2(g(s))ds =
=
∫
[0,∞)
(G(0, x) −G(t, x))dx + n(t)− n(0).
Using the conservation of mass (1.62) it follows that n satisfies equation
(1.61).
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Proposition 6.4. Let G ∈ M+([0,∞)). If G has no atoms on (0,∞) and∫
(0,∞)
G(x)√
x
dx <∞, then, for all ϕε as in Remarrk 1.6,
T (G) = lim
ε→0
Q
(2)
3 (ϕε, G) = 0.
Proof. By definition
T (G) = lim
ε→0
∫∫
(0,∞)2
Λ(ϕε)(x, y)√
xy
G(x)G(y)dxdy,
Since Λ(ϕε) ≤ 1 for all ε > 0 and
lim
ε→0
Λ(ϕε)(x, y) = 1{x=y>0}(x, y) ∀(x, y) ∈ (0,∞)2,
and
∫
(0,∞)
G(x)√
x
dx <∞, then by dominated convergence
T (G) =
∫∫
{x=y>0}
G(x)G(y)√
xy
dxdy.
Since G has no atoms on (0,∞), i.e., G({x}) = 0 for all x > 0, by Fubini’s
theorem ∫∫
{x=y>0}
G(x)G(y)√
xy
dxdy =
∫
(0,∞)
G(x)
x
G({x})dx = 0.
Remark 6.5. From Proposition 6.4, if M−1/2(g) <∞ and g has no atoms,
then µ((0, t]) = 0 for all t > 0. If g ∈ L1(0,∞) and x = 0 is a Lebesgue
point of g then T (g) = 0 (cf. [23]) and again µ((0, t]) = 0 for all t > 0.
If g(x) = x−1/2, then T (g) = π2/6, (cf. [20]), and a similar result holds if
limx→0
√
xg(x) = C > 0 (cf. [27]). In that case, µ((0, t]) = π2/6
∫ t
0 n(s)ds.
7 Proof of Theorem 1.11
Proof. By (5.22) and (5.23), we deduce that for all t > t0 > 0:∫ t
t0
G(s, {0})ds ≤ (Mα(G(t0))−Mα(G(t)))C(N,E,α)
C(N,E,α) =
[(
α− 1
α+ 1
)
E(2α+1)/2N (1−2α)/2 − C1N3−αEα−1
]−1
, (7.1)
where C1 = 2
α − 2 for α ∈ (1, 2] and C1 = α(α − 1) for α ∈ [2, 3]. Since
by part (i), 0 ≤ Mα(G(t0)) −Mα(G(t)) ≤ Mα(G(t0)) for every t > t0, we
immediately deduce (1.63).
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We prove now (1.64). Since, as we have seen in (5.18), the function
n(t)J(t) is monotone nondecreasing, from where, for all t > 0 and s ∈ (0, t):
n(t) ≥ e−
∫ t
s M1/2(g(r))drn(s).
As we have M1/2(g(r)) ≤
√
NE for all r ≥ 0,
n(t) ≥ e−
√
NE(t−s)n(s). (7.2)
By (1.63) we already have a sequence of times θk such that θk → ∞ and
n(θk) → 0 as k → ∞. Suppose that there exists, for some ρ > 0, an
increasing sequence of times (sk)k∈N such that sk →∞ as k →∞ and :
∀k, n(sk) ≥ ρ and sk+1 − sk > log 2√
NE
.
Then, if we denote tk = sk +
log 2√
NE
, we deduce from (7.2) that for all t ∈
(sk, tk):
n(t) ≥ e−
√
NE(t−sk)n(sk) ≥ e−
√
NE(tk−sk)ρ =
ρ
2
.
This would imply ∫ ∞
0
n(t)dt ≥
∞∑
k=0
∫ tk
sk
n(t)dt =∞,
and this contradiction proves (1.64).
8 Appendix
We have gathered in this Section several results that are important and
useful, but not directly related to the main results. For the sake of clarity,
we present them in two different Sub Sections. In the first one, we find
results that are used all along the manuscript, perhaps several times. In the
second, we present results that are needed in Section 2.
8.1 A1
Lemma 8.1 (Convex-positivity). Let ϕ ∈ C([0,∞)). If ϕ is convex then
Λ(ϕ)(x, y) ≥ 0 for all (x, y) ∈ [0,∞)2 and L0(ϕ)(x) ≥ 0 for all x ∈ [0,∞).
If ϕ is nonnegative and nonincreasing, then L(ϕ)(x) ≤ 0 for all x ∈ [0,∞).
Proof. Since Λ(ϕ)(x, y) is symmetric we may reduce the proof to the case
0 ≤ y ≤ x. Putting x = x+y2 + x−y2 , then by the very definition of convexity
ϕ(x) ≤ ϕ(x+ y)
2
+
ϕ(x− y)
2
,
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therefore Λ(ϕ)(x, y) ≥ 0.
The positivity of L0(ϕ) is equivalent to prove
1
x
∫ x
0
ϕ(y)dy ≤ ϕ(0) + ϕ(x)
2
∀x ∈ [0,∞). (8.1)
Since for any 0 ≤ y ≤ x we may trivially write y = (1− yx) 0+ yx x, then by
convexity ϕ(y) ≤ (1− yx)ϕ(0) + yxϕ(x), which implies (8.1).
If ϕ is nonnegative and nonincreasing, then L(ϕ)(x) ≤ −xϕ(x) ≤ 0 for all
x ∈ [0,∞).
Remark 8.2. By linearity and Lemma 8.1, it follows that for all ϕ ∈
C([0,∞)) concave, Λ(ϕ)(x, y) ≤ 0 for all (x, y) ∈ [0,∞)2 and L0(ϕ)(x) ≤ 0
for all x ∈ [0,∞).
Lemma 8.3. Consider the operators Λ(·), L0(·) and L(·) given in (1.30),
(1.31) and (1.42) respectively. Then
(i) If ϕ ∈ Lip([0,∞)) with Lipschitz constant L, then
|Λ(ϕ)(x, y)|√
xy
≤ 2L ∀(x, y) ∈ [0,∞)2. (8.2)
(ii) If ϕ ∈ C1([0,∞)), then the map (x, y) 7→ Λ(ϕ)(x,y)√xy belongs to C([0,∞)2)
and
Λ(ϕ)(x, y)√
xy
= 0 ∀(x, y) ∈ ∂[0,∞)2. (8.3)
(iii) If ϕ ∈ C([0,∞)) then the maps x 7→ L0(ϕ)(x)√
x
and x 7→ L(ϕ)(x)√
x
belong
to C([0,∞)) and L0(ϕ)(x)√
x
= L(ϕ)(x)√
x
= 0 at x = 0. If in addition ϕ is
bounded, then
|L0(ϕ)(x)|√
x
≤ 4‖ϕ‖∞
√
x ∀x ∈ [0,∞), (8.4)
|L(ϕ)(x)|√
x
≤ 3‖ϕ‖∞
√
x ∀x ∈ [0,∞). (8.5)
Proof. (i) By the symmetry of Λ(ϕ) we can assume that 0 ≤ y ≤ x, and
directly from the Lipschitz continuity
|Λ(ϕ)(x, y)| ≤ |ϕ(x + y)− ϕ(x)| + |ϕ(x − y)− ϕ(x)| ≤ 2Ly,
which implies (8.2).
(ii) The only possible problem for the continuity is on the boundary of
[0,∞)2. Again by the symmetry of Λ(ϕ) we can assume 0 ≤ y ≤ x. Then
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by the mean value theorem Λ(ϕ)(x, y) = y (ϕ′(ξ1) − ϕ′(ξ2)) for some ξ1 ∈
(x, x+ y) and ξ2 ∈ (x− y, x). Hence
Λ(ϕ)(x, y)√
xy
≤ ϕ′(ξ1)− ϕ′(ξ2),
and the continuity of Λ(ϕ)(x,y)√xy on [0,∞)2 and (8.3) follow from the continuity
of ϕ′.
(iii) The continuity of L0(ϕ)(x)√
x
and L(ϕ)(x)√
x
are clear for x > 0. Using that
1
x
∫ x
0 ϕ(y)dy → ϕ(0) as x → 0 by Lebesgue differentiation Theorem, it fol-
lows the continuity at x = 0 and that L0(ϕ)(x)√
x
= L(ϕ)(x)√
x
= 0 for x = 0. The
bounds (8.4) and (8.5) are straightforward for ϕ ∈ Cb([0,∞)).
Lemma 8.4. Consider the operators Λ(·) and L0(·) given in (1.30) and
(1.31), and a sequence (φn)n∈N ⊂ Cc([0,∞)) as in Cutoff 3.5.
(i) If ϕ ∈ C1([0,∞)) then Λ(ϕ)(x, y)φn(x)φn(y) −−−→
n→∞
Λ(ϕ)(x,y)√
xy uniformly
on the compact sets of [0,∞)2.
(ii) If ϕ ∈ C([0,∞)) then L(ϕ)(x)φn(x) −−−→
n→∞
L(ϕ)(x)√
x
uniformly on the
compact sets of [0,∞).
Proof. (i) The pointwise convergence on [0,∞)2 is trivial since φn(x) →
x−1/2 as n→∞. Then, let ε > 0 and R > 0. For n ≥ R there holds φn(x) =
x−1/2 for all x ∈ [1/n,R], so we only need to show the uniform convergence
on the regions (x, y) ∈ [0, R] × [0, 1/n] and (x, y) ∈ [0, 1/n] × [0, R]. By the
symmetry of Λ(ϕ), we may study only one region.
Using that Λ(ϕ)(x,y)√xy is continuous (hence uniformly continuous on com-
pacts) and vanishes when (x, y) ∈ ∂[0,∞)2 (c.f. Lemma 8.3), there holds
for all (x, y) ∈ [0, R] × [0, 1/n] that, for n large enough,∣∣∣∣Λ(ϕ)(x, y)√xy − Λ(ϕ)(x, y)φn(x)φn(y)
∣∣∣∣ ≤ |Λ(ϕ)(x, y)|√xy ≤ ε
(ii) Let ε > 0 and R > 0. Since for n ≥ R there holds φn(x) = x−1/2
for all x ∈ [1/n,R], we only need to prove the uniform convergence on the
region [0, 1/n]. Using that L(ϕ)(x)√
x
is continuous (hence uniformly continuous
on compacts) and vanishes when x→ 0 (cf. Lemma 8.3), we have∣∣∣∣L(ϕ)(x)√x − L(ϕ)(x)φn(x)
∣∣∣∣ ≤ |L(ϕ)(x)|√x ≤ ε ∀x ∈ [0, 1/n]
for n large enough.
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The following Lemma is about the approximation of a measure by func-
tions, keeping the mass and the energy constants. It is taken from [18] with
minor modifications.
Lemma 8.5. Let h0 ∈ M α+([0,∞)) for some α ≥ 1. Then there exists a
sequence of functions (fn)n∈N ⊂ C([0,∞))∩L1
(
R+, (1+x
α)dx
)
with fn > 0
such that
∀ϕ ∈ C([0,∞)) : sup
x≥0
|ϕ(x)|
1 + xα
<∞, (8.6)
lim
n→∞
∫ ∞
0
ϕ(x)fn(x)dx =
∫
[0,∞)
ϕ(x)h0(x)dx. (8.7)
Moreover, if M1(h0) > 0, then for all n ∈ N:
M0(fn) =M0(h0) and M1(fn) =M1(h0). (8.8)
Proof. For a > 0 and b > 0, let
Ja,b(x) = ae
−bx2 , (x ≥ 0)
and let, for n ∈ N,
fn(x) = e
n
∫ x
1−e−n
0
Ja,b
(
en
(
x− y(1− e−n)))h(y)dy, (x ≥ 0).
Since Ja,b is bounded and M0(h0) <∞, then fn is well defined. The conti-
nuity and the strict positivity of Ja,b, together with M0(h) > 0, implies that
fn is continuous and fn > 0. Now for any ϕ ∈ C([0,∞)) satisfying (8.6),
using Fubini and the change of variables z = en
(
x− y(1− e−n)):∫ ∞
0
ϕ(x)fn(x)dx =
∫
[0,∞)
In(ϕ)(y)h0(y)dy, (8.9)
In(ϕ)(y) =
∫ ∞
0
ϕ
(
ze−n + y(1− e−n))Ja,b(z)dz. (8.10)
Since by (8.6):∣∣ϕ(ze−n + y(1− e−n))∣∣ ≤ C(1 + (ze−n + y(1− e−n))α)
≤ C2α(1 + yα + zα)
≤ C2α(1 + yα)(1 + zα),
and h0 ∈ M α+([0,∞)), we deduce from (8.9)-(8.10) that fn ∈ L1
(
R+, (1 +
xα)
)
. We also deduce using dominated convergence that
lim
n→∞ In(ϕ)(y) = ϕ(y), ∀y ≥ 0,
lim
n→∞
∫
[0,∞)
In(ϕ)(y)h0(y)dy =
(∫ ∞
0
Ja,b(z)dz
)∫
[0,∞)
ϕ(y)h0(y)dy. (8.11)
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We now fix a > 0 so that
∫∞
0 Ja,b(z)dz = 1. Namely, a = 2
√
b/π. Then
(8.7) follows from (8.9) and (8.11).
If we chose ϕ = 1 in (8.9)-(8.10), the first part of (8.8) follows. If we
chose now ϕ(y) = y then
M1(fn) =M1(h) + e
−n
(
M0(h0)√
bπ
−M1(h0)
)
.
We now fix b = π−1(M0(h0)/M1(h0))2 to obtain the second part of (8.8).
Corollary 8.6. Let h0 ∈ M α+([0,∞)) for some α ≥ 1. Then, there exists a
sequence of nonnegative functions (h0,n)n∈N ⊂ Cc([0,∞)) such that
lim sup
n→∞
Mα(h0,n) ≤Mα(h0), (8.12)
and for all ϕ ∈ Cb([0,∞))
lim
n→∞
∫ ∞
0
ϕ(x)h0,n(x)dx =
∫
[0,∞)
ϕ(x)h0(x)dx. (8.13)
Proof. We consider the sequence (fn) given by Lemma 8.5 and a smooth
cutoff ζn ∈ C([0,∞)) such that 0 ≤ ζn ≤ 1, ζn(x) = 1 for x ∈ [0, n] and
ζn(x) = 0 for x ≥ n+ 1. Then we define for all n ∈ N:
h0,n(x) = fn(x)ζn(x) (8.14)
It then follows that h0,n is continuous, nonnegative and with compact sup-
port. The property (8.12) follows directly from (8.7) in Lemma 8.5 since
h0,n ≤ fn. Now let ϕ ∈ Cb([0,∞)). Since fn satisfies (8.7), in order to prove
(8.13) it is sufficient to prove
lim
n→∞
∣∣∣∣ ∫ ∞
0
ϕ(x)h0,n(x)dx−
∫ ∞
0
ϕ(x)fn(x)(x)dx
∣∣∣∣ = 0, (8.15)
and (8.15) follows from
lim
n→∞
∫ ∞
n
ϕ(x)fn(x)dx ≤ lim
n→∞
‖ϕ‖∞M1(fn)
n
= 0.
Definition 8.7. Let h, φn and ϕ be real-valued functions with domain R+.
Then, let
Q˜3,n(ϕ, h) = Q
(2)
3,n(ϕ, h) − Q˜(1)3,n(ϕ, h), (8.16)
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where
Q
(2)
3,n(ϕ, h) =
∫ ∞
0
∫ ∞
0
Λ(ϕ)(x, y)φn(x)φn(y)h(x)h(y)dxdy, (8.17)
Q˜
(1)
3,n(ϕ, h) =
∫ ∞
0
L(ϕ)(x)φn(x)h(x)dx, (8.18)
and let, for x ∈ R+:
J3,n(h)(x) = Kn(h)(x) + Ln(h)(x) − h(x)An(h)(x), (8.19)
where
Kn(h)(x) =
∫ x
0
h(x− y)h(y)φn(x− y)φn(y)dy
+ 2
∫ ∞
x
h(y)h(y − x)φn(y)φn(y − x)dy, (8.20)
Ln(h)(x) = 2
∫ ∞
x
h(y)φn(y)dy, (8.21)
An(h)(x) = φn(x)
(
x+ 4
∫ x
0
h(y)φn(y)dy
)
. (8.22)
Lemma 8.8. Let G ∈ M+([0,∞)), ϕε as in Remark 1.6, and φn as in
Cutoff 3.5. Then
G({0}) = lim
ε→0
∫
[0,∞)
ϕε(x)G(x)dx, (8.23)
lim
ε→0
Q˜
(1)
3,n(ϕε, G) = 0 ∀n ∈ N. (8.24)
If in addition G has no singular part in (0,∞), then
lim
ε→0
Q
(2)
3,n(ϕε, G) = 0 ∀n ∈ N. (8.25)
Furthermore, if G ∈ M 1/2+ ([0,∞)), then
lim
ε→0
Q
(1)
3 (ϕε, G) =M1/2(G), (8.26)
lim
ε→0
Q˜
(1)
3 (ϕε, G) = 0, (8.27)
where Q
(1)
3 and Q˜
(1)
3 are defined in (1.29) and (1.41) respectively.
Proof. The proof only uses dominated convergence. Since ϕε ≤ 1 for all
ε > 0, and M0(G) < ∞, and ϕε → 1{0} as ε → 0, then (8.23) holds. Then,
since for all x ∈ [0,∞) it follows from dominated convergence that
lim
ε→0
L0(ϕε)(x) = x and lim
ε→0
L(ϕε)(x) = 0, (8.28)
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and φn is compactly supported, then (8.24) follows. Also, since for all
(x, y) ∈ [0,∞)2, Λ(ϕε)(x, y) ≤ 1 for all ε > 0, and
lim
ε→0
Λ(ϕε)(x, y) = 1{x=y>0}(x, y),
then
lim
ε→0
Q
(2)
3,n(ϕε, G) =
∫∫
{x=y>0}
φn(x)φn(y)G(x)G(y)dxdy,
Using that G has no singular part on (0,∞), (8.25) follows.
Lastly, since
Q˜
(1)
3 (ϕε, G) ≤ Q(1)3 (ϕε, G) =
∫
(0,∞)
L0(ϕε)(x)√
x
G(x)dx, (8.29)
and by (8.4) ∫
(0,∞)
|L0(ϕε)(x)|√
x
G(x)dx ≤ 4M1/2(G) ∀ε > 0.
then (8.26) and (8.27) follows from (8.28) and dominated convergence.
Lemma 8.9. Consider n ∈ N, φn ∈ Cc([0,∞)) nonnegative and ρ ∈
L1loc(R+) nonnegative. Then for every nonnegative functions h, h1 and h2
in L∞(R+), the functions Kn(h), Ln(h), An(h) and hAn(h) are also non-
negative, belong to L∞(R+) ∩ L1ρ(R+), and there exists a positive constant
C(n, ρ) such that:
‖Kn(h1)−Kn(h2)‖L∞∩L1ρ ≤ C(n, ρ)‖h1‖∞‖h1 − h2‖∞ (8.30)
‖Ln(h)‖L∞∩L1ρ ≤ C(n, ρ)‖h‖∞ (8.31)
‖An(h)‖L∞∩L1ρ ≤ C(n, ρ)
(
1 + ‖h‖∞
)
(8.32)
‖An(h1)−An(h2)‖L∞∩L1ρ ≤ C(n, ρ)‖h1 − h2‖∞. (8.33)
Moreover J3,n(h) ∈ L∞(R+) ∩ L1ρ(R+). (8.34)
Proof. The positivity of the operators is clear from their definitions. Notice
that since φn is bounded and compactly supported on R+ and ρ ∈ L1loc(R+),
there exist two positive constants C(n) and C(n, ρ) such that
sup
x≥0
∫ ∞
0
φn(|x− y|)φn(y)dy ≤ C(n),∫ ∞
0
∫ ∞
0
ρ(x)φn(|x− y|)φn(y)dydx ≤ C(n, ρ).
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1. Estimates for Kn. For all x ≥ 0:
Kn(h)(x) ≤ 3‖h‖2∞
∫ ∞
0
φn(|x− y|)φn(y)dy ≤ 3‖h‖2∞C(n),
and
‖Kn(h)‖L1ρ ≤ 3‖h‖2∞
∫ ∞
0
∫ ∞
0
ρ(x)φn(|x− y|)φn(y)dydx ≤ 3‖h‖2∞C(n, ρ).
Then for all x ≥ 0:∣∣Kn(h1)(x)−Kn(h2)(x)∣∣ (8.35)
≤ 3
∫ ∞
0
φn(|x− y|)φn(y)
∣∣h1(|x− y|)h1(y)− h2(|x− y|)h2(y)∣∣dy.
Without loss of generality we assume that ‖h1‖∞ ≥ ‖h2‖∞. Using∣∣h1(|x− y|)h1(y)− h2(|x− y|)h2(y)∣∣ ≤ 2‖h1‖∞‖h1 − h2‖∞
in (8.35) then (8.30) follows.
2. Estimates for Ln. Since φn is bounded and compactly supported and
ρ ∈ L1loc(R+), there exist two positive constants C(n) and C(n, ρ) such that∫ ∞
0
φn(x)dx ≤ C(n) and
∫ ∞
0
ρ(x)
∫ ∞
x
φn(y)dydx ≤ C(n, ρ)
and (8.31) follows.
3. Estimates for An. The estimate (8.32) follows from
‖An(h)‖∞ ≤ ‖xφn(x)‖∞ + 4‖φn‖2∞‖h‖∞| supp(φn)| ≤ C(n)(1 + ‖h‖∞),
and
‖An(h)‖L1ρ ≤
∫ ∞
0
ρ(x)xφn(x)dx+ 4 ‖h‖∞
∫ ∞
0
ρ(x)φn(x)
∫ x
0
φn(y)dydx
≤ C(n, ρ)(1 + ‖h‖∞).
For all x ≥ 0,
|An(h1)(x) −An(h2)(x)| ≤ 4‖h1 − h2‖∞φn(x)
∫ x
0
φn(y)dy
≤ C(n)‖h1 − h2‖∞.
We also have,
‖An(h1)−An(h2)‖L1ρ ≤ 4‖h1 − h2‖∞
∫ ∞
0
ρ(x)φn(x)
∫ x
0
φn(y)dydx
≤ C(n, ρ) ‖h1 − h2‖∞,
and then, (8.33) follows.
4. Since h ∈ L∞(R+) and An(h) ∈ L∞(R+) ∩ L1ρ(R+), then hAn(h) ∈
L∞(R+) ∩ L1ρ(R+).
5. It also follows from points 1 to 4 that J3,n(h) has the desired regularity.
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8.2 A2
Lemma 8.10. Let ϕ ∈ C1.1([0,∞)). Then, for all (x1, x2, x3) ∈ [0,∞)3
such that x1 + x2 ≥ x3:
∆ϕ(x1, x2, x3) = (x1 − x3)(x2 − x3)×
×
∫ 1
0
∫ 1
0
ϕ′′
(
x3 + t(x1 − x3) + s(x2 − x3)
)
dsdt.
Moreover, if ϕ ∈ C1.1b ([0,∞)), then for all (x1, x2, x3) ∈ [0,∞)3
|∆ϕ(x1, x2, x3)| ≤ min {A,B,C,D} . (8.36)
where A = 4‖ϕ‖∞, B = 2‖ϕ′‖∞|x1 − x3|, C = 2‖ϕ′‖∞|x2 − x3|,
D = ‖ϕ′′‖∞|x1 − x3||x2 − x3|.
Proof. Let (x1, x2, x3) ∈ [0,∞)3 be such that x1 + x2 ≥ x3. By the funda-
mental Theorem of calculus
∆ϕ(x1, x2, x3) =
[
ϕ(x4)− ϕ(x2)
]− [ϕ(x1)− ϕ(x3)]
=
∫ 1
0
d
dt
ϕ
(
x2 + t(x1 − x3)
)
dt−
∫ 1
0
d
dt
ϕ
(
x3 + t(x1 − x3)
)
dt
= (x1 − x3)
∫ 1
0
[
ϕ′
(
x2 + t(x1 − x3)
)− ϕ′(x3 + t(x1 − x3))]dt
= (x1 − x3)
∫ 1
0
∫ 1
0
d
ds
ϕ′
(
x3 + t(x1 − x3) + s(x2 − x3)
)
dsdt
= (x1 − x3)(x2 − x3)
∫ 1
0
∫ 1
0
ϕ′′
(
x3 + t(x1 − x3) + s(x2 − x3)
)
dsdt.
Assume now that ϕ ∈ C1.1b ([0,∞)). Using the first, the third, and the fifth
line above, estimate (8.36) follows.
We now consider the function w given in (1.24) and define
W (x1, x2, x3) =

w(x1,x2,x3)√
x1x2x3
if (x1, x2, x3) ∈ (0,∞)3
1√
x1x2
if x3 = 0, (x1, x2) ∈ (0,∞)2
1√
xix3
if xj = 0, xi > x3 > 0; {i, j} = {1, 2}
0 otherwise.
(8.37)
We then have:
Lemma 8.11. Consider the function Φϕ = W∆ϕ, where ∆ϕ and W are
defined in (1.23) and (8.37) respectively.
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(i) If ϕ ∈ C1.1([0,∞)) then Φϕ ∈ C([0,∞)3).
(ii) If ϕ ∈ C1.1b ([0,∞)) then Φϕ ∈ C0([0,∞)3). In particular Φϕ is uni-
formly continuous on [0,∞)3.
Proof. Proof of (i). By definition Φϕ ∈ C((0,∞)3). Therefore it only
remains to study the behaviour of Φϕ in a neighborhood of the boundary
∂[0,∞)3 of [0,∞)3. First we show that Φϕ is continuous on ∂[0,∞)3.
Thanks to the symmetry of Φϕ in the x1, x2 variables, we just need to prove:
(i)for all (x1, x2) ∈ (0,∞)2,
Φϕ(x1, x2, 0) =
∆ϕ(x1, x2, 0)√
x1x2
−→ 0 (8.38)
whenever x1 → 0 or x2 → 0 or (x1, x2)→ (0, 0), and
(ii) for all x1 > x3 > 0,
Φϕ(x1, 0, x3) =
∆ϕ(x1, 0, x3)√
x1x3
−→ 0 (8.39)
whenever x1 → x3 or x3 → 0 or (x1, x3)→ (0, 0).
By (8.36) |∆ϕ(x1, x2, 0)| ≤ ‖ϕ′′‖∞x1x2 for all (x1, x2) ∈ (0,∞)2, which
implies (8.38). Also |∆ϕ(x1, 0, x3)| ≤ ‖ϕ′′‖∞x3(x1−x3) for all x1 > x3 > 0.
Hence
|∆ϕ(x1, 0, x3)|√
x1x3
≤ ‖ϕ′′‖∞
√
x3
x1
(x1 − x3) ≤ ‖ϕ′′‖∞(x1 − x3),
which implies (8.39).
Then we prove that for any x ∈ ∂[0,∞)3 and for any (xn)n∈N ⊂ (0,∞)3
such that xn → x, then Φϕ(xn)→ Φϕ(x) as n→∞. Let us denote
Ω = {(x1, x2, x3) ∈ (0,∞)3 : x1 + x2 ≤ x3}.
Since x4 is defined as x4 = (x1+x2−x3)+, then for all (x1, x2, x3) ∈ (0,∞)3,
(x1, x2, x3) ∈ Ω if and only if x4 = 0.
It might happen that the sequence (xn)n∈N “jumps” from Ω to Ωc. If in
every neighbourhood of x the sequence has points in both regions, then we
may consider two subsequences, each one contained in one region only. For
the sequel, the main estimate is the following: if we denote xn = (x
n
1 , x
n
2 , x
n
3 )
and w(xn) = min
{√
xn1 ,
√
xn2 ,
√
xn3 ,
√
xn4
}
, then by (8.36)
|Φϕ(xn)| ≤ ‖ϕ′′‖∞ w(xn)√
xn1x
n
2x
n
3
∣∣xn1 − xn3 ∣∣∣∣xn2 − xn3 ∣∣. (8.40)
We study case by case depending on where x lies.
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Case x = (0, 0, 0). If (xn) ⊂ Ω then xn4 = 0, w(xn) =
√
xn4 = 0 and thus
Φϕ(xn) = 0 = Φϕ(x).
If {xn} ⊂ Ωc then xn4 > 0 and we study case by case depending on the rela-
tive order of xn1 , x
n
2 , and x
n
3 . Since Φϕ is symmetric in the x1, x2 variables,
we may assume without loss of generality that xn1 ≤ xn2 . Note by (8.40) that
we also may assume xn3 6= xn1 , xn3 6= xn2 ; otherwise the result follows directly.
If xn1 ≤ xn2 < xn3 , then w(xn) =
√
xn4 and by (8.40)
|Φϕ(xn)| ≤ ‖ϕ′′‖∞
√
xn4√
xn1x
n
2x
n
3
(
xn3 − xn1
)(
xn3 − xn2
)
≤ ‖ϕ′′‖∞
(√
xn4
(
xn3
)3/2√
xn1x
n
2
+
√
xn4x
n
1x
n
2√
xn3
)
≤ ‖ϕ′′‖∞
((
xn3
)3/2√
xn2
+
√
xn1x
n
2
)
.
Since xn → x = 0, then
√
xn1x
n
2 → 0. Moreover, since xn ∈ Ωc and xn1 ≤ xn2 ,
then xn3 < 2x
n
2 , and so(
xn3
)3/2√
xn2
≤ 23/2xn2 −→ 0 as n→∞.
If xn1 < x
n
3 < x
n
2 , then w(xn) =
√
xn1 and by (8.40)
|Φϕ(xn)| ≤ ‖ϕ′′‖∞ (x
n
2 − xn3 )(xn3 − xn1 )√
xn2x
n
3
≤ ‖ϕ′′‖∞
(√
xn2x
n
3 +
xn1
√
xn3√
xn2
)
≤ ‖ϕ′′‖∞
(√
xn2x
n
3 +
√
xn1x
n
3
)
−→ 0 as n→∞.
Lastly, if xn3 < x
n
1 ≤ xn2 , then w(xn) =
√
xn3 and by (8.40)
|Φϕ(xn)| ≤ ‖ϕ′′‖∞ (x
n
1 − xn3 )(xn2 − xn3 )√
xn1x
n
2
≤ ‖ϕ′′‖∞
(√
xn1x
n
2 +
(
xn3
)2√
xn1x
n
2
)
≤ 2‖ϕ′′‖∞
(√
xn1x
n
2 + x1
)
−→ 0 as n→∞.
Hence, in the three cases above Φϕ(xn)→ 0 = Φϕ(x).
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Case x = (x1, 0, 0) with x1 > 0. Then w(xn) = min
{√
xn2 ,
√
xn3
}
for n
large enough. On the other hand∣∣xn2 − xn3 ∣∣ = (√xn2 +√xn3)∣∣√xn2 −√xn3 ∣∣
≤ 2max
{√
xn2 ,
√
xn3
} ∣∣√xn2 −√xn3 ∣∣.
Since min
{√
xn2 ,
√
xn3
}
max
{√
xn2 ,
√
xn3
}
=
√
xn2x
n
3 , then by (8.40)
|Φϕ(xn)| ≤ 2‖ϕ′′‖∞
∣∣xn1 − xn3 ∣∣√
xn1
∣∣√xn2 −√xn3 ∣∣
for n large enough. It then follows Φϕ(xn)→ 0 = Φϕ(x) as n→∞.
The case x = (0, x2, 0) with x2 > 0 is analogous to the previous one
thanks to the symmetry of Φϕ in the x1, x2 variables.
Case x = (0, 0, x3) with x3 > 0. Then xn ∈ Ω for n large enough, xn4 = 0
and w(xn) =
√
xn4 = 0. Thus Φϕ(xn) = 0 = Φϕ(x) for n large enough.
Case x = (0, x2, x3) with x2 > 0 and x3 > 0. If x2 > x3 then w(xn) =√
xn1 for n large enough and
|Φϕ(xn)− Φϕ(x)| =
∣∣∣∣∣ 1√xn2xn3∆ϕ(xn1 , xn2 , xn3 )− 1√x2x3∆ϕ(0, x2, x3)
∣∣∣∣∣ ,
which clearly goes to zero as n → ∞. If x2 < x3 then xn4 = 0 for n large
enough and w(xn) =
√
xn4 = 0, thus Φϕ(xn) = 0 = Φϕ(x). If x2 = x3 and
(xn) ⊂ Ω for n large enough, then xn4 = 0, thus Φϕ(xn) = 0 = Φϕ(x).
If x2 = x3 and (xn) ⊂ Ωc for n large enough, then w(xn) = min
{√
xn1 ,
√
xn4
}
,
and by (8.40)
|Φϕ(xn)| ≤ ‖ϕ′′‖∞
min
{√
xn1 ,
√
xn4
}√
xn1x
n
2x
n
3
∣∣xn1 − xn3 ∣∣∣∣xn2 − xn3 ∣∣.
On the one hand∣∣xn1 − xn3 ∣∣ ≤ 2max{√xn1 ,√xn3} ∣∣√xn1 −√xn3 ∣∣.
On the other hand min
{√
xn1 ,
√
xn4
} ≤ min{√xn1 ,√xn3} for n large enough.
Since min
{√
xn1 ,
√
xn3
}
max
{√
xn1 ,
√
xn3
}
=
√
xn1x
n
3 , then
|Φϕ(xn)| ≤ 2‖ϕ′′‖∞
∣∣xn2 − xn3 ∣∣√
xn2
∣∣√xn1 −√xn3 ∣∣,
which goes to zero as n→∞ since x2 = x3. Thus Φϕ(xn)→ 0 = Φϕ(x).
The case x = (x1, 0, x3) with x1 > 0 and x3 > 0 is analogous to the
previous one thanks to the symmetry of Φϕ in the x1, x2 variables.
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Case x = (x1, x2, 0) with (x1, x2) ∈ (0,∞)2. Then w(xn) =
√
xn3 for n
large enough and
|Φϕ(xn)− Φϕ(x)| =
∣∣∣∣∣ 1√xn1xn2∆ϕ(xn1 , xn2 , xn3 )− 1√x1x2∆ϕ(x1, x2, 0)
∣∣∣∣∣ ,
which clearly goes to zero as n→∞.
Proof of (ii). By part (i) Φϕ ∈ C([0,∞)3). Let us show now that
for any given ε > 0 there exists R(ε) > 0 such that |Φϕ(x)| ≤ ε for all
x ∈ [0,∞)3 \ [0, R(ε)]3.
Given R > 0 and α > 0, let (x1, x2, x3) ∈ [0,∞)3 \ [0, R]3 and denote
xi = min{x1, x2, x3}, xk = max{x1, x2, x3} and xj neither xi nor xk. Notice
that xk > R and the function W defined in (8.37) satisfies W (x1, x2, x3) ≤
1√
xjxk
. If xi > α or xj > α then by (8.36)
|Φϕ(x1, x2, x3)| ≤ |∆ϕ(x1, x2, x3)|√
xjxk
≤ 4‖ϕ‖∞√
αR
≤ ε,
provided R ≥ 16‖ϕ‖2∞αε2 . If xi ≤ α and xj ≤ α we study case by case depending
on the relative position of x1, x2, x3. Since Φϕ is symmetric in variables x1
and x2, we may assume without loss of generality that x2 ≤ x1. If xk = x1,
using (8.36)
|Φϕ(x1, x2, x3)| ≤ 2‖ϕ
′‖∞(xj − xi)√
x1xj
≤ 2‖ϕ
′‖∞√xj√
x1
≤ 2‖ϕ
′‖∞
√
α√
R
≤ ε,
provided R ≥ 4‖ϕ′‖2∞αε2 . If xk = x3 and x ∈ Ω then x4 = 0 and Φϕ(x) = 0. If
xk = x3 and x ∈ Ωc, then x1 ≥ R/2 and
|Φϕ(x1, x2, x3)| ≤ 4‖ϕ‖∞√
x1x3
≤ 4
√
2‖ϕ‖∞
R
≤ ε,
provided R ≥ 4
√
2‖ϕ‖∞
ε .
Finally, if we chose R ≥ max
{
16‖ϕ‖2
∞
αε2
, 4‖ϕ
′‖2
∞
α
ε2
, 4
√
2‖ϕ‖∞
ε
}
then Φϕ ∈
C0([0,∞)3) and in particular, Φϕ is uniformly continuous in [0,∞)3.
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