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Abstract We prove a special case of the following conjecture of Zilber-Pink generalising the
Manin-Mumford conjecture : let X be a curve inside an Abelian variety A over Q, provided X is
not contained in a torsion subvariety, the intersection of X with the union of all subgroup schemes
of codimension at least 2 is finite ; we settle the case where A is a power of a simple Abelian
variety of C.M. type. This generalises the previous known result, due to Viada and Re´mond-Viada
(who was able to prove the conjecture for power of an elliptic curve with complex multiplication).
The proof is based on the strategy of Re´mond (following Bombieri, Masser and Zannier) with
two new ingredients, one of them, being at the heart of this article : it is a lower bound for the
Ne´ron-Tate height of points on Abelian varieties A/K of C.M. type in the spirit of Lehmer’s
problem. This lower bound is an analog of the similar result of Amoroso and David [3] on Gnm
and is a generalisation of the theorem of David and Hindry [12] on the abelian Lehmer’s problem.
The proof is an adaptation of [12] using in our abelian case the new ideas introduced in [3].
Furthermore, as in [3] and adapting in the abelian case their proof, we give another application
of our result : a lower bound for the absolute minimum of a subvariety V of A. Although lower
bounds for this minimum were already known (decreasing multi-exponential function of the degree
for Bombieri-Zannier), our methods enable us to prove, up to an ε the optimal result that can be
conjectured.
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1 Introduction
1.1 Introduction
Dans cet article nous nous inte´ressons a` la ge´ne´ralisation suivante de la conjecture de Manin-
Mumford : soit G une varie´te´ semi-abe´lienne sur Q et X une courbe contenue dans G ; soit G[r]
l’union de tous les sous-groupes alge´briques non ne´cessairement connexes de G de codimension
≥ r, on demande pour quelles valeurs de r l’intersection X∩G[r] est finie. La conjecture de Manin-
Mumford correspond au cas r = dimG (en effet G[dimG] = G(Q)tors). De plus pour avoir un r
aussi petit que possible, il faut visiblement supposer que X n’est contenue dans aucun sous-groupe
alge´brique strict de G. L’e´nonce´ est faux pour r = 1 et la conjecture optimiste est r = 2.
Nous obtenons ici (cf. the´ore`me 1.3), en suivant une strate´gie de´veloppe´e par Bombieri-Masser-
Zannier [8], Viada [38] puis Re´mond [29], le re´sultat optimal r = 2 pour les varie´te´s abe´liennes de la
forme A = Bn ou` B est une varie´te´ abe´lienne de type C.M. simple. La preuve est notamment base´e
sur deux raffinements : d’une part une ame´lioration (faisant l’objet de la pre´publication se´pare´e
[27]) dans le cas des varie´te´s abe´liennes de type C.M., d’un re´sultat de Masser [19] concernant
le proble`me de la borne (non-uniforme) sur la torsion ; d’autre part un raffinement du re´sultat
minoration de hauteur principal de David et Hindry [12] sur le proble`me de Lehmer pour les varie´te´s
abe´liennes de type C.M. C’est la preuve, par des techniques d’approximation diophantienne ou de
transcendance, de ce dernier raffinement qui est au coeur du pre´sent article.
Ce type de proble`me (intersection de courbes et de sous groupes) a tout d’abord e´te´ traite´ dans
[8] dans le cas de Gnm pour lequel ils obtiennent un re´sultat essentiellement optimal : r=2 mais
leur hypothe`se sur C est le´ge`rement plus forte. Leur me´thode (et l’obtention du re´sultat r = 2)
a ensuite e´te´ e´tendue par Viada [38], comple´te´ par Re´mond-Viada [31], au cas d’une varie´te´
abe´lienne de la forme A = En avec E une courbe elliptique a` multiplication complexe. Re´mond
[29] a finalement e´tendu la strate´gie (mais pas le re´sultat optimal) au cas d’une varie´te´ abe´lienne
quelconque. Ne´anmoins il n’obtient pas de nouveau re´sultat optimal inconditionnel (son re´sultat
incondionnel e´tant loin de l’optimalite´, voir par exemple le the´ore`me C ci-dessous pour le cas CM).
Par contre il montre qu’une tre`s bonne minoration, conjecturale, de la hauteur des points non de
torsion (cf. la conjecture 1.2 ci-apre`s ainsi que la remarque qui suit) entraˆıne r = 2 pour G = A
varie´te´ abe´lienne.
Ainsi notre re´sultat permet de passer du cas d’une puissance d’une courbe elliptique de type C.M.
a` une puissance d’une varie´te´ abe´lienne de type C.M., simple de dimension quelconque. Avant de
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donner les e´nonce´s pre´cis, indiquons de`s a` pre´sent que notre e´nonce´ cle´ de minoration de hauteur
(the´ore`me 1.1) est l’analogue dans le cas des varie´te´s abe´liennes de type C.M. du re´sultat de
Amoroso-David [3] dans le cas de Gnm. De plus notre preuve est une combinaison des preuves de
[12] et [3] : nous reprenons le fil de la preuve de [12] en introduisant dans notre cadre abe´lien les
ide´es nouvelles de [3].
Par ailleurs, comme il est fait dans [3] pour Gnm et suivant leur preuve nous tirons du re´sultat de
minoration de hauteur une seconde application (cf. the´ore`me 1.2), elle aussi lie´e aux proble`mes
de minoration de hauteurs dans les varie´te´s abe´liennes. Finalement nous indiquons en appendice
deux derniers re´sultats concernant les proble`mes de minoration de hauteur. Le premier donne une
preuve du fait (qui est pre´cise´ en appendice) que ”une bonne minoration de la hauteur des points
d’ordre infini modulo toute sous-varie´te´ abe´lienne sur une varie´te´ abe´lienne entraˆıne une bonne
minoration de la hauteur de tous les points d’ordre infini”. Le second est une preuve de ce que le
proble`me de Lehmer abe´lien de [12] (cf. leur conjecture 1.4) est e´quivalent au proble`me a priori
plus fort, dit multihomoge`ne (cf. la conjecture 1.6 de [12]). Dans le cas de Gnm cette e´quivalence
avait de´ja` e´te´ note´e et de´montre´e par Amoroso et David dans leur article [1]. Nous adaptons en
appendice leur preuve au cas des varie´te´s abe´liennes.
1.2 E´nonce´s
1.2.1 Proble`mes de minoration de hauteur
Le re´sultat que nous obtenons (the´ore`me 1.1) ge´ne´ralise le re´sultat principal de [12]. Il s’agit de
l’analogue du meˆme re´sultat pour Gnm de´montre´ dans [3]. Notre preuve suit la preuve de [12] en
utilisant dans notre cadre abe´lien les ide´es nouvelles introduites dans [3]. Par ailleurs, tout comme
cela e´tait fait dans [1] pour le cas de Gnm nous remplac¸ons dans le re´sultat le degre´ [K(x) : K]
par l’indice d’obstruction (cf. de´finition 1.2.1). Une telle possibilite´ avait de´ja` e´te´ note´e dans [12].
L’application la plus frappante de ce re´sultat concerne les proble`mes d’intersection de courbes
et de sous-groupes alge´briques et est de´taille´e plus bas dans la sous-section suivante. Enfin tout
comme [3] dans le cas de Gnm et en adaptant leur preuve au cadre abe´lien nous donnons une
autre application de notre re´sultat : le the´ore`me 1.1 concernant la minoration du minimum absolu
des sous-varie´te´s de varie´te´s abe´liennes de type C.M. Dans ce qui suit nous utilisons librement la
notion d’indice d’obstruction δL rappele´e plus loin dans l’introduction.
Conjecture 1.1 (Proble`me de Lehmer abe´lien) Soient A/K une varie´te´ abe´lienne sur un
corps de nombres et L un fibre´ en droites syme´trique ample sur A. Il existe une constante stric-
tement positive c(A/K,L) telle que pour tout point P ∈ A(K) d’ordre infini modulo toute sous-
varie´te´ abe´lienne stricte de A, on a
ĥL(P ) ≥ c(A/K,L)
δL,K(P )
. (1)
De plus, en terme du degre´ D = [K(P ) : K], on a pour tout point P ∈ A(K) qui n’est pas de
torsion
ĥL(P ) ≥ c(A/K,L)
D
1
g0
, (2)
ou` g0 est la dimension du plus petit sous-groupe alge´brique contenant le point P .
Dans cette direction, David et Hindry obtiennent le re´sultat suivant (c’est le the´ore`me 1.5 de [12]) :
The´ore`me A (David-Hindry [12]) Soient A/K une varie´te´ abe´lienne de type C.M. de dimen-
sion g sur un corps de nombres et munie d’un fibre´ en droites ample et syme´trique L. Il existe une
constante strictement positive c(A/K,L) telle que pour tout point P ∈ A(K) d’ordre infini modulo
toute sous-varie´te´ abe´lienne stricte de A on a
ĥL(P ) ≥ c(A/K,L)
D
1
g
(
log log 3D
log 2D
)κ(g)
,
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ou` κ(g) est une fonction explicite de g et D = [K(P ) : K].
Par ailleurs, ils e´noncent un proble`me de Lehmer “multihomoge`ne” a priori plus fort que le
proble`me de Lehmer abe´lien (cf. le paragraphe A.2 de l’appendice du pre´sent article). Ils se de-
mandent e´galement dans quelle mesure leur the´ore`me A pourrait eˆtre raffine´ afin de dire des choses
sur la deuxie`me partie du proble`me de Lehmer abe´lien. Enfin, ils indiquent qu’il serait inte´ressant
de quantifier l’hypothe`se “d’ordre infini” en terme du degre´ de la plus petite sous-varie´te´ de torsion
pouvant contenir le point.
Dans notre pre´sent article nous re´pondons entre autres a` toutes ces questions, dans un cadre raffine´
plus pre´cis. Nous formulons notre re´sultat principal (et la preuve) en utilisant des indices d’obstruc-
tions. Avant d’e´noncer pre´cise´ment nos re´sultats, commenc¸ons par de´finir l’indice d’obstruction
suivant [12] de´finition 1.2 :
De´finition 1.1. Soient A/K une varie´te´ abe´lienne, L un fibre´ en droites ample et syme´trique,
P un point de A(K) et F/K une extension alge´brique. On de´finit l’indice d’obstruction de P
relativement a` L et F , et l’on note δL,F (P ), par
δL,F (P ) = min
{(
degLF X
) 1
codimX | X sous-F -varie´te´ stricte de AF , telle que P ∈ X(K)
}
,
ou` l’on a note´ LF le faisceau sur AF tire´ en arrie`re de L par la projection naturelle de AF sur
A. Plus ge´ne´ralement on peut de´finir l’indice d’obstruction (relativement a` L et F ), pour une
sous-K-varie´te´ V de AK :
δL,F (V ) = min
{(
degLF X
) 1
codimX | X sous-F -varie´te´ stricte de AF , telle que V F ⊂ X
}
,
ou` l’on a note´ V
F
l’image sche´matique de V ⊂ AK dans AF .
Remarque 1.1. En conside´rant la varie´te´ {P}F , image sche´matique de P ∈ AK dans AF , on
constate imme´diatement que
δL,F (P ) ≤ [F (P ) : F ] 1g .
On notera δL,tors l’indice d’obstruction relatif au corps Ktors = K(Ators). Par ailleurs dans la suite,
comme on travaille avec un fibre´ en droites L fixe, on l’omettra re´gulierement dans la notation
de δL,F afin de ne pas trop alourdir les notations. Ceci e´tant, on peut maintenant e´noncer le
raffinement attendu du proble`me de Lehmer :
Conjecture 1.2 (Proble`me de Lehmer abe´lien relatif) Soient A/K une varie´te´ abe´lienne
sur un corps de nombres et L un fibre´ en droites ample et syme´trique. Il existe une constante
strictement positive c(A/K,L) telle que pour tout point P ∈ A(K) d’ordre infini modulo toute
sous-varie´te´ abe´lienne stricte de A on a
ĥL(P ) ≥ c(A/K,L)
δL,tors(P )
.
Remarque 1.2. Cette conjecture n’englobe a priori que la premie`re partie de l’e´nonce´ du
proble`me de Lehmer abe´lien de David et Hindry. Mais comme nous le montrons dans l’appen-
dice (corollaire A.1), la seconde partie du proble`me de Lehmer abe´lien de [12] est en fait une
conse´quence de la premie`re.
Dans un pre´ce´dent travail, [26], nous avons obtenu dans le cas de ce proble`me de Lehmer rela-
tif un re´sultat, optimal a` des puissances de logDtors pre`s, dans le cas des courbes elliptiques a`
multiplication complexe. En direction de cette conjecture, nous obtenons, dans le cas des varie´te´s
abe´liennes de type C.M., un re´sultat, essentiellement optimal pour le terme principal. Pour tout
entier n, on note Kn := K(A[n]) l’extension engendre´e sur K par le groupe des points de torsion
A[n]. On a Ktors =
⋃
n≥1K(A[n]).
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The´ore`me 1.1 Soit A/K une varie´te´ abe´lienne de type C.M. de dimension g sur un corps de
nombres et munie d’un fibre´ en droites ample et syme´trique L. Il existe une constante strictement
positive c(A/K,L) telle que pour tout point P ∈ A(K) et pour tout entier n, on a l’alternative
suivante :
soit ĥL(P ) ≥ c(A/K,L)
δL,Kn(P )
(
log log 3 [Kn : K] δL,Kn(P )
log 2 [Kn : K] δL,Kn(P )
)κ(g)
,
avec κ(g) = (g + 1)!(2g + 5)(g + 2)(2g.g!)g ;
soit le point P est contenu dans une sous-varie´te´ de torsion stricte, B, de AKn , de´finie sur Kn,
de degre´ majore´ par(
degLKn B
) 1
codim B ≤ c(A/K,L)−1δL,Kn(P ) (log 2 [Kn : K] δL,Kn(P ))2g+2κ(g) .
Remarque 1.3. Un peu plus ge´ne´ralement le meˆme e´nonce´ est valable pour toute extension L/K
abe´lienne telle que son discriminant disc(L/K) ve´rifie
1
[L : K]
log disc(L/K) ≤ c1(A/K,L) (log[L : K])2 . (3)
Notamment (cf. la preuve du lemme 2.3) ceci est vrai pour toute extension K ⊂ L ⊂ Kn telle que
logϕ(n) ≪ log[L : K]. Par exemple, on peut voir que le the´ore`me pre´ce´dent reste valable pour
tout n avec L = K(Tn) ou` Tn est un point de torsion de A d’ordre n.
1
Comme dit pre´ce´demment il s’agit ici de l’analogue d’un re´sultat de Amoroso et David obtenu
dans [3] pour le groupe multiplicatif Gnm.
Remarque 1.4. En appliquant la remarque 1.2, on de´duit du the´ore`me 1.1 le meˆme e´nonce´ avec
δL,Kn(P ) remplace´ par le degre´ [Kn(P ) : Kn]
1
g .
On a ici quantifie´ l’hypothe`se “P est d’ordre infini” par une borne sur le degre´ de la plus petite sous-
varie´te´ de torsion contenant le point P . Notons que ce type de re´sultats, rarement mis en e´vidence,
contient la plupart du temps des informations arithme´tiques supple´mentaires. On donne d’ailleurs
ici, suivant la preuve du re´sultat analogue pour Gnm due a` Amoroso-David [3], une conse´quence
de cette quantification. Il s’agit d’une minoration du minimum absolu des sous-varie´te´s non de
torsion de An ou` A/K est une varie´te´ abe´lienne simple de type C.M. Pour cela on introduit deux
notations : on pose Ln le fibre´ L⊠n sur An de´duit d’un fibre´ ample et syme´trique L sur A. Par
ailleurs, on note
V ⋆ = V \
⋃
B,
ou` l’union porte sur les sous-varie´te´sB de torsion incluses dans V . On donne dans l’e´nonce´ suivant
une minoration du minimum absolu d’une varie´te´ non de torsion. Notons que l’on ne la suppose
pas irre´ductible.
De´finition 1.2. Supposons que la varie´te´ abe´lienne A soit plonge´e dans un espace projectif Pn ;
notons R l’anneau des coordonne´es de Pn ; on dira qu’une sous-varie´te´ V de A peut eˆtre de´finie
incomple`tement par des e´quations de degre´ ≤ L si V est une composante isole´e de A ∩ Z(I) ou` I
est un ide´al homoge`ne de R engendre´ par des polynoˆmes de degre´ au plus L.
The´ore`me 1.2 Soit A/K une varie´te´ abe´lienne simple de type C.M., plonge´e dans un espace
projectif par un fibre´ en droites ample L, et n ≥ 1 un entier. Il existe une constante strictement
positive c(A/K,L, n) telle que : pour toute sous-varie´te´ (non ne´cessairement irre´ductible) V de
An, de´finie sur une extension Kr := K(A[r])/K pour un certain entier r, incomple`tement de´finie
1Notons que l’ine´galite´ (3) n’est pas toujours ve´rifie´e comme le montre l’exemple Q ⊂ Q(
√
l) ⊂ Q(A[l]) avec l
premier congru a` 1 modulo 4.
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dans An sur Kr par des e´quations de degre´ au plus Dinc, alors on a pour tout point K-rationnel
P de V ⋆ :
ĥLn(P ) ≥
c(A/K,L, n)
Dinc
(
log log 3 [Kr : K]Dinc
log 3 [Kr : K]Dinc
)κ(g)
,
avec κ(g) = (g + 1)!(2g + 5)(g + 2)(2g.g!)g.
Notons (cf. par exemple [11] p.790) que V est toujours incomple`tement de´finie par des e´quations
de degre´ au plus c1(A/K,L, n) degL V . En notant µ⋆(V ) le minimum absolu de V (i.e. le minimum
des hauteurs des points de V ⋆), on obtient en corollaire :
Corollaire 1.1 Soit A/K une varie´te´ abe´lienne simple de type C.M. et n ≥ 1 un entier. Il existe
une constante strictement positive c(A/K, n) telle que : pour toute sous-varie´te´ (non ne´cessaire-
ment irre´ductible) V/K de An, non de torsion et de´finie sur K, on a :
µ⋆(V ) ≥ c(A/K, n)
degL V
(
log log 3 degL V
log 3 degL V
)κ(g)
,
avec κ(g) = (g + 1)!(2g + 5)(g + 2)(2g.g!)g.
Ceci rend effectif les re´sultats de Bombieri et Zannier [11], et raffine ceux de David et Philippon [13]
concernant ce meˆme proble`me. Plus exactement en suivant la preuve de [11], on constate qu’ils
obtiennent une minoration effective mais qui est multiexponentielle en le degre´, au lieu d’eˆtre
comme ici line´aire. Concernant le re´sultat de [13], bien qu’il ne soit pas explicitement re´dige´,
on peut voir qu’ils obtiennent comme conse´quence de leur the´ore`me principal, une minoration
polynomiale en le degre´.
1.2.2 Intersection de courbes et de sous-groupes
Soient A/Q une varie´te´ abe´lienne (de´finie) sur Q, X/Q une courbe ge´ome´triquement irre´ductible
de A et r un entier positif ou nul. Comme dit pre´ce´demment on conside`re l’ensemble
A[r] :=
⋃
codimG≥r
G(Q)
ou` l’union porte sur les sous-groupes alge´briques non-ne´cessairement connexes de A de codimension
au moins r. De manie`re inde´pendante, Zilber ([40] Conjecture 2) pour les varie´te´s semi-abe´liennes
et Pink ([23] Conjecture 1.3) pour les varie´te´s de Shimura mixtes, ont formule´s une conjecture qui,
dans le cas des courbes incluses dans une varie´te´ abe´lienne sur Q se spe´cialise en la suivante :
Conjecture 1.3 (Zilber-Pink, cas particulier) Soient A/Q une varie´te´ abe´lienne et X/Q
une courbe dans A ge´ome´triquement irre´ductible. Si X n’est pas contenue dans un sous-groupe
alge´brique strict de A, alors l’ensemble X(Q) ∩ A[2] est fini.
Re´mond [29] a montre´ que la conjecture pre´ce´dente est vraie si une tre`s bonne minoration (conjec-
turale) des points d’ordre infini de A est vraie :
The´ore`me B (Re´mond [29]) Si la conjecture 1.2 est vraie pour toute varie´te´ abe´lienne alors la
conjecture 1.3 est vraie pour toute varie´te´ abe´lienne.
Par ailleurs dans le cas des varie´te´s abe´liennes de type CM, Re´mond [29] obtient un re´sultat
inconditionnel, mais sensiblement plus faible que la conjecture 1.3 : soit A une varie´te´ abe´lienne
de type CM, ge´ome´triquement isoge`ne au produit
∏m
i=1A
ni
i ou` les Ai sont des varie´te´s abe´liennes
simples de dimension respective gi, deux a` deux non-isoge`nes.
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The´ore`me C (Re´mond [29]) Soient A/Q une varie´te´ abe´lienne de type CM et X une courbe
dans A non contenue dans un sous-groupe alge´brique strict, alors X(Q) ∩ A[2+
Pm
i=1 gi] est fini.
En utilisant notre re´sultat de minoration de hauteur (cf. the´ore`me 1.1 ci-dessus) ainsi qu’un
re´sultat faisant l’objet d’un article se´pare´ [27] concernant la torsion dans les varie´te´s abe´liennes
de type C.M., nous ame´liorons ceci et obtenons un re´sultat optimal dans le cas d’une puissance
d’une varie´te´ abe´lienne simple de type C.M. :
The´ore`me 1.3 La conjecture 1.3 est vraie pour toute varie´te´ abe´lienne A de type C.M., isoge`ne
a` une puissance d’une varie´te´ abe´lienne simple.
Remarque 1.5. Dans les e´nonce´s pre´ce´dents (the´ore`mes C et 1.3) nous avons utilise´ l’hypothe`se
X contenue dans aucun sous-sche´ma en groupes de A, distinct de A. Dans son article [29], Re´mond
utilise en fait une hypothe`se plus forte : il suppose que X est transverse (i.e. contenue dans aucune
translate´e de sous-varie´te´ abe´lienne). En fait le corollaire 1.1 de [30] et sa preuve montrent que
l’on peut dans nos e´nonce´s dans le cas des varie´te´s abe´liennes, remplacer l’hypothe`se X transverse
par l’hypothe`se plus faible X contenue dans aucun sous-sche´ma en groupes de A, distinct de A.
C’est ce que nous avons fait ici.
On peut en fait e´noncer un re´sultat optimal dans un cadre un peu plus vaste qu’une puissance d’une
varie´te´ abe´lienne simple de type C.M. Conside´rons pour cela une notion introduite formellement
dans [27] :
De´finition 1.3. Soit A/K une varie´te´ abe´lienne quelconque sur un corps de nombres. On de´finit
un invariant γ(A) par
γ(A) = inf {x > 0 | ∃C > 0, ∀F/K finie, |A(F )tors| ≤ C[F : K]x} .
Le seul re´sultat connu en toute ge´ne´ralite´ pour cet invariant est duˆ a` Masser [19] : il obtient
γ(A) ≤ g.
Par ailleurs, dans [27] l’auteur a obtenu une reformulation combinatoire de cet invariant γ(A) dans
le cas d’une varie´te´ abe´lienne A/K ge´ome´triquement simple de type C.M. En particulier, dans le
cas d’une telle varie´te´ abe´lienne, le corollaire 1.13 de [27] donne la majoration
γ(A) ≤ 2g
2 + log2 g
ou` g = dimA et log2 est le log en base 2. Cette majoration raffine celle de Masser : si g ≥ 2 alors
γ(A) < g. De plus dans le cas d’une varie´te´ abe´lienne CM de type non-de´ge´ne´re´ (i.e. ayant un
groupe de Mumford-Tate aussi grand que possible, donc de dimension g+1) on montre meˆme que
γ(A) est beaucoup plus petit : γ(A) = 2gg+1 .
Soit A/K une varie´te´ abe´lienne. Elle est isoge`ne a` un produit :
∏m
i=1 A
ni
i , ou` les Ai sont simples et
deux a` deux non-isoge`nes, de dimension gi. On montre au paragraphe 4 que si X est une courbe
transverse de A et si A est de type C.M., alors
min
1≤i≤m
gi >
m∑
i=1
γ(Ai) =⇒
∣∣∣X(K) ∩ A[2]∣∣∣ < +∞.
Plan de l’article : les paragraphes 2 et 3 sont consacre´s a` la preuve du the´ore`me 1.1 concernant
le proble`me de Lehmer, le paragraphe 4 est consacre´ au the´ore`me 1.3 concernant le proble`me
d’intersection de courbe et de sous-groupes et le paragraphe 5 au the´ore`me 1.2 concernant le
minimum absolu. L’appendice explique les liens entre les parties (1) et (2) du proble`me de Lehmer
abe´lien ainsi que les liens entre le proble`me de Lehmer abe´lien et sa variante multihomoge`ne
(conjecture A.1) formule´e par David et Hindry.
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Plus pre´cise´ment, au paragraphe 2 nous donnons une majoration du discriminant absolu de l’ex-
tension K(A[n])/Q dont nous aurons besoin dans l’application du lemme de Siegel. Nous faisons
e´galement dans ce paragraphe les rappels ne´cessaires sur les isoge´nies de Frobenius. Classique-
ment depuis le re´sultat de Dobrowolski concernant le proble`me de Lehmer, c’est essentiellement
en utilisant des transforme´s par ces isoge´nies d’un point P , dont on suppose par l’absurde qu’il
ne ve´rifie pas la conclusion du the´ore`me 1.1, que nous allons extrapoler. Il y a ceci dit ici une
diffe´rence, dans la mesure ou` l’on travaille, non plus sur K mais sur K(A[n]) : on conside´rera
plutoˆt des tordus de ces points par un certain automorphisme de Gal(K/K), un Frobenius de
l’extension abe´lienne K(A[n])/K. Au paragraphe 3, et avec la diffe´rence pre´ce´demment indique´e,
nous donnons la preuve du the´ore`me 1.1 en suivant ce qui est fait dans [12] et avec les ide´es
nouvelles introduites dans [3]. Notons tout de meˆme une autre diffe´rence par rapport a` [12] : on
travaille avec les indices d’obstruction alors que dans [12] la preuve est faite avec le degre´ D. Il
y a donc certaines modifications supple´mentaires a` faire. Ceci e´tant la preuve est une classique
preuve d’approximation diophantienne, avec un lemme de Siegel (le the´ore`me de Bombieri-Vaaler
qui nous permet d’avoir un controˆle explicite de la de´pendance en le corps sur lequel on travaille),
un lemme de ze´ros et, comme dans [12] une descente finale ou` l’on re´ite`re g fois l’ensemble de
la preuve pour pouvoir conclure. Dans ce paragraphe 3 nous avons choisi d’insister plus parti-
culie`rement sur les points qui diffe`rent par rapport a` [12] en renvoyant a` cette re´fe´rence lorsque
cela s’ave´rait ne´cessaire.
Au paragraphe 4, nous donnons une preuve, suivant la strate´gie de [29], du the´ore`me 1.3 en
utilisant notre re´sultat sur le proble`me de Lehmer.
Au paragraphe 5 nous donnons une preuve par re´currence sur n du the´ore`me 1.2 base´ sur notre
the´ore`me 1.1 et suivant la preuve de [3] dans le cas de Gnm. On utilise ici a` plein l’alternative
de´montre´e dans le the´ore`me 1.1.
Enfin dans l’appendice nous montrons, que la partie (2) du proble`me de Lehmer abe´lien 1.1 entraˆıne
sa partie (1) ; autrement dit, si l’on sait minorer la hauteur des points qui ne sont contenus dans
aucune sous-varie´te´ de torsion, alors on sait en fait aussi bien minorer la hauteur de tous les points
non de torsion. Ceci nous permet de raffiner, dans le cas des varie´te´s abe´liennes de type C.M. un
re´sultat de Masser [19] sur la minoration des points d’ordre infini. Dans le second et dernier sous-
paragraphe de l’appendice, nous montrons que la conjecture multihomoge`ne de David et Hindry
A.1 est en fait une conse´quence du proble`me de Lehmer abe´lien.
2 Pre´liminaires arithme´tico-ge´ome´triques
Dans la suite de l’article nous introduisons un certain nombre de constantes ci. Nous indiquerons
en ge´ne´ral entre parenthe`ses de quoi depend cette constante (par exemple ci(A/K) depend de
A/K, ci(L) de´pend de L...). Si toutefois aucune de´pendance n’est explicitement indique´e, c’est
que la constante de´pend uniquement des donne´es A/K et L.
2.1 Ramification
On travaille ici et comme partout avec une varie´te´ abe´lienne A/K ou` K est un corps de nombres.
Notations. On note ϕ la fonction d’Euler et, si L/F est une extension finie de corps, on note
DL/F la diffe´rente de L/F . Par ailleurs, si n est un entier, on note Kn = K(A[n]) l’extension de
degre´ deg(Kn/K) de K engendre´e par les points de torsion d’ordre divisant n de A(K). Dans ce
qui suit, on s’inte´resse a` une majoration du discriminant absolu, disc(Kn), de Kn/Q. On donne
de plus une majoration du nombre et de la taille des premiers qui se ramifient dans Kn.
Lemme 2.1 Si n un entier strictement positif, on note ω(n) le nombre de premiers deux a` deux
distincts divisant n. On a les ine´galite´s :
1. Pour tout entier n ≥ 2, on a ω(n) ≤ 2 logϕ(n)log 2 .
2. Pour tout entier n assez grand, on a ω(n) ≤ 4 lognlog log n .
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De´monstration : Le point 1. est un exercice facile et le point 2. est un re´sultat classique que l’on
peut par exemple trouver dans [37]. 
Lemme 2.2 Soit n un entier strictement positif. On e´crit sa de´composition en facteurs premiers
n =
∏
pαii . On a
ω(n)∏
i=1
pi ≤ ϕ(n)3.
De´monstration : C’est un simple calcul :
ω(n)∏
i=1
pi ≤
∏
αi≥2
ϕ(pαii )
∏
αi=1
(ϕ(pi) + 1) ≤ 2Card{i|αi=1}
∏
αi≥2
ϕ(pαii )
∏
αi=1
ϕ(pi)
≤ 2Card{p|p|n}ϕ(n) ≤ 2 2 logϕ(n)log 2 ϕ(n) = ϕ(n)3,
ou` l’on a utilise´ le lemme 2.1 pre´ce´dent dans la dernie`re ine´galite´. 
Lemme 2.3 On suppose ici que A/K a partout bonne re´duction.
1. Il existe une constante strictement positive c1([K : Q]) telle que pour tout n ≥ 1, on a
disc(Kn) ≤ (deg(Kn/K))c1 deg(Kn/K) log deg(Kn/K) .
2. Il existe une constante C1(K) telle que le cardinal des premiers ramifie´s dans Kn est majore´
par C1(K) + logϕ(n).
De´monstration : Pour le point (1) : soient p un ide´al premier de K au-dessus d’un nombre premier
p et P un ide´al premier de Kn au-dessus de p. Soient v la place associe´e a` p, wK la place associe´e
a` p et wKn celle associe´e a` P. Soient π, πK , πKn les uniformisantes associe´es a` ces ide´aux. Si e(p)
(respectivement e(P)) est l’indice de ramification de p sur p (respectivement de P sur p), on a
wKn(π) = e(p)wKn(πK) = e(p)e(P)wKn(πKn) = e(p)e(P), et, wK(π) = e(p).
On sait par le Theorem 1. de [34] (voir e´galement la proposition 18 de [35]) que, si la varie´te´
abe´lienne A a bonne re´duction en p, alors l’extension Kn/K ne peut eˆtre ramifie´e en p que si p
divise n (c’est le sens facile du crite`re de Ne´ron-Ogg-Schafarevitch). On a donc
DKn/K =
∏
P|p|n
PordP(DKn/K).
Or la proposition 13 de [33] et la remarque suivant cette proposition nous donne la borne :
ordP(DKn/K) ≤ e(P)− 1 + wKn(e(P)) = e(P)− 1 + e(p)e(P)v(e(P)).
Par ailleurs, l’indice e(P) e´tant infe´rieur a` deg(Kn/K), on a v(e(P)) ≤ log deg(Kn/K)log 2 . Ainsi, on
obtient la minoration
ordP(DKn/K) ≤
2
log 2
e(P) log deg(Kn/K).
Par transitivite´ et par de´finition du discriminant disc(Kn) on a
disc(Kn) = N
K
Q (Disc(Kn/K))Disc(K/Q)
deg(Kn/K) = c
deg(Kn/K)
2 N
Kn
Q (D(Kn/K)) ,
≤
∏
p|n
pc3
P
P|p f(P)e(P) log deg(Kn/K) ≤
∏
p|n
pc3 deg(Kn/K) log deg(Kn/K).
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Le formalisme de l’accouplement de Weil nous indique que µn ⊂ Kn, donc pour les degre´s que
deg(Kn/Q) ≥ ϕ(n). Ainsi, en utilisant le lemme 2.2 pre´ce´dent, on peut conclure :
disc(Kn) ≤ ϕ(n)3c3 deg(Kn/K) log deg(Kn/K) ≤ deg(Kn/Q)3c3 deg(Kn/K) log deg(Kn/K).
Concernant le point (2), on constate que p est ramifie´ dans Kn si et seulement si il est ramifie´
dans K ou s’il est non ramifie´ dans K mais tel qu’il existe un premier p de K au dessus de p se
ramifiant dans Kn. Le sens facile du crite`re de Ne´ron-Ogg-Schafarevitch et le point (1) du lemme
2.1 permettent de conclure. 
Corollaire 2.1 Il existe une constante strictement positive c2 telle que pour tout n ≥ 1, on a
log
(
disc(Kn)
1
deg(Kn/K)
)
≤ c2 (log deg(Kn/K))2 .
De´monstration : C’est imme´diat. 
Remarque 2.6. Cette estimation n’est tre`s certainement pas optimale, mais elle est simple a`
obtenir et nous suffira.
2.2 Frobenius et isoge´nies admissibles
2.2.1 Morphismes de Frobenius
Notations. Si K est un corps de nombres, on note OK son anneau d’entiers, v une place finie de
K, et kv le corps re´siduel associe´ a` v.
Si A/K est une varie´te´ abe´lienne, on note A/OK son mode`le de Ne´ron, et Av/kv la fibre spe´ciale
correspondant a` la place finie v. Rappelons la proprie´te´ universelle du mode`le de Ne´ron : si X/OK
est lisse, de fibre ge´ne´rique X/K, tout K-morphisme X → A se rele`ve de manie`re unique en
un OK-morphisme X → A. La proprie´te´ universelle du produit fibre´ Av = A ×OK kv permet
d’associer naturellement a` toutOK -endomorphisme deA un kv-endomorphisme de Av. En utilisant
la proprie´te´ universelle du mode`le de Ne´ron, on en de´duit une fle`che naturelle
Ψ : EndK(A)→ Endkv (Av).
Cette fle`che n’est en ge´ne´ral pas surjective, mais on peut par contre montrer qu’elle est injective
aux places de bonne re´duction.
Sur la varie´te´ Av/kv, on dispose d’un endomorphisme particulier : le morphisme de Frobenius
Frobv, correspondant en coordonne´es projectives a` l’e´le´vation a` la puissance q = N(v), ou` N(v)
est la norme K/Q de v. Dans le cas C.M., un the´ore`me de Shimura-Taniyama permet d’affirmer
que le morphisme Frobv se rele`ve en presque toute place :
Proposition D (Shimura-Taniyama) Soit A/K une varie´te´ abe´lienne de type C.M. Notons∏r
i=1Ki le produit de corps de nombres qui est inclus dans EndK(A) ⊗ Q et tel que
∑r
i=1[Ki :
Q] = 2 dimA. On suppose que le corps de nombres K contient tous les Ki, et que
∏r
i=1OKi est
inclus dans EndK(A). Alors, pour toutes les places sauf e´vntuellement un nombre fini d’entre elles,
l’endomorphisme Frobv se rele`ve en un K-endomorphisme αv de A. On appelera morphisme de
Frobenius sur A un tel endomorphisme.
De´monstration C’est le Theorem 1 paragraphe III.13 de [35]. 
Ce sont ces morphismes de Frobenius sur A/K qui vont nous permettre d’e´crire l’e´tape d’extra-
polation.
Enfin pour tout nombre premier p, on note Φp l’automorphisme de Frobenius de l’extension
abe´lienne Kn/K et on choisit une extension de Φp a` Gal(K/K), que l’on note encore Φp.
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2.2.2 Isoge´nies admissibles
On rappelle la notion d’isoge´nie admissible telle qu’introduite dans [12].
De´finition 2.1. Soient A une varie´te´ abe´lienne et L un fibre´ en droites ample sur A. Une isoge´nie
α de A est dite admissible par rapport a` L si
1. α est dans le centre de End(A).
2. il existe un entier q(α) appele´ poids de α tel que α⋆L ≃ L⊗ q(α).
Remarque 2.7. En fait la condition (1) ne sert qu’a simplifier l’e´nonce´ du lemme 2.5. C’est la
condition (2) qui importe vraiment. Les seules isoge´nies qui nous inte´resseront sont les releve´es αv
des morphismes de Frobenius qui sont admissibles (cf. la Proposition 2.1).
Lemme E (David-Hindry) Soient A une varie´te´ abe´lienne de dimension g munie d’un fibre´ en
droites tre`s ample L, et α une isoge´nie admissible relativement a` L, de poids q = q(α). Dans le
plongement projectif de A, associe´ a` L, A →֒ Pn, on a :
1. card (Ker(α)) = qg,
2. pour toute sous-varie´te´ V de A de stabilisateur GV , on a
degL (α(V )) =
qdim(V )
|GV ∩Ker(α)| degL(V )
3. pour toute sous-varie´te´ V de A, de´finie incomple`tement dans A par des e´quations de degre´
infe´rieur a` L, de stabilisateur GV on a
degLGV =| GV : G0V | degLG0V ≤ degL(V )(2L)dimV−dimGV
et GV est de´fini incomple`tement dans A par des e´quations de degre´ infe´rieur a` 2L.
De´monstration Le point (1) est facile : par de´finition, α⋆L ≃ L⊗q. On a donc,
qg degL(A) = degL⊗q (A) = degα⋆L(A) = |Ker(α)| degL(A).
L’amplitude de L nous assure que le dernier degre´ est strictement positif. On simplifie pour
conclure. Pour le point (2), il s’agit du point (ii) du lemme 6. de [16] et le point 3. correspond au
point (ii) du lemme 2.1. de [12]. 
Lemme 2.4 Soient G un sous-groupe alge´brique de la varie´te´ abe´lienne A/K, L un fibre´ en droites
tre`s ample sur A, et α une isoge´nie admissible relativement a` L de poids q(α) de A. On a
q(α)dimG ≤ card (Ker(α) ∩G) ≤ [G : G0] q(α)dimG.
De´monstration On note que[
G : G0
]
card
(
Ker(α) ∩G0) ≥ card (Ker(α) ∩G) ≥ card (Ker(α) ∩G0) .
La restriction de α a` la sous-varie´te´ abe´lienne G0 est encore une isoge´nie admissible de poids q(α)
pour (G0,L|G0) (cf. Lemme 2.4. point (ii) de [12]). Par le point (1) du lemme E pre´ce´dent, on en
de´duit que le cardinal du noyau de cette isoge´nie α|G0 est q(α)
dimG0 . 
Soient F/K une extension finie de corps et V une sous-F -varie´te´ stricte de AF (produit fibre´
de A par Spec F au dessus de Spec K), F -irre´ductible. Le lemme suivant (dont l’origine re-
monte a` Dobrowolski [15]) montre que les images par une isoge´nie admissible de ses composantes
ge´ome´triquement irre´ductibles sont essentiellement distinctes. Nous en aurons besoin au para-
graphe 3.8. On commence pour cela par donner une de´finition :
De´finition 2.2. Soient A une varie´te´ abe´lienne et L un fibre´ en droites ample sur A. Deux isoge´nies
admissibles de A par rapport a` L sont dites premie`res entre elles si leurs poids sont premiers entre
eux.
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Lemme 2.5 Soient A une varie´te´ abe´lienne sur K de dimension g ≥ 1, L un fibre´ en droites tre`s
ample sur A, F/K une extension finie de corps de nombres et V une sous-F -varie´te´ stricte de
AF , irre´ductible sur F . Si VK n’est pas une re´union de sous-varie´te´s de torsion de AK , on a :
1. Pour tout couple (α, β) d’isoge´nies admissibles pour L, de poids distincts, pour tout σ ∈
Gal(K/F ), et pour toute composante ge´ome´triquement irre´ductible W de VK , les sous-
varie´te´s α(W ) et β (σ(W )) sont distinctes.
2. Soit P un ensemble d’isoge´nies admissibles pour L, deux a` deux premie`res entre elles. No-
tons V1, . . . , VM les composantes ge´ome´triquement irre´ductibles de VK , et notons Q le sous-
ensemble de P de´fini par
Q = {α ∈ P | ∃i, j, 1 ≤ i < j ≤M, α(Vi) = α(Vj)} .
Le cardinal de Q est majore´ par logMlog 2 .
De´monstration Dans ce contexte il s’agit de la proposition 2.7. de [12] applique´e sur le corps de
nombres F . 
On conclut ce paragraphe en “rappelant” que les morphismes de Frobenius sur A/K sont des
isoge´nies admissibles :
De´finition 2.3. Soient A une varie´te´ abe´lienne et L un fibre´ en droites ample sur A. Suivant
Mumford, on dit que L est totalement syme´trique si L est le carre´ d’un fibre´ en droites syme´trique.
Le the´ore`me de Lefschetz (cf. par exemple le Theorem A.5.3.6 de [17]) nous indique que si L est
un fibre´ en droites ample, alors L⊗3 est tre`s ample.
Proposition 2.1 Soient A/K une varie´te´ abe´lienne de type C.M. ve´rifiant les hypothe`ses de la
proposition D, et L un fibre´ en droites tre`s ample et totalement syme´trique sur A. Soit αv un
morphisme de Frobenius sur A pour la place finie v. Alors, αv est une isoge´nie admissible pour L
de poids q(αv).
De´monstration C’est la proposition 3.3. de [12]. 
3 Preuve du the´ore`me 1.1
Dans la suite de ce paragraphe, on va prouver le the´ore`me 1.1. Pour cela nous suivrons la preuve de
[12] avec les modifications indique´es dans l’introduction et notamment, d’une part en introduisant
dans notre cadre les ide´es de [3] et d’autre part en utilisant syste´matiquement l’indice d’obstruction.
Ce paragraphe reposant pour une forte part sur les techniques developpe´es dans [12] nous avons
choisi d’insister sur les aspects qui diffe`rent mais par contre de renvoyer a` cette re´fe´rence lorsqu’il
n’y a pas de modification autre que typographique.
Commenc¸ons tout d’abord par quelques re´ductions.
3.1 Re´ductions
Quitte a` faire une extension de degre´ borne´ de K et quitte a` prendre une varie´te´ abe´lienne isoge`ne
a` la varie´te´ de de´part, on supposera de´sormais toujours que les hypothe`ses de la proposition D
sont satisfaites. De plus une varie´te´ abe´lienne de type C.M. ayant potentiellement partout bonne
re´duction, nous supposerons e´galement avoir choisiK de sorte que A/K a partout bonne re´duction.
Ceci nous permettra notamment d’appliquer le lemme 2.3. On note
δn(·) := δL,Kn(·) et δ⋆n(·) := [Kn : K]δn(·).
Par ailleurs, comme on travaille avec une varie´te´ abe´lienne A/K de type C.M., on sait que, quitte
a` faire au de´part une extension borne´e de K (ce que l’on fait) de sorte que les endomorphismes
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de A soient tous de´finis sur K, l’extension Kn/K est abe´lienne (cf. par exemple [5] Th 9.2 ou [39]
Cor. 2 du theorem 5). Enfin, quitte a` prendre un multiple de n, on peut toujours supposer ce n
assez grand (devant les diffe´rentes constantes ci := ci(A/K,L) intervenant dans ce qui pre´ce`de et
dans la suite).
3.2 L’hypothe`se (H)
Soit C0 une constante (ne de´pendant que de A/K et de L : comme dans [12] C0 sera prise
assez grande de sorte a` pouvoir appliquer les estimations asymptotiques (via Chebotarev) sur les
ensembles Pr). Soit P un point de A(K). On fixe deux entiers, ρmin et ρmax, ne de´pendant que
de g, que nous expliciterons plus tard mais dont la valeur est fixe´e une fois pour toute. On pose
δ⋆n = δ
⋆
n(P ). On se donne aussi un point Q ∈ A(K) qui ve´rifie l’hypothe`se (H) suivante :
1. Il existe un entier ρ ∈ {ρmin, . . . , ρmax} tel que
ĥL(Q) ≤ c
δn(Q)
(
log log δ⋆n
C0 log δ⋆n
)(g+1)!ρ
.
2. Il existe une constante cg telle que (g + 1)!(2g.g!)
gρmin ≥ cg > 0, telle que Q = f(σ(P )) ou`
f est une isoge´nie de poids au plus (C0 log δ
⋆
n)
cg et σ est un e´le´ment de Gal(K/K).
Lemme 3.1 Avec les notations pre´ce´dentes, si Q ve´rifie l’hypothe`se (H), alors on a
log δn(Q) ≤ C0 log δ⋆n(P ).
De´monstration : Soit X une Kn-varie´te´ de dimension d < g passant par le point P telle que
δn(P ) = (degLKn X)
1
g−d . La varie´te´ f(σ(X)) est de´finie sur Kn et passe par Q, donc
δn(Q) ≤ (degLKn f(X))
1
g−d (4)
≤ q(f) dg−d δn(P ) par le lemme E point 2. (5)
≤ q(f)gδ⋆n(P ) (6)
Or le poids q(f) est par l’hypothe`se (H) polynomial en C0 log δ
⋆
n(P ). On peut donc conclure en
passant au log. 
3.3 A` propos des parame`tres
On note Q ∈ A(K) un point ve´rifiant l’hypothe`se (H) et V une sous-Kn-varie´te´ irre´ductible de
AKn de dimension minimale, re´alisant δn(Q). En utilisant un lemme de Siegel fin, le the´ore`me de
Bombieri-Vaaler, nous allons construire une fonction F , polynoˆme homoge`ne a` coefficients dans
OKn de degre´ L en les fonctions abe´liennes de A×A, nul a` un ordre ≥ T0+1 sur l’image i(V ) de V
dans A×A, le long de l’espace tangent a` l’origine de la sous-varie´te´ abe´lienne B de A×A de´finie
comme e´tant l’image de A par l’application i : x 7→ (x,Nx), N e´tant un parame`tre. L’entier L
est le degre´ de la fonction auxiliaire, T0 est l’ordre d’annulation au point Q que l’on rentre dans
la machine et a` partir duquel on va extrapoler, N est un parame`tre compris entre
√
L et
√
2L.
Pour des raisons techniques (cf. le paragraphe sur l’extrapolation de [12]) on choisit pour N une
puissance de 2. Au vu du re´sultat que l’on cherche a` prouver, on fera intervenir dans le choix des
parame`tres, des facteurs δn(Q) et des facteurs polynomiaux en log δ
⋆
n ou log log δ
⋆
n.
D’autres parame`tres Ni correspondant aux degre´ des isoge´nies αi de Frobenius vont intervenir.
On choisit les parame`tres de sorte que
ĥL(Nα1 ◦ . . . ◦ αg(Q)) ≤ c3. (7)
Enfin, on va extrapoler g fois, utilisant a` chaque fois l’extrapolation pre´ce´dente. On obtient ainsi
des ordres d’annulation Ti chacun e´tant ne´cessairement plus petit que le pre´ce´dent.
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Par ailleurs, tous ces parame`tres sont choisis polynomiaux en δn(Q) et en log δ
⋆
n. De plus, comme L
donc N2 va eˆtre de la forme δn(Q)(log δ
⋆
n)
∗ et que on veut comme re´sultat une minoration du type
1/δn(Q)(log δ
⋆
n)
∗′ , on sait par avance grace a` l’ine´galite´ (7) que les Ni seront choisis polynomiaux
en log δ⋆n ou plus petits.
3.4 Lemme de Siegel
De´finition 3.1. Soit N un entier. Si S est un sous-Q-espace vectoriel de Q
N+1
, on de´finit la
hauteur logarithmique de Schmidt [32] de S, h2(S) comme suit : sur G
n
m(Q) on de´finit
h2(x1, . . . , xn) =
1
d
 ∑
v∈M0K
dv log max
1≤i≤n
|xi|v +
∑
v∈M∞K
dv log
√ ∑
1≤i≤n
|xi|2v
 ,
ou` d et dv sont respectivement le degre´ et les degre´ locaux de l’extension de Q engendre´e par les
coordonne´es x1, . . . , xn ; et ou` M
∞
K et M
0
K de´note respectivement l’ensemble des places infinies et
des places finies de K/Q ; et ou` on choisit comme normalisation de |.|v pour v ∈M0K divisant p la
suivante : |p|v = p−1. Soit N un entier. On de´finit alors la hauteur h2 d’un sous-Q-espace vectoriel
S alge´brique de dimension s de Q
N+1
par :
h2(S) = h2(x1 ∧ . . . ∧ xs),
ou` x1, . . . ,xs est une base de S sur un corps de nombres quelconque sur lequel S est de´fini.
Rappelons le lemme de Siegel que nous allons utiliser : il s’agit du the´ore`me de Bombieri-Vaaler
[10]. Il y a ici une diffe´rence fondamentale avec l’article de David et Hindry : on veut pouvoir
controler la de´pendance en l’extension Kn/K.
The´ore`me F (Bombieri-Vaaler) Soit F/Q un corps de nombres de degre´ d. Soient M et N
deux entiers strictement positifs et S un sous-F-espace vectoriel de FN de dimension N −M > 0.
Il existe un e´le´ment non nul x dans ONF de S tel que
h2(1, x) ≤ 1
2d
log | Disc(F/Q) | + 1
N −Mh2(S).
Avant de poursuivre, faisons quelque brefs rappels concernant la notion de varie´te´ projectivement
normale.
De´finition 3.2. On dit qu’une sous-varie´te´ X de Pn est projectivement normale si son anneau de
coordonne´es S(X) est un anneau normal (i.e., inte´gralement clos).
On peut montrer (cf. par exemple Birkenhake-Lange [7] p. 190-193) queX ⊂ Pn est projectivement
normale si et seulement si elle est normale, et pour tout d ≥ 0 la fle`che naturelle
H0(Pn,OPn(d))→ H0(X,OX(d))
est surjective.
Concernant les varie´te´s abe´liennes plonge´es de manie`re projectivement normale, on a le re´sultat
suivant que l’on trouve par exemple dans [7] theorem 3.1 p. 190.
Proposition 3.1 Soient A/K une varie´te´ abe´lienne, et L un fibre´ en droites ample sur A. Pour
tout n ≥ 3, le fibre´ L⊗n de´finit un plongement projectivement normal de A dans un espace projectif
Pr.
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Soient A/K une varie´te´ abe´lienne sur un corps de nombres, munie d’un fibre´ en droites syme´trique
ample L. Quitte a` travailler avec L⊗4 plutoˆt qu’avec L, on peut supposer que L est tre`s ample,
totalement syme´trique et de´finit un plongement projectivement normal de A dans un projectif Pn.
On noteM = L⊠L le fibre´ en droites sur A×A associe´ a` L. On va maintenant pouvoir construire
la fonction F recherche´e.
Soient L et T deux entiers positifs. On note {s0, . . . , sl} une base de H0(A×A,M). On peut, par
projective normalite´, choisir une base {Q1, . . . , Qm} du K-vectoriel H0
(
A×A,M⊗L) telle que
tous les Qi sont homoge`nes de degre´ L en les sj . De plus, on peut aussi voir les si comme des
(1, 1)-formes homoge`nes de K[X,Y] ou` X = (X0, . . . , Xn), et Y = (Y0, . . . , Yn). Enfin on note TB
l’espace tangent a` l’origine de la sous-varie´te´ abe´lienne B = i(A) de A×A de´finie par y = [N ]x.
But : fabriquer un polynoˆme, F =
∑m
i=1 biQi, a` coefficients entiers dans OKn , en les fonctions
abe´liennes de A×A, tel que F est de “petite” hauteur, et tel que F s’annule a` un ordre supe´rieur
a` T0 + 1 sur i(V ), le long de TB.
En notant Θ l’application theˆta de´finie sur TA(C) par la composition
TA(C)
expA(C)
// A(C)
ϕL // Pn(C)
associe´e a` L, ceci correspond a` trouver une solution de petite hauteur au syste`me d’inconnues les
bi
∂κF (Θ(u+ z),Θ(N(u+ z))
∂zκ |z=0 = 0, (8)
pour tout | κ |≤ T et u ∈ TA(C) tels que Θ(u) ∈ V (K).
On reprend le lemme 5.1. de [12] en remplac¸ant K par Kn. On obtient alors directement :
Lemme 3.2 Il existe une constante strictement positive c4 telle que le rang du syste`me (8) sur
Kn est majore´ par
rg = c4 (T0δn(Q))
g−d0
(
LN2
)d0
.
On peut maintenant construire la fonction que l’on veut. E´tant donne´ un polynoˆme F a` coefficients
dans K, on note h(F ) la hauteur logarithmique absolue du point projectif de´fini par 1 et les
coefficients de F .
Lemme 3.3 Si T0δn(Q) < 2L
2, alors il existe une fonction F solution du syste`me (8), de hauteur
majore´e par
h(F ) ≤ c5 (log[Kn : K])2 + rg× (C0T0 log(δn(Q)) + L)
L2g
.
De´monstration : Il suffit de reprendre la preuve du lemme 5.4. de [12] et d’appliquer le the´ore`me
F en lieu et place du classique lemme de Siegel. Comme Kn = K(A[n]), on utilise le corollaire
2.1 pour majorer le discriminant apparaˆıssant dans le the´ore`me F. C’est ce discriminant qui nous
donne le terme c5 (log[Kn : K])
2
. 
3.5 Lemme de ze´ros
Avec les notations pre´ce´dentes, on pose Σ =
{
σ(Q) | σ ∈ Gal(K/Kn)
}
. Pour chaque premier p,
fixons une place vp de Kn au-dessus de p et notons NRKn l’ensemble des telles places vp telles
que vp|p est non-ramifie´e dans Kn. Pour r compris entre 1 et g, posons de plus
Pr = {Id} ∪
{
αv | v ∈ NRKn ,
Nr
2
≤ N(v) ≤ Nr
}
,
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ou` les Nr sont des parame`tres qui seront spe´cifie´s ulterieurement. Il faut notamment les choisir de
sorte que NilogNi ≥ 2 log δ⋆n ≥ 4log 2 log[Kn : K] afin d’eˆtre sur que les ensembles Pr soient non vides
(cf. les points (2) des lemmes 2.1 et 2.3). En supposant ceci ve´rifie´, le the´ore`me de Chebotarev
nous assure alors que
Card(Pr) ≥ c6Nr
logNr
.
Notation. Si α est un e´le´ment de Pr pour un certain entier positif r, associe´ au nombre premier
p, on notera α˜ l’ope´rateur α ◦ Φ−1p , compose´ d’une isoge´nie et d’un morphisme de Gal(Kn/K).
Par convention, si α est l’identite´, on prendra e´galement l’identite´ pour α˜.
Pour tout entier r entre 1 et g, on note alors
Σ(r) = {α˜r ◦ · · · ◦ α˜g(Q)) | Q ∈ Σ, αi ∈ Pi} .
On convient que Σ(g+1) = Σ.
On rappelle une variante (affaiblie) du lemme de ze´ros de´montre´ dans [12] (the´ore`me 4.1.).
The´ore`me 3.1 (Lemme de ze´ros) On utilise les notations pre´ce´demment introduites. Soient
A/K une varie´te´ abe´lienne de dimension g, plonge´e dans un espace projectif Pm de fac¸on projecti-
vement normale et M un entier strictement positif. On se donne une forme F ∈ Kn[X0, . . . , Xm]
homoge`ne de degre´ L, non-identiquement nulle sur AKn . On suppose que F s’annule a` un ordre
supe´rieur a` 1 +M le long de TAKn en tous les points de Σ
(1). Sous ces hypothe`ses,
il existe un entier r ∈ {1, . . . , g}, une sous-Kn-varie´te´ de AKn , V , stricte et Kn-irre´ductible,
de dimension d ≥ g− r, telle que VK contient un e´le´ment de Σ(r+1), incomple`tement de´finie dans
A avec multiplicite´ supe´rieure a` 1gM le long de l’espace tangent a` l’origine TAKn par des formes
de degre´ infe´rieur a` 2LN1 × · · · ×Nr−1, telle que :
Mg−d degLKn
( ⋃
α∈Pr
α˜(V )
)
≤ c7(LN1 × · · · ×Nr−1)g−d.
De´monstration : C’est le the´ore`me 4.1. (version galoisienne) et la scolie 4.8. de [12] applique´s avec
K = Kn, ∀i ∈ {1, . . . , g} Ti = 1
g
M, L = L, V = TAKn .
Plus pre´cise´ment, on reprend leur preuve,la seule diffe´rence e´tant la suivante : la` ou` ils introduisent
(p.27, paragraphe 4.2.) la suite d’ide´aux
I1 = (P ), Ir+1 = (∂
Tr
0,αIr; α ∈ Pr),
nous introduisons la suite
I1 = (P ), Ir+1 = (∂
Tr
0,αp
Φp(Ir); α˜p = αp ◦ Φ−1p ∈ Pr).
La preuve est alors la meˆme. 
Comme dans [12], nous aurons e´galement besoin d’un re´sultat supple´mentaire, raffinant l’ine´galite´
de Be´zout :
Lemme 3.4 Il existe une constante c8 telle que la proprie´te´ suivante est vraie : soient V une
sous-Kn-varie´te´ stricte de A, irre´ductible sur Kn et F une forme de degre´ µ sur A, de´finie sur
Kn. On suppose que F est nulle avec multiplicite´ supe´rieure a` m sur une sous-Kn-varie´te´ V
′
de A, et on suppose e´galement que les intersections V · V ′ et V · Z(F ) ont une composante W,
Kn-irre´ductible en commun, de codimension 1 dans V . Dans ce cas, on a l’ine´galite´
degLKn W ≤ c8
(degLKn V )µ
m
.
De´monstration : Il s’agit du lemme 4.9. de [12] avec K = Kn. 
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3.6 Extrapolation
L’extrapolation suit pour partie ce qui est fait par David et Hindry dans [12]. Ceci dit, il y a tout
de meˆme une diffe´rence : comme la fonction auxiliaire n’est plus construite a` coefficients entiers
mais a` coefficients dans OKn , on va a` la manie`re des cas non-ramifie´ de [4] et [26], faire intervenir
les automorphismes de Frobenius Φp de l’extension abe´lienne Kn/K. Ceci e´tant note´, les choses
fonctionnent bien ensuite a` condition de se restreindre au cas des premiers non-ramifie´s dans Kn.
C’est pour cela que l’on de´finit les ensembles Pr tels qu’on les de´finit. On e´nonce le lemme qui
nous permet d’extrapoler. Notons que l’on utilise ici le fait que l’extension Kn/K est abe´lienne.
Lemme 3.5 Soient x ∈ OKn , p un nombre premier non-ramifie´ dans Kn et v une valuation sur
K e´tendant p. En notant Φp ∈ Gal(Kn/K) l’automorphisme de Frobenius associe´ a` p, on a
| xp − Φpx |v≤ p−1.
De´monstration : C’est le lemme 3.1. de [4]. 
Remarque 3.8. Notons que c’est cette restriction, le fait de se restreindre a` ne travailler qu’avec
les premiers non-ramifie´s dans Kn, qui fait apparaˆıtre les facteurs log δ
⋆
n plutoˆt que log δn(P ).
Pour corriger ceci, on pourrait s’inspirer de l’article [4] (et [26]), mais, inde´pendamment des autres
complications, il y aurait cette fois-ci non plus g, mais 2g e´tapes d’extrapolation a` faire.
On reprend le paragraphe 6 de [12] et on remplace dans le the´ore`me 6.4, le corps K(Q) par Kn(Q).
Ceci se fait sans autre changement et on obtient ainsi :
Proposition 3.2 Pour tout i compris entre 1 et g, on fait les hypothe`ses suivantes sur les pa-
rame`tres :
N2
(
g∏
i=1
Ni
)
ĥL(Q) ≤ c3,
et
Ti logNg−i ≥ 2L et si i ≤ g − 1, Ti logNg−i > 2c9 (Ti+1 log(Ti+1 + L) + L+ h(F )) .
Dans ce cas, la fonction auxiliaire F est nulle le long de TB(C) a` un ordre supe´rieur a` Tg en tout
point de Σ(1).
De´monstration : Il s’agit de reprendre les calculs de la proposition 6.5. de [12] (elle meˆme base´e
sur l’extrapolation de Laurent [18]) en passant de K a` Kn. On conserve donc leurs notations. Il
s’agit de la meˆme chose que ce qui est fait dans les propositions 6.1 et 7.1 de [26] dans le cadre
des courbes elliptiques. On raisonne par re´currence, on suppose F nulle a` un ordre supe´rieur a`
Ti le long de TB(C) en tous les points de Σ
(g+1−i), et on va montrer la meˆme chose a` au rang
i + 1. Plus exactement, e´tant donne´ un point Rg+1−i de Σ
(g+1−i), plutoˆt que de montrer que F
s’annule en un point α˜v(Rg+1−i) a` un ordre supe´rieur a` Ti+1 avec αv ∈ Pg−i, on va montrer, ce
qui est e´quivalent, que Φp(F ) s’annule au point αv(Rg+1−i) au meˆme ordre. Cette reformulation
nous permettra d’appliquer le lemme 3.5. Notons que le rang i = 0, autrement dit l’initialisation
de la re´currence, est vrai par construction de F par le lemme de Siegel.
Soit v la place de Kn dans NRKn correspondant a` αv ∈ Pg−i. Elle est d’uniformisante πv. Soit
R un point de Σ(g+1−i) de´fini sur une extension K ′n/Kn, et soit w une place de K
′
n au dessus
de v. Notons R = (R0, . . . , Rn) un syste`me de coordonne´es projectives de R dans Ow, telles que
|| R ||w= 1. Soit ∂κ un ope´rateur diffe´rentiel d’ordre | κ |≤ Ti+1 le long de TB(C). L’application
de l’hypothe`se de re´currence (annulation de F a` un ordre supe´rieur a` Ti le long de TB(C) en tous
les points de Σ(g+1−i)), et l’application du petit the´ore`me de Fermat dans le cadre des varie´te´s
abe´liennes conduisant a` l’ine´galite´ (20) p.47 de [12] et le lemme 3.5 nous donnent∣∣∣Φp (∂κF )(Fαv (R),F(N) ◦ Fαv (R))∣∣∣
w
≤ |πv|Ti−|κ|w , (9)
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ou` Fαv et F
(N) sont des formes homoge`nes deOK [X] de degre´ respectifs N(v) et 4m+1, repre´sentant
respectivement l’endomorphisme de Frobenius surA associe´ a` v, et la multiplication parN = 2m+1.
On veut maintenant sommer sur toutes les places w au-dessus de v. Malheureusement, le choix
du syste`me de coordonne´es projectives pour R de´pend de w. On est donc oblige´ d’alourdir les
notations pour pallier ce proble`me. Soient S, SN , Sαv , SN,αv des coordonne´es projectives non
nulles de R, F(N)(R), Fαv (R), F
(N) ◦ Fαv (R) respectivement. On note de plus Sw,N , Sw,αv ,
Sw,N,αv des coordonne´es de ces points de valeur absolue w-adique maximale.
Soit maintenant ∂κ un ope´rateur diffe´rentiel de longueur minimale pour lequel
Φp (∂
κF )
(
Fαv (R),F
(N) ◦ Fαv (R)
)
est non nul. Si |κ| est supe´rieur a` Ti+1, on a gagne´. Sinon on applique la formule de Leibniz en
utilisant que F est bihomoge`ne de bidegre´ (L,L). On a donc
Φp (∂
κF )
(
Fαv (R)
Sαv
,
F(N) (Fαv (R))
SN,αv
)
=
Φp (∂
κF )
(
Fαv (R),F
(N) (Fαv (R))
)
SLαvS
L
N,αv
Or ceci est e´gal a`
Φp (∂
κF )
(
Fαv (R)
Sw,αv
,
F(N) (Fαv (R))
Sw,N,αv
)
· (Sw,αvSw,N,αv)
L
(SαvSN,αv)
L
.
On re´e´crit alors l’ine´galite´ (9) en passant au log, en sommant sur toutes les places w au-dessus de
v et en notant dw les degre´s locaux :∑
w|v
dw log
(∣∣∣∣Φp (∂κF )(Fαv (R)Sαv , F
(N) (Fαv (R))
SN,αv
)∣∣∣∣
w
)
(10)
≤ (Ti − |κ|)
∑
w|v
dw log(|πv|w) + L
∑
w|v
dw log
( |Sw,αvSw,N,αv |w
|SαvSN,αv |w
)
. (11)
Or ∑
w|v
dw log(|πv|w) = [K ′n : Kn] log(|πv|v) = −
[K ′n : Kn]
dv
log (N(v))
De plus, on peut voir que∑
w|v
dw log
( |Sw,αvSw,N,αv |w
|SαvSN,αv |w
)
≤ [K ′n : Kn] (hL(αv(R)) + hL(Nαv(R)))
≤ [K ′n : Kn]
(
N(v)ĥL(R)+N
2N(v)ĥL(R)+ c14
)
.
C’est l’ine´galite´ (21) p. 49 de [12]. On obtient ainsi, en notant G le membre de gauche de l’ine´galite´
(10) la majoration suivante :
G ≤ −c10Ti[K ′n : Kn] logNg−i + L[K ′n : Kn](N(v)
(
N2 + 1)ĥL(R) + c
′
14
)
(12)
≤ −c10Ti[K ′n : Kn] logNg−i + c11L[K ′n : Kn] ≤ −c12Ti[K ′n : Kn] logNg−i, (13)
par choix des parame`tres et par l’hypothe`se. Pre´cise´ment c’est pour obtenir cette dernie`re ine´galite´
que l’on applique l’hypothe`se (H), via l’ine´galite´ (7) suppose´e ve´rifie´e dans les hypothe`ses de la
proposition. Il reste a` majorer le terme −G. Par de´finition de la hauteur (absolue logarithmique)
projective, on a
−1
[K ′n : Kn]
G ≤ h
((
Φp (∂
κF )
(
Fαv (R)
Sαv
,
F(N) (Fαv (R))
SN,αv
))−1)
= h
(
Φp (∂
κF )
(
Fαv (R)
Sαv
,
F(N) (Fαv (R))
SN,αv
))
,
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ceci ayant un sens grace a` l’hypothe`se de non nullite´ de Φp (∂
κF ) (· · · ). Il ne reste maintenant plus
qu’a` majorer cette dernie`re hauteur. Il s’agit d’un calcul classique (cf. par exemple [12] p. 50). On
obtient −1
[K ′n : Kn]
G ≤ c13
(
Ti+1 log(Ti+1 + L) + LN
2N(v)ĥL(R) + h(F )
)
. (14)
Finalement, en mettant ensemble les ine´galite´s (12) et (14), on obtient
Ti logNg−i ≤ c14 (Ti+1 log(Ti+1 + L) + L+ h(F )) . (15)
Les hypothe`ses permettent alors de conclure. 
3.7 Choix complet des parame`tres
Jusque la` on a du imposer les ine´galite´s suivantes sur les parame`tres :
∀i, Ni ≫ (log δ⋆n)2, N2 ∼ L, et si i ≤ g − 1, T0δn(Q)≪ L2 ≪ (Ti log log δ⋆n)2.
De plus, L e´tant line´aire en δn(Q) (cf. le paragraphe 3.3), il en est de meˆme pour les Ti qui
sont strictement de´croissants, en fait ve´rifiant :
Ti+1 ≤ Ti log log δ
⋆
n
C0 log δ⋆n
.
On doit e´galement avoir T0 ≥ . . . ≥ Tg−1 ≥ (log δ
⋆
n)
2
log log δ⋆n
. Ainsi, on a :
Tg ≃ T0
(
log log δ⋆n
C0 log δ⋆n
)g
= δn(Q)
T0
δn(Q)
(
log log δ⋆n
C0 log δ⋆n
)g
.
Enfin la dernie`re chose a` ve´rifier est la suivante :
∀i ∈ {1, . . . , g − 1}, C0T g+1−d00 δn(Q)g−d0 log δ⋆n ≪ cTiL2(g−d0) log log δ⋆n.
On veut (afin d’obtenir un re´sultat optimal vis a` vis de la me´thode) que L soit le plus petit
possible, ceci nous permet d’en de´duire les valeurs optimales pour les Ti et pour L :
L =
[
C2g0 δn(Q)(log δ
⋆
n)
2g−1(log log δ⋆n)
−2g
]
, N = 2m+1,m =
[
logL
2 log 2
]
,
et, pour tout i ∈ {1, . . . , g}
T0 =
[
C
3g− 12
0 δn(Q)(log δ
⋆
n)
3g−2(log log δ⋆n)
−3g
]
, Ti =
[
T0
(
log log δ⋆n
C0 log δ⋆n
)i]
.
Par ailleurs on pose
∀i ∈ {1, . . . , g} Ni =
(
C0 log δ
⋆
n
log log δ⋆n
)i.i!ρ
,
pour un certain parame`tre ρ entre ρmin et ρmax, avec ρmax = (g+2)(2g.g!)
gρmin et ρmin = 2g+5.
Avec ces choix de parame`tres on ve´rifie que l’ine´galite´ (7) est bien ve´rifie´e :
ĥL(Nα1 ◦ . . . ◦ αg(Q)) ≤ c3.
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3.8 Fin de l’extrapolation
On conside`re l’application
ϕ : A
i→֒ A×A →֒ Pn × Pn →֒
Segre
P(n+1)2−1
x 7→ (x, [N ]x)
Proposition 3.3 Soient ρ compris entre ρmin et ρmax et Q un point de A(K) ve´rifiant l’hypothe`se
(H) pour ρ. Il existe une Kn-varie´te´ V , Kn-irre´ductible, stricte de A, de dimension d, telle que :
il existe un point Q1 ∈ A(K), de la forme Q1 = α˜r+1 ◦ . . . ◦ α˜g(Q), pour un certain r ∈ {1, . . . , g}
et certains αi ∈ Pi, i ∈ {r + 1, . . . , g}, tel que V est de dimension d ≥ g − r, que Q1 ∈ V (K), et
si V n’est pas une sous-varie´te´ torsion, on a
degLKn V ≤ c15
C0 log log δ
⋆
n
Nr
(
L2N1 × · · · ×Nr−1
Tg
)g−d
.
De plus V est incomple`tement de´finie par des formes de degre´ au plus
c16LN
2N1 × · · · ×Nr−1
avec multiplicite´ supe´rieure a` 1gTg.
De´monstration : On applique le the´ore`me 3.1 a` la fonction auxiliaire F construite pre´ce´demment,
tire´e en arrie`re par ϕ. Comme F est une forme bi-homoge`ne de bidegre´ (L,L) non-identiquement
nulle sur AKn × AKn , elle n’est pas identiquement nulle sur BKn par choix du parame`tre N (on
a pris N2 ≥ L+ 1). De plus la proposition 3.2 nous indique que F est nulle le long de TB(C) a` un
ordre supe´rieur a` Tg en tous les points de Σ
(1). La forme G = F ◦ ϕ, qui est une forme de degre´
L(N2 + 1) ve´rifie donc les hypothe`ses du lemme de ze´ros. Il suffit de ve´rifier l’ine´galite´ annonce´e
pour le degre´ de V . On suppose donc que V n’est pas de torsion.
On note V˜ une composante irre´ductible de VK . Comme V n’est pas une sous-varie´te´ de torsion,
le point 1. du lemme 2.5 nous dit alors qu’il n’existe pas de triplet (α, β, σ) ∈ P2r × Gal(K/Kn)
tel que α(V˜ ) = β(σ(V˜ )). Le choix de Nr ≥ (log δ⋆n)2 fait que la suite du calcul de la majoration
du degre´ de V marche comme dans [12] p.54-55, en remplac¸ant K par Kn :
deg
 ⋃
α∈Pr, σ∈Gal(K/Kn)
α˜(σ(˜(V ))
 ≥ ∑
α∈Pr
M∑
i=1
q(α)d deg(σi(V˜ ))
Card
(
Kerα ∩Gσi(eV )
) ,
ou` l’on a note´ σi(V˜ ) les diffe´rents conjugue´es de V˜ . On poursuit alors comme dans [12] p.55.
Notamment on a
| GeV : G0eV |≤ deg V˜ (4L2N1 × · · · ×Nr−1)g−s ≤ C
⋆1
0 (δ
⋆
n)
⋆2 ,
ou` ⋆1 et ⋆2 sont des constantes explicites ne de´pendant que de g. De plus par choix du parame`tre
Nr, le cardinal de l’ensemble Pr est supe´rieur a` NrC0 log log δ⋆n . Finalement tous calculs faits, on obtient
deg
 ⋃
α∈Pr, σ∈Gal(K/Kn)
α˜(σ(˜(V ))
 ≥ c′15
C0
Nr degLKn V
log log δ⋆n
.
En remplac¸ant dans l’ine´galite´ fournie par le lemme de ze´ros, on obtient :
degLKn V ≤ c15
C0 log log δ
⋆
n
Nr
(
L2N1 × · · · ×Nr−1
Tg
)g−d
.
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Ceci conclut. 
Remarque 3.9. Notons que en remplac¸ant dans la proposition les parame`tres par leur valeur, on
obtient,
degLKn V ≤ c15
C
(2g+ 32+ρ(r!−1))(g−d)
0 δn(Q)
g−d(log δ⋆n)
(2g+ρ(r!−1))(g−d)
Nr(log log δ⋆n)
(2g+ρ(r!−1))(g−d)−1
.
Corollaire 3.1 Avec les notations de la proposition pre´ce´dente et si V n’est pas de torsion, on a
l’ine´galite´
δn(Q1) ≤ C
2g+ 32
0 (log δ
⋆
n)
2g
N1(log log δ⋆n)
2g−1
δn(Q),
en particulier, δn(Q1) < δn(Q).
De´monstration : Par de´finition de l’indice d’obstruction, on a δn(Q1) ≤ (degLKn V )
1
codim(V ) . Ainsi
en appliquant la proposition pre´ce´dente, on en de´duit
δn(Q1) ≤ c15C
2g+ 32+ρ(r!−1)
0 (log δ
⋆
n)
2g+ρ(r!−1)
N
1
g−d
r (log log δ⋆n)
2g+ρ(r!−1)
(log log δ⋆n)
1
g−d δn(Q).
A` partir de la` le calcul se fait exactement comme celui de la scolie 7.2. de [12] 
3.9 Descente finale et preuve du the´ore`me principal 1.1
On va maintenant montrer le the´ore`me. Pour cela on choisit P un point de A(K) et on suppose
par l’absurde qu’il ne ve´rifie pas la conclusion du the´ore`me 1.1 : on suppose donc que
ĥL(P ) <
c
δn(P )
(
log log δ⋆n
C0 log δ⋆n
)(g+1)!ρmax
,
et on suppose e´galement que P n’est contenue dans aucune sous-Kn-varie´te´ de torsion, B, stricte
de AKn telle que(
degLKn B
) 1
codim B ≤ δn(P ) (C0 log δ⋆n)2g+2(g+2)(g+1)!(2g.g!)
g(2g+5)
.
Le point P ve´rifie l’hypothe`se (H) pour la valeur de ρ maximale, note´e ρmax. La descente que l’on
va maintenant expliquer est tout a` fait similaire au paragraphe 7.3. de [12], a` ceci pre`t que l’on
travaille sur le corps Kn et surtout que l’on ne travaille qu’avec les indices d’obstructions.
On de´finit g ensembles de premiers correspondant aux isoge´nies de Frobenius donne´es par les
ensembles P(j)i , pour i ∈ {1, . . . , g} et j ∈ {1, . . . , g} :
P(j)i = {Id} ∪
{
αv | N
(j)
i
2
≤ N(v) ≤ N (j)i , v | p non-ramifie´ dans Kn
}
,
ou` les N
(j)
i sont de´finis par la formule :
N
(j)
i =
(
C0 log δ
⋆
n
log log δ⋆n
)i.i!ρj
,
avec ρj = (2gg!)
g−jρmin.
Nous utiliserons aussi des ensembles exceptionnels S(j)i dont le cardinal est au plus la moitie´ du
cardinal de P(j)i .
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On introduit deux autres familles d’ensembles d’isoge´nies :
∀j ∈ {1, . . . , g} Qi =
{
βj | βj = α(j)g ◦ · · · ◦ α(j)2 , α(j)i ∈ P(j)i
}
.
En appliquant la proposition 3.3 a` un point Q, pour les ensembles P(j)i , on obtient un point
Q1 = βj(Q) avec βj ∈ Qj . On pose e´galement R0 = {Id} et
∀i ∈ {1, . . . , g}, Ri = {Fi | Fi = βi ◦ · · · ◦ β1, βi ∈ Qi} .
Notations. De meˆme que pour les isoge´nies α, on associe aux isoge´nies β et F les ope´rateurs β˜
et F˜ de´finis en remplac¸ant les α par les α˜.
On montre maintenant que l’on peut, partant de P , extrapoler g fois.
Lemme 3.6 Soient i ∈ {0, . . . , g − 1} un entier et Fi un e´le´ment de Ri. Le point Pi = F˜i(P )
ve´rifie l’hypothe`se (H) avec ρ = ρi+1.
De´monstration : Par construction des ensembles P(j)i et par choix des N (j)i , l’isoge´nie Fi ve´rifie
bien le point 2. de l’hypothe`se (H). Ainsi il suffit de ve´rifier l’ine´galite´ sur la hauteur de Pi pour
pouvoir conclure. Or on a
ĥL(Pi) = q(Fi)ĥL(P ).
En posant qi = q(Fi), on constate donc qu’il suffit de majorer convenablement qi. Par de´finition
des ensembles Ri, on a
qi ≤
i∏
l=1
max {q(βl) | βl ∈ Ql} ≤
i∏
l=1
g∏
k=2
N
(l)
k
≤
(
C0 log δ
⋆
n
log log δ⋆n
)(g+1)!(2g.g!)gρmin
On obtient donc, en appliquant le lemme 3.1 (plus pre´cise´ment en appliquant l’ine´galite´ (5) de sa
preuve),
ĥL(Pi) ≤ c
δn(P )
(
log log δ⋆n
C0 log δ⋆n
)(g+1)!ρmax−(g+1)!(2g.g!)gρmin
≤ c
δn(Pi)
(
log log δ⋆n
C0 log δ⋆n
)(g+1)!ρmax−(g+1)!(2g.g!)gρmin
qgi
≤ c
δn(Pi)
(
log log δ⋆n
C0 log δ⋆n
)(g+1)!(ρmax−(g+1)(2g.g!)gρmin)
.
On a choisi ρmax = (g + 2)(2g.g!)
gρmin, ce qui conclut. 
On passe maintenant a` la proposition cruciale, qui va nous permettre d’effectuer la descente. Pour
la commodite´ du lecteur, nous conservons la nume´rotation de [12].
Proposition 3.4 Il existe un entier k ∈ {1, . . . , g}, une suite V0, . . . , Vk de sous-Kn-varie´te´s
strictes de AKn et une suite d’e´le´ments Fi = βi ◦ · · ·◦β1 ∈ Ri, i ∈ {1, . . . , k} (et F0 = Id) ve´rifiant
les proprie´te´s suivantes :
1. Les dimensions di de Vi sont croissantes.
2. La varie´te´ Vi passe par Pi = F˜i(P ).
3. La varie´te´ β˜−1i Vi contient Vi−1 si i ∈ {1, . . . , k}.
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4. On a la majoration
∆i := degLKn Vi ≤
c15
N
(i)
1
(
δn(Pi−1)C
2g+ 32+ρi+1(g!−1)
0 (log δ
⋆
n)
2g+ρi+1(g!−1)
(log log δ⋆n)
2g−1+ρi+1(g!−1)
)g−di
.
5. Si di = di+1 et si pour tout j < i ≤ k − 1, dj < dj+1, alors le nombre q(βi+1) est premier
avec | GVi : G0Vi |.
6. Il existe l ∈ {0, . . . , k − 1} tel que dl = dl+1.
Cette proposition se prouve en deux e´tapes, tout comme dans l’article de David et Hindry.
3.9.1 Proposition 3.4, premie`re e´tape
De´finition 3.3. Soient N un ensemble et S un sous-ensemble. On dit que S est exceptionnel (pour
N ) si le cardinal de S est au plus la moitie´ du cardinal de N .
Lemme 3.7 Soit l ∈ {0, . . . , g− 1}. Supposons donne´e une suite (W (l)i )0≤i≤l de sous-Kn-varie´te´s
strictes de AKn et une suite d’e´le´ments Fi = βi ◦ · · · ◦β1 ∈ Ri, i ∈ {1, . . . , l} (et F0 = Id) ve´rifiant
les proprie´te´s suivantes :
1. Les dimensions d
(l)
i de W
(l)
i sont croissantes en i a` l fixe´.
2. La varie´te´ W
(l)
i passe par Pi = F˜i(P ).
3. La varie´te´ β˜−1i W
(l)
i contient W
(l)
i−1 si i ∈ {1, . . . , l}.
4. On a la majoration
∆
(l)
i := degLKn W
(l)
i ≤
c15
N
(i)
1
(
δn(Pi−1)C
2g+ 32+ρi+1(g!−1)
0 (log δ
⋆
n)
2g+ρi+1(g!−1)
(log log δ⋆n)
2g−1+ρi+1(g!−1)
)g−d(l)i
. (16)
Dans ces conditions, il existe un e´le´ment β˜l+1(Ql+1) tel que :
5. Le nombre q(βl+1) est premier avec | GW (l)l : G
0
W
(l)
l
| et il existe une suite de sous-Kn-
varie´te´s stricte de A, (W
(l+1)
i )0≤i≤l+1 ve´rifiant les proprie´te´s pre´ce´dentes 1.,2.,3.,4. avec l
remplace´ par l + 1 et Fl+1 = βl+1 ◦ Fl. De plus cette suite ve´rifie la proprie´te´ :
6. Pour tout i ∈ {0, . . . , l}, on a W (l)i ⊂W (l+1)i .
De´monstration : On va appliquer la proposition 3.3 en partant :
1. Du point F˜l(P ) ;
2. Des ensembles P(l+1)1 , . . . ,P(l+1)g ou` l’on choisit comme ensembles exceptionnels les
S(l+1)i =
{
v ∈ P(l+1)i | pgcd
(
N(v), | G
W
(l)
l
: G0
W
(l)
l
|
)
6= 1
}
.
Comme rappele´ dans le lemme 2.1, le nombre de premiers divisant un entier positif n est au
plus polynoˆmial en logn et le cardinal de la partie discre`te des stabilisateurs de W
(l)
l est au plus
polynomial en le degre´ de W
(l)
l d’apre`s le point 3. du lemme E. Ainsi en utilisant la proprie´te´ 4.,
on a
Card S(j)i ≤ C0 log δ⋆n.
Comme tout les N
(j)
i sont de cardinal au moins C0(log δ
⋆
n)
2, on est bien assure´ que les S(l+1)i sont
exceptionnels. Par ailleurs, le lemme 3.6 nous assure que Pi ve´rifie l’hypothe`se (H). On va donc
pouvoir lui appliquer la proposition 3.3 avec ρ = ρi.
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Cette proposition nous fournit un e´le´ment βl+1 ∈ Ql+1 tel que la proprie´te´ 5. soit satisfaites (par
le choix meˆme des ensembles exceptionnels). Par ailleurs, on obtient ainsi une sous-Kn-varie´te´,
W
(l+1)
l+1 , stricte de A, Kn irre´ductible, de dimension d
(l+1)
l+1 , passant par Pl+1 = β˜l+1(Pl). Si W
(l+1)
l+1
e´tait de torsion, alors la varie´te´ F˜−1l+1W
(l+1)
l+1 serait e´galement de torsion. Or cette dernie`re contient
le point P , et est de degre´ au plus(
degLKn F
−1
l+1W
(l+1)
l+1
) 1
codim W
(l+1)
l+1 ≤ q(Fl+1)
(
degLKn W
(l+1)
l+1
) 1
codim W
(l+1)
l+1
≤ q(Fl+1)LN
2N1 × · · · ×Ng−1
Tg
,
la dernie`re ine´galite´ venant de ce que la varie´te´ W
(l+1)
l+1 est donne´e par le lemme de ze´ro. En
remplac¸ant les parame`tres par leur valeur, on en de´duit une contradiction, car P n’est contenu
par hypothe`se dans aucune sous-Kn-varie´te´ de torsion stricte de degre´ au plus(
degLKn B
) 1
codim B ≤ δn(P ) (C0 log δ⋆n)2g+
1
2+2(g+1)!(2g.g!)
g(2g+5)
.
Finalement la varie´te´ W
(l+1)
l+1 n’est pas de torsion, et on peut appliquer la proposition 3.3 pour
majorer plus finement son degre´ :
degLKn W
(l+1)
l+1 ≤ c15δn(Pl)g−d
(l+1)
l+1
C
(2g+ 32+ρl+1(rl+1!−1))(g−d
(l+1)
l+1 )
0 (log δ
⋆
n)
(2g+ρ(rl+1!−1))(g−d
(l+1)
l+1 )
Nrl+1(log log δ
⋆
n)
(2g+ρl+1(rl+1!−1))(g−d
(l+1)
l+1 )−1
≤ c15 δn(Pl)
g−d
(l+1)
l+1
N
(l+1)
1
×
(
C
2g+ 32
0 (log δ
⋆
n)
2g
log log δ⋆n)
2g−1
)g−d(l+1)l+1
.
La dernie`re ine´galite´ s’obtient tout comme l’ine´galite´ du corollaire 3.1 en suivant le calcul de la
preuve de la scolie 7.2 de [12]. La varie´te´ ainsi construite ve´rifie bien l’ine´galite´ 16.
Comme dans [12] nous construisons maintenant la varie´te´ W
(l+1)
0 . On va pour cela couper W
(l)
0
par des formes de´finissant incomple`tement W
(l+1)
l+1 , en utilisant l’information sur la multiplicite´
contenue dans le lemme de ze´ros : on coupe W
(l)
0 par le nombre minimal de formes G1, . . . , Gu,
choisies parmies les formes de´finissant incomple`tement W
(l+1)
l+1 avec multiplicite´ supe´rieure a` Tg,
donne´es par la proposition 3.3, nulles sur W
(l+1)
l+1 , tire´es en arrie`re par F˜
−1
l+1 de sorte que
W
(l)
0 · F˜−1l+1Z(G1) · · · F˜−1l+1Z(Gu)
a la meˆme dimension au point P que
W
(l)
0 · F˜−1l+1(W (l+1)l+1 ).
De plus la proposition 3.3 nous assure qu’il existe de telles formes, nulles sur W
(l+1)
l+1 avec multi-
plicite´ supe´rieure a` 1gTg, de degre´ au plus 2L
2N
(l+1)
1 × · · · ×N (l+1)rl+1−1. Ainsi la varie´te´ W
(l+1)
0 peut
eˆtre de´finie par re´currence sur u. Parmi les composantes isole´es de W
(l)
0 · F˜−1l+1Z(Gl), on en choisit
une, que l’on note W
′(l+1)
1 , contenant une composante isole´e de dimension maximale de
W
(l)
0 · F˜−1l+1W (l+1)l+1 ,
passant par le point P . On applique maintenant le lemme 3.4 et on obtient
degLKn W
′l+1
1 ≤
c15
Tg
(
degLKn W
(l)
0
)
L2N
(l+1)
1 × · · · ×N (l+1)rl+1−1.
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Par re´currence sur u on obtient une sous-Kn-varie´te´ stricte de A, W
′(l+1)
u =:W
(l+1)
0 , irre´ductible
sur Kn, contenant le point P et ve´rifiant
W
(l+1)
0 ⊂ F˜−1l+1W (l+1)l+1 ,
et de degre´ majore´ par
degLKn W
(l+1)
0 ≤
c17
T ug
degLKn W
(l)
0
(
L2N
(l+1)
1 ×N (l+1)rl+1−1
)u
.
En utilisant le fait que ρl+1 ≤ ρ1 et rl+1 ≤ g, on remplace maintenant les parame`tres par leur
valeur pour obtenir :
degLKn W
(l+1)
0 ≤ c17δn(Pl)u
(
C
2g+ 32+ρ1(g!−1)
0 (log δ
⋆
n)
2g+ρ1(g!−1)
(log log δ⋆n)
2g+ρ1(g!−1)
)u
.
En remplac¸ant degLKn W
(l)
0 par sa majoration donne´e par l’hypothe`se de re´currence et en notant
que u = dimW
(l)
0 − dimW (l+1)0 , on obtient l’ine´galite´
degLKn W
(l+1)
0 ≤ c18δn(P )codimA(W
(l+1)
0 )
(
C
2g+ 32+ρ1(g!−1)
0 (log δ
⋆
n)
2g+ρ1(g!−1)
(log log δ⋆n)
2g+ρ1(g!−1)
)codimA(W (l+1)0 )
.
Notons que l’on a ici utilise´ le corollaire 3.1 pour majorer δn(Pl) par δn(P ). Ceci ache`ve la construc-
tion au rang i = 0. De plus, la proprie´te´ 6. est bien ve´rifie´e pour i = 0.
On se donne maintenant un entier m ∈ {0, . . . , l− 1} et on suppose les varie´te´sW (l+1)i construites
pour i ∈ {0, . . . ,m}. On veut construire les varie´te´s W (l+1)m comme pre´ce´demment. De fait ceci
marche effectivement de la meˆme fac¸on et est de´taille´ dans [12] p.66-67. 
Le lemme 3.7 nous permet d’obtenir le re´sultat suivant :
Lemme 3.8 Soit u un entier compris entre 0 et g−1. S’il existe un e´le´ment de Fu = βu◦· · ·◦β1 ∈
Ru et une suite de sous-Kn-varie´te´s W (u)i strictes de A, ve´rifiant les hypothe`ses du lemme 3.7,
alors, il existe un e´le´ment
Fg = βg ◦ · · · ◦ βu+1 ◦ Fu ∈ Rg
et des sous-Kn-varie´te´s strictes (W
(j)
i )0≤i≤j,u≤g stricte de A telles que : pour tout l ∈ {u, . . . , g},
la suite (W
(l)
i )0≤i≤l ve´rifie les proporie´te´s 1., 2., 3. et 4. du lemme 3.7 pour Fl = βl ◦ · · · ◦ β1 et
telles que de plus les deux proprie´te´s suivantes soient ve´rifie´es :
5’. Pour tout l ∈ {u, . . . , g − 1}, le nombre q(βl−1) est premier avec | GW (l)l : G
0
W
(l)
l
|.
6’. Pour tout i ∈ {0, . . . , g} et pour tout l ∈ {u, . . . , g − 1}, on a
W
(l)
i ⊂W (l+1)i .
De plus, pour F0 = Id, il existe une telle sous-varie´te´ W
(0)
0 .
De´monstration : Soient W
(0)
0 une sous-Kn-varie´te´ stricte de A passant par P0 = P , de dimension
minimale et re´alisant δn(P ), i.e., telle que
δn(P )
codim W
(0)
0 = degLKn W
(0)
0 .
On note d
(0)
0 sa dimension et on pose F0 = Id. La varie´te´ W
(0)
0 ve´rifie les proprie´te´s 2. et 4. du
lemme 3.7. De plus, pour l = 0, les deux autres conditions sont vides, donc ve´rifie´es. On applique
le lemme 3.7 et on obtient des varie´te´s W
(1)
0 , W
(1)
1 ainsi qu’un e´le´ment F1 ∈ R1. Par re´currence
sur l on obtient alors le lemme. De meˆme lorsque l’on part d’un entier positif u quelconque, la
meˆme re´currence permet de conclure. 
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3.9.2 Proposition 3.4, seconde e´tape
Cette seconde e´tape, qui est purement combinatoire, se reprend mot pour mot dans la seconde
e´tape de la descente de [12] p.68-71. Pour ne pas alourdir ce papier plus que de raison, nous
l’omettons ici. Cette e´tape permet de prouver la proposition 3.4.
3.10 Conclusion
Soit i le plus petit entier compris entre 0 et k tel que di = di+1 dans la proposition 3.4. La
proprie´te´ 3. de cette proposition nous assure que Vi est une composante isole´e de β˜
−1
i+1Vi+1. De
plus, la varie´te´ β˜−1i+1Vi+1 est stable par translation par les points de Ker βi+1. Ainsi pour tout
e´le´ment ξ de ce noyau, la varie´te´ Vi + ξ est une composante isole´e de β˜
−1
i+1Vi+1. Par la proprie´te´
5. de la proposition 3.4, le nombre q(βi+1) est premier avec le cardinal de la partie discre`te du
stabilisateur de Vi. Ainsi, en notant si la dimension de ce stabilisateur, on en de´duit que le nombre
de telles composantes est
q (βi+1)
g−si .
En comparant les degre´s, on obtient l’ine´galite´
q(βi+1) degLKn Vi ≤ degLKn
(
β−1i+1Vi+1
)
.
La varie´te´ Vi passe par construction par le point Pi, donc son degre´ sur Kn est minore´ par
degLKn Vi ≥ δn(Pi)g−di .
La proprie´te´ 4. de la proposition 3.4 (majoration de ∆i) nous donne alors
q(βi+1)
g−siδ(Pi)
g−di ≤ q(βi+1)g−di δn(Pi)
g−di
N
(i+1)
1
(
C
2g+ 32+ρi+2(g!−1)
0 (log δ
⋆
n)
2g+ρi+2(g!−1)
)g−di
.
En simplifiant par δn(Pi) et en remplac¸ant N
(i)
1 par sa valeur, on obtient(
C
2g+ 32+ρi+2(g!−1)
0 (log δ
⋆
n)
2g+ρi+2(g!−1)
)g−di
(log log δ⋆n)
ρi+1
C
ρi+1
0 (log δ
⋆
n)
ρi+1
≥ 1.
Ainsi, on en de´duit une contradiction si(
2g +
3
2
+ ρi+2(g!− 1)
)
(g − di) < ρi+1.
Or, par construction on a
ρi+1 ≥ (2g.g!)ρi+2.
Ainsi, si ρmin = 2g + 5 on peut conclure. Le choix de ρmin nous permet donc de finir la preuve.
4 Preuve du the´ore`me 1.3
La preuve repose essentiellement sur trois points :
1. En relisant la preuve de Re´mond, on peut dans le cas C.M. utiliser une estimation du cardinal
des points de torsion meilleure que celle qu’il utilise : la` ou` il utilise une estimation de Masser,
on peut dans notre cas utiliser le corollaire 1.2 de [27].
2. Dans une varie´te´ abe´lienne An, avec A simple, les sous-groupes alge´briques sont de dimension
un multiple de la dimension de A.
3. Notre re´sultat (the´ore`me 1.1) sur le proble`me de Lehmer permet de gagner 1 dans l’estimation
finale.
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4.1 Pre´liminaires
Notons tout d’abord que le proble`me que l’on conside`re est stable par isoge´nies. Dans la suite
on se restreint donc au cas d’une varie´te´ abe´lienne de type C.M. produit de varie´te´s abe´liennes
ge´ome´triquement simples, A =
∏m
i=1A
ni
i , les Ai e´tant de dimension gi et deux a` deux non isoge`nes.
Par ailleurs, on fixe une courbe X qui est transverse dans A. Re´mond obtient e´galement dans le
cas C.M., en appliquant la the´ore`me A de David-Hindry, le re´sultat inconditionnel suivant (c’est
le corollaire 1.2., page 529, de [29]) :
The´ore`me G (Re´mond) L’ensemble X(K) ∩ A[r] est fini de`s que
r ≥ 2 +
m∑
i=1
gi.
En relisant la preuve de Re´mond, on constate en fait qu’il prouve un re´sultat un peu plus fin. On
donne pour cela une notation en suivant [27] :
Notation. Soit A/K0 une varie´te´ abe´lienne, on note
γ(A) = inf
{
b > 0 | ∃C(A) > 0 ∀K/K0 finie , |(A(K)tors)| ≤ C(A/K0)[K : K0]b
}
.
Proposition H (Re´mond) L’ensemble X(K) ∩A[r] est fini de`s que
r > 1 +
m∑
i=1
γ(Ai).
Dans sa preuve du the´ore`me G ci-dessus, il utilise la majoration due a` Masser [20]
Card (Ai(K)tors)≪ Dgi+ε
avec ε assez petit. En prenant le produit, on voit que γ(A) ≤∑mi=1 gi+ ε d’ou`, vue la proposition
H, le choix de r dans le the´ore`me G. Pre´cise´ment, dans son article l’utilisation du re´sultat de
Masser est faite dans le corollaire 5.1., page 540, de [29].
Il y a donc deux manie`res de raffiner ce re´sultat. La premie`re consiste a` remplacer le terme
1+
∑
γ(Ai) par un terme plus petit. Le the´ore`me principal de notre article (le the´ore`me 1.1) nous
permet pre´cise´ment d’ame´liorer ceci (en remplac¸ant 1 +
∑
γ(Ai) par
∑
γ(Ai)). C’est l’objet de
la proposition 4.1 ci-apre`s . La seconde ame´lioration possible consiste a` obtenir une majoration
plus pre´cise que celle de Masser pour l’exposant γ(A) dans le cas d’une varie´te´ abe´lienne simple
de type C.M. C’est ensuite la conjonction de ces deux ame´liorations ainsi qu’une remarque qui
nous permettra de prouver le the´ore`me 1.3. Nous expliquons ceci dans le paragraphe 4.3. Passons
maintenant a` l’e´nonce´ et la preuve de la premie`re ame´lioration.
4.2 La premie`re ame´lioration
On commence par donner l’e´nonce´, et on consacre le reste du paragraphe a` sa preuve. Pour
simplifier la ve´rification au lecteur, on s’efforce de conserver les notations de [29]. Ainsi on notera
dans ce qui suit, r′ ce que l’on notait r pre´ce´demment. Par ailleurs on note K0 le corps de base,
K = K0(P ) une extension de degre´ D = [K : K0] de K0 (cf. [29] page 538–539).
Proposition 4.1 Soient A/K0 une varie´te´ abe´lienne de type C.M. et X une courbe transverse
dans A. L’ensemble X(K0) ∩ A[r′] est fini de`s que
r′ >
m∑
i=1
γ(Ai).
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On introduit e´galement la notation Kn = K0(A[n]) ou` n est le plus grand ordre des points de
torsion de A(K), et on pose Dn = [Kn(P ) : Kn]. Notons Tn un point d’ordre n de A(K). On a le
diagramme suivant :
Kn(P )
Kn = K0(A[n])
Dn
66mmmmmmmmmmmmm
K = K0(P )
hhPPPPPPPPPPPP
K0 (A(K)tors)
66nnnnnnnnnnnn
hhQQQQQQQQQQQQQ
K0(Tn)
OO
K0
OO
D
CC
dn
\\888888888888888888888888888
Rappelons un lemme classique dont nous avons besoin.
Lemme 4.1 Soient n un entier positif et A/K0 une varie´te´ abe´lienne de dimension g. On a
dn := [K0(A[n]) : K0] ≤ n4g2 .
De´monstration : Soit n ≥ 1 un entier. La repre´sentation naturelle
ρ : Gal(K0/K0)→ Aut (A[n])
nous donne une injection de Gal(K0(A[n])/K0) dans GL2g(Z/nZ). Ceci conclut. 
Corollaire 4.1 Il existe deux constantes c1 et c2 strictement positives ne de´pendant que de A/K0,
telles que l’on a l’ine´galite´
dn ≤ c1Dc2 .
De´monstration : En utilisant l’ine´galite´ du lemme 4.1, on majore dn par une puissance de n. Par
ailleurs, on sait (en utilisant par exemple les re´sultats transcendants de Masser [20], ou alge´brique
de Silverberg [36] dans notre cas) que l’on peut majorer n par une puissance du degre´ de [K0(Tn) :
K0] ≤ D. Ceci permet de conclure. 
Preuve de la proposition 4.1 : ceci se fait selon les deux e´tapes suivantes :
E´tape 1 : On montre que si r′ >
∑m
i=1 γ(Ai) alors on peut majorer D en fonction de Dn.
E´tape 2 : En reprenant le paragraphe 7, pages 545–547, de [29] en travaillant sur Kn plutoˆt que
sur Kt, on montre que Dn est borne´ de`s que r
′ ≥ 2.
Ainsi la conjonction des deux e´tapes entraˆıne que D est borne´ pour r′ >
∑m
i=1 γ(Ai) ≥ 1. De
plus le lemme 3.3, page 535, de [29] nous dit que l’ensemble X(K) ∩ A[r′] (et meˆme l’ensemble
X(K) ∩ A[1]) est de hauteur borne´e. Le the´ore`me de Northcott nous permet alors de conclure
concernant la finitude de X(K) ∩A[r′]. Ceci conclut donc la preuve de la proposition 4.1 modulo
les e´tapes 1 et 2 pre´ce´dentes. Notons a` titre de remarque que nous n’avons pas besoin ici d’appliquer
le lemme 7.1 de [29] utilisant le the´ore`me de Raynaud (ex-conjecture de Manin-Mumford).
Il nous reste, pour comple´ter la preuve de la proposition 4.1, a` prouver les deux e´tapes pre´ce´dentes.
C’est ce qu’on fait dans les deux sous-paragraphes suivants. Dans ces deux e´tapes, on appliquera
notre the´ore`me 1.1 en direction du proble`me de Lehmer relatif, en conjonction avec le corollaire
4.1 afin de majorer dnDn par une puissance de D.
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4.2.1 Rappels de notations de [29]
On travaille sur une varie´te´ abe´lienne de type C.M., A =
∏m
i=1A
ni
i de´finie sur un corps de nombres
K0. On note X la courbe transverse incluse dans A. Comme dans [29] paragraphe 5, p.538, on
note
P = (P1,1, . . . , P1,n1 , . . . , Pi,1, . . . , Pi,ni , . . . , Pm,nm)
le point de degre´ D = [K0(P ) : K0] sur K0 avec lequel on travaille (dans [29] il s’agit du point
P ′ = f(P ) ou` f est une isoge´nie fixe entre la varie´te´ abe´lienne ambiante et le produit
∏
Anii :
dans notre situation on a f = Id). Pour tout i ∈ {1, . . . ,m}, nous introduisons de plus deux
End(Ai)-modules :
1. Ni est le sous-End(Ai)-module de Hom(A,Ai) des morphismes nuls en P .
2. Γi est le sous-End(Ai)-module de Ai(K) engendre´ par les points Pi,1, . . . , Pi,ni .
Pour tout i, l’espace vectoriel re´el Γi ⊗ R est naturellement muni d’une structure euclidienne en
utilisant la hauteur de Ne´ron-Tate. On note (suivant [29] p. 539)
νi = Vol (Γi ⊗ R/ (Γi/(Γi)tors))
le volume pour cette norme.
Avec les notations de [29], on prend r = 2. Pour tout i ∈ {1, . . . ,m}, on note si le rang du
End(Ai)-module Γi, et on introduit les deux nombres
t =
m∑
i=1
(ni − si), et q =
m∑
i=1
gi(ni − si).
L’entier positif q est introduit dans [29] proposition 6.1., p.543, et la ligne la pre´ce´dant. L’entier
positif t est quant a` lui introduit a` la deuxie`me ligne de la preuve de la proposition 6.1 de [29].
Enfin les morphismes ψj intervenant dans la suite sont des e´le´ments de Ni apparaissant dans la
preuve de la proposition 6.1. de [29].
4.2.2 Preuve de l’e´tape 1
En utilisant les notations et la preuve de la proposition 6.1 page 543–544 de [29], on a
D ≪
 t∏
j=1
‖ψj‖2rgψj

1
q
. (17)
(Notons que cette ine´galite´ a e´te´ introduite pour la premie`re fois dans ce contexte, dans le cadre
de Gnm, dans l’article [8]).
De´taillons un peu l’obtention de cette ine´galite´ (17) : Dans [29] p. 544, Re´mond montre d’abord
que P est un point isole´ de X ∩ V ( ou` V est une varie´te´ auxiliaire de´finie sur K0, introduite p.
544 ligne 1). Ceci implique que
D ≤ degX ∩ V.
Par le the´ore`me de Be´zout, et X e´tant fixe, on obtient donc
D ≤ degX deg V ≪ degV.
Il reste a` majorer le degre´ de V : c’est ce qui est fait dans la seconde partie de la page 544 de [29].
Pre´cise´ment Re´mond obtient
deg V ≪
 t∏
j=1
‖ψj‖2rgψj

r−1
q
.
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Or nous avons de´ja` rappele´ que dans notre situation nous prenons r = 2 (attention a` ne pas
confondre r et r′ dans les notations de [29]). Ceci conclut donc la preuve de l’ine´galite´ (17).
Comme explique´ au de´but de la preuve de la proposition 6.1 de [29], la famille de morphismes
note´e ϕi,j dans la proposition 5.3 de [29] n’est autre que la famille ψi pour 1 ≤ i ≤ t. On peut
donc maintenant relire la proposition 5.3 de [29] et on obtient :
t∏
j=1
‖ψj‖2rgψj ≪
m∏
i=1
vol (Ni ⊗ R/Ni)≪
m∏
i=1
(| Ai(K)tors | v−1i ) . (18)
Explicitons ceci : le terme de gauche de l’ine´galite´ est exactement le terme de gauche de l’ine´galite´
de la proposition 5.3 de [29]. En effet, les ϕi,j sont des morphismes non nuls a` valeurs dans les
varie´te´s abe´liennes simples Ai de dimension gi. Donc gi = rgϕi,j ce qui donne bien le membre de
gauche de l’ine´galite´. Le membre de droite de (18) s’obtient en suivant la preuve de la proposition
5.3 de [29] : plus pre´cise´ment, dans [29], le volume vol (Ni ⊗ R/Ni) apparaˆıt avec un exposant
2gi/di. Mais nous sommes dans le cas particulier de varie´te´s abe´liennes de type CM, donc 2gi/di =
1. La dernie`re ine´galite´ correspond a` la fin de la preuve de la proposition 5.3 de [29] : on applique
ses formules (1) et (2) p. 539 et on utilise que le point P est de hauteur borne´e.
En utilisant la de´finition de γ(Ai) on a
| Ai(K)tors |≪ Dγ(Ai)+ε,
ceci e´tant valable pour tout ε, le signe ≪ de´penant de ε (nous choisirons a` la fin ε suffisamment
petit). Avec l’ine´galite´ (18), ceci nous donne
D ≪
[
m∏
i=1
(| Ai(K)tors | v−1i )
] 1
q
≪
(
D
Pm
i=1 γ(Ai)+ε
m∏
i=1
v−1i
) 1
q
. (19)
Conclusion de la preuve de l’e´tape 1 : application de notre the´ore`me 1.1.
En appliquant notre the´ore`me 1.1, on peut maintenant relire la proposition 5.2, page 541, de [29] :
grace au the´ore`me 1.1 on ame´liore l’estimation faisant intervenir la minoration de la hauteur des
points Qi,j . On obtient ainsi (rappelons a` nouveau que dans notre cas de type CM, gi/di = 1/2) :
m∏
i=1
v
1
2
i ≥ c8D−
1
2
n D
− ε2 . (20)
De´taillons l’obtention de cette ine´galite´ : on suit la preuve de la proposition 5.3 de [29]. Comme il
l’explique, son appendice fournit une famille Qi,j telle que
m∏
i=1
si∏
j=1
ĥ(Qi,j)
gi
2 ≪
m∏
i=1
v
gi
di
i =
m∏
i=1
v
1
2
i .
Ensuite, la` ou` il applique la conjecture de Lehmer relatif, nous appliquons notre the´ore`me 1.1,
obtenant ainsi
m∏
i=1
si∏
j=1
ĥ(Qi,j)
gi
2 ≫ D− 12n (log dnDn)−κ(g).
Il ne reste plus qu’a` estimer le terme logarithmique, ce qui se fait pre´cise´ment en appliquant notre
corollaire 4.1.
En regroupant les ine´galite´s (18) et (20), on obtient finalement que D est majore´ polynomialement
en fonction de Dn si et seulement si
q >
m∑
i=1
γ(Ai).
Or par construction de q, on sait que q ≥ r′, donc en prenant r′ > ∑mi=1 γ(Ai) on a bien la
conclusion voulue. ceci ache`ve la preuve de l’e´tape 1 intervenant dans la de´monstration de la
proposition 4.1. 
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4.2.3 Preuve de l’e´tape 2
On reprend ce qui est fait au paragraphe 7 de l’article [29] de Re´mond, en remplac¸ant Ktors et
Dtors par Kn et Dn. Tout marche pareil : les points de torsion intervenant sont des points de
A(K)tors, donc en particulier de´finis sur Kn. Ceci entraine que Dn est borne´ de`s que r
′ ≥ 2 et
conclut donc la preuve de notre proposition 4.1.
4.3 Conclusion
Nous expliquons maintenant comment conclure la preuve du the´ore`me 1.3. Comme indique´ au-
paravant, nous avons besoin pour conclure d’un raffinement des bornes sur la torsion dans les
varie´te´s abe´liennes de type C.M. Dans cette direction, nous obtenons dans le corollaire 1.2 de [27]
le re´sultat suivant :
The´ore`me 4.1 [27] Soit A/K0 une varie´te´ abe´lienne de dimension g, simple et de type C.M. On
a
γ(A) ≤ 2g
2 + log2 g
ou` log2 de´note le logarithme en base 2.
Si A est (isoge`ne a`) une puissance d’une courbe elliptique C.M., alors le the´ore`me pre´ce´dent et la
proposition 4.1 permettent de conclure. On suppose de´sormais que A est (isoge`ne a`) une puissance
d’une varie´te´ abe´lienne simple de type C.M. A1 de dimension g1 supe´rieure a` 2.
On constate que de`s que g1 est strictement supe´rieur a` 1, le the´ore`me 4.1 entraˆıne en particulier
γ(A1) < g1 ce qui est meilleur que la borne de Masser. Ne´anmoins en appliquant la proposition
4.1, ceci ne permet a priori que d’obtenir la finitude de l’ensemble
A[g1] ∩X(K0).
On utilise donc pour conclure le lemme trivial suivant :
Lemme 4.2 Soit G un sous-sche´ma en groupes de A =
∏m
i=1A
ni
i , les Ai e´tant de dimensions
respectives gi. Si G est strictement inclus dans A, alors sa codimension ve´rifie
codim(G) ≥ min
1≤i≤m
gi.
De´monstration : Soit G0 la composante connexe de l’identite´ de G. C’est une sous-varie´te´ abe´lienne
de A. Elle est donc isoge`ne a` un produit de Asii . Comme G est strictement inclus dans A, il existe
i ∈ {1, . . . ,m} tel que si ≤ ni − 1. Ceci conclut. 
Corollaire 4.2 Soit A =
∏m
i=1 A
ni
i , les Ai e´tant de dimensions respectives gi. On suppose que A
est de dimension supe´rieure a` 2. On note A[r] =
⋃
codim(G)≥rG(K), et on note gmin = min1≤i≤m gi.
On a
A[2] = A[max{gmin,2}].
De´monstration : C’est e´vident par le lemme pre´ce´dent. 
On termine maintenant la preuve du the´ore`me 1.3 : soit A1/K0 une varie´te´ abe´lienne de type
C.M. de dimension g1 ≥ 2. Soit n ≥ 1 un entier et soit X une courbe transverse dans A = An1 .
On sait par ce qui pre´ce`de que A[g1] ∩X(K0) est fini. Le corollaire 4.2 permet donc de conclure :
l’ensemble A[2] ∩X(K0) est fini. 
Remarque 4.10. Notons que dans le the´ore`me 1.3, le cas le plus difficile est le cas ou` A1 est
de dimension 2. En effet, si A1 est de dimension supe´rieure a` 3, notre the´ore`me 4.1 permet de
conclure sans avoir a` utiliser le raffinement sur le proble`me de Lehmer. Par contre en dimension
2, on peut voir que γ(A1) =
4
3 (cf. la proposition 1.1 de [27]) et dans ce cas, l’utilisation de notre
the´ore`me 1.1 est indispensable.
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5 Preuve du the´ore`me 1.2
5.1 Une petite re´duction ge´ome´trique
Lemme 5.1 Soient X/K est une varie´te´ projective de dimension g et L1, . . . ,Lg des fibre´s en
droites amples. On a l’ine´galite´
(Lg1) . . . (Lgg) ≤ (L1 · . . . · Lg)g .
De´monstration : Il s’agit d’une ge´ne´ralisation en dimension g d’un re´sultat bien connu pour les
surfaces, de´coulant du the´ore`me de l’indice de Hodge. Cette ge´ne´ralisation est elle meˆme bien
connue des spe´cialistes (cf. par exemple l’exercice 6 p.50 de [14]). Ceci se prouve par re´currence
sur g en se ramenant en dimension infe´rieure (jusqu’a` la dimension 2) graˆce au the´ore`me de Bertini.

On note N la forme quadratique de´finie positive sur End(A)⊗R de´duite de l’involution de Rosati
(correspondant au fibre´ ample L). On note ‖ · ‖ =√N(·) la norme qui s’en de´duit.
Corollaire 5.1 Soit α une isoge´nie de A/K. On note n son degre´, et [n] l’isoge´nie correspondante.
On a
‖[n]‖ ≤ (Lg) g−12 ‖α‖g.
De´monstration : Rappelons que par de´finition (cf. [21] p.192 avec un facteur de renormalisation
2g), on a
N(α) =
1
Lg
(
α∗L · Lg−1) , et n = degα = 1Lg (α∗L)g.
On applique le lemme 5.1 pre´ce´dent avec L1 = α∗L et Li = L pour i ≥ 2. On en de´duit
n ≤ 1Lg (α
∗L)g(Lg)g−1 ≤ 1Lg
(
α∗L · Lg−1)g = (Lg)g−1N(α)g.
Le degre´ de l’isoge´nie [n] se calcule explicitement : c’est le poids q([n]) = n2 de cette isoge´nie
admissible. Ceci permet de conclure. 
5.2 Preuve du the´ore`me 1.2
Soit A/K une varie´te´ abe´lienne simple de type C.M. de dimension g. On note que pour tout entier
n ≥ 1 et pour tout entier positif r, on a K(An[r]) = K(A[r]). On donne tout d’abord un re´sultat
de comparaison de degre´ dont nous aurons besoin dans la suite.
Lemme 5.2 Il existe une constante strictement positive c1, ne de´pendant que de A/K et n, telle
pour tout entiers positifs m et r, en notant Km = K(A[m]), Kmr = K(A[mr]) et T un point de
torsion de An d’ordre exactement r, on a
deg(Km(T )/K) ≤ deg(Kmr/K) ≤ c1 deg(Km(T )/K)16g2 .
De´monstration : Il suffit bien sur de montrer l’ine´galite´ de droite. On note g la dimension de A et
on distingue pour cela deux cas. Si r ≥ m, alors
deg(Km(T )/K) ≥ deg(K(T )/K) ≥ c1r 12 d’apre`s le (1.1) de Silverberg [36]
≥ c1(rm) 14 ≥ c1 deg(Kmr/K)
1
16g2 d’apre`s le lemme 4.1.
Par ailleurs, dans l’autre cas, si m ≥ r, on a
deg(Km(T )/K) ≥ deg(Km/K) ≥ c1m 12 ≥ c1(mr) 14 ≥ c1 deg(Kmr/K)
1
16g2
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par le meˆme argument. Ceci conclut. 
On passe maintenant a` la preuve du the´ore`me 1.2. Pour cela on raisonne par re´currence sur la
dimension n. Si n = 1, il s’agit du the´ore`me 1.1. On suppose donc le re´sultat vrai au rang n−1 ≥ 1
et on veut le montrer au rang n. On suppose par l’absurde que le re´sultat est faux en dimension
n. Ainsi, il existe un point P = (x1, . . . , xn) ∈ An(K) et une sous-varie´te´ V de An de´finie sur
Km = K(A[m]) tels que
ĥLn(P ) < C0(n)
−1D−1inc
(
log log[Km : K]Dinc
log[Km : K]Dinc
)κ(n)
. (21)
Comme le point P est un point K-rationnel de V , on a ne´cessairement δL,Km(P ) ≤ Dinc. Ainsi
l’ine´galite´ 21 pre´ce´dente nous donne :
ĥLn(P ) < C0(n)
−1δL,Km(P )
−1
(
log log[Km : K]δL,Km(P )
log[Km : K]δL,Km(P )
)κ(n)
. (22)
On voit ainsi que l’on est bien dans la seconde partie de l’alternative du the´ore`me 1.1. Ainsi, il
existe une sous-varie´te´ de torsion stricte B/Km de A
n dont le degre´ est majore´ par
degLB
1
codimB ≤ c(A/K,L, n)Dinc (log[Km : K]Dinc)−2n−2κ(n) . (23)
On e´crit
BK =
⋃
σ∈Gal(Km(T )/Km)
(H + σ(T )) ,
ou` H est la composante connexe de l’origine de B et T est un point de torsion de An d’ordre un
certain entier positif r.
On note
Λ = {ϕ ∈ Hom(An, A) | H ⊂ Kerϕ} .
Rappelons que l’on note N la forme quadratique de´finie positive sur End(A) ⊗ R de´duite de
l’involution de Rosati (correspondant au fibre´ ample L), et ‖ ·‖ =√N(·) la norme qui s’en de´duit.
En utilisant l’isomorphisme Hom(An, A) ≃ End(A)n, on munit Hom(An, A)⊗ R de la norme
(f1, . . . , fn) 7→ max
1≤i≤n
‖fi‖
On note encore ‖ · ‖ cette norme. On note e´galement Vol(Λ) le volume, pour la norme pre´ce´dente,
de (Λ⊗ R)/Λ. Par le the´ore`me 2̂ de [6] on sait qu’il existe un e´le´ment ϕ non nul de Λ tel que
‖ϕ‖ ≤ c3(degLH)c4 .
En utilisant le corollaire 5.1, on voit que quitte a` modifier c4, on peut en fait supposer que
ϕ = (m1, . . . ,mn) ou` les mi sont les isoge´nies admissibles “multiplication par mi”. (Il suffit de
remplacer chacune des composante ϕi de ϕ par mi = ϕ̂i ◦ ϕi ou` ϕ̂i est l’isoge´nie duale de ϕi).
Enfin, quitte a` renume´roter, on peut supposer que
‖ϕ‖ = mn.
On pose maintenant H ′ la composante connexe de l’origine de kerϕ. Par construction H ′ contient
H (carH est une varie´te´ abe´lienne contenue dans kerϕ). De plus A e´tant simple, la varie´te´ abe´lienne
H ′ est parame´tre´e par
Φ : An−1 → An, (x1, . . . , xn−1) 7→
(
mn(x1), . . . ,mn(xn−1),−
n−1∑
i=1
mi(xi)
)
.
Quitte a` remplacer T par σ(T ), on peut supposer que P ∈ H + T . On se donne maintenant
y ∈ Φ−1(P − T ) et V ′ = Φ−1(V − T ).
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Lemme 5.3 Avec les notations pre´ce´dentes, les proprie´te´s suivantes sont ve´rifie´es :
1. V ′ ( An−1.
2. V ′ est incomple`tement de´finie sur Kmr dans A
n−1 par des e´quations de degre´ infe´rieur a`
2n‖ϕ‖2Dinc.
3. y ∈ (V ′)⋆.
4. ĥLn(P ) ≥ ‖ϕ‖2ĥLn−1(y).
De´monstration : Les points 1. et 3. sont faciles. Pour le point 2., les composantes de Φ e´tant
admissibles, on voit (cf. [16] lemme 6 (iii)) que V ′ est incomple`tement de´finie par des e´quations
de degre´ majore´ par
max
m2n,
∥∥∥∥∥
n−1∑
i=1
mi
∥∥∥∥∥
2
Dinc ≤ 2nm2nDinc = 2n‖ϕ‖2Dinc.
La minoration de hauteur de´coule des ine´galite´s suivantes :
ĥLn(P ) = ĥLn(P − T ) = ĥLn(Φ(y)) =
n∑
i=1
ĥL(Φi(y))
≥
n−1∑
i=1
ĥL(Φi(y)) =
n−1∑
i=1
ĥL(mn(yi))
≥ m2nĥLn−1(y) = ‖ϕ‖2ĥLn−1(y).
Ceci conclut. 
Ce lemme nous permet de terminer la preuve par re´currence : par hypothe`se de re´currence, il
existe une constante c(A/K,L, n− 1) strictement positive telle que
‖ϕ‖−2ĥLn(P ) ≥ ĥLn−1(y) ≥
c(A/K,L, n− 1)−1
2n‖ϕ‖2Dinc
(
log log
(
[Kmr : K]n‖ϕ‖2Dinc
)
log ([Kmr : K]n‖ϕ‖2Dinc)
)κ(n−1)
.
En utilisant la majoration de ‖ϕ‖ en fonction de degLH , en utilisant le lemme 5.2 et en utilisant
e´galement l’identite´
degLB = [Km(T ) : Km] degLH,
on obtient :
ĥLn(P ) ≥
c(A/K,L, n− 1)−1c5
nDinc
(log ([Km : K]n degLBDinc))
−κ(n−1) .
On utilise maintenant l’ine´galite´ (23) et le fait que κ(n)− κ(n− 1) > 0 pour conclure.
34
A Appendice
On montre ici que la premie`re partie de la conjecture de Lehmer abe´lienne 1.1 (minoration des
points engendrant la varie´te´ abe´lienne en terme de l’indice d’obstruction), formule´e dans [12]
entraˆıne la seconde partie de cette conjecture (minoration des points non de torsion en fonction
du degre´ du point et de la dimension du plus petit sous-groupe alge´brique contenant le point). De
meˆme pour le re´sultat non-conjectural, ce qui permet d’ame´liorer le pre´ce´dent meilleur re´sultat
connu, duˆ a` Masser [19], pour la minoration des points d’ordre infini sur les varie´te´s abe´liennes de
type C.M. Par ailleurs on montre que la conjecture de Lehmer abe´lienne entraˆıne la conjecture de
Lehmer abe´lienne multihomoge`ne a priori plus forte, telles qu’elles sont e´nonce´es dans [12]. On
montre e´galement que toute avance´e en direction de la conjecture de Lehmer entraˆıne une avance´e
similaire en direction de la conjecture multihomoge`ne. En utilisant le re´sultat principal de [12] on
en de´duit, en direction de la conjecture multihomoge`ne, une minoration optimale aux puissances
de log pre`s dans le cas des varie´te´s abe´liennes de type C.M.
A.1 Sur la conjecture de Lehmer sur les varie´te´s abe´liennes
En utilisant le the´ore`me de David et Hindry [12], on obtient un re´sultat, optimal aux puissances
de log pre`s en direction de l’ine´galite´ (2) du proble`me de Lehmer abe´lien (conjecture 1.1).
The´ore`me A.1 Si A/K est de type C.M., alors il existe une constante strictement positive
c(A/K,L) telle que pour tout point P ∈ A(K) d’ordre infini, on a
ĥL(P ) ≥ c(A/K,L)
D
1
g0
(log 2D)
−κ(g0) ,
ou` D = [K(P ) : K], ou` g0 est la dimension du plus petit sous-groupe alge´brique de A contenant P
et ou` κ(g0) = (2g0(g0 + 1)!)
g0+2.
De´monstration : C’est une conse´quence imme´diate du corollaire 2 de [25] applique´ a` la varie´te´
V = {P} image sche´matique de P dans A sur K. On peut faire une preuve directe (ce qui permet
d’utiliser le re´sultat principal de [12] sans avoir a` faire intervenir en plus leur remarque utilisant
l’indice d’obstruction2) : on commence par le cas ou` A =
∏n
i=1A
ri
i , les Ai e´tant des varie´te´s
abe´liennes simples deux a` deux non-isoge`nes et ou` L est le fibre´ en droites ample et syme´trique
associe´ au plongement
A =
n∏
i=1
Arii →֒
n∏
i=1
Prini
Segre→֒ PN ,
les Ai e´tant plonge´es dans Pni par des fibre´s en droites Li tre`s amples et syme´triques. On note G
le plus petit sous-groupe alge´brique contenant V . On note G0 la composante connexe de l’identite´
de G. C’est une sous-varie´te´ abe´lienne de A et elle est donc isoge`ne a` B =
∏n
i=1 A
si
i ou` 0 ≤ si ≤ ri.
On note alors π : A→ B une projection naturelle obtenue par oubli de certaines coordonne´es, de
sorte que π|G est une isoge´nie. Montrons que l’on est dans les conditions d’application du the´ore`me
principal de [12] en prenant comme varie´te´ abe´lienne B et comme point π(P ).
Si π(P ) est d’ordre fini modulo une sous-varie´te´ abe´lienne stricte de B, en notant H le plus
petit sous-groupe alge´brique contenant π(P ), on a dimH < dimB. Ainsi G1 = G∩ π−1(H) est un
sous-groupe alge´brique strict de G (car π|G est une isoge´nie), contenant V . Ceci est absurde.
Si π(P ) est d’ordre fini, comme π est une isoge´nie, le point P est aussi d’ordre fini. Ceci est
absurde.
Finalement, π(P ) est un point d’ordre infini modulo toute sous-varie´te´ abe´lienne de B. On peut
donc appliquer le the´ore`me principal de [12]. Par ailleurs, la hauteur et le degre´ sont de´finis
2remarque maintenant justifie´e par le pre´sent article.
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relativement aux plongements
A =
n∏
i=1
Arii →֒
n∏
i=1
Prini
Segre→֒ PN et B =
n∏
i=1
Asii →֒
n∏
i=1
Psini
Segre→֒ PNB .
De plus l’application π :
∏n
i=1 P
ri
ni →
∏n
i=1 P
si
ni est la projection line´aire de´finie par oubli de
coordonne´es. Dans ce cas, et pour ces plongements (en notant ĥNB la hauteur de Ne´ron-Tate de
B et ĥN celle de A dans ces plongements), on a
ĥNB (π(P )) ≤ ĥN (P ) et deg π(P ) ≤ degP.
Ceci nous donne
ĥN (P ) ≥ ĥNB (π(P )), d’ou` par le the´ore`me de [12],
≥ c(B,NB)
(deg π(P ))
1
g0
(log 2 degπ(P ))
−κ(g0) ≥ c(B,NB)
(degP )
1
g0
(log 2 degP )
−κ(g0) .
≥ c
′(A,N)
(degP )
1
g0
(log 2 degP )
−κ(g0) ,
ou` on a pris pour c′(A,N) le minimum des c(B,NB) quand si varie dans [[0, ri]].
Dans le cas ge´ne´ral, la varie´te´ abe´lienne A est donne´e avec une isoge´nie ρ vers la varie´te´ abe´lienne
B =
∏n
i=1 A
ri
i . Soit P d’ordre infini de la varie´te´ abe´lienne de A. Le point Q = ρ(P ) est un point
d’ordre infini de la varie´te´ abe´lienne de B. Il re´sulte facilement de la preuve de la proposition 14.
de [22] qu’il existe c′(A,L) tel que
ĥL(P ) ≥ c′(A,L)ĥM (Q).
Ainsi en appliquant le re´sultat pre´ce´dent, on en de´duit presque l’ine´galite´ voulue : il faut encore
remplacer le degre´ degQ par degP . Or degQ ≤ degP . Ceci permet de conclure. 
Remarque A.11. Ce re´sultat ame´liore le meilleur re´sultat pre´ce´demment connu, duˆ a` Masser qui
obtient dans [19], pour tout point P d’ordre infini de A(K) :
ĥL(P ) ≥ c(A/K,L)
D2 log 2D
.
En faisant la meˆme preuve et en appliquant la partie (1) de la conjecture 1.1 au lieu du the´ore`me
de [12], on obtient le
Corollaire A.1 La partie (1) de la conjecture 1.1 entraˆıne sa partie (2).
Remarque A.12. Si au lieu du the´ore`me de David-Hindry, on applique la conjecture 1.2 sur le
proble`me de Lehmer relatif, on peut partout remplacer le symbole D par Dtors dans ce qui pre´ce`de.
A.2 Sur la conjecture de Lehmer multihomoge`ne sur les varie´te´s abe´-
liennes
Soit A/K une varie´te´ abe´lienne de dimension g. Quitte a` augmenter un peu K (cf. par exemple
[25] lemme 1), on peut supposer (et on suppose) que tous les endomorphismes de A sont de´finis
sur K. On note ĥL la hauteur de Ne´ron-Tate sur A(K) associe´e a` un diviseur ample et syme´trique
L. Pour tout entier positif n on pose Ln = L⊠n fibre´ en droites syme´trique ample sur An et on
note ĥLn la hauteur de Ne´ron-Tate associe´e. On commence par un lemme.
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Lemme A.1 Soit (P1, . . . , Pn) un point de A
n(K). On a
ĥLn(P1, . . . , Pn) =
n∑
i=1
ĥL(Pi).
De´monstration : C’est une conse´quence formelle des proprie´te´s de fonctorialite´ des hauteurs de
Weil et de la de´finition de la hauteur de Ne´ron-Tate. 
En utilisant ce lemme, on de´montre le re´sultat suivant :
The´ore`me A.2 Si A/K est de type C.M., alors, pour tout entier n ∈ N il existe une constante
c(A/K,L, n) > 0 telle que pour tout point (P1, . . . , Pn) ∈ An(K) d’ordre infini modulo toute
sous-varie´te´ abe´lienne stricte de An, on a :
n∏
i=1
ĥL(Pi) ≥ c(A/K,L, n)
D
1
g
(log 2D)
−nκ(g)
,
ou` D = [K(P1, . . . , Pn) : K].
De´monstration : Soient a1, . . . , an des entiers strictement positifs et Q1, . . . , Qn des points de A(K)
tels que pour tout i, Pi = aiQi. On a
ĥLn(Q1, . . . , Qn) =
n∑
i=1
ĥL(Qi) =
n∑
i=1
a−2i ĥL(Pi),
et,
[K(Q1, . . . , Qn) : K]
1
ng ≤
(
a2g1 × · · · × a2gn D
) 1
ng
.
Le the´ore`me de David-Hindry nous donne alors
n∑
i=1
a−2i ĥL(Pi) ≥
c(A/K,L, n)(∏n
i=1 a
2
n
i
)
D
1
gn
(
log
(
(
n∏
i=1
ai)D
))−κ(g)
.
On pose maintenant, pour tout 1 ≤ i ≤ n,
xi =
13ĥ(Pi)
4minj ĥ(Pj)
, et ai = [
√
xi].
Pour tout i, on a xi ≥ 134 et xi ≥ a2i ≥ xi3 . Ainsi,
n∑
i=1
a−2i ĥL(Pi) ≤
3× 4
13
nmin
j
ĥL(Pj), et
n∏
i=1
a2i ≤
(
13
4minj ĥL(Pj)
)n n∏
i=1
ĥL(Pi).
Donc,
min
j
ĥL(Pj) ≥ c10(A/K,L, n)
n∑
i=1
a−2i ĥL(Pi)
≥ c11(A/K,L, n)(∏n
i=1 a
2
n
i
)
D
1
gn
(
log 2D
n∏
i=1
ai
)−κ(g)
≥ 4c11(A/K,L, n)minj ĥL(Pj)
13
∏n
i=1 ĥL(Pi)
1
nD
1
gn
(
log 2D
n∏
i=1
ai
)−κ(g)
.
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Par ailleurs, on a la majoration
log
n∏
i=1
ai ≤ n log
(
13
2minj ĥL(Pj)
)
+ 2 log
n∏
i=1
ĥL(Pi).
Or on peut toujours supposer que les ĥL(Pi) sont infe´rieurs a` 1, donc,
log
n∏
i=1
ai ≤ n log
(
13
2minj ĥL(Pj)
)
.
Ainsi,
log
(
2D
n∏
i=1
ai
)
≤ n log
(
13D
1
n
2minj ĥL(Pj)
)
.
On en de´duit que
n∏
i=1
ĥL(Pi)
1
n ≥ c1(A/K, n)
D
1
ng
(
log
D
1
n
minj ĥL(Pj)
)−κ(g)
.
Le point (P1, . . . , Pn) e´tant d’ordre infini modulo toute sous-varie´te´ abe´lienne, les points Pi sont
en particulier d’ordre infini sur A. Le re´sultat inconditionnel de Masser sur la minoration de la
hauteur des points sur les varie´te´s abe´liennes, theorem de [20], nous donne donc :
log
D
1
n
minj ĥL(Pj)
≤ c2(A/K,L, n) log 2D.
Ainsi, on en de´duit
n∏
i=1
ĥL(Pi) ≥ c3(A/K,L, n)
D
1
g
(log 2D)
−nκ(g)
ce qui conclut. 
Remarque A.13. Si au lieu de faire appel au the´ore`me 1.5. de [12] dans la preuve du the´ore`me
A.2 on applique la conjecture 1.1, alors on en de´duit le re´sultat suivant :
The´ore`me A.3 Soient A/K une varie´te´ abe´lienne de dimension g sur le corps de nombres K
et L un fibre´ en droites syme´trique ample sur A. Si la conjecture 1.1 est vraie pour (A/K,L)
alors, pour tout entier n ∈ N il existe une constante c(A/K,L, n) > 0 telle que pour tout point
(P1, . . . , Pn) ∈ An(K) d’ordre infini modulo toute sous-varie´te´ abe´lienne stricte de An, on a :
n∏
i=1
ĥL(Pi) ≥ c(A/K,L, n)
D
1
g
,
ou` D = [K(P1, . . . , Pn) : K].
Remarque A.14. Les meˆmes remarques qu’au paragraphe A.1 pre´ce´dent, concernant le rempla-
cement de D par Dtors s’appliquent.
Remarque A.15. En fait dans leur article [12], les auteurs formulent e´galement une conjecture
multihomoge`ne du proble`me de Lehmer abe´lien. Plutoˆt que de supposer le point (P1, . . . , Pn)
d’ordre infini modulo toute sous-varie´te´ abe´lienne stricte de An, ils supposent les points Pi line´-
airement inde´pendants dans A. Pre´cise´ment ils donnent la conjecture 1.6 suivante :
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Conjecture A.1 (David-Hindry) Soient A/K une varie´te´ abe´lienne de dimension g sur un
corps de nombres et L un fibre´ en droites syme´trique ample sur A. Pour tout entier n ∈ N il existe
une constante c(A/K,L, n) > 0 telle que pour tout n-uplet (P1, . . . , Pn) de points d’ordre infini
dans A(K), End(A)-line´airement inde´pendants, on a :
n∏
i=1
ĥL(Pi) ≥ c(A/K,L, n)
D
1
g
,
ou` D = [K(P1, . . . , Pn) : K].
Dans la formulation de la conjecture A.1 qu’ils donnent, David-Hindry e´crivent “line´airement
inde´pendants” sans pre´ciser s’il s’agit de Z-line´airement ou de End(A)-line´airement inde´pendants.
Il paraˆıt pre´fe´rable de pre´ciser. En effet, si on comprend l’assertion “line´airement inde´pendants”
comme Z-line´airement inde´pendants, alors la conjecture A.1 est fausse comme le montre l’exemple
suivant : on prend E/K une courbe elliptique a` multiplication complexe par un corps quadratique
imaginaire contenu dans K. On se donne α ∈ End(E) un endomorphisme qui n’est pas la multi-
plication par un entier, on se donne e´galement un point P1 d’ordre infini dans E(K) et pour tout
n ≥ 1, on choisit des points Pn tels que nPn = P1. Enfin on pose Qn = α(Pn). Puisque P1 est
d’ordre infini, les points Pn et Qn sont Z-line´airement inde´pendants. De plus on a
ĥ(Pn)ĥ(Qn) =
N(α)
n4
ĥ(P1)
2, et Dn := [K(Pn, Qn) : K] = [K(Pn) : K] ≤ cn2.
Donc,
ĥ(Pn)ĥ(Qn) ≤ c
′
D2n
.
Ceci montre que l’hypothe`se “Z-line´airement inde´pendants” est insuffisante.
Par contre en supposant les points End(A)-line´airement inde´pendants, la situation est bien meilleu-
re. Pre´cise´ment, on a le
The´ore`me A.4 La conjecture 1.1 entraˆıne la conjecture A.1.
De´monstration : Soit n > 0 un entier. Au vu du the´ore`me A.3, la seule chose a` prouver, est de
montrer que l’hypothe`se (i) : “les points (P1, . . . , Pn) sont End(A)-line´airement inde´pendants”,
entraˆıne l’hypothe`se (ii) : “le point P = (P1, . . . , Pn) est d’ordre infini modulo toute sous-varie´te´
abe´lienne stricte de An.” On va plutoˆt montrer que non(ii) implique non(i). Si non(ii) est vraie,
alors, il existe un endomorphisme ϕ, non-nul, de An tel que ϕ(P) = 0. Or on peut e´crire ϕ(P) =
(ϕ1(P), . . . , ϕn(P)), ou` les ϕi sont des morphismes de A
n vers A non tous nuls. On suppose par
exemple que ϕ1 est non-nul. En notant ψi la restriction de ϕ1 a` la i-eme composante de A
n, on
obtient ainsi n endomorphismes de A, ψ1, . . . , ψn, non tous nuls et tels que
n∑
i=1
ψi(Pi) = ϕ1(P) = 0.
Autrement dit, les points P1, . . . , Pn sont End(A)-line´airement de´pendants. 
Enfin la meˆme preuve permet de constater que le the´ore`me A.3 entraˆıne un e´nonce´ analogue en
remplac¸ant l’hypothe`se “d’ordre infini modulo toute sous-varie´te´ abe´lienne stricte” par “End(A)-
line´airement inde´pendants”. Ce dernier re´sultat a` e´galement e´te´ montre´ par Viada [38] proposition
4. dans le cas particulier ou` A est une courbe elliptique.
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