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Sarwary AM, Wischnewski M, Schutter DJ, Selen LP, Meden-
dorp WP. Corticospinal correlates of fast and slow adaptive processes
in motor learning. J Neurophysiol 120: 2011–2019, 2018. First pub-
lished August 22, 2018; doi:10.1152/jn.00488.2018.—Recent compu-
tational theories and behavioral observations suggest that motor learn-
ing is supported by multiple adaptation processes, operating on
different timescales, but direct neural evidence is lacking. We tested
this hypothesis by applying transcranial magnetic stimulation over
motor cortex in 16 human subjects during a validated reach adaptation
task. Motor-evoked potentials (MEPs) and cortical silent periods
(CSPs) were recorded from the biceps brachii to assess modulations of
corticospinal excitability as indices for corticospinal plasticity.
Guided by a two-state adaptation model, we show that the MEP
reflects an adaptive process that learns quickly but has poor retention,
while the CSP correlates with a process that responds more slowly but
retains information well. These results provide a physiological link
between models of motor learning and distinct changes in corticospi-
nal excitability. Our findings support the relationship between corti-
cospinal gain modulations and the adaptive processes in motor learn-
ing.
NEW & NOTEWORTHY Computational theories and behavioral
observations suggest that motor learning is supported by multiple
adaptation processes, but direct neural evidence is lacking. We tested
this hypothesis by applying transcranial magnetic stimulation over
human motor cortex during a reach adaptation task. Guided by a
two-state adaptation model, we show that the motor-evoked potential
reflects a process that adapts and decays quickly, whereas the cortical
silent period reflects slow adaptation and decay.
adaptation; CSP; force field; MEP; state-space model
INTRODUCTION
The behavioral mechanisms of motor learning have been
studied extensively in the context of reach adaptation tasks in
which individuals must learn to compensate for a systematic,
visual, or mechanical perturbation (Krakauer et al. 2000; Shad-
mehr and Mussa-Ivaldi 1994). Traditionally, this adaptation is
assumed to be driven by a single process (Scheidt et al. 2001;
Thoroughman and Shadmehr 2000), but recent modeling and
behavioral observations suggest that motor learning is gov-
erned by multiple interactive processes, operating on different
timescales (Lee and Schweighofer 2009; Smith et al. 2006;
Trewartha et al. 2014). Evidence is based on a paradigm that
evokes spontaneous recovery—the reexpression of the initial
adapted state, after it was followed by reverse-adaptation. This
observation can be explained by a two-state adaptation model
(Smith et al. 2006), suggesting that there are two adaptive
processes in motor learning: a fast and a slow learning process.
This two-state model of motor adaptation is not only able to
explain spontaneous recovery but also the dynamics of learning
(Anguera et al. 2009; Donchin et al. 2003), consolidation
(Criscimagna-Hemminger and Shadmehr 2008), and interfer-
ence (Sing and Smith 2010), even in particular patient groups
(de Werd et al. 2013).
While various brain regions have been implicated in motor
learning, including the cerebellum, posterior parietal cortex,
premotor cortex, and primary motor cortex (M1), the physio-
logical correlate of a two-state model remains inconclusive. In
monkey M1, Mandelblat-Cerf et al. (2011) reported different
dynamics of neural changes during adaptation to force-field
perturbations. While this can be taken as evidence that M1 can
accommodate slow and fast learning processes, the authors
observed these different neuronal dynamics during different
learning schedules, not during a single schedule. In humans,
Kim et al. (2015) performed a functional MRI experiment in
which subjects adapted to two opposing visuomotor rotations.
Using a model-based analysis approach, they demonstrated the
existence of separate neural circuits with different timescales
for adaptation, but they could not directly probe the interacting
neural processes during the course of motor adaptation.
The search for direct cortical evidence of the two-state
learning model is challenging. Learning mechanisms depend
on synaptic plasticity and efficacy, modulated by excitatory
and inhibitory neuronal circuits (Terao and Ugawa 2002) that
drive long-term potentiation and long-term depression (Dayan
and Cohen 2011; Fusi et al. 2007; Rioult-Pedotti et al. 2000).
With regard to the M1, its excitability can be measured using
electromyographic recordings of the motor-evoked potential
(MEP) in response to single-pulse transcranial magnetic stim-
ulation (TMS) (Bestmann and Krakauer 2015; Ziemann 2004).
The MEP represents the weighted sum of excitatory and
inhibitory postsynaptic potentials and is a noninvasive measure
of corticospinal excitability (Bachtiar and Stagg 2014; Best-
mann and Krakauer 2015; Di Lazzaro and Ziemann 2013). It
also known that, during voluntary muscle contractions, there is
a period of electromyographic suppression following the MEP
(Garvey et al. 2001), known as the cortical silent period (CSP).
In addition to spinal contributions, the CSP is assumed to index
intracortical GABAB-mediated inhibitory mechanisms (Terao
and Ugawa 2002; van den Wildenberg et al. 2010).
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Various studies have shown that the MEP follows the
motor output during early learning but readily returns to
baseline while the output can be maintained (Bagce et al.
2013; McDonnell and Ridding 2006). The latter is proposed
to reflect a GABA-ergic mediated inhibitory mechanism that
may occur during later learning phases linked to retaining
the motor memory trace (Spampinato and Celnik 2017).
With these notions in mind, it can be hypothesized that the
modulations of MEP and CSP during learning are indices of
corticospinal excitability with fast and slow dynamics, re-
spectively. Therefore, using a model-guided analysis, we
investigated in this study whether the human motor cortex
contains signatures of the two-state adaptation model, and,
hence, reflects its neural basis.
MATERIALS AND METHODS
Participants
Twenty-four healthy right-handed volunteers participated in the
study, which was performed in accordance with the standards set by
the Declaration of Helsinki, and the protocol was approved by the
Committee on Research Arnhem-Nijmegen, The Netherlands. Inclu-
sion criteria for participants were that they must be right-handed
(mean Oldfield score  SE, 82.94  5.48) and have normal or
corrected-to-normal vision. Exclusion criteria were disorders of the
visual and motor system, metal in cranium, use of medication (i.e.,
antiepileptics, antidepressants, neuroleptics, or benzodiazepines),
first-degree epilepsy or family history of epilepsy, history of closed-
head injury, history of head surgery, history of neurological or
psychiatric disorders, medication pump, brain infarction, heart dis-
ease, cardiac pacemaker, pregnancy, and electronic hearing devices.
Written informed consent was obtained, and they received payment
for participation. Eight subjects were excluded because their resting
motor threshold was too high (see Procedure), such that 16 partici-
pants (28 1.3 yr; 10 men and 6 women) performed the actual
experiment.
Apparatus and Setup
Robotic manipulandum. Subjects were seated on a height-adjust-
able chair in front of a robotic rig (Fig. 1A). Their right arm rested on
an air sled floating on a glass top table. Reaches were performed in the
horizontal plane while holding the handle of a planar robotic manipu-
landum (Howard et al. 2009). Handle position and forces at the handle
were measured and controlled at 1,000 Hz. Stimuli were presented
within the plane of movement via a semi-silvered mirror, which also
allowed visual feedback of hand position to be overlaid into the plane
of the movement. Subjects were prevented from viewing their arm
directly.
Electromyographic recordings. Surface electromyographic (EMG)
activity was recorded from the biceps brachii (BB), using wireless
active sensors, which include a reference and ground (Delsys Trigno).
Signals were sampled at 1,111 Hz, hardware band-pass filtered over a
bandwidth of 20–450 Hz.
Transcranial magnetic stimulation. Biphasic single-pulse TMS
was applied with a Magpro-X-100 magnetic stimulator and a MC-B65
figure-of-eight coil (outer diameter: 75 mm) (MagVenture, Hückel-
hoven, Germany). The stimulation coil was placed tangentially on the
scalp with its handle pointing in a posterior direction and laterally at
an angle of ~45° away from midline (Werhahn et al. 1994). The
surface hotspot for the biceps brachii was tracked using the Localite
neuronavigation system (Localite, Sankt Augustin, Germany). During
the experiment, coil location was continuously monitored and kept
constant within a range of 2 mm displacement and 2° rotation).
Procedure
Each experiment consisted of an intake session (35 min) and an
experimental session (75 min). During the intake session, safety issues
and experimental procedures were explained. Individuals were
screened (~10 min) for contraindications to TMS (Keel et al. 2001),
and right-handedness was assessed (Oldfield 1971). Before the exper-
iment, participants received the instructions to refrain from taking
psychotropic substances. After informed consent was obtained, EMG
electrodes and neuro-navigation sensors were attached (~10 min), and
the participant was seated in front of the manipulandum resting the
right arm on an air sled. Next, resting motor threshold (rMT) of the
right biceps brachii was obtained for establishing a subject-specific
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Fig. 1. Experimental paradigm. A: robotic manipulandum with
the arm supported by an airsled. B: configuration for eliciting
motor-evoked potentials (MEPs), which were measured inter-
spersed with the reach trials. C: trial sequence of the paradigm
and reach direction. Every vertical bar denotes an error-clamp
trial. The start position (gray circles, 1.5-cm radius) and target
position (yellow circles, 1.5-cm radius) were simultaneously
displayed. A red cursor (0.5 cm radius) indicated the hand
position.
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stimulation intensity (~15 min). rMT was defined as the minimum
intensity to elicit a motor-evoked potential (MEP) amplitude of0.05
mV in at least 5 out of 10 trials and was determined to the nearest
percentage of maximum stimulator output (Rossini et al. 2015).
Eight subjects were excluded from the study because the resting
motor threshold of the biceps brachii was too high, exceeding the
maximum stimulator output at 120% rMT in the experimental session.
For the remaining subjects, after the rMT for the biceps brachii was
obtained, the stimulation location was marked in the neuro-navigation
system. These subjects had a mean rMT of 64.7  3.1 (SE) and
performed the actual experiment in ~75 min, following the protocol
below.
Reach Task
Subjects had to perform 10-cm reaching movements in the frontal
plane, from right to left (Fig. 1C), to use the biceps brachii as target
muscle from which the electromyographic recordings were measured.
The start position (in gray, 1.5-cm radius) and target position (in
yellow, 1.5-cm radius) were simultaneously displayed. A red cursor
(0.5 cm radius) indicated the hand position. Before the start of the
trial, the subject had to place the hand cursor within the start position
and stay still (cursor speed 5 cm/s for 100 ms). Then, a tone
instructed the subject to start the reach. If the reach was initiated
before the tone or started 1 s after the tone, subjects received an
error message, and the trial was repeated. The end point of the
movement was defined as the first point where the speed 5 cm/s. If
this end point was anywhere within the target area, the target turned
from yellow to green. If the end point was not within the target region
or the reach lasted longer than 500 ms, a feedback message was given.
These feedback messages were used to make the reaches more
consistent but did not lead to rejection of the trial.
During the reach, the robot motors could be off (null), produce a
curl force field [clockwise (CW) or counterclockwise], or produce an
error-clamp (Scheidt et al. 2000; Smith et al. 2006). In a curl force
field, forces are produced that are perpendicular to movement direc-
tion and proportional to the reach velocity: Fx  b·vy and Fy  b·vx,
with the damping constant b set to  13·N·s/m. The sign of b
determined the direction of the force field, with a negative damping
constant associated with a CW field. Error-clamp trials constrained the
movement onto a straight line from the start to the target position,
using a spring constant of 6,000 N·m and a damping constant of 7.5
N·s/m. Error-clamps served to measure the adaptation index (AI).
Both the curl force fields and error-clamps were initiated at the onset
of the tone that signaled the start of the reach.
At the end of the reach, subjects were instructed to relax their arm,
while the robot returned the hand to the start position. This passive
return movement followed a minimum jerk profile with a duration of
700 ms. The hand was pulled onto this trajectory by a PD controller
with a spring constant of 3,000 N·m and a damping constant of 2.5
N·s/m.
Protocol
Subjects performed reaches following a protocol that consisted of
four blocks (Fig. 1C): a baseline phase (106 null trials), long adapta-
tion phase (220 trials, clockwise force field), short adaptation phase
(33 trials, counterclockwise force field), and an error-clamp block (88
trials). The amount of learning during the first three blocks was
quantified by interspersing an error-clamp trial within every five reach
trials. The fourth block only contained error-clamp trials (Scheidt et
al. 2000).
Throughout the last three blocks, a brief TMS session was per-
formed after every 10 reach trials, during which the hand was kept
still. In the baseline phase, allowing for a long familiarization phase to
the robot, the TMS session followed after every 20 reaches to perform
no more TMS sessions than needed. In total, there were 37 TMS
sessions across the four blocks. In the TMS session, the subject
produced a constant isometric force of 5 N in the midsagittal plane
(i.e., 5% maximal voluntary contraction) toward their body,
while the robot clamped the hand into a predefined position
(stiffness constant: 9,000 N·m). Thus, the biomechanical state
(kinematics and force) was the same in all TMS trials, and the
changes in MEP and CSP were measured under a fixed load of the
muscle. Subjects received visual feedback about the required
(black) and actual (blue) force direction and magnitude by display-
ing force vectors on screen (see Fig. 1B). If the force vectors
matched within the tolerances (0.5 N and 15°), the screen
turned green, otherwise it stayed red (see Fig. 1B).
TMS pulses were initiated by software controlling the experiment
and were only delivered if the required and produced force were
within the tolerances. Each TMS session contained 10 single TMS
pulses over left M1, separated by 5,000–7,000-ms intervals, to eval-
uate the time course of the MEP and CSP of the right biceps brachii.
Stimulation intensity was 120% of the individual’s rMT (Schutter and
van Honk 2006).
Data Analysis
All data were stored for offline analysis in MATLAB (The Math-
Works). From the error-clamp trials, we computed an AI representing the
fraction of ideal force compensation. To this end, on the basis of the
velocity of the handle along the channel, we calculated the theoretical
time-varying force generated by the curl field. This theoretical force was
regressed against the force measured in the error-clamp, providing a
regression coefficient (AI) in the range of1 to 1 (see Joiner and Smith,
2008 for a detailed illustration). For the adaptation blocks, the AIs were
signed on the basis of the force field direction to separate the compen-
satory forces for the CW and CCW curl fields. We fitted a two-state
adaptation model (Smith et al. 2006) to capture the time course of the
AI. This model specifies a fast and slow parallel learning process,
each of which depends on the learning at the previous trial (k)
multiplied by a retention factor (R) and the error (e) during that trial
multiplied by the learning rate (L), following:
ek fk xnetk
exfastk 1 Rfast · xfastk Lfast · ek
xslowk 1 Rslow · xslowk Lslow · ek
xnetk 1 xfastk 1 xslowk 1
where xfast and xslow represent the outputs of the fast and slow learning
processes, respectively. The error e is calculated on the basis of the
applied perturbation force (f) and the motor output (xnet). The initial
value of xnet was set to zero; parameters were constrained following
Rfast  Rslow  1 and Lfast  Lslow  0. This model was fit on an
individual subject basis, providing four fit parameters per subject.
Fitting was performed using MATLAB function “fmincon”.
A single TMS session consisted of 10 pulses. The evoked EMG
traces of these pulses were averaged, aligned to pulse onset, and
subsequently analyzed for MEP amplitude and CSP duration (see Fig.
2A). The peak-to-peak amplitude of the MEP was defined on the basis
of the peak and trough of the waveform. Using a custom-written
MATLAB program (cf. Garvey et al. 2001; Rábago et al. 2009), CSP
duration was determined as the time from TMS onset to the time of
reappearance of the EMG signal, determined as an average across the
10 trials of the session, which was more than twofold the SD of the
background EMG noise at rest (see Kojima et al. 2013 for a similar
approach). Results were visually inspected by two experimenters and
corrected as needed.
The individually fitted model provides a time course for the AI
accounted for by the fast and slow state, so also at the time of the TMS
trial. The fast and slow process states were correlated to the MEP
amplitude and CSP duration of the individual subjects. We also fitted
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one-state, single-rate models to the MEP and CSP, respectively, to
check whether these dynamics correspond to the putative dynamics, as
suggested by the two-state model of AI. To assess significance levels,
we used within-subject ANOVAs, and individual correlation coeffi-
cients were tested against zero using one-sample t-tests.
RESULTS
Reaches were made from right to left in the frontal plane,
using a protocol consisting of four blocks (Fig. 1C). A baseline
phase was followed by a long adaptation phase in CW force
field (CW field). This was followed by a short adaptation phase
to a counterclockwise (CCW) force field before the final
error-clamp block began.
Force Field Learning and Spontaneous Recovery
To quantify learning, within the first three blocks, every fifth
trial was an error-clamp trial, in which the robot clamped the
reach to a straight line, while the compensatory force was
measured (Scheidt et al. 2000). All trials in the fourth-block
were error-clamps. We computed an AI representing the frac-
tion of ideal force compensation (Joiner and Smith 2008).
Figure 3A, top, shows the adaptation index (black circles) over
the course of the experiment in a typical subject; Fig. 3B, top,
shows the mean behavioral adaptation across subjects. For the
latter, a within-subject ANOVA revealed a significant effect of
trial number [F(384,2656)  14.1, P  0.0001].
As shown, force expression is small and unsystematic during
the baseline phase, as expected since the robot did not perturb
the reaches in this block. However, during the CW learning
block, the AI gradually increases as subjects learn to compen-
sate for the forces applied by the robot, approaching perfect
compensation at the asymptotic level. This means that at the
end of the CW learning block, the force employed by the reach
cancels the forces applied by the robot. During the subsequent
CCW block, when the force field has switched to the opposite
direction, the AI quickly returns to baseline levels and switches
sign while starting to compensate for the CCW force field.
Next, during the final error-clamp block, the AI rapidly re-
bounds, as shown in both the single subject and the average
across subjects, expressing, at least in part, the compensatory
strategy for the initial, CW force field. This rebound is known
as spontaneous recovery (Kojima et al. 2004; Smith et al.
2006), which slowly declines to baseline performance.
Inferring Adaptive States
We fitted a two-state adaptation model (Smith et al. 2006) to
capture the time course of the AI (see MATERIALS AND METHODS).
Fig. 3, A and B, top, depict the two components of the model,
showing the state of the fast process (in red), which learns and
decays quickly, and the slow process (in blue), which learns
and decays slowly. The model’s estimate of the external forces
is governed by the summed states of these processes, xfast 
xslow (black line) and provides a strong correspondence with
the behaviorally observed force expression (r  0.92, P 
0.001 across subjects; see Fig. 3B). Upon closer inspection,
the model slightly underestimates the amplitude of the rebound
and does not fully capture the slight decay during the sponta-
neous recovery. Yet, for the single subject shown, and the other
individual subjects, the model generally provided a very good
fit (with 0.84 r 0.98 for individual subjects, t(445) 32.0,
all P  0.001).
The best-fit model parameters were consistent across sub-
jects, with Rfast  0.77 (0.12 SD), Lfast  0.16 (0.10 SD),
Rslow  0.99 (0.001 SD), and Lslow  0.02 (0.01 SD). These
values were in the same range as reported by previous studies
(Smith et al. 2006; Trewartha et al. 2014). Importantly, accord-
ing to the two-state model, the quick learning of the CCW field
is driven by the fast process, whereas the reexpression of the
compensatory strategy of CW field in the error-clamp block is
caused by the slow process that has not yet transitioned to
compensate for the CCW field.
Corticospinal Correlates of Adaptive States
We assessed changes in cortical plasticity with brief TMS
sessions interspersed throughout the paradigm, during which
the hand did not move. After every 10 reach trials (every 20 ms
in the baseline phase), a short series of 10 single TMS pulses
(interpulse interval 5,000–7,000 ms) was applied to the left
motor cortex, to evaluate corticospinal excitability levels
(Fig. 2A).
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Fig. 2. A: example EMG trace of biceps brachii around the TMS pulse
application (t 0). MEP magnitude and CSP duration are indicated. B: cortical
silent period (CSP) duration of a single subject for different trials of the
paradigm (baseline, field 1, initial trial, middle trial, and final trial, field 2, and
an error clamp trial) in a single subject.
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Peak-to-peak amplitude of the MEP (see Fig. 2A) is a
measure of corticospinal excitability. Figure 3A, middle, shows
the MEP amplitude as a function of trial number in the typical
subject; Fig. 3B, middle, demonstrates the mean MEP ampli-
tude across subjects, expressed in z-score values ( SE). Note
that, because the MEP is only sensitive to learning-related
changes, its size cannot become negative if the force field
changes direction. Therefore, we signed the normalized MEP
values based on the sign of the individual subject’s fitted fast
process, resulting in the sign-normalized MEP. A within-
subject ANOVA revealed a significant effect of trial number
[F(36,555)  2.8, P  0.001].
Fig. 3, middle, shows that during the first baseline block, the
amplitude of the MEP is relatively stable. Across subjects,
across the six MEP measurements that were taken during this
block, the MEP amplitude did not change significantly
[ANOVA, F(5,90)  2.0, P  0.08], suggesting that the MEP
amplitude changes are not related to task performance per se,
but to learning as the subsequent trials show. During the block
with CW learning trials, the MEP amplitude first increases, but
then gradually declines when the learning block proceeds.
During the subsequent CCW block, MEP amplitude (now
signed negatively following the sign of fitted fast process)
quickly increases again, and during the error-clamp block,
MEP amplitude returns rapidly to baseline levels. This MEP
amplitude pattern is remarkably similar to the time course of
the fast process, which is overlaid, and independently inferred
from the behavioral data based on the model fit. Any difference
with its predicted time course seems to occur during the
spontaneous recovery period, when the MEP decays slightly
slower than predicted. The correlation coefficient between
MEP pattern and the model’s fast process components was
0.73 [t-test, t(35)  6.3, P  0.001] for the single subject
shown. The correlation coefficients varied between 0.51 and
0.76 across subjects (P  0.05 in 16 of 16 subjects) and was
0.85 (P  0.001) when data were averaged across subjects,
suggesting that MEP amplitude can be taken as a proxy of the
fast adaptation process in motor learning. Of note, we also
tested the correlation between the unsigned MEP and the
unsigned time course of the fast process, which still revealed a
highly significant correlation across subjects (r  0.7, P 
0.001).
As depicted in Fig. 2A, the MEP is followed by the CSP, due
to a transient GABAB-mediated suppression of EMG activity
(Di Lazzaro and Ziemann 2013; Ziemann et al. 2008). Figure
2B shows the duration of the CSP (in the order of 150–180 ms)
during the different phases of the paradigm for a typical
subject. Detailed observations reveal small changes in the
duration of the CSP over the course of the experiment. Com-
pared with baseline, the duration of the CSP appears to in-
crease slightly during the first, longer-lasting force field, and
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then decreases during the shorter period of the second force
field, after which it increases again.
These results are summarized in Fig. 3A, bottom, for a
single subject (blue circles), and in Fig. 3B, bottom, as a
z-score-based average across subjects (means  SE). A
within-subjects ANOVA revealed a significant effect of trial
number [F(36,555)  1.8, P  0.004]. As shown, during the
CW learning block, duration of the CSP gradually becomes
longer, reaching almost a plateau at the end. When the force
field switches, the CSP duration declines slightly (but does not
completely drop back to baseline) and remains relatively con-
stant during the error-clamp block. This CSP pattern signifi-
cantly correlates with the slow-phase component, as inferred
from the model fit to the behavioral data in the single subject
[r  0.74, t(35)  6.5, P  0.001], and was r  0.83
(P  0.001), when data were averaged across subjects. The
correlation coefficient varies between 0.06 and 0.76 for an
individual subject (P  0.05 in 12 of 16 subjects). This
suggests that the CSP is a proxy of the slow adaptation process
in motor learning.
Although MEP amplitude, CSP duration, and AI have dif-
ferent units of measurement, we tested whether a linear com-
bination of the first two signals, normalized based on their peak,
can explain the changes of the AI during the course of the
experiment. Figure 4A shows that the aggregated time course,
superimposed on the mean data across subjects, captures the
dynamic changes of the AI very well. Figure 4B shows that the
aggregate time course has a significant correlation with the time
course of the AI [r 0.84, t(35) 9.2, P 0.001]. This suggests
that the MEP and CSP are markers that reflect the internal states
of two adaptive processes, which only in combination explain the
behavioral output of the system.
To further characterize the dynamics of the MEP and CSP,
we fitted explicit one-state models to their time course, and
compared their fit parameters to the independently obtained
parameters of the two-state model fit to the behaviorally
obtained AI. Note that, compared with fits to AI, the one-state
fits are based on limited data points (37 MEP/CSP values per
subject). Because this could explain some outliers in the
best-fit parameters (three subjects settled the retention rate on
the lower bound of zero), we took the median (IQR) to
characterize the subject group. Table 1 shows the result,
indicating that one-state models of the MEP and CSP nicely
correspond to the fast and slow processes of the two-state
model of AI.
Inspired by the two-state learning theory, we also tested two
further predictions. Given that the slow process is primarily
responsible for the spontaneous recovery, the CSP at the end
the first force field should correlate with the amount of spon-
taneous recovery observed behaviorally (AI) and with the CSP
during that period (thus, the AI and CSP at the end of the error
clamp period, respectively). Although the first correlation was
not significant (r  0.43, P 0.09), the second correlation was
significant (r  0.63, P  0.004), which does not allow a
straightforward interpretation, perhaps because the analyses
are based on a limited number of subjects.
Finally, we performed several control analyses. First, we
checked for fatigue effects by examining whether the baseline
EMG level before the TMS pulse changes over the course of
the experiment. Across subjects, we did not find a significant
relationship [slope  0.01  0.04 V/trial (mean  SD), t-
test, t(15)  1.5, P  0.17, 95% CI [0.01, 0.03] V/trial].
We also found no significant relationship between the level of
EMG activity before the TMS pulse and the subsequent MEP
size [slope  4·1011  5·1010, t-test, t(15)  0.3, P 
0.76, 95% CI [2.9·1011, 2.1·1011]] or CSP duration
[slope  0.3  1.0 V/s, t-test, t(15)  1.2, P 0.24, 95% CI
[0.2, 0.8] V/s]. In all cases, the small confidence intervals,
including zero, show that these null results exclude effects of
any real interest and suggests that the MEP or CSP modula-
tions cannot be explained by fatigue-related or other nonspe-
cific changes in tonic EMG activity, before the TMS pulse
(Rodi and Springer 2011).
DISCUSSION
Using TMS in combination with EMG, we measured the
MEP and the CSP in the biceps muscle during sessions of
isometric contractions, which intervene in an established motor
learning protocol that evokes spontaneous recovery. Guided by
a two-state adaptation model, we examined physiological ev-
idence of the slow and fast learning processes in motor learn-
ing.
Our results show that MEP amplitude is not related to the
motor output itself in a learning process (Bagce et al. 2013;
McDonnell and Ridding 2006), but rather suggest that it
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Fig. 4. A: aggregated time course (black line), based on a linear combination of
the motor-evoked potential (MEP) and cortical silent period (CSP), superim-
posed on the mean data (gray circles) across subjects. B: correlation between
the dynamic changes of the adaptation index (AI) and the predicted change
based on the aggregated time course.
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represents the internal state of a fast learning process and is
only one part of the motor output. Similarly, CSP modulation
is not correlated to the motor output, but it is related to the state
of a slow learning process that forms the second part of the
total motor output. Importantly, our results do not argue against
the notion that even more interacting adaptive processes, with
different timescales, underlie short-term motor learning (Kim
et al. 2015; Lee and Schweighofer 2009). However, we can
only speculate whether or not such additional adaptive pro-
cesses explain the characteristics of the MEP and CPS that
could not be accounted for by the two-state model.
It has been proposed that single-pulse TMS over the primary
motor cortex produces direct activation of the excitatory glu-
tamatergic pyramidal neurons in layers 2 and 3, as well as the
larger pyramidal tract neurons in output layer 5, and the
inhibitory GABAergic interneurons that synapse on pyramidal
neurons (Di Lazzaro and Ziemann 2013). During learning, we
propose that this microcircuitry of the motor cortex reorganizes
and synaptic efficacy changes, mediated by GABAB type
receptors, supposedly operating via LTP/LTD-dependent syn-
aptic strengthening of cortical horizontal connections (Hess
and Donoghue 1994; Monfils et al. 2004). These processes are
not likely to operate in isolation and can also be shaped by
subcortical brain areas, like the cerebellum (Kishore et al.
2014) and cortico-cortical pathways (Bestmann et al. 2008;
Hamada et al. 2014).
Changes in MEP amplitude may, thus, reflect a compound
signal that is a read-out of the state of postsynaptic cortical
excitability and presynaptic intracortical processes, possibly
reflecting the fast learning process. In a follow-up of this work,
one could use paired-pulse TMS to further disambiguate this
signal (Hallett 2007). Recent reports have implicated strategic
learning in the fast process of motor adaptation (Huberdeau et
al. 2015; Taylor and Ivry 2014), perhaps through the involve-
ment of the prefrontal cortex. Empirical data suggest that
prefrontal activation mostly arises during the early stages of
learning (Anguera et al. 2010; Seidler and Noll 2008). Al-
though we did not provide explicit information about the
perturbations to our subjects, it can be speculated that frontal-
cortical loops govern the fast and cognitively mediated early
response and that the observed MEP changes reflect in essence
a read-out of these loops.
Cortical inhibition has been associated with the occlusion of
synaptic plasticity (Ziemann and Siebner 2008), which is
known to occur late during learning to retain the newly formed
memory (Spampinato and Celnik 2017). Inhibitory cortical
processes, as probed by the CSP, could modulate the MEP
amplitude. Although we did not find a significant correlation
between MEP amplitude and CSP duration (r  0.03,
t(590)  0.77, P  0.44), we do not suggest that MEP and
CSP should merely be viewed as proxies for completely
decoupled neural systems.
Although our data provide physiological evidence for the
existence of the two learning processes, it is important to point
out that they do not yet constitute causal proof. For example,
one could suppose that the observed MEP and CSP manifest
themselves through a nonlinear transformation of single-state
dynamics, neglecting a hidden constraint. Also, although both
signals are derived from stimulating the motor cortex, we
cannot exclude that they reflect a downstream effect driven by
a learning process that is, in fact, located more upstream in the
sensorimotor system.
It is well established that the cerebellum is also involved in
motor learning (Celnik 2015; Izawa et al. 2012; Taylor and
Ivry 2014;). Patients with cerebellar damage show deficits in
reach adaptation (Bhanpuri et al. 2014; Maschke et al. 2004).
Some have suggested that the cerebellum is responsible for the
actual learning, whereas M1 is responsible for consolidating
what the cerebellum has learnt (Galea et al. 2011; Hadipour-
Niktarash et al. 2007). One interpretation of this result might be
that the cerebello-cortical loop supports the fast learning pro-
cess, while the motor cortex is involved in the slow process.
However, the parsimonious interpretation of our results is that
both processes are located in the motor cortex. Whether some
of the processes, in fact, reflect a corollary from processes that
are actually implemented in the cerebellum or other structures
requires further study.
Although it has been suggested that muscle fatigue affects
corticospinal excitability during adaptation (Taylor et al.
1996), we do not think that this can explain our results. First,
the sustained contractions of the muscle during the baseline
were relatively minor, estimated to be 5% of the maximum
voluntary contraction (MVC) for a duration of 1 min. Fatigue
effects on the MEP are only reported at 30% MVC, typically
showing an increase in size of the MEP, whereas we see a
decrease during the learning in first force block. The CSP has
been reported to increase in duration but only during sustained
contraction of 30% MVC, which is far above our % MVC
values (Taylor et al. 1996). Furthermore, we validated that the
baseline EMG level before the TMS pulse did not change
significantly over the course of the experiment, and we neither
observed a significant correlation between the level of EMG
activity before the TMS pulse and the subsequent MEP size or
CSP duration. Finally, our findings cannot be explained by
differences in TMS intensity and muscle contraction force, as
they were kept constant throughout the experiment.
In conclusion, this study provides a neural correlate for a
behaviorally derived two-state adaptation process. We found
that the modulations of MEP amplitude and CSP duration are
proxies of dedicated processes in the motor cortex and down-
stream regions that express different sensitivities to learning
and retention, reflecting the fast and slow component of a
two-state adaptation process. Our findings contribute to under-
Table 1. One and two-state model fits to AI, MEP, and CSP
Fast Process Slow Process
R (means  SD) L (mean  SD) R (means  SD) L (means  SD)
Two-State Model
AI 0.77 (0.12) 0.16 (0.10) 0.99 (0.0002) 0.02 (0.01)
One-State Model
R (median  IQR) L (median  IQR)
MEP 0.77 (0.34) 0.08 (0.05)
CSP 0.96 (0.46) 0.03 (0.03)
AI, adaptation index; CSP, cortical silent period; IQR, interquartile range; L,
learning rate; MEP, motor-evoked potentials; R, retention factor. Parameters of
one-state model fits are the median IQR, to deal with outlier values (see
main text).
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standing the relations between corticospinal gain modulations
and processes associated with coding memory states in motor
learning.
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