Abstract-We consider the problem of identifying the source of failure in a network after receiving alarms or having observed symptoms. To locate the root cause accurately and timely in a large communication system is challenging because a single fault can often result in a large number of alarms, and multiple faults can occur concurrently. In this paper, we present a new fault localization method using a machine-learning approach. We propose to use logistic regression to study the correlation among network events based on end-to-end measurements. Then based on the regression model, we develop fault hypothesis that best explains the observed symptoms. Unlike previous work, the machine-learning algorithm requires neither the knowledge of dependencies among network events, nor the probabilities of faults, nor the conditional probabilities of fault propagation as input. The "low requirement" feature makes it suitable for large complex networks where accurate dependencies and prior probabilities are difficult to obtain. We then evaluate the performance of the learning algorithm with respect to the accuracy of fault hypothesis and the concentration property. Experimental results and theoretical analysis both show satisfactory performance.
I. INTRODUCTION

I
N A complex network with hundreds or thousands of software and hardware components, many of them are prone to failures. A failure of an important component, if not taken care of in a timely manner, can often lead to fault propagation in large areas and cause service disruption to many customers. It is, therefore, desirable that the network is equipped with fault management mechanisms in order to reduce network maintenance costs and improve service availability and reliability.
In the context of fault management, two important terms are frequently used: fault and symptom [1] - [3] . Faults are network events that cause other events. Faults are usually spontaneous and not caused by other events. Many faults may not be directly observable, but a seemingly invisible fault may manifest itself through failures at other observable locations. While faults are the root cause of failures, symptoms are external manifestation of failures.
Fault localization is the process of identifying the possible root cause(s) from the observed symptoms. Many fault localization techniques have been proposed and they vary from each other from the input/output interface to the algorithmic core of the procedure. According to the survey [4] , there are close to a dozen of different fault localization techniques [1] - [3] , [5] - [7] . Despite so much research effort, fault localization in complex networks remains an open research question. It is challenging mainly because the difficulty of fault localization increases with the size and complexity of the network-too much uncertainty, and too many unknown variables. In addition, fault localization techniques face the challenge of incomplete and incorrect input, which is inherited from its precursor, fault detection. Fault detection is the process of capturing symptoms provided in the form of events, and is carried out before fault localization. During the detection phase, there are false positives and false negatives, and therefore spurious symptoms and missing symptoms are possible.
In this paper, we aim to address these challenges and advance research in fault localization. In particular, we provide a machine-learning algorithm that uses whatever input data are given and makes the best of it. The algorithm is capable of handling difficult cases where there are loss of symptoms and spurious symptoms while the learner does not have the knowledge of fault probabilities of components, nor the conditional probabilities for fault propagation.
The proposed work focuses on the algorithmic aspect of fault localization in complex networks. The complete architecture of the network fault management system and other related activities in fault management are beyond the scope of this paper. This paper is organized as follows. In Section II, we briefly survey the previous related work; in Section III, we present the main idea of the machine-learning approach for fault localization; in Section IV, we provide analytical results for the error bound and the concentration property of the learning algorithm; in Section V, we show the application of the machine-learning algorithm on example networks and demonstrate its performance. Section VI concludes this paper and points out future research directions.
II. RELATED WORK
Fault localization is the central piece in fault diagnosis. The literature has seen a variety of fault localization techniques [4] . The main stream of work either uses artificial intelligence techniques or some techniques based on graph modeling of the network events.
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Expert systems are the most widely used AI techniques for fault localization. However, the existing fault localization methods based on rule-based [8] , [9] systems, case-based systems [10] , and model-based systems [11] - [13] , neural networks [14] , [15] , and decision trees [16] , [17] are all different from the proposed machine-learning technique. Most expert systems use rule-based representation of their knowledge base, and others differ from it with respect to the expert knowledge they use. For instance, rule-based systems use surface knowledge and model-based systems use deep knowledge about network connectivity and operation. Despite so much effort from the AI domain, none of the existing work uses regression analysis to quantify the correlation among network events, and most of them do not perform well for complex network topologies. This is the main difference between the proposed machine-learning algorithm and the previous work.
The techniques based on the graph modeling of network events are also referred to graph-theoretic techniques. The fault localization process depends on a fault propagation model of the system, which represents the causal relationships between network events. The graph is also called causality graph, or dependence graph. The fault propagation model contains all the faults and symptoms with conditional probability of a symptom given that a fault has occurred. Based on this model, many algorithms have been developed. They usually map the observed symptoms to nodes of the fault propagation model, and try to find the fault(s) that can explain the set of observed symptoms. For instance, the codebook approach uses this graph model to develop a codebook and then maps the observed codeword to a specific fault [18] , the Bayesian inference approach uses this model to infer the posteriori probability based on the prior probabilities and conditional probabilities [2] , [5] . There are also other graph-theoretical approaches such as the set cover approach that tries to identify a small set of faults to "cover" the symptoms [19] . These algorithms all have some identified limitations that the proposed machine-learning algorithm can improve upon.
1) Compared to Bayesian inference approach: Although there are mature methodology for Bayesian inference, such as belief network [20] , these techniques require accurate knowledge of abstract and physical dependencies, i.e., the dependencies among network events and among system components. The efficiency and accuracy of the fault localization algorithm are dependent on the accuracy of this knowledge. However, in practice, the dependence relationships and the conditional probabilities are hard to obtain. Even with this knowledge, the problem of reasoning faults on a general graph remains an NP-hard problem. 2) Compared to the codebook approach: The proposed algorithm does not rely on graph modeling, nor does it require the accurate knowledge of dependences and probabilities. Although the representation of the design matrix in the regression analysis looks similar to the codebook used in the codebook approach, our approach does not require a causality graph as input to generate the training data. The training data can be obtained by various means, which makes it easy to apply in practice.
3) Compared to the set cover approach: The set cover approach requires probability of failure as input which is often unknown in practice. Moreover, the set cover approach is only concerned with using minimum cost (based on a cost function) to match the observed symptoms, and there is no penalty for covering the nonsymptoms. As a consequence, the algorithm can output faults that cause more symptoms than what have been observed. In addition, the set cover problem is an NP-hard discrete optimization problem in its own right.
III. MACHINE-LEARNING APPROACH
A. Overview
Many techniques have been developed based on the graph modeling approaches. Some require the knowledge of the causality graph, or dependency graph, and some require the knowledge of the probability for a component to fail. For realworld complex networks, to obtain the full causality graph is a challenge itself. Moreover, there is an additional challenge to obtain the probability distribution. In practice, what we observed is only a portion of the entirety. In such a situation, a black-box approach that does not depend on the entirety of information is desired. This motivates us to try to tackle the problem using a different approach-the machine-learning approach.
In the machine-learning approach, a learning algorithm studies the correlation of network events from a limited set of data, called training data, and then uses the training data to develop a hypothesis about the relationships of network events. The training data are often obtained from an expert who knows the observation X and the corresponding outcome y. After the learner has developed the hypothesis, upon receiving a new data point that has not been seen before, the learner applies the hypothesis to predict the outcome.
In network fault localization, X is the set of symptoms and y is the fault. During the process of developing hypothesis and predicting new outcome, there is no need to know the prior probability distribution of y or the conditional probability of p(X|y). In fact, there is also no need to know the exact causality graph, which is very hard to obtain in a real communication system.
Without the causality graph, we will use the available faults and symptoms to build a table. This table is also called the design matrix. The algorithm does not require accurate causal relationship as input. In network applications, the fault and symptom data are obtained from historical data that have been recorded from previous network events and diagnosis reports.
The proposed approach has the following advantages compared to the three approaches mentioned above.
1) All three approaches deal with NP-hard problems. The proposed approach avoids solving NP-hard problems and instead provides a probability of erroneous prediction. 2) The proposed approach scales well with the network size. If we are to locate the faulty link(s), the number of predictions needed is linear-not exponential-to the number of links, and each prediction only needs to use local information, which is demonstrated in Section V-C. Moreover, the training phase, which is the slower part of the process, can be done at offline time, and prediction is done online, which makes it suitable for real-time fault localization. 3) Some approaches can only deal with binary observations, i.e., whether a symptom has occurred. The proposed method can deal with real-valued observations, such as data throughput or end-to-end delay. 4) The proposed approach does not require prior probability distribution of faults, or any assumption about fault distribution. 5) The proposed approach can achieve high robustness against spurious symptoms and loss of symptoms with fewer observations (compared to the codebook approach), and can adaptively adjust the fitting model to achieve higher robustness should the sampling process appear to be error-prone. In addition, we provide performance bound analysis for prediction error, which can be used as a guideline to improve the hypothesis.
B. Supervised Learning Via Logistic Regression
In the learning algorithm, instead of viewing faults as causal events of symptoms, we view symptoms as explanatory factors to explain faults. Whenever a fault occurs, a set of symptoms are observed. The coexistence of the set of symptoms and the fault gives us ideas about which symptoms are correlated to the fault. The learning algorithm will further study the relationship between the fault and the symptoms. Once this relationship has been learned, in a future situation when the fault is unknown, the observation of symptoms is used to predict the probability of the fault. The fault localization procedure includes an estimation phase and a prediction phase.
1) Estimation:
Without the knowledge of the exact causal relationships among network events, regression analysis is an effective way to estimate the relationships among them. In particular, we are not interested in estimating the relationships among symptoms; we are interested in knowing which symptoms are related to the network fault, and exploring the exact form of the relationship.
In the context of regression analysis, a fault corresponding to a software or hardware failure is regarded as a response variable or an outcome variable; a symptom corresponding to an observed alarm is regarded as a predictor variable. Next, we will focus on estimating the relationship between a response variable and several predictor variables.
There are many techniques for carrying out regression analysis. In general, the form of correlation is represented as a function of predictor variables, from which we can learn which predictor variables are related to a particular fault and how strong the correlations are. We propose to use logistic regression for fault localization.
Logistic regression, also called a logit model, is used to model dichotomous outcome variables. In this paper, the logit model defines the functional relationship between the alarm events and the actual probability of a component failure. Let (x 1 , x 2 , . . . , x m ) be the set of m predictor variables, y be the binary outcome, and p be the probability of y being 1. The logit model defines the log odds of the outcome as a linear combination of predictor variables
where β 1 , . . . , β m are the regression coefficients indicating the relative effect of each particular explanatory variable on the outcome, and β 0 is the intercept. We use β to denote the vector {β 0 , β 1 , β 2 , . . . , β m } and use X to denote the vector {1,
The estimation process is to decide the values of β 0 , β 1 , . . . , β m so that we can develop a hypothesis about the relationship between input variables X and the outcome y.
The logit function logit(p) = log e p 1−p is a good choice for the fault localization problem since it can transform the probability p, a variable between 0 and 1, to any value from −∞ to +∞. This allows us to apply a generalized linear model to conduct linear regression for logit(p) [21] - [23] and then use the inverse function of the logit function to recover the probability p later (see Section III-B2).
A good feature about this model is that the predictor variables are not limited to binary variables, unlike the codebook approach, in which each codeword is a binary string, or the set cover approach, in which whether a symptom is covered by a fault is a dichotomous outcome, or the Bayesian approach (see [5] ), in which the symptoms are all categorical variables. In the logit model, all predictor variables are real-valued, therefore, the model can be used to study both the availability-related symptoms and performance-related symptoms.
2) Prediction: Prediction is the process of applying the hypothesis developed in the learning algorithm to compute the outcome from any predictor variables X. At this step, the coefficient vector β is known from the estimation phase. For a given vector X, it is easy to calculate the probability p of fault by using the inverse function of the logit function
If the probability is high, then we can conclude the fault has occurred. This is the classification problem for one particular fault. By applying the estimation and prediction process on each fault, we can get the probability of each fault. For F possible faults, there are F classification problems. Each classification problem has a separate training data set and generates a separate hypothesis. The dimension of the predictor variables X can be different for each hypothesis. Assume for the estimation of fault i, we apply hypothesis h i , which takes predictor variables X (i) ∈ R mi as input and maps to a probability between 0 and 1 If the training data set shows that with input X * , 1 out of 1 case has f * [i] = 1, then in the prediction phase, with input X = X * , hypothesis h i will yield p i = 1, and, similarly, hypothesis h j will yield p j = 1.
The advantage of using this approach is that the complexity of estimation and prediction does not increase exponentially with the number of faults F . Since, we are going to predict the probability of each fault separately, there are always F classification problems to solve, which is linear to F . Moreover, joint faults do not increase the complexity of each classification problem either.
IV. PERFORMANCE BOUNDS
To assess the performance of the learning algorithm for network fault localization, we would like to address the following questions. 1) Given the noise level of the data set, what is the expected estimation error for fault localization? 2) What is the concentration property of the estimation algorithm? The first question is straightforward to answer given the error probabilities of observations, which only requires to calculate the expectation.
In the following, we will focus on the concentration property. The concentration property is an important performance measure for statistical learning algorithms. Taking the estimation result as a random variable, the concentration property tells us how far a particular estimation stands from the average estimation. The more concentrated around the average, the better.
The bounded differences method from McDiarmid provides an effective way to study the concentrate rate. McDiarmid's inequality provides an upper bound on the probability that the function of random variables deviates from its expected value [24] . It has been widely used in combinatorial applications and in learning theory [25] , [26] to measure the concentration property of the learning algorithms.
We next show the concentration property of the network fault localization algorithm based on the McDiarmid's inequality [24] . then for all > 0
In the fault localization application, let m be the number of variables used in the estimation algorithm, which is the number of observations used in fault localization, the function f be the error probability of estimating the failure of a particular component, input z 1 , . . . , z m be the indicator variables of erroneous observations on the monitored event. Therefore, z i = 1 if the ith observation is wrong (either a spurious symptom or a loss of symptom), otherwise z i = 0. Since the probability of having a spurious symptom or a loss of symptom is random and is independent of others, it satisfies the condition of McDiarmid's inequality that z 1 , . . . , z m be independent random variable.
Using the example network in Fig. 1 , we show the error bounds of estimation. We are interested in the estimation error caused by erroneous input. Since the network is symmetric in topology, we use the estimation of one link e1 as an example. There are 12 observations, so m = 12. Let z 1 , . . . , z m = 0, and z i = 1, then i is the error probability for estimation when the ith observation (input) is wrong. The test results show that 1 = 1/r, where r is the number of rows in the training data set, 7 = 0.5, and i = 0 for i = 1, 7. The complete training data set includes 16 data points, so r = 16.
The numerical results for performance bounds are presented in the following.
A. Expected Estimation Error
Let p i = P(z i = 1) be the probability of the ith observation being wrong. 
B. Concentration Property
Let U be the upper bound from McDiarmid's inequality, so P(f − Ef ≥ ) ≤ U , then we have the following results.
It is observed from Table I that as the value of increases, the probability P(f − Ef ≥ ) decreases sharply. If there is one erroneous input, the learning algorithm has less than 14% probability to yield a result that differs from the expectation 0.01125 by 0.5. Since the expectation is close to zero, the chance to have high error rate under one erroneous input is small. If the inputs are all correct, the estimation error is zero. Moreover, the loopy network we used here represents the most difficult case for the learning algorithm since it has a loop of the network size. Treeshaped networks with no loops all have smaller estimation error and better concentration property.
V. EXAMPLES: FAULT LOCALIZATION THROUGH END-TO-END SERVICE DIAGNOSIS
To identify faulty elements through end-to-end measurements is a commonly used approach due to the availability of data at the end systems [27] - [29] . An end-to-end connectivity service model was proposed in [20] for loop-free networks. In this section, we first use the same service model as in [20] to infer faulty links, then we present our results on complex networks that have loops and tightly knit groups.
A. Complete Data, Perfect Learner
If the training data include all possible input points, the learned solution h(X) is the ground truth plus some random noise. The only source of prediction error comes from the noise in the training data or the test data. Without noise, we will show that it has zero training error and zero test error.
We first look at a case without noise. In Fig. 2 , there are nine nodes and eight links. The design matrix has 9 2 = 36 observations and 2 8 = 256 data points. This includes all possible input data points, ranging from no faulty link to any number of faulty links. Each observation corresponds to the connectivity service disruption between a pair of end hosts.
If the data set has noise, the prediction error depends on the locations that are affected by noise. Noise can appear in observations, for instance, there will be loss of symptoms, or spurious symptoms; it can also appear in classification results, for instance, mistakenly labeling a data point as being faulty whereas the given input is for not being faulty, or vice versa.
The test results show that when an observation is corrupted due to noise, unless it is a critical observation, the solution is fairly robust to noise. In the nine-node network, for the prediction of whether link e1 between nodes 1 and 2 is faulty, the critical observation is the end-to-end connectivity between nodes 1 and 2. If link e1 is down, many pairs will lose endto-end connectivity: {(1-2), (1-3), (1) (2) (3) (4) (5) , (1) (2) (3) (4) (5) (6) , (1) (2) (3) (4) (5) (6) (7) (8) , (1) (2) (3) (4) (5) (6) (7) (8) (9) , (2-4), (2-7), (3-4), (3-7), (4) (5) , (4) (5) (6) , (4) (5) (6) (7) (8) , (4-9), (5-7), (6-7), (7-8), (7-9)}. Assume losing connectivity is a symptom, then input "1" indicates the connection is lost and "0" indicates there is connection. Among all the observations, apparently the end-to-end connectivity between nodes 1 and 2 is the most important observation to predict the status of link e1. If this observation is corrupted, either it is "0" flipped to "1" representing a spurious symptom, or it is "1" flipped to "0" representing a loss of symptom, the prediction of link e1 has 100% prediction error. However, if other observations are corrupted, such as the end-to-end connectivity between nodes 1 and 5, the learning algorithm has zero prediction error.
The test results are summarized in Fig. 3 . The training data are noise-free. When the test data are also noise-free, the test result is 100% accurate. When the test data have noise at the key location (column I), the result is 100% wrong; but when the data corruption is at a nonkey location, the result is still 100% correct (column II). In order to improve the performance when the test data have noise at the key location, simply adding redundant columns corresponding to this key observation will significantly increase the robustness, without adding redundancy for other observations. For instance, repeating three times in the training data for the column at the key location can tolerate one-bit data corruption at these columns. By using separate training data for each fault prediction, the design matrix size only increases by two columns, much smaller than the redundancy needed by the coding approach, which uses one codebook to identify all possible faults. The advantage of the machine-learning approach to the codebook approach can be easily shown in this example: if the codebook approach is used, it does not matter which bit of the codeword is corrupted. In terms of hamming distance, the contribution from each bit in the codeword is the same, even though it is not at a critical position.
The test results also give much insight about the critical measures in fault diagnosis. The critical measures for predicting a link's status are the measurements from the two end points of the link. Errors in these measurements have higher impact on the outcome than in others. For links in a loop, such as link e1 in Fig. 1 , the errors on connectivity information and delay both cause errors in predicting. For tree-type links, such as link e1 in Fig. 2 , errors on the measurements of the two end points can completely invert the outcome of predicting.
Classification noise is another source for prediction error. The good news is that the prediction error is confined to that one data point only. Other data points without classification error can still have zero prediction error.
B. Incomplete Data, Imperfect Learner
Sometimes due to the unavailability of data, the training data set is very limited. It happens if there exist spontaneous multiple faults but the symptoms have never been recorded before. Since the learning algorithm has never seen the symptoms of multiple concurrent faults, it may not learn well enough to estimate the coefficients β accurately.
For the network in Fig. 2 , if the training data only contain data points for singleton faults but the test data result from the combination of multiple faults, the prediction error becomes significant. For instance, link e4 is the link between nodes 2 and 3, and link e7 is the link between nodes 3 and 6. When links e4 and e7 both are faulty, the algorithm can only locate link e4, but not link e7. The reason is that the symptoms caused by disconnecting link e4 alone dominate the symptoms resulting from joint faults of links e4 and e7. In fact, the symptoms for joint faults of e4 and e7 have only two positions different from that of link e4 alone, but are very different from that of link e7 alone. In this case, the algorithm fails to locate link e7. We say link e4 dominates link e7, and similarly, link e4 also dominates link e8. This dominating relation continues if the test data are symptoms resulted from three simultaneous faults. However, if we extend the training data to include the symptoms of two concurrent faults, experiments show that the algorithm has zero prediction error for not only two concurrent faults but also for three concurrent faults. It works for all test cases with 100% accuracy. For instance, for the joint faults of {e4, e7, e8}, the algorithm can locate e4 and e7 since {e4, e7} is a data point in the training set, and similarly it can also locate e4 and e8, then the union of the two sets {e4, e7} {e4, e8} yields {e4, e7, e8}.
The test results are summarized in Fig. 4 . When the training data have eight data points including the observations for only one faulty link at a time, the prediction error is high in some cases; when the training data has 36 data points including the observations for one faulty link and two faulty links at a time, the prediction error falls back to zero, even if the test data contain higher than two degree of interaction between faults. A common practice is to divide the available data into training data and test data following a 70-30 rule: 70% data are used as training data, and 30% data are used as test data. Following this rule, we did two experiments: 1) the 36 data points are split into a training set of 25 data points and a test set of 11 data points, and the training set includes all singleton faults and partial data from two faults and 2) the 92 data points are split into a training set of 64 data points and a test set of 28 data points, and the training set includes all singleton faults, all data from two faults and partial data from three faults. The result is shown in Fig. 5 . The prediction accuracy is significantly improved. Only two cases have achieved 50% accuracy: for joint faults of {e4, e7}, the algorithm only found e4; for joint faults of {e4, e8}, the algorithm only found e4. All other cases have achieved 100% accuracy.
C. Large-Scale Complex Networks
While small networks allow us to present the evaluation results with great detail, large-scale networks will require much larger space to present the same level of detail. For large networks, we randomly select a few faulty links and present the summary results. Fig. 6 shows a network with 50 nodes. The six faulty links are randomly selected and highlighted in red color. The network is loosely hierarchical with cycles and densely connected subgraphs (cliques), which is similar to the backbone structure of the Internet. We choose to evaluate a graph with cycles and cliques because such structures represent the highest level of challenge for fault localization algorithms.
1) High-Dimensional Inference:
If we blindly include all available observations without selection for the estimation of any link, the problem becomes a high-dimensional inference problem. For instance, if we include all end-to-end connectivity data, the dimension of X will be 50 2 = 1225 in the logistic regression analysis. The result we achieved is summarized as follows.
For tree-like links such as links 9-28 and 3-33, we can identify the faulty link with 100% accuracy, which means when using the observation of link 9-28 being broken, it can predict that link 9-28 has probability 1 to be faulty while others have probability 0. However, for links involved in a loop or multiple loops, such as links 8-11, 20-22, 32-39, and 10-40, when the link is faulty, the prediction result shows it only has probability 1/r to be faulty, where r is the number of rows in the training set that has the same observation. This is due to the fact that when the link is broken, the end-to-end connectivity is still preserved by using alternative routes.
In order to improve the prediction accuracy, we include the end-to-end delay in the observation. This will increase the dimension of X to 50 2 × 2 = 2450. With such a high dimension, we can finally achieve 100% accuracy on all links, including the tree-like links and the links in loops. Moreover, if the training data include observations for all single link faults, the test data with two or more combined link faults can be predicted with 100% accuracy.
2) Simplistic Low-Dimensional Inference: Highdimensional inference significantly increases the computation time, which is undesired in real-time applications. In addition, from a practical point of view, to obtain observations for all pairs of nodes requires global information, which becomes an issue in distributed implementation. To reduce the dimension and to make it easy for distributed implementation, we choose only the most relevant explanatory factors. For instance, to predict whether a link is up or down, the most explanatory factors are the connectivity and delay information between the two end points of the link. Using only the two factors, we can achieve the following: when the training set includes the observation for a particular fault, the prediction result is 100% accurate, for both tree-like links and links in a loop. It does not matter if the training set includes observations for other faulty links. It can also predict two or more combined link faults with 100% accuracy. However, when the training set does not include it, the prediction result shows P(faulty) = 0 where it should be 1. This makes sense because there is nothing in the training set to infer from.
3) Robust Low-Dimensional Inference: The above observation indicates that some degree of redundancy in the parameters is necessary. Instead of using only two factors, we include the end-to-end connectivity and delay for all pair of nodes in a link's neighborhood. For instance, to estimate link 9-28, we consider nodes N 9,28 = {9, 8, 11, 21, 28, 18 , 25} and use the end-to-end connectivity and delay between all pair of nodes in this set. By expanding the dimension, we achieved the following. 1) All prediction are 100% accurate. Even if the training set does not include a row corresponding to a link being faulty, the prediction on this link is still 100% correct.
2) The prediction of two or more links being faulty at the same time is also 100% correct. 3) Sometimes we fail to obtain the measurement for a particular link. For instance, we may not have data for end-to-end connectivity or delay between nodes x-y, which will require the elimination of the two factors in regression analysis. Even without the two key factors, with the neighborhood information, the prediction of a link is still improved. For instance, if we remove the two key factors for link 9-28, it still can predict this link's status as well as others with 100% accuracy, for both singleton faults and combined faults.
In summary, the simplistic low-dimensional inference method in Section V-C2 works well only if the two key measurements are available and the training set includes the observation for the link being faulty. Expanding the dimension by including some nodes in the neighborhood effectively improves the algorithm's robustness. It is also worth noting that the expanded dimension is still in much smaller magnitude compared to the include-all method in Section V-C1. With seven nodes, it only has 42 factors, much smaller than the 2450 factors used in high-dimensional inference.
VI. CONCLUSION AND FUTURE WORK
The proposed fault localization approach uses logistic regression to study the correlation between the root cause and the observed end-to-end service degradation. The end-to-end service degradation can be manifested in both availability-related symptoms and performance-related symptoms. The approach is shown to be effective in identifying faults and is also proved to have good concentration property.
The current work focuses on fault localization, which is solved by predicting dichotomous outcome variables using binomial logit models. In future work, one immediate extension is to consider multiclass classification problems by using multinomial logit models. For instance, we can estimate "Is the router status normal, overloaded, or being attacked?" Another future direction is to consider nondichotomous outcomes, in which the prediction is made on a continuous variable y. For instance, instead of asking "is link i faulty?" we ask "what is the data rate of a core link?" "what is the loss rate of a wireless link?" or "what is the average queue length at a router?", etc. This will be general network state inference beyond fault localization.
