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Critical p-adic L-functions and interpolation of Beilinson–Kato elements
DENIS BENOIS AND KÂZIM BÜYÜKBODUK
Abstract. Our objective in the present article is to give an “étale” construction of Bellaïche’s p-adic L-
function (as well as its improvements) at the θ-critical points on the Coleman–Mazur–Buzzard eigencurve.
We carry this out by interpolating the Beilinson–Kato elements about a θ-critical point and evaluating the
images of the interpolated elements under the Perrin-Riou exponentials. The interpolative properties for
our improved p-adic L-function are deduced from a new “eigenspace-transition via differentiation” principle.
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1. Introduction
Let p ≥ 5 be a prime number and let us fix forever an embedding ι∞ : Q→ C as well as an isomorphism
ι : C
∼
−→ Cp. Let us also put ιp := ι ◦ ι∞. Let f =
∑
n an(f)q
n ∈ Sk+2(Γ1(N) ∩ Γ0(p), ε) be a cuspidal
eigenform (for all Hecke operators {Tℓ}ℓ∤N and {Uℓ, 〈ℓ〉}ℓ|Np) of weight k + 2 with p ∤ N . When ιp(ap(f)) <
k + 1, Amice–Vélu in [AV75] and Višik in [Viš76] have given a construction of a p-adic L-function Lp(f, s),
which is characterized with the property that it interpolates the critical values of Hecke L-functions attached
to (twists) of f .
The analogous result in the extreme case when ιp(ap(f)) = k+1 (in which case we say that f has critical
slope) was established by Pollack–Stevens in [PS13] and Bellaïche [Bel12]. Note that if ιp(ap(f)) = k + 1
then f is necessarily p-old unless k = 0. It is worthwhile to note that the p-adic L-functions of Pollack–
Stevens and Bellaïche are not characterized in terms of their interpolation property, but rather via the
properties of the f -isotypic Hecke eigensubspace of the space of modular symbols. The work of Pollack–
Stevens assumes in addition that f is not in the image of the p-adic θ-operator θk+1 := (q(d/dq))k+1 on the
space of overconvergent modular forms of weight −k (i.e., f is not θ-critical); Bellaïche’s work removes this
restriction.
The θ-criticality condition has a beautiful interpretation in terms of the Coleman–Mazur–Buzzard eigen-
curve C (see [Bel12], §2.2.2), which plays a crucial role both in [Bel12] and in the present work. Let x0 denote
the point on the eigencurve that corresponds to the p-stabilized eigenform f . As a result of Coleman’s control
theorem [Col96, Theorem 6.1], one can deduce that the eigencurve is étale at x0 over the weight space if f
does not have critical slope. Moreover, the refinement [PS13, Theorem 8.1] of Coleman’s control theorem to
the case of non-θ-critical points shows that the eigencurve is étale over the weight space; see [Bel12, Lemma
2.8]. If f is θ-critical, then C is no longer étale at x0 but it is still smooth by [Bel12, Theorem 2.16].
These geometric properties of the eigencurve are reflected in the properties and the construction of a
two-variable p-adic L-function over the eigencurve, which locally interpolates Lp(g, s) as g varies over the
classical points in C. We discuss the interplay between the geometry of the eigencurve and the properties of
the two-variable p-adic L-function in the following two paragraphs.
When x0 is non-θ-critical, the eigencurve C is étale at x0 over the weight space and the required p-adic
L-function Lp(x, s), where x ∈ C varies in a neighborhood of the point x0, was constructed by Stevens
(unpublished, see also [Pan03]). In that case, the specialization of Lp(x, s) at x0 recovers the p-adic L-
function Lp(f, s). Moreover, if x 6= x0 is any classical point in a sufficiently small neighborhood of x0,
then the corresponding eigenform fx is p-old and of non-critical-slope, as such Lp(fx, s) is characterized by
its interpolative properties; and these also characterize the two-variable p-adic L-function L(x, s). In other
words, even though the p-adic L-function Lp(f, s) = Lp(x0, s) need not be characterized by its interpolation
properties, its deformation Lp(x, s) along the eigencurve is.
If x0 is θ-critical, C is ramified at x0 over the weight space and we denote by e the ramification index1. In
this scenario, Bellaïche gave a construction of Lp(x, s) in [Bel12, §4.4] and proved that Lp(x0, s) = 0. In fact,
more is true: Since C is smooth at x0 and has dimension 1, one may consider L
[i]
p (x0, s) :=
∂iLp(x, s)
∂xi
∣∣
x=x0
,
1Bellaïche in [Bel12, Remark 1] conjectures that e = 2.
2
for i = 0, · · · , e − 1. These are Bellaïche’s secondary p-adic L-functions. Also in [Bel12, §4.4], Bellaïche
showed that if i < e − 1, then L[i]p (x0, s) interpolates “0” as the cyclotomic variable s varies in the critical
range and that L[e−1]p (x0, s) verifies the expected interpolation property, and in particular, it is non-zero.
We call L[e−1]p (x0, s) the improved p-adic L-function.
Bellaïche’s constructions take place in Betti cohomology. Our objective in the present article is to recover
his results in the context of p-adic (étale) cohomology. More precisely, we shall recast Bellaïche’s results in
terms of the Beilinson–Kato elements and the triangulation over the Coleman–Mazur–Buzzard eigencurve. In
a sequel, we will build on our approach in the present article to construct p-adic Rankin–Selberg L-functions
in the θ-critical case (where there is no prior construction available). This is crucial if one desires to extend
the results of [BPS20] on p-adic Gross–Zagier formulae to treat neighborhoods of θ-critical (not only critical
slope, as in op. cit.) points. We also note that along the way, we interpolate the Beilinson–Kato elements
over a neighborhood about our base point x0 of the eigencurve, which, we hope, is of independent interest.
Before we explain our results in detail and outline our strategy, let us indicate the moral behind our
approach via Beilinson–Kato elements and the triangulation over the eigencurve. Note that Bellaïche and
Stevens construct the p-adic L-function Lp(x, s) by evaluating a generator of the space of modular symbols
(which they prove to be locally free sheaf of rank one over the eigencurve) at the divisor {∞} − {0}. One
may think of the divisor {∞} − {0} as an analogue of the p-local Beilinson–Kato element as follows. By
[Eme05, Corollary 4.5], this divisor can be thought of as a functional on the completed cohomology of the
classical modular curves. Combined with the local-global compatibility proved in [Eme11] and Colmez’ p-
adic local Langlands correspondence (see [Col10]), one may then construct an element in the p-local Iwasawa
cohomology. One expects this class to be closely related to the p-local Beilinson–Kato element. Pairing
the p-local Beilinson–Kato element with a suitable differential which arises from the triangulation of the
eigencurve about x0, one expects to recover Lp(x, s). As explained in [KPX14, §6.4], the non-étaleness of the
eigencurve at a θ-critical point x0 exhibits itself as the failure of the global triangulation over the eigencurve
to restrict to a saturated triangulation at x0. In Bellaïche’s construction, this feature of the eigencurve is
reflected by the non-semisimplicity (as a Hecke module) of the space of modular symbols at x0; see [Bel12,
Theorem 4.7] and accounts for the behaviour of Lp(x, s) we have summarized above.
1.1. Set up. We put Γp = Γ1(N) ∩ Γ0(p) and let f
α0
0 ∈ Sk0+2(Γp) be a p-stabilized cuspidal eigenform,
where Upf
α0
0 = α0f
α0
0 and N is coprime to p. We let f0 be the newform associated to f
α0
0 (note that it may
happen that f0 = f
α0
0 , in which case f
α0
0 is not of critical slope if k0 > 0). We fix a real number ν ≥ vp(α0),
where vp(·) is the p-adic valuation on Qp normalized so that vp(p) = 1.
We shall call Homcts(Z×p ,Gm) the weight space, which we think of as a rigid analytic space over Qp. Let
W = Spm(R) be a nice affinoid neighborhood (in the sense of [Bel12], Definition 3.5) about k0 of the weight
space, which is adapted to slope ν (in the sense of [Bel12], §3.2.4). We will adjust our choice of W on
shrinking it as necessary for our arguments.
Let C be the Coleman–Mazur–Buzzard eigencurve and let x0 ∈ C be the point that corresponds to f
α0
0 .
We let CW,ν ⊂ C denote an open affinoid subspace of the eigencurve that lies over W and Up acts by slope
at most ν. By shrinking W as necessary, there is a unique connected component X := Spm(A) ⊂ CW,ν that
contains x0, which is an affinoid neighborhood of x0.
For any E-valued point x ∈ X (E) (where E is a sufficiently large extension of Qp, which contains the image
of the Hecke field of fα00 under the fixed isomorphism ι) of classical weight κ(x) ∈ Z≥0 in the irreducible
component X ⊂ C, we let fx ∈ Sκ(x)+2(Γ) denote the corresponding p-stabilized eigenform. We let V ∗fx
denote Deligne’s representation attached to fx; see Definition 6.16(ii) for a precise description of this object.
There is a natural free A-module M∗A of rank 2, which is equipped with a A-linear continuous GQ-action
such that M∗A ⊗A,x E
∼
−→ V ∗fx (see Proposition 6.6 below).
We choose once and for all a positive integer B, an element a = a(B) ∈ Z/BZ and a pair of coprime
integers c, d such that (c, 6pB) = 1 = (d, 6pBN). We let
c,dBKa,B(fx, j) ∈ H
1(Q, V ∗fx (1− j))
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denote the Beilinson–Kato element, given as in Definition 6.17(ii).
For any abelian group G, let us denote by X(G) its character group.
Let us set Γ := Gal(Q(µp∞)/Q) and put Λ(Γ) := Zp[[Γ]]. We also write j : Γ→ Λ(Γ)× for the tautological
character and let Λcyc(−j) denote the free Λ(Γ)-module of rank one on which Γ acts by the inverse of j. We
denote by χ the p-adic cyclotomic character. We put Hr(Γ) for the image of tempered distributions of order
ν under the Amice transform and define H (Γ) := lim
−→
Hr(Γ). We also set H?(Γ) := H (Γ) ⊗̂ (?), where
(?) = E,R,A as above.
Fix a generator ε of Zp(1).
1.2. Summary of results. We will briefly overview of the results in this article. In a nutshell, our work
has two threads: The first concerns the interpolation of Beilinson–Kato elements along the eigencurve C, the
second concerns p-local aspects, such as the (properties of the) triangulation over C and the formalism of
Perrin-Riou exponential maps. The first part of Theorem A below belongs to the first thread and corresponds
to Theorem 6.18 below. The second part corresponds to Theorem 7.2 and Theorem 7.8 in the main body of
our article and dwells on the second thread, granted the first.
Theorem A.
i) There exists a cohomology class
c,dBK
[A]
a,B ∈ H
1(Q,M∗A ⊗̂Λcyc(1− j))
which interpolates the classes c,dBKa,B(fx, r) as x ∈ X (E) and integer r varies.
ii) We let Lp(x) ∈ HA(Γ) denote the image of the class c,dBK
[A]
a,B under the Perrin-Riou dual exponential map
and let x ∈ X (E) be an E-valued classical point.
a) Suppose fx is not θ-critical. Then there exists C
±
p,x ∈ E
× such that
Lp(x) = C
±
p,xLp(Ω
±
fx
, fx) ∈ HE(Γ),
where Lp(Ω
±
fx
, fx) is the Manin–Višik (or Pollack–Stevens, if fx has critical slope) p-adic L-function
determined by the Shimura period Ω±fx .
b) Suppose x = x0 and e = 2. We then have Lp(x0, ρχ
r) = 0 for every character ρ of Γ of finite order
and integer r ∈ {1, · · · , k0 + 1} .
See Definition 6.15 where the class c,dBK
[A]
a,B is introduced. We call the p-adic L-function Lp(x) ∈ HA(Γ)
given as in Theorem A(ii) the arithmetic p-adic L-function. When e = 1 (namely, when the R-algebra A
is étale), this result has been previously announced in the independent works of Hansen, Ochiai and Wang
(see also §7.2 for an overview of this particular case).
In the situation when e > 1 (θ-critical case), note that we need to assume2 for technical reasons that e = 2.
In the θ-critical scenario, which is really the emphasis in our article, one may also construct the analogues
of Bellaïche’s secondary p-adic L-functions, using the Beilinson–Kato element c,dBK
[A]
a,B and the Perrin-Riou
exponential maps. Before we present our result in this vein (which is Theorem C below), we first define the
objects which we are interested in.
Definition B (Improved arithmetic θ-critical p-adic L-function). Suppose fα00 is θ-critical and let Lp(x) be
as in the statement of Theorem A(ii). We set
L[1]p (x0) :=
∂Lp(x)
∂x
∣∣∣
x=x0
∈ HE(Γ) .
Note that since C is smooth at x0 and has dimension 1, this definition makes sense.
2Bellaïche conjectures that this is always the case, c.f. [Bel12, Remark 1].
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Theorem C (Theorem 7.4, interpolative properties for the improved p-adic L-function). Suppose that e = 2.
The improved p-adic L-function L
[1]
p (x0) verifies the following interpolation properties.
i) If the condition C4) (c.f. §4.1.2 for its formulation) holds true, then for every character ρ of Γ with finite
order and conductor pn and integer 1 ≤ j ≤ k0 + 1 we have
L
[1]
p,α(x0, ρχ
j)
C±p,ηx0
= (r − 1)!ep,α(x0, ρ, j)
L(f0, ρ
−1, j)
(2πi)j−1Ω±f0
where the sign ± is chosen so as to verify (−1)jρ(−1) = ±1; the constant C±p,ηx0 ∈ E
× depends only on the
choice of an eigenvector vector ηx0 in the crystalline Diedonné module and the Shimura period Ω
±
f0
; τ(ρ) is
the Gauss sum and
ep,α(x0, ρ, j) :=

(
1− p
j−1
β(x0)
)(
1− α(x0)pj
)
if ρ = 1,
pnj
α(x0)nτ(ρ−1)
if ρ 6= 1.
ii) If the condition C4) doesn’t hold, then L
[1]
p (x0, ρχ
j) = 0 for all ρ and j as above.
Remark 1.1. The condition C4) concerns a technical property of the sub-(ϕ,Γ) module D giving rise to the
triangulation over the eigencurve, when specialized to k0. In rough terms, it requires that the infinitesimal
deformation Dk0 of D at x0 is in “general position” relative to the Hodge–Tate filtration on the infinitesimal
deformation Mk0 ofMf0 . A comparison of Bellaïche’s interpolation result with our conclusion Theorem C(ii)
in the event that C4) fails leads us to the expectation that the condition C4) should always hold true.
However, proving the validity of C4) appears to require a finer understanding of the triangulation over the
eigencurve.
Theorem A(ii) and Theorem C are deduced from very general (abstract) results we obtain in §4; see
in particular Proposition 4.6 and Proposition 4.7. The crux of the proof of the latter is the “eigenspace-
transition via differentiation” principle we establish in Proposition 4.4, which we hope is of independent
interest.
1.2.1. We conclude our preview with a brief discussion of two future directions for investigation.
i) In a sequel to the present work, we shall make use of our construction here to explain how to
recover Bellaïche’s improved p-adic L-function in terms of p-adic heights afforded by the infinitesimal
variation in weight, much in the spirit of the treatment of exceptional zeros.
ii) It is evident that Theorem C (and its proof we offer here) is a particular case of a very general
phenomenon. It would be very interesting to study this in the context of general eigenvarieties. This
includes the case of (GL2×GL2)/Q, which we plan to investigate in the near future.
1.2.2. Layout. We close our introduction reviewing the layout of our article.
After a very general preparation in §2 (where we axiomatise various constructions in [Bel12], §4.3), we
give a general overview of triangulations in §3. In §3.2, we also define the Perrin-Riou exponential map,
which is one of the crucial inputs defining the “arithmetic” p-adic L-functions.
After a detailed study the weight specializations of the triangulation about a θ-critical point in §4.1 (where
we establish the crucial “eigenspace-transition by differentiation” principle), we introduce Perrin-Riou-style
(abstract) two-variable p-adic L-functions in §4.2 and study their interpolative properties. These results are
later applied in §7 in the context of the Coleman–Mazur–Buzzard eigencurve and with the Beilinson–Kato
element c,dBK
[A]
a,B of Theorem A to prove the main results of this article.
In §5, we review Bellaïche’s results in [Bel12] on the local description of the eigencurve (most partic-
ularly, about a θ-critical point), which we use later in §6 (together with the work of Andreatta–Iovita–
Stevens [AIS15]) to deduce the required properties for the Galois representationM∗A, where the interpolated
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Beilinson–Kato elements take coefficients in. We also discuss a slight variant of Bellaïche’s construction in
§5.3, which we later use (as part of Proposition 6.6) to establish the A-module properties of MA, where the
images of Perrin-Riou exponential maps take coefficients in.
In §6, we introduce the interpolated Beilinson–Kato elements (which are denoted by c,dBK
[A]
a,B in Theo-
rem A) as part of Definition 6.16, building primarily on the ideas and constructions in [Kin15, KLZ17, LZ16];
our approach in this portions is, in some sense, a synthesis of the techniques of [LZ16] and [Han16]. In §7,
we apply the general results in §4 to define the “arithmetic” p-adic L-functions and study their interpolation
properties (and give proofs of our Theorem A(ii) and Theorem C).
2. Linear Algebra
In §2, we fix some notation and conventions from linear algebra, which will be used in the remainder of
the paper. We also axiomatise various constructions in [Bel12, §4.3].
2.1. Tate algebras. Let E be a finite extension of Qp. Fix an integer e > 1 and denote by R the Tate
algebra R = E 〈w/pre〉 , where r > 0 is some fixed integer. Let A = R[X ]/(Xe − w). Then A = E 〈X/pr〉 .
Set W = Spm(R) and X = Spm(A). We will consider W as a weight space in the following sense. Fix an
integer k0 > 2 and denote by D(k0, pre−1) = k0+pre−1Zp the closed disk with center k0 and radius 1/pre−1.
We identify each κ ∈ D(k0, pre−1) with the point of Spm(R) that corresponds to the maximal ideal
mκ =
(
(1 + w) − (1 + p)κ−k0
)
.
Set X = Spm(A). We have a canonical morphism κ : X → W . If x ∈ X , we call κ(x) the weight of x. Let
x0 ∈ X denote the unique point such that κ(x0) = k0. Set
X cl = {x ∈ X | κ(x) ∈ Z, κ(x) > 2}.
2.2. Generalized eigenspaces. Let M be an A-module. For any x ∈ X (E) define
Mx = M ⊗A A/mx,
Mκ(x) = M ⊗R R/mκ(x).
We denote by
πx : Mκ(x) → Mx
the canonical projection.
Consider X as a function on X and denote by X(x) the value of X at x ∈ X (E).
Definition 2.1. For any A-module M , we denote by M [x] = Mκ(x)[X − X(x)], the submodule of Mκ(x)
annihilated by X − X(x) ∈ A. We also put M [[x]] := ∪nMκ(x)[(X − X(x))
n] and call it the generalized
eigenspace associated to x.
Suppose that M ∼= Ad is a free A-module of rank d, so that we also have M ∼= (R[X ]/(Xe−w))d. Let us
put PX(x) :=
Xe −X(x)e
X −X(x)
∈ E[X ]. Then,
Mκ(x) =
(
E[X ]
/
(Xe − κ(x)(w))E[X ]
)d
=
(
E[X ]
/
(Xe −X(x)e)E[X ]
)d
M [x] =
(
PX(x)E[X ]
/
(Xe −X(x)e)E[X ]
)d
,
Mx = (E[X ]/(X −X(x)))
d
,
and the multiplication by PX(x) gives an isomorphism
Mx
∼
−−−−−→
×PX(x)
M [x].
We consider separately the following cases:
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a) When x 6= x0 (so κ(x) 6= k0), then the polynomial Xe − κ(x) = Xe − X(x)e is separable. In
this scenario, the A-module Mκ(x) is semi-simple and M [x] = PX(x)Mκ(x) ⊂ Mκ(x) is an A-direct
summand. The restriction of the natural surjection πx : Mκ(x) −→ Mx to M [x] is an isomorphism,
which we shall denote with the same symbol unless there is a chance of confusion. Also, M [[x]] =
M [x].
b) When x = x0, we have X(x0) = 0 and PX(x0) = Xe−1. In this case, Mk0 = (E[X ]/X
eE[X ])d as an
A-module and
M [[x0]] = Mk0 ,
M [x0] = Mk0 [X ] = X
e−1
Mk0 .
The restriction πx0 |M[x0] : M [x0]→ Mx0 of the surjection πx0 is evidently the zero map.
Observe also that in either of the cases (a) or (b) above, M [x] can be identified with an A-
equivariant image of Mκ(x) under the multiplication-by-Px(X) map.
2.3. Specializations. Let M be an A-module and let MA = M⊗RA. Then MA has the A-module structure
via the A-action on the second factor.
Definition 2.2. For an A-module M and x ∈ X (E), we let spx denote the specialization map MA → (MA)x .
Explicitly, spx can be written as the composite map
spx : M ⊗R A −→ (M ⊗R A)⊗A,x E = M ⊗R,κ(x) E =: Mκ(x) .
Lemma 2.3. In the notation of Definition 2.2, suppose that M is a free A-module of rank one. Let φ denote
a generator of M and put Φ :=
∑e−1
i=0 X
iφ ⊗Xe−1−i ∈ M ⊗R A. Let φx denote the image of φ under the
natural surjection M → Mx.
i) We have (X ⊗ 1)Φ = (1⊗X)Φ.
ii) The element spx(Φ) ∈ Mκ(x) generates the E-vector space M [x].
iii) We have πx ◦ spx(Φ) = X(x)
e−1φx.
Proof. The first part is the abstract version of [Bel12, Lemma 4.13] and the second part is that of [Bel12,
Proposition 4.14]. Final assertion follows from a direct calculation. 
2.4. Duality. In this section, we assume that e = 2. Let M and M ∗ be two free A-modules of finite rank
equipped with an R-linear pairing
( , ) : M ∗ ⊗R M → R.
Assume that this pairing satisfies the following property:
Adj) For every m∗ ∈ M ∗ and m ∈ M , we have (Xm∗,m) = (m∗, Xm).
For any x ∈ X (E), we denote by
( , )κ(x) : M
∗
κ(x) ⊗E Mκ(x) → E
the specialization of ( , ) at κ(x). Thanks to the property Adj), the restriction of ( , )κ(x) to the subspace
M ∗κ(x) ⊗E M [x] factors as
(1)
M ∗κ(x) ⊗E M [x]
πx⊗id **❯
❯❯
❯❯
❯❯
( , )κ(x) // E
M ∗x ⊗M [x]
( , )x
77♥♥♥♥♥♥♥♥♥
where we denote by ( , )x the unique pairing making this diagram commutative.
Note that if x 6= x0, the vector space M ∗x is a direct summand of M
∗
κ(x) and in this case, ( , )x coincides
with the restriction of ( , )κ(x) on M ∗x ⊗M [x]. If x = x0, then M
∗
x0 = M
∗/XM ∗, M [x0] = XM , and
(a, b)x0 = (aˆ, b)k0 ,
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where aˆ ∈ M ∗k0 is any element such that πx0(aˆ) = a.
3. Exponential maps and triangulations
3.1. Cohomology of (ϕ,Γ)-modules.
3.1.1. We set Kn = Qp(ζpn), K∞ =
∞
∪
n=0
Kn and Γ = Gal(Qp(ζp∞)/Qp). For any n > 1 we set Γn =
Gal(K∞/Kn), and put Gn = Gal(Kn/Qp). Let us fix topological generators γn ∈ Γn such that γpn = γn+1
for all n > 1 and γp−10 = γ1. For any group G and left G-module M we denote by M
ι the right G-module
whose underlying group is M and on which G acts by m · g = g−1m.
In this section, we review the construction of the Bloch–Kato exponential map for crystalline (ϕ,Γ)-
modules. Let E be a finite extension of Qp. For each n > 0, we denote by RE the Robba ring of formal power
series f(π) =
∑
m∈Z
amπ
m coverging on some annulus of the form r(f) 6 |π|p < 1.Recall that R
+
E := RE∩E[[π]]
is the ring of formal power series converging on the open unit disk. We equip RE with the usual E-linear
actions of the Frobenius operator ϕ and the cyclotomic Galois group Γ given by
ϕ(π) = (1 + π)p − 1,
γ(π) = (1 + π)χ(γ) − 1, γ ∈ Γ.
Let ψ denote the left inverse of ϕ defined by
ψ(f(π)) =
1
p
ϕ−1
∑
ζp=1
f(ζ(1 + π)− 1)
 .
Then
(
R
+
E
)ψ=0
is a H (Γ)-module of rank one, generated by 1+ π. The differential operator ∂ = (1 + π)
d
dπ
is a bijection from (R+)ψ=0 to itself. Furthermore, we have
∂ ◦ γ = χ(γ)γ ◦ ∂.
Let t = log(1 + π) denote the “additive generator of Zp(1)”. Recall that
ϕ(t) = pt , γ(t) = χ(γ)t, γ ∈ Γ.
Let A = E 〈X/pr〉 be a Tate algebra over E as above. We denote by RA = A ⊗̂ERE the Robba ring with
coefficients in A. The action of Γ, ϕ, ψ and ∂ can be extended to RA by linearity.
3.1.2. Recall that a (ϕ,Γ)-module over RA is a finitely generated projective module over RA equipped with
commuting semilinear actions of ϕ and Γ and satisfying some additional technical properties which we shall
not record here (see [BC08] and [KPX14] for details). The cohomology Hi(Kn,D) of D over Kn is defined
as the cohomology of the Fontaine–Herr complex
C•ϕ,γn(D) : 0 −→ D
d0−→ D⊕D
d1−→ D −→ 0,
where d0(x) := ((ϕ − 1)x, (γn − 1)x) and d1(y, z) := (γn − 1)y − (ϕ− 1)z.
3.1.3. For any (ϕ,Γ)-module D over RA we set Dcris(D) = (D[1/t])Γ. Recall that Dcris(D) is a finitely
generated free A-module equipped with an A-linear frobenius ϕ and a decreasing filtration
(
Fili Dcris(D)
)
i∈Z
.
In [Nak14], Nakamura defined A-linear maps
exp
D,Kn : Dcris(D)⊗Qp Kn −→ H
1(Kn,D), n > 0
which extends the definition of Bloch–Kato exponential maps to (ϕ,Γ)-modules.
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3.1.4. Let V be a p-adic representation of GQp with coefficients in A. The theory of (ϕ,Γ)-modules asso-
ciates to V a (ϕ,Γ)-module D†rig,A(V ) over RA. The functor D
†
rig,A is fully faithul and we have functorial
isomorphisms
Hi(Kn, V ) ≃ H
i(Kn,D
†
rig,A(V )).
If V is crystalline in the sense of [BC08], we have a functorial isomorphism between the “classical” filtered
Dieudonné module Dcris(V ) associated to V and Dcris(D
†
rig,A(V )). Moreover, the diagram
Dcris(V )⊗Qp Kn
≃

expV,Kn // H1(Kn, V )
≃

Dcris(D
†
rig,A(V ))⊗Qp Kn
exp
D
†
rig,A
(V ),Kn
// H1(Kn,D
†
rig,A(V )),
where the upper row is the Bloch–Kato exponential map, commutes.
3.1.5. We refer the reader to [KPX14, Section 4.4] and [Pot12] for the proofs of the results reviewed in this
subsection and for further details. Let HE denote the algebra of formal power series f(z) =
∞∑
j=0
ajz
j with
coefficients in E that converges on the open unit disk. We put
HE(Γ1) := {f(γ1 − 1) | f ∈ HE} , HE(Γ) := E[∆]⊗E HE(Γ1),
HA(Γ) := A ⊗̂EHE(Γ).
Note that HA(Γ) contains the Iwasawa algebra ΛA := A⊗Zp Zp[[Γ]].
The Iwasawa cohomology H1Iw(Qp,D) of a (ϕ,Γ)-module D over RA is defined as the cohomology of the
complex
D
ψ−1
−−−→ D
concentrated in degrees 1 and 2. In particular, H1Iw(Qp,D) = D
ψ=1. We have canonical projections
prn : H
1
Iw(Qp,D)→ H
1(Kn,D), n > 0.
If D = D†rig,A(V ) is the (ϕ,Γ)-module associated to a p-adic representation V over A, we then have a
functorial isomorphism
(2) HA(Γ)⊗ΛA H
1
Iw(Qp, V ) ≃ H
1
Iw(Qp,D
†
rig,A(V )) ,
where H1Iw(Qp, V ) denotes the classical Iwasawa cohomology with coefficients in V . The isomorphism (2)
composed with the projections prn coincide with the natural morphisms
HA(Γ)⊗H
1
Iw(Qp, V ) −→ H
1(Kn, V )
induced by the Iwasawa theoretic descent maps H1Iw(Qp, V )→ H
1(Kn, V ).
For each integer m, the cyclotomic twist
Twm : H
1
Iw(Qp, V )→ H
1
Iw(Qp, V (m)), Twm(x) = x⊗ ε
⊗m
can be extended to a map
Twm : HA(Γ)⊗ΛA H
1
Iw(Qp, V ) −→ HA(Γ)⊗ΛA H
1
Iw(Qp, V (m))
f(γ − 1)⊗ x 7−→ f(χm(γ)γ − 1)⊗ Twm(x) .
3.2. The Perrin-Riou exponential map.
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3.2.1. In this subsection, we shall review fragments of Perrin-Riou’s theory of large exponential maps.
Define the operators
∇ =
log(γ1)
logχ(γ1)
, γ1 ∈ Γ1,
ℓj = j −∇, j ∈ Z.
Note that ∇ does not depend on the choice of γ1 ∈ Γ1. It is easy to check by induction that
h−1∏
j=0
ℓj = (−1)
hth∂h (on RE).
Let V be a p-adic representation of GQp with coefficients in E. We will always assume that the following
conditions hold:
LE1) Dcris(V )
ϕ=pi = 0 for all i ∈ Z.
LE2) H0(K∞, V ) = 0.
Note that one can indeed relax these assumptions in the study of Perrin-Riou maps (see, for example,
[PR94, Ben14]), but they simplify the presentation and hold true in the setting we shall eventually focus on
this paper. Let us set
D(V ) =
(
R
+
E
)ψ=0
⊗E Dcris(V ).
For any α ∈ D(V ), the equation
(1 − ϕ)(F ) = α
has a unique solution F ∈ R+E ⊗E Dcris(V ). We define the maps
ΞV,n : D(V )→ Dcris(V )⊗Qp Kn, n > 0
on setting
ΞV,n(α) =
p
−n(id⊗ ϕ)−n(F )(ζpn − 1) if n > 1,(
1− p−1ϕ−1
1− ϕ
)
α(0) if n = 0.
The following is the main result of [PR94].
Theorem 3.1 (Perrin-Riou). Let V be a crystalline representation which satisfies the conditions LE1)–
LE2) above. Then for integers h > 1 such that Fil−hDcris(V ) = Dcris(V ) and m + j > 1, there exists a
HE(Γ)-homomorphism
ExpV,h : D(V ) −→ HE(Γ)⊗ΛE H
1
Iw(Qp, V )
satisfying the following properties:
i) For all n > 0 the following diagram commutes:
D(V )
ExpV,h //
ΞV,n

HE(Γ)⊗ΛE H
1
Iw(Qp, V )
prn

Dcris(V )⊗Kn
(h−1)! expV,Kn // H1(Kn, V ).
ii) Let us denote by e−1 := ε
−1 ⊗ t the canonical generator of Dcris(Qp(−1)). Then
ExpV (1),h+1 = −Tw1 ◦ ExpV,h ◦ (∂ ⊗ e−1).
iii) We have
ExpV,h+1 = ℓhExpV,h.
Let us put
(3) ExpV,h,n = prn ◦ ExpV,h : D(V ) −→ H
1(Kn, V ).
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3.2.2. Let us set Gn = Gal(Kn/Qp). For any character ρ ∈ X(Gn), we denote by
eρ =
1
|Gn|
∑
g∈Gn
ρ−1(g)g
the corresponding indempotent of E[Gn] (note that by enlarging E as necessary, we assume without loss
of generality that ρ takes values in E). For any E[Gn]-module Y we denote by Y (ρ) = eρY its ρ-isotypical
component. For any map f : X → Y we denote by f (ρ) the compositum
f (ρ) : X
f
−→ Y
[eρ]
−−→ Y (ρ).
Recall that Shapiro’s lemma gives rise to an isomorphism of E[Gn]-modules
H1(Kn, V )
∼
−→ H1(Qp, V ⊗E E[Gn]
ι).
On taking the ρ-isotypical components, we obtain isomorphisms
H1(Kn, V )
(ρ) ∼−→ H1(Qp, V (ρ
−1)), ρ ∈ X(Gn).
We shall make use of the following elementary lemma giving the ρ-isotypical component of the map ΞV,n.
Lemma 3.2. Assume that ρ ∈ X(Gn) is a primitive character. Then for any α = f(π)⊗ d ∈ D(V )
Ξ
(ρ)
V,n(α) =
{
eρ(f(ζpn − 1))⊗ p−nϕ−n(d) if n > 1,
(1− p−1ϕ−1)(1− ϕ)−1(d) if n = 0.
Proof. See [BB08, Lemma 4.10]. 
3.2.3. We recall the explicit construction of the Perrin-Riou exponential that was discovered by Berger in
[Ber03]. Let, as before, F ∈ R+E ⊗Dcris(V ) denote the solution of the equation (1− ϕ)F = α. Define
ΩV,h(α) := −
logχ(γ1)
p
ℓh−1ℓh−2 · · · ℓ0(F (π)).
It is not difficult to see that ΩV,h(α) ∈ D
†
rig,E(V )
ψ=1 and an explicit computation shows that ΩV,h satisfies
properties i-iii) in Theorem 3.1.
See also [Nak14] for a generalization of this approach to de Rham representations.
3.2.4. In the remainder of §3.2, we shall review the construction of the Perrin-Riou exponential maps for
families of (ϕ,Γ)-modules of rank one.
For any continuous character δ : Q×p → A
× we denote by Dδ = RAeδ the (ϕ,Γ)-module of rank one over
the relative Robba ring RA, generated by eδ and such that
ϕ(eδ) = δ(p)eδ , γ(eδ) = δ(χ(γ))eδ γ ∈ Γ.
Set D+δ := R
+
Aeδ. We say that Dδ is of Hodge–Tate weight −m ∈ Z (sic!) if
δ(u) = um, ∀u ∈ Z×p .
If Dδ is of Hodge–Tate weight −m, then Dcris(Dδ) is the free A-module of rank one generated by dδ = t−meδ.
It has the unique filtration break at −m, and ϕ acts on Dcris(Dδ) as the multiplication by p−mδ(p) map.
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3.2.5. Let Dδ be a (ϕ,Γ)-module of rank one and Hodge–Tate weight −m ∈ Z. We exchange the conditions
LE1)–LE2) with the following assumption:
LE*) for any i ∈ Z, 1− piδ(p) ∈ A does not vanish on Spm(A) .
Let us put D(Dδ) = R
ψ=0
A ⊗A Dcris(Dδ). We shall explain the construction of a family of maps (which we
will call Perrin-Riou exponential maps)
Exp
Dδ,h
: D(Dδ)→ H
1
Iw(Qp,Dδ), h > m
modelled on the discussion in §3.2.3. Let us set α(π) := f(π)⊗ dδ ∈ D(Dδ). The equation
(1− δ(p)ϕ)Fm(π) = ∂
mf(π)
has a unique solution in R+A . It is easy to see that
F−m(π)⊗ eδ ∈ D
ψ=1
δ = H
1
Iw(Qp,Dδ).
We define
Exp
Dδ,m(α) := (−1)
m−1 logχ(γ1)
p
Fm(π)⊗ eδ,
and set
Exp
Dδ,h
(α) =
h−1∏
j=m
ℓj
 ◦ Exp
Dδ,m
(α), h > m+ 1.
The following result can be extracted from [Nak17, Section 4] or proved directly using Berger’s arguments.
Proposition 3.3.
i) For any h > m we have
Exp
Dδ,h+1 = ℓhExpDδ,h.
ii) For any h > m the following diagram commutes:
D(Dδχ)
e1⊗∂

Exp
Dδχ,h+1 // H1Iw(Qp,Dδχ)
D(Dδ)
Exp
Dδ,h // H1Iw(Qp,Dδ)
−Tw1
OO
iii) Assume that h > m > 1. For any α(π) = f(π)⊗ dδ ∈ R
ψ=0
A ⊗A Dcris(Dδ), the equation
(1− ϕ)(F ) = α(π)
has a unique solution F ∈ Dcris(Dδ)⊗R
+
A and it verifies
Exp
Dδ,h
(α) = −
logχ(γ1)
p
h−1∏
j=0
ℓj(F ).
Moreover,
h−1∏
j=0
ℓj(F ) = (−1)
h−1th∂h(F ) ∈
(
th−mD+δ
)ψ=1
.
iv) Under the conditions and notation of iii), let us put
ΞDδ ,n(α) :=
{(
1−p−1ϕ−1
1−ϕ
)
α(0) if n = 0,
p(m−1)nδ(p)−nF (ζpn − 1) if n > 1.
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Then the map ΞDδ,n : D(Dδ)→ Dcris(Dδ)⊗Qp Kn is surjective, and the diagram
D(Dδ)
ΞDδ,n

Exp
Dδ,h // H1Iw(Qp,Dδ)
prn

Dcris(Dδ)⊗Qp Kn
(h−1)! exp
Dδ,Kn // H1(Kn,Dδ)
commutes.
3.3. Triangulations in families. In §3.3, we shall work in the setting of §2 and introduce various objects
with which we shall apply the general constructions in §2. To that end, let us fix an integer e > 1 and put
A = R[X ]/(Xe − w) as before, where R = E 〈w/pre〉 is a Tate algebra.
3.3.1. We fix an integer k0 > 2 and identify each κ ∈ D(k0, pre−1) with the point of Spm(R) that corresponds
to the maximal ideal
mκ =
(
(1 + w) − (1 + p)κ−k0
)
.
We set W = Spm(R) and X = Spm(A). We denote by κ : X → W the weight map. Let x0 ∈ X denote the
unique point such that κ(x0) = k0. We put
X cl = {x ∈ X | κ(x) ∈ Z, κ(x) > 0}.
We let V denote a free A-module of rank 2 which is endowed with a continuous action of the Galois group
GQ,S . In accordance with the notation of Section 2, for any κ ∈ W(E) and x ∈ X , we set Vκ = V ⊗R,κ E ,
Vx = V/mxV and denote by πx : Vκ(x) → Vx the canonical projection. Note that Vk0 = V/X
eV , Vx0 =
V/XV and V [x0] = Xe−1V.
3.3.2. We shall assume that V verifies following conditions:
C1) For each x ∈ X cl of integer weight κ(x) > 0 the restriction of Vx on the decomposition group at p is
semistable of Hodge–Tate weights (0, κ(x) + 1).
C2) There exists α ∈ A such that for all x ∈ X cl the eigenspace Dst(Vx)ϕ=α(x) is one dimensional.
C3) For each x ∈ X cl − {x0}
Dst(Vx)
ϕ=α(x) ∩ Filκ(x)+1Dst(Vx) = 0.
On shrinking X as necessary, it follows from [KPX14] that one can construct a unique (ϕ,Γ)-submodule
D ⊆ D†rig,A(V ) of rank one with the following properties:
ϕΓ1) D = Dδ with δ : Q×p → A
× such that δ(p) = α(x) and δ|Z×p = 1.
ϕΓ2) Dcris(Dx) = Dst(Vx)ϕ=α(x) for each x ∈ X cl, where Dx := D⊗A,x E.
ϕΓ3) For each x ∈ X cl − {x0}, the (ϕ,Γ)-module Dx is saturated in D
†
rig,E(Vx).
Definition 3.4. Suppose k ∈ Z≥0 is an integer. We put Dk := D ⊗R,k E. Let x ∈ X cl(E) be any classical
point. Observe that we have a natural identification
Dx = Dκ(x) ⊗A,x E .
Let Dsatx0 denote the saturation of the specialization Dx0 of the (ϕ,Γ)-module D at x0. Then, as explained
in the final section of [KPX14], we have Dx0 = t
mDsatx0 for some m > 0. We will consider the following two
scenarios3 :
¬Θ) Dst(Vx0)
ϕ=α(x0) ∩ Filk0+1Dst(Vx0) = 0.
3In the context of elliptic modular forms, the condition ¬Θ) (resp., Θ)) translates into the requirement that the corresponding
eigenform is non-θ critical (resp., is θ-critical) in the sense of Coleman.
13
Since Dcris(Dsatx0 ) = Dst(Vx0)
ϕ=α(x0), the condition ¬Θ) implies that the Hodge–Tate weight ofDst(Vx0)
ϕ=α(x0)
is 0. Since the Hodge–Tate weight of Dx0 is also 0, we deduce that in this case m = 0 and Dx0 is saturated
in D†rig,E(Vx).
Θ) Dst(Vx0)
ϕ=α(x0) = Filk0+1Dst(Vx0).
Suppose that Θ) holds. Then Dcris(Dsatx0 ) = Fil
k0+1Dst(Vx0). Therefore D
sat
x0 is of Hodge–Tate weight
k0 + 1 and m = k0 + 1. Let β(x0) denote the other eigenvalue of ϕ on Dst(Vx0). By the weak admissibility
of Dst(Vx0), we infer that vp(α(x0)) > k0 + 1 , vp(β(x0)) > 0 and that vp(α(x0)) + vp(β(x0)) = k0 + 1.
Thence, vp(α(x0)) = k0 + 1 and vp(β(x0)) = 0, and the eigenspaces Dst(Vx0)
ϕ=α(x0) and Dst(Vx0)
ϕ=β(x0)
are weakly admissible. They are therefore admissible and the restriction of Vx0 to the decomposition group
at p decomposes into a direct sum
(4) Vx0 = V
(α)
x0 ⊕ V
(β)
x0
of two one-dimensional GQp -representations. Let us D
(α) = D†rig,E(V
(α)
x0 ) and D
(β) = D†rig,E(V
(β)
x0 ). Then
D(α) = REe
(α) , D(β) = REe
(β),
where
γ(e(α)) = χ−1−k0(γ)e(α) ϕ(e(α)) = α(x0)p
−1−k0e(α),
γ(e(β)) = e(β) ϕ(e(β)) = β(x0)e
(β) γ ∈ Γ.
We have
(5)
Dcris(V
(α)
x0 ) = Dst(Vx0)
ϕ=α(x0),
Dcris(V
(β)
x0 ) = Dst(Vx0)
ϕ=β(x0),
D(α) = Dsatx0 = t
−(k0+1)Dx0 .
We remark that Dcris(Dx0) and Dcris(V
(α)
x0 ) are isomorphic as ϕ-modules but not as filtered modules: they
have Hodge–Tate weights 0 and k0 + 1, respectively.
4. Two variable p-adic L-functions: the abstract definitions
4.1. Triangulations and infinitesimal deformations. In §4.1, we shall study the scenario Θ) in further
detail. We retain the notation of §3.3.2 as well as the general set up in §2. In particular, V is a free A-module
of rank 2 which is endowed with a continuous action of GQ,S and it verifies the conditions C1)–C3).
We shall assume throughout §4 that e = 2, namely that A = R[X ]/(X2 − w), as this simplifies the
arguments greatly4. We are interested in the infinitesimal deformation Vk0 of Vx0 .
4.1.1. We start noting that we have an isomorphism
(6) Vx0 = Vk0/XVk0
∼
−−→
[X]
XVk0 =: V [x0]
of GQ-representations, as well as a tautological exact sequence
(7) 0 −→ V [x0] −→ Vk0
πx0−−→ Vx0 −→ 0 .
We let V˜k0 := π
−1
x0 (V
(α)
x0 ) denote the inverse image of V
(α)
x0 in Vk0 under the canonical projection πx0 and let
D˜k0 = D
†
rig,E(V˜k0). We then have the tautological exact sequence
0 −→ V [x0] −→ V˜k0
πx0−−→ V (α)x0 −→ 0
4In the context of the Coleman–Mazur–Buzzard eigencurve, Bellaïche conjectures that e = 2.
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which gives rise to the following exact sequence of (ϕ,Γ)-modules:
0 −→ D†rig,E(V [x0]) −→ D˜k0
πx0−−→ D(α) −→ 0 .
Notice that we have D†rig,E(V [x0]) = XD
†
rig,E(Vk0) and the identification
D
†
rig,E(V [x0]) = XD
(α) ⊕XD(β)
as a submodule of the RE-module D
†
rig,E(Vk0), where we use the isomorphism (6). This discussion can be
summarized by the diagram
0 // XDk0 // _

Dk0
//
 _

Dx0
//
 _

0
0 // D†rig,E(V [x0])
// D˜k0 // D
(α) // 0
with exact rows. Applying the functor Dcris and taking into account that Dcris(Dx0) ≃ Dcris(V
(α)
x0 ) as
ϕ-modules, we obtain the diagram
(8)
0 // XDcris(Dk0) // _

Dcris(Dk0) // _

Dcris(Dx0) //
≃

0
0 // XDcris(V
(α)
x0 )⊕XDcris(V
(β)
x0 ) // Dcris(V˜k0 ) // Dcris(V
(α)
x0 ) // 0.
Proposition 4.1.
i) The rows of the diagram (8) are exact.
ii) V˜k0 is a crystalline representation with Hodge–Tate weights (0, k0 + 1, k0 + 1). In particular,
dimE
(
Filk0+1Dcris(V˜k0 )
)
= 2, dimE
(
Dcris(V˜k0 )/Fil
k0+1Dcris(V˜k0)
)
= 1.
iii) We have
XDcris(V
(β)
x0 ) ∩ Fil
k0+1Dcris(V˜k0 ) = {0} and XDcris(Dk0 ) ⊂ Fil
k0+1Dcris(V˜k0).
iv) We have
D˜k0 =
(
Dk0 +D
†
rig,E(V [x0])
)sat
.
Proof.
i) It follows from its definition that Dk0 is crystalline of rank 2 over RE. Since Dx0 is crystalline of rank one
and the functor Dcris is left exact, this implies the exacteness of the upper row of (8). The exacteness of the
bottom row follows from the left exacteness of the functor Dcris together with the exacteness of the upper
row.
ii) We deduce from the first portion that dimE Dcris(V˜k0 ) = dimE V˜k0 , so V˜k0 is indeed crystalline. Since
the Hodge–Tate weights of V (α)x0 and V
(β)
x0 are k0 + 1 and 0 respectively, the Hodge–Tate weights of V˜k0 are
(0, k0 + 1, k0 + 1).
iii) The first assertion in this portion is clear, since XDcris(V
(β)
x0 ) has Hodge–Tate weight 0. To verify the
second assertion, we note that the image of XDcris(Dk0) ≃ Dcris(Dx0) under the vertical map in (8) is
XDcris(V
(α)
x0 ), since Dcris(Dx0) = Dcris(D
sat
x0 ) ≃ Dcris(V
(α)
x0 ) by (5).
iv) We have an inclusion of (ϕ,Γ)-modules of the same rank:
Dk0 +D
†
rig,E(V [x0]) ⊂ D˜k0 .
Since D˜k0 is saturated, this proves the assertion in this part.
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4.1.2. We consider the following condition:
C4) Dcris(Dk0) 6⊂ Fil
k0+1Dcris(V˜k0 ).
Remark 4.2. The condition C4) means that the submodule Dk0 ⊂ D
†
rig,E(V˜k0 ) is in general position with
respect to the canonical filtration on Dcris(V˜k0 ). Note that if C4) fails to hold true, then Dcris(Dk0) is weakly
admissible and therefore V˜k0 contains a sub-representation W with Hodge–Tate weights (k0 + 1, k0 +1) such
that Dcris(W ) = Dcris(Dk0).
Proposition 4.3. Suppose that V verifies the conditions C1)–C4) and let j be a fixed integer.
i) For any d ∈ Dcris(Dk0(χ
j)) there exists a unique κj(d) ∈ Dcris(V
(β)
x0 (j)) such that
d−Xκj(d) ∈ Fil
k0+1−j Dcris(V˜k0(j)).
ii) The map d 7→ κj(d) is E-linear and induces an isomorphism
κj : Dcris(Dx0(χ
j))
∼
−→ Dcris(V
(β)
x0 (j)).
of one-dimensional filtered E-vector spaces.
iii) The diagram where the vertical arrows are given by the canonical maps x 7→ t−jx⊗ χj
Dcris(Dx0)

κ0 // Dcris(V
(β)
x0 )

Dcris(Dx0(χ
j))
κj // Dcris(V
(β)
x0 (j)),
commutes.
Proof. The first assertion follows from Proposition 4.1 (iii) combined with (8).
The linearity of κj is clear. The conditionC4) together with the containmentXDcris(Dk0) ⊂ Fil
k0+1Dcris(V˜k0 )
of Proposition 4.1(iii) show that
ker(κj) = XDcris(Dk0(χ
j)).
This concludes the proof of the second assertion. The final portion follows immediately from the definitions.

4.1.3. The discussion in the present paragraph will be crucially used in the proof of Proposition 4.4.
Fix an integer j > 1. By functoriality of the exponential map, we have a commutative diagram
(9)
D(D(χj))

Exp
D(χj ),j // H1Iw(Qp,D(χ
j))

D(Dκ(x)(χ
j))
Exp
Dκ(x)(χ
j),j
// H1Iw(Qp,Dκ(x)(χ
j)).
for any x ∈ X (E). Let us denote by
E˜xp
Dk0
(χj),j : D(Dk0(χ
j)) −→ HE(Γ)⊗ΛE H
1
Iw(Qp, V˜k0(j))
the composition of Exp
Dk0
(χj),j with the natural injection
H1Iw(Qp,Dk0(χ
j)) →֒ H1Iw(Qp, D˜k0(χ
j))
∼
−→ HE(Γ)⊗ΛE H
1
Iw(Qp, V˜k0(j)).
where the isomorphism is given by (2). We also consider the Perrin-Riou exponential map
Exp
V
(β)
x0
(j),j
: D(V (β)x0 (j)) −→ HE(Γ)⊗ΛE H
1
Iw(Qp, V
(β)
x0 (j))
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and denote by
E˜xp
V
(β)
x0
(j),j
: D(V (β)x0 (j)) −→ HE(Γ)⊗ΛE H
1
Iw(Qp, V˜k0(j)).
the composition of this map with the injection
HE(Γ)⊗ΛE H
1
Iw(Qp, V
(β)
x0 (j)) →֒ HE(Γ)⊗ΛE H
1
Iw(Qp, V˜k0(j)),
induced by the map
V (β)x0
∼
−−→
[X]
XV (β)x0 ⊂ XVx0 = XVk0 →֒ V˜k0
where [X ] denotes the multiplication by X map. For any n ∈ N, we let E˜xp
Dk0
(χj),j,n (resp., E˜xpV (β)x0 (j),j,n
)
denote the composition of E˜xp
Dk0
(χj),j (resp., E˜xpV (β)x0 (j),j
) with the Iwasawa theoretic projection
HE(Γ)⊗ΛE H
1
Iw(Qp, V˜k0(j)) −→ H
1(Kn, V˜k0(j)).
These maps sit in the commutative diagram
(10)
D(V˜k0 (j))
Exp
V˜k0
(j),j,n
%%❑❑
❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
D(Dk0 (χ
j))
E˜xp
Dk0
(χj ),j,n

? _oo
D(V
(β)
x0 (j))
E˜xp
V
(β)
x0
(j),j,n
//
?
OO
H1(Kn, V˜k0(j)),
where the diagonal map is induced by the large exponential map for V˜k0(j).
Let ρ be a finite character of Γ of conductor pn. We treat ρ as a primitive character of Gn and define
E˜xp
(ρ)
α,j : D(Dk0(χ
j)) −→ H1(Qp, V˜k0(ρ
−1χj)),
z 7−→ α(x0)
nE˜xp
(ρ)
Dk0
(χj),n(z)
and
E˜xp
(ρ)
β,j : D(V
(β)
x0 (j)) −→ H
1(Qp, V˜k0(ρ
−1χj)),
z 7−→ Xβ(x0)
nE˜xp
(ρ)
V
(β)
x0
(j),n(z).
the ρ-isotypical components of the underlying exponential maps (see Section 3.2.2).
The following “eigenspace-transition by differentiation” principle is key to our main calculations.
Proposition 4.4. Let V be a representation for which the conditions C1)–C4) are satisfied. Assume in
addition that α(x0) 6= pk0+1 and β(x0) 6= 1. Then for any finite character ρ and any integer 1 6 j 6 k0 + 1
the following diagram commutes:
D(Dk0(χ
j))
E˜xp
(ρ)
α,j

κj⊗id
ss❤❤❤❤❤
❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤
D(V
(β)
x0 (j))
E˜xp
(ρ)
β,j
// H1(Qp, V˜k0(ρ
−1χj))
,
Proof. Let z = f(π)⊗ dδχj ∈ D(Dk0 (χ
j)). By Lemma 3.2,
Ξ
(ρ)
Dk0
(χj),n((id⊗ ϕ)
n(z)) =
{
dδχj ⊗ f
(ρ)(ζpn − 1) if n > 1,
(1 − p−1ϕ−1)(1 − ϕ)(dδχj ) if n = 0.
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and analogously
Ξ
(ρ)
V
(β)
x0
(j),n
((id⊗ ϕ)n(κj(z))) =
{
κj(dδχj )⊗ f
(ρ)(ζpn − 1) if n > 1,
(1− p−1ϕ−1)(1 − ϕ)(κj(dδχj )) if n = 0.
In particular,
Ξ
(ρ)
Dk0
(χj),n((id⊗ ϕ)
n(z)) ≡ Ξ
(ρ)
XV
(β)
x0
(j),n
((id ⊗ ϕ)n(Xκj(z))) (mod Fil
k0+1−j Dcris(V˜k0 )⊗Kn) .
For 0 6 j 6 k0 + 1, we have Fil
k0+1−j Dcris(V˜k0(j)) ⊂ Fil
0Dcris(V˜k0 (j)). Since Fil
0Dcris(V˜k0 (j)) ⊗Kn is in
the kernel of the exponential map, it follows that
(11) expV˜k0 (j),Kn
(
Ξ
(ρ)
Dk0
(χj),n((id⊗ ϕ)
n(z))
)
= expV˜k0 (j),Kn
(
Ξ
(ρ)
XV
(β)
x0
(j),n
((id⊗ ϕ)n(Xκj(z)))
)
.
Since the exponential map is Gn-equivariant, we deduce using Proposition 4.4 and Theorem 3.1(i) that
α(k0)
nE˜xp
(ρ)
Dk0
(χj),j,n(z)= E˜xp
(ρ)
Dk0
(χj),j,n((id⊗ ϕ)
n(z))
Prop. 4.4
= Exp
(ρ)
V˜k0 (j),j,n
((id⊗ ϕ)n(z))
= (j − 1)! expV˜k0 (j),Kn
(Ξ
(ρ)
Dk0
(χj),n((id⊗ ϕ)
n(z))), n > 0,
where α(k0) ∈ E[X ]/(X2) is the image of α(x) under A→ A/mk0A
∼
−→ E[X ]/(X2). Likewise,
Xβ(x0)
n E˜xp
(ρ)
V
(β)
x0
(j),j,n(κj(z)) = XE˜xp
(ρ)
V
(β)
x0
(j),j,n((id⊗ϕ)
n(κj(z)))
Prop. 4.4
= Exp
(ρ)
V˜k0 (j),j,n
((id⊗ϕ)n(Xκj(z)))
= (j − 1)! expV˜k0 (j),Kn
(Ξ
(ρ)
XV
(β)
x0
(j),n
((id⊗ ϕ)n(Xκj(z)))), n > 0.
These together with (11) yield
(12) α(k0)
n E˜xp
(ρ)
Dk0
(χj),j,n(z) = Xβ(x0)
n E˜xp
(ρ)
V
(β)
x0
(j),j,n(κj(z)).
Since we have α(x0) 6= 0, it follows that E˜xp
(ρ)
Dk0
(χj),j,n(z) ∈ XH
1(Qp, V˜k0(ρ
−1χj)) as well. Since we have
α(k0)− α(x0) ∈ XE[X ]/(X2) and X2 annihilates V˜k0 , this in turn shows that
(13) α(k0)nE˜xp
(ρ)
Dk0
(χj),j,n(z) = α(x0)
nE˜xp
(ρ)
Dk0
(χj),j,n(z).
The proposition follows on combining (12) and (13). 
4.2. Perrin-Riou-style two variable p-adic L-functions. Suppose that we are given another free A-
module V ∗ of rank two which is equipped with a continuous GQ,S-action, together with a Galois equivariant
R-linear pairing
(14) ( , ) : V ∗ ⊗ V −→ R
satisfying the condition Adj) of Section 2 :
For every v∗ ∈ V ∗ and v ∈ V , we have (Xv∗, v) = (v∗, Xv).
4.2.1. We have a canonical HR(Γ)-bilinear pairing
(15) 〈 , 〉 :
(
HR(Γ)⊗R H
1
Iw(Qp, V
∗(1))
)
⊗
(
HR(Γ)⊗R H
1
Iw(Qp, V )
ι
)
−→ HR(Γ),
which has the following explicit description. Let
( , )n : H
1(Kn, V
∗(1))×H1(Kn, V ) −→ R, n > 0
denote the cup-product pairings induced by (14). Recall from §3.1.5 the projection maps
prn :
(
HR(Γ)⊗R H
1
Iw(Qp, V )
)
−→ H1(Kn, V
?),
pr∗n :
(
HR(Γ)⊗R H
1
Iw(Qp, V
∗(1))
)
−→ H1(Kn, V
∗(1)), n > 0 .
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We then have
(16) 〈x, y〉 ≡
∑
τ∈Γ/Γn
(
τ−1pr∗n(x) , prn(y)
)
n
τ mod (γn − 1)
(see [PR94], Section 3.6). In particular, for any finite character ρ ∈ X(Γ) of conductor pn, we have
ρ (〈x, yι〉) =
∑
τ∈Γ/Γn
(
τ−1pr∗n(x), prn(y)
)
n
ρ(τ) = (eρ(x), eρ(y
ι))ρ,0 ,
where (·, ·)ρ,0 stands for the cup-product pairing
H1(Qp, V
∗(χρ−1))⊗R H
1(Qp, V (ρ))
(·,·)ρ,0
−−−−→ R.
Note that the pairing (15) can be recast entirely in terms of the Iwasawa cohomology of associated (ϕ,Γ)-
modules; c.f. [KPX14, Section 4.2].
4.2.2. We extend the pairing (15) by linearity to
(17) 〈 , 〉A :
(
HR(Γ)⊗R H
1
Iw(Qp, V
∗(1))
)
⊗
(
HA(Γ)⊗R H
1
Iw(Qp, V )
ι
)
−→ HA(Γ).
For any x ∈ X (E), the functoriality of the cup-products gives rise to the following commutative diagram:
(18)
(
HR(Γ)⊗R H1Iw(Qp, V
∗(1))
)
κ(x)

⊗
(
HA(Γ)⊗R H1Iw(Qp, V )
ι
)
spx

〈 , 〉A // HA(Γ)
x

HE(Γ)⊗E H1Iw(Qp, V
∗
κ(x)(1)) ⊗
(
HE(Γ)⊗E H1Iw(Qp, Vκ(x))
ι
)〈 , 〉κ(x)// HE(Γ).
Recall that from the property Adj) it follows that for any x ∈ X (E) the pairing ( , ) induces a pairing
( , )x : Vx ⊗E V [x] −→ E.
The pairing in the bottom row of (18) therefore factors as
(19)
HE(Γ)⊗E H1Iw(Qp, V
∗
κ(x)(1))
x

⊗
(
HE(Γ)⊗E H1Iw(Qp, V [x])
ι
) 〈 , 〉κ(x)// HE(Γ)
HE(Γ)⊗E H1Iw(Qp, V
∗
x (1)) ⊗
(
HE(Γ)⊗E H1Iw(Qp, V [x])
ι
) 〈 , 〉x // HE(Γ) .
4.2.3. Let us set D(V )A = D(V )⊗R A. We have a canonical isomorphism
D(V )A ≃ Dcris(D)⊗R
(
R
+
A
)ψ=0
The Perrin-Riou exponential map Exp
D,h can be extended by linearity to an A-linear map
ExpA
D,h : D(V )A
Exp
D,h⊗idA
−−−−−−−−→ H1Iw(Qp,D)⊗R A .
Note that we have a canonical injection
H1Iw(Qp,D)⊗R A −→ A⊗R
(
HR(Γ)⊗R H
1
Iw(Qp, V )
)
= HA(Γ)⊗R H
1
Iw(Qp, V ).
Fix an A-module generator η ∈ Dcris(D) and set
η := η ⊗X + (Xη)⊗ 1 ∈ Dcris(D)⊗R A,
η˜ := η⊗ (1 + π) ∈ D(V )A.
By Lemma 2.3, for each x ∈ X (E), the specialization ηx := spx(η) is a generator of Dcris(D)[x]. Let us
put η˜x := ηx ⊗ (1 + π).
Definition 4.5.
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i) For each h > 0 and cohomology class z ∈ H1Iw(Qp, V
∗(1)), we define
LA
D,η,1−h : H
1
Iw(Qp, V
∗(1)) −→ HA(Γ) ,
LA
D,η,1−h(z) :=
〈
z, c ◦ ExpA
D,h(η˜)
ι
〉
A
.
ii) We define the two-variable p-adic L-function associated to z on setting
Lp,η(z) = L
A
D,η,1(z) ∈ HA(Γ).
For each x ∈ X cl(E), we similarly define the one-variable p-adic L-function
Lp,ηx(zx) :=
〈
zx, c ◦ ExpD[x],0(η˜x)
ι
〉
x
∈ HE(Γ).
iii) For any x ∈ X (E), finite character φ ∈ X(Γ), we denote by
Lp,η(z, x, φ) := φ ◦ x ◦ Lp,η(z, X).
the value of Lp,η(z) at (x, φ).
Proposition 4.6.
i) For any x ∈ X cl(E) we have
Lp,η(z)(x) = Lp,ηx(zx).
ii) For any integer 1 6 j 6 k0 + 1 and any character ρ ∈ X(Γ) of finite order we have
Lp,η(z, x0, ρχ
j) = 0.
Proof.
i) The following chain of identities prove our first assertion:
(20)
Lp,η(z)(x) = x ◦
〈
z, c ◦ ExpA
D,0(η˜)
ι
〉
A
=
〈
zκ(x), c ◦ ExpDκ(x),0(η˜x)
ι
〉
κ(x)
=
〈
zx, c ◦ ExpD[x],0(η˜x)
ι
〉
x
.
Here the first equality follows from the definition of Lp,η(z), the second from the diagram (18) together with
(9), and the final equality from (19) together with the fact that
ηx := spx(η) ∈ Dcris(D[x]) ⊂ Dcris(Dκ(x)) .
ii) By the definition of the two-variable p-adic L-function we have
Lp,η(z, x0, ρχ
j)= (ρχj) ◦
〈
zk0 , c ◦ ExpDk0 ,0(Xη˜k0)
ι
〉
= (ρχj) ◦
〈
zk0 , c ◦ ExpV˜k0 ,0
(Xη˜k0)
ι
〉
= ρ
〈
Tw−j(zk0 ) , c ◦ Twj
(
ExpV˜k0 ,0
(Xη˜k0)
)ι〉
.
The first equality above follows from (18) and using the explicit calculation that
spx0(η) = spx0(Xη ⊗ 1 + η ⊗X) = Xηk0 +X(x0)ηk0 = Xηk0 ,
whereas the second identity from (10) and the final equality is purely formal. Let us put ηk0,j = ηk0 ⊗ ej ,
where ej is the canonical generator of Dcris(Qp(j)). By Theorem 3.1,
Twj
(
ExpV˜k0 ,0
(Xη˜k0)
)
= (−1)jExpV˜k0 ,j
(Xη˜k0,j)
and
prn ◦ ExpV˜k0 ,j
(Xη˜k0,j) = (j − 1)! expV˜k0 (j),Kn
(ΞV˜k0 (j),n
(Xη˜k0,j)).
We have by Proposition 4.1(iii)
Xηk0,j ∈ Fil
0Dcris(V˜k0 (j)), 1 6 j 6 k0 + 1,
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and Lemma 3.2 shows for any character ρ of conductor pn and any j with 1 ≤ j ≤ k0 + 1 that we have
Ξ
(ρ−1)
V˜k0 (j),n
(Xη˜k0,j) ∈ Fil
0Dcris(V˜k0 (j))⊗Kn.
We therefore conclude that Exp(ρ
−1)
V˜k0 ,j
(Xη˜k0,j) = 0 and in particular also that,
(
z
(ρ)
k0
,Exp
(ρ−1)
V˜k0 ,j
(Xη˜k0,j)
)
= 0
for each 1 6 j 6 k0 + 1. This completes the proof that Lp,η(z, x0, ρχj) = 0 for every ρ and j as above. 
4.2.4. Following Bellaïche (and in view of Proposition 4.6(ii)), we define the improved p-adic L-function
L[1]p,η(z, x0) :=
(
d
dX
Lp,η(z)
)∣∣∣∣
X=0
,
L[1]p,η(z, x0, φ) := φ ◦ L
[1]
p,η(z, x0) , φ ∈ X(Γ) .
We will next study the properties of the improved p-adic L-function. Since we have
Lp,η(z) =
〈
z, c ◦ Exp
D,1(Xη˜)
ι
〉
+X
〈
z, c ◦ Exp
D,1(η˜)
ι
〉
it follows that
(21) L[1]p,η(z, x0) =
〈
z, c ◦ Exp
D,1(η˜)
ι
〉∣∣
X=0
.
The commutativity of the diagram (19) for x = x0 shows that we may define the slope-zero p-adic
L-function
(22) Lp,β(zx0) :=
〈
zx0 , c ◦ ExpV [x0](β),0 (Xκ0(ηk0)⊗ (1 + π))
ι
〉
x0
where the map κ0 is given as in Proposition 4.3 and where V [x0](β) is identified with XV
(β)
x0 .
We also set
Lp,β(zx0 , φ) := φ ◦ Lp,β(zx0)
for any φ ∈ X(Γ). The following assertion should be compared to the discussion in [Bel12, §4.4].
Proposition 4.7. Let ρ ∈ X(Γ) be a finite character of conductor pn. Then for each integer 1 6 j 6 k0 +1
we have
L[1]p,η(z, x0, ρχ
j) =
(
β(x0)
α(x0)
)n
Lp,β(zx0 , ρχ
j).
Proof. The proof of our proposition follows from the following chain of identities:
L[1]p,η(z, x0, ρχ
j) = (ρχj) ◦
〈
zk0 , c ◦ ExpDk0 ,0(ηk0 ⊗ (1 + π))
ι
〉
=
(
β(x0)
α(x0)
)n
(ρχj) ◦
〈
zk0 , c ◦ E˜xpβ,0(κ0(ηk0 )⊗ (1 + π))
ι
〉
k0
=
(
β(x0)
α(x0)
)n
(ρχj) ◦
〈
zk0 , c ◦ ExpXV (β)x0 ,0
(Xκ0(ηk0)⊗ (1 + π))
ι
〉
k0
=
(
β(x0)
α(x0)
)n
(ρχj) ◦
〈
zx0 , c ◦ ExpV [x0](β),0(Xκ0(ηk0)⊗ (1 + π))
ι
〉
x0
(23)
Here, the first equality follows from (21) combined with (9), the second from Proposition 4.4. The third and
the final equality follow from definitions.

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5. Local description of the eigencurve
In Section 5, we review Bellaïche’s results in [Bel12] on the local description of the eigencurve (most
particularly, about a θ-critical eigenform). We also follow his exposition very closely here, particularly of
Sections 2.1.1, 2.1.3, 3.1, 3.2 and 3.4 in op. cit.; and rely also on the notation set therein for the most part
(e.g., unless we declare otherwise).
We recall from §3.3.1 that E is a finite extension of Qp and R = E〈w/pre〉 is an affinoid algebra.
5.1. Bellaïche’s description of the eigencurve. Our main objective in this subsection is to record The-
orem 5.11 (which is due to Bellaïche; see the second paragraph in [Bel12, §1.5]) and review its proof.
Definition 5.1.
i) Let Dk is the space of Qp-valued distributions equipped with a weight-k action of
Σ0(p) :=
{(
a b
c d
)
∈M2×2(Zp) : p ∤ a, p | c, ad− bc 6= 0
}
which corresponds the space denoted by D†k[0](Qp) in [Bel12] (this shorthand is also adopted by Bellaïche).
ii) For an affinoid Qp-algebra R, we let D(R) stand for the space of R-valued distributions which corresponds
to the space denoted by D†[0](R) in [Bel12] (this shorthand is also adopted by Bellaïche).
iii) The space D(R) is also equipped with an action of Σ0(p), which interpolates the weight κ actions on
Dκ(E), as the E-valued weights κ ∈ W(E) vary. More precisely, the Σ0(p) action on D(R) is such that the
natural maps
(24) D(R)⊗R,κ E −→ Dκ(E)
are Σ0(p)-equivariant isomorphisms of E-Banach spaces.
See Section 3.1 in op. cit. for details on the spaces of distributions relevant to our discussion here.
Definition 5.2. Let us put Γp = Γ1(N) ∩ Γ0(p) ⊂ SL2(Z); note that this congruence subgroup isdenoted by
Γ in [Bel12].
i) We fix a positive real number ν. We recall from [Bel12, Section 3.2.4] the space of D(R)-valued modular
symbols SymbΓp(D(R))
≤ν of slope bounded by ν.
ii) Recall also that
Symb±Γp(D(R))
≤ν ⊂ SymbΓp(D(R))
≤ν
stands for the ±1-eigenspace for the involution ι given by the action of the matrix
(
1 0
0 −1
)
.
For each classical point k ∈ Spm(A), the isomorphisms (24) induces an isomorphism
(25) Symb±Γp(D(R))
≤ν ⊗A,k Qp
∼
−→ Symb±Γp(Dk)
≤ν
so long as k 6= 0; see [Bel12, Proposition 3.14] for the subtlety with the case k = 0.
Definition 5.3.
i) For a non-negative integer k, we let Pk ⊂ Qp[Z] denote the space of polynomials of degree less or equal to
k, which is equipped with a left GL2(Zp)-action; see [Bel12, 3.2.5] for a description of this action. We let Vk
denote the Qp-linear dual of Pk, which also carries an induced GL2(Zp)-action.
ii) Regarding elements Pk as analytic functions, we have an induced map
ρ∗k : Dk −→ Vk
which is a Σ0(p)-equivariant surjection.
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Definition 5.4. For a nice affinoid neighborhoodW = Spm(R) (in the sense of [Bel12], Definition 3.5) of the
weight space W adapted to slope ν (in the sense of [Bel12], §3.2.4). We let T±W,ν ⊂ EndR
(
Symb±Γp(D(R))
≤ν
)
denote the subalgebra generated by Hecke operators {Tℓ}ℓ∤Np, the Atkin-Lehner operator Up and diamond
operators {〈d〉}d∈(Z/NZ)× , acting on SymbΓp(D(R))
≤ν . We then define the open affinoid C±W,ν := Spm(T
±
W,ν).
As in Section 3.3.1, we shall put R := E 〈w/pre〉. The open affinoids C±W,ν admissibly cover the Coleman–
Mazur–Buzzard eigencurve C as (W , ν) varies (see [Bel12], §3).
Definition 5.5. Let x0 ∈ C
±
W,ν denote the unique point on the cuspidal eigencurve corresponding to the
p-stabilized eigenform fα00 .
On shrinking W as necessary (as in Proposition 4.11 of op. cit.), we may fix a connected component
Spm(A±) of C±W,ν, which is an affinoid neighborhood of x0.
Proposition 5.6 (Bellaïche). There exists an element a ∈ A± with a(x0) 6= 0 such that we have an
isomorphism A± ∼= R[X ]/(Xe − w) of R-algebras, given by a 7→ X.
Proof. This is [Bel12, Proposition 4.11]. 
Definition 5.7. We set Symb±Γp(A
±) := Symb±Γp(D(R))
≤ν ⊗T±W,ν
A±.
Theorem 5.8 (Bellaïche). The A±-module Symb±Γp(A
±) is free of rank one.
Proof. This follows as a consequence of the discussion in Section 4.2.1 in op. cit.; see also the first paragraph
following the proof of [Bel12, Proposition 4.11]. 
5.2. Local description of the Coleman–Mazur–Buzzard eigencurve. We now briefly recall the Coleman–
Mazur–Buzzard construction of the eigencurve. We retain the notation from Section 5.1 and continue fol-
lowing the exposition in [Bel12, §2.1].
Definition 5.9. We fix an affinoid disc W as in Definition 5.4. Let us denote by M †(Γp,W) Coleman’s
space of overconvergent modular forms of level Γp and weight in the affinoid disc W = Spm(R); and let
M †(Γp,W)≤ν denote its R-submodule on which Up acts with slope at most ν. We similarly let S†(Γp,W)
denote the space of cuspidal overconvergent modular forms of level Γp and weight in the affinoid disc W; and
S†(Γp,W)≤ν ⊂ S†(Γp,W).
i) We let CW,ν := Spm(TW,ν) denote open affinoid subspace of the Coleman–Mazur–Buzzard eigencurve C
that lies over W on which Up acts by slope at most ν, where TW,ν ⊂ EndR
(
M †(Γp,W)
)
is the subalgebra
generated by Hecke operators {Tℓ}ℓ∤Np, the Atkin-Lehner operator Up and diamond operators {〈d〉}d∈(Z/NZ)× .
ii) Let C◦W,ν := Spm(T
◦
W,ν) denote open affinoid subspace of the cuspidal eigencurve C
◦, which is naturally
identified with a closed subset of C, that lies over W on which Up acts by slope at most ν, where T◦W,ν ⊂
EndR
(
S†(Γp,W)
)
is the subalgebra generated by the image of the Hecke algebra H given as in (i).
Recall that x0 ∈ C◦ is the point that corresponds to the p-stabilized cuspidal eigenform f
α0
0 . By shrinking
W as necessary, we may fix a connected component X = Spm(A) of CW,ν (resp., X ◦ = Spm(A◦) of C◦W,ν),
which is an affinoid neighborhood of x0. It follows from the proof of [Bel12, Corollary 2.17] that A = A◦
(namely, the connected component that contains x0 cannot be Eisenstein since x0 is cuspidal). In fact, the
canonical closed immersions
C◦W,ν →֒ C
±
W,ν →֒ CW,ν
of [Bel12, Theorem 3.30] gives rise to surjections
(26) TW,ν −→ T
±
W,ν
es±
−→ T◦W,ν,
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which combined with [Bel12, Corollary 2.17] yields canonical isomorphisms
(27) A
∼
−→ A±
∼
−→
es±
A◦,
through which we shall identify A, A± and A◦. We shall call the maps es± in (26) and (27) the Eichler–
Shimura maps. Furthermore, we have
(28) Symb±Γp(A
◦)≤ν := Symb±Γp(D(R))
≤ν ⊗T±W,ν ,es±
A◦ ∼= Symb±Γp(D(R))
≤ν ⊗T±W,ν
A± = Symb±Γp(A
±)≤ν .
Let us set HR := H⊗Z R. Observe also that we have a tautological map HR → A.
Definition 5.10. We set SymbΓp(A)
≤ν := SymbΓp(D(R))
≤ν ⊗HR A.
Theorem 5.11. The A-module SymbΓp(A)
≤ν is free of rank 2.
Proof. Thanks to the isomorphisms (28), it suffices to prove that the A◦-module SymbΓp(A)
≤ν ⊗A,(28) A
◦ is
free of rank 2. Note that we have
SymbΓp(A)
≤ν ⊗A,(28) A
◦ =
(
Symb+Γp(D(R))
≤ν ⊗HR A
◦
)
⊕
(
Symb−Γp(D(R))
≤ν ⊗HR A
◦
)
=
(
Symb+Γp(D(R))
≤ν ⊗T+W,ν ,es+
A◦
)
⊕
(
Symb−Γp(D(R))
≤ν ⊗T−W,ν ,es−
A◦
)
= Symb+Γp(A
◦)≤ν ⊕ Symb−Γp(A
◦)≤ν
where the the second equality follows from the definition of T±W,ν and the Eichler–Shimura maps es±. The
proof follows from Theorem 5.8 and (28). 
5.3. A variant of Bellaïche’s construction. Recall the affinoid disc W = Spm(R) in the weight space.
We also consider a wide open affinoid U ⊃ W as before, and we let ΛU denote the rigid analytic functions
on U that are bounded by 1. We then have a natural (restriction) map ΛU → R. In what follows, we will
allow ourselves to shrink both U and W as necessary. We fix an integer m0 so that U is m0-accessible in the
sense of [LZ16, Definition 4.1.1].
Definition 5.12.
i) Put H := Z⊕2p and consider the subsets T0 := Z
×
p × Zp and T
′
0 := pZp × Z
×
p of H, as in [LZ16, Definition
4.2.1].
ii) For T = T0, T
′
0, we let A
◦
U (T ) denote the space of functions given as in [LZ16, Definition 4.2.4] with m =
m0. Put AU (T ) := A
◦
U (T )[1/p]. We define D
◦
U (T ) := HomΛU (A
◦
U (T ),ΛU ) and set DU (T ) := D
◦
U (T )[1/p],
as in Definition 4.2.6 of op. cit.
Recall that H denotes the Hecke algebra generated over Z by the Hecke operators {Tℓ}ℓ∤Np, the Atkin–
Lehner operator Up and diamond operators {〈d〉}d∈(Z/NZ)× . Recall also that HR := H⊗Z R . We set
H1c (Γp, DU (T0))
±,≤ν
R := H
1
c (Γp, DU (T0))
±,≤ν ⊗ΛU [1/p] R ,
H1c (Γp, AU (T
′
0))
±,≤ν
R := H
1
c (Γp, AU (T
′
0))
±,≤ν ⊗ΛU [1/p] R
and we let
r±1 : HR → EndR(H
1
c (Γp, DU (T0))
±,≤ν
R ) , r
±
2 : HR → EndR(H
1
c (Γp, AU (T
′
0))
±,≤ν
R )
denote the canonical representations of HR.
We define the ideals I±1 = ker(r
±
1 ) and I
±
2 = ker(r
±
2 ). Let us denote by T
±
W,ν (resp., T
′,±
W,ν) the image of
im(r±1 ) (resp., the image of im(r
±
2 )). We remark that thanks to the functorial Hecke equivariant isomorphism
(29) SymbΓp(−)
∼
−→ H1c (Γp,−)
of Ash and Stevens [AS86], our choice of notation is consistent with that in Definition 5.4. Note then that
we have canonical isomorphisms T±W,ν ≃ HR/I
±
1 and T
′,±
W,ν ≃ HR/I
±
2 . Recall also (from Definition 5.4) that
we have put C±W,ν := Spm(T
±
W,ν) and define C
′,±
W,ν := Spm(T
′,±
W,ν).
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Theorem 5.13.
i) We have I±1 = I
±
2 . In particular, there exist canonical isomorphisms T
±
W,ν ≃ T
′,±
W,ν and C
±
W,ν ≃ C
′,±
W,ν .
ii) Suppose x0 ∈ Spm(HR/I±), where I± := I
±
1 = I
±
2 . For a sufficiently small wide open neighborhood U of
k0 = κ(x0) and an affinoid W ⊂ U containing x0 the following two assertions hold true.
a) x0 belongs to a unique connected component Spm(A
±) of Spm(HR/I±) .
b) Both A±-modules H1c (Γp, DU (T0))
±,≤ν
R ⊗HR A
± and H1c (Γp, AU (T
′
0))
±,≤ν
R ⊗HR A
± are free of rank
one.
iii) Fix a wide open U as well as an affinoid neighborhood W ⊂ U of x0 chosen so as to ensure that the
conclusions of Part ii) are verified. Let A± be as in a) above. If x0 is cuspidal, then x0 ∈ C
+
W,ν ∩ C
−
W,ν and
A+ = A−.
Proof.
i) We first show that there exist Hecke equivariant5 isomorphisms
(30) H1c (Γp, Dk(T0))
±,≤ν ∼−→ H1c (Γp, Ak(T
′
0))
±,≤ν
for every k ∈ U with k ≥ ν. For such k, the natural injection
H1c (Γp,Pk(Qp))
≤ν −→ H1c (Γp, Ak(T
′
0))
≤ν
as well as the natural surjection
H1c (Γp, Dk(T0))
≤ν −→ H1c (Γp,Vk(Qp))
≤ν
of Hecke modules are isomorphisms thanks to the control theorem of Ash and Stevens (c.f. [BSV20], Propo-
sition 4.2.2). We are therefore reduced to proving that we have an Hecke equivariant isomorphism
H1c (Γp,Vk(Qp))
∼
−→ H1c (Γp,Pk(Qp)) .
This follows from the isomorphism
Vk(Qp)⊗ det
k ∼−−−−−→
(det∗)−1
Hom(Vk(Qp), E) =: Pk(Qp)
of GL2(Zp)-modules (where det stands for the determinant character of GL2(Zp)), together with the fact
that det|Γp = 1. Here, det
∗ is the isomorphism induced from the perfect pairing
Vk(Qp)⊗ Vk(Qp) −→ Qp ⊗ det
−k
v1 ⊗ v2 7−→
k∑
j=0
(
k
j
)
(−1)jv1(X
jY k−j)v2(X
k−jY j) .
This proves (30).
In view of [BSV20], Proposition 4.2.1, it follows from the isomorphisms (30) that the representations r1
and r2 verify the conditions of [Che05, Proposition 3.7]. This implies that I
±
1 = I
±
2 and the remaining
assertions are immediate from this fact.
ii) For the A±-module H1c (Γp, DU (T0))
±,≤ν ⊗HR A
±, this is the content of [Bel12, Proposition 4.5], given the
isomorphism (29) of Ash–Stevens.
We will prove that for U sufficiently small the A±-module H1c (Γp, AU (T
′
0))
±,≤ν ⊗HR A is free of rank one.
It is clear that one may choose U so as to ensure that the condition a) holds. Let us fix such U . According to
5Note here and below that we are not specifying the covariance or the contravariance of the Hecke action that ensures Hecke
compatibilities.
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[BSV20, Proposition 4.2.1], the T′,±U,ν-module H
1
c (Γp, AU (T
′
0))
±,≤ν
R is of finite rank as an R-module (therefore
also as a T′,±U,ν-module). The long exact sequence Γp-cohomology induced from the short exact sequence
0 −→ AU (T
′
0)
[κ]
−→ AU (T
′
0) −→ Aκ(T
′
0) −→ 0
shows that
H1c (Γp, AU (T
′
0))[κ] = im(H
0
c (Γp, Aκ(T
′
0)) −→ H
1
c (Γp, AU (T
′
0))).
On the other hand, it follows from definitions that H0c (Γp, Aκ(T
′
0)) = 0 (see [Hid93], Proposition 2 in
Appendix). This proves that H1c (Γp, AU (T
′
0)) is torsion-free over ΛU [1/p] and therefore, the |R-module
H1c (Γp, AU (T
′
0))⊗ΛU [1/p] R is torsion-free as well. We have proved that the R-modules H
1
c (Γp, AU (T
′
0))
±,≤ν
R
are finitely generated and torsion-free (therefore free, see R is a PID).
Set N± = H1c (Γp, AU (T
′
0))
±,≤ν ⊗HR A
±. Now the arguments of Bellaïche apply verbatim. More precisely,
since A± are PIDs, [Bel12, Lemma 4.1] tells us that for any x ∈ X , the localization N(x) is a free A
±
(x)-module
of finite rank. Moreover, for any classical point x 6= x0 of weight k ≥ ν, the isomorphism (30) together with
[Bel12, Lemma 2.8] show that N(x) is of rank one over A(x). By the local constancy of the rank, the same also
holds true for N(x0). We conclude that N
± is a free A±-module of of rank one, when U and W sufficiently
small.
iii) This portion follows directly from [Bel12, Theorem 3.30]. 
Corollary 5.14. Let us fix W that ensures the validity of the conclusions of Theorem 5.13(ii) and suppose
x0 is cuspidal, so that A
+ = A− (according to Theorem 5.13(ii)). Put A = A±. Then the A-module
H1c (Γp, DU (T0))
≤ν
R ⊗HR A is free of rank 2.
Proof. Clear, thanks to Theorem 5.13. 
6. Interpolation of Beilinson–Kato elements
6.1. Modular curves and overconvergent sheaves.
6.1.1. Λ-adic sheaves. We start with recalling a number of notation and constructions from [KLZ17, LZ16,
BSV20]. Throughout, we let N denote a positive integer coprime to p.
For a pair of positive integers M1 and M2, we recall the modular curves Y (M1,M2) from [Kat04, §2].
We then have Y (N,N) = Y (N) and Y (1, N) = Y1(N) are the usual modular curves of level Γ(N) and
Γ1(N), respectively. Recall from §2.8 of op. cit. also the modular curves denoted by Y (M1,M2(B)) and
Y (M1(B),M2), where B is also a positive integer. For the big bulk of §6, we will be working over the
modular curve Y (1, N(p)) of Γ1(N)∩Γ0(p)-level. We note that the modular curve Y (1, N(p)) is denoted by
Y (N, p) in [AIS15].
Definition–Remark 6.1 (Sheaves of Iwasawa modules). Let Y denote any one of the modular curves above
and let λ : E → Y denote the universal elliptic curve with the appropriate level structure (which depends on
Y , but we suppress this dependence from our notation).
i) We let TZp := R
1λ∗Zp(1) denote the lisse étale sheaf of Zp-modules on the open modular curves Y [1/p]
given as in [Kat04, §§1–2]. It is the pro-system (Tr)r≥1 where Tr := R
1λ∗µpr of étale lisse sheaves. The
sheaf TZp has rank 2 and it may be identified with the p-adic Tate module of the universal elliptic curve
E
π
−→ Y . We write TQp for the associated sheaf of Qp-vector spaces.
ii) For each non-negative integer k and a locally free sheaf F over Y [1/p], we let TSymk F denote the locally
free sheaf on Y of symmetric k-tensors, given as in [KLZ17, §2.2].
iii) Associated to the canonical section sNp : Y1(Np) = Y (1, Np)→ ENp (where ENp is the universal elliptic
curve over Y1(Np)), we have the pro-system of sheaves Λ(TZp〈sNp〉) = (Λr(Tr〈sNp〉))r≥1 on Y1(Np), given
as in [KLZ17, §4.1]. If we replace the section sNp with the identity section 0, one obtains the pro-system
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of sheaves Λ(TZp) = Λ(TZp〈0〉). As in [Kin15, KLZ17], we shall consider each Λ(TZp〈sNp〉) as sheaves of
modules (of relative rank one) over the sheaf of Iwasawa algebras Λ(TZp).
iv) Consider now the case when Y = Y (1, N(p)) and let EN,p → Y (1, N(p)) denote the universal elliptic
curve. Let C ⊂ EN,p[p] denote the canonical subgroup of order p of the corresponding universal elliptic curve.
Set D := EN,p[p] − C and D′ := C − {0}. Note that both D and D′ are finite étale over Y (1, N(p)), of
degrees p2 − p and p− 1, respectively. The discussion in [KLZ17, §4.1] (see also [LZ16, §4.4]) also gives rise
to pro-system of sheaves of Iwasawa modules Λ(TZp〈D
?〉) =
(
Λr(Tr〈D
?〉)
)
r≥1
where D? ∈ {D,D′}. Since
both D and D′ are contained in EN,p[p], there is a natural “multiplication-by-p” morphism
(31) Λ(TZp〈D
?〉)
[p]∗
−−→ Λ(TZp)
of sheaves on Y .
v) The moduli descriptions of the curves Y (1, Np) and Y (1, N(p)) induces a morphism pr′ : Y (1, Np) →
Y (1, N(p)) given by (E, e) 7→ (E, pe, 〈e〉), which in turn induces the cartesian square
ENp

// Y1(Np)
pr′

EN,p
// Y (1, N(p))
For each positive integer r, we have a natural morphism
(32) ENp[pr]〈sNp〉
[N ]∗◦ pr
′
−−−−−−→ EN,p[p
r]〈D′〉 .
where the schemes E?[p
r]〈 · 〉 are given as in [KLZ17, Definition 4.1.4]. As explained in the proof of [KLZ17,
Theorem 4.5.1], the moduli description gives rise to an isomorphism Y1(Npr)
∼
−→ ENp[pr]〈sNp〉 of varieties.
One uses this fact together with (32) (see [BH20, §4.2.5] for further details) to obtain a natural morphism
(33) H∗ét(Y1(Np),Λ(TZp〈sNp〉)) −→ H
∗
ét(Y (1, N(p)),Λ(TZp〈D
′〉)) ,
vi) Let Λcyc(−j) denote the pro-étale sheaf (on any base S) given as in [KLZ17, Notation 6.3.3].
As explained in [KLZ17, §6.3], the stalks of the sheaf Λcyc(−j) at geometric points are isomorphic to the
Γ-module Λι, where Λ = Zp[[Γ]] and ι denotes the Γ-action via the canonical involution on Γ (see §3.1.1).
6.1.2. Big overconvergent étale sheaves. Until the end of this article, we set Y = Y (1, N(p)) unless we state
otherwise. Recall the affinoid disc W = Spm(R) in the weight space. We also consider a wide open affinoid
U ⊃ W and as in §5.3, we let ΛU denote the rigid analytic functions on U that are bounded by 1. We then
have a natural (restriction) map ΛU → R. In what follows, we will allow ourselves to shrink both U and W
as necessary. We fix an integer m0 so that U is m0-accessible in the sense of [LZ16, Definition 4.1.1] (and
we omit it from our notation henceforth).
Definition 6.2.
i) We let D◦U (T0) (resp., D
◦
U (T
′
0 )) denote the pro-étale sheaf of ΛU -modules on Y , whose pullback to the pro-
scheme Y (p∞, Np∞) is the constant pro-sheaf D◦U (T0) (resp., the pro-sheaf D
◦
U (T
′
0)); see [LZ16, Proposition
4.4.3] for details.
ii) We let A 0U (T
′
0 ) denote the overconvergent étale sheaf that one associates to A
0
U (T
′
0) (c.f. Definition 5.12(ii)),
as in [BSV20, §4.2].
The evaluation map
ev : A0U (T
′
0)⊗D
0
U (T
′
0) −→ ΛU
induces a pairing
A
0
U (T
′
0 )⊗D
◦
U (T
′
0 ) −→ LU ,
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where LU is the sheaf associated to ΛU as in [BSV20, §4.2]. Proposition 4.4.5 of [LZ16] supplies us with a
morphism
(34) Λ(TZp〈D
′〉) −→ D◦U (T
′
0 )
of sheaves on Y .
Definition 6.3. Let κU : Z
×
p −→ Λ
×
U denote the composition of the cyclotomic character χ : GQ → Z
×
p with
the tautological character Z×p →֒ Λ
×
Z
×
p
→֒ Λ×U . We set
M◦U (T
′
0 ) := H
1
ét
(
YQ,D
◦
U (T
′
0 )
)
(1)
M◦U (T0) := H
1
ét
(
YQ,D
◦
U (T0)
)
(−κU )
N◦U (T
′
0 ) := H
1
ét,c
(
YQ,A
0
U (T
′
0 )
)
and
MU (T
′
0 ) :=M
◦
U (T
′
0 )[1/p] MU (T0) :=M
◦
U (H0)[1/p], NU (T
′
0 ) := N
◦
U (T
′
0 )[1/p].
The pairing together with the trace map H2ét,c(YQ,LU (1))
∼
→ ΛU induce a pairing
(35) N◦U (T
′
0 )⊗ΛU M
0
U (T
′
0 ) −→ ΛU .
6.1.3. Slope decomposition. In this subsection, we review the slope decomposition in étale cohomology. We
let f0 be a newform of weight k0 + 2 and level Γ1(N) as in §1.1. Fix a root α0 of the Hecke polynomial of
f0 at p. This choice fixes a point on the cuspidal eigencurve, which we denote by x0.
Theorem 6.4 ([AIS15], Theorem 3.17). Fix a real number ν with ν ≥ vp(α0). There exists a wide open
affinoid disc U centered at k0 and ΛU [1/p]-submodules MU (T
′
0 )
≤ν and MU (T
′
0 )
>ν of MU (T
′
0 ) with the
following properties:
a) MU (T
′
0 ) =MU (T
′
0 )
≤ν ⊕MU (T ′0 )
>ν .
b) MU (T
′
0 )
≤ν is finitely generated as a ΛU [1/p]-module.
c) The submodules MU (T
′
0 )
≤ν and MU (T
′
0 )
>ν are stable under the action of GQ, the Hecke operator
Up and the actions of prime-to-p Hecke operators. Moreover, Up acts on MU (T
′
0 )
≤ν with slope at
most ν, whereas it acts on MU (T
′
0 )
>ν with slope greater than ν.
These statements are also valid if we replace MU (T
′
0 ) with MU (T0) and NU (T
′
0 ).
Definition 6.5. For sufficiently small affinoid W = Spm(R) which is contained in a sufficiently small wide
open U in the weight space, we set MW(T
′
0 )
≤ν := MU (T
′
0 )
≤ν ⊗ΛU [1/p] R. We similarly define MW(H0)
≤ν
and NW(T
′
0 )
≤ν .
Proposition 6.6. Fix a sufficiently small wide open affinoid U and affinoid W = Spm(R) contained in U .
i) There is an isomorphism of A-modules
comp : SymbΓp(D(R))
≤ν⊗HRA
∼
−→MW(T0)
≤ν⊗HRA
which interpolates Artin’s comparison isomorphisms between Betti and étale cohomology. Moreover, the
isomorphism comp is H-equivariant.
ii) For the connected component X = Spm(A) in the affinoid neighborhood Spm(TW,ν) of x0 we have fixed as
in Section 5.2, the A-modules
(36)
MW(T0)
≤ν ⊗HR A,
MW(T
′
0 )
≤ν ⊗HR A
NW(T
′
0 )
≤ν ⊗HR A
are all free of rank 2.
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We note that it is absolutely crucial that the affinoid neighborhood X = Spm(A) of x0 falls within the
cuspidal eigencurve.
Before we proceed with the proof of Proposition 6.6, we record a claim which we shall need in our
argument.
Claim 6.7. Let x ∈ X cl(E) be a classical point. Then the natural map
(37) H1c (Γp,Vκ(x)(E)) ⊗H,x E −→ H
1(Γp,Vκ(x)(E))⊗H,x E
is an isomorphism of E-vector spaces of rank 2.
Proof. Let us denote by Y˜ the Borel–Serre compactification of Y (and ∂Y˜ its boundary). The sheaf Vκ(x)(E)
on Y extends to a sheaf on Y˜ . It follows from [AS86, Proposition 4.2] that
coker(37) →֒ im
(
H1(Y,Vκ(x)(E))
∂1Y−→ H1(∂Y˜ ,Vκ(x)(E))
)
[x]
and the surjectivity of (37) follows once we verify that
im
(
H1(Y,Vκ(x)(E))
∂1Y−−→ H1(∂Y˜ ,Vκ(x)(E))
)
[x] = 0 .
This follows from the properties6 of the Eisenstein cohomology, since x is cuspidal.
The proof that the map (37) is injective is similar, where one instead relies on the vanishing of the
x-isotypic subspace of im(H0(∂Y˜ ,Vκ(x)(E))→ H1c (Y,Vκ(x)(E))) .
Our assertion on the dimension of these vector spaces is standard, c.f. [Bel12, Proposition 3.18]. 
Proof of Proposition 6.6.
i) By [AIS15, Proposition 3.18], we have an isomorphism
(38) H1(Γp,D(R))≤ν
∼
−→MW(T0)
≤ν .
On the other hand, we have a canonical isomorphism
(39) H1c (Γp,D(R))
≤ν ∼−→ SymbΓp(D(R))
≤ν
thanks to [AS86]. Combining (38) and (39), we reduce to proving that the map
(40) H1c (Γp,D(R))
≤ν ⊗HR A
j⊗id
−−−→ H1(Γp,D(R))
≤ν ⊗HR A
induced from the natural HR-equivariant map H1c (Γp,D(R))
≤ν j−→ H1(Γp,D(R))
≤ν is an isomorphism. Since
ker(j) = H0(Γp,D(R)) = 0,
(where the first equality is thanks to [AS86, Proposition 4.2]), it follows the map (40) is injective. By the
definition of A (as an irreducible component of the Hecke algebra acting on H1c (Γp,D(R))
≤ν), it follows that
the map (40) is injective as well. It remains to prove that this map is surjective.
Following the argument in the proof of [Bel12, Proposition 4.5] and using Claim 6.7, one checks that both
A-modules H1c (Γp,D(R))
≤ν ⊗HR A and H
1(Γp,D(R))
≤ν ⊗HR A have rank 2. In particular coker(j ⊗ id) is
a finitely generated torsion A-module. If we knew that x0 is not in the support of coker(j ⊗ id), we could
shrink U (and along with it W and the neighborhood X of x0) to ensure that coker(j ⊗ id) has no support
in A and therefore conclude that coker(j ⊗ id) = 0 as required (after shrinking U as necessary). We have
6The required vanishing statement follows from [Har75, Corollary 4.7] (see also [Har87], Theorem 1) combined with the strong
multiplicity one for GL2, which follows as a consequence of the classification result due to Jacquet–Shalika [JS81b, JS81a] (c.f.
the proof of [FS98], Proposition 4.1). In brief terms, Corollary 4.7 of [Har75] tells us that the systems of Hecke eigenvalues
occurring in the image of the map ∂1Y are those of Eisenstein series. By the classification result of Jacquet–Shalika, the set of
systems of Hecke eigenvalues of Eisenstein series is disjoint from those of cusp forms. (We are grateful to Fabian Januszewski
for indicating these references.)
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reduced to proving that the localization coker(j⊗ id)(x0) at x0 is trivial, which is equivalent to showing that
the map
(41) H1c (Γp,D(R))
≤ν ⊗HR,x0 E
jx0−−→ H1(Γp,D(R))
≤ν ⊗HR,x0 E
is surjective. Note that both sides of (41) are E-vector spaces of dimension 2.
For each ? = c, ∅, observe that we have the following diagram where all the polygons are commutative:
H1? (Γp,D(R))
≤ν ⊗HR A
k0 // H1? (Γp,D(R))
≤ν ⊗R,k0 E

∆
** **❱❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱
x0 // H1? (Γp,D(R))
≤ν ⊗R,x0 E
∼

H1? (Γp,Dk0(E))
≤ν
x0
// H1? (Γp,Dk0(E))
≤ν ⊗H,x0 E
where the diagonal surjection ∆ follows from the vanishing of H2c (Γp,Dk0(E))[x0] (since x0 is cuspidal; see
the proof of [Bel12], Theorem 3.10) and of H2(Γp,Dk0(E)) (which, by Poincaré duality, is equivalent to the
vanishing of the compactly supported cohomology H0c (Γp, Ak0(T0)) and we have explained this vanishing in
the proof of Theorem 5.13). The vertical arrow on the right follows because ∆ is Hecke equivariant and
therefore factors as indicated in the diagram; it is surjective because ∆ is, and finally, it is an isomorphism
by comparing dimensions (where the E-dimensions of the source and target are both 2).
It therefore suffices to prove that the map
(42) H1c (Γp,Dk0(E))⊗H,x0 E −→ H
1(Γp,Dk0(E)) ⊗H,x0 E
is an isomorphism. Note again that both sides of (42) are E-vector spaces of dimension 2. Observe that the
following diagram commutes:
(43)
H1c (Γp,Dk0(E))⊗H,x0 E
(42) //
ρ∗k0 ∼

H1(Γp,Dk0(E))⊗H,x0 E
ρ∗k0∼

H1c (Γp,Vk0(E)) ⊗H,x0 E
∼
Claim6.7
// H1(Γp,Vk0(E)) ⊗H,x0 E
We note that the surjectivity of the vertical arrow on the left follows from [PS13, Lemma 5.1], and since
both the source and the target have the same E-dimension 2, we infer that the vertical arrow on the left is
an isomorphism. We next explain the vertical isomorphism on the right. By dimension considerations, it
suffices to check that this map is surjective. As in the proof of [PS13, Lemma 5.1], one reduces to proving that
H2(Γp,D−k0−2(E)), which follows from the vanishing of H
2
c (Γp,D−k0−2(E)) (proved in [PS13], Lemma 5.2)
thanks to the boundary exact sequence (c.f. [Hid93], Proposition 2 in Appendix). Diagram (43) concludes
the proof that (42) is an isomorphism, hence also the proof of this portion of our proposition.
ii) This portion follows from the first, together with Theorem 5.11, [LZ16, Proposition 4.4.8.4] and Corol-
lary 5.14 combined with the comparison isomorphisms. 
6.2. Big Galois representations.
6.2.1. For the convenience of the reader, we review Deligne’s construction of p-adic representations associ-
ated to newforms. Let T ∨Qp be the dual sheaf of TQp . Let f be a newform of weight k > 0. Deligne’s repre-
sentation associated to f is defined as the f -isotypical Hecke submodule V [f ] of H1ét,c(YQ, Sym
k
T ∨Qp) . Recall
that this is a two dimensional vector space equipped with a continuous action of GQ, which is crystalline at
p with Hodge–Tate weights (1, k+1). We also denote by Vf the f -isotypical quotient of H1ét,c(YQ, Sym
k
T ∨Qp).
By the theory of newforms, the Hecke module H1ét,c(YQ, Sym
k
T ∨Qp) is f -semisimple. In particular, V [f ] co-
incides with the generalized Hecke eigenspace V [[f ]] inside H1ét,c(YQ, Sym
k
T ∨Qp) in the sense of [Bel12, §1.2]
and the natural projection V [f ]→ Vf is an isomorphism.
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Dually, let V ∗[f ] (respectively V ∗f ) denote the f -isotypical Hecke submodule (respectively the f -isotypical
quotient) of H1ét(YQ,TSym
k
TQp)(1). As before, the Hecke module H
1
ét(YQ,TSym
k
TQp)(1) is semisimple at f
and V ∗[f ] coincides with the generalized Hecke eigenspace V ∗[[f ]] inside H1ét(YQ,TSym
k
TQp)(1). We denote
by
πf : H
1
ét(YQ,TSym
k
TQp)(1) −→ Vf
the canonical projection. The restriction of πf on V [f ] is an isomorphism V ∗[f ]→ V ∗f . The Poincaré duality
induces a perfect Galois-equivariant pairing
(44) ( , )f : V
∗
f ⊗ V [f ] −→ E,
thereby justifying the superscripts “ ∗ ”.
6.2.2. We maintain the notation and the conventions of Section 6.1.3. We fix a slope ν > vp(α0) and a
wide open affinoid U as in Theorem 6.4. We let W and A be as in Proposition 6.6. In the remainder of this
paper we will work with the A-adic Galois representations
(45)
VA := NW(T
′
0 )
≤ν ⊗HR A,
V ∗A :=MW(T
′
0 )
≤ν ⊗HR A.
We denote by
(46) ( , ) : V ∗A ⊗ VA −→ R
the GQ,S-equivariant cup-product pairing induced by (35).
6.2.3. For any E-valued classical point x ∈ X cl(E) of the irreducible component X = Spm(A) ⊂ C◦, we let
fx denote the corresponding p-stabilized cuspidal eigenform of weight κ(x) + 2.
Let us define the objects Vx, Vκ(x), V [x] and V [[x]] (respectively V ∗x , V
∗
κ(x), V
∗[x] and V ∗[[x]]) by plugging in
M = VA (respectively M = V ∗A) in Definition 2.2. In particular, Vx := VA⊗A,xE and Vκ(x) := VA⊗R,κ(x)E.
Let Pκ(x)(OE) denote the space of homogeneous polynomials in two variables of degree κ(x) with co-
efficients in OE . We have a canonical injection Pκ(x)(OE) →֒ AU (T ′0) (see [AIS15, Section 3.1], [LZ16],
Page 23; see also [BSV20, §4.1.3]), which induces a map Symκ(x)(O⊕2E ) →֒ A
0
U (T
′
0) and the dual map
DU (T
′
0)→ TSym
κ(x)(O⊕2E ). We have the associated maps of sheaves
Symκ(x)H ∨Zp → A
0
U (T
′
0 ) and D
0
U (T
′
0 )→ Sym
κ(x)
HZp
which give rise to the morphisms
ρκ(x) : H
1
ét,c(YQ, Sym
κ(x)
T
∨
Qp
)→ H1ét,c(YQ,AU (T
′
0 )),
ρ∗κ(x) : H
1
ét(YQ,DU (T
′
0 ))→ H
1
ét(YQ,TSym
κ(x)
TQp),
On tensoring with A, we obtain the morphisms
jx : V [fx]→ V [[x]],
πx : V
∗
κ(x)
ρ∗κ(x)
−−−→ H1ét(YQ,TSym
κ(x)
TQp)(1)
πfx−−→ V ∗fx .
For any x ∈ X cl(E), let us also write ( , )κ(x) for the pairing
( , )κ(x) : V
∗
κ(x) ⊗E Vκ(x) −→ E
induced from the pairing (46) by R-linearity. Below, we summarize some properties of these objects. Recall
that e denotes the ramification of the weight map κ : X → W at x0. It follows from Proposition 6.6 that
• Vκ(x) and V ∗κ(x) are E-vector spaces of dimension 2e,
• V [x] and V ∗[x] are the fx-isotypic Hecke eigenspaces inside Vκ(x) and V ∗κ(x) (in alternative wording,
V ?[x] is the largest subspace of V ?κ(x) annihilated by X −X(x) ∈ A); these are both E-vector spaces
of dimension 2.
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The reader may benefit from the comparison of V ∗κ(x) with two-copies of the space of overconvergent
cuspforms of weight κ(x) + 2.
Proposition 6.8. Suppose x ∈ X cl(E) is an E-valued classical point.
i) The Hecke-equivariant map
V ∗[[x]] →֒ V ∗κ(x)
πx−→ V ∗fx
is surjective. In particular, it induces an isomorphism
V ∗x
∼
−→ V ∗fx
ii) The Hecke-equivariant map
V [fx]
jx
−→ V [[x]],
is injective. In particular, it induces an isomorphism
V [fx]
∼
−→ V [x].
iii) The pairing ( , ) verifies the property Adj).
iv) The restriction of ( , )κ(x) to V
∗
κ(x) ⊗ V [x] factors as
V ∗κ(x)
πx

⊗ V [x]
( , )κ(x) // E
V ∗x ⊗ V [x] // E
We shall denote the induced pairing on V ∗x ⊗ V [x] by ( , )x.
v) The diagram
V ∗x
πx

⊗ V [x]
( , )κ(x) // E
V ∗fx ⊗ V [fx]
∼ jx
OO
( , )fx
// E
where the bottom pairing is the Poincaré duality (44), commutes.
Proof.
i) The surjectivity of V ∗[[x]] → V ∗fx follows from [Bel12, Corollary 3.19], where the analogous statement is
proved for the spaces of modular symbols, combined with Proposition 6.6(i).
iii) This portion follows from the [BSV20, §4.2] (see in particular the discussion following (69)).
iv) This is a particular case of the factorization (1).
v) This statement follows from the functoriality of the cup products.
ii) This portion follows from (v) combined with the non-degeneracy of the Poincaré duality pairing ( , )fx . 
Remark 6.9. For the convenience of the reader we record here the basic linear algebra facts from §2, which
we recast in the setting of the present section.
i) Suppose x = x0 and f
α0
0 = fx0 is θ-critical. In this case, we may regard X ∈ A as the local parameter in a
neighborhood of x0. Note that x0 : A = R[X ]/(X
e − w)→ E factors as
A = R[X ]/(Xe − w)
k0−→ E[X ]/XeE[X ] −→ (E[X ]/XeE[X ])
/
(XE[X ]/XeE[X ])
∼
−→ E .
Then the map x0 : V
∗
A → V
∗
x0 factors as
V ∗A → V
∗
A ⊗x0 E
∼
−→ V ∗A ⊗A (A⊗x0 E)
∼
−→ V ∗k0 ⊗A (E[X ]/XE[X ])
∼
−→ V ∗x0 .
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In this case, we also have the natural identification and isomorphism of E[X ]-modules
V ∗[[x0]] = V
∗
k0
∼= (E[X ]/XeE[X ])⊕2
which in turn shows that V ∗[x0] = X
e−1V ∗k0 and the composite map
V ∗[x0] = X
e−1V ∗[[x0]] →֒ V
∗[[x0]]
π
f
α0
0
◦ ρk0
−−−−−−−→ V ∗
f
α0
0
is the zero-map since it is X-equivariant and Xe−1 acts with the eigenvalue X(x0)
e−1 = 0 since e > 1. The
reader will notice that our argument here follows very closely the proof of [Bel12, Corollary 4.8].
ii) Suppose fx is not θ-critical. In this case, the fx-eigenspace V
∗[x] = V ∗κ(x)[X −X(x0)] in V
∗
κ(x) is a Hecke-
module direct summand and we have V ∗[x] = V ∗[[x]]. The discussion in (i) shows that we have a natural
isomorphism
V ∗[x]
πfx ◦ ρκ(x)
−−−−−−−→ V ∗fx
as well as that this isomorphism necessarily factors as V ∗[x]
∼
−→
πx
V ∗x
∼
−→
ρx
V ∗fx .
6.3. Beilinson–Kato elements in families. Let us fix a positive inte B and a residue class a(B) ∈ Z/BZ.
Suppose c, d are coprime integers with (c, 6pB) = 1 = (d, 6pBN). For each n ∈ Z≥0, we let cgBpn,0 ∈
O(Y (Bpn))× and dg0,BNpn ∈ O(Y (BNpn))× denote the Siegel units given as in [Kat04, §1.4]. We may and
will regard O(Y (Bpn)) as a subring of O(Y (BNpn)) via pullback, and consider cgBpn,0 as an element of
O(Y (BNpn))×. We write
∂ = (∂r)r≥1 : lim←−
r
O(Y (BNpn))×/(O(Y (BNpn)))×)p
r
−→ lim
←−
r
H1ét(Y (BNp
n), µpr ) = H
1
ét(Y (BNp
n),Zp(1))
for the Kummer map (the map ∂r is denoted by h in [Kat04] §8.4).
Definition 6.10. We let
c,dBK(a(B)) ∈ H
2
ét
(
Y1(1, N(p)),Λ(TZp〈D
′〉)⊠ Λcyc(2− j)
)
denote the universal Beilinson–Kato element given as the image of the projective system of classes
(47) (∂ (cgBpn,0) ∪ ∂ (dg0,BNpn))n≥1 ∈ lim←−
n
H2ét(Y (BNp
n),Zp(2))
under the following chain of natural identifications and morphisms:
lim
←−
n
H2ét(Y (BNp
n),Zp(2))
pr′
−−→ lim
←−
n
H2ét(Y (Bp
n, BNpn),Zp(2)) = lim←−
n
lim
←−
m
H2ét(Y (Bp
m, BNpn),Zp(2))
tpm,a(B)
−−−−−→ lim
←−
n
lim
←−
m
H2ét
(
Y1(Np
n)× µ◦pm,Zp(2)
) ∼
−−−−−−→
(pm)m≥1
lim
←−
n
H2ét (Y1(Np
n),Λcyc(2− j))(48)
∼
−→ H2ét
(
Y1(Np),Λ(TZp〈sNp〉) ⊠ Λcyc(2− j)
)
(49)
(33)
−−→ H2ét
(
Y (1, N(p)),Λ(TZp〈D
′〉)⊠ Λcyc(2− j)
)
where the morphism pr′ on the first line is induced from (E, e1, e2) 7→ (E,Ne1, e2) on the level of moduli
description, the map tpm,a(B) on the line (48) is given as in [Kat04, §5.1] whereas the maps pm are given as
in [KLZ17, Notation 6.3.3] and the isomorphism in the line (48) follows from the general theory of Λ-adic
sheaves (c.f. [Kin15], Lemma 2.6.6), the natural identification (49) is that explained within the proof of
[KLZ17, Theorem 4.5.1].
Recall that we set Y = Y (1, N(p)).
Remark 6.11. Recall from (31) the multiplication-by-p map. Then the image
[p]∗ (c,dBK(a(B))) ∈ H
2
ét
(
Y,Λ(TZp)⊠ Λcyc(2− j)
)
of the universal Beilinson–Kato element given as in Definition 6.10 coincides with the image of the Beilinson–
Kato element in [KLZ17, Proposition 9.2.1] under the morphism
H2ét
(
Y1(Np),Λ(TZp)⊠ Λcyc(2− j)
) pr′
−−→ H2ét
(
Y,Λ(TZp)⊠ Λcyc(2− j)
)
.
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Remark 6.12. We can alternatively define the class c,dBK
[U ]
a,B as the image of the projective system
(∂ (cgBpn,0) ∪ ∂ (dg0,BNpn))n≥1
(see (47)) under the compositum of the following morphisms and natural identifications:
lim
←−
n
H2ét(Y (BNp
n),Zp(2))
tpm,a(B) ◦ pr
′
−−−−−−−−→ lim
←−
n
H2ét
(
Y1(Np
n)Q × µ
◦
pn ,Zp(2)
)
H−S
−−−→ lim
←−
n
H1
(
Z[1/Np, µpn ], H
1
ét(Y1(Np
n)Q,Zp(2))
)
−→ H1
(
Z[1/Np], H1ét(Y1(Np)Q,Λ(TZp〈sNp〉)⊠ Λcyc(2− j))
)
(33)
−−→ H1
(
Z[1/Np], H1ét(YQ,Λ(TZp〈D
′〉)⊠ Λcyc(2− j))
)
(34)
−−→ H1(Z[1/Np], H1ét
(
YQ,D
◦
U (T
′
0 )⊠ Λcyc(2− j))
)
= H1(Z[1/Np],M◦U (T
′
0 )⊗̂Λcyc(1− j))
where the maps tpm,a(B) and pr
′ are as in Definition 6.10 and the third map is obtained by combining the
proof of [KLZ17, Theorem 4.5.1] and [Col98, Proposition II.1.1].
Definition 6.13.
i) For a,B, c, d as in Definition 6.10, we put
c,dBK
[U ]
a,B ∈ H
1(Z[1/Np],M◦U (T
′
0 )⊗̂Λcyc(1− j)) = H
1(Q,M◦U (T
′
0 )⊗̂Λcyc(1 − j))
for the image of the class c,dBK(a(B)) under the composition of the maps
H2ét
(
Y,Λ(TZp〈D
′〉)⊠ Λcyc(2− j)
) (34)
−→ H2ét (Y,D
◦
U (T
′
0 )⊠ Λcyc(2− j))
H−S
−−−→H1(Z[1/Np],M◦U (T
′
0 )(−1)⊗̂Λcyc(2− j))
= H1(Z[1/Np],M◦U (T
′
0 )⊗̂Λcyc(1− j))
where the second arrow is induced by the Hochschild–Serre spectral sequence.
Definition 6.14. For sufficiently small affinoid W = Spm(R) which is contained in a sufficiently small wide
open U in the weight space, we set MW(T
′
0 )
≤ν :=MU (T
′
0 )
≤ν ⊗ΛU [1/p] R. We similarly define MW(H0)
≤ν .
We also define, for a,B, c, d as in Definition 6.10,
c,dBK
[W,≤ν]
a,B ∈ H
1(Q,MW(T
′
0 )
≤ν⊗̂Λcyc(1− j))
as the image c,dBK
[U ]
a,B given as in Definition 6.13(ii) under the compositum of the arrows
H1(Q,M◦U (T
′
0 )⊗̂Λcyc(1 − j)) −→ H
1(Q,MU (T
′
0 )
≤ν⊗̂Λcyc(1− j)) −→ H
1(Q,MW(T
′
0 )
≤ν⊗̂Λcyc(1 − j)),
where the first map is induced from Theorem 6.4(a) and the second from the natural map MU (T
′
0 )
≤ν →
MW(T
′
0 )
≤ν given by x 7→ x⊗ 1.
Definition 6.15. We let c,dBK
[A]
a,B ∈ H
1(Q, V ∗A ⊗̂Λcyc(1 − j)) denote the image of c,dBK
[W,≤ν]
a,B under the
natural map induced from MW(T
′
0 )
≤ν → V ∗A given by x 7→ x⊗ 1.
Let ν and the wide open affinoid neighborhood U of k0 in §6.2.2. We also let Spm(R) =: W ⊂ U and A
be given as in Proposition 6.6. We recall the representations V ∗fx and V
∗
x from §6.2.1 and §6.2.3, respectively.
Definition 6.16. For a,B, c, d as in Definition 6.10, we set
c,dBK
[A,x]
a,B ∈ H
1(Q, V ∗x ⊗Λcyc(1− j))
denote the image of c,dBK
[A]
a,B under the natural map induced from V
∗
A → V
∗
x given by m 7→ m⊗ 1. For every
integer r, we similarly define the element c,dBK
[A,x,r]
a,B ∈ H
1(Q, V ∗x (1 − r)) as the image of c,dBK
[A,x]
a,B under
the map induced from the specialization map Λcyc(−j)
r
−→ Zp(−r).
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Definition 6.17.
i) For a,B, c, d as above and an integer j, a non-negative integer k, we let
c,dz
(p)
N (k + 2, j, a(B)) ∈ H
2
ét
(
Y,TSymk(TQp)(2 − j)
)
denote the Beilinson–Kato class in étale cohomology, constructed in [Kat04, Section 8.4].
ii) Let fx be a cuspidal eigenform of weight κ(x) + 2 as in (ii). For a,B, c, d and j as in Definition 6.16(ii),
we let
c,dBKa,B(fx, j) ∈ H
1(Q, V ∗fx (1− j))
denote the image of c,dz
(p)
N (κ(x) + 2, j, a(B)) under the composition of the arrows
H2ét
(
YQ,TSym
κ(x)(TQp)(2− j)
)
−→H1
(
Z[1/Np], H1ét(YQ,TSym
κ(x)(TQp)(2 − j))
)
πfx−−→ H1(Z[1/Np], V ∗fx(1− j)) ⊂ H
1(Q, V ∗fx (1− j))
where the first map is induced from the Hochschild–Serre spectral sequence, and the map πfx is the projection
to the fx-isotypic Hecke eigenspace.
The following is the interpolation property for the A-adic Beilinson–Kato element.
Theorem 6.18. In the setting of Definition 6.16 we have
ρx ◦ c,dBK
[A,x,r]
a,B = c,dBKa,B(fx, r)
for every E-valued classical point x ∈ X cl(E) and integer r.
Proof. We consider the following diagram with cartesian squares.
H2ét
(
Y,Λ(TZp)⊠ Λcyc(2− j)
)
momκ(x),r
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
H2ét
(
Y,Λ(TZp〈D
′〉)⊠ Λcyc(2 − j)
)
(34)

[p]∗
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
H2ét (Y,D
◦
U (T
′
0 )⊠ Λcyc(2− j))
H−S

ρκ(x)⊠mom
r
// H2ét
(
Y,TSymκ(x)(TQp)(2 − j)
)
H−S

H1(Q,M◦U (T
′
0 )⊗̂Λcyc(1− j))

ρκ(x)⊗r // H1(Q, H1ét(YQ,TSym
κ(x)(TQp)(2− r)))
πfx

H1(Q, V ∗A ⊗̂Λcyc(1 − j))
x
**❱❱❱
❱❱❱
❱❱
❱❱❱
❱❱
❱❱
❱❱❱
❱
(ρx◦x)⊗ r // H1(Q, V ∗fx (1− r))
H1(Q, V ∗x (1− r))
ρx
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
Here,
• momj : Λcyc(−j)→ Zp(−j) and momκ(x),j = momκ(x)⊠momj are the sheafified moment maps given
as in [KLZ17, Proposition 9.2.1] and [Kin15, §2.5];
• ρκ(x) : D
◦
U (T
′
0 ) −→ TSym
κ(x)(TQp) are specialization maps to weight κ(x) composed with the
projection maps (also denoted by ρκ(x)) given as in [LZ16], Page 23 (in the paragraph preceding
Proposition 4.2.10 in op. cit.) and the commutativity of the top quadrilateral is [LZ16, Proposition
4.2.10];
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• boths maps H− S are obtained from a Hochschild–Serre spectral sequence;
• πfx is the projection to the fx-isotypic Hecke-eigenspace given as in Definition 6.9(i).
Note that c,dBK
[A,x,r]
a,B ∈ H
1(Q, V ∗x (1− r)) is the image of
c,dBK(a(B)) ∈ H
2
ét
(
Y,Λ(TZp〈D
′〉)⊠ Λcyc(2− j)
)
following the vertical arrows on the left, whereas c,dBKa,B(fx, r) ∈ H1(Q, V ∗fx (1− r)) is the image of
c,dz
(p)
N (κ(x) + 2, j, a(B)) ∈ H
2
ét
(
Y,TSymκ(x)(TQp)(2 − j)
)
following the vertical arrows on the right. It follows from [KLZ17, Proposition 9.2.1] combined with Re-
mark 6.11 that
momκ(x),j ([p]∗ ◦ c,dBK(a(B))) = c,dz
(p)
N (κ(x) + 2, j, a(B))
and this completes our proof. 
7. “Étale” construction of critical p-adic L-functions
Our objective in §7 is to use the A-adic Beilinson-Kato element we have introduced in Definition 6.15 to
give an “étale” construction of Bellaïche’s p-adic L-functions. Recall the representations VA and V ∗A given as
in (45). The A-adic Beilinson-Kato element c,dBK
[A]
a,B takes coefficients in the (universal cyclotomic twist of)
V ∗A . Recall also that these representations are equipped with the R-linear pairing
( , ) : V ∗A ⊗ VA −→ R
(c.f. Equation (46)), which satisfies the formalism of Section 2. We will use repeatedly the properties of this
pairing summarized in Proposition 6.8.
7.1. The θ-critical case. In this section, we construct and study θ-critical p-adic L-functions using Beilinson–
Kato Euler systems. Let f0 be a cuspidal eigenform of weight k0 + 2 > 2 such that the eigenvalues α0 and
β0 of f satisfy vp(α0) = k0 +1 and vp(β0) = 0. Assume that the stabilization f
α0
0 is θ-critical and denote by
x0 the corresponding point of the eigencurve.
By [Bel12, Theorem 4], the point x0 has an affinoid neighbourhoodX = Spm(A) whereA = R[X ]/(Xe−w)
with e > 2. Until the end of this section, we shall assume in addition that e = 2, so that A = R[X ]/(X2−w).
Bellaïche conjectures that this is always the case; see [Bel12, Remark 1].
From Proposition 6.8,ii) and the properties of Deligne’s representations Vfx it follows that the p-adic
representation VA verifies the properties C1)–C3) and therefore comes equipped with a triangulation D ⊂
D
†
rig,A(VA) over the relative Robba ring RA, verifying the properties (ϕΓ1))–(ϕΓ3)). The restriction of
the representation Vx0 = Vf0 to the decomposition group at p is reducible [BE10, Theorem 1.1.3]. We are
therefore in the scenario Θ), and in what follows, we shall make use of the notation in §3.3–4 without any
prior warning.
For a given A-basis {η} ⊂ Dcris(D), recall from (20) the element
η := Xη ⊗ 1 + η ⊗X ∈ Dcris(D)⊗R A .
The reader is invited to compare this with the definition of the modular symbol Φ in [Bel12, §4.3.3].
Definition 7.1 (Geometric θ-critical p-adic L-function in two-variables). We recall the abstract p-adic L-
function Lp,η(z) from Definition 4.5(ii) and set
Lp(x) := Lp,η(resp ◦ c,dBK
[A]
a,B) ∈ HA(Γ)
with V = VA and the (ϕ,Γ)-module D as above and resp : H1(Q,−) → H1(Qp,−) is the restriction map.
We call it the arithmetic p-adic L-function on the connected component X = Spm(A) of the eigencurve. We
note that Lp(x) is well-defined up to multiplication by an element of A
×.
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For any x ∈ X (E), we also put Lp(x) = x ◦ Lp(x) ∈ HE(Γ). For a character of Γ, we set Lp(x, φ) :=
φ ◦ Lp(x) .
Theorem 7.2. Suppose x ∈ X cl(E) be a classical point of weight κ(x), so that fx ∈ Sκ(x)+2(Γp) is the
p-stabilization of a newform f◦x ∈ Sκ(x)+2(Γ1(N)) .
i) Suppose x 6= x0. Then Lp(x) ∈ HE(Γ) agrees with the Manin–Višik p-adic L-function Lp(Ω
±
f◦x
, fx) asso-
ciated to the p-stabilized eigenform fx of non-critical slope, up to multiplication by an element C
±
p,ηx ∈ E
×
that depends only on Ω±f◦x and ηx.
ii) Suppose x = x0 and e > 1 (so e = 2). We then have Lp(x0, ρχ
j) = 0 for every character ρ of Γ of finite
order and integer j ∈ {1, · · · , k0 + 1} .
Proof. We shall deduce both parts from Theorem 4.6, applied with V = VA, V ∗ = V ∗A and z = c,dBK
[A]
a,B.
i) It follows from Theorem 4.6 (see in particular 20) that we have
Lp(x) =
〈
resp ◦ c,dBK
[A,x]
a,B , c ◦ ExpDx,1(η˜x)
ι
〉
x
where 〈 , 〉x is the HE(Γ)-valued Perrin-Riou pairing induced from the pairing ( , )x given as in Lemma 6.8(ii).
Since ηx := spx(η) is a basis of Dcris(D)[x] (c.f. Lemma 2.3(ii)), it follows from Theorem 6.18 combined with
with Kato’s reciprocity laws that
Lp(x) = C
±
p,ηxLp(Ω
±
fx
, fx)
for some C±p,ηx ∈ E
×. The constant C±p,ηx depends only on the choice of the generator η (or rather, its
specialization ηx) and the Shimura period Ω
±
fx
.
ii) This portion is a restatement of Theorem 4.6(ii) in the present setting. 
Following [Bel12, §4.4], we next define the improved “arithmetic” p-adic L-function at the critical point
x0. As in [Bel12, §4.4], we will treat X as a uniformizer of X around x0 and in what follows, we shall
consider the p-adic L-function Lp,α(x) with x in a neighborhood of x0 as a function Lp,α(X) with X in a
neighborhood of 0.
Definition 7.3. We define the improved p-adic L-function attached to the θ-critical eigenform fα00 = fx0
on setting
L[1]p,α(x0) :=
∂Lp,α(X)
∂X
∣∣∣
X=0
∈ HE(Γ) .
Theorem 7.4. If the condition C4) holds true, the improved p-adic L-function L
[1]
p,α(x0) verifies the following
interpolation property: for every character ρ of Γ with finite order and conductor pn and integer 1 ≤ j ≤ k0+1
we have
L
[1]
p,α(x0, ρχ
j)
C±p,ηx0
= (j − 1)!ep,α(x0, ρ, j)
L(f0, ρ
−1, j)
(2πi)j−1Ω±f0
where the sign ± is chosen so as to verify (−1)jρ(−1) = ±1, C±p,ηx0 ∈ E
× is a constant that depends only
on ηx0 and the Shimura period Ω
±
f0
, and
ep,α(x0, ρ, j) :=

(
1− p
j−1
β0
)(
1− α0pj
)
if ρ = 1,
pnj
αn0 τ(ρ
−1) if ρ 6= 1.
where τ(ρ−1) is the Gauss sum.
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Proof. Suppose that the condition C4) holds true. We shall deduce the conclusions of our theorem from
Proposition 4.7, which we shall apply with V = VA, V ∗ = V ∗A and z = resp
(
c,dBK
[A]
a,B
)
. Consider the
slope-zero p-adic L-function (22) associated to the Beilinson–Kato element:
Lp,β
(
c,dBK
[A,x0]
a,B
)
:=
〈
resp
(
BK
[A,x0]
a,B
)
, c ◦ ExpMA[x0](β),0 (Xκ0(ηk0 )⊗ (1 + π))
ι
〉
x0
.
Then Proposition 4.7 yields
(50) L[1]p (x0) =
(
β0
α0
)n
Lp,β(c,dBK
[A,x0]
a,B ).
Recall that {Xκ0(ηk0)} is a basis of Dcris(MA[x0]
(β)). Let us denote by ηfβ0 ∈ Dcris(M
(β)
f0
) the basis vector
that maps to Xκ0(ηk0) under the isomorphism induced from Mf0
∼
−→MA[x0]. Set
Lp,β(c,dBKa,B(f0)) =
〈
resp ◦ c,dBKa,B(f0), c ◦ ExpM(β)
f0
,0
(
ηfβ0
⊗ (1 + π)
)ι〉
f0
,
where c,dBKa,B(f0) ∈ H1(Q,M∗f0(1)⊗Λ(−j)) is the Beilinson–Kato element associated to the eigenform f0.
Then the commutative diagram in Lemma 6.8(iii) combined with Theorem 6.18 shows that
(51) Lp,β(c,dBK
[A,x0]
a,B ) = Lp,β(c,dBKa,B(f0)).
On the other hand, by the fundamental result of Kato [Kat04, Theorem 16.6]
(52) (ρχj) ◦ Lp,β(c,dBKa,B(f0)) = C±p,ηx0 (j − 1)!ep,β(x0, ρ, j)
L(f0, ρ
−1, j)
(2πi)j−1Ω±f0
where C±p,ηx0 are some constants and
ep,β(x0, ρ, j) =

(
1− p
j−1
β0
)(
1− α0pj
)
if ρ = 1,
pnj
βn0 τ(ρ
−1) if ρ 6= 1.
The theorem follows from the formulae (50)–(52). 
Remark 7.5. We expect that the condition C4) always holds true. One reason to put faith in this expectation
would be a comparison of Bellaïche’s interpolation result with our conclusion in the event that C4) fails. If
the condition C4) doesn’t hold, then L
[1]
p (x0, ρχ
j) = 0 for all ρ and j as above. This can be proved in a very
similar manner to the proof of Theorem 7.2 and we omit details.
Remark 7.6. It is easy to see that in the case ρ = 1, the Euler-like factor ep,α(x0, ρ, j) coincides with the
Euler-like factor ep,β(x0, ρ, j) for the non-citical stabilization of f0.
7.2. The non-θ-critical case. We conclude our paper with a brief overview of the Scenario ¬Θ) for the
sake of completeness, and revisit the results of Hansen, Ochiai and Wang in this direction.
Let f = fα00 be a p-stabilized non-θ-critical cuspidal eigenform of weight k0 + 2 > 2 and as before, which
corresponds to the point x0 the corresponding point of the eigencurve. As opposed to the θ-critical case
(which we studied in §7.1), the eigencurve is étale at x0 over the weight space (c.f. [Bel12], Lemma 2.8). In
other words, e = 1 and A = R. As we have explained in §3.3.2, the simplification of the local behaviour
of the eigencurve in this scenario7 exhibits itself also in the simplification of the p-local study (namely, the
properties of the triangulation over the eigencurve). The reader might find it convenient to identify A with a
Coleman family f through fα00 , so that the overconvergent eigenform fx that corresponds to a point x ∈ X (E)
is simply the specialization f(x) of the Coleman family f.
As in §7.1, the p-adic representation VA (still given by 45) verifies the properties C1)–C3) and there-
fore comes equipped with a triangulation D ⊂ D†rig,A(VA) over the relative Robba ring RA, verifying the
7In comparison to the case when Θ) holds, which was the subject of previous section
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properties (ϕΓ1))–(ϕΓ3)). Fix an A-basis {η} of Dcris(D) and let ηx ∈ Dcris(Dx) = Dcris(D[x]) denote its
specialization at x ∈ X (E) (equivalently, at weight κ(x)).
Since A = R (therefore also HR(Γ) = HA(Γ)) in this setting, the GQ,S-equivariant pairing ( , ) in (46) is
A-linear. Recall from (15) that this pairing induces a canonical HA(Γ)-linear pairing
(53) 〈 , 〉 :
(
HA(Γ)⊗A H
1
Iw(Qp, V
∗
A(1))
)
⊗
(
HA(Γ)⊗A H
1
Iw(Qp, VA)
ι
)
−→ HA(Γ) .
Recall the Perrin-Riou exponential map
Exp
D,0 : R
ψ=0
A ⊗A Dcris(D) −→ H
1
Iw(Qp,D)
as well as the canonical embedding H1Iw(Qp,D) →֒ HA(Γ)⊗A H
1
Iw(Qp, VA) that the Fontaine–Herr complex
gives rise to, through which we treat the image of Exp
D,0 as a submodule of HA(Γ)⊗A H
1
Iw(Qp, VA).
Definition 7.7 (Geometric non-θ-critical p-adic L-function in two-variables). We set
Lp(f) :=
〈
resp ◦ c,dBK
[A]
a,B , c ◦ ExpD,0((1 + π)⊗ η)
ι
〉
∈ HA(Γ) .
For any x ∈ X (E), we also put Lp(x) = x◦Lp(f) ∈ HE(Γ). For a character of Γ, we set Lp(x, φ) := φ◦Lp(x) .
We note as before that Lp(f) is well-defined up to multiplication by an element of A× = R×.
Theorem 7.8 (Hansen, Ochiai, Wang). Suppose x ∈ X cl(E) be a classical point of weight κ(x), so that
fx ∈ Sκ(x)+2(Γp) is a p-stabilized eigenform. Then Lp(x) ∈ HE(Γ) agrees with the Manin–Višik (resp.,
Pollack–Stevens in the case of critical slope) p-adic L-function Lp(Ω
±
fx
, fx) associated to the p-stabilized
eigenform fx, up to multiplication by an element C
±
p,ηx ∈ E
×. The constant C±p,ηx depends only on the
Shimura period Ω±fx and ηx when fx does not have critical slope.
Proof. The proof of this assertion proceeds in a manner very similar to the proof of Theorem 7.2(i) and we
shall only provide a sketch.
Let x ∈ X cl(E) be a classical point as in the statement of the theorem. Let us denote by 〈 , 〉x the pairing
〈 , 〉x :
(
HE(Γ)⊗E H
1
Iw(Qp, V
∗
x (1))
)
⊗
(
HE(Γ)⊗A H
1
Iw(Qp, Vx)
ι
)
−→ HE(Γ)
induced from (53) using its A-linearity. By the functorial properties of the Perrin-Riou exponential map and
the definition of Lp(x) we have
Lp(x) =
〈
resp ◦ c,dBK
[A,x]
a,B , c ◦ ExpDx,0((1 + π)⊗ ηx)
ι
〉
x
.
Since ηx is a basis of Dcris(Dx) = Dcris(D)[x], it follows from Lemma 6.8(iii) and Theorem 6.18 combined
with with Kato’s reciprocity laws that
Lp(x) = C
±
p,ηxLp(Ω
±
fx
, fx)
for some C±p,ηx ∈ E
× for every κ(x) which is not of critical slope. By construction, it is evident that the
constant C±p,ηx depends only on the choice of the generator η (or rather, its specialization ηx) and Ω
±
fx
.
When fx has critical slope, the comparison with the Pollack–Stevens p-adic L-function follows thanks
to the fact that there is a unique Coleman family (namely, f) through fx and the Pollack–Stevens p-adic
L-function is characterized as the specialization of Lp(f) at x. 
We note that in the particular case when f is the Coleman family passing through a newform f0 = fα0 of
level Γ0(Np) and weight k0 + 2 with α0 = ap(f0) = pk0/2, the conclusions of Theorem 7.8 play a crucial role
in [BB20].
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