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Abstract: In this paper we investigate the existence of the positive solutions for the following nonlinear
Schrödinger equation
−△u+ V (x)u = K(x)|u|p−2u in RN
where V (x) ∼ a|x|−b and K(x) ∼ µ|x|−s as |x| → ∞ with 0 < a, µ < +∞, b < 2, b 6= 0,
0 < s
b
< 1 and p = 2(N − 2s/b)/(N − 2).
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1 Introduction and statement of results
In this paper, we consider the following semilinear elliptic equation
−△u+ V (x)u = K(x)|u|p−2u in RN . (1.1)
where N ≥ 3. The exponent
p = 2(N −
2s
b
)/(N − 2) (1.2)
with the real numbers b and s satisfying
b < 2, b 6= 0, 0 <
s
b
< 1. (1.3)
By this definition, 2 < p < 2∗ := 2N/(N − 2).
With respect to the functions V and K , we assume
(A1). V,K ∈ C(R
N ). For every x ∈ RN , V (x) > 0 and K(x) > 0.
(A2). There exist 0 < a <∞ and 0 < µ <∞ such that
lim
|x|→∞
|x|bV (x) = a and lim
|x|→∞
|x|sK(x) = µ. (1.4)
A typical example for Eq. (1.1) with V and K satisfying (A1) and (A2) is the equation
−△u+
a
(1 + |x|)b
u =
µ
(1 + |x|)s
|u|p−2u in RN (1.5)
∗Tel.: +86 15059510687. E-mail address: chensw@amss.ac.cn (S. Chen).
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When 0 < b < 2, the potentials are vanishing at infinity and when b < 0, the potentials are coercive.
Eq.(1.1) arises in various applications, such as chemotaxis, population genetics, chemical reactor the-
ory, and the study of standing wave solutions of certain nonlinear Schrödinger equations. Therefore, they
have received growing attention in recent years (one can see, e.g., [2], [3], [5], [10], [11] and [13] for
reference).
Under the above assumptions, Eq.(1.1) has a natural variational structure. For an open subset Ω in RN ,
let C∞0 (Ω) be the collection of smooth functions with compact support set in Ω. Let E be the completion
of C∞0 (RN ) with respect to the inner product
(u, v)E =
∫
RN
∇u∇vdx +
∫
RN
V (x)uvdx.
From the assumptions (A1) and (A2), we deduce that
(
∫
RN
|u|2
(1 + |x|)b
dx)1/2 and (
∫
RN
V (x)|u|2dx)1/2
are two equivalent norms in the space
L2V (R
N ) = {u is measurable in RN |
∫
RN
V (x)|u|2dx < +∞}.
Therefore, there exists B1 > 0 such that
(
∫
RN
|u|2
(1 + |x|)b
dx)1/2 ≤ B1(
∫
RN
V (x)|u|2dx)1/2.
Moreover, the assumptions (A1) and (A2) imply that there exists B2 > 0 such that
K(x) ≤ B2(1 + |x|)
−s, ∀x ∈ RN .
Then by the Hölder and the Sobolev inequalities (see, e.g., [14, Theorem 1.8]), we have, for every u ∈
C∞0 (R
N ),
(
∫
RN
K(x)|u|pdx)
1
p ≤ C(
∫
RN
|u|p
(1 + |x|)s
dx)
1
p
= C(
∫
RN
|u|
2s
b
(1 + |x|)s
· |u|p−
2s
b dx)
1
p
≤ C(
∫
RN
|u|2
(1 + |x|)b
dx)
s
pb (
∫
RN
|u|2
∗
dx)
1
p
(1− s
b
)
≤ C(
∫
RN
|u|2
(1 + |x|)b
dx)
s
pb (
∫
RN
|∇u|2dx)
2∗
2p (1−
s
b
)
= C(
∫
RN
|u|2
(1 + |x|)b
dx)
1
2 ·
2s
pb (
∫
RN
|∇u|2dx)
1
2 ·(1−
2s
pb
)
≤ C(
∫
RN
V (x)|u|2dx)
1
2 ·
2s
pb (
∫
RN
|∇u|2dx)
1
2 ·(1−
2s
pb
),
where C > 0 is a constant independent of u. It follows that there exists a constant C′ > 0 such that
(
∫
RN
K(x)|u|pdx)1/p ≤ C′(
∫
RN
|∇u|2dx)1/2 + C′(
∫
RN
V (x)|u|2dx)1/2.
This implies that E can be embedded continuously into the weighted Lp−space
LpK(R
N ) = {u is measurable in RN |
∫
RN
K(x)|u|pdx < +∞}.
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Then the functional
Φ(u) =
1
2
||u||2E −
1
p
∫
RN
K(x)|u|pdx, u ∈ E
is well defined in E. And it is easy to check that Φ is a C2 functional and the critical points of Φ are
solutions of (1.1) in E.
In a recent paper [1], Alves and Souto proved that the space E can be embedded compactly into
LpK(R
N ) if 0 < b < 2 and 2(N − 2s/b)/(N − 2) < p < 2∗ and Φ satisfies Palais-Smale condition
consequently. Then by using the mountain pass theorem, they obtained a nontrivial solution for Eq.(1.1).
Unfortunately, when p = 2(N − 2s/b)/(N − 2), the embedding of E into LpK(RN ) is not compact
and Φ satisfies no longer Palais-Smale condition. Therefore, the "standard" variational methods fail in
this case. From this point of view, p = 2(N − 2s/b)/(N − 2) should be seen as a kind of critical
exponent for Eq.(1.1). If the potentials V and K are restricted to the class of radially symmetric functions,
"compactness" of such a kind is regained and "standard" variational approaches work (see [11] and [13]).
But this method does not seem to apply to the more general equation (1.1) whereK and V are non-radially
symmetric functions.
It is not easy to deal with Eq. (1.1) directly because there are no known approaches can be used
directly to overcome the difficulty brought by the loss of compactness. However, in this paper, through
an interesting transformation, we find an equivalent equation for Eq. (1.1) (see Eq. (2.9) in Section 2).
This equation has the advantages that its Palais-Smale sequence can be characterized precisely through the
concentration-compactness principle (see Theorem 5.1) and it possesses partial compactness (see Corol-
lary 5.8). By means of these advantages, a positive solution for this equivalent equation and then a corre-
sponding positive solution for Eq. (1.1) are obtained.
Before to state our main result, we need to give some definitions.
Let
V∗(x) = |x|
2b
2−bV (|x|
b
2−b x) + Cb|x|
−2, (1.6)
where
Cb =
b
4
(1−
b
4
)(N − 2)2 (1.7)
and
K∗(x) = |x|
2s
2−bK(|x|
b
2−b x). (1.8)
Let H1(RN ) be the the Sobolev space endowed with the norm and the inner product
||u|| = (
∫
RN
|∇u|2dx+
∫
RN
u2dx)1/2 and (u, v) =
∫
RN
(∇u · ∇v + uv)dx
respectively and Lp(RN ) be the function space consisting of the functions on RN that are p−integrable.
Since 2 < p < 2∗, H1(RN ) can be embedded continuously into Lp(RN ). Therefore, the infimum
inf
v∈H1(RN )\{0}
∫
RN
|∇v|2dx+ a
∫
RN
v2dx
(
∫
RN
|v|pdx)2/p
> 0. (1.9)
We denote this infimum by Sp.
Our main result reads as follows:
Theorem 1.1. Under the assumptions (A1) and (A2), if b, s and p satisfy (1.3) and (1.2) and
inf
u∈H1(RN )\{0}
∫
RN
|∇u|2dx+ ( b
2
4 − b)
∫
RN
|x·∇u|2
|x|2 dx+
∫
RN
V∗(x)|u|
2dx
(
∫
RN
K∗(x)|u|pdx)2/p
< (1 − b/2)
p−2
p µ−
2
pSp, (1.10)
then Eq. (1.1) has a positive solution u ∈ E.
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Remark 1.2. We should emphasize that the condition (1.10) can be satisfied in many situations. For
r > 0, let Rr = {x ∈ RN | r/2 < |x| < r} and H10 (Rr) be the closure of C∞0 (Rr) in H1(RN ). Under
the assumptions (A1) and (A2), we have
inf
u∈H10 (Rr)\{0}
∫
Rr
|∇u|2dx
(
∫
Rr
K∗(x)|u|pdx)2/p
→ 0, as r→ +∞.
Then for any ǫ > 0, there exist rǫ > 0 and uǫ ∈ H10 (Rr) \ {0} such that∫
Rr
|∇uǫ|
2dx
(
∫
Rr
K∗(x)|uǫ|pdx)2/p
< ǫ.
It follows from this inequality and ∫Rr |x·∇uǫ|
2
|x|2 dx ≤
∫
Rr
|∇uǫ|
2dx that if supRr V∗ is small enough such
that ∫
Rr
V∗(x)|uǫ|
2dx
(
∫
Rr
K∗(x)|uǫ|pdx)2/p
< ǫ,
then
∫
Rr
|∇uǫ|
2dx+ ( b
2
4 − b)
∫
Rr
|x·∇uǫ|
2
|x|2 dx+
∫
Rr
V∗(x)|uǫ|
2dx
(
∫
Rr
K∗(x)|uǫ|pdx)2/p
< (2 + |
b2
4
− b|)ǫ
This implies that (1.10) is satisfied if ǫ is chosen such that (2 + | b24 − b|)ǫ < (1− b/2)
p−2
p µ−
2
pSp.
Notations: Let X be a Banach Space and ϕ ∈ C1(X,R). We denote the Fréchet derivative of ϕ at u by
ϕ′(u). The Gateaux derivative of ϕ is denoted by 〈ϕ′(u), v〉, ∀u, v ∈ X. By → we denote the strong and
by ⇀ the weak convergence. For a function u, u+ denotes the functions max{u(x), 0}. The symbol δij
denotes the Kronecker symbol: δij =
{
1, i = j
0, i 6= j.
We use o(h) to mean o(h)/|h| → 0 as |h| → 0.
2 An equivalent equation for Eq. (1.1)
For x ∈ RN , let y = |x|−b/2x. To u, a C2 function in RN , we associate a function v, a C2 function in
R
N \ {0} by the transformation
u(x) = |x|−
b
4 (N−2)v(|x|−
b
2x1, · · · , |x|
− b2xN ). (2.1)
Lemma 2.1. Under the above assumptions,
△xu(x) = |y|
− b(N+2)
2(2−b)
( N∑
i,j=1
∂
∂yj
(
Aij(y)
∂v
∂yi
)
−
Cb
|y|2
v
)
. (2.2)
where
Aij(y) = δij + (
b2
4
− b)
yiyj
|y|2
, i, j = 1, · · · , N. (2.3)
Proof. Let r = |x|. By direct computations,
∂u
∂xi
= r−
b(N−2)
4 −
b
2
∂v
∂yi
−
b
2
r−
b(N−2)
4 −
b
2−2xi
N∑
j=1
xj
∂v
∂yj
−
b
4
(N − 2)r−
b(N−2)
4 −2xiv (2.4)
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and
∂2u
∂x2i
= −
bN
2
r−
b(N−2)
4 −
b
2−2xi
∂v
∂yi
+ r−
b(N−2)
4 −b
∂2v
∂y2i
− br−
b(N−2)
4 −b−2
N∑
j=1
xjxi
∂2v
∂yj∂yi
+
(b2
4
(N − 1) + b
)
r−
b(N−2)
4 −
b
2−4x2i
N∑
j=1
xj
∂v
∂yj
−
b
2
r−
b(N−2)
4 −
b
2−2
N∑
j=1
xj
∂v
∂yj
+
b2
4
r−
b(N−2)
4 −b−4x2i
N∑
j,k=1
xjxk
∂2v
∂yj∂yk
+
b
4
(N − 2)(
b
4
(N − 2) + 2)r−
b
4 (N−2)−4x2i v −
b
4
(N − 2)r−
b
4 (N−2)−2v.
Then
△xu =
N∑
i=1
∂2u
∂x2i
= r−
b(N−2)
4 −b
{
△yv + (
b2
4
− b)r−2
N∑
i,j=1
xixj
∂2v
∂yi∂yj
+(
b2
4
− b)(N − 1)r
b
2−2
N∑
i=1
xi
∂v
∂yi
−
b
4
(1 −
b
4
)(N − 2)2rb−2v
}
. (2.5)
Since y = |x|−b/2x, we have r = |y|
2
2−b and xi = |y|
b
2−b yi, 1 ≤ i ≤ N . Then
r−2
N∑
i,j=1
xixj
∂2v
∂yi∂yj
+ (N − 1)r
b
2−2
N∑
i=1
xi
∂v
∂yi
= |y|−2
N∑
i,j=1
yiyj
∂2v
∂yi∂yj
+ (N − 1)|y|−2
N∑
i=1
yi
∂v
∂yi
=
N∑
i,j=1
∂
∂yj
(yiyj
|y|2
∂v
∂yi
)
. (2.6)
Substituting (2.6) and r = |y| 22−b into (2.5) results in
△xu(x) = |y|
−
b(N+2)
2(2−b)
(
△yv + (
b2
4
− b)
N∑
i,j=1
∂
∂yj
(yiyj
|y|2
∂v
∂yi
)
−
Cb
|y|2
v
)
= |y|−
b(N+2)
2(2−b)
( N∑
i,j=1
∂
∂yj
(
Aij(y)
∂v
∂yi
)
−
Cb
|y|2
v
)
.
✷
Let
H1loc(R
N ) = {u | for every bounded domain Ω ⊂ RN ,
∫
Ω
|∇u|2dx+
∫
Ω
u2dx < +∞}. (2.7)
From the classical Hardy inequality (see, e.g., [7, Lemma 2.1]), we deduce that for every bounded C1
domain Ω ⊂ RN , there exists CΩ > 0 such that, for every u ∈ H1loc(RN ),∫
Ω
u2
|x|2
dx ≤ CΩ(
∫
Ω
|∇u|2dx+
∫
Ω
u2dx) (2.8)
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Theorem 2.2. If v ∈ H1loc(RN ) is a weak solution of the equation
−
N∑
i,j=1
∂
∂yj
(
Aij(y)
∂v
∂yi
)
+ V∗v = K∗|v|
p−2v in RN , (2.9)
i.e., for every ψ ∈ C∞0 (RN ),
∫
RN
N∑
i,j=1
Aij(y)
∂v
∂yi
∂ψ
∂yj
dy +
∫
RN
V∗(y)vψdy =
∫
RN
K∗(y)|v|
p−2vψdy, (2.10)
and u is defined by (2.1), then u ∈ H1loc(RN ) and it is a weak solution of (1.1), i.e., for every ϕ ∈
C∞0 (R
N ),
∫
RN
∇u∇ϕdx+
∫
RN
V (x)uϕdx =
∫
RN
K(x)|u|p−2uϕdx. (2.11)
Proof. Using the spherical coordinates
x1 = r cosσ1,
x2 = r sinσ1 cosσ2,
. . . . . .
xj = r sinσ1 sinσ2 · · · sinσj−1 cosσj , 2 ≤ j ≤ N − 1,
. . . . . .
xN = r sinσ1 sinσ2 · · · sinσN−2 sinσN−1,
where 0 ≤ σj < π, j = 1, 2, . . . , N − 2, 0 ≤ σN−1 < 2π, we have
dx = rN−1f(σ)drdσ1 · · · dσN−1,
where f(σ) = sinN−2 σ1 sinN−3 σ2 · · · sinσN−2. Recall that y = |x|−
b
2x. Let R = |y|. Then r = R
2
2−b
and
dx = rN−1f(σ)drdσ1 · · · dσN−1 = R
2(N−1)
2−b f(σ)d(R
2
2−b )dσ1 · · · dσN−1
=
2
2− b
R
2N
2−b−1f(σ)dRdσ1 · · · dσN−1 =
2
2− b
|y|
bN
2−b dy. (2.12)
Here, we used dy = RN−1f(σ)dRdσ1 · · · dσN−1 in the above last inequality. From (2.4), (2.12) and
(2.8), we deduce that there exists C > 0 such that for every bounded domain Ω ⊂ RN ,
∫
Ω
|
∂u
∂xi
|2dx ≤ C
∫
Ω
r−
b(N−2)
2 −b
( ∂v
∂yi
(|x|−b/2x)
)2
dx
+C
∫
Ω
r−
b(N−2)
2 −b−4
(
xi
N∑
j=1
xj
∂v
∂yj
(|x|−b/2x)
)2
dx
+C
∫
Ω
r−
b(N−2)
2 −4x2i v
2(|x|−b/2x)dx
=
2C
2− b
∫
Ω
(∂v(y)
∂yi
)2
dy +
2C
2− b
∫
Ω
( yi
|y|
N∑
j=1
yj
|y|
∂v(y)
∂yj
)2
dy
+
2C
2− b
∫
Ω
|y|−4y2i v
2(y)dy
≤ C′′(
∫
Ω
|∇v|2dy +
∫
Ω
v2
|y|2
dy) < +∞.
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Moreover, ∫
Ω
u2dx =
∫
Ω
|x|−
b
2 (N−2)v2(|x|−
b
2x)dx =
2
2− b
∫
Ω
|y|
2b
2−b v2(y)dy < +∞.
Therefore, u ∈ H1loc(RN ). Then, to prove u satisfies (2.11) for every ϕ ∈ C∞0 (RN ), it suffices to prove
that (2.11) holds for every ϕ ∈ C∞0 (RN \ {0}). For ϕ ∈ C∞0 (RN \ {0}), let ψ ∈ C∞0 (RN \ {0}) be such
that
ϕ(x) = |x|−
b
4 (N−2)ψ(|x|−
b
2 x).
By using the divergence theorem and Lemma 2.1, we get that∫
RN
∇u∇ϕdx
= −
∫
RN
u△ϕdx
= −
∫
RN
u · |y|−
b(N+2)
2(2−b)
( N∑
i,j=1
∂
∂yj
(
Aij(y)
∂ψ
∂yi
)
−
Cb
|y|2
ψ
)
dx
= −
∫
RN
|x|−
b
4 (N−2)v(|x|−
b
2 x) · |y|−
b(N+2)
2(2−b)
( N∑
i,j=1
∂
∂yj
(
Aij(y)
∂ψ
∂yi
)
−
Cb
|y|2
ψ
)
dx
= −
∫
RN
|y|−
b(N−2)
2(2−b) v(y) · |y|−
b(N+2)
2(2−b)
( N∑
i,j=1
∂
∂yj
(
Aij(y)
∂ψ
∂yi
)
−
Cb
|y|2
ψ
) 2
2− b
|y|
bN
2−b dy
= −
2
2− b
∫
RN
v ·
( N∑
i,j=1
∂
∂yj
(
Aij(y)
∂ψ
∂yi
)
−
Cb
|y|2
ψ
)
dy
=
2
2− b
∫
RN
N∑
i,j=1
Aij(y)
∂v
∂yi
∂ψ
∂yj
dy −
2Cb
2− b
∫
RN
vψ
|y|2
dy.
Moreover, ∫
RN
V (x)uϕdx
=
2
2− b
∫
RN
V (|y|
b
2−b y)u(|y|
b
2−b y)ϕ(|y|
b
2−b y)|y|
bN
2−b dy
=
2
2− b
∫
RN
|y|
2b
2−bV (|y|
b
2−b y) · |y|
b(N−2)
2(2−b) u(|y|
b
2−b y) · |y|
b(N−2)
2(2−b) ϕ(|y|
b
2−b y)dy
=
2
2− b
∫
RN
|y|
2b
2−bV (|y|
b
2−b y)v(y)ψ(y)dy
and ∫
RN
K(x)|u|p−2uϕdx
=
∫
RN
K(|y|
b
2−b y)|u(|y|
b
2−b y)|p−2u(|y|
b
2−b y)ϕ(|y|
b
2−b y)
2
2− b
|y|
bN
2−b dy
=
2
2− b
∫
RN
|y|
2s
2−bK(|y|
b
2−b y)|v(y)|p−2v(y)ψ(y)dy.
Therefore, ∫
RN
∇u∇ϕdx+
∫
RN
V (x)uϕdx −
∫
RN
K(x)|u|p−2uϕdx
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=
2
2− b
(∫
RN
N∑
i,j=1
Aij(y)
∂v
∂yi
∂ψ
∂yj
dy − Cb
∫
RN
vψ
|y|2
dy
+
∫
RN
|y|
2b
2−bV (|y|
b
2−b y)v(y)ψ(y)dy
−
∫
RN
|y|
2s
2−bK(|y|
b
2−b y)|v(y)|p−2v(y)ψ(y)dy
)
=
2
2− b
(∫
RN
N∑
i,j=1
Aij(y)
∂v
∂yi
∂ψ
∂yj
dy +
∫
RN
V∗(y)vψdy −
∫
RN
K∗(y)|v|
p−2vψdy
)
= 0.
This completes the proof. ✷
This theorem implies that the problem of looking for solutions of (1.1) can be reduced to a problem of
looking for solutions of (2.9).
3 The variational functional for Eq. (2.9).
The following inequality is a variant Hardy inequality.
Lemma 3.1. If v ∈ H1(RN ), then
∫
RN
|x · ∇v|2
|x|2
dx ≥
(N − 2)2
4
∫
RN
|v|2
|x|2
dx. (3.1)
Proof. We only give the proof of (3.1) for v ∈ C∞0 (RN ), since C∞0 (RN ) is dense in H1(RN ). For
v ∈ C∞0 (R
N ), we have the following identity
|v(x)|2 = −
∫ ∞
1
d
dλ
|v(λx)|2dλ = −2
∫ ∞
1
v(λx) · (x · ∇v(λx))dλ.
By using the Hölder inequality, it follows that
∫
RN
|v(x)|2
|x|2
dx = −2
∫ ∞
1
∫
RN
v(λx)
|x|2
· (x · ∇v(λx))dxdλ
= −2
∫ ∞
1
dλ
λN−1
∫
RN
v(x)
|x|2
· (x · ∇v(x))dx
= −
2
N − 2
∫
RN
v(x)
|x|2
· (x · ∇v(x))dx
≤
2
N − 2
(
∫
RN
v2(x)
|x|2
dx)1/2(
∫
RN
|x · ∇v|2
|x|2
dx)1/2.
And then we conclude that
∫
RN
|x · ∇v|2
|x|2
dx ≥
(N − 2)2
4
∫
RN
|v|2
|x|2
dx.
✷
From the definition of Aij(x) (see (2.3)), it is easy to verify that, for u ∈ H1(RN ),
∫
RN
N∑
i,j=1
Aij(x)
∂u
∂xi
∂u
∂xj
dx =
∫
RN
|∇u|2dx + (
b2
4
− b)
∫
RN
|x · ∇u|2
|x|2
dx. (3.2)
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Lemma 3.2. There exist constants C1 > 0 and C2 > 0 such that, for every u ∈ H1(RN ),
C1||u||
2 ≤
∫
RN
|∇u|2dx+ (
b2
4
− b)
∫
RN
|x · ∇u|2
|x|2
dx+
∫
RN
V∗(x)|u|
2dx ≤ C2||u||
2.
Proof. From the conditions (A1) and (A2), we deduce that there exists a constant C > 0 such that
|x|
2b
2−b V (|x|
b
2−b x) ≤ C(1 + |x|−2), ∀x ∈ RN \ {0}. (3.3)
Since
∫
RN
V∗(x)|u|
2dx =
∫
RN
|x|
2b
2−b V (|x|
b
2−b x)|u|2dx+ Cb
∫
RN
|u|2
|x|2
dx,
by (3.3) and the classical Hardy inequality (see, e.g., [7])
(N − 2)2
4
∫
RN
|u|2
|x|2
dx ≤
∫
RN
|∇u|2dx, ∀u ∈ H1(RN ),
we deduce that there exists a constant C > 0 such that∫
RN
V∗(x)|u|
2dx ≤ C||u||2.
This together with the fact that
∫
RN
|x·∇u|2
|x|2 dx ≤
∫
RN
|∇u|2dx yields that there exists a constant C2 > 0
such that
∫
RN
|∇u|2dx+ (
b2
4
− b)
∫
RN
|x · ∇u|2
|x|2
dx+
∫
RN
V∗(x)|u|
2dx
≤ C2||u||
2, ∀u ∈ H1(RN ). (3.4)
If 0 < b < 2, then b
2
4 − b < 0 and
∫
RN
|∇u|2dx + (
b2
4
− b)
∫
RN
|x · ∇u|2
|x|2
dx ≥
∫
RN
|∇u|2dx+ (
b2
4
− b)
∫
RN
|∇u|2dx
= (1− b/2)2
∫
RN
|∇u|2dx. (3.5)
In this case, Cb = b4 (1−
b
4 )(N − 2)
2 > 0 and
∫
RN
V∗(x)|u|
2dx =
∫
RN
|x|
2b
2−bV (|x|
b
2−b x)|u|2dx+ Cb
∫
RN
|u|2
|x|2
dx
≥
∫
RN
|x|
2b
2−bV (|x|
b
2−b x)|u|2dx. (3.6)
The conditions (A1) and (A2) imply that there exists a constant C > 0 such that
∫
RN
|∇u|2dx+
∫
RN
|x|
2b
2−b V (|x|
b
2−b x)u2dx ≥ C
∫
RN
u2dx. (3.7)
Combining (3.5)− (3.7) yields that there exists a constant C1 > 0 such that
∫
RN
|∇u|2dx+ (
b2
4
− b)
∫
RN
|x · ∇u|2
|x|2
dx+
∫
RN
V∗(x)|u|
2dx
≥ C1||u||
2, ∀u ∈ H1(RN ). (3.8)
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If b < 0, (3.7) still holds. From Lemma 3.1 and (3.7), we deduce that there exists a constant C1 > 0
such that, for every u ∈ H1(RN ),
∫
RN
|∇u|2dx+ (
b2
4
− b)
∫
RN
|x · ∇u|2
|x|2
dx+
∫
RN
V∗(x)|u|
2dx
=
∫
RN
|∇u|2dx+ (
b2
4
− b)
(∫
RN
|x · ∇u|2
|x|2
dx−
(N − 2)2
4
∫
RN
|u|2
|x|2
dx
)
+
∫
RN
|x|
2b
2−b V (|x|
b
2−b x)|u|2dx
≥
∫
RN
|∇u|2dx+
∫
RN
|x|
2b
2−b V (|x|
b
2−bx)|u|2dx ≥ C1||u||
2. (3.9)
Then the desired result of this lemma follows from (3.4), (3.8) and (3.9) immediately. ✷
This lemma implies that
||u||A = (
∫
RN
|∇u|2dx + (
b2
4
− b)
∫
RN
|x · ∇u|2
|x|2
dx+
∫
RN
V∗(x)|u|
2dx)1/2 (3.10)
is equivalent to the standard norm || · || in H1(RN ). We denote the inner product associated with || · ||A
by (·, ·)A, i.e.,
(u, v)A =
∫
RN
∇u∇vdx +
∫
RN
V∗(x)uvdx
+(
b2
4
− b)
∫
RN
(x · ∇u)(x · ∇v)
|x|2
dx. (3.11)
By the Sobolev inequality, we have
SA := inf
u∈H1(RN )\{0}
||u||2A
(
∫
RN
|u|pdx)2/p
> 0 (3.12)
and
||u||A ≥ S
1
2
A(
∫
RN
|u|pdx)1/p, ∀u ∈ H1(RN ). (3.13)
By the condition (A1) and (A2), if 0 < b < 2, then K∗ is bounded in RN . Therefore, by (3.13), there
exists C > 0 such that
(
∫
RN
K∗(x)(u
+)pdx)1/p ≤ C||u||A, ∀u ∈ H
1(RN ). (3.14)
However, if b < 0, K∗ has a singularity at x = 0, i.e.,
K∗(x) ∼ |x|
2s
2−bK(0), as |x| → 0. (3.15)
Recall that p = 2(N − 2s/b)/(N − 2) and 2s/(2 − b) > −2s/b if b < 0. Then by the Hardy-Sobolev
inequality (see, for example, [8, Lemma 3.2]), we deduce that there exists C > 0 such that (3.14) still
holds. Therefore, the functional
J(u) =
1
2
||u||2A −
1
p
∫
RN
K∗(x)(u
+)pdx, u ∈ H1(RN ) (3.16)
is a C2 functional defined in H1(RN ). Moreover, it easy to check that the Gateaux derivative of J is
〈J ′(u), h〉 = (u, h)A −
∫
RN
K∗(x)(u
+)p−1hdx, ∀u, h ∈ H1(RN )
and the critical points of J are nonnegative solutions of (2.9).
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4 Some minimizing problems
For θ = (θ1, · · · , θN ) ∈ RN with |θ| = 1, let
Bij(θ) = δij + (
b2
4
− b)θiθj , i, j = 1, · · · , N. (4.1)
By this definition, we have, for u ∈ H1(RN ),
∫
RN
N∑
i,j=1
Bij(θ)
∂u
∂xi
∂u
∂xj
dx =
∫
RN
|∇u|2dx+ (
b2
4
− b)
∫
RN
|θ · ∇u|2dx. (4.2)
From
(1 + |
b2
4
− b|)
∫
RN
|∇u|2dx ≥
∫
RN
|∇u|2dx+ (
b2
4
− b)
∫
RN
|θ · ∇u|2dx
≥
{
(1 − b/2)2
∫
RN
|∇u|2dx, 0 < b < 2∫
RN
|∇u|2dx, b < 0,
we deduce that the norm defined by
||u||θ := (
∫
RN
|∇u|2dx+ (
b2
4
− b)
∫
RN
|θ · ∇u|2dx + a
∫
RN
|u|2dx)1/2 (4.3)
is equivalent to the standard norm || · || in H1(RN ). The inner product corresponding to || · ||θ is
(u, v)θ =
∫
RN
∇u∇vdx + a
∫
RN
uvdx+ (
b2
4
− b)
∫
RN
(θ · ∇u)(θ · ∇v)dx.
Lemma 4.1. The infimum
inf
u∈H1(RN )\{0}
||u||2θ
(
∫
RN
|u|pdx)2/p
(4.4)
is independent of θ ∈ RN with |θ| = 1.
Proof. In this proof, we always view a vector in RN as a 1 × N matrix. And we use AT to denote the
conjugate matrix of a matrix A.
For any θ, θ′ ∈ RN with |θ| = |θ′| = 1, let G be an N ×N orthogonal matrix such that θ′ ·GT = θ.
For any u ∈ H1(RN ), let v(x) = u(xG), x ∈ RN . The assumption G is an N × N orthogonal matrix
implies that GGT = I, where I is the N ×N identity matrix. Then it is easy to check that
∫
RN
|v|2dx =
∫
RN
|u|2dx,
∫
RN
|v|pdx =
∫
RN
|u|pdx. (4.5)
Note that
∇v(x) = (∇u)(xG) ·G. (4.6)
By GGT = I, we have
|∇v(x)|2 = ∇v(x) · (∇v(x))T
= (∇u)(xG) ·G ·GT · ((∇u)(xG))T = |(∇u)(xG)|2.
It follows that ∫
RN
|∇v(x)|2dx =
∫
RN
|(∇u)(xG)|2dx =
∫
RN
|∇u(x)|2dx. (4.7)
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By (4.6) and θ′ ·GT = θ, we get that
N∑
i=1
θ′i
∂v
∂xi
= θ′ · ((∇u)(xG) ·G)T = θ′ ·GT · ((∇u)(xG))T = θ · ((∇u)(xG))T
=
N∑
i=1
θi(
∂u
∂yi
)(xG).
It follows that
∫
RN
|θ′ · ∇v|2dx =
∫
RN
|
N∑
i=1
θ′i
∂v
∂xi
|2dx
=
∫
RN
|
N∑
i=1
θi(
∂u
∂yi
)(xG)|2dx
=
∫
RN
|
N∑
i=1
θi
∂u
∂xi
|2dx =
∫
RN
|θ · ∇u|2dx. (4.8)
By (4.5), (4.7) and (4.8), we get that ||v||2θ′ = ||u||2θ. This together with (4.5) leads to the result of this
lemma. ✷
Since the infimum (4.4) is independent of θ ∈ RN with |θ| = 1, we denote it by S.
Lemma 4.2. Let Sp be the infimum in (1.9). Then S = (1− b/2)
p−2
p Sp.
Proof. Choosing θ = (1, 0, · · · , 0) in || · ||θ , we have
||u||2θ = (1−
b
2
)2
∫
RN
|
∂u
∂x1
|2dx+
N∑
i=2
∫
RN
|
∂u
∂xi
|2dx+ a
∫
RN
u2dx.
By Lemma 4.1, we have
S = inf
u∈H1(RN )\{0}
(1 − b2 )
2
∫
RN
| ∂u∂x1 |
2dx+
∑N
i=2
∫
RN
| ∂u∂xi |
2dx+ a
∫
RN
u2dx
(
∫
RN
|u|pdx)2/p
.
Let
v(x) = u((1− b/2)x1, x2, · · · , xN ), x ∈ R
N .
Then
(1 − b2 )
2
∫
RN
| ∂u∂x1 |
2dx+
∑N
i=2
∫
RN
| ∂u∂xi |
2dx+ a
∫
RN
u2dx
(
∫
RN
|u|pdx)2/p
= (1 − b/2)
p−2
p
∫
RN
|∇v|2dx+ a
∫
RN
v2dx
(
∫
RN
|v|pdx)2/p
.
It follows that
S = (1− b/2)
p−2
p inf
v∈H1(RN )\{0}
∫
RN
|∇v|2dx+ a
∫
RN
v2dx
(
∫
RN
|v|pdx)2/p
= (1− b/2)
p−2
p Sp.
✷
Since the functionals ||u||2θ and
∫
RN
|u|pdx are invariant by translations, the same argument as the
proof of [14, Theorem 1.34] yields that there exists a positive minimizer Uθ for the infimum S. And from
the Lagrange multiplier rule, it is a solution of
−
N∑
i,j=1
∂
∂yj
(
Bij(θ)
∂u
∂yi
)
+ au = S(u+)p−1 in RN
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and (µ/S)−1/(p−2)Uθ is a solution of
−
N∑
i,j=1
∂
∂yj
(
Bij(θ)
∂u
∂yi
)
+ au = µ(u+)p−1 in RN . (4.9)
In the next section, we shall show that Eq.(4.9) is the "limit" equation of
−
N∑
i,j=1
∂
∂yj
(
Aij(x)
∂u
∂yi
)
+ V∗(x)u = K∗(x)(u
+)p−1 in RN . (4.10)
It is easy to verify that
Jθ(u) =
1
2
||u||2θ −
µ
p
∫
RN
(u+)pdx, u ∈ H1(RN ), (4.11)
is a C2 functional defined in H1(RN ), the Gateaux derivative of Jθ is
〈J ′θ(u), h〉 = (u, h)θ − µ
∫
RN
(u+)p−1hdx, ∀u, h ∈ H1(RN ).
and the critical points of this functional are solutions of (4.9).
Lemma 4.3. Let θ ∈ RN satisfy |θ| = 1. If u 6= 0 is a critical point of Jθ , then
Jθ(u) ≥ (
1
2
−
1
p
)µ−
2
p−2S
p
p−2 . (4.12)
Proof. Since u is a critical point of Jθ , we have
0 = 〈J ′θ(u), u〉 = ||u||
2
θ − µ
∫
RN
(u+)pdx. (4.13)
It follows that
Jθ(u) = (
1
2
−
1
p
)µ
∫
RN
(u+)pdx. (4.14)
Since u 6= 0, by ||u||2θ = µ
∫
RN
(u+)pdx and ||u||2θ ≥ S(
∫
RN
(u+)pdx)2/p, we get that
∫
RN
(u+)pdx ≥ (S/µ)p/(p−2).
This together with (4.14) yields the result of this lemma. ✷
5 Palais-Smale conditions for the functional J .
Recall that J is the functional defined by (3.16). By a (PS)c sequence of J, we mean a sequence {un} ⊂
H1(RN ) such that J(un) → c and J ′(un) → 0 in H−1(RN ) as n → ∞, where H−1(RN ) denotes the
dual space of H1(RN ). J is called satisfying (PS)c condition if every (PS)c sequence of J contains a
convergent subsequence in H1(RN ).
Our main result in this section reads as follows:
Theorem 5.1. Under the assumptions (A1) and (A2), let {un} ⊂ H1(RN ) be a (PS)c sequence of J .
Then replacing {un} if necessary by a subsequence, there exist a solution u0 ∈ H1(RN ) of Eq.(4.10),
a finite sequence {θl ∈ RN | |θl| = 1, 1 ≤ l ≤ k}, k functions {ul | 1 ≤ i ≤ k} ⊂ H1(RN ) and k
sequences {yln} ⊂ RN satisfying:
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(i). −∑Ni,j=1 ∂∂yj
(
Bij(θl)
∂ul
∂yi
)
+ aul = µ(u
+
l )
p−1 in RN ,
(ii). |yln| → ∞, |yln − yl
′
n | → ∞, l 6= l
′, n→∞,
(iii). ||un − u0 −
∑k
l=1 ul(· − y
l
n)|| → 0,
(iv). J(u0) +
∑l
i=1 Jθl(ul) = c.
This theorem gives a precise representation of (PS)c sequence for the functional J . Through it, partial
compactness for J can be regained (see Corollary 5.8).
To prove this theorem, we need some lemmas. Our proof of this theorem is inspired by the proof of
[14, Theorem 8.4].
Lemma 5.2. Let u ∈ H1(RN ). Then for any sequence {yn} ⊂ RN ,
lim
R→∞
sup
n
∫
|x|>R
K∗(x+ yn)|u|
pdx = 0.
If |yn| → ∞, n→∞, then
lim
n→∞
∫
RN
|K∗(x + yn)− µ| · |u|
pdx = 0.
Proof. If 2 > b > 0, then K∗ is bounded in RN . In this case, the result of this lemma is obvious. If
b < 0, then K∗(x) ∼ |x|
2s
2−bK(0) as |x| → 0. Since 2s/(2− b) > −2s/b, by Lemma 3.2 of [8], the map
v 7→ K
1/p
∗ v from H1(RN ) → Lploc(RN ) is compact. Therefore, for any ǫ > 0, there exists δǫ > 0 such
that
sup
n
∫
|x|≤δǫ
K∗(x)|u(x − yn)|
pdx ≤ ǫ.
And there exists D(ǫ) > 0 depending only on ǫ such that K∗(x) ≤ D(ǫ), |x| ≥ δǫ. Then for every n,
∫
|x|>R
K∗(x + yn)|u|
pdx
≤
∫
{x | |x+yn|≤δǫ, |x|>R}
K∗(x + yn)|u|
pdx+
∫
{x | |x+yn|>δǫ, |x|>R}
K∗(x+ yn)|u|
pdx
≤ ǫ+ C(ǫ)
∫
|x|>R
|u|pdx.
It follows that lim supR→∞ supn
∫
|x|>R
K∗(x+ yn)|u|
pdx ≤ ǫ. Now let ǫ→ 0.
Using the same argument in the above, for any ǫ > 0, there exist δǫ and D(ǫ) such that
sup
n
∫
|x+yn|≤δǫ
|K∗(x+ yn)− µ| · |u|
pdx ≤ ǫ
and
|K∗(x+ yn)− µ| · |u|
pdx ≤ (D(ǫ) + µ)|u|p, |x+ yn| ≥ δǫ.
Since yn → ∞, we have limK∗(x + yn) = µ. Then using the Lebesgue theorem and the above two
inequalities, we get that
lim sup
n→∞
∫
RN
|K∗(x+ yn)− µ| · |u|
pdx ≤ ǫ.
Let ǫ→ 0. Then we get the desired result of this lemma. ✷
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Lemma 5.3. Let ρ > 0. If {un} is bounded in H1(RN ) and if
sup
y∈RN
∫
B(y,ρ)
|un|
2dx→ 0, n→∞, (5.1)
then k1/p∗ un → 0 in Lp(RN ).
Proof. Since 2s/(2−b) > −2s/b, by Lemma 3.2 of [8], the map v 7→ K1/p∗ v fromH1(RN )→ Lploc(RN )
is compact. Therefore, for any ǫ > 0, there exists δǫ > 0 such that
sup
n
∫
|x|≤δǫ
K∗(x)|un|
pdx ≤ ǫ.
And there exists D(ǫ) > 0 depending only on ǫ such that K∗(x) ≤ D(ǫ), |x| ≥ δǫ. By (5.1) and the Lions
Lemma (see, for example, [14, Lemma 1.21]), we get that
∫
|x|≥δǫ
K∗(x)|un|
pdx ≤ D(ǫ)
∫
RN
|un|
pdx→ 0, n→∞.
Therefore,lim supn→∞
∫
RN
K∗(x)|un|
pdx ≤ ǫ. Now let ǫ→ 0. ✷
Lemma 5.4. Let {yn} ⊂ RN . If un ⇀ u in H1(RN ), then
K∗(x+ yn)(u
+
n )
p−1 −K∗(x+ yn)((un − u)
+)p−1 −K∗(x+ yn)(u
+)p−1 → 0 in H−1(RN ).
One can follow the proof of [14, Lemma 8.1] step by step and use Lemma 5.2 to give the proof of this
lemma.
The following Lemma is a variant Brézis-Lieb Lemma (see [4]) and its proof is similar to that of [14,
Lemma 1.32 ].
Lemma 5.5. Let {un} ⊂ H1(RN ) and {yn} ⊂ RN . If
a) {un} is bounded in H1(RN ),
b) un → u a.e. on RN , then
lim
n→∞
∫
RN
K∗(x+ yn) · |(u
+
n )
p − ((un − u)
+)p − (u+)p|dx = 0.
Proof. Let j(t) =
{
tp, t ≥ 0
0, t < 0
. Then j is a convex function. From [4, Lemma 3 ], we have for any
ǫ > 0, there exists C(ǫ) > 0 such that for all a, b ∈ R,
|j(a+ b)− j(b)| ≤ ǫj(a) + C(ǫ)j(b). (5.2)
Hence
f ǫn :=
(
K∗(x+ yn) · |(u
+
n )
p − ((un − u)
+)p − (u+)p| − ǫK∗(x+ yn) · ((un − u)
+)p
)+
≤ (1 + C(ǫ))K∗(x + yn) · (u
+)p.
By Lemma 3.2 of [8], the map v 7→ K1/p∗ v from H1(RN ) → Lploc(RN ) is compact. We get that there
exists δǫ > 0 such that for any n, ∫
|x+yn|<δǫ
f ǫndx < ǫ. (5.3)
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And there exists D(ǫ) > 0 depending only on ǫ such that K∗(x) ≤ D(ǫ), |x| ≥ δǫ. Then
f ǫn ≤ (1 + C(ǫ))D(ǫ) · (u
+)p, |x+ yn| ≥ δǫ.
By the Lebesgue theorem,
∫
|x+yn|≥δǫ
f ǫndx→ 0, n→∞. This together with (5.3) yields
lim sup
n→∞
∫
RN
f ǫndx ≤ ǫ.
The left proof is the same as the proof of [14, Lemma 1.32]. ✷
Lemma 5.6. If
un ⇀ u in H1(RN ),
un → u a.e. on R
N ,
J(un)→ c,
J ′(un)→ 0 in H−1(RN ),
then J ′(u) = 0 in H−1(RN ) and vn := un − u is such that
||vn||
2
A = ||un||
2
A − ||u||
2
A + o(1),
J(vn)→ c− J(u),
J ′(vn)→ 0 in H−1(RN ).
Proof. 1). Since un ⇀ u in H1(RN ), we get that, as n→∞,
||vn||
2
A − ||un||
2
A = (un − u, un − u)A − ||un||
2
A = ||u||
2
A − 2(un, u)A → −||u||
2
A.
Therefore,
||vn||
2
A = ||un||
2
A − ||u||
2
A + o(1). (5.4)
2). Lemma 5.5 implies
∫
RN
K∗(x)(v
+
n )
pdx =
∫
RN
K∗(x)(u
+
n )
pdx−
∫
RN
K∗(x)(u
+)pdx + o(1). (5.5)
By (5.4), (5.5) and the assumption J(un)→ c, we get that
J(vn)→ c− J(u), n→∞.
3). Since J ′(un)→ 0 in H−1(RN ) and un ⇀ u, it is easy to verify that J ′(u) = 0. For h ∈ H1(RN ),
〈J ′(vn), h〉 = (vn, h)A −
∫
RN
K∗(x)(v
+
n )
p−1hdx
= (un, h)A − (u, h)A −
∫
RN
K∗(x)(v
+
n )
p−1hdx. (5.6)
By Lemma 5.4, we have
sup
||h||≤1
|
∫
RN
K∗(x)(v
+
n )
p−1hdx−
∫
RN
K∗(x)(u
+
n )
p−1hdx+
∫
RN
K∗(x)(u
+)p−1hdx|
→ 0, n→∞. (5.7)
Combining (5.6) and (5.7) leads to J ′(vn) = J ′(un)− J ′(u) + o(1). Then by J ′(un)→ 0 in H−1(RN )
and J ′(u) = 0, we obtain that J ′(vn)→ 0 in H−1(RN ). ✷
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Lemma 5.7. If |yn| → ∞ and as n→∞,
un(·+ yn) ⇀ u in H1(RN ),
un(·+ yn)→ u a.e. on R
N ,
J(un)→ c,
J ′(un)→ 0 in H−1(RN ),
then there exists θ ∈ RN with |θ| = 1 such that J ′θ(u) = 0 and vn = un − u(· − yn) is such that
||vn||
2 = ||un||
2 − ||u||2 + o(1),
J(vn)→ c− Jθ(u),
J ′(vn)→ 0 in H−1(RN ).
Proof. We divide the proof into several steps.
1). Since un(·+ yn) ⇀ u in H1(RN ), it is clear that
||vn||
2 = ||vn(·+ yn)||
2 = ||un(·+ yn)||
2 + ||u||2 − 2(un(·+ yn), u) = ||un||
2 − ||u||2 + o(1).
2). For any h ∈ H1(RN ),
〈J ′(un), h(· − yn)〉 = (un, h(· − yn))A −
∫
RN
K∗(x)(u
+
n )
p−1h(· − yn)dx. (5.8)
By the definition of the inner product (·, ·)A (see (3.11)), we have
(un, h(· − yn))A
=
∫
RN
∇un∇h(· − yn)dx + (
b2
4
− b)
∫
RN
(x · ∇un)(x · ∇h(· − yn))
|x|2
dx
+
∫
RN
V∗(x)unh(· − yn)dx
=
∫
RN
∇un(·+ yn)∇hdx + a
∫
RN
un(·+ yn) · hdx
+
∫
RN
(V∗(x+ yn)− a)un(·+ yn) · hdx
+(
b2
4
− b)
∫
RN
( x
|yn|
+ yn|yn|
| x|yn| +
yn
|yn|
|
· ∇un(·+ yn)
)( x
|yn|
+ yn|yn|
| x|yn| +
yn
|yn|
|
· ∇h
)
dx
:= I + II + III. (5.9)
Since un(·+ yn) ⇀ u in H1(RN ), we have
I =
∫
RN
∇un(·+ yn)∇hdx+ a
∫
RN
un(·+ yn) · hdx = (un(·+ yn), h)
→
∫
RN
∇u∇hdx+ a
∫
RN
uhdx, n→∞. (5.10)
By the assumption (A2) and the definition of V∗, we have lim|x|→∞ V∗(x) = a. This yields
sup
n
∫
|x|≥R
|V∗(x)− a| · |h(x− yn)|
2dx→ 0, R→∞.
Moreover, together with (2.8) and the fact that |yn| → ∞ yields that for any fixed R > 0∫
|x|<R
|V∗(x) − a| · |h(· − yn)|
2dx
≤ C(
∫
|x|<R
|∇h(· − yn)|
2dx+
∫
|x|<R
|h(· − yn)|
2dx)→ 0, n→∞.
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Combining the above two limits leads to
∫
RN
|V∗(x+ yn)− a| · |h|
2dx→ 0, n→∞. (5.11)
By (5.11) and the Hölder inequality, we have
|II| = |
∫
RN
(V∗(x+ yn)− a)un(·+ yn) · hdx|
≤ (
∫
RN
|V∗(x+ yn)− a|u
2
n(·+ yn)dx)
1
2 (
∫
RN
|V∗(x+ yn)− a|h
2dx)
1
2
≤ C(
∫
RN
|V∗(x+ yn)− a|h
2dx)
1
2 → 0, n→∞. (5.12)
Since ∇h ∈ L2(RN ), for any ǫ > 0, there exists Rǫ > 0 such that
∫
RN\{|x|<Rǫ}
|∇h|2dx < ǫ.
It follows that
∫
RN\{|x|<Rǫ}
|( x|yn| +
yn
|yn|
) · ∇h|2
| x|yn| +
yn
|yn|
|2
dx ≤
∫
RN\{|x|<Rǫ}
|∇h|2dx < ǫ. (5.13)
Then
|
∫
RN\{|x|<Rǫ}
( x
|yn|
+ yn|yn|
| x|yn| +
yn
|yn|
|
· ∇un(·+ yn)
)( x
|yn|
+ yn|yn|
| x|yn| +
yn
|yn|
|
· ∇h
)
dx|
≤ (
∫
RN\{|x|<Rǫ}
|( x|yn| +
yn
|yn|
) · ∇un(·+ yn)|
2
| x|yn| +
yn
|yn|
|2
dx)
1
2
×(
∫
RN\{|x|<Rǫ}
|( x|yn| +
yn
|yn|
) · ∇h|2
| x|yn| +
yn
|yn|
|2
dx)
1
2
≤ (
∫
RN
|∇un|
2dx)1/2(
∫
RN\{|x|<Rǫ}
|∇h|2dx)1/2 ≤ Cǫ (5.14)
where the constant C is independent of ǫ and n. There exist a subsequence of yn/|yn|, denoted by itself
for convenience, and θ ∈ RN with |θ| = 1 such that yn/|yn| → θ as n→∞. Then by |yn| → ∞, we get
that, as n→∞,
x
|yn|
+
yn
|yn|
→ θ, a.e. on RN
and x|yn|+
yn
|yn|
converges to θ uniformly for |x| < Rǫ. Therefore, there exists Nǫ such that, when n > Nǫ,
|
∫
{|x|<Rǫ}
( x
|yn|
+ yn|yn|
| x|yn| +
yn
|yn|
|
· ∇un(·+ yn)
)( x
|yn|
+ yn|yn|
| x|yn| +
yn
|yn|
|
· ∇h
)
dx
−
∫
{|x|<Rǫ}
(θ · ∇un(·+ yn))(θ · ∇h)dx| < ǫ. (5.15)
Since un(·+ yn) ⇀ u in H1(RN ), we have ∇un(·+ yn) ⇀ ∇u in L2(RN ). It implies that
∫
{|x|<Rǫ}
(θ · ∇un(·+ yn))(θ · ∇h)dx→
∫
{|x|<Rǫ}
(θ · ∇u)(θ · ∇h)dx, n→∞.
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This together with (5.14), (5.15) and∫
RN\{|x|<Rǫ}
|θ · ∇h|2dx ≤
∫
RN\{|x|<Rǫ}
|∇h|2dx < ǫ,
yields that there exists N ′ǫ > 0 such that when n > N ′ǫ,
|
∫
RN
( x
|yn|
+ yn|yn|
| x|yn| +
yn
|yn|
|
· ∇un(·+ yn)
)( x
|yn|
+ yn|yn|
| x|yn| +
yn
|yn|
|
· ∇h
)
dx−
∫
RN
(θ · ∇u)(θ · ∇h)dx| < (4 + C)ǫ.
Thus
III → (
b2
4
− b)
∫
RN
(θ · ∇u)(θ · ∇h)dx, n→∞. (5.16)
Combining (5.10), (5.12) and (5.16) leads to
(un, h(· − yn))A
=
∫
RN
∇u∇hdx+ a
∫
RN
uhdx+ (
b2
4
− b)
∫
RN
(θ · ∇u)(θ · ∇h)dx + o(1)
= (u, h)θ + o(1). (5.17)
We obtain by the Hölder inequality and Lemma 5.2 that, as n→∞,
|
∫
RN
K∗(x+ yn)(u
+
n (·+ yn))
p−1hdx− µ
∫
RN
(u+)p−1hdx|
≤ C′(
∫
RN
(|un(·+ yn)|
p + |u|p)dx)
p−1
p (
∫
RN
|K∗(x+ yn)− µ|
p · |h|pdx)
1
p
≤ C(
∫
RN
|K∗(x + yn)− µ|
p · |h|pdx)
1
p → 0
where C′ and C are positive constants independent of n and h. This together with (5.8) and (5.17) yields
〈J ′(un), h(· − yn)〉 = 〈J
′
θ(u), h〉+ o(1) (5.18)
Then by the assumption J ′(un) → 0 in H−1(RN ), we get 〈J ′θ(u), h〉 = 0, ∀h ∈ H1(RN ). Therefore,
J ′θ(u) = 0.
3). From the definition of vn,
||vn||
2
A = ||un − u(· − yn)||
2
A = ||un||
2
A + ||u(· − yn)||
2
A − 2(un, u(· − yn))A. (5.19)
By the definition of the norm || · ||A (see (3.10)), we have
||u(· − yn)||
2
A =
∫
RN
|∇u(· − yn)|
2dx+ (
b2
4
− b)
∫
RN
|x · ∇u(· − yn)|
2
|x|2
dx
+
∫
RN
V∗(x)|u(· − yn)|
2dx
=
∫
RN
|∇u|2dx+ (
b2
4
− b)
∫
RN
|( x|yn| +
yn
|yn|
) · ∇u|2
| x|yn| +
yn
|yn|
|2
dx
+
∫
RN
V∗(x+ yn)|u|
2dx. (5.20)
Since ∇u ∈ L2(RN ) and x|yn| +
yn
|yn|
→ θ a.e. on RN , using the Lebesgue convergence theorem, we get
that
∫
RN
|( x|yn| +
yn
|yn|
) · ∇u|2
| x|yn| +
yn
|yn|
|2
dx→
∫
RN
|θ · ∇u|2dx, n→∞. (5.21)
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By (5.11), (5.20) and (5.21), we get that
||u(· − yn)||
2
A =
∫
RN
|∇u|2dx+ (
b2
4
− b)
∫
RN
|θ · ∇u|2dx+ a
∫
RN
|u|2dx+ o(1)
= ||u||2θ + o(1). (5.22)
Combining (5.19), (5.22) and (5.17) leads to
||vn||
2
A = ||un||
2
A − ||u||
2
θ + o(1). (5.23)
Note that ∫
RN
K∗(x)(v
+
n )
pdx
=
∫
RN
K∗(x+ yn)((un(·+ yn)− u)
+)pdx
=
∫
RN
((K
1
p
∗ (x+ yn)un(·+ yn)−K
1
p
∗ (x+ yn)u)
+)pdx. (5.24)
We obtain from Lemma 5.5 that∫
RN
((K
1
p
∗ (x+ yn)un(·+ yn)−K
1
p
∗ (x+ yn)u)
+)pdx
=
∫
RN
((K
1
p
∗ (x+ yn)u
+
n (·+ yn))
pdx−
∫
RN
((K
1
p
∗ (x+ yn)u
+)pdx+ o(1)
=
∫
RN
K∗(x)(u
+
n )
pdx−
∫
RN
K∗(x+ yn)(u
+)pdx + o(1). (5.25)
By Lemma 5.2, ∫
RN
K∗(x+ yn)(u
+)pdx = µ
∫
RN
(u+)pdx+ o(1). (5.26)
Combining (5.24)− (5.26) yields∫
RN
K∗(x)(v
+
n )
pdx =
∫
RN
K∗(x)(u
+
n )
pdx− µ
∫
RN
(u+)pdx+ o(1). (5.27)
Combining (5.23), (5.27) and the assumption J(un)→ c leads to
J(vn) = J(un)− Jθ(u) + o(1) = c− Jθ(u) + o(1).
4). For h ∈ H1(RN ),
〈J ′(vn), h〉 = (vn, h)A −
∫
RN
K∗(x)(v
+
n )
p−1hdx
= (un, h)A − (u(· − yn), h)A −
∫
RN
K∗(x)(v
+
n )
p−1hdx. (5.28)
We shall give the limits for (u(· − yn), h)A and
∫
RN
K∗(x)(v
+
n )
p−1hdx as n→∞.
First, as (5.9), we have
(u(· − yn), h)A
=
∫
RN
∇u∇h(·+ yn)dx+ a
∫
RN
u · h(·+ yn)dx
+
∫
RN
(V∗(x+ yn)− a)u · h(·+ yn)dx
+(
b2
4
− b)
∫
RN
( x
|yn|
+ yn|yn|
| x|yn| +
yn
|yn|
|
· ∇u
)( x
|yn|
+ yn|yn|
| x|yn| +
yn
|yn|
|
· ∇h(·+ yn)
)
dx.
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By the Hölder inequality and (5.11), we get that if ||h|| ≤ 1, then
|
∫
RN
(V∗(x+ yn)− a)u · h(·+ yn)dx|
≤ (
∫
RN
|V∗(x+ yn)− a| · u
2dx)1/2(
∫
RN
|V∗(x) − a|h
2dx)1/2
≤ C(
∫
RN
|V∗(x + yn)− a| · u
2dx)1/2 → 0, n→∞.
Thus, as n→∞,
∫
RN
(V∗(x+ yn)− a)u · h(·+ yn)dx = o(1)
holds uniformly for ||h|| ≤ 1. Moreover, a similar argument as the proof of (5.16) yields that, as n→∞,
∫
RN
( x
|yn|
+ yn|yn|
| x|yn| +
yn
|yn|
|
· ∇u
)( x
|yn|
+ yn|yn|
| x|yn| +
yn
|yn|
|
· ∇h(·+ yn)
)
dx
=
∫
RN
(θ · ∇u)(θ · ∇h(·+ yn))dx + o(1)
holds uniformly for ||h|| ≤ 1. Therefore, as n→∞,
(u(· − yn), h)A = (u, h(·+ yn))θ + o(1) (5.29)
holds uniformly for ||h|| ≤ 1.
Second, from un(·+ yn) ⇀ u in H1(RN ) and Lemma 5.4, we deduce that, as n→∞,
|
∫
RN
K∗(x+ yn)((un(·+ yn)− u)
+)p−1h(·+ yn)dx
−
∫
RN
K∗(x+ yn)((u
+
n (·+ yn))
p−1h(·+ yn)dx
+
∫
RN
K∗(x+ yn)(u
+)p−1h(·+ yn)dx| → 0 (5.30)
holds uniformly for ||h|| ≤ 1. By the Hölder inequality, (3.14) and Lemma 5.2, we get that, if ||h|| ≤ 1,
then
|
∫
|x|>R
K∗(x+ yn)(u
+)p−1h(·+ yn)dx|
≤ (
∫
|x|>R
K∗(x + yn)(u
+)pdx)
p−1
p (
∫
|x|>R
K∗(x+ yn)|h|
pdx)1/p
≤ C(
∫
|x|>R
K∗(x+ yn)(u
+)pdx)
p−1
p → 0, R→∞ (5.31)
By Lemma 5.2, we get that, for every R > 0, as n→∞,
sup
||h||≤1
|
∫
|x|≤R
(K∗(x+ yn)− µ)(u
+)p−1h(·+ yn)dx|
≤ sup
||h||≤1
(
∫
|x|≤R
|K∗(x+ yn)− µ|(u
+)pdx)
p−1
p (
∫
RN
|K∗(x)− µ| · |h|
pdx)1/p
≤ C(
∫
|x|≤R
|K∗(x + yn)− µ|(u
+)pdx)
p−1
p → 0. (5.32)
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Combining (5.31) and (5.32) yields that
∫
RN
K∗(x+ yn)(u
+)p−1h(·+ yn)dx− µ
∫
RN
(u+)p−1h(·+ yn)dx→ 0 (5.33)
holds uniformly for ||h|| ≤ 1. Then by (5.30), (5.33) and
∫
RN
K∗(x)(v
+
n )
p−1hdx =
∫
RN
K∗(x+ yn)((un(·+ yn)− u)
+)p−1hdx,
we get that, as n→∞,
|
∫
RN
K∗(x)(v
+
n )
p−1hdx−
∫
RN
K∗(x)(u
+
n )
p−1hdx+ µ
∫
RN
(u+)p−1h(·+ yn)dx|
→ 0 (5.34)
holds uniformly for ||h|| ≤ 1.
Finally, combining (5.28), (5.29) and (5.34) leads to
〈J ′(vn), h〉 − 〈J
′(un), h〉+ 〈J
′
θ(u), h(·+ yn)〉 → 0
holds uniformly for ||h|| ≤ 1. This together with the fact that J ′θ(u) = 0 and J ′(un) → 0 in H−1(RN )
yields J ′(vn)→ 0 in H−1(RN ). ✷
Proof of Theorem 5.1. We divide the proof into two steps.
1). For n big enough, we have
c+ 1 + ||un|| ≥ J(un)− p
−1〈J ′(un), un〉 = (
1
2
−
1
p
)||un||
2
A. (5.35)
As mentioned in section 3, the norm || · ||A is equivalent to the norm || · ||. Therefore, there exists a constant
C > 0 such that ||u||A ≥ C||u||, ∀u ∈ H1(RN ). Then by (5.35), there exists a constant C′ > 0 such that
for n big enough,
c+ 1 + ||un|| ≥ C
′||un||
2
It follows that ||un|| is bounded.
2). Assume that un ⇀ u0 in H1(RN ) and un → u0 a.e. on RN . By Lemma 5.6, J ′(u0) = 0 and
u1n = un − u0 is such that
||u1n||
2
A = ||un||
2
A − ||u0||
2
A + o(1),
J(u1n)→ c− J(u), (5.36)
J ′(u1n)→ 0 in H−1(RN ).
Let us define
δ := limn→∞ sup
y∈RN
∫
|x−y|≤1
|u1n|
2dx.
If δ = 0, Lemma 5.3 implies that K1/p∗ u1n → 0 in Lp(RN ). Since J ′(u1n)→ 0 in H1(RN ), it follows that
||u1n||
2
A = 〈J
′(u1n), u
1
n〉+
∫
RN
K∗(x)((u
1
n)
+)pdx→ 0
and the proof is complete. If δ > 0, we may assume the existence of {y1n} ⊂ RN such that∫
|x−y1n|≤1
|u1n|
2dx > δ/2.
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Let us define v1n := u1n(· + y1n). We may assume that v1n ⇀ u1 in H1(RN ) and v1n → u1 a.e. on RN .
Since ∫
|x|≤1
|v1n|
2dx > δ/2
it follows from the Rellich Theorem that ∫
|x|≤1
|u1|2dx ≥ δ/2
and u1 6= 0. But u1n ⇀ 0 in H1(RN ), so that {|y1n|} is unbounded. We may assume that |y1n| → ∞.
Finally, by (5.36) and Lemma 5.7, there exists θ1 ∈ RN with |θ1| = 1 such that J ′θ1(u1) = 0 and
u2n := u
1
n − u1(· − y
1
n) satisfies
||u2n||
2 = ||u1n||
2 − ||u1||
2 + o(1),
J(u2n)→ c− Jθ1(u1),
J ′(u2n)→ 0 in H−1(RN ).
Moreover, Lemma 4.3 implies that
Jθ1(u1) ≥ (
1
2
−
1
p
)µ−
2
p−2S
p
p−2 .
Iterating the above procedure we construct sequences {θl}, {ul} and {yln}. Since for every l, Jθl(ul) ≥
(12 −
1
p )µ
− 2
p−2S
p
p−2 , the iteration must terminate at some finite index k. This finishes the proof of this
theorem. ✷
The following corollary is a direct consequence of Theorem 5.1 and Lemma 4.3. It implies that the
functional J satisfies (PS)c condition if c < (12 −
1
p )µ
− 2
p−2S
p
p−2 .
Corollary 5.8. Under the assumptions (A1) and (A2), any sequence {un} ⊂ H1(RN ) such that
J(un)→ c < (
1
2
−
1
p
)µ−
2
p−2S
p
p−2 , J ′(un)→ 0 in H−1(RN )
contains a convergent subsequence.
6 Proof of Theorem 1.1.
Recall that the critical points of J are nonnegative solutions of (2.9). By Corollary 2.2, to prove Eq.(1.1)
has a positive solution, it suffices to prove that J has a nontrivial critical point. And by Corollary 5.8,
it suffices to apply the classical mountain pass theorem (see, e.g., [14, Theorem 1.15]) to J with the
mountain pass value c < (12 −
1
p )µ
− 2
p−2S
p
p−2 .
By the assumption (1.10) and Lemma 4.2, there exists a nonnegative u0 ∈ H1(RN ) \ {0} such that
||u0||
2
A
(
∫
RN
K∗(x)u
p
0dx)
2/p
< (1− b/2)
p−2
p µ−
2
pSp = µ
− 2
pS.
We obtain
0 < max
t≥0
J(tu0) = max
t≥0
( t2
2
||u0||
2
A −
tp
p
∫
RN
K∗(x)(u
+
0 )
pdx
)
= (
1
2
−
1
p
)
(
||u0||
2
A
/
(
∫
RN
K∗(x)u
p
0dx)
2/p
) p
p−2
< (
1
2
−
1
p
)µ−
2
p−2S
p
p−2 . (6.1)
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By (3.14),
J(u) ≥
1
2
||u||2A −
Cp
p
||u||pA.
Therefore, there exists r > 0 such that
b := inf
||u||A=r
J(u) > 0 = J(0).
Moreover, there exists t0 > 0 such that ||t0u0||A > r and J(t0u0) < 0. It follows from (6.1) that
max
t∈[0,1]
J(tt0u0) < (
1
2
−
1
p
)µ−
2
p−2S
p
p−2 .
By Corollary 5.8 and the mountain pass theorem (see [14, Theorem 1.15]), J has a critical value c such
that b ≤ c < (12 −
1
p )µ
− 2
p−2S
p
p−2 and Eq.(2.9) has a positive solution v ∈ H1(RN ). Then by Theorem
2.2, the function u defined by (2.1) is a positive solution of (1.1). To complete the proof, it suffices to
prove that u ∈ E. Using the divergence theorem, Lemma 2.1 and (2.12), we get that
∫
RN
|∇u|2dx
= −
∫
RN
u△udx
= −
∫
RN
u · |y|−
b(N+2)
2(2−b)
( N∑
i,j=1
∂
∂yj
(
Aij(y)
∂v
∂yi
)
−
Cb
|y|2
v
)
dx
= −
∫
RN
|x|−
b
4 (N−2)v(|x|−
b∗
2 x) · |y|−
b(N+2)
2(2−b)
( N∑
i,j=1
∂
∂yj
(
Aij(y)
∂v
∂yi
)
−
Cb
|y|2
v
)
dx
= −
∫
RN
v ·
( N∑
i,j=1
∂
∂yj
(
Aij(y)
∂v
∂yi
)
−
Cb
|y|2
v
)
dy
=
∫
RN
(
|∇v|2 +
|x · ∇v|2
|x|2
+
Cb
|x|2
v2
)
dy.
Moreover, by Lemma 2.1 and (2.12), we get that
∫
RN
V (x)u2dx =
∫
RN
V (x)|x|−
b
2 (N−2)v2(|x|−
b
2 x)dx =
∫
RN
V∗(y)v
2dy. (6.2)
Therefore, ||u||2E = ||v||2A <∞. ✷
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