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ABSTRACT:Wehaveimplementedtheacceleratedmoleculardynamicsapproach(Hamelberg,D.;Mongan,J.;McCammon,J.A.
J.Chem.Phys.2004,120(24),11919)intheframeworkofabinitioMD(AIMD).Usingthreesimpleexamples,wedemonstratethat
accelerated AIMD (A-AIMD) can be used to accelerate solvent relaxation in AIMD simulations and facilitate the detection of
reactioncoordinates:(i)Weshow,foronecyclohexanemoleculeinthegasphase,thatthemethodcanbeusedtoacceleratetherate
of the chair-to-chair interconversion by a factor of ∼1   10
5, while allowing for the reconstruction of the correct canonical
distribution of low-energy states; (ii) We then show, for a water box of 64 H2O molecules, that A-AIMD can also be used in the
condensed phase to accelerate the sampling of water conformations, without aﬀecting the structural properties of the solvent; and
(iii)Themethodisthenusedtocomputethepotentialofmeanforce(PMF)forthedissociationofNa-Clinwater,acceleratingthe
convergence by a factor of ∼3-4 compared to conventional AIMD simulations.
2 These results suggest that A-AIMD is a useful
addition to existing methods for enhanced conformational and phase-space sampling in solution. While the method does not make
theuseofcollectivevariablessuperﬂuous,italsodoesnotrequiretheusertodeﬁneasetofcollectivevariablesthatcancaptureallthe
low-energy minima on the potential energy surface. This property may prove very useful when dealing with highly complex
multidimensional systems that require a quantum mechanical treatment.
’INTRODUCTION
In recent years, ab initio molecular dynamics (AIMD) has
emerged as a promising tool for performing accurate free energy
calculations from ﬁrst principles.
3 AIMD has been successfully
applied to the study of a diverse variety of systems, including
isolated molecules and condensed matter and solid-state
systems.
4 AIMD has also been employed in a quantum me-
chanics/molecular mechanics (QM/MM) manifold to investi-
gate enzymatic reactions.
5 However, the potential of AIMD to
obtain accurate free energy statistics is hindered by the fact that
conﬁgurational transitions or chemical reactions occur on time
scales that are signiﬁcantly longer than those accessible using
standard AIMD methodologies. Despite the sustained and rapid
increase in available computational power and the continued
development of eﬃcient simulation algorithms, AIMD simula-
tions of even small, isolated molecules are generally limited to
time scales of hundreds of picoseconds.
In the last two decades, considerable progress has been made
inthedevelopmentofmoresophisticatedmethodstoexplorethe
conﬁgurational space of molecular systems more eﬃciently,
allowingforthestudyofslowmolecularmotionsandrareevents.
In general, these methods can be divided into two groups: The
ﬁrst involves the identiﬁcation of transition pathways between
knowninitialandﬁnalstates.Suchmethodsinclude,forexample,
transition path sampling,
6 targeted molecular dynamics
7 (and
constrained dynamics
8 in general), and essential molecular
dynamics.
9 The second group contains those methods that
eﬃciently sample low-energy molecular conformations, allowing
the rapid identiﬁcation of thermodynamically dominant regions
on the potential energy surface (PES). These methods include
replica exchange MD
10 and metadynamics.
11
In the speciﬁc context of AIMD, the two most popular
contemporary free energy methods employed are constrained
MD and metadynamics. In the constrained MD method, a series
of simulations are performed using a predeﬁned internal degree
of freedom as aconstraint,and thefree energyproﬁleisobtained
by integrating the average constraint force over the reaction
coordinate. In metadynamics, the system is destabilized along a
small set of predeﬁned collective variables (internal degrees of
freedom) by adding Gaussian potentials onto the PES in a
history-dependent fashion. The free-energy surface is then
obtained as the negative of the total bias potential added during
the simulation. Noticeably, the successful application of both
these enhanced sampling methods is dependent on the appro-
priate deﬁnition of a reaction coordinate or a set of collective
variables and therefore requires at least some a priori under-
standing of the underlying PES.
Inthispaperweexploreanalternativebiasedpotentialmethod
that has been proposed recently in the framework of classical
molecular dynamics, called accelerated Molecular Dynamics
(aMD).
1 In the original variant of aMD, one adds a continuous
non-negative bias potential to the actual PES, while still main-
taining the essential details of the underlying PES. This has the
eﬀect of raising the low-energy regions on the potential energy
landscape, decreasing the magnitude of energy barriers and
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accelerating the exchange between low-energy conformational
states. One of the favorable characteristics of this method is that
one can recover the canonical average of an observable so that
thermodynamic and other equilibrium properties can be accu-
rately determined. In comparison to the other enhanced sam-
pling methods described above, aMD does not require any prior
knowledge of the underlying PES.
In the context of classical simulations, aMD has already been
successfully employed to study slow time-scale dynamics in
proteins, such as HIV-protease,
12 ubiquitin,
13 IKBA,
14 and
H-Ras.
15 The enhanced conformational space sampled by
aMDhasalsobeenshowntosigniﬁcantlyimprovethetheoretical
prediction of experimental NMR observables, such as residual
dipolar couplings, scalar J-couplings,
13 and chemical shifts,
14
which are sensitive to dynamic averaging on the micro- to
millisecond time scale.
In this paper, we explore the possibility of using the acceler-
atedabinitioMD(A-AIMD)tostudyconformationaltransitions
and enhance phase-space sampling in the condensed phase. The
present work is aimed at developing the A-AIMD method for
studying systems in aqueous solution, which could initiate a
variety of new applications, since most biological, chemical, and
industrial processes, occur in water.
After presenting brieﬂy the formal methodology, we present
our results for three test systems: First, we investigate the
conformational behavior of an isolated cyclohexane molecule
in the gas phase. We demonstrate how A-AIMD can be used to
explore the PES, identifying diﬀerent molecular conformers, and
aﬀording accurate relative free energy statistics. Next, we present
the results of A-AIMD simulations performed on bulk water,
where it is shown that one can accelerate rotational and transla-
tional diﬀusion, and hence the sampling of water conformations,
while still maintaining accurate free-energy weighted structural
propertiesofthesystem.WethenapplythemethodtoNa-Clin
solution, to show that one can accelerate the convergence of the
dissociation free energy proﬁle of the two ions.
’THEORY AND COMPUTATIONAL DETAILS
The details of accelerated molecular dynamics have been
discussed previously in the literature.
1,17 Following Voter’s
hyperdynamics scheme,
18 a reference boost energy Eb is deﬁned,
which lies above the minimum of the PES. At each step in the
simulation, if the potential energy V(r) lies below this boost
energy, a continuous non-negative bias potential ΔV(r) is added
totheactualpotential.Theapplicationofthebiaspotentialraises
the low-energy valleys and decreases the magnitude of energy
barriers, while maintaining the essential details of the energy
landscape. Explicitly, the modiﬁed potential V*(r)i sd e ﬁned as
V ðrÞ¼VðrÞþΔVðrÞð 1Þ
where the bias potential is deﬁned as
ΔVðrÞ¼
ðEb - VðrÞÞ
2
Eb - VðrÞþR
ð2Þ
The extent of acceleration (i.e., how much the PES is raised
and ﬂattened) is determined by the choice of the boost energy
(Eb) and the acceleration parameter (R). More aggressive
acceleration can be achieved either by increasing Eb to ﬂatten
thepotentialorbydecreasingthemagnitudeofR,whichreduces
the roughness of the potential. In practice, ﬁnding optimal
parameters require some testing. One usually chooses param-
eters so that the magnitude of ﬂuctuations in ΔV during the
simulations approximate the energy barriers. In many cases, the
barrier heights are not known, and optimal parameters are found
by holding one of the two parameters, while allowing the second
parametertoevolveuntilthesystemstartsexploringnewregions
of the phase space.
The forces acting on the nuclei are expressed as
FaMD ¼ -
DðVðrÞþΔVðrÞÞ
Dr
¼
DVðrÞ
Dr
-
D½ðEb -VðrÞÞ
2=ðEb -VðrÞþRÞ 
Dr
ð3Þ
whichcanbereformulatedas(foraderivationseetheSupporting
Information):
FaMD ¼ FMD 3ð1 þ½ ð Eb - VðrÞÞ
2=ðEb - VðrÞþRÞ
2
-2ðEb - VðrÞ=ðEb -VðrÞþRÞ Þ ð4Þ
The bias potential as deﬁned above ensures that the derivative of
the modiﬁed potential will not be discontinuous at points where
V(r)=Eb.
One of the favorable characteristics of this method is that it
yields a canonical average of an observable, so that thermody-
namic and other equilibrium properties can be accurately deter-
mined. The corrected canonical ensemble average of any given
property, <A>c is obtained by reweighting each point in the
conﬁguration space on the modiﬁed potential by the strength of
the Boltzmann factor of the bias energy, exp(βΔV(r,ti)), at that
particular point:
ÆAæc ¼
R
A expð - βV ðrÞÞ expð - βΔVðrÞÞdr R
expð -βV ðrÞÞ expð - βΔVðrÞÞdr
¼
R
A expð - βVðrÞÞdr R
expð -βVðrÞÞdr
ð5Þ
Computational Details. AIMD simulations were performed
using the Car-Parrinello (CP) scheme,
19 and an in-house
modified version of the CPMD 3.13 code.
20 The three systems
studiedinthisworkwere:(i)anisolatedcyclohexanemoleculein
the gas phase placed at the center of a cubic box of length L =
12.00 Å; (ii) a periodically repeating cubic box of length L =
12.44 Å containing 64 H2O molecules; and (iii) a periodically
repeating cubic box of length L = 12.35 Å containing 62 H20
molecules, one Na
þ ion and one Cl
- ion. The electronic
structure problem was solved with density functional theory
(DFT), and in each case, the Becke (B) exchange and Lee-
Yang-Parr (LYP) correlation functional were employed.
21
Although a variety of empirical corrections have been suggested
to include the effect of dispersion forces in the BLYP functional,
we chose to use the standard functional, which allows us to
compare our results directly to previous works on these systems.
For eachsystem, afictitiouselectron mass of400 auwasascribed
to the electronic degrees of freedom, and the coupled equations
of motion were solved using the velocity Verlet algorithm
22 with
a time-step of 4 au core electrons and were treated using the
norm-conserving pseudopotentials of Troullier and Martins,
23
and the valence orbitals were expanded in a plane-wave basis set
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simulations were performedat T = 300 K using a Nose-Hoover
chain thermostat
24 on the ions with coupling frequency of
600 cm
-1. In the case of cyclohexane, a thermostat was also
usedontheelectrons,withatargetkineticenergyof0.001auand
a coupling frequency of 6000 cm
-1.
’RESULTS
Conformations of Cyclohexane. Accelerated AIMD is a
highly efficient and robust conformational space sampling method.
In order to demonstrate this, we performed an initial study to
explorethePESofcyclohexane.Cyclohexanecanexistinavarietyof
conformational states that have been depicted diagrammatically in
Figure1a.Themoststablechemicalconformationofcyclohexaneis
the ‘chair’ form, for which there are two geometric isomers. These
isomers differ inrespect to which hydrogenatoms in the ring adopt
axial and equatorial positions. During the interconversion process,
known as ‘ring flipping’, the axial hydrogens become equatorial and
the equatorial hydrogens become axial, and the system passes
through a metastable state, referred to as the ‘twist-boat’ con-
formation, which also possesses several geometric isomers. The
transition states associated with interconversion between twist-
boatisomersandthetwist-boatandchairconformationsarecalled
the ‘boat’ and ‘half-chair’ forms, respectively. Experimental studies
have shown that the free energy of the twist-boat conformer lies
approximately 5.5 kcal/mol above that of the thermodynamically
stable chair conformation in the gas phase,
25 and the free energy
barrier for interconversion between the chair and twist-boat
conformers has been estimated by NMR experiments to be
approximately 10.4 kcal/mol.
26 The ring-flipping process is there-
fore very slow, occurring on the microsecond time scale at 300 K,
which is inaccessible using standard AIMD methods.
An initial standard AIMD simulation of cyclohexane was
performed at T = 300 K starting in the chair conformation.
Unsurprisingly, this initial 400000 steps (∼40 ps) simulation
conﬁrmed that the chair conformation is very stable, and the
average potential energy was -41.14 au (1 au = 627.51 kcal/
m o l ) .T h i sv a l u ew a su s e da st h er e f e r e n c ep o t e n t i a le n e r g yV0
in the subsequent A-AIMD simulations. Keeping the accelera-
tion parameter R ﬁxed at 0.016 au (∼10 kcal/mol), a series of
short (400000 steps) accelerated simulations were performed
using diﬀerent boost energies: [Eb - V0] = (0.02, 0.04, 0.06,
0.08, and 0.10). As the value of [Eb - V0] was systematically
increased, enhanced conformational space sampling was ob-
served. Inspection of the resulting trajectories revealed that
the ‘optimal’ acceleration parameters for observing the ring
Figure 1. (a) Scheme representing the diﬀerent conformations of cyclohexane. (b) The chair-to-chair interconversion was monitored during the
simulationsusingaεcoordinatedeﬁnedinthetext.TheA-AIMDsimulationisshowninred(dottedline),andconventionalAIMDinblack(solidline),
(4e þ 05 frames = ∼40 ps). (c) Constrained MD was used to calculate a reference PMF and to obtain the theoretical relative free energy of the twist-
boat conformation with BLYP. (d) The A-AIMD estimate for the relative free energy of the twist-boat conformation converges toward the
expected value.893 dx.doi.org/10.1021/ct100605v |J. Chem. Theory Comput. 2011, 7, 890–897
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ﬂipping process within the time scale of the simulations were:
{[Eb - V0], R} = {0.10 au, 0.016 au}.
The conformational changes occurring in the A-AIMD simu-
lations were analyzed using geometric criteria deﬁned by the
dihedral angles of the ring (Table SI1, Supporting Information).
In addition, a conﬁguration coordinate, ε, was formulated as
ε ¼ð τ1 -τ2 þτ3 -τ4 þτ5 -τ6Þ=6 ð6Þ
where τi is the internal ring dihedral angle (see Supporting
Information for more details). Using this conﬁguration coordi-
nate, the two isomeric forms of the chair conformation corre-
spond to ε values of approximately -60 and þ60  and the
twist-boat intermediate corresponds to a value of ε of approxi-
mately 0. In Figure 1b, we show the conformational space
sampling aﬀorded by the extended 400000 step ‘optimal’
A-AIMD simulation, compared to a standard AIMD simulation
performedunderthesamephysicalconditions.Incomparisonto
the standard AIMD simulation, which remains in the initial chair
conformation throughout the entire trajectory, the optimal
A-AIMD simulation readily interchanges between the diﬀerent
conformational states. Indeed, in the course of the 400000 step
(∼ 40 ps) simulation, eight ring-ﬂipping events were observed,
and the system visited all known stable, metastable, and transi-
tion states (chair, half-chair, twist-boat, envelope, and boat, see
Table SI1, Supporting Information). The eﬃciency of the
sampling is demonstrated by the fact that even within just
100000 steps of A-AIMD (the equivalent of 10 ps), we observe
a conformational transition which according to transition-state
theory (assuming a transmission coeﬃcient of 1) would actually
occur on a time scale of approximately 1 μs.
As discussed in the Theory and Computational Details Sec-
tion, aMDisnotonlyaneﬃcient conformational space sampling
algorithm but is also a robust free energy sampling method.
However, obtaining accurate free energy statistics is more
challenging than just exploring the conformational space: Re-
lative free energy statistics are determined not only by the
variation in the magnitude of the bias-potential but also by the
density of states (i.e., the eﬀective population) on the modiﬁed
potential. Accurate free energy statistics can only be obtained if
multiple transitions between the diﬀerent conformational states
are observed. In light of this, a second, much longer, 3000000
step (∼300 ps) accelerated AIMD simulation was then performed
at the optimal acceleration level. The relative free energy of the
twist-boast conformer with respect to the chair conformation was
calculated as ΔG(twist-chair) = -kT ln(P(twist)/P(chair)), using the
density of the two states after reweighting the trajectories by the
strength of the Boltzmann factor of the bias [exp(βΔV(r,ti)]. In
order to obtain an accurate estimate of the theoretical free energy
barrier for the chair to twist-boat conformational transition,
using the BLYP density functional, we employed the well-
established constrained MD approach (see Supporting Informa-
tion for more details). The results of this study are presented in
Figure1c.Thetheoreticalfreeenergybarrierwasfoundtobe9.0
( 0.3 kcal/mol, which is in good agreement with the experi-
mental estimate (10.4 kcal/mol). The A-AIMD simulation
determined the free energy for the twist-boat conformation to
lie 5.8 kcal/mol above that of the chair conformer, which is in
excellent agreement with the reference constrained MD result
(5.6 kcal/mol (0.3 kcal/mol, Figure 1c). The number of
A-AIMD steps required to reach convergence in the free energy
statistics was approximately 1.5   10
6 (see Figure 1d). In terms
of required CPU time, this is the equivalent of ∼150 ps of
standard AIMD, which is readily accessible.
In addition to obtaining the relative free energies of stable and
metastable states, the magnitude of the free energy barrier can
also be estimated approximately from A-AIMD simulations by
measuring the amount of destabilization required to observe the
conformational transition (i.e., the maximum bias potential,
ΔVmax).Theenergybarrierforthechair-to-chairinterconversion
was estimated in this way by gradually increasing Eb (with R
ﬁxed) until the conformational transition was observed. A bias
potential of ∼10 kcal/mol was required to leave the chair
conformation, in good agreement with the reference calculation
for the energy barrier and with experimental data. Taken
together, these encouraging results suggest that A-AIMD repre-
sents a useful method to sample the conformational space of
isolatedmolecules.Next,weshowthatA-AIMDcanalsobeused
to accelerate the sampling for systems in the condensed phase.
Wehavechosenforthisstudytocarryoutsimulationsonawater
box.Thischoicewasmadenotonlybecausewaterisimportantin
chemistry and biology but also because water is an important
system from a theoretical perspective, as it is often used to test
AIMD schemes and assist the development of new DFT
functionals.
Enhanced Sampling in Condensed Matter Systems: Bulk
Water. The cyclohexane study described above readily demon-
strates how A-AIMD simulations can be used to efficiently
explore the conformational space of isolated molecules and
obtain accurate free energy statistics. However, such is the
versatility of this method, A-AIMD simulations can also be
employed to enhance the phase-space sampling in condensed
matter systems. In order to investigate this, we performed a test
study on bulk water. The particular focus of this study was to
identify if it is possible to enhance the phase-space sampling
using A-AIMD while still maintaining an accurate (free energy
weighted) representation of the structural properties of the
system.
Analogous tothe cyclohexane study,an initial standardAIMD
simulation was performed on a cubic box containing 64 water
molecules under periodic boundary conditions, for 20 ps. The
average density functional energy for the system was -1098.22
au, which was used as the reference potential energy, V0. A series
of ﬁve 150000 steps A-AIMD simulations were then performed
at diﬀerent acceleration levels. The speciﬁc acceleration param-
eters, [Eb- V0], andR, are presentedinTable1. As discussed in
the Theory and Computational Details Section, the level
of acceleration is determined by the relative magnitude of both
[Eb - V0] and R. The A-AIMD simulations performed here,
whichwerefertoassim1-sim5,arerankedaccordingtothelevel
of acceleration determined by the average magnitude of the
eﬀective bias potential (ΔVave in Table 1).
The most direct way to assess the amount of phase-space
sampling in condensed matter systems is to monitor the average
translationaland rotational diﬀusion properties of the composite
molecules. In Figure 2a we show the mean square displacement
of water molecules (computed after correcting for the displace-
ment of the center of mass of the box) for the standard AIMD
simulation and the ﬁve accelerated A-AIMD simulations. The
eﬀect of the bias potential clearly enhances the average transla-
tional diﬀusion of the water molecules. Compared to the
standard AIMD simulation, the mean square displacement was
found to increase from two- to eight-fold from the least aggres-
sive (sim1) to most aggressive (sim5) A-AIMD simulation. In a894 dx.doi.org/10.1021/ct100605v |J. Chem. Theory Comput. 2011, 7, 890–897
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similar manner, the application of the bias potential also in-
creased the observed average rotational diﬀusion, which was
assessedbycalculatingtheeﬀective(unweighted)reorientational
autocorrelation function of the normalized O-H bond vector,
averaged over all water molecules in the system. The reorienta-
tionalautocorrelationfunctionsshowninFigure2bdescribehow
a water molecule on average loses memory of its orientational
‘state’ during the simulation. As reorientation diﬀusion in con-
densed matter systems is a stochastic process, the associated
autocorrelation functions show an exponential decay. By deﬁni-
tion, in the limit that the autocorrelation function approaches
zero, the water molecules in the system have undergone a
rotation of 2π radians on average. As can be seen in Figure 2b,
even under only moderate acceleration (sim3), the reorienta-
tionalcorrelationfunctionapproacheszerowithin150000steps,
compared to the standard AIMD simulation, where the reor-
ientational correlation function approaches zero at step 315000
(by extrapolation).
WewouldliketopointoutthatduringanA-AIMDsimulation,
the system evolves on a nonlinear time scale. Unfortunately,
obtaining an accurate estimate of the time scale of the observed
phase-spacesamplingintheA-AIMDsimulationsisnottrivial.In
light of this, we did not attempt to extract a meaningful estimate
of the true translational and reorientational diﬀusion coeﬃcients
from the biased potential AIMD simulations. However, by
comparing the eﬀective mean-square displacements and reor-
ientational relaxation ‘times’ (as a function of the number of MD
steps), we can assess the eﬀective enhancement in the transla-
tionalandreorientational phase-spacesamplingcomparedtothe
standard AIMD simulation, reported in Table 1.
TheresultspresentedinFigure2clearlyshowthattheeﬀectof
the bias potential signiﬁcantly enhances the translational and
reorientational diﬀusion properties of the system, and therefore
A-AIMDsimulationsaﬀordasubstantialincreaseintheobserved
phase-space sampling. In order to study the structural properties
of the system under the application of the bias potential, we
calculated the free-energy weighted radial (O333O) and angular
(H-O333O) distribution functions for all ﬁve A-AIMD
simulations.
The O333O radial distribution functions are presented in
Figure 3a and b along with the results obtained for both the
standard AIMD simulation (20 ps) and an experimental X-ray
diﬀraction study.Up toa moderate accelerationlevel(sim3), the
freeenergyweighted radial distributionfunctionsareinexcellent
agreement with the experimental X-ray diﬀraction data. The
radial distribution functions obtained from the more aggressive
acceleratedsimulations(sim4andparticularlysim5)appeartobe
less accurate, which is a direct result of the relatively short length
of the simulations and the eﬀect of enhanced statistical noise in
the free energy reweighting protocol. When performing longer
A-AIMD simulations at elevated acceleration levels, the noise in
the freeenergystatisticswillstarttocancel out,andtheremaybe
in fact no loss inaccuracy. The free energyweighted H-O333O
angular distribution functions for the ﬁve A-AIMD simulations
discussed here are presented in Figure 3c and compared to the
standard AIMD result and experimental NMR data. Interest-
ingly, a closer resemblance was obtained between the computed
angular distribution function and the experimental NMR
result as the level of acceleration (and therefore the extent of
Figure 2. Observed dynamical properties of waters in conventional
AIMDandA-AIMDsimulations:(a)mean-squaredisplacementand(b)
orientational autocorrelation functions for O-H vectors.
Table 1. Summary of the A-AIMD Simulations Performed for a Water Box with 64 H2O Molecules
a
simulations Eb - V0 (au) R (au) time (ps) ΔVave (kcal/mol) ΔVmax (kcal/mol) Dacc/D τ/τacc
MD -- 20 -- 1.0 1.0
sim1 0.1 0.1 15 0.8 5.4 2.1 1.7
sim2 0.2 0.4 15 1.1 7.3 2.9 1.9
sim3 0.2 0.1 15 1.7 11.2 4.3 2.1
sim4 0.3 0.4 15 2.5 15.4 6.4 3.0
sim5 0.3 0.1 15 3.1 16.6 7.1 3.6
aThe two parameters Eb and R are used to control the level of acceleration. The diﬀerence between Eb and the average potential energy V0 of a
conventional AIMD simulation is given. The average and maximum values of the eﬀective bias potential during the simulation are shown together with
the acceleration with respect to conventional simulations in the observed diﬀusive properties (Dacc/D) and orientational correlation times (τ/τacc).895 dx.doi.org/10.1021/ct100605v |J. Chem. Theory Comput. 2011, 7, 890–897
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phase-space sampled) was increased. We note in passing that
under more aggressive acceleration conditions, we observed
proton transfer events caused by the dissociation of water
(data not shown). Although we did not attempt to study water
autoionization here, it suggests that an even larger boost may be
useful in some cases to study these rare events. Experimentally, a
single water molecule is known to undergo autoionization in
∼10 h.
29
Potential of Mean Force (PMF) Calculation for the Dis-
sociation of Na-Cl in Water. The results obtained from our
initial study on bulk water show that the application of the bias
potentialallowsforasignificantenhancement inthephase-space
sampling, while still maintaining an accurate free energy
weightedrepresentationofthestructuralpropertiesofthesystem
up to moderate acceleration levels. In light of these results, it
appears that A-AIMD can be employed as an efficient method to
determine thermodynamic and equilibrium properties in
condensed matter systems, particularly when these properties
are sensitive to the effects of time and ensemble averaging,
mediated by the diffusive properties of the solvent. In order to
demonstrate this, we have calculated the free energy profile for
the dissociation of Na-Cl in bulk water using an extended
accelerated AIMD approach. Classical MD studies of this system
date to 1984.
30 However, it has been studied only recently with
ab initio methods.
2
The simulation details and setup employed in this work are
identical to those of the recently published study by Timko et al.
using conventional constrained AIMD simulations. In this pub-
lished study, the reaction coordinate, r, was deﬁned as the
distance between the Na and Cl ions, and it was found that a
simulation time of up to 6 ps was required in order to converge
the average constraint force at each constraint distance. The free
energy proﬁle (or potential of mean force) for Na-Cl dissocia-
tionwasthenobtainedbyintegratingtheaverageconstraintforce
over the reaction coordinate. In the present work, we have
performed the same constrained simulations in the framework of
A-AIMD,usingthe‘optimal’accelerationparametersobtainedfrom
the bulk water study presented above: {Eb - V0, R} = {0.2 au,
0.1 au}.
In Figure 4a we compare the convergence of the cumulative
averageconstraintforceobtainedfromA-AIMDtothatobtained
using standard AIMD for a constraint distance, r = 3.5 Å. The
Figure 4. Convergence of the dissociation proﬁle of NaCl in solution:
(a) Cumulative average of the mean force at aseparation length of3.5 Å
between Na and Cl (after reweighting the trajectories with eq 5). The
convergence is shown for A-AIMD (dashed red line) and for conven-
tional AIMD (solid black line). (b) Potential of mean force for the
dissociationofNaClinwatercomputedwithA-AIMD(1.5psperpoint)
and with conventional AIMD (1, 2, and 6 ps per point).
Figure 3. Structural properties of water in conventional AIMD and
A-AIMD simulations. (a and b) Showing a comparison with X-rays
diﬀraction
27fortheO-Oradialdistributionfunctions(RDFs)and(c)a
comparison with NMR
28 for the orientation of hydrogen bonds.896 dx.doi.org/10.1021/ct100605v |J. Chem. Theory Comput. 2011, 7, 890–897
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cumulative average of the mean force in the A-AIMD simulation
(whichisfreeenergyweighted)convergestothesamevalueasin
the conventional AIMD simulation (-0.0004 au) within 15000
steps (the equivalent of 1.5 ps of standard AIMD simulation).
Using this result as a guideline, the free energy proﬁle for
dissociation of NaCl in bulk water was calculated by performing
21 constrained accelerated AIMD simulations for 15 000 steps
across the entire reaction coordinate from r = 2.7 to 5.7 Å
(Figure 4b). The resulting potential of mean force is in excellent
agreement with the previously published results of Timko et al.,
who used a sampling time of 6 ps. Therefore, the application of
the bias potential aﬀords an approximate four-fold speed up in
the convergence of the potential of mean force, as is readily
demonstrated in Figure 4b. This four-fold speed-up is consistent
with the estimated enhanced phase-space sampling results ob-
tained from the comparative analysis of the translational and
reorientationaldiﬀusionpropertiesofbulkwater(Table1,sim3).
’CONCLUSIONS
We have discussed the preliminary testing and implementa-
tionoftheacceleratedMDapproachintheframeworkofAIMD.
Using three simple examples, we have demonstrated that
A-AIMD is a highly eﬃcient and robust method for enhanced
conformational and phase-space sampling. In particular, we have
shown that the eﬀect of the bias potential allows for the study of
slowconformationaltransitions andrareevents,such asthering-
ﬂippingprocessincyclohexane,thatoccursonmicrosecondtime
scales and is inaccessible when using standard AIMD. For
isolatedmolecules,wehaveshownthatA-AIMDaﬀordsaccurate
free energy statistics that allows for the determination of
thermodynamic and other equilibrium properties. In the con-
densed phase, obtaining converged free energy with A-AIMD
maybemorechallenging,duetotherequirementthatrareevents
aresampledmanytimes.However,convergenceproblemscanbe
avoided by using a diﬀerent free energy method that allows for
the computation of the free energy along collective variables. As
an example, we have shown that A-AIMD can be used in
conjunction with constrained MD to accelerate the convergence
of constrained MD by a factor of ∼4, for the case of 2 ions in a
water box. The A-AIMD method is likely to be a useful addition
to existing methods for sampling purposes and for helping to
determine an optimal set of collective variables that can describe
all the low-energy transformations.
As mentioned in the Introduction, one interesting feature of
A-AIMD is that it can accelerate rare events while maintaining
the essential details of the underlying PES. Since the ordering of
minimaonthePESisconserved,eventsthatarelowinenergyare
likely to occur ﬁrst during an A-AIMD simulation. This property
can be used to gain an intuitive understanding of chemical
reactivity. In future applications, we plan to apply the method
to study complex chemical reactions in the condensed phase.
Finally, although all the biased potential simulations presented
here have been performed in the framework of Car-Parrinello
MD,wewouldliketonotethattheimplementationofthismethod
intheframeworkofBorn-OppenheimerorEhrenfestdynamicsis
equallyviable.Inconclusion,A-AIMDrepresentsahighlyeﬃcient
and versatile addition to existing ab initio methodologies for
performing enhanced conformational space sampling and deter-
miningaccuratefreeenergies.Infutureworks,A-AIMDcouldalso
beusedtostudychemicalreactionsinsolutionorappliedtolarger
systems of biological relevance within a QM/MM framework.
’ASSOCIATED CONTENT
b S Supporting Information. Derivation of the formula for
the forces is given, the geometrical criteria used to analyze the
cyclohexane trajectories are presented, together with computa-
tional details about the constrained MD calculations. This
information is available free of charge via the Internet at
http://pubs.acs.org/.
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