Following the recent interest of using optimization to solve tricky engineering problems, this paper studies the use of multi-objective optimization methods applied to the clearance phase of flight control laws (FCL). The clearance problem is related to prove that aircraft control systems are capable of keeping it flying within flight envelope bounds, regardless of pilot inputs and environmental conditions. Previous work have focused on the technical viability of this approach, dealing with single criterion clearance, but in an real validation phase, there are usually multiple criteria that need to be checked, therefore requiring either multiple runs of a single-objective method, or ideally a multi-objective approach. In this work, the wellknown Non-dominated Sorting Genetic Algorithm (NSGA-II) and a internally developed method are both tested against a highly non-linear certified AIRBUS aircraft simulation model. Pareto optimal solutions to the multi-criteria clearance problem were found with higher probability than the current probabilistic Monte-Carlo approach. A hybrid combination of local and global optimization is also evaluated to improve worst-cases.
INTRODUCTION
Since the beginning of the eighties and the introduction of the fly-by-wire system on the AIRBUS A320, automation has been widely used in desigin flight control systems to improve both handling qualities and safety, keeping the aircraft within the flight envelope (constrained mostly by structural limitations). However, the increasing use of automation implies an increasing need for flight control law clearance. Obviously, the nominal performances should be tested on the design points. But designers should also assess a wide requirement set over the whole parametric domain that includes not only flight conditions and inertial cases, but also sensor and modeling errors, wind perturbations and the pilot itself.
Model intrusive methods (such as studied by [Garulli et al., 2009, Roos and Biannic, 2010] ) can be used when dealing with roughly linear problems such as stability around the trim point. But there is a need for high fidelity non-linear models when dealing with more complex problems such as the efficiency assessment of the aircraft flight domain protections. In this case, only non-intrusive methods can be reasonably applied.
Today practices within AIRBUS are mainly based on extensive use of simulation on either deterministic or randomly generated grids of points. The main objective of this study was to implement the use of optimization methods in an industrial context to get better results (at least maximize the probability of finding the worst-case) with the same computational power.
Optimization problems are mainly divided between two types of algorithms, the classical gradient-based approach, and the use of stochastic methods [Smith and Eiben, 2003] . According to previous studies by Fielding et al. [2002] , Forssell and Hyden [2003] , Menon et al. [2007 Menon et al. [ , 2005a , gradient-based methods are usually fast and have a good convergence rate, but they are not suited for ill-behaved search-spaces, especially those related to highly non-linear systems as a full aircraft simulation (The aircraft response is highly non-linear, due to either its complex aerodynamic behavior or to flight control laws). On the other hand, stochastic methods, such as genetic algorithm and differential evolution, studied by [Menon et al., 2006 [Menon et al., , 2005b , have exceptional robustness in this kind of problems, but generally, requires many evaluations before convergence. Multiobjective optimization is generally performed by stochastic methods, and many techniques for this have already been studied, such as fitness-sharing, Pareto domination and non-dominated Pareto ranking [Smith and Eiben, 2003] . This work presents a comparison of some selected multiobjective stochastic methods applied in a real industrial clearance problem, highlighting its strengths and drawbacks, and proposing a validation schema for future use. Also, due to the nature of stochastic methods, parallelization is used to reduce the validation time.
The paper is organized as follows. The clearance problem is described next, on section 2. Then, the internally de-veloped method is presented (subsection 3.1). A comparison of results for each method, using the reduced flight control law clearance problem (26 varying parameters to optimization, coupled with a certified flight loop model, and two distinct and opposite criteria), will be detailed in subsection 3.2. A study of hybrid optimization is shown in subsection 3.3, and a proposed sensitivity analysis in subsection 3.4. The full clearance problem and its results is finally presented in section 4, before presenting our conclusions and the proposed validation workflow.
CLEARANCE OF FLIGHT CONTROL LAWS
Clearance of flight control law gathers different activities and answers different needs. There are mainly two distinct goals: one is to map and to assess performances in the usual operating domain (design/performance issues required by airliners), the other is to guarantee behavior of the system even during extreme events (safety issues required by airworthiness authorities). The problem can be moreover formulated in two ways: either deterministic (bounds should never be exceeded), or probabilistic (bounds overshoot should not occur up to a given probability).
Several means are used today to achieve the complete flight control law validation: batch simulations, piloted simulations or flight tests. Clearance coverage should be 100% at the end, but of course, the later any problems are discovered in the development phase, the more expensive modifications will be. So the main goal is to be able to cover a larger parametric range using batch simulations, in order to have better confidence during piloted tests on simulators or in flight.
This study deals with certification aspects of extreme events in a deterministic framework. An example of a full requirement set can be found in [Fielding et al., 2002] . In our case, a focus is made on validating the flight domain protection (angle of attack, speed, Mach number, pitch attitude, roll attitude, . . . ). It is required to demonstrate that whatever operating point and pilot input, flight domain limits (figure 1) are not exceeded. 
Current Practices
Today practices within AIRBUS are mainly based on an extensive use of simulation tools, and different approaches are used to define the simulation inputs: one relies on a grid of initial flight conditions and a list of known problematic maneuvers, the other uses a Monte-Carlo based approach with random pilot inputs. The importance of gridding is to check in pre-defined flight conditions, how the control laws are performing (e.g. after modifications are made), while the Monte-Carlo is used to ensure the completeness of the protections.
Random Pilot Input Benchmark
In order to evaluate the usefulness of optimization during FCL clearance, the Random Pilot Input test was selected as a benchmark. In this test, random pilot solicitations (lateral and longitudinal sticks, pedal, throttle -with parameterization as in figure 2 ) are applied at random flight points (aircraft weight, position of center of gravity -CG, initial speed and altitude), and simulation results are then checked for any misbehavior in flight envelope protections, asserting also the probability of violations. A summary is presented on table 1, showing the number of variables for each parameter. This study-case was applied to an AIR-BUS aircraft simulation model (fully representative of the non-linear aircraft behavior) controlled by an experimental standard of law for which we already know that protection violations might occur. 
FORMULATION OF THE CLEARANCE PROCESS AS AN OPTIMIZATION PROBLEM
The problem to be solved by optimization is thus related to find pilot inputs and flight conditions that cause the 
Where α max and V D are the maximum angle of attack and maximum dive speed that the aircraft is allowed to reach, respectively, as calculated by the aircraft flight computers during simulation. There is an allowed overshoot that varies between 1
• and 2
• for α max protection, that is function of the aircraft indicated airspeed.
Multi-objective optimization is therefore required, and the concept of Pareto optimum was used. After simulations are performed and results analyzed for violations, these violations are ranked, so that the non-dominated worstsolutions have a higher probability of being selected during optimization. This approach was selected in favor of the single-objective one, as it is able to use information for all criteria during the analysis, instead of focusing only on one, and thus saving expensive computational time.
The VIPS method
When applied to engineering problems, optimization runs are usually constrained by the available time the engineer has to spend. Especially for FCL clearance, performing a time-simulation of a full non-linear aircraft is computationally expensive, so it is desirable to have a method with faster convergence. Considering that each model run cost approximately the same, this equates to a fixed number of model-evaluations. In conventional stochastic optimization methods (e.g. Genetic Algorithms), this leads to the problem of finding a compromise between population size and number of generations, and this choice will influence heavily the convergence of the method. Moreover, another common observed problem is that the optimization loses information during the process, as it needs to select a fixed number of points from the search-space to carryon. To overcome these major problems, a new method that does not use a fixed-size population through the optimization was developed. Instead, the population size grows continuously during the process, and points are only removed to overcome memory constraints.
Overall, the method follows a standard genetic algorithm (a rigorous explanation can be found at Deb et al. [2000] ). New points are created by selecting previous members of the population, based on their rank, and then applying different operators. The crowding-distance δ is used to reduce the probability P of a point be selected, so that the optimization will avoid to concentrate in a single point in the Pareto, instead focusing on expand it. An empirical formula for calculating the selection probability was developed, as shown in equation 4. The parameter m is adaptively changed during the process, depending on convergence of population, in order to promote diversity or to increase elitism.
Crossover operators are applied using the whole population, but mutation is performed in an elitist manner, with only a subset of it. Experimental results have shown that doing so increased the convergence of the method in selected benchmark tests and especially in the final clearance application. An interesting consequence of this approach is that when the optimization reach points close to the final Pareto frontier, it will try to expand it by focusing on points in its extreme (crowding-distance for these points -δ -is set to +∞) and also to normalize the Pareto density by giving a lower probability of selection to points that are too close together.
Comparison of methods
In order to benchmark the methods, a batch of 15 independent runs was made, with 500 simulations each. Methods tested were: NSGA2 (from [Deb et al., 2000] ), the baseline Monte-Carlo approach, and VIPS method. Other methods were also tested (Evolutionary Strategy, Differential Evolution, Particle Swarm Optimization, Gradientbased methods), but they were not selected either due to bad results or due to the Single-Objective nature of the method.
It must be noted that the optimization problem is not run until convergence is achieved. Instead, due to computational time constraints, each method is allowed to run a fixed number of simulations, and the goal is to select the method that is able to faster explore the available flight domain and identify worst-cases without prematurely converging to a local optimum. Also, to have a robust evaluation of the success rate, several runs have been performed with different initial points (random between runs, but the same for each method).
Results for each criteria are shown in figure 3 , and a summary of maximum and average worst case found in table 2. It can be seen that both methods performed better than the baseline Monte-Carlo approach, being able to find more problematic worst-cases in all runs. Between the two multi-objective optimization methods tested, results were similar, with the internally developed method reaching better results both in maximum and average worst-cases found, as for example, shown in figure 4 , in which results of one of the runs are highlighted. It can be seen that in this run, optimization methods focused on the flight envelope region where we have a heavy-aircraft with back-CG, flying also at high-speed and high-altitude. 
Hybridization
One problem found in global methods is that, although able to find worst-cases with good probability, they have sometimes limited convergence performance, as investigated by [Menon et al., 2005b [Menon et al., , 2006 . In order to improve results, a hybrid approach was tested, using a local optimization method. A previously found worst-case is selected and used as initial point for Pattern search. On this method, each input variable is incremented monotonically by a small δ until a better point is found, then it moves in that direction until improvement stops. The process then restarts from this new point, and reduces δ as necessary until convergence. As it is single-objective, separate runs must be made for each criterion. This approach was tested with a set of 40 previous found worst-cases for the α < α max protection. Results in figure 5, before and after Pattern Search, show improvements for most worst-cases, with an average absolute overshoot increase of 5.5
• . A typical result of applying local optimization is shown in table 3. where an increase of the α max overshoot from −4.53
• to −8.85
• was found by making small changes in four key variables (of the 26 that define the problem).
Sensitivity studies
For an engineering point of view, it is of great interest to know what caused a bad response from the flight control laws in each worst-case. Currently, this is done by hand, trying to identify relevant parameters in the simulation. An easier way to implement this is to obtain an approximate Jacobian matrix for the criteria function. This was implemented by changing each input variable by a configurable amount, and displaying results so that it is easy to identify which parameter has most influence. Figure 6 show the sensitivity report for the worst-case found after hybrid optimization, providing information on which input parameters are influencing results. It can be seen that pattern search correctly identified the parameters M ass, pc t0 manche , pc p1 manche and throttle t0 lef t as the ones capable of improving the worst-case, and there was still room for improvement after, especially in the parameter pc p1 manche , but the algorithm was unable to find it with the small number of function evaluations defined. 
FULL CLEARANCE PROBLEM
A second multidimensional study was also performed on the full set of protections verified by the Random Pilot Input clearance case, with nine different criteria being checked on each run. This set of protection rules aims on keeping the aircraft flying in a stable condition, and also in avoiding abrupt translational and rotational changes. In addition to the two previously defined (F αmax and F V C <V D ), the new protections are: angle of attack (α), sideslip angle (β) , roll angle (φ) , pitch angle (θ), roll rate (p) and load factor (N Z ). All the criteria are formulated so that negative values means compliance and positive values translate to criteria violations. They are defined as following:
Again, to benchmark the methods in the full multidimensional clearance problem, a new batch of 15 independent runs of 500 simulations was made. The objective is to verify how well they perform when more than two objectives compete in the process.
A summary of results is shown in table 4. Results this time are different, with the NSGA-II method having worse results than the baseline Monte-Carlo approach, due to the harder convergence of the multidimensional Pareto frontier. The internally developed method, on the other hand, is still capable of finding worst-cases in most of the criteria, performing better than the baseline for all criteria.
CONCLUSION
In the context of clearance of flight control laws, the integration between simulation-based models and multiobjective optimization methods was studied in a real industrial application. Following previous studies by the COFCLUO research program (see [Varga et al., to be published]), several benchmarks were performed, starting from a representative full-aircraft Simulink model, and finally using a highly non-linear certified AIRBUS aircraft simulation model with in-development flight control laws. Results obtained are quite different from those that can be obtained with the baseline Monte-Carlo approach. Optimization was shown to be able to find more problematic worst-cases with the same number of simulations, with higher probability Nevertheless, Monte-Carlo methods have their importance in providing a sense of probability of failure. Also, it is 
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• desirable to test the same inputs from previous flight control laws with newer versions of it, not only for certification but especially during the design phase, so that one is able to compare results and verify improvements and regressions. Therefore, Monte-Carlo fits this scenario, as it can be initialized with the same seed between runs, and thus generating the same set of parameter values. But alone, Monte-Carlo results do not provide the necessary insight as those obtained with optimization, failing to find critical worst-cases that can provide valuable information to the FLC design. Provided the flexibility of starting with any kind of population, optimization can be seen not as a replacement, but instead as a complement to MonteCarlo. A mixed approach in a complete workflow has been therefore set up to answer to the validation requirements. The proposed validation schema is shown in figure 7 .
Starting from the results of a Monte-Carlo run with size of 100 times the number of criteria to be verified (N C ), perform multiple multi-objective optimization runs. Selected worst-cases are then used as initial points for a local-optimization (using either the classical pattern search method or more advanced gradient-based methods if required). Finally, the criteria sensitivity due to each input is measured, to give a comprehensive view of what is causing the unwanted response, and to guide the engineer into understanding and solving the problematic behavior.
