Abstract. As the first main result of this paper we introduce a new class of integrable systems, naturally associated to spaces of rational maps. The critical points of the maps play the role of "times". Our systems provide a natural generalization of the Ernst equation. We define the tau-function of our systems and show that in the simplest case they are closely related to certain Frobenius manifolds. The second main result of this paper is calculation of the tau-function on the space of rational maps in terms of the corresponding Liouville action.
Introduction
In this paper we study several problems related to deformations of branched coverings of the Riemann sphere, focusing on the simplest case of the genus zero coverings. This subject attracted our attention by several reasons. First, the representation of a Riemann surface as a branched covering was actively exploited by string theorists in mid-eighties [1, 2, 3] , although rigorous mathematical formulations and proofs of some of their conjectures is still missing, in spite of substantial progress (see, for example, [7, 8, 9, 10] ). Second, deformations of branched coverings are closely related to some classes of Frobenius manifolds [5, 6] , which are closely connected with WDVV equations from topological field theory. Third, solutions of matrix Riemann-Hilbert problems with an arbitrary set of quasi-permutation monodromy matrices can be obtained in terms of the Szegö kernel on the corresponding branched covering of the Riemann sphere [11] . In turn, this class of Riemann-Hilbert problems corresponds to the algebro-geometric solutions of Ernst equation [12] , which allow to solve explicitly the boundary value problems corresponding to rotating discs of dust [13, 14] . Some constructions of this paper have close relationship to results of papers [7, 8, 9] devoted to clarification of the role of the Liouville action in the uniformization of Riemann surfaces and the Weil-Petersson metrics on the moduli space of curves.
In this paper we make a few steps towards understanding of deformations of branched coverings. Two main results of this paper are the following. First, we construct a new hierarchy of integrable systems of partial differential equations; each of these systems is defined on the space of rational maps of given degree. Each rational map defines a branch covering of CP 1 ; the branch points of the covering play the role of independent variables. We introduce the notion of the tau-function of these systems. Our hierarchy of integrable systems includes, in particular, the Ernst equation from general relativity which corresponds to two-sheet coverings i.e. to rational maps of degree 2.
In the scalar case the non-linear equations linearize, and we observe a close link with certain classes of Frobenius manifolds, related to Hurwitz spaces of genus zero.
Each system of the hierarchy possesses a subclass of "isomonodromic" solutions which can be built from an arbitrary solution of the Schlesinger system in the same matrix dimension. For this isomonodromic sector of solutions we relate the tau-function to the Jimbo-Miwa tau-function of the Schlesinger system.
The second result of this paper is the construction of generating function of the values of the Scwarzian connection at the branch points for a branch covering of genus 0. We call this function the tau-function of the branched covering. The tau-function of a branch covering turns out to be closely related to the appropriately regularized Liouville action, in the formal analogy to the results of [8] .
To discuss our results in more details we fix some notations. Consider a rational map R(γ) of degree N mapping CP 1 with coordinate γ to CP 1 with coordinate λ; it has M = 2N − 2 critical points {γ m } with corresponding critical values λ m = R(γ m ).
Consider the branched covering L of CP 1 , corresponding to the map R(γ); the projections on λ-plane of the branch points of this covering are equal to the critical values λ 1 , . . . λ M .
The Hurwitz space H g,N [16] is the space of meromorphic functions of degree N on a Riemann surface of genus g. Therefore, in the genus 0 case the Hurwitz space H 0,N is simply the space of rational maps of degree N of the Riemann sphere to itself.
Locally this covering can be parametrized by the images (the projections on λ-plane) of the critical (branch) points, which we call λ 1 , . . . , λ M . In this paper we shall work within the component of H 0,N where all the critical points are simple and finite; then M = 2N − 2. We shall consider the family of branched coverings which can be obtained starting from a given branch covering by variations of points λ m which preserve the ramification type of all the branch points. Our treatment is therefore pure local; for the discussion of the global structure of the Hurwitz spaces see [17, 18] and the references therein. Moreover, in this paper we require that different branch points P m have different projections λ m on CP 1 . The natural system of local coordinates on the branch covering L is the following: in a neighborhood of any non-branch point we can consider the coordinate λ on the base as local parameter. In a neighborhood of a branch point P m the local coordinate is chosen to be x m = √ λ − λ m . Let us denote the value of γ at the branch point P m by γ m ; each γ m is a certain functions of all {λ k }. Appropriately fixing γ(P ) by a Möbius transformations in γ-plane, we get the following system of differential equations:
where α m are functions of {λ k } related to the derivatives of the function γ(P ) at the branch points as follows:
The compatibility condition of system (1.1) gives rise to the following system of ODE for functions γ m ({λ n }) and α m ({λ n }):
for m, n = 1, . . . , M . System (1.3), (1.2) describes the dependence of the positions of the critical points of the rational map λ(γ) on their images. For us system (1.3), (1.2) plays an auxiliary role in the construction of a new integrable system of partial differential equations related to any covering of genus zero. Let us fix some point P 0 of L such that its projection λ 0 on λ-plane is independent of all {λ m }. Consider the following system of matrix linear differential equations for an auxiliary matrix-valued function Ψ(λ, {λ m }):
where J m are matrix-valued functions of {λ m }. We can assume that the solution Ψ of (1.4) is normalized by the condition
The compatibility conditions of system (1.1) imply flatness,
Therefore, all J m can be expressed in terms of a single matrix-valued function G({λ m }) as follows: J m = G λm G −1 . Besides that, the compatibility conditions of system (1.1) imply the following system of non-linear PDE:
for all m, n = 1, . . . , M which is equivalent to closedness, dJ = 0 , of the 1-formJ = M m=1 (γ 0 − γ m )J m dλ m . The corresponding potential matrix S, such thatJ = dS, can be found from the solution Ψ of the linear system (1.4) normalized by (1.5):
Summarizing, we get the hierarchy of systems (1.6): for any family of branch coverings with given number of branch points λ m we get an integrable system. The locally holomorphic tau-functionτ ({λ m }) of system (1.6) is defined by the equation
where the 1-form in the r.h.s. of (1.7) is closed due to (1.6). In the simplest case, when all the matrices turn into scalars, systems (1.6) linearizes, and corresponding tau-function (1.7) turns out to be the generating function of the metric coefficients of certain Frobenius manifolds, associated to the Hurwitz spaces in the genus zero case; λ m play the role of the canonical coordinates on these manifolds.
Systems (1.6) have close relationship to the Schlesinger system which describes isomonodromic deformations on the Riemann sphere. Let {A j ({z k })}, j, k = 1, . . . , L be any solution of the Schlesinger system. This solution always induces a solution of system (1.6) of the same matrix dimension if we assume that all the poles z j of the Schlesinger system are the images under the uniformization map γ(P ) of some points Q j ∈ L which have {λ m }-independent projections on the λ-plane. In particular, we derive the following formula for tau-functionτ (1.12) of system (1.6) corresponding to the solutions of the Schlesinger system and the Jimbo-Miwa tau-function of the Schlesinger system:
where trA 2 j are integrals of motion of the Schlesinger system. Now we describe the second result of this paper. Denote by R m (x m ) the projective connection (the non-singular part of the Bergmann kernel) on a branch covering L of arbitrary genus in a neighbourhood of a branch point P m computed with respect to the local parameter x m . In [11] it was proved that the 1-form M m=1 R m (λ m )dλ m is closed i.e., the following equations hold for an arbitrary genus g:
for any m and n. System (1.8) guarantees the existence of the locally holomorphic generating function τ (λ 1 , . . . λ M ) defined by the equations
It is natural to call the function τ the tau-function of the branch covering L. Equations (1.8) look similar to the equations for the accessory parameters arising in the uniformization problem for a punctured sphere derived in [8] .
Computation of the function τ in an arbitrary genus is an unsolved problem (see [1] for the discussion of this problem from the physical point of view). In this paper we compute the module of function τ for genus zero coverings. If a branch covering L has genus 0, there exists a holomorphic map γ(P ) of L onto CP 1 (P ∈ L, γ ∈ CP 1 ). In this case the value of the Schwarzian connection R at the branch points gives rise to the Schwarzian derivative:
Let us pull the standard metric on the Riemann sphere to the branch covering L. Then outside of the branch points we have:
where ϕ is a real-valued function on L, which is non-singular outside of the branch points and satisfies the Liouville equation
The tau-function of the branched covering L can be written as appropriately regularized integral
where e ϕ dλdλ is the standard metric of curvature 1 on L. The paper is organized as follows. In sect.2 we derive a system of differential equations which describe the dependence of the critical points of a generic rational map on the critical values at these branch points. In section 3 we derive new integrable systems on spaces of rational maps; these systems generalize the Ernst equation, which corresponds to rational maps of degree 2. We introduce a natural notion of the tau-function of these systems. Furthermore, we discuss the relationship of these systems to the Riemann-Hilbert problem and the Schlesinger system, we show that some of their solutions correspond to a certain class of Frobenius manifolds [5] . In section 4 we introduce the notion of the tau-function of a rational map as the tau-function of a certain solution of the Schlesinger system which can be naturally associated to any branched covering of genus zero. Finally, in section 4 we compute the tau-function of a generic rational map in terms of the standard metric of curvature 1 defined on the branched covering which corresponds to a rational map. In section 5 we discuss potential directions of the future work.
Differential equations for critical points of rational maps
Consider a rational map CP 1 → CP 1 , γ → λ = R(γ) of degree N . We assume that all the critical points γ m of this map have multiplicity 1; therefore, the number M of the critical points equals 2N −2. To make sure that the rational map is completely determined by the set of its critical points {γ m } we impose the asymptotical condition
The map R gives a N -sheeted branch covering of the λ-plane; the branch points of this covering have the projections λ m ≡ R(γ m ) on the λ-plane.
From the other point of view the rational map R arises as follows. Let L be a compact Riemann surface of genus zero, consider a covering
as the basic object; we denote its branch points by P 1 , . . . , P M ; then P r(P m ) = λ m . So we get a Riemann surface of genus zero defined by its Hurwitz diagram. Let γ : L → CP 1 be an uniformization map (a global coordinate) of the genus zero Riemann surface L. Set R = P r • γ −1 , then R is a rational map; we have the following commutative diagram
According to our notations, γ m := γ(P m ); if we consider λ 1 , . . . , λ m as independent parameters, each γ m becomes a function of all {λ m }; the study of these functions is the main subject of this section. The function p → γ(P ) depends on the variables λ 1 , . . . , λ M as parameters. In the sequel we shall denote the point of L which belongs to the jth sheet and has a projection λ on the λ-plane by λ (j) . The map γ(P ) has its only pole at the infinite point of some sheet of L; we enumerate the sheets of L in such a way that this sheet has number one; therefore,
Consider now the local behavior of the function γ(P ) near the branch points:
From (2.3) we conclude that
as P tends to P m . By (2.3), we can rewrite these expansions using the global coordinate γ:
where γ n := γ(P n ). Moreover, from (2.2) we conclude that ∂γ/∂λ = 1 + o(1) and ∂γ/∂λ n = o(1) as γ → ∞. Therefore, ∂γ/∂λ is a meromorphic function on CP 1 with poles at all the points γ n with residues κ 2 n /2 and value 1 at infinity. Analogously, the function ∂γ/∂λ m is a meromorphic function on CP 1 with simple pole at λ m and zero at infinity. Therefore,
where α n := κ 2 n /2. The compatibility conditions of system (2.5) give rise to the following system of equations which describe the dependence of the functions γ m and α m on {λ m }:
for all m, n = 1, . . . , M .
Remark 1
Notice that all the zeros of the function ∂γ/∂λ in (2.5) are double; they correspond to the points ∞ (2) , . . . , ∞ (N ) of L (since γ(λ) is holomorphic at these points). The number of these zeros, taking into account their multiplicity, must coincide with the number 2N − 2 of poles of ∂γ/∂λ; therefore ∂γ/∂λ has N − 1 zeros at some points ν 1 , . . . , ν N −1 ; ν k := ν(∞ (k+1) ). Therefore, not all the solutions of system (2.6), (2.7) arise from an uniformization of a rational branch coverings. Namely, for the solutions {γ m , α m }, corresponding to the critical points of rational maps all zeros of the function 1 + M m=1 αm γ−γm must be double. For an illustration consider the simplest covering corresponding to N = 2, namely, the covering with two sheets and two branch points λ 1 , λ 2 . The uniformization map of this Riemann surface satisfying condition (2.2), has the following form:
Therefore, the functions γ 1,2 , α 1,2 and ν 1 are given by:
3 Integrable systems related to spaces of rational maps
Generalized Ernst systems
To an arbitrary branch covering L of genus zero we can associate an integrable system, using the flat connection 1-form J = M m=1 J m dλ m , where J m are matrix-valued functions of {λ m }. Vanishing of the curvature,
of this connection implies the equality J m = G λm G −1 for some matrix-valued function G. We consider the following system of the equations for J m :
where γ 0 := γ(P 0 ) for some point P 0 ∈ L which has {λ m }-independent projection λ 0 on the λ-plane. The system (3.2) is equivalent to the closedness,
of the 1-formJ
which in turn implies the existence of the potential S:
System of equations (3.2) turns out to be integrable in the sense of the soliton theory i.e. there exists an auxiliary linear system (a spectral problem) containing a spectral parameter which implies the system (3.2) as its compatibility condition. This fact in turn implies the existence of the natural definition of the tau-function of system (3.2), the existence of big classes of explicit solutions and so on.
Theorem 1 Fix some point P 0 ∈ L such that its projection λ 0 on CP 1 is independent of all {λ m }. 
Consider the following system of the first order differential equations for a matrix-valued function
the function G satisfies the following system of non-linear partial differential equations:
Proof. The straightforward calculation using equations (2.5), (2.6), which describe the dependence of the points γ m and the function γ(λ) on {λ n }, allows to check that equations (3.1) and (3.3) follow from the independence of the second derivatives Ψ λmλn upon the order of the differentiation.
We write the "full" derivative of Ψ with respect to λ m in (3.5) to emphasize that in (3.5) we consider λ and λ 1 , . . . , λ m as independent variables. Alternatively, if we consider Ψ as a function of γ and λ 1 , . . . , λ m , then, since γ is itself function of λ and {λ m }, we can rewrite (3.5) using the chain rule
where the notation ∂Ψ/∂λ m means that γ remains fixed (i.e. this derivative takes into account only the "explicit" dependence of Ψ on λ m ). Then, using (2.5) for ∂γ/∂λ m , we rewrite (3.5) as follows:
The next proposition shows how to compute the potential S which determines all J m according to (3.4) in terms of a solution of the linear system.
Proposition 1 Assuming that the matrix Ψ is normalized by the condition
we can express the potential function S from (3.4) as follows:
Proof. To verify formula (3.10) for the potential S one needs to use the simple identity
multiply it by λ 2 and pass to the limit λ → ∞ 1 (i.e. γ(λ) → ∞). Then, taking into account that ∂γ/∂λ → 1 as γ → ∞ due to asymptotical behavior (2.2) or explicit formula (2.5), and using normalization (3.9), we see that
which proves (3.10).
Tau-function of generalized Ernst systems
The next theorem provides the existence of the tau-function of general hierarchy (3.2).
Theorem 2 Let G({λ m }) be a solution of non-linear system (3.2). Then the 1-form
is closed, dW = 0.
The proof of this theorem is again a simple calculation making use of equations (3.2) and system (2.6), (2.7).
The closedness of the 1-form W implies the existence of the potentialτ , which can naturally be called the tau-function of the non-linear hierarchy (3.2).
Definition 1
The functionτ (λ 1 , . . . , λ M ), defined by the following system of equations:
up to an arbitrary constant multiplier, is called the tau-function of integrable system (3.7).
Simple computation using equations (3.7) (2.6), (2.7), shows that the second derivatives of the tau-function are given by the following expression:
for m = n; the symmetry of expression (3.13) with respect to the interchange of m and n proves the compatibility of system (3.12), and closedness of the form W (3.11). This definition can also be rewritten in terms of the γ-derivative of Ψ. Namely, taking the residue of linear system (3.8) at λ = λ m , we have
therefore, (3.12) allows the following reformulation:
Let us introduce the 1-form
In terms of this 1-form definition (3.12) may be rewritten as follows:
The tau-function of system (3.7) is defined by the following equation
(This form of the definition is inspired by the formalism of [5] ).
Let us prove the equivalence of the two definitions of the tau-function. Using γ as a global coordinate on L, we have:
therefore,
and (3.17) coincides with (3.15).
Taking into account equations (3.17), we can write the 1-form W = d lnτ as follows:
The Ernst equation
For the simplest two-sheet covering with two branch points λ 1 , λ 2 the hierarchy (3.2) reduces to a single equation. If one chooses point the P 0 to coincide with ∞ (2) (i.e. the point of L where λ = ∞ and
Taking into account expressions (2.9), we have
If we now assume that λ 1 and λ 2 are the holomorphic and antiholomorphic coordinates λ 1 = ξ, λ 2 =ξ then equation (3.2) takes the following form:
This equation is called the Ernst equation; it is equivalent to vacuum Einstein's equation describing stationary axially symmetric spacetimes (the matrix G in this case must be real, symmetric and must have unit determinant). In this case linear system (3.5) is equivalent to the Lax representation of the Ernst equation found in 1978 by Belinskii-Zakharov [19] and Maison [20] . We notice, that the Maison's Lax pair was written in the form, which was a partial case of our linear system written in the form (3.5); whereas the Belinskii-Zakharov linear system was written in form (3.8).
Due to expressions (2.10) for α 1,2 , the definition of the tau-functionτ can be written down as follows:
Formula (3.21) coincides with the definition of the so-called conformal factor -one of the metric coefficients which correspond to the given solution of the Ernst equation.
Solutions via the Riemann-Hilbert problem
The standard tool for solution of integrable systems is the matrix Riemann-Hilbert problem. For systems (3.7) this relationship is given by the following theorem.
Theorem 3 Consider a closed contour Γ on the branch covering L such that its projection P rΓ on the λ-plane is independent of {λ m }. Assume that none of the branch points P m belongs to Γ. Define a non-degenerate matrix function Γ ∋ P → H(P ) which is independent of {λ m }. Suppose that a function Ψ(P ) satisfies the following Riemann-Hilbert problem on L:
Ψ(P ) is holomorphic and non-degenerate on L outside of the contour Γ where it has the finite boundary values related as follows:
2. Ψ satisfies the normalization condition at P = ∞ 1 (i.e. γ = ∞):
Then the function Ψ satisfies linear system (3.5) with 24) and, therefore, the function G satisfies system (3.7).
Proof. Let Ψ satisfies the Riemann Hilbert problem. Consider its logarithmic derivative Ψ λm Ψ −1 . Due to the independence of the contour Γ and the matrix H(P ) upon λ m , this logarithmic derivative is single-valued on L. Moreover, it is obviously holomorphic on L outside of the point P m . Let us write the first two terms of the Taylor expansion of Ψ near P m :
Therefore, in terms of the uniformization map γ(P ), we can write
for some matrix A which is independent of γ. The constant term in this formula is absent due to normalization condition (3.23). To compute A we put P = P 0 , i.e. γ = γ 0 ; then, using (3.24), we get
which shows that the function Ψ, indeed, satisfies (3.5), and the corresponding function G solves system (3.7)
Below we also establish a relationship between systems (3.7) and another type of the RiemannHilbert problems, where the function Ψ is allowed to have regular singularities; this will enable us to relate our systems with the classical Schlesinger equations.
Relationship to isomonodromic deformations
The set of solutions of each system of PDE (3.2) has a subset of solutions of the classical system of Schlesinger equations which describe isomonodromic deformations of solutions of matrix ODE of the form 25) where A j ∈ gl(M ) are certain matrices which are independent of γ and such that The solution Ψ(γ) has so-called regular singularities at the points z j ; this function is generically nonsinglevalued in the γ-plane: it gains the right multipliers M j under analytical continuation along certain contours starting at ∞ and encircling poles z j . The matrices M j are called the monodromy matrices of equation (3.25) . If all the monodromy matrices are independent of the positions of singularities {z j }, then (in the generic case, when none of the eigenvalues of each matrix A j differ by integer number) the function Ψ satisfies the following equations with respect to the positions of singularities z j :
Compatibility of equations (3.25) and (3.27) is equivalent to the Schlesinger system for the functions A j ({z k }):
The tau-function of the Schlesinger system was introduced by Jimbo, Miwa and their collaborators [4] ; it is defined as follows:
Each solution of the Schlesinger system induces a solution of hierarchy (3.2) according to the following theorem:
Theorem 4 Consider a solution {A j ({z k })} of the Schlesinger system (3.28) , together with the taufunction τ JM and the corresponding solution Φ(γ, {z j }) of the linear system (3.25) , (3.27 ) normalized by (3.26) . Let L be a genus 0 branch covering of the λ-plane with simple branch points P 1 , . . . , P M and the uniformization map γ(P ) satisfying (2.2 
Then the function
satisfies the linear system (3.5) of the hierarchy (3.2) with the functions J m defined by
Therefore, according to (3.6) , the 1-form J := M m=1 J m dλ m can be represented as dGG −1 for some function G({λ m }), and its coefficients satisfy non-linear system (3.2) :
The corresponding tau-functionτ is related to the Jimbo-Miwa tau-function as follows:
where the derivative ∂γ/∂λ is given by equation (2.5) .
Proof. Take the derivative of the function Ψ with respect to λ m using the chain rule:
where functions J m are defined by (3.32). Let us show how to prove the relation between tau-functions (3.33). Taking into account the definition of Jimbo-Miwa tau-functions (3.29), we have:
Now, using definition (3.12) of the tau-functionτ , we get
By (2.5), we see that
therefore, applying the chain rule in (3.34), we come to (3.33).
Remark 2
The relationship between any system (3.2) and isomonodromic deformations is a generalization of the link between the Ernst equation and the Schlesinger system established in [21] .
Scalar systems
When the function G from (3.7) is a scalar one, system (3.7) can be rewritten as a system of linear scalar differential equations in terms of the function f ({λ m }) := ln G:
In derivation of system (3.35) from (3.7) we used equations (2.6).
In particular, any solution of matrix system (3.7) induces a solution of (3.35) if we put f = ln detG. The Lax system (3.5) then turns into the scalar system
where ψ(P, {λ m }) := ln Ψ. As well as in the general matrix case, the function ψ can be non-singlevalued on L.
The definition of tau-function (3.12) now looks as follows:
Alternatively, it can be rewritten in terms of the function ψ(P ), using (3.17):
where dψ = ψ γ dγ. Let us discuss the solutions of system (3.36) and equation (3.35).
Theorem 5 Let Γ be an arbitrary smooth closed contour on L such that its projection on the λ-plane P rΓ is independent of {λ m } and P m ∈ Γ for any m. Consider on Γ an arbitrary Lipschitz function h(P ) independent of {λ m }. Then the function
satisfies system (3.35) .
Proof. In the scalar case we know explicitly the solution of an arbitrary Riemann-Hilbert problem from theorem 3. If we the introduce function
(we assume that it is single-valued on Γ i.e. the index of H(P ) on Γ equals 0), the Riemann-Hilbert problem (3.22) becomes additive:
for P ∈ Γ (we remind that ψ = ln Ψ); here ψ ± stands for the boundary values of the function ψ on Γ. Normalization condition (3.23) turns into
The solution of (3.40), (3.41) is given by the Cauchy integral with respect to the uniformization variable γ:
which implies (3.39) at P = P 0 , when γ(P ) = γ 0 . Changing the variable of integration to λ, we also get
Formula (3.39) can also be verified as follows. First, one can check by the direct substitution, using equations (2.5), (2.6), (2.7) , that the function
satisfies system (3.35) for any λ independent of {λ m }. Using linearity of equation (3.35) we can consider the superposition of these solutions at different λ ∈ Γ with an arbitrary {λ m }-independent measure h(λ), which gives (3.39).
In fact, we can consider any subset Ω of L whose projection on λ-plane is {λ m }-independent, and such that P m ∈ Ω. We can define an arbitrary {λ m }-independent measure dµ(P ) on Ω; then the superposition principle implies that the function
is a solution of (3.35).
Relationship to Frobenius structures
Certain subclass of solutions (3.44) corresponds to Frobenius structures on the Hurwitz space H 0,N [5] . Namely, these are solutions for which the measure µ from (3.44) is supported at the infinite points ∞ (j) of L. To write down an analog of function (3.44) in this case we need to take into account that the local parameter at ∞ (j) is 1/λ. Then an analog of formula (3.42) looks as follows:
where c 1 , . . . , c M are arbitrary constants. Function (3.45) is a meromorphic function on L with poles at ∞ (j) and with local behavior ψ = c j λ + O(1) as λ → ∞ (j) ; the point ∞ (1) looks selected since it is the pole of the uniformization map γ(P ) according to (2.2). Then the 1-form dψ looks as follows:
i.e. it is an arbitrary linear combination with constant coefficients of meromorphic 1-forms, whose only singularities are of the form dλ at P = ∞ (j) . According to Dubrovin's classification ( [5] , p. 156), this 1-form belongs to type 2 of "primary" 1-forms; the square of this 1-form is called "admissible" quadratic differential and defines a class of Frobenius manifolds. In our framework it is exactly this admissible quadratic differential which defines the tau-functionτ via (3.38).
In turn, the coefficients of the diagonal flat metric
corresponding to these Frobenius manifolds, are nothing but derivatives of lnτ , namely,
We hope that there exists a further relationship between our systems and Frobenius structures, especially in the general matrix case.
The Euler-Darboux equation
For the two-sheet covering with two branch points λ 1 = ξ and λ 2 =ξ the system (3.7) is equivalent to Ernst equation (3.20) . In scalar case we get the following equation in terms of ϕ = ln G:
If we introduce the real coordinates (z, ρ) such that ξ = z + iρ,ξ = z − iρ, this equation can be recognized as the classical Euler-Darboux equation:
From (2.8), taking into account that λ 0 = ∞ 2 and γ 0 = (λ 1 + λ 2 )/2, we obtain:
If we choose a contour Γ to surround the branch cut [ξ,ξ] then representation (3.39) gives the classical solution [22] of the Euler-Darboux equation:
this is the general solution of equation (3.47) 4 Tau-function of rational branch coverings
Branch coverings and isomonodromic deformations
In [11] , starting from a branch coverings of CP 1 it was explicitly solved a class of the Riemann-Hilbert problems with quasi-permutation monodromies in terms of Szegö kernels.
We shall now briefly describe construction of [11] (see also [1] ) for the simplest case of genus zero. Introduce the "prime-forms" in the γ-plane and the λ-plane:
and define a N × N matrix-valued function Φ(λ, λ 0 ) as follows:
where γ ′ := dγ/dλ. To compute the determinant of the matrix Φ we use the following identity for two arbitary sets of complex numbers γ 1 , . . . , γ N , µ 1 , . . . , µ N :
We have
This expression is symmetric with respect to interchanging of any two sheets, therefore, it is a singlevalued function of λ and λ 0 . Moreover, it is non-singular (and equal 1) as λ = λ 0 , and non-singular as λ → ∞ (one can see this using our assumption (2.2) about behaviour of the function γ(P ) as P → ∞ 1 ). Therefore, it is globally non-singular, thus identically equal to 1. Moreover, function Φ obviously equals the unit matrix as λ → λ 0 . The only singularities of the function Φ in λ-plane are the projections λ m of the branch points P m . These are regular singularities with monodromy matrices having the structure of permutation matrices (if λ encircles point λ m in λ-plane then two columns of the matrix Φ interchange).
Therefore, the function Φ is a solution of Riemann-Hilbert problem with regular singularities at the points λ m and permutation monodromy matrices. It is non-degenerate outside of {λ m } and equals I at λ = λ 0 . Therefore, it satisfies the equations
for some N × N matrices {A m } depending on {λ m }. Compatibility of equations (4.4) implies the Schlesinger system for the functions A m ({λ n }). The corresponding Jimbo-Miwa tau-function τ JM ({λ m }) is defined by the equations
The tau-function, as well as the expression tr(Φ λ Φ −1 ) 2 , is independent of the normalization point λ 0 ; taking the limit λ 0 → λ in this expression, we get
where
is the Bergmann kernel on CP 1 . Consider behavior of expression (4.7) as λ → λ m ; suppose that the sheets glued at the branch point P m have indices s and t; the local parameter in a neighborhood of
is the Schwarzian derivative (the derivatives are taken with respect to x m ). Therefore, the definition of isomonodromic tau-function (4.5) gives rise to
Omitting the numerical factor, it is natural to introduce the tau-function of the branch covering L as follows:
Definition 2 The function τ ({λ m }), defined by the system of compatible equations,
is called the tau-function of the branched covering L.
Consistency of equations (4.8) (which follows from the Schlesinger system) implies the system of equations
A simple calculation allows to rewrite definition (4.9) in terms of the variables (γ m , α m ) satisfying system (1.2), (1.3):
In particular, this representation of the Schwarzian derivatives R γ,xm | xm=0 allows to check equations (4.10) directly, using only system (1.2), (1.3) for γ m ({λ n }) and α m ({λ n }). In the next sections we shall compute the module of function τ .
Remark 3
The tau-function τ can be naturally introduced for an arbitrary branched covering L of CP 1 for arbitrary multiplicities of branch points P m and arbitrary genus g (see [11] ). It is defined by the equations
where R m (P ) is the fuchsian connection (non-singular part of the Bergmann kernel) on L in the neighborhood of the branch point P m of order r m (if the branch point is simple, r m = 1. The derivative of order r m − 1 of the fuchsian connection is computed with respect to the local parameter
The compatibility of equations (4.12),
for any m and n, follows from the interpretation of τ as a part of certain isomonodromic Jimbo-Miwa tau-function, in the analogy to the genus zero case treated here.
Remark 4 It seems natural to expect that the function τ can be obtained by specification of taufunction of an arbitrary conformal map introduced in [24, 25] , to the case of rational map; the explicit description of this correspondence is an open problem.
The metric of constant curvature on the branched covering. The asymptotics near branch points
Let x be some local coordinate in L, after the projecting onto L of the metric 4dγdγ (1 + |γ| 2 ) 2 on CP 1 we get the metric e ϕ(x,x) dxdx of curvature 1 on L defined as follows:
The constant curvature condition implies that the function ϕ on L is subject to the Liouville equation
(4.14)
As before, we denote by x m the natural coordinate of a point P in a neighborhood of P m , x m = (λ − λ m ) 1/2 , where λ is the coordinate of P r(P ) in CP 1 (we remind that we consider here only simple branch points). Choose any sheet of L (this will be a copy of the Riemann sphere CP 1 with appropriate cuts between the branch points; as before, we assume that the infinities of all the sheets are not the branch points) and cut out of this sheet small neighborhoods of all the branch points and a neighborhood of the infinity. The remaining domain can be parametrized by the coordinate λ. Let the functions ϕ ext , ϕ int correspond to the coordinates x = λ, x = x m respectively (via formula (4.13)).
Lemma 1 The following asymptotics of the metric at the branch and infinite points of L hold
Proof. In a small deleted neighborhood of P m in the chosen sheet we have
This gives the equality
which implies the first asymtotics. Moreover, we have
Since the function ϕ ext (ϕ int ) is real valued we get
which implies the second asymptotics. In a neighborhood of the infinity of the chosen sheet we may introduce the coordinate ζ = 1/λ. Denote by ϕ ∞ (ζ,ζ) the function ϕ from (4.13) corresponding to the coordinate w = ζ. Now the third and the fourth asymptotics follow from the equalities
(4.21)
The Schwarzian connection
Let x be a local coordinate on L and γ = γ(x); here γ is a point of CP 1 . The system of Schwarzian derivatives R γ,x (x) (each derivative corresponds to its own local chart) forms a Schwarzian connection on the surface L (see ([26] ).
Lemma 2 1. The Schwarzian derivative can be expressed in terms of the metric coefficient ϕ from (4.13) as follows:
2. In a neighborhood of a branch point P m there is the following relation between the Schwarzian derivatives computed with respect to the coordinates λ and x m :
(4.23)
3. Let ζ be the coordinate in a neighborhood of the infinity of some sheet, ζ = 1/λ. Then
Proof. The second and the third statements are just the rule of transformation of the Shwarzian derivative under the coordinate change. The first one is proved by a straightforward calculation. According to the definition of the function ϕ, ϕ = ln γ λ + ln γ λ − 2 ln(1 + γγ).
(4.25)
To obtain (4.22) it is enough to note that ∂ xγ = ∂ x γ λ = 0 since γ is holomorphic.
The derivative of the metric with respect to a branch point
From now on we shall denote function ϕ ext (λ,λ) simply by ϕ(λ,λ). The following lemma describes dependence of the function ϕ on the positions of the branch points:
Lemma 3 (Cf. [8] , Lemma 4 .) The derivatives of the function ϕ with respect to λ are related to its derivatives with respect to the branch points as follows:
Proof. This is again a straightforward calculation. From (4.25) it follows that
This immediately yields (4.26) and (4.27). We have used the fact that in case g = 0 the uniformization map depends upon the branch points holomorphically.
Lemma 4
1. The functions F n can be expressed as the derivatives of the rational map R with respect to its critical points:
2. In a neighborhood of the branch point λ m the function F n behaves as follows:
here δ nm is the Kronecker symbol.
At the infinity of each sheet there is the asymptotics
Proof. Writing the dependence upon the branch points explicitly we have
for anyγ from CP 1 . Differentiating (4.31) with respect to λ n we get (4.28).
Remind that γ m ({λ n }) is the critical point of the map R(γ) such that R(γ m ) = λ m . In a neighborhood of the point γ m the function R(γ) has the following behavior:
with some holomorphic function f (·, {λ n }). This together with the first statement of the lemma gives (4.29). It should be noted that formulas (2.5) allow to check (4.29) directly. Namely, we have
Remind also that the zeros of ∂γ/∂λ in γ-plane (all of them have multiplicity two) were denoted by ν 1 , . . . , ν N −1 (the images of these points in λ-plane are ∞ (2) , . . . , ∞ (N ) respectively). Then in a neighborhood of ν k we have
with some function g(·, λ 1 , . . . , λ M ) holomorphic in a neighborhood of ν k . Using the first statement of the lemma once again we get (4.30).
The module of the tau-function
We remind the reader that we work with covering L (2.1) which has N sheets and M = 2N − 2 branch points P 1 , . . . P M of order 1. To the sheet Ω k of number k there corresponds the function ϕ ext k : Ω k → R which is smooth in any domain Ω ρ k of the form
Here λ m are all the branch points that lies on the sheet Ω k , r > 0; here and below we identify a point P m with its projection on CP 1 . The function ϕ ext k has finite limits at the cuts (except the endpoints which are the branch points); at the branch points and at the infinity it possesses the asymptotics listed in Lemma 1. Actually we can consider the set {ϕ ext 1 , . . . , ϕ ext N } as a single function ϕ defined on the surface L. This function has singularities at all the branch points and at the infinities of the each sheet. Introduce a real-valued function
where dS is the area element on C 1 :
According to Lemma Proof. Let
Let λ n be a branch point of covering (2.1). We have
Here the summunds in the first sum corresponds to those sheets of the covering (2.1) which are glued together at the point λ n ; λ (l) is the point on the l-th sheet whose projection on CP 1 is λ.
Lemma 5
The value of the Schwarzian derivative at the point P n looks as follows
(4.37)
The summation at the right is over all the branch points of covering (2.1).
Proof. Using (4.22) and the holomorphy of R γ,λ with respect to λ, we have 
(It should be noted that the circles |x m | = ρ 1/2 are clockwise oriented.) Now we pass to the limit ρ → 0 in (4.38) and get (4.37).
Denote by Σ 2 the second summand in (4.36). Using the (4.26) and the equality F nλ = 0, we get the relation
(cf. [8] , the proof of Theorem 1). This gives
Using the notation of Lemma 5 we have (from now on all the asymptotics are valid as ρ → 0)
We get also
We see that
One can easily verify that
Now Lemma 5, (4.36) and (4.42) imply that
where x m is the local parameter near the branch point λ n . The last sum in (4.43) may be rewritten as
We denote the last two sums by J 1 and J 2 respectively. We have
and
Denoting these two sums by J 3 and J 4 respectively, we have Remark 5 Using the Liouville equation (4.14), we may integrate by parts the second term ϕe ϕ under the integral in the formula for the function L (4.33); then the integrand of the arising double integral (the "bulk" term) becomes proportional to |ϕ λ | 2 . However, we get boundary terms near the branch points and at the infinities. Therefore, we prefer our form (4.33) of this function.
Remark 6
The module of tau-function (4.12) can be calculated also for branched coverings of genus 1. The answer looks as follows: 52) i. e. the term −e ϕ ϕ under the double integral in (4.33) is absent for elliptic branched coverings.
Remark 7
Formula for the function L can also be rewritten in terms of critical points γ m and functions α m . We state the final result: Remark 8 Some calculations of this section resemble those of papers of Zograf and Takhtajan [8, 7, 23] . We emphasize that they dealt with another objects; namely, they considered equations defined on the moduli spaces of punctured spheres and higher genus Riemann surfaces. In this paper we deal with equations defined on the Hurwitz spaces -the spaces of meromorphic functions of given degree on the Riemann sphere. However, some technical tools developed in [8, 7, 23] work well also in our context.
Summary and outlook
In this paper we study some differential equations naturally associated to the spaces of generic rational maps. First, we propose a new class of integrable systems of partial differential equations on spaces of generic rational maps of fixed degree. For maps of degree two such system is equivalent to the Ernst equation from general relativity; its analogs for higher degree can be naturally called the generalized Ernst systems. We introduce the notion of the tau-function of each system, and describe their relationship to the matrix Riemann-Hilbert problem and the Schlesinger system. In the scalar case these systems linearize and possess a class of solutions corresponding to some Frobenius manifolds [5] .
The second part of this paper deals with calculation of the tau-function which can be naturally defined for any generic rational map. We compute the module of the tau-function which turns out to be closely related to the Liouville action on the branched covering corresponding to the rational map.
Our results suggest the following directions of future work. The first natural question is about the hamiltonian meaning of our systems; this question is non-trivial since our systems are systems of partial differential equations; therefore, the number of degrees of freedom is essentially infinite. Second, we would like to achieve better understanding of relationship between our systems and Frobenius manifolds, developing further the observations made in this paper. Third, we expect that the natural analogs of integrable systems constructed in section 3 can be constructed on any Hurwitz space H g,N of meromorphic functions on Riemann surfaces of genus g.
The definition of tau-function on the space of rational maps, computed in section 5, can be extended to an arbitrary genus [11] . This function can be explicitly computed on the space of hyperelliptic curves; however, its explicit computation on the whole H g,N requires, probably, substantial development of the methods of this paper (although our present methods are still applicable for g = 1). Finally, we suspect that the tau-function on H g,N should have close relationship to the tau-function of arbitrary conformal map defined in papers [24, 25] ; see also [15] .
