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Abstract
Convolutional layers are the core building blocks of Convolutional Neural Net-
works (CNNs). In this paper, we propose to augment a convolutional layer with
an additional depthwise convolution, where each input channel is convolved with
a different 2D kernel. The composition of the two convolutions constitutes an
over-parameterization, since it adds learnable parameters, while the resulting linear
operation can be expressed by a single convolution layer. We refer to this depth-
wise over-parameterized convolutional layer as DO-Conv. We show with extensive
experiments that the mere replacement of conventional convolutional layers with
DO-Conv layers boosts the performance of CNNs on many classical vision tasks,
such as image classification, detection, and segmentation. Moreover, in the infer-
ence phase, the depthwise convolution is folded into the conventional convolution,
reducing the computation to be exactly equivalent to that of a convolutional layer
without over-parameterization. As DO-Conv introduces performance gains with-
out incurring any computational complexity increase for inference, we advocate
it as an alternative to the conventional convolutional layer. We open-source a
reference implementation of DO-Conv in Tensorflow, PyTorch and GluonCV at
https://github.com/yangyanli/DO-Conv.
1 Introduction
Convolutional Neural Networks (CNNs) are capable of expressing highly complicated functions, and
have shown great success in addressing many classical computer vision problems, such as image
classification, detection and segmentation. It has been widely accepted that increasing the depth of a
network by adding linear and non-linear layers together can increase the network’s expressiveness
and boost its performance. On the other hand, adding extra linear layers only is not as commonly
considered, especially when the additional linear layers result in an over-parameterization1 — a
case where the composition of consecutive linear layers may be represented by a single linear layer
with fewer learnable parameters.
Though over-parameterization does not improve the expressiveness of a network, it has been proven
as means of accelerating the training of deep linear networks, and shown empirically to speedup
the training of deep non-linear networks [3]. These findings suggest that, while much work has
∗Joint first authors with equal contributions.
1The meaning of “over-parameterization” is overloaded in the community. We opt to use this term and its
meaning following [3]. The term is also used in the community for describing the case where the number of
parameters in a model exceeds the size of the training dataset, such as that in [2].
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been devoted to the quest for novel network architectures, over-parameterization has considerable
unexplored potential in benefiting existing architectures.
In this work, we propose to over-parameterize a convolutional layer by augmenting it with an “extra”
or “over-parameterizing” component: a depthwise convolution operation, which convolves separately
each of the input channels. We refer to this depthwise over-parameterized convolutional layer as
DO-Conv, and show that it can not only accelerate the training of various CNNs, but also consistently
boost the performance of the converged models.
One notable advantage of over-parameterization, in general, is that the multi-layer composite linear
operations used by the over-parameterization can be folded into a compact single layer representation
after the training phase. Then, only a single layer is used at inference time, reducing the computation
to be exactly equivalent to a conventional layer.
We show with extensive experiments that using DO-Conv boosts the performance of CNNs on many
tasks, such as image classification, detection, and segmentation, merely by replacing the conventional
convolution with DO-Conv. Since the performance gains are introduced with no increase in inference
computations, we advocate DO-Conv as an alternative to the conventional convolutional layer.
2 Related Work
The performance of CNNs is highly correlated with their architectures, and a line of notable architec-
tures have been proposed over the recent years, such as AlexNet [23], VGG [32], GoogLeNet [33],
ResNet [15], and MobileNets [18]. Our work is orthogonal to the quest for novel architectures, and
can be combined with existing ones to boost their performance.
Convolutional layers are the core building blocks of CNNs. Thus, an improvement of these core
building blocks can often lead to boosting the performance of CNNs. Several alternatives to the
classical convolutional layer have been proposed, which offer improved feature learning capability
and/or efficiency [9, 35, 24, 6]. Our work may be viewed as a contribution along this line.
Arora et al. [3] studied the role of over-parameterization in gradient descent based optimization. They
have proven that over-parameterization of fully connected layers can accelerate the training of deep
linear networks, and shown empirically that it can also accelerate the training of deep non-linear
networks. There are multiple ways to over-parameterize a layer. The kernel of a convolutional layer
has both channel and spatial axes, thus the over-parameterization of a convolutional layer can be more
versatile than that of a fully connected layer. ExpandNets [13] proposes to over-parameterize the
convolution kernel over the input and output channel axes. The advantage of over-parameterization is
demonstrated in [13] only on the training of compact CNNs, whose performance is no match to that
of the mainstream CNNs. Our method over-parameterizes the convolution kernel over its spatial axes,
and the advantage is demonstrated on several commonly used CNN architectures. In ACNet [10]
the convolutional layer is replaced with an Asymmetric Convolution Block. This approach is, in
essence, an over-parameterization of the convolution kernel over the center row and column of its
spatial axes. In fact, ACNet may be viewed as a special case of our over-parameterization approach,
which over-parameterizes the entire kernel.
Over-parameterized layers introduce “extra” linear transformations without increasing the expressive-
ness of the network, and once their parameters have been learned, these “extra” transformations are
folded in the inference phase. In this sense, normalization layers, such as batch normalization [19]
and weight normalization [29], are quite similar to over-parameterized layers. Normalization layers
have been widely used for improving the training of CNNs, while the reason for their success is still
being actively studied [31, 4, 21, 20]. It is intriguing to study whether or not the effectiveness of
over-parameterization and normalization in CNNs may be attributed to the same underlying reasons.
3 Method
Notation. We use Ti jk to denote the (i, j, k)-th element of a 3D tensor T ∈ RI×J×K . A tensor can be
reshaped without changing the number of its elements, or their values, e.g., a 4D tensor T ∈ RI×J×K×L
can be reshaped to a 3D tensor T′ ∈ RI×(J×K)×L, or T′ ∈ RI×M×L, where M = J ×K. For simplicity, we
will refer to a tensor and its reshaped version(s) with the same symbol. Furthermore, Ti jkl and Ti( jk)l
refer to the same element of T ∈ RI×J×K×L and its reshaped version T ∈ RI×(J×K)×L, respectively.
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Conventional convolutional layer. Given an input feature map, a convolutional layer processes
it in a sliding window fashion, applying a set of convolution kernels to a patch of corresponding
size, at each window position. For the purposes of our exposition, it is convenient to think of
a patch as a 2D tensor P ∈ R(M×N)×Cin , where M and N are the spatial dimensions of the patch,
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Figure 1: Conventional convolution.
and Cin is the number of channels in the input feature
map. The trainable kernels of a convolutional layer2
can be represented as a 3D tensorW ∈ RCout×(M×N)×Cin ,
where Cout is the number of channels in the output
feature map. The output of a convolution operator ∗
is a Cout-dimensional feature O = W ∗ P:
Ocout =
(M×N)×Cin∑
i
Wcout iPi. (1)
This is illustrated in Figure 1 (better viewed in color),
where M × N = 4, Cin = 3 with different input channels in different cube frame colors, Cout = 2
with different output channels in different cube face colors, and each element of O is produced by a
dot-product between one kernel (one horizontal slice of W) and the patch P.
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Figure 2:
Depthwise
convolution.
Depthwise convolutional layer. In a convolutional layer, dot products are com-
puted between each of the Cout kernels and the entire input patch tensor P. In
contrast, in depthwise convolution, each of the Cin channels of P is involved in
Dmul separate dot-products. Thus, each input patch channel (a M × N-dimensional
feature) is transformed into a Dmul-dimensional feature. Dmul is often referred to
as depth multiplier. As depicted in Figure 2, the trainable depthwise convolution
kernel can be represented as a 3D tensor W ∈ R(M×N)×Dmul×Cin . Since each input
channel is converted into a Dmul-dimensional feature, the output of the depthwise
convolution operator ◦ is a Dmul ×Cin-dimensional feature O = W ◦ P:
Odmulcin =
M×N∑
i
WidmulcinPicin . (2)
This is illustrated in Figure 2 (better viewed in color), where M × N = 4, Dmul = 2,
Cin = 3 with different input channels in different cube frame colors, and each
element of O is computed by the dot product between each vertical column of W
and the elements in the corresponding channel of P (those with the same color).
Depthwise over-parameterized convolutional layer (DO-Conv) is a composition of a depthwise
convolution with trainable kernel D ∈ R(M×N)×Dmul×Cin and a conventional convolution with trainable
kernel W ∈ RCout×Dmul×Cin , where Dmul ≥ M × N. Given an input patch P ∈ R(M×N)×Cin , the output
of a DO-Conv operator ~ is, the same as that of a convolutional layer, a Cout-dimensional feature
O = (D,W) ~ P. More specifically, as illustrated in Figure 3, the depthwise over-parameterized
convolution operator can be applied in two mathematically equivalent ways as:
O = (D,W) ~ P
= W ∗ (D ◦ P) (Fig. 3-a, feature composition)
= (DT ◦W) ∗ P, (Fig. 3-b, kernel composition),
(3)
where DT ∈ RDmul×(M×N)×Cin is a transpose of D ∈ R(M×N)×Dmul×Cin on the first and second axis. Using
feature composition, as depicted in Figure 3-a, the depthwise convolution operator ◦ first applies the
kernel weights D to the patch P, yielding a transformed feature P′ = D ◦ P, and then a conventional
convolution operator ∗ applies the kernels W to P′, yielding O = W ∗ P′. In contrast, using kernel
composition, as depicted in Figure 3-b, the composition of ◦ and ∗ is achieved through a composite
kernel W′, i.e., a depthwise convolution operator first uses the trainable kernels DT to transform W,
yielding W′ = DT ◦W, and then a conventional convolution operator is applied between W′ and P,
yielding O = W′ ∗ P.
Note that the receptive field of DO-Conv is still M × N. This is apparent in Figure 3-b, where the
depthwise and conventional convolution kernels are composited to process a single input patch of
2For simplicity, the bias terms are not included in our exposition.
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Figure 3: DO-Conv operator ~ over trainable kernels (D,W), and an input patch P. In this figure,
M × N = 4, Dmul = 4, Cin = 3 with different input channels illustrated by different cube frame
colors, and Cout = 2 with different output channels illustrated by different cube face colors. DO-Conv
operator is a composite of depthwise convolution operator ◦ and convolution operator ∗, and as
depicted in this figure, there are two mathematically equivalent ways for realizing the composition:
feature composition (a) and kernel composition (b). This figure is better viewed in color.
spatial size M × N. This is perhaps less obvious in the feature composition view (Figure 3-a), where
the conventional convolution operator is applied to P′ ∈ RCin×Dmul , while Dmul could be greater than
M × N. Note, however, that the values of P′ are obtained by transforming an M × N spatial patch.
DO-Conv is an over-parameterization of convolutional layer. This statement can be easily veri-
fied using the kernel composition formulation (Figure 3-b). The linear transformation performed by a
convolutional layer can be concisely parameterized by Cout × (M × N) ×Cin trainable weights. How-
ever, in DO-Conv, a linear transformation of equivalent expressiveness is parameterized by two sets
of trainable kernel weights: D ∈ R(M×N)×Dmul×Cin and W ∈ RCout×Dmul×Cin , where Dmul ≥ M × N. Thus,
even for the case where Dmul = M×N, the number of parameters is increased by (M×N)×Dmul×Cin.
Note that the condition Dmul ≥ M × N is necessary, otherwise the composite operator W′ cannot
express the same family of linear transformations as W in a conventional convolutional layer.
Training and inference of CNNs with DO-Conv. The interface of DO-Conv is same as that of a
convolutional layer, thus DO-Conv layers can easily replace convolutional layers in CNNs. Since
the ~ operator defined in Equation 3 is differentiable, both D and W of DO-Conv can be optimized
with the gradient descent based optimizer that is used for training CNNs with convolutional layers.
After the training phase, D and W are folded into W′ = DT ◦W, and this single W′ is used for the
inference. Since W′ is in the same shape as the kernel of a convolutional layer, the computation of
DO-Conv at the inference phase is exactly same as that of a conventional convolutional layer.
Training efficiency and composition choice of DO-Conv. The two ways for computing DO-Conv
are mathematically equivalent, but have different training efficiency. The number of multiply and
accumulate operations (MACC), is often used for measuring the amount of computation and serves
as an indicator of the efficiency. The MACC cost of feature and kernel composition, when they are
applied on an feature map in RH×W×Cin (assuming stride = 1), can be calculated as follows:
Feature composition :
{
P′ = D ◦ P : Dmul × (M × N) ×Cin× (H ×W),
O = W ∗ P′ : Cout ×Cin × H ×W×Dmul,
Kernel composition :
{
W′ = DT ◦W : Dmul × (M × N) ×Cin×Cout,
O = W′ ∗ P : Cout ×Cin × H ×W× (M × N),
where H and W are the height and width of the feature map, respectively. Note that W′ is computed
once for an entire feature map. The MACC costs of feature and kernel composition depend on
the values of the involved hyper-parameters. However, in most cases, since H × W  Cout and
Dmul ≥ M×N, kernel composition typically incurs fewer MACC operations than feature composition.
Similarly, the memory consumed byW′ in kernel composition is typically smaller than that consumed
by P′ in feature composition. Therefore, kernel composition is preferable for the training phase.
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DO-Conv and depthwise separable convolutional layer [7]. The feature composition of DO-
Conv (Figure 3-a) is equivalent to applying a M × N depthwise convolutional layer on an input
feature map, yielding an intermediate feature map in Dmul × Cin channels, and then applying a
1 × 1 convolutional layer on the intermediate feature map. This process is exactly same as that of a
depthwise separable convolutional layer, where the 1 × 1 convolution is often referred to as pointwise
convolution. However, the motivation of DO-Conv and depthwise separable convolution is quite
different. Depthwise separable convolution is introduced as an approximation and alternative to a
conventional convolution for saving MACC to ease the deployment of CNNs especially on edge
devices, thus it requires3 Dmul < M × N, and Dmul = 1 is probably the choice most widely used in
practice, for example in Xception [7] and MobileNets [18, 30, 17].
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Figure 4: DO-DConv operator } over trainable
kernels (D,W), and an input patch P. In this figure,
M × N = 4, Dmul = 4, DWmul = 1, Cin = 3 with
different input channels indicated by different cube
frame colors. DO-DConv operator is a composite
of two depthwise convolution operators, and simi-
lar to that in Figure 3, there are two mathematically
equivalent ways for realizing the composition: fea-
ture composition (a) and kernel composition (b).
This figure is better viewed in color.
Training depthwise separable convolutional
layer with kernel composition. The equiva-
lence between feature and kernel composition
holds not only for Dmul ≥ M × N (DO-Conv),
but also for Dmul < M × N (depthwise separa-
ble convolution). We have shown that for DO-
Conv, kernel composition often saves MACC
and memory, compared with feature composi-
tion. For depthwise separable convolution, it
is easy to see that feature composition is more
economical. While the MACC is highly corre-
lated with the running speed on edge devices that
are often computation capability bounded, this
might not be the case on NVIDIA GPUs, as they
are more memory access bounded. Depthwise
separable convolution has a significantly lower
MACC cost than a conventional convolution, but
it often runs slower on NVIDIA GPUs, which
the CNNs are often trained on. To speedup the
training of depthwise separable convolution lay-
ers on NVIDIA GPUs, kernel composition can
be used, after which feature composition can be
used for the deployment on edge devices. This
handy trick is not the focus of this paper, but a
by-product of the feature and kernel composition equivalence that may greatly interest many deep
learning practitioners.
Depthwise over-parameterized depthwise/group convolutional layer (DO-DConv/DO-GConv).
Depthwise over-parameterization can not only be applied over a conventional convolution to yield
DO-Conv, but also be applied over a depthwise convolution, which leads to DO-DConv. Following
the same principle we used for establishing DO-Conv, as shown in Figure 4, DO-DConv also can be
computed in two mathematically equivalent ways as:
O = (D,W) } P
= W ◦ (D ◦ P) (Fig. 4-a, feature composition)
= (DT ◦WT )T ◦ P, (Fig. 4-b, kernel composition)
(4)
DO-DConv layer can be used as an alternative to depthwise convolutional layer, which is widely
used in MobileNets [18, 30, 17]. Same as in DO-Conv, both D and W are used in the training of DO-
DConv, while the folded W′ is used for the inference. Following the same principle used for yielding
DO-Conv and DO-DConv, grouped convolutional layer [23], which is a general case of depthwise
convolutional layer and is shown to be effective in ResNeXt [34], can be over-parameterized, yielding
DO-GConv. We refer to the over-parameterized (depthwise/group) convolutional layer as DO-Conv
for simplicity, in cases where there is no ambiguity.
3In earlier versions of Tensorflow [1], setting Dmul > M × N in the depthwise separable convolutional layer
is considered as an error, though this constraint has been removed since commit 1822073.
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4 Experiments
The choice of Dmul and initialization of D. Note that when M×N = 1, the underlying convolution
is a pointwise convolution. In this case, there is no spatial patch for the application of the depthwise
convolution, thus DO-Conv is not applied. When Dmul = M × N, the kernel of the underlying
convolution W is of the same shape as the conventional one, and the over-parameterizing kernel
D ∈ R(M×N)×Dmul×Cin can be viewed as Cin square Dmul × Dmul matrices. We initialize these square
matrices to identity I, such that W′ = W in the beginning. In this case, the over-parameterization
does not initially change the operation of the original CNN. It also facilitates DO-Conv by reusing
the parameters from the pre-trained model. Moreover, since the diagonal elements in D could be
overly suppressed by L2 regularization, we optimize D′ = D − I, where D′ is initialized with zeros,
instead of optimizing D directly. Unless otherwise noted, we use Dmul = M × N in our experiments.
Comparison protocol. The performance of a CNN can be affected by a wide range of factors.
To demonstrate the effectiveness of DO-Conv, we take several notable CNNs as baselines, and
merely replace the non-pointwise convolutional layers with DO-Conv, without any change to other
settings. In other words, the replacement is the one and only difference between the baseline and
our method. This guarantees that the observed performance change is due to the application of
DO-Conv, but not other factors. Furthermore, this also means that no hyper-parameter is tuned to
favor DO-Conv. Following this protocol, we demonstrate the effectiveness of DO-Conv on image
classification, semantic segmentation and object detection tasks on several benchmark datasets.
4.1 Image Classification
We conducted image classification experiments on CIFAR [22] and ImageNet [28], with a set of
notable architectures including ResNet-v1 [15] (including ResNet-v1b, which modifies ResNet-v1
by setting the 2 × 2 stride at the 3 × 3 layer of a bottleneck block), Plain (same as ResNet-v1, but
without skip links), ResNet-v2 [16], ResNeXt [34], MobileNet-v1 [18], -v2 [30] and -v3 [17].
Network Plain ResNet-v1 ResNet-v2
Depth 20 20 56 110 164 20 56 110 164
CIFAR Baseline 90.88 92.03 93.47 94.00 94.65 91.83 93.26 93.72 94.69
-10 DO-Conv +0.37 +0.25 +0.05 -0.05 -0.06 +0.39 +0.12 +0.21 -0.07
CIFAR Baseline 66.01 67.37 70.65 72.58 75.43 67.14 70.15 72.00 75.32
-100 DO-Conv +0.27 +0.31 +0.25 +0.01 +0.03 +0.54 +0.63 +0.22 +0.07
Table 1: Top-1 classification accuracy (%) on CIFAR.
The experiments on CIFAR follow
the same settings as those in [15, 16]
and the results are shown in Table 1,
where the “DO-Conv” rows show the
performance change relative to the
baselines. All the results on CIFAR
dataset reported in this paper are the
averaged accuracy of the last five
epochs over five runs. We can observe that DO-Conv brings a promising improvement over the
baselines on relatively shallower networks.
Network Plain ResNet-v1 ResNet-v1b ResNet-v2
Depth 18 18 34 50 101 152 18 34 50 101 152 18 34 50 101 152
Reference - 70.93 74.37 77.36 78.34 79.22 70.94 74.65 77.67 79.20 79.69 71.00 74.40 77.17 78.53 79.21
Baseline 69.97 70.87 74.49 77.32 78.16 79.34 71.08 74.35 77.56 79.14 79.60 70.80 74.76 77.17 78.56 79.24
DO-Conv +1.01 +0.82 +0.49 +0.08 +0.46 +0.07 +0.71 +0.77 +0.44 +0.25 +0.1 +0.64 +0.22 +0.31 +0.11 +0.14
Table 2: Top-1 classification accuracy (%) on ImageNet.
Network MobileNet ResNeXtv1 v2 v3 50_32x4d
Reference 73.28 72.04 75.32 79.32
Baseline 73.30 71.89 75.16 79.21
DO-D/GConv +0.03 +0.16 +0.14 +0.40
Table 3: Top-1 classification accuracy (%) on Ima-
geNet with DO-D/GConv (MobileNets/ResNeXt).
The experiments on ImageNet follow the same
settings as those in the model zoo of Glu-
onCV [12]. We implemented DO-Conv into
GluonCV (commit bbe4166), such that it is
convenient to make sure DO-Conv is the only
change over baselines, since all of the other set-
tings are not touched. We base the experiments
on GluonCV since it provides not only a wide
variety of high performance CNNs, but also the
their training procedures. We consider GluonCV highly reproducible, but still, to exclude clutter
factors as much as possible, we train these CNNs as baseline ourselves, and compare DO-Conv ver-
sions with them, while reporting the performance provided by GluonCV as reference. The results of
DO-Conv and DO-DConv/DO-GConv are summarized in Table 2 and Table 3, respectively. It is clear
that DO-Conv consistently boosts the performance of various baselines on ImageNet classification.
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4.2 Semantic Segmentation Training Stage Mean IoU.(%)
Backbone Segmentation PASCAL VOC Cityscapes
Baseline Baseline 88.59 78.71
Baseline DO-Conv +0.25 +1.45
DO-Conv DO-Conv +0.05 +0.82
Table 4: Semantic segmentation performance on
PASCAL VOC and Cityscapes.
We also conducted semantic segmentation ex-
periments on the PASCAL VOC [11] and the
Cityscapes datasets [8] with GluonCV, follow-
ing the same comparison protocol as that used
for the ImageNet classification task. Differently
from image classification, the training of a CNN
model for image segmentation often has two stages: the “Backbone” and “Segmentation”. The first
stage pre-trains a backbone model on the ImageNet classification task, and the second stage fine-tunes
the backbone for the segmentation task. DO-Conv can be used in one or both of the stages. We use
Deeplabv3 [5] with ResNet-50 and ResNet-100 as the backbones for Cityscapes and PASCAL VOC
datasets, respectively, and summarize the results in Table 4. Note that the delta in both the second
and third rows are relative to the first row. We can observe that DO-Conv consistently boosts the
performance, either when used only in the second stage, or in both stages.
4.3 Object Detection Training Stage AP AP50 AP75 APS APM APLBackbone Detection
Baseline Baseline 37.9 59.5 41.2 21.4 41.4 49.6
Baseline DO-Conv +0.0 +0.4 -0.2 +0.7 +0.6 -1.0
DO-Conv DO-Conv +0.3 +0.4 +0.3 +1.0 +0.3 +0.0
Table 5: Object detection performance (%) on
COCO. We followed the same standard metrics as
in [25], i.e., AP denotes the Average Precision at
IoU=0.50:0.05:0.95 which is a primary challenge
metric, AP50 and AP75 are AP at IoU=0.50, 0.75,
respectively, APS , APM and APL denote the AP
for small, medium and large objects, respectively.
We evaluated DO-Conv for object detection
task on the COCO [26] dataset using Faster R-
CNN [27] with ResNet-50 [15] backbone, again
with GluonCV, following the same aforemen-
tioned comparison protocol. The results are
summarized in Table 5. Similarly to segmen-
tation, the detection task has two stages: the
“Backbone” and “Detection”. Note that the delta
in both the second and third rows are relative
to the first row. We can observe that using DO-
Conv in the “Detection” stage only does not
improve the overall performance. Yet, when it is used in both stages, an obvious improvement is
achieved. Remember that no hyper-parameter tuning was done when making these comparisons, and
all the experiments stick to the hyper-parameters tuned for the baselines.
4.4 Visualizations
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Figure 5: Train and validation curves on ImageNet classification with ResNet-v1b in different depths.
Training dynamics. We show the train and validation curves of baseline and DO-Conv over 120
epochs with ResNet-v1b in different depths in Figure 5. The hyper-parameters of ResNet in GluonCV
are different from those used in the original ResNet work [15]. One notable difference is that the
learning rate is gradually decayed to zero at the end of training, and the training converges to a
significantly better performance than that reported in [15]. It is clear that the training of DO-Conv
not only converges faster, but also converges to lower errors. While faster convergence due to
over-parameterization has been reported before [3], to the best of our knowledge, we are the first to
report convergence to lower errors on mainstream architectures.
Effect of D on W. This is visualized in Figure 6, where H is the accumulated absolute difference
between W′ and W, i.e., Hmn =
∑Cout×Cin
i |W′imn −Wimn|. We found that while some Hs exhibit strong
skeleton pattern (major differences on center row and column) as observed in ACNet [10], other Hs
exhibit rather different patterns, such as “Stage2 Conv5” and “Stage3 Conv5” in Figure 6 (B).
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Figure 6: Visualization of ResNet-v2-20 kernels trained from CIFAR-100 classification. For the con-
venience of observation, each visualization is normalized, with the brighter/darker colors correspond
to the larger/smaller values, respectively.
4.5 Ablation Studies
Stage of ResNet CIFAR-100 ImageNet
0 1 2 3 4 ResNet-v2-20 ResNet-v1b-50
Baseline 67.14 77.56
X +0.17 +0.17
X +0.02 -0.07
X +0.25 -0.03
X +0.29 +0.02
X - +0.06
X X +0.10 -0.11
X X X +0.32 +0.16
X X X X +0.55 +0.14
X X X X X - +0.44
Table 6: Top-1 accuracy (%) with DO-
Conv in different stages. The deltas are
relative to the baseline.
DO-Conv in different ResNet stages. We show the
results of replacing the convolutional layers in sub-
sets of ResNet stages with DO-Conv in Table 6. For
ResNet-v2-20 on CIFAR-100, the accuracy consistently
improves when more DO-Conv are used. For ResNet-
v1b-50 on ImageNet, the effect is more complicated,
as the use of DO-Conv in certain stages may result in
a performance drop. The effectiveness of DO-Conv in
the first stage is consistent in both cases.
Baseline 77.56
DO-Conv (random-init) +0.18
DO-Conv (identity-init) +0.44
Table 7: Top-1 accuracy (%) on ImageNet
with ResNet-v1b-50 in different initializa-
tions. The deltas relative to the baseline.
Different initialization of D. The kernels in CNNs
are usually randomly initialized when training the
networks from scratch. Since the role of the over-
parameterization kernel is different than that of other
kernels, we opt to initialize it as identity. However, we
found that even if it is randomly initialized (with He
initialization [14]), it can still boost the performance, though the gain is smaller, compared to identity
initialization, as shown in Table 7.
Baseline 67.14
DO-Conv (Dmul = M × N) +0.55
DO-Conv (Dmul = (M + 2) × (N + 2)) +0.36
DO-Conv (Dmul = (M × 2) × (N × 2)) +0.47
Table 8: Top-1 accuracy (%) on CIFAR-
100 with ResNet-v2-20 in different Dmuls.
The deltas are relative to the baseline.
What if Dmul > M×N? In this case, the Cin matrices
of D are no longer square, and they are initialized by
filling (M × N) × (M × N) identity matrices as much as
possible, while the remaining elements are initialized
to zeros. We tested two such settings of Dmul and sum-
marized the results in Table 8. We can observe that all
three choices of Dmul yield an improvement over the
baseline. However, the performance using Dmul = M × N is the best among the three, thus we
empirically use Dmul = M × N.
5 Conclusions and Future work
DO-Conv, a depthwise over-parameterized convolutional layer, is a novel, simple and generic way
for boosting the performance of CNNs. Beyond the practical implications of improving training
and final accuracy for existing CNNs, without introducing extra computation at the inference phase,
we envision that the unveiling of its advantages could also encourage further exploration of over-
parameterization as a novel dimension in network architecture design.
In the future, it would be intriguing to get a theoretical understanding of this rather simple means in
achieving the surprisingly non-trivial performance improvements on a board range of applications.
Furthermore, we would like to expand the scope of applications where these over-parameterized
convolution layers may be effective, and learn what hyper-parameters can benefit more from it.
8
Broader Impact
We believe that the impact of our work is mainly to improve the performance of existing CNN models
on a variety of computer vision tasks. It could also assist in developing CNN-based solutions to tasks
which have not yet been tackled in this manner. We do not believe that our work has any ethical or
social implications beyond those stated above.
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