Consider a synchronous network of processors, modeled by directed or undirected graph G = ( V E), in which o n e a c h round every processor is allowed to choose one of its neighbors and to send him a message. Given a processor s 2 V , and a subset T V of processors, the telephone multicast problem requires to compute the shortest schedule (in terms of the number of rounds) that delivers a message from s to all the processors of T. The particular case T = V is called telephone broadcast problem. These problems have m ultiple applications in distributed computing. Several approximation algorithms with polylogarithmic ratio, including one with logarithmic ratio, for the undirected variants of these problems are known. However, all these algorithms involve solving large linear programs. Devising a polylogarithmic approximation algorithm for the directed variants of these problems is an open problem, posed in 15].
INTRODUCTION
Consider a network of processors modeled by a directed or undirected n-vertex graph G = ( V E). Assume that the communication in the network is synchronous, i.e., occurs in discrete \rounds", and in every round every processor is allowed to pick one of its neighbors, and to send him a message. The telephone broadcast problem requires to compute a s c hedule with minimal number of rounds that delivers a message from a given single processor, that generates the message, to all the remaining processors in the network. A more general, telephone k-multicast problem accepts as input also a set of terminals T V of size jTj = k, and requires to compute the shortest schedule that delivers the message to all the processors of T, whereas the processors of V n T may be left uninformed.
The telephone broadcast and multicast are basic primitives in distributed computing and computer communication theory, and are used as building blocks for various more complicated tasks in these areas (cf. 11]). The optimization variants of the broadcast and multicast primitives were intensively studied during the last decade 5, 13, 15, 17, 7] . Several approximation algorithms with a polylogarithmic ratio were suggested for the undirected variants of these problems 5, 15] , and the upper bound on their approximation threshold stands currently on O(log n) and O(log k), respectively 5] . Observe that all these approximation algorithms involve solving large linear programs (some even require multiple matrix products on large matrices), and do not apply to the directed case. Therefore, these algorithms, on the one hand, cannot be converted into a distributed protocol, and, on the other hand, are less suitable for the real applications due to their high running time and inapplicability to the directed case. We remark that devising a polylogarithmic approximation ratio for the directed broadcast and multicast problem is an open problem posed in 15] .
In this paper we devise a combinatorial logarithmic ap-proximation algorithm for the telephone broadcast and multicast problems, that applies to the directed b r oadcast problem as well. The worst case running time of our algorithm is O(jEjjV j), which is a signi cant i m p r o vement o ver the worst case running time of 15] (to the best of our knowledge, the latter is no smaller than (n 7 )). We remark that albeit its combinatorial nature, our algorithm, like the ones of 5, 15] , does not seem to yield directly a distributed protocol, because it involves some global ow computations. We also study the more general postal model (see 5] ). In this model each v ertex v h a s a d e l a y 0 (v) 1. The vertex that sends a message is \busy" at the rst time units starting from its sending time. In addition, every edge e has a delay le representing the time required to send the message over e. Also, we de ne the edge-dependent heterogenous postal model in which the delay o f a v ertex v depends on the edge used to send the message. In the full version of this paper, we s h o w that our algorithms work on these more general versions of the directed telephone problem.
From the point of view of the hardness of approximation, the best known lower bound on the approximation threshold for the (directed and undirected) telephone broadcast problems is 3/2 17]. In this paper we s h o w that it is NP-hard to approximate the undirected broadcast problem within ratio of 3 ; for any > 0, and that the directed telephone broadcast problem is ( p log n)-inapproximable unless N P DTIME(n O(log n)
). Finally, w e also study the radio broadcast problem. This problem is formulated similarly to the telephone broadcast problem, but in every round every processor is allowed to transmit the message only to the entire set of its neighbors. In other words, it can either transmit to all of them or not transmit at all, but it can transmit to no strict subset of its set of neighbors. Furthermore, only a processor that receives the message from precisely one neighbor in a certain round is considered to be informed in this round. The intuition is that processors, that receive a message from more than one neighbor in the same round, get it corrupted. Like i n t h e telephone broadcast problem, in the end of the schedule all the processors in the network should be informed.
The radio broadcast problem was also intensively studied (cf. 1, 3, 8] and the references therein). Let rad(G s) be the largest distance between a designated vertex s and any other vertex in the graph G. It is known 3, 8] that for any graph G and vertex s in G, an originated from s radio broadcast can be completed in O(minfrad(G s) + log 5 n (rad(G s)+log n) log ng) rounds. On the other hand, it is shown in 1] that for any r = 2 3 : : : , there is an in nite family of graphs of radius r, on which the radio broadcast requires rad(G s) + (log 2 n) rounds. While the aforementioned upper bound of 3] can be interpreted as an O(log 2 n)-approximation algorithm for the problem, to the best of our knowledge, no lower bound on its hardness of approximation was known prior to the current paper. However, an evidence of its hardness was recently provided by 2 ] . It is shown there that for any c > 0 the existence of a (c log n)-approximation algorithm for the radio broadcast problem implies an existence of an algorithm that colors any 3-colorable graph with O(n c ) colors. The latter is considered to be hard for small c, and the best known upper bound on the required number of colors is O(n 3=14 ), due to 4].
We s h o w that the problem is (log n)-inapproximable unless N P BPTIME(n O(log log n) ), showing, in particular, that it is unlikely that the reduction of 2] may e v er be used to prove a polylogarithmic upper bound on the number of colors that are required to color any 3-colorable graph. We note that the multiplicative ( l o g n)-inapproximability t h a t we establish holds only for the general case of the radio broadcast problem, that is the case when the instances that admit a schedule with only a constant n umber of rounds are allowed. Indeed, an approximation algorithm with only a constant multiplicative ratio, but with an additive error term of O(log 5 n) for the radio broadcast problem was devised in 8]. It follows from their result that whenever the problem is restricted to the instances for which a n y admissible schedule has (log 5+ n) rounds for some > 0, the problem admits a constant approximation ratio. On the other hand, it follows from our result that unless N P B P T I M E (n O(log log n) ), the additive o(log n) approximation is impossible for the radio broadcast problem, even whenever it is restricted to the case when all admissible schedules have polylogarithmic in n (or even higher) number of rounds.
The paper has the following structure. Section 2 is devoted to the telephone broadcast and multicast problems, and Section 3 is devoted to the the hardness of the radio broadcast problem. All the proofs are omitted from this extended abstract.
TELEPHONE PROBLEMS
We rst introduce some de nitions. A c ollection of vertex-disjoint trees is called a forest. The depth (resp., degree) of the forest F, denoted depth(F) (resp., deg(F)), is de ned b y depth(F) = max 2F depth( ) (resp., deg(F) = m a x 2F deg(F)). The length of the schedule , denoted length( ), i s dened t o b e j j ; 1. If I = fsg for some vertex s 2 V , t h e p r oblem of nding an (I T )-schedule of minimal length is called the directed (resp., undirected) multicast problem. A triple (G s T) is called a n instance of the directed (resp., undirected) multicast problem. The variant in which all the instances (G s T) satisfy jTj = k for some positive integer k is called the directed (resp., undirected) k-multicast problem. The directed (resp., undirected) broadcast problem is the corresponding jV j-multicast problem, and a pair (G s) is called a n instance of the directed (resp., undirected) broadcast problem. A subgraph F( ) = (V ( ) E ( )) of G, such that V ( ) = T, E( ) = in a digraph G = ( V E), t h e head of P, d e n o t e d head(P), i s v0, and the tail of P, denoted tail(P), i s vr. Throughout the paper, we use P to refer both to the path and to its edgeset, and use V (P ) to refer to the vertex set of P. The length of the path P, i.e., its number of edges, is denoted jPj.
A set of directed p aths S = fP1 : : : P q g is called a spider if head(Pi) = head(Pj) for any i j = 1 2 : : : q , i 6 = j, and the paths are vertex-disjoint except for sharing the head. The head of the spider S, denoted head(S), is de ned t o b e head(P) for some P 2 S.
A set of vertex-disjoint spiders is called a forest of spiders. For a forest of spiders F, the set of paths of F, denoted P(F), is the set P(F) = fP 2 S j S 2 Fg.
The depth of the spider S, denoted depth(S), i s maxP2S jPj.
The degree of the spider S, denoted deg(S), i s jSj = q.
The value of the spider S, denoted val(S), i s deg(S) + depth(S).
Fo r a f o r est of spiders F, depth(F) = maxS2F depth(S), deg(F) = m a x S2F deg(S) and val(F) = m a x S2F val(S).
The set of paths of the forest of spiders F, denoted P(F), is de ned b y P(F) = S S2F P(S). Given two vertex sets A B V , A \ B = , a spider S is called (A B)-spider if head(S) 2 A, a n d for every P 2 S, tail(P) 2 B, and V (P ) n f head(P)g V n A. The set Heads(F) is de ned t o b e fhead(S) j S 2 Fg. More g e n e rally, a tree = ( V E ) rooted at a vertex r 2 V is called an (A B)-tree, i f r 2 A, L( ) B and V n f rg V n A.
A f o r est F of spiders is a forest of (A B)-spiders if every S 2 F is an (A B)-spider.
A f o r est F of (A B)-spiders is said to be covering if the set of tails of the spiders contain all the vertices in B.
Definition 2.5. Given a digraph G = ( V E), subsets of vertices U T U V , and an integer br, (U UT br)-fork triple is a triple (u t1 t 2) 2 U U T U Tsuch that u 6 = t2 and dist G(U) (u t1) dist G(U) (u t2) br.
A straightforward algorithm for testing the existence of a ( U UT br)-fork triple in an n-vertex digraph G = ( V E) performs jUj Dijkstra shortest paths tree constructions in G(U), one construction for each v ertex u 2 U, e a c h tree of depth at most br. This algorithm requires O(jEjn) time. 
Finally, for an instance (G cap s f l o w t f low ) of the maximal ow problem, a ow function f0 such that maximizes size(f0) is called the maximal ow function of the instance, and size(f0) is called t h e maximal ow v alue of the instance.
Approximation Algorithm
We start with presenting a logarithmic approximation algorithm Dir Broadcast for the directed telephone broadcast problem.
The algorithm accepts as input the digraph G = ( V E) and the source vertex s 2 V , and returns an (fsg V )-schedule . The central ingredient of our algorithm is Procedure Dir Broad Guess. The procedure accepts as input the digraph G = ( V E), the source s 2 V , the set of terminals T V n f sg, and the guess br of the upper bound on the optimal broadcast schedule for the instance (G s) o f the telephone broadcast problem. It can be shown that if the guess was correct, the procedure returns a broadcast schedule for (G s) of length that is not greater than O(br log n).
In the opposite case, the procedure might return the value P O O R GUESS. Also, whenever the procedure returns a schedule, this schedule is of length that is not greater than O(br log n). Algorithm Dir Broadcast conducts a binary search on the value of the guess br. Speci cally, on each iteration it invokes Dir Broad Guess(G s V n f sg b r ). It is easy to see that the properties of Procedure Dir Broad Guess that are listed above guarantee a logarithmic approximation ratio of Algorithm Dir Broadcast.
Procedure Dir Broad Guess has three phases. At t h e b eginning of the rst phase it constructs a subset T 0 of vertices that satis es two properties. First, jT 0 j j Tj=2, and second, there exists a subset I V of vertices that, on the one hand, can be informed fastly once all the vertices of T 0 get the message m, and on the other hand, can deliver m fastly to all the remaining terminals (the set U Twhich i s the set of yet uninformed vertices of T). The continuation of the rst phase of the procedure is, therefore, to recurse on T 0 , and this way to construct a short subschedule for passing the message m from the source s to all the terminals of T 0 . The second phase constructs a short subschedule for passing the message from T 0 to I (steps 6-7 of Procedure Dir Broad Guess), and the last third phase constructs a short subschedule for passing the message m from I to U T .
The construction of T 0 revolves around computing the fork triples, de ned in De nition 2.5. Intuitively, e a c h such triple (u t1 t 2) i s a triple of vertices such that it is su cient to inform u in order to \cover" t1 and t2. In other words, both t1 and t2 can be informed fastly once u gets the message m. Note that for this purpose, it is not su cient t o p i c k t r i p l e s (u t1 t 2) with short distances between u and t1 and u and t2, but, in addition, it is necessary to guarantee that the paths Pu t 1 and Pu t 2 between u and t1 and u and t2, respectively, will be devoted exclusively to the communication between them. In other words, if (u 1 t 1 1 t 1 2 ) and (u 2 t 2 1 t 2 2 ) a r e t wo fork triples, then the paths P u 1 t 1 1 , P u 1 t 1 2 , P u 2 t 2 1 and P u 2 t 2 2 are all vertex-disjoint apart from V (P u 1 t 1 1 ) \ V (P u 1 t 1 2 ) = fu 1 g, and V (P u 2 t 2 1 ) \ V (P u 2 t 2 2 ) = fu 2 g. To ensure this, Procedure Dir Broad Guess keeps track of the vertices that are still not used in previous fork triples.
One of the technical tools that are used repeatedly in our algorithms is Procedure Busy Schedule. This procedure accepts as input some graph G 0 = ( V 0 E 0 ), and a collection of informed vertices R V 0 . During the procedure every vertex u that knows the message, chooses an uninformed neighborv (if any), and sends the message to v. The choice for u of which (uninformed) neighborv to inform next is arbitrary. The formal description of Procedure Dir Broad Guess follows. Procedure Constr Spiders is presented later on.
Procedure Dir Broad Guess Input: Digraph G = ( V E), source s 2 V , set of terminals T V n f sg, positive i n teger br. Output: Broadcast (s T){schedule . Let F be a forest of spiders, and R = Heads(F). Consider the operation of Procedure BusySchedule on input (G(F ) R ). We next argue that the number of rounds required for informing V (F ) using a busy schedule is length( ) = val(F) ; 1. Indeed, consider a spider S 2 F.
Observe that in deg(S) rounds, all the vertices that have a neighborinhead(S) get the message m. Once all these vertices are informed, it takes at most additional depth(S) ; 1 rounds to deliver the message over the vertex-disjoint paths to all the vertices of the spider S. As all the spiders in F are vertex-disjoint, we conclude the following lemma. Next lemma shows that step 7 produces a short (T 0 I )-schedule.
Lemma 2.8. The schedule 2 returned on step 7 of Procedure Dir Broad Guess is a (T 0 I )-schedule of length that is not greater than br + 1 .
Next lemma follows directly from step 1, 6f, 6e and 3 of Procedure Dir Broad Guess. Lemma 2.9. Consider some invocation Dir Broad Guess(G s T br) for some digraph G = ( V E), vertex s 2 V , set of terminals T V , a n d positive integer br. Then the set T 0 at step 9 of Procedure D i r Broad Guess satis es jT 0 j j Tj=2.
Next lemma states that after all fork triples are extracted, short paths from I to U Tmay i n tersect only by h a ving a common head. Lemma 2.10. Let I and U Tbe two disjoint vertex subsets I U T V , I \ U T= , a n d br be a p ositive integer, such that no (V nI U T b r )-fork triple exists. Let Pv 1 t 1 , Pv 2 t 2 be two directed p aths such that v1 v 2 2 I, t1 t 2 2 U T , t1 6 = t2, and V (Pv 1 t 1 ) V (Pv 2 t 2 ) n f v1 v 2g V n I. Furthermore, jPv 1 t 1 j jPv 2 t 2 j br. Then V (Pv 1 t 1 ) \ V (Pv 2 t 2 ) f v1g \ f v2g.
Next lemma states that whenever short paths from I to U Tmay i n tersect only by h a ving a common head, and the instance admits a short schedule, then there exists a covering forest of (I U T )-spiders with small depth and degree. Lemma 2.11. Suppose there exists a broadcast schedule for the instance (G s) of the directed broadcast problem of length not greater than a xed p ositive integer br. Let We need one more piece of notation. For a vertex set
The formal description of Procedure Constr Spiders follows. Note that whenever on step 1 the set U Tis not empty, the guess br could be correct or not not correct. In this case all the terminals of T were exhausted by the fork triples on step 6 of Procedure Dir Broad Guess. Hence, the guess is correct if and only if there exists an (fsg T 0 )-schedule of length at most br. The following lemma summarizes the analysis of Procedure C o n s t rSpiders. Lemma 
Constr Spiders(I U T b r ). If it does not return POOR GUESS, then the size of the ow returned on step 3 of the invocation ( ow val) is equal to jU T j, and the set F, constructed on step 7 of the procedure, is a covering forest of (I U T )-spiders with val(F) 2br. If it does return POOR GUESS, then no broadcast schedule for (G s) of length at most br exists.
Next lemma establishes some properties of the output schedule of Procedure C o n s t rSpiders. Lemma Note that the main obstacle to generalizing Algorithm Dir Broadcast to the multicast problem is the fact that the set T 0 is not necessarily contained in T. In the undirected case this obstacle can be overcome by u s i n g fork pairs instead of fork triples. Intuitively, a fork pair is a pair of nearby terminals of T, that are still not used for other fork pairs. >From each fork pair, precisely one terminal is inserted to T 0 , guaranteeing both jT 0 j j Tj=2 a n d T 0 T. This results in an O(log k)-approximation for the undirected k-multicast problem.
Hardness Results
In this section we present s o m e l o wer bounds on the approximation thresholds of the (undirected and directed) telephone broadcast problems. Definition 2.18. Given an undirected b i p artite graph G = ( V1 V 2 E ), a subset of vertices C V1 is a set-cover for G if for any v2 2 V2 there exists v1 2 C such that (v1 v 2) 2 E.
Given a constant 0 < c 1, and an integer-valued function t = t(n), the YES-instance of the set-cover (t(n) c )-promise problem is an undirected b i p artite graph G for which there exists a set-cover C of size jCj t(n). The NOinstance of the set-cover (t(n) c )-promise problem is an undirected bipartite graph G for which any set-cover C has size jCj c log n t(n).
The set-cover (t(n) c )-promise problem is given either a YES-instance or a NO-instance o f t h e p r oblem, and the goal is to determine whether it is a YES-instance o r a NO-instance.
It is known 14] that there exists a constant c such t h a t the set-cover (t(n) c )-promise problem is NP-hard, for t(n) = d p ne.
Given an instance of the set-cover (t(n) c )-promise problem, an undirected bipartite n-vertex graph G = ( V1 V 2 E ), jV1j = jV2j = n=2, we construct a graph G in the following 17] , that proves the hardness of 3/2 for the problem. We n e x t u s e G as a building block in our reduction that shows the hardness of ( p log n) for the directed broadcast problem, and then, via a similar reduction, a hardness of 3; for any > 0 for the undirected broadcast problem.
We rst analyze some properties of G. However, since both for the YES and NO-instance of the set-cover, informing V1 requires (t(n) log n) rounds, this reduction by itself may p r o vide only a constant hardness of approximation for the broadcast problems.
Consider the following recursive construction of a triple ( G (2) If G is a NO-instance of the set-cover (t(n) c )-promise problem, then any (fsg V 2)-schedule for the instance ( G s) of the undirected telephone broadcast problem has length j j 3=2 c t(n) l o g n.
Note that Lemma 2.24 implies (3;o(1))-inapproximability o f t h e undirected multicast problem. However, since for both the YES and NO-instance of set-cover, informing V 1 in the instance ( G s) of the instance undirected telephone broadcast problem requires t(n) log n(c=2 + o(1)) rounds, the reduction that uses only G yields only (3=2 ;o(1))-inapproximability for the undirected broadcast problem. This is, essentially, the reduction of 17].
In the following lemmas we show that the construction of (1)).
Turning to the analysis of the NO-instance, we g e t Lemma 2.27. If G is a NO-instance of the set-cover (t(n) c )-promise problem, for any i = 1 2 : : : , a n y (fs ).
Theorem 2.28. For any > 0, it is NP-hard to approximate the undirected b r oadcast problem within a ratio of 3; .
RADIO BROADCAST

Reduction
We rst introduce some de nitions. Definition 3.1. Let G = ( V E) be an unweighted undirected g r aph, and R V be a subset of vertices. The set of vertices informed b y R, denoted I(R), i s I(R) = fv j 9 !x 2 R s.t. v 2 ;G(x)g (the notation 9!x stands for \there exists unique x"). For a singleton set R = fxg, I(R) = I(fxg) = I(x) = ; G(x). Thus, a set R informs a vertex v if v has exactly one neighbor in R.
A sequence of vertex sets = (R1 R 2 : : : R q ), q = 1 2 : : : , is called a radio broadcast schedule of length q (later on referred as schedule) if Ri+1 S i j=1 I(Rj) for every i = 1 2 : : : q ; 1. Namely, the vertices that send a message in certain round are informed in some previous round.
The set of vertices informed by a schedule , denoted I( ), i s I( ) = S R2 I(R).
Given a graph G = ( V E) and a vertex s 2 V , a schedule is admissible with respect to (G s) if R1 = fsg and V
I( ).
An instance of the radio broadcast problem G is a pair (G = ( V E) s ), w h e r e G is a graph, and s 2 V is a vertex.
The goal is to compute an admissible schedule of minimal length.
For any schedule = (R1 R 2 : : : R q ), the set Ri is called t h e ith round of , i = 1 2 : : : q . Definition Next we describe our randomized reduction from the MIN-REP problem to the radio broadcast problem, that shows that the approximability threshold for the latter is (log n). This reduction is a based on the reduction of 14] from the maximization variant of the Label-Cover problem to the SetCover problem (cf. 10]). For any subset C V1 V2, let C = f x j x 2 Cg. The edge set E is de ned by E = f(s x) j x 2 V1 V2g E 0 (r), where r is the string of random coins of the reduction. The rst part implies that we connect s to all the vertices corresponding to the G vertices, Next we describe how the set E 0 (r) is formed (later on we will refer to this set as E 0 it is denoted E 0 (r) here in order to stress that it is the only part of the reduction that depends on the random string). This completes the description of the randomized reduction from the MIN-REP problem to the radio broadcast problem.
The amount of randomness it uses and the cardinality o f V are at most polynomial in n.
We remark that the bipartite graph (V1 V2 E 0 (r)) is similar to the graph that is constructed by the reduction from the Label-Cover problem to the Set-Cover problem due to 14]. However, there are two di erences. First, in 14] only one set Mẽ is formed for every super-edgeẽ, instead of M = n copies of it, as it is in our reduction. Second, and probably more important di erence, is the introduction of the sets Q 
Analysys
All the probabilities in this section are with respect to the sample space that is determined by all possible choices of the random string r.
In the sequel, we will analyze a collection S = fSg of subsets S of V1. The sets S will be partitioned into two parts referred as the \plus" part S + , and the \minus" part S ; . We need to compute probabilities of the form: what is the probability that a vertex v 2 M j e is connected to all the vertices of S + vertices but is connected to no vertex of S ; ? The following lemma addresses this question. Lemma 3.4. Let S be a set of subsets of A B for somẽ e = ( A B) 2Ẽ such that for every S 2 S either S = fag for some a 2 A, o r S = fb1 b 2 : : : b l g andẽ(b1) = e(b2) = : : : = e(b l ). In addition, let f(S + S ; ) j S + \ S ; = S + S ; = S 2 S g be a set that contains one disjoint partition of each S 2 S into two subsets. Suppose that the set For a set R and a supervertex X 2Ṽ , l e t R X = jR \ Xj 20 log M R \ X otherwise. Also, let R X = R n (R X). For a schedule = (R1 R 2 : : : R q ), let X = ( R1 X R2 X ::: Rq X), and X = ( R1 X R2 X ::: Rq X). Intuitively, X \extracts" from the rounds in which relatively many elements of X are active. For a collection^ o f s c hedules, and a supervertex X 2Ṽ , l e t X = f X j 2^ g. Hence, for any subset S = fX1 X 2 : : : X l g Ṽ , the notation ( X2SX ) = X1 X2 : : : X l , where the elements of S appear in an arbitrary order, is well-de ned. Note that by Lemma 3.6, for any round R, R ( X2SX ) = Rn( S X2S R X). Hence, R = ( R ( X2SX )) (
The following lemma establishes a helpful property of the function I. . Intuitively, the following lemma states that when analyzing short admissible schedules we can restrict our attention only to schedules in which for every round R 2 and for every supervertex X 2Ṽ , the cardinality of R \ X is relatively small. The next lemma states, intuitively, that an existence of a low-ratio approximation algorithm for the radio broadcast problem implies an existence of an e cient distinguisher between YES and NO-instances of the MIN-REP problem. Lemma 3.16 . If there exists a probabilistic polynomial time (shortly, p.p.t.) c log n-approximation algorithm for the radio broadcast problem for some small constant c (c = 1=360 is enough) that succeeds with probability at least 1 ; Finally, w e conclude Corollary 3.17. There is a universal constant 0 < c < 1 such that there is no p.p.t. c log n-approximation algorithm for the radio broadcast problem unless N P BPTIME(n O(log log n) ).
Note that our reduction forms instances G = ( G s) with rad( G s) = minfd G (s v) j v 2 Gg = 2 that either have a n admissible schedule of length 3 or satisfy that any admissible schedule for them is of length (log n). The analysis of the reduction shows that it is hard to distinguish between the instances of these two t ypes.
We remark that the reduction can be easily modi ed to show that for any positive integer r = 2 3 : : : , there is a set of instances G = ( G s) with rad( G s ) = r that either have an admissible schedule of length r + 1 or satisfy that any admissible schedule for them is of length r + ( l o g n), and such that it is hard to distinguish between instances of these two t ypes. This generalization is achieved by adding a path of length r, ( s s1 s 2 : : : s r) to the construction, and connecting sr to all the vertices of V1 (instead of connecting s to all the vertices of V1).
Corollary 3.18. There exists a universal constant 0 < c < 1 such that there is no p.p.t. algorithm that given an instance ( G s) G = ( V E) j V j = n of the radio broadcast problem returns a schedule of length at most j (G)j+c log n, unless N P BPTIME(n O(log log n) ), where (G) is the shortest admissible schedule for G.
This result should be compared with the result of 8], that devise an algorithm that returns a schedule of length at most O(rad(G s) + l o g 5 n), for any instance ( G s) G = ( V E) j V j = n of the radio broadcast problem.
Another related result of 1] shows that there are graph with constant diameter and (log 2 n) broadcast time. Thus no algorithm can produce a schedule of length rad(G s) + o(log 2 n) for every instance (G s) of the radio broadcast. Observe that our result is stronger in the sense that our lower bound refers to the length of the optimal schedule (G) for the speci c instance that might be signi cantly higher than rad(G s) (as the result of 1] shows).
