In the revised paper, we have highlighted the changes made in Blue FONT. This paper presents a combined parameter and state estimation algorithm for a bilinear system described by its observer canonical state space model based on the hierarchical identification principle. The Kalman filter is known as the best state filter for linear systems, but not applicable for bilinear systems. Thus, a bilinear state observer (BSO) is designed to give the state estimates using the extremum principle. Then a BSO based recursive least squares (BSO-RLS) algorithm is developed. For comparison with the BSO-RLS algorithm, by dividing the system into three fictitious subsystems on basis of the decomposition-coordination principle, a BSO based hierarchical least squares algorithm is proposed to reduce the computation burden. Moreover, a BSO based forgetting factor recursive least squares algorithm is presented to improve the parameter tracking capability. Finally, a numerical example illustrates the effectiveness of the proposed algorithms.
Introduction
Parameter estimation is a significant part in system identification, and has been widely used in system analysis [1] [2] [3] , system modeling [4] [5] [6] [7] , and system control [8, 9] . Since many industrial processes are complex and inherently nonlinear, nonlinear system identification has drawn much attention throughout the world [10] [11] [12] . The bilinear approach for modeling these complex processes are proven to be more precise than any other traditional linear models [13] . However, the nonlinear term existing in the bilinear model brings some challenges for bilinear system identification. During the past decades, much work has been carried out on parameter estimation for bilinear systems. For example, dos Santos et al. presented a subspace identification method for bilinear systems by treating the bilinear term as a second-order white noise process [14] . Larkowski et al. addressed the identification problem of the diagonal bilinear errors-in-variables system and extended the bias compensated least squares technique to bilinear systems [15] . Li et al. applied the polynomial transformation technique to obtain the equivalent input-output representation of the bilinear system and proposed the iterative algorithm for parameter estimation [16] [17] [18] . The recursive least squares (RLS) approach is known as the most commonly used estimation method among numerous different parameter estimation techniques. Although the RLS method offers a fast convergence rate, there exists several problems such as the increase in the computational burden and the decline in the tracking capability [19, 20] . The hierarchical identification principle is applied to decompose a bilinear system into several subsystems for parameter estimation [21] . Recently, Ma et al. proposed the modified Kalman filter hierarchical least squares algorithm for the multivariate Hammerstein system [22] . Wang et al. presented a hierarchical stochastic gradient algorithm for bilinear-in-parameter systems [23] . Chu et al. proposed a diffusion variable forgetting factor RLS algorithm on the basis of a local polynomial modeling of the time-varying systems [24] . Wang et al. presented an interval varying recursive least squares algorithm with two forgetting factors for pseudo-linear systems with missing data [25] .
Nonlinear filtering techniques have attracted much attention in signal processing [26, 27] and have wide applications in many areas [28] [29] [30] [31] . The classical Kalman filter (KF) is recognized as the best linear filter for linear systems under Gaussian noises. However, it is not suitable for nonlinear systems and bilinear systems, which promotes the development of the alternative filtering methods such as the extended KF, the unscented KF and the H-infinity filter. In the literature, Favoreel et al. considered a bilinear system as a time-varying linear system, and applied the Kalman filter to estimate the unknown states [32] . Basin et al. designed a mean-square finite-dimensional filter for the incompletely measured bilinear time-delay system over linear observations [33] .
The previous work in [34] considered the state filtering and least squares estimation problem for a linear state space system. It is well known that the system identification of nonlinear systems is more difficult than that of the linear case. Moreover, for linear systems, the Kalman filtering algorithm can directly obtains the state estimates, but is not applicable for nonlinear system state filtering. Thus, this paper extends the parameter estimation and state filtering problem from linear systems to bilinear systems. In the state estimation, the bilinear state observer is designed to obtain the system states by replacing the unknown parameters with their estimates. In the parameter estimation, by replacing the unknown states with their estimates, the parameters can be identified based on the least squares principle. They form the interactive estimation. Then the bilinear state observer based recursive least squares (BSO-RLS) algorithm is proposed. Furthermore, the original system is decomposed into three subsystems by means of the decomposition-coordination principle and a bilinear state observer based hierarchical least squares (BSO-HLS) algorithm is derived to reduce computational burden. Finally, a bilinear state observer based forgetting factor recursive least squares algorithm (BSO-FF-RLS) is proposed to improve the parameter tracking capability compared with BSO-RLS algorithm.
This paper is organized as follows. Section 2 gives the identification model of the bilinear state space system and introduces the identification problems to be discussed. Section 3 derives a bilinear state observer by minimizing the state estimation error. Section 4 proposes a BSO-RLS algorithm based on the state observer. By using the hierarchical identification technique, Section 5 presents the BSO-HLS algorithm based on the extremum principle. In Section 6, the BSO-FF-RLS algorithm is proposed and the computational complexity analysis is discussed. The example is provided in Section 7 to verify the effectiveness of the proposed algorithm. Finally, concluding remarks are given in Section 8.
2
The bilinear system and its identification model Let the expression "A =: X"or "X := A" stand for "A is defined as X". Let the superscript T denote the matrix/vector transpose, θ(t) denote the estimate of the parameter θ at time t. The symbol I (In) stands for an identity matrix of appropriate sizes (n × n); z represents a unit forward shift operator: zx(t) = x(t + 1) and z −1 x(t) = x(t − 1). 1n represents an n−dimensional column vector whose elements are all unity. Consider a bilinear system in Figure 1 :
where
xn(t)]
T ∈ R n is the state vector, u(t) ∈ R is the system input, y(t) ∈ R is the system output, v(t) ∈ R is an uncorrelated random noise with zero mean, and A ∈ R n×n , B ∈ R n×n , f ∈ R n and c ∈ R 1×n are the system parameter matrices/vectors. Transforming the bilinear system in (1)-(2) in its observer canonical state space model gives
According to the least squares principle, defining and minimizing the cost function
lead to the following recursive least squares algorithm:
where P (t) is the covariance matrix and L(t) := P (t)ϕ(t) is the gain vector. Give the initial parameter asθ(0) = 1 n 2 +2n /p 0 . Remark 1. Notice that ϕ(t) involves the unknown states x(t). The recursive least squares algorithm in (4)-(6) cannot obtain the system parameters, so it is necessary to derive a combined parameter estimation and state filtering algorithm for the bilinear system. For a linear system, the Kalman filter can be applied to give its state estimates. However, the system in (1)- (2) is bilinear. Thus, we are supposed to design a bilinear state observer for state estimation and choose a suitable observer gain vector so as to minimize the state estimation error, which is similar to the requirement of the Kalman filter for the linear case. The details are in Section 3.
Remark 2. In system identification, the standard least squares method is recognized as the widely used parameter estimation method. In spite of its widespread use, it presents some potential problems in this paper and these drawbacks motivate us to study new identification methods. The bilinear system in (1)-(2) contains n 2 + 2n parameters to be identified. With the dimension n increasing, the system contains more parameters and the dimension of P (t) becomes larger especially for large-scale bilinear systems. The amount of calculation for P (t) determines the entire computational load, so a high-dimensional P (t) leads to heavy computational burden. Thus, in order to reduce the calculation amount, this paper uses the hierarchical identification principle to decompose the system into several subsystems. Moreover, in order to improve the parameter tracking capability for the bilinear system, we introduce a forgetting factor in the parameter estimation algorithm and improve the algorithm activity. It is known that the Kalman filter is the best linear state filter for the linear system, but it cannot be applied to obtain the unknown states of nonlinear systems (i.e., bilinear systems). Thus, this section presents a bilinear state observer to obtain the state estimatesx(t) of the unknown states x(t) for the bilinear system by minimizing the state estimation error.
If the parameter matrices/vector A, B and f are known, similar to the state observer, we construct
where Lx(t) is the observer gain vector. Defining the state estimation errorx(t) := x(t) −x(t), we havẽ
x(t + 1) = [A − Lx(t)c]x(t) + Bx(t)u(t) − Lx(t)v(t). (7)
Define the state estimation error covariance matrix
The aim is to choose an optimal gain vector Lx(t) to minimize the state estimation error covariance matrix Px(t + 1) := E[x(t + 1)x T (t + 1)]. Using (7), we have
It is difficult to determine Lx(t) because computing the partial derivative of Px(t + 1) in (9) with respect to Lx(t) is not easy. Here, we adopt the extremum principle to obtain the filtering gain vector Lx(t). Assume that Lx(t) is the optimal gain vector to minimize the state estimation error covariance matrix Px(t + 1), and Px(t + 1) is minimal. It is obvious that if there exists the departure δLx(t) from the filtering gain vector to the optimal gain vector, the estimation error covariance matrix obtained from (9) will deviate from the minimal Px(t + 1) and reach Px(t + 1) + δPx(t + 1), where δPx(t + 1) is the non-negative definite matrix. From (9), we find that Lx(t) + δLx(t) and Px(t + 1) + δPx(t + 1) satisfy
where Px(t + 1) and Lx(t) satisfy (9) . Substituting (9) into (10) gives
If take M (t) = 0, i.e.,
then we can obtain
Thus, we have
From (14), it can be found that cPx(t)c T + Rv is non-negative at least because Rv is non-negative, the matrix Px(t) is non-negative definite. If δLx(t) = 0, then δPx(t + 1) is the non-negative definite matrix, which explains that the non-negative deviation is generated when any departure δLx(t) effects the filtering gain vector Lx(t). Therefore, Lx(t) in (13) is the optimal gain vector which makes the state estimation error covariance matrix minimum. To summarize, the bilinear state observer is as follows,
If the parameter matrices/vector A, B and f are unknown, the bilinear state observer in (15)- (17) cannot obtain the state estimates. Then we apply the parameter identification algorithm to give the parameter estimates, and use the estimated parameters to compute the estimatesx(t) of the states x(t). Define the estimates of the parameter vectors θ, a, b and f aŝ
Useâ(t),b(t) andf (t) to construct the estimatesÂ(t),B(t) and f (t) of A, B and f aŝ
A(t) := 2 6 6 6 6 6 6 4
B(t) := 2 6 6 6 4b
,f (t) := 2 6 6 6 4f
Replacing A, B and f in (15)- (17) withÂ(t),B(t) andf (t) giveŝ
Equations (18)- (22) form the parameter estimates based bilinear state observer to compute the estimatesx(t) of the state vector x(t).
The BSO based recursive least squares algorithm
In this section, a bilinear state observer based recursive least squares algorithm is employed to solve the combined state and parameter estimation problem of the considered bilinear system.
From (4)- (6), we find that the RLS algorithm cannot obtain the unknown parameters because of the unknown states x(t). So based on the bilinear state observer proposed in Section 3, we replace the unknown state x(t − i) with its estimatex(t − i) and definê
Moreover, employing the bilinear state observer in (18)- (22), and replacing x(t), ϕ(t), ϕ x (t) and ϕ xu (t) with their estimatesx(t), ϕ(t),φ x (t) andφ xu (t) in (4)- (6) gives the bilinear state observer based recursive least squares (BSO-RLS) algorithm:
A(t) = 2 6 6 6 6 6 6 4
B(t) = 2 6 6 6 4b
. . .
bn(t)
,f (t) = 2 6 6 6 4f
To summarize, we list the steps for implementing the algorithm in (23)- (35) as follows. (26)- (29). 3. Compute the gain vector L(t) using (24), the covariance matrix P (t) using (25). 4. Update the parameter estimateθ(t) using (23). 
To initialize: let
t = 1,θ(0) = 1 n 2 +2n /p 0 ,x(1) = 1n/p 0 , P (0) = p 0 I n 2 +2n , Px(1) = In, p 0 = 10 6 .
Collect the measurement data u(t) and y(t). Formφ(t) using
5. Readâ i (t),b i (t) andf i (t) fromθ(t) in (35
The BSO based hierarchical least squares algorithm
In order to improve the computational efficiency, based on the hierarchical identification principle, we decompose the original system into three fictitious subsystems and derive a hierarchical least squares algorithm to estimate the unknown parameters of the bilinear system.
Define three intermediate variables:
Decompose the system in (1)-(2) into three subsystems:
Letâ(t),b(t) andf (t) be the estimates of a, b and f at time t. For the sub-identification models in (39)- (41), define and minimize the following three cost functions
According to the least squares principle, we get the least squares based recursive relations:
Remark 3. However, the information vector ϕ x (t) and ϕ xu (t) contain the unknown states x(t). Equations (42), (45) and (48) contain the unknown parameters f , b and a, so the algorithm in (42)-(50) cannot compute the parameter estimates. This problem will be solved by a coordination approach. Remark 4. The strategy of the coordination is to employ the bilinear state observer in (18)- (22) to obtain the state estimates, and then replace the unknown states x(t) with its corresponding estimateŝ x(t) and the information vector ϕ(t) withφ(t), ϕ x (t) withφ x (t) and ϕ xu (t) withφ xu (t). The unknown parameters f , b in (42) are replaced withf (t − 1) andb(t − 1). The unknown parameters a and f in (45) are replaced withâ(t) andf (t − 1). The unknown parameters a and b in (48) are replaced withâ(t) andb(t).
Equations (15)- (17) contains the system parameters A, B and f to be estimated. So the algorithm in (15)-(17) cannot be used directly to estimate the system states x(t). The method is to use the estimated parametersâ(t),b(t) andf (t) obtained by the parameter estimation algorithm in (42)- (50) to construct the estimates of the system parameter matrices and parameter vectorÂ(t),B(t) and f (t) to take place of A, B and f . Similarly, replacing x(t) in ϕ(t) withx(t) gives the estimatesφ x (t),φ xu (t) andφ(t) in (42)-(50). Then we obtain
bn(t)
fn(t)
Equations (51)-(67) form the BSO-HLS algorithm for the bilinear system in (1)- (2), which realize the interactive estimation of bilinear system states and parameters. The steps for implementing the BSO-HLS algorithm as follows.
To initialize: let
t = 1,â(0) = 1n/p 0 ,b(0) = 1 n 2 /p 0 ,f (0) = 1n/p 0 ,x(1) = 1n/p 0 , P 1 (0) = p 0 In, P 2 (0) = p 0 I n 2 , P 3 (0) = p 0 In, Px(1) = In, p 0 = 10 6 .
Collect the measurement data u(t) and y(t). Formφ x (t),
Compute the gain vector L 1 (t) using (52) and the covariance matrix P 1 (t) using (53) . Update the parameter estimatesâ(t) using (51). 4. Compute the gain vector L 2 (t) using (55) and the covariance matrix P 2 (t) using (56). Update the parameter estimatesb(t) using (54). 5. Compute the gain vector L 3 (t) using (58), the covariance matrix P 3 (t) using (59). Update the parameter estimatesf (t) using (57). 6. ConstructÂ(t),B(t),f (t) using (66) The BSO-FF-RLS algorithm
To improve the tracking capability of the BSO-RLS algorithm, we introduce a weighting matrix constructed by a forgetting factor in the cost function of the general RLS algorithm. The identification model of the bilinear system is rewritten as
Define the stacked output vector Y t , the stacked information matrix H t , the stacked error vector V t as
y (1) y (2) . . .
Then Equation (68) can be expressed as
Define a quadratic loss function
is the weighting matrix.
Computing the partial derivative of J(θ) at θ =θ(t):
and making
∂J(θ(t)) ∂θ(t)
equal zero giveŝ
Defining the covariance matrix P 4 (t) :
Then, the least squares based recursive relation can be given bŷ
where L 4 (t) is the gain vector. From (72)-(74), we find that the information vector ϕ(t) contains the unknown states, so the algorithm cannot be realized. Thus we take use of the bilinear state observer in (15)- (17) to obtain the state estimatesx(t) of x(t).
Replacing ϕ(t) in (72)- (74) with its estimateφ(t), and combining the bilinear state observer in (18)- (22) giveŝ
,
which forms the bilinear state observer based forgetting factor recursive least squares algorithm. In general, the number of the multiplication and addition operations is used to show the calculation amount of an algorithm. A division is treated as a multiplication and a substraction is treated as an addition. A multiplication or an addition operation is called a flop (floating point operation). The total flop is treated as the computation cost of an algorithm. The computation cost of the BSO-RLS algorithm and the BSO-HLS algorithm is shown in Table 1 .
The calculation amount of the state estimation algorithm is not taken into consideration. The difference of the computation cost between two algorithms is
Since n ≥ 1, the difference N 1 − N 2 is positive, which shows that the computation burden of the BSO-RLS algorithm is heavier than that of the BSO-HLS algorithm. That is to say, the hierarchical principle helps reduce the computation cost.
Example
Consider the following observer canonical bilinear state space system: 
u(t), y(t) = [1, 0]x(t) + v(t).
The parameter vector to be identified is In simulation, the input {u(t)} is taken as an uncorrelated persistent excitation signal sequence, and {v(t)} as a white noise sequence with zero mean and variance σ 2 = 0.10 2 . Take the data length L = 3000 and apply the BSO-RLS and BSO-HLS algorithms to estimate the parameter vector θ and the states x(t) of the system. The parameter estimates and errors δ = θ (t) − θ / θ are shown in Table 2 and Figure 2 , and Table 3 and Figure 5 with σ 2 = 0.10 2 .
The BSO-RLS parameter estimates are shown in Figures 3 and 4 . Based on the BSO-RLS algorithm, choose the forgetting factor β = 0.99. The BSO-FF-RLS parameter estimates and errors are shown in Table 4 and Figure 6 
Conclusions
A bilinear state observer based hierarchical least squares algorithm and a bilinear state observer based forgetting factor recursive least that the proposed algorithms are effective in the parameter identification and state estimation. Compared with the BSO-RLS algorithm, the proposed BSO-HLS algorithm has high computational efficiency. Moreover, the BSO-FF-RLS algorithm has better parameter tracking capability and higher parameter estimate accuracy. The identification method presented in this paper can combine iteration [37, 38] and the data filtering methods to study the identification problems of linear, bilinear and nonlinear systems with different structure and disturbance noise [40] [41] [42] . Some mathematical skills [43] [44] [45] [46] [47] [48] and statistical methods [49] [50] [51] [52] [53] [54] [55] can be used to study the performances of parameter estimation algorithms.
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