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A sequential application of the Grover algorithm to solve the iterated
search problem has been improved by Ozhigov [1] by parallelizing the
application of the oracle. In this work a representation of the parallel
Grover as dynamic system of inversion about the mean and Grover
operators is given. Within this representation the parallel Grover for
k = 2 can be interpreted as rotation in three-dimensional space and it
can be shown that the sole application of the parallel Grover operator
does not lead to a solution for k > 2. We propose a solution for k = 3
with a number of approximately 1.51
√
N iterations.
1. Introduction
Farhi and Gutmann presented an algorithm for the iterated search
problem for k = 2 [2]. The algorithm is a sequential application of the
Grover operator with the two given oracles. First, the Grover operator
with the f1 oracle is applied [pi
√
N/4] times, then the Grover operator
with the f2 oracle is applied [pi
√
N/4] times. The complexity is there-
fore [2pi
√
N/4]. Ozhigov was able to show that, by executing the two
oracles in parallel, a speed up by a constant factor of
√
2 is possible
[1]. Even though the speed up is negligible small, he showed that there
exists a method of parallelization in the quantum circuit model beyond
classical methods for parallelization. Ozhigov mainly analysis the ef-
fects of the parallel Grover for two oracles. He gives a generalization for
higher k’s to explain that no significant speedup can be obtained with
his method for higher k’s. In this paper we give a different approach to
the problem describing the parallel Grover as dynamic system of local
inversion about the mean and Grover operators. Within this represen-
tation we can give a geometric interperation of the parallel Grover for
k = 2. Furthermore, we introduce an approximation of the parallel
Grover for higher k’s. With this approximation we can conclude that
a simple periodic application of the parallel Grover operator does not
solve the iterative search problem with negligible error. We introduce
the problem of diversion of the amplitude to the solution state and give
a solution for k = 3.
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2 Complex Systems
1.1 Iterated search problem
The standard search problem considers one oracle with a unique so-
lution. The iterated search problem (ISP) considers multiple oracles
for different parts of the input. Given an input x partitioned into k
equal-sized substrings of x, such that x1x2 · · ·xk = x, and multiple
oracles of the form fi(x1x2 · · ·xi) with i = 1, . . . , k, then k-ISP is the
problem of finding the unique solution. We assume that every oracle
has a unique solution. More formal, let e1 · · · ek be the unique solution
to our problem, then each oracle is defined for i = 1, . . . , k as
fi(x1x2 · · ·xi) =
{
1 if x1 · · ·xi = e1 · · · ei
0 else.
In this work we use the convention that each substring xi represents n
qubits and the number of possibilities for xi is N = 2
n. We use the fol-
lowing naming convention to separate the state spaces: |ei〉 represents
the solution at the ith position and |Ni〉 =
∑N−1
x=0,x 6=ei |x〉 represents the
remaining states at the ith position.
We define the set of strings Sj = {ej , Nj},
Ti,j =
{
Si × · · · × Sj , if i ≤ j
∅ , else
and Tj = T1,j . We define the normalized states as Sj = {ej , Nj}, Ti,j =
{s|s ∈ Ti,j} and the state |Tk〉 =
∏
s∈Tk |s〉 Further, we define the space
of valid quantum states in Wj = span({|s〉|s ∈ Tj}) as
Qj = {
∑
s∈Tj
as|s〉 ∈Wj |
∑
s∈Tj
a2s = 1}.
Given a state |s〉 ∈ Qk, then the state in normalized notation |s〉 can
be expressed as
a|s〉 = a(N − 1)#N (s)/2|s〉,
where #N (s) is the number of |Nj〉 substates in |s〉. For example for
k = 2
a|e1e2〉 = a|e1e2〉, a|e1N2〉 = a
√
N − 1|e1N2〉,
a|N1N2〉 = a(N − 1)|N1N2〉, a|N1e2〉 = a
√
N − 1|N1e2〉.
We call the state |N1 . . . Nk〉 source state, |e1 . . . ek〉 sink state and the
path (|N1 . . . Nk〉, |e1N2 . . . Nk〉,. . . , |e1 . . . ek〉) will be called main path.
1.2 Wire notation
We use strings to describe the wires in the circuit model. Each charac-
ter describes one wire, thus substrings describe multiple wires. Strings
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are written in front of the operators as input in brackets. The pur-
pose is to be more accurate with the mathematical description of the
circuit. As an example we give a description of an oracle for the 2-
ISP. Let O2 be the gate or matrix representing a decision function
f : {0, . . . , 22n−1} → {0, 1}. Since the function has an input space of
22n, 2n qubits are required to describe the input of the function. We
will describe these inputs with the subsstring x1x2 with x1 = x11 . . . x1n
and x2 = x21 . . . x2n . Usually, to build a quantum gate out of a gen-
eral function f , ancilla qubits are required. Furthermore, the output
wire of the qubit gate is also required to be known. However, since
the ancilla qubits as well as the exact architecture of the quantum
gates are of not interest for this work, this information will be ignored
in our notation. The resulting gate of this function is described as
O2(x1x2). Furthermore, for the CNOT operator the wire(s) repre-
sented by the first string are the control qubit(s), and by the second
string are the target qubit(s) of the CNOT operation. Both strings
will be separated by a comma (e.g. CNOT (x1, x3)). A CNOT op-
erator with substrings as input is defined as multiple CNOT gates
CNOT (x1, x3) =
∏n
i=1 CNOT (x1i , x3i). When a collection of gates
can be executed in parallel, we put them into square brackets. An ex-
ample of this formalism can be seen in equation 1 with corresponding
circuit diagram in Fig. 1.
1.3 Grover operator as rotation
The Grover operator can be geometrically interpreted as a rotation by
approximately 2/
√
N radians in the subspace spanned by |e1〉 and |N1〉
[5] and can be expressed in matrix form as
G(a|e1〉+ b|N1〉) .=
[
(1− 2N ) 2
√
N−1
N
−2
√
N−1
N (1− 2N )
] [
a
b
]
.
The symbol
.
= stands for ”represented by” as it was introduced by [3,
p. 20]. We define tG(N) = pi
√
N/4 as the number of iterations for the
Grover algorithm to achieve a success probability with negligible error
for large N [4]. The implementation of the Grover operator consists of
an oracle and an inversion about the mean (IAM) operator. We can
decompose the rotation operator into two operators:
G(a|e1〉+ b|N1〉) .=
[
(−1)(1− 2N ) 2
√
N−1
N
2
√
N−1
N (1− 2N )
]
︸ ︷︷ ︸
IAM operator
[−1 0
0 1
]
︸ ︷︷ ︸
Oracle operator
[
a
b
]
.
The oracle operator can be interpreted as a reflection about the |e1〉
space, therefore the IAM operator can be interpreted as a reflection
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about the |e1〉 space with a subsequent rotation by the Grover oper-
ation. Both operations are orthogonal transformations. We describe
the oracle operator with I1.
1.4 Sequential Grover operator
The idea of the sequential Grover operator is to apply k different Grover
operator combinations of oracle and IAM operators [tG(N)] times. By
this procedure the amplitude is transferred sequentially through the
states |N1 . . . Nk〉, |e1N2 . . . Nk〉, . . . , |e1 . . . ek〉. The first [tG(N)] steps
the amplitude is transported from |N1 . . . Nk〉, to |e1N2 . . . Nk〉, in the
next [tG(N)] steps from |e1N2 . . . Nk〉 to |e1e2N3 . . . Nk〉 and so on.
Thus, the overall number of iterations is [ktG(N)]. The circuit can be
expressed as follows:
k∏
i=1
(SGk+1−i(x1 · · ·xi))tG(N)
with SGi(x1 · · ·xi) = IAM(xi)Oi(x1 · · ·xi).
For example for k = 2 the sequential Grover is (IAM(x2)O2(x1x2))
tG(N)
(IAM(x1)O1(x1))
tG(N).
2. Main results
In this section we give the interpretation of the parallel Grover oper-
ator for k = 2 as rotation in three-dimensional space and discuss why
the sole application of the PGk does not lead to a solution with neg-
ligible error for higher k’s within ktG iterations. Before discussing the
problem, we proof that we can approximate the IAM operators in the
parallel Grover operator with an composition of reflections. Then we
give a possible solution for k = 3. Several steps in this section have
been calculated with SymPy [8] and can be found in [7].
2.1 PG2 as rotation within a 3-sphere
The parallel Grover as Ozhigov described it in [1] solves the 2-ISP.
Given the two oracle functions f1 and f2, we ommit the ancilla qubits
required for the oracle gates O1 and O2 representing the oracle func-
tions. The wires are splitted in 3 sets of n wires represented by the
strings x1, x2 and x3. Then the parallel Grover operator in its parallel
form PG2-par is defined as the follows:
PG2-par(x1x2x3) = [IAM(x1)IAM(x2)]
CNOT (x3, x1)[O1(x3)O2(x1x2)]CNOT (x1, x3). (1)
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|x1〉 •
O2
• IAM
|x2〉 IAM
|x3〉 ⊕ O1 ⊕
Figure 1: The circuit diagram representing PG2-par in equation 1.
In Fig. 1 we can see the circuit diagram of equation 1. In the parallel
form it is not clear how the parallel Grover works, therefore Ozhigov
reformulated the operator into a sequential form to simplify the anal-
ysis:
PG2-seq(x1x2) = IAM(x1)O1(x1)︸ ︷︷ ︸
=PG21 (x1)
IAM(x2)O2(x1x2)︸ ︷︷ ︸
=PG22 (x1x2)
.
We can see that it is composed of two operators. These two operators
are composed of an oracle and an IAM operator. When applying the
operator on an arbitrary quantum state of the form |s〉 = a1|e1e2〉 +
a2|N1e2〉+a3|e1N2〉+a4|N1N2〉, each operator PG22 and PG21 can be
separated into two operations applied in parallel each on two subspaces.
PG22 |s〉 = |e1〉G(a1|e2〉+ a3|N2〉)
+ |N1〉IAM(a2|e2〉+ a4|N2〉)
PG21 |s〉 = G(a1|e1〉+ a2|N1〉)|e2〉
+G(a3|e1〉+ a4|N1〉)|N2〉.
(2)
For simplification we write operations like PG22 as
[
G(e1e2, e1N2)
IAM(e1N2, N1N2)
]
. Additional, a reflection of a state |s〉 will be ex-
pressed as I1(s). We express the parallel Grover in form of a graph
of Grover and IAM operations. The states represent nodes and the
edges represent operations on the connecting states. The edge op-
eration is the operation applied on the two states. The direction of
the edge determines the upper space of the operation in matrix form.
The order of the operation is determined by the number at the edge.
The resulting graph for PG2 can be seen in Fig. 2a together with
an approximation which can be obtained with the results from Theo-
rem 1 and 2 in a subsequent section. We made an alternative proof of
Ozhigov’s results (see Appendix A), which we believe is more accessi-
ble than the original proof. Our results show that PG2 applied on the
initial state |N1N2〉+O(1/
√
N)|T2〉 can be interpreted as rotation in a
sphere within span({|e1e2〉, |N1e2〉, |N1N2〉}). The same interpretation
can also be applied for the sequential Grover. The corresponding rota-
tions expressed with the Euler-Rodriguez formula in quaternion form
Complex Systems, Volume (year) 1–1+
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(a) Operator graph PG2. (b) PG2 approximation.
(c) Operator graph PG3. (d) PG3 approximation.
Figure 2: Operator graphs of different operators. IAM operator,
Grover operator and the dotted vector represents I1.
are
SGc
√
N
1
.
= cos(c) + sin(c)|e1e2〉
SGc
√
N
2
.
= cos(c) + sin(c)|N1N2〉
PGc
√
N
2
.
= cos(
√
2c) +
1√
2
sin(
√
2c)(|e1e2〉+ |N1N2〉).
The rotation of the |N1N2〉 vector by the parallel and the sequential
Grover is visualized in Fig. 3a.
2.2 Diverted amplitude problem
The circuit for PGk-seq in recursive form is
PGk-seq(x1 · · ·xk) = PGk−1-seq(x1 · · ·xk−1)IAM(xk)Ok(x1 · · ·xk)
With methods we explain in the next section PG3 can be approximated
as it can be seen in Fig. 2c. Due to the operation G(e1e2e3, e1e2N3)
the amplitude is diverted from the state |e3e2e1〉 to |e1e2N3〉 as it can
be seen in the amplitude evolution in Fig. 3b. The reason why the edge
Complex Systems, Volume (year) 1–1+
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(a) Solution for 2-ISP as rotation
in a sphere. Sequential Grover,
Parallel Grover.
(b) The amplitude evolution of
PGc
√
N
3 |N1N2N3〉. |e1e2e3〉, |N1e2e3〉,
|e1e2N3〉, |e1N2N3〉, |N1N2N3〉.
Figure 3: Visualization of PG2 and PG3.
operations G(e1e2e3, e1N2e3) and G(e1e2N3, N1e2N3) can be removed
but for G(e1e2e3, N1e2e3) not depends on the number of incident IAM
operators. ForG(e1e2e3, N1e2e3) the number is even while for the other
cases it is uneven. We proof this in the next section. As a consequence
the diversion of amplitude occurs for higher k’s more significant. We
propose a solution to the problem in a subsequent section for the 3-ISP.
2.3 Approximation of PGk
For a state |s〉 ∈ Qk depending on the wire the IAM gate is applied on,
the application of the IAM gate is the same as applying multiple local
IAM operations
IAM(xi)|s〉 =
∏
g∈Ti−1,h∈Ti+1,k
IAM(|geih〉, |gNih〉)
For simplification we will write it as IAM(xi)|s〉 = IAM(Ti−1eiTi+1,k,
Ti−1NiTi+1,k). Depending on the preceding oracle operator even a
Grover or an IAM operator is applied on the pairs of states.
Theorem 1. Let S : V → V , A,B : U → U be linear operators with
U ⊆ V . Assume ((S−I)v)|U = O(1/
√
N), Av = Bv+O(1/
√
N) for any
vector ‖v‖ ≤ 1 and A2, B2 = I+O(1/N), then A can be replaced with
B within (AS)n with a negligible error (AS)nv = (BS)nv +O(1/
√
N)
for a natural number n in O(
√
N).
Proof. Let ri be the change of S in U in the ith step with ‖ri‖ =
O(1/
√
N), then we can express (AS)iv = vi recursively
vi+1 = A(vi + ri+1).
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8 Complex Systems
Applying Equation A.1 with the substitution A2 = I + O(1/N), we
can approximate Ai for a natural number i in O(
√
N)
Ai =
{
A+O(1/
√
N) i uneven
I +O(1/
√
N) i even.
Applying this on the explicit form of vi the total error propagates like∑i
j=1
∑j
l=1
1
N = O(1/
√
N), thus we can approximate vi with an error
in O(1/
√
N)
vi = A
i+1 mod 2
(
v0 +
i∑
j uneven
rj
)
+Ai mod 2
i∑
j even
rj +O(
1√
N
).
The same steps can be done for SBi. Since Arj = Brj + O(1/N) and
Av0 = v0 +O(1/
√
N), we can replace A with B within (SA)n up to an
error in O(1/
√
N). 
Subsystems only connected to Grover operators and the lower dimen-
sion of IAM operators fullfil the requirements of a operator S(
G(s1, s2)− I(s1, s2)
)
(a|s1〉+ b|s2〉) = O(1/
√
N)(a|s1〉+ b|s2〉),(
IAM(s1, s2)− I(s1, s2)
)
(a|s1〉+ b|s2〉) = a|s1〉+O(1/
√
N)b|s2〉.
(3)
The conditions of operators A,B of Theorem 1 can be applied for
operators
A = IAM(s1, s2) and B = I1(s1)
A = G(s1, s2)I1(s2) and B = I1(s2)
(4)
for arbitrary states s1, s2 ∈ Tk.
Furthermore, we can apply the Theorem 1 on cubic structures of
IAM operators like the stucture in PG3 between the states |N1S2S3〉.
We define a cubic structure recursively
IAM(gSih) = IAM(geig, sNih),
IAM(gTi,jh) = [IAM(gTi,j−1ejh)IAM(gTi,j−1Njh)]
IAM(gTi,j−1ejh, gTi,j−1Njh)
for arbitrary g ∈ Tj+i+2,k and s ∈ Tj−1. We define the matrix repre-
sentation of the cubic structure IAM(Tk)
.
= Ck.
Theorem 2. For any k there exist a composition of reflections Ii, such
that Ckv = Iiv + O(1/N) for any vector v with ‖v‖ = O(1/
√
N) and
C2k = I +O(1/N).
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Proof. IAM(Tk) is a composition of IAM operators. For any vector
v with ‖v‖ ≤ 1 it is C1v = I1v + O(1/
√
N). Thus, by replacing each
IAM with I1 we obtain Ii with an error in O(1/
√
N) and the first part
of the theorem follows.
For the second part we use the fact that the IAM operator can be
approximated for states |Tk−1ek〉, |Tk−1Nk〉 ∈ Wk with the amplitude
vector ‖(ve, vN )‖ ≤ 1 +O(1/
√
N) with
IAM(Tk−1ek, Tk−1Nk)(ve|Tk−1ek〉+ vF |Tk−1Nk〉) .=
[
−ve + 2vN√N
vN +
2ve√
N
]
+ 
for a  ∈ O(1/N). As mentioned before, for any k there exist a Ii such
that IAM(Tk−1) = Ii+O(1/
√
N) . Let v be the amplitude vector of an
arbitrary state in Qk. We express with vek the subspace span({|sek〉|s ∈
Tk−1}) and with vNk the subspace span({|sNk〉|s ∈ Tk−1}) of the vector
v. We will show that C2k v = v+O(1/N). In each step we omit an error
in O(1/N). First the operation IAM(Tk−1ek, Tk−1Nk) on v returns
v′ek = −vek +
2√
N
vNk , v
′
Nk
= vNk +
2√
N
vek .
As the next step, in the operation IAM(Tk−1ek)IAM(Tk−1Nk) the
IAM operations can be approximated with Ii for parts of the vector
in O(1/
√
N)
v′′ek = −Ck−1vek +
2√
N
IivNk , v
′′
Nk
= Ck−1vNk +
2√
N
Iivek .
The operator IAM(Tk−1ek, Tk−1Nk) is applied again
v′′′Fe = −(−Ck−1vek +
2√
N
IivNk) +
2√
N
Ck−1vNk ,
v′′′Nk = Ck−1vNk +
2√
N
Iivek −
2√
N
Ck−1vek .
Then the operation IAM(Tk−1ek)IAM(Tk−1Nk) returns v again by
applying the induction hypothesis C2k−1v = v +O(1/N)
v′′′′Fe = vek −
2√
N
vNk +
2√
N
vNk = vek ,
v′′′′Nk = vNk +
2√
N
vek −
2√
N
vek = vNk .

As a consequence we can approximate the IAM operators in PGk with
independent Ci operators. Further, we show that PGk only consists
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10 Complex Systems
of independent Ci operators and Grover operators. Firstly, we define
tk = e1 . . . ek where t0 is in empty string, then the parallel Grover
operator can be expressed recursively
PG1(S1h) = G(S1h)
PGi(Tih) = PGi−1(Ti−1eih)PGi−1(Ti−1Nih)∏
g∈Ti−1\{ti−1}
IAM(geih, gNih)G(ti−1eih, ti−1Nih)
(5)
for an arbitrary h ∈ Ti+1,k. Basically, the recursive rule connects
two PGk−1 systems with one Grover operator between both their sink
states and the remaining bipartite connections with IAM operators.
Corollary 1. The IAM operators in PGk can be approximated with Ii
operators.
Proof. The IAM operators in PGk can be expressed as cubic structures:
k−2∏
i=0
IAM(tiNi+1Ti+2,k).
Applying the induction hypothesis on the recursive form of PGk in
Equation 5 the IAM operators in PGk are
k−3∏
i=0
IAM(tiNi+1Ti+2,k−1ek)IAM(tiNi+1Ti+2,k−1Nk)∏
g∈Tk−1\{tk−1}
IAM(gekh, gNkh).
We reformulate the second term∏
g∈Tk−1\{tk−1}
IAM(gekh, gNkh) =
k−3∏
i=0
IAM(tiNi+1Ti+2,k−1ek, tiNi+1Ti+2,k−1Nk),
thus the IAM operators in PGk become
( k−3∏
i=0
IAM(tiNi+1Ti+2,k−1ek)IAM(tiNi+1Ti+2,k−1Nk)
IAM(tiNi+1Ti+2,k−1ek, tiNi+1Ti+2,k−1Nk)
)
=
k−2∏
i=0
IAM(tiNi+1Ti+2,k).
Complex Systems, Volume (year) 1–1+
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We can further see that for all i = 0, . . . , k − 2 the IAM(tiNi+1Ti+2,k)
operators are separated from each other. As a consequence we can
apply Theorem 1 on these cubic compositions. 
This explains why we can approximate PGk well by squaring and re-
moving terms in O(1/N) like it was done in the Appendix A for PG2.
By squaring PGk the Ii operators vanish.
Furthermore, for each increasing k at least one additional Grover
operator diverts the amplitude from the main path in PGk. This ef-
fect increases even with diversions into higher depth. We propose a
solution for 3-ISP. However we are not aware of any generalization of
the solution for higher k’s. We leave a general efficient solution for the
k-ISP as open problem.
2.4 Generalization of sequential Grover
We can use a solution for the ISP for any k to solve the ISP for mk
with m ∈ N. Let |sk〉 be the source state and |tk〉 the sink state. Let
A(x1 · · ·xk) be a solution for the iterated search problem for any k with
A|sk〉 = |tk〉. Then we can solve the mk-ISP with the circuit
m−1∏
i=0
A(x1+(m−i)k · · ·xk+(m−i)k)|smk〉 = |tmk〉,
which is the same mechanism the sequential Grover uses. For ex-
ample using the results of PG2, we can solve the 3-ISP within (1 +√
2)pi
√
N/4 ≈ 1.9√N iterations.
3. A solution to 3-ISP using PG3
We define the different parts of PG3 as it was done for PG2
PG3-seq(x1x2x3) =
IAM(x1)O1(x1)︸ ︷︷ ︸
=PG31 (x1)
IAM(x2)O2(x1x2)︸ ︷︷ ︸
=PG32 (x1x2)
IAM(x3)O3(x1x2x3)︸ ︷︷ ︸
=PG33 (x1x2x3)
.
For each operator of the form PG3i0PG3i1 with i0 < i1, or PG3i0 we
can construct a cirucit, which executes the operation in one iteration.
One iteration includes one or more oracle operators executed in parallel
and one or more IAM operators executed in parallel. With PG32 the
state |N1e2e3〉 can be reflected without affecting any state on the main
path significantly. The reflection of |N1e2e3〉 has the effect that the
edge G(e1e2e3, N1e2e3) rotates the amplitude back to |e1e2e3〉 until
the amplitude of |N1e2e3〉 is zero again. Therefore, we first look for
Complex Systems, Volume (year) 1–1+
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constants c1 and c2, such that
PGc2
√
N
3 PG32PG
c1
√
N
3 |N1N2N3〉 =
a1|e1e2e3〉+ a2|e1e2N3〉+ a3|e1N2N3〉+O(1/
√
N)|T3〉
for some constants a1, a2, a3. The remaining amplitude can be trans-
fered with [PG32PG33 ] to the sink state without any diversion like it
is done in PG2. However, to prevent that the amplitude of |e1e2N3〉
changes its phase before the amplitude of |e1N2N3〉 is zero, we have to
redistribute the amplitude between the states |e1e2e3〉 and |e1e2N3〉,
such that PG2 would obtain a solution. More formally, find a
′
1 and a
′
2
such that there exist a constant d with
PGd
√
N
2 |N1N2〉 = a′1|e1e2〉+ a′2|e1N2〉+ a3|N1N2〉+O(1/N)|T2〉.
We can obtain a′2 by using the explicit functions of the amplitude evo-
lution of PG2 in Equation A.3. Further, if a
′
2 > a2, then the above ex-
plained case will occur so we have to retransfer amplitude from |e1e2e3〉
to |e1e2N3〉 such that
(PG†33)
c3
√
N
(
a1|e1e2e3〉+ a2|e1e2N3〉+ a3|e1N2N3〉
)
=
a′1|e1e2e3〉+ a′2|e1e2N3〉+ a3|e1N2N3〉+O(1/N)|T3〉.
The PG32 operator could also be used for this case, but the edge
operator G(e1e2e3, e1N2e3) would divert amplitude from |e1e2e3〉 to
|e1N2e3〉. For the other case where a′2 ≤ a2 this step can be skipped.
Then we apply [PG32PG33 ] until the amplitude of state |e1N2N3〉
is zero
[PG32PG33 ]
c4
√
N
(
a′1|e1e2e3〉+ a′2|e1e2N3〉+ a3|e1N2N3〉
)
=
a′′1 |e1e2e3〉+ a′′2 |e1e2N3〉+O(1/N)|T3〉.
If in the previous step a′2 ≥ a2, then the solution with negligible error
is obtained, otherwise the remaining amplitude has to be transfered to
the sink state with PGc5
√
N
33
.
The calculations for the constants can be found in [7] and are c1 ≈
0.78, c2 ≈ 0.17, c3 ≈ 0.05, c4 ≈ 0.5, c5 = 0 and a total number of
iterations ≈ 1.51√N . The amplitude evolution on the operator can be
seen in Figure 4.
4. Lower Bound for k-ISP
It can be concluded that the approximations of PGk only contains one
path connecting the source state with the sink state. Therefore, the
Complex Systems, Volume (year) 1–1+
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Figure 4: The amplitude evolution of the solution for the 3-ISP.
|e1e2e3〉, |N1e2e3〉, |e1e2N3〉, |e1N2N3〉, |N1N2N3〉.
number of iterations to reach the solution state with negligible error
for circuits of the sequential form
O(
√
N)∏
l=1
IAM(xjl)Oil(x1 . . . xil)
for some il, jl ∈ {1, . . . , k} for all l can be lower bounded with the
approximation for PGk. The Grover operators, which divert the am-
plitude from any state on the main path, cannot speed up the transport
of amplitude to the sink state. By removing these Grover operators
only one path of Grover operators connecting the source with the sink
state remains. Thus, a lower bound for a path of k+1 Grover operators
can be used as lower bound for the k-ISP. A path of Grover operators
can approximated with
Pk =

1 2/
√
N 0
−2/√N . . . . . .
. . .
. . . 2/
√
N
0 −2/√N 1
 ∈ Rk+1,k+1.
By removing the −2/√N terms we can lower bound the number of
iterations. Let ui be the euclidean unit vector in the ith dimension
and P˜k be the approximation of Pk without the −2/
√
N terms. Then
we determine the ith power of the matrix P˜k in Jordan normal form
and come to the conclusion that
P˜ c
√
N
k uk+1 = u1 for c =
(k!)
1
k
2
+O(
1√
N
) ≥ k
2e
. (6)
Complex Systems, Volume (year) 1–1+
14 Complex Systems
The same approximation was done by Ozhigov [1], but he did not
determine an exact value.
5. Summary
In this paper, we gave an interpretation of PG2 as rotation of a vector
within a 3-sphere and an interpretation of a class of solutions for the
ISP as dynamic system system of IAM and Grover operators. Addi-
tionally, we gave an approximation method for PGk, which explains
the behaviour of the amplitude evolution. With the approximation
method we showed that the sole application of PGk does not work as
solution for the k-ISP for k > 2. For 3-ISP we presented a solution,
which is more efficient than the general sequential Grover using PG2.
A solution for the diverted amplitude problem for k-ISP for k > 3
remains as open problem.
Appendix
A. Alternative proof for the amplitude evolution of PG2|N1N2〉
For an orthogonal matrix A, for large enough N and constant c it is
(A+O(1/N))c
√
N = Ac
√
N +O(1/
√
N), (A.1)
where O(1/N) is applied componentwise.
As we have seen in equation 2, we can express one iteration of the
PG2 as
PG2 = [G(e1e2, N1e2)G(e1N2, N1N2)]
[G(e1e2, e1N2)IAM(N1e2, N1N2)].
By removing the O(1/N) terms we can approximate PG22 using A.1
with
PG22 = [G(e1N2, N1N2)G(e1e2, e1N2)]
2. (A.2)
By further removing O(1/N) terms, we can approximate this operation
with the matrix
P 22 =
 1
4√
N
0
− 4√
N
1 4√
N
0 − 4√
N
1

acting on |e1e2〉, |e1N2〉, |N1N2〉. For tridiagonal Toeplitz matrices there
exist a closed formula for the eigenvalues and eigenvectors [6]. The ini-
tal state is
PGc
√
N
2 H
⊗n|0〉 = PGc
√
N
2 |N1N2〉+O(1/
√
N)|T2〉.
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Applying the eigendecomposition on P 22 the approximation of the ini-
tial amplitude vector we can approximate
PGc
√
N
2 |N1N2〉 = sin(
√
2c)2|e1e2〉+
√
2 sin(
√
2c) cos(
√
2c)|e1N2〉
+ cos(
√
2c)2|N1N2〉+O(1/
√
N)|T2〉, (A.3)
which agrees with Ozhigov’s results [1].
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