Abstract. Let A be a semisimple Banach algebra with non-trivial, and possibly infinite-dimensional socle. Addressing a problem raised in [5, p.1399], we first define a characteristic polynomial for elements belonging to the socle, and we then show that a Generalized Cayley-Hamilton Theorem holds for the associated polynomial. The key arguments leading to the main result follow from the observation that a purely spectral approach to the theory of the socle carries alongside it an efficient method of dealing with relativistic problems associated with infinite-dimensional socles.
The Characteristic Polynomial
Let A be a complex, semisimple Banach algebra with identity element 1 and invertible group A −1 . For x ∈ A denote σ A (x) := {λ ∈ C : λ1 − x / ∈ A −1 }, and σ ′ A (x) := σ A (x)\{0}. If the underlying algebra is clear from the context, then we shall agree to omit the subscript A in the notation σ A (x) and σ ′ A (x). This convention will also be followed in the forthcoming definitions of rank, trace, determinant, etc. As in [5] , following Aupetit and Mouton in [2] , we define the rank of a ∈ A by where the symbol #K denotes the number of distinct elements in a set K ⊆ C. It can be shown [2, Corollary 2.9 ] that the socle, written soc(A), of a semisimple Banach algebra A coincides with the collection F := {a ∈ A : rank(a) < ∞} of finite-rank elements. With respect to (1.1) it is further useful to know that σ ′ (xa) = σ ′ (ax) (Jacobson's Lemma). If x ∈ A is such that #σ ′ (xa) = rank(a), then we say a assumes its rank at x. An important fact in this regard is that, for each a ∈ soc(A), the set . If a ∈ soc(A) assumes its rank at 1 then a is said to be a maximal finite-rank element. Maximal finite-rank elements are important because they can be "diagonalized" [2, Theorem 2.8]. That is, if a ∈ soc(A) satisfies rank(a) = #σ ′ (a) = n, then a can be expressed as
where: the λ i are the distinct nonzero spectral values of a; and the p i the corresponding Riesz projections, all of which are minimal (and hence rank one). Furthermore, the collection of maximal finite-rank elements is dense in soc(A).
For a ∈ soc(A), Aupetit and Mouton now use the "spectral rank" in (1.1) to define the trace and determinant as:
where m(λ, a) is the multiplicity of a at λ. A brief description of the notion of multiplicity in the abstract case goes as follows (for particular details one should consult [2] ): Let a ∈ soc(A), λ ∈ σ(a) and let V λ be an open disk centered at λ such that V λ contains no other points of σ(a). In The generalized characteristic polynomial of a is defined to be the complex polynomial
where m(α, a) is the spectral multiplicity of a at α (described in the preceding paragraph).
If a ∈ soc(A), p a (λ) as in (1.5), and if x belongs to a Banach algebra B with identity e then we also define
with the understanding that if B = A and e = 1 we simply write p a (x). Definition 1.1 calls for some comments: To start with, the product defined in Definition 1.1 has a finite number of factors since a ∈ soc(A) (which implies that the spectrum of a, and the associated multiplicities are finite). Thus the polynomial p a (λ) exists. Moreover, for any fixed λ 0 ∈ C, using a similar argument as in the proof of [2, Theorem 3.3] , it can be shown that a → p a (λ 0 ) is continuous on F k := {a ∈ soc(A) : rank(a) ≤ k} for every nonnegative integer k. It is important to realize that, in Definition 1.1, Aupetit and Mouton's notion of multiplicity is independent of the particular structure and dimension of the socle, and that it should therefore not be compared to the classical algebraic or geometric multiplicities of eigenvalues in the case where A = M n (C). Specifically, if a ∈ M n (C), then it is not necessarily the case that p a (λ) is equal to the characteristic polynomial as defined in the classical sense. This is immediately obvious if one considers a = 0. To give a non-trivial example, if a ∈ M 3 (C) is
, whereas the classical characteristic polynomial of a is given by det(a − λ1) = (−λ) 2 (1 − λ). The explanation for this follows from observing that the Aupetit-Mouton definition of multiplicity ([2, p.120]) of 0 ∈ σ(a) does not necessarily coincide with the algebraic multiplicity associated with the 0 spectral value of a matrix (in the case of singular matrices). However, if a ∈ M n (C) is an invertible maximal finite-rank element, then 0 / ∈ σ(a) and #σ ′ (a) = n, so the algebraic multiplicity of each spectral value of a is 1. Hence, in this case, it follows that p a (λ) does in fact coincide with the classical characteristic polynomial of a. Despite the aforementioned discrepancy one observes that, for a ∈ soc(A), the characteristic polynomial in Definition 1.1 encodes all information pertaining to the spectral values of a, as well as their multiplicities, but in the context of the generalized definitions given in [2] . So it is reasonable to conjecture that p a (a) = 0.
The Cayley-Hamilton Theorem
To avoid any chance of confusion, relative identity elements belonging to the same algebra will be clearly indicated. Further, the notation det C (·) which appears in this section refers exclusively to the classical determinant where C = M n (C) for some n; so the determinant in (1.4) will not be used. In order to prove the main result, Theorem 2.6, we need a little preparation: Lemma 2.1 is well-known, and the first part appears in [1, Chapter 3, Exercise 6]; we have been unable to find a suitable reference for (2.1), but the proof is not hard: Lemma 2.1. Let p be a projection of a complex, semisimple, and unital Banach algebra A. Then pAp is a closed semisimple subalgebra of A with identity p and
Conversely, if (pxp − λ1)y = y(pxp − λ1) = 1, 
. , k} and let
for some i, j ∈ {1, . . . , k} with i = j. Let q 0 = min {|α − β| : α, β ∈ σ A (a) ∪ {0} , α = β} and let q = q 0 /2. Let (α n ) ⊆ (0, 1) be any sequence such that α n → 0 as n → ∞. Then (1 − α M ) β ∈ B (β, q) for each β ∈ σ A (a) ∪ {0} if M is taken sufficiently large. However, since
But then we obtain a contradiction with the fact that a is a maximal finite-rank element of A. So the lemma is true. Lemma 2.4. Let A j = M nj (C) for each j ∈ {1, . . . , k} and let A = A 1 ⊕ · · · ⊕ A k . Suppose that a = (a 1 , . . . , a k ) is a maximal finite-rank element of A. Then a j is a maximal finite-rank element of A j for each j ∈ {1, . . . , k}.
Proof. Assume, to the contrary, that #σ ′ Aj (a j ) < rank Aj (a j ) for some j ∈ {1, . . . , k}.
Ai (a i ) = ∅ for some i = j, then we may apply the argument in the proof above to obtain a real number α > 0 such that σ ((a 1 , . . . , a j−1 , αya j , a j+1 , . . . , a k )) > #σ ′ A (a), so we obtain a contradiction with the maximality assumption on a. The result now follows.
Lemma 2.5. Let A j = M nj (C) for each j ∈ {1, . . . , k} and let A = A 1 ⊕ · · · ⊕ A k . Suppose that a = (a 1 , . . . , a k ) is an invertible maximal finite-rank element of A. Then
for all λ ∈ C.
Proof. By Lemma 2.3, Lemma 2.4 and the fact that a ∈ A −1 , it readily follows that β ∈ σ A (a) ∩ σ Aj (a j ) implies that m (β, a) = m (β, a j ) = 1. Consequently, (2.2) holds true. Proof. If a = 0, the result trivially holds true. So assume that a = 0. By hypothesis and [2, Corollary 2.9], a has finite-rank, say rank (a) = n ≥ 1. Suppose first that a is a maximal finite-rank element of A and that a / ∈ A −1 . By Theorem [2, Theorem 2.8] there exist orthogonal minimal projections p 1 , . . . , p n ∈ A such that a = λ 1 p 1 + · · · λ n p n , where λ 1 , . . . , λ n are the distinct nonzero spectral values of a. By the orthogonality and minimality of the p i it readily follows that e = p 1 +· · ·+p n is a finite-rank projection of A. Thus, by Lemma 2.1, and [6, Lemma 4.2], it follows that B = eAe is a finite-dimensional semisimple closed subalgebra of A with identity e, and moreover that σ ′ A (a) = σ ′ B (a). Observe now that a ∈ B −1 and that, by Lemma 2.2, a is a maximal finite-rank element of B. In particular, this implies that the multiplicity of each nonzero spectral value of a is 1, regardless of whether a is viewed as an element of A or B (notice further that 0 ∈ σ A (a) has multiplicity one, whereas 0 / ∈ σ B (a)). Also, by the Wedderburn-Artin Theorem [1, Theorem 2.1.2] it follows that B is isomorphic as an algebra to
Let ψ be the algebra isomorphism from B onto C, let ψ(a) = (a 1 , . . . , a k ), and let ψ(e) = e be the identity of C. For each j ∈ {1, . . . , k}, let C j = M nj (C). Using Lemma 2.5 it follows that
Furthermore, since each det Cj (a j − λ1 j ) defines a polynomial on C, it follows that λ → det Cj (a j − λ1 j ) is an entire function for each j ∈ {1, . . . , k}. Let Γ be the union of n + 1 disjoint circles with centers respectively at λ 1 , . . . , λ n and 0. Now for each j ∈ {1, . . . , k} and λ ∈ Γ we have
where b j (λ) is a n j × n j matrix depending analytically on λ since its (k, l)-entry is the (l, k)-cofactor of a j − λ1 j , and so it is a polynomial in λ of degree less than or equal to n j − 1. For j ∈ {1, . . . , k}, let e j (λ) denote the element of C which takes the value b j (λ) at the jth coordinate and the value 0 at all other coordinates. Then, since
we obtain that
But for each j ∈ {1, . . . , k}, using the standard basis for C j and Cauchy's Theorem, we have
Thus, p a,e (ψ(a)) = 0. Consequently p a,e (a) = 0 in B, and since the expression p a (λ) does not contain a constant term we also have p a (a) = 0 in A. If a is a maximal finite-rank element of A and a ∈ A −1 , then, in particular, soc(A) = A implying that A is finite-dimensional. Thus, we may apply the Wedderburn-Artin Theorem directly to A, and use a similar argument as above to conclude that p a (a) = 0 in A. Here p a (λ) does have a constant term. However, the identity element used in p a (a) is that of A since we did not pass to a subalgebra of A. So the result is true if a is a maximal finite-rank element of A. Suppose now that a is not a maximal finite-rank element of A. 
