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It IS proved that the autonomous dfierence-difTerentla1 equation 
5(t) + (a + b)i(t) + abx(t) = -f(x(t - 1)) (0) 
has, for a broad class of functions f, a nonconstant periodx solution whenever 
the associated characteristic equation has a root with posltlve real part. 
RESJLTS AND BACKGROUND 
The equation in the abstract is equivalent to the system of differential equations 
2(t) = y(t) - ax(t), 
j(t) = -f(x(t - 1)) - by(t). 
The object of this paper is to prove the following 
(14 
(lb) 
THEOREM. System (1) has a nonconstant periodic solution with a period greater 
than 2 if the following six conditions hold: 
(i) a and b are positiwe constants, 
(ii) f: R --f [w is u continuolrs function, 
(iii) 5f (5) > 0 for all 5 # 0, 
(iv) there is a positiwe constant K such that f (6) 3 --K for all [, 
(v) f is differentiable at ,$ = 0, 
(vi) f ‘(0) > (a + b)v/sin v, 
where the number v satisfies 0 < v < m and cot v = (V - ab/v)/(a + b). 
The problem of the existence of slowly oscillating periodic solutions has been 
investigated successfully for the related equations 
and 
2(t) + cx(t) = -f(x(t - 1)) (2) 
i(t) + h(x(t)) a(t) = -g(x(t - 1)). 
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Equation (2) has been intensively studied in [3, 12,6,9], and part of the methods 
can and will be applied to Eq. (0). 
Equation (3) is referred to as the Lienard equation with delay. It seems to be 
first investigated by Grafton [4], who generalized his results in [5]. Other 
generalizations are to be found in [I 1, 71. However, one crucial assumption is 
common to all these investigations: The factor h(x) of the first derivative of x 
has to be negative in a neighborhood of x = 0. By way of contrast in Eq. (0) 
this factor is positive. The considerations regarding the LiCnard equation for 
small x do not apply to Eq. (0). M oreover additional complications arise from the 
term a&(t) not present in Eq. (3). 
The theorem will be derived in accordance with Nussbaum’s method [lo] by 
applying the ejective fixed point principle of Browder [2] to an invariant cone 
in the state space. Unfortunately the cone of monotone functions most often 
used with this method is not invariant with respect to the flow of Eq. (0). The 
situation is similar with regard to Eq. (2). Indeed a construction analog to that 
given in [q will solve the problem. The theorem will be a consequence of 
Lemmas l-6 below. In the last section some applications are indicated. 
ANALYSIS 
With the abbreviations (Y = a + b, /3 = ab, and y =f’(O), the characteristic 
equation associated with system (1) is 
A2 + d + /3 + ye-” = 0, h E @. (4) 
The first lemma expresses three conditions for the stationary state of system (1) 
to be unstable. 
LEMMA 1. Let 01, /3, y be positive constants. If a2 3 2/3, then the following 
three conditions are equivalent. 
(1) Equation (4) has at least one solution with positive real part. 
(2) Equation (4) has precisely one solution X with Re h > 0 and 0 < Im X < r. 
(3) y > q/sin q , where 0 < “I < T and cot or = (vr - /3/~r)/a. 
Proof. First it will be shown that (3) implies (2). 
(a) Assume yr2 + a*/4 - p > 0. It will be proved that there is a number 
PO such that for all s E [- 1, I] the function 
s-t 1 H,(h) = X2 + sd + s2/3 + 2 ye-A (5) 
PERIODIC SOLUTIONS OF A SECOND ORDER DELAY EQUATION 601 
is different from zero on the boundary of the region 
for each p > p,, . Then it follows from Rouche’s theorem that H,(h) has the 
same algebraic number of zeros in GD as H-,(X), which is 2. Since H,(x) = H,(h) 
and H,(p) # 0 for TV > 0, condition (2) holds. 
Because of H,(X) = H,(h) f or all h E @ the consideration may be restricted to 
that part of the boundary of Gfi where v 3 0. For h = p + iv the real and 
imaginary parts of H,(X) are 
s+l Re H,(h) = pL2 - v2 + sy..t + s’j? + 2 ye-u cos v, 
s+l Im H,(X) = 2vp + SW - 2 ye-u sin v. 
Hs(4 f 0 if h = iv, 0 < y -( 7r. 
(6) 
(7) 
63) 
Equation (8) holds for v = 0 because of (6) and /3, y > 0, and for v = rr since 
Im HJim) = 0 implies s = 0, but Re H,,(h) < 0. 
Let now 0 < v < rr and assume H,(iv) = 0. Im H-,(iv) # 0 implies s # - 1. 
For s # -1, Im H,(h) = 0 means s = (s + 1)y sin V/~CW, therefore s > 0. 
For s > 0 Eqs. (6) and (7) and H,(iv) = 0 imply 
cot v = y = h(s, v). 
For fixed s > 0 the equation cot v = h(s, v) has exactly one solution vg in (0, r). 
vg increases with respect to s, v, < vi . 
Condition (3) says “vi < y sin vr . Since sin is concave in (0, rr), w < y sin v 
for 0 < v < vr . Therefore ON, 2s/(s + 1) < y sin vs for 0 < s < 1, i.e., 
Im H,(iv) # 0. This proves relation (8). 
H&Y Z 0 for h = p + in. (9) 
To prove (9) assume H,(h) = 0. Then it follows from the expression for Im H,(h) 
that p = -s42. This p evaluated in Eq. (6) results in 
s+1 0 = -9 ($ - f3) - 79 - 2 ye-‘” < 0, 
a contradiction. 
Finallythereisanumber~O>Osuchthat,if~>~O,~v~ <rr,-1 <s<l, 
then Re H&L + iv) > 0. 
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(b) Assume /3 > na + a2/4. Let d be such that d > a and * + $14 > /I. 
For s E [0, l] define a(s) = a + s(E - a), y(s) = y * (1 + s(a/a - 1)); note 
that y(s)/a(s) = Y/U. Let 
ffs(A) = A2 + a(s)h + /3 + y(S)f+. 
The assumption fia(iv) = 0 for 0 < v < T is easily disproved for v = 0 and 
v = 7. For 0 < v < 7 it follows from Re fia(iv) = 0 and Im Aa = 0 that 
y(s) cos v = v2 - p and y(s) * sin v = a(s)v, resp. Therefore v = V(S) is the 
unique solution of cot v(s) = (v(s)~ - /3)/(a(s) v(s)), n/2 < V(S) < rr; V(S) decreases 
for increasing s. 
Therefore and because of condition (3) 
$j sin v(s) = $ sin v(s) 3 5 sin V(O) > V(O) 2 v(~), 
hence Im AS(iv(s)) # 0, a contradiction. 
For A = p+ i?r with p > 0 it is immediately seen that Im I?@) $1 0. Just 
as in part (a) of this proof it follows that &(h) and I?#) have the same algebraic 
number of zeros in the strip 0 < Re X, -r < Im X < 7. This number is two 
for Z!&(/\) as shown in part (a). 
Therefore condition (3) implies condition (2). For a2 > 28, according to 
[l, Chap. 13.81, (1) and (3) are equivalent. This remark completes the proof of 
Lemma 1. fl 
Let KC C([- 1, 01) x [w be the cone defined by 
K = (I/I = (cp, ys): ~(-1) = 0, e”$(t) increasing on [- 1, 01, y0 > O}. 
The following lemma shows that system (1) has oscillatory solutions under even 
weaker conditions than those in the theorem (note, (vi) impliesf’(0) > a + b, 
which implies (11)). M oreover, an operator 9 will be defined which maps K 
into itself. A nontrivial fixed point of this operator corresponds to a nontrivial 
periodic solution of system (1). 
The proof of the lemma exhibits many details about the trajectories (bounds, 
monotony properties, etc.). 
LEMMA 2. If the conditions (i), (ii), (iii), and (v) of the theorem hold, and if, 
moreover 
f '(0) > ab/(emin(o~b) - l), (11) 
then the solution (x(t), y(t)) of system (1) corresponding to an initial condition 
+b E K - (0) kas tke following properties: 
(1) The zeros of x(t) for t > 0 form an injnite sequence zk, k = 1,2,..., 
with ~(2~) = 0, z*+, - % > 1,+2h+l) < 0,~(22,)>O,y(G.-1) <O,y(&>O, 
y(z2lc--1+ 1) < 0, Y(Z2k + 1) I=- 0, 
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(2) the function e%(t) is monotonic increasing on the interwal (zZk , zzk + 1) 
and monotonic decreasing on the interval (,+-I , .Q+~ + l), 
(3) the map F: K ---f K, dejined by 9(O) = 0 and, for 4 # 0, *F(#) = 
($5, 9,) with q(t) = x(t + z, + l), 3, = y(zz + I), satis$es: 
For each M > 0 there is I@ > 0 such that // # 11 < M implies // F(#)l\ < A; 
&l-+OasM+O. 
Proof. The idea is to follow the trajectory v(t) = (x(t), y(t)) corresponding 
to an initial condition I/ E K - (0) along one revolution in the (x, y)-plane. 
Let II 4~ II = m=+up,,[-,,,,I v(t), yo) < M. Either ~(0) = (do), yo) E RI = 
{(w, Y): x ~O,y>ax}orw(O)~R~={(~,y):x>0,O~y<a~}.Ifv(O)~R~, 
define t, = 0. If ~(0) E Ii,, define t, = inf(t 3 0: v(t) $ R,}. In this case it 
follows from Eq. (la) that x increases for t E [0, tl). Since x = q 3 0 on the 
interval [- 1, 01, the function x(t - 1) is nonnegative on [0, tl). Therefore 
Eq. (lb) implies j(t) < --by(t) < 0. These observations lead to the estimates 
0 -=c +> -=c YW d yola < w (12) 
for t E (0, tl). Moreover, if t, is finite then v(tJ EL, = ((x, y): .T ‘> 0, 
y = ax} C R, . 
Assume t, > 1. Then the inequalities 
-9(t) < --by(y) < -bax(t) < --bax(l) < 0, t E [L h) 
imply t, is finite. 
In either case o(tJ E R, . Let t, = inf{t > t,: v((t) $ R,\L,), where L, = 
f;:;)z; e;iII;a;e= O}. In the next step it will be shown that t, is finite, w(t,) EL, , 
o <y(t) < ax(t) < Ml = max(M, aM) (13) 
holds for t E [tl , t,]. 
Since x(t - 1) is nonnegative for t E [tl , 2 t ) it follows from Eqs. (1) that the 
functions x and y are decreasing as long as w(t) E R, . Because of assumption (11) 
there are positive numbers c and 6 such that 
and 
f’(0) > c > ab/(emin(a*b) - 1) 
lf(s>I 3 c I 6 I if j 5 I < 6. 
(14) 
(15) 
If x(t) > 6 for all t E [fl , tz), then t, is finite (otherwise j(t) < -f(x(t - 1)) < 
-inf{f (I): 5 E [a, MJ} < 0 for all t > t, + 1). Therefore, if t, = 03, there is 
~l>tl+lwith~(t-l)<<forallt~~,. 
409/7=‘/2-20 
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Then it follows from the integral representation of y 
y(t) = - /“j(x(f - 1)) e--b(t-t’) dt’ + y(t,) t?--b(+Q 
kl 
(16) 
with t,, = r1 that for t E [rl , TV + l] 
y(t) <Y(Q) e-b(t-TJ - c J” x(t’ - 1) e8Jt--t’) dt’ 
71 
< ax(Tr) e-b(t--rJ - CX(7r) (1 - 8’“‘“)/6, 
and hence r(~r + 1) < 0 ( since c > rzb/(e@ - l)), which contradicts t, = 00. 
This proves t, < cc. 
r&) EL, , if @z) 9% and ~((t,) # 0. Indeed the trajectory v(t) cannot leave 
R, across the line L, , since n(ta) = 0 and j(t,) Q --by(&) < 0 if P/(Q) ELM . 
The case w(tp) = 0 can be excluded as it follows from the integral representation 
_,$) = j-1 y(f) e-a(t-t’) dt' + x(t,) e-a(t-to) (17) 
with t, = t, that x(t2) > 0. 
With t, = t, it follows from (16) that there is a minimal finite number t, 3 t, , 
at which y(t) becomes negative and remains negative at least as long as 
x(t - 1) 3 0. 
Because of (17) with t, = t, the function x decreases in the interval [tz , t3] 
and x(t,) > 0. 
Let z, > t3 denote the minimal positive number with x(zr) = 0. It follows 
from Eq. (la) that x(t) is decreasing in the interval [t, , z,). 
Assume zr = co. 
Case 1. There is T > t, such that j(t) < 0 for all t > T. Then n(t) ,< 
y(t) < y(T) < 0 for t 2 T. Therefore case 1 implies zr < co. 
Case 2. For each T > t, there is t* > T with j(t*) > 0. Because of 
i(t) < -ax(t) there is a time 72 > t, + 1 such that x(t - 1) < 6 for t > TV 
and $(~a) > 0. 
For t E [T2 , T2 + l] the inequality 
holds. This is true for all t with j(t) 2 0 because of the Eqs. (16) and (15) and 
the fact that x is decreasing in [t 3 , a;). If9(t) -C 0 theny(t) < y(f) < -c.h>/h 
where t’ is the greatest number below t satisfying j(f) = 0. 
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Inequality (18) evaluated in Eq. (17) with t, = 7s and t = 7s + 1 results in 
x(72 + 1) < -cX(Ts)(l - P)/fzb + x(+-a < 0, 
which contradicts a1 = co. Therefore zr has to be finite. It follows from Eq. (16) 
with t, = t, that y(t) > ---MS/6 for t E [ts , zr] with M, = max{f([): 0 < 5 ,< 
MI). 
Altogether we have the estimates 
0 < .r(t) < Ml , 0 2 ~(4 3 -&lb (19) 
in the interval [ts , z,]. Equation (la) implies k(zr) = y(z,) < 0. 
The function e%(t) is monotonic decreasing in [x1 , zr + I]. To see this 
observe that, according to (17), e%(t) = J:, y(t’) eat’ dt’, where the integrand 
is negative as consequence of Eq. (16) with t, = z1 . In particular 
y(z1 + 1) < 0. 
From the integral representations of y and x the following bounds are obtainable. 
If t E [Zl, x1 + I], 
y(t) 2 >(zl) - ~12, j2:‘-’ e-b(zl+‘-f’) dt’ > - F (2 - e-“) 7: -JI, , 
x(t) > -M,(l - eca)/a = -Ma . (20) 
Let a = max{Mr , Ms , A&>. Clearly M + 0 if M--j 0. Take now as initial 
conditions for system (1) the pair J,$ = (4, Jo) with Q(t) = ~(zr + 1 + t), 
TV [-l,O], Jo, = y(zr + 1). Note that I,&E --K and 0 < /! $!N < ,@. Then, 
because of the symmetry properties of system (l), the same reasoning as before 
shows that the solution v = (T, 7) of system (1) corresponding to 4 satisfies: 
There is a first zero %1 of X, this zero obeys J& + 1) > 0, eat%(t) is monotonic 
increasing on [pi , %I + 11, and there are bounds mr ,..., a4 related to AU in the 
same way as M1 ,..., M4 to 11/1. za = zr + I + Z~ is the second zero of x(t), and 
G(t) = x(t + z2 + 1) = x(t + or + l), j$ = y(zs I- I) = u(~r -1 1) have the 
properties stated in the lemma. Moreover, fi? = max{&& , R, , Av4} --f 0 if 
M --) 0. Repetition of the argument with respect to p)(t) = u(t l- zI, + I), 
y0 = y(x,, + 1), K = 2,3 ,..., completes the proof. f 
LEMMA 3. Assume the hypothesis of Lemma 2. Then the map % zs continuous 
and compact on K. 
Proof. It follows from Lemma 2(3) that 5 is continuous at 0. The map 
(F, t+ .~a($) is continuous on K - {0}, since the solutions of (I) depend conti- 
nuously on the initial conditions. Therefore 9 is continuous on K - (0). To 
prove the compactness let A be a bounded subset of K, say I/ # !I < M, # E A. 
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Because of Lemma 2(3) the range 9(A) is bounded. Moreover it was shown 
in the proof of Lemma 2 that the functions (x(#), y(4)): [~a(#), ~a(#) + l] -+ IFP, 
with (x($), y(9)) being the restriction of the solution of(l), corresponding to the 
initial condition (CI E A, to the interval [~a(#), ~a($) + I], are uniformly bounded 
(indeed 11 x(+)1\, 11 y(#)ll < fi for all ~,4 E A). Therefore the set of all functions 
x(#) with $ E A, being solutions of Eq. (la), is equicontinuous. The theorem of 
Arzela-Ascoli implies that 9(A) has compact closure. 1 
LEMMA 4. Assume the hypothesis of Lemma 2 and condition (iv) of the theorem 
hold. Then the operator 9 maps the closed, bounded, and convex set D = {(cp, y,,) E 
K: 11 q~ 11 < ~(1 - eea)/(ab), y,, < K/b} into itself. 
Proof. Let # = (v, yO) E D and 9(~, yJ = (+, &,). It follows from Lemma 
2(l) that y(zr + 1) < 0. Equation (16) with to = a, + 1 implies 
y(t) < - S:,,f (x(t’ - 1) eebttmt’) dt’, t>z1+ 1. 
1 
Since f is bounded below by -K we obtain y(t) < K/b for t > z, + 1. In 
partrcular $, = y(za + 1) < K/b. Moreover, for t E [za , aa + l] Eq. (Ii’) 
implies 
+?(t - z2 - 1) = x(t) = Jzly(t’) e- act-t’) dt’ < f i (1 - e-a). 1 
LEMMA 5. Under the conditions of the theorem, 0 is an q’ective $xed point of 
the operator 9. 
Proof. It will be shown that there is a constant p > 0 such that for all 
# E K - to> 
(21) 
x(t, $) = x(t) being the x-component of the solution belonging to the initial 
condition #. From (21) the ejectivity of 0 follows easily: The bounds for the 
solutions of (1) estimated in the proof of Lemma 2 show that for each t > 0 
there is a B(E) > 0 such that ]I # ]I < S(E) implies ~up~~l-~,~,+r] I x(t, #)I < E. In 
particular let E = p/2 and U = {#E K: II 4 11 < 6(p/2)}. 
Because of (21), f or each I/I E U - {O] there is some n E N with 9n~ & U. 
This means 0 is ejective. 
Proof of (21). System (1) can be written as a single equation 
i(t) + d(t) + /3x(t) + yx(t - 1) = h(t), 
where h(t) = yx(t - 1) - f(x(t - I)). 
(22) 
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Let X = CL + iv be the solution of the characteristic equation (4) with p > 0, 
O<v<n. 
Then for T > 0 it follows from (22) by partial integration of 1: g(t) e+ dt 
and of JT n(t) .+ dt and by afterwards using relation (4) that 
J: h(t) cAt dt = -e-^‘(Ax(T) + R(T) + m(T)) + y f:, x(t) ~~(~+l) dt. 
Take the imaginary part of this equation, 
Im 
(J 
*OCI h(t) e--A(t-7 ) dt) = -w(T) - y 6, x(t) e-‘(f+l-7) sm(v(t 
T 
Choose E > 0 such that E < pve-a12. 
Then there is a > 0 such that 
1 - 7’)) dt. 
(23) 
Assume 
If(t) - 75 I -=z E I 5 I for I 5 I < U. (24) 
lim+$up 1 x(t)1 < ueP. (25) 
Then there is k, E N with 
sup I x(t)l: t E fi [2k + 1 
I k=ko 
, a,,,lj = 6 < ue-=, 
and there is n > K, with 
s/2 < maxII #I: t E [zn + 1, z,+J) = I x(T)1 
for some T E [z, + 1, zn+J. 
Since ea(t-rk) / x(t)] is monotonic increasing on [z, , .zI; f 11, for these t 
(39 
I x(t)\ d ea 1 x(zk + 1)l < e”S < u, if K 3 K, . 
Therefore 
I x(t)1 < e”6 < a for all t 3 zk, . (27) 
Using relations (27), (24), (23), and (26) and the fact that x(T) and x(t), 
t E [T - 1, T], have the same sign the following estimates are obtained 
l +vI*. > JTm 1 h(t)] e-u(t-T) dt > 1 Im (s,” h(t) e---A(t-T) dt) 1 > 1 m(T)/ > &i/2. 
This relation being a contradiction to the choice of c, the assumption (25) is 
false, hence relation (21) with p = e-% is established. 1 
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The theorem is an immediate consequence of Lemmas 4, 3, 5, and the 
following 
LEMMA 6 (Browder [2]). Let D be a closed, bounded, convex set of in$nite 
dimension zn a Banach space, and let 9: D -+ D be a continuous and compact map. 
Then 9 has a fixed point which is not ejective. 
APPLICATIONS 
Consider two lowpass filters with time constants 8, and 6, obeying the 
differential equations 
sl9$> + YlW = x&h 
s,h(t) + Y&) = JC*(t), 
where x i , x2 denote the input and y1 , ya the output to the first and second 
filter, respectively. If the output of the first one acts as input to the second one 
with a delay pi 3 0, and if the output of the second one is fed back to the first 
one with a delay ~a > 0 and with a nonlinear, negative feedback characteristic 
(-j), then yt and ys obey the system 
uw + Y&) = -.f(Y& - 4, 
~A0 + Yz@) = Y& - d* 
(28) 
Elimination of yr leads to the equation 
with the single delay 7 = T1 + 72. If 7 > 0, system (28) is equivalent to 
system (1). Note that for 7 = 0, if f = &?,8,) satisfies conditions (ii), (iii), (v) 
of the theorem then the steady state of system (28) is, according to the theorem 
of Bendixson, always globally asymptotically stable. 
System (28) is used for modeling certain biochemical pathways controlling 
the production of proteins. The delays represent the times needed for the 
transscription of DNA and for the transport of mRNA, which code for the 
protein, from the nucleus to the soma of the cell. For details see [8, 131. In 
this last paper, however, the delays are ignored and periodic solutions are obtained 
only for systems with at least three coupled filters. 
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