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Abstract
We study the online page replication problem. We present a new randomized online algorithm
for rings which is 2.37297-competitive, improving the best previous result of 3.16396. We also
show that no randomized online algorithm is better than 1.75037-competitive on the ring; pre-
viously, only a 1.58198 bound for a single edge was known. We extend the problem in several
new directions: continuous metrics, variable size requests, and replication before service. This
yields simpli6ed proofs of several known results.
c© 2004 Elsevier B.V. All rights reserved.
Keywords: Competitive analysis; Caching; Continuous page replication; Ring networks
1. Introduction
Paging and caching are some of the most fundamental and practical problems in
computer science. The advent of the world wide web has brought about a new wave
of interest in such problems, as caching strategies have the potential to greatly de-
crease web page access times. We study one of the most basic, but surprisingly under-
investigated, paging problems: The online page replication problem.
In this problem, processors are connected by a network, and pages can be stored at
each processor. The processors might be the processors of a multi-processor
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computer architecture, connected by a bus; or web browsers, connected via the WWW.
If processor v wants to access an item of a page which is contained in its own mem-
ory, the access is free of cost. Otherwise, the data must be transmitted from another
processor w which has the page in its memory. The cost of this access is proportional
to the distance between v and w in the network. It is also possible to copy, replicate,
the entire page—but this is much more expensive. However, if many requests occur at
the same node, replication might pay oH in the long run.
Unfortunately, for any particular page requests appear one at a time in unpredictable
locations, so we must decide online (i.e., without knowledge of future request patterns)
to which processors a page should be replicated. This is known as the online page
replication problem (PRP) which we investigate in this paper within the framework
of competitive analysis [11,13]. An online algorithm is said to be c-competitive if for
all problem instances the cost incurred by the algorithm is at most c times the cost
incurred by an optimal o7ine algorithm (i.e., an algorithm with full knowledge of the
future) on that same problem instance.
For arbitrary networks, PRP is equivalent to the online Steiner tree problem [7] whose
competitive ratio is (log n) [17,2], where n is the number of nodes in the network.
However, most practical processor networks have a simple structure and therefore most
previous research on PRP has focused on tree or ring topologies. Tree networks are
fairly well understood [1], however, the situation for rings is not as good. It is often
the case that an online problem on a tree is much easier than for other networks.
Therefore, the investigation of online problems on non-tree networks, such as the ring,
is an important pursuit.
Contributions of this Paper. One of the important contributions of this paper is a
better understanding of PRP on rings. We provide the 6rst randomized lower bound
for rings (1.75037) which takes full advantage of the ring topology (beating the edge
lower bound of 1.58198 [1]), and greatly improve the randomized upper bound from
3.16396 [1] to 2.37297. The upper bound is a new application of an important and
elegant technique: probabilistic approximation of metric spaces [21,4–6].
It is possible to extend the basic de6nition of PRP in several directions. We investi-
gate several new variants of PRP: PRP on continuous rings and trees, PRP with varying
request sizes, and PRP when replication is allowed before request service (as opposed to
after in the normal de6nition). Although these variants are not immediately motivated
by practical applications their analysis gives us valuable new insight into standard PRP;
in particular, we can obtain much simpler proofs for some of the work that has gone
before. For example, the previously mentioned continuous PRPmodel proves to be quite
valuable in helping us understand certain randomized online algorithms. The notion of
unfairness, which has proven to be valuable in other contexts [25,6], also proves itself
here.
Our 6nal contribution is to point out an error which has permeated throughout the
literature of PRP. In their seminal paper, Black and Sleator [9] state:
It is possible to prove that for certain other metrics (for example, when the graph
corresponding to the metric is a four node cycle) the best competitive ratio that
an online algorithm can hope for is 5=2.
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Table 1
Old and new bounds for d→∞ in the unit size l0-model (the classical model)
Trees Rings
Discrete Continuous Discrete Continuous Symmetric C4
Randomized l.b. Old 1.58197 [1] 1.58197 1.58197 1.58197
New + 1.58197 1.75037 1.58197 1.75037 1.75037
Randomized l.b. Old 1.58198 [1] 3.16396 [1] 2.54150 [16] 2.36603
New + 1.58198 2.37297 2.37297 2.37297 +
Deterministic l.b. Old 2 [9]
New 1.58197 2.36603 2.31023 2.36603 2.36603
Deterministic u.b. Old 2 [9] 4 [1] 3 [16] 2.36603 [15]
New 1.58198 + 2.54150 + +
A simpler proof for an old result is denoted by +. The continuous model is new to this paper, whereas
all classical models are discrete.
Subsequent authors have interpreted this to mean that 2.5 is a lower bound for the
4-node cycle, and for rings in general. We exhibit a 13 (3 +
√
3)62:36603-competitive
online algorithm for the 4-node uniform cycle. On the other hand, we show that 2.5
is a lower bound when we impose a natural restriction on the way how a request can
be served.
Table 1 shows the best previous bounds along with our new bounds. Note that
a bound proved in one model can imply the same bound in another model (e.g., a
lower bound for an edge is also a lower bound for trees, an upper bound in the
discrete model is also an upper bound in the continuous model (because any optimal
continuous solution is actually discrete), etc.).
This paper is organized as follows. In Section 2 we give the basic de6nitions of the
classical model and our new variants. In Sections 3 and 4 we give optimal deterministic
and randomized online algorithms for single edges and tree networks. In Section 5 we
consider ring networks. Some of the results in this paper have previously been presented
at conferences [15,14].
2. Models
2.1. The classical model
In an instance of the classical page replication problem, denoted by d-PRP (or some-
times just PRP), we are given a metric space M = (P;D), a point s∈P and a positive
integer d. The point s is called the origin, which is the point that initially contains
the page. d is called the page replication factor. When considering tree metrics, we
consider the origin to be the root of the tree.
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We receive a sequence of requests , to points in P. For each request u, we must
pick a point v, which already has the page, and a path p from v to u. We serve the
request by transmitting the required data along p, for which we pay length(p). But we
are also given the option to replicate from any point v that has the page to any other
point u that does not have the page. In this case, every point on the path p from v
to u will be given the page. We pay d · length(p) for replicating along p. We assume
that a node having the page never drops it, in contrast to the web caching problem
where we have many pages and only limited storage capacity at the nodes [19]. The
entire diMculty lies in deciding when to replicate. We assume the existence of a global
control which always knows which nodes have the page (see Awerbuch et al. [3] for
the diHerence between models with and without global control).
We explicitly distinguish between two variants of this classical model [9]. In the
lookahead-zero model (l0-model), the algorithm must serve any new request immedi-
ately before being allowed to replicate the page. All previous results use this model.
Memory accesses in hardware are best described by the l0-model [9]. In the lookahead-
one model (l1-model), the algorithm may replicate after knowing but before serving
the next request. Some caching problems (e.g., general snoopy caching [20]) are best
described by the l1-model.
Both models usually yield very similar results. In fact, the l1-model with page
replication factor d is related to the l0-model with page replication factor d′ =d − 1
because then most requests incur the same cost in both models. The analogy fails in
that a competitive online algorithm for the l1-model cannot replicate before the 6rst
request, whereas an optimal oNine algorithm can safely do this. In the limit for d→∞,
both models converge (the diHerence in the competitive ratio is usually of the order
of 1d).
We say that the page is replicated at a request if it is replicated after serving the
request in the l0-model, or if it is replicated before serving the request in the l1-model.
A good page replication algorithm tries to minimize the total cost incurred by a
given request sequence . An o7ine algorithm knows the entire request sequence in
advance and can thus compute an optimal replication schedule. We denote an optimal
oNine algorithm by Opt. An online algorithm A is given the requests one by one, and
it has to serve each request without knowledge of any future requests. We denote A’s
total cost on  by costA(). If A uses randomization, costA() is a random variable
and we are interested in the expected value E[costA()], where the expected value is
taken over all random choices of A.
We measure the quality of A by the approximation factor it can achieve compared
to Opt, taking the supremum over all request sequences. A is c-competitive if
costA()6 c costopt()
for all request sequences . If A uses randomization, then A is c-competitive if
E[costA()]6 c costopt()
for all request sequences . Note that this is the so-called oblivious adversary model
[8], i.e., the adversary cannot adapt its request sequence to the random choices of the
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online algorithm. The competitive ratio of A is the in6mum of all c such that A is
c-competitive. The competitive ratio of PRP is the in6mum of all c such that there
exists a c-competitive online algorithm for PRP.
We note that the more general de6nition of competitive ratio includes an additive
constant term, i.e.,
costA()6 c costopt() + const;
but in this paper this additive constant is always equal to 0.
2.2. Variations of the classical model
We introduce three orthogonal generalizations of classical PRP. These variants are
mainly of theoretical interest because they help us to derive simple proofs for many
previously known results.
2.2.1. Requests of arbitrary size
In the classical model, requests always have unit size. But what if we want to access
records of diHerent size within a page? To model this, we allow requests of arbitrary
size, i.e., request i is now a pair (vi; ai), where vi is a node of the network and
ai¿0 is the size of the request. In the classical model, ai = 1 for all i. We allow the
additional generality that d may be any positive real number. The cost of serving i
is ai times the distance the information has to travel in the network, with an additional
factor of d in case of a replication.
2.2.2. The continuous model
The classical model can describe situations where objects (the page) can be stored at
certain 6xed locations (the nodes of G) and transported along certain links (the edges
of G). We call this the discrete model.
However, there are situations where any point on an edge of the network can be
requested or store the object. Consider the Nomads’ Problem where the network is a
roadmap and the object is water. If a tribe of nomads temporarily settles at some place
in the desert, the tribesmen need water. This could mean a daily walk to the nearest
well. However, this need could also be satis6ed by building a pipeline from the well
to the settlement. If the nomads plan to stay for a longer period of time, this might be
a good investment. Of course, the pipeline can be built in phases, each phase covering
part of the distance.
This gives rise to the continuous model where any points along the edges of a
network can hold the page (in this case the water). Requests are still restricted to the
nodes of the network, although dropping this constraint would not aHect the results in
this paper. If the page is replicated from a point p to a point q, then we assume that
afterwards the whole path between q and p holds the page (i.e., the pipeline can be
accessed over its entire length). We say, that this edge segment is full, otherwise it is
empty.
Continuous trees have also been studied in [12].
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Table 2
The deterministic competitive ratio of (d; )-PRP on an edge
Discrete Continous
Unit size 10 1 + 
(
1 + 1d
)d
(
1 + 1d
)d − 1
d→∞−−−−−−→ e
1

e
1
 − 1
11 max{1; 1 + − 1d}
(
1 + 1d−1
)d
(
1 + 1d−1
)d − 1
d→∞−−−−−−→ e
1

e
1
 − 1
Arbitrary size 10 ∞ ∞
11 1 + 
e
1

e
1
 − 1
2.2.3. The unfair model
In the unfair model we assume that the online algorithm and the optimal oNine
algorithm have diHerent page replication factors. Let ¿1 be a constant. In (d; )-PRP,
the oNine page replication factor is d, whereas the online page replication factor is d.
So classical d-PRP is (d; 1)-PRP. There does not seem to be a practical motivation for
the unfair model, but it turns out to be useful in analyzing existing online algorithms
on rings. This idea of unfairness has also proved useful in other contexts, notably the
metrical task system problem [25,10].
3. Single edges
The simplest network consists of two nodes s and t (i.e., P = {s; t}) and an edge
of length 1 connecting them. (d; )-PRP on an edge is fully understood. Table 2 gives
the exact competitive ratio for all deterministic models. The results for the unit size
l0-model are not new; the discrete model was studied in [9], the continuous model in
[1,23]. Actually, these authors studied randomized discrete online algorithms, but these
two models are equivalent (see Theorem 2 below).
For the sake of completeness, we state here the optimal randomized online algorithm
Geometric [1,23] for (d; )-PRP on an edge. After the kth request, Geometric has
replicated from s to t with probability pk = x
k−1
xd−1 , where x = 1 +
1
d . Note that p0 = 0
and pd = 1.
Theorem 1. Table 2 gives the competitive ratio of (d; )-PRP on an edge in the
deterministic models.
Proof. Proofs for the unit size discrete models can be found in [9]. The proof for
the arbitrary size discrete l1-model is similar. Note that the competitive ratio in the
arbitrary size (discrete or continuous) l0-model is unbounded because no competitive
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online algorithm can replicate before seeing the 6rst request. If the 6rst request is very
large, then the algorithm would be forced to serve it before replicating.
We next consider the continuous unit size l0-model. The online algorithm does not
know how many requests to t there will be, so it cannot replicate a great distance
right at the beginning. The continuous analogue to the online algorithm Geometric
balances its cost such that it always achieves the same competitive ratio, independent
of the length of the request sequence. At the kth request, it replicates to the point at
distance ck = x
k−1
xd−1 from s, where x = 1+
1
d . Note that c0 = 0 and cd = 1. For 16k¡d,
Geometric must pay
1 · (1 − ck−1) + d · (ck − ck−1) = x
d
xd − 1
for serving the kth request and replicating to ck . Since this cost is constant for all
requests, it is also equal to the competitive ratio of Geometric (note that the adversary
replicates to t if and only if there are at least d requests).
The optimality of Geometric also follows directly from this property. Assume there
is an arbitrary online algorithm B with a competitive ratio better than Geometric’s.
Assume B replicates to some point bk , 06bk−16bk61, at the kth request. Let i be
the minimal index such that ci 	= bi. If bi¿ci, then the adversary could stop after
the ith request and B would have a higher cost (and higher competitive ratio) than
Geometric. If bi¡ci, then there exists j minimal such that bj¿cj (every online al-
gorithm with a 6nite competitive ratio must eventually replicate to the other endpoint
t of the edge). But then the adversary could stop after j requests and Bwould have
had higher cost for serving the requests than Geometric and at least the same cost for
replicating.
The proof for the continuous unit size l1-model is similar (choose x = 1 + 1d−1 ).
In the continuous arbitrary size l1-model, we use an online algorithm that replicates
to position
F(a) =
e(a=d) − 1
e(1=) − 1
when requests of total size a have appeared at t. Then F(0) = 0, F(d) = 1, and the
relative cost of serving another request of size b is
costa(b)
b
=
d · (F(a + b) − F(a)) + b · (1 − F(a + b))
b
=
d
b
· e
(a+b)=d − ea=d
e1= − 1 + 1 −
e(a+b)=d−1
e1= − 1
=
e1= + d=b · ea=d · (eb=d · (1 − (b=d)) − 1)
e1= − 1
6
e1=
e1= − 1
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because 1 − x6e−x for |x|61. The optimality of this algorithm follows from
lim
b→0
costa(b)
b
= 1 − F(a) + d · F ′(a) = e
1

e1= − 1 :
The following theorem shows that Table 2 also contains all results about randomized
online algorithms.
Theorem 2. On an edge, the randomized competitive ratio of discrete (d; )-PRP is
equal to the deterministic competitive ratio of continuous (d; )-PRP.
Proof. We give the proof for the l0-model (the l1-model is very similar). Let A
be a randomized online algorithm for discrete (d; )-PRP on an edge. Let pi be the
probability that A has replicated to t after the ith request, i.e., 06p06p16p26 · · · .
Consider the deterministic online algorithm B for continuous (d; )-PRP which replicates
exactly to pi at request i. Then,
E[costA(i)] = (1 − pi−1) + d · (pi − pi−1) = costB(i)
for the ith request i. This shows that we have a one-to-one correspondence between
randomized discrete and deterministic continuous online algorithms incurring the same
cost on any request sequence.
Note that the optimal oNine cost is the same in the discrete and continuous model
because the optimal continuous replication sequence is actual a discrete one.
Corollary 3. Randomization does not help in the continuous model on the edge.
Proof. Analogous to the proof of Theorem 2, we have a one-to-one correspondence
between randomized and deterministic online algorithms of same cost.
4. Trees
We now consider a more complicated topology, tree networks. Here, P is the set
of nodes of a tree embedded in some metric space. The origin is considered to be the
root of the tree. It was previously known in the discrete case that results for replication
on a single edge can be extended to trees. We show that all the results in Table 2
also hold for trees. Similar results can be found in [12]. The technique of factoring
an online problem into smaller ones was also used in the analysis of the list update
problem, see for example [18].
Theorem 4. If there is a c-competitive online algorithm (in any model) for a single
edge, then there is a c-competitive online algorithm (in the same model) for trees.
Proof. We disassemble the given tree network T (the real network) into a network
of unconnected single edges (the virtual network), see Fig. 1. We call it the virtual
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Fig. 1. (a) A tree network with the page originally in node s. Black nodes have the page. (b) The corre-
sponding virtual network. The bold lines indicate partial replication along the edges after requests at nodes
u and v. The bold lines in (a) indicate the partial replication after compacting the virtual network (starting
with leaf v).
network because it does not really exist, we only simulate requests in the virtual
network and then translate back any replication into a replication in the real network.
In the real network, let s denote the node that initially has the page. In the virtual
network, for each edge the endpoint closer to s initially has the page. A request at
node w in the real network is translated into requests at all nodes of the virtual network
corresponding to the nodes on the path from w to s in the real network. For example,
in Fig. 1 a request at node u in the real network (a) induces requests at u and p1 in
the virtual network (b).
On each edge of the virtual network we run the c-competitive online algorithm
for single edges. In the continuous model, each such request may lead to a partial
replication along the edge (the discrete model is a special case where we immediately
replicate along the entire edge). We cannot immediately mirror these virtual replications
in the real network because we would then have along the path from s to w an
alternating sequence of full and empty edge segments. But we can compact this illegal
con6guration as follows. We compact all paths from s to a leaf in a certain 6xed
order by pushing the full edge segments as far as possible in direction of s. Then any
path starts with a single full section, followed by a single empty section. This is the
con6guration we try to obtain by replicating along the paths if necessary. Note that
the full path sections can only grow longer over time if we always compact the paths
in the same order. The c-competitiveness of our algorithm follows immediately from
the following three observations.
(1) Any replication of the oNine algorithm in the real network can be mirrored by
replications along the corresponding edges in the virtual network, with the same
total cost for replicating and serving the request.
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(2) At any time and for any path from a node w to s in the real network, the full
section of the path is at least as long as the total length of the full edge segments
of the corresponding edges in the virtual network.
(3) The cost of replicating and serving a request in the real network is not higher than
the total cost incurred by the corresponding requests in the virtual network (the
replication cost is actually always equal to the virtual replication cost). But this
cost is at most c times the cost of the oNine algorithm.
5. Rings
There is a fundamental diHerence between replication in trees and replication in
rings. In a tree, there is exactly one path to a node with the page. In particular, Opt
must serve the request and replicate along the same edges as the online algorithm. In
a ring, there are two directions from which any request can be served. This makes the
situation more diMcult for the online algorithm, as it does not know which direction
Opt chooses. It also means that there is no immediate analogue of Theorem 4 for rings.
We need the following terminology: The point t farthest from the origin s (even if
it is not a point in P) is the antipode of s. We say that points v and w are siblings if
and only if the distance from s to v in the clockwise direction is equal to the distance
from s to w in the counterclockwise direction. Note that the origin is its own sibling,
as is the antipode if it is exactly halfway around the ring. We say that a discrete
ring is symmetric if and only if every node has a sibling. De6ne Cn to be the ring
of circumference n with n equally spaced nodes, i.e., all edges have length 1. Cn is
symmetric.
5.1. The ring C4
Black and Sleator [9, p. 4] claimed a lower bound of 2.5 for deterministic online
algorithms on a 4-node ring, but they gave no proof. Furthermore, they did not exactly
specify the model. This claim is duplicated in most of the subsequent papers on online
page replication. We show that the most natural interpretation of this claim, namely
that it holds for C4, is wrong.
In what follows, the antipode of s in C4 is called t and the other two nodes u and v,
as illustrated in Fig. 2.
Theorem 5. There is a 3+
√
3
2 -competitive deterministic online algorithm on C4 in the
arbitrary size l1-model. Note that 3+
√
3
2 62:36603.
Proof. We 6rst describe the online algorithm. We have a load counter at each node.
If there is a request at u or v, we increase the counter at that node by the size of
the request. If there is a request at t, we increase all three counters by the size of the
request. If the counter at u or v reaches &d, where & =
√
3 − 1, we replicate to that
node. If the counter at t reaches d, we replicate to t from the nearest node which has
the page.
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Fig. 2. The ring C4.
To prove that this algorithm is (1+ 1& )-competitive we do an amortized analysis using
the bank account paradigm [24, p. 253]. When the optimal oNine algorithm serves or
replicates along an edge, it saves 1 + 1& or d · (1 + 1& ), respectively, times request size.
When we serve or replicate along an edge, we withdraw 1 or d, respectively, times
request size.
If we replicate to u, then there have been requests of total size at least &d at
u or t, so the optimal oNine algorithm must have saved at least &d · (1 + 1& ) on
edge (s; u); we had to serve these requests so we have spent &d · 1 on edge (s; u).
Since &d · (1 + 1& ) − &d · 1 =d we can aHord to replicate to u. Replication to v is
analogous.
If we replicate to t, then there have been requests of total size at least d at t, so the
optimal oNine algorithm must have saved at least 2d(1 + 1& ); we had to serve these
requests so we have spent 2 ·&d for the 6rst &d requests, then we replicated to u and v
at a cost of d each, and 6nally we served the remaining requests at a cost of (1−&)d.
Since 2d(1 + 1& ) − 2d− d · (& + 1) =d we can aHord to replicate to t.
Corollary 6. As d goes to in=nity, the competitive ratio of the online algorithm of
Theorem 5 approaches 3+
√
3
2 in the unit size l0-model.
It turns out that this online algorithm is optimal.
Theorem 7. No deterministic online algorithm on C4 can be better than 3+
√
3
2 -
competitive in the unit-size l0-model.
Proof. Let A be a c-competitive deterministic online algorithm for C4. The adversary’s
strategy consists of at most three phases. In the 6rst phase, the adversary requests
node t until A replicates the page for the 6rst time. Let k be the number of requests
which precede the 6rst replication of A. The next steps of the adversary depend on the
value of k and the number of nodes which get the page at A’s 6rst replication. We
distinguish four cases.
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(1) All three nodes t; u; v get the page:
The adversary ends the request sequence. We have costA() = 2k + 3d and
costopt() = 2 · min{k; d}. For every k¿0 this yields
c¿
2k + 3d
2 · min{k; d} ¿ 2:5:
Note that this is actually case 1. above.
(2) The two nodes t and u or t and v get the page. Depending on k, the adversary will
either stop or continue the request sequence. In the case it stops, costA() = 2k+2d
and costopt() = 2 · min{k; d}. In this case
c¿
2k + 2d
2 · min{k; d} : (1)
Otherwise, the adversary begins the second phase: it requests the node without
the page until A replicates the page to this node. Let l be the number of requests in
the second phase. We have costA() = 2k + l + 3d and costopt() = min{k; d}+
min{k + l; d}. In this case
c¿
2k + l + 3d
min{k; d} + min{k + l; d} : (2)
Algorithm A chooses k and l to get the best of (1) and (2) over all request
sequences . This yields
c¿ min
k;l
max
{
2k + 2d
2 · min{k; d} ;
2k + l + 3d
min{k; d} + min{k + l; d}
}
:
Therefore, the best choice for A is k =d and l= 0 with a competitive ratio of
c¿2:5.
(3) The two nodes u and v get the page. Again, depending on k, the adversary
will either stop or continue the request sequence. In the case it stops we have
costA() = 2k + 2d and costopt() = 2 · min{k; d}. In this case
c¿
2k + 2d
2 · min{k; d} : (3)
Otherwise, the adversary begins the second phase and continues requesting t
until A replicates the page to t. Let j be the number of requests in the second
phase. We have costA() = 2k + j + 3d and costopt() = 2 ·min{k + j; d}. In this
case
c¿
2k + j + 3d
2 · min{k + j; d} : (4)
Algorithm A chooses k and j to balance scenarios (3) and (4) over all request
sequences . This yields
c¿ min
k; j
max
{
2k + 2d
2 · min{k; d} ;
2k + j + 3d
2 · min{k + j; d}
}
:
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Therefore, the best choice for A is k = d(√3− 1) and j =d− k with a com-
petitive ratio of
c¿ 1 +
d
(√3 − 1)d :
For large d, the bound approaches 3+
√
3
2 .
(4) Either node u or v gets the page. If the adversary stops after the 6rst phase, then
we have costA() = 2k + d and costopt() = 2 · min{k; d}. In this case
c¿
2k + d
2 · min{k; d} : (5)
Otherwise, the adversary begins the second phase and requests the uncovered
node of the pair {u; v}. Let l be the number of requests in the second phase. If
the adversary stops after the second phase, then we have costA() = 2k + l + 2d
and costopt() = min{k; d} + min{k + l; d}. In this case
c¿
2k + l + 2d
min{k; d} + min{k + l; d} : (6)
Otherwise, it begins the third phase in that it again requests t until A repli-
cates the page to t (which must eventually happen). Let j be the number of
requests in the third phase. We have costA() = 2k + l+ j + 3d and costopt() =
min{k + j; d} + min{k + l + j; d}. In this case
c¿
2k + l + j + 3d
min{k + j; d} + min{k + l + j; d} : (7)
Algorithm A chooses j; k and l to balance scenarios (5), (6), and (7) over all
request sequences  whereas the adversary chooses the phase after which to stop
the request sequence so that for given j; k; l the competitive ratio
c¿ min
j;k;l
max
{
2k + d
2 min{k; d} ;
2k + l + 2d
min{k; d} + min{k + l; d} ;
2k + l + j + 3d
min{k + j; d} + min{k + l + j; d}
}
is worst possible. Therefore, the best choice for A is k = d(√3 − 1), j =d− k,
and l= 0, with a competitive ratio of
c¿ 1 +
d
(√3 − 1)d :
For large d, the bound approaches 3+
√
3
2 .
We should note however, that in some restricted model a higher lower bound of 2:5
holds.
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Assumption 8. An online algorithm may only replicate to the node that is being
requested, whereas the adversary may replicate arbitrarily.
Theorem 9. Any c-competitive deterministic online algorithm for C4 handicapped by
Assumption 8 must have a competitive ratio of at least 52 in the l0-model and
5
2 − 1d
in the l1-model.
PROOF. The adversarial strategy is as follows: suppose we have an online algorithm
which is c-competitive. We request the antipode t a number of times until the online
algorithm replicates to t, without loss of generality via node u. We then give d requests
at v.
The online algorithm can only fare well on this request sequence if it replicates
as early as possible to u and then to t. On the other hand, the adversary could stop
right after the online algorithm has replicated to u. Balancing both scenarios gives the
desired bounds.
If the online algorithm’s cost for serving all requests before replicating to t is
2i (i.e., i requests to t each costing 2), then the optimal oNine algorithm’s cost is
min{2d; d + i + b} in the lb-model, b= 0; 1. Considering the total cost, we must have
c¿
3d + 2i
min{2d; d + i + b} :
If i ¿ d− b, then we have
c¿
3d + 2d
2d− 2b =
5
2
− b
d
:
If i¡d− b, then we have
c¿
3d + 2i
d + i + b
= 2 +
d − 2b
d + i + b
¿
5
2
− b
d
:
We now turn to randomized online algorithms.
Theorem 10. No randomized online algorithm for C4 can be better than
max
06w61
4ew+1 + e
4ew+1 − 2ew − 2ew ¿ 1:75037
competitive in the unit-size l1-model.
Proof. The construction makes use of Yao’s corollary to the von Neumann minimax
principle [26,27]. This principle states that the expected deterministic competitive ratio
for any distribution over the inputs is a lower bound for the randomized competitive
ratio. We use graph C4 and a distribution over request sequences of the following
form:
• Sequence (‘) consists of ‘ requests at node t.
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• Sequence (‘; x); x∈{u; v}, consists of ‘ requests at node t followed by d requests
at node x.
We restrict ourselves to consider only ‘∈{1; : : : ; 2d}. We de6ne p‘ to be the proba-
bility that (‘) is given and q‘ to be the probability that (‘; u) is given. The probability
of (‘; v) is the same as that of (‘; u). Let P =
∑
06‘62d p‘ and Q =
∑
16‘62d q‘.
Thus we have P + 2Q = 1. We derive the exact distribution at a later point.
We de6ne an online algorithm by the way it behaves on the input sequence. Specif-
ically, we consider the way the algorithm handles the requests given at node t. We
assume that the algorithm knows that we will give it a sequence of the form (‘),
(‘; u), or (‘; v). This can only help the online algorithm. De6ne A(i; j; x); x∈{u; v},
to be the set of online algorithms which:
• Serve the 6rst i requests to t from s.
• Replicate from s to x.
• Serve the next j requests to t from x.
• Replicate from x to t.
It is easy to calculate the cost of A(i; j; x) for a given input:
costA(i;j;x)((‘)) =


2‘ if ‘6 i;
d + i + ‘ if i ¡ ‘6 i + j;
2d + 2i + j if i + j ¡ ‘:
costA(i;j;v)((‘; v)) = costA(i;j;u)((‘; u))
=


2‘ + d if ‘6 i;
d + i + ‘ if i ¡ ‘6 i + j;
2d + 2i + j if i + j ¡ ‘:
costA(i;j;v)((‘; u)) = costA(i;j;u)((‘; v))
=


2‘ + d if ‘6 i;
2d + i + ‘ if i ¡ ‘6 i + j;
3d + 2i + j if i + j ¡ ‘:
The optimal oNine cost is also easily calculated:
costopt((‘)) = min{2d; 2‘}:
costopt((‘); v) = costopt((‘); u) = min{2d; d + ‘}:
So given a distribution p‘; q‘ we calculate the expected competitive ratio C(i; j; x) of
A(i; j; x) as:
C(i; j; v) = C(i; j; u)
=
∑
16‘62d
(
p‘
costA(i;j;x)((‘))
costopt((‘))
+ q‘
costA(i;j;u)((‘; v)) + costA(i;j;u)((‘; u))
costopt((‘; v))
)
:
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Table 3
Randomized lower bounds for C4
d l0-model l1-model
1 2.25 1.25
2 2 1.5
3 1.91216 1.57894
4 1.86720 1.62674
5 1.84373 1.65260
6 1.82847 1.66800
7 1.81336 1.67935
8 1.80276 1.68918
9 1.79451 1.69593
10 1.78781 1.70081
∞ 1.75037 1.75037
It is possible to 6nd the distribution which gives the best possible lower bound (given
our input sequences) using linear programming. For 6xed d, consider the following
linear program:
Maximize c subject to
c6 C(i; j; u) for 06 i + j 6 2d + 1;
1 =
∑
16‘62d
p‘ + 2q‘:
over variables c, p1; : : : ; p2d, q1; : : : ; q2d. Any feasible solution to this linear program
gives us a lower bound on the randomized competitive ratio. We denote the solution to
this program by c∗(d). Using Mathematica we have calculated this value for small d.
The results are given in Table 3. All calculations were done using in6nite precision
rational arithmetic.
For large d, we use the following distribution. Let
 = 1 +
1
d− 1 ; & = 2d
k+d − kd − dk :
Given k and d the distribution used is
p‘ =
2‘k+d−‘
(d− 1)& for 16 ‘6 k;
q‘ =
(d + ‘)k+d−‘
2(d− 1)& for k ¡ ‘6 d;
q2d =
dk
&
:
All other values of p‘ and q‘ are 0. The reader should verify that this is a
valid distribution, i.e., that all values are non-negative and P + 2Q = 1. We will
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show that the competitiveness of any deterministic online algorithm on this distribution
is at least
c(d; k) =
dd(4k + 1)
2&
: (8)
Since the adversary chooses k, maxk c(d; k) is a lower bound for any randomized
online algorithm. As d goes to in6nity, this approaches the claimed lower bound:
lim
d→∞
max
k
dd(4k + 1)
2&
= lim
d→∞
max
w
d(4wd + 1)
4wd+d − 2wdd=d− 2wd
= max
w
limd→∞ 4wd+d + d
limd→∞ 4wd+d − 2wdd=d− 2wd
= max
w
4ew+1 + e
4ew+1 − 2ew − 2ew :
The remainder of the proof consists of tedious but standard calculations showing that
the expected competitive ratio is at least (8). These are presented in A. We also present
there an explanation of how the distribution was derived.
Similar bounds can be shown for the l0-model. Table 3 shows the lower bounds for
small values of d.
5.2. Symmetric rings
Algorithms on symmetric rings were studied by G lazek [16]. He proposed the online
algorithm Mirror which projects the left side of the ring onto the right side, treating
all requests as if they were to the right side. This reduces the problem to PRP on a
path. Mirror serves a request on the path using the optimal deterministic 3-competitive
online algorithm for (d; 2)-PRP and then imitates the actions on the path back on the
ring by always replicating symmetrically on both halves of the ring. RandomMirror
uses the randomized online algorithm Geometric instead of the deterministic online
algorithm.
G lazek proved that Mirror is 3-competitive and RandomMirror is 2.5415-
competitive, both in the unit size l0-model. His proofs are an adaption of Albers
and Koga’s proofs for their 4-competitive deterministic and 3:16396-competitive ran-
domized online algorithms [1].
We now give a much more elegant proof of G lazek’s results. Note that
RandomMirror can actually run on arbitrary rings, not only symmetric rings. The
proof easily extends to the more general topology of a k-ring. A k-ring consists of two
nodes s and t, connected by k paths of the same length (with some arbitrary nodes on
these paths). A symmetric k-ring connects s and t with k copies of the same path. A
2-ring is just an ordinary ring. Mirror can easily be generalized to run on k-rings.
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Theorem 11. In the unit size l0-model we have
(a) Mirror is (k + 1)-competitive on symmetric k-rings.
(b) RandomMirror is e
1=k
e1=k−1 -competitive on k-rings.
Proof. (a) We assume without loss of generality that the adversary only requests nodes
on one copy of the path of the k-ring (otherwise, he could reduce his own cost by
requesting the corresponding sibling instead; Mirror would not behave diHerently). But
then, analyzing Mirror is equivalent to analyzing (d; k)-PRP: Whenever the adversary
replicates he pays a factor of d, while Mirror pays a factor of kd. Looking into
Table 2 we 6nd that Mirror is (k + 1)-competitive.
(b) Analyzing RandomMirror is equivalent to analyzing continuous (d; k)-PRP. Note
that a continuous online algorithm on the path can be transformed into a randomized
online algorithm even on a non-symmetric ring.
Note that on a 2-ring, as d grows the competitive ratio approaches
√
e√
e−1¡2:54150.
Table 2 also gives us the competitive ratio of Mirror and RandomMirror in all other
models.
5.3. General rings
We now turn to arbitrary ring networks. To begin, we show a lower bound of 2:31023
for any deterministic online algorithm on rings, in both the discrete and continuous
model. We then discuss deterministic and randomized transformations which allow us
to derive online algorithms for arbitrary rings from online algorithms for trees.
Before we state the result in Theorem 14 we give a few technical lemmas.
Lemma 12. The recurrence
Un =
n− 1 +∑n−1j=1 Uj
n + x
has closed form solution
Un =
n−1∑
j=1
1
j + 1 + x
:
Proof. The proof is by induction. The basis n= 1 is easily veri6ed. If the hypothesis
is true for i = 1; : : : ; n− 1, then we have
Un =
n− 1 +∑n−1j=1 Uj
n + x
=
n− 1
n + x
+
n−1∑
j=1
j−1∑
k=1
1
(k + 1 + x)(n + x)
=
n− 1
n + x
+
n−2∑
k=1
n−1∑
j=k+1
1
(k + 1 + x)(n + x)
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=
n− 1
n + x
+
n−2∑
k=1
n− k − 1
(k + 1 + x)(n + x)
=
n− 1
n + x
+
n−2∑
k=1
(
1
k + 1 + x
− 1
n + x
)
=
n−1∑
k=1
1
k + 1 + x
:
Lemma 13. If a deterministic online algorithm is c-competitive for continuous d-PRP
in the unit size l1-model for all d, then c satis=es
c¿ 2 − 2
m
+
1
m
m−2∑
i=1
m− i − 1
(c − 1)m + i + 1 ;
for all m.
Proof. Without loss of generality, we assume that the circumference of the ring is 2m.
The adversary begins by requesting the antipode. Let a and b be the distances that the
online algorithm has replicated clockwise and counterclockwise, respectively. Let xi be
the number of requests that the online algorithm serves when i − 16max{a; b}¡i.
De6ne Xi =
∑i
j=1 xj. The cost to the online algorithm for the 6rst Xi requests is at
least
(i − 1)d +
i∑
j=1
(m− j)xj:
The adversary can serve these requests from the origin, and pay m · Xi. Therefore, if
the online algorithm is c-competitive, we must have
(i − 1)d +
i∑
j=1
(m− j)xj 6 c · m · Xi;
for i = 1; : : : ; m. De6ne yi = xi=d and Yi =Xi=d. We rewrite the preceding inequality as
i − 1 +
i∑
j=1
(m− j)yj = i − 1 + (m− i)Yi +
i−1∑
j=1
Yj 6 c · m · Yi;
for i = 1; : : : ; m. This implies that, for i = 1; : : : ; m, Yi ¿ SY i where
SY i =
i − 1 +∑i−1j=1 SY j
(c − 1)m + i =
i−1∑
j=1
1
(c − 1)m + j + 1 :
The second equality follows from Lemma 12. After Xm requests, the online algorithm
has replicated distance at least m− 1. Without loss of generality, the online algorithm
has done this in the clockwise direction. The adversary now requests all m− 1 points
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between the origin and the antipode in the counter-clockwise direction d times. The
total cost to the online algorithm is at least
(2m− 2)d +
m∑
j=1
(m− j)xj:
The adversary replicates from the origin to the antipode in the counterclockwise direc-
tion before the 6rst request and pays at most md. We therefore must have
(2m− 2)d +
m∑
j=1
(m− j)xj 6 cmd;
which holds if and only if
c¿ 2 − 2
m
+
1
m
m∑
j=1
(m− j)yj
= 2 − 2
m
+
1
m
m∑
j=1
(m− j)(Yj − Yj−1)
= 2 − 2
m
+
1
m
m−1∑
j=1
Yj
¿ 2 − 2
m
+
1
m
m−1∑
j=1
j−1∑
i=1
1
(c − 1)m + i + 1
= 2 − 2
m
+
1
m
m−2∑
i=1
m− i − 1
(c − 1)m + i + 1 :
Theorem 14. No deterministic online algorithm is better than  -competitive for all
rings in the discrete or continuous unit-size l1-model, where
 =
1
1 −W (1) ¿ 2:31023
and W (z) is Lambert’s W function, which satis=es z =W (z)eW (z).
Proof. Letting m go to in6nity in the bound of Lemma 13 we have
c¿ 2 + lim
m→∞
m−1∑
i=1
1 − i=m− 1=m
c − 1 + i=m + 1=m ·
1
m
= 2 +
∫ 1
0
1 − x
c − 1 + x dx
= 1 + c ln
(
c
c − 1
)
;
which is true if and only if c¿ . To see that this bound also holds for discrete rings,
note that the lower bound of Lemma 13 also holds for C2m.
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Koga [22] proposed the 6rst online algorithm for rings and showed that it is 4-
competitive. Albers and Koga [1] showed that there is a general method of lifting
online tree algorithms to the ring. We brieTy discuss their transformation, then give a
simple proof of its correctness.
Without loss of generality we assume that the circumference of the given ring R
is 1. Further, we associate each point on the ring with a real number in [0; 1). This
number is the distance clockwise from the origin s. The left half of R (i.e., the interval
[ 12 ; 1]) is denoted by Rl, the right half by Rr (i.e., the interval [0;
1
2 ]). Note that we
consider both Rl and Rr to be paths starting at s.
If A is an online tree algorithm, then run A independently on Rl and Rr (requests at
1
2 are served in Rl). We call this algorithm Cut(A). Albers and Koga showed that for
a certain class of online tree algorithms Cut(A)’s competitive ratio is at most twice
the competitive ratio of A. We now give an elegant proof which works for arbitrary
online tree algorithms.
Theorem 15. Let A be a c-competitive online tree algorithm (in any model). Then
the competitive ratio of Cut(A) (in the same model) is at most twice the competitive
ratio of A.
Proof. Let  be a request sequence. For x ∈ {l; r}, let x be the subsequence of
requests in Rx, and let Optx be an optimal oNine algorithm on Rx for x. The theorem
is proven if we show that costOptx(x)6costopt(). To see this, we project Rl onto
Rr , creating new nodes where there is no sibling. Call the resulting path g. The optimal
oNine cost of serving  on R is an upper bound on serving the projection of  on g
optimally (because we can also project the actions of Opt). But this is an upper bound
on costOptx(x) because x is a subsequence of  and Rx is a subspace of g.
For k-rings (where the k paths could even be diHerent, as long as they have the
same length), the same construction would guarantee that we loose at most a factor
of k.
A natural way to randomize Cut(A) is to choose a cut point u at random instead
of picking u= 12 deterministically (see Fig. 3). This technique, called probabilistic
approximation of metric spaces, was 6rst used by Karp [21] and further developed
and used by Bartal et al. [4–6].
The idea of using a random cut point was put forward by Albers and Koga [1].
However, they considered only a uniformly distributed cut point, which yields a 2ee−1 -
competitive online algorithm. Instead, we propose to use a distribution p centered
around t:
p(u) =
{
q(1 − u) if u6 12 ;
q(u) otherwise;
where
q(u) =
1
2u2
:
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Fig. 3. Cutting the ring at u.
Let A be a c-competitive online algorithm for page replication on trees. Let A(u) be
the online algorithm which cuts the ring at u and runs A on the resulting tree. Then
our online algorithm RandomCut works as follows:
(1) Pick u∈ (0; 1) at random with probability density p(u).
(2) Run A(u).
Theorem 16. If A is c-competitive on any tree, then RandomCut is 32 c-competitive on
any ring.
Using Geometric, this yields a ( 32 · ee−1 )¡2:37297-competitive online algorithm.
Proof. First note that the distribution used is valid, as p(z)¿0 for 0¡z61 and∫ 1
0 p(z) dz = 1.
Consider the oNine algorithm which is optimal among those oNine algorithms which
do not replicate or serve requests across u. We call this algorithm Topt(u). Clearly,
for any 6xed cut point w, we have
E[costA(w)()]6 c · costTopt(w)();
for all . We prove that
E[costTopt(u)()]6
3
2 costopt();
for all . This shows the desired result as
E[costA(u)()] =
∫ 1
0
p(w)E[costA(w)()] dw 6 c
∫ 1
0
p(w)costTopt(w)() dw
= c · E[costTopt(u)()]6
3c
2
costTopt();
for all .
Consider the algorithm Opt. Without loss of generality, Opt replicates distance x
clockwise, distance 1− y counterclockwise, and then serves all requests. Due to sym-
metry, we need only consider x¿1 − y.
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De6ne
P(a; b) =
∫ b
a
p(z) dz:
Based on the choice of the cut point u, there are two possibilities.
The 6rst is that u lies in that portion of the ring where Opt has replicated. Topt(u)
pays at most d, as this is the cost of replicating around the entire ring. The expected
cost incurred by Topt due to this case is at most
d(P(0; x) + P(y; 1)):
In the other case, u lies in the portion of the ring where Opt has not replicated.
Consider the oNine algorithm which replicates exactly as Opt, but does not cross u in
serving requests. All requests in (x; u) are served from x, while all requests in (u; y)
are served from y. Certainly, the cost incurred by Topt is at most the cost incurred
by this algorithm. For z ∈ [0; 1) we de6ne 4(z) to be the number of requests at point
z. The expected cost incurred by Topt due to this case is at most
d(x + 1 − y)P(x; y) + ∑
x¡z¡y
4(z)[(z − x)P(z; y) + (y − z)P(x; z)]:
The total cost is therefore
E[costTopt(u)()] = d(P(0; x) + P(y; 1)) + d(x + 1 − y)P(x; y)
+
∑
x¡z¡y
4(z)[(z − x)P(z; y) + (y − z)P(x; z)]
= d− d(y − x)P(x; y)
+
∑
x¡z¡y
4(z)[(z − x)P(z; y) + (y − z)P(x; z)]:
Opt replicates clockwise to point x and counterclockwise to point y paying at least
d(x + 1 − y) for this. Requests in (x; y) are served from the closest endpoint. De6ne
m= (x + y)=2. In terms of 4, x and y we have
costopt() = d(x + 1 − y) +
∑
x¡z¡m
4(z)(z − x) + ∑
m6z¡y
4(z)(y − z):
To show the desired result, we prove that E[costTopt(u)()] − 32 · costopt()60. We
start by rewriting this as follows:
E[costTopt(u)()] − 32 · costopt()
= d− d(y − x)P(x; y) + ∑
x¡z¡y
4(z)[(z − x)P(z; y) + (y − z)P(x; z)]
−3
2
(
d(x + 1 − y) + ∑
x¡z¡m
4(z)(z − x) + ∑
m6z¡y
4(z)(y − z)
)
= df(x; y) +
∑
x¡z¡m
4(z)g(x; y; z) +
∑
m6z¡y
4(z)h(x; y; z);
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where
f(x; y) = 32 (y − x) − (y − x)P(x; y) − 12 ;
g(x; y; z) = (z − x)P(z; y) + (y − z)P(x; z) − 32 (z − x);
h(x; y; z) = (z − x)P(z; y) + (y − z)P(x; z) − 32 (y − z):
The proof is complete if we show the following three lemmas:
Lemma 17. f(x; y)60 for all 06x6y61 and x¿1 − y.
Lemma 18. g(x; y; z)60 for all 06x6z6y61 and x¿1 − y.
Lemma 19. h(x; y; z)6 for all 06x6z6y61 and x¿1 − y.
The three proofs are given in Appendix B.
It is also possible to prove that for any 6¿0 there is no distribution over cut points
u such that E[costTopt(u)()]6(
3
2 − 6)costopt() for all . This proves that the result
given here is the best possible of its type. The proof uses the von Neumann–Yao
principle [26,27].
We show that for all 6 there exists a ring R and a distribution over  such that
E
[
costTopt(u)()
costopt()
]
¿
3
2
− 6;
for all 6xed u∈R. Consider the ring R=C2m for large m. With equal probability 12
we request d times all points in Rl or Rr . We have costopt() =dm for this request
sequence . If the cut point u lies in the half of the ring where no requests are given,
then Topt(u) also pays dm. On the other hand, if u cuts the requested part of the
ring in two, then Topt(u) pays at least d(2m− 1). For any point u, this happens with
probability at least 12 . Thus we have
E
[
costTopt(u)()
costopt()
]
¿
1
2 dm +
1
2 d(2m− 1)
dm
=
3
2
− 1
2m
:
Thus we can show the desired result by picking m=  126 + 1.
6. Conclusions and open problems
We have studied the online page replication problem on trees and rings. In addition
to providing new results, we have clari6ed several old results, and pointed out a mis-
understanding which has itself propagated through the page replication literature. There
are still a number of open questions which confront us:
• We have narrowed the gap for randomized online algorithms on the ring to [1:75037;
2:37297]. How can this gap be further closed?
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• For deterministic online algorithms on the continuous ring, the gap is [2:31023;
2:54150]. We conjecture that the lower bound can be raised to match the upper
bound.
• We have studied the cut-point method for transforming an online tree algorithm into
an online ring algorithm. This method picks a cut-point once, before the 6rst request.
We feel that online algorithms which adjust their cut-point during processing are a
natural avenue of further research. However, the analysis of such algorithms appears
to be quite diMcult.
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Appendix A. Calculations for the proof of Theorem 10
To show the desired result, we split the analysis into three cases, based on the
relative values of ‘, i and i + j. We use the following two facts:
∑
a¡‘6b
−‘ =
(1=)b+1 − 1
1=− 1 −
(1=)a+1 − 1
1=− 1
= (d− 1)−a − (d− 1)−b:
∑
a¡‘6b
‘−‘ =
b(1=)b+2 − (b + 1)(1=)b+1 + 1=
(1=− 1)2
−a(1=)
a+2 − (a + 1)(1=)a+1 + 1=
(1=− 1)2
= (d− 1)(a + d)−a − (d− 1)(b + d)−b:
In the 6rst case, we have i + j6k. We 6nd
C(i; j; v) =
∑
0¡‘6i
p‘
2‘
2‘ +
∑
i¡‘6i+j
p‘
2‘
(d + i + ‘) +
∑
i+j¡‘6k
p‘
2‘
(2d + 2i + j)
+
∑
k¡‘6d
q‘
d + ‘
(5d + 4i + 2j) +
q2d
2d
(5d + 4i + 2j)
=
k+d
2(d− 1)&
(
4
∑
0¡‘6i
‘−‘ + (2d + 2i)
∑
i¡‘6i+j
−‘
+ 2
∑
i¡‘6i+j
‘−‘ + (4d + 4i + 2j)
∑
i+j¡‘6k
−‘
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+(5d + 4i + 2j)
∑
k¡‘6d
−‘ + (5d + 4i + 2j)(d− 1)−d
)
=
k+d
2&
(4(d− (i + d)−i) + (2d + 2i)(−i − −i−j)
+ 2((i + d)−i − (i + j + d)−i−j) + (4d + 4i + 2j)(−i−j − −k)
+(5d + 4i + 2j)(−k − −d) + (5d + 4i + 2j)(d− 1)−d)
=
dd(4k + 1)
2&
:
In the second case, we have i6k¡i + j and
C(i; j; v) =
∑
0¡‘6i
p‘
2‘
2‘ +
∑
i¡‘6k
p‘
2‘
(d + i + ‘)
+
∑
k¡‘6i+j
q‘
d + ‘
(3d + 2i + 2‘) +
∑
i+j¡‘6d
q‘
d + ‘
(5d + 4i + 2j)
+
q2d
2d
(5d + 4i + 2j)
=
k+d
2(d− 1)&
(
4
∑
0¡‘6i
‘−‘ + (2d + 2i)
∑
i¡‘6k
−‘ + 2
∑
i¡‘6k
‘−‘
+(3d + 2i)
∑
k¡‘6i+j
−‘ + 2
∑
k¡‘6i+j
‘−‘
+(5d + 4i + 2j)
∑
i+j¡‘6d
−‘ + (5d + 4i + 2j)(d− 1)−d
)
=
k+d
2&
(
4(d− (i + d)−i) + (2d + 2i)(−i − −k)
+ 2((i + d)−i − (k + d)−k) + (3d + 2i)(−k − −i−j)
+ 2((k + d)−k − (i + j + d)−i−j) + (5d + 4i + 2j)(−i−j − −d)
+(5d + 4i + 2j)(d− 1)−d)
=
dd(4k + 1)
2&
:
In the third and 6nal case, we have k¡i and
C(i; j; v) =
∑
0¡‘6k
p‘
2‘
2‘ +
∑
k¡‘6i
q‘
d + ‘
(2d + 4‘)
+
∑
i¡‘6i+j
q‘
d + ‘
(3d + 2i + 2‘)
+
∑
i+j¡‘6d
q‘
d + ‘
(5d + 4i + 2j) +
q2d
2d
(5d + 4i + 2j)
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=
k+d
2(d− 1)
(
4
∑
0¡‘6k
‘−‘ + 2d
∑
k¡‘6i
−‘ + 4
∑
k¡‘6i
‘−‘
+(3d + 2i)
∑
i¡‘6i+j
−‘ + 2
∑
i¡‘6i+j
‘−‘
+(5d + 4i + 2j)
∑
i+j¡‘6d
−‘ + (5d + 4i + 2j)(d− 1)−d
)
=
k+d
2&
(4(d− (k + d)−k) + 2d(−k − −i)
+ 4((k + d)−k − (i + d)−i) + (3d + 2i)(−i − −i−j)
+ 2((i + d)−i − (i + j + d)−i−j)
+(5d + 4i + 2j)(−i−j − −d) + (5d + 4i + 2j)(d− 1)−d)
=
dd(4k + 1)
2&
+
dd(1 − k−i)
2&
¿
dd(4k + 1)
2&
:
The last step follows from k¡i.
For the curious reader, we show how we derived the distribution used in the proof
of Theorem 10. To 6nd the distribution, the consider two diHerent types of adversaries.
The P-adversary gives only (‘) sequences for ‘∈{1; : : : ; d; 2d}. I.e. he sets P = 1 and
Q = 0. The Q-adversary, on the other hand, gives only (‘; u) and (‘; v) sequences
for ‘∈{1; : : : ; d; 2d}. That is, he sets P = 0 and Q = 1.
When faced with the P-adversary, what should an online algorithm do? The optimal
oNine solution replicates to t if ‘ = 2d and serves all requests from s otherwise. There-
fore, the online algorithm should never replicate only to u or v. In other words, we
need only consider online algorithms A(i; 0; u). Further, without loss of generality, the
online algorithm replicates before request d+1. Once the online algorithm sees request
d + 1, he knows that the input given is (2d) and that his cost for the remainder of
the sequence is at least 2d, regardless of whether he replicates or not. Therefore we
need only consider online algorithms A(0; 0; u); A(1; 0; u); : : : ; A(d; 0; u).
So the online algorithm picks an integer i∈{0; : : : ; d} and pays C(i; 0; u). The P-
adversary wishes to make the online algorithm pay as much as possible, regardless of
the value i chosen. The P-adversary therefore picks the distribution p1; : : : ; pd; p2d to
satisfy C(0; 0; u) =C(1; 0; u) = · · · =C(d; 0; u). We derive this distribution as follows:
First note that, given the conditions on our distribution,
C(i; 0; u) =
∑
0¡‘6i
p‘
2‘
2‘ +
∑
i¡‘6d
p‘
2‘
(2d + 2i) +
p2d
2d
(2d + 2i):
De6ne 7(i) = C(i; 0; u) − C(i − 1; 0; u). We have
7(i + 1) =
( ∑
0¡‘6i+1
p‘
2‘
2‘ +
∑
i+1¡‘6d
p‘
2‘
(2d + 2i + 2) +
p2d
2d
(2d + 2i + 2)
)
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−
( ∑
0¡‘6i
p‘
2‘
2‘ +
∑
i¡‘6d
p‘
2‘
(2d + 2i) +
p2d
2d
(2d + 2i)
)
=
( ∑
0¡‘6i
p‘ + pi+1 +
∑
i+1¡‘6d
p‘
‘
(d + i)
+
∑
i+1¡‘6d
p‘
‘
+
p2d
d
(d + i) +
p2d
d
)
−
( ∑
0¡‘6i
p‘ +
pi+1
i + 1
(d + i) +
∑
i+1¡‘6d
p‘
‘
(d + i) +
p2d
d
(d + i)
)
= pi+1 +
∑
i+1¡‘6d
p‘
‘
+
p2d
d
− pi+1
i + 1
(d + i):
Now consider
7(i + 1) − 7(i) =
(
pi+1 +
∑
i+1¡‘6d
p‘
‘
+
p2d
d
− pi+1
i + 1
(d + i)
)
−
(
pi +
∑
i¡‘6d
p‘
‘
+
p2d
d
− pi
i
(d + i − 1)
)
= pi+1 − pi+1i + 1 (d + i) − pi −
pi+1
i + 1
+
pi
i
(d + i − 1)
=
(d− 1)pi
i
− dpi+1
i + 1
:
Since 7(i) = 0 for all i we therefore have
pi+1 =
(d− 1)(i + 1)
di
pi:
The solution to this recurrence is
pi =
i
i−1
p1;  =
d
d− 1 : (A.1)
We now consider the Q-adversary. When facing the Q adversary, the online algorithm
should always immediately replicate to u or v. Further, as with the P-adversary, the
online algorithm should always replicate to t before request d + 1. Therefore we need
only consider online algorithms A(0; 0; u); : : : ; A(0; d; u) and A(0; 0; v); : : : ; A(0; d; v).
Since C(0; j; u) =C(0; j; v), we further restrict our attention to A(0; 0; u); A(0; 1; u)
; : : : ; A(0; d; u).
The online algorithm picks an integer j∈{0; : : : ; d} and pays C(0; j; u). As one
might guess, the Q-adversary picks the distribution q1; : : : ; qd; q2d to satisfy C(0; 0; u) =
C(0; 1; u) = · · · =C(0; d; u). Given the conditions on our distribution:
C(0; j; u) =
∑
0¡‘6j
q‘
d + ‘
(3d + 2‘) +
∑
j¡‘6d
q‘
d + ‘
(5d + 2j) +
q2d
2d
(5d + 2j):
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De6ne  (j) =C(0; j; u) − C(0; j − 1; u). We have
 (j + 1) =
( ∑
0¡‘6j+1
q‘
d + ‘
(3d + 2‘) +
∑
j+1¡‘6d
q‘
d + ‘
(5d + 2j + 2)
+
q2d
2d
(5d + 2j + 2)
)
−
( ∑
0¡‘6j
q‘
d + ‘
(3d + 2‘)
+
∑
j¡‘6d
q‘
d + ‘
(5d + 2j) +
q2d
2d
(5d + 2j)
)
=
( ∑
0¡‘6j
q‘
d + ‘
(3d + 2‘) +
qj+1
d + j + 1
(3d + 2j + 2)
+
∑
j+1¡‘6d
q‘
d + ‘
(5d + 2j)
+2
∑
j+1¡‘6d
q‘
d + ‘
+
q2d
2d
(5d + 2j) +
q2d
d
)
−
( ∑
0¡‘6j
q‘
d + ‘
(3d + 2‘) +
qj+1
d + j + 1
(5d + 2j)
+
∑
j+1¡‘6d
q‘
d + ‘
(5d + 2j) +
q2d
2d
(5d + 2j)
)
=
qj+1
d + j + 1
(3d + 2j + 2) + 2
∑
j+1¡‘6d
q‘
d + ‘
+
q2d
d
− qj+1
d + j + 1
(5d + 2j)
=
q2d
d
− qj+1
d + j + 1
(2d− 2) + 2 ∑
j+1¡‘6d
q‘
d + ‘
:
As before, we next consider second diHerences:
 (j + 1) −  (j) =
(
q2d
d
− qj+1
d + j + 1
(2d− 2) + 2 ∑
j+1¡‘6d
q‘
d + ‘
)
−
(
q2d
d
− qj
d + j
(2d− 2) + 2 ∑
j¡‘6d
q‘
d + ‘
)
=− qj+1
d + j + 1
(2d− 2) + qj
d + j
(2d− 2) − 2 qj+1
d + j + 1
=
2(d− 1)qj
d + j
− 2dqj+1
d + j + 1
:
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Since  (j) = 0 for all j we have
qj+1 =
(d− 1)(d + j + 1)
d(d + j)
qj:
The solution to this recurrence is
qj =
d + j
(d + k + 1)j−k−1
qk+1; (A.2)
where k¿0. The reason for solving the recurrence in terms of k shall be made clear
in what follows.
We combine the strategies P-adversary and Q-adversary to get the 6nal distribution.
We do this as follows: For some k ∈{0; : : : ; d} we use the P-adversary strategy for
‘6k and the P-adversary strategy for ‘¿k. Speci6cally, we determine p‘ according
to (A.1) and q‘ = 0 for ‘6k while we set q‘ according to (A.2) and p‘ = 0 for
k + 16‘6d. To 6nd p1, qk+1, q2d we solve
C(0; 0; v) = C(0; d; v) = C(k; 0; v); 1 = P + 2Q:
The resulting values are
p1 =
2k+d−1
(d− 1)& ; qk+1 =
(d + k + 1)d−1
2(d− 1)&
q2d =
dk
&
; c =
dd(4k + 1)
2&
;
where
& = 2dk+d − kd − dk :
Appendix B. Proofs of Lemmas 17, 18 and 19
Proof (Lemma 17). There are two cases, due to fact that p is a piecewise function.
First consider x6 12 . We have
f(x; y) = (y − x) ( 32 − P(x; y))− 12
= (y − x)( 32 − P(x; 12 ) − P( 12 ; y)) − 12
= (y − x)

3
2
−
∫ 1
2
x
dz
2(1 − z)2 −
∫ y
1
2
dz
2z2

− 1
2
= (y − x)
(
1
2(1 − x) +
1
2y
− 1
2
)
− 1
2
=
x(1 − y)(x − y − 1)
2(1 − x)y 6 0:
R. Fleischer et al. / Theoretical Computer Science 324 (2004) 219–251 249
Now consider x¿ 12 . We have
f(x; y) = (y − x) ( 32 − P(x; y))− 12
= (y − x)
(
3
2
−
∫ y
x
dz
2z2
)
− 1
2
= (y − x)
(
3
2
− 1
2x
+
1
2y
)
− 1
2
=
3xy2 − y2 − 3x2y + xy − x2
2xy
:
In this case f is increasing in y since
@f(x; y)
@y
=
x2 + (3x − 1)y2
2xy2
¿ 0;
and therefore f(x; y)6f(x; 1) = 2 − 12x − 2x60.
Proof (Lemma 18). First note that g(x; y; z)6g(x; 1; z) for all z6y61. We therefore
need only upper bound g(x; 1; z). We accomplish this by way of three cases.
In the 6rst case, we have 06x6 126z61. Let x =
1
2 − a and z = 12 + b. We have
g(x; 1; z) = (z − x)P(z; 1) + (1 − z)P(x; z) − 32 (z − x)
= (z − x)P(z; 1) + (1 − z)P (x; 12)+ (1 − z)P ( 12 ; z)− 32 (z − x)
= (z − x)
∫ 1
z
dz
2z2
+ (1 − z)
∫ 1
2
x
dz
2(1 − z)2 + (1 − z)
∫ z
1
2
dz
2z2
− 3
2
(z − x)
=
(z − x)(1 − z)
2z
+
(1 − z)(1 − 2x)
2(x − 1) +
(1 − z)(2z − 1)
2z
− 3
2
(z − x)
=
8xz2 − 7z2 − 4x2z − 2xz + 5z + x2 − 1
2(1 − x)z
=
−2(a2 + 2ab + 4a2b + 3b2 + 8ab2)
(1 + 2a)(1 + 2b)
6 0:
In the second case, we have 126x6z61. Let x =
1
2 + a and z =
1
2 + b and note that
b¿a. We have
g(x; 1; z) = (z − x)P(z; 1) + (1 − z)P(x; z) − 32 (z − x)
= (z − x)P(z; 1) + (1 − z)P(x; z) − 32 (z − x)
= (z − x)
∫ 1
z
dz
2z2
+ (1 − z)
∫ z
x
dz
2z2
− 3
2
(z − x)
=
(z − x)(1 − z)
2z
+
(1 − z)(z − x)
2xz
− 3
2
(z − x)
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=
(z − x)(1 + x − z − 4xz)
2xz
=
−2(b− a)(a + 3b + 4ab)
(1 + 2a)(1 + 2b)
6 0:
In the third case, we have 06x6z6 12 . We 6nd
g(x; 1; z) = (z − x)P(z; 1) + (1 − z)P(x; z) − 32 (z − x)
= (z − x)P (z; 12)+ (1 − z)P(x; z) − z + x
= (z − x)
∫ 1
2
z
dz
2(1 − z)2 + (1 − z)
∫ z
x
dz
2(1 − z)2 − z + x
=
(z − x)(1 − 2z)
2(1 − z) +
z − x
2(1 − x) − z + x
=
−(z − x)2
2(1 − z)(1 − x) 6 0:
Proof (Lemma 19). First note that h(x; y; z)6h(0; y; z) for all 06x6z. We therefore
need only upper bound h(0; y; z). We have
h(0; y; z) = zP(z; y) + (y − z)P(0; z) − 32 (y − z)
= (y − z)P(1 − z; 1) + zP(1 − y; 1 − z) − 32 (y − z)
= g(1 − y; 1; 1 − z)6 0:
The last step follows from the previous lemma and the fact that 1 − y61 − z.
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