Abstract. We classify algebraic curvature tensors such that the Ricci operator ρ is simple (i.e. ρ is complex diagonalizable and either Spec{ρ} = {a} or Spec{ρ} = {a 1 ± a 2 √ −1}) and which are Jacobi-Ricci commuting (i.e.
One says that a model M is decomposable if there is an orthogonal direct sum decomposition V = V 1 ⊕ V 2 inducing a splitting A = A 1 ⊕ A 2 ; M is indecomposable if it is not decomposable. Let Spec(ρ) ⊂ C be the spectrum of the Ricci operator. One has [3] : Lemma 2. If M is an indecomposable Jacobi-Ricci commuting model, then either Spec(ρ) = {a 1 } or Spec(ρ) = {a 1 ± a 2 √ −1} where a 2 > 0.
Although ρ is self-adjoint, ρ need not be diagonalizable in the higher signature setting and in fact the Jordan normal form of ρ can be quite complicated.
To simplify the discussion, we shall suppose ρ complex diagonalizable henceforth. Motivated by Lemmas 1 and 2, we make the following: 2 {ρ − a 1 id}. Then J is a self-adjoint complex structure on V , A(Jx, y, z, w) = A(x, Jy, z, w) = A(x, y, Jz, w) = A(x, y, z, Jw), and ρ = a 1 + a 2 J.
In view of Lemma 4 (1), we shall assume M is not Einstein henceforth. The following ansatz for constructing simple Jacobi-Ricci commuting models which are not Einstein will be crucial:
where g is a positive definite inner product on a finite dimensional real vector space V 0 and where A 1 and A 2 are Einstein algebraic curvature tensors with Einstein constants, respectively, a 1 and a 2 > 0. Extend g, A 1 , and A 2 to be complex linear on the complexification
The following classification result is the fundamental result of this paper:
Theorem 6. Adopt the notation established above: 
M(Ñ) if and only if there is an isomorphism θ : V 0 →Ṽ 0 and a skew-adjoint linear transformation T of (V 0 , g) with |T | < 1 so that:
Theorem 6 completes the analysis in the algebraic setting. In the geometric setting, by contrast, the situation is still far from clear. However there is a geometrical example known [2] in signature (2, 2) which may be described as follows; we refer to [2] for further details. Let (x 1 , x 2 , x 3 , x 4 ) be coordinates on R 4 . Define a metric whose non-zero components are, up to the usual Z 2 symmetries, given by:
Lemma 7. Let M be as in Equation (3) . Then M is a locally symmetric simple Jacobi-Ricci commuting manifold with Spec(ρ) = {±2s √ −1} of signature (2, 2). The Ricci oprator and non-zero curvatures are described by:
The remainder of this note is devoted to the proof of Theorem 6.
Proof of Theorem 6 (1):
We generalize the discussion of [2] . Let {e i } be an orthonormal basis for V 0 . Let e Let ρ := ρ A and ρ i := ρ Ai . We sum over k in the following expansions to see:
Thus we may view ρ as acting by complex scalar multiplication by λ := 2a 1 +2a 2 √ −1 on V C . This implies that the underlying real operator is complex diagonalizable and Spec(ρ) = {λ,λ}. Since the tensors A i were extended to be complex multi-linear, we have
This establishes one equality of Lemma 1 (3); the other equalities follow similarly and hence M(N) is Jacobi-Ricci commuting as well.
⊓ ⊔
We shall need the following technical result before establishing the second assertion of Theorem 6. Although well known, we include the proof for the sake of completeness and to establish notation:
Then there exists an orthonormal basis {e
Proof. We assume that p = 1 as the general result then follows by induction. Let {f ± } be an orthonormal basis for V where f + is spacelike and f − is timelike. As J is trace-free and self-adjoint, We may then derive the relations of Equations (4) from Lemma 4 (2). We check that A 1 and A 2 are algebraic curvature tensors by verifying that: (4) yields an isomorphism between the models N(V, (·, ·), A 1 , A 2 ) and N(V, (·, ·), A 1 , −A 2 ); it is for this reason that we may always assume the Einstein constant of A 2 is positive. This reflects that complex conjugation defines a field isomorphism of C taking λ →λ or, equivalently, by replacing a 2 by −a 2 in the construction. More important, however, is the fact that the splitting V = V + ⊕ V − where V ± := Span{e ± i } which is crucial to our discussion is highly non-unique. Let N = (V 0 , g, A 1 , A 2 ) and letÑ = (Ṽ 0 ,g,Ã 1 ,Ã 2 ). Let M = M(N) andM = M(Ñ). Let J andJ be the associated complex structures on V and oñ V , respectively. We then have maximal spacelike subspaces V + := V 0 andṼ + :=Ṽ 0 of V andṼ , respectively, so that for all x, y, z, w in V 0 and for allx,ỹ,z,w inṼ 0 ,
Suppose that Θ is an isomorphism from M toM. We may then identify V =Ṽ and J =J. The decomposition V = V + ⊕ JV + defines orthogonal projections π ± . SinceṼ + is spacelike, π + defines an isomorphism θ fromṼ + to V + . Let
We may then represent any element ofṼ + in the form v + JT v for v ∈ V + .
Lemma 9. Adopt the notation established above: Proof. We have that J is self-adjoint and that J 2 = − id. Consequently, we have the following implications which establish Assertion (1): Lemma 1 (2) and Equation (5) imply that Equation (2) holds. This establishes one implication of Theorem 6 (3). As the arguments are reversible, the converse implication holds as well. ⊓ ⊔
