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Abstract: There is much contemporary concern about ‘unfairness’ in algorithmic systems. Public controversies 
have arisen over lack of transparency and accountability in the development and application of algorithmic 
systems, as well as their potential to produce outcomes that are systematically unfavourable to certain groups. 
As a result, a variety of fairness criteria and metrics have been proposed to guide the development of 
algorithmic systems. However, it is unclear whether and how wider society can be involved in deciding which 
of these different fairness criteria should be favoured. Our work addresses this question by drawing on 
Responsible Innovation (RI) and ‘society in the loop’ (STIL) approaches. These suggest that the development of 
‘fairer’ algorithmic systems may be facilitated through responsive engagement with societal stakeholders. We 
conducted an exploratory study to determine whether it is possible to present a complex set of algorithms to 
lay stakeholders in a way that enables them to make informed decisions about them. We presented 
participants with two limited resource allocation scenarios and a set of algorithms; we then asked them to 
select which of the algorithms they most and least preferred for the allocation. We collected quantitative data 
recording participant selections and qualitative data capturing how participants explained and justified their 
selections. We found that participants were able to meaningfully interrogate the algorithms presented to them 
and displayed grounded understanding of the consequences of different selections. Whilst there was no 
overall consensus in either scenario, participants displayed patterns in their reasoning. They consistently 
treated their decisions as contingent on specific understandings of fairness and context, and different 
interpretations of these matters accounted for different preference selections. These insights and the 
approach itself can be incorporated into co design processes for contemporary algorithmic systems. 
 
Keywords: algorithms, fairness, society in the loop, Responsible Innovation, explanation, transparency, 
engagement 
 
1. Introduction 
There is much contemporary concern about 'unfairness' in algorithmic systems. Public controversies have 
arisen over the potential for automated systems to produce outcomes that are systematically unfavourable to 
certain demographic groups. High profile instances include the roll-out of facial recognition software systems 
that tend to accurately identify fair skinned men more often than they identify darker skinned women 
(Buolamwini and Gebru, 2018), and the discovery that searches made on platforms such as Google can 
produce results that reflect, and arguably reinforce, stereotyped and prejudicial attitudes towards gender and 
race (Guarino, 2016). An important aspect of the problem is that these systems tend to be developed and 
applied through complex, unshared processes which are concentrated into the hands of a few, whilst their 
outcomes have far-reaching consequences. A further complicating factor is that the high degree of technical 
complexity underpinning algorithmic systems means that they can be difficult for lay people to understand. 
Opening up the processes of algorithm development and application to non-specialists requires the 
identification of methods that can enable lay people to meaningfully interrogate an algorithm and develop 
informed judgments about it. 
 
We explore the potential to move towards a responsive engagement approach to promote the development of 
'fairer' algorithmic systems. This involves as a first step engaging with participants and soliciting their informed 
opinion regarding the application of particular algorithms in a given context. This provides a means to collect 
 
 
nuanced judgments from societal stakeholders which can then be made available to developers and 
incorporated into processes of design and development. In this paper we: discuss relevant literature relating to 
‘society in the loop’ and Responsible Innovation approaches; outline the methods we adopted to develop and 
test our responsive engagement approach; set out our findings; and discuss their implications.  
2. Background and related work 
2.1 Society in the loop 
Fairness has become an important concern in the engineering of algorithmic systems, i.e. systems that deliver 
automated decisions, usually based on machine learning or optimisation algorithms. One great difficulty 
however, is the lack of a clear yardstick to measure or validate fairness. Instead, we have a variety of possible 
fairness criteria, some applicable to binary decision problems (Hardt et al, 2016; Kusner et al, 2017) and others 
applicable to other classes of problems, e.g. fair division or allocation problems (Moulin, 2004). Many of these 
criteria have been shown to be incompatible or in trade-offs with one another (Kleinberg, Mullainathan and 
Raghavan, 2016; Binns, 2018), and some of them are possibly misguided (Friedler, Scheidegger and 
Venkatassubramanian, 2016). 
 
A promising direction of research seeks ways of directly incorporating human judgment into algorithmic 
decisions, following the “society in the loop" (SITL) principle (Rawhan, 2018). Within the SITL perspective, an 
important approach has been to crowdsource human judgments on fairness or other ethical questions and 
systematically aggregate these judgments into a decision algorithm capable of handling new cases. The main 
instance of this approach is the MIT “Moral Machines" project, that crowdsourced human judgments on a 
large number of ‘trolley problems’ relating to self-driving cars (Bonnefon, Shariff and Rawhan, 2016; 
Noothigattu et al, 2018). Within other communities, such as Human Computer Interaction (HCI), the focus has 
been on understanding people's perception of fairness in different contexts (Gal et al, 2016; Binns et al, 2018; 
Veale, Van Kleek and Binns, 2018; Woodruff et al, 2018). An important conclusion from the recent Woodruff 
(2018) study cited above is the need to engage with users in order to understand their fairness concerns and 
develop trust. 
2.2 Responsible Innovation 
The SITL approach overlaps with Responsible Innovation (RI), also known as Responsible Research and 
Innovation (RRI), as both fields emphasise the value of an inclusive process for the development of ethical 
technologies. RI emerged from concerns surrounding the societal and ethical consequences of novel 
technologies (Owen, Macnaghten and Stilgoe, 2018) and holds concepts of responsibility and fairness at its 
core. Central to RI is to enable an inclusive, reflexive and accountable research and innovation process. This is 
for the most part achieved through the development of processes and mechanisms which ensure the 
involvement of relevant stakeholders throughout the entirety of the research and innovation life cycle (Von 
Schomberg, 2013). Bringing together stakeholders and developers to facilitate informed and mutually 
beneficial engagement is recognised as a challenging task but one that offers great benefits to achieving 
societally desirable outcomes. In relation to the development of algorithms, this would likely involve a 
contextualised consideration of an algorithm to determine the most relevant stakeholders. Following this, 
mechanisms such as stakeholder workshops and focus groups could be integrated into the cycle so that 
stakeholders could share their views with developers in a meaningful way. Importantly, those developing the 
algorithm would take these perspectives and concerns into account and find ways to embed them into their 
ongoing work. 
2.3 Towards a responsive engagement approach to algorithm development  
SITL and RI offer solutions to help facilitate the development of `fairer' algorithms. Both specify this should be 
an inclusive process that involves the participation of societal stakeholders to form a vital feedback mechanism 
for developers. There is little precedent for such an approach: while several studies have qualitatively 
investigated people's perception of fairness regarding different algorithmic processes (Friedler, Scheidegger 
and Venkatassubramanian, 2016; Lee and Baykal, 2017; Binns et al, 2018; Woodruff et al, 2018) to the best of 
our knowledge, only one practical case study (Lee, Kim and Lizandro, 2017) proposed to give the stakeholders 
a say in how an algorithmic system should work. This is an important difference. We argue, - concurring with 
Lee, Kim and Lizandro - that preference elicitation must go beyond asking what is conceptually fair. Focusing 
 
 
on the conceptual leaves out key contextual factors, which might include elements such as incentives, cultural 
factors and the broader social consequences of an algorithm. These features can be highly contingent to 
preference selection so should form part of investigations into participant preferences. For this reason, our 
approach grounded the set of algorithms to be discussed within specific contexts. 
3. Methods 
The research described here formed part of a broader project called ‘UnBias’, which explored users’ 
experiences of algorithmic systems (Webb et al, 2018). We conducted an exploratory study to gauge the 
capacity for soliciting the informed preferences of stakeholders as part of a responsive engagement approach 
to algorithm design. We ran focus groups and an online survey in which participants were presented with a set 
of five algorithms and asked to select their most and least preferred algorithms to resolve limited resource 
allocation problems. The problems were presented in two specific case study scenarios, both concerning the 
allocation of courses to university students. We collected quantitative and qualitative data for analysis. This 
elicited opinion regarding the optimisation criteria for non-opaque algorithms to be applied in a specific 
context.  
 
Case study scenarios 
We developed two case study scenarios, each based on a limited resource allocation problem. The first was 
introduced as follows:  
 
In the undergraduate Computer Science programme at the University of X, second year students take 
an elective (non Computer Science) course. This course will represent 5% of their academic credit for 
the year. There are 48 students and exactly 48 places available across 10 possible courses they could 
take. The number of places available to students on each course is as follows:  
Digital photography = 5 places  
Introduction to film studies = 4 places  
[...] 
 
Eight other course titles followed, with a comparable numbers of places, totalling exactly 48 places. It was then 
explained that the University programme organisers wanted to assign these places to the students using an 
algorithm that would consider the students' preferences, but could not necessarily satisfy them all: 
 
The students have expressed their preferences for which course they would most like to take. They 
have rated each of the 10 courses on a scale from 1 to 7 representing how happy they would be if the 
course was assigned to them: 
1 = very unhappy   5 = slightly happy  
2 = unhappy     6 = happy  
3 = slightly unhappy  7 = very happy 
4 = indifferent  
 
The ratings that the students gave the courses were intended to quantify the utility that they would receive 
from their allocation. Presented as such, this provided information to participants in an intuitive form. 
 
Then five possible algorithms to assign the courses were presented: 
1) Priority to high-performing students: the students are ranked according to their grades, and are given 
their choices in this order, with the last students being forced to pick among the remaining places. 
2) Efficiency: The algorithm tries to satisfy everyone's preferences without considering grades, and selects 
the allocation that maximises the sum of utilities received by all students. 
3) Maximin: The algorithm again tries to satisfy everyone's preferences regardless of grades, and selects the 
allocation that maximises the lowest utility value received by any individual student. 
4) Efficiency, grade-weighted: The algorithm attempts to satisfy everyone's preferences, but weighs each 
student's utility with the student's grade average. The algorithm selects the allocation that maximises the 
weighted sum of utilities. This favours high-performing students, although not as strongly as algorithm 1. 
5) Maximin, grade-weighted: in this algorithm, first the best possible maximin value is calculated (algorithm 
3), without considering grades. Then utilities are weighed by student grades, and the allocation is 
 
 
recalculated to maximise the weighed sum, but this time under the constraint that no student receives 
less than the previously calculated maximin value. 
 
These algorithms were chosen in order to cover key dimensions and concepts of distributive fairness (Sen, 
1974; Moulin, 2004) as well as to cover notions brought up by participants in an earlier pilot study of this 
approach (Webb et al, 2018). The algorithms were explained in more detail, and their effects were illustrated 
with histograms representing the probabilities, under a given algorithm, that the students would receive an 
allocation they rated 1, 2, ... or 7. These histograms were generated by simulating many resource allocations 
with preference data sampled from an earlier pilot study. For each student in the simulation, a grade was 
given randomly, sampled from the grade distribution of British GCSE exams. 
 
The second scenario was formulated in an identical way, but the students considered were medical students 
and they were to be allocated medical specialisms such as oncology or gynaecology, which would largely 
determine their future professional activity. This 'raised the stakes' by requiring decision-making on an issue 
involving longer term and more serious consequences. The introduction of this change was motivated by the 
results of our pilot study, where we had already observed the importance of context, and we were interested 
to assess the influence of such context variables on participants’ preferences. 
3.1 Study format and participants 
Participants were presented with the two scenarios and the set of five algorithms. For each scenario they were 
asked to select their most and least preferred algorithms for the allocation. It was possible to select more than 
one algorithm for each response. They were also asked to give reasons for their selections. This was done in 
two formats. In an online questionnaire participants ticked boxes to indicate their preferences and then typed 
free text responses to explain their reasoning. We received 72 responses to the questionnaire. Participants 
were a mix of postgraduate students and working professionals. We also held three focus group sessions. In 
these, participants filled out a paper questionnaire to select and explain their preferences for scenario 1 and 
then discussed their answers as a group. This was then repeated for scenario 2. The discussions were audio 
recorded. Two focus group sessions were held in Austria and involved 14 postgraduate students and 16 
professionals respectively. One session was run in the UK with a group of 4 postgraduate students. In total our 
dataset consisted of 106 algorithm preference selections with written explanations, supplemented by 6 hours 
of audio recording. The selections were analysed quantitatively. The written explanations and verbal 
discussions were analysed qualitatively using an inductive, thematic analysis approach (Silverman, 2001).  
4. Findings 
The analysis produced a wealth of findings that help us to understand how our participants interrogated and 
made sense of the algorithms presented to them. The combination of quantitative preference selections and 
qualitative explanations was particularly illuminating. Our key findings highlight that:  
 
1) Our approach presented participants with a set of algorithms in a way that enabled them to make an 
informed choice over algorithm preference;  
2) There was no consensus over preferred and least preferred algorithms but participants did tend to shift 
their selections when the context of application changed;  
3) Participants consistently drew on normative and contextual reasoning in their selections. Differences of 
opinion occurred when they invoked alternative understandings of fairness and context to support their 
selections;  
4) There may be some systematic reasons underpinning differences of opinion.  
 
We now detail these findings and illustrate them with examples from our data. Overall, the findings 
demonstrate that our approach offers a valid methodology that can inform the co-design of algorithms with 
non-expert users. 
4.1 Engaging people 
Our participants were able make sense of the information presented to them in the two case study scenarios 
and the set of five algorithms. This understanding was displayed in the comments that accompanied 
preference selections. For instance, participants consistently and accurately: used the same vocabulary as the 
 
 
descriptions given; described the allocations shown in the graphs; referred to the features of the algorithms; 
deduced the likely consequences of the allocations; and matched the characteristics of the algorithms chosen 
as preferred/least preferred. 
 
All participants can be considered lay users as none were professionals involved in algorithm design. However, 
given the complexity inherent to algorithmic systems and their terminology, we were particularly interested in 
how well participants from non-technical backgrounds understood and drew on the information that was 
presented to them. Therefore, we collected demographic details about participants' educational and 
professional backgrounds and cross-referenced them to their qualitative responses. In the vast majority of 
instances, the responses of non-technical participants mirrored our overall observations. We identified fewer 
than 5 comments that indicated a potential misunderstanding. The number of non-technical participants was 
approximately 20% of the total. This is relatively small but nevertheless we can conclude that our participants 
demonstrated through their responses that they were accurately interrogating the algorithms and making 
informed decisions. This suggests it is possible to present lay participants with a set of algorithms in a way that 
enables them to make an informed preference selection. 
4.2 Diversity of opinion 
We were interested to determine whether a diverse range of people would reach agreement on the preferred 
algorithm for a particular scenario. In this respect the answer is clearly negative: our participants made very 
different preference selections. Extensive discussion in the focus groups illuminated the reasoning behind 
these selections, but did not bring the participants towards any consensus. However, there were some 
interesting patterns, which can be described in relation to the two main fairness dimensions that the proposed 
algorithms touched on: firstly, the trade-off between maximising overall utility and ensuring that everyone 
obtains some minimal level of utility, and secondly regarding the priority to be given (or not) to high-
performing students.  
 
In both scenarios there was a clear tendency to choose algorithms that guaranteed a minimal level of utility to 
all students: algorithms 3 and 5 together represent 77% of the participants' choices, with over 60% of 
participants selecting only algorithms from this set across both scenarios. In contrast, algorithms that 
maximised efficiency (algorithms 2 and 4) accounted for only 17% of choices, with fewer than 10% of 
participants choosing only algorithms from this set. However, approximately one third of participants did not 
take a clear stand on this question, selecting algorithms from both sets as most preferred in one scenario or 
the other. We also note that overall there was no clear change in this dimension from scenario 1 to scenario 2.  
On the other hand, participants' preferences regarding the other fairness aspect (i.e. whether high-performing 
students should be given priority, and to what extent) exhibited a different pattern: the participants were 
quite evenly split between wanting to include this aspect and not, but there was a clear shift from the first 
scenario to the second, towards more priority given to high-performing students. 
 
This can be visualised by placing the five algorithms along a spectrum reflecting the priority given to high-
performing students. At one end, algorithms 2 and 3 did not differentiate based on student grades, and at the 
opposite end, algorithm 1 gave very strong priority to high-performing students. Algorithms 4 and 5 struck a 
balance between these, and can be placed in the middle. We can add further intermediate points to place the 
preference profiles of respondents who selected several preferred algorithms with different priority levels, e.g. 
algorithms 3 (left) and 5 (middle): we can locate this profile at the second point from left. Using this idea, we 
can visualise the shift from scenario 1 to scenario 2 (Figure 1). We observe a very clear tendency towards more 
priority for strong students, but also a significant number of respondents who did not change their preferences 
and a small number of switches in the opposite direction. 
 
 
 
 
 
 
Figure 1: Visualisation of the shift in preferences from scenario 1 to scenario 2: the squares represent 
participants who did not change their preferences between scenarios (the size of the square is proportional to 
the number of respondents of each profile type), and arrows represent shifts between profile types. Again, the 
arrows are proportional to the number of respondents shifting their preferences the same way. 
4.3 Understanding People’s Preferences  
The qualitative analysis enabled us to identify the reasoning that participants drew on when they made and 
justified their selections. Two key concerns dominated participant decision-making: fairness and context. 
Participants consistently treated their selections as contingent on these issues. However, their understandings 
of what constitutes fairness and what role context plays in the algorithm allocations differed. These 
considerations were deeply grounded in the specifics of the case studies - suggesting that generalising these 
preferences to other scenarios would not be accurate. 
 
Fairness 
Participants consistently invoked fairness as a consideration in their selections - even though the questionnaire 
did not directly prompt them to make selections on this basis. Participants indicated that they selected least 
preferred algorithms because they were unfair and most preferred as they were most fair/least unfair. 
Fairness arguments were put forward using various vocabulary and participants invoked different 
understandings of what constitutes fairness in their explanations. A major point of difference occurred over 
the inclusion of consideration of academic merit in the allocation. As the illustrative examples below show, this 
was positioned as both fair (Example 1) and unfair (Example 2), and, as noted above, some participants 
changed their views as the scenario changed (Example 3). 
 
Example 1 referring to scenario 1:  I think [algorithm] 5 strikes the best balance. It will allow most of the best 
students to excel in something that they are interested in, and giving lower performing students a good chance 
of studying something they want... 
Example 2 referring to scenario 1: I am not happy with any system that gives preference to the highest 
performing students. I would prefer a more egalitarian system that tried to minimise disadvantage. 
Example 3 referring to scenario 2: This was an interesting change and has made me think the opposite to the 
previous example! For specialism I think the achievements of the students should be taken into account... 
 
Some respondents associated fairness with sameness, preferring algorithms that produced an even 
distribution of satisfaction across the student population. Sameness was particularly associated with fairness 
by participants who preferred algorithms that did not include consideration of academic merit (Example 4). For 
those participants that did prefer algorithms including academic merit, fairness was often constituted as a 
balance between the features of happiness and merit (Example 5). 
 
Example 4 selecting algorithm 3 in scenario 1: ...it does not give preference to academic performance so it 
seems fairer as everyone (regardless of academic performance) gets something that they rate at least a four.   
Example 5 selecting algorithm 5 in scenario 1: I think it is the fairer and more balanced algorithm. It takes into 
account student performance but also preferences. 
 
 
 
Participants invoked further models of fairness. For some participants, the happiness of individual students 
was treated as less relevant than the collective allocation across the cohort. Another interpretation 
emphasised social and/or welfare issues. This was particularly invoked when participants' least preferred 
algorithms included consideration of academic merit. Several participants made reference to socio-structural 
issues such as class and wealth. Here academic performance was positioned as (a potential) result of social 
inequalities, and algorithms that prioritise it as deepening those inequalities.  
 
In many instances the fairness models articulated by participants are incompatible: preferences to either 
include or exclude academic merit as a consideration cannot be reconciled within one scenario, and neither 
can preferences for balance versus sameness. Understandings that emphasise social and welfare issues are 
also very likely to conflict with those that emphasise collective outcomes. One final model of fairness is 
illustrated in Example 6; some participants highlighted fairness as contingent not on the algorithm selected but 
the process in which it was applied.  
 
Example 6: ... It is not really important what algorithm you use because, from my perspective, it's more 
important that you make transparent that you pre-deliver equal and from that point on, I think students won't 
care much about what the exact algorithm is. 
 
Context 
Participants consistently explained their preferences in relation to the contextual detail of the scenarios. In 
most cases, these references concerned the perceived impact of the allocation. Algorithms were selected on 
the grounds of their positive consequences and rejected on the grounds of their negative ones. The impacts 
often related to the ways that students might be affected by the allocation in terms of psychological well-being 
and academic/career development. At times they also related to impacts beyond the students in the 
allocation; for instance, through comments that people would lose trust in educational institutions if they were 
viewed to be treating students unfairly, and through reflections on the wider societal consequences that might 
arise from having 'unhappy doctors'. 
 
Participants referred to scenario 2 as more 'serious' due to the greater potential for long lasting (negative) 
consequences. The increased potential for serious impact was drawn on as both a rationale for changing 
(Example 7) and not changing (Example 8) preference selection in the move from Scenario 1 to 2. In a few 
cases the entire premise of an algorithmic allocation was rejected (Example 9). 
 
Example 7: Since people will be allocated a choice that will probably determine the rest of their career, the 
argument for minimax over utility is even stronger than the first scenario. 
Example 8: This differs from the first scenario in two key ways. Firstly, these students are in their 6th year of 
study and their choice of specialism will affect their future career path. Secondly, their study of medical practice 
has profound consequences for the health and safety of the population at large. In light of this Algorithm 5 is 
most preferable as it considers both the well-being of the students as well as their aptitude... 
Example 9: That's nothing one can decide by algorithm! 
 
Sometimes participants also reflected on context in terms of the factors lying behind the algorithm. This often 
involved comments highlighting the social and psychological factors that might lie behind academic grades - 
and thus make an allocation based on them unfair. Whilst most participants drew on an unspoken assumption 
that the preferences expressed by students regarding the courses in each scenario were `genuine', a few 
pointed out that they might be made in order to game the algorithm and manipulate the allocation (Example 
10).   
 
Example 10: In algorithms 2 to 5, I have a good chance to get what I want if I select value 7 for one specialism 
and value 1 for all the other ones, whatever my marks were... 
 
Context and fairness were intertwined. Participants invoked and drew on a wide range of contextual factors as 
relevant to their decisions over what was and was not considered fair. For instance, an understanding that 
social inequalities might shape academic grades led some participants to reject algorithms including 
considerations of academic merit as unfair. The emphasis placed by participants on context suggests it can be 
very difficult to make meaningful preference decisions when algorithms are presented as abstract and without 
context. Similarly, participants cannot make meaningful decisions about fairness without a context to ground 
 
 
their reasoning within. Furthermore, given that participants ground the reasoning for their preference 
selections contextual detail - and tend to change their preferences when the scenario changes - there is no 
evidence to suggest preference selections can be generalised.  
4.4 Systematic patterns in participant reasoning 
Participant interpretations might not always relate only to personal preferences. During the two focus group 
sessions in Austria, participants largely expressed aversion to any algorithm that included consideration of 
academic merit. During the discussion periods, they explicitly related this to the 'no one left behind' principle 
of the Austrian education system that fosters inclusivity ahead of merit. Participants referred to their own 
selections as consistent with this cultural principle. In responses to the questionnaire similar relationships 
were drawn between understandings of fairness and the educational contexts of countries including Norway 
and France. In the UK-based focus session, one participant postulated that women might be more likely to 
reject algorithms including considerations of academic merit as they would be more likely to have direct 
experience of the ways that the demands of child rearing can negatively affect academic performance. The 
potential for cultural or demographic factors to influence preferences presents an interesting area for further 
study; it also reveals another complicating factor in reaching universal agreement in algorithm preference.  
 
Additionally, participants consistently labelled algorithms as unfair more readily than fair. When explaining 
their selections, they also stated they found it easier to select their least preferred and often made choices 
based on what was ‘least worst’. They indicated that they were not always totally comfortable with their 
selections. This difficulty in making decisions about what is ‘fair’ has implications for the use of stakeholder 
engagement methods to inform the development of `fairer' algorithms. This is discussed next alongside other 
implications of our findings. 
5. Discussion 
This study was motivated by contemporary controversies surrounding `unfairness' in algorithmic systems and 
concerns that development processes lack transparency and accountability. Drawing on SITL and RI 
perspectives, we are interested in the capacity for a responsive stakeholder engagement method to foster the 
co-design and development of ‘fairer’ algorithms. We conducted an exploratory study to assess the value of 
this approach by collecting participant preferences over algorithms to be used in limited resource allocation 
scenarios. Our findings demonstrate that: 
 
• It is possible to present a set of algorithms to lay stakeholders in a form that enables them to make an 
informed preference selection. 
• It is unlikely that a diverse range of participants will reach consensus on the preferred algorithm for a 
particular scenario. 
• Participants' preference selections are underpinned by reasoning relating to: (i) fairness - the best 
algorithm for a scenario is referred to as the one that is the most fair, or least unfair; and (ii) context - 
preference selection is contingent on the detail of the situation at hand. Participants' understanding 
of fairness and context, and the roles they played in the scenarios, differed and this led to the spread 
of preference selections made. It is worth noting that participants also grounded understandings of 
fairness in broad perceptions of context - invoking considerations of individual, institutional and 
societal factors.  
• There may be systematic reasons that underpin preference selections - for instance cultural contexts 
might influence participant understandings of fairness  
 
Our approach and findings have genuine novelty. Our methodology moves beyond conceptual fairness and 
instead elicits views that are grounded in context. As a result, our findings indicate the kinds of understandings 
that participants draw on when asked to select their preferred algorithms in a given scenario and the kinds of 
complexities this presents for developing ‘universally fair’ algorithms. These complexities are suggested in the 
existing literature and we here provide empirical evidence to show how they become visible in the concerns 
expressed by lay users. We intend to develop our approach further, in particular to conduct data collection 
with more stakeholders from non-technical backgrounds, and explore the relationships between expressed 
preferences and demographic factors. Nevertheless, we conclude that our approach offers a valuable step 
towards a responsive engagement method to promote the development of `fairer' algorithms through co-
 
 
design. We have shown that we can successfully engage with participants to elicit their informed opinion and 
that nuanced insights that can be gathered from analysis. As a next step these insights can be incorporated 
into processes of design. In particular, this can contribute to requirements gathering for algorithm design and 
the approach itself offers a suitable method for user-centred requirements elicitation (Sutcliffe, Drew and 
Jarvis, 2011). More generally findings derived from this approach contribute to the debates occurring within 
HCI, computer ethics and machine learning communities over the problem of `unfairness' in algorithmic 
systems and the processes through which `fairer' outcomes might be achieved. In this study we have focused 
on non-opaque algorithms. However, our approach and the insights derived from our findings could also apply 
to some systems that use opaque algorithms as we are, in essence, focusing on the optimisation criteria the 
algorithms would be trained to satisfy rather than attempting to explain how the algorithms work.  
 
 
We finish with a series of recommendations. We suggest that in order to optimise this kind of responsive 
engagement methodology:  
 
1) Quantitative and qualitative methods should be combined. Quantitative measures display the spread 
of opinion and capture demographics; qualitative data provide access to the rationale underpinning 
selections and differences in opinion.  
2) Algorithms should be presented to participants within a context. This produces more meaningful 
results and enables participants to reveal the issues that are salient to them.  
3) For similar reasons, participants should be asked to consider fairness (either explicitly or implicitly) 
within a particular scenario. We must go beyond asking the question of what is fair in an abstract 
sense.  
4) Preference selections should be treated as relevant only to the particular scenario and not 
generalised to other scenarios: generalisations are unlikely to be accurate. 
5) Participants should be encouraged to describe what they perceive to be unfair in addition to what the 
perceive to be fair. Further work should also identify practices to help participants to more easily 
articulate their understandings of fairness. 
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