The present work presents some results about the categorial relation between logics and its categories of structures. A (propositional, finitary) logic is a pair given by a signature and Tarskian consequence relation on its formula algebra. The logics are the objects in our categories of logics; the morphisms are certain signature morphisms that are translations between logics ( 
• Finitarity :If Γ ⊢ ϕ, then there is a finite subset ∆ of Γ such that ∆ ⊢ ϕ.
• Structurality :If Γ ⊢ ϕ and σ is a substitution, then σ[Γ] ⊢ σ(ϕ)
The notion of logic that we consider is: Definition 2.2. A logic of type Σ, or a Σ−logic, is a pair (Σ, ⊢) where Σ is a signature and ⊢ is a Tarskian consequence relation. A logic is finitary if it satisfies the finitarity condition. A finitary logic is also called a sentential logic.
The set of all consequence relations on a signature Σ, denoted by Cons Σ , is endowed with the partial order: ⊢ 0 ≤⊢ 1 iff for each Γ ⊆ (F (Σ)), {ϕ ∈ F (Σ); Γ ⊢ 0 ϕ} = Γ 0 ⊆ Γ 1 = {ϕ ∈ F (Σ); Γ ⊢ 1 ϕ}.
Remark 2.3. For each signature Σ, the poset (Cons Σ , ≤) is a complete lattice. It is in fact an algebraic lattice where the compact elements are the "finitely generated logics", i.e., the logics over Σ given by a finite set of axioms and a finite set of (finitary) inference rules.
Categories of signatures and logics with strict morphism
Initially we define the category of signature with "strict" morphism S s according to [AFLM1] , [AFLM2] e [AFLM3] .
Definition 2.4. The objects of the category S s are signature. If Σ, Σ ′ are signature then a morphism f : Σ → Σ ′ is a sequence of functions f = (f n ) n∈N , where f n : Σ n → Σ ′ n . For each morphism f : Σ → Σ there is only one function f : F (Σ) → F (Σ ′ ), called the extension of f , such that:
•f (x) = x if x ∈ X (X is a enumerable set)
•f (c) = f 0 (c) if c ∈ Σ 0
•f (c n (ψ 0 , ..., ψ n−1 )) = f n (c n )(f (ψ 0 ), ...,f (ψ n−1 )) if c n ∈ Σ n , n > 0
Then, by indution,f (ϕ(ψ 0 ), ..., ψ n−1 ) =f (ϕ)(f (ψ 0 ), ...,f (ψ n−1 ))
The categories S s and Set N are equivalent, thus we have that S s has good categorial properties, namely S s is a finitely locally presentable category (fp) and the finitely presentable signatures are the "finite support" signatures.
Remark 2.5. (i) (Sub): For any substitution function σ : X → F (Σ), there is only one extensionσ :
such thatσ is an homomorphismσ(x) = σ(x), for all x ∈ X and σ(c n (ψ 0 , ..., ψ n−1 ) = c n (σ(ψ 0 ), ...,σ(ψ n−1 )) for all c n ∈ Σ n , n ∈ N. The identity substitution induces the identity homomorphism on the formula algebra; the composition substitution of the substitutions σ, σ
Let f : Σ → Σ be a S s -morphism. Then for any substitution σ : X → F (Σ) there is another substitution σ ′ such thatσ ′ •f =f •σ.
Moreover var(f (θ)) = var(θ) and thenf restricts to mapsf ↾ n :
Now we give the definition of category of logics with "strict" morphism L s .
Definition 2.6. The objects of L s are l = (Σ, ⊢), where Σ is a signature and ⊢ is a tarskian consequence operator.
L s is a ω-locally presentable category and the fp logics are given by a finite set of "axioms" and "inference rules" over a fp signature.
Between the categories L s and S s there exist a forgetful functor such that forget the consequence relation.
The categories above mentioned have good categorial properties, but unsatisfactory treatment of the logic problems. e.g., the "identity problem" of logics [Bez] . Two presentation of classic propositional logic with signatures {¬, →} and {¬, ∨} not admits strict morphism between they (because any such morphism must takes → to ∨ and they does not preserve ⊢) while it was expected that these presentations would be isomorphic.
Categories of signatures and logics with flexible morphism
In this moment, it is given a definition of category of logics where the ideas behind was found in [JKE] [FC] , [BCC1] , [BCC2] and [CG] . This definition give a appropriate treatment for the "identity problem" of logics.
Similarly to the previous case firstly we define the category of signature with "flexible" morphism S f . Before to define this category, it is introduced the following notation:
) n∈N is a signature too. We have the inverse bijections (just notations):
For each signature Σ and n ∈ N, let the function:
, called the extension of f , such that:
Definition 2.7. The category S f is the category of signature and f lexible morphism as above. The composition in S f is given by (
As well as the category S s , we have that the category S f satisfies the conditions of 2.5
Definition 2.8. The category L f is the category of propositional logics and flexible translations as morphisms. This is a category "built above" the category L f , that is, there is an obvious forgetful functor
Composition and identities are similar to S f .
Due to flexible morphism, this category allows better approach to the identity problem of logics. Consider the flexible morphisms t :
This pair of morphisms induce an equipollence between these presentations of classic logics [CG] . However this category does not has good categorial properties as well as logics with strict morphism.
Remark 2.9. It follows easily from the facts above that the forgetful functor
has left and right adjoint functors: the left adjoint
and U f preserves all limits and colimits that exists in S f .
Remark 2.10. It is known that L f has weak products, coproducts and some pushouts, and in the Remark above we see that U f preserves limits and colimits. As U f also "lift" limits and colimits -the constructions in L f are analogous to in L s (in [AFLM3] ) , just replacef byf -then given a small category I, L f is I-complete (respectively, I-cocomplete) if and only if S f is I-complete (respectively, I-cocomplete). As the category S f has colimits for any (small) diagram entails that L f has colimits for any (small) diagram "in L s ", in particular, it has all unconstrained fibrings (= coproducts) and the constrained fibrings (= pushouts) "based in L s ".
Other categories of logics
Due to difficult found in the categories of logics mentioned above, are presented others categories of logics that help the overcome these "defects".
• On the category L f we take the quotient category
• Still on the category L f we have the "congruential" logics L c f . This category is a subcategory of L f where the logics are congruential, i.e., logics that satisfies:
The inclusion functor L c f ֒→ L f has a left adjoint given by congruential closure operator.
• In [MaMe] we found the category QL c f (or simply Q c f ). This category of logics satisfies simultaneously certain natural conditions: (i) represent the major part of logical systems; (ii) have a good categorial approach (e.g., they are complete, cocomplete and accessible categories); (iii) allow a natural notion of algebraizable logical system ( [BP] , [?] ); (iv) allow satisfactory treatment of the "identity problem" of logics.
In [MaMe] is shown that the categories S s and S f in a way are associated, i.e., there is a pair of adjoint functors between they, namely (+) S : S s → S f and (−) S : S f → S s . Moreover there is a monad or triple T = (T S , µ S , η S ) on S s canonically associated with this adjunction such that T preserve filtered colimits, reflects isomorphisms and, mainly, that Kleisli(T ) = S f [Mac] , where derives some additional informations about the category S s : e.g., this is all coproducts.
This adjunction between S s and S f through forgetful functors U s and U f give a pair of adjoint
Moreover, the functors (+) L and (−) L are precisely the canonical functors associated to the adjunction of the Kleisli category of a monad.
The category of algebrizable logics
The idea behind of algebraizing a logic emerged due to the need to connect two independent approach to logic, on the one hand was the equivalence of logic and on the other hand was the assertion and inference. On the two approaches and the ideas of Hilbert, begin the attempts of connect them.
Traditionally algebraic logic has focused on the algebraic investigation of particular classes of algebras of logic, whether or not they could be connected to some known assertional system by means of the Lindenbaum-Tarski method. However, when such a connection could be established, there was interest in investigating the relationship between various meta-logical properties of the logical system and the algebraic properties of the associated class of algebras.
Firstly we will define algebraizing logics.
Remark 2.11. Let Σ be a signature. Σ − Str is the class of all structures (in the sense of universal algebra) on the signature Σ. Thus F (Σ) ∈ Σ − Str.
Definition 2.12. Given a class of algebras K of algebraic similarity type L, the equational consequence associated with K is the relation |= K between a set of equations Γ and a single equation ϕ ≈ ψ of type l = (Σ, ⊢) defined by:
Definition 2.13. Let l = (Σ, ⊢) be a logic and K be a class of Σ−algebra. K is a equivalent algebraic semantics to l if ⊢ can be interpreted in |= K of the following form:
(1) there is a finite system δ i (p) ≈ ǫ i (p), i = 1, ..., n of equations in a single variable p such that for all Γ ∪ {ϕ} ⊆ F (Σ) and for j < n has been:
(2) there is a finite system ∆ j (p, q), j = 1, ..., m of two variables formulas (formed by derived binary connectives) such that for all equation ϕ ≈ ψ,
In this case we say that a logic l is algebraizable. The set ∆(p, q), ǫ(p), δ(p) is called algebraizing pair.
As example of algebraizable logics we have, in addition with CPC (Classic Propositional Calculus) and IPC (Intuitionistic propositional calculus), the modal logics, the Post and Lukasiewicz multi-valued logics, and many of several versions of quantic logic.
In case of CPC and IPC the pair algebraizing ∆(p, q), ǫ(p), δ(p) is:
and K is the class of Boolean algebra and Heyting algebra respectively. Here the signature of CPC and IPC have as binary connective ↔.
An other example more common between mathematicians is the logic of groups theory [Pa] . The groups theory can be formalized as a deductive system on signature Σ = {·, −1 , e}, where · is a binary connective, −1 is a unary connective, and e is a constant.
Axioms of
The logic of groups theory has as pair algebrizing ∆(p, q), ǫ(p), δ(p) :
K, in this case, is the class of groups. Worth pointing out that the logic of groups theory, in some sense, does not admit Deduction Theorem.
Proposition 2.14. For each algebrizable logic a, let ((δ i ≡ ǫ i ), ∆ i ), an algebraizing pair, and K i an equivalent algebraic semantic, for each i ∈ {0, 1}. For any class K ′ of Σ-algebras let us denote (K ′ ) Q the Σ-quasivariety generated by K ′ . Then some uniqueness conditions holds: on quasivariety semantics: (K 0 ) Q = (K 1 ) Q ; on equivalence formulas:
Proposition 2.15. Let K an equivalent algebraic semantic for the algebrizable logic a = (Σ, ⊢) with algebraizing pair ∆(p, q), ǫ(p), δ(p) , then:
1. For all set of equations Γ and for all equation ϕ ≈ ψ, we have that
Conversely, if there is a logic a = (Σ, ⊢) and formulas ∆(p, q), ǫ(p), δ(p) such that satisfies the conditions 1. and 2., then K is an equivalent algebraic semantics for a Due to proposition 2.15 we have that the two different algebrazing pair for CPC and IPC given above create a same class of algebra for its respective logics.
An attempt to determine if a given logic is algebraizable, at times found difficulties about the definition given above. Thus we have the following characterization.
.., ϕ n−1 ∆ψ n−1 ⊢ c n (ϕ 0 , ..., ϕ n−1 )∆c n (ψ 0 , ..., ψ n−1 ), for all c n ∈ Σ n and all ϕ 0 , ψ 0 , ..., ϕ n−1 , ψ n−1 ∈ F (Σ);
Then a is an algebraizable logic with ∆ as equivalence formulas and (δ ≡ ǫ) as defining equations.
Conversely if a = (Σ, ⊢) is a algebrizable logics with algebraizing pair ∆(p, q), ǫ(p), δ(p) , then the conditions (a)
to (e) are satisfied for these formulas.
With the definition of categories of logics given above, it is possible define categories of algebraizable logics. Others categories of algebraizable logics can be found in [JKE] , [FC] .
• A s is the category of algebraizable logics with morphism in L s such that preserves algebraizing pair. In the sequence of works, [AFLM1] , [AFLM2] , [AFLM3] is proven that the category A s is a relatively complete ω-accessible category [AR] .
• A f is the category of algebraizable logics with morphisms in L f such that preserves algebraizing pair.
• On the category A f we have the following subcategories: A c f , QA f and QA c f .
• The "Lindenbaum algebraizable" logics are logics l ∈ A such that given formulas ϕ, ψ ∈ F (Σ), ϕ ⊣⊢ ψ ⇔⊢ ϕ∆ψ. The Lindenbaum algebraizable logics lead a subcategory of the category of algebraizable logics (j : Lind(A f ) ֒→ A f ). Lind(A f ) has a importance in the representation theory of logics that we present below. The inclusion functor
The following diagram represent the functors (and its adjoints) between the categories mentioned above:
Relation between logics and structures
Below we present some results found about categories of algebraizable logics, in particular, the category of Lindenbaum algebraizable logics and its relationship with structures and associated quasivarieties.
We seen above that given a algebraizable logic a = (α, ⊢), we have a quasivariety QV (a) associated with a such that is a subcategory of α − Str I : QV (a) ֒→ α − Str.
Lemma 3.1. The inclusion functor has a left adjoint (L, I) : QV ⇄ α − Str: given by M → M/θ M where θ M is the least Σ-congruence in M such that M/θ M ∈ QV . Moreover, the unity of the adjunction (L, I) has components (q M ) M∈Σ−Str , where q M : M ։ M/θ M is the quotient homomorphism.
Demonstration: Consider Γ M = {θ ⊆ |M | × |M |; is congruence relation and M/θ is QV }. Γ is not empty, because θ = |M | × |M | is a congruence relation and M/θ is QV. Let θ M = ∩Γ M . We will show that θ ∈ Γ M . Let c n ∈ Σ n and ϕ 0 θ M ψ 0 , ..., ϕ n−1 θ M ψ n−1 . As θ M = ∩Γ M , then ϕ 0 θψ 0 , ..., ϕ n−1 θψ n−1 for all θ ∈ Γ M , therefore c n (ϕ 0 , ..., ϕ n−1 )θc n (ψ 0 , ..., ψ n−1 ) for all θ ∈ Γ M , follow that c n (ϕ 0 , ..., ϕ n−1 )θ M c n (ψ 0 , ..., ψ n−1 ).
As QV is closed by product, we have that θ∈ΓM M/θ is QV. We also have that QV is closed by substructure and isomorphism, then M/θ M is QV.
We will proof that L(f ) is a homomorphism of QV.
It is easy to see that respect the composition. Hence L is a functor. Now we will proof that L is a left adjoint of I. It is enough that M qM → I(M/θ M ) satisfies the universal property.
Let N a QV and M f → I(N ). Due to N to be a QV, is closed by substructure and isomorphism, so we have that
By "theorem of homomorphism" there isf :
We definef :=f •q, this way I(f ) • q M = f and is the unique that do it.
Remark 3.2. The (forgetful) functor (QV
item (a)
• It follows from the description of a set of quasi-identities that define the unique equivalent quasi-varieety semantics associated to algebraizable logic in Theorem 2.17 in [BP] it follows that, if ((δ, ǫ), ∆) is an algebraizable pair for l = (Σ, ⊢), then the set of quasi-identities
is an algebraizable pair for a 0 , then ((ĥ(δ),ĥ(ǫ)),ĥ(∆)) is an algebraizable pair for a 1 and denoting h the extension of f to first-order formulas (insteadf that its the extension for propositional Σ-formulas = first-order terms) Let M ∈ QV (a 1 ). If {ψ 0 , ..., ψ n−1 } ⊢ a0 ϕ, then {ĥψ 0 , ...,ĥψ n−1 } ⊢ a0ĥ ϕ, denote Ω = (δ(ψ 0 ) = ǫ(ψ 0 )∧. . .∧δ(ψ n−1 ) = ǫ(ψ n−1 )) → δ(ϕ) = ǫ(ϕ) (Omega ∈ S 0 a0 ), thus h(Ω) = (ĥδ(ĥψ 0 ) =ĥǫ(ĥψ 0 )∧. . .∧ĥδ(ĥψ n−1 ) =ĥǫ(ĥψ n−1 )) →ĥδ(ĥϕ) = hǫ(ĥϕ), thus 
† the subcategory of the category of diagrams, given by all the subcategories QV (a) ֒→ Σ − str and morphisms (H ↾,η H ) where H is a Lindenbaum functor.
Theorem 3.10. (a) The categories S f and S † f are anti-isomorphic. More precisely, given Σ, Σ ′ ∈ S f , the mappings h ∈ S f (Σ, Σ ′ ) → (h ⋆ , η h ⋆ ) ∈ S f (Σ ′ − str, Σ − str) † and (H, η H ) ∈ S f (Σ ′ − str, Σ − str) † → m H ∈ S f (Σ, Σ ′ ) are inverse bijections.
(b) The pair of inverse anti-isomorphisms above restricts to a pair of inverse anti-isomorphisms between the categories Lind(A f ) and Lind(A f ) † .
Moreover, the inverse isomorphisms establish a correspondence:
(c) If h ∈ Lind(A f )(a, a ′ ) and H ∈ Lind(A f ) † are in correspondence, then also are in correspondence the equivalence class {h ′ ∈ Lind(A f )(a, 
