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Josh Simon 
2006 Senior Project 
Project Advisor: Dr. Janet Beery 
When one hears the word "code", pictures of computers, zeros and ones, and 
ciphers are most likely the things that come to mind. The Webster definition of code is 
"a system of signals used to represent letters or numbers in transmitting messages." 
Coding is simply defined as converting ordinary language into code. If these definitions 
were taken literally, the entire branch of mathematics could be placed under coding. In 
mathematics, we take ordinary language and convert it into symbols such as t and s. 
Thus if the statement "Sally's age is six years fewer than twice that of Tim's" was to be 
written mathematically, it would be presented something likes= 2t- 6. Heres and tare 
symbols used to represent Sally's and Tim's ages respectively, while "=" symbolizes "is" 
and"-" denotes "fewer than". Although this example is rather elementary, it nonetheless 
portrays how coding is used in mathematics as a means of convenient symbolizing. 
Basic Uses of Binary Coding 
A more sophisticated use of coding in math is translating a numerical piece of 
work into an equivalent but different mathematical language, and finally drawing 
conclusions from the new representation, which could not be deduced from the previous. 
An example ofthis type of translation is the game Nim. Given one or more piles (nim-
heaps), players alternate turns by taking all or some of the counters in a single pile. The 
player taking the last counter or stack of counters is the winner. Undoubtedly there is 
strategy in this game. Using binary coding and modular arithmetic, a game winning 
strategy can be produced. Assume there are three piles of discs. One pile has 8 discs, 
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another has 11, and the last has 6. Thus we have a numerical piece of data, which in its 
present format does not tell us too much about a winning strategy. 
Let us first look at some numerical data that would give a game winning strategy. 
Assuming it is not our turn, here are three of several scenarios in which our opponent 
would be unable to win. One is the obvious; only two discs left, but each in a separate 
pile. The second would be two piles, each with the same number of discs. The third 
would be three piles; one with three discs, another with two, and the last with one. 
Let us convert, or code, these three scenarios into binary digits. Recall converting 
into binary can be done by dividing the decimal number by 2, the base of the binary 
system. Division by 2 will give a remainder of 1 (dividing an odd number) or no 
remainder (dividing an even number). Collecting the remainders from our repeated 
divisions right to left until we obtain a quotient of 0 will give us the binary equivalent. 
For example, repeatedly dividing the decimal number 13 by 2 gives 
13/2 = 6 r I 
6/2 = 3 r 0 
3/2 = 1 r I 
112 = 0 r 1. 
If we collect these remainders in order from right to left we obtain 1101. Adding 
additional zeros in front of the binary will not change its value. Note that the process can 
bereversedbyobtaining 1·23 + 1·22 +0·2 1 + 1·2° = 13. 
The binary representations of the three previously stated scenarios would look like: 
0001 
OOOI 
0000 
1 1 11 0100 
II II 0100 
0000 
I 
I I 
Ill 
0001 
0010 
0011 
0000 
After we add the digits in each column of the binary numbers mod 2, we find a similarity. 
It appears as though if we can give our opponent numbers that when converted to binary 
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and summed equal the nim-sum of 0000, we can win. This is the famous game winning 
strategy ofNim. One could play Nim striving to give one of these outcomes to his or her 
opponent, or make the binary nim-sum equal all zeros. 
Now go back to our original case of three piles of 8, 11 , and 6 discs. First convert 
each number to its corresponding binary number. 
111 11111 
ll l l l l l l l ll 
II II I I 
01000 
01 011 
00110 
00101 
Assuming it is our turn, we can now look to change one of the three binary numbers so 
that when we add each corresponding digit of the binary numbers, the final outcome will 
be 00000. A wise decision might be to make the middle row 01110, which is equivalent 
to the decimal number 14. However, because there are only 11 discs in the middle row 
we are unable to obtain 14 discs since we can only take discs away. Thus it is important 
to keep in mind that our desired decimal equivalent of the binary number must be less 
than the decimal equivalent of the current binary number in the row. Now look for a 
different option. Perhaps we can make the bottom binary number 00011. In decimal, this 
would be three. Hence, we should take away three of the six in the bottom row, resulting 
1ll 
111 11 111 
111 11 1111 11 
I l l 
01000 
01011 
00011 
00000 
The nim strategy can be summed up in the following theorem. 
Theorem 1: In a normal Nim game, the first player has a winning strategy if and only if 
the nim-sum of the sizes ofthe heaps is nonzero. Otherwise, the second player has a 
winning strategy. 
Proof: Let the nim-sum operator be denoted as $. Notice that $ obeys the laws of 
associativity, commutativity, the identity property, and what we will call the zero 
property where x $ x = 0 for any nim heap x. Let x1, ... , Xn be the binary sizes of the 
heaps before a move, and y1, ... . , Yn the corresponding binary sizes after a move. Let 
s = x1 $ ... $ Xn and t = Y1 $ ... $ Yn· If the move was made in heap k, we have Xi = Yi for 
all i i- k, and Xk > Yk· Remember$ follows the laws stated above. Let's first establish an 
equation. 
t = 0$ t 
= s$s$t 
= S $ (XJ $ ... $ Xn) $ (YI $ ... $ Yn) 
= s $ (XI $ YI) $ ... $ (xn $ Yn) 
= s $ 0 $ ... $ 0 $ (Xk $ Yk) $ 0 $ ... $ 0 
= s $ Xk $ Yk 
t = s $ Xk $ Yk (*) 
by the zero property 
by substitution 
by commutativity 
since Xi = Yi for all i i- k 
In order to continue we need to prove two lemmas using what we have already 
established. 
Lemma 1: If s = 0 and discs remain, then t i- 0 no matter what move is made. 
Proof: If s = 0, any move in heap k will give 
t = 0 $ Xk $ Yk = Xk $ Yk from(*). This number is nonzero, since Xk i- Yk. 
The next lemma requires the establishment of a formula by induction. Using 
induction the geometric progression formula 
2n-l + 211 -2 + ... + 2° = 211 - 1, n E z+. can be proven. 
Base Case: n = 1 implies i-1 should equal 21 -1. Since both statements equal 1, the base 
case is valid. 
I d . H h . A 2n-l 211 -2 2° 2" 1 n uctlve ypot es1s: ssume + + .. . + = -
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It suffices to show that the statement holds when every n is replaced with n + 1, that is we 
want to show 211 + 211-1 + 211 -2 + ... + 2° = 211+1 - 1 
211 + (2 11-1 + 211 -2 + ... + 2°) = 211 + 211 -1 by our inductive hypothesis. 
= 2·2 11 - 1 =21·211 - 1 = 2n+l - 1 
Th b . d . 211-1 2n -2 20 211 1 en y m uctron, + + ... + = -
Lemma 2. If s =f:. 0, it is possible to make a move so that t = 0. 
Proof: Let d be the position of the leftmost nonzero bit in the binary representation of s, 
and choose k such that the dth bit ofxk (moving right to left starting with zero) is also 
nonzero. Such a k exists because otherwise the dth bit of s would be 0. Thus if we had 
1 1 1 1 1 1 1 1 
1 1 1 1 1 11 11 11 
111111 
s = 
Bit# 
43210 
01000 
01011 
00110 
00101 
d would equal 2 since the leftmost nonzero is in the second bit, and k would equal 3 since 
the third nim-heap has a 1 in its 2nd bit. Now let Yk = s $ xk(= 00101 + 00110 = 00011 = 
the decimal 3 in the example). Recall that Yk replaces Xk after we take away from the kth 
heap. Remember also that in order for this to be a valid move Yk must be less than Xk. 
We can then claim that Yk = s $ Xk < Xk since: (1.) all bits to the left of position dare the 
same in Xk and Yk because the corresponding bits ofs are all 0, (2.) bit d ofxk is 1, which 
means bit d of Yk is 0 (because bit d of s is 1 ). So, Yk will initially have a value of 2d less 
than Xk in the dth position because a 1 in the dth bit has a decimal value of 2d, and (3) the 
remaining bits of yk, those to the right of bit d, will sum to at most 2ct-l + 2ct -2 + ... + 2° = 
2d- 1 by our inductive proof. We know 2d - 1 < 2d, which ensures Yk < Xk. The first 
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player can then make a move by taking Xk - Yk objects from heap k, thereby changing the 
value of heap k from Xk to Yk. Now go back to the equation we established. 
t = s $ Xk $ Yk by (*) 
= s $ Xk $ ( s $ Xk) by substitution 
= (s $ s) $ (xk $ xk) by commutativity 
= 0 $ 0 by the zero property 
= 0 
That is, t = 0. 
Q.E.D. 
Now we can alternate these two lemmas to show that if the first player has the 
nim-sum as nonzero, he has a winning strategy. Remember that our goal is to take the 
last counter or stack of counters, that is we essentially want to give our opponent the 
scenario of no counters at all, which would have a nim-sum of 0. Assume player one has 
a nonzero nim-heap. If he plays optimally, he can give his opponent, player two, a nim-
sum of 0 by Lemma 2. Since player two now has a nim-sum equal to 0, any move he 
makes will give player one a nonzero nim-sum by Lemma 1. Now that player one again 
has a nonzero nim-sum, he can continue this process and always give his opponent a nim-
sum= 0, and receive a nim-sum # 0 until his opponent has a nim-sum equal to 0 and no 
additional counters to take. 
Q.E.D. [4] 
Using the winning strategy ofNim, we can easily see the advantages binary coding and 
modular arithmetic have in certain applications. 
Practical Coding Theory 
Other aspects that come to mind when speaking of coding are secret messages and 
languages that only trained personnel can translate. Thus one often assumes that the 
field of Coding Theory deals with underground spies or secret military language such as 
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Morse Code. This is not true and Coding Theory is frequently confused with 
Cryptography. Cryptography deals with encoding messages so that they can only be read 
by the intended receiver. Coding Theory on the other hand focuses on assuring that there 
is no error or inaccuracy in the delivered message. 
Coding Theory applies modular arithmetic profusely throughout its field of 
practice. One of the most famous examples using modular arithmetic in Coding Theory is 
the International Standard Book Number (ISBN), found on the back of most books. This 
ten digit number, if accurate, has the property of 
lOa,+ 9a2 + 8a3 + 7~ + 6as +5a6 +4a7 + 3as +2a9 + a 10 = 0mod 11, 
where a, , a2, a3, ~. a 5, a 6, a 7, a 8, a 9, and a 10 are the ten digits in order from left to right 
and a10 is the check digit. The check digit is picked specifically so that when it is added 
to (1 Oa1 + 9a2 + 8a3 + 7~ + 6a 5 + 5 a 6 + 4 a 7 + 3a 8 + 2a 9), the total sum will equal 0 
modll. In the case that the check digit is 10, an X will be written as the final number, for 
example 0-805-38703-X. Notice that the integers 1 through 10 are utilized as coefficients 
since the ISBN is executed using mod 11 . 
The ISBN number, 0-440-23697-5, on a widely used calculus book can be 
checked for accuracy using this scheme. 10*0 + 9*4 + 8*4 + 7*0 + 6*2 + 5*3 + 4*6 + 
3*9 + 2*7 + 5 = 165 = 0 mod 11. The ISBN check scheme is capable of detecting and 
correcting any single error. Thus if an error was made in the third digit giving 0-450-
23697-5 instead of0-440-23697-5, this system would be able to detect an error since 
10*0 + 9*4 + 8*5 + 7*0 + 6*2 + 5*3 + 4*6 + 3*9 + 2*7 + 5 = 173 t 0 mod 11. Because 
this sum does not equal 0 mod 11, an error can be detected and the ISBN would be 
checked or re-entered. 
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Theorem 2: The ISBN scheme is able to detect any single digit error. 
Proof: Let ai be any one of the ten digits in the ISBN, where 1 :S i :S 1 0. When inserting 
the ISBN into the algorithm, the coefficient on ai will be equal to 11 - i. Let n = (11 - i), 
1 :S n :S 10. Now let ai' be the error made in the ith digit and let d = (ai - ai'). In order for 
the error to go undetected both sums would have to be congruent modulo 11 . That is 
10at + .. . + n(ai) ... +a 10 = 10at + ... + n(ai') + .. . + a 10 mod 11 
=> n(ai) - n(ai') = 0 mod 11 
=> n( ai - ai') = 0 mod 11 => nd = 0 mod 11 
Thus nd must be divisible by 11 . Because 11 is prime we know that 11Jn or 11 Jd. Since 
we let n = 11 - i where 1 :S i :S 10, so that 1 :S n :S 10, then 11 would not divide n. We 
also let d = (ai- ai'), which implies 1:S JdJ :S 10 (since a10 could be X = 10). Then 11 does 
not divide into d either. Therefore any single digit error will not go undetected. [2] 
An extremely noteworthy mathematician, who will remain nameless, once said 
that after an error is detected in the ISBN scheme, "we can find where the error occurred 
by reducing the sum S modulo 11, and then computing the additive inverse of S, -S, mod 
11. The -Sth term will be where the error took place. Thus in our previous ISBN on the 
calculus book, we would compute S = 173 mod 11 = 8 and then obtain the additive 
inverse of 8 modulo 11 which equals 3 (since 8 + 3 = 0 mod 11). We would then 
conclude that an error took place in the third position. Now we can correct the error 
using basic algebra. 
10*0 + 9*4 + 8*x + 7*0 + 6*2 + 5*3 + 4*6 + 3*9 + 2*7 5 = 0 mod 11 
=> 8x + 133 = 0 mod 11 
since 133 = lmod 11 => 8x + 1 = 0 mod 11 
=> 8x = 1 0 mod 11 since 1 has an additive inverse of 10 mod 11 
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=> x = 4 since 8*4 = 32 = 10 mod 11 
Thus the mathematician would conclude that the third digit should be 4. We can check 
this using the algorithm: 10*0 + 9*4 + 8*4 + 7*0 + 6*2 + 5*3 + 4*6 + 3*9 + 2*7 + 5 = 
165 = 0 mod 11. 
Although this example ofthe mathematician's hypothesis is convincing, it is not 
true for all cases. In fact, this only works if the error increases the correct digit by one. 
Thus if in the same example the third digit was changed from 4 to 6, 
S = 10*0 + 9*4 + 8*6 + 7*0 + 6*2 + 5*3 + 4*6 + 3*9 + 2*7 + 5 = 181 = 5 mod 11. 
Using this hypothesis, we would incorrectly assume an error occurred in the sixth digit, 
since 6 is the additive inverse of 5 modulo 11. Consequently we could end up changing 
an accurate digit and in turn create a total of two errors in the ISBN. The most accurate 
way to correct an error after one has been detected would be to check or retransmit the 
ISBN. 
The ISBN can also detect any side by side transposition error. Assume the second 
and third digits ofthe number 0-471-61884-5 were switched giving 0-741-61884-5. 
Using the ISBN system, 10*0 + 9*7 + 8*4 + 7*1 + 6*6 + 5*1 + 4*8 + 3*8 + 2*4 + 5 = 
212 -:f. 0 mod 11 would be obtained and an error would be detected. A general proof of 
this can be made as follows. 
Theorem 3: The ISBN scheme will detect any side by side transposition errors. 
Proof: Assume 1 ::::; i < j ::::; 10 and j = i + 1 so ai and aj are consecutive digits. The 
coefficients on ai and aj will be (11 - i) and (11 -j) respectively. Assume an error occurs 
switching the order of ai and aj so that aj come before ai. If the error were to go 
undetected, both sums in the algorithm would be congruent modulo 11. Then 
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lOa1 + ... + (11 - i)(ai) + (ll-j)(aj) + . . . + a 10 = 10a1+ ... + (11 - i)(aj)+(ll-j)(ai)+ 
... +a 10mod 11 
Thus the difference of the sums would be congruent to 0 modulo 11, that is 
[(11 - i)(ai) + (11- j)(aj)]- [(11 - i)(aj) + (11- j)(ai)] = 0 mod 11 
=> (ai - aj)(j - i) = 0 mod 11 when simplified. 
Since we know that (j - i) = 1 by our assumption, we have (ai - aj) = 0 mod 11 . 
Thus (ai - aj) must be divisible by 11. Recall that 0 :S ai, ai :S 10 (since a10 could be X = 
1 0). If we let d = ( ai - aj) we know that 0 < Jdl < 11, which implies d <11. We know that 
11 cannot divide d and thus deduce that transposition error would not go undetected. 
What iftwo errors were made in the number 0-471-40827-1, one in each ofthe 
first and seventh positions, giving 6-4 71-40427-1? Then our check scheme would give 
10*6 + 9*4 + 8*7 + 7*1 + 6*4 + 5*0 + 4*4 + 3*2 + 2*7 + 1 = 210 = 0 mod 11. This 
system does not catch all two digit errors. The ISBN system is useful in error detection, 
but not flawless. 
Many of the products sold in grocery stores have what is called a Universal 
Product Code (UPC). For example, a pack of paper clips has a UPC ofO 73640 74500 6. 
To assure that this number is valid, another check digit scheme is used. Initially, the first, 
third, fifth, seventh, ninth, and eleventh digits of the number are added together. This 
sum is then tripled and the resulting value is summed with the remaining numbers. The 
final sum should be divisible by 10. In short, 3a1 + a2 + 3a3 + ~ + 3a 5 + a 6 + 3a 7 + a8 
+ 3a 9 + a 10 + 3a11 + a12 = 0 mod10. Applying this to the UPC on the paper clip box we 
get 0*3 + 7 + 3*3 + 6 + 4*3 + 0 + 7*3 + 4 + 5*3 + 0 + 0*3 + 6 = 80 = 0 modlO. 
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This system is also able to detect a change in a single digit. Thus if the 7 in the second 
position were changed to an 8, the system would give 0*3 + 8 + 3*3 + 6 + 4*3 + 0 + 
7*3 + 4 + 5*3 + 0 + 0*3 + 6 = 81 i- 0 modlO. The number could then be ruled 
invalid. This system can be proved to detect any single error by using contradiction. 
Theorem 4: The UPC code is able to detect any single error. 
Proof: Let 0 .<::::a~_ ... ,a12 .<:::: 9 where 3ai + a2 + 3a3 + a4 + 3a 5 + a 6 + 3a 7 + as + 3a 9 + 
aw + 3a11 +a12 = 0 modlO. 
Now assume there was an error in one of the digits giving: 
3ai + a2 + + 3ae + .. . + 3all +a12 
or 
3at + a2 + ... + ae+ .. . + 3al l +al2 
where ae is the error or incorrect digit. 
Assume that the system does not detect the error. Then the invalid equation would be 
equal to the valid equation modulo 10. 
Case 1.) 3al + a2 + ... + 3ae + .. . + 3a11 +a12 
Then 3ae = 3ac modlO 
=> ae = ac mod 10 since there exist an multiplicative inverse of 3 in modulo 10 
(7 · 3 = 1 in mod 1 0) 
=> 
But this would say that there was no error in the first place, which goes against our 
assumption. Thus any single digit error can be detected. 
Case 2.) 3al + a2 + ... + ae + .. . + 3all +a12 = 3al + a2 + .. + ac+ ... + 3at i + a12modlO 
Then ae = ac mod10 
11 
=> 
Again, this would say that there was originally no error, which goes against our 
assumption. Thus any single digit error can be detected. 
A question that may come to mind is why the numbers 3 and 1 are used as 
coefficients. Why are 6 and 2 or 5 and 8 not utilized as the coefficients? Observing the 
previous proof, notice in that in order to draw a contradiction we had to have a 
multiplicative inverse for the coefficient modulo 10. Since the numbers 1 and 3 are two 
numbers modulo 10 (0, 1, 2, ... , 9) that each have multiplicative inverses, they were 
selected as the coefficients for the algorithm. 
Transmitting Codes over a Channel 
The ISBN and UPC systems are used to detect errors made by the sender. Coding 
Theory also has numerous methods of dealing with errors made by external factors 
besides the sender. These factors include such things as noise, interference, disturbance, 
and frequency. Often these issues will distort an original message giving the receiver an 
invalid message. A basic structure of a communications system begins with a message 
usually sent by a dispatcher or correspondent. This message then enters an encoder, 
which transforms the message into signals acceptable to the channel. The signals then 
leave the encoder and enter the channel, where they are disturbed by noise and often 
altered. From the channel, a message is sent to the receiver. This message then enters a 
decoder that will use some form of decoding to obtain the original message. 
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Message ------. Encoder ~ Channel ------. Received ~ Decoder Message 
iNoise l 
Message 
Error correcting codes originated as a means of providing reliable 
communication. Messages sent over any channel are likely to become garbled and 
distorted. Even the slightest error in a message can produce extremely devastating results. 
The commonly used binary alphabet, which consists of two symbols 0 and 1, can help 
show the importance of accurate communication as well as the need for error correcting 
methods. 
Assume a navy jet is in route to possibly drop a bomb on a hostile city. However, 
it is unknown whether or not innocent women and children are present in the city. 
Fortunately the jet is in communication with a Special Forces team that has video 
surveillance of the city. Based on the Special Forces Team's findings, the symbol 1 will 
be sent to the jet if the area is clear to be bombed, or a 0 will be sent if innocent people 
are found and no bombing is desired. It is possible that inside the channel there will be 
some interference (noise), which could in tum end up killing thousands of innocent 
people. 
Repetition Codes 
In order to prevent mistakes such as killing thousands of innocent people, 
repetition or redundancy codes are utilized. For instance, if the jet is to bomb the city, the 
encoder would repeat the desired message five times, thus sending five I 's. The jet 
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would then receive the message and be able to decode it using the majority rule or 
maximum-likelihood decoding. If 11100 were received, the decoder would then translate 
the message as 1 since there are more 1 's than O's. This system works as long as there 
are no more than two errors. Because each error is assumed to occur independently, three 
errors are less likely to occur than two or fewer. Thus, maximum-likelihood decoding is 
beneficial in such situations. A diagram of this process would look like: 
Special 
Forces 
Original 
Message 
0 
Encoder 
Encoded 
Message 
00000 
Transmitter 
Noise 
Navy Jet 
Received 
Message 
11000 
Decoder 
Final Message 
0 
Most messages are more complex than a five digit block. Assume a 500 digit 
message sequence consisting of 1 ' sand O's is sent. If the probability of an error 
occurring in any digit is .01, the probability ofreceiving the correct message is (.99)500 ;::::; 
.00657. This implies that the probability of receiving an incorrect message is 1 - .00657 
= .99343 . 
In order to increase the probability of receiving the correct message, a system 
such as the threefold repetition method can be executed. The threefold repetition scheme 
sends each digit three times and decodes the message using the majority rule on groups of 
three digits. For example 11 010 would be encoded as 111111000111000 and if 
01 0111 001111 001 were received it would be decoded as 01 01 0. Notice that in order to 
decode the first digit inaccurately 000, 001 , 010, or 100 would have to be received. Thus, 
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the probability that a digit is decoded inaccurately is (.01)(.01)(.01) + (.01)(.01)(.99) + 
(.01)(.99)(.01) + (.99)(.01)(.01) = .000298. Then the probability of a digit being decoded 
correctly is 1- .000298 ~ .9997. Now if a 500 digit message was sent, the probability of 
the message being received without errors is (.9997i00 .~ .8607, a substantial increase 
from .00657. Although the threefold scheme makes a dramatic increase in the accuracy 
of the message, it also requires the transmission of three times as much information as 
needed. [1] 
The Hamming Code 
A great deal of effort was put towards finding an error-correcting scheme that 
would minimize the number of transmission digits. As we have already seen, in order to 
efficiently decode a message we often add redundancy digits to the original message. 
Since four digit binary messages are highly used as a means of communication, 
mathematicians struggled to find ways of decoding four digit messages using a minimal 
number of redundancy digits. While one way to decode four digit messages is to add 
additional number of eight redundancy digits (threefold repetition scheme), Richard W. 
Hamming found a way to do it using only three. 
The Hamming (7, 4) code is described by the following generator matrix 
G 
1 0 0 0 1 0 
0 1 0 0 1 0 1 
0 0 1 0 1 1 1 
0 0 0 1 0 1 1 
1 1 0 
1 0 1 
1 1 1 
0 1 1 
The Hamming (7, 4) code is used for all four digit messages consisting of 0' s and 1 's, of 
which there are a total of sixteen. The four digit message is first converted into a 1x 4 
matrix. This matrix is then encoded by being multiplied by the matrix G. For example, 
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the message 1001 will be written as [1001] and then multiplied by G on the right side 
obtaining the codeword 1001101. Every four digit message will have a corresponding 
1x7 matrix or codeword. The following table shows each possible four digit message and 
its subsequent codeword. 
Message 
(1x4) 
0000 
0001 
0010 
0100 
1000 
1100 
1010 
1001 
0110 
0101 
0011 
1110 
1101 
1011 
0111 
1111 
~ Encoder G (4x7) r-----. 
Codeword 
(lx7) 
0000000 
0001011 
0010111 
0100101 
1000110 
1100011 
1010001 
1001101 
0110010 
0101110 
0011100 
1110100 
1101000 
1011010 
0111001 
1111111 
Notice that the first four digits in each codeword are the corresponding message 
itself (known as the information positions), while the last three digits are used for 
redundancy aspects. Also notice that all the codewords are as different from one another 
as possible, that is they all differ from one another by three or more digits. Hamming 
specifically made G have these qualities because he had discovered that in order for any 
code to have ability of correcting a single error, all the codewords had to differ by at least 
three (this will be explained later in further detail). Thus if 1001 was the intended 
message, it would be encoded as 1001101. If for some reason the received message was 
1101101 (an error in the second position), it would still be decoded as 1001101 because 
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1101101 and 1001101 only differ by one digit, while every other codeword differs with 
1101101 by at least two. This strategy is known as the nearest neighbor method of 
decoding. All forms of Hamming decoding are able to correct any single error and, 
unlike repetition codes, they do not require even twice the number of digits to be 
transmitted. [1] 
If a transmission is made on a binary channel with the probability of a correct 
transmission equal to .90, then the probability of transmitting a four digit message 
correctly is (. 90)4 = .6561 . Using the Hamming code, the probability of decoding the 
message accurately is (.90)7 [no errors]+ 7(.10)(.90)6 [one error] = .4783 + .3720 = 
.8503. This is a significant improvement from .6561. 
Linear Codes 
An (n, k) linear code C over a finite field F is defined as the subspace of all linear 
combinations ofk linearly independent vectors in the vector space V, where Vis the 
space consisting of all n-tuples ofF. Each n-tuple has two parts: the message, which 
usually consists of the first k digits, and the redundancy section, which consists of the 
following n - k digits. A code C is a linear code over F if and only if 
(1) u + v E C, for all u and v in C and 
(2) au E C for all u E C, a E F. 
In Coding Theory the emphasis lies mainly on linear codes. Hence the word code means 
a linear code. When dealing with linear codes, F is usually symbolized as GF (q) for the 
finite field with q elements. 
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Since a code is a finite-dimensional vector subspace, every code can be given a 
basis. For a code C, B would be a basis for C if B is linearly independent over GF ( q) 
and every element of C is a linear combination of the elements of B. The basis of a code 
C can be used to form the generator matrix. Just as a subspace has more than one basis, a 
code also has more than one generator matrix. Consider the (5, 3) binary code C1 over 
the field GF(2) and its generator matrix G 1• 
1 0 0 1 1 
G1 = 0 1 0 0 1 
0 0 1 1 1 
Every codeword in C 1 can be obtained from linear combinations of these three row 
vectors. Since C1 is a (5, 3) binary code, there will be three information positions in any 
codeword from C1• Recall that the information positions are the components of the 
codeword that contain the original message. Acceptable information positions are the 
corresponding column numbers of any three columns in G 1 that are linearly independent. 
Columns are linearly independent if they cannot be written as any combination of one 
another. Thus the first three positions in G1 can obviously be taken as information 
positions. In general, if C is an (n, k) code with a generator matrix G, then any set of k 
linearly independent columns of G is an information set of C. For convenience, we 
usually take the first k positions as the information positions. [5] 
Theorems and Definitions 
As the methods of Hamming decoding arose, more definitions and theorems were 
created. The Hamming distance between two vectors, or codewords, is defined as the 
number of components in which the two vectors differ. Hamming distance is written as 
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d(x,y), where x andy are both vectors . For example, ifx = 0101110 andy = 1101 001 , 
then d(x,y) = 4 because x andy differ in the first, fifth, sixth, and seventh positions. The 
Hamming weight of a vector is defined as the number of nonzero components in the 
vector. The Hamming weight of a codeword xis written as wt(x). For a vector or 
codeword x = 1011110, wt(x) = 5. Notice that for any two vectors x andy, d(x,y) = wt(x 
- y), which also equals wt(x + y) if we are using binary digits (Z2). The Hamming weight 
of a linear code is the minimum weight ofthe nonzero vectors in the code. For the 
Hamming (7, 4) code, the Hamming weight is 3. Recall from property 1 of a linear code 
C, x + y is an element of C, for all x andy in C. Thus, x + y ,which equals x- yin 
binary, is also a codeword. Notice that since d(x,y) = wt(x - y), we can conclude that the 
hamming weight of a linear code C is equal to the minimum distance between any two 
distinct codewords in C. 
Hamming distance satisfies the three following conditions: 
(i) d(x,x) = 0 
(ii) d(x,y) = d(y,x) 
(iii) d(x,y):::; d(x,z) + d(y,z) 
for vectors x, y, and z. 
Property (iii) is known as the triangle inequality. In order to prove property (iii), 
assume d(x,y) = a, that is x andy differ in exactly a positions. Among these a positions, 
let there be b positions in which y and z differ. Now let c be the number of positions y 
and z differ outside of a. For convenience in visualizing, assume that the positions where 
x and y differ are the first a positions. 
19 
a 
~ 
x= 111111 11111111 ... 
y = OOOOOOllllllll ... 
z = 1 110 00 0 00 0 1111 ... 
~ "--y----1 
b c 
With guidance from the diagram it can be seen that d(x,z) = a - b + c. Therefore d (x,z) + 
d(y,z) =(a- b +c)+ (b+ c) = a+ 2c ~ a = d(x,y). Thus d(x,y) :'S d(x,z) + d(y,z). (3] 
Theorem 5: If the Hamming weight of a linear code is at least 2t + 1 for some t E z+, 
then 
(i) Any tor fewer errors can be corrected by the code. 
or 
(ii) Any 2t or fewer errors can be detected by the code. 
Proof: (i) 
1.) Assume that a codeword xis transmitted but received as the codeword y. Also 
assume that there are no more than t transmission errors. Then d(x,y) :'S t by 
definition of distance between two vectors. 
2.) Now let z be any codeword other than x. Then z - xis a nonzero codeword. 
Recall that z - x is a codeword since z and x are both codewords. This implies 
that 2t + 1 :'S wt(z - x) 
3.) 2t + 1 :'S wt(z - x) = d(z,x) by definition. 
4.) 2t + 1 :'S wt(z - x) = d(z,x) :'S d(z,y) + d(y,x) by the triangle inequality. 
5.) 2t + 1 S wt(z - x) = d(z,x) :'S d(z,y) + d(y,x) S d(z,y) + t by step1 . 
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6.) 2t + 1 ::; d(z,y) + t => t + 1 ::; d(z,y), which implies the closest vector to the 
received vector y is x. Thus y is correctly decoded as x. 
Proof: (ii) 
Assume the vector y is received when the codeword x was transmitted. Assume 
that at least one error, but no more than 2t errors were transmitted. In other words, 
I :S d(y,x) ::; 2t. Because only codewords are transmitted, an error will be detected 
whenever the received vector is not a codeword. Since d(y,x) ::; 2t, we know wt(y - x) ::; 
2t. Because our assumption states that the minimum weight of any nonzero codeword is 
2t + I, we can conclude that y - x is not a codeword. Again using property I of a linear 
code C, we know that y - x is an element of C, for all x and y in C. Since we know x is a 
codeword and y - x is not a codeword, then y must not be a codeword. Thus up to 2t 
errors will be detected. 
Notice that the previous theorem states that any tor fewer errors can be conected 
or any 2t or fewer enors can be detected. In other words the user must choose one or the 
other. Consider the Hamming (7, 4) code, which has a Hamming weight of 3 = 2 · I + 1. 
With this information the user must choose whether to correct one enor, or to detect any 
one or two errors. In order to illustrate this, suppose that the word 000 I 0 I 0 was received. 
It is possible that the intended message could have been 0000000, indicating that there 
were two enors, or the intended message could have been 0001011, implying there was 
only one error. If the user chooses to correct the error, he or she would assume that 
000 I 0 11 was the intended message, when 0000000 could have been the original message. 
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If the user chooses error detection, no decoding would be made and retransmission would 
most likely be requested. [1] 
Parity Checks 
An alternate way of describing a linear code is by parity check equations. Parity 
check equations are a set of equations that give the redundancy positions in terms of the 
information positions. To better depict this, take any vector (a1, a2, a3, <14, as) from the (5, 
3) binary code Ct. Now assume the information positions are a 1, a2, and a3 are known. 
We are then able to compute the redundancy positions in terms ofa1, a2, and a3 as: 
<14 = a1 + a3 
Any codeword in C 1 will satisfy these two equations, which are known as our parity 
check equations for C 1. We can use the parity check equations in order to obtain all the 
vectors in C 1. For example, ifa1 = 1, a2 = 1, and a3 = 0, then <14 = 1 + 0 = 1 and 
as = 1 + 1 + 0 = 0 giving a vector of (1 , 1, 0, 1, 0). Notice this is the sum of the first two 
vectors in the generator matrix G 1. 
All parity check equations can be expressed in terms of a matrix known as the 
parity check matrix. An (n, k) code Cis specified by a parity matrix H if every vector in 
Cis orthogonal to all rows of the matrix H, where H has n - k rows and n columns. 
Recall that two vectors v and ware orthogonal ifv · w = 0. 
Theorem 6: If an (n, k) code C has a generator matrix G = (h, A), where his the k x k 
identity matrix and A is the k x (n - k) matrix obtained from G by deleting the first k 
columns ofG, then the parity check matrix ofC isH = (-A\ In-k), where At is the 
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(n - k) x k transpose of A and In-k is the (n - k) x (n - k) identity matrix. Note that -A1 = 
A1 for binary codes. 
Proof: It suffices to show that the rows of G and H are orthogonal to each other since 
every codeword ofC can be written as linear combinations of the row vectors in G. 
We first look at the first rows. Let A= (a~j) . Then the first row of G is 
g1 = (1 , 0, ... , a11 , a12, . .. ,a1(n - k)), and the first row ofH is 
h1 = (-all, -a21, ... , -ak!, 1, 0, ... ,0). Then g1 · h1= -a11 + a11 = 0. Continuing this process 
for pairs of rows will give the same results, thus showing that the rows in G and H are 
orthogonal. [5] 
This theorem allows us to obtain H given G. Consider the ( 4, 2) ternary code C2 
whose generator matrix is 
G2 = (I 0 1 1 J 0 1 2 1 
with elements 0, 1, and 2 in GF(3), the field of three elements modulo 3. 
We can check our answer by assuring that the rows ofG2 and H2 are orthogonal. Sure 
enough, g1 · hl = 0, g2 · h2 = 0, g1 · h2 = 0, and g2 · hJ = 0. [5] 
Once a parity check matrix has been established, it can be used to decode 
received messages. We will illustrate this using the original Hamming (7, 4) code with 
generator matrix 
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1 o o o'1 1 o' 
G 0100101 
0010111 
0001,011, 
in which any single error can be corrected. The parity check matrix of G is computed as 
H = (-A\ In-k) = 1 0 1 1 0 1 0 ~ 1 1 0 1 0 OJ 0111001 
Now take the transpose of H 
H1 = 1 1 0 
1 0 1 
1 1 1 
0 1 1 
1 0 0 
0 1 0 
0 0 1 
Assume a 1 x 7 codeword w is received. Now compute wH1. lfwH1 is the zero vector, 
assume w is a codeword and that there was no error made. IfwH1 is the ith row ofH1, 
then assume that an error was made in the ith component ofw. IfwH1 is not any row of 
H1 or the zero vector, then assume that at least two errors occurred and we would choose 
to not decode. For example, ifthe received message was v = 0000110 we would compute 
Now since this is the first row in H1, we would assume there was an error in the first 
component. Thus, the decoded codeword would be 1 00011 0 and the message would be 
1000. This produces the same results as the nearest-neighbor method described earlier. 
However if the intended message 1 0011 01 was received as z = 1 001 0 11 (with errors in 
the fifth and sixth positions), then zH1 = 110, the first row ofH1. In this case, we would 
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assume an error in the first component and z would be decoded incorrectly as 0001011 . 
Although this case would produce an inaccurate result, the nearest-neighbor method 
would also give the same incorrect outcome. [ 1] 
Using the parity-check matrix gives the same results as the nearest-neighbor 
method of decoding. However, there is much less exertion using the parity-check matrix. 
When using the nearest-neighbor method it is necessary to compute 16 codewords and 
then compare the received message to each of these codewords in order to find the error. 
Using the parity-check matrix requires only simple matrix multiplication. Thus 
programming a system to decode using the parity-check matrix would save a great deal of 
time and effort in correcting single errors. 
Theorem 7: Decoding using the parity-check matrix will correct any single error if and 
only if the rows of the transpose of the parity-check matrix are nonzero and no one row is 
a scalar multiple of any other row. 
Proof: (<=)Because we have been mainly focused in the binary system, and for 
the sake of simplicity, we will prove only the binary case. Let H1 be the transpose of the 
parity-check matrix whose rows are nonzero and not scalar multiples of one another. 
Assume that a codeword w was sent and then transmitted with one error in the ith 
position. Let ei be the vector that has a 1 in the ith position and all Os elsewhere. Then 
the received word can be denoted as w + ei. Recall that an (n, k) code Cis specified by a 
parity matrix H if every vector inC is orthogonal to the rows of the matrix H or columns 
ofH1. Then 
(w + ei)H1 = wH1 + eiH1 = 0 + eiH1 = eiH1• 
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eiHt is the vector that appears in the ith row of Ht. Thus, if a single error did occur Ht 
would be able to detect it so long as each row of Ht is distinct. Since we assumed that 
each row was not a scalar multiple of any other row, we know that the rows of Ht are all 
distinct from one another. 
(=>)Assume that the parity-check matrix H decodes any received codeword with 
no more than a single error accurately. Assume that the ith row ofH1 is the zero vector 
and assume that ei was the received codeword when u = 0 ... 0 was the sent message. 
Then eiH1 = 0 ... 0 (the zero vector), and we would assume that no error occurred. But if 
His able to correct any single error, it surely would correct ei. Thus the ith row ofH1 is 
not the zero vector, which implies there is no zero row in H1. Now assume that the ith 
andjth row ofH are equal and i #- j. Let w be a transmitted codeword received as w + ei 
(a single error in the ith position). Then 
(w + ei)Ht = wHt + eiHt = ith row ofH1 = jth row ofHt. 
In this case our protocol would tell us not to decode. But this again contradicts our 
assumption that H can correct up to any single error in all received messages. 
Q.E.D. [1] 
Hamming's Method to Madness 
Any reader of Hamming's work would most likely wonder what inspired and 
stimulated a man to devise such ingenious schemes. Hamming's first analysis of coding 
began with the unit cube in Euclidean n dimensional space (En), where n is the length of a 
codeword. He began with n = 3 and made each n-tuple a vertex of the cube like the 
following figure. 
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(0, 0, 1) (0, 1' 1) 
(0, 1, 0) 
The darkened vertices represent the four codewords, 000, 011, 101, and 110 of length 
three. This (3, 2) code is able to detect all single digit errors. Thus if there was a single 
error in any of the four codewords, we would obtain one of the white vertices. Since 
none of the white vertices represent a codeword, we would be able detect an error. This 
three dimensional cube also demonstrates why two errors would not be detected. Two 
errors in a codeword would change two coordinates, giving a different codeword. For 
example, if the first two coordinates of (1, 0, 1) were changed to (0, 1, 1) we would 
receive a different codeword, but still assume that there was no error. This observation 
led Hamming to his definition of distance between two n-blocks of binary digits as the 
number of coordinates in which the corresponding vertices differ. In geometrical terms, 
the distance is just the number of edges in a shortest path between two vertices. [6] 
Notice that in the figure every codeword is a distance of two from one another. 
Thus we can say the minimum distance of the code is 2. With a minimum distance of2, 
single error detection is possible. However, Hamming then discovered that in order to 
correct any single error, the minimum distance of the code would have to be 3. One 
example is the (3, 1) repetition code with 000 and 111 as codewords. The following 
figure shows all the possible one digit errors in the codeword 000. 
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(0, 1' 0) 
Each of the three possible errors is a distance of two from the codeword 111. Using the 
majority rule, we could correct the error so long as only one error occurs. However if 
two errors occurred in 000, the received codeword would be closer to 111 . For example, 
two errors in 000 could produce 110, which has a distance oftwo with the codeword 000 
but a distance of only one with the codeword 111 . Hamming used this observation when 
he constructed his (7, 4) code to have a minimum distance of three. [6] 
Perfect codes 
Hamming further used his geometric model to propose the idea of a perfect code. 
He first defined a sphere with radius r, r E z+, centered on any vertex of the unit cube in 
En, to be the set of all vertices of the cube that have a Hamming distance less than or 
equal to r from the center vertex. These spheres are denoted as r-spheres. The two 1-
spheres of the (3, 1) code are shown below. 
Sphere 1 
Sphere 2 
Notice that the two 1-spheres do not overlap and account for every vertex. 
In general, a code C (with minimum d) is perfect if there exists a radius r E z+ such that: 
1. The r-spheres are pairwise disjoint (do not overlap). 
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2. Each vector in the vector space Vis contained in the r-spheres . [6] 
Because we have established minimum distanced, we will now denote an (n, k) code as 
an (n, k, d) code. A perfect (n, k, d) code is able to correct any r or fewer errors, where 
r = (d - 1)/2, implying d must be odd. We have already shown that the Hamming 
(7, 4, 3) code is able to correct any single digit error. We can also see that the code is 
perfect by looking at the }-spheres of the Hamming code. Recall that there are 24 = 16 
code words in the Hamming code. If each of these codewords were the center vertex of a 
sphere with radius one, there would be a total of 8 distinct vectors in each sphere. For 
example, the codeword 0000000 would have the vectors 0000001, 0000010, ... , 1000000 
in its sphere since each of these vectors are within a distance of one from 0000000. Thus 
there would be a total of eight vectors in the sphere. Continuing this process for each 
codeword would give 8 distinct vectors in each of the spheres. Now if each codeword 
has a total of 8 vectors in its sphere, all the spheres combined would have a total of 24 · 8 = 
4 ~ 7 2 · 2.) = 2 vectors, the total number of vectors in the space. Thus all the !-spheres of the 
Hamming code account for all the vectors in the vector space. Since each sphere has a 
radius of 1 and the minimum distance between all the codewords is 3, no two spheres will 
overlap. Thus we can see that the Hamming (7, 4, 3) code is in fact a perfect code. Using 
this same reasoning, we can decipher a way to find all perfect binary (n, k, d) codes. 
Assume we want to find a perfect binary (n, k, d) code that will correct up tor 
errors. This code will have a total of 2k codewords and there will be a total of 2n vectors 
in the vector space. We want each codeword's sphere to have a radius ofr. Thus each 
vector in a sphere can have up to r different components from the codeword. Recall that 
we do not want any spheres to overlap, that is we do not want the same vector to be in 
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two different spheres. The only way this could occur is if two or more vectors in the same 
vector space were equally close from two or more different codewords. Remember we 
chose r E z+ such that r = ( d- 1 )/2, which implied d must be an odd integer. If the 
minimum distance between any two codewords is odd and the Hamming distance 
between any vectors is always a positive integer, then any vector inside this minimum 
distance must be closer to one codeword. For example, the vector 0000011 will be closer 
to the codeword 0001011 than the codeword 0000000 in the Hamming (7, 4, 3) code. 
d=3 
ooopo11 
0 2 ,., _, 
distance = 2 distance = 1 
Hence, no vector is equally close to two different codewords. Now in order to calculate 
how many codewords there are in each sphere, we will use the combination formula: 
(:) = n!/((n-x)!·x!). 
For every codeword, we can change up tor digits out of n. In short we want all the 
vectors within r units of the given codeword to be in the sphere. Then each sphere will 
contain (o) + G) + ... + (J vectors. For instance, G) will count all vectors with a 
distance of three from the given codeword. [6] Since we want the total vectors in all 
spheres to equal the total number of vectors in the vector space, we can conclude that in 
order for a binary (n, k, d) to be perfect, it must satisfy the equation: 
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Golay's Perfection 
The Golay (23, 12, 7) code is another example of a perfect binary code. We can 
assure that this code is perfect by showing it satisfies the previously stated equation. First 
we will find r. The Golay (23, 12, 7) code has minimum distanced = 7. Then we know r 
= (7 - 1)/2 = 3. Now plugging into the equation we obtain: 
[ Gi' + el' + (2J + eJ ]2 12 = 2048·2 12 = 2 11·i2 = 223 , the number of vectors 
in the vector space. 
This code was developed by Marcel J. E. Golay, whose name is highly recognized 
with the origins of coding theory. [6] Golay built on what Hamming had already started 
and created this elaborate code, along with many other discoveries, which is able to 
correct up to three errors and detect up to six errors in any received word of length 23. 
Although Golay's work is not as well known as Hamming's and is far beyond the scope 
of this paper, he deserves much credit for his work in the foundation of coding theory. 
Syndrome and Coset Decoding 
So far we have focused on decoding schemes that are designed for specific codes 
such as the Hamming (7, 4) code. Although Hamming decoding is very useful, it 
requires a great deal of storage and often requires long procedures such as listing and 
comparing. In any code with large n, decoding can take a considerable amount of time. 
A decent amount of time can be saved by making use of syndromes to identify the coset 
to which the received vector belongs. In essence, syndrome decoding is minimum 
distance decoding using a reduced lookup table and can be used on any code. In order to 
fully grasp syndrome decoding, we must review a few key terms. 
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A group G is a nonempty set, together with a binary operation *, such as 
multiplication or addition, satisfying the following axioms: 
G.l Closure: For all a and b in G, a * b belongs to G. 
G.2 Associativity: For all a, band c in G, (a* b)* c = a* (b *c). 
G.3 Identity element: There is an element e in G such that for all a in G, e * a = a * e = a. 
G.4 Inverse element: For all a in G, there is an element b in G such that a * b = b * a = e, 
where e is the identity element from the previous axiom. 
A subgroup is a subset of a group which is also a group itself and therefore satisfies 
axioms G.l - GA. 
An abelian group, also called a commutative group, is a group such that a * b = b * a for 
all a and b in G. 
A field F is an algebraic structure in which the operations of addition, subtraction, 
multiplication and division (except division by zero) may be performed and the usual 
rules of associativity, commutativity and distributivity hold. 
Cosets: Let H be a subgroup of the group G, and let a E G. The set 
a*H = { x E G I x = ah for some hE H } 
is called the left coset of H in G determined by a. Similarly, the right coset of H in G 
determined by a is the set 
H*a = {x E G I x = ha for some h E H}under the operation*. 
Up until now we have viewed a code Cas a vector subspace of a vector space V. 
Shifting our perception from a linear to abstract algebraic approach we can also let C be a 
subgroup of the abelian group V. The co sets of a code are needed for syndrome coding 
as well as other forms of coding. Let C be an (n, k) code over the field GF( q) and let a be 
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in V. Then the coset ofC determined by a is {a+ c Ic E C} and is denoted a+ C. The 
coset a+ C can be represented by any element in the coset. Thus ifb is in a+ C, then 
a + C = b + C since b =a+ c for some c in C. 
Now assume we receive a message y and that y = x' + e', where x' is a codeword 
and e' is an error vector. Then y is in the coset e' + C and this coset contains the 
expressions e' + x for all x inC, or equivalently y - x for all x E C. If we choose e = y -
x to be the vector of smallest weight in the coset, also known as the coset leader, and 
decode y to x = y- e, then x will be the vector closest to y in C. This is another form of 
maximum-likelihood decoding. The standard array of a code will help simplify this 
process. The standard array of a code C is a table of vectors whose first row is C itself 
with the zero vector in the first column. Any other row (coset) thereafter will contain a 
coset leader followed by the summations obtained when adding this leader to the 
codewords in the first row. 
To better illustrate this, let C be a binary code whose generator matrix is 
G = !1010 ] 
~ 1 1 1 
and whose parity-check matrix is 
H = r 1 1 OJ 
~ 1 0 1 . 
Then the standard array for C looks like: 
Codewords 0 0 0 0 
Other Cosets 1 0 0 0 
Coset Leaders 0 1 0 0 
0 0 0 1 
1 0 1 0 
0 0 1 0 
1 1 1 0 
1 0 1 1 
0 1 1 1 
1 1 1 1 
0 0 1 1 
0 1 1 0 
1 1 0 1 
0 1 0 1 
1 0 0 1 
1 1 0 0. 
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The first row of the array contains the codewords of C with the zero vector first. 
Each other codeword following the zero vector can be inserted in any order. Now choose 
a coset leader for the first entry for the first coset, (0, 0, 0, 0). Remember we want a 
vector with the smallest weight that is not already a codeword. (1 , 0, 0, 0) is a good 
choice. We then add this coset leader to each of the codewords in the first row in order to 
obtain the entries in the second row. Continue selecting coset leaders that have weight 1 
and have not appeared in any previous coset. Notice the entries in each column all have 
distance 1 when compared with their corresponding codeword. Also notice there are 24 = 
16 entries in the standard array of C. Other codes besides C could have coset leaders of 
weight 2, 3 ... etc. 
We will now see how decoding is easily executed using the standard array. 
Assume we receive a message y = 1 1 1 0. Decode y to the codeword x found at the top 
of the column. In this case x = 1 0 1 0. It can then be seen that the coset leader e is the 
error vector. Since we have decoded y to its closest vector x, we are using maximum-
likelihood decoding. 
Decoding C using the standard array was easy since the array consisted of only 16 
entries. If C were a binary code of length 100, then the standard array would consist of 
i 00 entries, each of which would have to be stored and compared in order to find y as 
well as decode it. Using syndromes eliminates many of the unnecessary entries. 
Let C be an (n, k) code and let H be the parity-check matrix with rows h 1, ... ,hn-k· 
The syndrome of any vector y in S is defined to be the column vector 
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syn(y) = 
Y · hn-k 
with height n - k. Thus there will be total of qn-k syndromes for a code over the field 
GF(q). 
Theorem 8: (i) Every vector in the same coset will have the same syndrome. 
(ii) Vectors that are in different cosets will have different syndromes. 
Proof: (i) Let a + C be a coset of C. Then a+ c1 and a+ c2 are elements in a+ C 
for c1, c2 E C. Then for each row hi ofH 
(a+ c,) ·hi = a· hi+ c, ·hi = a· hi + 0= a· hi + c2 · hi = (a + c2) ·hi 
by coset multiplication. Recall that c1 · hi and c2 · hi equal 0 since the rows of a code C 
are orthogonal to all the rows of its parity check matrix H. Thus any two vectors in the 
same coset will have the same syndrome. 
(ii) Assume a+ c 1 and b + c2 are in distinct cosets with the same syndrome. Then 
a · hi = b · hi for 1 :S i :S n - k. Then 
a · hi - b · hi = 0 
=> (a - b) · hi = 0 for all i where 1 :S i :S n - k. 
This implies that a - b is orthogonal to all of the rows of H, thus a - b is in C. But this 
means that a and b are in the same coset, which goes against our assumption. This shows 
that distinct cosets will have distinct syndromes. 
We can now take our coset leaders from our standard array and multiply them by 
the transpose of the parity-check matrix H1. 
(0, 0, 0, 0) H1 = [~ J (1, 0, 0, 0) H1 
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(0, 1, 0, 0) Ht = [ i] (0, 0, 0, 1) Ht = [ ~ ] 
Notice that (1, 0, 0, 0) H\ (0, 1, 0, 0) H\ and (0, 0, 0, 1) Ht are the first, second, and 
fourth columns of H respectively. If a single error occurs in the ith position, the 
syndrome will be the ith column of H. 
Syndrome decoding can be summed up as follows. Take an (n, k) code Cover the 
field GF( q) and list the coset leaders of smallest weight of C and their syndromes. 
Because all the vectors in a coset have the same syndrome, the list of the coset leader's 
syndromes will contain all possible q"-" syndromes. Next we will choose coset leaders 
(vectors) ofweight 1 and compute their syndromes. If the syndrome is new, we have a 
new coset leader. After computing the syndromes of vectors with weight 1, we will 
move on to vectors with weight 2. Thus whenever we get a new syndrome with weight i 
we will put it in the ith column. We continue this process until we obtain all qn-k 
syndromes. Now that we have all our syndromes, we can decode. If a vector y is 
received, compute the syndrome ofy, syn(y), and locate this in the syndrome list. Find 
the coset leader e of the corresponding syndrome ofy. Finally, decode y as y- e = x. [5] 
Compared to the standard array of a code, syndrome decoding will save a great 
deal of storage and time. For example, using a binary (50, 30) code syndrome decoding 
would require storing 220 coset leaders and their corresponding syndromes, whereas the 
standard array would require 230 items. Syndrome decoding also creates less searching 
and comparing in order to decode. 
Coding Theory's Importance and Future 
From the simple variable x in an Algebra equation, to the millions of strings of O's 
and 1 's sent by computers, the uses and benefits of coding and coding theory are 
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abundant in the world. Symbolizing numbers, words, and messages using codes has 
become necessary in our everyday communication in order to save time, money, and 
effort. We have become a world dependent on technology. Sixty one billion emails are 
sent everyday. Many of these emails consist of such things as business sales, stock 
transactions, and order confirmations where accuracy is imperative. We even pay bills, 
register for classes, and take tests online. All messages transferred via the internet are 
highly susceptible to noise and interference. Fortunately, the internet and computers have 
decoders, much like the ones we have discussed, that are able to correct transmission 
errors, ensuring the delivery of accurate messages. The uses of error correcting codes 
carry on to text messaging with cell phones, reading audio codes from a CD, checking 
ISBN numbers on books, and scanning bar codes on grocery items. These are all events 
that are associated with our daily lives. 
When so much ofthe world's technology operates under error-correcting codes, it 
is essential that the most efficient, convenient methods are utilized. We have seen how 
repetition codes can be used to enhance the accuracy of the received message. However 
these codes often cause a great deal of unnecessary transmission. The Hamming code 
minimized the number of transmission digits and created one simple method to decode all 
the codewords in the code's corresponding vector subspace. The majority of computer 
RAM uses Hamming's (7, 4) code for information storage. The similar Golay code, 
which was briefly mentioned, was used for encoding and decoding the general science 
and engineering data for the 1977 spacecraft voyages to Jupiter and Saturn. [3] Thus, one 
could even say that the uses of coding theory extend beyond our world. Yet, the 
matrices that these codes use as decoders, as well as the parity checks, require a 
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significant amount of storage space. Using coset decoding, we find that the amount of 
storage space required can be cut drastically. 
The growing industrialization of the world and its technology keeps coding 
theorists constantly searching for new, efficient methods of error-correction and 
communication. Soon the ISBN numbers on the back of books will change to a 13 digit 
code. Mathematicians will have to develop a new scheme to ensure this 13 digit code 
will be transmitted accurately. So long as the world develops, so will the logic behind it. 
It is important to remember that the topics discussed only reveal a small section of the 
extensive field of coding theory. In mathematical terms, we have only covered a subset 
of coding theory's unbounded set of methods. Recommendations for continued study are 
San Ling's Coding Theory A First Course and Vera Pless's Introduction to the Theory of 
Error-Correction Codes. 
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