We find the general expression for the open superstring partition function on the annulus in a constant abelian gauge field background and at finite temperature. We use the approach based on Green-Schwarz string path integral in the light-cone gauge and compare it with NSR approach. We discuss the super Yang-Mills theory limit of the string free energy and mention some D-brane applications.
INTRODUCTION
Leading-order interactions between BPS states of D-branes [1] admit both supergravity and super Yang-Mills descriptions which give equivalent results for interaction potentials (see, e.g., [2, 3, 4, 5, 6] and references there). This equivalence can be understood as being, in particular, a consequence of the universality of the leading F 4 term in the open superstring partition function on the annulus [3, 7] . An important question is whether this correspondence between the two descriptions applies also to non-BPS (excited, or non-extremal) states of D-branes. As was found in [8] , starting with the one-loop F 4 -term in the SYM effective action and assuming certain averaging over SYM backgrounds which have the right energy and charges to describe near-extremal branes on supergravity side one obtains the expressions which have the same structure as supergravity interaction potentials between extremal and near-extremal branes. The precise coefficients do not seem to match however.
1
From supergravity point of view, the non-extremal branes can be assigned certain temperature and entropy. It is thus natural to expect that the SYM description of nonextremal RR branes should, in fact, be based on thermal gauge theory states. In particular, one may try to interpret the Hawking radiation of a certain class of near-extremal black holes with RR charges in terms of emission of closed string modes by a D-brane configuration in an excited state [10, 11] . The entropy of near-extremal D3-brane can be reproduced as the entropy of finite-temperature ensemble of states of the N = 4 four-dimensional SYM theory [12] . As discussed in [13] , there are two kinds of non-extremal states of D-branes: one can be thought of as a D-brane with a small number of long (massive) strings, and another as a D-brane with a large number of short (massless) open strings. For large deviation from extremality (or large temperature, β < √ α ′ ) long string state has greater entropy, while for small excess energy the gas of light open strings (or SYM modes) is the relevant description.
This suggests that to describe the potential between non-extremal D-branes one should perform finite-temperature analogs of computations in [2, 3, 5, 14] , i.e. determine the corresponding terms in the finite-temperature open string partition function or finitetemperature effective action of SYM theory. This is one of motivations behind the formal discussion of the present paper. In more general context, it is of interest to study the combined effect of the temperature and magnetic and electric background fields on the behaviour of open string ensemble. Here we shall compute the finite temperature superstring partition function on the annulus in a constant gauge field background and obtain the corresponding SYM free energy in the α ′ → 0 limit. Possible applications will be mentioned only briefly.
We shall start in Section 2 with a detailed discussion of the zero-temperature case. The string partition function in external fields is directly related to the string effective action.
2
This relation is particularly simple in the open string theory case. 3 The computation of the one-loop (annulus) superstring partition function in a constant gauge field background Z(F ) is straightforward in the light-cone gauge Green-Schwarz (GS) formulation and was originally considered in [19] . In section 2.1 we shall put Z(F ) found in [19] in a more explicit form and then in section 2.2 compare it with related results found using NSR path integral and GS boundary state approaches.
4
For constant F the GS path integral becomes gaussian in both bosonic (x) and fermionic (S) coordinates. The approach used in [19] was to compute the corresponding determinants with the free-theory boundary conditions ∂ n x = 0, S 1 = S 2 . This is in direct correspondence with the standard definition of the string scattering amplitudes as correlators of l.c. gauge GS vertex operators [23, 24, 25] . Somewhat surprisingly, we find that the resulting Z(F ) is different from the result of the NSR approach of [2] (which is equivalent to the result of the GS boundary state approach of [26] ). The two partition 2 Low-energy effective action in string theory can be defined as a 'superposition' of string scattering amplitudes with massless tree-level poles subtracted. The scattering amplitudes are given by correlators of vertex operators in flat background. In the Polyakov path integral approach it is possible to represent the string effective action in terms of the (renormalized) string sigma model partition function in background fields. Indeed, the latter is the generating functional for string amplitudes (average of the exponential of vertex operators multiplied by external fields) and renormalisation of logarithmic 2d divergences effectively subtracts the massless poles [15, 16] . 3 At the tree (disc) level the divergences associated with the Möbius group volume are absent in the superstring case [17] and can be easily renormalised away in the bosonic case [18, 19] . The problem of Möbius infinities does not appear at one and higher loop level where in computing Z one needs only to subtract logarithmic divergences associated with massless poles in the amplitudes.
The local part of these divergences is absent in the case of the constant abelian vector field strength background so that Z(F ) is finite (apart from modular divergences that may or may not cancel depending on a particular problem and theory under consideration). 4 One of our aims is to clarify the structure of the light-cone GS path integral approach to computation of the string partition function with a hope that it can be applied to the problems of determining derivative O(∂F ) corrections to the one-loop Z(F ) and computing the two-loop contribution to the string effective action (in particular, in order to check the conjecture [6, 20] that, like F 4 term in one-loop Z [3] , the F 6 term in two-loop Z is 'universal', i.e. has trivial dependence on α ′ and thus on space-time IR cutoff or distance between branes). Such computations in the NSR formalism where one needs to sum over spin structures appear to be very complicated. Related examples of the utility of the l.c. GS approach to computing the one-loop partition function in closed string theory can be found in [21, 22] .
functions agree in the α ′ → 0 (massless state) limit but differ in the contributions of massive states. Similar gaussian path integral in the NSR approach can be computed either directly, by evaluating determinants in external field F using free-theory boundary conditions, or, as in [27] , by first solving the boundary conformal field theory in terms of free oscillators (imposing F -dependent boundary conditions [28, 29] ) and then obtaining the partition function using the standard operator formalism relation (the two procedures give, of course, equivalent expressions for Z(F )). The same result can be found in the GS approach if instead of computing path integral with the free-theory boundary conditions as in [19] one first solves the 2d conformal theory using appropriate ('supersymmetric') boundary condition S
. This boundary condition is the one that is consistent with space-time supersymmetry [29, 26] (though it is not the one implied by the form of the F -dependent l.c. gauge GS action).
While the approach of [19] is in direct correspondence with the standard l.c. gauge GS vertex operator definition of the string amplitudes, it may not manifestly preserve supersymmetry. 5 This suggests that the difference between the expressions of [19] and [27, 26] may be interpreted as being due to certain 'contact terms' [30] (which for constant F may have the same structure as the 'main' terms). The two expressions may be related by a redefinition of the field strength
The comparison with the approach of [26] shows how the GS path integral result of [19] is to be modified to restore its equivalence with the NSR result. In section 2.2 we shall first find Z(F ) depending on four 'magnetic' eigenvalues of the D = 10 background F µν and then generalise it to include the dependence on the fifth 'electric' component, obtaining the D = 10 Lorentz-invariant expression for the partition function (related partial results appeared in [5, 31, 32] ). Some properties of Z(F ) and D-brane applications will be discussed in section 2.3. In section 2.4 we shall show that the α ′ → 0 limit of Z(F ) is equivalent to the one-loop SYM effective action in a general D = 10 constant abelian gauge field background. The finite temperature case will be the subject of section 3. In section 3.1 we shall find the finite-temperature analogue of the one-loop effective action (free energy) in SYM theory in a magnetic background. In section 3.2 we shall use the GS approach to generalise the string partition function obtained in section 2.2 to the finite-temperature case. The 5 Indeed, here one uses the constant F truncation, i.e. keeps only (momentum) n term in the n-point vector amplitude while the symmetries of the theory are expected to be preserved provided one defines the amplitudes by an analytic continuation in momenta. 6 A lesson seems to be that one may get inequivalent results for a superstring partition function depending on whether one reconstructs it from an expansion near free-theory point or defines it in terms of a non-trivial conformal field theory which uses appropriate boundary conditions. resulting expression Z(β, F ) will have the SYM free energy as its α ′ → 0 limit. In section 3.3 we shall study the dependence of Z(β, F ) on the background field and temperature. In particular, we shall show that the value of the Hagedorn temperature is not modified by the magnetic field and that the infra-red magnetic instability of zero-temperature partition function (present in both string theory and SYM theory) remains also at finite temperature.
The finite-temperature case with an electric background will be discussed in section 3.4. The presence of an electric field is known to modify the value of the Hagedorn temperature of the neutral open bosonic string gas [33] and we find that the same is true for the open superstring gas. 
where (the indices i, j and a, b run from 1 to 8)
2)
For the constant field strength,
the path integral is gaussian [18, 19] . To be able to use the l.c. gauge GS formalism, we assume that the electric field components are vanishing. At zero temperature the final result for Z(F ) should admit a Lorentz-covariant SO(1, 9) generalisation, so that the 7 We shall be interested in the case of oriented open superstrings which is relevant for the description of D-branes and discuss only the annulus diagram. All considerations below can be straightforwardly repeated for the case of the Möbius strip diagram of type I theory.
dependence on electric components may be deduced by analytic continuation in magnetic components.
We shall assume the standard [25] boundary conditions
with both x and S being periodic in the angular coordinate of the annulus. For generic vector fields Z is the generating functional for the scattering amplitudes (I int corresponds to the standard l.c. gauge form of the vector field vertex operator [25] ). The form of the interaction action (2.2),(2.3) follows also upon fixing the l.c. gauge in the covariant action for a GS superstring coupled to the on-shell D = 10 SYM superfield background [15] .
In the present case of a gaussian theory one may compute the path integral either by first directly expanding the fields subject to the free-theory boundary conditions (2.5) in modes and then integrating them out, or by first solving the classical equations of the theory using field-dependent boundary conditions implied by the action (2.2), i.e.
The results for Z(F ) found using these two approaches are, of course, equivalent. One may, in principle, consider a possibility of replacingF ab in (2.3) withF ′ ab given by a local power series in F ,
, as this would modify the corresponding scattering amplitudes only by certain contact terms (which may be necessary to add to maintain Lorentz symmetry or space-time supersymmetry [30] ). Equivalently, one may consider replacing (2.7) by a different field-dependent boundary condition (implied by the action (2.2) withF given not by (2.3) but byF ab )
This again would change the scattering amplitudes only by contact terms. The choice of such modified boundary condition withM ab related to M in (2.6) as a spinor rotation is related to a vector rotation, i.e. by 9) follows from the condition that the boundary conformal field theory defined by (2.2),(2.4) should preserve space-time supersymmetry [29, 26] . As we shall find below, such modification is, indeed, required in order to obtain the same expression for Z as in manifestly Lorentz-covariant NSR path integral approach (in the special case of F having only one non-vanishing component this was shown in [26] where the NSR result of [27] was reproduced using (2.9)). In this subsection we shall follow the approach of [19] based on (2.3),(2.5) but many of equations below will not depend on the explicit form of the relation betweenF and F so that the modification required for restoring the equivalence with the NSR approach will be straightforward to implement later. We shall often absorb 2πα ′ in the two magnetic field 8×8 matrices F (r) ij (r = 1, 2) representing the interactions at the boundaries of the annulus. 8 The gaussian path integral over the bosons and fermions gives [19] 
10)
is the fermionic zero mode factor given below and
is the contribution of the non-zero modes. The advantage of the GS formalism is that the treatment of non-zero modes of bosons and fermions is parallel as both x and S are periodic functions of the boundary angle ψ (which is the euclidean analogue of the openstring time). The bosonic function K I = K · F I (I = 1, 2, 3, 4) is the product of the derivative of the boundary values K rs of the Green function of the Laplace operator on the annulus (r, s = 1, 2)
with the matrix
I ), where f
are the non-vanishing entries in F (r) ij taken in the block-diagonal form
0 . 8 In the case of the open string with charges e 1 , e 2 in an external magnetic field F ij one has F (r) ij = e r F ij (the neutral string case corresponds to e 1 + e 2 = 0 or F
ij independent which is useful in view of D-brane applications. 9 We assume that both F (1) ij and F (2) ij can be simultaneously put in such form.
The identity operator in (2.11) is 1 = 1 π ∞ n=1 cos nψ rs . The fermionic functionK I has a similar definitionK I = K ·F I in terms of K (which is also equal to the 2 × 2 matrix of the boundary values of the Dirac operator Green function) andF I = diag(f 
i.e.
As follows from (2.14),
Note that it is not necessary to assume thatF ab in (2.3) has block-diagonal form: using the projector property of iγ ij one can compute the fermionic determinant with the only assumption being that F ij has block-diagonal form. The result is then expressed in terms of f I according to (2.11) 
The fermionic zero-mode factor in (2.10) is [19, 34] 
(2.16) Since the matrices K I andK I are obtained from 2×2 matrix K (2.12) of the first derivative of the bosonic Green function on the annulus with legs on any of the two boundaries 10 This is the same as the transformation in the weight space of SO(8) that rotates vectors into spinors, see, e.g., [25] . The choice of signs off I is not important as the determinant depends only on their squares (we, in fact, invert the sign off 1 as compared toF 12 so that
by multiplying it by diag(f
I ), the ratio of the functional determinants (2.11) reduces to the infinite product of the ratios of determinants of 2 × 2 matrices
where
were set equal to zero. Keeping the non-zero background fields at both boundaries of the annulus we get 18) or, equivalently,
where we have used that in the ζ-function regularisation
.
We reserve the notationφ I for the linear combinations of ϕ I defined as in (2.14),
Using the expression for the Jacobi ϑ 1 -function
we finish with
where we defined
The final result for the partition function (2.10) is thus remarkably simple (
Green-Schwarz path integral with supersymmetric boundary condition and equivalence with NSR path integral
It is easy to show that if one replaces the fermionic boundary condition (2.7) by the 'supersymmetric' one (2.8),(2.9) or, equivalently, makes the corresponding replacement of
and repeats the above computation of Z using (2.5) andF ′ in place ofF , one finishes with the same expression (2.25),(2.27) but with 28) whereφ I is defined by (2.23), i.e.
To see the reason for the replacement (2.28) note first that the matrix in the bosonic boundary condition (2. 
If we diagonaliseM (which is just a spinor rotation matrix with angles ϕ I ) then its 8 eigenvalues will be (cf. (2.3),(2.13),(2.14)) 
It would be interesting to find an independent argument of why this non-linear redefinition is required. The equivalent 'proper-time' form of (2.29) is found by performing the Jacobi transformation,
and noting that the exponential factors coming from the bosonic and fermionic ϑ-functions cancel out because of the relation between squares of ϕ I andφ I similar to the one in (2.15). 14 We finish with
3) and the expansion of the exponent is understood in the following sense: γ i are treated as Grassmann, i.e.
they all anticommute and have zero squares. 14 Such relation is not true forφ I and ϕ I and thus the form of (2.27) is not 'modular-invariant'.
In the special case of one non-vanishing field component this expression was obtained in [26] using GS boundary state approach with the boundary condition (2.8).
The expressions (2.29),(2.35) can be put also into 'NSR form' by using the Riemann identity [36] 36) where fourŷ I are related to y I as in (2.14), i.e.ŷ I = P IJ y J . Then from (2.29) we get 37) and from (2.35)
Apart from the last term, this is, indeed, the result which one finds by doing a similar calculation in the NSR approach. The last term (i.e. ∼ det F ij which does not have a D = 10 Lorentz-covariant extension) does not appear in the standard D9-brane NSR partition function in magnetic background (the periodic sector contribution vanishes because of the remaining fermionic zero modes ψ 0 ,ψ 9 ) but is present in the closely related D8-brane expression [5, 31, 37, 38] , obtained by assuming the Dirichlet boundary condition along the 9-th direction. The reason why it appears in the GS approach is that because of the choice of the l.c. gauge here one treats the 0, 9 directions as the Dirichlet ones [39, 26] , i.e. the above expression (2.35) effectively corresponds to D8-instanton, with time being one of the two orthogonal directions.
In NSR approach the fermionic terms in the action in (2.1),(2.2) are replaced by (µ, ν = 0, 1, .., 8, 9)
39)
15 Note that
, and
,
with the boundary conditions
The calculation of the fermionic determinants is analogous to the one discussed above but now we are to sum over the contributions of different sectors. Since here we have the same F µν matrix appearing in the bosonic and fermionic determinants, the arguments of the ϑ-functions are also the same. For F µν having only magnetic F ij (i, j = 1, ..., 8) components one finds that the final expression for the partition function is given by (2.38) (without the last term). The NSR approach allows, in principle, to obtain the expression for Z for the general D = 10 choice of (euclidean) F µν having all five 'eigenvalues' f 0 , f 1 , ..., f 4 being nonvanishing (f 0 = F 09 = iE is the electric field component). 16 The natural generalization of (2.38) to the case of f
or, equivalently, after the modular transformation (t = 1/τ )
The D = 10 expressions (2.40) and (2.41) which are symmetric in all five field strength eigenvalues reduce to (2.37) and (2.38) in the limit f
Some of the properties of the partition function (2.41) will be studied in sections 2.3 and 2.4 below. In particular, it has the correct D = 10 SYM (α ′ → 0) limit. 16 In the case of Minkowski signature there is another irreducible form of constant F µν which is the direct superposition of the block-diagonal magnetic field strength F pq (p, q = 5, ..., 9) and the 4-dimensional 'plane-wave' field F αβ (α, β = 0, 1, 2, 3) with orthogonal electric and magnetic components, e.g., F +3 = 0, i.e. F 03 = F 13 = const. The open bosonic string spectrum in such background was studied in [40] . Since the non-trivial 4-dimensional part of this background preserves supersymmetry, the corresponding superstring partion function vanishes. The bosonic string partition function is also trivial since all Lorentz-invariant scalars vanish when evaluated on the plane-wave background F αβ .
The special case of the superstring partition function (2.38),(2.41) when only one (electric, f 0 = iE) gauge field component is non-vanishing was first obtained in [27] (instead of computing the determinants directly with field-independent boundary conditions, the authors of [27] followed the equivalent procedure of solving the string equations with fielddependent boundary conditions [28, 29, 41] 
at σ = π and explicitly determining the corresponding string spectrum). The resulting expression was applied in D-brane context in [2] and was extended to the case of four or less non-vanishing eigenvalues of F µν in [5, 31] (ref. [31] gave also partial f 0 << f I result for the general five-eigenvalue case). It is easy to check that the expressions in [27, 2, 5, 31] are indeed the appropriate special cases of (2.38). to zero or infinity. For example, for two parallel D8-branes one finds is generic we get the potential between 'pure' D8-brane and a non-marginal bound state 8+6+...+0 of branes. It is clear from (2.1),(2.2) or from the form of the boundary conditions (2.6), that sending the boundary components f → ∞ for all I = 1, 2, 3, 4). 17 The limit f , so that one can use ϑ 1 (ϕ − 1 2
thus gives potential between two D6-branes (or D7-branes if the starting point is D9-brane expression), etc.
The last zero-mode term in (2.41) proportional to 4 M =0 f M = det F µν reduces to the last term in (euclidean) D7-brane analogue of (2.38) if one sends f 1 (f 0 ) to infinity which is equivalent to performing T-duality transformation along the two orthogonal directions.
18
The analogs of the last term in (2.41) (which is absent in the SYM theory limit) appear also in the case of lower-dimensional D-branes and may be related to the top 'Chern-Simons' terms which multiply the RR fields in D-brane actions [29, 42] .
The superstring partition function (2.10),(2.35),(2.41) vanishes not only in the zerofield limit but also in the 'neutral string' F ≡ F . 19 In D-brane context this corresponds to the vanishing of the potential between two parallel Dp-branes with the same field backgrounds (i.e. the same extra RR charge distributions) or the vanishing of potential between two parallel Dp-branes moving with the same velocities (equal to electric fields after T-duality). As follows from (2.10),(2.16), the 'magnetic' partition function (2.35) vanishes when any of the parametersφ I is zero, i.e. for the gauge field backgrounds which have residual supersymmetry from string-theory point of view, cf. (2.8),(2.33) [26, 29] (see also, e.g., [45, 32] ). Note that, in general, the condition that someφ I = has zero modes). 20 For F (1) = F (2) this implies, in particular, the vanishing of the oneloop contribution to the tension of a supersymmetric bound state of Dp-branes, while for generic F (1) and F (2) this implies the vanishing of the potential for a supersymmetric configuration of Dp-branes. 18 In this limit one should fix the product of the field component with the volume in the orthogonal directions so that the finite coefficient in front of the (euclidean) D7-brane analogue of (2.38) is proportional to V 8 . Analogous considerations can be used to relate D9-brane action to D8-brane one. Similar term (which is the contribution of R(−1) F sector) is present in the interaction potential between D0-brane and D8-brane [5, 31, 37, 38] and the related case of interaction between D4-branes at angles [32] . 19 This is in contrast to what happens in the neutral bosonic string case where Z(F ) = det(δ ij + F ij )Z(0) [28] . The one-loop Z in the open bosonic string has non-trivial dependence on the fields if F (1) = −F (2) . Z with F (1) = F (2) was found in [18] ; the case of F (2) = 0 and its relation to YM effective action in the α ′ → 0 limit was studied in [35] (some related computations of bosonic string partition function in external electromagnetic field and at finite temperature appeared in [43, 44] ). 20 The two conditions are equivalent, however, in the most interesting cases, e.g., for the 4d instanton configuration (f 1 = ±f 2 , f 3 = f 4 = 0 implies ϕ 1 = ϕ 2 , ϕ 3 = ϕ 4 , and thusφ 1 =φ 2 = 0).
Let us now discuss the t → 0 (open string channel) and t → ∞ (closed string channel) behaviour of the integral in Z (2.41) for arbitrary background fields. Let us first consider the 'magnetic' case when Z is given by (2.35),(2.38). In the t → 0 (τ → ∞) region it is clear from the representation (2.29) and (2.24) [24] after adding the Möbius strip contribution [19] . In Dp-brane context, the measure gets extra factor of s 1/2 for each of the 9 − p Dirichlet directions so that the integral becomes convergent at t → 0 for p < 7.
22
For large t (2.35) and (2.24) lead to a similar expression but now with ϕ I → itϕ I :
This is convergent when, e.g., all f The integral is convergent if M 2 > π|ϕ 1 | (similar remark was made in D-brane context in [26] ). For M = 0 the resulting divergence is the string analogue of the well-known IR instability [46] of the YM theory in magnetic backgrounds (which remains also in the super YM theory [47] ). In general, starting with the full D = 10 partition function (2.41) we find in the t → ∞ limit I=1f I , i.e. to detF ab . 22 Note that the fact that the leading F 4 /M 7−p term (in the integral with factor e −M 2 t included) originates from the zero-mode factor explains its 'universality', i.e. its trivial scale-factor dependence on α ′ or r (cf. [3, 7] ). 23 We use that for t → ∞ ϑ 1 (iz|it) → 2ie
were we kept only the leading term in each ϑ-function factor and dropped the last term in (2.41) which is convergent at t → ∞. In the euclidean case with all ϕ M being real we find that the condition of convergence at t → ∞ is determined by the term [
If the electric fields are real, i.e. if f (r) 0 = iE (r) and thus ϕ 0 = iϕ e are imaginary, we get the infinite number of poles coming from the bosonic 1 sin ϕ e t factor. This is the open (super)string analogue of the well-known Schwinger pair-creation instability in electric field [48, 27] . Since in this case tanh πϕ
, there is the restriction E (r) ≤ 1 (at the critical value of the electric field ϕ (r) E goes to infinity and the production rate diverges [27] ).
Super Yang-Mills theory limit
Let us now show that the α ′ → 0 limit of the string theory partition function (2.27),(2.29),(2.41) reproduces the D = 10 super Yang-Mills one-loop effective action in constant abelian background. As discussed in [35] , the D = 10 field-theory limit corresponds to α ′ → 0 for fixed UV cutoff at t = 0, 24 i.e. to t → ∞ (or τ → 0). We shall restore the factors 2πα ′ in F ij , i.e. f M → 2πα ′ f M , and define t = 2πα ′ t which has dimension (length) 2 so that 2πα ′ f M t = f M t is dimensionless. The parameter t is the (open string) field theory proper-time parameter, ǫ 2 ≤ t < ∞, where ǫ is the field-theory UV cutoff. Taking α ′ → 0 for fixed t and ǫ we find that (see (2.20) 
′f M , so that the limiting value of Z depends only on the sum of the two boundary fields f 
. This is to be compared with the D = 10 SYM analogue of the one-loop background field effective action. In the case of the SU (2) theory with (euclidean) U (1) D = 10 background F µν = 1 2 σ 3 F µν , where F µν has block-diagonal form with 5 non-zero entries f M , one finds for the one-loop SYM effective action [14, 50] 25 This is in precise agreement with the expression that follows from (2.41),(2.46) with the normalisation of the string-theory result fixed as
Note that the last det F µν term in (2.41) has no counterpart in the SYM theory: it disappears in the α ′ → 0 limit (it gets one extra power of α
Let us consider explicitly the purely magnetic case (f 0 = 0). Both expressions (2.27) and (2.29) for the 'magnetic' GS partition function have the same field-theory limit (both ϕ I (2.21) andφ I (2.23) are equal to 2α ′f I in the α ′ → 0 limit). Since ϑ 1 (
The term − (F 2 ) 2 [47, 35] . Eq. (2.49) is indeed equivalent to the f 0 = 0 limit of (2.47)
since, as follows from (2.13),
We shall later use a similar identity (obtained from (2.51) by 
The special case of (2.49) with
) is directly related to the effective action of the four-dimensional N = 4 SU (2) SYM theory in constant U (1) background [47] 
Here f 0 stands for the euclidean analogue of the D = 4 electric field component. This integral is convergent at t → 0 but has the same magnetic IR instability at t → ∞ as in YM theory.
FINITE TEMPERATURE CASE

Free energy of Super Yang-Mills theory
It is useful first to recall that in a D = p + 1 dimensional field theory with bosonic and fermionic degrees of freedom with mass operatorsM B andM F (which may depend on a background field) the proper-time representation for the free energy F has the form
The inverse temperature β is the period of the euclidean time direction. Using that
we can represent (3.1) in the form
or, equivalently, as
In the zero-temperature limit β → ∞ only the first term in (3.4) survives (ϑ 2 (0| 
If the fields are massless with total N of bosonic degrees of freedom (N = 8N 2 for the U (N ) SYM theory)
. The one-loop SU (2) SYM effective action (2.47),(2.50) is given by the sum of contributions of bosonic and fermionic determinants. Observing that the fermionic contribution in (2.50),(2.47) is represented by the term proportional to J cosh f J t, we find the following finite-temperature generalisation of (2.50), i.e. the one-loop free energy of the D = 10 SYM theory in a magnetic background (cf. (3.1))
Using (2.51),(2.52),(3.2) we can rewrite (3.7) in the form of (3.4) (cf. (2.49))
In the zero-temperature limit β → ∞ the second term vanishes and we get back to (2.49), (2.50) . In the zero-field limit f I → 0 it is the second ϑ 2 -term that gives a nonvanishing contribution which is equal to the free energy of the massless D = 10 SYM modes (cf. (3.6))
The presence of the second ϑ 2 -term in (3.8) with coshf I t factors instead of sinhf I t in the first ϑ 3 -term can be related to antiperiodicity of the fermionic fields in euclidean time direction. That finite temperature explicitly breaks supersymmetry is reflected in the fact that in contrast to (2.49), the finite-temperature expression (3.7) is non-trivial on supersymmetric (e.g., self-dual) configurations withf I = 0. In contrast to (2.49) and the integral of the first ϑ 3 -term in (3.7), the integral of the second ϑ 2 -term in (3.7) is convergent for t → 0 (the finite temperature provides an effective UV cutoff in this term since ϑ 2 (0|
where we have added the factor t (9−p)/2 to the measure in (3.8) to describe the case of SYM theory in D = p + 1 dimensions and defined (cf. (2.16))
The weak-field expansion of Z thus has the following structure 12) where b 0 F 4 stands for the
2 terms in the zero-temperature SYM effective action (b 0 ∼ ǫ 8−p ). For t → ∞ in (3.8) one finds the same IR singularity as in the zero-temperature case. It is known that finite temperature does not eliminate the magnetic instability of the YM theory [51] . Since this instability has its origin in the vector-field sector, it is not affected by the presence of fermions (irrespective of the choice of their boundary conditions).
String theory partition function in magnetic background
Below we shall consider an ensemble of open superstrings at finite temperature in an external magnetic field. Our aim will be to find the finite temperature analogs of the partition functions (2.27),(2.29), (2.38) . Taking the α ′ → 0 limit, we will reproduce the free energy (3.8) of the N = 4, D = 4 SYM theory in a constant abelian magnetic field. As in the zero background field case (cf. [52, 53] ) we shall obtain the finite temperature string partition function
where β is the inverse temperature, F is the free energy andẐ is the canonical partition function of string field theory, using the l.c. GS path integral formalism. Compared to the zero-temperature case of section 2 now the euclidean time coordinate has period β and thus includes winding modes in the angular coordinate ψ of the annulus. The fermionic coordinate S in (2.2) may be either periodic or antiperiodic in ψ (which effectively plays the role of the euclidean time coordinate). In fact, both sectors should be included in the GS partition function with appropriate temperature factors (this corresponds to taking into account different statistics in the cases of space-time bosonic or fermionic states propagating in the loop).
The periodic sector contribution is the obvious generalisation of (2.35)
It vanishes in the absence of the external field but provides correspondence with the zerotemperature expression for the string partition function (2.35) in the limit β → ∞. In the antiperiodic sector there is no fermionic zero-mode factor present in (2.10), (3.13) , and the space-time supersymmetry is explicitly broken by the temperature. The contribution Z − of the antiperiodic sector can be written as (cf. (2.10))
where Z − I has the same form as in (2.11) (and is equal to 1 for F (r) = 0), while the temperature-dependent factor Z(β, q) is the same as in the absence of the magnetic field [53, 54] 
where ϑ ′ 1 (0|iτ ) = 2πη 3 (iτ ). Equivalent forms of Z(β, q) are found using that
To compute Z − we note that the fermionic Green functionK in Z − I has the same form as (2.12) but now with the sum going over half-integers r = 1/2, 3/2, ..., or, equivalently, over integers n = r + 
(3.18) Here we have used the fact that taking a constant out of the product over half-integers does not produce an overall factor,
26 Since
we finally get (for the definitions of parameters see (2.20),(2.21),(2.26))
Combining this with (3.15) we find that Z − (3.14) takes the following simple form (cf.
(2.27))
As in the zero-temperature case, to have the agreement with the NSR result one should make the replacement ofφ I (2.21) byφ (2.23) in the fermionic ϑ 4 -contribution (cf. (2.29)) [19, 55] .
This can be put into the form of an integral over the open-string proper time variable t = 1/τ as in (2.35)
Z − vanishes in the zero-temperature limit and reduces to the free string partition function [53] in the zero-field limit. The final expression for the partition function which is the finite-temperature analogue of (2.35) is thus
The equivalent form of (3.24) is 25) where (cf. (2.48)) 26) and N is the Chan-Paton number (number of D9-branes). Using a version of the Riemann identity (2.36) Z can be written also in the NSR form similar to (2.37),(2.38) (cf. [56] ).
Some properties of finite temperature partition function
Starting with the string-theory partition function (3.24) and repeating the same steps as in section 2.4, i.e. restoring the 2πα ′ factors in f I , defining t ≡ 2πα ′ t and taking the α ′ → 0 limit, one finds indeed the SYM partition function (3.9) (apart from the last 4 I=1 f I term the role of which in the zero-temperature field-theory expression is to cancel a similar product term coming out of the expansion of the first term in (3.9), see section 2). 27 The exponential factors appearing in the Jacobi transformation again cancel out since 3.18) ). The behaviour of the integral (3.25) in the open-string UV region t → 0 is determined by the τ → ∞ region of (3.22): since ϑ 4 (φ I |iτ ) → 1, ϑ 1 (ϕ I |iτ ) → 2e
, we conclude that the integral is convergent at t → 0 provided β > β c = 2π √ 2α ′ . Thus the presence of the magnetic field does not change the value of the Hagedorn temperature of the free open superstring gas.
The open-string IR behaviour t → ∞ of the integral (3.25) is similar to that in the zero-temperature case (2.35),(2.44) discussed in sect. 2.2 (the temperature-dependent factors in (3.25) become trivial in this limit, ϑ 3,4 (0| = f I corresponds to the gas of open strings with both ends attached to the same Dp-brane, so that Z may be interpreted as determining the thermal self-energy of the Dp-brane (or correction to the tension of a Dp-brane in a thermal state). The temperature should correspond to the Hawking temperature of a non-extremal brane in the supergravity description, while the magnetic field may be used to represent bound states of D-branes.
Keeping f 1−e −2πtn
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. The p = 9 case of (3.28) corresponds to the F (r) = 0 limit of (3.25) . For example, the finite-temperature analogue of the D8-brane expression (2.42) is given by the obvious modification of (3.25) which reduces to (3.28) for F = 0.
Having in mind possible applications to the study of potentials between extremal and non-extremal branes one would be interested in expanding Z(β, F ) for small field and temperature. In contrast with the zero-temperature case where the expansion of Z in powers of F starts with the universal F 4 term, here one finds also lower powers of F with temperature-dependent coefficients, and there is no a priori reason for the 'universality' of such terms. The leading terms in the expansion of the partition function (3.25) in powers of the field will have the form (cf. (3.12)) Z ∼ k 1 β −9 + k 2 β −5 F 2 + (k 0 + k 3 β −1 )F 4 + ..., where k i with i > 0 will be non-trivial functions of r and α ′ .
Neutral superstrings in electric background
In general, one does not expect an equilibrium distribution for charged strings in an electric field, so it is natural to consider the neutral string case, f = iE, E = 2πα ′ E. The corresponding partition function Z(β, E) can be computed using either realtime or imaginary-time formalism. For the bosonic string Z(β, E) was found in [33] . In the real-time approach one should take into account that according to [41] the oscillation part of the mass spectrum of a bosonic neutral string in electric and magnetic fields gets rescaled by 1 − E 2 factor 29) where the oscillators are canonically normalised, [a i n ,ā j m ] = iδ ij δ nm . 28 Using the open string theory proper-time representation one then finds that the factor 1 − E 2 appears multiplying the integration variable t in the arguments of ϑ-functions, or multiplying the temperature term β 2 /t after a redefinition of t. In the imaginary-time approach one arrives at the same expression after taking into account that the winding modes of the imaginary time coordinate couple to the electric field term in the string action. As a result, the critical temperature of the bosonic string gets rescaled by the factor √ 1 − E 2 [33] . Similar conclusion is reached in the superstring case (for simplicity we shall set the magnetic components to zero since the generalisation to the 'mixed-field' case is obvious). 28 The special role of the electric field compared to the magnetic one is related to the fact that it couples to the time coordinate and thus contributes to the momentum. The definition of momentum becomes important at non-zero temperature since the partition function is defined by a phase-space integral.
In the case of the neutral string in the background field with just one electric component we get
As follows from (3.30), the critical inverse temperature (β > β c ) becomes dependent on the electric field:
The field-dependent rescaling factor may be interpreted as a modification (T 0 → T eff ) of the string tension which enters the expression for the critical temperature,
(3.32)
Note that the SYM theory limit of (3.30) is trivial as all dependence on the electric field disappears for α ′ → 0. 
