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One of the fundamental predictions of Quantum Electrodynamics (QED) is the spontaneous
creation of particle–antiparticle pairs from vacuum in presence of a very strong electric field. Under
these extreme conditions a strongly bound state can fetch an otherwise unobservable electron from
the Dirac sea, leaving behind a hole representing a positron. Although generally known for many
decades, the effect has not yet been demonstrated experimentally. We propose an analogue model
of the quantum Dirac field, realized by ultra–cold fermionic atoms in an optical lattice, aiming at
an experimental simulation of this intriguing non–perturbative phenomenon. Numerical simulations
demonstrate the effect of spontaneous pair creation in the optical analogue system, in qualitative
agreement with QED: in the adiabatic regime the vacuum can be destabilized only by supercritical
fields exceeding a critical threshold.
Introduction. The relativistic Dirac theory of
fermions describes electrons (e−) and positrons (e+).
These correspond to the positive (E ≥ mc2) and nega-
tive (E ≤ −mc2) energy solutions of the Dirac equation
[1]. A localized electric potential V (x) (e.g. of an atomic
nucleus) can introduce bound states in the spectral
gap (−mc2,+mc2). The electronic bound states can be
shifted by the strength of the negative potential from
the upper to the lower continuum edge and interesting
physics begins when the negative continuum is reached.
If such a bound state dives into the negative continuum
it turns into a resonance and decays in time [2–6]. After
it “dives out” again some part of the wave function stays
mixed with the continuum. The adiabatic character of
the process admits the interpretation of a particle being
slowly pulled from the otherwise unobservable Dirac
sea while the resulting hole in the sea appears as an
antiparticle. In contrast to the standard dynamical pair
production, which vanishes in the adiabatic limit, this
type of pair production process, related to vacuum decay,
survives the limit and is therefore called spontaneous.
The spontaneous creation of true electron–positron
pairs, a fundamental prediction of QED [3], has not
yet been confirmed experimentally as the generation of
a sufficiently strong electric field to overcome the gap
of 2mec2 ≈ 1 MeV still presents a challenge [7]. For-
tunately, a distant area of low energy physics provides
help: ultra–cold atoms moving in an optical lattice of-
fer an analogue model for the strong field QED. The
fermionic vacuum can be replaced by the Fermi level for
given average filling and its quantum excitations, acting
as quasi–particles, can mimic the behavior of elementary
particles. Since the mass gap in the analog model can be
tuned freely, it is much easier to create conditions nec-
essary for the spontaneous pair creation. This motivates
our proposal for a quantum simulator in which excita-
tions of ultra–cold atoms moving in an optical lattice
will represent quasi–relativistic particles and antiparti-
cles (holes) satisfying a discretized version of the Dirac
equation together with the fermionic anti–commutation
relations. By mapping onto each other the second quan-
tized many particle Hamiltonians, we are able to con-
struct an analogue of the spontaneous pair creation which
can be realized in a table–top experiment [8–14].
Our proposal aims at the simulation of the non–
perturbative effect laying in the heart of the sponta-
neous pair creation via an adiabatic destabilization of
the ground state. It also opens the way for simulation
of many–body effects such as particle–hole creation and
annihilation, vacuum polarization or the impact of inter-
actions, a subject which is difficult to address theoreti-
cally or even computationally. In the context of QED, it
has been argued that localized supercritical electric fields
will not exist due to the strong screening effects caused
by virtual particle–antiparticle pairs. This non–linear re-
action of the quantum vacuum to its strong perturbation
has been hotly debated in the context of QED [3, 7] and
graphene [15, 16] but not fully clarified. Further devel-
opment of quantum simulators in this direction can shed
new light on this outstanding problem. There exist pro-
posals for the first [17, 18] and second–quantized Dirac
Hamiltonian [19–26] but they consider scenarios which
are more involved than the setup discussed here or aim
at different models and effects.
In our previous works [27, 28], some of us studied a
similar question in one spatial dimension. Although the
realization of the quantum optical setup is simpler in 1D,
the character of the bound state diving into the Fermi sea
and thus of the pair creation process are slightly different
[27, 28]. The 2D system is in this respect more similar
to the 3D case but simpler to realize.
Simulation of Dirac fermions in optical lattice. The
Dirac equation, γµ (i∂µ − qAµ) Ψ − MΨ = 0 (in nat-
ural units c = ~ = 1), describes relativistic fermions
with mass M and charge q. Aµ is the electromagnetic
vector potential and γµ are the Dirac matrices satis-
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2fying the Clifford algebra {γµ, γν} = 2 ηµν with ηµν
being the Minkowski metric. In two spatial dimen-
sions, γµ can be represented by the Pauli matrices σi
such that γ0 = σ3 and γ0γi = −σi for i = 1, 2. In
the following, we consider only the electric field and
choose the gauge qAµ = (Φ, 0, 0) with time and space
dependent Φ(t,x). This gives an evolution equation,
i∂tΨ = (iσ1∂x + iσ2∂y + σ3M + Φ) Ψ, with the corre-
sponding Hamiltonian
H =
∫
d2xΨ† (iσ1∂x + iσ2∂y + σ3M + Φ) Ψ . (1)
In order to obtain an analogue model for the Dirac
field using an optical lattice system, a standard space
discretization procedure is performed [27, 28]. The dis-
crete, two–component wavefunction ψm,n will be defined
on the two dimensional square lattice Z2 with lattice con-
stant l whereas the time variable will remain continuous.
For many particle description, including parti-
cle creation and annihilation processes, the sec-
ond quantization is introduced in which the dis-
cretized field operator ψˆn,m satisfies the fermionic anti–
commutation relations on the lattice
{
ψˆαm,n, ψˆ
α′†
m′,n′
}
=
δm,m′δn,n′δ
α,α′ ,
{
ψˆαm,n, ψˆ
α′
m′,n′
}
=
{
ψˆα†m,n, ψˆ
α′†
m′,n′
}
= 0,
where α = 1, 2 refers to the spinor components of ψˆn,m.
Representing the spinor as ψˆm,n = (aˆm,n, bˆm,n)T the sec-
ond quantized discretized Hamiltonian takes the form
Hˆ =
∑
m,n
[ 1
2l
(
ibˆ†m+1,naˆm,n − ibˆ†m−1,naˆm,n
+ bˆ†m,n+1aˆm,n − bˆ†m,n−1aˆm,n + h.c.
)
+ (φm,n +M) aˆ†m,naˆm,n + (φm,n −M) bˆ†m,nbˆm,n
]
. (2)
The first two lines describe tunneling (also referred to
as hopping) between the neighboring lattice sites while
the last line contains the potential and mass terms. This
Hamiltonian splits into two separate parts, each having
a staggered structure and involving only a half of all the
operators aˆm,n and bˆm,n located at even (A) and odd (B)
sites, respectively, as illustrated in Fig. 1, left. Hence,
the lattice splits into two identical copies containing the
same physics, so it will be sufficient to consider only one
of them[40]. The supercell contains now two lattice sites,
one in each of the sublattices A and B, and is diamond
shaped. The structure of the complex tunneling ampli-
tudes is shown in Fig. 1, right.
If the external potential Φ is set to zero the disper-
sion relation E(k) can be obtained analytically. Here,
k is the quasi–momentum defined in the first Brillouin
zone BZ = {k : |kx| + |ky| ≤ pil } which is also di-
amond shaped. By performing the Fourier transform
from the lattice to the Brillouin zone and diagonal-
ization, the Hamiltonian (2) can be written as H˜ =
• • • •
• • • •
• • • •
• • • •
• • •
• • •
• • •
• • •
• • •
• • •
• • •
• • • •
• • • •
• • • •
xm
yn
• •
• •
•• •
•
•
−i
+i
+1+1
−i
+i
−1 −1
Figure 1: Left: Square lattice decomposed into sublattices A
(green) and B (blue) with supercell marked. Right: Tunneling
amplitudes on the square lattice.
∫
d2k E(k) [cˆ†(k)cˆ(k)− dˆ†(k)dˆ(k)] with cˆ(k) and dˆ(k) re-
ferring to particles and antiparticles and the dispersion
relation E(k) = ±
√
M2 +
(
sin2 kxl + sin2 kyl
)
/l2. The
spectrum consists of two bands separated by a gap of
2M (cf. Fig. 2, right) and can be realized in a bichro-
matic optical lattice [18, 29]. It has two (inequivalent)
hyperboloidal points ki where E(ki) ≈ ±M , one at the
center k0 = (0, 0) and one at each corner of the Brillouin
zone, k1 = (±pi/l, 0) or k1 = (0,±pi/l) (all four cor-
ners are equivalent). There, the dispersion relation ap-
proximates the relativistic one, E ≈ ±√M2 + δk2 with
δk = k − ki. For M = 0, these two points become gap-
less conical Dirac points with E ≈ ±|δk|. Referred to as
pseudospin states, they are a consequence of the fermion
doubling on the lattice [30].
Figure 2: 2D bichromatic optical potential (left) and the disper-
sion relation E(k) in the first Brillouin zone (right)
Now, we consider a family of strongly localized poten-
tials, Φλ(x) = −λV (x). We choose the Gaussian shape,
V (x) = V0 exp(−x 2/σ2), cf. Fig. 3, left, motivated by
the optical lattice setup with an additional perpendic-
ular narrow laser beam [8]. A negative potential, with
λ > 0, will be binding for quasi–particles on the lattice.
A typical bound state form is presented in Fig. 3, right.
Increasing the value of λ will cause the bound state en-
ergies to move monotonically down until the boundary of
the negative continuum at E = −M is reached for some
critical λcr. In the continuous Dirac equation, the bound
state turns into a resonance for supercritical λ > λcr. In
3Figure 3: Left: Gaussian laser beam potential V (x) with width
σ = 5 l. Right: Strongly localized bound state with E = −0.87M .
the finite lattice model, the continuous spectrum is nat-
urally discretized by the imposed boundary conditions.
The density of states in the pseudo–continuum is related
to the total number of lattice sites and increases with the
lattice size, thus approaching theoretically the continuum
limit for infinitely large lattices. In our system, the deep-
est bound state can cross the boundary at E = −M and
move further down producing either crossings or avoided
crossings with the pseudo–continuum states. In general,
for each value of λ there exist simultaneously several
bound states and all move monotonically down in the
energy scale with increasing λ (cf. Fig. 4, left). A dived
bound state marks its path through the continuum by a
series of aligned avoided crossings (cf. Fig. 4, right).
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Figure 4: Left: Spectrum of the Hamiltonian H(λ) as a function
of the potential amplitude λ. Right: Zoom in the supercritical
phase showing avoided crossings between the dived bound state
and the discretized continuum.
In order to specify the time–dependence, we consider a
family of time–dependent potentials Φ(t,x) = Φλ(t)(x) =
−λ(t)V (x), interpolating between the subcritical and su-
percritical regimes, cf. Fig. 5, top. The quantum system
described by the wave function |Ψ(t)〉 will evolve accord-
ing to the Schrödinger equation i∂t|Ψ(t)〉 = H(t)|Ψ(t)〉
with time–dependent Hamiltonian H(t). Its solution can
be written by means of the evolution operator Ut as
|Ψ(t)〉 = Ut|Ψ(0)〉. Fig. 5, bottom presents an exam-
ple of such a process. The avoided crossings enable an
efficient transport of the amplitude of the dived bound
state into the negative pseudo-continuum and back.
Spontaneous pair creation in optical lattice. In the
second quantized picture we have, in the Heisenberg
picture, Ψˆ(t,x) = Uˆt Ψˆ(0,x) Uˆ†t , where Uˆt is now a
unitary evolution operator implemented in the many–
particle Fock space F and Ψˆ(t,x) = ∑p∈Σ+ fp(x) cˆp(t)+
T1 T1 + T2 Ttot
−λmax
−λ0 t0
t
−λ (t)
T1 T1 + T2 Ttot
−1
0
1
t0
t
E/M
Figure 5: Top: Time–dependence of the potential’s strength
Φ(t, 0) = −λ(t)V0 with three phases: switch-on, static, and switch-
off. Bottom: energy values of bound states and discrete states in
the discretized continuum with anti–crossings during a supercritical
process.
∑
q∈Σ− gq(x) dˆ
†
q(t) is the time–dependent field operator
where Σ± are the positive and negative spectral sub-
spaces of H0 (for λ = 0). cˆp and dˆq are particle and
antiparticle (hole) annihilation operators while |fp〉 and
|gq〉 the corresponding basis wavefunctions [31]. We
prepare the system to be initially in the ground state
|Ω〉 of the lattice half filled with fermions. It satis-
fies cˆp(0)|Ω〉 = dˆq(0)|Ω〉 = 0 for all p ∈ Σ+ and
q ∈ Σ−. The instantaneous particle number operator
Nˆ(t) =
∑
p∈Σ+ cˆ
†
p(t)cˆp(t) +
∑
q∈Σ− dˆ
†
q(t)dˆq(t) gives ini-
tially 〈Ω|Nˆ(0)|Ω〉 = 0. Since in the non–interacting the-
ory the operator expectation values in the Fock space
F can be reduced to expressions calculated in the single
particle picture in the Hilbert space H [31], we find
N(t) = 〈Ω|Nˆ(t)|Ω〉 = ||U(t)−+||2HS + ||U(t)+−||2HS (3)
where ||...||HS is the Hilbert–Schmidt norm, U(t)∓± =
P∓U(t)P± and P± are projectors onto the initial posi-
tive/negative spectral subspaces of H0 [1, 4].
From the adiabatic theorem [32] it follows that in sub-
critical systems, where no energy level crossings take
place and the bound states stay away from the contin-
uous spectrum, the tunneling between time–dependent
eigenstates is suppressed as Ttot increases. Accordingly,
the total particle production rate vanishes in the adia-
batic limit, as Ttot → ∞. Our numerical simulations
yield N ∼ 1/Tαtot → 0 with α ≈ 1.25.
The above holds no more when the system becomes
temporarily supercritical. Then, the deepest bound state
reaches the negative continuum, becomes a resonance and
the adiabatic theorem breaks down [1, 4–6, 33, 34]. A
mixing between positive and negative energy states takes
place and, accordingly, particle–antiparticle pairs are cre-
ated. In the adiabatic limit, the complex resonance ER
with ReER < −M decays like e−|ImER|t and that part
of the wavefunction stays trapped in the negative contin-
uum forever. In a finite model with lattice size N ×N ,
4the continuum is discretized with ∆E ∼ N−2 and there
are no true resonances. Instead, avoided crossings take
place with transition probabilities being significant when
the duration of the processes T . 1/∆E (cf. Landau–
Zener model [35]). In consequence, the continuum limit
and the adiabatic limit do not commute [4]. The correct
limit to reproduce the spontaneous pair creation is thus
only possible in combination with the reduction of the
discretization spacing ∆E and hence with scaling of the
system size which is difficult to realize in practice. In
contrast, for fixed system size, the time–scale is limited
by T < 1/∆E and special effort is necessary to obtain
results near the true adiabatic regime. Results of such
computations are presented in Fig. 6 and 7.
The total pair creation N in time–dependent processes
can be split into two contributions N = Ndyn + Nspont.
Ndyn is the dynamical contribution related to time–
dependence of the processes which vanishes in the adi-
abatic limit. Nspont is the spontaneous part which is
solely related to the decay of the vacuum and, in the adi-
abatic limit, is zero for subcritical and twice the number
of the dived states for supercritical processes (cf. Fig 6)
N →
{
0, λmax < λcr
2Ndived > 0, λmax > λcr
as t→∞. (4)
The changeover of the total pair creation rate N in the
adiabatic regime between sub- and supercritical processes
is qualitative and, in the exact adiabatic limit, discontin-
uous [1, 4–6, 33, 34]. Fig. 6 shows its realization in the
lattice system with an external time–dependent poten-
tial Φ(t,x) = −λ(t)V (x). For subcritical λmax < λcr the
particle creation clearly tends to zero (adiabatic limit)
while for supercritical λmax > λcr the number slowly
reaches 2 which corresponds to one particle and one anti–
particle (cf. Eq. (3)) for one dived state. For values
λ ≈ 5.4 > λcr another bound state dives into the neg-
ative continuum and N increases to 4. Fig. 7 shows a
2 2.5 3 3.5 4 4.5 5
0.5
1
1.5
2
adiabatic limit long times
short times
λmax
N
T1 = T2 = 1/M
T1 = T2 = 2/M
T1 = T2 = 5/M
T1 = T2 = 10/M
T1 = T2 = 20/M
T1 = T2 = 40/M
Figure 6: Total number of created particles and antiparticles N
as a function of maximal potential depth λmax for various total
timescales approaching the theoretical adiabatic limit.
typical supercritical process together with the final en-
ergy distribution of created particles and antiparticles.
Optical lattice setup. The realization of the pro-
posed lattice Hamiltonian (2) requires two types of
t−λ(t) E
dN (E)
−λ0
−λmax
−m
0
t0 T1 T1 + T2 Ttot
0 1
Figure 7: The course of the adiabatic time-evolution with T1 =
T2 = 20/M . The energy levels E(t) are shown in the main (t, E)
plot (green and red solid lines) and particle production probabilities
are shown in the right (E, dN) plot (orange bars). The potential’s
depth −λ(t)V0 is overlaid (gray solid line, not to scale). The cre-
ated antiparticles are peaked in the negative continuum around the
resonance energy ER = −1.520M . The particle is created in the
bound state at Ebound = 0.153M .
sites with complex tunneling amplitudes tn,m,d =
eipi[(n+m)(d−1)+d/2] for lattice sites (n,m) and hopping di-
rections d = 0, 1, 2, 3. It can be realized with ultra–cold
fermionic atoms in bichromatic square optical lattices
utilizing laser assisted hopping [21, 22, 24, 24–26, 36–
38]. An alternative setup with real tunneling constants,
which might be easier to realize, can be based on a hexag-
onal lattice. Its analysis will be published elsewhere. The
lattice size 51×51 used in the calculations was motivated
by the experimental possibilities [13]. The external po-
tential can be created by a perpendicular laser beam [8].
For more detailed experimental protocol, describing
the preparation of the initial state, evolution and mea-
surement, we refer to our previous works [27, 28]. It
should utilize the techniques of coherent transfer between
lattice bands and band spectroscopy [39].
Discussion. The proposed quantum simulator mim-
ics the quantum many–particle system consisting of elec-
trons and positrons in presence of a strong electric field
and should thereby reproduce the effect of spontaneous
pair creation which has not yet been demonstrated within
QED. The proposed analogue model for the sponta-
neous pair creation can be realized in a table–top ex-
periment. The setup is experimentally challenging yet
feasible [24, 36, 37]. Analog quantum simulations seem
very valuable for a better understanding of the funda-
mental principles of quantum field theory under extreme
conditions. The proposed one will facilitate investigation
of space–time dependent electric fields between the adia-
batic and quench regimes. It can also provide new insight
into the role of interactions which may be incorporated
into the simulator. The latter can offer a foundation
for study of similar phenomena in solid states, e.g. in
graphene [15, 16].
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