Aims: In this study, we report how different cell disruption methods, PCR primers and in silico analyses can seriously bias results from microbial population studies, with consequences for the credibility and reproducibility of the findings. Our results emphasize the pitfalls of commonly used experimental methods that can seriously weaken the interpretation of results. Methods and Results: Four different cell lysis methods, three commonly used primer pairs and various computer-based analyses were applied to investigate the microbial diversity of a fermentation sample composed of chicken dung. The fault-prone, but still frequently used, amplified rRNA gene restriction analysis was chosen to identify common weaknesses. In contrast to other studies, we focused on the complete analytical process, from cell disruption to in silico analysis, and identified potential error rates. This identified a wide disagreement of results between applied experimental approaches leading to very different community structures depending on the chosen approach. Conclusions: The interpretation of microbial diversity data remains a challenge. In order to accurately investigate the taxonomic diversity and structure of prokaryotic communities, we suggest a multi-level approach combining DNA-based and DNA-independent techniques. Significance and Impact of the Study: The identified weaknesses of commonly used methods to study microbial diversity can be overcome by a multi-level approach, which produces more reliable data about the fate and behaviour of microbial communities of engineered habitats such as biogas plants, so that the best performance can be ensured.
Introduction
The comprehension of microbial characteristics and community-level interactions in natural and bioengineered ecosystems is essential for scientists and agricultural industry. A basic level of understanding how microorganisms behave within ecosystems is an important prerequisite to effectuate efficiency-raising engineered processes. Results obtained by ecosystem biology will help to create predictive models of ecosystems, based on in silico investigations. For example, it has become crucial today to operate biogas plants more effective, efficiently, reliable and safer, which in fact requires linking the microbial community dynamics to process stability and operational management. The lack of knowledge about community dynamics linked to technology frequently leads to poor anaerobic digester performances, system failures and consequently to an energy loss of more than 70% (Labatut and Gooch 2012) . In order to understand the reasons for inefficient and uneconomical biogas plant operations and to optimize anaerobic digestion processes for sustainable production of renewable energy, microbial community characteristics and their interactions within the digester have to be evaluated more in detail. Accordingly, to better understand what controls the distribution and abundances of microbial communities and how these communities change with time in their environment, DNA-based approaches instead of cultivation techniques are commonly applied. The primary factor for that is that only approximately 0Á1-10% of micro-organisms are cultivable, while the majority of prokaryotes remains undetected (Bunge et al. 2014) . Eventually, there has been a fast development in culture-independent techniques to be employed for a rapid and direct detection of microbial communities in environmental and engineered systems (Van Wonterghem et al. 2014) . Quantitative polymerase chain reaction (qPCR), denaturing gradient gel electrophoresis, temperature gradient gel electrophoresis, restriction fragment length polymorphisms (RFLP), fluorescence in situ hybridization, amplified 16S rRNA gene restriction analysis (ARDRA), 16S rRNA gene amplicon approach and terminal RFLP are commonly used techniques to explore microbial community dynamics in various ecosystems (Demirel 2014) . However, there also exist some studies in literature stating that each method provides results which diverge in certain systematic ways. This circumstance leads to interpretation bias of diversity studies and to barriers that hampers the successful establishment of stable and reliable operated processes. Particularly, the evidence is limited that cell disruption, DNA purification and amplification, the choice of selective primer pairs, and restricted availability of suitable sequences deposited in public databases can cause biases leading to a severe loss of phylogenetic information and misleading impressions of the environmental diversity (Miller et al. 1999; Theron and Cloete 2000; Ashelford et al. 2005; Youssef et al. 2009 ). In view of sequencing costs, often clone-based techniques are preferred; however, a restricted number of clones are being analysed (sometimes as low as 50) (Cottrell and Kirchman 2000; Heijs et al. 2007; Nettmann et al. 2008; Rademacher et al. 2012a) , although rarefaction analyses revealed that many more colonies are required to generate reliable results (Dunbar et al. 2002) . A blind faith in experimental methods and ignoring potential pitfalls, respectively, allow a high degree of scope for the interpretation of results.
In order to illustrate the variation that can be introduced by different experimental designs, four alternative disintegration techniques with different key mechanisms, three different primer pairs producing various segments of highly conserved 16S rRNA gene, and a set of computational sequence analyses were applied to estimate community profiles.
To simulate the sampling quantity of most hitherto conducted studies, approximately 100 sequences were analysed for each experimental run.
The PCR-dependent ARDRA technique was employed to investigate a thermophilic anaerobic-treated chicken dung sample, a frequently used substrate for the biogas production. This approach included extraction of genomic DNA, in vitro amplification of target DNA fragments by PCR, cloning of PCR amplificates, sequencing and various computer-based in silico analyses. Each of these steps can introduce variation in the results. For the first time, we verified the similarity of results and the reliability of different methods by four different molecular approaches and three primer pairs together with a set of downstream computer-based calculations. In contrast to other studies, we focused on the complete analytical process, from cell disruption to in silico analysis and identified potential error rates. Based on different experimental assays, we could demonstrate an immense disagreement of results and the existence of parallel community structure realities within the same sample. The increasing use of DNA-based methods in environmental studies deserves a critical questioning and re-evaluation to perform comprehensive and quantitative studies.
Materials and methods

Sampling and sample characteristics
The reactor matrix was collected from an experimental pilot-scale anaerobic and thermophilic driven twophased, two-stage leach bed fermentation batch system as described previously (Rademacher et al. 2012b) . In short, the fermentation regime included a gas tight leach bed reactor for hydrolysis (100 l), an effluent storage reactor (60 l) and a downstream anaerobic filter (30 l). The fermentation temperature was always kept at 60°C.
Before the fermentation process started, 5 kg of inoculum (biogas plant in Seth, Germany, 62°C, consisting of >65% cow manure, 25% maize, 5% grass, 5% solid cow manure) were mixed with 5 kg of chicken dung (laying hen plant in Bestensee, Germany) and then loaded to the hydrolysis fermenter. After 15 days of fermentation, 40 ml of heat-treated mixture was taken from the hydrolysis fermenter using sterile 50 ml polypropylene tubes without any additional treatment so that bacteria were not separated from any undigested material. Subsequently, the reactor material was stored under anoxic conditions at À20°C for not more than 10 days before being processed further.
Extraction of total DNA by different approaches
Results of three different established genomic DNA extraction methods were compared and a fourth one was developed. All four extraction methods were performed in triplicates. Subsequently produced DNA extracts were pooled for further DNA quality and ARDRA analyses.
Extraction by Rheims and Stackebrandt protocol (method 1)
The first cell lyses was conducted according to a protocol of Rheims and Stackebrandt (1999) with minor modifications: 1 g of freshly thawed process stock liquid was washed with 1 ml of 19 phosphate buffered saline buffer (PBS) followed by a centrifugation step (2 min, 6000 g) at room temperature. Supernatants were discarded and the obtained pellets were re-suspended in 1 ml of 1% KCl solution and again centrifuged (2 min, 6000 g). Then, 500 ll of Na-EDTA buffer (100 mmol l À1 , pH = 8) were transferred to the pellets and shaken at 250 g for 5 min at room temperature. Afterwards, 15 ll of lysozyme solution (10 mg ml À1 ) were added. To remove polyphenolic compounds, one spatula tip of acid washed polyvinylpolypyrrolidone (PVPP) was added and incubated at 37°C for 60 min. Subsequently, 15 ll proteinase K (10 mg ml À1 ), 60 ll SDS solution (10%) and 60 ll of CaCl 2 solution (10 mmol l À1 ) were added, again incubated (65°C, 45 min) and centrifuged (6000 g, 10 min). Six hundred microlitres of supernatant was adjusted to 0Á7 mol l À1 NaCl. To remove proteins, polysaccharides and humic acids from DNA molecules, 5% cetyltrimethylammonium bromide (CTAB) were added, mixed and incubated (65°C, 30 min). Then, cell debris was separated from the liquid phase by phenol-chloroform extraction (Rheims and Stackebrandt 1999) , precipitated with sodium acetate (3 mol l À1 , pH = 5Á2) and cold isopropanol (À20°C) and repeatedly inverted for 10 min. After centrifugation (6000 g, 30 min), the supernatant was discarded and the pellets were washed with 300 ll ethanol (70%), again centrifuged (2 min, 20 000 g) and air-dried. Washed DNA pellets brownish in colour were re-suspended in 40 ll Tris-ethylenediaminetetraacetic acid buffer (TE buffer), agitated (30 min, at 55°C) and additionally treated by a column purification step (Genomic DNA Wizard purification kit; Promega, Mannheim, Germany) according to the manufacture's instructions. The purified genomic DNA was stored at À20°C in 40 ll of delivered elution buffer not exceeding 2 days.
Extraction by Fast DNA â SPIN Kit for soil (method 2)
The Fast DNA â SPIN Kit for Soil (MP Biomedicals, Heidelberg, Germany) was conducted according to manufacturer's guidelines. One gram of frozen process stock liquid was homogenized two times for 20 s at a speed setting of 4Á0. The DNA was eluted in 50 ll of provided elution buffer. Obtained DNA pellets exhibited a brownish colour and were, therefore, purified by a column purification step according to manufacturer's instructions (Illustra™ Microspin™ S-400 HR Columns; GE Healthcare, Freiburg, Germany). Fifty microlitres of purified DNA was stored at À20°C for not more than 2 days prior analysis.
Extraction by Tsai and Olson technique (method 3)
The third genomic DNA extraction method was used in accordance with a protocol published by Tsai and Olson (1991) with minor modifications. One gram of sample was mixed with 4 ml of 19 PBS buffer by shaking at 40 rev min À1 for 15 min on a rotating platform (Polymax 1040; Heidolph Instruments, Schwabach, Germany). After centrifugation (6000 g, 10 min), pellets were washed again with PBS buffer, re-suspended in 4 ml of lysis solution (0Á15 mol l À1 NaCl, 0Á1 mol l À1 Na 2 -EDTA; pH = 8Á0, 0Á06 mg lysozyme) and incubated (37°C, 120 min) by mixing at 10 rev min À1 (HL-2000 HybriLinker; Jena, UVP).
Then, 4 ml of solution 2 (0Á1 mol l À1 NaCl, 0Á5 mol l
À1
Tris-HCl; pH = 8, 10% SDS) was added. Three cycles of freezing in liquid nitrogen (À196°C, 1 min) and thawing (65°C, 3 min) in a water bath (Memmert GmbH & Co. KG, Schwabach, Germany) followed. Cell debris was separated from the liquid phase by a phenol-chloroform extraction as described by Tsai and Olson (1991) , but instead of 2 ml, 4 ml of saturated phenol (0Á1 mol l
Tris-HCl; pH = 8Á0) was used. Finally, the DNA was dissolved in 4 ml of aqueous phase, precipitated overnight with 8 ml of 99Á8% ethanol, followed by a centrifugation step (10 000 g, 20 min). Air-dried pellets (30 min) were re-suspended in 100 ll of 10 mmol l À1 TE buffer. After an incubation step with pancreatic RNAse (0Á09 lg ll À1 , 2 h, 37°C), the DNA was column purified (Illustra Microspin S-400 HR Columns; GE Healthcare) and stored at À20°C for a maximum period of 2 days.
Extraction by a combined method (method 4) A fourth DNA extraction protocol was developed in this study, which included key disruption mechanisms of prior applied techniques. One gram of frozen process stock liquid was washed (three times with 19 PBS) and centrifuged (15 000 g, 2 min). Then, 1 ml of homogenizing buffer (0Á15 mol l À1 NaCl, 0Á1 mol l À1 Na 2 EDTA, pH = 8), one spatula tip of beat mixture (Lysing Matrix E; Fast DNA â SPIN Kit for Soil) and one spatula tip of PVPP were added to the pellet and homogenized two times for 20 s at a speed setting of 4Á0. Thirty microlitres of lysozyme (10 mg ml À1 ) was added to the homogenates and incubated (10 rev min À1 ; 1 h, 37°C). Then, 30 ll proteinase K (10 mg ml À1 ) and 120 ll SDS solution (10%) were added and again incubated (10 rev min À1 , 30 min, 65°C). Subsequently, three cycles of freezing (1 min, À196°C) and melting (3 min, 65°C) were performed. To separate debris from the liquid phase, the samples were centrifuged (15 000 g, 8 min). Nine hundred microlitres of supernatant was purified by a threefold phenol-chloroform extraction according to the protocol by Tsai and Olson (1991) . The remaining supernatant (600 ll) was precipitated with 1200 ll cold ethanol (1 h, À20°C). Afterwards, brownish coloured samples were centrifuged (15 000 g, 15 min), dried in a heat block (50°C, 5 min), resuspended in 50 ll TE buffer and purified by a column purification step (Illustra Microspin S-400 HR Columns; GE Healthcare). Total DNA and genomic DNA extracts, respectively, were stored at À20°C for 2 days prior further analysis.
16S rRNA gene amplification, cloning and sequencing
All amplifications were performed with a Biometra T-Gradient 96 cycler (Whatman Biometra, G€ ottingen, Germany). The PCR reaction (Thermo Fisher Scientific, Hennigsdorf, Germany) protocol was performed using 19 PCR buffer, 1Á5 mmol l À1 MgCl 2 , 0Á2 lmol l
À1
(each) of forward and reverse primers, 0Á2 mmol l
(each) of deoxynucleoside triphosphate, 0Á8 U DNA recombinant Taq polymerase and 1 ll of extracted and purified genomic DNA in a total volume of 20 ll.
The PCR protocol involved an initial denaturation for 3 min at 95°C, followed by 30 cycles of denaturation for 30 s at 94°C, annealing for 30 s at 52°C and elongation for 1Á5 min at 72°C, 8 min at 72°C (final extension), and incubation at 4°C until samples were processed further. Extracts obtained by method 3 and method 4 were diluted 1 : 100 and 1 : 5. Following bacteria-specific 16S rRNA gene, primers were used (see also (Muyzer et al. 1996) . Primer pair 27F/534R was chosen for the combined method.
The amplicon length was verified by 1Á2% agarose gel and stained with ethidium bromide using the Lambda DNA/EcoRI+HindIII Marker (Thermo Fisher Scientific Inc.). Purified PCR products (NucleoSpin â Gel and PCR Clean-up kit; Macherey-Nagel, D€ uren, Germany) were photometrically quantified (NanoPhotometer â ; Implen GmbH, Munich, Germany), cloned into the pGem-T â Easy plasmid and transformed into competent cells according to manufacturer's guidelines (Promega).
Among recombinant clones, a randomly selected subset of 120 positive (white) colonies was picked followed by an enrichment step over night in 4Á5 ml lysogeny broth medium at 37°C and moderate shaking. The extraction and purification of recombinant plasmids was performed by using the NucleoSpin Plasmid Kit (Macherey-Nagel). The length of inserts was characterized by a double restriction digest (NcoI/SalI) according to manufacturer's protocol (Fermentas, St Leon-Rot, Germany) and agarose gel electrophoresis as described above. Out of 120 preselected clones, 96 plasmids with the expected size of inserts were selected and sequenced using the SP6 and T7 promoter regions as starting points (GATC Biotech AG, Konstanz, Germany). After sequencing, only adjusted 16S rRNA sequences were considered for further in silico analysis. All sequences were tested for chimera artefacts by the DECIPHER's tool (Wright et al. 2012) . The average percentage of chimeric sequences was 4Á4%. The complete set of sequences (in total 832 sequences, Table 2 ) was considered for taxonomic analysis.
Taxonomic assignment and statistical analysis of obtained 16S rRNA gene clone libraries Sequence assignment was carried out by the Linux-based ARB software (ver. 2007), the SINA classifier and the ribosomal database project classifier (RDP) (Ludwig et al. 2004; Wang et al. 2007; Pruesse et al. 2012) .
A 97% similarity threshold (Stackebrandt and Ebers 2006) was used for the operational taxonomic unit (OTU) assignment, which based on the distance matrix calculated by the ARB software (Stackebrandt and Ebers 2006) . The taxonomic system of 'Bergey's Manual of Systematic Bacteriology' (Garrity et al. 2004 ) was used. The calculation of phylogenetic trees was carried out by the ARB software (ver. 2007) using the neighbour-joining algorithm and a resampling of 500 replicates. The SINA Webaligner and the SILVA comprehensive ribosomal RNA database (release 108) , respectively, were used to calculate alignments.
Parametric and nonparametric calculations were conducted using the EstimateS software (ver. 9Á1) (Colwell 2013) . To estimate the total species richness, Chao1 values were calculated with 100 randomizations and the bias-corrected formula. In addition, Shannon and Simpsons indices were determined by EstimateS. To estimate the probability for a newly sequenced clone belonging to an OTU already analysed, the coverage was calculated by the formula (1À(n/N)), where 'n' is the number of singletons and 'N' the total number of clones.
To discover similarities of clone libraries, multidimensional scaling (MDS) analyses were applied by using the XLSTAT software (Addinsoft 2014). The calculation strategies were based on the rules of Kruskal and the Euclidean distance model (Kruskal 1964) . The range of dimensions was 2-4 with 10 repetitions. Truncation conditions were adjusted to 500 iterations, with a convergence of 0Á00 001.
Multivariate principal component investigations (PCI scatter diagram) were conducted by using the palaeontological statistics software PAST (ver. 3Á06, 2015) . The correlation matrix was chosen with a Jolliffe cutoff value of 5Á25. The Eigenvalues were displayed in biplot with two components.
qPCR determination of Petrotoga (Thermotogae) and bacteria All qPCR reactions were conducted by the CFX96 Touch™ real-time PCR detection system (Bio-Rad, Hercules, CA), and the results were analysed by applying the Bio-Rad CFX Manager.
Quant-iT™ PicoGreen â dsDNA assay kits (Life Technologies) and a NanoDrop 3300 fluorospectrometer (Thermo Fisher Scientific, Hennigsdorf, Germany) were used to verify concentrations of template and standard DNA. Obtained genomic DNA served as template; all quantification steps were conducted according to the manufacturer's guidelines. The linear correlation coefficient (r 2 ) was 0Á999 for standard curves; the calculated qPCR efficiency of reactions was between 96Á7 and 99Á7%, and slope values varied between À3Á328 and À3Á331.
Quantification of Petrotoga (Thermotogae) 16S gene copy numbers The qPCR was conducted by the F 415 DyNAmo™ Flash SYBR â Green qPCR kit (Cyber-green method;
Thermo Fisher Scientific). All 16S rRNA gene sequences were allocated to Petrotoga. To prove evidence of Petrotoga, a new forward primer was designed (Petro817F 5 0 -CGATGCTCACTAGGTGTAGGG-3 0 ), while 926MRr served as reverse primer. For primer design and calculation of multiple alignments (MEGA 6; Tamura et al. 2013) , all NCBI 16S rRNA gene sequences of Petrotoga were considered. The 16S rRNA gene sequence of Escherichia coli was chosen as reference DNA. Escherichia coli nucleotide position 817 was identified as specific primer starting point. Primer quality and capability were verified by the Primer3Plus (Untergasser et al. 2007 ) and ARB software. Each reaction was performed in triplicate and contained 10 ll of 29 master mix, 1Á8 ll of primer Petro817F and 926MRr, 4Á4 ll of purified water and 500 pg of template DNA. The PCR programme contained an initial denaturation step at 95°C for 7 min and 40 cycles of denaturation at 95°C for 5 s, annealing at 57°C for 15 s and elongation at 60°C for 20 s. A final melting curve was performed and analysed by the Bio-Rad CFX Manager.
A linearized plasmid containing the 16S rRNA gene of Petrotoga mobilis (DSM 10674) was employed as standard (10 1 -10 9 16S rRNA gene copies) and the 16S rRNA gene of Denitrobacterium detoxificans (DSM 21843) served as negative control.
Quantification of bacterial 16S gene copy numbers
The detection of bacteria was conducted by using the F 455 DyNAmo Flash Probe qPCR kit (TaqMan-System; Thermo Fisher Scientific). Each reaction was performed as triplicate and contained 10 ll of 29 master mix, primer (Yu et al. 2005) : 1Á8 ll of primer BAC338F and BAC805R, 0Á4 ll BAC516F (TaqMan probe), 4 ll of water and 500 pg of template DNA.
The PCR programme contained an initial denaturation step at 95°C for 7 min and 40 cycles of denaturation at 95°C for 15 s, annealing at 57°C for 30 s and elongation at 60°C for 1 min. A linearized plasmid containing the 16S rRNA gene of Pectobacterium carotovorum (DSM 30168) was employed as standard (10 1 -10 9 16S rRNA gene copies).
Nucleotide sequence accession numbers
All 832 sequences of this study were deposited in NCBI's database under accession number KP150652-KP151483.
Results
Total DNA concentrations, purity levels and 16S rRNA gene sequences analyses Purified genomic DNA yields differed by nearly 100% (Table 1) . Methods 2 and method 3 released 3Á5-4Á3 lg (Table 1 ). The presence of contaminants adsorbing at 230 nm (e.g. residual phenol from nucleic acid extraction, EDTA, SDS, CTAB, isopropanol, sodium acetate, residual guanidine commonly found in column-based purification kits) was most pronounced for method 1 and method 4 (A 260 /A 230 % 0Á47).
Genomic DNA extracts varied notably according to the fragment size (Table 1) . Upon electrophoresis, smeared type bands (4Á9 >fragment size <20 kb) were obtained for method 2 and method 4, indicating certain DNA shearing (Table 1) . Method 1 and method 3 exhibited distinct genomic DNA fragments (%21 kb) as DNA shearing was slight.
All chosen primer pairs amplified a 16S rRNA gene PCR product of expected length. Amplification extracts obtained by methods 3 and 4 displayed DNA bands only after 1 : 5 and 1 : 100 dilution, respectively. The 16S rRNA gene length and coverage of variable regions (VR) were 1Á4 kb (VR 1-9, full-length gene), 0Á9 kb (VR 1-5) and 0Á5 kb (VR 1-3) for primer pairs 27F-1492R, 926MRr and 534R, respectively. All PCR reactions generated appropriate amounts of DNA product (=insert, >500 ng) to adjust required plasmid/insert ratios for subsequent cloning steps.
Confirmation and contradictions of applied methods and microbial populations
In order to examine how different primer pairs, extraction methods and classification tools influence the performance of specific population estimators, seven commonly used estimators were chosen in this study ( Table 2) .
The choice of extraction methods and primer pairs impacted the obtained results notably. Calculated Chao I values demonstrated the most significant deviations. The percentage change in quantity was 141%. In addition, the numbers of counted OTUs varied by 81%. According to Shannon and Coverage values, deviations by nearly 50% were observed for method 1, method 2 and method 3 ( Table 2 ). The variances could also be observed for the Simpson diversity index and evenness values by 16-25%. A separate comparison of methods identified method 3 as most biasing according to the number of OTUs, Chao I values and coverage (51Á3, 112 and 41Á8%). These findings were confirmed by the PCI scatter diagram (Fig. 1) . Multivariate analyses showed that the primer pairs employed had considerable effects on the measured microbial diversity and diversity estimators. Only calculated Simpsons indices revealed comparatively similar results, indicated by closely adjacent lines, while a maximum line diverging was observed for Chao I-and OTU values. Moreover, all 16S rRNA gene sequences were classified on phylum level by RDP, SINA classifier and the ARB software (Fig. 2) . The verifications of phylogenetic groups strongly depended on the choice of primer pairs, extraction method and classification tools.
By using method 1 and primer pair 27F/1492R, only three of seven phyla (Actinobacteria, Bacteroidetes, Firmicutes) could be detected (Fig. 2) . Furthermore, a total loss of Thermotogae was recorded for this primer pair, regardless of which cell disruption method and in silico analysis was used. Nevertheless, none of the experimental approaches generated comparable findings. Throughout strong fluctuations of underrepresented phyla were observed. For instance, method 2 never detected Actinobacteria and the RF3 taxon could only be detected by the SINA aligner. Representatives of Spirochaetes and Proteobacteria were not detected by the RDP and SINA software, respectively. Method 4 failed to detect Synergistetes and Actinobacteria. Even more interesting was the fact that the SINA and ARB classifier generated different results, although identical alignments were applied. Hence, Actinobacteria was detected very rarely, while 12% of all sequences could be assigned to that phylum if the ARB software, primer 534R and method 3 were used.
As a result of method 3, the entire Spirochaetes phylum was discriminated, while the percentage of Actinobacteria was highest (12%). Moreover, method 3 and method 4 underestimated the presence of Proteobacteria and Synergistetes. However, at best, 7 from 10 phyla (70%) were covered and, at worst, only three phyla (30%) could be detected (Fig. 2) .
Nevertheless, most conspicuous was the permanent discrimination of Thermotogae (Petrotoga) by primer pair 27F/1492R, although the taxonomic information in fulllength 16S rRNA sequences was covered. To evaluate the effects of possible primer mismatches, all 16S rRNA gene sequences of Petrotoga were chosen and compared with applied primer pairs (Fig. 3) . The comparison clearly showed that the priming efficiency of primer 1492R and 534 R was poor at the terminal 3 0 -end base, while no mismatch was detectable for primer 926MRr. In order to prove the validity of the results, a qPCR approach was conducted with a Petrotoga-specific primer pair. The results revealed the presence of Petrotoga 16S gene copies for all tested cell disruption methods, albeit the percentage was below 2% (Table 3) .
Effect on Gram-positive and Gram-negative bacteria
Regarding to the presence of Gram-positive and Gramnegative bacteria, the impact of applied disruption techniques, primer pair and classifier was also evaluated. Therefore, all detected phyla were divided in Grampositive and Gram-negative bacteria according to Bergey's manual (Garrity et al. 2004) . The percentage of Gram--positive bacteria was 77-79% and 52-56% for method 1 and method 4, respectively (Fig. 4) . The comparison of all methods revealed the highest shares for Gram-positive bacteria (>77%), while the percentages was lowest (<56%) for method 1. The impact of classifiers on diversity data was of less pertinence in contrast to applied cell disruption techniques.
Multidimensional scaling analysis
To compare clone assignment similarities, MDS was employed (Fig. 5) . The impact of primer pairs, alignment-software and cell disruption approach was taken into account. Only two distinct clusters were identified (Fig. 5, cluster H, I ), unless the ARB software was used together with primer 926MRr and 1492R. Moreover, the results were significantly distorted when the SINA and RDP aligner software was used (cluster A-E). Maximum clone assignment dissimilarities were recorded for the results produced by primer 27F/534R aligned by SINA (cluster A). However, except for cluster H and I, no reproducible results could be generated. In fact, a high degree of scattered results was identified indicating a pronounced methodical uncertainty and fuzziness.
Discussion
Reproducibility of genomic DNA extraction methods
This study demonstrated how a set of different approaches did not only provide accordance of results, but also disclose severe divergences and contradictions. The most difficult step in releasing genomic DNA of high molecular weight was reported to be the cell disruption due to limitations in treating preparations ( Moore et al. 1999) . Depending on the choice of method, genomic DNA extractions may be gentle or severe leading to DNA extraction biases. Although such biases are often cited, they still represent a poorly understood limitation for biocoenosis characterization (Feinstein et al. 2009) . A vast number of established methods and extraction kits have been commonly used since years in the assessment of taxonomic and functional diversity (Feinstein et al. 2009 ). Some studies exist describing the extraction of DNA from soils, water and permafrost samples as problematic (Vishnivetskaya et al. 2014) . However, it is still unclear to what extent these methods release genomic DNA to thoroughly describe microbial populations. The finding of a balanced extraction method is still a serious challenge, as there is a fine line between obtaining Reactions were performed by a threefold approach.
maximum yields of pure DNA and discrimination of organisms caused, e.g. by sheared genomic target DNA.
The findings of this study demonstrated that the DNA quantity, fragmentation and purity varied considerably depending on the methodology applied (Table 1) . Inefficient PCR reactions may occur if low DNA quantity of appropriate molecular weight is used or if inhibitors are present in the extract (Demeke and Jenkins 2010) . Particularly, mechanical methods generated sheared DNA of low molecular weight (Table 1) . Highly shared DNA and the lack of templates for PCR were described to have an impact on the limit of detection and quantification (Lipp et 2005). Disruption methods, therefore, have a high priority according to performance in downstream molecular applications. All genomic DNA samples used in this study were of low purity, probably due to the contamination with humic materials. However, with regard to our experimental assay, the application of purification kits led to increased purification levels of obtained supernatants. Supernatants obtained by method 3 and method 4 were most brownish in colour (Table 1) . Obviously, both methods allowed the release of lignin and humic acids from maize and grass in high yields. Difficulties with reproducibility of PCR as a result of the presence of inhibitory substances such as humic acids were described previously (Tebbe and Vahjen 1993; Collins et al. 2006) . Thus, to produce reasonable PCR quantifications, both extracts had to be diluted (1 : 5; 1 : 100). The dilution of DNA extracts fosters minimization of inhibitor concentrations and enhances PCR efficiency, but, however, lower DNA concentrations can increase the PCR sensitivity (Lipp et al. 2005; Corbisier et al. 2007 ). Furthermore, different elution volumes specified by the manufacturer influenced the final genomic DNA concentrations as well (Table 1) what in turn can impact diversity results massively when subsequent PCR protocols are strictly applied. Even powder material from gloves was identified to inhibit PCR mechanisms (Wilson 1997) .
The protein contamination was mostly pronounced in DNA extracts of method 3 and method 4 as shown by spectrophotometer readings (Table 1) . Generally, pure DNA extracts have ratios between 1Á8 and 2Á0, while a value of 1Á5 indicates a protein contamination by 50% (Strauss 2001; Green and Sambrook 2012) . Although method 2 produced the lowest DNA concentrations, the purity was of superior quality as no phenolic compounds were used. Furthermore, accuracy and exact DNA quantification by UV spectrometry is also influenced by the inhomogeneous distribution of DNA in solution and the presence of compounds that adsorb at 260 nm (Demeke and Jenkins 2010) . Nevertheless, the success of DNA extraction strongly depends on the mechanism behind the disruption technique used and the collected environmental sample to be investigated. According to our results, it may be deduced that the universally accepted disruption techniques do not exist. Our results were in line with a study, in which genomic DNA was extracted from soil by utilizing commercial kits (Martin-Laurent et al. 2001 ).
Impact of cell disruption, aligner and primer on bacterial dynamics
A plethora of genomic DNA extraction methods exists, each with different lysis mechanisms. Depending on the method employed, biased results will be produced. The proven quantity of Gram-negative bacteria was clearly method dependent and varied by nearly 30% (Fig. 4) . The lysis of Gram-positive cells was most pronounced when method 3 (60-79%) and method 4 (77-79%) were applied, while method 1 was most sensitive for Gramnegative bacteria (44-48%). Though, both Gram-positive and Gram-negative cell walls have peptidoglycan, the thickness and quantity as well as the degree of cross-linking is more extensive in Gram-positive cells (Cabeen and Jacobs-Wagner 2005) . Obviously, the mechanical shear triggered by method 4 had high potential to overcome difficulties of a strong peptidoglycan barrier, while the sensitivity for Gram-negative bacteria (21-23%) was low. Consequently, Synergistetes (Gram-negative) could not be detected by that method, but against our expectation, no micro-organisms belonging to Actinobacteria (Grampositive) were observed (Fig. 2) . Results by this study (Figs 2 and 4) confirmed the assumption that many bacteria were extremely resistant to cell disruption. Typically, these are Gram-positive bacteria and some Euryarchaeota such as Methanothermobacter sp. with thick cell walls of polysaccharide or pseudopeptidoglycan (Moore et al. 1999) . However, a DNA shearing effect trigged by rough disruption techniques must not be excluded for microorganisms with robust cell walls (e.g. Gram-positive Actinobacteria). Moreover, the sum of detected phyla and sequences also varied strongly depending on the primers chosen (Fig. 2) . Studies dealing with universal marker genes (e.g. mcrA, 16S rRNA genes) provide phylogenetic insights into community structure, including microorganisms which have not been cultivated yet. However, it has been shown that the analyses based on prokaryotic small subunit DNA can influence diversity results (Youssef et al. 2009 ). Moreover, many environmental studies commonly based on bacterial 16S rRNA gene sequences are produced with primer pairs designed decades ago. Although in this context much experience has been gained, there is still a lack of information to which extent the application of varied primer distort ecology community results.
However, it is well known that ARDRA resolves microbial diversity up to genus level. Our results are not in accordance with a study of Vaneechoutte et al.(1995) , which describes the clone-based ARDRA as accurate and practically applicable. Clone-based analyses which focus on taxa investigations require more accurate analyses. Microarrays, qPCR and many other techniques require a list of what is being sought, and this usually comes from clone-based analyses. Missing phyla at this early stage may lead to their discrimination from more quantitative studies (Frank et al. 2008) . Moreover, it is alleged that DNA extraction methods do not bias bacterial diversity analyses on phylum level (Martin-Laurent et al. 2001) . Our findings contradicted suchlike assertions, as strong deviations even on phyla level were observed for various diversity estimators (Table 2 , 50-100%).
Probably sampling quantities and the number of clones sequenced, respectively, were insufficient to adequately detect and characterize each phylum. In fact, most microbial diversity studies seldom, if ever, chose sampling approaches with satisfactorily quantities (Hughes et al. 2001; Chao et al. 2009 ).
In addition, throughout constant fluctuations of underrepresented groups were detected for all extracts. Interestingly, primer 1492R, which covered the entire length of 16S rRNA gene, discriminated Thermotogae (Petrotoga) invariably, regardless of extraction method and classifier applied (Fig. 2) . The results by Meusnier et al. (2008) suggest that already short DNA sequences (<150 bp) provide efficient taxonomic sequence tags. However, qPCR contradicted this finding as Petrotoga could be detected, albeit in low percentages (1Á24-1Á82%). A validation with the programme TestPrime (Klindworth et al. 2012) revealed that primer pair 27F/ 1491R covered only partially the phylum Themotogae by 5Á8%. This significant low specificity probably contributed to the discrimination of that phylum. Moreover, a single mismatch at the terminal 3 0 of a primer influences PCR more dramatically than mismatches located internally of at 5 0 end (Lindeman et al. 1991) . A primer alignment revealed a serious terminal 3 0 mismatch occurrence of primer 1492R (Fig. 3) , as double mismatches were indicated. Furthermore, also Spirochaetes was discriminated by primer 1492R (Fig. 3) . A primer alignment revealed comparable results as achieved for Thermotogae (data not shown). 1492R missed a large proportion of target sequences (40%). Furthermore, primer 27F is commonly used for diversity studies, although high shares of target sequences were discriminated (Frank et al. 2008) . Consequently, the universality of that primer must be questioned. Therefore, the ability to accurately predict environmental diversity from mismatched primer seems to be critical and challenging. Interestingly, in contrast to that, similar studies by MDS revealed primer 1492R as most reliable for the generation of comparable results (Fig. 5) . At least two distinct clusters (cluster I, H) were identified, although different disruption methods were used. Comparable results were obtained by primer 926 R. Otherwise no concordant and similar results could be produced, indicated by a strong scattering of results. Under circumstances software-based analyses (e.g. MDS) may lead to the belief that reliable results were obtained although ignorance of reality remains preserved.
Our results indicated that community structure, richness and microbial population analyses depend not only on technical procedures, but also downstream in silico analyses had a dramatic impact on biodiversity findings. The results obtained in this study uncovered the weakness and strength of different methods and they also indicated the possibility of existing parallel realities. However, the interpretation of diversity data will be challenging in future. Alternative environmental approaches focussing on gene expression and regulation are necessary to obtain reliable microbial activity results, but they are still rarely performed.
In conclusion, we recommend that both DNA-based and non-DNA-based techniques should be considered to investigate taxonomic diversities and structures of prokaryotic communities. Such a multi-approach will eventually provide more comprehensive data about the fate and behaviour of the microbial community of engineered habitats, for instance for biogas plants, so that engineered ecosystems can be operated and optimized for the best performance. Moreover, to estimate the primer performance, a 'specificity in silico primer validation' with specific software types is highly recommended. But also DNA sequences should be taxonomically classified by different in silico tools to verify obtained results. Among tested methods, the commercial cell disruption kit has shown high extraction efficiency and PCR compatibility. However, extraction method 4 coupled with primer pair 27F/534R revealed the highest number of phyla and contributed to lower sequencing costs.
