Abstract-This paper produces a rate-compatible protograph LDPC code at 1k information blocklength with superior performance in both waterfall and error floor regions. The design of such codes has proved difficult in the past because the constraints imposed by structured design (protographs), rate-compatibility, as well as small block length, are not easily satisfied together. For example, as the block length decreases, the predominance of decoding threshold as the main parameter in coding design is reduced, thus complicating the search for good codes. Our rate-compatible protograph codes have rates ranging from 1/3 to 4/5 and show no error floor down to 10 −6 FER.
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I. INTRODUCTION
A RATE-COMPATIBLE family of codes consists of a nested structure that allows operation in a range of rates using a common encoder/decoder infrastructure [1] , [2] , [3] , [4] , [5] , [6] , [7] . This nested structure is desirable for many applications, e.g., hybrid automatic repeat request where a transmitter sends incremental parity bits to help a receiver to decode a packet received in the previous time slot.
Rate-compatible codes are usually designed via puncturing, i.e., by starting from a low-rate code and successively discarding (puncturing) coded bits [2] , [3] , [4] , [6] , [7] , [8] . Despite its simplicity, puncturing is not free of problems. In practice, puncturing has often produced high-rate LDPC codes whose performance is inferior to stand-alone codes of similar rate. Also, the low-rate code and puncturing patterns are often designed separately, which is suboptimal [9] . In this letter we use an approach involving code extension that starts with a high-rate code (a so-called daughter code) and obtains low rate codes by extending the parity matrix of the high-rate code [9] , [10] , [11] , [5] . Most existing extensionbased rate-compatible LDPC codes [9] , [10] , [5] are designed for random-like (un-structure) codes that do not promote low encoding complexity. We focus on protograph-based LDPC codes, a structured LDPC code that is built from a small graph known as a protograph [12] . This structured code has many advantages, including near-capacity iterative decoding thresholds, low encoding complexity allowed by circulant permutations, as well as fast decoding [13] . One of the successful examples of protographs is the AR4JA codes of [14] which will play a role in this paper as well. AR4JA codes are nested, but they are not rate-compatible due to the lack of a constant data block length. This paper concentrates on short/moderate blocklength codes, concentrating on providing good waterfall and error floor performance in the low blocklength regime, which has been a distinct challenge. The codes produced in this paper are, broadly speaking, related to the long-blocklength codes designed in [15] . Specifically, certain ideas involving the reduction of protograph search space are borrowed from [15] . However, the technique of [15] was not able to produce good codes at low blocklengths due to its reliance on the decoding threshold and minimum-distance growth properties of the protograph. These two parameters are good measures for codes with long blocklengths, but for short/medium blocklengths, they do not possess the same significance. In this paper we use a mixed cost function involving both the above mentioned parameters as well as the actual code performance at a given error probability. Starting from the rate-4/5 AR4JA code of [14] and building on it via extensions, we are able to produce a family of rate-compatible codes with waterfall and error floor performances superior to existing structured ratecompatible LDPC codes with 1k information blocklength. At frame error rate (FER) of 10 −5 our codes exhibit a gap of only 1.7 dB from the capacity limits. Simulations down to FER of 10 −6 reveal no error floors.
II. DESIGN METHOD
A protograph contains a small number of variable and check nodes that are interconnected via edges. Parallel edges are allowed in a protograph. A protograph code is an LDPC code built from the protograph via lifting, which is the process of copying the protograph repeatedly and permuting the edges corresponding the same node type across different copies to interconnect them [14] .
A rate-compatible set of parity check matrices is shown in Figure 1 . This work starts with a high-rate code known as the daughter code. A lower-rate code is obtained by adding the same number of columns (variable nodes) and rows (check nodes) into the daughter code parity check matrix. The new variable nodes are connected only to the new check nodes, so that high-rate codewords are nested in the low-rate codewords.
This process needs a good daughter code to start with. Experiments show that for short/medium blocklengths, a highrate protograph should have a small graph size, because this allows a bigger permutation matrix so that it is possible to avoid short cycles in its derived LDPC graph via lifting process. We found that the rate-4/5 AR4JA code [14] is an excellent candidate to build on. 1 The AR4JA code has low iterative decoding threshold, linear minimum distance growth property as well as decent finite-length performance [14] . We note that although AR4JA codes are nested, they are not ratecompatible since the information blocklengths of their nested components are not identical. Therefore the AR4JA family as a whole is not a candidate solution to the problem posed in this paper.
The rate-4/5 AR4JA protograph is shown in Figure 2 , where dark circles are variable nodes, the white circle is the punctured variable node, and plus circles are check nodes. The rate of the code is R = 
where non-zero entries indicate the number of edges connecting the respective columns (variable nodes) and rows (check nodes). In this protograph, the last column with the highest degree represents the punctured node of the protograph. A derived LDPC code with the information blocklength of k = 1024 has the permutation size of 128. In other words, each variable or check node in the rate-4/5 protograph represents 128 variable or check nodes with the same degree in its derived LDPC code. To get a family of codes with rates from 1/3 to 4/5, with each low-rate protograph, one variable and one check node are added to the high-rate protograph in the rate level above. Thus, a family of rate-compatible codes can be where n = 1, 2, . . . is the total number of variable and check nodes adding to the daughter code. A family of 15 rate-compatible codes is designed down to rate 1/3. Equation (2) shows the protomatrix of the rate-1/3 code, which also contains the protomatrix of the higher-rate codes as mentioned earlier. 
In the search process, each new row of the protomatrix is constrained to have a weight of at least four. This is because one graph edge from the new check node must go to the new variable node, one or two to the punctured node, and at least one more edge is necessary for connecting to the remainder of the variable nodes.
In our search for good codes, we restrict to {0, 1} the number of edges between new check nodes to old variable nodes, except for the punctured variable node with the highest degree (11 th column) where the number of edges is restricted to {1, 2}. This limitation greatly simplifies the search space, and still yields good codes, whose performance is described in the sequel. For the search technique we use a combination of constraints arising from threshold considerations and error floor considerations [15] , to which is added a cost function component involving one point on the FER curve at or around 10 −5 . More specifically, the search for good codes uses the criteria in [15] , but instead of producing one optimum code according to those criteria, we now produce a list containing M codes with the M best thresholds. Then from among this set, the code with the steepest waterfall is chosen. Since the code blocklength is relatively short, the required FER simulation is fast and thus is not a serious burden in the search process. The addition of this feature to the design is desirable because it is well known that at short block lengths, the code threshold alone does not adequately describe the code performance.
Our codes do not have the smallest threshold in their class; in fact their threshold can be improved by providing more edges connecting to the punctured variable node. However, such a modification will not result in an improvement in the performance of short-length codes. Allowing fewer edges connecting to the punctured variable node often results in a superior performance at the 1k block length although it produces a higher threshold. As seen in Equation (2), in our codes there are one or two edges connecting from new check nodes to the punctured variable node. Table I shows iterative decoding thresholds of the new ratecompatible codes. The decoding threshold is computed by the PEXIT algorithm [16] , showing that our codes have a threshold gap between 0.3-0.53 dB to capacity. 
III. SIMULATION RESULTS
Our codes are derived from the protomatrix of Equation (2) in two lifting steps. First, the protograph is lifted by a factor of 4 using the progressive edge growth (PEG) algorithm [17] in order to remove all parallel edges. Then, the second lifting using the PEG algorithm is performed to determine a circulant permutation of each edge class that would yield the desired code blocklength. In this paper, the size of circulant permutation matrix is 32, which yields an information block of 1024 bits. The resulting LDPC codes have the girth of 6. Figure 3 and 4 show the FER and BER performances of the proposed codes over the BI-AWGN channel. A sum-product decoder with 8 bit quantization is used. The maximum number of iterations is set to 200. No error floor is observed down to FER= 10 −6 . The practical performance at FER= 10 −5 shows a gap of 1.7 dB to capacity. Figure 5 compares our code with codes reported in [5] . We also compare with [8] with information blocklength of 1k. [5] designed random rate-compatible codes by a hybrid (exten-sion/puncturing) approach, while [8] designed rate-compatible protograph codes by puncturing. To produce a clear plot, we only show the performance curves of codes with rates 0.4, 0.5, 0.7 and 0.8. As seen in the figure, previous codes exhibit error floors starting at FER= 10 −3 , while the new code is free of error floors down to FER=10 −6 . For code rates below 0.7, our codes outperform the existing codes by 0.7 dB at FER= 3×10 −4 . Our code at rate-0.72 outperforms the rate-0.7 code of [8] . The rate-0.8 punctured codes of [5] , [8] are easily outperformed by the new codes. This highlights once again the known difficulties of designing high-rate LDPC codes with puncturing at low-to moderate-blocklength regime.
IV. CONCLUSION
This paper presents a new family of rate-compatible structured LDPC codes for short/moderate blocklengths. These codes have superior performance compared with existing ratecompatible LDPC codes with 1k information blocklength in both waterfall and error floor regions.
