Abstract-A general method for fault detection and isolation (FDI) is proposed and applied to inverter faults in drives of electric vehicles (EVs). This method is based on a change detection algorithm, which allows multiple fault indices (FIs) to be combined to retrieve the most likely state of the drive. The drive topology under study is a six-leg inverter associated with a three-phase open-end winding machine. Due to the inherent faulttolerant topology, the conventional FIs are no longer effective. Therefore, an analysis of simulations under faulty conditions leads to the derivation of suitable FIs. These are based on the envelope of the phase currents, as well as their instantaneous frequency. Specific operating conditions related to the EV environment are taken into account, such as the flux-weakening region and energy recovery. In these modes of operation, FDI can be affected by uncontrolled currents circulating through the free-wheeling diodes. Finally, the performances of the FDI scheme are evaluated under steady-state and nonstationary conditions through simulations and experimental results.
Index Terms-AC machines, change detection algorithms, condition monitoring, drives, electric vehicles (EVs), fault detection, fault diagnosis, inverters, permanent-magnet machines, phase locked loops.
NOMENCLATURE
Δt FDI Detection delay. 
I. INTRODUCTION
Reliability of drives has been studied for decades [1] . This has been recognized as a key feature in transportation systems in which failures can have dramatic effects.
Inverter parts are often pointed out as the weakest components of drives. Statistics generally show that the failure rates of power semiconductors, gate drives, and capacitors are higher than those of electric machines [2] , [3] , even if controller failure rates are significant as well [3] , [4] . 0018 -9545/$31.00 © 2012 IEEE Condition monitoring is a way to avoid unexpected down times as this allows fault detection at an incipient stage, i.e., before the fault develops into a failure. Condition monitoring applied to electric machines is nowadays a mature technology that has received large acceptance in the industry. Techniques based on motor current or voltage analysis have been widely investigated [5] - [8] . On the other hand, inverter failures remain difficult to predict. Although there are recent developments in this field exposed in [9] , improvements are still required to allow a large-scale implementation.
As inverter faults can hardly be predicted, fault tolerance has been the only way to prevent a shutdown of the drive in the occurrence of a failure. Fault tolerance capability has been investigated for electric machines [10] - [13] and for inverters. In [14] , several fault-tolerant inverter topologies associated with a three-phase machine are compared, whereas multiphase drives are addressed in [15] and [16] .
Initially, fault tolerance has been introduced for safetycritical systems. Examples may be found for aerospace actuators [17] , [18] , steer-by-wire and brake-by-wire systems [19] , or in-wheel motors [20] , [21] . Recently, further investigations on a fault-tolerant topology have shown how to integrate a cheap and fast onboard charger [22] , [23] , making fault tolerance cost effective for electric vehicles (EVs) as well. This topology is composed of a six-leg inverter associated with a threephase permanent-magnet synchronous machine (PMSM). No additional component is required for the charging functionality, which is an advantage over the solution proposed in [24] , for example, where an additional clutch is required.
There are several ways to implement fault-tolerant control (FTC). Relying on the inherent fault tolerance is the simplest way to accommodate a fault. With this scheme, the postfault performances are estimated to be satisfactory with no change of the control laws. On the other hand, control reconfiguration allows modification of the control laws to operate the drive as much as possible in its current condition. In the latter case, a robust fault diagnosis is paramount.
In [25] , a technique based on two observers allows the FTC to be implemented for mechanical sensor failures. A maximumlikelihood voting algorithm is used to determine which input for control loops is the most appropriate.
Current-sensor faults are addressed in [26] - [29] . In [26] , an offline test allows determining the faulty sensors, and FTC is achieved by replacing the measurement by software estimation. In [27] , fault detection and isolation (FDI) is performed during a short period of open-loop operation. In [28] , a signal-based technique and the generalized observer scheme are proposed for fault isolation, again with an open-loop controller. In [29] , hardware redundancy is used to isolate the fault in closed-loop operation and at zero speed.
In case of sensor faults, it is also possible to adapt the control strategy in function of the available sensors, as presented in [30] .
Regarding inverter faults, the most common method for fault detection consists of detecting the desaturation of the transistors by monitoring the collector-emitter voltage. This feature is available in many drivers and is often considered as the shortcircuit fault detection for power electronics devices. However, this does not protect the system against other events such as driver failures or gate-command-signal failures. Consequently, research has been dedicated to the detection and isolation of open-phase faults or single-switch open-circuit faults [31] - [37] . In [31] , two methods are investigated: the analysis of 1) the current-vector trajectory and 2) the derivative of the currentvector phase. Both methods are based on the αβ currents. In [32] , a simulation model of the faulty drive is used to train an artificial neural network. In [33] , the detection is based on the pattern of the αβ currents, which is analyzed by a fuzzy technique allowing to isolate the fault and assess its severity. In [34] , the focus is on the analysis on the normalized dc components of the phase currents. By associating additional diagnostic variables such as the number of phase-current samples close to zero and indices of unbalance, detection of multiple faults is achieved. In [35] , a similar idea based on the normalized currents" average absolute values is proposed. In [36] , the derivative of the current-vector phase is combined with an analysis of the polarity of the phase currents to detect and isolate multiple faults. In [37] , a model-based technique is proposed. The fault is modeled as an additive fault acting on the control variables. The isolation is performed by analyzing residuals obtained through observers in the αβ frame.
It has to be noticed that all the aforementioned methods have been proposed for three-leg inverters.
In case a fault-tolerant inverter is used, the drive accommodates the fault, and the αβ components are not affected much, making ineffective all the methods relying on these components. However, methods based on the normalized dc component, such as [34] and [35] , can still be suitable.
Another observation is that none of the previous works has analyzed the detection of faults in the flux-weakening region or in generator mode. These modes of operation are very important for EVs as the electric machines are designed for a large constant-power operation and for energy recovery [38] . In the flux-weakening region, the electromotive force (emf) is larger than the dc-link voltage. Consequently, an uncontrolled current passing through the free-wheeling diodes can be observed in case of fault. This uncontrolled current affects the performance of the FDI scheme.
In this paper, a method for FDI of open-phase and singleswitch open-circuit faults is investigated for a topology composed of a six-leg inverter and a three-phase machine. The objectives are to locate the faulty phase and to distinguish the open-phase fault from the single-switch open-circuit fault. This minimum information can be used to initiate control reconfiguration, which can adapt the current references to obtain control with zero torque ripple, as proposed in [39] - [42] .
The block diagram of the proposed FDI scheme is presented in Fig. 1 . Based on the available measurements, i.e., the phase currents and the mechanical speed, a preprocessing is firstly applied. This allows the magnitude of each phase current and their instantaneous frequency to be extracted through signal processing techniques proposed in [43] and [44] , i.e., a quadrature-signal generator (QSG) and a phase-locked loop (PLL), respectively.
Next, two sets of fault indices (FIs) are generated. The first set is based on the magnitude of the phase currents, and the second is based on the instantaneous-frequency estimation of each phase current. The advantages of the proposed indices are a reduced number of operations and no data storage.
Finally, the decision system is implemented with a change detection algorithm referred to as the cumulative sum (CUSUM) algorithm in [45] . This algorithm is a postprocessing technique based on statistics, which brings intelligence in diagnosis. The principle is as follows. At each sample, based on the values of the FIs, the likelihood of each faulty state is evaluated. This likelihood is cumulated over several samples in CUSUM functions associated with each fault. Then, by comparing the CUSUM functions with each other, it is possible to retrieve the most likely state of the drive. In case of fault, a fault flag (FF) is set high. The advantage of the CUSUM algorithm is an improved robustness for FDI. Moreover, the algorithm offers high flexibility regarding the number and nature of FIs, which can allow an extension of FDI to other faults.
II. DRIVE MODEL AND CONTROL PARAMETERS
The topology under study is depicted in Fig. 2 . The drive is composed of a single energy source, a six-leg inverter, and a three-phase open-end winding PMSM. The two subscripts of the switches refer to their corresponding phase and the location of the switch with respect to the phase terminals.
A. PMSM Model
Neglecting the effects of saliency and magnetic saturation, the model of PMSMs is given by ⎡
where V abc are the voltages at the machine terminals, R s is the stator resistance, I abc are the phase currents, [L abc ] is the inductance matrix, and E abc is the emf due to the permanent magnets.
The electrical equations of open-end winding PMSMs expressed in the synchronous reference frame are given by ⎡
where L 0 is the zero-sequence inductance, L d and L q are the d-and q-axis inductances, respectively, ω e is the electrical pulsation, and θ e is the electrical position. It is assumed that the emf is only composed of fundamental and third-harmonic components; therefore, the zero-sequence emf is a function of 3θ e , whereas the q-axis emf depends on the value of the fundamental flux linkage due to the permanent magnets ψ M,1 .
B. Inverter Model
In healthy operation, the inverter output voltage with respect to phase x (x ∈ {a, b, c}) is equal to
where V DC is the dc-link voltage, and S XY is the state of the switch associated with phase x and located at Y (Y ∈ {1, 2, 3, 4}), with "1" being the "on" state.
Equation (4) is no longer valid in case of inverter fault. However, the system of equations in faulty operation depends on the nature of the fault.
In case of broken wire or connection, the corresponding phase current is equal to zero, and the phase voltage is equal to the sum of the emf and the voltage induced by the magnetic couplings, i.e., according to (1) .
In case of driver or gate-command-signal failures, the voltage equation depends on the switches that are involved in the fault. Equation (4) can be rewritten for every combination of failures. For example, in case S X1 or S X4 fails open, it is no longer possible to enforce V x = +V DC . However, as far as the freewheeling diodes are healthy, the only general statement is Consequently, depending on the faulty switches and the induced voltage, no current, controlled current, or uncontrolled current can be observed in the faulty phase.
C. Control Loops
The block diagram of the control scheme is given in Fig. 3 . Conventional control of the d-and q-axis currents is used, i.e., a field-oriented control with proportional-integral (PI) controllers and compensated emf.
Regarding the zero-sequence component, a particularity consists of only compensating the emf. This allows an operation with a null zero-sequence current in healthy operation. Moreover, this allows an inherent FTC in case of open-circuit faults. As the zero-sequence current is not controlled, the dq controllers are able to reject a part of the components at 2ω e that appear upon the fault occurrence, and therefore, the torque ripple is reduced compared to three-phase star-connected machines.
D. Control in Faulty Operation
The following faults are considered in this paper: a singleswitch open-circuit fault and a single-phase open-circuit fault. The drive has been modeled to simulate the aforementioned faults. It is also possible to operate the drive of the test bed under these faulty conditions, which allows validation of the model. The drive parameters are given in Table I . Both plots clearly show that the faulty phase current is distorted. In particular, the current only takes negative values. This is due to the inverter output voltage that can no longer be equal to +V DC when the phase current is positive. Consequently, the inverter output voltage cannot be greater than the induced voltage, and the current remains equal to zero for a half period.
During the other half period, the current returns to the dc-link via the free-wheeling diode, and thus, the voltage reference is well applied to the machine terminals. It has to be noted that the same analysis is valid in case S A4 fails open. Hence, without additional isolation procedure, the discrimination of the fault is not possible: the polarity of the current gives only information on one faulty pair, i.e., (S A1 , S A4 ) if the current polarity is negative or (S A2 , S A3 ) if the current polarity is positive.
It can also be observed in Fig. 4 that there are differences regarding the magnitude of the simulated and measured currents. The currents of the healthy phases are larger in the simulations and conversely for the current of the faulty phase. Fig. 5 shows the comparison of the phase currents obtained through simulations and through experiments for an opencircuit fault in phase b. This fault will be referred to as BO in what follows. It can be observed that both plots are very similar. Additional harmonic components can be observed in the experimental results, in particular, the third, fifth, and seventh harmonic components that appear due to magnetic saturation when the machine is loaded. Further, due to the inherent faulttolerant structure, the currents in the remaining phase increase to compensate for the fault.
Although the torque ripple is greatly reduced compared with the classical three-leg topology, a second harmonic component can still be observed as the healthy currents have different magnitudes. This torque ripple can be eliminated by applying a control reconfiguration, such as in [39] or with a resonant controller as in [46] .
III. FAULT INDICES
In the previous section, the characteristics of the faults have been analyzed. Unbalanced phase currents are a common characteristic to the faults under study. The faulty phase current is much lower than the healthy currents, the latter being nearly equal in magnitude.
The difference in frequency is another characteristic of the faults since the healthy-current pulsation is equal to ω e , whereas the faulty-current pulsation in case of open-phase fault is equal to zero, and finally, the faulty-current pulsation in case of single-switch open-circuit fault alternates between ω e and zero.
In what follows, signal-processing techniques that allow the extraction of the magnitude and frequency of the phase currents are used. These techniques are QSG and PLL. The principle is depicted in Fig. 6 . This preprocessing eventually leads to the derivation of suitable indices for FDI. 
A. Envelope Detection
The magnitude of the phase currents is obtained with the structure proposed in [43] and adapted in [39] for PMSMs. Adaptive filters allow the isolation of the fundamental component of each phase current and the quadrature-signal generation. Hence, the signal envelope M x of each phase current is obtained by calculating
where I x is the bandpass-filtered current of phase x, and qI x is the low-pass filtered and 90
• -shifted current of phase x.
B. PLL
To take further benefits of the QSG, a synchronousreference-frame (SRF) PLL is used for the instantaneouspulsation estimation [44] . In [39] , it is shown that the response of a PLL with constant gains is load and frequency dependent, making difficult the prediction of the PLL response.
To improve this scheme, the implementation of Fig. 7 is proposed. The output of the PLL is the instantaneous frequency ω x , which is the sum of the electrical pulsation and the PI controller output. The feedforward term ω e allows improving the dynamic response as only deviations with respect to the electrical pulsation will be observed.
The calculations of the PLL gains are given in [44] . For a given bandwidth ω PLL and damping factor ζ PLL , these gains are equal to
Further, to avoid a drift of the PLL output in case the machine is operated at zero current, the PI controller is inhibited at low current magnitudes.
Consequently, the PLL is also inhibited in case of open-phase fault but not in case of single-switch open-circuit fault. The frequency estimation allows thus the nature of the fault to be isolated.
Finally, as the objective is to detect deviations compared with the electrical pulsation, the magnitude of this deviation should not depend on the speed. This can be achieved by choosing a PLL bandwidth such that 
C. Indices Calculation
Suitable FIs are obtained if the following guidelines are achieved.
-The values of the indices are close to zero in healthy operation and are large in case of fault. -The values of the indices in case of fault have to allow the isolation of these faults. -The indices are insensitive to the operating conditions (speed and load). Based on the phase-current envelopes M x and instantaneous pulsations ω x , the following indices are proposed:
The magnitude indices (10) and frequency indices (11) are theoretically equal to zero in case the currents are balanced. This can be observed in Fig. 8 , in which the FIs in healthy operation are plotted for steady state. The indices are close to zero, and there is a good concordance between simulations and experiments. Fig. 9 shows the FIs in case of single-switch open-circuit fault (SWA1O). It can be observed than three FIs are strongly affected, i.e., R M ab , R M ac , and R ω a , which are all the indices associated with the faulty phase.
As the system alternates between a healthy half-period and a faulty half-period, the indices alternate between large and low values as well. It can also be observed that the simulation and experimental results slightly differ since the minimum values of R M ab and R M ac are lower in the experiments. This can be explained by the current waveforms in Fig. 4 . As the experimental results show that the healthy half-period is closer to the currents in healthy operation, the magnitude indices based on the unbalance are also lower within this half-period.
Another observation from Fig. 9 (b) and (d) is that, although three indices are strongly affected, the other indices can be slightly affected as well. This makes difficult the use of threshold-based techniques since the thresholds can hardly be defined without intensive testing. Fig. 10 shows the FIs in case of open-phase fault (BO). It can be observed than two FIs are strongly affected, i.e., R M ab and R M bc , which are the magnitude indices associated with the faulty phase. As the PLL is inhibited at low current magnitude, R ω b remains unaffected by the fault. The comparison between simulations and experiments shows a very good concordance.
IV. DECISION SYSTEM
The objective of the decision system is to process the FIs to make the decision that a fault has occurred and to isolate this fault, as depicted in Fig. 11 for the faults under study. To do so, the CUSUM algorithm is proposed [45] . A summary of the general theory is given in the following sections, as well as simplifications for implementation purposes.
A. CUSUM Theoretical Background
Generally, FDI of several faults can be based on multiple indices. An appropriate number of indices n R has to be chosen to isolate a certain number of faults n f .
The sensitivity of the FIs to the faults can be expressed in an incidence table, as shown in Table II . A cross means that the index has a significant sensitivity to the corresponding fault, whereas a zero means that the sensitivity to the fault is low. At each sample k, the n R values of the FIs can be expressed as where j is a scalar representing the magnitude of the fault j at time k, and [Γ j ] is a n R -dimensional column vector indicating the direction of the fault j(j ∈ {1, . .
is actually the jth column vector of the incidence matrix [Γ], which is obtained by quantifying the elements of the incidence table.
There are several methods to derive the incidence matrix. Two are discussed: 1) the knowledge-based method and 2) the statistics-based method.
The knowledge-based method is simple for three-phase starconnected machines. It consists of noting that, in case of fault, the faulty phase current is equal to zero during a part of the period, and consequently, the healthy phase currents are equal in magnitude during this part of the period, yielding R M ab = 1, R M ac = 1 and R M bc = 0. This analysis is not valid for the proposed topology, as shown in Fig. 10 , where R M ab = 1, R Mac = 0.86, and R M bc = 0.14.
Moreover, these values are not constant and change with the operating conditions. Therefore, another solution consists of using a statistics-based method, in which intensive simulations/testing are required to find accurate values of the mean and standard deviation of the indices in fault conditions.
In Figs. 12 and 13 , the values of the FIs for various operating conditions and all faults under study have been plotted. The results are represented into two 3-D spaces. The former is dedicated to the envelope-based indices, and the latter is dedicated to frequency-based indices. Four separate distributions can be observed in both spaces.
In Fig. 12 , there are one distribution close to the origin, which corresponds to the healthy situation (H 0 ), three distributions having high components along two axes, and a low component along the third axis. The latter distributions correspond to faults in each phase.
On the other hand, in Fig. 13 , the distribution close to the origin includes four states: the healthy operation (H 0 ) and the open-phase faults (AO, BO and CO). The distributions associated with the single-switch open-circuit faults are directed along the axis of the corresponding fault index, e.g., along the R ωa axis for SWAO. In the statistics-based method, the mean value of the FIs is used to generate the incidence matrix. The drawback of this method is that the process can be burdensome and time consuming. Therefore, a simplified analysis is proposed.
Actually, it is enough to seek for the general direction of the faults if the distance between their statistical distributions is large. The direction of the faults in phase a is thus set to [1 1 0] T in the 3-D space dedicated to the envelope-based indices (results are immediate for the other phases). It is worth noticing that this choice yields a method equivalent to the knowledge-based analysis discussed previously.
As the values of the frequency indices are lower than those of the magnitude indices, the direction of the faults is set to 0.5, which corresponds approximately to the ratio of the mean values of the distributions in both spaces.
The subsequent matrix [Γ] obtained from the analysis is given in Table III .
Regarding the magnitude of the faults, it is convenient to choose only one fault magnitude to reduce the number of parameters. In what follows, j = 0.5 is chosen for all faults j. It can be verified that the values plotted in Figs. 12 and 13 are then consistent with (13) and Table III. The problem of FDI is to assess the drive condition, which is the healthy state H 0 or one of the faulty states H j . The CUSUM algorithm allows evaluating the likelihood of each state at each sample and cumulates this likelihood over several samples, thus improving the robustness of the FDI. To do so, an assumption that the FIs are distributed according to Gaussian sequences is made. Then, the algorithm is based on the log-likelihood ratio (LLR) s j,l between two states j and l, which is given by
where p j (p l ) denotes the probability density function of [r(k)] under the state H j (H l ).
Under the Gaussian hypothesis, (14) is given by [45] 
where
is the mean value of the FI vector under the state j (l), and [Σ] is the variance matrix. From (14) , the problem of fault isolation can be simplified by noticing that
which means that only n f functions have to be calculated. Each faulty state is compared with the healthy state, and the larger LLR indicates the most likely state.
To improve the robustness of the FDI method, the CUSUM algorithm is not based directly on the LLR but on the sum of successive values of this LLR. Hence, a CUSUM function g j is associated with each fault j. This function is given by
with g 0,0 (k) = 0 (healthy state is used as reference). Equation (17) acts like an integration of the LLR. As long as there is no fault, the likelihood of the healthy state is the highest, and all LLRs are negative; therefore, all CUSUM functions remain equal to zero. Upon fault occurrence, some LLRs will be positive, and thus, their corresponding CUSUM functions start increasing. Modified CUSUM functions can be used to perform the FDI at once. This modified function is given by
Equation (18) ensures that, at a given time, only one function is positive, which is the most likely state. The decision that the faulty state j holds is made in case the modified CUSUM function g * j (k) crosses a user-chosen threshold h FDI,l . This threshold influences the detection delay Δt FDI,l , which can be estimated as follows:
where T s is the sampling period, and κ l,j is the KullbackLeibler information defined as [47] 
Equation (20) gives information on the distance between the statistical distributions. Hence, if two states are close to each   TABLE IV  PARAMETERS OF THE FDI SCHEME other, κ l,j will be low, and the isolation time will be accordingly high. For example, regarding Fig. 12 , the distributions of AO and SWAO are close. Therefore, without the frequency-based indices depicted in Fig. 13 , the fault isolation would be difficult.
B. CUSUM Practical Implementation
The calculation of (15) requires knowledge of [μ j ] for each fault j and [μ 0 ] for the healthy operation. As discussed in the previous section, the calculation of [μ j ] is given by
Although the theoretical values of the FIs in healthy operation are equal to zero, it has been observed that residual values of a few percent are possible. Therefore,
T . Next, it is practically inconvenient to need the variance matrix [Σ]. First, because this matrix changes with the nature of the fault, it is difficult to take it into account.
Second because there might be differences between simulation and experimental results, this can make difficult the interpretation of experimental results. Consequently, the matrix [Σ] is chosen equal to the identity matrix. This hypothesis does not affect much the FDI scheme but simplifies the implementation.
The detection delay Δt FDI,l can be a priori different for all faults l. However, to reduce the number of parameters, the same detection delay Δt FDI is chosen for all faults.
The detection delay depends on κ l,j . For the application under study, the lowest value is the distance between open-phase faults and the single-switch open-circuit faults. For instance, for phase a κ AO,SWAO = 0.0313.
For a sampling period T s equal to 25 μs and for a detection delay Δt FDI equal to 0.25 s, the detection threshold h FDI is calculated via (19) as
The parameters of the FDI scheme are summarized in Table IV. These parameters are used for the tests of the following sections. It can be observed than the second most likely states is AO, as it has been predicted by (22) . The less likely state is the healthy state H 0 . Fig. 14(a) and (b) shows the simulation and experimental results, respectively. It can be seen that the patterns are similar. It takes about 0.21 s to cross the isolation threshold in simulations, whereas it takes about 0.2 s in the experiments. This is in relatively good concordance with the detection delay that has been set to Δt FDI = 0.25 s. Fig. 15 shows the seven CUSUM functions corresponding to the six faulty states and to the healthy state in case of openphase fault (BO). It can be observed that the function g * BO is a positive and increasing function, meaning that the likelihood of this state is the highest.
The second most likely state is SWBO as it was expected, and the healthy state is again the less likely state. Fig. 15(a) and (b) shows the simulations and experimental results, respectively. It can be seen that the patterns are equivalent.
It takes 0.25 s to cross the isolation threshold in simulations and experiments, which is in perfect concordance with the detection delay.
Figs. 14 and 15 validate the FDI method in steady state. The next section is dedicated to the performances under nonstationary conditions.
V. EVALUATION UNDER NONSTATIONARY CONDITIONS
So far, the FDI scheme has been designed according to simulation results obtained in steady state. To be embedded in EVs, the method needs to be suitable for the operating conditions encountered in the field. That is, the method has to be robust against speed changes and load steps. The method should also be able to work at zero current, in the flux-weakening region, and during energy recovery phases. If it is not possible to detect a fault, at least no false alarms may occur.
To verify that the proposed method is suitable, the following test has been conducted. At time t = 0 s, the machine starts rotating, and the speed increases from zero to a maximum speed equal to 250 rad/s. The acceleration takes 5 s. When the maximum is crossed, the machine speed decreases to zero speed with a constant deceleration during 5 s (see Fig. 16(c) , Fig. 18(c) , and Fig. 19(c) for the speed profile) .
Regarding the load profile, I * q = 0.7 pu from t=0 s until t = 2.5 s; I * q = 0 pu from t = 2.5 s until t = 5 s; I * q = −0.5 pu from t = 5 s until t = 7.5 s; and I * q = −0.3 pu from t = 7.5 s until t = 10 s. Around t = 3.5 s, the drive enters in the fluxweakening region until t = 6 s [see Fig. 16(b), Fig. 18(b) , and Fig. 19(b) ].
For practical implementation, the speed profile is imposed by the load machine, whereas the torque profile is imposed by the machine under study. Fig. 16 shows experimental results of the proposed FDI method in healthy operation. The three-phase currents are shown in Fig. 16(a) , whereas the 0dq currents are shown in Fig. 16(b) . I q follows the torque profile, whereas I d is imposed by the controller to satisfy the voltage limit in the fluxweakening region. The zero-sequence current I 0 is nearly equal to zero during the test. The CUSUM functions are plotted in Fig. 16(d) .
When the motor starts rotating, the CUSUM functions undergo a transient from t = 0 s until t = 0.23 s, which is due to the synchronization time required by the QSG and PLL. As shown in Fig. 17 , the FIs can take large values during this short period but recover quickly when the speed increases. From t = 2.5 s until t = 3.5 s, the current references are equal to zero. Due to the low magnitude of the phase currents, the envelope-based indices take large values, as shown in Fig. 17(a) for R M ab . As there is no phase unbalance, each index takes successively large values, but these values are not persistent. In this case, the CUSUM algorithm acts as a filter, and the CUSUM functions are close to zero, as highlighted in Fig. 16(d) . This test illustrates the behavior of the CUSUM algorithm, where additional intelligence allows avoiding false alarms due to nonstationary conditions or operation at low currents. Fig. 18 shows the experimental results of the proposed FDI method in case of single-switch open-circuit fault.
From t = 0 s until t = 2.5 s, the speed increases, and I * q = 0.7 pu. Because of the fault, the phase a current has only negative values, as shown in Fig. 18(a) . Similarly, the zerosequence current has only negative values within this period, whereas the d-and q-axis currents are close to their references [see Fig. 18(b) ]. Regarding the CUSUM functions of Fig. 18(d) , it can be seen that the fault is not detected during the first moments. This is due to the dynamic of the filters, which is low at low speed and to the synchronization of the PLL. Next, from t = 0.5 s until t = 2.5 s, the fault isolation is performed as expected, i.e., the CUSUM function g * SW AO crosses the isolation threshold every 0.25 s.
At t = 2.5 s, the machine is operated at zero current. It can be seen that the fault is still isolated, even if the dynamics of the fault isolation is different. At t = 5 s, the energy recovery is activated, whereas the machine is operated in the flux-weakening region. For this particular operating condition, an uncontrolled positive current in the faulty phase can be observed in Fig. 18(a) . This is a tricky case as the frequency indices R ω a are not overly affected by the fault. Therefore, it can be seen in Fig. 18(d) that the likelihood of the open-phase fault AO is almost equivalent. In any case, the FDI shows that the phase a unbalance is well detected as the CUSUM functions of other faults keep decreasing.
Finally, from time t = 6 s until t = 10 s, the machine is operated in the energy recovery mode and out of the fluxweakening region. The fault is isolated, and the load step at time t = 7.5 s has no effect on the FDI. Fig. 19 shows experimental results of the proposed FDI method in case of open-phase fault (BO). The same test as for Fig. 18 is conducted. However, it can be seen that the fault is detected on the whole test and with a constant detection delay.
VI. CONCLUSION
The FDI of inverter faults has been considered for a faulttolerant topology. As the analysis of the current-vector trajectory is not suitable for this topology, other FIs based on knowledge of the fault characteristics have been derived. These indices are based on the unbalance of the phase currents, as well as their instantaneous frequency.
To handle multiple indices and the isolation of multiple faults, the CUSUM algorithm has been introduced. This algorithm allows processing the FIs by associating a likelihood ratio to each fault at each sample. By cumulating this likelihood ratio over several samples, it is possible to retrieve the most likely state of the drive with high reliability. This postprocessing technique adds intelligence in diagnosis, which is required in some particular operating conditions to avoid false alarms.
The FDI method has been derived from simulation results in steady state with a validation by experiments at each step. To deal with the EV environment, the robustness of the method has been tested in the following operating conditions: variable speed, load steps, at zero current, in the flux-weakening region, and in energy recovery. The proposed FDI method performs well in all these modes. The simultaneous operation in the fluxweakening region and in energy recovery has been observed to be the most difficult condition for FDI of a single-switch opencircuit fault due to a large uncontrolled current in the faulty phase.
This FDI scheme offers several possibilities for future research. First, the flexibility of the method allows the addition of other FIs, which can be used for the isolation of other faults such as sensor and machine faults within the same decision system. An extension to inverter FDI in multiphase drives can also be achieved easily.
Another possibility consists of implementing postfault strategies dedicated for each faulty mode.
Regarding the application, future work will also be directed with regard to the efficiency of the solution, and possible improvements such as soft-switching will be investigated on the converter side.
