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Let H be a real Hilbert space. Let A be a positive self-adjoint linear operator, and 
let B be a self-adjoint bounded linear operator on H. The author proved the 
following: 
THEOREM. Let u(t) be a solution of the differential equation in H 
u’(t) = -Au(t) + Bu(t), o<t<1. (*I 
Then, for each x in H, there exists a one-parameter family of solutions v,j(t; ,Y), b > 0, 
of (*) with the following properties 
(i) v,,(O; x) is stable with respect to variations in x and 
v,(O; u(l)) -+ 40) for p-0; 
(ii) ~~dl;.x)+x.for B-O; 
(iii) if Iu( 1) - ~1 <E and [u(O)1 < E, then, for /J’ = E/E one has 
IV&t; X) -U(t)/ < 2dE’i?‘, O<t<1 (**I 
where 
Here, 1.1 denotes the norm in H, and l/,1/ denotes the norm of a bounded linear 
operator on H. 
Furthermore, v,,(t; 1) can be obtained by successive approximation, using the con- 
traction principle. 
The foregoing theorem extends (but does not contain) a result of K. Miller, in 
which B=O and G( = 1. Moreover, the fact that the present approximate solutions 
can be obtained by successive approximation should be noted. 0 1985 Academic Press, 
Inc 
148 
0022-241X/85 $3.00 
Copyright 0 1985 by Academrc Press, Inc. 
All rights of reproduction m any form reserved 
STABILIZED APPROXIMATE SOLUTIONS 149 
0. INTRODUCTION 
Let H be a real Hilbert space. We shall consider the inverse time 
problem for the following differential equation in H 
u’(t)= -Au(t)+Bu(t), o<t<1 (0.1) 
where A is a self-adjoint positive linear operator and B is a self-adjoint 
bounded linear operator on H. If B= 0, then (0.1) is an abstract form of 
the heat equation 
u’(t)=du(t), o<t<1 (0.2) 
where d operates on the functions in HA(D), the distributional Laplacians 
of which are in L,(D). Here, HA(D) is the closure in H’(D) of the 
Cm-functions on a domain D in R”, with compact support H’(D) being the 
Sobolev space of the real-valued functions in L,(D), the distributional 
derivatives of which are in L,(D). 
We note that -A + B is the infinitesimal generator of a C, semi-group 
s(t), t 3 0. Thus, for each x in H, u(t) = S(t) x is the unique solution of 
(0.1) with initial value x. We are concerned with the following: 
PROBLEM 1. Given x in H, find a solution u(t) = u(t; x) of 0.1 such that 
u(l)=x. 
As is known, Problem 1 is a non-well-posed problem. In other words, 
u(t; x) does not exist for every x, and on the set of the x’s for which it does 
exist, u(t; x) does not depend continuously on x. So, we are led to the 
following: 
PROBLEM 2. Let x be given in H. Find a one-parameter family v&t; I), 
fl>O, of solutions of (0, 1) such that ~~(0; x) is stable with respect to 
variations in 1, that 
and that 
(0.3) 
va(l;X)+X for p-b 0. (0.4) 
Here, u(t) is any solution of 0.1. 
DEFINITION 0.1. A family v8( t; I), /I > 0, satisfying the requirements of 
Problem 2 is called a quasi-solution of Problem 1. 
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Problem 2 has been studied by various authors, notably Lattes and 
Lions [7], using the quasi-reversibility method, Gajewski and Zacharias 
[4], Showalter and Ting [lo], Showalter [9] and other authors, using 
variants of the quasi-reversibility method. It is noted that in the papers 
referenced above, the problem of approximating the solution on the whole 
time interval [0, l] is not considered. Now, we shall place on a quasi- 
solution the further requirement hat it be useful also when x is such that 
Problem 1 has no solution. The reason for this is that, in practical 
problems, x is in general the result of experimental measurements, and, 
hence, is subject to experimental errors. The slightest error in measurement 
may lead to a x for which Problem 1 has no solution. In the problem of 
approximating the true solution on the time interval, stability with respect 
to time is a requirement. Accordingly, K. Miller was to let to formulate the 
following problem, to which he himself offered a solution. 
PROBLEM 3. Let x be given in H, let E > 0, E > 0 be given numbers. Let 
u(t) be the (unknown) exact solution of 
u’(t)= -Au(t), 0<261 (0.5) 
with (unknown) initial value u(0). Here A is a positive self-adjoint linear 
operator. Let it be known that 
Iu(l)-xl <E and lu(O)l <E (0.6) 
Consider the problem 
o’(t) = --f(A) 4th O<Z<l 
41)=x 
(0.7) 
(0.8) 
and find necessary and sufficient conditions on the function f such that the 
solution w(t) of 
w’(t) = -Aw(t), O<tdl (0.9) 
w(0) = u(0) (0.10) 
u(t) being the solution of (0.7))(0.8), satisfies 
[w(t)- u(t)\ ~2dE’~ ‘, O<t<l. 
The purpose of this paper is to find a quasi-solution giving to the exact 
solution u(t) an approximation of the type of Problem 3 above with the full 
equation (0.1) (i.e., with B#O) and to obtain a sharper estimate on the 
coefficient in inequality (0.11). Our approach will be a constructive one. 
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1. STABLE QUASI-SOLUTIONS 
Consider Eq. (0.1) with A a self-adjoint positive linear operator, and B a 
self-adjoint bounded linear operator on H. Then, for each /I > 0, the range 
of /II+ A is all of H, Z being the identity operator, and (PI+ A) ~ ’ exists as 
a bounded operator on H, with 
IIw+~)r’/I 6 l/B, B>O (1.1) 
where II.11 denotes the norm of a bounded linear operator on H. Hence, by 
the HilleeYosida theorem [S], -A is the infinitesimal generator of a con- 
traction semi-group of class C,, S,(t), t30. Thus [5], -A +B is the 
infinitesimal generator of a C, semigroup S(t), t 2 0, such that 
lIs(t)ll 6exp(llBII t), O<t<l. (1.2) 
Note that S(t) is a self-adjoint positive bounded linear operator for each 
0 6 t < 1. Hence (PI+ S(t)) ’ exists as a bounded linear operator for each 
b > 0. For each 1 in H, we put 
q~=w+K)r’X with K=S(l) (1.3) 
ug(t; xl = S(t) up. (1.4) 
We shall show that ug(t; x) is a quasi-solution of Problem 1. We need the 
following (known) result. 
LEMMA 1.1. Let J he u strictly positive bounded linear operator on H. 
Then, for each x in H 
lim (flZ+ J)-’ Jx=x. (1.5) p - 0 
We now show that u,,(t; x) is a quasi-solution of Problem 1. 
PROPOSITION 1.1. The family u8( t; x), fl> 0, of solutions of (0.1) as given 
by (1.4) is a quasi-solution of Problem 1. 
Proof: Consider ul,(t; x) as given by (1.4) i.e., 
‘Jg(t; x) = s(t)(Dz+ K) ’ x with K=S(l). (1.6) 
We claim that 
u/1(1;;)+’ for b + 0. (1.7) 
Indeed, 
ZI~(~;X)=K(/IZ+K))‘X=(PZ+K)-~ Kx (1.8) 
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which, by Lemma 1.1, converges to x for b -+ 0. Next, letting x = u( 1 ), we 
have 
ufi(O; u( 1)) = (pz+ K)-’ Ku(O) (1.9) 
which, by Lemma 1.1, converges to u(0) for /I + 0. Hence up(t; x) is a 
quasi-solution as desired. Q.E.D. 
Remark 1.1. Since v,(O; u( 1)) + u(0) for B + 0, we have 
u/At; 41)) -+ u(t) for b-0 uniformly on Oft<l. 
More precisely 
l’Jp(c u(l)) - u(t)1 G IlS(t)ll IW+ K)r’ Ku(O) - u(O)1 
dev(llBIl) IW+W’~~O)-U(O)I. 
We now state and prove the main result of this paper. 
THEOREM 1.1. Let x be given in H. Let p > 0, E > 0 be given numbers. 
Suppose u(t) is a solution of Eq. (0.1) (with A, a self-adjoint positive linear 
operator, B a self-adjoint bounded linear operator on H), satisfying 
Ix-41)I <E> l4O)l <E. (1.10) 
Let v&t; x) be given by 1.4. Then, for p = E/E, we have 
I ua( t; x) - u( t)l d 2&‘E’ ~ ‘cl’, O<t<l (1.11) 
where 
a= lKlll(B+ Ila)< 1. (1.12) 
Furthermore, vg(t; x) can be obtained by successive approximation. 
Proof: We shall establish (1.11) for t = 0 and t = 1, and then, use a 
logarithmic convexity argument. For t = 0, 
l~p(O;x--u(~)l ~IIW+WlI lx-41)I G&IP=E (1.13) 
Iu,dO; 41))-4O)I < IIW+W’ K-III MO)1 
d II/W+ Wll lu(O)l GE. (1.14) 
But 
l~,dQ x) - u(O)1 < Iu,,(O; x- u(l)1 + lug(O; u(1)) - u(O)l. (1.15) 
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Hence 
Furthermore 
Iu,j(O; x) - u(O)/ < 2E. (1.16) 
Iu,j(l;X)-U(l)I < Il~(P~+~)-‘II lx-41)I + llm~+w’~-~ll W)l. 
(1.17) 
Now, we have 
IIw~+w’II = lIw+~)-l~II = Il~lll(B+ IlU) (1.18) 
the latter identity following from a lemma of Kolodner’s [6] since K is 
positive. It follows that 
IIfw+W1~-~II =B ll~ll/(B+ IlJa). 
Combining (1.17), (1.18) and (1.19), we have 
Iu/j(l;x)-u(1)I62cYE 
where 
a = ll~ll l(P + IlKI 1. 
(1.19) 
(1.20) 
By (1.16) and (1.20), it follows from the logarithmic convexity of 
Iua(.;x)-4.)l IIll that 
Ius(t;x)-u(t)1 <2a'dE1-', O<t<l. (1.21) 
Now, consider formula (1.3) giving ug = u (0; x). Clearly, up satisfies 
/ha + Ku, = x. (1.22) 
Following a trick due to Zarantonello [ 111, we rewrite (1.22) as 
MB= Wxp IIBII 1 I- K) up 
1 +Aexp IIBII 
+A/(1 +Juexp IIW) (1.23) 
where 1,=/V’. 
Since K is positive 
A II(exp lIW)Z-Kll diexp IIW. (1.24) 
Hence the right-hand side of (1.23) defines a contraction on H of coefficient 
i exp IIBIJ /(l + A exp 11B11) < 1. Thus Eq. (1.23) can be solved by successive 
approximation, using the contraction principle. This completes the proof of 
the theorem. 
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Theorem 1.1 extends K. Miller’s results [S] in which B = 0 and CI = 1. 
We should note that Ewing [3] proposed a different approximation, 
namely wB, which satisfies 
wb( t) + /Mwb(t) = -Awp( t), wp(l)=x (1.25) 
and is such that, if u(t) is a soluiton of (0.1) with B = 0, subject to (l.lO), 
then, for /I = (log E/E) ‘, 
O<t<l. (1.26) 
2. DISCUSSIONS 
In order to put the present approach into its proper perspective, we 
should say a few words about its connection with the quasi-reversibility 
method as applied to the inverse time problem for Eq. (0.1). Miller’s 
approach is a variant of Lattes and Lions’ original quasi-reversibility 
method. The latter consists in perturbing Eq. (0.1) with final value x at 
t = 1 into (the Q - R equations) 
U#)=(-A++pA2)Up(t), fi>o (2.1) 
ug(l)=x (2.2) 
which is a well-posed problem, and then solving the Cauchy problem 
u’(t) = -Au(t) (2.3) 
u(0) = u/JO). (2.4) 
Some of the other known variants of the quasi-reversibility method as 
applied to the inverse time problem for Eq. (0.1) are Ewing [3], Gajewski 
and Zacharias [4], Showalter and Ting [lo], and Showalter [9]. In the 
works quoted above, it is the differential equation that is perturbed. Now, 
for numerical approximation, it is often advantageous to deal with an 
integral equation rather than with a differential equation. Accordingly, 
Colton and Wimp [2] converted the Q-R equations (2.1))(2.2) into a 
Fredholm-Volterra integral equation in the case A = -d on a bounded 
domain of Euclidean space with vanishing boundary conditions. Now, for 
our case, proceeding in the opposite direction as compared with the usual 
quasi-reversibility method, we have converted the differential equation (0.1) 
with final data at t = 1 into an operator equation of first kind, and then 
regularized the latter equation. Thus, in an abstract setting, we have to 
solve the equation 
Ku=x (2.5) 
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where K = S( 1 ), S(t) being a self-adjoint semi-group of class C,. Exploiting 
the positivity of K, we perturbed (2.5) into 
(2.6) 
which is suitable for numerical approximation, since uB depends con- 
tinuously not only on x but also on K in the operator topology. In the 
important special case A = -d operating on the functions in HA(D) the 
distributional Laplacians of which are in L,(D), then s(t) is the Green’s 
function for the first initial and boundary value problem for the heat 
equation. In many cases of interest, the Green’s function is known. In the 
general case, it can be approximated, and the fact that (/IZ+ K) ~ ’ exists as 
a bounded operator guarantees the stability of such an approximation. An 
added advantage is that, here, we can use successive approximation. 
Note added in proof J. Franklin (M&h. Comp. 28 (1974), 889-907) converted the problem 
into an integral equation (in the case the domain D is an interval and the boundary con- 
ditions are Neumann conditions), then, applied the Tychonov optimization method. 
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