Abstract. Given self-adjoint operators A, B ∈ B(H ) it is said A ≤ u B whenever A ≤ U * BU for some unitary operator U . We show that A ≤ u B if and only if
Introduction
Let B(H ) be the algebra of all bounded linear operators on a complex Hilbert space H with the identity I, let B h (H ) be the real linear space of all self-adjoint operators and let U(H ) be the set of all unitary operators in B(H ). By an orthogonal projection we mean an operator P ∈ B h (H ) such that P 2 = P . An operator A ∈ B(H ) is called positive if Ax, x ≥ 0 for every x ∈ H and then we write A ≥ 0. If A is a positive invertible operator we write A > 0. For A, B ∈ B h (H ) we say that A ≤ B if B − A ≥ 0. The celebrated Löwner-Heinz inequality asserts that the operator inequality T ≥ S ≥ 0 implies T α ≥ S α for any α ∈ [0, 1], see [4, Theorem 3.2.1] . An operator T is called hyponormal if T * T ≥ T T * . Douglas [2] investigated the operator inequality T * HT ≤ H, with H Hermitian and showed that if P is a positive compact operator and A is a contraction such that P ≤ A * P A, then P = A * P A; see also [3] . Ergodic properties of the inequality T * AT ≤ A, with A positive studied by Suciu [11] . Given operators A, B ∈ B h (H ) it is said that A ≤ u B whenever A ≤ U * BU for some U ∈ U(H ); see [6, 7] . This binary relation was investigated by Kosaki [6] by showing that
Okayasu and Ueta [7] gave a sufficient condition for a triple of operators (A, B, U) with A, B ∈ B h (H ) and U ∈ U(H ) under which B ≤ A ≤ U * BU implies B = A = U * BU. In this note we use their idea and prove a similar result. In fact we present some sufficient conditions on an operator U ∈ U(H ) for which B ≤ A ≤ U * BU ensures B = A = U * BU when A, B ∈ B h (H ). It is known that ≤ u satisfies the reflexive and transitive laws but not the antisymmetric law in general; cf. [7] . The antisymmetric law states that Hilbert spaces. Utilizing a result of [10] we show that A ≤ u B if and only if
r ) for any increasing operator convex function f , any operator monotone function g and any positive number r. Recall that a real function f defined on an interval J is said to be operator convex if f (λA + (1 − λ)B) ≤ λf (A) + (1 − λ)f (B) for any A, B ∈ B h (H ) with spectra in J and λ ∈ [0, 1] and is called operator monotone if f (A) ≤ f (B) whenever A ≤ B for any A, B ∈ B h (H ) with spectra in J, see [12] . Finally we prove that if A is a positive operator and U ∈ U(H ) such that A n ≤ U * A n U for all n ∈ N, then A = U * AU.
The results
First we give the following lemmas that we need in the sequel. The first one is applied frequently without referring to it. Lemma 2.1. Let A ∈ B h (H ) and U ∈ U(H ). Then f (U * AU) = U * f (A)U for any function f which is continues on the spectra of A.
Proof. First we note that (U * AU) n = U * A n U for all n. Using the functional calculus and a sequence of polynomials uniformly converging to f on sp(A), we conclude that
Lemma 2.2. [9, Theorems 2.1, 2.3] Let T ∈ B(H ) be hyponormal and T = U|T | be the polar decomposition of T such that U n 0 = I for some positive integer n 0 , U * n → I as n → ∞ or U n → I as n → ∞, where the limits are taken in the strong operator topology. Then T is normal. Remark 2.3. We note that if U ∈ U(H ), then
Thus U * n → I as n → ∞ if and only if U n → I as n → ∞, where all limits are taken in the strong operator topology.
Lemma 2.4. Let U, V ∈ U(H ) be two commuting operators such that U n → I and V n → I as n → ∞. Then (UV ) n → I as n → ∞, where all limits are taken in the strong operator topology.
Proof. It immediately follows from the following
Theorem 2.5. Let U ∈ U(H ) such that any one of the following conditions holds:
n → I as n → ∞ in which the limit is taken in the strong operator topology.
By our assumption we have
Thus T is a hyponormal operator. Obviously |T | = U * (B + λ)
It follows from the invertibility of T that I = V U * , that is, U = V . Thus T satisfies the conditions of Lemma 2.2. Therefore T turns out to be normal. Then (2) yields that B = A = U * BU.
Corollary 2.6. Let U, V ∈ U(H ) be two commuting operators satisfying any one of the following conditions (i) U n 0 = I and V n 0 = I for some positive integer n 0 , (ii) U n → I and V n → I as n → ∞, where all limits are taken in the strong operator topology. If A, B ∈ B h (H ) such that A ≤ U * BU and B ≤ V * AV , then A = U * BU and B = V * AV .
Proof. By Lemma 2.4, the unitary operator UV satisfies the conditions of Theorem 2.5.
The following lemmas are used in the proof of Theorem 2.9.
The following result is a variant of Theorem 2.6 of [10] . 
If f is an increasing operator convex function, then f ′ + (0) ≥ 0. The converse is also true. In fact f can be represented as Proof. First we assume that 0 < A ≤ U * BU for some operator U ∈ U(H ). Then 0 < g(A) ≤ g(U * BU) = U * g(B)U for any operator monotone function g. Let r be a positive number. By Lemma 2.7 we have log(g(A)) ≤ U * log(g(B))U. Hence log(g(A) 2r ) ≤ log(U * g(B) 2r U). Thus by Kosaki result (1) there is an operator V ∈ U(H ) such that
. From which and Lemma 2.8 we conclude that
for any increasing operator convex function f . This means that f (g(A) r ) ≤ u f (g(B) r ) as desired.
For the general case note that the condition 0 ≤ A ≤ U * BU ensures 0 < A + ε ≤ U * (B + ε)U for all ε > 0. Now the general result is deduced from the paragraph above and a limit argument by letting ε tend to 0.
The reverse is clear by taking f (x) = x and r = 1.
From Theorem 2.9 one can see that if A ≤ u B, then there exists a sequence {U n } n∈N ⊂ U(H ) such that A n ≤ U * n B n U n . An interesting problem is finding an operator U ∈ U(H ) such that A n ≤ U * B n U for any positive integer n. If there exist a sequence {U n } n∈N ⊂ U(H ) such that A n ≤ U * n B n U n and in the strong operator topology {U n } converges to an operator U ∈ U(H ), then U is the desired unitary operator. To see this let ξ ∈ H , n ∈ N and m > n. Then
Note that in the inequality of (4) we used α = m n in the Löwner-Heinz inequality. By our assumption we have
as m → ∞, which by (4) implies that A n ≤ U * B n U as requested. The next theorem is related to the problem above. First we need to introduce our notation. For any two positive operators A and B and any positive integer n let K n,A,B = {U ∈ U(H ) : A n ≤ U * B n U}. This set is compact in the case when H is finite dimensional. Further, A ≤ U * BU for some unitary matrix U if λ j (A) ≤ λ j (B) (1 ≤ j ≤ n), where λ 1 (·) ≥ . . . ≥ λ n (·) denotes eigenvalues arranged in the decreasing order with their multiplicities counted. Thus K n,A,B can be nonempty. Our next result reads as follows.
Theorem 2.10. Suppose that A and B be two positive operators such that K n 0 ,A,B is a nonempty set, which is either compact in the strong operator topology or closed in the weak operator topology for some positive integer n 0 . Then there exists an operator U ∈ U(H ) such that A n ≤ U * B n U for every positive integer n.
Proof. First assume that K n 0 ,A,B is a nonempty strongly compact set for some positive integer n 0 . Without loss of generality we may assume that n 0 = 1. Let us set K n instead of K n,A,B for the sake of simplicity. Using the Löwner-Heinz inequality one easily see that for any positive integer n
We show that the sets K n are strongly closed. To achieve this aim, fix n and let {U α } be a net in K n such that U α → U in which the limit is taken in the strong operator topology. Since K n ⊆ K 1 and K 1 is assumed to be a strongly compact set, we conclude that U ∈ K 1 which implies that U ∈ U(H ). Let ξ ∈ H . We have
Since {U α } converges strongly to U we obtain
Applying (6) and (7) we get A n ≤ U * B n U. Thus U ∈ K n . Hence K n is closed. Now Theorem 2.9 shows that the sets K n are nonempty and (5) shows that n∈F K n = K max F = φ for any arbitrary finite subset F of N. Hence n∈N K n = φ because the K n are closed subsets of K 1 and K 1 is compact.
Second, assume that K n 0 is a weakly closed nonempty set for some positive integer n 0 . Due to the unit ball of B(H ) is weakly compact, we can repeat the first argument and reach to the desired consequence. Now we aim to prove our last result. We state some lemmas which are interesting on their own right. Lemma 2.11. Let P ∈ B(H ) be an orthogonal projection and U ∈ U(H ) such that P ≤ U * P U. Then P = U * P U.
Proof. Let ran(P ) = H 1 and let I 1 and I 2 be the identity operators on H 1 and H ⊥ 1 , respectively. Therefore P = I 1 ⊕ 0 and
. From P ≤ U * P U we reach to the following inequality
which implies that
From (8) and (9) we see that
In the sequel we need to use the structure of the spectral family {E λ (A)} corresponding to an operator A ∈ B h (H ); cf. [5] . Recall that E λ (A) can be defined as the strong operator limit ϕ λ (A) of the sequence {ϕ λ,n (A)}, where {ϕ λ,n } is a sequence of decreasing nonnegative continuous functions on the real line pointwise converging to the following function defined on the spectrum sp(A) of A:
Remark 2.12. It follows from Lemma 2.1 that if A is a positive operator and U ∈ U(H ), then E λ (U * AU) = U * E λ (A)U for every λ ∈ R. Theorem 2.14. Let A be a positive operator and U ∈ U(H ) such that A n ≤ U * A n U for all n ∈ N. Then A = U * AU.
Proof. From Lemma 2.13 and Remark 2.12 we see
Thus from Lemma 2.11 we have E λ (A) = U * E λ (A)U, which implies that UE λ (A) = E λ (A)U for every λ ∈ R. Hence UA = AU, or equivalently A = U * AU Proof. By Theorem 2.10 there exist operators U, V ∈ U(H ) such that A n ≤ U * B n U and B n ≤ V * A n V for all n ∈ N. Thus A n ≤ U * B n U ≤ U * V * A n V U. Now the result is obtained from Theorem 2.14.
