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Abstract Current image-editing tools do not match
up to the demands of personalized image manipulation,
one application of which is changing clothes in user-
captured images. Previous work can change single color
clothes using parametric human warping methods.
In this paper, we propose an image-based clothes
changing system, exploiting body factor extraction and
content-aware image warping. Image segmentation and
mask generation are first applied to the user input.
Afterwards, we determine joint positions via a neural
network. Then, body shape matching is performed
and the shape of the model is warped to the user’s
shape. Finally, head swapping is performed to produce
realistic virtual results. We also provide a supervision
and labeling tool for refinement and further assistance
when creating a dataset.
Keywords clothing try-on; image warping; human
segmentation
1 Introduction
With the rapid development of the Internet and
digital media, current graphics tools fail to meet the
increasing demands for personalized visual content
manipulation. Changing clothes in images captured
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by users is one such application. However, using
current image editing technology in professional
image editing packages such as Adobe Photoshop,
changing clothing in images is still a labor-
intensive and time-consuming task. Realistically
changing clothing has many challenges, such as the
deformation of the clothes in 2D images, differences
in luminance conditions, clothes region composition,
and so on. It is hard even for experienced artists
to generate good results. Moreover, in order to
produce a visually realistic image, artists must fit
target clothes to target bodies exactly, which requires
considerable effort, using perhaps hundreds of local
edits.
Researchers have made efforts to find easier ways
for users to perform this task. Instead of fitting
clothes to target bodies, Chen et al. [1] proposed
a clothes swapping algorithm to address changing
clothes having a single color with others having
similar styles, based on human body retrieval results.
However, it is not applicable to a freer and more
complicated task: changing clothes for ones with
different textures and styles. Zhou et al. [2] proposed
a parametric body reshaping system with manually
adjusted parameters, offering a way of fitting body
size to clothes. However, their method did not work
well on natural images, as more consideration of the
final composition results is needed for the natural
images provided by users.
In this paper, we propose an automatic clothing
changing system. We allow a user to input his or her
own image, and choose clothes from models in our
image library. We first segment the input image and
library image to obtain a precise mask of the human
body. Then joint detection and boundary matching
is performed. After matching the two bodies, we
calculate their differences in a parametric way, as a
basis for the following content-aware image warping
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Fig. 1 Example input and output: (a) the user input, (b) model
image selection, and (c) the result.
stage, which warps the target body into the desired
shape. Head swapping [1], the last step, is then
applied. As shown in Fig. 1, a synthesized photo
of the user with correct body shape and desired
clothing is produced.
2 Related work
2.1 Articulated human pose estimation
The development of articulated human pose
estimation greatly boosted semantic understanding
of images. Ferrari et al. [3] proposed a reduced
search space algorithm, which improved the chance
that estimation would succeed. Andriluka et al. [4]
introduced a generic approach based on pictorial
structure, while Johnson and Everingham [5]
combined color segmentation and limb detection.
Part-based models [5–8] have proved their
effectiveness. Vineet et al. [9] introduced detector-
based conditional random fields. Combination of
convolutional neural networks (CNN) and graphical
models [10] has also achieved high performance.
Taking a different approach to part-based graphical
models, Ramakrishna et al. [11] proposed an
inference machine with rich spatial interactions.
Carreira et al. [12] put forward iterative error
feedback, improving the performance of hierarchical
feature extractors. Recently, Wei et al. [13] combined
CNNs and a pose machine [11], giving a system with
state-of-the-art performance.
2.2 Semantic image segmentation
Semantic image segmentation has been one of
the most popular topics in recent years. Blake
et al. [14] proposed an interactive method with
probabilistic formulation. With the goal of creating
an automatic system, conditional random fields
(CRF) were applied. Further work [15, 16] has
focused on CRF, producing desirable results. In the
meantime, other work [17–20] has adopted region
grouping to address this problem. Furthermore,
hierarchical segmentation models [16, 18, 19] have
been combined with the abovementioned methods
to improve segmentation performance. Salient
region detection [21, 22] and attention models [23]
have also greatly contributed to enhancement of
image segmentation. Zheng et al. [24] proposed
a machine learning method with pixel-wise labels
of object class and visual attributes. Recently,
with the development of deep learning, neural
networks have demonstrated their strong power
for semantic image understanding. Recent neural
network models [15, 23] provide state-of-the-art
image segmentation systems.
2.3 Image warping
There are many image warping algorithms to
manipulate an image using control handles.
The deformation of the image to follow those
control handles can be achieved by optimization
methods [25], radial basis functions (RBF) [26], or
moving least squares (MLS) [27]. Recently, Zhou
et al. [2] proposed a resizing method warping a
human body to follow a body skeleton, controlled
by varying body parameters. Kaufmann et al. [28]
put forward a single unifying framework for image
warping based on a finite element method (FEM).
3 Overview
A clothes changing system requires body shape
perception and content-aware image warping.
Existing methods ask the user to manually input
their body parameters to provide information about
body shape. In contrast, we present an automatic
matching and reshaping system that utilizes a deep
neural network to detect articulation, and produces a
set of key points to guide shape matching and image
warping. See Fig. 2 for an overview of our system.



















Fig. 2 Overview of our system. Images are first segmented to produce body shape masks. Shape matching is then performed between the
two shapes, which guides the following image warping and head swapping processes.
We adopt GrabCut [29] as our basic image
segmentation algorithm. It requires prior knowledge
to guide the segmentation process. We provide an
initial heatmap generated by saliency filtering [30]
as well as skin detection [1] to the algorithm. After
segmentation, a guided image filter [31] is applied to
the mask, refining the human contour. In most cases,
it works well and produces suitable segmentation
results. In order to deal with difficult cases, we
provide a user interface which allows the user to
preview the mask, and interactively refine it if
needed.
Next, joint detection is performed using a
convolutional pose machine (CPM) [13]. We
first use a boundary scanning algorithm to
extract a set of control points along the body
contour. Next, we match the control points
of user and library images, according to joint
correspondence previously obtained. Then we
generate meshes on the target image using
constrained Delaunay triangulation. Mesh-based
image warping is performed to synthesize the new
photo. Finally, head swapping is performed using
the method in PoseShop [1] with Poisson fusion [32],
to transfer the user’s head to the reshaped model’s
body. A synthetic image of the user wearing the
model’s clothes is the final output of our system.
4 Automatic mask generation
In this section, we present technical details of
our image segmentation method and begin with
GrabCut [29], an image segmentation tool.
GrabCut is a powerful algorithm based on graph-
cut. It performs well with user interaction and
iterative mask optimization. However, as our goal is
an automatic system, we have to provide the system
with prior knowledge produced by other methods. In
order to better guide GrabCut, we determine high-
saliency regions [30], in the form of a heatmap H,
and turn the heatmap into a four-valued indicator
function using a set of thresholds:
Isalicency(i, j) =

0, H(i, j) ∈ [0, 70)
1, H(i, j) ∈ [70, 120)
2, H(i, j) ∈ [120, 180)
3, H(i, j) ∈ [180, 255]
The values 0 to 3 respectively represent background,
probable background, probable foreground, and
foreground. Generally, this information is sufficient
for GrabCut to produce a good segmentation.
However, in some cases, it needs further semantic
information to do so as the saliency model sometimes
does not correctly predict the saliency of body
parts. In order to deal with this problem, we
tried to augment the differences between regions
within an image, but this did not provide
sufficient extra information either. Since we are
specifically segmenting a human, we should take
the most distinctive parts of the human body into
consideration. Poseshop [1] uses a skin detector
based on a Gaussian mixture model, which produces
accurate skin heatmaps of images. Our experiments
on segmentation indicate that combining these two
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heatmaps works well. We denote the binarized skin
heatmap as Iskin. We combine the two heatmaps into
a fused indicator I, which is
I(i, j) = Isalicency(i, j) ∨ (3 Iskin(i, j))
This indicator allows us to separate the human
from the background, and generate a preliminary
mask of the desired regions. Due to the lack
of consideration of color, some textures inside the
clothing may be still recognized as background. To
address this problem, we apply hierarchical contour
detection, obtaining a polygon indicating the human
contour. Regions inside the polygon are considered
to be part of the human body.
Although GrabCut successfully segments the
image based on our specific semantic information,
the edge of the mask is still rough, containing
many noise pixels that degrade matching accuracy
later. To refine the mask, we considered applying
median filtering and weighted image matting [33].
While weighted image matting removes noise pixels,
it is quite time-consuming, taking more than 1
minute to process an image of resolution 480× 640.
Thus, instead, we use a guided image filter [31],
which significantly accelerates the matting progress,
producing a refined mask in 0.1 s on an Intel i5 PC
with 4 GB RAM using a single thread. Figure 3
demonstrates how our method works.
5 Partial shape matching
Matching the contours of two bodies is the next
task to address. Given the mask obtained from
the previous section, we extract a set of boundary
points (denoted by C) from the body contour using
an edge detection algorithm. We wish to accurately
match two such sets of contour points from different
persons: small errors in matching could introduce
obvious distortions when performing image warping.
A straightforward method for shape matching is
to use shape contexts [34]. However, it has two
drawbacks in our task.
Firstly, the human body contour lacks distinctive
shape information, usually resulting in cross
matching (see Fig. 4(a)) and part shifting (see
Fig. 4(b)). Even attempting to match body part
contours using this approach still fails to provide
satisfactory matching results.
Another handicap of utilizing shape contexts [34]
is that it is not a body-specific method. Without
correct use of semantic information, we will have
difficulty in image warping and head swapping
processes. An inelegant way of overcoming the
problem is for the user to label key points along
the body contour. Other points’ locations can be
estimated according to their positions relative to
these key points. However, these points must be
labeled for each input image and library image,
which is a labor intensive process.
Instead, inspired by articulated pose estimation,
we adopted another solution to this problem. Recent
works on pose estimation provide human skeletons
or key joint points as their output; the latter can
provide vital key points for our matching task. We
adopt convolutional pose machines (CPM) [13], a
state-of-the-art pose estimation system, to provide
joint detection for our system. For each input image,
we obtain 14 joint points J , as shown in Fig. 5(a). J
contains joints at head, neck, shoulder, elbow, wrist,
hip, knee, and ankle.
Utilizing joint information, we perform body-
aware control point selection from the contour points
C. Let the set of control points be P . For each p ∈ P ,
(a) (b) (c) (d)
Fig. 3 Mask generation. We first extract a saliency heatmap (b) from the input (a); this heatmap lacks some body parts (c). A skin detector
is used to overcome this problem, and the final mask (d) is optimized by median filtering and guided image filtering.
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(a) (b) (c)
Fig. 4 Failure of matching using shape contexts [34]: (a) cross
matching, (b) part shifting, and (c) correct matching.
Fig. 5 Joints and control points: (a) joints obtained using CPM,
(b) control point pairs P , and (c) control point pairs Q.
p denotes a pair of control points located on the body
contour: see Fig. 5(b). P also contains 14 pairs of
points, each pair being calculated from one or two
nearby joints in J . Most pairs are directly obtained
by calculating intersections of the line perpendicular
to the skeleton with C, such as the pairs on the arms
and legs. For some joints, such as the shoulder and
armpit, we also make use of gradients to help locate
a precise control position.
The final step is to obtain denser control points
(denoted by Q) along the contour for triangle mesh
generation. In order to maintain body semantics, we
interpolate between neighboring control pairs in P :
see Fig. 5(c).
In the whole process, control points are numbered
in a fixed order relative to the body. Thus, the
final control point pairs in Q are strictly formatted,
so that two such sets from different people are in
correspondence. This method is not influenced by
differences in body pose, as each control point pair
is calculated only using body part information.
6 Mesh-based image warping
In this section, we introduce our image warping
method which transfers the body shape from the user
to the model. The control points obtained from the
user and the model will be denoted by Q∗ and Q
respectively.
We tried two standard image warping methods,
using radial basis functions (RBF) [26] and moving
least squares (MLS) [27]. They both take as
input two sets of control points in one-to-one
correspondence, so we can directly use Q∗ and Q
as input. Then, they map the positions of Q to the
positions of Q∗ to induce an image warp, allowing
propagation of the shape differences between the sets
of control points to the whole images.
Two warping results are shown in Fig. 6. Our
experiments show that MLS [27] tends to generate
distortion and aliasing along the body contour.
In Fig. 6(a), distortion on both hands and small
oscillations on the inside of both arms can be clearly
seen. It appears that this is because control points
here are too close. Specifically, if a pixel p along the
inside of the left arm is close to a control point c, its
warped position p∗ will be dominated by c, so it will
stay close to c∗, the warped position of c. However,
the warped position q∗ of a pixel q between two
control points c1 and c2 will be affected by control
points on the side of the body, thus causing it to float
in or out.
Instead, RBF [26] warping tends to perform better
locally, and hardly generates any visible distortion
in the warped image: see Fig. 6(b). Thus, we adopt
the RBF warping method. Warping is performed
as follows. Firstly, we divide the image into a
2D triangular mesh M by applying constrained
Delaunay triangulation to the control points Q on
the body contour and several points selected on the
edge of the image. Then, for each triangle t ∈ M ,
we get its current vertices from Q and also the
corresponding warped vertices from Q∗ according to
(a) (b)
Fig. 6 Body shape warping results: (a) using MLS, (b) using RBF.
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the matching, giving the warped triangle t∗. Finally,
we calculate the position of each pixel in t from its
barycentric coordinates in t∗, and obtain its color
value by bilinear interpolation.
Given the precise matching result from the
previous section, this allows our warping method
to accurately transfer the shape information from
the user to the model. Even in extreme cases
with obvious differences in height or weight, realistic
warped results can be synthesized using our method.
The whole warping process takes less than 1 s using
an Intel i5 PC with 4 GB RAM, using a single thread.
7 Head swapping
Previous sections concentrated on reshaping.
However, a similar body shape is still far from our
final objective, as people are recognized mainly by
their faces. Therefore, we need to perform a head
swap as the last step towards our goal.
Chen et al. [1] proposed a method for head
swapping. Since we only perform head swapping
between two frontal face, we do not need face inputs
from other directions. We can directly extract the
head contour from the previous mask as the target
and source inputs. Our method has the following
four steps.
First we extract the head contour from the
previously obtained mask; we also use the skin
detection [1] result in case the person wears a hood.
In this case, the mask will include the clothes near
the neck, and only by applying skin detection can we
obtain correct neck contour.
We then determine the stitch line and fusion area.
The stitch line (the red line in Fig. 7(a)) comes from
the control point pair on the neck (blue points in
Fig. 7(a)). The area containing the stitch line on
Fig. 7 Head swapping. (a) Blue: control points on neck, red:
stitching line. (b) Green: Poisson fusion area. (c) Result after
removing the original head from the reshaped body.
the neck (the green area in Fig. 7(b)) is the fusion
area; its height is 1/6 of the length of the stitch
line. Given the precise control point pair on the
neck from matching and exact image warping along
the neck, it is straightforward to locate the stitching
line, so we can avoid the complicated search for an
appropriate stitching line required in Poseshop [1].
Besides, as the neck has nearly the same width after
image warping, the stitched result matches the body
well.
We next replace the head. Let the area above the
stitch line and limited by the head contour be H.
We fill the area H with the values of the pixels which
are horizontally symmetric with respect to the head
contour: see Fig. 7(c). Then we directly stitch the
head area H∗ from I∗ into the warped image, with
matting along the boundary.
Finally, we perform Poisson fusion [32] on the
fusion area to hide the stitching line.
8 Results and discussion
8.1 Discussion
Further matching results are shown in Fig. 8.
Our method can generate uniformly good matching
results for different kinds of input pose. Thanks to
CPM [13], we are able to detect key joints which
define the boundaries of limbs so that we can match
control points appropriately.
Some final results are shown in Fig. 9. The input
images have resolution 480 × 640. The first row
shows photos captured by the user, while the second
row shows model photos sampled from an image
library we collected. Results are shown in the
bottom row. In these results, our method is good
at maintaining body shape from the user input.
Specifically, our system can precisely evaluate the
shape differences between two people, especially if
they are wearing tight-fitting clothes, like the user
in Fig. 9(b). Careful choice of control points in our
method ensures that deformations of human body
parts can be limited to their own regions. See
Fig. 9(c) for example, where although the model is
fatter, our approach successfully reshapes body parts
separately. Additionally, our system also performs
body-wise reshaping, so, e.g., in Fig. 9(d), we
successfully reshape the model to a different height.
Figure 9(g) shows an extreme case in which the user
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Fig. 8 Matching results for our system.
Fig. 9 Results for our system.
differs a great deal in both weight and height from
the model, but our result still accurately preserves
the shape of the user.
As well as shape difference, our method can
handle differences in pose between user and model,
since we have precise matches. Figure 9(f) illustrates
that our system works well.
8.2 Comparison
Shilkrot et al. [35] put forward a system for clothing
changing and identity transfer. Their method also
employs a graph-cut-based method to segment the
human body from the background; they utilize user
interaction to correct the result iteratively. They
differ in using parametric polycurve fitting as the
initial guess for the graph-cut segmentation, while
we adopt skin and saliency detection. Comparative
results show that our initialization provides good
prior knowledge allowing generation of a better
segmentation without interaction, simplifying the
procedure.
Both methods use Poisson blending for head
swapping, or so called identity transfer, and it proves
its power. With the help of a convolutional pose
machine (CPM) [13], we can precisely calculate the
position of the neck and automatically resize the
head, rather than requiring user guidance, as in
Shilkrot’s method. Thus, our method needs less user
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interaction than their method.
In body warping, our method is quite different
from their method, which only asks for a head photo
as input, while we use a picture of the whole body. In
order to estimate the warping parameters, Shilkrot
et al. [2] used a parametric body model to fit the
input, which is robust but less accurate. Our method
instead takes the whole body as input and warps
the target image in an accurate way, reflecting the
body differences between user and model. Taking
Fig. 10 as an example, we show that our method can
appropriately reshape the model to different height
and weight according to the input image, while their
result is less accurate with respect to body shape.
8.3 User study
In order to evaluate our system, we invited 8 users
to give their opinions. We selected 8 models and
asked them to score the synthesized photos from 1
to 5 accordingly (1 for very bad, 2 for bad, 3 for so
so, 4 for good, and 5 for perfect). We achieved an
average score of 3.78, as detailed in Table 1. In most
cases, the average score from each user exceeded
3.5, demonstrating that most users were reasonably
satisfied with our clothes changing results.
8.4 Limitations and future work
Our system has some limitations. Firstly, success
of color-space-based image segmentation depends
heavily on brightness and illumination. In Fig. 11(a),
the color of the T-shirt is so similar to that of the wall
(a) (c) (d)(b)
Fig. 10 Comparison between our method and that of Shilkrot et
al.: (a) user image, (b) library image, (c) our result, and (d) their
result.
Table 1 Average scores awarded by users
User Average score User Average score
1 3.50 5 3.13
2 4.25 6 3.75
3 4.13 7 4.13
4 3.38 8 4.00
Fig. 11 User interface: (a) initial segmentation failure, (b) user
adjustment, and (c) refined result.
that our detector cannot segment it from the wall.
To overcome such problems, we provide a window
where the user can manually indicate pixels’ labels.
In Fig. 11(b), we demonstrate how this works. The
white region is labeled as foreground, while the black
region is labeled as background. With the help of
extra information, refinement is achieved, providing
a suitable mask as in Fig. 11(c).
We hope in future to collect more data and create
a neural network which can segment an image into
separate body parts such as arms and legs.
Secondly, our image segmentation algorithm only
works when there is no overlap between limbs and
body. We may solve such cases by requiring the user
to denote the overlapped area. A simpler approach is
to require there to be no overlap in the input, which
is not especially restrictive.
Thirdly, our system only relies on the contour of
the clothes, not the real human body shape itself,
for shape recognition. Therefore, the system tends
to output better results when users wear tight-
fitting clothes. A person wearing thick clothes will
be considered to be fat. Unfortunately, we cannot
determine correct human body information from a
single image.
Finally, while shape matching is usually correct,
the current warping method is rather naive,
occasionally causing distortion in hands and shoes.
Our results show that RBF warping tends to
generate distortion where control points are sparse,
such as hands and ground lines. Generating a
dense mesh for the whole image may contribute to
this problem, but matching these extra vertices for
warping is another problem, which we leave as future
work.
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9 Conclusions
In this paper, we have presented a system to help
users change their clothes based on their own photo
and an image library. Given a photo of a user as
input and a model image from the library, our system
can automatically synthesize an image showing the
user wearing the model’s clothes. Our system
has broad applications. For example, it could be
developed into an online application, where anyone
can upload their own photos and choose clothes they
want to try on. Furthermore, our system could be
utilized in a clothes store setting combined with a
camera system, where customers can take a photo
of themselves and choose the clothes they like in the
store to see what they would look like wearing them.
The total process would take no more than 1 minute
to show the results to the customer, greatly saving
time and the tedium of trying various clothes one
by one. We believe our system can change people’s
traditional way of selecting clothes.
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