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Abstract
As water makes up approximately 70% of the Earth’s surface, humans have expanded oper-
ations into aquatic environments out of both necessity and a desire to gain potential innate benefits.
This expansion into aquatic environments has consequently developed a need for cost-effective and
safe underwater monitoring, surveillance, and inspection, which are missions that autonomous un-
derwater vehicles are particularly well suited for. Current autonomous underwater vehicles vastly
underperform when compared to biological swimmers, which has prompted researchers to develop
robots inspired by natural swimmers. One such robot is designed, built, tested, and numerically
simulated in this thesis to gain insight into the benefits of passive mechanisms and the development
of reduced-order models.
Using a bio-inspired robot with multiple passive tails I demonstrate herein the relationship
between maneuverability and passive appendages. I found that the allowable rotation angle, relative
to the main body, of the passive tails corresponds to an increase in maneuverability. Using panel
method simulations I determined that the increase in maneuverability was directly related to the
change in hydrodynamic moment caused by modulating the circulation sign and location of the shed
vortex wake. The identification of this hydrodynamic benefit generalizes the results and applies to
a wide range of robots that utilize vortex shedding through tail flapping or body undulations to
produce locomotion.
Passive appendages are a form of embodied control, which manipulates the fluid-robot
interaction and analogously such interaction can be sensed from the dynamics of the body. Body
manipulation is a direct result of pressure fluctuations inherent in the surrounding fluid flow. These
pressure fluctuations are unique to specific flow conditions, which may produce distinguishable time
series kinematics of the appendage. Using a bio-inspired foil tethered in a water tunnel I classified
different vortex wakes with the foil’s kinematic data. This form of embodied feedback could be used
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for the development of control algorithms dedicated to obstacle avoidance, tracking, and station
holding.
Mathematical models of autonomous vehicles are necessary to implement advanced control
algorithms such as path planning. Models that accurately and efficiently simulate the coupled fluid-
body interaction in freely swimming aquatic robots are difficult to determine due, in part, to the
complex nature of fluids. My colleagues and I approach this problem by relating the swimming robot
to a terrestrial vehicle known as the Chaplygin sleigh. Using our novel technique we determined
an analogous Chaplygin sleigh model that accurately represents the steady-state dynamics of our
swimming robot. We additionally used the subsequent model for heading and velocity control in
panel method simulations. This work was inspired by the similarities in constraints and velocity
space limit cycles of the swimmer and the Chaplygin sleigh, which makes this technique universal
enough to be extended to other bio-inspired robots.
v
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The use of autonomous under water vehicles (AUV’s) has grown substantially in the last
two decades because of their abilities to perform tasks such as surveillance, inspections, and envi-
ronmental monitoring cheaper and/or more safely than traditional methods using divers or manned
submarines. Some primary users of AUV’s are the military for surveillance, and detection of un-
der water mines. Oil and gas companies regularly use AUVs for pipeline inspection, while internet
providers use them for inspecting large lengths of underwater cabling. Additionally, their ability to
remain operating for extended periods of time make them useful for monitoring changes in currents,
temperatures, pollution, etc. Traditionally, these AUV’s have been controlled through multiple pro-
pellers or thrusters but recently there has been an increase into research regarding bio-inspired and
bio-mimetic robots. The surge in bio-inspired AUV design is largely inspired by the fascinating
abilities displayed by many biological swimmers.
Biological swimmers have been evolving for millions of years, which has resulted in certain
species attaining propulsive attributes that would be advantageous for use in AUVs. For example,
Dolphins can turn at speeds up to 1372 ◦/s [70] and in a radius of only 0.08 body lengths. Tuna
have been recorded accelerating at a rate of approximately 32 m/s2, and reaching speeds of up
to 47 mph, which is equivalent to the tuna traveling a distance of over 20 body lengths in one
second. The superb propulsive characteristics of fish aren’t limited to rapid movements, certain
species of fish are capable of highly efficient propulsion by extracting energy from their surrounding
flow field [7, 42, 58, 65, 66, 127]. These propulsive abilities are realizable by a complex inter-twining
of passive structural, and morphological control coupled with active appendage control.
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1.1 Altering propulsion using passive mechanisms
Aquatic animals propel themselves by active manipulation of their bodies to produce struc-
tured vortices, while simultaneously altering the surrounding boundary layer through passive mech-
anisms. Passive mechanisms can be a number of varying morphological structures such as the
tubercles of whale fins [34], denticles of shark skin [81], or flexible appendages [58]. Measuring
performance gains from passive flow control of rigid morphological structures is relatively easy, but
isolating the passive influences in flexible appendages is not a trivial problem. One of the most diffi-
cult problems associated with passive appendage isolation is that, in general, the appendage control
can switch between active and passive without an external indication. This point is explicitly stated
by Fish et. al. in [34], “[e]xtreme bending of fish fins can be observed during rapid movements [46],
and the relative contribution of active and passive deformation remains unclear for the vast majority
of cases studied.”
There are ways around the difficulties associated with isolating passive and active move-
ments. One way is to euthanize the fish, as Beal et al. did in [7]. In [7], the euthanized trout was
placed downstream from a cylinder. The free stream moving past the cylinder created a vortex wake
that persisted downstream causing passive deformations of the trout’s body. At certain distances
and for certain flow configurations the euthanized trout achieved net forward propulsion by passive
energy extraction from the Kármán vortex street. It was a revolutionary discovery but the potential
information that may be learned from a fish without active muscle movements is limited. This is
because many of the propulsive benefits are realized in locomotion gaits where active and passive
flow control is coupled. In an attempt to study the coupled performance of passive and active flow
control, many researchers have utilized artificial appendages, robots, analytical analysis of simplified
flow models and numerical simulations.
To the best of my knowledge, the first applications of inviscid aerodynamics methods to
undulatory fish swimming can be traced back to the work of Lighthill in 1960 [67]. In [67], Lighthill
used the slender-body theory [79] to determine which slender fish oscillatory movements resulted in
a high Froude efficiency, which is defined as the ratio of useful power output to the rate of energy
input. Lighthill’s theoretical work led to the experimental study of oscillating plates and high aspect
ratio foils as a means of providing propulsion in an aquatic environment [13,97].
Then in 1972, Wu showed that an oscillating foil may be used to extract energy from
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unsteady flow [119], which led to numerous publications regarding energy harvesting from fluids
using bio-inspired morphology [41, 45, 47, 74, 120]. Refined experimentation combined with more
sophisticated inviscid fluid dynamic models [16, 39, 50, 68] led to a paper by Triantafyllou in 1993
which investigated optimal vortex wakes shed from oscillating foils [109]. Dr. Triantafyllou’s work
on optimal propulsion of oscillating foils was instrumental in what is likely the most well known
bio-inspired aquatic robot, the robotuna which was developed in 1994 [110]. The success of the
robotuna led to the development of countless bio-inspired robots [9, 14, 25, 27, 33, 61, 88, 90, 94, 95,
101,113,122,124,125]
Researchers of bio-inspired robots tend to follow two paradigms to replicate the undulatory
motion of fish fins, tails, and bodies. 1) the researchers use multiple motors to produce undulations
[53, 59, 71, 77, 101, 124, 125] or 2) they use the intrinsic properties of the building materials and/or
specific body geometries to produce undulatory motion with a a single actuator [26,38,55,57,69,73,
92,93,98,116]. One of the predominant theories supporting the employment of passive mechanisms
is that clever morphological designs can greatly reduce control complexity. This theory is captured
by the second design paradigm, which is why I have been focusing on robots adhering to it.
It is somewhat difficult to define a point at which explicit research of passive flow control
begins. Most of the early work was focused on changing actuation kinematics and not on the effects of
varying morphologies. I focus on experiments and simulations that analyze the relationship between
the latter and swimming performance. Fish utilize the flexibility of their bodies and appendages to
improve efficiency [115], so there has been a wealth of research regarding the relationship between
flexibility and efficiency or speed.
The first work on stiffness in artificial bio-inspired robots was McHenry et al. in 1995 [73].
They created a mold from a recently euthanized pumpkinseed sunfish and used it to cast four
vinyl models with varying structural stiffness. They provided sinusoidal oscillations to an internal
horizontal bending couple which induced body undulations. They measured the drag and thrust
acting on the model and adjusted the flow speed until the drag and thrust forces were balanced. From
their experiments, they found that changes in flexural stiffness can control propulsive wavelength,
wave speed, Froude efficiency, and swimming speed. This model may have been geometrically
complex but the range of potential locomotion gaits was limited due to lack of actuation degrees of
freedom.
Lauder et al. significantly increased the sophistication of the range of fin kinematics in
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their test stand developed to analyze pectoral fin function and hydrodynamic interactions between
fins [26, 55, 57]. In [57], Lauder et al. altered the swimming speed, foil length, and foil-trailing
edge shape and quantified the effects on the transportation cost and foil undulation shape during
locomotion. Some of the key results were that an angled trailing edge, which is similar to a sharks
tail, produced more thrust than the foil with a straight trailing edge. They also discovered that the
length of the foil significantly alters the wave-like pattern observed during locomotion. The shortest
foils display a growing amplitude envelope along the length of the foil with the peak amplitudes
located near the trailing edge. Alternatively, the larger foil undulation waves tapered down as the
wave progressed down the length of the foil. The undulating mode of the larger foils produced
thrust more efficiently and the authors stated that increasing the length on the order of 100% can
provide reduced transport costs. Additional work related to varying foil length, structural stiffness
and trailing edge shape can be found in [92,98]
This work was further expanded in [56], in which experiments and theoretical analyses were
performed on a simple flexible foil actuated through heaving and/or pitching at the leading edge.
The ability to augment experiments with theoretical modeling allows researchers to investigate a
significantly larger design space and is one of the rationales for using simple robotic fin designs.
Using the combination of experiments and computations they discovered that there are unexpected
non-linear effects in response to changes in length and stiffness of the foils. A resonance phenomenon
was shown in the simulations at certain swimming speeds and foil lengths, which demonstrates that
small changes in length and structural stiffness can have drastic effects on swimming speed.
To more accurately simulate the locomotion of live fish, Wen and Lauder added controlled
axial oscillations to the free-swimming flexible foil experiments [116]. The controlled axial oscillations
mimic the center of mass axial oscillations present in fish steady-state swimming. They were able
to find ”critically-oscillated” states for each foil, which is defined as the state where the axial force
fluctuation is at a minimum. Using the critically-oscillated states for the different foils allowed them
to recognize differences in morphology of the shedding wake, which results in certain foils performing
better than others.
Further accuracy in replicating fish locomotion came from adding varying non-uniform stiff-
ness distributions to four flexible foils [69]. They were able to demonstrate that exploiting non-
uniform stiffness can increase thrust output, which improves swimming performance. Similar results
were also found in [73, 93]. Moving along the same trend of non-uniform stiffness, Jusuki et al.
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attached actively controlled pneumatic actuators to a foil in [48]. This allowed them to dynamically
change the stiffness of the foil during different locomotion gaits. They showed that this system
generated more thrust at higher tail beat frequencies and that the model is capable of producing
large trailing edge amplitudes, which resulted in substantial thrust generation. Thus far all of the
previously cited research investigating passive flow control has been focused on altering speed and
efficiency, but passive mechanisms can be used for much more.
The turning ability of certain fish far exceeds that of any AUV [32]. One way to quantify
maneuverability is to state the centripetal accelerations of the body during the turn. The centripetal
accelerations were calculated by dividing the velocity squared by the turn radius. The best perform-
ing AUVs reach a centripetal acceleration of 6.5 m/s2 while smallmouth bass and rainbow trout can
accelerate to 109 m/s2 and 80 m/s2, respectively [114]. The vastly superior maneuverability is a
result of optimally evolved morphologies, of which many are passive.
In addition to increasing swimming speed, efficiency, and maneuverability, passive ap-
pendages may also be used as a form of flow sensing through proprioception, which is defined as the
awareness of the body’s movement. The basis for feedback through proprioception is that different
flow field conditions will exert unique spatiotemporal variations in pressures exerted on the body,
which will alter the body’s kinematics. The altered kinematics could be used to indicate important
features of the flow field. In fact, there is evidence in biology that specific fish utilize proprioceptive
sensing [5, 36, 117] as a form of feedback when navigating obstacle-ridden environments. Although
there is biological evidence supporting the usefulness of proprioceptive sensing, to the best of my
knowledge, researchers have not implemented it on AUVs. Alternatively, much of the bio-inspired
flow sensing work has been focused on creating sensors arrays analogous to a fishes lateral line.
The lateral line of most fishes is made up of hundreds of neuromasts spread over their
body that are able to detect weak water motions and pressure gradients [11]. Researchers have
demonstrated the usefulness of lateral lines for things such as tracking prey [85,86], detecting nearby
objects [118], and to join other fish in a school [83]. These impressive abilities is what inspired the
work into developing analogous electro-mechanical sensors [1, 2, 31,37,40,54,91,96,112,121].
Researchers developing artificial lateral lines have used a variety of electromechanical sensors
such as miniature pressure sensors [31,37,40,54,96,112], ionic polymer-metal composite sensors [1,2],
multi-layered silicon beams [91], and micro-fabricated hot-wire anemometry sensors [121], to extract
hydrodynamic information. Lagor et al. used pressure sensors to perform autonomous flow-speed
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estimations and perform rheotaxis control [54]. Venturelli et al. were able to differentiate between
steady and unsteady flows, determine the orientation of the robot with respect to the oncoming flow,
determine the lateral deviation of the robot from the center axis of a vortex street, and compute
relevant hydrodynamic features of the vortex street using an array of pressure sensors [112]. Salumae
et al. used pressure sensors to successfully implement a station holding control algorithm in an
aquatic robot [96]. Although the aforementioned references were able to perform impressive sensing
and control abilities, they relied on upwards of 20 discrete sensor locations. A large number of sensors
are needed because in fluids, specifically unsteady flows, local information may be chaotic and contain
numerous time scales, so using many local sensors gives a better approximation of the global flow
conditions. This is the potential benefit of proprioception, measuring the kinematics of a discrete
body is, in a sense, taking the average hydrodynamic influence over the entire exposed surface of
the body. This means that with just one sensor global information regarding the surrounding flow
field may be obtained.
1.2 Contributions and overview of chapters
There are three main contributions of this thesis that are detailed below.
• Passive appendages increase propulsive efficiency
Using experiments with robots utilizing different passive tails I demonstrate that the tails increase
maneuverability by upwards of 70%. From the angular velocity data during the experiments, I
hypothesized that the increased maneuverability was due to a change in sign of the vortex shedding
at the trailing edge. To test this hypothesis I performed unsteady panel method simulations on a
body with and without a passive tail. From the simulations, I found that there is a phase shift in the
periodic sign change of the vorticies being shed. This phase shift produces a favorable hydrodynamic
moment, which allows the robots with passive tails to display superior maneuverability.
• Proprioception can be used as a form of flow sensing
Employing a water tunnel and two bio-inspired foils I conducted experiments to distinguish 16
different wakes through proprioceptive sensing. In the water tunnel, the leading foil was driven by
a servo motor to create unique wakes in a range of Strouhal numbers that was representative of
what has been recorded in biology. The downstream foil was tethered on a short string, limiting its
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heaving motion, and its angular velocity was measured. Using only the angular velocity data I was
able to train a neural network to classify the wakes based on their Strouhal number with up to 98
% accuracy. This result proves that proprioception can be used for flow sensing in AUVs.
• Reduced-order modeling of a bio-inspired swimmer
My unsteady panel method code was used to obtain limit cycle characteristics in the velocity space,
of my robot. Analytical functions were fit to these limit cycles and the results were used to determine
parameters for the equations of motion for an analogous terrestrial robot. This method still captures
the unsteady effects of vortex shedding, which are vital to propulsion, without the computational
costs of particle or grid-based numerical simulations. Using the simulations and the new reduced
order model I demonstrated steady state heading and speed control of my robot. The details of the
methods that I used as well as the results are described in detail herein and are summarized below.
chapter 2 details the robot that I used as the foundation for the rest of my work. It is
a bio-inspired robot that is in the shape of a NACA 0030 airfoil and is propelled through the
periodic oscillations of an internal momentum wheel. This form of propulsion is motivated by the
interpretation of vortex shedding past the trailing edge of a foil as a nonholonomic constraint [102].
The vortex shedding at the trailing edge imparts a momentum change to the surrounding fluid
which in turn provides a change in momentum to the body. This change in momentum provides net
locomotion to the body for specific periodic inputs.
Vortex shedding is the hallmark of force production in fluids [22], which is why I’ve chosen
this robotic platform. The lack of shape change in the body means that the only propulsive forces
being applied are a result of vortex shedding. This means that I can develop a fundamental un-
derstanding of how vortex shedding relates to propulsion without the possibility of erroneous data
being lumped into the influence of vorticity. In addition to the isolation of propulsive mechanisms,
this mode of propulsion is well suited for theoretical modeling using potential flow theory.
The theoretical modeling that I used throughout my work is an unsteady panel method
that will be described in chapter 3. Panel methods have been used as numerical solvers to inviscid
aerodynamics problems since the 60’s [43]. In general, panel methods use discrete sources, doublets,
or vortices to satisfy boundary conditions. The informed reader may realize that the inviscid flow
assumption generates no vortex shedding because viscosity is necessary to create the shear stress
layers in a fluid that result in coherent vortical structures. Thankfully there is a common method
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known as the Kutta condition, that applies viscous effects to a small region close to the boundary.
When applying the Kutta condition, vorticity is shed at frequent time intervals, which is the discrete
representation of the vortex sheet that is required for propulsion. Once the physical robot and
simulation method has been described, I will describe the effect of passive appendages attached to
the body.
The effects of passive appendages implemented on the robot described in chapter 2 is detailed
in chapter 4. I was able to show that there is a substantial difference in the maneuverability of
robots with different passive tails. When I added the passive tails I consequently removed the
no shape change constraint. This means that there will be changes to the inertia tensor of the
robot with respect to time, which will alter the propulsive and maneuverability characteristics. To
demonstrate that it is still the hydrodynamic effects that are the primary driver for propulsion I
calculated hydrodynamic moments using the panel method code described in chapter 3. Using the
panel method I was able to show that the passive tails produce hydrodynamic moments, from vortex
shedding, that is beneficial to maneuverability.
The second key finding from my work is that the kinematics of a bio-inspired body can be
used as a form of embodied feedback. In chapter 5 I conduct experiments where I place a foil into
16 unique vortical wakes and record the angular velocity of the body. Using the angular velocities
I trained a feed-forward neural network to classify each wake. This method of flow measurement
is robust to noise, is emblematic of taking an average of force readings around the entire body as
opposed to multiple local pressure measurements generally utilized in other flow sensing work. Using
the neural network and kinematics of the body, I can classify wakes correctly with an accuracy of
at least 70%.
The final chapter of my dissertation is on the development of a reduced-order model for
controlling and path planning of the robot described in chapter 2. The control and motion planning
of bio-inspired swimming robots is complicated by the fluid–robot interaction, which is governed by a
very high (infinite)-dimensional nonlinear system. Many high-dimensional nonlinear systems, often
have low-dimensional attractors. From the perspective of swimming robots, such low-dimensional
attractors simplify the analysis of the mechanics of swimming and prove to be useful to design
controllers. The low-dimensional model used for controlling the swimming robot is based on the
equations of motion describing a dissipative Chaplygin sleigh. The Chaplygin sleigh is a well-known
nonholonomic system, that exhibits limit cycle dynamics similar to the swimmer. Using a reverse
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harmonic balance method I determine an analogous Chaplygin sleigh model that I then use to control
the foil in the panel method simulations.
1.3 Contributions to peer-reviewed publications
Currently, I have published three papers in peer-reviewed journals and four peer-reviewed
conference papers. chapter 2 contains the work that I published in [89], chapter 4 describes the work
published in [90], and chapter 6 details my most recently published paper [87]. Additionally, I have
a paper based on the results in chapter 5 that is currently under review and an additional paper




Drucker and Lauder state, “The hallmark of force production in fluids is the shedding of
vorticity, which reflects a transfer of momentum into the wake” [22]. There are numerous other
publications regarding the influence of vortex shedding in many fishes [21, 23, 35, 60, 65, 111], which
makes it clear that in many species vortex shedding is the dominate propulsion mechanism. The
clear importance of vortex wake production to locomotion in water is one of the primary reasons
that I developed the robot described in this chapter.
Instead of using body shape changes, such as the flapping of a tail, to produce vortex
shedding, my robot’s entire body oscillates periodically. The periodic oscillations of the body are
caused by the rotation of an internal momentum wheel. As the momentum wheel rotates in one
direction, the body rotates in the opposite direction to conserve the angular momentum of the entire
system, as shown in Figure 2.1. In Figure 2.1, Ω is the angular velocity of the main body and ωr is
the angular velocity of the internal rotor. Now as the foil rotates there is a difference in the fluid
velocities at the bottom half of the foil’s trailing edge Vbottom and the top half Vtop. The upper and
lower fluid meets at the trailing edge producing velocity gradients, which form shear layers. The
shear layers cause the fluid to roll up into a vortex, represented in Figure 2.1 by the red spiral. As
previously mentioned, the introduction of vorticity changes the momentum of the fluid, which results
in a change in momentum to the body. This momentum change to the body and fluid conserves
total momentum and results in net propulsion of the robot. The design of the physical robot and
















Figure 2.1: Vortex shedding induced at the trailing edge from the rotation of a rigid foil submerged
in a fluid
2.1 Design of an aquatic robot propelled by an internal rotor
The horizontal cross-section of the aquatic robot is modeled to have the geometry of a
NACA 0030 airfoil which has a length of 35 cm and is 14 cm at its widest with no camber, see Fig.
2.2. This cross-section is extruded to form a shell with a height of 8.1 cm, with the thickness of the
wall being 0.25 cm. The body of the robot is made of ABS plastic.
The arrangement of components inside the robot is shown in Fig. 2.3. The balanced rotor
consists of a steel ring of outer diameter 13.2 cm and an inner diameter of 10.2 cm with a thickness
of 0.95 cm. The moment of inertia of the rotor through an axis passing through its center is 14.661
kg·cm2. The rotor is driven by an S9352HV Futaba servo motor which is bolted to the bottom of
the robot’s body. The servo is controlled using a SainSmart MEGA 2560 controller. A SparkFun
Triple Axis Accelerometer and Gyro Breakout-MPU-6050 is positioned directly behind the servo,
in the approximate center of gravity of the robot, to measure the angular velocity of the robot.
The gyro data received by the accelerometer is saved onto a SanDisk Ultra 32GB microSD card,
using a SparkFun microSD shield connected to an Arduino UNO. The Arduino UNO is also used to
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control the accelerometer. The robot is powered by a Ni-MH 900mAh 7.2V battery pack. The only
component that protrudes out of the robot’s body is a plastic two-position toggle switch, which is
used to turn the power supplied to the components on and off. The total weight of the robot with






Figure 2.2: (a) Geometry of the robot’s body modeled on a NACA 0030 airfoil, (b) the body is made










Figure 2.3: Configuration of all components inside the robot’s body.
2.2 Experiments on the motion of the robot
Several experiments were performed to test the feasibility of planar motion of the robot.
These tests were performed in a pool that was 2.4 m long and 1.2 m wide with the height of the
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water in it being 32 cm. A grid was with horizontal and vertical lines spaced every 10 cm was placed
on the bottom of the pool. A video camera placed over the center of the pool at a height of 2.15 m
was used to record the motion of the robot across the length of the pool. The recorded images show
the robot’s location on a grid allowing one to measure its average velocity and displacement. All
the experiments involved the motion of the robot in a horizontal plane, i.e. the depth of the robot
is constant.
2.2.1 Straight line motion
The robot’s motion is never purely along a straight line, since any motion of the rotor
changes the heading angle of the robot. However the robot can execute straight line motion on the
average, as will be demonstrated, if the motion of the internal rotor is periodic. Since the rotor is
driven by a servo, a natural periodic motion of the rotor is such that its angular velocity is piecewise
constant,
ω(t) =
 ωr : nT < t ≤
T
2
−ωr : T2 < t ≤ (n+ 1)T
(2.1)





In (2.2.1) ωr is the magnitude of the angular velocity of the rotor and φr represents the amplitude
of the oscillations of the rotor. These two parameters can be varied independently to change the
characteristics of the motion of the robot. In our experiments we have considered nine possible
combinations of these parameters with the following values










The largest values of ωr and φr were chosen based on the limitations of the particular servo being
used. Smaller values of ωr lead to the robot attaining very small velocities.
At the start of the experiments the robot was placed in the pool with its body axes parallel
to the inertial axes of the pool. The rotations of the internal rotor cause the robot to have a varying
heading angle, θ(t) while propelling itself forward. The angular velocity of the robot is measured by
the gyro and stored on the SD card. After the experiment, this data is numerically integrated using
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the trapezoidal rule to obtain the heading angle, θ(t). Figures 2.4(a) and 2.4(b) show the angular
velocity of the robot and its heading angle respectively for the case where the inputs are ωr = 2.98π
and φr = π/3.
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Figure 2.4: Average straight line motion - (a) Angular velocity and (b) heading angle of the robot
for the case where φr = π/3 and ωr = 2.09π.
It can be observed in Fig. 2.4(b) that both the angular velocity and the heading angle of
the robot has variations on two time scales. However the heading angle does not deviate from zero
by more than 8o and periodically returns to zero. The path of the robot is shown in Fig. 2.5 with
the heading angle indicated by the orientation of the longitudinal axis (shown by red lines) of the
robot. The center of mass of the robot is shown by the blue dots. On the average the robot swims
along a straight line with nearly zero lateral drift.
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Figure 2.5: Path of the robot for the case φr = π/3 and ωr = 2.98π. The blue dots show the center

































(a) ωr = 1.76π rad/s
Time (s)





























(b) ωr = 2.09π rad/s
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(c) ωr = 2.98π rad/s
Figure 2.6: Average velocity of the robot.
The video camera located above the pool recorded the position of the robot at a frame rate
of 30 fps. We measured the time intervals necessary for the robot to move by 10 cm along the
length of the pool. This was done by observing the frames in the recorded movie when the head of
the robot crossed grid lines. The average translational velocity of the robot (in the X− direction)
during each time interval was thus calculated. It should noted that this average velocity ux is lower
than its surge velocity Vx. The average velocities for the nine combinations of inputs φr and ωr are
shown in figures 2.6 (a)-(c).
The general trend observed in the data shown Fig. 2.6 (a)-(c) is that the average velocity of
the robot increases as the velocity of the internal rotor increases. Furthermore the average velocity
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of the robot decreases as the amplitude of the oscillations of the internal rotor increases. However in
our experiments we have found that if the amplitude of oscillations decreases significantly below π4
then the average velocity of the robot decreases sharply with the robot almost oscillating in place.
The highest average velocity that the robot achieves is about 18 cm/s (Fig. 2.6 (c)) which
is half a body length per second. The last few data points in most cases shown in Fig. 2.6 show a
decrease in the velocity of the robot, due to the fact that the robot approaches the walls of the pool.
2.2.2 Maneuverability
The motion of the robot is on the average along a straight line if the angular velocity of the
rotor is the same both when it rotates in the clockwise direction and when it rotates in the counter
clockwise direction. In case this is not so, the robot no longer moves along a straight line. We
consider the case where the clockwise motion of the rotor is faster than its counter clockwise motion.
A natural way to realize this with the servo motor is where the angular velocity is also piecewise
constant, for example as shown in Fig. 2.7 (a). In the experiment to demonstrate the direction
reversal, the rotor first executed symmetric oscillations to let the robot gain a translational velocity.
The angular velocity of the rotor for this phase of motion is 8.23 rad/s, shown in the (symmetric)
first part of Fig. 2.7 (a). Then the angular velocity of the rotor is asymmetric with the speed being
8.23 rad/s in the clockwise direction and 2.13 rad/s in the counter clockwise direction with the
amplitude of the oscillations being 49π. This is shown in the middle (asymmetric) part of the graph
in Fig. 2.7 (a). Once the robot makes a complete 180o turn, the rotor executes symmetric motion
again. The angular velocity of the robot during this entire maneuver is shown in Fig. 2.7(b).
The direction reversal is further illustrated through the graph of the heading angle of the
robot, Fig. 2.8(a). The robot which initially moves along a straight line on the average makes a 180o
and begins to move again along a straight line. The superimposed snapshots of the robot executing
this maneuver are shown in Fig. 2.8(b). It took the robot 43 seconds to make the 180o turn. The
turning radius for this motion was approximately 75 cm, i.e. about two body lengths.
The amount of time required and the turning radius were large compared to many biological
swimmers, and AUVs. This is because of the specific implementation of the internal rotor. Since a
servo (without the capability of continuous rotation) was used to drive the rotor, both clockwise and
counterclockwise rotations are necessary to execute a net turn. Therefore in each such asymmetric
rotation of the rotor, the robot first turns in one direction and then back in the opposite direction,
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Figure 2.7: (a) Angular Velocity of the ring and (b) angular velocity of the robot.
with the difference being the net angular displacement. This is illustrated by the heading angle in
Fig. 2.8 which shows both increases and decreases but with the average angular displacement being
an increasing function. In chapter chapter 4 I revisit the discussion regarding maneuverability and
significantly improve upon the performance presented here.
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This chapter details the experimental test-bed from which future experiments and simula-
tions were based. I was able to show that the robot can propel itself without external thrusters or
body shape changes, which simplifies the numerical simulations that are described in chapter 3. It
is important to note that this robot is not claimed to be an optimal design, which is beyond the
scope of this work. Alternatively, this robot provides a simple way of studying the effects of vortex





The robot described in chapter 2 proved that vortex shedding from a rigid foil could provide
propulsion, but to expand the work simulation methods are needed. One advantageous quality of
using simulations is that a wide range of trade studies on parameters can be completed without
lost time manufacturing new robots. Another advantage specific to hydrodynamic problems is
the ability to explicitly quantify the effects of vortices. In real-world settings determining the
strength and influence of shed vorticity requires expensive and complex particle image velocimetry
test stands. Alternatively, in particle method simulations discrete vortex particles are shed and
tracked at frequent time intervals, providing extensive amounts of flow field data. This information
is not exactly representative of the physics, but for certain flow regimes, the results can provide
insightful qualitative understandings. The simulation method that I chose is a potential flow solver
known as the panel method.
Panel methods were first developed in the 1960’s [43] as a computationally efficient way
to determine the performance characteristics of aircraft. Since their inception panel methods have
been widely accepted in the aerospace community for use in estimating lift forces on an aircraft
during certain flight regimes. Panel methods solve potential flow problems numerically by satisfying
boundary conditions using distributions of sources, sinks, vortices, and/or doublets. They vastly
reduce the computational costs associated with alternate methods of computational fluid dynamics
(CFD), which allow for simulation of fully coupled fluid body interaction. However, there are some
issues with using potential flow solvers such as the panel method.
By definition potential fluids are ideal, which means they are incompressible, irrotational,
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In Equation 3.1, U∞ is the freestream velocity, L is the characteristic length, and ν is the kinematic
viscosity of the fluid. Physically, Re is the ratio of inertial forces to viscous forces. So in problems
where Re is large, we can assume that the viscous effects are negligible compared to the inertial
effects, i.e. inviscid flow is an accurate assumption. The Re of the robot described in chapter 2
is ≈ 14, 000, which means that the inviscid assumption is valid. However, there is an issue with
assuming an inviscid fluid because viscosity is necessary to produce vortex shedding. Thankfully,
there are ways to artificially introduce viscous effects in small regions of potential flows where vortex
shedding is predicted. This means that as long as the vortex shedding occurs at the trailing edge of
our robot I can be confident in the accuracies from the panel method code, which is detailed below.
3.1 Panel Method
In an inviscid flow containing a solid body the velocity of the flow field can be written in
terms of the free stream velocity U∞, the effects from the body Vb, and the effects from vortex
particles uω,
u = U∞ + Vb + uω. (3.2)







× ωp dxp (3.3)
In Equation 3.3, xp, and ωp denote the location and strength of a vortex at point p respectively.
Now the only unknown in Equation 3.2 is the effects from the body, which will be determined using
the panel method. The first step in the panel method is to discretize the body into N straight line
segments, shown in Figure 3.1. In Figure 3.1, the X and Y axis represent the fixed global reference
frame, θ represents the angle formed between the fixed global frame of reference and the body-fixed
frame of reference (xb,yb). The red lines represent the normal and tangential components of each
panel labeled i = 1, ...., N . In Figure 3.1, subfigure A is a larger view of panel i. On panel i there is
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Figure 3.1: Representation of the foil broken into N panels
a source distribution i and a vortex distribution ωk. The source distribution strength changes along
each panel but the vortex distribution strength is the same along each panel making up the foil.
Subfigure B shows the wake panel that is shed from the foil at regular frequent time intervals ∆t.
The wake panel has a length of ∆k and is at an angle of αk. The wake panel is a result of the Kutta
condition at the trailing edge, which will be discussed in detail later in this chapter. Additionally,
the wake panel has a vortex distribution along its length ωw. At the end of each time step, the
vortex distribution on the wake panel is collapsed into a point vortex located at the midpoint of
the wake panel. The point vortex is then released into the fluid and allowed to move with the local
fluid velocity. The shed point vortices are represented by the red and blue spirals in Figure 3.1. The
source and vortex strengths are determined by satisfying the Neumann boundary condition on each
panel and Kutta Condition at the trailing edge.
The Neumann boundary condition, also known as the flow tangency condition is represented
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mathematically on the ith panel by,
(V n)i = 0
(Vi)σ + (Vi)ωk + (Vi)ω + (Vi)W − ni · (Vb + xi × Ωb) = 0
(3.4)
where i = 1, 2, ..., N . In Equation 3.4, (Vi)σ represents effects of all the sources, (Vi)ωk represents
effects of the current circulation around the body, (Vi)ω represents effects of all the previously shed
point vortices, (Vi)W represents effects of the current wake panel, Vb is the bodies translational
velocity, xi is the location of control point i with respect to the bodies center of rotation, ni is
the unit normal direction of panel i and Ωb is the bodies angular rotation. The Neumann boundary
condition physically means is that in a reference frame fixed on the ith panel there is no fluid velocity
in the normal direction of the panel. Equation 3.4 is enforced at the midpoints, otherwise known as
the control points, of each panel. The Neumann boundary conditions are satisfied by the N source
strengths (σ) and the vortex strength around the body (ω) but these values are unknown at this
point. To get Equation 3.4 into a form where the unknown σ’s and ω can be solved I need to know
the influence that a source distribution and a vortex distribution have on the surrounding flow field.
3.1.1 Vortex and Source Potential Flow Influences
If a point vortex with a strength ω = 1 is located origin of a inertial reference frame then





In Equation 3.5 r is the distance from the origin to point P and P /∈ (0, 0). In two dimensions,































One of the benefits of using potential flow assumptions is that method of super-positions can be
used. This means that I can place any number of point vortices in the ideal fluid and the resulting
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Figure 3.2: Influence of a vortex distribution of panel j on control point i
velocity field can be calculated by the linear combinations of the individual point vortices. This
means that if I know the surrounding flow field parameters I could solve for the strengths ω that
will satisfy Equation 3.4. Although point vortices and point sources may be used, there are more
accurate panel methods [49]. The panel method that I use satisfies Equation 3.4 by using constant
strength vortex and source panels.
To determine the influence of a constant distribution of vorticity I will take Equation 3.6
and Equation 3.7 and integrate them over a panel aligned with the x-axis with a length ∆s. The
equations representing the velocity induced on a point i from a panel aligned with the x-axis and





































In Equation 3.8 and Equation 3.9, xi and yi are the x and y distances to the point i shown as the red
dot in Figure 3.2, ζ is an infinitesimal segment of panel j. If point i was another panel’s midpoint
then the velocity components would need to be in terms of panel i’s normal and tangent directions,
meaning we need to change the coordinates using Equation 3.12.
V nj,i = V
x
ij(cos(θi)cos(θj) + sin(θi)sin(θj)) + V
y
ij(cos(θj)sin(θi)− sin(θi)cos(θj))
= V xijcos(θi − θj) + V
y
ijsin(θi − θj)
V tj,i = V
x
ij(cos(θi)sin(θj)− sin(θi)cos(θj)) + V
y
ij(cos(θj)cos(θi) + sin(θi)sin(θj))




In Equation 3.12, θi and θj represent the angles at which panels i and j are oriented, respectfully.
A similar process is followed to determine the influence of a constant distribution of sources but the
derivation is omitted. The effect of sources with unit strength can be determined from the vortex
equations using the relationship in Equation 3.11.
(V xij)ω = (V
y
ij)σ




Now that we know the influence of constant distributions of sources and vortices, we can
combine all the effects into a matrix that will be used to satisfy Equation 3.4. The matrix of













2,3 · · · V n2,N
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N,3 · · · V nN,N

(3.12)
In Equation 3.12, a row i represents the effects of all the panels on panel i and a column j represents
the effect that panel j has on all the panels. The same process is followed to create the source influence
in each panels fixed tangent direction. Since the vorticity is constant from panel to panel around the
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body, the influence matrices representing the vortex distribution’s columns can be summed resulting
in vectors Bnj and B
t
j .
I now can rewrite Equation 3.4 with the influence matrices and vectors for all N panels.
[An]σk + ωkB




= n · (Vb + x× Ωb)
(3.13)
In Equation 3.13, Wn is an (N × 1) vector representing the influence on the body control points
from the wake panel and it’s calculated using Equation 3.6-3.11. [Cn] is an N × (k − 1) matrix
representing the influence of the previously shed point vortices on each panels control point, the
matrix is calculated using Equation 3.6 and Equation 3.7. L is the perimeter of the body, ωd is a
(k − 1) × 1 vector of previously shed vortex strengths, ∆ is the wake panel length, ωk−1 and ωk
are the vortex strengths surrounding the body from the previous time step and current time step
respectively.
Equation 3.13 can be rewritten in a way that separates the unknown source and vortex
























Now assigning two new vectors b1 and b2 I can rewrite Equation 3.14 as,



















If I assume now that b2 and the wake panel parameters ∆ and W
n are known, all I need to do is find
a way to solve for ωk and I will then know σ. I can determine ωk by introducing the Kutta condition,
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but we will return to the assumptions regarding b2, ∆, and W
n in the upcoming paragraphs.
3.1.2 Kutta Condition
The Kutta condition acts as a way to impose some viscous effects in a small region of
potential flow. It is satisfied by the shedding of vorticity and mathematically it is presented as
setting the pressures on the first and last panel equal to each other. The pressures on each panel







where p is the pressure, u is the fluid velocity and ∂φ∂t is the partial derivative of the velocity potential













p1 − pN = 0 =
1
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where the subscripts 1 and N represent the first and last panels on the body respectively. Finding
the partial derivative’s of the velocity potentials poses a problem but the change between the two
panels can be represented in terms of ωk. If two points x1 and xN are connected by a path s than




u · ds (3.18)
where u is the fluid velocity along the path s. Evaluating the integral along the surface of the foil
in the clockwise direction is also defined as being equal to the circulation enclosed by the path:
∫ N
1
u · ds = ωb. (3.19)
The circulation around the body (ωb) can be related back to the current panels vortex strength by
L(ωk − ωk−1). Now Equation 3.17 can be rewritten as,





In Equation 3.20, u1 and uN are only functions of the tangential fluid velocities in the body fixed
frame because there is no normal velocity due to the Nuemann boundary condition. The tangential
fluid velocities are calculated by,





























Equation 3.21 can be rewritten in the form
































Equation 3.22 can be reduced further to


































V tN is found and simplified using the same approach resulting in V
t
N = ωkD1N + D2N . Now the
fluid velocity equations can be plugged back into Equation 3.20 to get
ω2kA1 + ωkB1 + C1 = 0 (3.25)
In equation 3.25




















which results in two values of ωk. The tangent component of panel 1 points away from the trailing
edge while the tangent component of panel N points towards the trailing edge, so we select the value
of ωk that results in the V
t
1 · V tN < 0. This is so that the fluid velocity in the global frame is going
in the same direction no matter which side of the body it is on. Once ωk is calculated, it is plugged
back into Equation 3.15 allowing me to solve for the vector of source strengths σ.
With the source and vortex strengths known, I can now return to the assumption that I
made previously in regards to ∆ and Wn. The length of the wake panel, ∆ is determined by
∆ = ∆t
√
V 2x,w + V
2
y,w (3.26)
where V 2x,w and V
2
y,w are the x and y velocity components at the wake panels midpoint. Additionally,
Wn depends on the wake panel angle α and the length ∆. The wake panel’s angle is also determined







Finally, the wake panel’s strength is calculated by the change in circulation around the body between





Obviously, Equation 3.26-3.28 depend on the fluid velocity, which is a function of the source strengths
σ and body circulation strength ω, so these equations are coupled with Equation 3.15. The problem
is that Equation 3.26 and Equation 3.27 are nonlinear so they cannot be included in our linear
system of equations, which is why ∆ and α were assumed to be known. Instead of solving the
coupled system of equations, I first solve for σ and ω and then I solve for ∆ and α. These new wake
panel parameters are now used to update σ and ω and then the wake panel parameters are updated
again. This iterative process continues until the difference between wake panel parameters between
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iterations reaches a predetermined threshold. Once the wake panel parameters converge the code
can move on to dealing with the assumption that the velocity of the body is known.
3.1.3 Determining Pressure on Foil
To determine the current velocity of the body I need to know the pressures acting on each
panel, which can be determined using Equation 3.16. However, now that I am not calculating the
change in potential around a closed path the same simplification used before is not accurate. Instead,
I start by writing the potential in the body-fixed reference frame so that I don’t have to account for
any shape changes in the body. Currently, I’ve only discussed a robot that doesn’t possess shape





























+ (Vb + xb × Ωb) ·∆x,yφ
(3.29)





















where θi is the angle of the i
th panel. Now Equation 3.29 - 3.31 can be put back into equation 3.16











2 + (uyi )
2
)
− [(V xb − Ωyi)(uxcos(θi) + uysin(θi))
+(V yb + Ωxi)(−u
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In Equation 3.32 the partial derivative of the potential is still unknown but it can be calculated by
determining the disturbance potential.
The disturbance potential is determined by computing the difference in the velocity potential
from upstream at infinity, to the velocity potential on the panel of interest. I start by writing the







The potential upstream is determined by placing z panels up too 100 chord lengths ahead of the foil.
The first panel is the length of the smallest panel on the foil and each subsequent panel doubles in
length. The panels length increases to take advantage of the inversely decaying induced velocities
at larger distances. The velocity at the midpoint of each panel is then determined using
Vnf = [A]
n
















In Equation 3.34 and Equation 3.35 the [A], B, C, and W matrices and vectors are determined
using Equation 3.5-3.13 and the result are the (z×1) vectors Vnf and Vtf which represent the normal
and tangential fluid velocities on each of the z panels. Vnf and V
t
f can be transformed into the global









where θi is the orientation of the i
th panel. Now (φi,f )k can be solved for using the equation shown
below.




(Uxf )(Xf+1 −Xf )
]
(3.37)
In Equation 3.37, φf is the free stream potential approximation, which is used to determine the
potential around the rest of the body. I now set the potential at the leading edge of the foil to be
equal to φf , and then move clockwise from that point to determine the φ around the upper surface of
the foil and counterclockwise for the bottom surface. The φ’s on the bottom surface were calculated
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using:
(φi)k = φi+1 − V ti (∆si) (3.38)
and on the top surface with:
(φi)k = φi−1 + V
t
i−1(∆si). (3.39)
In equations 3.38 and 3.39, i represents the panel number, V ti is the fluid tangential velocity at the
ith panel and ∆si is the length of the i
th panel. Now taking the average between the φ of each panel
node gives an estimation for the φ around the body at the current time step.
Once the potential is determined Equation 3.32 can be solved on each of the N panels. From
the pressure values the forces acting on the body can be determined by,
(Fx)i = −Pi(y(i+ 1)− y(i))




(Fx)i(ymi − yCG)− (Fy)i(xmi − xCG).
(3.40)
In equation 3.40 the i denotes the panel, ymi and xmi denote the midpoint of the i
th panel, while
yCG and xCG denote the centroid of the body. Once the forces and moments are determined I
use
∑
F = ma and Iα =
∑
M to determine the accelerations, which is numerically integrated to
determine the current velocity of the body.
Recall from subsection 3.1.1 that σ, ω, and the wake panel parameters all depend on the
body’s velocity. So now that the body’s velocity has changed all of the previously determined flow
field parameters will be altered. To get by this I again use an iterative approach. I first determine
σ, ω, and the wake panel parameters, then I determine the body velocities Vb and Ωb and use these
values to update the flow field parameters. This process repeats until the difference in Vb, and Ωb
between iterations is below a certain threshold. Once the threshold is reached the body’s position
is updated using a first-order Euler method, the wake panel is released into the fluid as a point
vortex and the code starts over again. Now that I have described the process in its entirety I can
summarize my panel method code in the flow chart shown in Figure 3.3
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Calculate the affects of foil 
panels on body (An, At,Bn, Bt)
Assume previous wake panel 
parameters or update values
Solve for no normal velocity at 
each panel
Solve for Kutta Condition at 
trailing edge and find γ
Determine new panel parameters 
based on γ
Does γ converge?
Advance vortices and foil position 
and orientation
Move to next time step
Yes
No
Compute pressures, forces and 
new velocity for foil
Do foil velocities converge?
Yes
Assume body velocity from 
previous time step or update value
No
Figure 3.3: Flow chart describing the panel code used
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Figure 3.4: Comparison of panel method code to wind tunnel tests for a NACA 0018 airfoil
3.1.4 Validation
To validate my code I compare lift coefficient (CL =) results to experimental wind tunnel
tests of a NACA 0018 airfoil. In the comparison tests, I fixed the foil at the origin and fixed its
angular orientation, referred to as the angle of attack, at values ranging from 0-10. The results from
the comparison are shown in Figure 3.4. In Figure 3.4, the black dots represent the wind tunnel
results for a NACA 0018 foil at a Re = 70,000 and the blue line represents the results from my
panel method code for the same configuration. The results match well up until an angle of attack of
approximately 10 degrees. The divergence of the experiments from the simulated results at this point
is due to the separation of the flow on the physical foil. Flow separation means that the boundary
layer is detaching at a point between the leading and trailing edge and shedding additional vorticity.
The additional vorticity is not accounted for in the panel method because the fluid is inviscid and
viscous effects can only be artificially imposed through the Kutta condition, which needs to be
specified at a specific point. The exact point of leading-edge separation is not as easily identifiable
as the trailing edge leading to a drop inaccuracy.
From the comparison, it is safe to assume that I can be confident in the accuracy of code for
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angles of attack less than ten degrees. This is an acceptable range to operate the physical robot in,
as justified in Figure 2.4, in which the robot swimming in a straight line never exceeded an angle of
attack over five degrees. However, the argument could be made that the comparison in Figure 3.4
is a steady state comparison, which means that the panel method code could perform poorly in
the unsteady transient phase. To further assess the accuracy of my panel method code I compared
unsteady simulations of oscillating foils using a higher fidelity viscous vortex code described in the
upcoming section.
3.2 Viscous Vortex Particle Method
In two dimensional incompressible viscous flows, the flow field can be defined in terms fluid
velocities (~u) and pressures (p) using the Eulerian form of the conservation of momentum equation
∂u
∂t
+ u · ∇u = −1
ρ
∇p + ν∇2u (3.41)
and the continuity equation,
∇ · u = 0. (3.42)
In Equation 3.41, ρ, and ν are the density and kinematic viscosity of the fluid, respectively. Addi-
tionally, if there is a solid boundary in the flow field then we must specify the boundary condition
that fluid on the surface of the body has the same velocity as the body.
u(xb) = Vb + Ωb × (xcg − xb) (3.43)
In Equation 3.43, xb is a point on the bodies surface, Vb is the translational velocity of the body,
Ωb is the angular velocity of the body, and xcg is the point at which the body is rotating. One
additional constraint regarding the flow field at points very far away from the body must be defined
lim
|x|→∞
u(x) = U∞ (3.44)
where U∞ is the freestream velocity of the fluid.
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Taking the curl of the u will result in the vorticity,
ω = ∇× u (3.45)
and since we are interested in two dimensional flow the vorticity ω only component is in the k̂
direction, which is perpendicular to the flow plane. Plugging Equation 3.45 into Equation 3.41




+ ~u · ∇ω = ν∇2ω (3.46)
with the initial condition ω(x, 0) = ∇ × u(x, 0). Furthermore, the velocity and vorticity can be
related by introducing the stream function Ψ, which allows me to write the velocity in terms of the
stream function.
u = ∇×Ψ (3.47)
Plugging Equation 3.47 into Equation 3.45 and simplifying the result using Equation 3.42 results in
the vorticity being written as a function of Ψ.
ω = −∇2Ψ (3.48)
So I now have a well-posed set of equations that is equivalent to the two dimensional Navier-Stokes
equations summarized below,
∂ω
∂t + ~u · ∇ω = ν∇
2ω in S
ω(x, 0) = ω0 in S
u = ∇×Ψ in S
ω = −∇2Ψ in S
u = Vb + Ωb × (xs − xcg) on ∂B
u→ U∞ at ∞
where S is the fluid domain excluding the body area and ∂B is the surface of the body. These
equations can be represented in the Lagrangian frame by using a fractional step algorithm where
the convection and diffusion parts of Equation 3.46 are handled separately, for further details please
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where xp denotes the vortex particle locations and ωp denotes their strengths. Now I will detail the
solution method to each step starting with convection.
3.2.1 Convection
In the convection sub-step I do not allow any diffusion of vorticity, which means we are
assuming an inviscid fluid. The velocity field in an
and initial conditions ω(~x, 0) = ∇×~u. Furthermore, the vorticity and velocity can be related
through the use of the stream function Ψ, ~u = ∇×Ψ and ∇2Ψ = −ω.
To simplify Eq. 3.46 further, it can be split into separate convection and diffusion equations.
The convection equation is,
∂ω
∂t
+ ~u · ∇ω = 0 (3.49)




















respectfully. In the 2D viscous vortex method, Eq. 3.51 is used to update the particle positions,
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then the positions are fixed and Eq. 3.52 is used to solve for the diffusion of the vortex particles to
the surrounding particles.
3.2.2 Inviscid Formulation
The velocity field in Eq. 3.51 (~u) is determined by the free stream velocity, interaction with
any solid boundaries and the affects of the surrounding discrete vortex field as shown in Equation 3.2.
The effects of vorticity is determined using Equation 3.3, which can be rewritten in a smooth discrete











(x− xp)× Γp (3.53)
In Equation 3.53, σ, Np, xp, and Γp denote the vortex blob diameter, number of particles, the
particle locations and the particles circulation strengths respectively. The circulation strength of a





where Si is area of fluid associated with particle j. The effects of the immersed body on the
surrounding flow field are determined using source distribution panel method similar to what was
described in section 3.1.
3.2.3 Diffusion
The diffusion method used is known as the particle strength exchange (PSE) method [20],










































where Pi is a subset of the particles that is within 5σ from xi. This simplification substantially
improves the algorithms speed while having a negligible contribution to the error due to the rapid
convergence ησ as distance increases.
Special care needs to be taken for particles that are near ∂B because the convergence of
the PSE method depends on zero vorticity flux at the boundary [18]. To satisfy this requirement
I introduce image vortices inside the boundary for all particles within 5σ from a wall. Now that
I have defined my method of convection and diffusion I will describe the fractional step algorithm
used.
3.2.4 Fractional step algorithm
This algorithm can be broken into two steps each containing two sub-steps.
• Sub-step 1a) convection of particles:
In this sub-step the normal velocity component on the body is calculated from the vortex influence
using Equation 3.53, the kinematics of the body and U∞. The source strengths around the body
are now calculated using Equation 3.14, removing the influence of Bn, and Wn. Now the velocity
induced on each particle can be calculated based on U∞, the sources around the body using Equa-
tion 3.5-3.12, and all of the surrounding vorticity using Equation 3.53. The vortex locations are













• Sub-step 1b) diffusion of particles:
Now the change in vortex strengths are determined using Equation 3.55 and the strengths are
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• Sub-step 2a) calculation of the vortex sheet:
After sub-step 1b) there is a slip velocity on the boundary of the body, ∂B, which can be canceled by
a vortex sheet (∆γ). The tangent velocity on each panel is calculated from the freestream velocity,
the body’s movement and by the influence of all the surrounding vorticity. Note that if particles
are close to a particular panel then there will be a sudden spike in the velocity induced on said
panel because the influence scales as the inverse of the distance squared. To smooth the vortex fields












numerically integrated over each panel using Gauss quadrature to determine the vortex field influ-







where Ab is the surface area of the body, and Ω is the body’s angular velocity. Equation 3.59 can








where bi is the length of the i
th panel. Additionally, note that the PSE method that I modified by
adding image vorticies is not exactly conservative. To conserve the total circulation strength present











where Γ∗j is the strength of the j
th particle calculated using Equation 3.57. This provides us with M
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equations and M+1 unknowns where the constraint Equation 3.61 needs to be explicitly satisfied.
To solve this over determined system of equations I used the KKT method.
• Sub-step 2b) vortex sheet diffusion:








This calculation can be thought of as distributing each vortex sheet panels strength to the neighbor-
ing particles, which needs to be accomplished over a time period ∆t. Consider the ith vortex sheet
panel possessing a constant strength of ∆γi and a length of bi. Now if I translate and rotate the
coordinate system and so that the ith panel is fixed on the y-axis and the positive x-axis represents
the normal direction of panel i into the fluid. Then the circulation that is received by a neighboring



































To simplify the equations I can remove the time integral in Equation 3.63 and rewrite it in as the











































exp(−s2)− s · erfc(s). (3.67)
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Now with the time rate of change of the vortex’s strength I use four point Gauss quadrature to
numerically integrate Equation 3.66, which results in the updated circulation strength of a particle
j. This method is not exactly conservative so a slight correction to the circulation strength needs
to be made [84].












In Equation 3.68, the summations of variable i sums over all of the particles that are effected by the
vortex sheet panel. This results in the updated vortex strength ∆Γj,conserve used in the next time
iteration. For this redistribution scheme to work the particles need to be somewhat uniform, which
means that we will need regular redistributions of particles.
There are numerous particle redistribution schemes that take into consideration the particles
location with respect to a body [84], however I use the same redistribution scheme regardless of the
particles location. The redistribution scheme used is detailed by the equation below.
(3−2x)(4x2−1)
















Equation 3.69 is a one dimensional redistribute scheme that takes a particle located at −0.5 ≤ xi ≤
0.5 and redistributes it’s strength to four particles placed on a regularizes grid that is scaled by hi.
The viscous vortex code of interest is a two dimensional code so Equation 3.69 needs to be applied
twice, as shown in Figure 3.5. In Figure 3.5, the blue diamond represents the original vortex. First
Equation 3.69 is used to distribute the blue diamonds strengths to the four particles represented by
red circles. Then Equation 3.69 is applied to each of the new particles to redistribute their strengths
in the horizontal direction to the points represented by yellow squares. This type of redistribution
scheme will introduce vortices inside of the body, which will be handled using the same method as
presented in [24].






















Figure 3.5: Two dimensional redistribution scheme
















In Equation 3.70, Ix and Iy denote the x-component and y-component of the momentum, respec-

















The ability to calculate forces with a higher fidelity code, allows a more direct measurement
of the accuracy of the panel method described in section 3.1. To directly compare the viscous vortex









∞D, where D is the max width of the foil. The viscous vortex method
simulations were run for an oscillating foil at Re = 14, 000, which is a similar Re number to what is
experienced by the experimental robot. The Cd and Cl comparisons are shown in Figure 3.6.


























Figure 3.6: (a) Lift coefficient comparison of the panel method simulation and the viscous vortex
method. (b) Drag coefficient comparison of the panel method simulation and the viscous vortex
method.
In Figure 3.6, the blue line represents the measurements from the viscous vortex particle
method while the red line represents the results from the panel method. Note that the panel method
doesn’t capture the effects from skin friction so a constant value was added to the panel method Cd
calculations. The comparison shows that we are seeing a good agreement between the two methods,
especially in the Cd graph. The strong correlation between the forces calculated using the low fidelity
panel method and the higher fidelity viscous vortex particle method validate the use of the low order




Natural swimmers such as smallmouth bass can generate centripetal forces over 150 times
that of AUVs [32]. It is generally agreed upon that the passive mechanisms in fish bodies contribute
to their abilities to maneuver so effectively, but isolating the passive movements is extremely difficult.
This point is especially true in unsteady, rapid maneuvers where the control of appendages can switch
nearly instantaneously between active and passive. The difficulties in isolating passive movements
have led many researchers to use bio-inspired robots as a means of investigation.
Bio-inspired robots utilize functional aspects of biological organisms to try to replicate
certain propulsive characteristics. There are, in general, two ideologies adopted by researchers
developing bio-inspired swimmers. One group uses robots that are attached to an external cart
and placed in a water tunnel. The others develop freely swimming robots, that in many cases,
attempt to mimic the body kinematics of a specific natural swimmer. There are clear advantages
and disadvantages to both.
Using a water tunnel and an external platform allows the researchers to record useful infor-
mation such as thrust and torque. This has allowed researchers to study the relationship between
a range of passive artificial fin characteristics and propulsive performance, but generally, the move-
ment of these robots is somewhat constrained [26,48,55–57,69,92,98,116]. The constrained motion
is not an issue for steady-state swimming but in the unsteady swimming regime associated with
quick turns, the motion constraint may be an issue.
On the other hand, freely swimming robots do not have the same constraints placed on their
trajectories, but the lack of an inertial platform makes it difficult to record accurate propulsive data.
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Additionally, to the best of my knowledge, there have not been parametric studies of the relationship
between passive swimming mechanisms and maneuverability until my paper [90] that was used as
the basis for this chapter.
In this chapter, experiments are conducted on a freely swimming bio-inspired robot similar
to the robot described in chapter 2. By adding passive tails with varying degrees of potential
rotation I show that for numerous control inputs, the addition of passive appendages increases
maneuverability. Then the panel method simulation described in chapter 3 was used to asses the
differences in hydrodynamic forces due to the addition of passive appendages. The simulations show
that there is a favorable change in forces due to the passive tail altering the periodic sign change of
the shed vorticity.
4.1 Physical Models
In the experiments four different robots were tested which utilized two different main bodies
and three different tail combinations. The robots tested are shown in Fig. 4.1. The robots in Fig.
4.1 (a) is a solid body hydrofoil, (b)-(d) have main bodies with similar dimensions as (a), but they
poses passive tails. The passive tails are not actuated and aren’t connected with springs so only the
fluid-body interaction causes the tails to rotate. Throughout this paper the robot in Fig. 4.1 (a)-(d)
will be denoted as robots A, B, C, D respectively.
The main bodies of the robots are modeled to have the horizontal cross section of a NACA
0030 airfoil, with a length of 36.5 cm, it is 14 cm at its widest point and has no camber. All of
the robots were designed to have similar characteristics. The total lengths of the fabricated robots
are between 36.5 cm and 37.5 cm, with weights in the range of 1.15 − 1.19 kg (see Table 4.1) and
possess the same internal components such as batteries, micro controllers, motors and internal rotors.
The main bodies of all the models are geometrically the same, and they house the motor, internal
momentum wheel, micro controllers, and batteries. The modular design allows us to easily change
the morphology of the tail segments.
A 2-D representation of the four robots is shown in Fig. 4.2. In Fig. 4.2 Xb represents the
body fixed longitudinal axis, which is formed by drawing a line connecting the front tip of the robot
to the center of the internal rotor, and Yb is the body fixed axis orthogonal to Xb. The inertial axis
X is parallel to the longitudinal axis of the pool and the Y axis is parallel to the lateral axis of the
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Figure 4.1: Four different robots. Models B, C, D have tails. The degree of rotation of the tail
assembly is the angle made by the solid black line with the dotted line.
pool. The angle θ represents the difference in angle between the Xb axis and the inertial X axis.
In Fig. 4.2 the blue line represents the body of robot A. The blue line up until the different
colored dashed lines represents the main bodies of all four of the robots. Robot B’s tail, which is 10
cm long is represented by the black dashed line. Robot C’s tail is represented by the red dashed line.
It is made up of two separate segments, the first segment, attached to the main body, measuring
4.5 cm in length and the second segment measuring 6 cm in length. The second segment of robot
C’s tail is an isosceles triangle with a length of 6 cm and a base width of 2 cm. Robot D’s tail is
made up of two separate segments and is represented by the magenta dashed lines. The first tail
segment is in the shape of a trapezoid with a base width of 4.5 cm, a top width of 2.5 cm and a
length of 4.5 cm. The second tail segment of robot D is the same as the second tail segment of
robot C. The total length of the robots vary between 36.5 cm and 37.5 cm. Since robots B, C and
D have different tail configurations they also have different possible degrees of rotation. We define
the degree of rotation of the tail assembly to be the highest possible angle made by the Xb axis of
the robot with a line that connects the trailing edge of the tail segment assembly to the point at
which they are connected to the main body. The degree of rotation of tails for robots B, C and D
are 27o, 50o and 80o respectively.




























Figure 4.2: Coordinate definitions of the robots
the oscillations of an internal momentum wheel. We briefly describe the dynamics of hydrofoils
with internal momentum wheels and refer the reader to earlier work, [102,104–106] for details. The
locomotion of the robots depend on the change in inertia tensor, and the shedding of vortices past
their tailing edge, which is similar to the way many natural swimmers propel themselves. The
rotation of the internal momentum wheel causes the main body of a robot to rotate in the opposite
direction due to the conservation of angular momentum. In the case of robot A the rotation of the
body causes the rolling up of vorticity at the trailing edge. The shedding vortices impart momentum
to the body and propel it forward. In the case of robots B, C, and D the rotation of the main body can
cause the tail(s) to rotate and do so possibly at a different angular velocity. Vorticity is once again
shed at the trailing edge of the tails providing the necessary propulsive force. In the robots with tails
an additional propulsive factor exists; the oscillations of the tail cause the body inertia tensor and
the added mass tensor to change periodically. The interaction of a body with periodically varying
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inertia with vortex shedding causes additional propulsion. More importantly from the perspective of
maneuverability, in the robots possessing tails, the coupled fluid-body dynamics passively re-orient
the tails, which changes the location where the vortices are shed relative to the main body. This
passive change of the location of vorticity causes a change in the moment exerted on the body.
The momentum wheel inside the robots is seen in Fig. 4.1 as the blue colored wheel and
the yellow colored circle in the representative diagram in Fig. 4.2. The balanced rotor is a steel
ring of outer diameter 13.2 cm and an inner diameter of 10.2 cm with a thickness of 0.95 cm. The
moment of inertia of the rotor through an axis passing through its center is 14.661 kg·cm2. The
rotor is driven by a IG32 right angle 12V DC motor which is bolted to the bottom of the robot’s
body. The motor is controlled using an SainSmart L298H motor driver and an Arduino Micro. A
SparkFun Triple Axis Accelerometer and Gyro Breakout-MPU-6050 is positioned directly in front of
the motor, in the approximate center of gravity of the robot, to measure the angular velocity of the
robot. The gyro data received by the accelerometer is saved onto a SanDisk ultra 32GB microSD
card, using a SparkFun microSD shield connected to an Arduino Micro. The Arduino Micro is also
used to control the accelerometer. The robot is powered by a LiPo 1000mAh 7.4V battery pack.
4.2 Experiments
The experiments conducted were designed to determine the maneuverability of the different
robots. We define maneuverability of a robot as its ability to execute a change in its heading angle,
∆θ. A common benchmark for the change in this heading angle is for the robot to execute a 180o
turn. There are two possible measures for maneuverability, the time (tr) it takes a robot to turn
180o and the displacement of the robot’s centroid in the while executing this turn. A lower turning
time shows an ability to execute fast turns and a lower turning displacement shows the ability to
execute turns in an environment with close obstacles.
In the experiments two different types of inputs were applied via the internal momentum
wheel. To get the robots to acquire a translational speed moving along a straight line, the momentum
wheel would execute sinusoidal motion, ω(t) = A sin νt. During such periodic oscillations of the
internal momentum wheel the robots center of mass moves along a serpentine path, with average
motion being a straight line, [89]. To turn a robot quickly, the momentum wheel would spin with
a constant angular velocity, ωr in one direction, forcing the robot to counter rotate. We adopt this
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approach as this allows the possibility of fast turns. Throughout all of the tests when a robot is
executing a turn, the momentum wheel is prescribed to spin at a constant rate of ωr = 825[
o/s],
which is the maximum speed of the DC motor used in the robots. The speed of the rotors during
the experiments was measured by using the camera to track the angular displacement of the two
bolts attaching the rotor to the motor (see Fig. 4.1). The angular velocities of the rotor, measured
from the images, were always within the range of [770◦/s − 830◦/s], i.e., an error of less than 7%
could be present in the angular velocity of the rotor.
The tests were conducted in a pool that was 2.4 m long and 1.2 m wide. Gyro data was
collected using an LSM9DSO accelerometer/gyroscope mounted at the approximate center of mass
of the robots and the position of the robot was tracked using a camera mounted 2.15 m above the
pool. The camera records data at the rate of 30 frames per second. In our experiments, this rate
is sufficient to identify changes in the orientation angle of the robots that are as small as 3 degrees
between each frame. For all of the tests the gyro data was integrated using the trapezoidal rule
to get the angular orientation of the center of mass of the robot. The angular displacement thus
obtained was verified with the acquired images of the robot at frequent intervals of time.
4.3 Results
4.3.1 Turning from rest
At the start of the experiment the robots were placed in the pool with their body axes
parallel to the wall of the pool. The internal momentum wheels had a constant angular velocity of
ωr(t) for 15 seconds. Their angular orientation ∆θ throughout the tests are shown in Fig. 4.3. This
test measures the ability of a robot to execute a turn beginning from rest.
From Fig. 4.3 it’s apparent that robot D demonstrated the best turning performance, with
∆θ ≈ 250o and with the turning time for a 180o turn being tr ≈ 4.9 seconds. Robot C achieved a
total angular displacement of ∆θ ≈ 235o and had a turning time tr ≈ 8.3 seconds for a 180o turn.
Robot B robot turned a total of ∆θ ≈ 225o and had a turning time tr ≈ 10.4 seconds for a 180o
turn, and robot A was only capable of achieving a total angular displacement of ∆θ ≈ 155o.
The results of this test show that the addition of passive tail segments in robot D increases
the total turning angle ∆θ of the robot by 61% when compared to the turning angle of robot A.
More significantly the robots with passive tails can execute a full 180o turn while robot A cannot.
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Figure 4.3: Change in heading angle of the robots when they begin executing a turn at rest.
We do see that robot D’s turning time decreased by 41% and 53% when compared to robots C and
B respectively. The decrease in turning time of robot D over robots C and B and of robot C over
robot B can be attributed to increasing degree of rotation of the tails for robots C and D.
4.3.2 Turning after achieving a set velocity
It is possible that the maneuverability of a robot could change significantly depending the
speed with which the robot is moving. To check if the passive tails can improve maneuverability in
such cases, we performed experiments wherein the robots begin the turning motion at a non zero
speed. The momentum wheels of the robots first executed sinusoidal oscillations, ω(t) = A sin νt
until the robots acquired an average translational velocity of 10 cm/s. Once this velocity was reached
a constant angular velocity ω(t) = ωr was applied to the internal momentum wheel.
The graphs of the heading angles of the main body of the robots are shown in Fig. 4.4. Robot
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D reached a total angular displacement of ∆θ ≈ 295o and achieved a displacement of 180o in ≈ 4.1
seconds. Robot C accomplished an angular displacement of ∆θ ≈ 224o and reached a displacement of
180o in ≈ 7.38 seconds. Robot B reached a total angular displacement of ∆θ ≈ 204o and reached 180o
in ≈ 11.79 seconds, and robot A could only reach a total angular displacement of ∆θ ≈ 110o. Since
the robots turns were started after achieving a predefined speed, there was some lateral translation
during the turning phases. Fig. 4.5 shows the overlaid images of the robots at different times
during these maneuvers to demonstrate the variation in turning displacement. From the images in
Fig. 4.5 the turning displacement is measured as the lateral displacement the robot traveled before
completing a ∆θ = 180o. Robot D has a turning displacement of approximately 20 cm, which
corresponds to approximately 0.53 BL body lengths (BL). Robot C has a turning displacement of
approximately 27 cm or 0.72 BL. Robot B has a turning displacement of approximately 35 cm or
0.97 BL. Robot A was not capable of turning 180o.
The turning dynamics of the robots when they execute a turn starting from rest versus when
they begin executing the turn when moving at a speed of 10 cm/s are compared in Fig. 4.6. The
subfigures (a) to (d) in Fig. 4.6 show the data for the turning motion for robots A to D respectively.
While the total angular displacement that the robots could achieve in 15 seconds while moving at a
speed of 10 cm/s increased for robot D the change for robots C and B was negligible with a small
decrease. In the case of robot A the angular displacement that could be achieved when moving at
10 cm/s decreased significantly by about 45o. Alternatively the turning time for robot D decreased
by about 0.8 s or 16% when it is moving at 10 cm/s than when it executes a turn beginning from
rest. The turning time for robot C decreased by about 0.9 s or 10%. The turning time for robot B
increased by 1.4 s or 13.5%.
A clear pattern emerges regarding the effect of speed on robots with tail like segments and
the maneuverability of the robots. Both of the robots possessing two tail segments turned 180o faster
when the turn was started from a non zero velocity while robot D without turned ≈ 18o farther
when the turn was started from a set velocity. Robot B with a tail that offered only a limited
degree of rotation performed marginally worse when its turn started from a set velocity. Robot A’s
maneuverability was significantly worse when its turn started from a set velocity. The general trend
is that robots whose tails have a large degree of rotation demonstrate improved maneuverability
relative to those of robots without tails or with tails with a limited degree of rotation. Moreover
this maneuverability of robots with tails seems to improve even more when the robots are moving
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Figure 4.4: Change in heading angle of the robots when they begin executing a turn moving at a
constant speed of 10 cm/s.
with a small velocity while the maneuverability decreases for robots without a tail.
In both the turning tests all four robots initially rotated quickly at the beginning of their
turns before their rotation stalls, as observed by the high initial slope of the graphs in figs. 4.3 and
4.4 and subsequent decrease in slope. The decrease in the rate of rotation falls off more slowly as
the tail segments of the robot offer more degree of rotation. In Fig. 4.5 it can be observed that once
turning motion begins, the tail segments of robots B, C, and D rotate in an opposite direction to the
main body. In fact this is a generic feature of motion of the robots with passive tail segments. We
performed experiments where the rotor executes sinusoidal oscillations to generate average straight
line motion for the robot. Periodic motion of the rotor results in oscillations of the main body and
allows the observation and consistent evaluation of the relative motion of the tail like segments. Fig.
4.7(a)-(c) show the angular velocities of the main bodies of robots B, C and D, respectively, and
their tail segments, recorded by gyroscopes during such periodic forcing of the momentum wheel.
The measured angular velocity of the tails for robots B, C and D have a phase difference ranging
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Figure 4.5: Overlaid images of the robots performing turns with a constant ωr (a) Robot A, (b)
Robot B, (c) Robot C, (d) Robot D
between 170◦ and 180◦ in different runs of the experiments with respect to the angular velocity of
the main body. This phase difference implies that the angular velocity of the tails is in an opposite
direction to the main body, as illustrated by the snapshots in Fig. 4.7(d) spanning an interval
of 0.33s. However once the tails reach their maximum possible deflection, they move in the same
direction as the main body.
4.4 Tails modify the hydrodynamic moment
A qualitative explanation for the influence of the tail in the turning motion of a robot can be
found in the differing directions of the angular velocities of the main body and the tail, such as shown
in Fig. 4.7. These differences change the fluid-robot interaction via vortex shedding at the trailing
edge of the robots. The fluid-body interaction can be modeled within the framework of inviscid fluid
dynamics. The Reynolds number, which is the ratio of the inertial to the viscous forces defined as
Re = V Dν for a body of length D moving with a velocity V in a fluid with viscosity ν, associated
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     (a)                (b)
Figure 4.6: Comparison of the turning motion of robots between the cases when they begin from
rest (blue dotted line) and when they begin the turn at a speed of 10 cm/s (solid red line).
with the motion of the robot is of the order 104. In this regime of fluid flow, the viscous effects are
significant only in a thin region around the body, with the fluid away from the body behaving as an
inviscid one, [15]. The viscous effects that are important in a small region around the body lead to
vorticity peeling off from the body; this phenomenon is modeled using the Kutta condition in the
inviscid framework, [100,111]. The steady Kutta condition requires that vorticity be created at the
trailing edge of the body and that its strength and sign (clockwise vs counterclockwise) is such that
the relative velocity of the fluid with respect to the velocity of the trailing edge is zero.
When a body like that of robot A is spinning about its center with an angular velocity of
Ω, the velocity of the trailing edge of the body is vt = Ω×Lt where Lt is the position vector of the
trailing edge relative to the center of the body. The vorticity that is created at the trailing edge is
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Figure 4.7: Angular velocities of the tail segments and main body of (a) Robot B with a single tail,
(b) Robot C with two tails and (c) Robot D with two tails. (d) Snapshots of Robot D during average
straight line motion showing relative angular motion of the tail segments and the main body.
such that the fluid velocity at this trailing edge is in the same direction as vt. As Fig. 4.8(a) shows
the circulation of the vortex that is created has a direction opposite to the angular velocity of the
body. The resulting hydrodynamic moment because of this vorticity opposes the turning motion of
the robot.
When a body like that of robots B, C or D is spinning about its center with an angular
velocity of Ω, the tail assembly spins with an angular velocity Ωt that is in a direction opposite to
Ω. The velocity of the trailing edge of the tail vt is now in the opposite direction compared to the
case of robot A. The vorticity that is created at the trailing edge of the passive tail has a circulation
that is in the same direction as the angular velocity of the main body. The resulting hydrodynamic







































Figure 4.8: Interaction of a spinning robot with vorticity that is created at the sharp trailing edge,
(a) Robot A, (b) Robot B.
4.4.1 Computation of hydrodynamic moment
The hydrodynamic moment experienced by a rapidly turning robot with tails that deflect by
large angles can be challenging to compute directly due to the unsteady fluid-body interaction that
occurs over a fast time scale. However quantitative insight into the experiments can be obtained by
computing the moment experienced by the foil-like body in its average straight line motion during
one time period of its oscillation. The computations described in this section show that the phase
difference between the tail motion and that of the main body, described in Fig. 4.7 leads to a
significant difference in the hydrodynamic moment on the body. The computations are based on the
well known two dimensional panel method [43,49,75], and the codes I used are detailed in chapter 3.
In the simulations the foil was fixed at the origin in a free-stream velocity. This simulates
the motion of a body in quiescent fluid with a reference frame attached to the body. The free
stream velocity was chosen to be half a body length per second. Sinusoidal angular velocities were
prescribed to the main body and the tail segment. The angular velocities were assigned such that
they mimic the angular velocities measured in the experiments, Fig. 4.7. Throughout all of the
simulations the main body oscillated at an amplitude of 15◦. The frequency of oscillations was held
constant at 2π, which is the same as the forcing frequency applied to provide straight line motion in
the experiments. A range of values of the phase lag between the main body and tail and two values
of amplitudes of tail oscillations were investigated. The values of tail amplitude, At relative to the
main body in the simulation were 30◦ and 45◦. The values of At are the maximum angle measured
with respect to an axis connecting the center of the main body to the joint connecting the main body
and the tail and the values were chosen because they are similar to the maximum tail displacements
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Figure 4.9: Simulation of a foil fixed at the origin with prescribed periodic oscillations for the main
body and the tail. Red and blue dots represent positive and negative circulation point vorticies
respectively.
of robots B (27o) and C (50o). The phase lag (φt) imposed on the tail for each value of At ranged
from φt = 0
◦ to φt = 180
◦ increasing by an interval of 10◦. A snapshot of the vortex wake formed
for steady swimming is shown in Fig. 4.9 where each red dot represents a counter clockwise (CCW)
vortex and each blue dot represents a clockwise (CW) vortex.
Hydrodynamic moment can either assist or resist the turning motion of the swimmer. An
assisting hydrodynamic moment occurs when the sign of the moment acting on the body from the
fluid is in the same direction as the rotational velocity of the body. Additionally, the sign of the
vorticity that is most recently shed can be used as a proxy to identify whether the hydrodynamic
moment is assisting or resisting the rotation of the main body. The influence of a vortex sheet varies
as the inverse of the square of the distance from the vortex to the point of interest. So the closer a
vortex is to the point of interest the larger the affect will be, which means the most recently shed
vorticity will have the largest influence on the body. If the recently shed vorticity is rotating in the
same direction as the body, it will exert a moment on the body that is in the same direction as the
rotation of the body. Alternatively, vorticity rotating opposite to the body’s rotation will hinder
the turning motion of the body. Our simulations show that the motion of a tail with a phase lag
relative to the main body can change the sign of the shed vorticity, as shown in Fig. 4.10.
The left side of Fig. 4.10 shows four snapshots of the rigid foil at different points of one
periodic oscillation and the right side of Fig. 4.10 is the foil with a tail oscillating with an amplitude
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of 45◦ and a phase lag of 180◦ at the same points of one periodic oscillation. In both of the cases the
main body rotated with an amplitude of 15◦ and a frequency of 2π. The red and blue dots are point
vorticies shed from the trailing edge with strength γ and Ωb is the angular velocity of the main body.
The black arrows overlaid on the main bodies show the direction of the angular velocity of the main
body. The black arrows overlaid on the tail segments in Fig. 4.10 (B) and (F) show the direction of
the tail segments angular velocity. In Fig. 4.10 (C) the rigid body is shedding a vortex with γ > 0,
which is opposite of the direction of the main body, i.e., the vortex induced hydrodynamic moment
is resisting the rotation. The oscillating tailed robot, Fig. 4.10 (D), is shedding vorticity with γ < 0,
which is in the same direction of the main body rotation, i.e. the turning motion is assisted by
the vortex induced moment on the body. The same result is presented in Fig. 4.10 (G) and (H).
However once the tails have reached their extreme displacement, relative motion between the tail
and the body has ceased, the shed vortices from the trailing edge have the same sign, as shown in
Fig. 4.10 (C), (D) and (G), (H). So there is only a certain fraction of time during each oscillation
period where the sign of shed vorticity between a rigid body and a tailed body are different. Figures
4.11 and 4.12 show the time dependence of the hydrodynamic moment and shed vorticity for the
rigid foil and a foil with a tail for two periods of oscillation of the main body.
A moment that assists a turn (in the same direction as the rotational direction of the robot)
will be denoted as M+ and
M+ = Mh if Ωb ·Mh ≥ 0
M+ = 0 otherwise. (4.1)
The hydrodynamic angular impulse imparted to the robot during a time period [0, T ] is Ih =∫ T
0





4.11 (A) and Fig. 4.12 (A) the area under the moment curve is shaded blue when the moment is
assisting the turning motion and yellow when it is resisting the turning motion of the foil. The
moment on the body with a tail is initially assistive but turns resistive roughly when the tail has
reaches its extreme position relative to the main body. The ratio APm of the hydrodynamic impulse






For a rigid foil, the hydrodynamic moment is mostly resisting the turning motion of the
body, with APm ≈ 0.03 while for a foil with a tail, APm ≈ 0.46. The hydrodynamic moment in fact
assists the turning motion of the foil with a tail for almost half the time period of the motion and
the assistive hydrodynamic impulse imparted to the body in the initial motion of the tail almost
cancels out the subsequent angular impulse that resists the turning. Additionally, the maximum
values of the hydrodynamic moment on the foil with a tail were less than half of those on the rigid
foil. Therefore an external torque applied to the foil with a tail can be expected to impart a higher
angular acceleration. A high level heuristic explanation at the beginning of this section (see Fig.
4.8) relied on the sign of the most recently shed vorticity relative the angular velocity of the main
body. The validity of the sign of the most recently shed wake as a proxy or a surrogate measure for
the hydrodynamic moment can be seen in Fig. 4.11 (B) and Fig. 4.12 (B), where the area under
the graph when the signed function Sv = sign(Ωbγ) = 1 is shown in blue and yellow otherwise.
The function Sv changes sign at almost the same time as the hydrodynamic moment changes from
assistive to resistive, with the time lag due to the fact that the hydrodynamic moment is influenced
not just by the most recently shed vorticity, but by all of the vortex wake.
The phase lag between the oscillation of the tail and the main body is a significant factor
that determines the sign of the velocity of the trailing edge (see Fig. 4.2) and shed vortex wake and
the resulting moment on the body. To verify this computations were performed where the phase
difference between the angular velocity of the tail Ωt and the main body Ωb was varied for two values
of the amplitude of tail deflection. In Fig. 4.13 the x-axis is the phase lag between the main body
and the tail, the y axis of Fig. 4.13 is the APm. The red solid line, and blue dashed line represent the
At values 45
◦, and 30◦, respectively. Increasing At increases the APm for φt values greater than 50
◦.
Thus the turning performance is dependent on the range of motion of the tail as well as the phase
difference between the tail and the main body. The experiments bear out this result qualitatively,
with Robot C turning faster than robot B. The peak values of APm for both cases was measured at
a phase difference of 160◦, and not 180◦ due to the influence of the near wake.
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4.5 Alternating between periodic and constant angular ve-
locity inputs - Experiments
Since the robots’ rotation stalls because of the vorticity that is created at the trailing edge,
a possible way to overcome this stall is for the robots to adopt a strategy of alternating forced rapid
spinning and passive dynamics. The momentum wheel rests between bursts of continuous rotation.
When the momentum wheel rests, the robots move passively under the hydrodynamic influence.
Experiments were performed to check the viability of this strategy. The tests began with the robots
swimming on average in a straight line until they reached a certain speed (10 cm/s), then a constant
angular velocity was applied to the internal momentum wheel for three and a half seconds. This
period of 3.5 s was chosen based on the time it takes for the robot’s rotation to stall as shown in
Fig. 4.4. The rotor then slowed to a stop before beginning to rotate again with a constant angular
velocity. This process was repeated three times and then the momentum wheel resumed periodic
oscillations to produce average straight line motion. The input ω(t) for the test is shown in the top
left corner of Fig. 4.14.
The angular displacement of the robots during this experiment are shown in Fig. 4.14. It
should be noted that the speeds of the robots were all the same when the first constant angular
velocity was applied to the internal momentum wheel. Figure 4.15 shows the x and y position of
the center of the robots. Robot D again displays the best maneuverability characteristics. Robot D
achieved a total angular displacement of ∆θ ≈ 350o and reached 180o in ≈ 5.6 seconds. Robot C
turned a total of ∆θ ≈ 290o and reached 180o in ≈ 6.3 seconds. Robot B reached a total angular
displacement of ∆θ ≈ 245o and reached 180o in ≈ 7.5 seconds. Robot A with no tail accomplished
a total angular displacement of ∆θ ≈ 110o. All of the robots achieved larger total angular displace-
ments in shorter times than in the previous tests. The experiments suggest that alternating short
bursts of rest-propulsion input could form the basis of an open loop control technique for executing
turns.
In order to determine the turning radii of the robots during this test, the center of the main
bodies of the robots were tracked in consecutive frames of images in the recorded movie. This was
done using a program written in Matlab. During this test once the rotor stopped it turned the
robot in the opposite direction of the turn, which caused some net forward translation, seen in the
wiggling section of the trajectories in Fig. 4.15.
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Cited Body Weight Turning Turning
Reference Length [cm] [g] Radius [BL] Velocity [o/s]
[122] 9.8 21.9 0.8 N/A
[72] 16.5 16.2 1.1 N/A
[123] 5.3 3 0.6 6
[44] 34 1100 0.47 36
[124] 56 3290 0.4 32.5
[101] 49.5 1290 0.3 200
[126] 40.5 1380 0.89 53
[8] 15 460 1 9
Robot (D) 37.5 1150 0.55 32
Robot (C) 37.5 1160 0.80 28.5
Robot (B) 36.5 1160 1.37 24
Robot (A) 36.5 1190 N/A N/A
Table 4.1: Turning radii (in body lengths, BL) and turning velocity of different robots.
The turning motion of the robots described thus far is achieved without feedback control.
The only actuation is the motion of the internal momentum wheel. A significant ability to turn is
achieved through the passive tail segments. This ability to turn is comparable to or even better than
that of many robots with multiple actuators and sensors and using feedback control algorithms and
computation. To show this we compare the maneuverability of the robots with passive appendages
presented in this paper with those of other aquatic robots whose data have been published. We have
mostly selected data on aquatic robots whose body length is nearly the same as that of the robots
discussed in this paper. The results are summarized in table 4.1.
The most maneuverable robots are those presented in [44]- [101]. The robot discussed
in [44] has two actuated tail segments which are controlled by two servomotors, the dolphin like
robot discussed in [124] has a total of five control inputs with four servomotors controlling joints
in the tail and one controlling an internal moving mass. The robot in [101] has four servomotors
controlling four joints in the tail. The robots in [44]- [101] have many control inputs and do not
utilize the passive dynamics inherent in the robot-fluid interaction. Robot D that is presented in
this paper has only one control input but two passive joints in the tail assembly and utilizes no
feedback and yet performs quite well in turning maneuvers.
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4.6 Conclusion
This chapter showed that the addition of passive appendages can aid in the maneuverability
of an aquatic robot. The improved maneuverability is a result of the fluid-tail structure interaction
that modulates the location of vortex shedding and the sign of the circulation of the vorticity. Using
the panel method code described in chapter 3 I computed the hydrodynamic moments imparted
on different foil configurations and showed that when the foil possesses a tail, the hydrodynamic
moment exerted on the foil aids its turning motion for almost half the turning time period. The
key factors that influence how much of the hydrodynamic moment is assisting the turning motion
versus resisting the motion are the oscillation amplitude and the phase difference of the angular
velocity of the tail with respect to that of the main body. The simulations in this paper support
the experimental observation, that when the tail oscillates out of phase with the main body, the
resistive hydrodynamic angular impulse experienced by the main body is reduced thus increasing
the maneuverability of the foil.
62


































































γ > 0γ > 0
γ < 0 γ < 0
γ < 0











Figure 4.10: Rigid foil and foil with a tail oscillating with a phase lag of 180◦ and previously shed
point vorticies. Ωb in (A) and (B) was −60 [◦/s], Ωb in (C), (D), (G) and (H) was 0 [◦/s] and Ωb in

















Figure 4.11: Hydrodynamic moment (A) and vortex strength (B) for 2 time periods of the rigid body.
The yellow region represents the area of resistance and the blue represents the area of assistance.


















Figure 4.12: Hydrodynamic moment (A) and vortex strength (B) for 2 time periods of the foil with
the tail 180◦ out of phase and an oscillation amplitude of 45◦. The yellow region represents the area
of resistance and the blue represents the area of assistance. The red dashed line represents a scaled
Ωb to highlight the phase difference with respect to the Mh and γ.
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Figure 4.13: Portion of the forcing period where the hydrodynamic moment was advantageous to
turning. The red, and blue dashed lines are the results from the simulations when At was 45
◦,
and 30◦ respectively. The circles and diamonds represent the data points from the 45◦ and 30◦
simulations respectively.
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Figure 4.14: Gyro data from robots when the input to their internal momentum wheel alternates
between constant and periodic angular velocity
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As an object moves in a fluid medium the surrounding fluid particles move relative to each
other producing shear layers in the fluid. The shear layers can detach from the object, which results
in the formation of a wake. Fluid wakes many times may seem chaotic but often there are coherent
vortical structures present. These vortical structures may move relative to the object, from which
it was created, and can contain information that describes parameters of the object and the flow
field. Extracting pertinent information from fluid wakes is not a trivial problem because of the
inherent complexities associated with hydrodynamics. However, there are numerous examples of
biological creatures using multi-modal sensing to extract useful information from their surrounding
environment [7, 63–65,83,85,86,118].
To date, most of the research regarding fish flow sensing has had to do with the use of their
lateral lines. The lateral line of most fishes is made up of hundreds of neuromasts spread over their
body that can detect weak water motions and pressure gradients [11]. Researchers have shown that
fishes can use the hydrodynamic inputs from their lateral lines to perform numerous tasks such as
navigation in caves, prey tracking, schooling, and identifying Kármán vortex streets [63, 83, 85, 86,
118]. The proven usefulness of the lateral line has inspired many researchers to develop artificial
version using arrays of small pressure sensors [31, 37, 40, 54, 96, 112], ionic polymer-metal composite
sensors [1, 2], multi-layered silicon beams [91], and micro-fabricated hot-wire anemometry sensors
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[121]. The aforementioned researchers have had some success at flow sensing using their respective
sensor arrays but there are drawbacks such as reliability, cost, and sensitivity. Alternatively, I
propose that flow sensing may be successfully achieved through the proprioception of a freely pitching
foil.
When a body is placed in a vortical wake, the surrounding flow field alters the dynamics of
the body. Particular vortical wakes will result in unique spatiotemporal variations in pressure on the
body that consequently produce body dynamics that are exclusive to specific wakes. The dynamics
of a body can be easily measured using internal accelerometers and gyroscopes that are relatively
cheap and robust compared to small pressure sensors or other external flow measuring devices.
Additionally, measuring the bodies dynamics is, in some sense, measuring the average pressure
distribution over the entirety of the body. Implicitly measuring the average pressure exerted from
the fluid reduces the sensor noise that is present in more localized measuring schemes such as small
pressure sensors. Once the time series kinematics of the body are measured the data needs to be
analyzed to extract the useful patterns. To perform this task, a machine learning algorithm known
as a feedforward neural network was used.
Machine learning algorithm’s function to extract and process pertinent information from
large sets of data. Fluid mechanics problems, in general, are high dimensional, thus making machine
learning an attractive option. There are a variety of machine learning algorithms that have been
used to detect and or classify different flow fields. One such algorithm focused on in this paper is a
neural network (NN). NNs obtained their name from their original intent to mathematically replicate
the functioning of biological networks of neurons [10], but they have evolved into a useful tool for
statistical pattern recognition. Although, NNs are widely used in other classification problems such
as image identification, their use for classification in fluid mechanics has been somewhat limited. To
the author’s best knowledge, the only use of NNs for wake classification is in [3,17]. In both papers,
the authors used computational fluid dynamic simulations to obtain the hydrodynamic information
used in their NN training. On the other hand, we perform experiments in a water tunnel and only
use the kinematics of a tethered hydrofoil as the input to our NN. In general, NNs are not able to
classify data they’ve not previously been trained on and fluid environments may adopt an infinite
number of spatiotemporal configurations. So training a NN to classify all possible combinations of
vortical wakes is an intractable problem. However, it is reasonable to assume that researchers will
develop robots to perform specific tasks, thus limiting the fluid regimes where they can expect to
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operate. Taking this into consideration, it is feasible to assume that numerous expected wakes could
be used to train a NN that can be implemented successfully in a real-world environment.
5.1 Methods
A Rolling Hills Research Corporation model 0710 water tunnel owned by the Clemson
University Department of Mechanical Engineering was used to conduct experiments. A hydrofoil is
placed at the front of the water tunnel test section and is oscillated using a servo motor to produce
the desired vortex wakes. An additional foil placed downstream is used to measure the vortex wakes,
a schematic of the experimental is shown in Fig. 5.2. Throughout this paper, the oscillating foil
will be referred to as the leading foil and the classification foil will be referred to as the trailing foil,
shown in Fig. 5.1. The trailing foil is modeled after a NACA 0030 airfoil with a chord length of 3.44
inches, and the leading foil has a chord length of 2.85 inches. The leading foil’s angular orientation
throughout the experiments is set using the equation below.




In Equation 5.1, θM is the max oscillation amplitude of the leading foil, t is time and f is the
frequency of oscillations.
The trailing foil is tethered to a bar of extruded aluminum, which doesn’t contact the water,
so the movement of the foil is solely the result of its body interacting with the vortex wake. The
tether is lightweight fishing like and its length is kept to less than half an inch to limit the heaving
motion in the trailing foil. Using this experimental setup, we recorded data for 16 unique vortex
wakes. The wakes are labeled based on their Strouhal number, which is a dimensionless number




L sin 2θM (5.2)
In Equation 5.2, L is the distance from the center of rotation to the trailing edge of the leading foil,
and U∞ is the free stream velocity. The 16 different wakes were created by altering f, θM and U∞
between the combinations shown in table 5.1.




Figure 5.1: Experimental setup showing the leading and trailing foils inside the water tunnel
Wake Class Strouhal Number f [Hz] U∞ [in/s] θM [
o]
1 0.215 0.500 2.75 15
2 0.236 0.500 2.50 15
3 0.262 0.500 2.25 15
4 0.263 0.400 2.75 25
5 0.286 0.667 2.75 15
6 0.289 0.400 2.50 25
7 0.295 0.500 2.00 15
8 0.315 0.667 2.50 15
9 0.321 0.400 2.25 25
10 0.329 0.500 2.75 25
11 0.350 0.667 2.25 15
12 0.361 0.400 2.00 25
13 0.362 0.500 2.50 25
14 0.393 0.667 2.00 15
15 0.402 0.500 2.25 25
16 0.452 0.500 2.00 25











Figure 5.2: Schematic of the trailing foil with numbered tracking dots
and bony fish swim in a Strouhal range between 0.2-0.4 [108] so the wakes created by the leading
foil are representative of wakes made by biological swimmers. At each Strouhal number data was
collected for 15 minutes at three different relative distances D between the leading and trailing foils.
The distances were measured from the shaft of the leading foil to the leading edge of the trailing foil
and the values were 8.135, 9.135, and 9.635 inches.
One limiting factor during the experiments was the water tunnel’s free stream velocity. The
water tunnel was only capable of producing laminar flow at speeds up to 2.75 [in/s], because of this
the foil sizes were decreased. The small size of the trailing foil made it difficult to install a gyro
with our current hardware so we chose to collect the angular velocity data by tracking 6 black dots
placed on the top of the trailing foil, as shown in Fig. 5.2. Each experiment was recorded using
a 12-megapixel camera fixed directly above the trailing foil. The pixel location of the six circle
centers is calculated throughout the videos using a Hough transform. Once the center locations
are known we calculate the angle of lines connecting dots 1-2, 1-3, 4-2, 4-3, 5-2, 5-3, and 5-6. The
angular velocity is calculated using finite differencing between sequential camera frames and then
the angular velocity from all seven measurements was averaged to get the average angular velocity
of the foil between the camera snapshots.
We recorded five minutes of video with the trailing foil fixed to asses the noise associated
with our sensing technique. The foil was fixed at the same height at which it floats freely during the
experiments and the resulting angular velocities measured are shown in fig. 5.3. The histogram in
fig. 5.3 is a normal distribution with a mean of 9.354× 10−5 and a standard deviation of 1.916. The
95% confidence interval of the mean is −0.0389 to 0.0390 o/s and the max angular velocity values
recorded during the tests ranged from 30o/s to 110o/s. So with 95% confidence I can be sure that




















Figure 5.3: Histogram of angular velocities recorded from a fixed foil
5.2 Neural Network
Multi-layer perceptron NNs attempt to map input vectors x̃ to a probability distribution
that estimates an output vector y. In general, NNs are made up of an input layer, one or more
hidden layers and an output layer. Each layer has a set number of neurons, which apply nonlinear
activation functions to their inputs; additionally, the nodes between layers can have varying degrees
of connectivity. NNs have been researched extensively to classify data [10], which is why we’ve
chosen to use one for classifying the vortex wakes. The NN used in our work is described below.
5.2.1 Neural Network Architecture
The NN used in this work consists of an input layer, one hidden layer, and an output
layer. Each layer of the NN is fully connected to the previous layer by linear mappings, the network
architecture is shown in Figure 5.4. In Figure 5.4, the light orange regions are the input and output
layers, the light blue regions containing black arrows are the linear mappings and the light green
region contains the nonlinear activation function. The input to the NN is a time series vector of






























𝐳𝐳(2) = 𝐖𝐖(2) 𝐚𝐚(1) + 𝐛𝐛(2)Input Layer
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Figure 5.4: Experimental setup showing the leading and trailing foils inside the water tunnel
probability distribution ỹ where the entry ỹi is the probability that the wake belongs to class i. The
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represents a unique array of truncated time series angular
velocity data, shown in Fig. 5.5. In Fig. 5.5 the solid blue line is five seconds of filtered angular
velocity data from the trailing foil and the four subdivisions represent the different data truncations
used to train independent NNs. We used the four separate data truncations to assess the accuracy of




identify the wake class
of the corresponding input vector. Each ỹ(i) has a length of 16 and has only one none zero entry,
the entry that is a non-zero contains a value of one and identifies which wake class its corresponding
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Figure 5.5: Truncation used to split up data before feeding it into the NN
input data belongs to. The classes are labeled by increasing Strouhal number as shown in table 5.1.




is not the raw angular velocity data from the experiments. To




, is averaged, filtered, and




is 81000 × 16, each column
corresponds to the raw data from one of the 16 wake classes. The averaging, filtering and normalizing












3 1 < i < 81000 (5.4)
In Equation 5.4, the subscript i represents the individual entries in x(R,j) and the superscript j
represents the column currently being averaged.
Next, the data is passed through a low pass Butterworth filter with a cutoff frequency of
3Hz. The cutoff frequency was chosen such that it is at least four and a half times larger than any




(x(j) − µ(j)x )
max(|(x(j) − µ(j)x )|)
. (5.5)
In Equation 5.5, µ
(j)
x is the mean of the entries in vector x(j).
The superscripts in Equation 5.3 distinguish the individual vectors that are fed into the neu-
ral network one at a time and their corresponding outputs, for the sake of simplicity the superscripts
will be dropped throughout the remainder of this paper. The first layer of the neural network starts
by multiplying x̃ by a weighting matrix [W(1)] and adding a bias vector b(1), where the superscript
(1) denotes the layer number.
z(1) = [W(1)]x̃ + b(1) (5.6)
[W(1)] is a [N1 × 30∆t] matrix and b(1) is a [30∆t× 1] vector, where N1 is the number of nodes in






The activation function in Equation 5.7 is known as a Cutoff Rectified Linear Unit function (CReLU).
Other activation functions were tried, such as the ReLU, the leaky ReLU and the Swish function,
but we found that the best results were obtained with the CReLU. The [N1 × 1] vector a(1) is now
the input into the second layer of our network, which begins with a linear transformation,
z(2) = [W(2)]a(1) + b(2). (5.8)
In Equation 5.8, the weighting matrix [W(2)] is [Nw×N1] and the bias vector b(2) is [Nw×1], where








Equation 5.9 is commonly referred to as a softmax function, which takes in vectors of real numbers
and normalizes them into a probability distribution. The output of Equation 5.9, (ỹ), is the esti-
mation of the wake. The error in the estimation can be computed by comparing (ỹ) to the output
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The error equation shown above is the cross-entropy error function, which was shown by Simard
et al. to lead to faster training and improved generalization [99]. The summation on the RHS of
Equation 6.19 is the L2 regularization of all the NN parameters Θ. So Θ is a vector that contains
all of the enteries in the weighting matrices and bias vectors. The tuning parameter η = 10−4 and
Np = (N1 ·30∆t)+(30∆t)+(Nw ·N1)+(Nw). The output of Equation 6.19 is a scalar representing the
error of the kth training iteration. Once the error for a particular iteration is known, the weighting


































































In Equation 5.11, ε is the learning rate of the neural network. For the first 40 iterations ε = 0.002,
after 40 iterations has passed η may be adjusted based on the change in C between iterations.
ε =
{
ε σCµC < 5
ε× 0.75 σCµC ≥ 5
(5.12)
In Equation 5.12, σC is the standard deviation in C between the last ten training iterations and µC
is the mean of C from the last ten training iterations. The purpose of adjusting the learning rate is
to decrease the error in the final network while keeping the computational costs of training as low




























Figure 5.6: Training and testing phases of the NN development
5.2.2 Neural Network Training















. The number of independent data vectors in the testing and vali-
dation data sets (Ntest, Nvalid) take 10% each of the entire data set N , which leaves the remaining
80% for training (Ntrain). The total development of the final NN can similarly be divided into three
phases, a training phase, a testing phase and finally a validation phase. A flow chart describing the
training and testing phases is shown in Fig. 5.6. In Fig. 5.6 the training phase is contained inside
the left hand side rectangle shaded red, and the testing phase is contained inside the right hand
side rectangle shaded blue. During the training phase the NN iterates through the entirety of the[
X̃
train]
data set and updates the NN weighting parameters. Once all the training data has been




data set is passed into the NN made up of the most current Θ
values. In the testing phase the error for an individual data vector i is either zero or one. If the row
with the largest entry of the output ỹtesti corresponds to the row of y
test
i containing a one then the
error is Citest = 0 otherwise C
i




has been pushed through the








It is common for NNs with large numbers of nodes to experience overfitting. Overfitting is defined
as instances when a NN models the training data and the noise associated with the training data so
well that it reduces the accuracy of the NN on new data. To mitigate the risks of overfitting we used
the test error CkTot to determine when the NN training is complete. At the end of the testing phase,
if CkTot > C
k-1
Tot then one was added to a counter variable. Once the counter reached a value of 20 we
conclude the training and applied the NN to the validation data. The limit of 20 was set because in
the initial iterations it is likely that the error will fluctuate. The fluctuations could cause the NN to
prematurely exit the training loop but it is unlikely that the error would continue to increase for 20
iterations if the NN hasn’t reached a local minimum. Once the NN exits the training/testing loops
we asses its accuracy when applied to the validation data. The accuracy of the NNs at classifying
the validation data is discussed in the following section.
5.3 Results and Discussion
Neural networks, in general, are not guaranteed to reach a global minimum solution there
are generally many equivalent and in-equivalent local minimum. The minimum that is reached by the
NN is dependent on the initialization of the parameters Θ. To increase the confidence in obtaining a
sufficiently accurate NN we trained 100 NNs with unique random initializations of Θ. The random
entries in Θ ranged between negative one and one. The whisker plot detailing the results from the
independent NNs trained on four-second data intervals is shown in Fig. 5.7. From Fig. 5.7 it is
apparent that the final accuracy of the NN is dependent on the initialization of Θ, which is most
evident in the performance of the NNs in classifying wake 13. The best performing NN was able
to classify wake 13 with ≈ 81% accuracy while the worse performing NN could only classify wake
13 correctly for ≈ 37% of the cases. In addition to wake 13, wake 10, 15 and 16 all displayed NN
accuracy ranges over 33%, which is interesting because all four of these wakes were produced by
the leading foil with oscillation parameters f = 0.5, θM = 25. This set of oscillation parameters
corresponds to the fastest oscillation speeds of the leading foil, which likely results in a stronger
vortex wake. The stronger vortex wake could come in contact with the walls of the water tunnel,
creating undesirable wake deflections that add complex or chaotic noise to the measurements. To
support this hypothesis we injected red and blue dye into the water tunnel during several tests, the
results of two of the dye experiments are shown in Fig. 5.11. In Fig. 5.11, the image on the left
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Figure 5.7: Whisker plot detailing the accuracy of all the 180 independently trained NNs with a
data truncation of ∆t = 4 on their respective validation data sets.
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Figure 5.9: The Confusion Matrix for the Validation Data from a Neural Network with N1 = 325
and ∆t = 4s
corresponds to wake 16 while the image on the right corresponds to wake 9. From the images, it is
clear that the vortex in wake 16 has a larger core radius, with the edges of the vortex contacting
the water tunnel wall and deflecting before coming in contact with the trailing foil. The deflections
add chaotic fluctuations to the velocity data, especially at different values of D. These fluctuations
are likely the cause of the lower classification accuracies of wakes 10, 13, 15, and 16.
Even with the potentially noisy data from the wall effects on four of the wakes, the best
performing NN was able to classify all of its validation wakes with over 70% accuracy. The confusion
matrix for the best performing NN is shown in Figure 5.9. In Fig. 5.9, the x-axis represents what
our NN predicted while the y-axis is the classifications of the actual wakes. The largest miss-
classifications came from wakes 10, 13, 15, and 16, which we expected based on the whisker plot
and the discussion regarding the wall interactions. An interesting note is that the 17 largest miss-
classifications were between wakes with the same leading foil oscillation parameters. This result
alludes to the influence of the vortex wake generator having a dominant impact on the patterns
identified by the NN when compared to the impact of U∞. To gain further insight into the dominant
factors contributing to the pattern identification, I plotted the power spectral density (PSD) graphs
of the time series kinematic data for the wakes, shown in Figure 5.9. In Figure 5.9, the blue, black,
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Figure 5.9: Power Spectral Density of trailing foil’s kinematic data vs the frequency
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and red lines represent the PSD graphs of a particular wake measured at relative positions D=8.135,
9.135 and 9.635 respectively. In all 16 subfigures shown in Figure 5.9 there is a black dashed line that
represents the input frequency of the leading foil for that particular configuration. It is apparent
from the plots that the dominant oscillation frequency is identical to the input frequency of the wake
generating foil. The distinct oscillation frequencies are easily isolated patterns, which is why there
are nearly no miss-classifications between wakes created by different wake generating foil parameters.
An interesting result in Figure 5.9 is the PSD for the wake with St = 0.402. All of the
wakes have PSD peaks at integer values of the vortex wake generators input frequency, but the
wake corresponding to St = 0.402 has PSD peaks at every half-integer when D = 9.635, which is
the furthest relative distance between the leading and trailing foils. Note that wake corresponding
to St = 0.402 was generated by the same leading foil parameters as wake 16, which demonstrated
wake and wall interaction, shown in Figure 5.11. The wall the interaction is likely the cause of the
additional half-integer harmonics but further analysis and experimentation needs to be conducted.
5.3.1 Effects of data truncation on accuracy
If proprioception is to be implemented on AUVs operating outside of lab settings then
the length of the time series data needed to make accurate predictions needs to be evaluated. To
accomplish this, numerous NNs were trained on data series truncated to one, two, three, and four
seconds and their subsequent accuracies were recorded. For each group of NNs, the same training
process detailed in subsection 5.2.2 was used. The results from the best performing NNs on each
truncation rate are shown in Figure 5.10. In the bottom right-hand corner of Fig. 5.10, an enlarged
view of the last 100 epochs is displayed for clarity. From Figure 5.10 the best performing NN was
trained on angular velocity arrays containing four seconds of data with an accuracy of 86.9% but
its performance is only marginally better than the NN trained on three-second intervals, which had
an accuracy of 86.2%. The NN trained on two seconds of data was capable of classification with
82.7% accuracy, and the accuracy significantly drops off when the data intervals are dropped to one
second. The best NN trained on data intervals of one second was only capable of classifying 68.2%
of the wakes correctly. The poor classification from NNs trained on one-second data intervals is
unsurprising when considering the primary operating frequencies of the trailing foils.
As we showed in Fig. 5.9, the oscillation frequencies of the trailing foils are multiples of
the input frequencies of the leading foil, which means that the primary oscillation periods are 1.5,
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Figure 5.10: Accuracies of the best performing neural networks for data truncations of 1, 2, 3, and
4 seconds
2, and 2.5 seconds. When looking at one second of angular velocity data we are missing at most
three-fifths of the oscillation period. The lack of information for entire oscillation periods is why the
NNs trained on one-second data intervals performed so poorly.
5.4 Using additional passive tail segments
Most biological swimmers possess multiple deformable appendages with varying degrees of
flexibility, which alter the fish’s kinematics. The alterations could lead to time series kinematic
data possessing more distinct patterns for a NN to identify. To determine if there is a favorable
relationship between increased body appendages and flow sensing ability, I built a two-link swimmer.
The main body is an ellipse with a major axis length of 2.75 in and a minor axis length
of 1.38 in and the tail is a NACA 0030 foil with a chord length of 2.12 in, as shown in. The tail
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Figure 5.11: Multi-linked body with a pinned tail
was pinned to the main body using ball bearings, which allowed the tail to move with relatively low
resistance. The main body was tethered to the extruded aluminum in the same way as the rigid foil
and the same wake generating foil was used. Due to time constraints I only gathered 30 minutes
of data each of the 16 wakes from Table 5.1 so the NNs presented in this section will be trained
on 75% of the data used in previous sections for training. The training regiment followed the same
methodology as described in subsection 5.2.2, and only the main body’s kinematics were used to
training NNs. Only the main body’s angular velocity was used because adding tail velocities doubles
the amount of data used in training, which will undoubtedly increase the NNs accuracy but doesn’t
draw a fair comparison of the sensing capabilities of the two bodies.
The accuracy vs. epoch of the best performing NN’s trained on data from the two bodies
is shown in Figure 5.12.












































Figure 5.12: (a) Wake classification accuracy of the multi-linked body and the rigid body trained
on ∆t = 3s. (b) Wake classification accuracy of the multi-linked body and the rigid body trained
on ∆t = 2s.
86
In Figure 5.12(a) three-second data intervals were used in the training and classification
while in (b) only two-second intervals were used. Additionally, the red and blue in both (a) and
(b) denote the rigid foil and the multi-linked bodies wake classification accuracy, respectively. In
the bottom right of Figure 5.12(a) and (b) displays an enhanced view of the last 100 epochs, which
clarifies the horizontal asymptote. The multi-linked body trained on three seconds of data reached
a maximum accuracy of 87.7% while the rigid foil was at most 82.7% accurate. Similarly, when two-
second data intervals were used the multi-linked body reached an accuracy of 87.7% while the rigid
foil reached 83.1%. The average difference between the classification abilities of the two different
bodies was ≈ 4.8%.
The whisker plots for the different bodies and data truncation rates are shown in Figure 5.13.
In Figure 5.13(a) and (c) show the classification statistics for the multi-linked body trained on 3s
of data and 2s of data, respectively. Figure 5.13(b) and (d) show the classification statistics for the
rigid body trained on 3s of data and 2s of data, respectively. An interesting first observation is that
the multi-linked body classifies wakes 12, 11, and 10 ≈ 45% better than the rigid body but the multi-
linked swimmer did not outperform the rigid foil in all wake classifications. To further illustrate the
differences in classification ability the percent difference of the mean classification probabilities are
shown in Figure 5.14.
In Figure 5.14, the red and blue lines denote the percent difference in classification proba-
bility between the multi-linked body and the rigid foil for data truncation rates of 2 and 3 seconds,











From Figure 5.14 the rigid body classifies wakes 2, 5, 6, and 8 ≈ 20% better than the multi-
linked body. On the other hand, the multi-linked body classifies wakes 10, 11, and 12 ≈ 40% better,
it is the multi-link body’s ability to classify these three wakes that are giving it a distinguishable
advantage over the rigid body.
There are clearly further differences that need to be analyzed regarding the performance
of the rigid and multi-linked body’s wake sensing abilities, but so far these results are promising.
There is clearly a distinguishable kinematic difference in the main body that is a direct result of
the addition of a passive tail segment. The altered kinematics produced more distinct patterns
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Figure 5.13: (a) Whisker plot of wake classification capability of multi-linked body trained on
∆t = 3s. (b) Whisker plot of wake classification capability of rigid body trained on ∆t = 3s. (c)
Whisker plot of wake classification capability of multi-linked body trained on ∆t = 2s. (d) Whisker
plot of wake classification capability of rigid body trained on ∆t = 2s.
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 t = 2s
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Figure 5.14: Percent difference between the mean classification probabilities of the multi-linked body
and the rigid body
which were identified by the trained NN. One interesting avenue for future work is a more rigorous
examination of different wake sensing abilities of multi-linked bodies.
5.5 Conclusion and Future Work
I have demonstrated through experiments that the kinematics of a tethered hydrofoil can
be used to classify different vortical wakes. The classification method used was a two-layer neural
network with 325 hidden layer nodes, which successfully classified 16 different wakes with at best
accuracy of 86.9%. There are numerous applications where this classification method could be
useful from, object detection and avoidance when installed on an aquatic robot, to vortex wake
identification. The choice of 16 wakes was made due to limitations in experiment hardware but this
provides a strong proof of concept. This same method could easily be implemented on classifying a




Thus far I have framed my research as work that will be useful for AUV development and
a key component of any autonomous vehicle is the control algorithm. Typically control algorithms
on autonomous vehicles incorporate sensor feedback and physics-based models to reach the desired
state. However, in a fluid environment, the motion of the robot is coupled to the continuous deforma-
tions of the fluid and vise versa. This coupled robot-hydrodynamic interaction is difficult to model,
but accurate hydrodynamic models can be obtained using the Navier-Stokes equations. However,
the Navier-Stokes equations can lead to intractable analytical models or purely numerical simula-
tions that are computationally taxing. The difficulties associated with evaluating the Navier-Stokes
equations have led researchers to use numerous simplified models.
It is common for hydrodynamic modeling in AUV control algorithms to ignore the unsteady
vortex shedding effects on the robot. Assuming only steady effects allows the user to define the
forces based on Reynolds number and angle of attack [4, 78]. Additional accuracies have been
attained by using extensions of Lighthill’s slender body theory [67] to calculate thrust from body
undulations [6,52,62] but these models still do not capture the effects of unsteady vortex shedding,
which I’ve previously shown is a key component to fish locomotion.
A primary reason that vortex shedding is ignored is that even in simplified models, such as
the panel method described in chapter 3, each released vortex adds two additional equations to the
total system of equations. The unbounded growth in the system of equations leads, rather quickly,
to an intractable problem. To capture the effects without explicitly incorporating vortex shedding
simulations I develop a reduced-order model that is based on the Chaplygin sleigh, a canonical
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nonholonomic system.
Basing the surrogate model on the Chaplygin sleigh is incited by the similarities in the
constraints and stable limit cycles of the sleigh and swimmer. The constraint placed on the swimmer’s
motion is the Kutta-Joukowski condition described in chapter 3, which is used to model vortex
shedding in inviscid flow models. It has been shown in previous work [102, 107], that the vortex
shedding past the sharp edge of the foil imposes a nonholonomic constraint on its motion. This
nonholonomic constraint is similar to the nonholonomic constraint placed on the knife-edge at the
rear of the Chaplygin sleigh. Although the nonholonomic constraints are similar, the presence
of viscous damping in the swimmer simulations resulted in distinct differences. Thankfully the
differences were alleviated by [30], in which the dynamics of the Chaplygin sleigh in the presence
of viscous dissipation were investigated and it was found that a globally stable limit cycle solution
existed for the velocity of the sleigh.
Through experiments and simulations, I have been able to show that there is a limit cycle
in the velocity space of the swimmer, which is similar to the limit cycles presented in [30]. The
similarities in limit cycles are perhaps the crucial finding from this work because it is what I use to
determine the surrogate model’s parameters. The actual model identification method is as follows.
I first run panel method simulations of the swimmer until the steady-state limit cycle is reached.
Then I determine the amplitude and frequency coefficients for the periodic functions describing the
simulated limit cycles. The amplitudes and frequencies are then used in the inverse to the harmonic
balance method to determine the parameters of a surrogate Chaplygin sleigh. Now the surrogate
sleigh model can be used for control of the swimmer. Although this method has only been used to
compare the swimmer and sleigh that are propelled through the oscillations of an internal momentum
wheel, a similar method can be applied to any AUV that utilizes flapping to provide propulsion.
6.1 The dissipative Chaplygin sleigh
The Chaplygin sleigh is a well known nonholonomic system. The system consists of a sleigh
with a knife-edge at the rear that is in contact with the ground at a single point. The sleigh is
shown in Fig. 6.1. The axes denoted by X and Y in Fig. 6.1 correspond to a fixed inertial frame of
reference. The axes denoted by Xb and Yb correspond to a body frame. The point of contact of the
knife-edge with the ground is denoted by P . The mass of the sleigh is denoted by m and the moment
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of inertia about its center by I. The center of mass is located at a distance b from the knife-edge in
the Xb direction. The position of the center of the sleigh measured in the inertial frame of reference
is denoted by (x(t), y(t)) and its orientation by θ(t). The velocity of the point of contact P of the
rear wheel with the ground is denoted by (ux, uy) as measured in the body frame of reference. The
knife-edge can slip freely along the longitudinal axis, Xb, of the sleigh but the transverse velocity of
the knife-edge is constrained to be zero. This constraint is











Figure 6.1: The Chaplygin sleigh - The body frame is denoted by the axes Xb − Yb. The point P
on the sleigh has zero velocity in the Yb direction.
To propel the sleigh, a balanced reaction wheel is placed on top of it, that can execute
oscillatory motion. The relative angle of the reaction wheel with respect to the body frame is
92
denoted by φ. The configuration space of the system is Q = SE2 × S1 where SE2 is the special
Euclidean group consisting of rigid body planar translations and rotations, in this case parameterized
by (x, y, θ) and S1 is the circle group in this case parameterized by the relative angle φ between
the rotor and the sleigh’s body Xb axis. Because of the nonholonomic constraint, the motion of the
sleigh can be described by a reduced number of equations, through the nonholonomic reduction.
These reduced equations of motion of the sleigh with the nonholonomic constraint are well known,
see for instance [80] for a derivation using Newton’s laws of motion, [29,103] for a derivation using the
Lagrange multiplier approach and [51,82] for a derivation of the nonholonomic momentum equations
using the reduced Lagrangian.
In this section we derive the equations of motion of the Chaplygin sleigh with a more general
nonhomogeneous nonholonomic constraint as well as a viscous friction force that acts in the allowable
direction of motion. The velocity of uy at he point P is prescribed to be a non zero (periodic) value
in general. This is motivated by the analogy to the swimming of a hydrofoil. The velocity of the
trailing edge relative to the fluid could be non zero in general as required by an unsteady Kutta
condition. The case of uy = 0 can be obtained as a special case of the general nonhomogeneous
constraint. A possibly non zero constraint velocity, uy, that is prescribed generates has also been
referred to as an affine nonholonomic constraint, [12].
The velocity of the center of mass of the sleigh, vc can be written as
vc = uxîb + (uy + bω)ĵb (6.2)
where ib and jb represent unit vectors in the body frame. The acceleration of the center of mass of
the sleigh is then
v̇c = (u̇x − bω2 − ωuy )̂ib + (u̇y + bω̇ + ωux)ĵb. (6.3)
Suppose the constraint force at the point of contact of the knife-edge P is Fy ĵb and the
viscous frictional force at the knife-edge in the allowable direction of motion is Fx = −cux, then the
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equations of motion of the sleigh are
m(u̇x − bω2 − ωuy) = Fx (6.4)
m(u̇y + bω̇ + ωux) = Fy (6.5)
Iω̇ = τ − bFy. (6.6)
Here τ is the torque acting on the sleigh and ω = θ̇ is the angular velocity of the sleigh. Eliminating
the constraint force Fy by combining (6.5) and (6.6), the equations of motion become
u̇x = bω








In the special case uy = 0 and u̇y = 0, one obtains the standard nonholonomic equations of
motion of the Chaplygin sleigh.
The motion of the sleigh in the plane is described by the equations
ẋ = ux cos θ − (uy + ωb) sin θ (6.9)
ẏ = ux sin θ + (uy + ωb) cos θ (6.10)
θ̇ = ω. (6.11)
When a periodic torque τ = A cos Ωt acts on the sleigh, the dynamical system described by
(6.7) and (6.8) has a stable limit cycle, [28,30]. An approximation to the limit cycle can be obtained
through the harmonic balance method. We extend these results to the general case where uy 6= 0 is
a prescribed periodic function
uy = Ay sin(Ωt) +By cos(Ωt). (6.12)
Following the harmonic balance method in we assume a periodic solution to (6.7)-(6.8) of
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the form
ux = uc +Ax sin(2Ωt) +Bx cos(2Ωt) (6.13)
ω = Aw sin(Ωt) +Bw cos(Ωt). (6.14)
Substituting the assumed periodic solutions into (6.7)-(6.8) and equating the coefficients of the sine




wbm− 2cuc +AwAym+BwBym (6.15a)
0 = 2AwBwbm− 2Axc+ 4mΩBx +AwBym+AyBwm (6.15b)
0 = −A2wbm+B2wbm− 2Bxc− 4mΩAx
−AwAym+BwBym (6.15c)
0 = −AxBwbm+AwBxbm− 2Awbmuc
+ 2A+ 2αΩBw + 2ByΩbm (6.15d)
0 = −AxAwbm−BxBwbm− 2Bwbmuc
− 2αΩAw − 2AyΩbm (6.15e)
where α = I + mb2 is the moment of inertia of the sleigh about P . The equations (6.15a)-(6.15e)
can then be solved using a numerical technique such as the Newton Raphson method.
A numerical solution of the equations (6.7) and (6.8) is shown in fig. 6.2. The black dotted
line in fig. 6.2(a) shows the solution of the system for the nonholonomic constraint uy = 0. The
solution converges to a periodic solution, the stable limit cycle, shown in blue. The trajectory of the
sleigh in the plane, obtained by integrating (6.9)-(6.11) is shown in fig. 6.2(b).
A numerical solution of (6.7) and (6.8) for the case where a periodic transverse slip velocity
is prescribed is shown in fig. 6.2(c) and the corresponding trajectory in the plane fig. 6.2(d).







solution of the limit cycle given by (6.13) and (6.14), shown in blue, is a closed curve shaped as the
number ‘8’. In case of both the type of constraints the equation of the limit cycle (6.13) and (6.14)
is a close approximation of the numerical solution of the limit cycle. More importantly, the limit
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Figure 6.2: Dynamics of the Chaplygin sleigh. The figures (a) and (b) in the top panel are for
the case when uy = 0 and the figures (c) and (d) in the lower panel are for the case when uy is a
small amplitude periodic function (Ay = .03,By = .03). The solid blue line in (a) and (c) shows
the predicted limit cycle in the velocity space and the black dotted line shows the evolution of
longitudinal and angular velocity of the sleigh and their convergence to the respective limit cycles.
The path of sleigh in the plane is shown in (b) and (d) for the two cases of the transverse velocity
uy.
cycle solutions of the sleigh are nearly identical in the two cases with the constraint uy = 0 and
uy = Ay sin(Ωt) + By cos(Ωt). The average value of the longitudinal velocity is u0 = 0.2533 in the
case of the no slip constraint and u0 = 0.2545 in the case of the periodic slip velocity. The limit
cycle solutions show negligible differences in cases where the slip velocity has a small magnitude.
A supplementary video of the motion of the sleigh with a periodic transverse slip velocity and the
convergence of its longitudinal and angular velocity is available online.
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6.1.1 Steering the sleigh and velocity tracking
The approximate solution to the limit cycle shows that the average angular velocity of the
sleigh converges to zero, i.e. the change in the heading angle of the sleigh during one time period







(Aw sin Ωt+Bw cos Ωt)dt = 0 (6.16)
The average longitudinal velocity of the sleigh u0 is in general non zero. This is also borne out in the
simulated trajectories of the sleigh in fig. 6.2(b) and fig. 6.2(d), where average heading of the sleigh







Since the average heading angle converges to a constant value, for the purpose of computing the
average speed, one can assume that the average heading angle is θ = 0, i.e., 1T
∫ t1+T
t1
ẏdt = 0. The











(ux cos θ − (uy + ωb) sin θ)dt (6.18)
where it should be noted that 1T
∫ t1+T
t1
ωb sin θdt = 0.
Suppose the reference average speed of the sleigh is vr, the amplitude of the applied torque,
τ = A cos Ωt, can be be used as the control input to track this reference speed. The required
amplitude A can be treated as an unknown. In this case (6.15a)-(6.15e) together with (6.18) form
six equations in the six unknowns, (Aw, Bw, Au, Bu, u0, A). These unknowns can be found using a
numerical method like the Newton-Raphson method. The velocity tracking control is illustrated for
the case of the Chaplygin sleigh with a periodic affine constraint, for the specific case of the no-slip
constraint, see [30].
When the solution to (6.7) and (6.8) converge to the limit cycle, the average heading angle
of the sleigh converges to a constant value, as shown in fig. 6.2 (b) and fig. 6.2(d). This average







where θr is the reference average heading angle of the sleigh. Numerical simulations for a large range
of sleigh parameters, reference angles and average velocities of the sleigh show that an input torque
of the form
τ = A cos Ωt+ τI (6.20)
allows simultaneous control of the average speed of the sleigh and its heading. The first term
A cos(Ωt) allows the sleigh to track reference average speed and the second term τI allows the sleigh
to track a desired average angle. A proof that the control input τ = A cos(Ωt) + τI can lead to
tracking both average speed and heading is left for future work.
The utility of the limit cycle solutions can be demonstrated through a simulated maneuver
of the sleigh, where it is required to first track an average heading of zero degrees and then make a
90o degree turn while tracking an average speed of v = 0.2. The results of the simulation are shown
in Fig. 6.3.
The sleigh’s average heading angle first converges towards zero and then to 90o (fig. 6.3(b)
and (d)) while its average speed tracks the reference value (fig. 6.3(a)). The sleigh’s velocity-angular
velocity converge to the limit cycle, then experience a perturbation away from the limit cycle when
the torque τI is added to the input and converge back to the limit cycle as τI converges to zero, see
6.3(c). The control input for executing this maneuver is such that τI is much smaller in magnitude
than A as shown in [28,30].





The average heading angle approaches the desired average heading angle.
6.2 Swimming on Limit cycles - Experiments
The swimming robot used in the experimental investigation is shown in fig. 6.4. The body
of the robot is shaped as a Joukowski foil. The robot is propelled through the rotational oscillations
of an internal reaction wheel attached to a right angle geared DC motor. The horizontal cross section
of the robot was modeled after a NACA 0030 symmetric air foil, with total length of 36 cm and
is 14 cm at its widest point. The body was 3D printed from ABS plastic. The internal reaction
wheel is the blue circular object in fig. 6.4. The internal reaction wheel is a steal ring with an outer
diameter of 13.2 cm, an inner diameter of 10.2 cm and is 0.95 cm thick. The moment of inertia of
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Figure 6.3: Turning motion of the Chaplygin sleigh with periodic slip (Ay = .03,By = .03). (a) The
average speed of the Chaplygin sleigh tracks the reference speed of v̄ = 0.2. (b) The path of the
sleigh in the plane. (c) Convergence of the velocity of the sleigh to a limit cycle. (d) Heading angle
of the Chaplygin sleigh, with the average changing from zero to 90 degrees.
the reaction wheel about an axis passing through its center of rotation is approximately 14.6 kg ·
cm2. The DC motor is controlled by an Arduino Micro, both the motor and Micro were powered by
a 7.4V Lipo battery. The DC motor has a max angular velocity of 220 RPM and a maximum torque
of 16.7 N-cm. The robot with all of its components weighs approximately 1100 grams. During the
experiments the rotor is forced to turn by the motor with a periodic angular velocity φ̇,
φ̇ = A sin Ωt.
99
The oscillations of the internal reaction wheel periodically change the heading angle of the robot so
when we refer to straight line swimming we are referring to the motion on the average being in a
straight line, the periodic trajectory is demonstrated in Figure 6.6. In Figure 6.6 the solid red line
represents the position of the approximate center of gravity (C.G.) of the robot during part of one
experiment. The black circles represent the position of the C.G. at a time instant where we have
included a blue line to give a visual representation of the robots angular orientation.
The amplitude A and frequency Ω2π of the input function were changed to get results for
twelve different input parameters with amplitude A varying between (255, 225, 200) and the input
frequency varying between (0.5, 0.75, 1, 1.25) Hz. We have only included one representative result.
Figure 6.4: Experimental robot shaped as a Joukowski foil. The internal rotor (blue) is driven with
a periodic angular velocity by a DC motor, which exerts a periodic torque on the torque on the
robot.
The experiments were performed in a pool that measures 4.87m× 2.43m, with the depth
of water being about 1.2m. The position and the orientation of the robot are recorded by three
cameras placed over the pool at a height of about 1.2m from the surface of the water. The cameras
recorded video at 1080p quality and a frame rate of 60 FPS. The robot is almost neutrally buoyant.
When the robot is placed in water, the surface of the water reaches to about 1cm from the top face
of the robot. A white board is stuck on the top face of the robot. The white board has two filled
circles drawn on it, as shown in fig. 6.5. The circles lie on chord of the foil such that the center
of mass of the robot is at the midpoint of the line joining these circles. The filled circles stand in
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Figure 6.5: The foil shaped robot swimming in a pool. A white board with two black filled circles
are placed on top of the robot. The circles are detected in images to track the motion of the robot.
The whiteboard is above the water level and does not contact the water surface.
101
contrast against the white background of the board. The image processing toolbox in MATLAB
was used to track the positions of the circles in each image recorded by the cameras.
In each frame recorded by the cameras, the centers of the filled circles are identified. The
center of the line joining these circle centers is the center of the robot. The slope of the line joining
the the centers of the circles identifies the orientation of the robot with respect to a fixed spatial
frame of reference. Knowing the position of the center of the robot, (x(tk), y(tk)) and the orientation
angle θ(tk) at consecutive times tk, the velocity (Vx, Vy) and the angular velocity ω of the robot is
calculated using Euler forward differences. A sample experimental trajectory obtained by tracking
the filled circles is shown in fig. 6.6, where the blue lines are the imaginary lines joining the filled
circles and the midpoint of these blue lines tracks the position of the center of the robot along its
trajectory (red curve).










Figure 6.6: Trajectory during one experiment, with the bodies angular orientation shown by the
solid blue lines.
The velocities thus calculated are in the spatial reference frame. In the next step the velocity
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of the body in a body frame is calculated. With the estimated global velocities we apply a rotation




 cos θ(tk) sin θ(tk)





Rather than plot the velocity or angular velocity of the robot as functions of time, we
instead plot the longitudinal velocity of the robot versus the angular velocity. This is inspired
by the dynamics of the Chaplygin sleigh in the reduced velocity space. Figure 6.7 shows such a
plot for one experiment, where the input torque parameters are Ω = 2π, A = 12. Starting from
(ux = 0, ω = 0) the trajectory in the reduced velocity space converges to a limit cycle shaped as
the number 8.The velocity data in all the experiments, including that plotted in fig. 6.7 was filtered
with a 4th order Butterworth filter with a cutoff frequency that was three times the input frequency.
One feature of the limit cycle is that the angular velocity is periodic with a frequency equal to that
of the frequency of the torque applied via the internal rotor. The angular velocity of the robot on
the limit cycle has zero mean. This is expected since the robot rotates in an opposite direction to
that of the internal rotor. Furthermore the robot’s heading angle converges to a constant value on
the limit cycle. A more interesting feature of the limit cycle is that the velocity ux is periodic with
a frequency that is twice that of the frequency of the forcing torque. The longitudinal velocity has
a nonzero mean, which is the speed of the robot averaged over one time period. Across the range of
frequencies and amplitudes we tested, the robot’s velocity converges to a limit cycles shaped as the
figure 8, with the same features.
6.2.1 Simulations
A simplified computation of the robot-fluid interaction can be performed by assuming that
the fluid is mostly inviscid except in a small region close to the boundary of the robot. This is
justified, since the Reynolds number in our experiments varies between 5000 and 15000. Such an
assumption is common and standard in fluid mechanics [15, 76]. The viscous effects that dominate
around the boundary of the robot lead to vortex shedding. Within an inviscid flow framework this
complex process is approximated by the creation of inviscid point vortices at the sharp edges of a
body. This is achieved through the so called Kutta condition [76]. There is however no universal
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Figure 6.7: Velocity (cm/s) -Angular velocity (deg/s) of the robot. The trajectory in this reduced
velocity space converges to the limit cycle shaped as ‘8’. The convergent solution is shown by the
black dashed line.
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agreement on the exact statement of the Kutta condition, see for instance [19] for a discussion. The
steady Kutta condition states that the velocity of the fluid at the sharp edge of a body such as the
Joukowski foil should be zero. In [102, 107] it was shown that the steady Kutta condition implies
that
−2ẋ sin θ + 2ẏ cos θ −Kθ̇ = uv. (6.22)
Here ẋ and ẏ are the velocity of the center of mass of the Joukowski foil and θ̇ its angular velocity,
note the similarities in Equation 6.22 and Equation 6.1. The velocity of the fluid at trailing in a
direction transverse to the trailing edge due to any existing wake is denoted by uv. The term K
is the numerical value of the Kirchoff potential, associated with the spinning motion of the foil,
evaluated at the trailing edge. This affine nonholonomic constraint is the same as the constraint on
Chaplygin sleigh except for the nonhomogeneous part of the constraint, uv. This nonhomogenous
component exists because the velocity of the foil at the trailing edge should not be zero, but rather
equal to the velocity of the fluid, since the trailing edge is a stagnation point.
The two drawbacks of the method of point vortex dynamics and the steady Kutta condition
to approximate the motion of the fluid, is that viscous drag like effects are entirely ignored. In fact
the motion of the Joukowski foil is computed using the conservation of linear and angular impulse.
The second drawback is related to the validity of the application of the steady Kutta condition itself.
To overcome these drawbacks, we adopt the numerical inviscid panel method described in chapter 3.
6.3 Chaplygin sleigh like surrogate model for a swimming
Joukowsli foil
The dynamics of the swimming Joukowski foil are described by a high dimensional dynamical
system. However the dynamics of the system are confined to a low dimensional attractor that is
topologically similar to the attractor of the velocity equations of the Chaplygin sleigh. The existence
of such a low dimensional attractor allows the Chaplygin sleigh to serve as a surrogate model for the
swimming Joukowski foil. We use the harmonic balance equations to define such a reduced-order
surrogate model of the foil. The Chaplygin sleigh with a no slip constraint will be used as the
surrogate model as opposed to the sleigh with an affine constraint, even though the unsteady Kutta
condition could impose a small periodic affine constraint. A computational demonstration of the
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Figure 6.8: Kinematic velocity of the foil’s trailing edge in red and the fluid velocity at the trailing
edge from the vortex wake represented by the dashed blue line
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small relative tangential velocity of the fluid at the trailing edge is in fig. 6.8, where the tangential
velocities of the fluid and the trailing edge differ by less than 8% of the speed of the trailing edge. As
observed in 6.1 the limit cycles for both the types of sleigh are nearly identical when the prescribed
slip velocity is small in magnitude. The analytical approximation of the limit cycles are however
easier to compute if the surrogate model is the Chaplygin sleigh with the homogeneous constraint.
This along with computational observations such as in fig. 6.8 motivate the use of of surrogate sleigh
like model with a homogeneous constraint.
A surrogate model for the swimming foil is constructed by first finding the amplitudes
(Ax,Bx,Aw,Aw) of the harmonics of the limit cycle solution as well as the velocity constant uc
from (6.13) and (6.14). With an approximate solution for the foil limit cycle known, the remaining
problem is to determine the parameters of a Chaplygin sleigh that produce a limit cycle with the
same solution. This requires the solution to an inverse problem where the parameters (m, b, c, α =
I + mb2) are the unknowns and the parameters (Ax, Bx, Aw, Aw, uc) in (6.15) are known. The
parameters (Ax, Bx, Aw, Aw, uc) are determined from the foil simulations by first assigning the cosine
(A) amplitudes based on the foil velocities at the beginning of one input period. Next an initial
sine (B) amplitude is assigned and the error is summed between the estimated velocities and the
simulation data for one complete time period. The (B) values are updated based on the error from
the previous iteration and the process is repeated until the errors converge. The same iterative
process is then repeated to determine the uc value. This leaves the system of equations (6.15)
overdetermined with five equations and four unknowns.
The overdetermined system of equations can be approximately solved through a constrained
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We used MATLAB’s lsqlin function to perform this calculation. As an example, using
the limit cycle parameters Ax = 0.001779, Bx = −0.000932, Aw = 0.115531, Bw = 0.699560,
and uc = 0.434879 the least squares computation yielded the following surrogate sleigh parameters
m = 401.2119, b = 0.0959, c = 22.3925, α = 0.4450. These parameters were plugged into the sleigh
equations (6.7)-(6.8) to simulate the dynamics of the surrogate sleigh. The solution of (6.7)-(6.8) is
shown in (red) Figure 6.9(a). For comparison the same trajectory for the swimming foil is shown in
red. As the sleigh and foil approach their steady state speeds the figure 8 limit cycles emerge. The
trajectories of both the systems converge to limit cycles that are nearly identical. The limit cycles
themselves, obtained from the simulations are shown in Figure 6.9(b).
It should be noted from Figure 6.9(a) that the transient trajectories of the foil do not match
those of the sleigh very well. This is expected since only dynamics on the limit cycles have been
modeled and matched with each other.
Beyond a qualitative match of the limit cycles, the average speeds of the sleigh and foil can
be used as a quantitative measure of the accuracy of the sleigh as a surrogate model for the swimming
foil. Their average speeds, v, calculated using (6.18) are shown in Figure 6.10. In Figure 6.10 the
blue dashed line is the average velocity for the foil, while the red solid line is the average velocity
of the equivalent sleigh given the same periodic input. It is obvious that the transient dynamics of
the two systems differ but both the foil and the sleigh’s average speeds converge to nearly the same
value, with the difference in the two being ≈ 0.0006 [BL/s] or ≈ 0.18%. The small error arises due



































Figure 6.9: (a) Foil and sleigh velocities as they converge to their respective limit cycles. (b) Foil
and sleigh limit cycles..
is also seen in Figure 6.9(b). The point of intersection of the two branches of the limit cycle which
also lies on the horizontal axis is the average speed. This is very close in magnitude for both the
limit cycles shown in Figure 6.9(b).
Here we remark once again that while Kutta condition could lead to an affine nonholonomic
constraint, the limit cycle of the foil’s dynamics are close to that of the Chaplygin sleigh with a
homogeneous nonholonomic constraint. Since it was shown that the limit cycle of the sleigh with
an affine periodic constraint is nearly the same, it implies that the limit cycle of the foil’s dynamics
is close to that of the sleigh with an affine periodic constraint.
6.4 Turning Control
The utility of having a low dimensional Chaplygin sleigh surrogate model for the swimming
foil is that it can prove useful in controlling the dynamics of the swimming foil. Determining the
control input that produces the desired motion and path of the swimming foil is greatly simplified
by the very low dimensional equivalent sleigh model. Essentially a control input is designed to steer
the surrogate Chaplygin sleigh with prescribed average speed. Such an input is given by (6.20)
discussed in subsection 6.1.1. The same control input is then applied to the swimming foil.
This control via the surrogate Chaplygin sleigh is demonstrated through a numerical sim-
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Figure 6.10: The average velocities of the foil and the equivalent sleigh converge to nearly the same
value.
ulation of the turning maneuver of the foil. The foil first starts from rest and tracks an average
speed of v = 0.385 body lengths per second and an average heading angle θ = 0. It is then re-
quired to make a 90 degree turn while tracking the same speed. The necessary control inputs for
the turning maneuver are the amplitude and frequency of oscillations of the applied torque via the
internal reaction wheel. One can freely choose a frequency and determine the necessary amplitude
of the torque to accomplish the prescribed maneuver. The frequency of the control torque is chosen
to be the same as in the computations described earlier. The amplitude of the control torque is
determined by first obtaining the equivalent sleigh parameters, (m, b, I, c). These parameters of
such an equivalent sleigh were computed in the previous section from the numerical simulations of
the foil-vortex interactions and using (6.23), where the parameters are determined described in the
previous section. Once the equivalent sleigh parameters are determined using (6.23), the control
torque (6.20) is applied on the foil to steer it to make a 90 degree turn, while tracking the average
speed of v = 0.385.
The average heading angle from the simulation of the surrogate Chaplygin sleigh and the
coupled fluid-foil is shown in Figure 6.11, where the angle (θ̄) is the angular position of the body
averaged over one time period of the forcing function. In Figure 6.11 the red dashed line is the
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Figure 6.11: Average heading angle of the foil during a 90 degree turn whole tracking a specified
average speed with control torque computed from the surrogate sleigh model.
average heading angle for the surrogate Chaplygin sleigh while the blue solid line is the average
heading angle for the foil with the same torque input. The heading angle is originally 0 degrees with
the foil swimming along a horizontal line. The foil begins its turning maneuver at t = 50. At about
t = 70 the difference in the final heading angle of the foil and the sleigh was ≈ 1o. The average speed
of the foil and the surrogate sleigh are shown in Figure 6.12, which converges to the desired speed
and deviates only slightly during the turning maneuver. During the turning motion the trajectory
of the foil deviates from the limit cycle before converging back to it as shown in Figure 6.13. Here
we remark that the small differences between the average speed of the surrogate sleigh and the foil
during the turning motion seen in Figure 6.12 cannot be attributed solely to errors to the numerics.
The Chaplygin sleigh is a good surrogate model for the swimming foil, only when the velocities of
the two systems are close to their respective limit cycles. During the turning motion, when the
trajectories in the velocity space deviate from the limit cycle, differences arise between the dynamics
of the two systems.
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Figure 6.12: Average velocity of the foil during a 90 degree turn whole tracking a specified average


















Figure 6.13: Limit cycle of the foil during a 90 degree turn whole tracking a specified average speed
with control torque computed from the surrogate sleigh model.
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6.5 Conclusion
The dynamics of fish-like swimming robots have a close resemblance to the dynamics of
terrestrial nonholonomic systems that are also subjected to a viscous ‘drag’ like force. The reason
for this similarity is that the vortex shedding phenomenon at the sharp edge of a swimming body
imposes a nonholonomic constraint on the swimmer. Specifically, we show that the system of the
Chaplygin sleigh has limit cycle solutions when actuated by a periodic torque and a topologically
similar limit cycle solution exists in the swimming motion of a Joukowski foil shaped robot actuated
by a periodic torque. We demonstrated this both through numerical simulations and experiments.
This similarity in the limit cycle solutions for the two disparate systems, allows the Chaplygin sleigh
to serve as a simplified surrogate model for the dynamics of the swimming robot. Once such a
simplified model is created, one can set aside the complicated coupled dynamics of the fluid-robot
interaction. Such simplified models are extremely useful to control the dynamics of swimming robots.
The utility of such a model is shown in this paper through the numerical simulation of a turning
maneuver of a swimming robot while tracking a net speed. While we have only demonstrated the
utility of the surrogate Chaplygin sleigh for controlling the motion of the foil, through numerical
simulation.
A larger significance of this paper is that it advances a framework to model the dynamics
of articulated multi-segmented swimming robots. Terrestrial multiple-segmented systems similar to
the Chaplygin sleigh with possibly more than one physical nonholonomic constraint can allow one




Through experiments and simulations, I have shown that there are numerous potential ben-
efits to be gained through the addition of passive appendages. This work focused on the increasing
maneuverability, flow sensing through proprioception, and reduced-order modeling of a bio-inspired
swimmer. The analysis and methodologies detailed in this work are based on the physical phe-
nomenon of vortex shedding, which is the primary propulsive mechanism for many bio-inspired
robots. This means that the lessons learned here can be applied to a range of bio-inspired robots.
In chapter 2, I described the robot was used extensively throughout my research. The robot
is propelled through the rotations of an internal momentum wheel that produces vortex shedding
without the accompanying body shape changes. Isolating the vortex shedding as a means of propul-
sion allowed for an unobstructed view of the physical effects vortex shedding can have on propulsion.
Additionally, the design of the robot allowed for simplified numerical models as well as the ability
to add passive tails.
Using robots based on the unit described in chapter 2 I was able to demonstrate that the
addition of passive appendages increases maneuverability. The maneuverability increase is due to a
change in the sign and shedding location of the propulsive vortex wake when passive tails are present.
The altered circulation sign of the shed vortex wake briefly produces a favorable hydrodynamic
moment on the turning robot. This hypothesis was tested using a panel method two-dimensional
simulation. One potentially beneficial avenue of future work is to revisit the simulations using
a higher fidelity simulation method, such as the viscous vortex method described in section 3.2.
Additionally, conducting the experiments in a water tunnel capable of collecting particle image
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velocimetry data would also provide useful insights into the potential benefits of passive appendages.
Taking accurate measurements in an unsteady flow field is a difficult challenge that needs
to be solved for autonomous aquatic robots to be useful. Through the use of proprioception, I
was able to show that the kinematics of an oscillating foil can classify 16 different vortex wakes
with an accuracy of 87%. The use of kinematic data for classification offers a simple, robust and
cost-effective way of identifying vortex wakes. I was able to show that adding additional passive
joints increased the classification accuracies but future work should investigate in further detail the
relationship between multiple passive joints and classification ability.
Hydrodynamic environments are by nature complex infinite-dimensional systems. Adding
in the coupled interaction between the fluid environment and an immersed body only increases com-
putational complexity, which makes advanced control algorithms difficult to define. My colleagues
and I were able to address this problem by relating the swimming robot to a canonical nonholonomic
system known as the Chaplygin sleigh, which possesses more manageable equations of motion. The
relationships that were relied upon to draw this comparison were the vortex shedding condition at
the trailing edge of the swimmer and the similarities in velocity limit cycles. This constraint and
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[96] T. Salumäe and M. Kruusmaa. Flow-relative control of an underwater robot. Proceedings of
the Royal Society A: Mathematical, Physical and Engineering Sciences, 469(2153):20120671,
2013.
[97] J Otto Scherer. Experimental and theoretical investigation of large amplitude oscillation foil
propulsion systems. Technical report, HYDRONAUTICS INC LAUREL MD, 1968.
[98] R. M. Shelton, P. Thornycroft, and G. V. Lauder. Undulatory locomotion of flexible foils as
biomimetic models for understanding fish propulsion. Journal of Experimental Biology, pages
jeb–098046, 2014.
[99] P. Y. Simard, D. Steinkraus, and J. C. Platt. Best practices for convolutional neural networks
applied to visual document analysis. In International Conference on Document Analysis and
Recognition, volume 3, 2003.
[100] K. Streitlien, G. S. Triantafyllou, and M. S. Triantafyllou. Efficient Foil Propulsion Through
Vortex Control. AIAA Journal, 34:2315–2319, 1996.
[101] Z. Su, J. Yu, M. Tan, and J. Zhang. Implementing flexible and fast turning maneuvers of a
multijoint robotic fish. IEEE/ASME Transactions on Mechatronics, 19(1):329–338, 2014.
[102] P. Tallapragada. A swimming robot with an internal rotor as a nonholonomic system. Pro-
ceedings of the American Control Conference, 2015, 2015.
122
[103] P. Tallapragada and V. Fedonyuk. Steering a chaplygin sleigh using periodic impulses. Journal
of Computational and Nonlinear Dynamics, 12(5):054501, 2017.
[104] P. Tallapragada and S. D. Kelly. Dynamics and self-propulsion of a spherical body shedding
coaxial vortex rings in an ideal fluid. Regular and Chaotic Dynamics, 18:21–32, 2013.
[105] P. Tallapragada and S. D. Kelly. Reduced-order modeling of propulsive vortex shedding from
a free pitching hydrofoil with an internal rotor. In Proceedings of the 2013 American Control
Conference, 2013.
[106] P. Tallapragada and S. D. Kelly. Self-propulsion of free solid bodies with internal rotors via
localized singular vortex shedding in planar ideal fluids. The European Physical Journal Special
Topics, 2015.
[107] P. Tallapragada and S. D. Kelly. Integrability of velocity constraints modeling vortex shedding
in ideal fluids. Journal of Computational and Nonlinear Dynamics, 12(2):021008, 2016.
[108] G. K. Taylor, R. L. Nudds, and A. L. R. Thomas. Flying and swimming animals cruise at a
strouhal number tuned for high power efficiency. Nature, 425:707–711, 2003.
[109] G. S. Triantafyllou, M. S. Triantafyllou, and M. A. Grosenbaugh. Optimal thrust development
in oscillating foils with application to fish propulsion. Journal of Fluids and Structures, 7:205–
224, 1993.
[110] M. S. Triantafyllou and G. Triantafyllou. An efficient swimming machine. Scientific American,
272(3):64, 1995.
[111] M. S. Triantafyllou, G. S. Triantafyllou, and D. K. P. Yue. Hydrodynamics of fishlike swim-
ming. Annual Reviews of Fluid Mechanics, 32:33–53, 2000.
[112] R. Venturelli, O. Akanyeti, F. Visentin, J. Ježov, L. D. Chambers, G. Toming, J. Brown,
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