describe the design, development and testing of a prototype simulator to study problems associated with robust and efficient solution of dynamic process problems, particularly for systems with models containing moderately to very stiff ordinary differential equations and associated algebraic equations.
INTRODUCTION
Two major stumbling blocks in the development of robust dynamic chemical process simulators are: (1) mathematical models for many important equipment types give rise to quite large systems of ordinary differential equations (ODES); and (2) these ODE systems tend to be moderately to very stiff. The development of robust stiff numerical integrators and introduction of more powerful computers (larger memories, faster processors, new architectures) during the past few years now make the dynamic simulation of many plant operations a solvable problem. We need reliable, accurate dynamic chemical plant simulators that make efficient use of these new computational tools and hardware. Special attention must be given to the treatment of the large Jacobian matrices required by stiff-system algorithms, even for processes with only a few units. This paper describes study into efficient treatment of the dynamic chemical plant simulation task. The work involved design and construction of a prototype simulator capable of handling chemical processes giving rise to large stiff ODE systems. This research simulator employs test models for controllers, distillation equipment and a double-pipe heat exchanger, and makes extensive use of plex data structures for storing numerical integrator, process and physical property system variables and constants.
We Carver, 1979) in which spatial derivatives are approximated by finite-differences.
As a result, a single PDE will be represented as a system of ODES, with time as the independent variable. By using the method of Thus the overall computational scheme for design problems may involve nested iteration of a fairly high order.
Process optimization may add yet another level of iteration to the calculations, although Biegler and Hughes (1983) , Biegler and Cuthrell (1985) and Biegler (1988) , 1970; Ham, 1971; Franks, 1972; Lopez, 1974; Barney, 1975; Patterson and Rozsa, 1980) The second general strategy for employing a numerical integrator in a modular, dynamic simulation framework involves using the same time step to numerically integrate each ODE subset in sequence, usually in an order determined by the flow of material (the path likely to be followed by a process disturbance). In this way, all ODE subsets are kept at the same time level, and problems with interpolation/ extrapolation over more than one time step are avoided. The presence of recycle (either material or information, e.g. a control signal) can complicate this approach, since it may be necessary to iteratively reprocess the entire module calculation sequence to achieve required accuracy. This problem can be minimized by ordering the subsystem integration sequence based on the "tearing" of the cycle (in the sense of modular-sequential simulation) following the unit in the cycle having the longest time constant (Dudczak, 1986 
Traditional modular integration
One of the criticisms of the modular dynamic simulation structure is that due to the modular structure, where each type of equipment unit in the physical plant has its behavior represented by a procedure implemented as an individual subroutine, simultaneous treatment of the overall equation system is precluded.
In other words, because the equation subsystems for computing the derivatives and solving any associated algebraic equations for each plant unit lie in separate subroutines, they cannot be treated collectively.
The structure of most of the early modular dynamic simulators reflects this approach. The simulators are constructed such that the unit model subroutines make calls on the (one or more) numerical integrator. In this sense, the unit model routines "drive" the numerical integrator, and this traditional modular (sequential) structure does preclude simultaneous treatment of the overall equation set.
Consider, for example, a traditional modular simulation of the simple, generic plant shown in Fig. 1 .
At each time step, the following procedure would be used:
The subroutine modeling the behavior of unit A makes a call to the numerical integrator, providing derivative estimates [fin equation (2) 3.
in equation (2) and control returns to the unit model subroutine for unit A.
Same as
Step I with the subroutine associated with unit B making a call to the numerical integrator. Same as Step I with the subroutine associated with unit C making a call to the numerical integrator. As a result, it is possible to accomplish the integration using the traditional sequential approach (one unit assigned to each cluster) or using a simultaneous approach (all units assigned to a single cluster) or a hybrid of these two approaches, which we call the "sequential-clustered" approach.
Ne H modular integration approach
In the sequential-clustered approach, the equation subsystems in each cluster (containing one or more equipment units) are treated simultaneously, with integration remaining sequential in nature from cluster to cluster. Several strategies for sequencing the integrator itself (for different kinds of integrator/interface calls) within the general structure described in the previous paragraph were postulated and tested as described later.
As an example of how this new modular simulator structure is used, consider simultaneous treatment of the generic plant shown in Fig. 1 
Comparison of sequential and simultaneous integration
For sequential integration of the plant shown in Fig. 1 , each of the three units are treated in sequence on each time step; the first n, ODES are numerically integrated for the time step, then the next nb and finally the last n,. During the corrector iterations for each piece of equipment, three Jacobian submatrices are used, denoted M, , M., and MS in Fig. 1 .
For simultaneous integration of the same plant, n, is equal to n, plus nb plus n,. Also, the overall n, x n, Jacobian matrix shown in Fig. 1 For preliminary screening of algorithms, the simplified plant shown in Fig. 2 was chosen; it consists of four well-mixed tanks in series with an internal recycle stream.
The tank sizes were chosen such that the governing ODE set had a stiffness ratio of 5 x 106.
The simplified plant was broken into two integration blocks or "clusters": the first two tanks were assigned to the first cluster, and the remaining two tanks to the second cluster. Also, the composition of the feed stream to the plant was perturbed at a specified time with a step change (discrete jump), to determine the suitability of the Gear integrator for handling discontinuities.
In all, five sequential integration schemes were tested. In each case, the integration of equations in cluster 1 preceded those in cluster 2 for a given time step; the predicted values of the recycle stream (stream 6) from the second cluster back to the first were used in the first block's corrector equations (implementing the predictor and corrector equations over both clusters as described above).
Other features of five sequential schemes are:
1.
2.
3.
4.
Predicted Results for four-tank problem of Fig. 2. for integration  to time 200 h. e =normalized r.m.s. truncation error These five strategies are referred to as "seq-1" to "seq-5" in Table 1 . Simultaneous (single-cluster) integration of this plant was also carried out. The results of these various tests are summarized in Table 1 for various values of e, the user-specified r.m.s. truncation error tolerance used by the Gear integrator.
From Table 1 As the number of finite-difference grid points used to represent the spatial coordinates increases, the accuracy of the finite-difference approximation of the spatial derivatives improves, but at the cost of larger As shown in Table 3 , the accuracy in the water and hydrocarbon exit temperatures improves with an increasing number of method-of-lines sections. The cost of this improved accuracy is an increase in both execution time and storage requirements. Also, the stiffness ratio increases with the number of methodof-lines sections. The initial stiffness ratio for the system (defined here as the final time of simulation divided by the inverse of the largest negative 
Sparse matrix decomposition
The MUNCHEPS simulator makes use of a sparse matrix LU decomposition procedure which is based on the Markowitz criterion for reducing decomposition operations (Duff, 1981 
Simulator structure
The simulator was designed so that the numerical integrator "drives" the unit model routines indirectly through an interface routine. This allows for sequential-clustered and simultaneous integration, where the ODES from different equipment pieces may be treated together in spite of the modularity of the routines generating the essential derivative functions. Figure  3 shows The unit model routines in turn make calls on the physical property system through the interface routine PROP. Also, the routines GET and PUT are used to store and retrieve numerical values from the plex stream data structure.
After all values of y have been stored and associated physical property estimates have been generated, control returns back to the GEAR routine and then to the supervisory routine SUPER. Also shown in Fig. 3 is the sparse matrix solver package SLUD, which is called by the GEAR integrator when it is necessary to decompose a new Jacobian matrix, and during each corrector iteration. The main program, written by the preprocessor, is also shown. Further details of the routine calling procedure for various types of operations carried out by the MUNCHEPS simulator and details of the data and routine structures are given in Fagley (1984) . The critical design feature of the simulator architecture shown in Fig. 3 for orders q + 1, q and q -1 every (q + 1 )th time step; here q is the method order being used on the current step. The integrator then chooses the largest of these three estimated time steps for its next stepsize, and switches (if necessary) the order of the method accordingly. This order and stepsize-changing logic was altered as follows for the MUNCHEPS simulator. Every (q + 1)th time step an acceptable time step of integration is estimated for each ODE set (i.e. for each of the N, clusters) for each of three method orders, q + 1, q and q -1. For each of these three orders, a minimum acceptable integration time step (taken over all N, ODE sets) is found. The maximum of these three minimum time steps is then selected as the next stepsize; the method order is changed, if necessary, to that producing the selected stepsize. We also found after extensive testing that integrator performance could be improved significantly (see Table 9 ) by modifying the Jacobian matrix updating strategy used in the original Livermore software. Originally, a new Jacobian matrix calculation was triggered whenever the quantity hc, [see equation (9)] changed by more than 30% as a result of stepsize and order changes. We modified this criterion as follows:
1. The Jacobian matrix J is updated only when the corrector equations fail to converge.
2.
Whenever hc,, changes by more than 2%, the nonzero elements of the matrix hc,J are resealed, and a new sparse matrix LU decomposition is performed using the currently saved calculation strategy.
Plex data structures were also incorporated into the Gear integrator to facilitate storage of numerical integrator quantities for clustered sets of ODES. One feature of the original Gear integrator is that only one type of call is made to the derivative evaluation routine, independent of whether this call is made during a predictor step, a corrector step, a call to evaluate derivatives for finite-difference Jacobian matrix determination, a call after an unsuccessful attempted step, etc. In the type of dynamic simulation described here, it is important to distinguish among these and other types of calls because coupled algebraic equations are involved, some of which involve running sums.
For example, the integral portion of the action taken by a PID controller involves numerical estimation of the time integral in the offset of a sensed process variable. Tn order to be able to estimate this running sum, it is important that information be passed to the unit model routine for the PID controller which indicates what type of call it is. For instance, if this call represents a normal continuation of integration, a term is added onto the running sum. If this is the first call after an unsuccessful time step, a term must be subtracted from the running sum, and so on. Modifications were made to the Gear integrator to allow for the passage of this type of information through an integer code in the calling argument list to the interface routine ROCALL. 
DESCRIPTION

OF TEST PLANTS
We
accumulator. Details of the modeling equations (with a total of 38 ODES)
used to describe the dynamic behavior of each piece of equipment, and further discussion of the control strategy and system response, are given in Fagley (1984) .
Results are also shown for a second plant, consisting of the seven-tray column shown in Fig. 4 with a double-pipe heat exchanger added to exchange heat between the cold feed entering the fractionation system and the hot liquid leaving the column bottoms.
For this application, 10 method-of-lines sections were selected for the heat exchanger, so that the overall system size was 68 ODES, with 38 ODES for the column and 30 for the heat exchanger. As before, the results shown are for the plant simulated up to a simulation time of 25 min, with a feed rate perturbation introduced at a time of 3 min.
TEST RESULTS
The seven-tray plant of Fig. 4 was simulated using three different equipment grouping strategies: simultaneous (one integration block with 38 ODES); sequential-clustered (the reboiler and bottom three trays in one integration block and the condenser and top four keys in a second); and total sequential with nine integration blocks (one for each tray, one for the condenser and one for the reboiler). Table 4 gives a summary results for these tests. Execution times are for the Amdahl 5860 computer with a single scalar processor.
Results for a simultaneous integration with a user-specified, normalized, r.m.s. truncation error tolerance of 0.0005 was assumed to be the "exact" solution. "Error" refers to the time-averaged absolute value of the normalized error in the parameter values for the two outlet streams (distillate and bottoms product): total From Table 4 , we see that:
1. and one for the overhead condenser and top four trays (21 ODES).
The plant was tested with a normalized single-step truncation error tolerance of 0.01 specified for the numerical integrator.
The results are summarized in Table 6 . Table 6 shows once again that the cost of evaluating the large (68 x 68) Jacobian matrix is quite expensive in the simultaneous case, requiring over two-thirds of the individual derivative evaluations. The large size of this Jacobian matrix is reflected in the total storage requirements. The simultaneous scheme requires an additional 53% memory and the sequential-clustered approach an additional 23%, as compared to the sequential case. The sequential scheme is particularly inefficient in terms of execution time. This is due to the high degree of recycle internal to the column.
However, from these results we may also conclude that the degree of coupling is not great enough to demand simultaneous treatment of the entire column and heat exchanger (the results for all cases differ by less than 1%). There are two approaches one might take to improve overall execution times. One is to reduce the amount of calculation needed for each physical property evaluation.
This would require modification or replacement of the property routines or some shortcut approach such as interpolation or extrapolation of infrequently computed property values, and would reduce the percentage of execution time spent in the physical properties routines.
Another way of decreasing overall execution time is to use more efficient numerical integration techniques so that a given simulation is accomplished in fewer steps and, consequently, with the need for fewer physical property evaluations.
This second method would not necessarily show a change in executiontime breakdown percentages. Table  8 shows the relative advantage of using sparse matrix decomposition techniques. Note that for the small Jacobian submatrices used in sequential integration, the savings in matrix decomposition and solution times are relatively small. By contrast, for the larger and more sparse Jacobian matrix used in simultaneous integration, more pronounced savings in execution times are realized with the sparse technique. As shown here, using a sparse technique for this 38 x 38 matrix results in a 58.5% saving in execution time. For larger systems, greater savings would be realized. Table 9 summarizes one final set of numerical experiments performed on the seven-tray distillation plant. The strategy used in the original GEAR software involves updating the Jacobian matrix whenever the corrector equations fail to converge or whenever the quantity hc, [see equation (9) 
