As a step toward a more comprehensive study of the physical processes that underlie explosive cyclogenesis, a two-dimensional, semigeostrophic model with a now standard parameterization of latent heat release is used to diagnose the structure, energetics, and propagation characteristics of short-scale, diabatic normal modes in a moist, baroclinic atmosphere with the Eady basic state.
Introduction
Previous studies of exponential instability in a moist, baroclinic atmosphere have shown that moist processes can significantly alter wave growth and structure (Emanuel 1985; Thorpe and Emanuel 1985; Reed et al. 1988) . In general, the effect of moisture is to 1) increase the range of unstable wavelengths, 2) increase growth rates, and 3) shift the maximum growth rate toward smaller scales (Emanuel et al. 1987; Joly and Thorpe 1989) .
When the vertical profile of latent heat release is consistent with thermodynamic considerations, the shortwave cutoff present in the moist, inviscid system vanishes and a constant growth rate is predicted for zonal wavelengths shorter than a specific value (Whitaker and Davis 1994) . For zonal wavelengths shorter than this value, exponential growth is dependent on the diabatic generation of a mid-to lower-tropospheric potential vor-ticity anomaly (Whitaker and Davis 1994) and can occur in the absence of upper-level forcing (Montgomery and Farrell 1991; Mak 1998) .
This growth mechanism may play an important role in explosive cyclogenesis. Studies have shown that substantial development is often observed before the period of most rapid deepening (Bosart 1981; Gyakum 1983 Gyakum , 1991 Uccellini 1986 ), describing a two-stage process of explosive cyclone development (Gyakum et al. 1992) . While the latter phase of rapid intensification is typically characterized by a nonlinear interaction between upperand lower-level cyclonic disturbances, the antecedent phase often involves a surface cyclone that has formed independently from the upper-level disturbance in regions of preexisting surface frontogenesis and heavy precipitation (Gyakum et al. 1992) .
The case of extreme winter storm ''Lothar'' provides a recent observational example of this two-stage process. For the 30 h prior to rapid intensification, a prominent small-scale, low-level cyclone resulting from continued, intense cloud diabatic heating was observed to propagate across the Atlantic Ocean. The disturbance
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was shallow and had no discernible upper-level feature (Wernli et al. 2002) . This compelling observational evidence of the importance of antecedent, near-surface vorticity development, combined with the frequent failure of operational forecast models to properly predict extreme storms [as evidenced by a number of welldocumented forecast ''busts'' (Dickinson et al. 1997; Zhang et al. 2002; Zupanski et al. 2002) ], indicates there is a need to gain a better understanding of the practical role short-scale, diabatic modes play during the life cycle of an extratropical cyclone. In this context and consistent with past research, we will use a simplified dynamical model incorporating a parameterization of latent heat release to diagnose the structure, energetics, and propagation characteristics of these coherent vortices.
The outline of this paper is as follows. After a brief model description (section 2), we will characterize the structure and evolution of the most unstable moist, exponentially growing normal modes of the Eady basic state, both for the inviscid (section 3) and frictionally damped (section 4) cases. In section 5, the short-scale, diabatic normal modes are identified as diabatic Rossby waves: a wave where the diabatic generation of potential vorticity (PV) effectively mimics the role of the meridional advection of PV in the classical Rossby wave (e.g., Raymond and Jiang 1990; Snyder and Lindzen 1991; Parker and Thorpe 1995) . A comparison between model results and the progenitor disturbance observed in winter storm Lothar will be presented in section 6. Finally, our conclusions are presented in section 7.
Model
In this study, we will use the two-dimensional (2D), semigeostrophic (SG) Boussinesq Eady model (Hoskins and Bretherton 1972) . The choice of a simplified, balanced model framework, as opposed to one incorporating the full, primitive equations of motion, is consciously made: by minimizing the complexity of the system, we believe it easier to identify the important physical processes at work.
The major disadvantage of such a simplified system is that not all physical processes are captured. In the real world, extratropical cyclones are three-dimensional (3D) and not necessarily constrained by balanced dynamics. However, while there is no distinction between cyclones and fronts in a 2D model such as this, previous results have demonstrated that 2D systems can do an admirable job of simulating observed cyclone intensity and structure (Emanuel et al. 1987; Joly and Thorpe 1989; Montgomery and Farrell 1991; Whitaker and Davis 1994; Parker and Thorpe 1995) . Furthermore, it has been shown that even in rapidly intensifying cyclones the balanced equations are able to capture much of the nondivergent wind, irrotational wind, and height tendency fields (Davis et al. 1996) .
In this spirit, then, we will use the 2D model with the Eady basic state as a metaphor for the 3D problem. Future work is planned to examine explosive cyclogenesis in a full-physics, three-dimensional cloud-resolving model framework. A complete derivation of the model equations can be found in Montgomery and Farrell (1991, hereafter MF91) . A brief outline is given here (a more detailed discussion can be found in the appendix). The system is comprised of two prognostic equations [one for the anomalous potential vorticity (q ϭ Q Ϫ 1, where Q is the dry PV) and another for the potential temperature (, hereafter referred to as PT) on the upper and lower model boundaries] and two diagnostic equations [one for the modified geopotential (⌽ ϭ ϩ /2) and an-2 g other for the transverse streamfunction ()].
The representation of latent heat release is based on midlatitude observations that the atmospheric temperature lapse rate along constant momentum surfaces is nearly moist adiabatic in ascent regions, likely in response to slantwise moist convection (Emanuel 1985 (Emanuel , 1988 Reed et al. 1993) . The prototypical example of this type of parameterization of latent heating was put forth by Emanuel et al. (1987;  hereafter, this type of parameterization will be referred to as EFT) and has been used by numerous researchers since (e.g., Montgomery and Farrell 1991 , 1992 Fantini 1993; Whitaker and Davis 1994) .
In this model setting, the vertical profile of latent heat release is largely controlled by the moisture parameter (R), essentially a measure of the deviation from moist neutrality along a constant absolute momentum surface. We adopt two choices for the moisture parameter:
where R o is a constant. For reference, R(Z) equal to 1.0 everywhere corresponds to the dry case.
The modified moist system
Both Emanuel et al. (1987) and Joly and Thorpe (1989) used the EFT parameterization, in the form of a small but everywhere constant R, to diagnose the moist, normal modes of the Eady basic state. The emphasis of these studies was to determine the growth and evolution of the long baroclinic waves that result from the interaction of upper-and lower-level boundary anomalies.
More recent studies (e.g., MF91; Whitaker and Davis 1994) have noted the unrealistic nature of a moisture parameter that is constant with height. MF91 argued that, since latent heating is proportional to the mixing ratio, the magnitude of latent heating should be much smaller at low temperatures than at high temperatures. Consequently, to more accurately represent an atmosphere in which the temperature decreases with height, the PV generation term on the rhs of the diagnostic PV equation [see MF91, their Eq. (2.11a)] should be smaller 
aloft than at the surface, given a similar vertical velocity field.
Following the method of MF91, (2.1b) is used to approximate this effect, with R o set to 0.01. The result is a moisture parameter that increases linearly with height from 0.01 at the model surface to 1.0 at the model tropopause. The choice of a linear function of height is made to qualitatively mimic the nearly linear decrease of temperature with height in the troposphere. In the true atmosphere, the deviation from moist neutrality would be a more complex function of the local vertical profile of thermodynamic variables (such as temperature and moisture) that can and will vary in both space and time. However, the quasi-static approximation made here has been validated for short to moderate time integrations (MF91).
a. Growth rates
The growth rate and real part of the phase speed in the small but finite amplitude regime for this modified moist system are presented in Figs. 1 and 2 , respectively. Also presented for comparison in Fig. 1 are the results of the dry [R(Z) ϭ R o ϭ 1.0] and small but constant R[R(Z) ϭ R o ϭ 0.01] cases, as well as the model solution for a system qualitatively similar to that of Whitaker and Davis (1994, hereafter WD94) , who used a 2D, quasigeostrophic model with the EFT parameterization and a moisture parameter based on the local temperature and pressure (see their Fig. 1) .
Please note that, per convention, all figures of this type are plotted as a function of the initial nondimen-
sional wavenumber (k, hereafter referred to as ''wavenumber''). This must be explicitly stated because, in physical space (as opposed to geostrophic space), the scale of a disturbance changes with time: a reduction in the scale of the cyclonic vorticity region is observed as wave amplitude increases.
In comparison with the small but constant R case, the more realistic approach results in 1) decreased growth rates, 2) a shift to longer scale of the most unstable mode, 3) the absence of a short-wave cutoff, 4) constant growth rates for zonal wavelengths less than approximately 1900 km, and 5) a larger decrease in phase speed with decreasing characteristic zonal scale. The growth rate of the most unstable mode of the modified moist system (1.058 ϫ 10 Ϫ5 s Ϫ1 ; e-folding time of 1.09 days) is 1.14 times the dry value, with a zonal wavelength (3490 km) about 0.895 that of the most unstable, dry mode.
Two growth regimes are evident in Figs. 1 and 2, with a transition occurring at a zonal wavelength of approximately 1900 km (wavenumber ϭ 3.25). For zonal scales longer than 1900 km, the growth rate curve qualitatively resembles that of the small but constant R case, and the phase speed shows little sensitivity to wave scale. These modes can be thought of as dry, long baroclinic waves whose structure and growth characteristics have been modified by diabatic effects. In contrast, waves with a characteristic zonal scale shorter than this value bear little resemblance to dry baroclinic waves: growth rates are nearly constant with wavelength and the phase speed decreases sharply with decreasing scale. In Eady's classic 1949 paper, the author used the terminology of long waves and cyclone waves to differentiate between the characteristic scales of observed disturbances in the middle and high latitudes. While it is a departure from some more recent studies that have used the terminology long and short waves, we will hereafter adopt the convention of Eady (1949) , referring to the long-wave and cyclone wave regimes for dimensional zonal wavelength greater and less than 1900 km, respectively.
These findings verify, in a qualitative sense, those of WD94. Without explicitly stating the fact, they implied the existence of two growth regimes; however, they found the transition to be closer to a zonal wavelength of about 2700 km. As Fig. 1 indicates, the predicted discrepancy between the two studies is solely due to differences in the vertical structure of R and, hence, the vertical parameterization of latent heat release. The moisture parameter incorporated by WD94 increases more quickly with height in the lower to midlevels of the atmosphere, resulting in 1) decreased growth rates in the long-wave regime and 2) a shift to longer scales of both the most unstable mode and the transition to flat growth.
However, it is apparent that regardless of the precise definition, the results with a vertically varying moisture parameter are quite robust in this model setting: as zonal wavelength decreases, there is a transition from longwave modes to a constant growth regime. As the remainder of this section will show, the short-scale modes are inherently different than the dry, long waves described by Eady (1949) , as well as the moist long-wave normal modes found by Emanuel et al. (1987) and Joly and Thorpe (1989) . They owe their existence to diabatic effects and are not dependent on an upper-level disturbance for wave amplification.
b. Wave structure and evolution
As an example of wave growth in the long-wave regime, selected model fields for the most unstable mode of the modified moist system (k ϭ 1.8; dimensional wavelength ϭ 3490 km) are presented in Fig. 3 . Consistent with the dry and small but constant R cases (not shown), the mutual interaction between upper-and lower-level boundary disturbances results in a phase-locked baroclinic wave that amplifies as it translates with the steering level flow. Baroclinic conversion of available potential energy to kinetic energy is occurring as indicated by the westward and eastward tilt with height of the geostrophic meridional wind ( g ) and potential temperature, respectively.
When a more realistic vertical profile of latent heating in near-neutral environments is used significant structural differences are predicted. In comparison with the small but constant R system, 1) the pronounced reduction of the updraft width is significantly reduced (recall that updraft and downdraft widths are equal in the absence of moisture), 2) the disparity between the updraft and downdraft intensities is much less, and 3) the vertical velocity maximum is weaker.
An additional change to wave structure with farreaching consequences is predicted in the PV field. Mak (1994) noted the production of interior PV anomalies occurs in regions where a sharp vertical gradient in the heating rate exists. In the small but constant R case, PV generation is a maximum on the model boundaries. Not so in the modified moist system: due to the reduction of latent heating with height, the region of largest negative PV generation is displaced downward from the upper boundary. Specifically, the height of this region becomes a function of zonal wavelength, being lower in the atmosphere for shorter scales. We will soon see that it is this effect that allows for an alternative growth mechanism for scales shorter than the short-wave cutoff of the small but constant R system.
As an example of wave growth in the cyclone wave regime, the model results for a previously neutral wave in the moist system with a small but constant R (k ϭ 6.0; dimensional wavelength ϭ 1047 km) are presented in Fig. 4 . The surface-concentrated nature of the wave is evident, as all significant wave dynamics are confined to the mid-to lower troposphere. In contrast to the longwave regime, there is a distinct absence of secondary
The evolution of the most unstable, moist mode (initial nondimensional wavenumber k ϭ 1.8; dimensional wavelength ϭ 3490 km) for a vertically varying moisture parameter 
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FIG. 5. Ratio of the conversion of diabatic heat sources to eddy APE (GE) over the conversion of basic-state APE to eddy APE (CA) as a function of initial nondimensional wavenumber and dimensional wavelength (km) for a vertically varying moisture parameter
maximum of g and PT in the upper troposphere, indicating a lack of upper-level forcing. Eady (1949) ascribed the growth of cyclone waves to the same physical processes as those of the dry, longwave modes. They were obtained using the same model results by substituting smaller values of the static stability and smaller vertical extents. Therefore, the structures of the long waves and cyclone waves were identical in this model formulation, with the exception of a significantly reduced scale (both in the horizontal and vertical) for the latter. The results presented in Fig. 4 , however, appear to rule out the traditional, dry baroclinic growth mechanism of the phase locking and mutual amplification of boundary PT anomalies. We believe that, in a moist baroclinic atmosphere, it is more relevant to think of cyclone wave growth in terms of diabatic processes (specifically the diabatic generation of PV associated with latent heat release) and, as we will see in the next section, the energetics of the disturbance.
c. Growth mechanisms and energetics
As one way to clarify the growth characteristics of the modified moist system, the energy conversion terms that constitute the rhs of the diagnostic eddy available potential energy (APE) equation are calculated. Following Parker and Thorpe (1995, hereafter PT95) , they can be expressed
where S is diabatic heating, GE is the conversion from diabatic heat sources, CA is the conversion from basicstate APE, and CE is the conversion from eddy APE to eddy kinetic energy. An overbar within parentheses represents a spatially integrated quantity.
To investigate the relative effects of diabatic and baroclinic processes on wave growth, the ratio of GE to CA as a function of wavenumber (dimensional wavelength) is presented in Fig. 5 . It is evident that the production of eddy APE by diabatic processes becomes increasingly important with decreasing zonal wavelength. In fact, while significant baroclinic production of eddy APE is predicted in the long-wave regime, diabatic production begins to dominate as the characteristic zonal scale decreases.
The results contained in Figs. 3-5 provide the necessary clues to help explain the existence of two growth regimes. As in the dry and small but constant R cases, the long-wave modes grow as a result of the mutual interaction of surface and tropopause PT anomalies and the baroclinic production of eddy APE is of order 1 importance. However, with the downward displacement of the largest negative PV generation from the upper boundary, the disturbance is less efficient at converting mean flow potential to kinetic energy, and the characteristic zonal scale at which this process is most efficient has shifted to longer wavelengths (as indicated in Fig.  1 ).
As previously stated, a different growth mechanism is at work in the cyclone wave regime. These modes owe their existence to diabatic effects: exponential growth is due to the interaction of a diabatically generated interior PV anomaly and a surface PT anomaly (WD94). No upper boundary disturbance is necessary for growth (MF91; Mak 1998). These modes exhibit the behavior of a diabatic Rossby wave (Raymond and Jiang 1990; Snyder and Lindzen 1991; PT95) , a topic that will be further explored in section 5.
The latter growth mechanism accounts for the lack of a short-wave cutoff in the modified moist system. When the diabatically generated PV anomalies are forced to be on the upper and lower model boundaries, as is the case when R is constant with height, there has to be a cutoff wavelength where the penetration depth of these boundary anomalies is no longer large enough to allow phase locking and mutual amplification.
In the modified moist system, this inherent problem is circumvented. As a result of the scale dependence of the region of largest negative PV generation, the penetration depths of the interior, diabatically generated PV anomaly and the surface PT anomaly are always large enough to allow a mutual interaction, and exponential growth is observed for all wavelengths.
To account for constant growth in the cyclone wave regime, one must further explore the effect of the ver-
tical structure of heating. It has been demonstrated previously that the dynamic response of a tropical or extratropical vortex to a diabatic heat source is strongly dependent on the vertical structure of the heat source (Hack and Schubert 1986; Craig and Cho 1988) . While it is clear from Fig. 5 that the conversion of diabatic heat sources becomes dominant in the cyclone wave regime, what is not apparent is that the diabatic generation of eddy APE becomes nearly constant with wavelength. Since in this model framework a decrease in zonal wavelength is synonymous with a lowering of the maximum heating level, the implication is that a disturbance becomes more efficient at converting diabatic heat sources to eddy APE when the level of maximum heating occurs lower in the atmosphere. Therefore, even though significant heating is occurring over a smaller spatial area, the increased efficiency provides the requisite reservoir of eddy APE (which is subsequently converted to eddy kinetic energy) to support a constant growth rate over these zonal scales.
Finally, it is important to note that in this model setting the preferred ''final'' scale of the disturbance is controlled by the horizontal scale of the initial condition. Due to the linear nature of the moisture parameter, there is no environmentally preferred region of a sharp vertical gradient in the heating rate and diabatic PV production (Mak 1994) ; it is the structure of the initial disturbance (specifically, the initial vertical velocity and PV fields) that ''creates'' a vertical gradient in the heating rate, diabatic PV production, and the resulting scale of the ensuing disturbance. In the true moist atmosphere, a sharp vertical gradient in the heating rate and, hence, the preferred final scale of the disturbance field can be created by such factors as moisture stratification (Fantini and Buzzi 1994, 1997; Mak 1994; Fantini 1995) , the variation of the static stability with height (Mak 1998) or, if the disturbance is a remnant of some previous development (e.g., an extratropically transitioning tropical cyclone), by the scale of the previous disturbance. Figure 1 clearly shows that, in the absence of friction, significant growth is expected for wave scales much shorter than the most unstable mode of the modified moist system. However, to ascertain the practical importance of these short-scale, diabatic normal modes, we must examine the influence of frictional damping on wave growth.
The influence of surface friction
There has been a debate in the literature as to what degree surface friction inhibits baroclinic wave growth. Farrell (1984 Farrell ( , 1985 Farrell ( , 1989 ) explored the effect of Ekman friction in both the Eady and Charney models of baroclinic instability. He found that, even when moderate values of the kinematic eddy viscosity are used [ ϭ 2.5 m 2 s Ϫ1 ; see Fig. 4 of Farrell (1985) ], Ekman damping significantly limits the range of unstable wavenumbers and reduces the growth rate of the remaining instabilities.
In their 1988 manuscript, Lin and Pierrehumbert qualify the findings of Farrell (1985) when they state, ''Farrell's results are not definitive, however, because he computed the stabilization threshold for only a single channel width and zonal wavenumber,'' noting that the choice of channel width is crucial. Given this fact, they chose to examine the problem with a one-dimensional model with various channel widths and values of Ekman damping, and a 2D model with varying values of shear parameter and Ekman damping. The study concluded that Ekman friction almost certainly cannot eliminate baroclinic instability in the oceanic storm tracks. For values of dissipation deemed realistic for the atmosphere (as calculated by their boundary layer model, they judged ϭ 3.6 m 2 s Ϫ1 to be representative of the real atmosphere over the ocean), they concluded the e-folding time and wavelength of the most unstable mode are consistent with observations of synoptic cyclones.
Other investigators agree with this assessment. Valdes and Hoskins (1988) used a hemispheric, spectral, primitive equation model to show that the zonally averaged atmosphere is baroclinically unstable, even in the presence of reasonable boundary layer friction. Additionally, Rotunno and Bao (1996) note that, while it is an important factor at large amplitude, Ekman friction plays only a minor role in the early stages of development.
a. Ekman pumping
To investigate the effect of surface dissipation on the moist dynamics of our 2D model, Ekman pumping is introduced to parameterize the effect of the planetary boundary layer. Ekman pumping is defined as the curl of the surface stress (Fleagle and Nuss 1985) ,
The bulk aerodynamic formula for the surface stress ( S ) is
where C D is the drag coefficient. This formulation of Ekman pumping is valid when the curl of the surface stress is large and advection and local change can be neglected (Bond and Fleagle 1985) . This method for estimating the vertical velocity at the top of the boundary layer has been validated with observations. Bond and Fleagle (1985) noted that frictional convergence accounted for nearly the entire updraught mass flux for two cold fronts over land. Furthermore, Wakimoto and Cai (2002, section 4, p. 1903) calculated Ekman pumping in such a manner and found the vertical velocities to be close to values obtained using dualDoppler radar observations. For wind speeds between 10 and 25 m s Ϫ1 , an equation for C D for neutral stability over the ocean was derived from empirical data by Large and Pond (1982) :
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giving a range of 1.14-2.12 ϫ 10 Ϫ3 . For values of | V | between 3 and 10 m s Ϫ1 , C D was estimated at 1.14 ϫ 10 Ϫ3 .
b. Quadratic versus linear surface drag
In contrast to many studies, we represent the surface stress with a quadratic (as opposed to linear) dependence on surface wind speed. The use of linear surface drag is somewhat ill posed in the sense that the boundary layer is, in general, turbulent. While, in this case, we are not interested in the structure of the boundary layer per se, the choice of the form of the surface stress does have far reaching consequences and therefore must be considered carefully.
A common approach used to simplify the system is to linearize (4.2) around an average value of the surface wind speed (u av ), and subsequently to equate the lower boundary condition for the quadratic and linear surface drag cases (Gill 1982, p. 332) , giving
where is the kinematic eddy viscosity. In this way, one can estimate in terms of the parameters describing the structure of the turbulence in the boundary layer and the momentum exchange with the underlying surface. The kinematic eddy viscosity is an explicit function of the drag coefficient and is implicitly dependent on wave amplitude [via the dependence on u av in (4.4)]. For this approach to be consistent, it is necessary to allow to change with these variables, something that is not typically done.
When studying problems where u av is not changing drastically, say in the case of a linear stability analysis, the problem is in principle a minor one. The choice of a constant value for u av however, is problematic when the magnitude is highly variable, as it would be in practice as in the case of the life cycle of an extratropical cyclone. Rotunno and Bao (1996) speak to this problem when they note that the saturation amplitude for wave growth is much larger without the nonlinear feedback of the quadratic surface stress.
Since it is our goal to characterize wave growth over a relatively large range of wave amplitudes (0-30 m s Ϫ1 ), we believe the quadratic form of surface stress is the appropriate choice. To address the foreseeable objection that a quadratic form of the surface stress is inappropriate in the small but finite amplitude regime, we have configured the model to incorporate linear drag as well. An appropriate value of is approximated by (4.4): assuming a value of 1.14 ϫ 10 Ϫ3 for C D (Large and Pond 1982) and a range of 0-4 m s Ϫ1 for u av in the small but finite amplitude regime, an average value of 0.6 m 2 s Ϫ1 is obtained. As anticipated, the linear drag results with this value of (not shown) are consistent with those presented below for quadratic drag.
c. Results with quadratic drag
Using (2.1b) for the moisture parameter (R o ϭ 0.01), the response of the system to quadratic surface drag is examined over a range of drag coefficients, ranging from values representative of smooth sea surface (C D ϭ 1 ϫ 10 Ϫ3 ) to rough terrain (C D ϭ 4 ϫ 10 Ϫ3 ; Fantini and Buzzi 1997 ). For these model runs, the drag coefficient is set to a constant value and is not allowed to vary with time or wave amplitude. While (4.3) clearly shows C D should not be considered constant, the same equation also indicates the variability of C D , for a given surface type, is fairly small over a reasonable range of wind speeds. Figure 6 presents the growth rate spectrum of small but finite amplitude disturbances when quadratic surface drag is included. Qualitatively, the effect of frictional damping is to reduce wave growth for all scales and, as a result of frictional dissipation working more efficiently on smaller scales, a small shift of the most unstable mode to longer scales is anticipated.
It is evident, however, that the reduction of the disturbance growth rate is quite small. The implications of this result are noteworthy: not only does it extend to the moist atmosphere the finding of Rotunno and Bao (1996) that Ekman friction plays a minor role in the early stages of cyclogenesis, but it suggests that sig- nificant growth can occur at relatively small scales (dimensional wavelength less than or equal to 1000 km).
To explore the effect of frictional damping in the nonlinear regime over an ocean surface, (4.3) is used to define a temporally varying C D and model integration is continued for longer times. Figure 7 presents the instantaneous growth rate for numerous wave amplitudes (using the maximum, surface meridional wind speed as a proxy for wave amplitude).
As wave amplitude grows with time, quadratic surface drag becomes more efficient at reducing disturbance growth over all scales and has a larger relative effect on smaller scales (as was seen in Fig. 6 ). However, it is clear that exponential growth in the long-wave regime is predicted in the presence of realistic surface friction (even with maximum near-surface winds on the order of 30 m s Ϫ1 ), confirming the finding of Lin and Pierrehumbert (1988) that it is extremely unlikely Ekman friction can eliminate baroclinic instability in the oceanic storm tracks.
For any specific wavelength in the cyclone wave regime, an examination of the temporal evolution of the instantaneous disturbance growth rate (not shown) demonstrates that disturbance growth converges to zero (i.e., no growth or decay) with increasing wave amplitude. This illustrates that, while the maximum disturbance amplitude is limited by frictional dissipation, disturbances in the cyclone wave regime, once generated, do persist.
Furthermore, it is possible that there is an underestimation of nonlinear growth in this model setting. Hack and Schubert (1986) demonstrate that as the intertial stability of an axisymetric vortex increases with disturbance amplitude, the efficiency with which the vortex converts potential energy to kinetic energy increases. This effect produces a dramatic pressure drop in their model results (see their Fig. 1 ). While their model was formulated for the study of tropical cyclones, we believe it quite possible that the same effect may play a primary role in the rapid deepening of explosive extratropical cyclones. Unfortunately, this effect is not quantitatively captured in the present model formulation. The inertial stability of an atmospheric vortex is much larger in a model system invoking circular symmetry and including curvature effects. The neglect of curvature effects is a shortcoming of the 2D, SG model used in this study.
Another shortcoming of the 2D, SG model is the presence of unlimited APE (due to the time invariant meridional temperature gradient of the basic state). In the true atmosphere, APE is converted to eddy kinetic energy, thereby reducing the supply of APE and limiting disturbance growth. In forthcoming work, we will explore these issues in detail using a more complete model setting.
Even without an increase in disturbance growth, the results of this section demonstrate that it is possible for short-scale disturbances to form and persist in the presence of ''realistic'' quadratic surface drag. Given this fact, we believe that these short-scale, diabatic modes are a likely candidate for the antecedent, low-level disturbances previously identified in studies of explosive cyclogenesis (Bosart 1981; Gyakum 1983 Gyakum , 1991 Gyakum et al. 1992; Uccellini 1986 ).
The diabatic Rossby vortex
The notion of a diabatic Rossby wave was introduced independently by Raymond and Jiang (1990) and Snyder and Lindzen (1991) . For these waves, the diabatic generation of PV plays the role of the meridional advection of PV in the classical Rossby wave. The growth mechanism, as described by PT94 (see their Fig. 6 ), is as follows. Warm thermal advection to the east of a lowlevel positive PV anomaly results in forced ascent and the generation of positive low-level PV due to diabatic heating. In a balanced or quasi-balanced system, a positive PV anomaly is associated with a cyclonic relative circulation. Therefore, warm thermal advection occurs farther to the east, continuing the process and resulting in wave propagation in the direction of the thermal wind.
Under atmosphere-like conditions (such as in PT94 and this study), the low-level cyclonic circulation is associated with a diabatically produced, positive PV anomaly and a surface PT anomaly. Snyder and Lindzen's 1991 study of the unbounded baroclinic shear problem (where the earth's surface is infinitely far away from the heating layer) illustrates that diabatic Rossby wave growth can occur in the absence of a PT anomaly. In their case, a discontinuity in the heating rate serves as a surrogate ''surface'' where diabatic PV production takes place. In both cases, however, the growth mechanism can be described as above. To our knowledge, the existence of diabatic Rossby waves in a system with the EFT parameterization of latent heat release has yet to be explicitly addressed. Are these diabatically forced, coherent structures also present in our model framework?
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As defined above, the answer is unmistakably yes. Overlays of the vertical velocity, meridional wind, PV and PV generation fields for a wavenumber 4.0 disturbance (dimensional wavelength ϭ 1570 km) are presented in Fig. 8a . Southerly winds are observed to the east of a positive low-level PV anomaly, leading to warm air advection, ascending motion and latent heat release to the east of the center of circulation. Positive low-level PV is thus generated to the east of the original PV anomaly and the wave propagates to the east (in the 2D model).
The simplified model results allow us to physically understand how wave growth can occur in the absence of upper-level forcing. In a conducive local environment, all that is necessary to initiate a diabatic Rossby
wave is forced ascent. If the atmosphere is sufficiently unstable (through a combination of humidity and baroclinicity), latent heat release and PV generation will occur. Once the process has begun, continued ascent will occur in the form of warm air advection from the south (in the Northern Hemisphere) and the associated isentropic lifting that occurs as an air parcel travels northward on a potential temperature surface. The cyclonic disturbance will thus be able to sustain itself, through the constant production of diabatically generated PV to the east of the original low-level PV anomaly, until the environment is no longer favorable.
While the above results illustrate that the existence of diabatic Rossby waves is not peculiar to the waveconvective instability of the second kind (CISK) type of latent heat release parameterization, it is noteworthy that there are significant differences in the behavior of these waves for the two parameterization schemes. The ''solitary'' modes presented in PT95 are typified by 1) a minimum updraft width that is nearly constant with zonal wavelength (see their Fig. 3 ) and 2) an upperlevel, meridional jet of larger magnitude than the lowlevel, meridional jet. With the EFT parameterization, 1) the minimum updraft width decreases with decreasing zonal wavelength and 2) the strongest meridional winds are found at low levels.
In a more realistic three-dimensional framework, these 2D features simulated with simple dynamical models appear as coherent vortices [see Raymond and Jiang 1990 (their Fig. 6 ) and Montgomery and Farrell 1992 (their Fig. 2) ]. They are characterized by a closed circulation and the absence of the alternating high/low structure that is associated with wavelike disturbances. For this reason, we suggest that a more appropriate term for these disturbances is a diabatic Rossby vortex (we will hereafter use this designation). Future work is planned to address the debate as to the actual 3D structure and propagation characteristics of these features by running a mesoscale model, with and without explicit convection, to simulate the structure and evolution of a ''true'' diabatic Rossby vortex.
Extreme winter storm Lothar
Winter storm Lothar was one of the most harmful storms to impact continental Europe in recent memory (Wernli et al. 2002, hereafter W02) . It left a trail of destruction from northwestern France to southern Germany and Switzerland, resulting in the death of 50 people and significant damage to tourist sites such as Versailles and the church of Notre Dame (Ulbrich et al. 2001; W02) .
An interesting dynamical feature that was the progenitor of what eventually became Lothar was a prominent small-scale, low-level cyclone of moderate intensity. It propagated from the western Atlantic to the European mainland, where it subsequently intensified rapidly upon interacting with an intense upper-level jet.
The incipient cyclone was associated with a low-level PV anomaly, resulting from continued, intense cloud diabatic heating. It was shallow and had no discernible upper-level feature (W02).
European Centre for Medium-Range Weather Forecasts (ECMWF) analysis data were able to capture the structure and characteristics of the cyclone at this early stage (Fig. 8b in this article; Fig. 13 in W02) . A comparison with the 2D model results shows the interaction between the wind, PV, and PV generation rate fields is qualitatively very similar (note that when comparing the two plots in the 2D SG model with quadratic surface drag, the z ϭ 0 surface corresponds to the top of the boundary layer as opposed to the surface of the ocean). In fact, W02 compare this feature to a diabatic Rossby wave.
It is noteworthy that there are some significant quantitative differences between the model results and Lothar. The observed translation speed (30 m s Ϫ1 ), peak magnitude of diabatic PV production (greater than 8 PVU h Ϫ1 ) and intensity of the southerly flow (23 m s Ϫ1 ) associated with the low-level feature during Lothar are significantly larger than that predicted by the simplified model. These discrepancies may well be due to the extreme environment in which Lothar formed. W02 noted an upper-level jet flow with maximum wind velocities larger than 80 m s Ϫ1 (compared to the chosen value of 30 m s Ϫ1 for the Eady basic state), as well as unusually high sea surface temperatures. It seems logical that characteristics of a diabatic Rossby vortex are linked to the basic-state environment in which it forms and amplifies; however, this issue will have to be explored in greater detail using a more realistic model setting before any definite conclusions can be made.
The fact remains, however, that the incipient phase of extreme winter storm Lothar provides an excellent observational example of a case where a diabatic Rossby vortex served as an antecedent lower-level, cyclonic disturbance. While the rapid deepening phase of Lothar involved the interaction of this feature with an intense upper-level jet, the formation and subsequent development of the diabatic Rossby vortex occurred in the absence of any significant upper-level forcing. The simplified model results presented here clarify how this type of growth can occur: all that is necessary is warm air advection in a sufficiently moist, baroclinic environment.
Conclusions
We have used a simplified, dynamical model with the EFT parameterization of latent heat release to diagnose the moist, exponentially growing modes of the Eady basic state and to investigate the role of short-scale, diabatic features in moist cyclogenesis.
In the model setting employed here, the vertical profile of latent heat release is largely controlled by the moisture parameter (R), essentially a measure of the VOLUME 61 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S deviation from moist neutrality along a constant absolute momentum surface. When R is allowed to vary in accordance with the expected temperature dependence of latent heat release, the result is a linearly increasing function of height. In comparison with the small but constant R case, this more realistic approach results in 1) decreased growth rates, 2) a shift to longer scales of the most unstable mode, 3) the absence of a short-wave cutoff, 4) constant growth rates for zonal wavelengths less than approximately 1900 km, and 5) a more precipitous decrease of phase speed with decreasing characteristic zonal scale.
Consistent with the idea of a separation of scale of observed disturbances in the middle and high latitudes [e.g., long waves and cyclone waves (Eady 1949) ], two growth regimes are identified. Similar to both the dry and small but constant R systems, waves longer than 1900 km grow due to the mutual interaction of surface and tropopause PT anomalies. In contrast, for waves shorter than 1900 km, no upper boundary disturbance is necessary for growth. Instead, it is the constant production of diabatically generated PV (through the process of warm air advection, rising motion and latent heat release) that allows for amplification. This disturbance structure and evolution has been identified as a diabatic Rossby wave; however, due to the vortical nature of these features, we suggest that a more appropriate name would be a diabatic Rossby vortex.
Even in the presence of realistic surface friction, exponential growth is predicted over a large range of zonal wavelengths in the small but finite amplitude regime. As the vortex grows with time and surface wind speeds increase, quadratic surface drag becomes more effective at reducing growth. However, the results indicate that surface friction does not eliminate exponential instability in the modified, moist system (over an ocean surface) and that, once generated, small-scale modes can persist.
The fact that diabatic Rossby vortices have been identified in simplified, balanced systems incorporating a variety of latent heat parameterization schemes and observations suggest that they should be a robust feature of the moist, baroclinic atmosphere. Furthermore, the evolution of Lothar indicates they can play an integral role in the two-stage process of explosive cyclogenesis described by Gyakum et al. (1992) by serving as a lowlevel, coherent vortex in the antecedent phase.
It is also noteworthy that the importance of diabatic Rossby vortices is almost assuredly not limited to the process of moist cyclogenesis. Previous studies have made the connection between these disturbances and both mesoscale convective systems (Raymond and Jiang 1990) and squall lines (PT95). Furthermore, the idea of a polar low as a coherent vortex embedded in a baroclinic zone that is driven, at least in part, by diabatic effects has been raised by numerous researchers (Mak 1984; Montgomery and Farrell 1992; Fantini and Buzzi 1993) .
Another intriguing possibility is a connection with the extratropical transition of a tropical cyclone. This process is often characterized by an initial weakening of the tropical cyclone followed by a subsequent intensification (e.g., Hart and Evans 2001) . It is possible the observed weakening is associated with a transition from a tropical cyclone to a diabatic Rossby vortex as the disturbance translates from a tropical to a baroclinic environment. The subsequent intensification could then be the result of a growing diabatic Rossby vortex and/ or the interaction of the diabatic Rossby vortex with an upper-level disturbance.
Based on the foregoing discussion, we can only conclude that better knowledge of the structure and propagation characteristics of diabatic Rossby vortices is vital to the understanding of any atmospheric process that involves instability in a moist, baroclinic environment.
Forthcoming work will incorporate a mesoscale model to simulate a true diabatic Rossby vortex and investigate the practical importance of these features. While we hope to explore all of these phenomena, the initial focus of this work will be to identify and characterize the physical processes that contribute to explosive cyclogenesis. While these storms are fairly rare, they are responsible for a large percentage of the damage to property and life caused by extratropical cyclones. Moreover, these storms are not well understood, as evidenced by the difficulty operational forecast models have in properly predicting these storms (Dickinson et al. 1997; Zhang et al. 2002; Zupanski et al. 2002) .
M O O R E A N D M O N T G O M E R Y
corresponding balance equations governing the slow motion by only modifying the penetration depth for the transverse streamfunction equation. This effect is not captured by a simple ad hoc moisture parameterization where the effective vertical static stability is reduced in the balance equations for both the geopotential and streamfunction (see MF91 for more details).
To integrate the nonlinear system, an initial value technique is used. For simplicity, the model is initialized with a dry Eady normal mode, either a growing or neutral lower mode depending on wavelength.
The inviscid model equations [MF91, (2.11a)-(2.11d)] must be altered when an Ekman boundary layer is included (see section 4), and the vertical velocity is allowed to be nonzero on the lower boundary (Z ϭ 0). While the prognostic anomalous PV equation and the diagnostic equations for the modified geopotential and transverse streamfunction [MF91, (2.11a), (2.11c), and (2.11d)] remain correct as written, it should be noted they do change in practice on and near the lower boundary. For example, the vertical advection term on the lhs and the diabatic heating term within the vertical derivative on the rhs of the prognostic anomalous potential vorticity equation [MF91, (2.11a)] must be calculated on the lower boundary. 
