Abstract. Global and local Weyl Modules were introduced via generators and relations in the context of affine Lie algebras in [CP2] and were motivated by representations of quantum affine algebras. In [FL] a more general case was considered by replacing the polynomial ring with the coordinate ring of an algebraic variety and partial results analogous to those in [CP2] were obtained. In this paper, we show that there is a natural definition of the local and global Weyl modules via homological properties. This characterization allows us to define the Weyl functor from the category of left modules of a commutative algebra to the category of modules for a simple Lie algebra. As an application we are able to understand the relationships of these functors to tensor products, generalizing results in [CP2] and [FL]. We also analyze the fundamental Weyl modules and show that unlike the case of the affine Lie algebras, the Weyl functors need not be left exact.
Introduction
The category of finite-dimensional representations of affine and quantum affine Lie algebras has been intensively studied in recent years. One of the reasons that this category has proved to be interesting is the fact that it is not semi-simple. Moreover, it was proved in [CP2] that irreducible representations of the quantum affine algebra specialized to reducible indecomposable representations of the affine Lie algebra. This phenomenon is analogous to the one observed in modular representation theory where an irreducible finite-dimensional representation in characteristic zero becomes reducible on passing to characteristic p and is called a Weyl module.
The definition of Weyl modules (global and local) in [CP2] for affine algebras was motivated by this analogy. Thus given any dominant integral weight of the semisimple Lie algebra g, one can define an infinite-dimensional left module W (λ) for the corresponding affine (in fact for the loop) algebra via generators and relations. The module W (λ) is a direct sum of finitedimensional g-modules and it was shown in [CP2] that it is also a right module for a polynomial algebra A λ which is canonically associated with λ. The local Weyl modules are obtained by tensoring the global Weyl modules with irreducible modules for A λ or equivalently can be given via generators and relations. A necessary and sufficient condition for the tensor product of local Weyl modules to be a local Weyl module was given. Using this fact, the character of the local Weyl module was conjectured in [CP2] and the conjecture was heavily influenced by the connection with quantum affine algebras. In particular, the conjecture implied that VC was partially supported by the NSF grant DMS-0500751. G.F. was supported by the DFG-project "Kombinatorische Beschreibung von Macdonald und Kostka-Foulkes Polynomen ". the dimension of the local Weyl module was independent of the choice of the irreducible A λ -module, i.e that the global Weyl module is a free module for A λ . The character formula was proved in [CP2] for sl 2 , in [CL] for sl r+1 , in [FoL] for simply-laced algebras and the general case can be deduced by passing to the quantum case by using the work of [K] and [BN] .
In [FL] , Feigin and Loktev extended the notion of Weyl modules to the higher-dimensional case, i.e. instead of the loop algebra they worked with the Lie algebra g ⊗ A where A is the coordinate ring of an algebraic variety and obtained analogs of some of the results of [CP2] . For instance when g is of type sl 2 and A is the polynomial ring in two variables they compute the dimension of the Weyl module. They also give a necessary and sufficient condition for the tensor product of local Weyl modules to be a local Weyl module analogous to the one in [CP2] . However, they do not define the algebra A λ and the bi-module structure on W (λ) and hence do not say much about the structure of the global Weyl module.
In this paper, we take a more general functorial approach to Weyl modules associated to the algebra g ⊗ A, where A is a commutative associative algebra (with unit) over the complex numbers. This approach (as also the approach in [CG1] , [CG2] ) is motivated by the methods used to study another well-known category in representation theory: the BGG-category O for semi-simple Lie algebras. As a result we are able to extend the definition of Weyl modules to a more general situation and allows us to do a deeper analysis of the global Weyl modules. We also give the classification and description of irreducible modules for g ⊗ A for an arbitrary finitely generated algebra which is analogous to the one given in [C1] , [CP1] , [L] , [R] in the case when A is a polynomial algebra.
We now explain our results in some detail. Let I A be the category of g ⊗ A-modules which are integrable as g-modules. For λ ∈ P + we let I λ A be the full subcategory of I A consisting of objects whose weights are bounded above by λ. Given λ ∈ P + , one can define in a canonical way a projective module P A (λ) ∈ I A and we prove that the global Weyl module W A (λ) is the largest quotient of P A (λ) that lies in I λ A . We then define a right action of the algebra U(h ⊗ A) on W A (λ) where h is a Cartan subalgebra of g which is compatible with the left action of g⊗A. Let A λ be the quotient of U(h ⊗ A) by the torsion ideal for this action so that W A (λ) can be regarded as a bi-module for (g ⊗ A, A λ ). We prove that the bimodule structure is functorial in A.
Let W λ A be the right exact functor W A (λ)⊗ A λ from the category mod A λ of left modules for A λ to I λ A . The local Weyl modules are then just W λ A M where M is an irreducible object of mod A λ . In section 3, we prove that one can define a functor R λ A which is exact and right adjoint to W λ A . That allows us to give a categorical characterization of the local Weyl modules and more generally of the modules W λ A M , M ∈ mod A λ . Namely we prove that these modules are given by the vanishing of Hom In section 4 we prove that the algebra A λ is finitely generated iff A is finitely generated. We use the results of section 3 to study the relationship between the functors W λ+µ A⊕B and W λ A ⊗ W µ B when A, B are finite-dimensional algebras. In section 5, we give a necessary and sufficient condition for the tensor product
when A is finitely generated and M, N ∈ mod A λ .
In section 6 we assume that A is finitely generated and that the Jacobson radical of A is 0. We prove that the algebra A λ is isomorphic to the ring of invariants of a subgroup S λ of the symmetric group on d λ letters acting on A ⊗d λ . Here d λ is a positive integer naturally associated with λ. This implies that the irreducible modules in mod A λ are determined (up to isomorphism) by the orbits of this action.
The tensor product results of Sections 4 and 5 imply that to understand the local Weyl modules it is enough to understand local Weyl modules corresponding to certain special orbits. In section 7, we consider the case when ξ is the orbit of a point in A ⊗d λ which has trivial stabilizer under the entire symmetric group S d λ . In this case W λ A M ξ is a tensor product of the local fundamental Weyl modules and we describe the character of these modules completely for any finitely generated algebra A and for the classical simple Lie algebras.
The results of section 7 show that there are many important differences between the study of Weyl modules for the polynomial algebra in one variable and the more general case considered here. The dimension of the local fundamental Weyl modules associated to A depends on ξ if the variety associated to A is not smooth. It also proves that the dimension of W λ A M ξ is not independent of ξ even if A is an irreducible smooth variety and ξ is the orbit of a point in A ⊗d λ with trivial stabilizer for the S λ -action. In particular, this proves that the global Weyl module is not projective as a right A λ -module (and hence the Weyl functors not exact) even when A is the polynomial ring in two variables. There are thus, many natural and interesting algebraic and geometric questions that arise as a result of this paper which will be studied elsewhere.
Preliminaries
2.1. Throughout the paper C denotes the set of complex numbers and Z + the set of non-negative integers. Let g be a finite-dimensional simple Lie algebra of rank n with Cartan matrix (a ij ) i,j∈I where I = {1, · · · , n}. Fix a Cartan subalgebra h of g and let R denote the corresponding set of roots. Let {α i } i∈I (resp. {ω i } i∈I ) be a set of simple roots (resp. fundamental weights) and Q (resp. Q + ), P (resp. P + ) be the integer span (resp. Z + -span) of the simple roots and fundamental weights respectively. Denote by ≤ the usual partial order on P ,
Set R + = R ∩ Q + and let θ be the unique maximal element in R + with respect to the partial order. Let x ± α , h i , α ∈ R + , i ∈ I be a Chevalley basis of g and set
and note that h i = h α i . For each α ∈ R + , the subalgebra of g spanned by {x ± α , h α } is isomorphic to sl 2 . Define subalgebras n ± of g, by
and note that
Given any Lie algebra a, let U(a) be the universal enveloping algebra of a. The map x → x ⊗ 1 + 1 ⊗ x, x ∈ a extends to an algebra homomorphism ∆ : U(a) → U(a) ⊗ U(a).By the Poincare Birkhoff Witt theorem, we know that if b and c are Lie subalgebras of a such that a = b ⊕ c as vector spaces then U(a) ∼ = U(b) ⊗ U(c) as vector spaces.
2.2.
Let A be a commutative associative algebra with unity over C and let A + be a fixed vector space complement to the subspace C of A. Given a Lie algebra a define a Lie algebra structure on a ⊗ A, by
If φ : B → A is a homomorphism of associative algebras, there exists a corresponding homomorphism φ a : a ⊗ B → a ⊗ A of Lie algebras, which is injective (resp. surjective) if φ is injective (resp. surjective). In particular, if B is a subalgebra of A, the Lie algebra a ⊗ B can be regarded naturally as a Lie subalgebra of a ⊗ A and we identify a with the Lie subalgebra a ⊗ C of a ⊗ A. Similarly, if b is a Lie subalgebra of a, then b ⊗ A is naturally isomorphic to a subalgebra of a ⊗ A. Finally we denote by U(g ⊗ A + ) the subspace of U(g ⊗ A) spanned by monomials in the elements x ⊗ a where x ∈ g, a ∈ A + . The following is elementary but we include a proof for the reader convenience and because it is used repeatedly throughout the paper.
Lemma. Let g be a finite-dimensional simple Lie algebra and A a commutative associative algebra with unity over C. Then any ideal of g ⊗ A is of the form g ⊗ S for some ideal S of
Proof. Let i be an ideal in g ⊗ A and set
Since g = [g, g] we see that S is an ideal on A. The Lemma follows if we prove that g ⊗ S = i. Let x ∈ i and write
for some a α , a i ∈ A. We proceed by induction on r = #{α ∈ R : a α = 0}, to show that g ⊗ a α ⊂ i and g ⊗ a i ⊂ i for all α ∈ R, i ∈ I. If r = 0, we have
Since the Cartan matrix of A is invertible, it follows now that x + j ⊗ a i ∈ i for all i, j ∈ I and since g is simple we see that g ⊗ a i ∈ i for all i ∈ I.
Suppose now that we have proved the result when 0 ≤ r < k and suppose that a β 1 , · · · , a β k are the non-zero elements. Choose h ∈ h such that β k (h) = 0 and β k−1 (h) = 0. Then
The induction hypothesis applies to [h, x] and we find that
The induction hypothesis again applies to x − (x β k ⊗ a β k ) and we get the result.
2.3. Let V be any g-module. We say that V is locally finite-dimensional if any element of V lies in a finite-dimensional g-submodule of V . This means that V is isomorphic to a direct sum of irreducible finite-dimensional g-modules and hence we can write
For λ ∈ P + , let V (λ) be the simple g-module which is generated by an element v λ ∈ V (λ) satisfying the defining relations:
Moreover any irreducible locally finite-dimensional g-module is isomorphic to V (λ) for some λ ∈ P + . The following can be found in [B] .
Lemma. Let a be a Lie algebra such that [a, a] = a and assume that a has a faithful finitedimensional irreducible representation. Then a is a semi-simple Lie algebra.
2.4.
Suppose that g is a finite-dimensional semisimple Lie algebra and that g 1 , g 2 are ideals of g such that g ∼ = g 1 ⊕ g 2 as Lie algebras. Then g 1 and g 2 are also semisimple Lie algebras and it is standard that any irreducible finite-dimensional representation of g is isomorphic to a tensor product of irreducible representations of g 1 and g 2 .
Proposition. Let A and B be commutative associative algebras. Any finite-dimensional irreducible representation V of g ⊗ (A ⊕ B) is isomorphic to a tensor product V 1 ⊗ V 2 where V 1 and V 2 are irreducible representations of g ⊗ A and g ⊗ B respectively.
Then ker ρ is an ideal of finite codimension in g ⊗ (A ⊕ B) and hence
for some ideal M of A ⊕ B. Since any ideal of A ⊕ B is of the form M 1 ⊕ M 2 where M 1 , M 2 are ideals in A and B respectively, we see that V is a faithful irreducible representation ofg = g ⊗ (A/M 1 ⊕ B/M 2 ). Lemma 2.3 implies thatg is a finite-dimensional semi-simple Lie algebra. The result now follows by the comments preceding the statement of this proposition.
2.5. We shall need the following result due to Shrawan Kumar [Ku] .
Proposition. For r = 1, 2, let g r be a finite-dimensional Lie algebra and assume that U r , V r are finite dimensional g r -modules. For all m ≥ 0 we have
3. The category I A 3.1. Let I A be the category whose objects are modules for g ⊗ A which are locally finitedimensional g-modules and morphisms
Clearly I A is an abelian category and is closed under tensor products. We shall use the following elementary result often without mention in the rest of the paper.
as a right g-module via right multiplication and given a left g-
Then P A (V ) is a left g ⊗ A-module by left multiplication and we have an isomorphism of vector spaces
) is generated as a U(g ⊗ A)-module by the element p λ = 1 ⊗ v λ with defining relations
Proof. For x ∈ g, we have
Since the adjoint action of g on g ⊗ A (and hence on U(g ⊗ A)) is locally finite, it is immediate that P A (V ) ∈ I A . The proof that it is projective is standard. It is clear that the element p λ ∈ P A (V (λ)) satisfies the relations in (3.2) and the fact that they are the defining relations follows by using the isomorphism in (3.1).
A be the full subcategory of objects V ∈ I A such that V = V ν . It follows from the theory of finite-dimensional representations of simple Lie algebras that
The following is immediate.
and let w λ be the image of p λ in W A (λ). The following proposition is essentially an immediate consequence of Proposition 3.2 and gives an alternative definition of W A (λ) via generators and relations. In fact this was the original definition given in [CP2] when A is the ring of Laurent polynomials and later generalized in [FL] .
Proposition. For λ ∈ P + , the module W A (λ) is generated by w λ with defining relations:
Proof. Since wt W A (λ) ⊂ λ − Q + it follows that (n + ⊗ A)w λ = 0. The other relations are clear since they are already satisfied by p λ . To see that these are all the relations, let W ′ A (λ) be the module generated by an element w λ with the relations in (3.5). By Proposition 3.2 we see that
Clearly Ann h⊗A (w λ ) is an ideal in U(h ⊗ A) and we denote by A λ the quotient of U(h ⊗ A) by the ideal Ann h⊗A (w λ ).
3.4.
Regard W A (λ) as a right module for h ⊗ A as follows:
To see that this map is well defined, one must prove that:
for all i ∈ I, a ∈ A and h, h ′ ∈ h. The first two are obvious. The third follows from the fact that
For all µ ∈ P , the subspaces W A (λ) µ are h ⊗ A-submodules for both the left and right actions and
Moreover W A (λ) λ is a A λ -bimodule and we have an isomorphism of bimodules,
Let mod A λ be the category of left A λ -modules. Let W λ A : mod A λ → I λ A be the right exact functor given by
A M is also locally finite and so W λ A M ∈ Ob I λ A . The preceding discussion also shows that
Lemma. For all λ ∈ P + and V ∈ I λ A we have
Proof. By Lemma 3.1 and Proposition 3.3 we see that given v ∈ V λ there exists a morphism
As a consequence of the Lemma we see that the left action of U(h ⊗ A) on V λ induces a left action of A λ on V λ and we denote the resulting A λ -module by
and hence an isomorphism of functors id
3.6.
Proposition. Let λ ∈ P + and V ∈ I λ A . There exists a canonical map of g ⊗ A-modules
is a natural transformation of functors and
To see that this map factors through to a map η V :
To check that R λ A is right adjoint to W λ A we must prove that there exists a natural isomorphism of abelian groups
for all M ∈ mod A λ and V ∈ I λ A , such that the the following diagram commutes for all
hence τ is an isomorphism. The fact that the diagram commutes is straightforward.
The following is a standard consequence of properties of adjoint functors.
Corollary. The functor W λ
A maps projective objects to projective objects.
The next result gives a categorical definition of
be a right exact sequence of modules in mod A λ , with P 0 , P 1 projective and consider the corresponding right exact sequence
A and U λ = 0. By Corollary 3.6 we see that W λ A P 0 is projective and it now follows by applying
It follows from (3.6) that
and hence U = 0 and the proof is complete.
Corollary. The functor W λ
A is exact iff for all U ∈ I λ A with U λ = 0, we have
Proof. Assume that (3.7) is satisfied. Let 0 → M ′′ → M → M ′ → 0 be a short exact sequence of modules in mod A λ and consider the induced short exact sequence
Apply Hom(−, U ) to the preceding short exact sequence and using Theorem 3.7 and (3.7) we find that
Applying the functor R λ A and using the fact that R λ A W λ A is naturally isomorphic to the identity functor, we see that if V is the kernel of
For the converse, suppose that W λ A is exact. Let M ∈ Ob mod A λ and let P ∈ Ob mod A λ be projective such that we have an exact sequence 0 → M ′ → P → M → 0. This gives us
A , U λ = 0 and recalling that W λ A P is projective in I λ A we get a piece of the long exact sequence 4.1. We begin by proving that the construction of W A (λ) is functorial in A. Assume that B is a commutative associative algebra and let f : A → B be a homomorphism of algebras. Then (1 ⊗ f ) : g ⊗ A → g ⊗ B is a homomorphism of Lie algebras and given any g ⊗ B-module V we can regard it as a g ⊗ A-module via f and we denote this module by f * V .
Proposition. Let λ ∈ P + and let f : A → B be a homomorphism of associative algebras. Then f induces a canonical homomorphism f λ : A λ → B λ of associative algebras and a canonical map of (g ⊗ A,
and it follows immediately from Proposition 3.3 that there is a well-defined map of left g ⊗ Amodules
Since (1 ⊗ f ) maps h ⊗ A to h ⊗ B this is also a map of right U(h ⊗ A)-modules. The proof of the proposition is complete if we prove that
But this is clear since
Let A, B and f : A → B be as in the proposition and given M ∈ mod B λ , let f * λ M ∈ mod A λ be the corresponding A λ -module.
Corollary. There exists a natural morphism of
which is surjective if f is surjective. In particular we have a morphism of g ⊗ A-modules
which is surjective if f is surjective.
Proof. It is clear that there exists a map
Composing with the map of g ⊗ A-modules,
proves the corollary.
4.2.
The next proposition begins an analysis of the behaviour of the modules W A (λ) and the functors W λ A under tensor products. We shall assume from now on that an unadorned ⊗ denotes the tensor product of vector spaces over C.
Proposition. Let λ, µ ∈ P + .
(i) There exists a homomorphism of g ⊗ A-modules
where
we have an induced map of g ⊗ A-modules
Proof. Part (i) is immediate from Proposition 3.3. It follows that
and hence we have an induced map ∆ λ,µ : A λ+µ → A λ ⊗ A µ . The remaining statements in (ii) follow from the co-commutativity and co-associativity of ∆. The right action of A λ on W A (λ) and of A µ on W A (µ) defines a right action of A λ ⊗ A µ on W A (λ) ⊗ W A (µ) in the obvious pointwise way and part (iii) now follows easily. To prove (iv), note that we clearly have a map
Since there exist canonical maps of g ⊗ A-modules
and a map
the result follows.
4.3. Given two commutative associative algebras A and B the direct sum C = A ⊕ B is canonically an associative algebra and let p A (resp. p B ) be the projection onto A (resp. B). By Proposition 4.1 any M ∈ mod A λ (resp. N ∈ mod B µ ) can be regarded as a module for C λ (resp. C µ ) and hence the tensor product M ⊗ N can be viewed as a module for C λ ⊗ C µ . Pulling this module back by ∆ λ,µ we get a C λ+µ -module which by abuse of notation, we shall just denote by M ⊗ N and we shall see that the context is such that no confusion arises from this abuse of notation. The following is immediate from Corollary 4.1 and Proposition 4.2(iv).
Corollary. For M ∈ mod A λ , N ∈ mod B µ , there exists a surjective homomorphism of g ⊗ Cmodules
4.4.
Theorem. Assume that A is a finitely generated algebra.
(i) For all λ ∈ P + , the algebra A λ is finitely generated and W A (λ) is a finitely generated right A λ -module. (ii) If M ∈ mod A λ is a finitely generated (resp. finite-dimensional) then W λ A M is a finitely generated (resp. finite-dimensional) g ⊗ A-module. (iii) Suppose that A and B are finite-dimensional commutative, associative algebras and let λ, µ ∈ P + . For M ∈ mod A λ , N ∈ mod B µ with dim M < ∞ and dim N < ∞ we have,
We prove the theorem in the rest of the section.
4.5.
Let u be an indeterminate and for a ∈ A, α ∈ R + , define a power series p a,α (u) in u with coefficients in U(h ⊗ A) by
For s ∈ Z + , let p s a,α be the coefficient of u s in p a,α (u). The following formula is proved in [G] in the case when A is the polynomial ring C[t] and a = t. Applying the Lie algebra homomorphism
gives the result for g ⊗ A.
Lemma. Let r ∈ Z + . Then,
4.6. Part (i) of the theorem was proved in the case when A is the polynomial ring in one variable in [CP2] . The proof in the general case is very similar, and we only give a brief sketch here. Let a 1 , · · · , a m be a set of generators for A. Using the defining relations of W A (λ) and Lemma 4.5, we see that
for all i ∈ I, 1 ≤ k ≤ m and n i = λ(h i ). Applying x + i ⊗ a, a ∈ A, to both sides of the equation, we get
It is now straightforward to see by using an iteration of this argument that for all i ∈ I, (r 1 , · · · , r m ) ∈ Z m + , we have
in the subalgebra of U(h ⊗ A) generated by the elements of the set
In other words, we have proved that A λ is the quotient of a finitely generated algebra.
Let {β 1 , · · · , β N } be an enumeration of R + and set
Using the PBW theorem, we see that elements of the set,
generate W A (λ) as a right module for A λ . Using Lemma 4.5 and the defining relations for W A (λ) we see that
for all α ∈ R + and n α = λ(h α ). That implies
It is now clear that more generally we have
}. An induction on the length of the monomials in (4.2) identical to the one used in [CP2] now proves that W A (λ) is a finitely generated A λ -module. Part (ii) of the theorem is now immediate by using (3.4).
4.7.
To prove (iii), we begin with the following refinement of Theorem 3.7.
Proposition. (i) Let λ, ν ∈ P + be such that λ ν and ν λ. Let U ∈ I ν A be irreducible and assume that U ν = 0. Then
for all U ∈ Ob I λ A with dim U < ∞ and U λ = 0.
Proof. For (i), observe that since U is irreducible any non-zero morphism η :
is a short exact sequence of objects in I A . Then
and since λ ν we see that (
To prove that the sequence splits, it suffices to prove that
Otherwise since U is irreducible we would have U ∩ V ′ = U which would imply that ν ∈ wt V ′ contradicting ν λ.
A simple induction on the length of U shows that it suffices to to prove that W λ A V λ ∼ = V if (4.3) holds for all irreducible modules U ∈ Ob I λ A with U λ = 0. As in the proof of Theorem 3.7 we have V = U(g ⊗ A)V λ and hence a short exact sequence 
To prove that it is an isomorphism it suffices by Proposition 4.7(ii) to prove that
for all irreducible U ∈ Ob I λ+µ A⊕B with U λ+µ = 0. By Proposition 2.4 we may write such a module as a tensor product,
where U A and U B are irreducible. Let ν A (resp. ν B ) be the highest weight of U A (resp. U B ) and
and U are all finite-dimensional modules for finite-dimensional Lie algebras, we have for m = 0, 1,
By Proposition 2.5 it suffices to prove that either
If U A ∈ Ob I λ A or U B ∈ Ob I ν B then (4.4) follows from Proposition 4.7(ii). Otherwise we have ν A λ, ν B µ.
Since ν A +ν B < λ+µ, it follows now that λ ν A and now (4.4) follows from Proposition 4.7(i).
Further results on tensor products
Throughout this section, we assume that A is finitely generated.
Let irr mod
A λ be the set of irreducible representations of A λ . Since A λ is a commutative finitely generated algebra it follows that if M ∈ irr mod A λ then dim M = 1. By Theorem 4.4 we see that 
The next result shows that any irreducible module in
Lemma. Let λ ∈ P + and assume that V ∈ I λ A is irreducible. There exists
In particular, V is the unique irreducible quotient of
Proof. Since V ∈ I λ A , it follows that there exists µ ∈ λ − Q + with
It is immediate from Proposition 3.6 that V is a quotient of
µ is a proper submodule of V which is a contradicton. Hence R µ A V is an irreducible A µ -module which implies that dim V µ = 1. Theorem 4.4 now implies that dim W µ A R µ A V < ∞ and hence dim V < ∞. The proof that V is the unique irreducible quotient of
The final statement of the lemma is now trivial.
The main result of this section is the following.
Theorem. Let λ, µ ∈ P + and let M, N be irreducible modules for A λ and A µ respectively and assume that
5.4. To prove (5.2) recall that M ⊗ N is an irreducible A λ ⊗ A µ -module with the action being pointwise and hence also an irreducible A λ+µ -module (via ∆ λ,µ ). By Lemma 5.2 we see that it suffices to prove that 5.5. We need several results to prove (5.3). Theorem 4.4 and Lemma 2.2 imply that given λ ∈ P + and M ∈ mod A λ with dim M < ∞, there exists an ideal of finite codimension K λ M in A which is maximal with the property that
, is a short exact sequence of modules in A λ then since the functor W λ M is right exact, we see that
Proof. By Corollary 4.1 and the discussion preceding the statement of the Lemma we see that we have a surjective map of g ⊗ A-modules
On the other hand by Proposition 3.6 we have a map of g ⊗ B-modules
and hence (5.5) is proved.
5.6.
Proposition. Let λ ∈ P + and M ∈ mod A λ be finite-dimensional. We have
Proof. It suffices by (5.4) to consider the case when M is irreducible. Using Lemma 4.5 we see as in the proof of Theorem 4.4 that
If a ∈K λ M then (h ⊗ a)(w λ ⊗ m) = 0 and since p s a,θ is in the subalgebra generated by the elements {h θ ⊗ a p : p ∈ Z + , p > 0} with constant term zero, we see that p s a,θ (w λ ⊗ m) = 0 for all s > 0. This implies that (
Since g is generated by x − θ as a g-module the result follows.
5.7.
By part (i) of the theorem and Proposition 5.6, we may choose r ≥ 1 so that
By Theorem 4.4(ii), we have an isomorphism of g ⊗ A/C-modules
Lemma 5.5 now proves that we have isomorphisms of g ⊗ A-modules,
and (5.3) is proved.
5.8. The statement of (5.3) can be strengthened as follows by using Proposition 5.6.
Corollary. Let M ∈ mod A λ and N ∈ mod A µ be finite-dimensional and assume that
6. The algebra A λ
We continue to assume that A is a finitely generated commutative associative algebra over C. Denote by max A the set of maximal ideals of A and let J(A) be the Jacobson radical of A. In this section we shall identify the max spectrum of A λ and if J(A) = 0 we shall also identify the algebra A λ . As a consequence we also obtain a classification of the irreducible finite dimensional modules in I A λ . Special cases of this classification were proved earlier in [L] and [R] in the case when A is the polynomial ring in k variables.
6.1. For r ∈ Z + the symmetric group S r acts naturally on A ⊗r and max(A) ×r and we let (A ⊗r ) Sr be the corresponding ring of invariants and max(A) ×r /S r the set of orbits. If r = r 1 + · · · + r n , then we regard S r 1 × · · · × S rn as a subgroup of S r in the canonical way, i.e S r 1 permutes the first r 1 letters, S r 2 the next r 2 letters and so on. Given λ = i∈I r i ω i ∈ P + , set
The algebra A λ is clearly finitely generated. For M ∈ max (A λ ), let ev M : A λ → C be the corresponding algebra homomorphism. We shall prove the following in the rest of the section.
Theorem. (i) There exists a canonical bijection
(ii) Assume that J(A) = 0 and let λ ∈ P + . There exists an isomorphism of algebras
6.2. Let Ξ be the monoid of finitely supported functions ξ : max(A) → P + , where for ξ, ξ ′ ∈ Ξ and S ∈ max A, we define
Clearly wt : Ξ → P + is a morphism of monoids and we set Ξ λ = {ξ ∈ Ξ : wt ξ = λ}.
Given ξ ∈ Ξ λ , let
Then g ξ is a finite-dimensional semi-simple Lie algebra and V ξ is an irreducible finitedimensional representation of g ξ and hence of g ⊗ A with action given by
where S 1 , · · · , S r is an enumeration of supp ξ. Set M ξ = R λ A V ξ . By Lemma 5.2 we see that V ξ is the unique irreducible quotient of W λ A M ξ and hence
Let λ ∈ P + and M ∈ irr mod A λ . Since A/K λ M is a finite-dimensional semi-simple algebra we know thatK
r ∈ Z + , where S 1 , · · · , S r are (uniquely defined up to permutation) maximal ideals in A. Moreover V λ A M is a representation for the semi-simple Lie algebra g M = ⊕ r k=1 g ⊗ A/S i . So there exist unique elements µ 1 , · · · , µ r ∈ P + such that 
Corollary. Let λ ∈ P + . Then
Proof. Let u ∈ U(h ⊗ A) and assume that uw λ = 0. Since V ξ is a quotient of W A (λ) it follows that u(V ξ ) λ = 0. On the other hand it is clear from the definition of
and the corollary follows.
6.3. The set Ξ λ also parametrizes the set max A λ as follows. Let M ∈ max(A λ ) be the orbit of an element (
It is easily seen that the assignment M → ξ(M) is well-defined bijection of sets max(A λ ) → Ξ λ and part (i) of the Theorem is established.
6.4. The algebra A λ is generated by elements of the form
It is clear that the assignment
Lemma. We have (6.6) and henceτ λ induces a surjective homomorphism of algebras τ λ :
Proof. The first equality in (6.6) is trivial since J(A λ ) = 0 if J(A) = 0. The second equality is immediate from (6.5) and the fact that M → ξ(M) is bijective. The final statement of the Lemma is immediate from Corollary 6.2.
6.5. It remains to prove that τ λ is injective. To do this we adapt an argument in [FL] . Thus, we identify a natural spanning set of A λ and prove that its image in A λ is a basis. Fix an ordered countable basis {a r : r ∈ Z + } of A with a 0 = 1 and a r ∈ A + for r ≥ 1.
Lemma. The elements
Proof. It is clearly enough to prove that for each i ∈ I and elements 1
where H is in the span of elements of the form r s=1 (h i ⊗ a p js ) with r < ℓ, the Lemma follows by a simple induction on ℓ.
6.6. As a result of the Lemma we see that A λ is spanned by the image of the set
The proof that τ λ is injective follows if we prove that the set
is linearly independent in A λ . Since the tensor product of linearly independent sets is linearly independent it is enough to prove the following. Let N ∈ Z + and for
Lemma. The elements
and let p : A ⊗N → U be the canonical projection. The projection onto U of the elements in (6.7) are
and these are clearly linearly independent in U and the Lemma is proved.
The fundamental Weyl modules
We use the notation of the previous sections freely. Throughout this section we shall assume that A is finitely generated. Theorem 6.1(i) applies and we have bijections max(A λ ) → Ξ λ → max(A λ ). Recall that max A λ is the set of orbits of the group S λ acting on (max A) ⊗r λ . The orbits of maximal size (i.e those coming from an element of (max A) ⊗r λ with trivial stabilizer under the S λ action) correspond under this bijection to the subset
of Ξ. The group S r λ also acts on (max A) ⊗r λ by permutations and the orbits of this action can be naturally identified with a subset of max A λ . The orbit of points with trivial stabilizer under the S r λ action corresponds further to the subset
In this section we shall analyze the modules W λ A M ξ , ξ ∈ 1 Ξ ns λ when g is an algebra of classical type. By Theorem 5.3 we see that
This means that if ξ ∈ 1 Ξ ns λ , it is enough to analyze the modules W
7.1. Assume from now on that g is of type A n , B n , C n or D n . Assume also that the nodes of the Dynkin diagram of g are numbered as in [B] . Define a subset J 0 of I as follows:
Given m, k ∈ Z + , let c(m) be the dimension of the space of polynomials of degree m in k-variables, i.e c(m) = #{s = (
For S ∈ max A and i ∈ I let ξ i S ∈ Ξ ω i be given by requiring supp ξ = S. Theorem. Assume that S ∈ max A and that dim S/S 2 = k. We have an isomorphism of g-modules,
Remark. The theorem was proved when A is the polynomial ring in one variable in [C2] , [CM] .
7.2.
Before proving the theorem, we note the following. Let dim λ : Proof. Since A is smooth and irreducible, it follows that dim S/S 2 is independent of S and hence by Theorem 7.1 we see that the corollary is true for ω i . The general case now follows from (7.1).
Remark. In the special case when A = C[t] the function dim λ is constant on Ξ λ . This was conjectured in [CP2] and proved there for sl 2 . It was later proved in [CL] for sl r+1 , in [FoL] for algebras of type A, D, E. The general case can be deduced by passing to the quantum group situation and using results in [K] , [BN] . No self-contained algebraic proof of this fact has been given for the non-simply laced algebras.
However, it is not true that if A is an arbitrary smooth irreducible variety, then dim λ is constant on Ξ ns λ . As an example take g = sl 3 , A = C[t 1 , t 2 ] and consider λ = ω 1 + ω 2 . Let S, S ′ be the maximal ideals in A corresponding to distinct points (z 1 , z 2 , ) and
, and hence is nine-dimensional.
On the other hand the following argument proves that W λ A (M ′ ξ ) is at least 10-dimensional. Recall that V (ω 1 + ω 2 ) ∼ = g g ad where g ad is the adjoint representation of g and hence has dimension eight. Let < , > be the Killing form of g. A relatively straightforward check shows that if we set W = g ad ⊕ C ⊕ C and define an action of g ⊗ A on W by (x ⊗ f )(y, z, z ′ ) = (f (z It is a simple matter to check that Using (7.5) we see that a straightforward induction on ht α proves the lemma.
7.4. We now prove by using Lemma 5.5 and Lemma 7.3 that it suffices to prove Theorem 7.1 in the case when A is the polynomial ring in finitely many variables. For this, suppose that B is a finitely generated algebra and let S B a maximal ideal in B. Let t 1 , . . . , t k ∈ S be such that the images of these elements form a basis of S B /S 2 B . Let A = C[x 1 , . . . , x k ], and define an algebra homomorphism A −→ B by extending the assignment x i → t i . Let S A be the ideal in A generated by x 1 , · · · , x k . Clearly S A maps to S B and we have a homomorphism of algebras φ : A/S 2 A → B/S 2 B . Moreover, since t 1 , · · · , t k are linearly independent in S B /S 2 B it follows that φ is injective. , where the first and last isomorphisms follow from Lemma 5.5 and the isomorphism in the middle is induced by φ.
7.5. From now on we shall assume that A = C[t 1 , . . . , t k ] is the polynomial ring in k variables. Moreover since the theorem is proved for k = 1 in [C2] , [CM] , we shall assume that k > 1. In addition we may assume that S is the maximal ideal generated by t 1 , · · · , t k . There is no loss of generality in doing this for the following reason. Suppose that S ′ is another maximal ideal corresponding to the point z = (z 1 , · · · , , z k ) ∈ C k . Consider the automorphism of φ z : g ⊗ A → g ⊗ A given by x ⊗ t r → x ⊗ (t r − z r ), x ∈ g, 1 ≤ r ≤ k. It is not hard to check that W
7.6. Let A + be the subspace of polynomials with constant term zero. Since g ⊗ A + is an ideal in g ⊗ A, to prove (7.2) it suffices to show that for all α ∈ R + and a ∈ A + , (x 7.7. The rest of the section is devoted to proving (7.3) and hence we may and will assume that g is of type B n or D n . For j ∈ I, j ≥ 2, set ω j − ω j−2 = θ j . Then one checks easily [H] θ j ∈ R + , θ j−2 − θ j = α j−3 + 2α j−2 + α j−1 , θ j − α r ∈ R + ⇐⇒ r = j.
where we understand that α −1 = 0.
Proposition. Let i ∈ I, 1 ≤ ℓ, m ≤ k, and set v ℓ = (x
In particular, the g ⊗ A-submodule of W Since S is maximal, (7.7) follows if we prove that 
