In this paper we present a molecular dynamics calculation of the Frank elastic constants of a nematic liquid crystal. We study two well-known variants of the Gay-Berne potential, and determine the elastic constants by measuring orientational fluctuations as a function of wavevector, using reasonably large system sizes in the range 1000-8000 molecules. For some of the simulations, a set of Lagrangian constraints was applied in order to keep the director fixed along one of the box axes, facilitating the measurement of fluctuations in components of the reciprocal-space order tensorQ (k) in the director frame.
Introduction
In a nematic liquid crystal, the distribution of molecular positions is translationally invariant but the orientational distribution shows preferential alignment along the director. Deviations from uniform alignment occur principally through the existence of defects (for example, the disclination lines or threads which give the phase its name) and through the equilibrium, temperature-driven fluctuations which are resisted by elastic restoring forces.
The continuum elastic theory of director fluctuations is based on Frank's expression [1] for the free energy increase, ∆F , as a function of gradients of the director field:
The parameters K 1 , K 2 and K 3 in Eq.
(1) are the splay, twist and bend Frank elastic constants respectively, and the associated squared terms represent the corresponding deformations of the director field n(r). As well as determining the relaxation of long-wavelength director field inhomogeneities, the Frank constants influence the shapes of disclination defects [1] , play a role in nematodynamic flow [2] , and determine the extent to which liquid crystals transmit torques and respond to applied fields [3, 4] . Since the last two of these are the main properties exploited in liquid crystal displays and switching devices, it is important to be able to relate them to the properties of the constituent molecules. There is also intrinsic interest in studying these quantities in the vicinity of the nematic-isotropic and nematic-smectic phase transitions. Various experimental techniques have been developed to determine the Frank constants. Observation of the Freedericksz transition [5] , in which a sample is subjected to competing bulk and surface-aligning fields, and a phase transition observed to occur at a critical field, together with a continuum elastic theory [6, 7] , is one well-known route. Such experiments may be combined with the measurement of various optical [8] [9] [10] and other [10, 11] properties. Quasielastic Rayleigh scattering in the presence of fluctuation-quenching fields [12] is another route, and the twist constant K 2 has been obtained by direct torque measurements [13] .
Computer simulation provides a method of calculating the Frank constants for simplified molecular models, and hence of shedding some light on the basic relationship with molecular structure. However, because the Frank free energy is only valid for slowly-varying director fields (i.e. for long wavelength perturbations) it is necessary to use reasonably large sample sizes: almost all practicable methods for estimating K 1 -K 3 rely on extrapolating to low wavevector.
An extensive study of the elementary Lebwohl-Lasher spin model [14] , using systems of over 32000 particles, compared various techniques for calculating Frank elastic constants: studying a kind of Freedericsz transition in close analogy with the experimental method; perturbing the system with an orienting field which varies sinusoidally in space with a specified wavenumber, and measuring the response; and finally, studying the wavelength dependence of equilibrium, thermally excited, orientational fluctuations. The conclusions of this study were as follows. Firstly, the perturbed-system and fluctuation results agreed, with latter method being generally more cost-effective, by virtue of giving information for a large number of wavevectors at once. The Freedericksz transition results were consistent with the other methods, but were not sufficiently accurate to be useful as a predictive tool: the associated elastic theory was found not to apply very close to the critical field.
Prior to this, attempts had been made to calculate elastic constants for systems of freely rotating and translating molecules modelled as hard ellipsoids and spherocylinders [15] [16] [17] . In all cases the orientational fluctuation method was used. Typical system sizes were in the range 125 ≤ N ≤ 600. Clearly, far fewer low values of k are available than for the large systems used in the Lebwohl-Lasher simulations, and this limited the accuracy of the results: probably the estimates of K 1 -K 3 for these systems are reliable to about 15%. Some evidence was obtained that the dependence of orientational fluctuations on system size seemed not to be very serious [18] , but the desirability of extending system sizes from a few hundred molecules to at least a few thousand was clear.
In this paper we carry out such a programme, studying the wellknown Gay-Berne molecular model in two parametrizations, for which state points in the nematic liquid crystal phase are well established, and using significantly larger system sizes than previously possible. The details of the molecular model are set out in section 2. We employ the method of studying equilibrium orientational fluctuations as a function of wave-vector k, and we review the theory of this approach in section 3. It is convenient, for the purposes of analysis, to fix the nematic director orientation in the simulation box, and to do this we use a constraint technique described in section 4. The method we use to analyze the orientational fluctuation data is explained in section 5. We present our simulation results in section 6 and draw some conclusions in section 7.
Gay-Berne model
Throughout this paper we consider only axially symmetric molecules, although we note in passing that more general forms of the Gay-Berne potential have been proposed [19, 20] . The potential energy V in our simulations depends on molecular positions r i and orientation vectors e i as follows:
GBc (e i , e j , r ij )
where r ij = r i − r j . v GBc is the cut and shifted Gay-Berne potential
where r ij = |r ij | is the centre-centre separation, r c is the spherical cutoff distance, and r c ij = r c r ij /r ij . The form of the Gay-Berne potential is [21] v GB (e i , e j , r ij ) = 4ε(e i , e j ,r ij )
The distance function σ depends on the relative orientations of the molecules and the unit vectorr ij = r ij /r ij :
σ (e i , e j ,r ij ) = σ s 1 − χ 2 (e i ·r ij + e j ·r ij ) 2 1 + χe i · e j + (e i ·r ij − e j ·r ij ) 2 1 − χe i · e j −1/2 (5) with shape anisotropy parameter χ = (κ 2 − 1)/(κ 2 + 1); κ = σ e /σ s , σ s is the side-by-side diameter and σ e the end-to-end diameter. The welldepth function is ε(e i , e j ,r ij ) = ε s ε ′ (e i , e j ,r ij )
with well-depth anisotropy parameters χ ′ = (κ ′ 1/µ − 1)/(κ ′ 1/µ + 1); κ ′ = ε s /ε e . The two quantities ε s and ε e are respectively the side-by-side and end-to-end well depths. The exponents µ and ν define different variants of the potential, and several of these have now been investigated. The simulations reported in this paper are for state points in the nematic phases of two different choices of the above parameters. As originally proposed [21] , the potential parameters are κ = 3, κ ′ = 5, µ = 2, ν = 1. This system has been studied by various groups [22, 23] ; the phase diagram as a function of temperature and density has been determined [24] [25] [26] [27] , and the potential seems to give rise to isotropic, nematic and smectic B liquid crystal phases, as well as vapour and, presumably, solid phase(s) of unknown extent. Zannoni and co-workers [28] have studied the system κ = 3, κ ′ = 5, µ = 1, ν = 3. This gives rise to isotropic, nematic and smectic phases, and it seems that the nematic range is wider than in the case of some other models.
Theoretical background
We define the ordering tensor in reciprocal space, in terms of the orientation vectors e i = (e ix , e iy , e iz ) of each molecule i (again, for simplicity we consider only uniaxial molecules):
Here δ αβ is the Kronecker delta and α, β = x, y, z. This is the Fourier transform of the real-space orientation density
In an unperturbed system the orientation density is independent of position:
The order parameter P 2 is the highest eigenvalue of Q , and the director n is the corresponding eigenvector, as discussed by Zannoni [29] . P 2 = P 2 (cos θ i ) is the average of the second Legendre polynomial of the cosine of the angle between e i and n. We may define an axis system 1, 2, 3, in which Q is diagonal with n = (0, 0, 1) and
provided the phase is genuinely uniaxial. In all of these expressions, angle brackets . . . and the overline both indicate equilibrium ensemble averages.
Static orientational fluctuations are described in terms ofQ , expressed in this coordinate system [30] :
where the wave-vector k = (k 1 , 0, k 3 ) is chosen in the 13 plane. Just as the elastic constants are defined for long-wavelength director fluctuations, so the above equations are valid only in the limit of small k. In practical applications, it is necessary to extrapolate to k = 0. To extract the elastic constants from these expressions, one may fit
as k → 0 (11a)
as k → 0 (11b) to functions of k , and extrapolate to k → 0. Clearly, taking the low-k limit is the crucial part of this process, and it is essential to have a large enough simulation box size L to guarantee that
Another expression for the Frank elastic constants [31, 32] involves the direct correlation function C(i, j):
(12) Here again the director n = (0, 0, 1) is chosen to lie in the z-direction. f (e i3 ) ≡ f (cos θ i ) is the single-particle orientational distribution function (θ i being the angle between e i and n) and f ′ is its derivative with respect to its argument. The direct correlation function C(i, j) = C(r ij , e i , e j ) is of fundamental importance in liquid state theory, and can be written as a functional derivative of the free energy, but it cannot be measured directly by experiment or in simulation. However, the equation above does emphasize that, in measuring the K 1 -K 3 we are learning something about C(i, j). Note that these expressions are exactly equivalent to the fluctuation expressions given earlier; see, for example, the work of Somoza and Tarazona [33] . Recently, it has proved possible to extract C(i, j) from simulation results by inverting the defining Ornstein-Zernike relation [34] and an attempt has been made to calculate Frank constants via this route [35, 36] (we return to this later). The potential advantages of this approach are that extrapolation to low k is not required, and indeed, in principle, the relevant quantities can be measured by determining relatively short-range correlation functions.
Although not an objective of this work, it is of interest to compare elastic constants determined in simulations with theoretical predictions, some inspired by the work of Onsager [37] , and applied to systems of hard rods, spherocylinders, or ellipsoids [17, 31, [38] [39] [40] [41] [42] [43] , and some directed at soft-particle or attractive interactions [40, 44, 45] . Many of these approaches, implicitly or overtly, are based on density-functional theory which begins with an ansatz for C(i, j). From the comparisons made to date [17] density-functional theories agree better with each other than with simulation results for K 1 -K 3 , while reproducing the transition density and order-parameter variation quite well. This suggests that the predicted elastic constants are very sensitive to small errors in C(i, j).
Simulation methods
In this section we describe those aspects of our simulations that are not completely standard. These are the algorithm used to constrain the director, and the techniques used to carry out molecular dynamics efficiently on parallel-architecture computers.
If left unconstrained, the system director will slowly reorient under the influence of thermal fluctuations. The set of wavevectors for whicĥ Q (k) can be measured is fixed within the periodic simulation box frame, which we assume here to be cuboidal:
where n x , n y and n z are integers and L x , L y and L z are the box lengths. Therefore, in the director-based 123 frame, the components of k = (k 1 , 0, k 3 ) will vary through a simulation run. To prevent this, it is convenient to fix the director by using Lagrangian constraints, and make it a constant of the motion. This approach has been used by Sarman and Evans [46] in studying transport coefficients of Gay-Berne-like systems. The effect of such a constraint on the properties of interest will be small, because the director is a quasi-conserved variable already (a Goldstone mode). Applying such a constraint allows us to measure the functions
on a fixed grid in k-space, simplifying the analysis, and allowing us to compare the fitted surfaces with the measured data points in a clear fashion. We emphasize that it is not necessary to use the director constraint method, and indeed many of our results are obtained from unconstrained runs, with the analysis performed in a way that takes account of director motion. We compare the two methods below.
We adopt the usual Lagrangian constraints formalism [47] [48] [49] . Taking the positions r i and axis vectors e i as generalised coordinates we write the Lagrangian as
Keeping the director fixed is equivalent to requiring that two components of the order tensor vanish; for instance if we wish the director to lie along z, then the constraint conditions are Q xz = Q yz = 0, or
e ix e iz = 0
e iy e iz = 0 .
In addition, we constrain the orientation vectors to unit length: |e i | 2 = 1. These conditions become constraints on the time derivatives 
Next, the new midstep velocities are used to advance the positions from t to t + δt :
The equations of motion for the orientations, including terms for constraint forces, are
where G i = −∂V /∂e i . The Lagrange multipliers ξ (α) , α = 1, 2 correspond to the two constrained order tensor components and the κ i correspond to the length constraints. At each timestep, we calculate the G i , a
i , a 
and let
i · e i .
To find the Lagrange multipliers, we advance the velocities by half a timestep and solve the constraint equations at time t. The time t velocities are given by
and
where
and the 2 × 2 matrix M has elements
Once λ i and the ξ (α) have been calculated, the new midstep velocities are obtained :
The orientations are then advanced in the usual way:
With this dynamics, the total energy is well conserved, typically changing by less than 0.07% over a 100,000 step run, and the director is constrained to within 2×10 −4 radians of the desired direction over the course of the entire set of runs.
We have noted occasionally an instability in the behaviour of the system in that the director field spontaneously splits into two differentlyoriented domains, while the overall order tensor continues to obey the constraint condition. This has only happened twice in runs totalling over a million timesteps and needs further study. The results obtained in this paper correspond to runs in which a monodomain is stable throughout.
Finally in this section, we mention the parallel algorithms that we have used to simulate some of the larger systems studied in this work. Some preliminary simulations using elongated periodic boxes (1:1:2 and 1:1:4) were carried out on a 1024-processor DAP computer using the Brode-Ahlrichs method to calculate the forces [50] . Advantage was taken of the relatively short interaction range by sorting the particles in the z-direction, so that it was only necessary to examine pairs whose zcoordinates were within the potential cutoff [51] . All the simulations with κ = 3, κ ′ = 5, µ = 1, ν = 3, using 8000 particles in cubic periodic boundary conditions, were carried out on 64 processors of a Cray T3D, by means of a domain-decomposition technique. Each processor handled a large cubic domain, which was subdivided into smaller cubes, each of side larger than the potential cutoff. Coordinates of particles near the boundaries of regions were transferred to the neighbouring regions by a message-passing algorithm, and then a linked-list method [52] was used to handle interactions within each region. Full details are given elsewhere [53] . Lastly, most of the results for κ = 3, κ ′ = 5, µ = 2, ν = 1, in cuboidal boxes of shape 1:1:2 and 1:1:4, were obtained using a serial code running on a Silicon Graphics Power Challenge. A simple Verlet neighbour list [52] was used, and extra efficiency was gained in the elongated boxes by using a one-dimensional link-cell structure of slices resolved in the z direction.
Data analysis
The data analysis consists of three parts. First, the instantaneous order tensor components are calculated in Fourier space for a set of wavevectors consistent with the periodic boundary conditions in the box-fixed xyz coordinate system. Secondly, these quantities are transformed to the 123 frame to obtain |Q 13 | 2 and |Q 23 | 2 as functions of k In the runs with n constrained, the transformation to the 123 frame is fixed throughout the simulation. In this case, we calculated the relevant symmetry components |Q 13 | 2 and |Q 23 | 2 during the course of each run, at intervals of 20 timesteps, and accumulated block averages over sub-runs of 1000 steps. Fluctuations on the block averages were used to estimate the errors on |Q αβ (k)| 2 . In all cases the simulation box was cuboidal, with L z > L x = L y , and the wavevectors k considered were given by eqn (13) with n x and n y ranging from 0 . . . 6 and n z from 0 . . . 12.
For the unconstrained runs, calculation of the relevant symmetry components of the order tensor fluctuations is more awkward: the slow variation in n over time means that the set of {k 1 , k 3 } for whichQ 13 
) can be calculated, change from one configuration to the next. In order to obtain results with estimated errors ready for fitting, we calculated all six distinct components ofQ for k given by eqn (13) with n x , n y , n z = 0 . . . 7, for every stored configuration, and separately transformed the order tensor for each configuration and wavevector into the instantaneous 123 frame, thus building up histograms of |Q 13 | 2 and |Q 23 | 2 and their fluctuations on a rectangular grid of k To calculate the errors in the mean for each histogram bin, it was necessary to estimate the statistical inefficiency S, namely the ratio of the correlation time for these quantities to the sampling interval. S is not the same for all values of k: it is greatest for low k, reflecting correlation times as long as 20000 timesteps in some cases, but is much smaller for high k. Estimating S separately for every bin was not possible, because the director variation caused some bins to hold relatively few counts in particular sub-runs, but we found that S could be reasonably well represented by a smooth function of the form
We fitted the parameters a, b and c, using data from bins which were well sampled. Then for all bins, a value of S interpolated from the above formula, together with the measured mean-squared fluctuation in the counts for the bin, could be used to estimate the error. As an overall check, we found that results from two independent sets of runs could be made consistent within the errors calculated in this way, over the entire range of k values for which data is available.
A useful check on |Q 13 (k)| 2 and |Q 23 (k)| 2 is that in the k → ∞ limit both must approach a constant value, which may be expressed in terms of Legendre moments of the one-particle orientational distribution function:
. (29) 6 Results
Reduced units in our simulations are defined by taking the potential parameters ε s and σ s , and the molecular mass m and moment of inertia I, all equal to unity. In these units, a simulation timestep of δt = 0.0015 was used for all the runs with µ = 2, ν = 1 [21] , and δt = 0.004 for the Table 1 Simulation details for calculation of elastic constants. ρ and T are the reduced density and temperature; N is the number of particles. The next column gives the relative x : y : z dimensions of the simulation box. The last three columns are the total number of simulation timesteps with director constraint along x, along z, and unconstrained respectively. runs with µ = 1, ν = 3 [28] . These values were found to give good energy conservation for all the state points considered. Table 1 shows other relevant parameters of each set of simulations, and table 2 summarises the simulation results for each state point. We report the order parameter, calculated elastic constants K 1 -K 3 , and infinitewavevector limit W ∞ . The state points for the µ = 2, ν = 1 system were chosen to examine the effects of varying the state point while keeping the order parameter approximately the same. All these state points lie within the nematic region of the phase diagram [27] ; it was checked that even at the highest density, the structure factor showed no strong peaks parallel to the director, which would indicate smectic ordering. As the temperature and density are both increased, the effect of the attractive part of the potential diminishes, so these results may shed some light on the role of attractive forces in determining the values of the elastic constants. For these state points, we carried out separate sequences of runs with the director constrained along the long axis (z) of the simulation box, along one of the short axes (x) of the box, and with no director constraint applied. The two state points for the µ = 1, ν = 3 system are reasonably close to the isotropic-nematic transition temperature for this system (which we estimate as lying between T = 3.45 and T = 3.50 for this system size, slightly below the estimate of Ref. [28] , which was for a smaller system). For these runs, no director constraints were used. Table 2 Simulation results. ρ and T are the reduced density and temperature. K 1 , K 2 , K 3 are the Frank elastic constants; the {K 1 , K 3 } pair come from the W 13 surface fits the {K 2 , K 3 } pair come from the W 23 surface fits. P 2 is the order parameter averaged over all runs; W ∞ is the large-k limit defined in eqn (29) . Estimated statistical errors in the final digit(s) are given in parentheses. (3) 4.70(7) 0.38 3.00 3.55 (14) 13.5(1) 2.53 (12) , for the system with µ = 2, ν = 1, at the four state points given in tables 1 and 2. We show the fitted surfaces used to estimate the elastic constants for all four cases (increasing (ρ, T ), bottom to top) and our data points with estimated errors for the highest values (ρ, T ) = (0.38, 3.00). , for the system with µ = 2, ν = 1, at the four state points given in tables 1 and 2. We show the fitted surfaces used to estimate the elastic constants for all four cases (increasing (ρ, T ), bottom to top) and our data points with estimated errors for the highest values (ρ, T ) = (0.38, 3.00).
The functions W 13 (k 1 , k 3 ) and W 23 (k 1 , k 3 ) , defined in equations (11a), (11b), are shown in Figures 1 and 2 for the four µ = 2, ν = 1 state points studied. We can see a significant increase in magnitude of these functions at higher densities, corresponding to larger values of K 1 -K 3 , and steadily developing structure. Nonetheless, reasonable fits to the data can be obtained by the procedure described in section 5, in all cases, without introducing a large number of coefficients. Moreover, in general we found a high degree of consistency between the runs with and without director constraints applied. In addition, the results for K 3 from the fits to the W 13 and W 23 data are consistent with each other.
At the highest density, some systematic differences were observed at high values of k between data obtained from runs with the constraint applied in the x and z directions, and these differences are particularly apparent in figure 1 at high k 1 (corresponding to short-wavelength splay deformations). This appears to be a finite-size effect: the box dimensions for these runs were in the ratios 1:1:4, and constraining the director to be parallel or perpendicular to the long axis appears to have a measurable effect on orientational fluctuations. In fact, we observed a difference of 5% in the nematic order parameter between the two sets of runs, and this may be related to the high-k behaviour. Nonetheless, the W 13 and W 23 surfaces at low k seem to be insensitive to this, and we see no significant effect on our estimates of the elastic constants.
The values of the elastic constants quoted in table 2 are based on the low-order coefficients of the polynomials in k 2 1 , k 2 3 used to fit the full set of data for each state point. The constrained-director runs give us the opportunity to compare slices through the fitted surfaces with measured data points along the k 1 and k 3 axes; we do this in figures 3-5, for the µ = 2, ν = 1, ρ = 0.32, T = 0.90 state point. It can be seen that the quality of the fit is excellent throughout, that different choices of director orientation produce consistent results, and that the two different ways of measuring K 3 (from W 13 and W 23 ) are also consistent. It is also clear from these figures that there is considerably more structure in the kdependence of fluctuations where k lies along the director: there are far fewer k-points lying in the asymptotic low-k regime in figure 5 than in the other cases. This makes estimating K 3 more prone to uncertainty than the other two cases, although the use of both W 13 and W 23 data partially offsets this factor.
For the parametrisation µ = 2, ν = 1, κ = 3, κ ′ = 5, we have studied state points of progressively higher density and temperature, chosen so as to maintain the nematic order parameter of the system at P 2 ≈ 0.7. We observe a systematic increase in K 1 , K 2 and K 3 with increasing density, whilst the variation in their relative magnitudes is less dramatic. In all cases we see that the inequality K 3 > K 1 , K 2 expected for elongated molecules is obeyed, and the values of K 1 and K 2 are quite close to each . The error bars are the MD results for runs with n constrained to lie along (a) the x-axis and (b) the longer z-axis of the box respectively. The full curve shows the corresponding section of the surface W 13 (k 1 , k 3 ), which was fitted to all the data points, and the tangent at the origin is drawn with a gradient equal to the splay elastic constant K 1 calculated from the fitted surface. k 3 ) , which was fitted to all the data points, and the tangent at the origin is drawn with a gradient equal to the twist elastic constant K 2 calculated from the fitted surface. . The error bars are the MD results for runs as follows: (a) W 13 with n constrained to lie along the x-axis; (b) W 13 with n constrained to lie along the z-axis; (c) W 23 with n constrained to lie along the x-axis; (d) W 23 with n constrained to lie along the z-axis. The full curves show the corresponding sections of the appropriate surfaces, which were fitted to all the data points, and the tangent at the origin is drawn with a gradient equal to the bend elastic constant K 3 calculated from the fitted surface. other, with K 1 > K 2 in most cases.
Our estimates of the elastic constants for µ = 2, ν = 1, κ = 3, κ ′ = 5, ρ = 0.33, T = 1.00, may be compared with simulation results at the same state point by Stelzer et al. [35, 36] . From Figures 6 and 9 of Ref. [36] their estimates of the elastic constants seem to be approximately
at this state point, whereas our estimates (table 2) are
.70 ± 0.07, 0.72 ± 0.07, 2.43 ± 0.11} .
There seem to be significant differences between these results, both in terms of the absolute values and the ratios of the elastic constants.
Our results for µ = 2, ν = 1, κ = 3, κ ′ = 5, ρ = 0.35, T = 2.00, may be roughly compared with data reported for systems of hard ellipsoids [15] [16] [17] . In table I of Ref. [17] reduced elastic constants K α C/k B T are reported (where C is the semi-minor axis) for ellipsoids of axial ratio e = 3, at a reduced density ρv 0 = 0.555 where v 0 is the ellipsoid volume. If we approximate v 0 = π κσ 3 s /6 = 1.571, in our units, this corresponds to a density ρ = 0.353, and the closest comparison density in table 2 is ρ = 0.35. The order parameter in the hard ellipsoid simulation is P 2 = 0.7, similar to ours. Setting T = 2.0 and C = 1 2 , the hard ellipsoid elastic constants become, in our units, {K 1 , K 2 , K 3 } = {1.80, 1.64, 6.0}: these values are somewhat higher than ours, {K 1 , K 2 , K 3 } = {1.51, 1.1, 5.0} but the ratios are comparable; we emphasize that there is no good reason to expect the two systems to match closely, because of the difference in interaction potential. If, instead, the softness of our potential function leads us to compare with slightly smaller hard ellipsoids, say 2-3% smaller in linear dimensions, the compensating change in v 0 means that the relevant comparison density in our simulations is the highest one in table 2, namely ρ = 0.38. Setting T = 3.0 we obtain a set of values from the hard particle simulations, {K 1 , K 2 , K 3 } = {2.70, 2.46, 9.0}, to be compared with our {K 1 , K 2 , K 3 } = {3.55, 2.53, 13.25}. Now our values are larger, and the ratios are again comparable.
Conclusions
We have calculated the Frank elastic constants of the Gay-Berne fluid at a number of state points and with two commonly used parametrizations of the potential, by performing molecular dynamics simulations. These results were obtained by examining the behaviour in the long-wavelength limit of fluctuations in appopriate symmetry components of the reciprocal space order tensorQ αβ (k). We have shown that it is possible to obtain the corresponding equilibrium averages very accurately at sufficiently low k, so as to reach the regime in which the Frank expression for the free energy is valid. System sizes of the order of a few thousand molecules are perfectly adequate for this kind of calculation, but simulation run lengths of the order of hundreds of thousands of timesteps are needed, in view of the very long correlation times for long wavelength fluctuations.
In some of our simulations, a set of Lagrangian constraints was added to the equations of motion in order to keep the nematic director fixed; in others no such constraints were applied, so the director wandered slowly away from its initial direction. Constraining the director simplifies the data analysis considerably, and in particular makes it relatively simple to estimate statistical errors on each k-histogram bin. Without the director constraint, it is still possible compute the desired quantities by discretising the data onto a grid of k values, at the expense of complicating the averaging process and the estimation of statistical errors. We have shown that the results from constrained and unconstrained runs are consistent.
Our results compare reasonably well with simulation results for hard ellipsoids. In all cases, the bend elastic constant K 3 is much larger than the other two, while K 1 and K 2 adopt quite similar values to each other. All the elastic constants increase with increasing density at roughly constant order parameter (with the temperature also increasing to ensure this). Any comparison of results for different systems (for example, with and without attractive forces) must take account of the sensitivity of the elastic constants to both density and order parameter, which may complicate comparisons of one state point with another.
Our results do not agree well with those in Refs [35, 36] , which proceed via calculation of the direct correlation function C(i, j). There could be many reasons for this, but clearly much depends on the accuracy with which C(i, j) is obtained by inverting the Ornstein-Zernike equation in the nematic phase. The integrals of eqn (12) include powers of separation r ij that make the result very sensitive to the form of the appropriate components of C(i, j). Our runs are conducted on much larger systems, and are much longer, than those of Refs [35, 36] , but, of course, this does not rule out the possibility of obtaining satisfactory results by the C(i, j) route using smaller systems and shorter runs. These points clearly require further study. the provision of computer hardware. Some of the simulations were carried out on the Cray T3Ds at CINECA, Bologna, Italy, under an Icarus project grant, and at Edinburgh, using software developed under the UK High Performance Computing Initiative. Some of the work made use of a DAP parallel computer provided by the SERC Computational Science Initiative, and of the Intel i860 hypercube at Daresbury Laboratory. Discussions with Claudio Zannoni, Roberto Berardi, Andrew Masters and Doug Cleaver are gratefully acknowledged.
