Abstract Let {X n ; n ≥ 1} be a sequence of independent copies of a real-valued random variable X and set S n = X 1 + · · · + X n , n ≥ 1. This paper is devoted to a refinement of the classical Kolmogorov-Marcinkiewicz-Zygmund strong law of large numbers. We show that for 0 < p < 2, ∞ n=1
1 n |S n | n 1/p < ∞ almost surely if and only if
|EXI{|X| ≤ n}| n < ∞, and ∞ n=1 n min{un,n} P(|X| > t)dt n < ∞, if p = 1 EX = 0 and
where u n = inf t : P(|X| > t) < 1 n , n ≥ 1. Versions of above results in a Banach space setting are also presented. To establish these results, we invoke the remarkable Hoffmann-Jørgensen (1974) inequality to obtain some general results for sums of the form ∞ n=1 a n n i=1 V i (where {V n ; n ≥ 1} is a sequence of independent Banach space valued random variables and a n ≥ 0, n ≥ 1) which may be of independent interest but which we apply to
Introduction and preliminaries
Throughout, let (B, · ) be a real separable Banach space equipped with its Borel σ-algebra B (= the σ-algebra generated by the class of open subsets of B determined by · ) and let {X n ; n ≥ 1} be a sequence of independent copies of a B-valued random variable X defined on a probability space (Ω, F, P). As usual, let S n = n k=1 X k , n ≥ 1 denote their partial sums. If 0 < p < 2 and if X is a real-valued random variable (that is, if B = R), then lim n→∞ S n n 1/p = 0 almost surely (a.s.) if and only if E|X| p < ∞ where EX = 0 whenever p ≥ 1.
This is the celebrated Kolmogorov-Marcinkiewicz-Zygmund strong law of large numbers (SLLN); see Kolmogoroff [8] for p = 1 and Marcinkiewicz and Zygmund [11] for p = 1.
The classical Kolmogorov SLLN in real separable Banach spaces was established by Mourier [14] . The extension of the Kolmogorov-Marcinkiewicz-Zygmund SLLN to B-valued random variables is independently due to Azlarov and Volodin [1] and de Acosta [3] . Theorem 1.1. (Azlarov and Volodin [1] and de Acosta [3] ). Let 0 < p < 2 and let {X n ; n ≥ 1} be a sequence of independent copies of a B-valued random variable X. Then lim n→∞ S n n 1/p = 0 a.s.
if and only if E X p < ∞ and S n n 1/p → P 0.
De Acosta [3] also provides a remarkable characterization of Rademacher type p Banach spaces. (Technical definitions such as B being of Rademacher type p will be reviewed below.) Specifically, de Acosta [3] proved the following theorem. Theorem 1.2. (de Acosta [3] ). Let 1 ≤ p < 2. Then the following two statements are equivalent:
(i) The Banach space B is of Rademacher type p.
(ii) For every sequence {X n ; n ≥ 1} of independent copies of a B-valued variable X, lim n→∞ S n n 1/p = 0 a.s. if and only if E X p < ∞ and EX = 0.
At the origin of the current investigation is the following recent and striking result by Hechner and Heinkel [4] . [4] ). Suppose that B is of stable type p (1 < p < 2) and let {X n ; n ≥ 1} be a sequence of independent copies of a B-valued variable X with EX = 0. Then This result of Hechner and Heinkel [4] is new even in the case where the Banach space B is the real line. We note that, under the hypotheses of Theorem 1.3, (1.1) and (1.2) each imply that lim n→∞ E S n n 1/p = 0. This follows from Theorem 1.3, Remark 2.2 below, Theorem 1.2, the fact that B is of Rademacher type p (see the discussion below), and Theorem 2 of Korzeniowski [9] . This result of Korzeniowski extends to a Banach space setting Corollary 12 of Klass [7] .
Theorem 1.3. (Hechner and Heinkel
Inspired by the above discovery by Hechner and Heinkel [4] , in the current work we obtain sets of necessary and sufficient conditions for
for the three cases: 0 < p < 1, p = 1, 1 < p < 2. Moreover, we obtain necessary and sufficient conditions for
Again, these results are new when B = R; see Theorem 2.5. The current work complements the investigation by Hechner and Heinkel [4] . While it is immediate that (1.1) implies (1.3), we will see that (1.1) and (1.3) are indeed equivalent if 1 < p < 2 (Theorem 2.1). However, there is a gap between the cases 0 < p ≤ 1 and 1 < p < 2 as we will see that if 0 < p ≤ 1, then (1.4) and (1.3) are not equivalent (Theorems 2.2 and 2.4). Moreover, Theorems 2.2 and 2.4 also reveal that there is a gap between the cases p = 1 and 0 < p < 1.
The most delicate case is that for p = 1. We show assuming B is of stable type 1 that (1.3) holds if and only if the conditions (2.11), (2.12), and (2.13) are fulfilled (Theorem 2.3).
We now review various technical definitions pertaining to a B-valued random variable X or to the Banach space B itself.
The expected value or mean of X, denoted EX, is defined to be the Pettis integral provided it exists. That is, X has expected value EX ∈ B if ϕ(EX) = Eϕ(X) for every ϕ ∈ B * where B * denotes the (dual) space of all continuous linear functionals on B. If E X < ∞, then (see, e.g., Taylor [17, p. 40] ) X has an expected value. But the expected value can exist when E X = ∞. For an example, see Taylor [17, p. 41] .
Let {R n ; n ≥ 1} be a Rademacher sequence; that is, {R n ; n ≥ 1} is a sequence of independent and identically distributed (i.i.d.) random variables with
R n v n converges in probability .
Then B is said to be of Rademacher type p if there exists a constant 0 < C < ∞ such that
Hoffmann-Jørgensen and Pisier [6] proved for 1 ≤ p ≤ 2 that B is of Rademacher type p if and only if there exists a constant 0 < C < ∞ such that
for every finite collection {V 1 , ..., V n } of independent mean 0 B-valued random variables. If B is of Rademacher type p for some p ∈ (1, 2], then it is of Rademacher type q for all q ∈ [1, p). Every real separable Banach spaces is of Rademacher type (at least) 1.
Let 0 < p ≤ 2 and let {Θ n ; n ≥ 1} be a sequence of i.i.d. stable random variables each with characteristic function ψ(t) = exp {−|t| p } , − ∞ < t < ∞. Then B is said to be of stable type p if ∞ n=1 Θ n v n converges a.s. whenever {v n : n ≥ 1} ⊆ B with ∞ n=1 v n p < ∞. Equivalent characterizations of a Banach space being of stable type p, properties of stable type p Banach spaces, as well as various relationships between the conditions "Rademacher type p" and "stable type p" may be found in Maurey and Pisier [12] , Woyczyński [18] , Marcus and Woyczyński [13] , Rosiński [16] , Pisier [15] , and Ledoux and Talagrand [10] . Some of these properties and relationships will now be summarized:
(1) Every real separable Banach space B is of stable type p for all p ∈ (0, 1). The property (6) is the Maurey-Pisier [12] theorem. For q ≥ 2, the L q -spaces and ℓ q -spaces are of stable type 2 while for 1 ≤ q < 2, the L q -spaces and ℓ q -spaces are of Rademacher type q and are of stable type p for all p ∈ (0, q) but are not of stable type q. Every real separable Hilbert space and real separable finite dimensional Banach space is of stable type 2. In particular, the real line is of stable type 2.
The plan of the paper is as follows. The main results are stated in Section 2. Some general results for ∞ n=1 a n n k=1 V k (where the a n ≥ 0 and {V k ; k ≥ 1} is a sequence of independent B-valued random variables) is established in Section 3; these results are key components in the proofs of the main results. The main results are proved in Sections 4 and 5.
Finally, the symbol C denotes throughout a generic constant (0 < C < ∞) which is not necessarily the same one in each appearance.
Statement of the main results
With the preliminaries accounted for, the main results may be stated. We begin with the case where 1 < p < 2.
Theorem 2.1. Let {X n ; n ≥ 1} be a sequence of independent copies of a B-valued random variable X. Let 1 < p < 2. Then
if and only if
Furthermore, each of (2.1) and (2.2) implies that
and lim 
Remark 2.2. For 1 < p < 2, the second half of (2.3) implies that E X p < ∞ as was noted by Hechner and Heinkel [4] . But the converse implication is false. To see this, suppose that
Combining Theorem 2.1 above and Theorem 5 of Hechner and Heinkel [4] , we immediately obtain the following result.
Corollary 2.1. Let X be a B-valued random variable and let 1 < p < 2. If B is of stable type p, then (2.1), (2.2), and (2.3) are equivalent.
Remark 2.3. The example of Hechner and Heinkel [4, Section 5] referred to in Remark 2.1 above also shows that in Corollary 2.1, the stable type p (1 < p < 2) hypothesis cannot be weakened to a Rademacher type p (1 < p < 2) hypothesis. 
We now consider the case where p = 1. In general (2.1) and (2.2) are not equivalent when p = 1; see Remark 2.7 below. But we have the following result.
and
In the next theorem, we provide necessary and sufficient conditions for (2.6) to hold assuming that B is of stable type 1. It is the most delicate result in this paper.
Let X be a B-valued random variable. For each n ≥ 1, we define the quantile u n of order 1 − 1 n of X as follows:
then it is easy to show that lim
Theorem 2.3. Let B be a Banach space of stable type 1. Let {X n ; n ≥ 1} be a sequence of independent copies of a B-valued random variable X. Then
if and only if following three conditions are fulfilled:
we have π(t) ≤ ℓ(t) for all t ≥ 0 with equality holding if t = u n for all n ≥ 1. Hence we have
and so we see that (2.13) is equivalent to
An elementary computation shows that
Hence, if E X < ∞, we see that (2.13) is equivalent to
For instance, if G(t) ≤ C(t ln t) −1 (ln ln t) −β for t ≥ 16 where β > 2, then (2.14) and (2.13) hold but we may have E X ln
Combining Theorems 2.2 and 2.3, we obtain the following result. Remark 2.7. When p = 1, (2.1) and (2.2) are not equivalent. To see this, let {X n ; n ≥ 1} be a sequence of independent copies of a symmetric real-valued random variable X with
Then by Corollary 2.3, (2.2) holds with p = 1 but by Corollary 2.2 (or by Theorem 2.2), (2.1) fails with p = 1.
We now consider the case where 0 < p < 1.
Theorem 2.4. Let X be a B-valued random variable and let 0 < p < 1. Then
The proofs of Theorems 2.1, 2.2, and 2.4 will be given in Section 4. Theorem 2.3 and Corollaries 2.2 and 2.3 will be proved in Section 5. For illustrating the conditions (2.11), (2.12), and (2.13) of Theorem 2.3, Section 5 also contains some examples.
We now summarize our Theorems 2.1-2.4 and Corollaries 2.1-2.3 for a real-valued random variable X. For 1 < p < 2, the equivalence of (iii) and (iv) has recently been discovered by Hechner and Heinkel [4] (see Theorem 1.3 above) assuming EX = 0 for the implication ((iii) ⇒ (iv)).
Theorem 2.5. Let {X n ; n ≥ 1} be a sequence of independent copies of a real-valued random variable X. For 0 < p < 2, the following two statements are equivalent:
For 0 < p < 2, the following two statements are equivalent:
Furthermore, for 1 < p < 2, the three statements (i), (ii), and (iii) are equivalent and anyone of them implies
Additionally, for the case p = 1, if X is symmetric with E|X| ln δ (1 + |X|) < ∞ for some δ > 0 or EX = 0 and E|X| ln(1 + |X|) < ∞,
3 Some general results for
In this section, by using the remarkable Hoffmann-Jørgensen [5] inequality, we establish in Theorem 3.1 some general results for sums of the form ∞ n=1 a n n k=1 V k (a n ∈ [0, ∞)). These results will be used for proving the main results and they may be of independent interest. Theorem 3.1 is a modified version of the authors' original result and this modification and its elegant proof were so kindly presented to us by the Referee.
The following lemma will be used in the current section and in Sections 4 and 5.
Lemma 3.1. Let g : [0, ∞) → [0, ∞) be a convex function and let {Y 1 , ..., Y n } be a set of n ≥ 2 independent B-valued random variables such that Eg ( Y i ) < ∞ for 1 ≤ i ≤ n. Then we have:
Hence, in particular,
Proof Applying (2.5) of Ledoux and Talagrand [10, p. 46], part (i) follows immediately. Let {R 1 , ..., R n } be independent Rademacher random variables independent of {Y 1 , ..., Y n }. 
Theorem 3.1. Let {V n ; n ≥ 1} be a sequence of independent B-valued random variables and let {a n ; n ≥ 1} be a sequence of nonnegative numbers such that ∞ n=1 a n < ∞. Set
Then we have L ≤ M . Suppose that sup n≥1 P (b n V n > a) < 1 for some a ≥ 0. Then we have the following five conclusions:
Proof Clearly we have
By the Kolmogorov 0-1 law, we have P(N = ∞) = 0 or 1 and since 1 − x ≤ e −x , we have that, for all t ≥ 0,
Hence, we see that the equivalence in (a) holds. We will verify below that L < ∞ a.s. =⇒ N < ∞ a.s. Suppose that Γ(r) < ∞. Since Γ(t) and h(x) = (1 − e −x ) /x are decreasing (with h(0) := 1), we have γΓ(t) ≤ 1 − e −Γ(t) for all t ≥ r where γ = h(Γ(r)) and since γ > 0, we see that (b) holds.
Let {V ′ n ; n ≥ 1} be an independent copy of {V n ; n ≥ 1} and letV n = V n − V ′ n , n ≥ 1. LetT n ,L,N andΓ(t) be defined as above with {V n ; n ≥ 1} replaced by {V n ; n ≥ 1}. By assumption there exist λ > 0, a > 0 such that P (b n V n ≤ a) ≥ λ for all n ≥ 1. Hence, by the symmetrization inequality we have λΓ(t + a) ≤Γ(t) for all t ≥ 0; see (6.1) in [10, p. 150] . Let 
Hence, by Proposition 2.3 in [10, p. 47] and (3.3) in [6] we have that, for all t ≥ 0,
SinceN n րN andL n րL as n → ∞, we have that, for all t ≥ 0,
Suppose that L < ∞ a.s. We then haveL < ∞ a.s. and so by (3.1) we getN < ∞ a.s. Hence, by the Borel-Cantelli lemma, there exists r ≥ 0 such thatΓ(r) < ∞ and since λΓ(r + a) ≤Γ(r), we have N < ∞ a.s. which proves the first implication in (a). Suppose that EL < ∞. Then we have L < ∞ a.s. and EL < ∞ and so by (3.1), we have EN < ∞. Hence, by (b) there exists r > 0 such that ∞ rΓ (t)dt < ∞ and since
λP(N > t + a) ≤ λΓ(t + a) ≤Γ(t), we have EN < ∞ which proves the implication "=⇒" in (c).
Suppose that L < ∞ a.s. and EN < ∞. Then we have EN < ∞ andL < ∞ a.s. So by (3.1) and a standard argument (see [6] ) we have EL < ∞. By Lemma 3.1 (i), we have E T n − ET n ≤ E T n , n ≥ 1 and so we have ∞ n=1 a n E T n − ET n ≤ ∞ n=1 a n E T n = EL < ∞.
In particular, we have ∞ n=1 a n T n − ET n < ∞ a.s. and since L = ∞ n=1 a n T n < ∞ a.s., we have ∞ n=1 a n ET n < ∞. Since E T n ≤ E T n − ET n + ET n , n ≥ 1, we have EL = ∞ n=1 a n E T n < ∞ which proves the implication "⇐=" in (c). Suppose that EL < ∞. Then we have E V n < ∞ and by Lemma 3.1 (i), we have
na n , we see that (e) holds.
Proofs of Theorems 2.1, 2.2, and 2.4
Let {X n ; n ≥ 1} be a sequence of independent copies of a B-valued random variable X. We consider a special case of Theorem 3.1 which will be used in the proofs of Theorems 2.1-2.4 and Corollary 5.1. Set V n = X n , T n = S n , n ≥ 1. For given 0 < p < 2, write G(t) = P( X > t) for t ≥ 0 and a n = n −1/p − (n + 1) −1/p , n ≥ 1.
Then the hypotheses of Theorem 3.1 hold and by the mean value theorem we have
Let us define
By partial summation, we have
(1 − x n ) a n and since
we have
Adopting the notation of Theorem 3.1, we have
Let r > 0 be given. Since, for every real-valued random variable U ,
Clearly, φ p (s) is nondecreasing such that φ p (s) = 0 for all 0 ≤ s ≤ 1 and φ p (s) > 0 for all s > 1. Let
It is easy to see that
Thus, there exist positive constants 0 < c p < C p satisfying
By Lemma 3.1 (ii), we have for n ≥ 1,
Hence, by (4.2), (4.3), and Theorems 3.1 and 1.1, we obtain the following conclusions:
a n S n < ∞ a.s. and Eψ p ( X ) < ∞.
(C4) 1 ≤ p < 2 and ∞ n=1 a n S n < ∞ a.s. =⇒ E X < ∞ and EX = 0.
Proof of Theorem 2.1 By (4.1), (C1), and (C3), we see that (2.1) and (2.2) are equivalent. For the given 1 < p < 2, by (2.5) in the proof of Lemma 2 in Hechner and Heinkel [4] , there exists a constant 0 < A p < 1 such that
Hence, we see that the last part of Theorem 2.1 follows from (C1), (C4), and (C5).
Proof of Theorem 2.2
The theorem is an immediate consequence of (C3) and (C4). 
Since 0 < p < 1, by (2.17) we have
(see Theorem 5. 
The proof of Theorem 2.4 is complete.
Proofs of Theorem 2.3 and Corollaries 2.2 and 2.3
Let {X n ; n ≥ 1} be a sequence of independent copies of the B-valued random variable X. Write
For the proof of Theorem 2.3, we need the following four preliminary lemmas.
Lemma 5.1. Let X be a B-valued random variable with E X < ∞. Then
Proof Since E X < ∞, we have that
We now show that (5.2) follows from E X < ∞. Since {u n ; n ≥ 1} is an increasing sequence with sup n≥1 u n = sup{x : P(|X ≤ x) < 1}, we obtain that
Note that for each integer m ≥ 2, partial summation yields
We thus see that
Lemma 5.2. Let {X n ; n ≥ 1} be be a sequence of independent copies of B-valued random variable X with E X < ∞. Write
ES
(1) n n < ∞ if and only if (2.12) holds,
Proof Note that by (5.1) of Lemma 5.1,
Thus part (i) follows. Similarly, by (5.1) of Lemma 5.1,
and part (ii) follows.
The proof of the next lemma is similar to that of Lemma 4 of Hechner and Heinkel [4] and contains a nice application of Lemma 1 of Hechner and Heinkel [4] .
Lemma 5.3. Let B be a Banach space of stable type 1. Let {X n ; n ≥ 1} be a sequence of independent copies of a B-valued random variable X with E X < ∞. Write
Proof Since B is of stable type 1, the Maurey-Pisier [12] theorem asserts that it is also of stable type q for some 1 < q < 2. Applying Lemma 1 of Hechner and Heinkel [4] , there exists a universal constant 0 < c(q) < ∞ such that
It is easy to see that for all x > 0,
We thus have that
Let u 0 = 0 and note that P( 
.., Y n are i.i.d. nonnegative real-valued random variables, we have
Since (1 − e −x )/x is decreasing, we have 1 − e −x ≥ βx for all 0 ≤ x ≤ 1 where β = 1 − e −1 ≥ 1/2. Hence, it follows from (5.4) that
which ensures (5.5).
Proof of Theorem 2.3 (Sufficiency) Since
10) will follow if we can show that (2.11), (2.12), and (2.13) imply 
by the Borel-Cantelli lemma we have that P X We now show that (2.11) and (2.13) imply (5.7). Since E X < ∞, by Lemma 5.2 (ii), (5.7) is equivalent to
Now (2.9) holds recalling the implication ((2.8) ⇒ (2.9)). Hence we can assume, without loss of generality, that u n < n for all n ≥ 1. Write
Clearly, (5.9) will follow provided we can show
Since E X < ∞ and B is of stable type 1, by Lemma 5.3, (5.10) holds. Note that, for all n ≥ 1, Proof of Theorem 2.3 (Necessity) First, by (4.1) with p = 1, (2.10) is equivalent to ∞ n=1 a n S n < ∞ a.s.
Thus, by (C4) with p = 1, (2.11) follows. In particular, we have E X < ∞. Again by (4.1) with p = 1 and arguing as in the proof of (5.8) in the sufficiency half, we have
Note that
It thus follows from (2.10) that
Since, with p = 1,
it follows from (5.12) and Theorem 3.1 (c) that
which by (4.1) ensures that
Note that (5.13) implies
which by E X < ∞ and Lemma 5.2 (i) yields (2.12). Moreover, by Lemma 5.2 (ii), (5.13) then ensures that
, n ≥ 1 and B is of stable type 1, it follows from Lemma 5.3 and (5.14) that
It thus follows from (5.15) and E X < ∞ that
and hence, by Lemma 5.4, noting that P( X > u n ) ≤ n −1 , n ≥ 1, we get that
Using partial integration, one can easily see that Lemma 5.5. Let X be a B-valued random variable such that Lemma 5.6. Let X be a B-valued random variable such that
Then (2.13) holds.
Proof It follows from (5.17) that, under the condition E X < ∞, (2.13) and (5.16) are equivalent. We thus only need to show that (5.19) implies (5.16). To this end, let q = (2 + δ)/2. Applying Hölder's inequality, we have that
Thus, (5.16) follows if we can show that (5.19) implies
Applying Hölder's inequality again, we have that
Since E X ln δ (1 + X ) < ∞, we have that
Thus (5.20) holds. This completes the proof of Lemma 5.6.
Proof of Corollary 2.2 By Theorem 2.2, we only need to show that, under the assumption that B is of stable type 1, (2.6) follows from (2.7). Clearly, (2.7) implies (2.11). Applying Lemmas 5.5 and 5.6, (2.12) and (2.13) follow from the second half of (2.7). Thus, by Theorem 2.3, (2.6) holds. Conversely, if (5.21) holds, then (2.14) holds and an easy computation shows that E X ln(1 + X ) < ∞. So by Lemma 5.5, Lemma 5.6, Theorem 2.3, and Theorem 2.2 we obtain the following result.
Corollary 5.1. Let B be a Banach space of stable type 1. Let {X n ; n ≥ 1} be a sequence of independent copies of a B-valued random variable X. Then we have For illustrating the conditions (2.11), (2.12), and (2.13) of Theorem 2.3, we now present the following three examples. Note that
Thus (2.12) fails but, by Lemma 5.6, (2.13) holds.
Example 5.2. Let X be a real-valued symmetric random variable with density function f (x) = b x 2 (ln |x|)(ln ln |x|) 2 I{|x| > 3}, where 0 < b < ∞ is such that ∞ −∞ f (x)dx = 1. Clearly, (2.11) and (2.12) hold. Since P(|X| > x) ∼ 2b x(ln x)(ln ln x) 2 as x → ∞, we see that u n ∼ 2bn (ln n)(ln ln n) 2 as n → ∞ and hence, for all sufficiently large n, n un P(|X| > t)dt ≥ n bn (ln n)(ln ln n) 2 b t(ln t)(ln ln t) 2 dt ≥ b (ln n)(ln ln n) 2 n bn (ln n)(ln ln n) 2 1 t dt ∼ b (ln n)(ln ln n)
as n → ∞.
Note that Clearly, (2.12) holds. Since
we have that u n = n, n ≥ 1.
Thus (2.13) also holds. However, (2.11) fails.
