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« Comment dans cette vie brève, hâtive, qu’accompagne sans cesse un 
bourdonnement impatient, descendre un escalier ? C’est impossible ! Le temps qui t’est 
mesuré est si court qu’en perdant une seule seconde, tu as déjà perdu ta vie entière, car 
elle n’est pas plus longue, elle ne dure justement que le temps que tu perds ! T’es-tu 
ainsi engagé dans un chemin, persévère à tout prix, tu ne peux qu’y gagner, tu ne cours 
aucun risque ; peut-être qu’au bout t’attend la catastrophe, mais si dès les premiers pas 
tu avais fait demi-tour et si tu avais redescendu l’escalier, tu aurais failli dès le début, 
c’est plus que probable, c’est même certain. Ainsi ne trouves-tu rien derrière ces portes, 
rien n’est perdu, élance-toi vers d’autres escaliers ! Tant que tu ne cesseras de monter, 
les marches ne cesseront pas ; sous tes pieds qui montent, elles se multiplieront à 











L’injection d’acide dans un puits au sein de roches carbonatées permet l'amélioration 
de sa productivité, en particulier si celui-ci est endommagé. Cette opération s'appuie sur 
un mécanisme instable qui sous certaines conditions produit de longues percées 
appelées "wormholes". L'objectif pour l'opérateur est d'utiliser cette instabilité afin de 
reconnecter le puits au réservoir en minimisant le temps du traitement et la quantité 
d'acide nécessaire. Les travaux présentés dans cette thèse ont pour objectif d’améliorer 
la compréhension des mécanismes de l’instabilité et optimiser le traitement acide. Dans 
une première partie nous réalisons une série d’études de stabilité linéaire du front de 
dissolution d’un milieu poreux. Les résultats expliquent les rôles des nombres 
adimensionnels dans les transitions entre les différents régimes de dissolution et 
permettent de prédire ces transitions. Nous utilisons ensuite des simulations 
d’acidification de carottes pour étudier la densité de wormholes, les mécanismes de la 
compétition entre wormholes ainsi que l’effet du confinement des carottes sur les 
figures de dissolution dans des géométries 2D et 3D, cartésiennes et radiales. Dans une 
dernière partie nous proposons une modélisation à grande échelle de la dissolution 
basée sur une approche double milieux. Ce modèle est présenté avec un exemple de 
simulation de traitement acide d’un puits. Enfin, ce simulateur est inclus dans une 
boucle d’inversion permettant d’optimiser les paramètres du traitement en fonction de 






Matrix acidizing of a well in a carbonate reservoir improves its productivity, especially 
when the well is damaged. This stimulation technique relies on an unstable process 
which creates, under specific conditions, empty channels called “wormholes”.   The 
objective of the operator is to use this instability to reconnect the well to the reservoir 
while minimizing the duration of the treatment and the volume of acid injected. The 
aim of the present thesis is to improve the understanding of the mechanisms of 
instability and to optimize the acid treatment. In the first part we present a series of 
linear stability analysis of the dissolution front in a porous media. Results explain the 
role of dimensionless numbers in transitions between the different dissolution regimes 
and serve to predict these transitions. We also use simulations of core acidizing to study 
the wormhole density, the mechanism of wormhole competition and the effect of 
confinement induced by the core boundaries on dissolution patterns in 2D and 3D, in 
linear and radial  geometries. Then, in the second part, we propose a large scale model 
to simulate full acid treatments, based on a dual porosity approach. An example of 
simulation of a full acid treatment illustrates the model. Finally, we link this acidizing 
simulator to a reservoir simulator and an inversion software in order to optimise the  
treatment parameters, as a function of the oil production. 
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1. Présentation du problème 
 
En 1894, le chef chimiste de la Solar Oil refinery, H. Frash, constata 
d’importants écarts de productivité entre des puits forés dans des formations carbonatés 
proche de Lima, Ohio. Il pensait que ces différences étaient dues à la grande disparité 
en taille et en connectivité des pores des différentes formations, et proposa à J.W. 
Dyke, alors directeur de cette entreprise, d'injecter de l'acide pour dissoudre la roche, 
élargir les pores et développer ainsi leurs interconnexions.   
H. Frash et J.W. Dyke réalisèrent la première stimulation acide en 1895 (Berthin 
et al., 1983). Ils déposèrent l’année suivante deux brevets, l’un sur l’injection d’acide 
chlorhydrique, l’autre sur l’utilisation d’acide sulfurique. Malheureusement, ils 
s‘aperçurent que le tubage des puits était sévèrement rongé par l’acide. Pour cette 
raison, cette technique ne fut réellement exploitée qu’à partir des années trente, lorsque 
Pure Oil et Dow déposèrent deux brevets couvrant l’injection de HCl avec un 
inhibiteur, notamment l’acide arsénieux, qui permettait de stimuler un puits en évitant 
sa corrosion. Ils établirent une première procédure d’acidification, et obtinrent des 
résultats spectaculaires, multipliant la productivité des puits par un facteur pouvant aller 
de 4 à 25. Depuis une quarantaine d’année, l’acidification est devenue une opération 
classique et courante, et son principe a peu évolué. Mais aujourd’hui, la généralisation 
des puits horizontaux, nécessitant de grandes quantités d’acide, suscite un intérêt 
particulier pour l’étude des mécanismes de la dissolution des roches. 
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Si l’injection d’acide dans un puits carbonaté permet de manière générale 
l'amélioration de sa productivité, cette opération est le plus souvent pratiquée lorsqu’un 
puits est dit "endommagé". Cette appellation décrit un puits dont la roche alentour à une 
perméabilité plus faible que sa perméabilité d'origine, et sont en cause, le plus souvent, 
les opérations de forage ou de longues périodes de production. Le principe de l'injection 
d'acide, également appelée stimulation acide, n'est pas alors de "dissoudre" directement 
l'endommagement, mais plutôt de le "dépasser". Cette opération s'appuie sur un 
mécanisme instable qui sous certaines conditions produit de longues percées appelées 
"wormholes". L'objectif pour l'opérateur est d'utiliser cette instabilité afin de 
reconnecter le puits à la formation en minimisant le temps du traitement et la quantité 
d'acide nécessaire. Par conséquent, le succès d'un traitement va dépendre de la capacité 
de l'opérateur à provoquer et maîtriser le phénomène de "wormholing".  
Les travaux présentés dans cette thèse portent sur l'étude et la modélisation du 
procédé de stimulation acide. Ils sont transverses à plusieurs disciplines scientifiques, 
réunissant sous une même problématique la modélisation physique et numérique du 
transport réactif, l’ingénierie de réservoir, les questions théoriques sur les mécanismes 
de l'instabilité, la chimie, etc. Ils se répartissent sur plusieurs échelles physiques, 
correspondant aux échelles des différents mécanismes physiques impliqués dans la 
dissolution des roches carbonatées. Pour cette raison, nous commencerons la 
présentation de notre sujet par une description de toutes les échelles de la dissolution. 
La Figure1.1 illustre ces différentes échelles. La plus petite est l'échelle du pore, à 
laquelle le transport de l'acide est en général décrit par l'équation de Stokes. A cette 
échelle, la cinétique de la réaction à la surface du pore, et le transport de l'acide à travers 
la couche limite du pore jusqu'à sa surface contrôlent la réaction. Si le temps 
caractéristique de la réaction à la surface du pore est plus petit que le temps 
caractéristique du transport de l'acide, la dissolution est dite limitée par le transfert de 
masse. Dans le cas contraire, lorsque la cinétique de la réaction est très lente par rapport 
au transport de l'acide à la surface, la dissolution est dite limitée par la cinétique de 
réaction (Golfier, 2001, Golfier et al., 2002b). Cette différence à l'échelle du pore peut 
conduire à différents types de régimes de dissolution aux échelles supérieurs, en 
fonction de l'équilibre entre le transport et la réaction.   








Échelle de la carotte 
(mm)
Échelle de la section
(cm-m)
Échelle du réservoir 
(m-Km)
phase βphase σ
phase σ : eau + acide (HCl)




Figure1.1: Schéma des différentes échelles physiques de la dissolutions lors de la stimulation acide 
d’un puits carbonaté. 
 
La dissolution des pores les plus grands initie l'instabilité sous certaines 
conditions qui ont été largement étudiées dans la littérature (Huang et al., 1997, Hung 
& Hill, 1987, Schechter & Gidley, 1969),  et  forme des wormholes à l'échelle de la 
carotte. A cette échelle, également appelée échelle de Darcy, l’écoulement et les 
mécanismes de transports convectifs et diffusifs dans le wormhole sont à prendre en 
compte pour décrire la dissolution. Si on la modélise à l’échelle de la carotte, on 
distingue la dissolution en équilibre local lorsque celle ci est très rapide, produisant un 
front de dissolution nette, et la dissolution en non équilibre local lorsque le front 
correspond à une variation de porosité sur une distance significative. En cas de 
dissolution à l'échelle du pore limitée par la cinétique de réaction, la transition à 
l'échelle de la carotte d'une dissolution en équilibre local vers une dissolution en non 
équilibre local interviendra pour un débit plus faible que pour une dissolution limitée 
par le transfert de masse. On voit à travers cet exemple comment les différentes 
échelles peuvent interagir. Nous nommons l’échelle supérieure « échelle de la 
section ». A cette échelle, les wormholes entrent en compétition, produisant parfois des 
figures de dissolutions complexes avec un comportement fractal (Daccord et al., 
1993b, Pichler  et al., 1992), si les hétérogénéités de la formation n’influencent pas la 
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forme et la densité des wormholes. A l’échelle de la section, on essaye en général de 
déterminer une perméabilité équivalente pour les abords du puits où se développent les 
wormholes. Il faut préciser que cette échelle est appelée dans certains articles « échelle 
de la carotte » (Golfier et al., 2004, Panga et al., 2005), mais nous estimons que 
l’appellation « échelle de la section » est plus appropriée, et gardons ainsi celle 
d’« échelle de la carotte » pour l’échelle inférieure comme nous l’avons précisé à 
l’instant. En effet, les essais en laboratoire d’injection d’acide dans une carotte 
produisent en général un wormhole unique, occultant alors le phénomène de 
compétition entre wormholes. Donc ce phénomène ne peut être observé que sur un 
domaine suffisamment grand dont les dimensions sont au minimum de l’ordre de la 
section d’un puits. C’est pourquoi nous utilisons à cette échelle le terme d’ « échelle de 
la section ». La Figure1.1 résume ces différentes échelles en précisant leurs appellations 
respectives, afin d’éviter toutes confusions. La dernière échelle est celle du réservoir, à 
laquelle l’impact de l’acidification se mesure à travers un coefficient appelé facteur de 
skin. Celui-ci définit la qualité de la connexion entre le réservoir et le puits. La 
dissolution est contrôlée par les hétérogénéités à l’échelle du puits, c'est-à-dire par 
l’endommagement et les différentes strates géologiques du réservoir. 
L’objectif premier de cette thèse est de modéliser et de simuler un traitement 
acide dans son intégralité afin d’en évaluer l’impact sur la production du puits traité. 
Mais comme le sous-entendait la description précédente des échelles physiques de la 
dissolution, cet objectif ne peut être atteint sans avoir au préalable compris et intégré 
dans notre modélisation les mécanismes intervenant à ces différentes échelles.  
Pour cette raison, nous présentons dans cette thèse une première partie consacrée 
à l’étude du phénomène de wormholing de l’échelle de la carotte. Cette partie débute 
par une série d’études de stabilité linéaire d’un front de dissolution dans un milieu 
poreux qui nous permettent de mieux comprendre et prédire les transitions entre les 
différents régimes de dissolution. Ensuite nous utilisons des simulations basées sur un 
modèle en non équilibre local à l’échelle de la carotte pour étudier la densité des 
wormholes en fonction des paramètres d’injection et expliquer les mécanismes de la 
compétition entre wormholes. Ceci nous conduit à regarder l’influence du confinement 
d’une carotte sur le wormholing et en particulier sur les conditions optimales. Cette 





partie est conclue par des comparaisons d’injections en géométries radiales et linéaires, 
2D et 3D.  
La seconde partie est consacrée aux échelles de la section et du réservoir. Nous 
proposons une modélisation du phénomène de wormholing que nous illustrons à 
travers la simulation d’un traitement dans son ensemble. Cette modélisation est illustrée 
dans un exemple de traitement acide appliqué à un puits vertical. Pour clore cette partie, 
nous proposons une méthode d’optimisation du procédé de stimulation acide en 
fonction de la production pour un puits candidat au traitement acide.  
 
2. Généralités sur la stimulation acide des puits carbonatés 
 
La conception d’un scénario d’acidification pour un puits carbonaté doit intégrer 
de nombreux paramètres. Nous proposons de détailler certains d’entre eux tels que la 
caractérisation de réservoir, l’endommagement et la variété des techniques et outils 
utilisés (diversion, type d’acide,…). 
 
2.1. Les roches carbonatées 
 
Les roches qui contiennent plus de 50% de minéraux carbonés sont classées dans 
la catégorie des roches carbonatées. Elles proviennent de la sédimentation des 
squelettes d’animaux marins dont la taille varie du micron au centimètre. Il en découle 
une grande variété dans la porosité et la perméabilité de ces roches. Au cours du temps, 
ce sédiment est transformé physiquement et chimiquement afin d’atteindre une forme 
stable. La forme la plus simple est celle de la calcite (CaCO3). Lorsque le sédiment 
reste longtemps en contact avec un fluide contenant beaucoup de magnésium, il se 
forme alors de la dolomite (CaMg(CO3)2). Ce sont les deux principaux minéraux 
carbonatés que l’on peut trouver dans un réservoir carbonaté. Les roches carbonatées 
sont en général classées selon le rapport entre les quantités de calcite et de dolomite 
qu’elles contiennent. Celles contenant plus de 50% de calcite sont appelées calcaire. 
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Les réservoirs carbonatés contiennent 52 % des réserves d’huile et 49 % des réserves 
de gaz prouvées mondiales. Ils se trouvent sur les cinq continents, par exemple en 




L’altération de la perméabilité et de la nature de la roche autour du puits 
conditionne l’opportunité d’une stimulation. La connaissance de cet endommagement 
est donc nécessaire à la décision et à l’élaboration d’un traitement acide. 
L’endommagement peut être provoqué lors des opérations de forage, tubage, 
cimentation, et complétion du puits, mais également par de longues périodes de 
production. Sa nature varie selon ses causes. 
 
2.2.1. Les différents types d’endommagement 
 
Dans le cas d’un endommagement provoqué par l’injection ou la production, 
nous retrouvons en général trois types de dépôts :  
a) De fines particules qui s’accumulent pour obstruer les pores. Cette accumulation 
est due à la mise en mouvement et au transport de particules par l’écoulement. 
Elle est donc dépendante du débit d’injection. 
b) Des dépôts inorganiques créés par la précipitation de minéraux qui sont 
généralement associés à des percées d’eau. A l’exception du carbonate de 
calcium, on ne peut pas les éliminer chimiquement, et donc requièrent un 
traitement mécanique. 
c) Des dépôts organiques pour lesquels on distingue deux catégories : 
 Des dépôts de paraffines qui apparaissent le plus souvent en tête de puits. 
Leur formation est en général liée à une baisse de la température, par exemple 
lorsque des fluides injectés sont à une température inférieure à celle au fond 
du puits. Le seul moyen de dissoudre la paraffine est d’élever la température 





de la formation au-dessus de sa valeur d’origine, ce qui est techniquement 
difficile. 
 Des dépôts d’asphaltènes sont déclenchés par des chutes de pressions brutales 
ou des perturbations de l’équilibre chimique, par exemple, l’injection de 
fluides aux pH extrêmes. Par conséquent, l’acidification peut engendrer ce 
type d’endommagement. Un moyen de limiter ce dépôt est d’utiliser des 
solvants aromatiques tels que le xylène. 
 
La description de l’endommagement provoqué par le forage ou la complétion est 
usuellement décomposée en trois zones. A la paroi, le colmatage est appelé cake 
externe et provient des dépôts minéraux ou organiques transportés par la boue de 
forage ou les fluides injectés. Son élimination est en général aisée, et peut se faire 
mécaniquement par grattage, lavage et éventuellement par l'écoulement provoqué par 
la mise en production, ou bien par voie chimique (phosphates, lavages aux solvants ou 
aux acides…). Le cake interne qui débute à la paroi est constitué de fines particules 
solides entraînées dans la formation, provenant de la boue, du ciment et des fluides de 
complétion. Cette invasion peut rendre cette zone très peu perméable dans les deux 
sens de circulation des fluides. La zone envahie se trouve au-delà du cake interne. Cette 
partie du réservoir balayée par les filtrats, trouve son état initial perturbé. On peut 
constater dans cette zone un changement de mouillabilité, une formation d’émulsions, 
des précipitations diverses ou un gonflement et/ou délitage des argiles. 
 
2.3. Le « skin » 
 
L’anglicisme « skin » caractérise à l’échelle du réservoir la « connexion » entre 
le puits et le réservoir. Cette donnée est essentielle à la fois pour l’opérateur qui cherche 
à définir une procédure de stimulation, et pour l’ingénieur réservoir qui cherche à 
modéliser le champ pétrolier et simuler sa production.  
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Van Everdingen et Hurst (Van Everdingen & Hurst, 1949) ont introduit la notion 








∆ =  (1.1) 
 
q est le débit entre le puits et la formation, k la perméabilité initiale de la formation, µ 
est la viscosité, h la hauteur de puits dans lequel l’écoulement se produit et S le skin. 
Cette expression ajoutée à la chute de pression dans la formation à son état initial (sans 
endommagement) donne la formulation suivante qui lie le skin au débit et à la chute de 




















B est le facteur volumique de la formation, re est le rayon de drainage, rw est le rayon du 
puits, pe est la pression à la distance re du puits et pw la pression au puits. Si l’on 
souhaite exprimer le skin en fonction du rayon de l’endommagement rs et de la 












Un skin nul correspond à un puit non endommagé, tandis qu’un skin positif traduit un 
endommagement. Une stimulation acide réussie diminue le skin jusqu'à parfois obtenir 
une valeur négative. Cela signifie que la perméabilité des abords du puits est devenue 
supérieure à celle de la formation à son origine.  
Ces formulations sont obtenues à partir de la loi de Darçy appliquée à une 
géométrie radiale en milieu homogène, et ne sont valables que dans le cas 





d’écoulements quasi stationnaires et monophasiques. Dans le cadre de cette thèse, les 
calculs de skins respectent ces hypothèses.  
 
2.4. Les différents acides 
 
Les acides utilisés dans l’acidification sont les acides forts (HCl), les acides 
faibles, les acides gélifiés, en mousse, en émulsion, ou des agents complexant (EDTA, 
NTA, …). Historiquement, les puits dans les gisements carbonatés sont traités à l’acide 
chlorhydrique car la cinétique de réaction est très rapide, ce qui peut provoquer 
l’instabilité macroscopique appelée wormholing pour des débits d’injection importants. 
Dans cette configuration, la dissolution est en général limitée par le transfert de masse. 
La dissolution de la calcite par l’acide chlorhydrique commence à être influencée par la 








La dissolution de la dolomite par l’acide chlorhydrique est limitée par le transfert 
de masse pour des températures supérieures à 95°C et limitée par la cinétique de 




23 22)(4 +++→+ +++  (1.5) 
 
L'injection d'acide chlorhydrique sous forme gélifiée ou en émulsion permet de 
changer les propriétés rhéologiques du fluide et notamment de freiner la diffusion 
moléculaire du réactif dans le fluide. Ainsi, l'acide injecté est plus enclin à produire une 
réaction limitée par le transfert de masse. 
L’acide formique et l’acide acétique sont des acides organiques qui ont 
l’avantage d’être moins corrosifs que l’acide chlorhydrique. De plus, ils peuvent 
générer des wormholes à de faibles débits d’injection pour lesquels l’acide 
chlorhydrique provoquerait une dissolution compacte. L’acide acétique à un autre 
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avantage, il séquestre les ions ferreux, permettant ainsi de réduire les précipitations. Des 
agents chélatants tels que l’EDTA, peuvent également traiter la formation. Ils ont 
l’avantage de capturer certains ions issus de la dissolution, et évitent ainsi une re-
précipitation. Mais ils sont peu utilisés en raison de leur coût et de leur faible pouvoir 
dissolvant. 
 
2.5. Les techniques d’acidification 
 
La procédure classique d’un traitement acide d’un puits en milieux carbonaté se 
déroule en quatre étapes (Kalfayan, 2000) : 
a) Le « pickling » consiste à faire un nettoyage doux de l’équipement d’injection, 
généralement dans un bain d’acide chlorhydrique à 5% et d’agents anti-
corrosion, ou d’acide faible.  
b) Le « preflush » sert à nettoyer les dépôts à la surface du puits en injectant de 
l’acide chlorhydrique à 3-5% accompagné de solvant aromatique.  
c) La stimulation acide proprement dite nécessite entre 0.1 et 4 m3 d’acide par 
mètre de puits traité. On utilise en général, de l’acide chlorhydrique à 15%. On 
peut utiliser de l’acide à 28% uniquement pour des roches très perméables, car il 
y a un risque d’émulsion, de formation de boue ou bien sous certaines conditions 
de précipitations insolubles. 
d) L’ « overflush » a pour but d’éloigner l’acide des perforations. Pour cela, on 
utilise généralement de l’eau. Dans le cas de puits de gaz on peut également 
utiliser de l'azote. 
 
Il est parfois nécessaire de retarder l’attaque de l’acide sur la roche ou de limiter 
les flux latéraux dans les wormholes afin d’en augmenter la longueur. Pour cela, 
plusieurs techniques existent : 
a) La réaction peut être retardée physiquement en augmentant la diffusion de 
l’acide vers la surface des pores. Pour cela, l’acide est injecté sous forme de 
mousse, d’émulsion ou bien de gel. 





b) On injecte des surfactants avec l’acide afin de recouvrir la surface des pores, 
bloquant ainsi temporairement leur dissolution. 
c) L’ajout d’acide organique ou de produit de réaction organique permet également 
de retarder l’attaque acide. Par exemple, en présence d’anhydride (CaSO2) on 
injecte du chlorure de calcium (CaCl2) afin de diminuer sa solubilité dans l’acide 
chlorhydrique.  
d) On peut ajouter également du CO2 qui refroidi l’HCl et change l’équilibre de la 
réaction. 
 
2.6. Emplacement du traitement et méthode de déviation 
 
La capacité à cibler la zone que l’on souhaite traiter est un facteur déterminant 
dans la réussite du traitement. Une variation importante de la perméabilité du réservoir 
va entraîner une grande partie de l’acide injecté dans les zones très perméables, 
délaissant les zones moins perméables qui sont généralement les zones à traiter. La 
méthode de traitement consiste alors à isoler individuellement chaque zone, puis à les 
traiter successivement. Pour cela, on peut soit utiliser une isolation mécanique, soit des 
agents de déviations.  
Parmi les techniques d'isolations mécaniques, on trouve diverse sortes de plugs et 
packers (opposed cup packer, squeeze packer, retrivable bridge plug, inflatable strable 
packers, …), ainsi que les Ball Sealers. Ces dernières sont des balles enrobées de latex 
qui viennent se loger dans les perforations, déviant ainsi l’acide vers d’autres 
perforations. On les injecte avec le fluide de traitement afin qu’elles obstruent la zone 
qui vient d’être traitée. Elles sont soit plus denses que le fluide et donc descendent après 
le traitement au fond du puits, soit elles sont plus légères et remontent, nécessitant un 
piège de récupération. Cette technique n’est en général pas efficace pour les puits 
déviés ou horizontaux. Les techniques utilisant les plugs et les packers nécessitent le 
retrait des tubes, et sont coûteuses. Leur emploi est recommandé pour les puits déviés 
ou horizontaux.  
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Les agents de diversions tels que les gels et les mousses créent un dépôt sur les 
bords du puits qui dévie l’acide. Ces outils compliquent le contrôle du traitement car ils 
créent une chute de pression alors que l’acide diminue les pertes de charges. En 
général, on représente le dépôt par des skins que l’on utilise pour modéliser la 
répartition du débit entre les différentes zones. 
 
 
3. Etude bibliographique sur l’acidification 
 
L’objectif de cette partie est de préciser le contexte scientifique dans lequel 
s’inscrit nos travaux en donnant une vue d’ensemble de la littérature et des études 
existantes sur l’acidification des roches carbonatées. Nous reviendrons détailler et 
discuter à la lumière de nos résultats, certains aspects de la bibliographie au long de ce 
manuscrit. 
La reproduction en laboratoire de l’acidification de roches carbonatées est une 
tâche compliquée qui nécessite d’infinies précautions. Pour ces raisons, des systèmes 
plus simples et capables de reproduire un comportement similaire ont parfois été 
recherchés. La difficulté à étudier expérimentalement ce phénomène dans toutes les 
géométries et les échelles de grandeurs désirées, a conduit à de multiples tentatives de 
modélisation et de simulations numériques. 
 
3.1. Études expérimentales 
 
Plusieurs études expérimentales ont été réalisées afin de mieux comprendre les 
mécanismes derrière l’apparition et la propagation de wormholes. Une des premières 
expériences fut réalisée par Schechter et Gidley (Schechter & Gidley, 1969) lorsqu’ils 
ont injecté de l’acide chlorhydrique dans des carottes de calcaire de l’Indiana. Daccord 
(Daccord, 1987) a réalisé une première expérience d’injection radiale en utilisant un 
système eau-plâtre. Il a mis en évidence la nature fractale des figures de dissolution 





obtenues dans le cas d’un milieu homogène. Daccord et al. (Daccord et al., 1989) ont 
utilisé un système similaire dans des configurations linéaires et radiales et ont ainsi 






=  (1.6) 
 
avec Vwh la vitesse de propagation du wormhole dominant, u la vitesse du front dans le 
cas d’une dissolution compacte et q le débit d’injection. Daccord et al. (Daccord et al., 
1993b) prolongent cette étude en y ajoutant des expériences d’injection de HCl dans 
des carottes de deux types de calcaires différents, en cherchant à mettre en lumière le 
rôle de la diffusion. Ils en déduisent un premier diagramme de comportement afin de 
qualifier le type de dissolution en fonction du nombre de Peclet Pe et du nombre 
cinétique Ki. Ce diagramme propose une première classification du type de dissolution 
en fonction à la fois de la cinétique de réaction et des propriétés de transport. Il 
distingue trois catégories : 
a) Dissolution limitée par le transfert de masse : les temps caractéristiques du transport 
convectif dans le milieu poreux et de la cinétique de réaction à la surface des pores 
sont faibles en comparaison du temps du transport par diffusion moléculaire. A 
l’échelle du pore nous sommes en non équilibre local, ce qui signifie que la 
concentration d’acide est nulle à la surface du pore car la cinétique de la réaction est 
très rapide en comparaison du transport du réactif vers la surface du pore. La 
réaction est alors limitée par le déplacement du réactif et des produits de la réaction 
dans la couche limite entourant les pores.  
b) Dissolution limitée par la cinétique de réaction : dans ce cas nous sommes en 
équilibre local à l’échelle du pore. La réaction à la surface est suffisamment lente 
pour que la concentration y soit non nulle. On observe en général dans ces 
conditions un front de dissolution épais et un gradient de porosité faible. 
c) Dissolution limitée par la convection : le temps caractéristique du transport 
convectif devient comparable au temps du transport diffusif. On observe alors une 
                                                                                                                                         Chapitre 1 : Introduction 
-25- 
 
compétition dans la croissance des wormholes entre leurs extensions et leurs 
épaississements. 
Cette description a pour défaut de mélanger des mécanismes physiques 
intervenant à des échelles différentes. Fredd & Miller (Fredd & Miller, 2000)  
proposent alors une classification,  selon les figures de dissolution observées à l’échelle 
de la carotte (Figure 1.2): 
a) La dissolution compacte correspond à l’avancée d’un front plat et de fine épaisseur, 
après lequel la roche est totalement dissoute. La diffusion est le mécanisme 
dominant du transport de l’espèce acide, et à pour conséquence de stabiliser le front 
pendant la dissolution, malgré les hétérogénéités de la roche.   
b) Le régime de « wormholes coniques » correspond à un équilibre entre la diffusion 
et la convection dans le transport de l’espèce acide. Le front est devenu instable, en 
particulier lorsque les hétérogénéités rencontrées par le front, sont de grandes 
longueurs d’ondes. On observe alors la formation de wormholes de formes 
coniques car la dissolution à la paroi latérale est du même ordre que la dissolution à 
l’extrémité du wormhole.  
c) Le régime de « wormholes dominants » correspond à l’apparition de wormholes 
cylindriques et allongés, dans lesquels le transport de l’espèce acide est 
essentiellement convectif. Pour cette raison, la dissolution se concentre à 
l’extrémité des wormholes. Toutefois les vitesses d’écoulements sont suffisamment 
faibles pour conserver un front fin. Il est communément admit que ce régime 
correspond aux conditions optimales d’acidification, c'est-à-dire au meilleur 
accroissement de la perméabilité pour une quantité d’acide injectée réduite. 
d) Le régime de « wormholes ramifiés » correspond à des vitesses d’injection 
suffisantes pour que les wormholes puissent se scinder en plusieurs branches 
lorsque leurs extrémités rencontrent une hétérogénéité. Ce comportement traduit un 
léger épaississement du front de dissolution. 
e) La dissolution uniforme correspond à un simple accroissement de la porosité de la 
roche. Dans ce régime, la vitesse d’injection est telle que l’acide peut parcourir une 
distance bien supérieure à la taille des hétérogénéités, avant d’être totalement 
consommé. 

















 Figure 1.2 : différentes figures de dissolution (Fredd & Miller, 2000) 
 
Golfier et al (Golfier, 2001, Golfier et al., 2002b) ont expérimenté la dissolution 
du sel par de l’eau pour étudier ces différents régimes et ont proposé un nouveau 
diagramme conciliant les deux descriptions précédentes. Ils ont ainsi clarifié la 
transition entre le régime de wormhole dominant et la dissolution uniforme en 
introduisant la notion d’équilibre local et de non équilibre local à l’échelle de la carotte, 
et en reliant cette transition au seul nombre adimensionnel de Damköhler.  
Hoefner & Fogler (Hoefner & Fogler, 1988) ont injecté du métal en fusion dans 
des carottes de calcaire et de dolomie précédemment acidifiées. Après solidification du 
métal, la dissolution complète de la carotte laisse apparaître le réseau de wormholes. Ils 
ont ainsi étudié l’injection d’HCl et de microémulsion (huile+HCl) dans des 
échantillons de calcaire et de dolomite, à débit ou pression constant. Fredd & Fogler 
(Fredd et al., 1997, Fredd & Fogler, 1998a, Fredd & Fogler, 1998b) injectent 
également du métal en fusion dans leur échantillon, mais utilisent la radiographie à 
neutron pour visualiser les wormholes. Ils étudient ainsi l’effet d’agents gélifiants, 
d’acide faible et d’HCl sur du calcaire. C’est à partir de ces résultats qu’ils proposent 
une définition du coefficient de dissolution leur permettant de fixer les conditions 
optimales de dissolution autour d’une même valeur du nombre de Damköhler. Ils 
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complètent leur description dans Fredd et Fogler (Fredd & Fogler, 1999) en définissant 
un paramètre cinétique adimensionnel. Le scanner a été utilisé par Bazin et al. (Bazin et 
al., 1996) afin d’étudier en temps réel l’injection d’acide dans des carottes. Cette 
procédure sera reprise dans Bazin et Abdulahad (Bazin & Abdulahad, 1999) pour 
étudier différentes sortes d’émulsions acide-huile. Wang et al. (Wang et al., 1993) ont 
quant à eux étudié l’effet de la concentration et de la température sur l’injection d’acide 
dans des carottes de calcaire et de dolomite en mesurant la chute de pression dans 
l’échantillon et le pH à sa sortie. Frick et al. (Frick et al., 1994b, Frick et al., 1994a) ont 
étudié l’effet de la concentration et de la perméabilité sur des écoulements radiaux et 
linéaires. Une étude « à grande échelle » a été menée par Paccolini et Tambini 
(Paccaloni & Tambini, 1993, Tambini, 1992) qui ont exploité les résultats de plus de 
650 stimulations acides sur plusieurs types de puits (calcaire, dolomies, sandstones…). 
Ils se sont attardés en particulier sur des cas pour lesquels, après une première tentative 
ratée, de nouvelles procédures mieux adaptées ont permis d’améliorer la productivité. 
En conclusion, ils proposent la méthode MAPDIR, une injection d’acide à un débit très 
élevé pour lequel la pression dans le puits est légèrement inférieure à la pression de 
fracturation. Enfin récemment, Ziaudin et Bize (Ziauddin & Bize, 2007) ont publié une 
étude sur l’influence de la structure des pores des carbonates sur la dissolution. Pour 
cela des injections de HCl dans des échantillons caractéristiques de 8 types de roches 
différentes, ont été comparées à l’aide des techniques de NMR (Résonance Magnétique 
Nucléaire), CT Scanning, SEM (Scanning Electron Microscopy), injection de mercure 
et mesures de résistivité. Ce travail met en évidence la corrélation entre la distribution 
spatiale de la porosité et l’évolution des régimes de dissolution.  
 
3.2. Modélisation  
 
La compréhension des mécanismes impliqués dans la dissolution a été, pour la 
plus grande partie de la littérature sur le sujet, l’objectif principal de nombreuses 
modélisations. Alors que les premiers modèles se sont attachés à décrire le plus souvent 
les mécanismes physiques impliqués dans une seule échelle, les dernières évolutions 





permettent une prise en compte complète des mécanismes compris entre l’échelle de la 
carotte et l’échelle du pore dans Golfier et al. (Golfier et al., 2001, Golfier, 2001, 
Golfier et al., 2002b) et Panga et al.(Panga et al., 2002, Panga et al., 2004).  Mais pour 
utiliser l’outil numérique afin de prévoir l’effet d’un traitement acide, un modèle à 
l’échelle de la section est nécessaire.  
 
3.2.1. Modèle réseau 
 
La première modélisation à l’échelle du pore est celle proposée par Schechter et 
Gidley (Schechter & Gidley, 1969). Leur approche est similaire à celle utilisée en 
mécanique statistique et a pour but d’étudier l’évolution de la distribution des pores lors 
de l’acidification. Ils expriment également le taux de croissance des pores en résolvant 
l’équation de convection diffusion appliquée dans un pore. Ils ont ainsi montré que les 
pores de grandes tailles sont dissous plus rapidement que ceux de petites tailles et donc 
que le processus est instable. Cette réflexion à très petite échelle a donné lieu à des 
modélisations numériques du réseau de pores. Les premiers a avoir réalisé un modèle 
réseau 2D afin de simuler la stimulation acide furent Hoefner et Foegler (Hoefner & 
Fogler, 1988). Ils ont ainsi reproduit les phénomènes de wormholing et de ramification 
en fonction du débit et du nombre de Damköhler. Ce modèle fut repris et modifié en 
1998 par Fredd & Fogler (Fredd & Fogler, 1998b). Outre les difficultés associées à la 
dissolution, qui, par essence ne conservent pas le réseau initial, ce modèle ne parvient 
pas à reproduire l’augmentation du volume d’acide injecté jusqu'à la percée lorsque 
l’on diminue le taux de réaction (comparaison entre HCl et EDTA). Ils étendirent leur 
modèle à un réseau 3D représenté par un lit de billes dont le diamètre diminue au cours 
de la dissolution. En 1989, Daccord et al. (Daccord et al., 1989) réalisent également un 
modèle réseau qu’ils appliquent cette fois à des écoulements linéaires et radiaux. Ils 
produisent ainsi des résultats en accord avec leur étude expérimentale. Bekri et al 
(Békri et al., 1995) ont utilisé la méthode de la marche aléatoire et la méthode des 
moments pour résoudre un système d’équations décrivant la dissolution à l’échelle du 
pore. Ils ont appliqué leur méthode à différentes géométries qui, dans certains cas, ont 
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pu être comparées à des solutions analytiques, et ont étudié l’évolution de la relation 
perméabilité-porosité à l’échelle de la carotte.  
 La principale limitation de la modélisation réseau est la quantité de mailles 
qu’elle impose. Cette description à l’échelle du pore ne peut pas, en l’état des moyens 
de calcul actuel, être utilisée pour décrire la dissolution des roches au delà de l’échelle 
de la carotte. 
 
3.2.2. Modèle stochastique 
 
Daccord (Daccord, 1987) fut le premier à utiliser  un modèle stochastique pour 
simuler la croissance des wormholes. Il s’est inspiré de la méthode de Diffusion 
Limited Aggregation (DLA) qui reproduit le dépôt aléatoire d’une particule sur les 
branches d’une excroissance.  Il a relié la taille de cette particule à sa distance au puits 
et à la taille de la branche sur laquelle elle se dépose. Ainsi, il a reproduit les différentes 
figures de dissolution observées expérimentalement en écoulement radial et a mis en 
avant la nature fractale des figures de dissolution. Pichler et al. (Pichler  et al., 1992) 
ont repris le principe d’une modélisation DLA, en prenant en compte le gradient de 
pression local dans la loi de croissance du modèle. Ils ont appliqué cette méthode à des 
géométries anisotropes et même aux cas de puits connectés ou proches d’un réseau de 
fracture. Ce type de méthode donne des résultats d’autres régimes de dissolution que 
celui de wormhole dominant, mais ne permet pas de décrire toutes les transitions. 
 
3.2.3. Modèle du tube capillaire 
 
La modélisation des wormholes par un tube capillaire a permis de comprendre et 
de décrire d’autres mécanismes de la dissolution, intervenant à l’échelle de la carotte. 
Hung & Hill (Hung & Hill, 1987) ont été les premiers à utiliser cette représentation en 
résolvant l’équation de transport de l’acide par convection-diffusion. Ils ont pris en 
compte à la fois la réaction aux parois et à l’extrémité du tube, et les pertes latérales de 





fluide. Cette première modélisation leur permet de dire que la croissance relative des 
wormholes augmente avec le débit, et diminue avec la diffusion et les pertes latérales. 
En comparant deux wormholes de longueur et de rayon différents, ils en déduisent que 
l’apparition de wormholes dominants sera encouragée par la diffusion et ralentie par les 
pertes fluides. Wang et al. 1993 (Wang et al., 1993) reprennent cette modélisation en 
utilisant un terme réactif lié à la température et en tentant de définir à partir du modèle 
un débit optimal. Buisje en 1997 (Buisje, 1997) résout une nouvelle fois les équations 
de transport dans un tube pour étudier la concentration d’acide en fonction du taux de 
réaction aux parois. Il fait ainsi apparaître deux nombres adimensionnels déterminants 
dans la description de la dissolution à cette échelle, le nombre de Peclet Pe et le nombre 
cinétique Ki.  Il utilise son modèle pour étudier la répartition du débit lorsqu’il y a 
compétition entre wormholes. Les nombres adimensionnels sont au centre de l’étude de 
Fredd & Fogler (Fredd & Fogler, 1999) dans laquelle ils utilisent un modèle du tube 
capillaire pour définir les deux nombres sur lesquels ils fondent leur théorie, le nombre 
de Damköhler et un nombre cinétique Γ.  Huang et al. (Huang et al., 1997, Huang et 
al., 1999) proposent pour la première fois de coupler le modèle du tube capillaire à un 
modèle de densité de wormholes. Cette idée sera reprise par Gdanski (Gdanski, 1999) 
en imposant des règles de symétrie pour le moins arbitraires.  
Cette modélisation a permis de faire grandement avancer la compréhension des 
mécanismes de dissolution. Elle a fait apparaître la compétition entre la convection et la 
diffusion dans l’évolution de la concentration (Buisje, 1997, Hung & Hill, 1987), la 
compétition et les interactions entre wormholes à travers le champs de pression (Buisje, 
1997, Huang et al., 1997, Huang et al., 1999), l’effet des pertes latérales de fluides et de 
leur sensibilité aux dimensions du domaine (Buisje, 1997), ainsi qu’une première 
description de cet ensemble par des nombres adimensionnels (Buisje, 1997, Fredd & 
Fogler, 1999). 
 
3.2.4. Modèle à l’échelle de la carotte, issu de la méthode de prise de moyenne 
volumique. 
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Quintard & Whitaker (Quintard & Whitaker, 1999) proposent en 1999 une 
première modélisation de la dissolution en milieu poreux utilisant la méthode de prise 
de moyenne volumique (Anderson & Jackson, 1967, Hung & Hill, 1987, Marle, 1967, 
Slattery, 1967, Whitaker, 1999). Le principe est de réaliser une prise de moyenne 
volumique des équations du problème écrites à l’échelle du pore afin d’obtenir un 
système d’équations utilisant des variables définies à l’échelle de la carotte. Dans ce 
système apparaîssent des grandeurs qui nécessitent un problème de fermeture pour être 
définies. On utilise alors une décomposition de Gray (Gray, 1975) des variables ainsi 
qu’une description des variables définies à l’échelle du pore en fonction de leur valeur 
moyenne, du gradient de leur valeur moyenne et de variables appelées variables de 
fermeture. On obtient ainsi un système d’équations dont la résolution à l’échelle du 
pore permet la définition de ces variables de fermeture. Cette méthode est utilisée par 
Golfier (Golfier, 2001, Golfier et al., 2002b) afin de construire un premier modèle 
dédié à l’étude de la stimulation acide en faisant l’hypothèse d’une dissolution en non 
équilibre local à l’échelle de la carotte. Les résultats de ces simulations sont tout à fait 
comparables aux expérimentations et ont permis pour la première fois de reproduire 
l’ensemble des figures de dissolution observées à l’échelle de la carotte. Cet outil a 
permis de construire une description de l’instabilité (Figure 1.3) à travers le nombre 
Damkhöler et le nombre de Peclet, proche de celle proposée par Daccord et al. 
(Daccord et al., 1993a).  
 
 
Figure 1.3: Diagramme Pe – Da (Golfier et al., 2001, Golfier, 2001, Golfier et al., 2002b) 






Ces modèles issus de la méthode de prise de moyenne volumique appliquée à 
l’échelle de la carotte permettent en principe de reproduire l’ensemble des mécanismes 
de la dissolution. Malheureusement, la finesse de la discrétisation nécessaire ne permet 
pas des simulations sur des domaines représentatifs du traitement acide.   
Cette modélisation a été reprise par Panga et al. (Panga et al., 2002, Panga et al., 
2004) en utilisant des relations empiriques pour la modélisation du terme de 
dissolution, le coefficient de dissolution effectif et la relation entre perméabilité et 
porosité. Leur objectif est d’étendre le modèle à la dissolution en équilibre local à 
l’échelle de la carotte, en introduisant une relation pour définir le coefficient de transfert 
de masse utilisant le nombre local de Péclet, de Schmidt, de Sherwood et le nombre 
cinétique défini par Fredd et Fogler (Fredd & Fogler, 1999). Cette modélisation leur a 
servi notamment à étudier le cas d’un écoulement 2D radial (Kalia & Balakotaiah, 
2006). 
 
3.2.5. Modélisation à grande échelle 
 
Nous appelons ici « modèle à grande échelle » tous les modèles qui ont 
l’ambition de permettre la simulation de l’ensemble d’un traitement acide et d’obtenir 
ainsi la valeur du skin d’un puits après stimulation. 
Une première approche est d’appliquer directement des équations de transport 
réactif à l’échelle de la section. Le modèle de Chen et al. (Chen et al., 1997) résout un 
système d’équations non linéaires décrivant les interactions géochimiques roche-fluide, 
avec une méthode de maillage adaptatif. Ce modèle passe sous silence le phénomène 
de wormholing, tout comme le modèle de Fan et Wang (Fan & Wang, 1997) qui utilise 
une simple équation de transport convectif avec un terme de réaction composé de deux 
nombres de Damköhler. Leur description a la particularité de différencier la dissolution 
du filtrat et de la roche.   
Certains modèles à grande échelle proposent d’associer un modèle de type tube 
capillaire à un modèle de densité de wormholes. Ainsi Huang et al. {Huang, 1999 18 
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/id} proposent d’évaluer la perturbation du champ de pression d’un wormhole induite 
par ses voisins et de conditionner sa croissance à une pression critique. Mais ils posent 
une hypothèse forte et contestable : les wormholes autour du puits sont séparés par un 
angle de 90°. Gdanski (Gdanski, 1999) reprend cette hypothèse en imposant cette fois 
un angle de 60°, mais considère également une distribution linéaire des wormholes, ce 
qui limite fortement la capacité de ce modèle à reproduire la réalité.  
Daccord et al. (Daccord et al., 1989) proposent de modéliser la stimulation 
d’après leurs observations expérimentales et leurs simulations réseaux. Ils considèrent 
dans le cas linéaire une longueur de pénétration équivalente le long de laquelle la chute 
de pression est négligeable, et dont l’évolution serait proportionnelle au débit à la 
puissance –1/3. Dans le cas radial intervient la dimension fractale df de la figure de 
dissolution qu’ils estiment proche de 1.6. Cette description est reprise par Bartko et al. 
(Bartko et al., 1997) pour simuler la stimulation acide des réservoirs carbonatés. Frick 
et al. (Frick et al., 1994b, Kürmayr et al., 1992) utilisent également les propriétés 
fractales du wormholing et proposent un découpage de la zone de traitement selon le 
rayon. Ils considèrent une première zone proche du puits avec une pression constante, 
puis une zone de transition et enfin une zone hors du domaine stimulé. Ce découpage 
leur permet de proposer une méthode pour évaluer le skin au cours du traitement dans 
le cas d’un puits vertical, qu’ils étendent au cas des puits horizontaux. Un autre modèle 
proposé par Gong & El-Rabaa (Gong & El-Rabaa, 1999) s’appuie sur une 
reconstruction du diagramme de Daccord et al. (Daccord et al., 1993a) pour prendre en 
compte les différents régimes de dissolutions. Un quatrième modèle inspiré des 
résultats de Daccord et al. (Daccord et al., 1989), plus récent, est proposé par Buisje & 
Glasbergen (Buisje & Glasbergen, 2005). Il modélise simplement la vitesse du 
wormhole Vwh en la corrélant à la vitesse interstitielle moyenne Vi à la puissance 2/3. 
 
2 /3
. . ( ). ( )wh eff i iV W V B V D t=  (1.7) 
 





Weff est un paramètre, D(t) est une fonction de retard et B(Vi) est une fonction 
tendant vers zéro lorsque la vitesse Vi tend elle aussi vers zéro afin de prendre en 
compte la dissolution compacte. 
La méthode de prise de moyenne volumique est de nouveau appliquée par 
Golfier et al. (Golfier et al., 2004, Golfier, 2001) sur les équations qu’ils ont définies à 
l’échelle de la carotte pour obtenir un modèle à grande échelle. Ils proposent ainsi des 
modèles simple et double milieux. Dans le modèle simple milieu ils effectuent une 
moyenne sur un volume contenant wormhole et milieu poreux. Dans le modèle double 
milieux, ils font la distinction entre un volume wormhole et un volume matrice. Les 
résultats de ces travaux qui sont le point de départ de cette thèse, encouragent à utiliser 
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Chapitre 2 : Etude de la stabilité du front 










Le phénomène de wormholing est la conséquence d’un mécanisme instable que 
l’on propose d’étudier dans ce chapitre à travers trois études de stabilité linéaire. 
L’objectif est de mieux comprendre et caractériser la transition entre les différents 
régimes de dissolution. Pour cette raison, nous commençons par illustrer ces régimes à 
travers un exemple issu de simulations 2D et décrire ainsi la stabilité d’un front de 
dissolution. Cet exemple nous sert par la suite à comparer et discuter les résultats des 
études de stabilité linéaire. La première d’entre elles fait l’hypothèse d’une dissolution 
en équilibre local à l’échelle de la carotte, et d’un état de base autonome. Ainsi nous 
étudions la stabilité du régime compact. Ensuite nous présentons une étude où cette fois 
nous faisons l’hypothèse d’une dissolution en non équilibre local, afin d’observer 
l’influence de l’épaisseur du front sur la stabilité. Dans la troisième étude nous 
considerons une dissolution en non équilibre locale et un état de base non autonome 
afin d’étudier l’influence de la croissance de l’état de base sur la croissance d’une 
perturbation. Enfin nous proposons une méthode pour caractériser à partir des résultats 
de ces études de stabilité, la transition entre les différents régimes de dissolution. 
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2. Description de la stabilité d’un front de dissolution 
 
Nous présentons dans la Figure 2.1 une courbe de volume d’acide injecté pour 
percer le domaine, normalisée par le volume de pore et notée Vbt/Vp, en fonction de la 
vitesse d’injection moyenne. Cet exemple est le résultat d’une étude numérique 2D, 
utilisant le modèle à l’échelle de la carotte développé par Golfier et al. (Golfier, 2001), 
et détaillé ci-dessous : 
 
.
C C C DaC
t Pe
ε ε∂  
+ ∇ − ∇ = − ∂  
V  (2.1) 
P
K
∇ = − V  (2.2) 
























Dans ce système d’équations, ε est la porosité, C est la concentration d’acide, V 
est le vecteur vitesse de filtration et P est la pression. Les nombres adimensionnels de 
Péclet (Pe), de Damköhler (Da) et le pouvoir acidifiant (Nac) sont définis par le 
cœfficient de dissolution α, le coefficient de diffusion D, la masse volumique de la 
roche ρσ, le coefficient stochiométrique massique ν, la concentration d’injection C0 et la 
vitesse d’injection V0. La longueur caractéristique L0 est la racine carrée de la 
perméabilité initiale du milieu poreux K0, tandis que Kf est la perméabilité dans le 
wormhole. 
 
Nous avons fait pour notre exemple trois simplifications : 
 Le tenseur de dispersion du terme de diffusion a été remplacé par un 
coefficient de diffusion D constant et isotrope, pondéré par la porosité.  





 L’équation de Darcy-Brinkman du modèle original de Golfier et al. (Golfier, 
2001) a été remplacée par l’équation de Darcy (Pomès et al., 2001). Cette 
hypothèse est reprise tout au long de ce document et sera discutée dans le 
chapitre suivant.  
 Le coefficient de dissolution α est décorrélé du nombre de Péclet pour être 
constant lorsque la porosité est inférieure à 1, et nul lorsque la porosité est 
égale à 1.  
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Figure 2.1: Volume d’acide injecté pour percer, normalisé par le volume de pore (Vbt/Vp), en 
fonction de la vitesse d’injection moyenne.  
 
Les simulations présentées dans la Figure 2.1 correspondent à des injections 
linéaires d’acide avec les paramètres suivant : 
 
                                                         Chapitre 2 : Etude de stabilité du front de dissolution d’un milieu poreux 
-39- 
 
C0 = 250 kg/m3 ; ε0 = 0.2 K0 = 1·10-15 m² ; Kf = 3.125·10-8 m²  
ρ = 2710 kg/m3 Lx = 7.5 cm; Ly = 7.5 cm; Lz = 1 mm 
ν = 1.37;  α = 1 s-1 ; D = 10-9 m²/s nx = 60; ny = 110; nz = 1 
Tableau 2.1 : paramètres des simulations présentées dans la Figure 2.1. 
 
Nous observons dans la Figure 2.1 plusieurs tendances dans la stabilité du front 
de dissolution. 
 Nous observons un plateau pour des vitesses très faibles qui correspondent au 
régime de dissolution compacte. Ce front se laisse perturber lorsque la vitesse 
d’injection moyenne dépasse 1.8 10-7 m/s ce qui provoque une baisse de 
volume pour percer. On assiste alors à la transition entre le régime de 
dissolution compacte et celui de wormholes coniques. 
 Nous observons un second plateau à une valeur du Vbt/Vp plus faible que le 
précèdent. Il correspond au régime de wormhole dominant. Il commence à 
une vitesse d’environ 1 10-5 m/s et se termine pour une vitesse d’environ 1.8 
10-3 m/s.  
 Nous observons une forte croissance du Vbt/Vp pour les vitesses élevées. Elle 
est initiée par le régime de wormholes ramifiés pour atteindre le régime de 
dissolution uniforme, à une vitesse d‘environ 1 10-1 m/s. A cette vitesse, le 
front de dissolution semble s’être à nouveau stabilisé dans le sens où l’on 
n’observe plus de wormholes en croissance. 
 
Dans ce chapitre nous allons utiliser l’étude de stabilité linéaire pour essayer 
d’étudier ces tendances. Pour cela, nous adaptons la description de l’état de base à la 
tendance étudiée et choisissons une méthode de résolution appropriée. Au delà d’une 
meilleure compréhension du wormholing, l’objectif final de ce chapitre est de pouvoir 
identifier de manière analytique ou semi analytique les vitesses correspondantes aux 
transitions entre les différents régimes de dissolutions. Nous présentons dans cette 
partie, les calculs de manière succincte afin de nous focaliser sur l’interprétation de 









3. Bibliographie sur l’étude de stabilité linéaire d’un front de 
dissolution dans un milieu poreux 
 
Il existe dans la littérature deux séries de travaux utilisant l’étude de stabilité 
linéaire pour caractériser l’instabilité d’un front de dissolution dans un milieu poreux.   
Hinch et Bhatt (Hinch & Bhatt, 1990) ont publié une étude de stabilité linéaire 
sur la dissolution, mais certaines hypothèses simplificatrices ne permettent pas 
d’utiliser leurs résultats dans notre cas. En effet, ils négligent le rôle de la diffusion dans 
le transport de l’acide et supposent que la porosité ne varie pas de manière significative.  
Une série d’articles de Chadam et Ortoleva (Chadam et al., 2001, Chadam et al., 
1985, Chadam et al., 1988, Ortoleva et al., 1987, Xin et al., 1993) étudie également la 
stabilité d’un front de dissolution par la linéarisation des équations. Le système qu’ils 
ont étudié est très proche du nôtre mais certaines hypothèses conduisent à des résultats 
différents. Par exemple, leur calcul de la perturbation du champ de concentration est 
réalisé en introduisant une perturbation dans l’équation de l’état de base qui est 
stationnaire, alors que nous utilisons pour cela l’équation de transport initiale. Leurs 
résultats montrent que le front est stable pour les petites longueurs d’ondes et instable 
pour les grandes. Bien que nos propres conclusions soient différentes, leurs travaux ont 
toutefois inspirés les différentes études de stabilité linéaires présentées dans ce chapitre.  
Enfin nous nous sommes également intéressé à un problème qui montre certaines 
similitude avec le notre : la stabilité d’un front de flamme. L’étude de l’instabilité de 
Darrieus-Landau (Landau & Lifchitz, 1989) et tout particulièrement les travaux de 
Pelce et Clavin (Pelce & Clavin, 1982), nous ont sensibilisé sur l’importance de la 
description du front et de la définition de la condition à l’interface.  
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4. Stabilité d’un front de dissolution compacte 
 
Les travaux de Golfier et al. (Golfier, 2001) ont montré que la dissolution 
compacte se produit pour un nombre de Péclet faible et un nombre de Damköhler 
suffisamment élevé, mais aussi que le front se laisse perturber si l’on augmente 
suffisamment le nombre de Péclet. Nous allons dans cette partie regarder la nature de 
l’instabilité, et vérifier sa dépendance au nombre de Péclet et sa faible dépendance au 
nombre de Damköhler. Nous essayerons de reconstituer la courbe de Vbt/Vp à partir du 
résultat de cette étude.  
La dissolution compacte se caractérise par une discontinuité du champ de 
porosité et une concentration nulle en amont de cette discontinuité. Le repère (x,y) est 
lié au milieu poreux, x étant la direction de l’écoulement. Nous commençons dans cette 
partie par faire un changement de variable afin de nous placer dans un repère lié au 
front de l’état de base : 
 
x utζ = −  (2.6) 
 
où u correspond à la vitesse d’avancement du front. Nous définissons la position de la 
discontinuité en ζ égale à 0. Cette description se traduit par les conditions limites 




  pour ζ = ±∞  (2.7) 
0Da =  pour 0ζ <  (2.8) 
1C =  pour ζ = −∞  et 0C =  pour ζ = +∞  (2.9) 
1ε =  pour ζ = −∞  et 0ε ε=  pour ζ = +∞  (2.10) 
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Parce que notre description contient une discontinuité du champ de porosité, 
nous devons construire une condition à l’interface. Pour cela nous appliquons la théorie 
des distributions à l’équation de transport (2.1) dans laquelle nous avons introduit au 
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où w correspond au vecteur vitesse de l’interface et n est la normale à l’interface. 
La notation (.)u signifie la dérivée au sens usuel. On en déduit une relation à 
l’interface qui permet de relier la vitesse de front de dissolution aux autres paramètres 
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0 0P Pς ς= − = +=  (2.15) 
0 0C ς = − =  et 0 0C ς = + =  (2.16) 
0 1ςε = − =  et 00ςε ε= + =  (2.17) 
 
Ces conditions limites sont représentatives de la dissolution dès lors que le 
nombre de Damköhler est suffisamment grand pour que la dissolution soit en équilibre 
local. La Figure 2.2 résume ces conditions limites. 
 












Figure 2.2: Description du front de dissolution dans le cas d’une dissolution compacte.  
 
On peut noter que le vecteur w lorsque le front n’est pas perturbé, est simplement 
égal à la vitesse u du front stable.  
 
4.1. Calcul de l’état de base autonome 
 
Nous calculons ici la solution analytique de l’état de base associé aux équations 
(2.1) à (2.4), c'est-à-dire la solution d’un front de dissolution non perturbé. Nous 
supposons que l’état de base est autonome, c'est-à-dire que, dans le repère associé (ζ, y), 
l’état de base est stationnaire. Nous noterons la concentration, la pression et la porosité 
de l’état de base C , P  et ε . Ainsi, l’équation de transport (2.1) dans laquelle nous 
avons introduit au préalable l’équation (2.4) devient  
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Associée aux condition limites (2.16) et (2.17), la solution du champ de 
concentration est  






0C =  pour 0ζ >  
1 e cAC ζ= −  pour 0ζ <  
avec ( )1cA Pe u= −  
(2.19) 
 
En appliquant cette solution aux conditions à l’interface (2.13), (2.16) et (2.17) 













Pour calculer le champ de pression, nous résolvons à l’aide des conditions limites 
(2.11), (2.14) et (2.15) l’équation de continuité (2.3) dans laquelle nous avons 
préalablement injecté l’équation de Darcy (2.2) : 
 
P cstς= − +  pour 0ζ >  
P cstβς= − +   pour 0ζ <  
(2.21) 
 
4.2. Perturbation du front de dissolution compacte 
 
Dans cette partie, nous introduisons une perturbation du front de dissolution de la 
manière suivante : 
 
( , )x ut y tζ δψ= − −  (2.22) 
avec  
( , ) costy t e myωψ =  (2.23) 
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où δ correspond à l’amplitude de la perturbation, ω est le taux de croissance de la 
perturbation et m est son nombre d’onde. Cette perturbation est introduite dans les 
variables du problème  
 
( , , ) ( ) ( ) ( , )P y t P p y tς ς δ ς ψ= +  (2.24) 
 
En utilisant cette décomposition dans les conditions limites (2.14) à (2.16), nous 






=  (2.27) 
0c =   pour 0ς >  (2.28) 
 
Afin de réaliser l’étude de stabilité linéaire, nous commençons par introduire les 
décompositions (2.24) et (2.25) des variables de pression et de concentration dans les 
équations (2.1) à (2.4) décrivant la dissolution du milieu poreux, puis nous soustrayons 
les équations de l’état de base. Ensuite nous ne gardons que les termes du premier ordre 
en δ. Le système ainsi obtenu est ensuite résolu afin d’étudier l’évolution du taux de 
croissance de la perturbation. 
 
4.2.1. Perturbation du champ de pression 
 
Après avoir introduit l’équation de Darcy (2.2) dans l’équation de continuité 
(2.3), ainsi que la décomposition (2.24) de la variable de pression, nous obtenons au 
premier ordre le système suivant : 
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Nous résolvons ces équations avec les conditions à l’interface (2.26) et (2.27), 
pour obtenir l’expression suivante de la perturbation de pression : 
 
 
4.2.2. Perturbation du champ de concentration 
 
Nous introduisons dans l’équation de transport (2.1) les décompositions (2.24) et 
(2.25) des variables de pression et de concentration. Nous ne gardons ensuite que les 
termes au premier ordre en δ et introduisons la solution (2.30) de la perturbation en 
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On remarquera que le terme A3 est fonction du taux de croissance ω. 
 
4.2.3. Calcul du taux de croissance ω 
 
Afin d’obtenir une expression pour le taux de croissance ω nous introduisons nos 
solutions pour la perturbation du champ de pression (2.30) et de concentration (2.33) 
dans la condition à l’interface (2.13). Nous obtenons ainsi au premier ordre en δ la 
relation suivante : 
 
3 3 3²a A b A c d e Aω ω ω ω ωω ω ω− + = −  (2.35) 
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Nous proposons d’étudier ici l’évolution de la racine réelle la plus grande, qui 
correspond au mode le plus instable. Pour effectuer ce calcul nous avons utilisé les 




La première observation sur le résultat (2.36) est que la définition du taux de 
croissance ω dépend des nombres adimensionnels Nac et Pe mais pas du nombre de 
Damköhler Da. Ce premier résultat confirme l’observation de Daccord et al.(Daccord 
et al., 1993a)  et de Golfier et al.(Golfier, 2001) qui conditionne la transition entre le 
régime compact et le régime de wormholing au seul nombre de Péclet et au nombre 
pouvoir acide Nac.  
 Pour étudier le résultat (2.36), nous le comparons avec les simulations de la 
Figure 2.1. Pour cela nous appliquons les paramètres du Tableau 2.1 et nous présentons 
dans la Figure 2.3 l’évolution du taux de croissance adimensionnel en fonction du 
nombre de Péclet, pour deux valeurs du nombre d’onde mmin et mmax. Ces deux valeurs 
correspondent à deux longueurs d’onde caractéristique de notre exemple : l’une est la 
largeur d’une maille et l’autre est la largeur du domaine. L’hétérogénéité du champ de 
perméabilité utilisé pour les simulations de la Figure 2.1, est produite par un bruit blanc. 
Nous supposons donc que le développement des instabilités observées dans la Figure 
2.1 correspond à un nombre d’onde compris entre mmin et mmax. 
 




Figure 2.3 : Evolution du taux de croissance adimensionnel en fonction du nombre de Péclet, pour 
deux nombres d’ondes. 
 
La première conclusion concernant les résultats de la Figure 2.3 est que le taux 
de croissance de l’instabilité est toujours positif. Selon cette étude de stabilité linéaire, 
le front de dissolution compacte d’un milieu poreux est toujours instable quelque soit le 
nombre de Péclet. Par contre le taux de croissance tend vers 0 lorsque le nombre de 
Péclet tend vers 0. Il est donc normal qu’en dessous d’une certaine valeur du nombre de 
Péclet, nous ne puissions pas observer d’instabilité dans un domaine 2D ou 3D de 
dimension finie. Si le taux de croissance est trop faible, l’instabilité initiale ne peut se 
développer sur une distance supérieure à la taille d’une maille, le temps que le front de 
dissolution compacte atteigne l’extrémité du domaine. On en déduit que dans un 
domaine infini ou semi infini dans la direction de l’écoulement, la croissance instable 
d’une perturbation du front de dissolution compacte serait toujours observée. 
Afin de comparer nos résultats avec ceux présentés dans la Figure 2.1, nous 
essayons d’évaluer le volume d’acide injecté pour percer, correspondant au taux de 
croissance que nous venons de calculer. Ce volume d’acide injecté pour percer est 
approximé comme le produit du temps de percée tp par le débit d’injection. Pour 










distance Lx à une vitesse composée d’une part de la vitesse u du front de l’état de base 
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Nous considérons que le produit δL0 qui est l’amplitude de la perturbation 
initiale, est égal à la longueur d’une maille.  
Nous comparons dans la Figure 2.4 le volume d’acide injecté pour percer, 
normalisé par le volume de pore (Vbt/Vp) ainsi obtenu à partir de cette étude de stabilité 
linéaire, avec le résultat des simulations 2D présentées dans la Figure 2.1. 
 
 
Figure 2.4 : volume d’acide injecté pour percer, normalisé par le volume de pore (Vbt/Vp). 
Comparaison des résultats de l’étude de stabilité linéaire pour deux nombres d’onde, avec le 
résultat de simulations 2D à l’échelle de la carotte. 
 
  Nous observons sur la Figure 2.4 que le Vbt/Vp calculé à partir de l’étude de 
stabilité reproduit la tendance observée sur les simulations 2D utilisant le modèle de 
Golfier (Golfier, 2001), c'est-à-dire un plateau pour les faibles vitesses indiquant une 
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dissolution compacte, puis une chute de Vbt/Vp induite par la transition vers un régime 
de wormholing. On retrouve également vers les vitesses élevées, le plateau 
correspondant au régime de wormholes dominants. Toutefois, plusieurs différences 
sont à commenter.  
La première est que le plateau correspondant au front de dissolution compacte est 
de 36.1 pour l’étude de stabilité et de 33.9 pour les simulations 2D. La raison est que 
nous surestimons le volume d’acide injecté pour percer dans notre étude de stabilité 
linéaire. En effet, l’expression de la vitesse du front u (2.20) suppose que l’on se trouve 
dans un domaine infini dans lequel l’apport d’acide dans le système dépend 
uniquement du transport convectif. Dans les simulations de la Figure 2.1 la condition 
limite en entrée induit un flux d’acide par diffusion qui a pour conséquence d’accélérer 
la percée et donc de diminuer le volume injecté pour percer. 
Nous observons ensuite un décalage des résultats de l’étude de stabilité vers les 
petites vitesses d’injection, par rapport aux résultats des simulations 2D. Cet écart 
correspond à une vitesse de transition entre la dissolution compacte et le régime de 
wormholes coniques divisée par 3. La raison de cet écart est pour l’instant indéterminé 
et pour le comprendre il serait peut être nécessaire de se pencher sur certains aspects de 
la modélisation numérique (diffusion numérique, operator splitting, schéma numérique 
…). Mais de manière générale, il faut garder à l’esprit que dans une étude de stabilité 
linéaire, nous résolvons un modèle simplifié au premier ordre et qui donc ne reproduit 
pas la totalité du phénomène physique étudié. Pour cette raison, il serait intéressant de 
réaliser une étude au 2ème ordre avec nos hypothèses. 
Enfin, on observe que le plateau correspondant au régime de wormhole dominant 
pour les simulations 2D, est autour de 5.5. Cette valeur se trouve dans l’intervalle [0.2 ; 
13.7] qui correspond à la hauteur du même plateau pour l’étude de stabilité linéaire 
utilisant les nombres d’onde mmin et mmax. Ce dernier résultat s’explique par la 
différence de méthode utilisée dans la perturbation du front. Dans l’étude de stabilité 
linéaire nous imposons une longueur d’onde à la perturbation et donc à l’instabilité. 
Dans les simulations 2D de la Figure 2.1 nous imposons un bruit blanc sur le champ de 
perméabilité. Par conséquent, toutes les longueurs d’ondes comprises entre la taille 





d’une maille (nombre d’onde mmax) et la taille du domaine (nombre d’onde mmin) 
perturbent le front, et évoluent en interaction non-linéaire complexe. 
 
Pour illustrer la sensibilité de l’instabilité au nombre d’onde de la perturbation, 
nous présentons dans la Figure 2.5 la valeur du taux de croissance en fonction du 
nombre d’onde m et du nombre de Péclet. Dans cet exemple le nombre de Péclet est 

































Figure 2.5 : Evolution du taux de croissance en fonction du nombre d’onde et du nombre de Péclet.  
 
On observe sur la Figure 2.5 que le taux de croissance augmente avec le nombre 
de Péclet. Mais nous remarquons surtout que pour un nombre de Péclet donné, il existe 
une valeur du nombre d’onde pour lequel le taux de croissance est maximal. Afin 
d’illustrer cet effet de pic, nous présentons dans la Figure2.6 l’évolution du taux de 
croissance en fonction du nombre d’onde pour quatre valeurs du nombre de Péclet.  
 




Figure2.6 : Evolution du taux de croissance en fonction du nombre d’onde pour différentes valeurs 
du nombre de Péclet. 
 
Nous remarquons que la hauteur du pic augmente et se déplace légèrement vers 
les grands nombres d’ondes lorsque le nombre de Péclet augmente. Le taux de 
croissance tend vers 0 lorsque le nombre d’onde tend également vers 0. Ce résultat est 
attendu car lorsque nous donnons une valeur nulle au nombre d’onde de l’équation 
(2.35), nous obtenons un taux de croissance nul.  
 
 
5. Influence de l’épaisseur du front de dissolution 
 
Nous venons de voir que sous l’hypothèse d’un front discontinu en porosité, 
c'est-à-dire que la dissolution est en équilibre local, le front est toujours instable. En 
réalité, même si l’épaisseur du front de porosité tend vers 0 lorsque le nombre de 
Damköhler tend vers l’infini, celui-ci n’est jamais nul. Lorsque l’on augmente la vitesse 
d’injection dans le domaine, le nombre de Damköhler diminue et le front s’épaissit. 
Celui-ci influence alors le comportement instable de la dissolution.  





Nous proposons ici d’étudier l’impact de l’épaisseur du front de dissolution sur la 
stabilité à travers une nouvelle étude, également originale, de stabilité linéaire. 
Contrairement à l’étude précédente, nous ne faisons pas d’hypothèse simplificatrice sur 
le champ de porosité en amont du front. Nous choisissons de considérer le couplage 
entre la porosité et la concentration, exprimé à travers les équations (2.1) et (2.4). Pour 
se faire, nous faisons une résolution numérique. Comme précédemment nous 
n’exposons ici que les grandes lignes de la méthode de calcul pour se focaliser sur les 
résultats et leur interprétation. Les calculs sont détaillés dans l’annexe B. 
 
5.1. Calcul de l’état de base autonome 
 
Nous calculons ici la solution de l’état de base associé aux équations (2.1) à (2.4). 
Une fois encore, nous supposons que l’état de base est autonome, c'est-à-dire que dans 
le repère associé (ζ, y), l’état de base est stationnaire. Par contre nous considérons cette 
fois l’équation de conservation de la masse de roche (2.4). Sous ces hypothèses, nous 


















( ). 0K P∇ ∇ =  (2.40) 
 
Une autre différence avec l’étude de stabilité précédente est la définition des 
conditions limites. Nous posons ici   
 
( )0 1ε ζ = =  (2.41) 
( )0 1C ζ = =  (2.42) 
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Ces conditions limites expriment une concentration maximale et une dissolution 
totale en aval du front. Or nous devrions observer dans la réalité un « pied » en amont 
comme en aval du front, pour la porosité et la concentration. Donc cette étude ne 
prétend pas reproduire le phénomène instable dans son ensemble, mais elle permet 
d’isoler un aspect de la dissolution : l’impact de l’épaisseur du front sur la stabilité. 











Figure 2.7 : Description du front de dissolution dans le cas d’une dissolution compacte. 
 
Pour clore le système formé par les équations (2.38) et (2.39), nous introduisons 
une relation entre la porosité et la perméabilité dépendante d’un paramètre χ. Nous 
















Pour calculer l’état de base nous discrétisons (2.38) à (2.40), puis nous résolvons 
ce système de manière itérative, en calculant à chaque itération la concentration, la 
porosité et la pression de façon séquentielle. 
 





5.2. Introduction d’une perturbation 
 
Comme précédemment, nous décomposons les variables du problème comme la 
somme de la solution de l’état de base et d’une perturbation : 
 
P P p= +  
C C c= +   
ε ε ε= +  
(2.44) 
 
Nous appliquons le principe de séparation des variables aux perturbations :  
 
 ( ) ( ),p pp f t g yζ=  
( ) ( ),c cc f t g yζ=  
 ( ) ( ),f t g yε εε ζ=  
(2.45) 
 
Nous introduisons cette description dans les équations (2.38) à (2.40) en ne 
gardant que les termes du premier ordre de la perturbation. On obtient au final le 
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Pour résoudre ce système nous adoptons la même stratégie que pour le calcul de 





Pour étudier la stabilité de ce système nous construisons une fonction 


























Nous simulons alors l’avancée d’une perturbation de la porosité égale à 10-10, sur 
toute la longueur du domaine de simulation, notée Ω. Cette valeur initiale est 
suffisamment faible afin de conserver une perturbation faible en comparaison de l’état 
de base, et respecter ainsi les conditions de la linéarité. Afin de minimiser l’influence 
des conditions limites du domaine de simulation, la longueur Ω est égale à sept fois 
l’épaisseur du front de l’état de base. Nous définissons cette épaisseur comme la 
distance à laquelle toutes les variations relatives de porosité et de concentration de l’état 
de base, par rapport aux conditions à l’infini, sont inférieures à 10-3. 
Nous présentons dans la Figure 2.8 l’évolution au cours du temps de la fonction 
d’amplitude pour différentes vitesses d’injection. Le temps est normalisé par un temps 
tmax qui correspond pour chaque vitesse d’injection au temps nécessaire pour qu’une 
distance égale à l’épaisseur du front de l’état de base soit parcourue par le front. Le 
front est instable lorsque le coefficient d’amplitude est supérieur à 1, et stable dans le 
cas contraire. 
 





V0 = 1·10-7 m/s
V0 = 1·10-6 m/s
V0 = 5·10-6 m/s
V0 = 7·10-6 m/s
V0 = 1·10-5 m/s




Figure 2.8 : Evolution au cours du temps de la fonction d’amplitude pour différentes vitesses 
d’injection. 
 
La première observation est que pour les faibles vitesses d’injection, le système 
est instable, puis le front se stabilise lorsque l’on accroît la vitesse. On en déduit que 
l’épaississement du front qui résulte de l’accroissement de la vitesse induit une 
stabilisation du front de dissolution.  
Cette première conclusion peut permettre d’expliquer l’accroissement de la 
densité de wormhole avec la vitesse que l’on constate dans le régime de wormhole 
dominant. Lorsqu’un wormhole débute sa croissance, la vitesse augmente localement 
dans le wormhole. Le front de dissolution s’épaissit localement et freine l’instabilité. 
Ailleurs la vitesse est localement plus faible, donc le front de dissolution est plus 
instable, ce qui permet de développer d’autres wormholes. L’évolution de la densité de 
wormholes est l’objet du chapitre suivant.  
Nous faisons remarquer que l’évolution du coefficient d’amplitude sur la Figure 
2.9 est linéaire dans notre représentation semi-logarithmique, ce qui signifie que son 
évolution temporelle est exponentiel. Ce résultats est attendu car si l’on réalise une 
séparation des variables t et ζ pour les perturbations fp, fc et fε, nous obtenons, avec les 
équations (2.46) à (2.48), une fonction exponentielle pour la partie temporelle : 
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( ) ( ), tp pf t e hωζ ζ=  
( ) ( ), tc cf t e hωζ ζ=  
( ) ( ), tf t e hωε εζ ζ=  
(2.50) 
 
Nous proposons maintenant d’utiliser cet outil pour étudier l’influence des 
nombres de Damköhler et de Péclet sur l’effet stabilisateur de l’épaisseur du front. 
Nous présentons dans la Figure 2.10 l’évolution du coefficient d’amplitude au cours du 
temps, pour différentes valeurs du nombre de Damköhler et un nombre de Péclet 
constant (Pe = 3.16·10-4). Le coefficient de dissolution α est modifié pour faire varier le 
nombre de Damköhler. Comme pour la Figure 2.8, le temps est normalisé par le temps 
tmax.  Nous observons que pour un nombre Damköhler élevé le front est instable et qu’il 
se stabilise lorsque ce nombre diminue.  
Nous présentons dans la Figure 2.11 l’évolution du coefficient d’amplitude au 
cours du temps, pour différentes valeurs du nombre de Péclet et un nombre de 
Damköhler constant (Da = 3.16·10-3). Le coefficient de diffusion D est modifié pour 
faire varier le nombre de Péclet et le temps est normalisé par le temps tmax. Nous 
observons que l’instabilité du front est maximale pour un nombre de Péclet égale à 
3.16·10-4, et qu’elle décroit si l’on diminue ou augmente le nombre de Péclet d’un 
factuer 10. 
 







Figure 2.10 : Evolution du coefficient d’amplitude au cours du temps, pour différentes valeurs du 
nombre de Damköhler et un nombre de Péclet constant (Pe = 3.16·10-4). 
 
 
Figure 2.11 : Evolution du coefficient d’amplitude au cours du temps, pour différentes valeurs du 
nombre de Péclet et un nombre de Damköhler constant (Da = 3.16·10-3). 
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Les résultats des Figure 2.10 et Figure 2.11 indiquent que cet effet de l’épaisseur 
du front sur sa stabilité dépend du nombre de Damköhler et du nombre de Péclet. Dans 
ces deux figures, la simulation correspondant à un nombre de Péclet égal à 3.16·10-4, et 
un nombre de Damköhler égal à 3.16·10-3, est proche de l’optimum. Nous en déduisons 
que l’optimum est dépendant des nombres de Péclet et de Damköhler. Mais nous 
notons également que lorsque nous comparons la Figure 2.10 à la Figure 2.11, la 
stabilité du front, proche des conditions optimales, semble plus sensible aux variations 
du nombre de Damköhler qu’à celles du nombre de Péclet. Ces remarques alimenteront 
une discussion dans le chapitre 4 sur les conditions optimales d’injection.  
  
Pour conclure sur cette seconde étude de stabilité linéaire, nous faisons 
remarquer qu’elle donne des résultats opposés à la première étude de stabilité. Si dans 
cette première étude nous observions que la stabilité évoluait inversement à la vitesse 
d’injection, dans cette nouvelle étude nous observons le comportement opposé. Nous 
allons voir dans la partie suivante qu’il se produit en réalité entre ces comportements 
une transition dépendante de la dynamique de l’épaisseur du front.  
 
 
6. Influence de la croissance de l’épaisseur du front sur la croissance 
de l’instabilité 
 
Dans les deux études de stabilité précédentes nous avons fait l’hypothèse que 
l’état de base était autonome ce qui nous a permis de faire un changement de variable 
pour se placer dans le référentiel du front. Dans cette nouvelle étude de stabilité 
linéaire, nous allons considérer l’état de base non autonome afin d’étudier l’impact de 
la croissance dans le temps de l’épaisseur du front de l’état de base sur la croissance 
d’une perturbation.  
 





6.1. Calcul de l’état de base non autonome 
 
Nous calculons ici la solution de l’état de base associé aux équations (2.1) à (2.4). 
Cette fois ci, nous supposons que l’état de base est non autonome, donc nous ne faisons 
pas de changement de variable. Nous introduisons l’équation de porosité (2.4) dans 
l’équation de transport (2.1) et nous résolvons numériquement le système composé des 
équations (2.51), (2.52) et (2.4).  
 
( )1 1 ² 0
²
Da NacCC K C P CC
t x x Pe xε ε
+∂ ∂ ∂ ∂
+ − − =








 (2.52)  
 
Pour cela nous appliquons les conditions limites suivantes :  
 
( )0 1xε = =  (2.53) 
( )0 1C x = =  (2.54) 
 
Cette description de la dissolution ne fait pas les simplifications des études 
précédentes sur la nature et la forme du front. Le front est correctement décrit à la fois 
en amont et en aval, et nous pouvons alors comparer l’impact de l’épaisseur du front en 
amont et l’impact du gradient de concentration en aval sur la stabilité.  Cette description 
est résumée par la Figure 2.12. 
 












Figure 2.12 : Description du front de dissolution dans le repère (x,y). 
 
Comme pour l’étude précédente, le système est fermé par la relation entre 
perméabilité et la porosité (2.43). Nous utilisons également la même stratégie de 
discrétisation que dans l’étude précédente.  
 
6.2. Introduction d’une perturbation 
 
Comme précédemment, nous décomposons les variables du problème comme la 
somme de la solution de l’état de base et d’une perturbation (2.44) et nous appliquons 
le même principe de séparation des variables aux perturbations (2.45). Nous 
introduisons cette description dans les équations (2.51), (2.52) et (2.4) en ne gardant 
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Pour résoudre ce système nous adoptons la même stratégie que pour le calcul de 




Pour étudier la stabilité de ce système nous utilisons comme précédemment une 






























La perturbation de la porosité est intégrée sur toute la longueur du domaine Ω. 
Afin de minimiser l’influence des conditions limites, nous imposons une longueur de 
domaine égale à sept fois l’épaisseur du front de l’état de base dans le cas autonome, 
tout en mesurant l’évolution de la perturbation à l’échelle de l’épaisseur du front. Nous 
imposons une perturbation initiale égale à 10-10 sur toute la longueur du domaine. 
Nous présentons dans la Figure 2.13 l’évolution de ce coefficient d’amplitude en 
fonction du temps adimensionnel pour différentes vitesses d’injection. Nous utilisons 
cette fois une échelle logarithmique afin de comparer une large gamme de vitesses 
d’injection.  
 




Figure 2.13 : Evolution du coefficient d’amplitude en fonction du temps normalisé pour différentes 
vitesses d’injection. 
 
La première observation est que toutes les vitesses d’injection produisent, à un 
instant, un comportement instable, ce qui rejoint la conclusion de la première étude de 
stabilité. Cette instabilité se produit d’autant plus tard, et évolue d’autant plus lentement 
au sens adimensionnel du temps, que la vitesse d’injection est grande. On remarque 
ensuite que pour les vitesses faibles (V0 inférieur à 10-4 m/s) qui correspondent à la 
transition entre le régime de wormholes coniques et celui de wormholes dominants, se 
produit une « bouffée » de stabilité avant que le front ne devienne instable. On en 
déduit que dans les premiers instants de la dissolution, le front est d’autant plus stable 
que la vitesse d’injection est faible, ce qui rejoint une fois encore les conclusions de la 
première étude de stabilité. On observe enfin, pour les grandes vitesses (V0 supérieur à 
10-4 m/s) qui correspondent à la transition vers les régimes de wormholes ramifiés et de 
dissolution uniforme, une simple « bouffée » instable. La croissance de l’instabilité est 
arrêtée, puis « effacée » par le front de l’état de base non autonome en expansion.  
En conclusion, cette troisième étude montre que non seulement l’épaisseur du 
front ralentit la croissance de l’instabilité, mais aussi que la croissance du front de l’état 
de base non autonome amplifie le rôle stabilisateur de l’épaisseur du front.  
 
 





7. Critère de transition entre les différents régimes de dissolution 
 
Pour conclure ce chapitre nous proposons d’utiliser les résultats de ces études de 
stabilité linéaire pour définir des critères de transitions entre les différents régimes de 
dissolution. L’objectif est d’optimiser la calibration d’injection d’acide dans des 
carottes, numériques ou expérimentales. 
 
7.1. Transition entre le régime compact et le régime de wormholing  
 
Nous avons vu dans la première étude de stabilité linéaire que nous pouvions 
approcher de manière quasi-analytique la courbe de Vbt/Vp que nous obtenions avec les 
simulations 2D à l’échelle de la carotte. Cette étude a permis de mettre en évidence, 
sous nos hypothèses, que la transition entre le régime compact et le régime de 
wormholing est indépendante du nombre de Damköhler.  
Pour définir un critère de transition nous devons tout d’abord donner une 
définition à cette transition. Nous proposons donc de définir la transition entre le régime 
compact et le régime de wormholes coniques par le point d’inflexion de la courbe de 
Vbt/Vp, entre le plateau du régime compact et la décroissance liée au développement 
d’une instabilité. Ce point correspond sur la Figure 2.1 à une vitesse d’environ 1.8·10-7 
m/s. Nous utiliserons cette valeur comme référence. 
 Le calcul du taux de croissance ω dans notre première étude de stabilité, nous 
permet d’approcher la courbe de Vbt/Vp (Figure 2.4) par la relation (2.37). Nous 
utilisons ce résultat pour déterminer le point d’inflexion, ce qui donne la vitesse de 
9·10-8 m/s. Cet exemple montre que cette méthode permet d’approcher de manière 
suffisamment proche la vitesse de transition entre le régime compact et le régime de 
wormholing. 
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7.2. Transition du régime de wormholes dominants vers le régime de 
wormholes ramifiés 
 
Afin de prédire la vitesse de transition entre le régime de wormhole dominant et 
celui de wormhole ramifié, nous commençons par décrire les conditions pour qu’une 
ramification apparaisse à l’extrêmité d’un wormhole. Cette ramification est la 
conséquence du couplage entre l’hétérogénéité du milieu poreux et l’épaississement du 
front de dissolution. Nous illustrons ce couplage dans la Figure 2.14.   Dans cette figure 
nous comparons la différence de comportement d’un wormhole avec un front mince 
(équilibre local) ou avec un front épais (non-équilbre local), face à une hétérogénéité de 
faible perméabilité. Dans le cas d’un front mince, lorsque l’extrémité d’un wormhole 
rencontre une hétérogénéité, son comportement instable choisit une seule direction 
pour la contourner. Par contre si le front a une épaisseur du même ordre de grandeur 
que l’hétérogénéité, la dissolution commence à se produire dans plusieurs directions. 
Ces directions sont celles empruntées par l’écoulement pour contourner l’hétérogénéité. 
Comme le front épais est moins instable, il se peut qu’il y ait cette fois plusieurs 
directions privilégiées pour la croissance du wormhole. Le wormhole devient alors 
ramifié.  
 





a) wormholing en équilibre local





Figure 2.14 : illustration de la différence de comportement d’un wormhole avec un front mince 
(équilibre local) ou avec un front épais (non-équilbre local), face à une hétérogénéité. 
 
 A partir de cette description du mécanisme conduisant à l’apparition de 
ramifications, nous associons la transition entre le régime de wormholes dominants et 
le régime de wormholes ramifiés à un front dont l’épaisseur est du même ordre de 
grandeur que la plus petite longueur de corrélation du champ hétérogène de 
perméabilité. Donc, pour estimer la vitesse de transition correspondante nous devons 
estimer l’épaisseur du front en fonction de la vitesse. Pour cela nous utilisons la 
solution de l’état de base de la seconde étude de stabilité. Il faut garder à l’esprit que ce 
calcul du front de dissolution repose sur une simplification des conditions limites en 
aval mais permet d’estimer assez justement l’épaisseur du front, en particulier pour les 
nombres de Péclet élevés.   
Nous présentons dans la Figure 2.15 ce calcul de l’épaisseur du front de porosité 
en fonction de la vitesse d’injection. La courbe bleu foncé correspond aux conditions 
de la Figure 2.1 Les autres courbes correspondent à des modifications du coefficient de 
dissolution et du coefficient de diffusion.  
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Figure 2.15 : Epaisseur du front de porosité en fonction de la vitesse d’injection pour différentes 
valeurs du coefficient de dissolution α et du coefficient de diffusion D. 
 
Nous appliquons notre méthodologie pour déterminer la vitesse de transition vers 
le régime de wormholes ramifiés. Dans les simulations de la Figure 2.1 la taille des 
mailles est de 1.25 mm dans la direction de l’écoulement et de 0.68 mm dans la 
direction transverse, et nous observons que la transition vers le régime de wormholes 
ramifiés se produit pour une vitesse d’environ 5·10-4 m/s. Sur la Figure 2.15, les 
épaisseurs de front de 1.25 mm et de 0.68 mm correspondent à des vitesses d’injection 
de 2.5·10-4 m/s et 1.5·10-4 m/s. Notre méthode semble donc donner une indication 
suffisamment précise de la vitesse de transition entre le régime de wormholes 
dominants et le régime de wormholes ramifiés. 
 
7.3. Transition entre le régime de wormholes ramifiés et le régime de 
dissolution uniforme. 
 
Le régime de dissolution uniforme est caractérisé par un gradient de porosité sur 
une distance du même ordre de grandeur que la taille du domaine. Il est la conséquence 
de l’épaississement à l’extrême du front de dissolution, ce qui inhibe le développement 
de wormholes comme nous l’avons vu dans la troisième étude de stabilité.  





A partir de cette définition nous proposons une méthode simplifiée pour évaluer 
la vitesse de transition vers ce régime, basée sur la même approche que précédemment. 
Nous utilisons une fois encore le calcul de l’épaisseur du front de l’état de base de la 
seconde étude de stabilité pour estimer cette fois la vitesse d’injection correspondant à 
un front de porosité dont l’épaisseur est égale à la taille du domaine. Une fois encore 
nous utilisons les simulations de la Figure 2.1 pour illustrer cette méthode.  
Sur l’exemple de la Figure 2.1 nous observons la transition vers le régime de 
dissolution uniforme pour une vitesse d’injection d’environ 3·10-2 m/s. En reportant la 
longueur Lx de 7.5 cm sur la Figure 2.15 nous obtenons une vitesse de transition de 
1.1·10-2 m/s. Cette méthode semble donc donner une indication précise de la vitesse de 
transition entre le régime de wormholes ramifiés et le régime de dissolution uniforme.  
 
7.4. Influence des nombres de Péclet et de Damköhler sur la transition 
entre les différents régimes de dissolutions 
 
L’étude sur les différents régimes de dissolution menée par Golfier et al. 
(Golfier, 2001) a permis de construire le diagramme Pe-Da de la Figure 1.3. Ils 
observèrent tout d’abord par une série de simulations numériques, que la transition 
entre le régime de dissolution compacte et le régime de wormholing était dépendant 
uniquement des nombres adimensionnel Pe et Nac. Nous avons obtenu la même 
conclusion avec notre première étude de stabilité.  
Pour les transitions entre les régimes de wormholes dominants, de wormholes 
ramifiés et de dissolution uniforme, Golfier et al. (Golfier, 2001) observent qu’elles 
dépendent uniquement des nombres adimensionnels Da et Nac. Nous avons vu que la 
transition entre ces régimes dépendait de l’épaisseur du front de porosité et nous avons 
pu estimer cette épaisseur par le calcul de l’état de base de notre seconde étude de 
stabilité linéaire. Pour étudier la dépendance de la transition entre ces régimes vis-à-vis 
des nombres adimensionnels de Péclet et Damköhler, nous avons tracé sur la Figure 
2.15 l’épaisseur du front de porosité en fonction de la vitesse d’injection pour trois 
valeurs du cœfficient de diffusion (D = 10-8, 10-9 et 10-10 m²/s) et trois valeurs du 
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coefficient de dissolution (α = 0.1, 1 et 10 s-1). Les résultats de la Figure 2.15 montrent 
une quasi-superposition des courbes pour lesquelles nous avons fait varier le coefficient 
de diffusion, alors qu’il y a un très net décalage d’un facteur 10 sur l’échelle des 
vitesses lorsqu’on fait varier le cœfficient de dissolution par un facteur 10. Nous venons 
de voir que les transitions entre les régimes de wormholes dominants, de wormholes 
ramifiés et de dissolution uniforme, etaient liées à l’épaisseur du front de l’état de base. 
On en déduit alors que le nombre de Péclet n’influence pas les transitions entre les 
régimes de wormholes dominants, wormholes ramifiés et dissolution uniforme, mais 





Nous avons étudié dans ce chapitre trois aspects de la dissolution d’un milieu 
poreux par trois études de stabilité linéaire. Dans la première étude nous avons 
approché semi analytiquement la transition entre le régime de dissolution compacte et 
le régime de wormholes coniques, nous permettant ainsi de déterminer de manière 
immédiate la transition entre ces deux régimes. Ensuite nous avons étudié l’influence 
de l’épaisseur du front de dissolution sur sa stabilité, puis l’influence de la dynamique 
de l’épaisseur du front sur la croissance de l’instabilité. Au delà de l’intérêt théorique de 
nos résultats, nous en avons déduit un lien directe entre l’épaisseur du front et les 
transitions vers les régimes de wormholes ramifiés et de dissolution uniforme. Ainsi 
nous pouvons prédire également de façon immédiate, les vitesses d’injection 
correspondant à ces transitions. Afin de synthétiser ces prédictions pour le cas présenté 
dans la Figure 2.1, nous reprenons dans la Figure 2.16 la courbe de volume pour percer 
précédemment avec cette fois l’indication de la transition entre les différents régimes tel 
que nous avons pu les calculer dans ce chapitre. 
 
 























































































































































Figure 2.16 : Prédiction des transitions entre les différents régimes de dissolutions, appliquée au cas 
présenté dans la Figure 2.1. 
 
Ces informations ont un intérêt pratique certain car toutes études préalables à une 
stimulation acide nécessitent une série d’injections dans des carottes à différents débits. 
Or en connaissant auparavant les débits de transition entre les différents régimes, nous 
minimisons le nombre de carottes nécessaires et nous raccourcissons la durée de ces 
études. 
                                                                Chapitre 3 : Mécanisme de la compétition entre wormholes 
-73- 
 










Nous avons vu dans le chapitre précédent que le développement d’une 
perturbation dépendait des nombres adimensionnels qui régissent la dissolution du 
milieu poreux. Mais la croissance instable du front de dissolution génère des 
wormholes de tailles différentes et dessine une figure de dissolution souvent décrite 
comme fractale.  Elle est le résultat de la compétition non-linéaire entre wormholes.  
Nous proposons dans cette partie d’étudier dans un premier temps la densité de 
wormholes afin de mieux cerner son évolution en fonction de la vitesse d’injection. A 
partir de cette étude nous expliquons les mécanismes de la compétition entre 
wormholes à l’aide d’une expérience numérique. Nous commencerons donc par 
introduire le modèle physique et numérique utilisé pour réaliser cette étude.  
 
 
1. Modèle physique et numérique 
 
Le modèle que nous utilisons ici et dans les autres chapitres, pour simuler la 
dissolution à l’échelle de la carotte, est le modèle en non équilibre local proposé par 
Golfier et al. (Golfier et al., 2001, Golfier, 2001, Golfier et al., 2002a, Golfier et al., 
2002b). Nous ne détaillerons pas le changement d’échelle des équations à l’échelle du 





pore vers l’échelle de la carotte, mais le lecteur peut s’informer sur cette étape dans les 
travaux de Quintard et Whitaker (Quintard & Whitaker, 1999), et Golfier et al. (Golfier 
et al., 2002a) pour une meilleure compréhension du modèle et de ses limitations. Le 
modèle original de Golfier et al. (Golfier, 2001) contient l’équation d’écoulement 
Darcy-Brinkman, une équation de transport de l’espèce acide (3.1), et deux équations 
de conservation de la masse pour les phases liquide (3.3) et solide (3.4).  
 
( ). . *.A A A AC C C Ct ββ β β β βε α
∂
+ ∇ − ∇ ∇ = −
∂
V D  (3.1) 
1
. βpβ βρ µ −∇ − = −g K V  (3.2) 












où ρβ est la masse volumique du fluide et g est l’accélération de la pesanteur. Les autres 
variables ont été détaillées dans le chapitre précédent. Le coefficient de dissolution et le 
tenseur de dispersion sont liés à la porosité et le nombre de Péclet local par des relations 
issues de la résolution du problème de fermeture (Golfier, 2001). 
Il est nécessaire dans notre travail de simuler la dissolution d’un milieu poreux 
dans un domaine suffisamment grand et donc contenant un grand nombre de mailles. 
Par exemple, nous présentons dans le chapitre suivant une série de simulations 3D à 
l’échelle de la carotte qui utilisent 726 000 mailles. La résolution numérique utilise la 
méthode de séparation des opérateurs. La partie convective est résolue de manière 
explicite avec un schéma simple amont alors que les termes diffusifs et réactifs sont 
résolus implicitement.   
Afin de simuler la dissolution dans de tels domaines en un temps raisonnable, 
l’équation de Darcy-Brinkman a été remplacée par l’équation de Darcy (3.2). Le 
modèle “Darcy-Darcy” ainsi obtenu a été comparé au modèle Darcy-Brinkman par 
Pomès et al. (Golfier, 2001, Pomès et al., 2001) pour conclure que les résultats sont très 
proches avec dans certains cas, un temps de calcul divisé par 40. Néanmoins nous 
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devons garder à l’esprit que l’utilisation de l’équation de Darcy pour décrire 
l’écoulement dans un wormhole peut sous-estimer la chute de pression dans celui ci et 
ainsi influencer sa croissance et donc le temps de percée.   
Nous présentons dans la Figure 3.1 un exemple des différentes figures de 
dissolution que l’on peut obtenir avec ce modèle. Cette figure représente le champ de 
porosité à un temps donné pour différentes vitesses d’injection. Les paramètres de ces 
simulations sont résumés dans le Tableau 3.1. 
 
C0 = 210 kg/m3 ; ε0 = 0.36 K0 = 1.58·10-12 m² ; Kf = 8.33·10-8 m²  
ρ = 2160 kg/m3 Lx = 25 cm; Ly = 40 cm; Lz = 1 mm 
ν = 1 nx = 200; ny = 200; nz = 1 
Tableau 3.1 : Paramètres des simulations de la Figure 3.1 
 
Le champ de perméabilité est perturbé par un bruit blanc qui multiplie la 
perméabilité par un facteur entre 1 et 2. Cette petite perturbation sert à initier 
l’instabilité et n’a pas beaucoup d’influence sur la forme des wormholes de grande 
dimension.  La hauteur du domaine est plus importante que sa longueur pour que le 
développement des wormholes ne soit pas ou peu confiné. Cette dernière remarque est 
l’objet du chapitre suivant. 
 
Dissolution compacte
V0 = 9.27·10-8 m/s
Wormholes coniques
V0 = 4.64·10-6 m/s
Wormholes dominants
V0 = 9.27·10-5 m/s
Wormholes ramifiés
V0 = 9.27·10-3 m/s
 
Figure 3.1 : Champ de porosité après injection d’acide à différents débits.  






La Figure 3.1 présente les différents types de figures de dissolution produites 
dans le régime de wormholing ainsi qu’un exemple de dissolution compacte. Nous 
observons également une compétition entre les wormholes ce qui caractérise un faible 
effet de confinement. Cette observation suggère d’introduire la notion de densité de 
wormholes (Huang et al., 1999) et d’étudier son évolution.  
 
 
2. Densité de wormholes 
 
Nous avons réalisé de nombreuses simulations avec le modèle que nous venons 
d’évoquer et nous avons mesuré la densité de wormholes de la manière suivante. La 
densité ρwh présenté dans la Figure 3.2 est mesurée au moment de la percée du domaine 
en comptant le nombre de wormholes traversant une section du domaine à une distance 
donnée de la face d’injection, et en divisant le résultat par la hauteur Ly du domaine.  
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Figure 3.2 : Densité de wormholes (nombre de wormholes par mètres) en fonction de la vitesse 
d’injection, mesurée à différentes distances de la face d’injection (x).  
 
La première observation est qu’en régime de wormholing la densité de 
wormhole augmente avec la vitesse d’injection. La seconde est que la densité de 
wormhole décroît avec la distance à laquelle nous effectuons la « mesure ». Nous 
expliquons dans ce chapitre les raisons de ces tendances. 
Daccord et al. (Daccord et al., 1989) observèrent pour la première fois le 
comportement fractal de la croissance de wormholes dans un domaine non confiné et 
homogène, ce qui induit l’existence d’une corrélation entre la densité de wormholes et 
la distance à laquelle elle est mesurée. Nous avons tracé sur la Figure 3.2 des courbes 
de tendance pour clarifier l’évolution de la densité en fonction de la distance et de la 
vitesse d’injection. L’équation de ces courbes est de la forme suivante : 
 
0 0( , ) ( ) ln( ) ( )wh x V a x V b xρ = +  (3.5) 
 





Les paramètres a(x) et b(x) sont calés par la méthode des moindres carrés. La 
dimension de b(x) est le nombre de wormholes par mètre, et la dimension de a(x) est un 
nombre de wormholes par mètre divisé par le logarithme d’une vitesse. L’évolution des 
paramètres a(x) et b(x) est tracée dans les Figure 3.3 et Figure 3.4, en fonction de la 
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Figure 3.3 : Evolution du paramètre a(x) pour un domaine de grande extension (Ly = 40 cm) et 
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Figure 3.4 : Evolution du paramètre b(x) pour un domaine de grande extension (Ly = 40 cm) et 
deux domaines confinés (Ly = 10 et 5 cm) 
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Les simulations dans un domaine non confiné (Ly = 40 cm) montrent une 
décroissance linéaire des paramètres a(x) et b(x) avec un changement des coefficients 
directeurs de ces pentes à environ 5 cm de la face d’injection. La décroissance de ces 
paramètres est ralentie à cette distance.  
Ce changement des coefficients directeurs montre que le phénomène de 
wormholing n’est pas totalement indépendant de l’échelle à laquelle il se déroule  
comme les modèles de type fractal le supposent (Frick et al., 1994b). Pour expliquer ce 
comportement nous recensons deux mécanismes dont l’un est dépendant de l’échelle 
des longueurs.  
 
2.1. Effet du transport diffusif 
 
Le premier mécanisme est lié au rapport entre le rôle de la convection et le rôle 
de la diffusion dans le transport de l’acide vers la surface d’un wormhole. Ce rapport 
détermine la répartition du flux d’acide à la paroi latérale et à son extrémité, et donc 
influence la croissance de sa longueur Lwh et son diamètre dwh.  
Ce premier mécanisme est illustré ici en stimulant l’injection d’acide dans une 
carotte cubique qui contient un seul wormhole de forme cylindrique. Les paramètres de 
la simulation sont les suivants : 
 
C0 = 250 kg/m3; Q =  1·10-9 m3/s K0 = 1·10-15 m² ; Kf = 8.33·10-8 m²  
ρ = 2160 kg/m3; ε0 = 0.2 Lx = 5 cm; Ly = 5 cm; Lz = 5 cm 
ν = 1.37; D = 1·10-9 m2/s; α = 10 s-1 nx = 110; ny = 110; nz = 110 
Tableau 3.2 : Paramètres de simulations des résultats présentés dans les Figure 3.5 et Figure 3.6. 
 
L’injection d’acide est simulée avec différentes tailles de wormholes, mais 
toujours en gardant un rapport constant égale à 3 entre la longueur et le diamètre. Le 
débit d’injection dans la carotte est aussi constant dans le temps, tout comme la 
concentration initiale du fluide injecté. Le coefficient de dissolution α est relativement 





grand pour nous placer dans le cadre d’une dissolution en équilibre locale. De plus, 
nous supposons que le temps de la dissolution est lent en comparaison du temps de 
relaxation du champ de concentration à l’intérieur du wormhole. Donc nous ne 
considérons que le champ stationnaire du champ de concentration.  
La Figure 3.5 est une illustration du champ de concentration simulé à l’intérieur 
du wormhole. La Figure 3.6 montre l’évolution de la moyenne sur la section de la 
concentration à l’extrémité du wormhole en fonction de sa longueur, pour quatre 
valeurs du coefficient de diffusion (D = 2·10-10, 5·10-10, 1·10-9, 2·10-9 m²/s).  
 
 
Figure 3.5 : Champ de concentration dans un seul wormhole avec un débit d’injection de 1·10-9 m3/s 
et un cœfficient de diffusion de 5·10-10 m/s. 
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Figure 3.6 : Concentration moyenne à l’extrémité du wormhole en fonction de sa longueur et pour 
différentes valeurs du coefficient de diffusion. 
 
La première observation est que la concentration moyenne à l’extrémité du 
wormhole augmente lorsque le coefficient de diffusion décroît. Pour les wormholes de 
petites tailles (Lwh < 2.2 cm) la concentration à l’extrémité augmente avec la longueur 
du wormhole, puis diminue une fois qu’une longueur critique est dépassée. Dans notre 
exemple la longueur critique est de 2.2 cm. Une autre observation est que pour les 
valeurs du coefficient de diffusion les plus hautes comme pour les plus faibles, les 
variations de la concentration à l’extrémité du wormhole en fonction de la longueur 
sont faibles.  
Si nous supposons que la croissance de la longueur du wormhole est directement 
corrélée à la concentration à son extrémité, le résultat de la Figure 3.6 montre que la 
croissance d’un wormhole dépend d’une longueur critique. Dans ce cas, l’allongement 
du wormhole est accéléré jusqu’à cette longueur critique, pour ensuite être ralenti. 
Ce comportement s’explique lorsque l’on examine le transport de l’acide à 
l’intérieur du wormhole. Le flux d’acide à travers la paroi latérale provoqué par la 
diffusion est lié au gradient latéral de concentration dans le wormhole. Ce gradient, et 





donc le flux latéral, décroît lorsque le diamètre augmente. Pour un wormhole dont la 
longueur est inférieure à la longueur critique, le flux d’acide à la paroi latérale, dû à la 
diffusion, est d’un ordre égal ou supérieur au flux d’acide à l’extrémité du wormhole. 
Donc une augmentation de la taille du wormhole dans ces conditions accroît la part 
d’acide injecté atteignant l’extrémité.  
Néanmoins, lorsque le wormhole atteint la longueur critique, la décroissance du 
flux latéral due à la diminution du gradient de concentration est compensée par 
l’augmentation de la surface totale de réaction liée à l’allongement du wormhole. Dans 
ce cas, la part d’acide injectée qui est consommée à la paroi latérale augmente et la 
concentration à l’extrémité du wormhole diminue.      
Nous avons également remarqué sur la Figure 3.6 que l’amplitude de ces 
variations évolue avec le cœfficient de diffusion. Par exemple, lorsque le coefficient de 
diffusion est trop faible (D = 2·10-10 m2/s dans la Figure 3.6) le transport de l’espèce 
acide est dominé par la convection. Par conséquent, la concentration à l’extrémité du 
wormhole est proche de la concentration d’injection, avec de faibles variations en 
fonction de la taille du wormhole. Dans le cas opposé, lorsque le coefficient de 
diffusion est trop grand (D = 2·10-9 m2/s dans la Figure 3.6) le transport de l’espèce 
acide est dominé par la diffusion et la majeur partie de l’acide injecté est consommé à 
la paroi latérale. La concentration à l’extrémité est faible ainsi que ses variations en 
fonction de la taille du wormhole. De ces deux commentaires nous pouvons déduire 
qu’il existe une valeur optimale de coefficient de diffusion, et donc une valeur optimale 
du nombre de Péclet pour laquelle les variations de la concentration à l’extrémité du 
wormhole en fonction de sa longueur sont maximales. 
A partir de ces premières conclusions, nous pouvons extrapoler l’impact de ce 
mécanisme sur la compétition entre wormholes. Lorsque la carotte contient plusieurs 
wormholes de longueurs différentes mais toutes inférieures à la longueur critique, ce 
mécanisme doit favoriser les wormholes les plus grands et donc accélérer la sélection 
d’un wormhole dominant. Par contre, si les wormholes ont une longueur supérieure à 
cette longueur critique, ce même mécanisme doit ralentir cette sélection.  
Nous avons observé à travers l’expérience numérique des Figure 3.5 et Figure 
3.6 un mécanisme lié au transport diffusif de l’espèce acide dans un wormhole qui peut 
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accélérer ou ralentir son allongement. Nous en avons déduit que ce mécanisme pouvait 
stimuler ou inhiber la compétition entre wormholes. L’ambivalence de ce mécanisme 
est dépendante du nombre de Péclet, mais surtout d’une longueur critique. Pour cette 
raison, ce premier mécanisme que nous appellerons effet du transport diffusif induit 
que la compétition entre wormholes est dépendante de l’échelle de longueur et ne peut 
donc produire de figures de dissolution réellement fractales.  
 
2.2. Les effets hydrodynamiques 
 
Le deuxième mécanisme impliqué dans la sélection d’un wormhole dominant est 
la compétition entre wormholes voisins pour le fluide injecté. Buisje et al. (Buisje, 
1997) montrent que deux wormholes de longueurs différentes ont un débit entrant 
différent lorsque la pression est imposée à la face d’injection, même si ils sont 
suffisamment éloignés l’un de l’autre pour que l’on néglige leur interaction à travers le 
champ de pression. Néanmoins, le contraste de débit entrant entre les deux wormholes 
s’accroît lorsqu’ils se rapprochent. Ainsi, un wormhole long diminue la chute de 
pression à l’extrémité des wormholes plus courts, situés à l’intérieur d’une certaine 
zone d’influence. Les wormholes les plus courts capturent alors un débit entrant de plus 
en plus faible jusqu'à ce qu’ils arrêtent de croître. Ce mécanisme influence la 
compétition entre wormholes voisins quelle que soit leur taille tant que la distance qui 
les sépare reste du même ordre de grandeur que leur longueur (Buisje, 1997). Il en 
résulte une croissance plus rapide des wormholes les plus grands. Dans un domaine 
non confiné, un wormhole dominant localement accroît sa zone d’influence jusqu'à ce 
qu’il entre en compétition avec d’autres wormholes dominant localement. Nous 
appellerons ce mécanisme l’effet hydrodynamique. Il faut noter que ce mécanisme basé 
sur la répartition du débit entre les différents wormholes est uniquement la conséquence 
de la relaxation du champ de pression et ne dépend donc pas directement du transport 
ou de la réaction de l’espèce acide. Par conséquent, il ne dépend pas du nombre de 
Péclet ni du nombre de Damköhler.  
 








Au début de la dissolution, les deux mécanismes agissent ensemble pour 
sélectionner un wormhole dominant. Lorsque les wormholes en croissance sont 
suffisamment longs, seul le second mécanisme poursuit la sélection d’un wormhole 
dominant. Cela explique pourquoi nous avons une décroissance plus rapide des 
paramètres a(x) et b(x) dans les premiers centimètres. Lorsque la vitesse d’injection 
augmente, la convection tend à dominer le transport diffusif et donc limite l’influence 
du premier mécanisme. Par conséquent, la compétition entre wormholes est moins 
intense lorsque le nombre de Péclet augmente, et elle tend à n’être provoquée que par le 
second mécanisme. Nous expliquons ainsi la décroissance de la densité de wormholes 
que nous observons dans la Figure 3.2 en fonction de la distance à la face d’injection, 
plus lente pour les faibles vitesses d’injection que pour les grandes.  
Lorsque la hauteur du domaine est suffisamment diminuée pour être en domaine 
confiné, l’évolution de la densité de wormhole change. Nous observons dans les Figure 
3.3 et Figure 3.4 que l’évolution des paramètres a(x) et b(x) des domaines confinés 
(hauteur = 5 et 10 cm) n‘est plus linéaire dans les premiers centimètres, mais leur 
valeurs restent proches de celles obtenues en domaine non confiné (hauteur = 40 cm). 
Cela montre que dans ces domaines confinés il subsiste une compétition entre les 
wormholes. Néanmoins, les paramètres a(x) et b(x) deviennent rapidement constants ce 
qui signifie la fin de la compétition entre wormholes car il ne reste plus qu’un seul 
wormhole en croissance. Dans ce cas a(x) tend vers 0 car à cette distance x de la face 
d’injection, il n’y a plus de corrélation entre la densité de wormholes et la vitesse 
d’injection. Pour la même raison le paramètre b(x) tend vers l’inverse de la hauteur du 
domaine.  
Ce dernier résultat montre que la compétition entre wormholes peut être 
perturbée par l’effet de confinement. Parce que la densité de wormhole est la 
conséquence de la compétition entre wormholes pendant l’injection d’acide, nous 
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proposons d’étudier comment la géométrie du domaine d’injection influence la 
dynamique du wormholing. 
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Nous venons de voir dans le chapitre précèdent que l’évolution spatiale de la 
densité de wormhole pouvait être perturbée par le confinement du domaine. Ce 
confinement est caractéristique de l’échelle de la carotte pour laquelle nous ne pouvons 
observer qu’un nombre limité de wormholes. Or ce sont sur des essais en laboratoire 
d’injections d’acide dans des carottes que se base la plupart des descriptions et des 
modélisations du phénomène de wormholing que l’on trouve dans la littérature. Pour 
cette raison, nous étudions dans cette partie la sensibilité de ce phénomène au 
confinement. Mais auparavant, nous faisons une courte revue bibliographique sur 
l’impact possible du confinement sur les expériences décrites et les modèles proposés 
dans la littérature. 
 
 
1. L’effet de confinement sur les expériences antérieures 
 
La question du confinement des carottes lors d’injection d’acide en laboratoire a 
déjà été évoquée dans plusieurs publications. Dans leurs travaux, Bazin et al. (Bazin et 
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al., 1996), Buisje (Buisje, 1997) et Golfier (Golfier, 2001), ont observé une influence 
de la longueur et du diamètre de la carotte sur le wormholing. Mais il semble que ces 
expériences furent réalisées en domaine très confiné contenant le plus souvent un 
wormhole unique. Nous en déduisons qu’ils n’ont probablement observé qu’une 
interaction entre le débit latéral du wormhole et les parois des carottes, plutôt qu’une 
réelle évolution de la compétition entre wormholes. Un papier récent de Tardy et al. 
(Tardy et al., 2007) compare des simulations à l’échelle de la carotte réalisées dans 
deux domaines, l’un confiné et l’autre non confiné. En mesurant au cours du temps la 
chute de pression entre l’entrée et une certaine distance dans la carotte, ils n’observent 
pas de grandes différences entre un domaine confiné et non confiné. Mais leur 
méthodologie et leur définition de la percée sont différentes de celles présentées dans 
nos propres travaux, et donc ne peuvent pas être directement comparés aux nôtres. 
Cependant, les résultats de leur étude sont intéressants et ceux-ci mériteraient d’être 
basés sur un nombre de simulations plus exhaustif.  
La plupart des études antérieures sur l’acidification se sont attachées à déterminer 
les conditions optimales d’injection. La définition généralement retenue de ces 
conditions dite optimales est qu’elles permettent de percer la carotte avec un volume 
minimum d’acide. Il est communément supposé que ces conditions lorsqu’elles sont 
directement appliquées au puits, permettent un accroissement maximal de la 
productivité.  
Mais les conclusions de ces études sur les conditions optimales diffèrent dans 
certains cas. Nous proposons dans ce chapitre de montrer que le degré de confinement 
des expériences menées dans ces travaux peut permettre d’expliquer ces différences.  
 
Fredd et Fogler (Fredd et al., 1997, Fredd & Fogler, 1998a) ont injecté plusieurs 
types de fluides dans des carottes issues d’une grande variété de roches. Ils ont observé 
que les conditions optimales dépendaient d’un nombre « généralisé » de Damköhler 








=  (4.1) 





      
où dwh et Lwh sont les diamètres et la longueur du wormhole, κ est le taux de dissolution 
global. qwh a été défini par Fredd et Fogler (Fredd & Fogler, 1999) comme le débit dans 
le wormhole mais auparavant, il avait été associé au débit dans la carotte (Fredd et al., 
1997, Fredd & Fogler, 1998a). Cette précision n’a probablement pas d’importance tant 
que le wormhole se développe en milieu confiné comme nous l’expliquons plus loin. 
Un autre paramètre Γ complète leur définition des conditions optimales. Γ est le 
paramètre cinétique défini comme le rapport de la cinétique de la réaction à la surface 
du pore sur le taux de dissolution globale. La cinétique de la réaction à la surface du 
pore est donc définie à l’échelle du pore tandis que le taux de dissolution global est 
défini à l’échelle de la carotte. Il est donc intéressant de noter que le paramètre Γ 
compare des taux de réactions définis à deux échelles différentes, illustrant ainsi les 
interactions entre les différentes échelles impliquées dans le wormholing. Fredd et 
Fogler ont observé expérimentalement que les conditions optimales correspondaient au 
régime de wormholes dominants, juste avant la transition vers le régime de wormholes 
ramifiés. Golfier et al. (Golfier, 2001, Golfier et al., 2002a), en utilisant des simulations 
à l’échelle de la carotte et un système eau-sel, ainsi que Wang et al.(Wang et al., 1993) 
en réalisant des injections d’acide dans des carottes, ont obtenu des conclusions proches 
de celles de Fredd et Fogler (Fredd & Fogler, 1999).  
Daccord et al. (Daccord et al., 1989, Daccord, 1987) ont observé dans leurs 
expériences un comportement fractal du wormholing qui semble en contradiction avec 
la description de l’optimum par Fredd et Fogler (Fredd et al., 1997, Fredd & Fogler, 
1999) à travers les caractéristiques du wormhole dominant. L’effet de confinement peut 
être une explication de cette différence de description. Dans les expériences de Daccord 
et al. (Daccord et al., 1989, Daccord et al., 1993b), tout du moins pour les injections 
radiales, les dimensions du domaine ont permis d’observer le phénomène de 
wormholing en domaine peu ou pas confiné, contrairement aux expériences de Fredd et 
Fogler. Cette différence induit une divergence dans la description des conditions 
optimales. Daccord et al. (Daccord et al., 1989, Daccord et al., 1993b) ont écrit que 
dans le régime de wormholing, la longueur de pénétration pour un volume d’acide 
donné décroît lorsque le débit augmente en suivant une loi de puissance -1/3. Ils en 
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concluent que les conditions optimales se trouvent entre la dissolution compacte et le 
régime de wormholing. Sous cette hypothèse, comme nous l’avons vue dans le chapitre 
2, les conditions optimales doivent être décrites par le nombre de Péclet et non plus par 
le nombre de Damköhler. 
Le modèle en non équilibre local à l’échelle de la carotte de Golfier et al. 
(Golfier, 2001, Golfier et al., 2002b) a été repris par Panga et al. (Panga et al., 2002, 
Panga et al., 2004) qui a proposé de définir le coefficient de dissolution par une 
corrélation à l’échelle du pore. Ils proposent un nouveau nombre adimensionnel Λ0 
pour décrire les conditions optimales. Ce nombre est en fait la racine carrée du rapport 
entre le nombre de Péclet et le nombre de Damköhler. Leur description de l’optimum 
est donc différente de celles proposées par Fredd et Fogler (Fredd & Fogler, 1999) et 
Daccord et al. (Daccord et al., 1989, Daccord et al., 1993b).  
 
 L’étude sur le confinement que nous présentons maintenant doit permettre de 
comprendre ces divergences et nous reviendrons sur cette discussion sur les conditions 
optimales à la fin de ce chapitre. 
 
 
2. Effet de confinement et dynamique du wormholing 
 
Dans le chapitre précèdent nous avons étudié la densité de wormholes mesurée à 
un temps donné, le temps de percée. Nous étudions ici la dynamique du wormholing 
que nous définissons comme l’évolution dans le temps des figures de dissolution 
produites par le wormholing, et impliquant les différents mécanismes physiques 
intervenant à toutes les échelles (cinétique de la réaction, diffusion, écoulement aux 
parois latérales, compétition entre wormholes…). Mais nous allons nous focaliser sur la 
compétition entre wormholes car ce mécanisme apparaît lorsque l’on passe de l’échelle 
de la carotte à l’échelle de la section. Il est donc le plus sensible aux effets de 
confinement. L’étude de cette question est essentielle pour l’application à l’échelle du 





puits ou du réservoir de résultats d’expériences de laboratoire limitées à l’échelle de la 
carotte. 
 La Figure 4.1 est une description du domaine de simulation 2D cartésien que 
nous avons utilisée jusqu'à présent et que nous continuons d’utiliser dans ce chapitre. 
Cette figure nous permet en particulier de préciser certaines notations. Lx est la 
longueur du domaine de simulation, Ly est sa hauteur et Lz son épaisseur.  La longueur 










Figure 4.1 : Description du domaine de simulation 
 
La Figure 4.2 représente l’évolution dans le temps de la longueur du wormhole 
dominant dans trois domaines de hauteurs différentes (Ly = 5, 10 et 40 cm) pour une 
même vitesse d’injection moyenne constante (V0 = 9.27·10-6 m/s). Nous observons 
pour le domaine d’une hauteur de 40 cm que la croissance du wormhole dominant 
accélère jusqu’à la percée (t = 18533 s). Pour le domaine d’une hauteur de 5 cm, 
l’évolution est la même que pour le domaine d’une hauteur de 40 cm dans les premiers 
instants. Mais sa vitesse de croissance devient rapidement constante et la percée 
intervient plus tard (t = 49173 s). L’évolution de la longueur du wormhole dominant 
pour le domaine d’une hauteur de 10 cm est intermédiaire entre celles des deux autres 
domaines (t = 27438 s). 
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Figure 4.2 : Evolution dans le temps de la longueur du wormhole dominant Lwh en fonction du 
temps pour trois domaines de hauteurs différentes, pour une même vitesse d’injection moyenne 
constante V0. 
 
Dans le domaine d’une hauteur de 40 cm, les wormholes se développent en 
domaine peu ou pas confiné. Dans ce cas, lorsque le wormhole dominant gagne la 
compétition contre un wormhole voisin, il augmente son débit entrant et donc le flux 
d’acide à son extrémité, malgré les effets de l’écoulement aux parois latérales et de la 
diffusion.  Dans le domaine d’une hauteur de 5 cm le confinement est responsable du 
développement d’un wormhole unique. Après une compétition entre wormholes, 
écourtée par la surface limitée de la face d’injection, un seul wormhole parvient à 
capter la quasi-totalité du fluide injecté.  A partir de cet instant le débit à l’entrée de ce 
wormhole devient constant ce qui induit une vitesse quasi constante de la croissance de 
sa longueur. La légère inflexion que l’on observe est due à la diffusion et à 
l’écoulement à la paroi latérale. Le résultat est un temps de percée plus important que 
pour le domaine non confiné. Pour le domaine d’une hauteur de 10 cm, la dissolution 





est moins confinée que pour le domaine d’une hauteur de 5 cm. Il en résulte une 
compétition entre wormholes plus longue et un débit plus important à l’entrée du 
wormhole dominant lorsque celui-ci devient le seul en croissance, et donc un temps de 
percée plus court. La conclusion est que pour une vitesse d’injection constante, la 
percée du domaine se produit plus tôt dans un domaine non confiné que dans un 
domaine confiné.  
  
 
3. Effet de confinement et figures de dissolution 
 
Les observations présentées dans la Figure 4.2 et leur interprétations offrent un 
point de vue nouveau sur les études de laboratoire classiques d’injection d’acide dans 
des carottes (Bazin et al., 1996, Bazin & Abdulahad, 1999, Fredd & Fogler, 1999, 
Golfier, 2001, Wang et al., 1993). Ces résultats expérimentaux sont le plus souvent 
présentés comme nous l’avons fait précédemment pour la Figure 2.1, c'est-à-dire à 
travers une courbe du volume d’acide injecté pour percer, normalisé par le volume de 
pore et noté Vbt/Vp, en fonction de la vitesse d’injection moyenne V0. Dans certaines 
publications, la vitesse d’injection moyenne est remplacée par le nombre de Péclet ou 
l’inverse du nombre de Damköhler. Dans cette partie nous utilisons ce type de 
représentation pour des résultats de simulations réalisées dans des domaines imposant 
différents degrés de confinement. 
La Figure 4.3 montre des courbes de Vbt/Vp en fonction de la vitesse d’injection 
V0 pour différentes hauteurs Ly obtenues en simulant l’injection d’acide selon le 
paramétrage décrit dans le Tableau 3.1. Les différentes hauteurs Ly (Ly = 5, 10, 20 et 40 
cm) nous permettent d’apprécier l’influence du confinement selon les figures de 
dissolutions. 
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Figure 4.3 : Volume d’acide pour percer, normalisé par le volume de pore Vbt/Vp en fonction de la 
vitesse d’injection V0 pour différente hauteur Ly. 
 
Nous observons que, quelques soit la vitesse d’injection, le volume d’acide 
injecté pour percer l’échantillon, normalisé par le volume de pore augmente avec le 
confinement. Cet écart du Vbt/Vp est maximal autour de la transition entre le régime de 
wormholes coniques et celui de wormholes dominants, et diminue lorsque l’on tend 
vers les régimes de dissolution compacte ou de wormholes ramifiés. Donc l’effet de 
confinement à une influence maximale pour les faibles vitesses du régime de 
wormholing. Comme nous l’avons vu dans le chapitre précèdent, l’intensité de la 
compétition entre wormholes dépend du nombre de Péclet à travers les effets de la 
diffusion. Et parce que l’effet de confinement inhibe la compétition entre wormholes 
comme nous l’avons vu à travers la Figure 4.2, son influence varie avec le nombre de 
Péclet.  





Nous avons tracé également sur la Figure 4.3 une droite qui traduit une 
augmentation du volume pour percer en puissance 1/3 de la vitesse. Cette tendance a 
été observée à plusieurs reprises dans des travaux antérieurs (Bazin et al., 1996, 
Daccord et al., 1989, Daccord et al., 1993a, Daccord et al., 1993b, Golfier et al., 
2002b). Elle correspond dans nos simulations à la fin du régime de wormholes 
dominants. Pour expliquer cette évolution, on peut utiliser la solution analytique de 
Levich (Levich, 1962) pour le transport d’un constituant dans un tube avec une réaction 
à sa surface. Dans le cas d’une couche limite fine pour la diffusion aux parois du tube, 
l’expression du flux à la paroi est une fonction de la vitesse moyenne dans le tube à la 
puissance 1/3. Nos simulations en domaine non confinés qui correspondent à ce 
comportement, montrent une grande densité de wormholes ce qui signifie que le temps 
de percée dépend peu de la compétition entre wormholes et que le transport de l’acide 
est devenu essentiellement convectif. Dans ce cas, l’hypothèse d’une couche limite 
mince pour la diffusion à la paroi est vérifiée et l’on tend alors pour chaque wormhole 
en croissance vers la solution de Levich (Levich, 1962). Par conséquent le temps de 
percée évolue en puissance 1/3 de la vitesse pour des vitesses suffisamment élevées.  
On observe aussi sur la Figure 4.3 que cette tendance apparaît pour un débit plus 
faible en domaine non confiné qu’en domaine confiné. La principale raison de cette 
différence est que les wormholes peuvent concentrer plus de débit en domaine non 
confiné qu’en domaine confiné, et donc vérifier les hypothèses de Levich (Levich, 
1962) pour une vitesse d’injection plus faible. 
Enfin nous remarquons sur la Figure 4.3 que les conditions optimales qui 
correspondent au minimum de ces courbes, se déplacent vers les grandes vitesses 
d’injection lorsque le domaine devient confiné. Dans notre exemple, la vitesse 
d’injection optimale est de 1.29·10-4 m/s en domaine confiné (Ly = 5 cm) et de 5.56·10-
5
 m/s en domaine non confiné (Ly = 40 cm). Par conséquent, si nous ne prenons pas en 
compte les effets du confinement, nous pouvons faire une erreur de 130 % sur la vitesse 
d’injection optimale. Cet aspect des choses est complètement sous-estimé dna sla 
littérature. 
 
                  Chapitre 4 : Transition de l’échelle de la carotte à l’échelle de la section : effets de confinement 
  -95- 
 
4. Effet de confinement et conditions optimales d’injection 
 
La vitesse optimale d’injection est la donnée la plus importante que l’on obtient 
d’une étude d’acidification de carottes car elle est une indication sur les conditions 
optimales d’injection dans le puits. Nous proposons dans cette partie d’approfondir la 
relation entre la vitesse optimale d’injection et l’effet de confinement. Pour cela, nous 
avons réalisé un nombre important de simulations afin de mesurer avec précision la 
vitesse optimale d’injection pour différentes tailles de domaines. Pour caractériser le 
degré de confinement de ces domaines nous utilisons un facteur de forme F, défini 
comme le rapport entre la hauteur du domaine Ly et sa longueur Lx.  
Les Figure 4.4 et Figure 4.5 présentent les résultats de nombreuses simulations 
numériques d’injection d’acide dans un domaine 2D de 25 cm de longueur et d’une 
hauteur qui varie de 5 à 40 cm. Pour chaque domaine, nous avons cherché le débit 
d’injection optimal, représenté par les points bleu sur la Figure 4.4. La Figure 4.5 
montre la vitesse d’injection moyenne optimale correspondante, c'est-à-dire le débit 
optimal dans le domaine divisé par la surface de la face d’injection. Ces résultats sont 
présentés dans les Figure 4.4 et Figure 4.5 en fonction du facteur de forme F. Dans la 
Figure 4.4 nous comparons le débit optimal dans le domaine avec le débit optimal dans 
le wormhole dominant (points rouges). Nous mesurons ce débit à 5 cm de la face 
d’injection pour limiter l’impact de l’écoulement latéral, une fois que le wormhole a 
atteint la taille de 20 cm. Des barres d’erreur sont introduites dans la Figure 4.4 pour 
montrer la précision de notre mesure du débit optimal. Elles correspondent à l’écart 
entre les deux mesures encadrant la mesure aux conditions optimales. 










































Figure 4.4 : Evolution du débit d’injection dans le domaine et dans le wormhole dominant aux 
conditions optimales en fonction du facteur de forme F. 
 
Nous classons les résultats en trois régions qui dépendent du facteur de forme F 
dans les Figure 4.4 et Figure 4.5. La première région correspond à un domaine confiné 
qui ne voit se développer, après un court instant, qu’un seul et unique wormhole. Il y a 
ensuite une région de transition dans laquelle nous ne pouvons observer qu’un nombre 
très limité de wormholes. La dernière région contient les domaines non confinés, c'est-
à-dire ceux dont les limites du domaine ne perturbent pas la compétition entre 
wormholes jusqu’à la percée. Afin de fournir une explication claire de ces résultats, 
nous définissons qwh-opt-conf et V0-opt-conf comme le débit dans le wormhole dominant et la 
vitesse d’injection moyenne en domaine confiné et aux conditions optimales. De la 
même manière nous définissons qwh-opt-non_conf et V0-opt-non_conf le débit dans le wormhole 
dominant et la vitesse d’injection moyenne aux conditions optimales dans un domaine 
non confiné.  
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Figure 4.5 : Evolution de la vitesse d’injection optimale en fonction du facteur de forme F. 
 
L’observation la plus importante que nous pouvons faire sur la Figure 4.4 est que 
le débit dans le wormhole dominant aux conditions optimales reste quasi constant 
lorsque l’on passe d’un domaine confiné à un domaine non confiné. Ce résultat 
implique une dépendance des conditions optimales vis à vis du débit dans le wormhole 
dominant. La Figure 4.4 montre que dans un domaine très confiné (F = 0.2), presque 
tout le fluide injecté dans le domaine va à l’intérieur du wormhole unique car le débit 
dans le domaine coïncide avec le débit dans le wormhole dominant. Lorsque F 
augmente pour se situer dans la zone de transition, le wormhole dominant n’est plus 
unique et d’autre wormholes captent une partie du débit. Alors le débit dans le domaine 
commence à croître afin de maintenir le débit optimal dans le wormhole dominant. Si 
l’on se situe dans la zone non confinée (F > 1), le débit dans le wormhole dominant aux 
conditions optimales devient indépendant de F et reste constant. Le débit dans le 
domaine augmente proportionnellement à la hauteur Ly de sorte que la vitesse 
d’injection optimale en domaine non confiné V0-opt-non_conf devient aussi constante et 
indépendante de F, comme nous pouvons le voir sur la Figure 4.5. Sous ces conditions, 
la dynamique du wormholing est indépendante de la géométrie et le wormholing peut 
adopter un comportement presque fractal tel que l’a décrit Daccord et al. (Daccord, 
1987).  
Il faut noter que dans notre exemple, la vitesse d’injection moyenne optimale 
devient indépendante de la géométrie lorsque la longueur du domaine est égale à sa 





hauteur (F = 1). Si le domaine devient infiniment large (F >> 1), ce qui est au delà de 
nos capacités numériques, nous devrions observer une certaine périodicité dans la 
figure de dissolution. Finalement, le résultat le plus utile est que le débit dans le 
wormhole dominant aux conditions optimales est presque indépendant de la transition 
d’un domaine confiné à un domaine non confiné. Dans la partie suivante nous utilisons 
cette observation pour proposer une méthode permettant d’utiliser au puits une vitesse 
d’injection optimale déterminée à partir des essais en laboratoire.    
 
 
5. Mise à l’échelle du laboratoire au puits 
 
Nous avons vu que l’application directe au puits d’une vitesse optimale 
d’injection issue d’essais confinés en laboratoire, peut conduire à une injection loin des 
conditions optimales réelles. Nous proposons ici une correction de la vitesse optimale 
mesurée en domaine confiné pour obtenir la vitesse optimale équivalente en domaine 
non confiné.  
Dans un domaine confiné, parce que presque tout le fluide injecté va dans le 
wormhole dominant, le débit dans ce wormhole qwh-opt-conf est égal au produit de la 
vitesse d’injection optimale par la surface de la face d’injection. L’équation (4.2) décrit 
ce comportement en utilisant le facteur de forme en domaine confiné Fconf qui 
correspond à F inférieur à 0.4 dans les Figure 4.4 et Figure 4.5.  
 
0 . . .wh opt conf opt conf z conf xq V L F L− − − −=  (4.2) 
 
Dans un domaine non confiné, le débit dans le wormhole dominant aux 
conditions optimales est indépendant de la surface de la face d’injection (Figure 4.4). 
Une portion limitée du fluide injecté dans le domaine est captée par le wormhole 
dominant. Comme la vitesse d’injection aux conditions optimales V0-opt-non_conf devient 
constante (Figure 4.5) lorsque F augmente, la surface équivalente de la face d’injection 
qui alimente le wormhole dominant est égale à la surface totale de la face d’injection 
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lors de la transition entre un domaine confiné et non confiné. L’équation (4.3) décrit 
cette relation entre qwh-opt-non_conf and V0-opt-non_conf à travers cette surface équivalente 
associée au facteur de forme Ftransition. 
 
_ 0 _ . . .wh opt non conf opt non conf z transition xq V L F L− − − −=  (4.3) 
 
Ftransition peut être estimé dans la Figure 4.4 dans la région de transition, à 
l’intersection entre la tendance linéaire du débit optimal dans le domaine observé pour 
les domaines non confinés et la valeur constante du débit qwh-opt-conf dans le wormhole 
dominant aux conditions optimales. Nous pouvons aussi estimer Ftransition dans la Figure 
4.5, à l’intersection entre la décroissance de la vitesse optimale en domaine confiné 
lorsque F augmente, et la valeur constante de cette vitesse en domaine non confiné. 
Dans notre exemple Ftransition est égale à 0.5.  
Nous avons vu dans la Figure 4.4 que le débit dans le wormhole dominant aux 
conditions optimales n’est que peu affecté par la géométrie du domaine. Cela nous 
conduit à considérer que le débit dans le wormhole dominant aux conditions optimales 
reste constant lorsque l’on passe d’un domaine confiné à un domaine non confiné, ce 
qui se traduit par la relation suivante : 
 
_wh opt non conf wh opt confq q− − − −=  (4.4) 
 









F− − − −
=  (4.5) 
 
Le rapport entre Fconf et Ftransition est une correction de la vitesse d’injection 
moyenne optimale mesurée dans un domaine confiné V0-opt-conf. Cette méthode permet 
de calculer une vitesse d’injection optimale à appliquer au puits à partir de mesures 





faites en laboratoire. Des recherches plus approfondies devraient dire si Ftransition doit 




6. Nombre de Damköhler optimal 
 
Notre observation concernant la valeur constante du débit optimal dans le 
wormhole dominant permet de commenter le nombre de Damköhler optimal défini par 
Fredd et Fogler (Fredd et al., 1997, Fredd & Fogler, 1999). Nous expliquions dans 
l’introduction qu’ils ont observé pour une large variété de système roche-acide une 
valeur unique de leur nombre de Damköhler généralisé (4.1) aux conditions optimales. 
Nous rappelons que ce nombre adimensionnel dépend du débit dans le wormhole, du 
diamètre dwh-opt et de la longueur Lwh du wormhole dominant, ainsi que du taux de 
dissolution globale. 
La Figure 4.6 présente le diamètre dwh-opt du wormhole dominant aux conditions 
optimales pour différentes valeurs du facteur de forme F. L’écart relatif maximal de la 
moyenne est de 13.4 % et se produit pour F égale à 1. En tenant compte de l’erreur due 
à la taille des mailles, à la mesure du diamètre et aux effets des hétérogénéités, le 
diamètre du wormhole dominant aux conditions optimales peut être considéré comme 
indépendant du facteur de forme et insensible aux effets de confinement. Par 
conséquent, si nous considérons que le diamètre et le débit dans le wormhole dominant 
aux conditions optimales sont indépendants du facteur de forme F, le nombre de 
Damköhler généralisé de Fredd et Fogler devient alors insensible à l’effet de 
confinement pour une longueur Lwh donnée. En perspective, il serait intéressant 
d’étudier l’évolution de tous ces paramètres aux conditions optimales en fonction de la 
longueur du wormhole dominant. 
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Figure 4.6 : Diamètre du wormhole dominant aux conditions optimales en fonction du facteur de 
forme F. 
 
Pour conclure sur l’effet du confinement dans les expériences antérieures nous 
tentons d’expliquer grâce à nos résultats les désaccords dans la littérature à propos de la 
description de l’optimum.  
Daccord et al. (Daccord et al., 1989, Daccord, 1987) ont défini le nombre de 
Péclet comme étant le rapport entre le débit dans le domaine et le coefficient de 
diffusion multiplié par le rayon du domaine, et ils en ont déduit que l’optimum se 
produisait pour un nombre de Péclet juste au dessus de l’unité. Cette valeur correspond 
à la transition entre le régime de wormholes coniques et le régime de wormholes 
dominants. Au delà de cette valeur, ils observent une croissance du volume pour percer 
augmentant avec le débit en puissance 1/3. Tout d’abord, cette correspondance entre 
ces régimes de dissolution et le nombre de Péclet est cohérente avec le diagramme Pe-
Da de Golfier (Figure 1.3) et nos résultats du chapitre 2. Ensuite nous avons vu que les 
expériences qui avaient conduit à ce résultat avaient été probablement réalisées en 
domaine peu ou pas confiné, en tout cas pour les expériences en géométrie radiale. 
Dans ce cas, ces essais ont vu les mécanismes de compétition entre wormholes 
intervenir pleinement dans la dissolution. Nous avons vu dans le chapitre 3 que la 
compétition entre wormhole était dépendante du nombre de Péclet. Il est donc logique 





que Daccord et al. (Daccord, 1987, Daccord et al., 1989) aient observé une vitesse 
optimale dépendante du nombre de Péclet.  
A l’inverse, les expériences de Fredd et Fogler définissent l’optimum par une 
valeur unique du nombre généralisé de Damköhler (4.1), ce qui correspond dans leurs 
expériences au régime de wormholes dominants, proche de la transition vers le régime 
de wormholes ramifiés. Cette différence s’explique par le fait que leurs expériences ont 
été réalisées en domaine très confiné, ne laissant se développer qu’un seul wormhole. 
Celles-ci occultent donc les mécanismes de compétition entre wormholes. Pour cette 
raison, ils n’observent pas de dépendance de l’optimum en fonction du nombre de 
Péclet. On comprend que dans ces conditions la vitesse optimale soit celle qui produit 
un wormhole unique le plus fin possible tout en gardant un front de dissolution en 
équilibre local. Cette figure de dissolution implique que le nombre de Péclet soit 
maximal tout en gardant un nombre de Damköhler suffisamment élevé pour éviter le 
régime de wormholes ramifiés. Ainsi, les essais en domaine confinés de Fredd et 
Fogler (Fredd et al., 1997, Fredd & Fogler, 1999) ne peuvent caractériser la vitesse 
d’injection optimale qu’à travers le nombre de Damköhler. 
Cette dernière analyse permet d’expliquer les différences sur la définition de 
l’optimum de Daccord et al. (Daccord et al., 1989, Daccord, 1987) et de Fredd et 
Fogler (Fredd et al., 1997, Fredd & Fogler, 1999) qui sont deux des plus importants 
travaux présentés dans la littérature sur notre sujet. De plus, notre analyse montre qu’en 
réalité l’optimum est probablement dépendant à la fois du nombre de Damköhler et du 
nombre Péclet. La vitesse d’injection optimale se trouve dans le régime de wormholes 
dominants et nous avons vu à travers notre étude de stabilité linéaire que dans la 
gamme de débit produisant ce régime, la stabilité du front était sensible à la fois au 
nombre de Péclet et au nombre de Damköhler. Pour cette raison, la description de 
l’optimum proposée par Panga et al. (Panga et al., 2005) qui se base sur le rapport entre 
ces deux nombres adimensionnels est intéressante. Néanmoins, leur description pose 
deux problèmes. Le premier est qu’elle propose deux définitions du nombre Λ0 selon 
que l’on se trouve en dissolution limitée par le transfert de masse ou limitée par la 
cinétique de réactions. Par conséquent, ils caractérisent l’optimum qui est une mesure 
réalisée à l’échelle de la carotte par un nombre adimensionnel dont la définition dépend 
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de l’échelle du pore. Cette description induit potentiellement une confusion entre deux 
des échelles physiques de la dissolution. Le second problème est que leur description 
de l’optimum est construite autour des caractéristiques d’un wormhole unique et ne 
tient pas compte de la compétition entre wormholes. 
 
 
7. Le wormholing dans des géométries 3D 
 
Les résultats et les conclusions présentés jusqu'à maintenant se basent sur des 
simulations d’injection linéaire dans des domaines 2D. Dans cette partie nous 
comparons des simulations 2D avec des simulations 3D afin d’observer les différences 
que cela entraîne dans le wormholing. En complément de cette partie, nous exposons 
en annexe des simulations dans des domaines contenant une hétérogénéité dont la 
longueur de corrélation est de la taille du domaine. 
La Figure 4.8 montre des surfaces d’isoporosité issue de simulations 3D pour six 
vitesses d’injection choisies afin d’illustrer différents régimes de dissolutions, de la 
dissolution compacte à la dissolution uniforme. Ces simulations utilisent les paramètres 
présentés dans le Tableau 4.1 : 
 
C0 = 250 kg/m3 ; ε0 = 0.2 K0 = 1·10-15 m² ; Kf = 3.125·10-8 m²  
ρ = 2710 kg/m3 Lx = 7.5 cm; Ly = 7.5 cm; Lz = 7.5 mm 
ν = 1.37;  α = 10 s-1 ; D = 10-9 m²/s nx = 60; ny = 110; nz = 110 
Tableau 4.1 : Paramètres des simulations présentées dans la Figure 4.8 
 
Le champ de perméabilité initiale est un bruit blanc amplifiant la perméabilité K0 
par un facteur allant de 1 à 10. La Figure 4.7 représente ce champ de perméabilité 
initiale utilisé pour les simulations de la Figure 4.8. 
 
















Figure 4.7 : Champ de perméabilité du domaine utilisé pour les simulations de la Figure 4.8. 
 
 Nous utilisons une fois encore le modèle de Golfier (Golfier, 2001), mais cette 
fois en appliquant les hypothèses simplificatrices évoquées dans le chapitre 2, c’est à 
dire un coefficient de diffusion uniquement pondéré par la porosité locale, et un 
coefficient de dissolution constant. Ainsi, nous pouvons comparer nos simulations à 
travers des nombres de Péclet et de Damköhler décrivant les injections dans leur 
globalité. Pour résoudre numériquement nos équations nous procédons d’abord de 
manière séquentielle. Nous résolvons à chaque pas de temps le champ de pression, puis 
le transport d’acide et enfin la conservation de la masse de roche. Le champ de pression 
est résolu avec un solveur BiGCSTAB (Van Der Vorst, 1992) après un 
preconditionnement ILUO. Le transport convectif est discrétisé de manière explicite en 
utilisant un schéma TVD du type MC limiter (Van Leer, 1977). La partie réactive est 
discrétisée de manière implicite, ainsi que l’équation de conservation de la masse 
solide. La partie diffusive est discrétisée de manière explicite lorsque la condition sur le 
pas de temps induite par la diffusion est moins contraignante que la condition issue du 
terme convectif. Ainsi nous évitons la résolution coûteuse d’un système linéaire 
qu’impliquerait une discrétisation implicite. Par contre, si le terme diffusif devient 
pénalisant pour le pas de temps, nous basculons vers une discrétisation implicite du 
terme diffusif afin que le pas de temps ne soit contraint que par la condition issue du 
terme convectif.  
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V0 = 1.77·10-7 m/s 
Pe = 5.62·10-6 
Da = 1.78·10-1 
V0 = 3.55·10-7 m/s 
Pe = 1.12·10-5 
Da = 8.89·10-2 
V0 = 1.77·10-6 m/s 
Pe = 5.62·10-5 
Da = 1.78·10-2 
V0 = 1.77·10-5 m/s 
Pe = 5.62·10-4 
Da = 1.78·10-3 
V0 = 1.77·10-3 m/s 
Pe = 5.62·10-2 
Da = 1.78·10-5 
V0 = 1.77·10-2 m/s 
Pe = 5.62·10-1 
Da = 1.78·10-6 
 
Figure 4.8 : Surface d’isoporosité issue de simulations 3D d’injection linéaire d’acide. 
 
Nous présentons dans la Figure 4.9 l’équivalent des simulations de la Figure 4.8 
dans une géométrie 2D, avec le même système acide-roche et les mêmes vitesses 
d’injection moyenne. 
 






V0 = 1.77·10-7 m/s 
Pe = 5.62·10-6 
Da = 1.78·10-1 
V0 = 3.55·10-7 m/s 
Pe = 1.12·10-5 
Da = 8.89·10-2 
V0 = 1.77·10-6 m/s 
Pe = 5.62·10-5 
Da = 1.78·10-2 
V0 = 1.77·10-5 m/s 
Pe = 5.62·10-4 
Da = 1.78·10-3 
V0 = 1.77·10-3 m/s 
Pe = 5.62·10-2 
Da = 1.78·10-5 
V0 = 1.77·10-2 m/s 
Pe = 5.62·10-1 
Da = 1.78·10-6 
 
Figure 4.9 : Simulation 2D d’une injection d’acide linéaire. Champ de porosité au moment de la 
percée.  
 
La première observation est que la transition entre le régime compact et le régime 
de wormholes coniques semble correspondre à la même vitesse d’injection en 2D et en 
3D. Pour les autres régimes de dissolution, il semble qu’il y ait aussi une 
correspondance entre le 2D et le 3D. Pour vérifier cette hypothèse, nous comparons 
dans la Figure 4.10 le volume d’acide pour percer normalisé par le volume de pore 
(Vbt/Vp) comme une fonction de la vitesse d’injection moyenne dans un domaine 2D et 
3D. 
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Figure 4.10 : Volume d’acides pour percer normalisé par le volume de pore (Vbt/Vp) en fonction de 
la vitesse d’injection moyenne dans des domaines 2D et 3D. 
 
Les résultats montrent que la quantité d’acide injectée pour percer est plus 
importante en 2D qu’en 3D lorsque la dissolution est en régime de wormholing. Cet 
écart est maximal pour les vitesses faibles autour de la transition entre le régime de 
wormholes coniques et le régime de wormholes dominants. Il s’explique par la 
différence dans la géométrie des wormholes entre le 2D et le 3D. En 2D, le volume 
d’un wormhole dominant est la surface du wormhole dans les deux directions 
discrétisées, multiplié par la hauteur dans la troisième direction. Il est évident que ce 
volume est toujours supérieur au volume d’un wormhole conique ou cylindrique avec 
le même diamètre, obtenu à partir d’une simulation 3D. Nous notons que la gamme de 
vitesses produisant des wormholes dominants est plus large en 3D qu’en 2D, en 
s’étirant vers les vitesses faibles. 
 
 





8. Dissolution en géométrie radiale 
 
La plupart des expériences et des simulations de dissolution d’un milieu poreux 
considèrent une injection linéaire alors que le procédé de stimulation acide impose une 
géométrie radiale. Pour les simulations numériques, seul un papier récent de Kalia et 
Balakotaiah (Kalia & Balakotaiah, 2006) présente des simulations d’injections en 
géométrie radiale à l’échelle de la carotte. Ils ont utilisé pour cela un modèle en non 
équilibre local appliqué à une géométrie radiale 2D. Ces simulations leur ont permis 
d’étudier l’influence de la variance de la perméabilité sur la dimension fractale telle que 
le définissent Daccord et al. (Daccord et al., 1993b).  
Nous présentons dans cette partie une série de simulations en géométrie radiale 
afin d’étudier comment nos observations précédentes faites sur une géométrie linéaire 
se transposent dans une géométrie radiale. La Figure 4.12 présente des résultats de 
simulations 3D d’injections radiales d’acide, pour six vitesses d’injections différentes 
afin d’illustrer plusieurs régimes de dissolution, de la dissolution compacte aux 
wormholes ramifiés. Les dimensions du domaine et les paramètres de ces simulations 
sont décrits dans le Tableau 4.2. 
 
C0 = 250 kg/m3 ; ε0 = 0.2 K0 = 1·10-15 m² ; Kf = 3.125·10-8 m²  
ρ = 2710 kg/m3 rmin = 1.75 cm ; rmax= 8.75 cm ; Lz = 5.5 mm 
ν = 1.37 ;  α = 1 s-1 ; D = 10-9 m²/s nr = 40 ; nθ =  200 ; nz = 75 
Tableau 4.2 : Paramètres des simulations de la Figure1.1. 
 
Le champ de perméabilité initiale est un bruit blanc amplifiant la perméabilité K0 
par un facteur allant de 1 à 10. La Figure 4.11 représente ce champ de perméabilité 
initiale utilisé pour les simulations de la Figure 4.12. 
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Figure 4.11: Champ de perméabilité du domaine utilisé pour les simulations de la Figure 4.12. 
 
La méthode de résolution est identique à celle utilisée pour la Figure 4.8, à la 
différence que le terme convectif est discrétisé selon un schéma simple amont.  
 
V0 = 1.65·10-7 m/s
Pe = 5.23·10-6
Da = 1.91·10-1
V0 = 4.96·10-7 m/s
Pe = 1.57·10-5
Da = 6.37·10-2
V0 = 8.26·10-7 m/s
Pe = 2.61·10-5
Da = 3.82·10-2
V0 = 1.65·10-6 m/s
Pe = 5.23·10-5
Da = 1.91·10-2
V0 = 1.65·10-4 m/s
Pe = 5.23·10-4
Da = 1.91·10-4




Figure 4.12 : Surface d’isoporosité issue de simulations 3D d’injection radiales d’acide. 






Afin de comparer ces résultats nous présentons dans la Figure 4.13 une série de 




Figure 4.13 : Simulation 2D d’une injection radiale d’acide. Champ de porosité au moment de la 
percée. 
 
De la même manière que pour une injection linéaire, nous observons que la 
transition du régime compact au régime de wormholing correspond à la même vitesse 
d’injection pour les simulations 2D et 3D. Afin de comparer ces simulations 2D et 3D 
pour les autres régimes de dissolution, nous présentons dans la Figure 4.15 le volume 
d’acide pour percer, normalisé par le volume de pore, en fonction de la vitesse 
d’injection correspondant aux simulations de la Figure 4.12 et la Figure 4.13. 
 
V0 = 1.65·10-7 m/s
Pe = 5.23·10-6
Da = 1.91·10-1
V0 = 4.96·10-7 m/s
Pe = 1.57·10-5
Da = 6.37·10-2
V0 = 8.26·10-7 m/s
Pe = 2.61·10-5
Da = 3.82·10-2
V0 = 1.65·10-6 m/s
Pe = 5.23·10-5
Da = 1.91·10-2
V0 = 1.65·10-4 m/s
Pe = 5.23·10-4
Da = 1.91·10-4
V0 = 1.65·10-2 m/s
Pe = 5.23·10-1
Da = 1.91·10-6
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Figure 4.14 : Volume d’acides pour percer normalisé par la volume de pore (Vbt/Vp) en fonction de 
la vitesse d’injection moyenne dans des domaines 2D et 3D. 
 
De la même manière que pour le cas linéaire, le volume d’acide pour percer 
normalisé par le volume de pore est supérieur en 2D dans le régime de wormholing. De 
plus, nous remarquons encore que la gamme de vitesses produisant des wormholes 
dominants est plus large en 3D en s’étendant vers les vitesses faibles. 
Afin de comparer nos résultats en géométrie cartésienne et radiale, nous 
présentons dans la Figure 4.14 les courbes Vbt/Vp pour les simulations 2D et 3D, 
linéaires et radiales, présentées dans les Figure 4.10 et Figure 4.14. 
































Figure 4.15 : Volume d’acides pour percer normalisé par le volume de pore en fonction de la vitesse 
d’injection moyenne, pour des simulations 2D et 3D dans des géométries linéaires et radiales. 
 
La première observation est que la transition entre le régime compact et le régime 
de wormholing se produit pour la même vitesse d’injection en linéaire et en radial. Par 
contre, la transition entre les régimes de wormholes coniques et de wormholes 
dominants se produit à une vitesse légèrement supérieure en géométrie radiale. La 
transition entre le régime de wormholes dominants et celui de wormholes ramifiés se 
produit également pour une vitesse légèrement supérieure en radial. Ces différences 
signifient que la gamme des vitesses produisant le régime de wormholes dominants et 
contenant la vitesse optimale d’injection, se trouve à des vitesses plus élevées en 
géométrie radiale que linéaire. Ce résultat peut s’expliquer par l’influence de la 
géométrie sur la vitesse de l’écoulement dans le domaine. 
Pour une injection d’acide linéaire, sous l’hypothèse d’un fluide compressible, la 
conservation de la masse de fluide implique une vitesse moyenne constante le long du 
domaine. En géométrie radiale, cette vitesse décroît inversement au rayon pour la 
même raison. Cela signifie que le nombre Péclet décroît dans le domaine inversement 
au rayon et que le nombre de Damköhler augmente avec le rayon. Le diagramme Pe-
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Da de Golfier et al. (Golfier et al., 2002b), ainsi que nos résultats du chapitre 2 
montrent que la transition entre la dissolution compacte et les régimes de wormholes 
coniques et wormholes dominants dépendent du nombre de Péclet, et que la transition 
entre les régimes de wormholes dominants, de wormholes ramifiés et de dissolution 
uniforme dépendent du nombre de Damköhler. Donc si en géométrie linéaire et radiale 
l’instabilité se déclenche pour la même vitesse d’injection, son développement dans un 
domaine radial est ralenti pendant l’avancée du front de dissolution par la décroissance 
spatiale du nombre de Péclet lorsque le rayon augmente. De la même manière, la 
transition vers les régimes de wormholes ramifiés et de dissolution uniforme est ralentie 
par le nombre de Damköhler croissant avec le rayon. Ce résultat implique que 
l’injection d’acide aux conditions optimales se produit probablement à une vitesse 
d’injection supérieure en géométrie radiale qu’en géométrie linéaire. 
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Chapitre 5 : Modélisation de la dissolution 









1. Modélisation double milieux à l’échelle de la section 
 
Nous avons vu dans le chapitre précédent que si nous modélisons la dissolution à 
l’échelle de la section, il faut prendre en compte le mécanisme de compétition entre 
wormholes. Pour cette raison, nous présentons dans ce chapitre une nouvelle 
modélisation du wormholing, basée sur une description double milieux.  
La construction du modèle que nous proposons s’articule autour de quatre étapes. 
La première est la description d’un volume élémentaire à l’échelle de la section, 
pouvant contenir plusieurs wormholes, selon une approche double milieux. La seconde 
étape est la prise de moyenne volumique des équations à l’échelle de la carotte en 
appliquant notre description double milieux. Nous obtenons ainsi pour chaque milieu 
un système d’équations à l’échelle de la section. La troisième étape est la modélisation 
de certains termes de ces équations obtenues à l’échelle de la section. La dernière étape 
est le calage des paramètres du modèle sur des résultats de référence, comme des essais 
en laboratoire ou des simulations à l’échelle de la carotte.  
 
L’approche double-milieux a été initialement développée pour modéliser des 
écoulements dans des milieux poreux fracturés (Barenblatt et al., 1960). Pour ce 





problème, les modèles à deux équations sont nécessaires car les temps de relaxation du 
champ de pression dans les deux régions sont très différents, et donc se comportent de 
manière presque indépendante à grande échelle (Quintard & Whitaker, 1996). En effet, 
le milieu fracturé ne peut en toutes circonstances être représenté par un seul milieu 
équivalent. Au premier ordre, lorsque l’on considère la différence de pression 
macroscopique (ici à grande échelle) des deux milieux, des modèles à deux équations 
rendent compte de manière approchée du déséquilibre de pression entre les deux 
milieux homogénéisés. Deux séries de grandeur sont alors importantes dans la 
description à grande échelle : la perméabilité effective du réseau fracturé, et, dans une 
moindre mesure celle du milieu moins perméable, et le terme d’échange entre les deux 
milieux. De nombreux travaux sur les milieux fissurés nous apportent des arguments 
pour la modélisation du terme d’échange et le calcul des perméabilités équivalentes 
(Chen, 1989, Landerau et al., 2001, Noetinger et al., 2001, Quintard & Whitaker, 
1998), et nous reviendrons sur cette discussion lors de la présentation de ces aspects 
dans notre propre modèle.  
L’approche double-milieux a ensuite été adaptée au transport d’espèce à travers 
un milieu poreux hétérogène. Par exemple, Gerke et van Genuchten (Gerke & van 
Genuchten, 1993b) modélisent le transport d’un constituant dans un milieu 
variablement saturé en eau. Leur description quasi-heuristique du terme d’échange 
entre les deux milieux est proche de la notre. Une autre approche est celle de (Ahmadi 
et al., 1998) qui considère le transport et l’absorption d’une espèce par le milieu 
poreux. Le modèle est obtenu par l’application de la méthode de prise de moyenne 
volumique aux équations à l’échelle de la carotte. Une série d’articles étudie le calcul 
des paramètres de ce modèle et discute l’hypothèse de quasi-stationnarité du terme 
d’échange (Cherblanc et al., 2003, Cherblanc et al., 2007, Golfier et al., 2007). Nous 
reviendrons sur ces modèles dans la partie consacrée au terme d’échange. 
La modélisation double milieux du wormholing a été initiée par Golfier et al. 
(Golfier et al., 2004, Golfier, 2001) et a inspiré le travail que nous présentons. 
Néanmoins, notre description est différente et conduit à une nouvelle définition des 
deux milieux. Le modèle de Golfier et al. (Golfier, 2001, Golfier et al., 2004) définit un 
des milieux comme le volume de roche dissoute, l’autre étant la roche restante. Cette 
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description nous semble poser trois problèmes. Le premier problème est que cette 
description est essentiellement adaptée au cas d’une dissolution en équilibre locale à 
l’échelle de la carotte, et donc ne peut correctement reproduire les régimes de 
wormholes ramifiés et de dissolution uniforme. Le second problème est que cette 
modélisation ne prend pas en compte la compétition entre wormholes. Le troisième 
problème est plus conceptuel car selon cette description, le volume de roche dissoute 
est inexistant avant l’injection. Or il est difficile d’injecter de l’acide dans un volume 
qui n’existe pas encore. Toutefois, l’approche double milieux est justifiée pour 
modéliser le wormholing car, comme pour les milieux fracturé, le wormholing crée des 
écarts important entre les propriétés de chaque milieu, en particulier pour la 
perméabilité, qui induisent un différentiel important des temps de relaxation des champ 
de pression, de concentration et de porosité. Les résultats obtenus par Golfier et al. 
(Golfier, 2001, Golfier et al., 2004) sont d’ailleurs encourageant quant à l’intérêt d’une 
approche double-milieux dans le contexte de la dissultion. 
Dans notre description, nous considérons que la roche peut être dissoute dans les 
deux milieux. La différence est que les wormholes dominants se développent dans l’un 
des deux volumes que nous noterons VH, tandis que l’autre volume VM ne produit que 
des wormholes de courtes tailles ou de la dissolution compacte. La Figure 5.1 illustre 
cette description double milieux.   
 
 
Figure 5.1 : Représentation double milieux du volume Vsection. VH contient les wormholes dominants. 
VM représente la dissolution compacte 
 





 Le principe de cette description est qu’au début de l’injection dans un volume 
élémentaire à l’échelle de la section, la dissolution se produit dans les deux milieux de 
manière presque identique. Lorsque ce volume élémentaire voit quelques wormholes 
dominants poursuivre leurs croissances alors que tous les autres captent de moins en 
moins de fluide injecté, il s’opère un transfert de débit du volume VM vers le milieu VH. 
Le volume VM alimente alors les wormholes dominants du volume VH et leur permet 
d’accroître leur débit entrant. Nous reproduisons ainsi la compétition entre wormholes.  
Cette compétition est un processus qui conduit en principe au bout d’un temps 
infini à l’émergence d’un wormhole unique. Dans cette optique, la séparation du 
volume élémentaire en deux sous volumes afin de reproduire la compétition entre 
wormholes, peut sembler insuffisante. Pour justifier notre approche nous avançons 
deux arguments. Le premier est que dans le cadre de la stimulation acide, la longueur 
maximale recherchée d’un wormhole est de quelques mètres. Dans ce cas nous ne 
sommes pas tenus de reproduire la compétition entre wormholes jusqu’à un temps 
infini. Le second argument est que nous avons observé et expliqué dans le chapitre 3 
que la compétition entre wormholes n’était pas un processus totalement fractal et qu’il 
perdait en intensité au delà d’une certaine distance. Ce comportement justifie notre 
description double milieux qui induit un ralentissement de la compétition entre 
wormholes lorsque le volume VM alimente entièrement le volume VH.  
Par ailleurs, on voit immédiatement que cette représentation peut prendre en 
compte aisément des hétérogénéités de la roche du type stratification qui déterminent 
naturellement le lieu ou se produit le wormholing, comme l’a illustré Golfier (Golfier, 
2001) dans la Figure 5.2 extraite de sa thèse. 
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Figure 5.2 : Variation de la longueur du wormhole en fonction du volume de pore injecté et faciès 
de disolution observé pour la dissolution du milieu en parallèle (Golfier, 2001). 
 
2. Prise de moyenne volumique des équations à l’échelle de la carotte  
 
Dans cette partie nous développons cette description double milieux en utilisant 
la méthode de prise de moyenne volumique (Whitaker, 1999). Cette méthode 
d’homogénéisation est ici appliquée aux équations (3.1) à (3.4) de Golfier et al. 
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ε ε ε= = ∫  
(5.4) 
 
Nous noterons Vsection la somme des deux volumes VH et VM. Dans notre 
description double-milieux nous notons φH le rapport entre le volume VH et le volume 
Vsection. La variable φM nous est donnée par la relation suivante :  
 
φM + φH = 1 (5.5) 
 
A partir des équations (5.1) à (5.4), nous introduisons les dérivées spatiales de 
nos variables physiques. 
 
*
HA HC C cβ = +   
*
MA MC C cβ = +   
(5.6) 
*
H HP ppβ = +  
*
M MP ppβ = +  
(5.7) 
* HHβ = +V V v  
* MMβ = +V V v  
(5.8) 
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* HHβε ε ε= +  
* MMβε ε ε= +  
(5.9) 
 
Le principe de notre prise de moyenne est d’intégrer les équations (3.1) à (3.4) 
sur chacun des volumes VH et VM. Nous ne détaillerons pas ici l’intégralité des calculs 
mais nous reviendrons sur le développement et la modélisation de certains termes des 
équations à l’échelle de la section. Nous commençons donc par présenter les deux 
systèmes d’équations obtenus. 
La dissolution dans chaque milieu est décrite par quatre équations comprenant 
une équation de transport, une équation de Darcy, une équation de conservation de la 
masse fluide et une équation de conservation de la masse solide. Les équations de la 
phase fluide sont de la forme suivante : 
 
( ) ( )* * * *. 0H H M HP Pφ ψ∇ − − =V  (5.10) 
( ) ( )* * * *. 0M M M HP Pφ ψ∇ + − =V  (5.11) 
 
où ψ* est un cœfficient qui caractérise le transfert entre les deux milieux. Nous 
remarquons en plus du terme de divergence, un terme d’échange entre les deux 
milieux, gouverné par le différentiel de pression entre les deux milieux et un coefficient 
ψ*. Nous détaillerons un peu plus loin la construction de ce terme d’échange. Enfin, il 
faut noter que dans ces expressions il n’apparaît pas de termes d’accumulations, 
comme pour les modèles à deux équations utilisés pour les milieux fissurés (Barenblatt 
et al., 1960, Chen, 1989, Gerke & van Genuchten, 1993b). Nous avons évoqué 
précédemment l’écart des temps de relaxation des champs de pression de chaque 
milieu, du au terme de compressibilité à l’échelle de Darcy, ce qui nécessiterait de 
garder dans les équations de continuité (5.5) et (5.10) le terme d’accumulation, tout du 
moins dans le milieu VM où le temps de relaxation est plus long (Barenblatt et al., 
1960). Mais comme pour la dissolution à l’échelle de la carotte, le temps de relaxation 
du champ de pression des deux milieux est supposé infiniment plus court que celui des 





champs de porosité et de concentration. Par conséquent nous avons fait l’hypothèse 
d’un champ de pression quasi-stationnaire dans les deux milieux.  













= − ∇KV  (5.13) 
 
dans lesquelles K*H et K*M sont des tenseurs de perméabilité que nous définirons pour 
chaque direction par une relation de perméabilité-porosité. Le remplacement de 
l’observation des champs (K*(t), ε*(t)) par une corrélation K*(ε*) pour les processus de 
dissolution est une approximation qui a été discutée précédemment par Golfier et al. 






















où ρσ est la masse volumique de la roche et ν le coefficient stochiométrique massique 
de la réaction. g*H et g*M  sont deux fonctions qui modélisent le terme de dissolution à 
l’échelle de la section. Nous proposons et comparons dans la suite deux expressions de 
g*H et g*M. La dernière équation est l’équation de transport de l’espèce acide   
 
( ) ( )** * * * * * *. HHH H H H H M M H HC f C P P gtφ ε φ ψ −
∂
+ ∇ − − = −
∂
V  (5.16) 
( ) ( )** * * * * * *. MMM M M M H M M H MC f C P P gtφ ε φ ψ −
∂
+ ∇ + − = −
∂
V  (5.17) 
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Nous retrouvons dans ces équations les termes de dissolution g*H et g*M,  ainsi 
que le terme d’échange multiplié par une concentration C*H-M qui est la concentration 
du flux échangé entre les deux milieux. Nous remarquons que ces équations ne 
contiennent pas de terme de dispersion, comme dans l’équation de transport à l’échelle 
de la carotte. Nous avons choisi de modéliser la dispersion essentiellement due au 
wormholing par les fonctions de flux fractionnaire fH et fM qui se substituent à la 
concentration dans le terme de convection. Nous argumenterons ce choix plus loin. 




3. Relations perméabilité-porosité 
 
A l’échelle de la carotte, le volume élémentaire est trop petit pour contenir des 
wormholes et la dissolution est observée localement comme un changement de la 
forme et de la taille des pores contenus dans ce volume. Pour cette raison les modèles à 
l’échelle de la carotte supposent que le tenseur de perméabilité associé à ce volume 
élémentaire est isotrope. Par exemple, le modèle de Golfier et al. (Golfier, 2001) utilise 
soit une relation du type Kozeny-Carman (Ergun, 1952), de la même manière que le 
modèle de Panga et al. (Panga et al., 2002), soit un tableau de corrélations déterminées 
en résolvant le problème de fermeture à l’échelle du pore (Whitaker, 1999). 
A l’échelle de la section, le volume élémentaire peut être traversé par plusieurs 
wormholes en croissance dans la direction de l’écoulement. On a donc des régions 
fluides dans lesquelles l’écoulement est régi par les équations de Stokes (ou Darcy pour 
le modèle simplifié), et des régions poreuses dans lesquelles on utilise la loi de Darcy. 
Ce problème est connu pour produire à grande échelle une loi de Darcy, comme cela 
est détaillé par exemple dans Golfier et al. (Golfier et al., 2004, Golfier, 2001). Nous ne 
détaillerons pas par conséquent cet aspect du problème.  
Le tenseur de perméabilité peut être estimé à partir d’une solution de 
l’écoulement sur le milieu après dissolution. Les résultats de Golfier et al. (Golfier et 





al., 2004) montrent que les diverses figures de dissolution conduisent à des valeurs de 
porosité, perméabilité, qui peuvent être grossièrement représentées par des relations 
perméabilité-porosité. Nous utiliserons donc ce type de représentation, très courante en 
géochimie. Par exemple, Quintard et Whitaker (Quintard & Whitaker, 1998) proposent 
une expression de la perméabilité à l’échelle de la section en fonction des perméabilités 
et de porosités locales à l’échelle de la carotte, construites avec la méthode de prise de 
moyenne volumique. Cette approche est intéressante car elle tient compte de la 
géométrie des hétérogénéités à l’échelle de la section. Ils proposent ainsi une 
fomulation pour le cas d’un domaine stratifié qui peut présenter certaines similitudes 
avec les figures de dissolution produites par le wormholing. Toutefois, nous avons 
préféré, pour notre modèle, utiliser un coefficient empirique déterminé par calage, qui 
nous permet de totalement prendre en compte la géométrie de l’hétérogénéité à 
l’échelle de la section que sont les wormholes.  
Parce que la perméabilité pour le volume élémentaire peut devenir fortement 
anisotrope au cours de la dissolution, avec une plus grande perméabilité dans la 
direction de la croissance des wormholes, nous utilisons deux relations perméabilité-
porosité différentes dans chaque milieu, une pour la direction des wormholes en 
croissances (Kwh(ε*)), et une autre dans les deux directions perpendiculaires (Kt(ε*)).  
Nous utilisons dans cette partie une porosité ε* dans notre description pour décrire ces 
deux relations. Elle devra par la suite être remplacé par les porosités ε*H et ε*M pour 
appliquer ces deux relations perméabilité-prorosité dans chacun des deux milieux.  
Pour construire une relation perméabilité-porosité dans les directions 
perpendiculaires nous utilisons une description simplifiée du volume élémentaire, que 
nous illustrons dans la Figure 5.3.  
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wormhole
(ε = 1, Kf)
milieu poreux
(ε = ε0, K0) ( )tK ε
   
Figure 5.3 : Description simplifiée du domaine traversé par plusieurs wormholes. 
 
Dans cette description, nous supposons que le domaine est traversé par des 




























où ε0 est la porosité initiale. Les perméabilités Kf  et  K0 ont été définies dans le chapitre 
2. Dans la direction de la croissance des wormholes, nous utilisons une autre relation 
perméabilité-porosité de la forme suivante 
 
( ) * 00 0
01










Cette relation utilise le paramètre χ qui est déterminé par un processus de calage 
utilisant des résultats à l’échelle de la carotte. Dans l’exemple que nous présentons, 
nous utilisons des simulations réalisées avec le modèle de Golfier et al. (Golfier, 2001) 
comme résultats de référence, mais ce processus de calage peut également utiliser des 
résultats d’injections d’acide dans des carottes en laboratoire. La Figure 5.4 illustre 
l’algorithme du processus de calage.  





Dans ce processus, nous appliquons la relation (5.20) à la porosité de référence à 
un temps donné, moyennée sur la section de la carotte. Nous obtenons ainsi un profil de 
perméabilité défini à l’échelle de la section. Ensuite nous simulons le champ de 
pression induit par un écoulement identique à celui appliqué au cas de référence. La 
chute de pression dans la carotte ainsi calculée est comparée à la chute de pression dans 
le cas de référence. Cette opération est reproduite pour différents instants de la 
dissolution. La courbe de pression qui en résulte est comparée à la courbe de pression 
du cas de référence dans une fonction objective. Le paramètre χ est alors modifié afin 
de minimiser cette fonction objective. De manière itérative, nous obtenons ainsi une 
valeur optimale du paramètre χ.  
 
 
Figure 5.4 : Description du processus de calage du paramètre χ.  
 
Nous avons réalisé cette opération de calage en prenant comme référence une 
injection à une vitesse de 4.63·10-5 m/s dans un domaine et des conditions similaires à 
celles de la Figure 3.1. La valeur de χ ainsi obtenue est égale à 3.08. Nous comparons 
dans la Figure 5.5 la chute de pression calculée avec notre relation perméabilité-
porosité utilisant cette valeur de χ, et la courbe de référence.  
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relation Kwh(ε*) pour χ optimal










Figure 5.5 : Chute de pression dans la carotte. Comparaison entre des résultats de référence et de 
simulation utilisant la relation Kwh(ε*), pour χ égale à 3.08. 
 
Un résultat intéressant que nous avons observé est qu’une fois cette valeur 
déterminée pour un débit proche de l’optimum, elle permet une reproduction fidèle du 
champ de pression pour d’autres débits produisant des figures de dissolutions 




4. Terme d’échange entre les deux milieux 
 
En utilisant les théorèmes de prise de moyenne (Whitaker, 1985), la prise de 
moyenne de l’équation de conservation de la masse fluide (3.3) nous donne la 
divergence de la vitesse à l’échelle de la section plus un terme d’échange entre les deux 
milieux : 
 




























∇ = ∇ + =∫V V V n  
(5.21) 
 
où AH-M est la surface d’échange entre les deux milieux et nM est la normale extérieure 
à la surface du volume VM. On notera que, si la surface AH-M était fermée à l’intérieur du 
volume de prise de moyenne, les intégrales dans le second membre des équations  
(5.21) seraient nulles en vertu du théorème flux-divergence et de l’absence de terme 
instationnaire dans l’équation à l’échelle de Darcy. Ce cas est souvent invoqué dans la 
description des milieux fracturés. Il n’y a donc pas une identité parfaite entre notre 
préoccupation qui consiste à rechercher des modèles valables lorsque l’on traverse un 
front de dissolution, et les situations classiques de la littérature. On peut s’en inspirer 
cependant, comme cela est indiqué ci-dessous. Il existe une abondante littérature, 
notamment sur les écoulements en milieu poreux fracturé, qui propose différentes 
modélisations du terme d’échange. La méthode généralement retenue est l’expression 
du terme d’échange par le différentiel de pression entre les deux milieux, pondérée par 
un coefficient, comme le propose le modèle de Barenblatt et Zheltov (Barenblatt et al., 
1960). Les nombreuses discussions sur cette méthode concernent essentiellement la 
prise en compte dans la forme du coefficient d’échange, de la géométrie du milieu 
(Barenblatt et al., 1960, Gerke & van Genuchten, 1996, Warren & Root, 1963) et des 
effets transitoires de l’écoulement entre les deux milieux (Chen, 1989, Dykhuizen, 
1990, Kazemi, 1969). En ce qui concerne les effets transitoires dans notre problème, 
nous pouvons les négliger car, comme pour l’hypothèse d’un champ de pression quasi-
stationnaire, le temps de relaxation du champ de pression est beaucoup plus faible que 
celui du champ de concentration. Pour cette raison, nous nous inspirons du modèle de 
Barenblatt et Zheltov (Barenblatt et al., 1960), en définissant un coefficient d’échange 
lié uniquement à la géométrie.  
Pour modéliser ce terme d’échange nous utilisons encore une fois une 
représentation simplifiée de la figure de dissolution. Nous considérons ici que les 
wormholes de mêmes tailles se développent avec une périodicité spatiale dans la 
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direction perpendiculaire, c'est-à-dire qu’ils se trouvent à une même distance ∆y les uns 
des autres. Ainsi nous pouvons modéliser le terme d’échange sur un motif de base. 
Cette représentation est illustrée dans la Figure 5.6. En appliquant la loi de Darcy à ce 
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∆x est la longueur du motif de base et n est le nombre de wormholes contenus 














Figure 5.6 : Modélisation des échanges entre les deux milieux. 
 
Nous modélisons alors le gradient de pression à l’interface entre les deux milieux 
par la différence des pressions entre les deux milieux, exprimée à l’échelle de la section 
et divisée par la hauteur du volume élémentaire.  
 






















V n  (5.23) 
  
La perméabilité équivalente Kt_eq entre les deux milieux est calculée comme la 
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Ce coefficient dépend du paramètre ∆y qui est calculé par un processus de calage 
que nous détaillerons plus loin. Il faut préciser que nous venons de modéliser le terme 
d’échange sous l’hypothèse d’une représentation 2D, comme nous l’avons fait pour la 
perméabilité Kt, car nous allons utiliser des simulations 2D à l’échelle de la carotte pour 
déterminer les paramètres de notre modèle à l’échelle de la section. 
De nombreux travaux se sont penchés sur la modélisation du coefficient 
d’échange inter-région. Une méthode similaire de détérmination du coefficient 
d’échange par un processus de calage a été proposé par Gerke et van Genuchten (Gerke 
& van Genuchten, 1996). Ils commencent par dériver le coefficient d’échange par une 
transformée de Laplace (Gerke & van Genuchten, 1993a), appliquée à un cas idéalisé. 
La forme ainsi obtenue est corrigée par un coefficient multiplicateur qui est determiné 
par calage. D’autres approches ont été étudiées, telles que l’analyse asymptotique 
(Dykhuizen, 1990, Lim & Aziz, 1995, Zimmerman et al., 1993), la méthode des 
marches aléatoires (Noetinger et al., 2001) ou la méthode des moments temporels 
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(Parker & Valocchi, 1986). L’article de Landereau et al. (Landerau et al., 2001) offre 
une description et une comparaison de ces différentes méthodes. 
 
Dans les deux équations de transport (5.16) et (5.17), nous avions également 
deux termes d’échange inter-régions, obtenus par la prise de moyenne des termes 
convectifs et diffusifs. 
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Pour comparer ces deux termes d’échange, nous estimons leur ordre de grandeur 
et nous nous plaçons dans le cas d’un régime de wormholes dominants présenté dans la 


























 ∇ =  ∆ ∫
D n  
(5.27) 
 
Dans cette simulation, la vitesse V0 est de 4.64·10-5 m/s, le coefficient de 
diffusion D est égale à 9·10-9 m²/s et la concentration initiale C0 est égale à 210 kg/m3. 
Nous estimons, à partir de la Figure 3.1, que la distance caractéristique ∆y est environ 





égale à 2.5 cm. Nous en déduisons que le rapport d’ordre de grandeur entre le terme 
d’échange issu du terme de convection et celui issu du terme de diffusion, est de l’ordre 
de 103 en faveur du terme convectif. Cette analyse montre, qu’à l’échelle de la section, 
les échanges par diffusion sont négligéables. Pour cette raison, nous ne garderons que 
le terme d’échange par convection. 
 Ce terme a pour différence avec celui de l’équation de conservation de la masse 
fluide qu’il implique la concentration à l’interface. Nous avons choisi d’approximer 
cette concentration par la concentration du milieu amont de l’échange entre les deux 
milieux. Donc, pour modéliser ce terme, nous reprenons la modélisation (5.23) utilisée 
pour les équations de continuité, en multipliant le terme par une concentration C*H-M 
qui est la concentration amont du flux échangé. Cette approche quasi-heuristique est 
très proche de celle proposée par Gerke et van Genuchten (Gerke & van Genuchten, 
1993b). Leur modèle double milieu qui sert à simuler le transport d’un constituant dans 
un milieu variablement saturé en eau, identifie également la concentration à l’interface 
entre les deux milieux comme la concentration amont de l’écoulement entre les deux 
milieux. Par contre, ils conservent un terme pour modéliser les échanges par diffusion, 
déterminé par l’écart de concentration entre les deux milieux. On trouve un terme 
similaire dans le modèle d’Ahmadi et al. (Ahmadi et al., 1998) qui ne considère qu’un 
terme d’échange diffusif. Cette différence se justifie car dans notre cas nous étudions 
un système de deux régions dit mobile-modile, dans lequel se produit un écoulement 
dans les deux régions, avec une forte interaction entre elles. Par contre, le modèle 
d’Ahmadi et al. (Ahmadi et al., 1998), qui fut repris par Cherblanc et al. (Cherblanc et 
al., 2003, Cherblanc et al., 2007) et Golfier et al. (Golfier et al., 2007) étudie un 
système mobile-immobile qui induit que le mécanisme de transfert de masse entre les 
deux milieux est essentiellement diffusif.  
 
 
5. Fonction de flux fractionnaire 
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Nous retrouvons dans les équations (5.28) les deux premiers termes du membre 
de droite des équations (5.26). Ceux-ci nous donnent un terme de transport convectif de 
la concentration macroscopique par la vitesse macroscopique, et deux termes qui 
produisent de la dispersion à l’échelle de la section.  
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  Cette dispersion est produite par un terme fourni par la moyenne du terme de 
diffusion à l’échelle de la carotte, et la divergence du produit des déviations spatiales de 
la vitesse et de la concentration. Les figures de dissolution de la Figure 3.1 montrent 
que la dispersion à l’échelle de la section, dans notre problème, est produite par le 
wormholing et qu’elle ne résulte pas d’un processus Fickien. Comme pour la digitation 
visqueuse, l’évolution temporelle de la dispersion est liée à l’évolution temporelle du 
débit. Pour modéliser cette dispersion propre aux écoulements diphasiques non 
miscibles, on utilise généralement la méthode des flux fractionnaires (Lenormand, 
1996, Tardy & Pearson, 2006). Cette méthode consiste à modifier le terme linéaire de 
convection standard par un terme modifié non linéaire. Nous nous inspirons donc ici de 
cette méthode pour modéliser la dispersion à l’échelle de la section, liée au 
wormholing. Pour cela, nous substituons la concentration dans le terme convectif par 
une fonction de Koval (Koval, 1963). Cette fonction a été adaptée à notre problème en 
remplaçant la variable de saturation par la concentration.  
La modélisation de la dispersion liée au wormholing par une fonction de flux 
fractionnaire a été initialement proposée par Duchemin (Duchemin et al., 2002). Cette 





méthode est couramment utilisée pour modéliser les écoulements diphasiques non 








































Les fonctions de flux fractionnaires fH et fM produisent de la dispersion à partir du 
terme de convection en surestimant la concentration en amont du front, et inversement 
en aval. Elles sont contrôlées par les paramètres HH et HM. La dispersion se produit 
lorsque HH et HM sont supérieurs à 1. Nous considérons par la suite deux valeurs 
différentes pour HH et HM, de sorte que cette différence initie le processus instable. 
Comme pour les autres paramètres, HH et HM sont calculés par une méthode 
d’inversion utilisant des résultats de référence obtenus à l’échelle de la carotte. 
 
 
6. Terme de dissolution 
 
A l’échelle de la carotte, le terme de dissolution dans les équations (3.1) et (3.4) 
est modélisé par un coefficient multipliant la concentration moyenne. Ce coefficient a 
été déterminé de deux manières différentes dans la littérature. Golfier (Golfier, 2001) a 
résolu à l’échelle du pore le problème de fermeture pour en tirer une corrélation 
impliquant la porosité et le nombre de Péclet à l’échelle du pore. Une autre approche 
est celle de Panga et al. (Panga et al., 2002) qui propose une relation semi-empirique 
utilisant les nombres de Reynolds, de Schmidt et de Sherwood.  
La prise de moyenne volumique de ce terme de dissolution à l’échelle de la 
carotte donne une expression non linéaire que nous notons g*H et g*M  et que nous 
proposons de modéliser à l’échelle de la section de deux manières différentes. 
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6.1. Modèle linéarisé 
 
Le premier modèle est une simple linéarisation du terme de dissolution. 
L’expression que nous obtenons est très proche de celle utilisée à l’échelle de la carotte 
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Nous notons ces termes de dissolution g*L,H et g*L,M. Nous donnons au coefficient 
αL l’expression suivante pour corréler son évolution à celle de la surface des pores. 
 
( )2/ 3*, 1L H Hα λ ε= −  (5.32)  
( )2 /3*, 1L M Mα λ ε= −  (5.33) 
 
où λ est un coefficient qui est déterminé par une méthode d’inversion comme les autres 
paramètres du modèle. Nous verrons plus loin, lors de comparaisons, que ce modèle 
n’est pas le meilleur candidat pour reproduire le phénomène de wormholing. 
 
6.2. Modèle de bilan de flux d’acide  
 
Le modèle linéarisé du terme de dissolution provoque la dissolution sur le seul 
critère que le volume élémentaire doit contenir à la fois de la roche et de l’acide. Si 
cette description est correcte à l’échelle de la carotte, elle ne prend pas en compte le 





phénomène de wormholing à l’échelle de la section. Pour cette raison, nous proposons 
une autre modélisation du terme de dissolution.  
Avant de détailler le modèle de bilan de flux d’acide que nous nommerons le 
modèle BFA, nous devons décrire comment le volume élémentaire à l’échelle de la 
section perçoit la dissolution. A cette échelle, dans le régime de wormhole dominant, la 
dissolution se produit essentiellement lorsque le volume élémentaire contient les 
extrémités des wormholes en croissance. Dans ce cas, la moyenne volumique du terme 
de dissolution doit avoir un poids important dans le système d’équation. Une autre 
configuration est lorsque le volume élémentaire est simplement traversé par des 
wormholes. La dissolution ne se produit alors qu’aux parois latérales, induite par la 
diffusion et l’écoulement latéral. Dans ce cas, la moyenne volumique du terme de 
dissolution doit être beaucoup plus faible. Le dernier cas est lorsque la moyenne du 
terme de dissolution est nulle parce qu’il n’y a ni roche, ni acide dans le volume 
élémentaire. Tous ces comportements sont décrits dans la Figure 5.7.  
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Figure 5.7 : Comparaison des termes de dissolution et de convection à l’échelle de la section en 
fonction du temps, calculés en effectuant une prise de moyenne sur les résultats d’une simulation à 
l’échelle de la carotte. 
 
Cette figure est le résultat d’une simulation 2D et elle montre l’évolution au 
cours du temps du terme de dissolution à l’échelle de la carotte, moyenné à l’échelle de 
la section sur un volume représenté en vert. Nous illustrons également sur la Figure 5.7 
l’évolution au cours du temps de la valeur absolue du terme de convection à l’échelle 
de la section calculée sur le même volume. Il faut noter que les valeurs calculées et 
présentées sur la Figure 5.7, sont évidemment dépendantes de la taille du volume de 
prise de moyenne.  
Nous voyons sur cette figure que le terme de convection qui est un bilan de flux 
sur le volume élémentaire, se comporte de la même manière que le terme de 
dissolution. Un pic est atteint lorsque toutes les extrémités des wormholes en croissance 
se trouvent dans le volume élémentaire, puis il tend vers 0 lorsque ces wormholes ont 





traversé le volume. Pour cette raison, nous proposons de modéliser le terme de 
dissolution à l’échelle de la section à travers le terme convectif pondéré par un 
coefficient noté αBFA. Nous notons ces termes de dissolution g*BFA,H  et  g*BFA,M.  
 






BFA H A BFA H H H
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g C dV f
V β
α α φ= = − ∇∫ V  (5.34) 
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tion V
g C dV f
V β
α α φ= = − ∇∫ V  (5.35) 
 
Une description simple du wormholing à l’échelle de la section permet de 
démontrer cette corrélation entre les deux termes et nous donne une expression 
analytique pour le coefficient αBFA. 
La Figure 5.8 représente le volume élémentaire Vsection à l’échelle de la section, 
contenant plusieurs extrémités de wormholes en croissance de forme cylindrique. Leur 
rayon est noté rwh,i, i étant l’indice des wormholes. Leur débit entrant est égal au produit 
de la surface de leur section par la vitesse d’injection V0,i. La concentration en entrée est 





Vsection (ε0 , ρσ , ν)
 
Figure 5.8 : Description simplifiée de wormholes en croissance dans un volume élémentaire à 
l’échelle de la section. 
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Si nous négligeons le transport diffusif et l’écoulement latéral, et que nous 
supposons que la dissolution est en non équilibre local, la vitesse de croissance des 

















Nous faisons la moyenne de l’équation de transport (3.1) sur le volume 
élémentaire Vsection de la Figure 5.8.  
 








Nous pouvons écrire sous nos hypothèses le terme de convection sous la forme 
suivante : 
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En introduisant les équations (5.40) et (5.38) dans l’équation (5.37), nous 

















Si ce résultat est comparé à l’équation (5.34), nous obtenons une expression pour 














Cette relation nous indique que le coefficient αBFA est seulement dépendant des 
paramètres du système acide-roche (ε0, ρσ, ν et C0) dans notre description simplifiée. 
Nous comparons dans la Figure 5.9 l’évolution en temps du coefficient αBFA calculé 
numériquement à partir de la simulation de la Figure 5.7 et sa valeur théorique donnée 
par la relation (5.42). Nous pouvons voir que leurs valeurs sont proches, mais aussi que 
celles simulées sont supérieures à la valeur théorique dans la période pendant laquelle 
se produit l’essentiel de la dissolution, entre 750 et 1100 secondes. Cet écart est 
probablement dû à l’ignorance de la dissolution aux parois latérales dans notre 
description simplifiée. 
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Figure 5.9 : Comparaison dans le temps du coefficient αBFA calculé numériquement à partir de la 
simulation de la Figure 5.7 et sa valeur théorique. 
 
Pour que notre modèle puisse reproduire tous les régimes de dissolution, nous 













































où αBFA,H et αBFA,M sont les coefficients de dissolution appliqués à chaque volume. Les 
paramètres n1, n2 et γ sont calculés avec une méthode d’inversion, comme les autres 
paramètres du modèle. Nous allons voir dans la suite que ce modèle BFA reproduit de 
manière satisfaisante tous les régimes de dissolution. 
 






7. Détermination des paramètres 
 
Le modèle que nous venons de présenter dépend de 6 à 8 paramètres selon la 
modélisation du terme de dissolution. Si nous choisissons le modèle linéarisé, nous 
utilisons les paramètres χ, φH, λ, ∆y, HH, HM et si nous choisissons le modèle BFA nous 
utilisons les paramètres χ, φH, γ, n1, n2, ∆y, HH et HM. Nous avons vu que le paramètre 
χ était calculé séparément par la méthode détaillée dans la Figure 5.4. Les autres 
paramètres sont calculés à travers un processus d’inversion utilisant des résultats à 
l’échelle de la carotte pour différentes vitesses d’injection. Dans l’exemple que nous 
présentons, ces résultats sont des simulations 2D réalisées dans les mêmes conditions 
que celles présentées dans la Figure 3.1. Pour cela nous utilisons une fonction objective 
qui prend en compte à la fois la chute de pression dans la carotte et le champ de 
porosité à l’instant de la percée. Nous utilisons l’algorithme de Levenberg-Marquardt 
pour minimiser cette fonction objective et calculer ainsi nos paramètres.  
 
 Nous comparons dans les Figure 5.10 et Figure 5.11 notre modèle avec les deux 
termes de dissolution aux résultats de référence. La Figure 5.10 compare pour plusieurs 
instants de la dissolution, les courbes de porosité des simulations de référence à 
l’échelle de la carotte et du modèle à l’échelle de la section utilisant les termes de 
dissolution linéarisés et BFA. La Figure 5.11 compare quant à elle la chute de pression 
dans la carotte pour les simulations de référence à l’échelle de la carotte et pour le 
modèle à l’échelle de la section utilisant les termes de dissolution linéarisés et BFA. 
Les comparaisons présentées dans ces deux figures sont faites pour quatre vitesses 
d’injection produisant différentes figures de dissolution, de la dissolution compacte au 
régime de wormholes ramifiés. 
Nous observons tout d’abord sur les Figure 5.10 et Figure 5.11 que le modèle à 
l’échelle de la section reproduit fidèlement la dissolution compacte (V0 = 9.27·10-8 
m/s), quelle que soit la modélisation du terme de dissolution. Le second exemple qui 
est une injection à la vitesse de 4.64·10-6 m/s, correspond à la transition entre le régime 
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de wormholes coniques et de wormholes dominants. Nous avons vu dans le chapitre 4 
que dans ce cas la compétition entre les wormholes est particulièrement intense. Pour 
cette raison, nous observons une courbure importante de la courbe de pression 
présentée dans la Figure 5.11. Nous observons sur la Figure 5.10 et Figure 5.11 que le 
modèle utilisant le terme de dissolution BFA reproduit mieux la dissolution du cas de 
référence que le modèle utilisant le terme de dissolution linéarisé. La différence entre 
les deux modèles réside dans leur capacité à reproduire la transition en temps entre le 
début de la dissolution de la face d’entrée où la dissolution est compacte ou avec une 
forte densité de wormholes, et l’apparition de wormholes dominants. Le troisième 
exemple est une figure de dissolution du régime de wormholes dominants produite par 
une vitesse d’injection de 9.27·10-5 m/s. La compétition entre wormholes est moins 
intense que précédemment et la chute de pression est donc plus linéaire. Pour cette 
raison, nous observons sur les Figure 5.10 et Figure 5.11 que le modèle à l’échelle de la 
section reproduit aisément le wormholing pour les deux modélisations du terme de 
dissolution. Le dernier exemple correspond au régime de wormholes ramifiés produit 
par une vitesse d’injection de 9.27·10-3 m/s. Nous observons sur la Figure 5.10 que la 
reproduction du profil de porosité est très différente pour les deux modélisations du 
terme de dissolution. Mais celles-ci ne sont pas totalement identiques au profil de 
référence. Par contre, les résultats présentés dans la Figure 5.11 montrent que le modèle 
utilisant le terme de dissolution BFA reproduit fidèlement la chute de pression, 



































































































































Figure 5.10 : Comparaison pour plusieurs instants de la dissolution et pour plusieurs vitesses 
d’injection, des courbes de porosité issues des simulations de référence du modèle à l’échelle de la 
section utilisant les termes de dissolution linéarisé et BFA. 
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Figure 5.11 : Comparaison pour plusieurs vitesses d’injection de la chute de pression dans la 
carotte, issue des simulations de référence et du modèle à l’échelle de la section utilisant les termes 
de dissolution linéarisés et BFA. 
 
La principale conclusion des Figure 5.10 et Figure 5.11 est que notre modèle à 
l’échelle de la section utilisant le terme de dissolution BFA donne des résultats plus 
satisfaisants que le même modèle utilisant le terme de dissolution linéarisé, et permet 
de reproduire l’ensemble des régimes de dissolution. Pour cette raison, nous utiliserons 
pour l’application de notre modèle, présenté dans le chapitre suivant, le terme de 
dissolution BFA. 





Les Figure 5.12 et Figure 5.13 illustrent l’évolution des paramètres du modèle, 
avec le terme de dissolution BFA et le terme de dissolution linéarisé, après le processus 
de calage. Dans la Figure 5.12 nous montrons l’évolution des paramètres φH, λ, ∆y, HH, 
HM pour le modèle à l’échelle de la section utilisant le terme de dissolution linéarisé. 
Dans la Figure 5.13 nous montrons l’évolution des paramètres φH, γ, n1, n2, ∆y, HH et 
HM pour le modèle à l’échelle de la section utilisant le terme de dissolution BFA. Nous 
observons que l’évolution des paramètres pour le modèle BFA est plus cohérente car 
comme nous l’avons constatée à travers la Figure 5.10 et la Figure 5.11, ce modèle 
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Figure 5.12 : Evolution en fonction de la vitesse des paramètres φH, λ, ∆y, HH, HM pour le modèle à 
l’échelle de la section utilisant le terme de dissolution linéarisé. 
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Figure 5.13 : Evolution en fonction de la vitesse des paramètres φH, γ, n1, n2, ∆y, HH et HM pour le 
modèle à l’échelle de la section utilisant le terme de dissolution BFA. 
 
Nous avons réalisé le calage de ces paramètres en estimant que les valeurs obtenues 
permettaient une reproduction satisfaisante de la dissolution à l’échelle de la section. 
Néanmoins, ces solutions ne sont probablement pas uniques. Afin de se prémunir 
contre des solutions erronées qui peuvent être proposées par le calage, nous 
conseillerons d’introduire un maximum d’informations dans la fonction objective, en 
prenant par exemple le profil de porosité à plusieurs instants de la dissolution.  
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1. Application du modèle à l’échelle de la section à un cas synthétique 
 
Nous présentons dans cette partie l’application de notre modèle double milieux à 
l’échelle de la section pour un puits synthétique que nous voulons stimuler. Nous 
commencerons donc par présenter ce puits et ses caractéristiques, puis nous parlerons 
du simulateur avant d’analyser les résultas qu’il nous fournit. 
 
1.1. Puits producteur n°1 du réservoir PUNQ  
 
Nous simulons dans cette partie le traitement du puits producteur numéro 1 du 
réservoir PUNQ. La structure de ce réservoir est illustrée par la Figure 6.1. Ce champ 
d’une superficie de 17.23 km², est borné à l’est et au sud par une faille et il est traversé 
par un aquifère du nord à l’ouest. Il est modélisé à l’échelle du réservoir par 19x28x5 
mailles, dont seulement 1761 sont actives. Les perméabilités et porosités sont générées 
par un modèle géostatistique sur ce maillage de réservoir. 
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Figure 6.1 : Réservoir PUNQ 
 
Le puits producteur numéro 1 est un puits vertical en « open hole » qui traverse 
cinq couches de 18 mètres. Pour simuler l’injection d’acide, nous utilisons un maillage 
radial autour du puits. La Figure 6.2 illustre les abords de ce puits, où chaque couche 
est définie par une perméabilité et une porosité qui sont les valeurs de la maille du 
modèle de réservoir correspondante. Nous considérons que toutes les couches ont la 
même composition chimique ce qui permet d’utiliser, dans notre simulation, un 
coefficient stoechiométrique ν unique égal à 1.37, correspondant à la réaction de la 
calcite avec l’HCl. Le puits est endommagé par les boues et les filtrats pendant le 
forage, et les changements de perméabilité autour du puits sont simulés avec un modèle 
d’endommagement (Ding & Renard, 2005). Les nouvelles perméabilités, fonction de la 
distance au puits, sont introduites dans les premières mailles autour du puits, ayant des 
valeurs plus faibles que les valeurs initiales du réservoir. Enfin, nous pouvons 
remarquer sur la Figure 6.2 qu’un bruit blanc d’une amplitude maximale de 1% a été 
rajouté à la perméabilité du réservoir afin d’introduire un minimum d’hétérogénéités 
dans chaque couche. 
 
 
















































Figure 6.2 : Description des abords du puits producteur n°1 avec une vue de l’endommagement 
dans deux couches.  
 
1.2. Simulation de l’injection d’acide dans le puits producteur n°1 
 
Afin de simuler l’injection d’acide dans le puits, nous avons commencé par 
discrétiser notre modèle double milieux de manière à l’appliquer à un maillage radial, 
comme le montre la Figure 6.2. Nous avons ensuite développé un code de calcul en 
fortran90 utilisant notre modèle. Nous détaillons la discrétisation du modèle dans 
l’annexe E. A chaque pas de temps de la simulation nous commençons par résoudre le 
champ de pression grâce aux équations (5.10) à (5.13). Pour cela un système linéaire 
est résolu avec le solveur BiGCSTAB après un préconditionnement ILUO. Nous en 
déduisons, ensuite, le champ de vitesse par les équations (5.12) à (5.13). Parce que les 
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paramètres du modèle ont été déterminés en fonction de la vitesse, c’est à cet instant 
que nous actualisons leur valeur. Pour chaque maille, nous calculons ces paramètres en 
fonction de la norme de la vitesse locale. Cette étape peut entraîner une modification du 
rapport des volumes φH. Dans ce cas nous réactualisons également les champs de 
porosité et de concentration afin de conserver la masse. L’étape suivante est le calcul du 
transport donné par les équations (5.16) et (5.17) qui sont discrétisées de manière 
explicite avec un schéma simple amont. Enfin, nous calculons la variation de porosité 
avec les équations (5.15) et (5.14). La hauteur des mailles est de 40 cm car c’est la 
hauteur du domaine des simulations à l’échelle de la carotte qui ont servi au calage des 
paramètres.  
 
Dans l’exemple que nous présentons, nous injectons un volume de 25 m3 d’HCl 
à une concentration massique de 210 kg/m3. Les paramètres de l’injection sont résumés 
dans le Tableau 6.1. 
   
C0 = 210 kg/m3; Q = 0.05 m3/s Kf = 3.125·10-8 m² 
ρ = 2710 kg/m3 rw = 0.1 m; re = 2, 13 m; Lz = 90 m 
ν = 1.37 nr = 50; nθ = 1-30; nz = 225 
Tableau 6.1 : Paramètres des simulations de la Figure 6.3. 
 
L’injection est réalisée à débit constant sur toute la hauteur du puits. Nous 
simulons l’injection en 2D et en 3D, en modifiant le nombre de mailles autour du puits. 
Nous montrons dans la Figure 6.3 le résultat de ces deux simulations. Pour la 
simulation 2D, nous observons l’écart de porosité entre les conditions initiales et la fin 
du traitement, noté ∆ε*. Ce résultat montre que l’essentiel de la dissolution s’est produit 
dans la couche du milieu qui est la plus perméable. Pour la simulation 3D nous 
observons tout d’abord le volume dans lequel la porosité a été modifiée au cours de 
l’injection, avec un agrandissement sur la couche du milieu. Comme pour le cas 2D, la 
dissolution s’est essentiellement produite dans la couche du milieu. Nous montrons 
également pour le cas 3D, une coupe de la variation de porosité dans la couche du 





milieu, qui montre que l’hétérogénéité introduite par le bruit blanc provoque une 


















Figure 6.3 : Simulation 2D et 3D d’une injection d’acide dans le puits de la Figure 6.2 selon les 
paramètres du Tableau 6.1. 
 
Notre simulateur propose en sortie des valeurs de skins pour chaque couche que 
nous notons Scouche,i , i étant l’indice de la couche, et un skin Sglobal pour l’ensemble du 
puits. Nous supposons que l’écoulement est uniquement radial et que les échanges 
entre les couches à l’intérieur de la formation sont négligeables. Ainsi nous pouvons 
utiliser l’équation (1.2) sous la forme suivante : 
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où S est le skin, k est la perméabilité moyenne du réservoir aux abords du puits sans 
endommagement, q est le débit dans la formation sur la hauteur h, B est le facteur de 
volume du réservoir, rw est le rayon du puits et re est le rayon externe de notre domaine 
de simulation. En changeant la hauteur h et le débit correspondant, nous pouvons 
calculer les différents skins. En considérant la hauteur h égale à la longueur du puits, et 
le débit q égale au débit d’injection Q, la relation (6.1) nous permet de calculer le skin 
global Sglobal. De même, en considérant la hauteur h égale à la hauteur de la couche i, et 
le débit q égale au débit entrant dans cette même couche, nous calculons le skin Scouche,i. 
Nous présentons dans le Tableau 6.2 les valeurs simulées des skins Scouche,i et Sglobal 
avant et après la stimulation acide. Nous comparons dans ce tableau les résultats des 
simulations 2D et 3D de la Figure 6.3. 
 
formation initiale simulation 2D du traitement 
simulation 3D du 
traitement 
Sglobal 4.14 -2.1 -2.21 
Scouche,1 4.29 -1.37 -1.36 
Scouche,2 4.30 -1.2 -1.17 
Scouche,3 4.05 -2.26 -2.36 
Scouche,4 4.42 -1.12 -1.09 
Scouche,5 4.41 -1.33 -1.31 
Tableau 6.2 : Valeurs des skins avant et après la stimulation simulée sur des domaines 2D et 3D.  
 





Les skins des différentes couches sont initialement compris entre 4.05 et 4.41, 
pour descendre après le traitement entre -1.33 et -2.26 pour le domaine 2D, et entre -
1.31 et -2.36 pour le domaine 3D. Les résultats du Tableau 6.2 corroborent ceux de la 
Figure 6.3 en indiquant par un skin minimal que la couche du milieu concentre la 
dissolution. Les légères différences entre les skins obtenus avec les simulations 2D et 
3D s’expliquent par des champs de perméabilité différents en 2D et 3D. Comme nous 
l’avons dit précédemment, la perméabilité dans chaque maille est constituée de la 
perméabilité moyenne de la couche dans laquelle elle se trouve, plus un bruit blanc 
d’une amplitude de 1%. Par conséquent, le champ de perméabilité est lié à la définition 
du maillage. 
 Pour illustrer l’évolution dans le temps du skin, nous présentons dans la Figure 
6.4  l’évolution du skin Sglobal de la simulation 2D présentée dans la Figure 6.3. Nous 























Figure 6.4 : Evolution dans le temps de du skin Sglobal. 
 
Afin de diminuer le temps de calcul nous étudions la possibilité d’augmenter la 
taille des mailles dans la longueur du puits. Nous présentons dans le Tableau 6.3 une 
comparaison des skins obtenus par trois simulations 2D réalisées suivant les mêmes 
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conditions que ceux de la Figure 6.3, pour trois maillages différents. Pour cela nous 




(nz = 5) 
simulation 2D 
(nz = 25) 
simulation 2D 
(nz = 225) 
Sglobal -2.09 -2.1 -2.1 
Scouche,1 -1.37 -1.32 -1.38 
Scouche,2 -1.27 -1.26 -1.2 
Scouche,3 -2.25 -2.26 -2.26 
Scouche,4 -1.2 -1.18 -1.12 
Scouche,5 -1.33 -1.33 -1.33 
Tableau 6.3 : Valeur des skins pour trois maillages différents. 
 
Les résultats de ce tableau montrent que l’agrandissement du maillage ne modifie 
pas énormément les skins finaux. Nous en déduisons que d’un point de vue 
méthodologique, nous pouvons réduire le nombre de mailles dans la longueur du puits 
afin d’obtenir une première approximation de la dissolution. La raison de ce résultat est 
que la dissolution est gouvernée par l’hétérogénéité à la plus grande échelle, celle du 
réservoir. Or, en diminuant le nombre de mailles par couche, nous homogénéisons la 
description de la formation dans chaque couche, mais nous préservons l’hétérogénéité à 
l’échelle du réservoir. 
 
 
2. Optimisation de la stimulation acide 
 
Dans l’exemple de la Figure 6.3 nous simulons un traitement acide en imposant 
un débit Q sur toute la longueur du puits. Les résultats du Tableau 6.2 montrent que ces 
paramètres permettent une diminution significative du skin qui, une fois introduit dans 
un simulateur de réservoir, devrait accroître la production prédite. Dans cette partie 
nous utilisons cette production prédite par le simulateur de réservoir pour optimiser les 
paramètres du traitement. 





La Figure 6.5 illustre ce processus d’optimisation. Notre recherche des 
paramètres du traitement optimal utilise le logiciel d’optimisation CONDOR qui lie 
notre simulateur de stimulation acide avec le simulateur de réservoir ATHOS/FIRST. 
Les paramètres que nous optimisons sont le débit d’injection Q et la position des 
packers dans le puits (zmin, zmax) qui encadrent la zone du puits stimulée. Le simulateur 
de stimulation acide donne en sortie la valeur du skin pour chaque couche après le 
traitement. Ces skins deviennent les paramètres d’entrée du simulateur de réservoir qui 
va calculer la quantité cumulée d’huile produite par le puits stimulé. Le logiciel 
d’optimisation utilise cette quantité à travers une fonction objective. Elle est définie par 
la méthode des moindres carrés, donc sa décroissance signifie une augmentation de la 
production. Un algorithme itératif de Levenberg-Marquardt modifie les paramètres 
d’entrée du simulateur de stimulation acide. Nous connaissons les paramètres optimaux 



























































Figure 6.5 : Description du processus d’optimisation du traitement. 
 
Pour illustrer cette méthode, nous utilisons l’exemple précédent avec le même 
volume d’acide injecté à la même concentration. Nous procédons en trois étapes dans 
cette optimisation. La première étape est une recherche globale des meilleurs 
paramètres en utilisant un maillage 2D grossier (nz = 25, nr = 50). Cela signifie que le 
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logiciel d’optimisation parcourt à pas constant la gamme des paramètres afin de 
déterminer le meilleur point de départ pour l’optimisation. La seconde étape est 
l’application de l’algorithme de Levenberg-Marquardt sur le même maillage grossier. 
Dans la dernière étape nous substituons un maillage fin (nz = 225, nr = 50) pour obtenir 
des paramètres optimaux plus précis.  
La Figure 6.6 montre l’évolution de la fonction objective, les Figure 6.7 et Figure 
6.8 montrent l’évolution des paramètres du traitement (Q, zmin et zmax) pendant 
l’optimisation. Nous observons que les dix-huit premières simulations servent l’étape 
de recherche globale. Puis pour les neufs simulations suivantes, on utilise l’algorithme 
de Levenberg-Marquardt avec le maillage grossier. Les quatorzes dernières simulations 
correspondent aussi à l’algorithme de Levenberg-Marquardt, mais cette fois avec le 

















































Figure 6.6 : Evolution de la fonction objective. 
 



















































































Figure 6.8 : Evolution des hauteurs zmin et zmax pendant l’optimisation. 
 
Nous obtenons à la fin du processus un débit optimal de 1.95·10-2 m3/s et une 
hauteur d’injection comprise entre 4.53·10-4 m et 90 m, ce qui signifie que le traitement 
devrait être appliqué sur toute la longueur du puits. Cette conclusion était déjà apparue 
après la seconde étape, c'est-à-dire l’optimisation sur le maillage grossier, où les 
hauteurs indiquées étaient identiques. Pour cette raison, nous n’observons pas une 
grande variation des paramètres zmin et zmax sur la Figure 6.8. Pour le débit, 
l’optimisation sur le maillage grossier nous donne également une valeur optimale 
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1.94·10-2 m3/s. Nous en déduisons que pour cette optimisation, le maillage grossier peut 
être totalement substitué au maillage grossier.  
La Figure 6.9 montre l’évolution dans le temps de l’huile produite cumulée aux 
conditions de surface, pour la formation endommagée et la formation après la 
stimulation selon l’optimisation. Après 4383 jours de production, le puits sans 
traitement produirait 4.47·106 m3 tandis que le puits traité selon l’optimisation avec les 
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Figure 6.9 : Huile produite cumulée aux conditions de surface au cour du temps pour le puits sans 
traitement et avec le traitement selon l’optimisation. 
 
Pour apprécier le gain de production apporté par le traitement optimisé, nous 
comparons l’accroissement de la production après 4383 jours selon différentes 
stratégies d’injection pour un même volume d’acide de 25 m3.  Nous comparons des 
injections à un débit de 10-4 m3/s sur chaque couche et sur toute la longueur du puits, 
avec le traitement optimisé. Nous remarquons tout d’abord que le traitement optimisé 
permet un gain maximal de 53.3%. Pour les autres traitements, l’injection sur toute la 
longueur du puits donne un meilleur résultat que les injections dans une seule couche. 
Enfin, l’injection dans la couche du milieu est bien plus efficace qu’une injection dans 
les autres couches. 
 

































































Figure 6.10 : Gain de production pour différentes stratégies d’injection. En bleu le débit d’injection 





Nous avons appliqué dans ce chapitre notre modèle à l’échelle de la section pour 
simuler l’injection d’acide dans un puits vertical. L’analyse des résultats montre que ce 
sont les hétérogénéités à la plus grande échelle, celle du réservoir, qui gouvernent la 
dissolution. Le simulateur calcule également le « skin » au cours de la dissolution, ce 
qui permet d’apprécier à l’aide d’un simulateur de réservoir, le gain de productivité. 
Nous avons ensuite inséré cet outil dans une boucle d’optimisation qui nous a indiqué 
que le traitement optimal correspondait à une injection sur toute la longueur du puits à 
un débit précis.  
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Nous nous sommes intéressés dans ce travail à la dissolution d’un milieu poreux 
afin de comprendre et de modéliser le procédé de stimulation acide appliqué aux puits 
carbonatés. Nous avons insisté au fil de ces chapitres sur l’aspect multi-échelle de la 
dissolution car si les mécanismes à petite échelle ont été largement étudiés dans la 
littérature, ceux intervenant aux échelles de la carotte, de la section et du réservoir 
n’étaient pas connus ou totalement compris. Or nous avons vu qu’il y a une interaction 
permanente entre ces mécanismes intervenant à des échelles différentes. Pour cette 
raison, nous avons commencé par présenter des travaux sur la stabilité du front de 
dissolution, puis nous nous sommes intéressés au wormholing à l’échelle de la carotte 
pour enfin proposer un modèle à l’échelle de la section, permettant d’étudier la 
dissolution à l’échelle du réservoir.   
Dans le second chapitre, nous avons étudié la stabilité du front de dissolution à 
travers trois études afin de mieux comprendre la transition entre les différents régimes. 
Dans la première étude, nous avons approché semi analytiquement la transition entre le 
régime de dissolution compacte et le régime de wormholes coniques, nous permettant 
ainsi de déterminer de manière immédiate la vitesse d’injection correspondant à cette 
transition. Ensuite nous avons étudié l’influence de l’épaisseur du front de dissolution 
sur sa stabilité, puis l’influence de la dynamique de l’état de base sur la croissance de 
l’instabilité. Au delà de l’intérêt théorique de nos résultats, nous en avons déduit un lien 
direct entre l’épaisseur du front et les transitions vers les régimes de wormholes 






ramifiés et de dissolution uniforme. Ainsi nous pouvons prédire également les vitesses 
d’injection correspondantes à ces transitions. Ces informations ont un intérêt pratique 
certain, car toute étude préalable à une stimulation acide nécessite une série d’injection 
dans des carottes à différents débits. Or, en connaissant auparavant les débits de 
transition entre les différents régimes, nous minimisons le nombre de carottes 
nécessaires et nous raccourcissons la durée de ces études. 
Dans les deux chapitres suivants, nous avons porté notre attention sur deux 
aspects du wormholing : la compétition entre wormholes et l’effet de confinement. 
Pour cela nous avons utilisé un modèle en non équilibre local pour réaliser un nombre 
important de simulations. Elles nous ont tout d’abord permis d’observer 
l’accroissement de la densité avec le débit, et sa décroissance avec la distance au puits 
en fonction d’une longueur caractéristique. Pour expliquer cette observation nous avons 
recensé les mécanismes de la compétition entre wormholes et en avons présenté deux : 
l’effet hydrodynamique et l’effet de diffusion. Le premier est lié au seul champ de 
pression tandis que le deuxième est effectivement dépendant d’une longueur 
caractéristique. Le wormholing ne peut donc pas produire de figures totalement 
fractales comme cela est couramment évoqué dans la littérature. Ensuite nous avons 
étudié l’effet du confinement du domaine sur le wormholing. Nous avons montré 
l’impact du confinement sur la dynamique de la dissolution, en particulier sur la 
détermination des conditions optimales. Notre étude a montré que le confinement 
entraînait une surestimation de la vitesse d’injection optimale pour laquelle nous avons 
proposé une méthode de correction. 
Dans les deux derniers chapitres, nous avons modélisé, simulé et optimisé le 
procédé de stimulation acide. Le modèle présenté utilise une description double milieux 
appliquée sur un volume élémentaire à l’échelle de la section, en utilisant la méthode de 
la prise de moyenne volumique. Il permet de reproduire tous les régimes de dissolution, 
en particulier ceux du wormholing, en tenant compte de la compétition entre 
wormholes. Pour cela, il nous a fallu modéliser de façon originale certains termes 
apparus dans le système d’équations, tel que le terme de dissolution (modèle BFA). 
Après un processus de calage des paramètres du modèle, nous avons discrétisé celui-ci 
pour développer un simulateur qui a été appliqué dans un exemple, celui d’une 
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injection dans le puits n°1 du réservoir synthétique PUNQ. Nous avons pu observer 
que, tout en tenant compte des mécanismes intervenant aux différentes échelles, la 
dissolution est essentiellement contrôlée par les hétérogénéités à la plus grande 
échelle, celle du réservoir. Enfin nous concluons par un processus d’optimisation liant 
notre simulateur d’acidification à un simulateur de réservoir et un logiciel 
d’optimisation, et qui nous a permis de déterminer les paramètres d’injection optimaux 
en fonction de la production du puits. 
La principale perspective de ces travaux est l’application du modèle à l’échelle 
de la section et du processus d’optimisation à un cas réel de stimulation acide. Pour 
cela, une description précise des différentes couches et des conditions opérationnelles 
sera nécessaire. La principale difficulté attendue sera le calage des paramètres du 
modèle. Pour cette raison, les résultats du chapitre sur la stabilité linéaire devraient 
permettre d’écourter cette étape en prédisant les transitions entre les différents régimes 







































B = facteur volumique de la formation 
C = concentration adimensionnelle 
C*H = concentration à l’échelle de la section dans le volume VH (kg/m3) 
C*M = concentration à l’échelle de la section dans le volume VM (kg/m3) 
C*’H = concentration adimensionnelle à l’échelle de la section dans le volume VH  
C*’M = concentration adimensionnelle à l’échelle de la section dans le volume VM  
C0 = concentration en entrée (kg/m3)  
C  = concentration adimensionnelle de l’état de base 
c  = perturbation de la concentration de l’état de base 
CAβ = concentration à l’échelle de la carotte (kg/m3) 
C*H-M = concentration du flux échangé entre les deux milieux (kg/m3) 
D = coefficient de diffusion (m²/s) 
Da = nombre de Damköhler 
dwh-opt = diamètre du wormhole dominant aux conditions optimales (m) 
dwh = diamètre du wormhole dominant (m) 
fε  = terme de la perturbation du champ de porosité 
fp  = terme de la perturbation du champ de pression 
fc = terme de la perturbation du champ de concentration 
F = facteur de forme 
Fconf = facteur de forme en domaine confiné 
Ftransition = facteur de forme dans la zone de transition 
fH = flux fractionnaire dans le milieu VH (kg/m3) 
fM = flux fractionnaire dans le milieu VM (kg/m3) 
fH’ = flux fractionnaire adimensionnel dans le milieu VH  
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fM ‘= flux fractionnaire adimensionel dans le milieu VM  
g*BFA,H = terme de dissolution BFA dans le milieu VH (kg/m3/s) 
g*BFA,M = terme de dissolution BFA dans le milieu VM (kg/m3/s) 
g*’BFA,H = terme de dissolution BFA adimensionnel dans le milieu VH 
g*’BFA,M = terme de dissolution BFA adimensionnel dans le milieu VM 
g*L,H = terme de dissolution BFA dans le milieu VH (kg/m3/s) 
g*L,M = terme de dissolution BFA dans le milieu VM (kg/m3/s) 
h = hauteur du puits dans lequel s’écoule un débit q (m) 
HH = paramètre de la fonction fH 
HM = paramètre de la fonction fM 
hε = terme de la perturbation du champ de porosité 
hp = terme de la perturbation du champ de pression 
hc = terme de la perturbation du champ de concentration 
k = perméabilité moyenne du réservoir sans endommagement (m²) 
ks = perméabilité moyenne du réservoir endommagé (m²) 
Kf = perméabilité du milieu dissous 
K0 = perméabilité initiale de la roche 
K*H = tenseur de perméabilité dans le milieu VH (m²) 
K*M = tenseur de perméabilité dans le milieu VM (m²) 
Kwh = perméabilité dans la direction de la croissance des wormholes (m²) 
Kt = perméabilité dans la direction perpendiculaire de la croissance des wormholes (m²) 
Kt_eq = perméabilité équivalente à l’interface entre les deux milieux (m²) 
K = perméabilité adimensionnelle 
L0 = longueur caractéristique (m) 
Lx = longueur du domaine (m) 
Ly = largeur du domaine (m) 
Lz = hauteur du domaine (m) 
Lwh = longueur du wormhole dominant (m) 
m = nombre d’onde  
mmin = nombre d’onde minimum 
mmax = nombre d’onde maximum 
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nx = nombre de mailles dans la direction x 
ny = nombre de mailles dans la direction y 
nz = nombre de mailles dans la direction z 
nr = nombre de mailles dans la direction r 
nθ = nombre de mailles dans la direction θ 
n1 = paramètre du modèle BFA 
n2 = paramètre du modèle BFA 
Nac = pouvoir acidifiant  
p  = perturbation du champ de pression adimensionnelle 
pe = pression à la limite extérieur du domaine (bar) 
pw = pression dans le puits (bar) 
P*H = pression à l’échelle de la section dans le milieu VH (Pa) 
P*M = pression à l’échelle de la section dans le milieu VM (Pa) 
P*’H = pression adimensionnelle à l’échelle de la section dans le milieu VH  
P*’M = pression adimensionnelle à l’échelle de la section dans le milieu VM  
Pe = nombre de Péclet 
P = pression adimensionnelle 
P  = pression adimensionnelle de l’état de base  
q = débit injecté sur la hauteur (m3/s) 
qwh = débit dans le wormhole (m3/s) 
qwh-opt-conf = débit dans le wormhole dominant aux conditions optimales en domaine 
confiné (m3/s)  
qwh-opt-non_conf = débit dans le wormhole dominant aux conditions optimales en non 
domaine confiné (m3/s) 
Q = débit injecté dans la formation 
re = rayon extérieur (m) 
rw = rayon du puits (m) 
rs = rayon de la zone endommagée 
rwh,i = rayon du wormhole i 
Scouche,i = skin de la couche i 
Sglobal = skin global 
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S = skin 
t = temps 
u = vitesse du front de l’état de base 
V0 = vitesse d’injection 
VH = volume contenant les wormholes dominants (m3) 
VM = volume contenant les wormholes de courte croissance (m3) 
Vbt = volume d’acide pour percer (m3) 
Vp = volume de pore (m3) 
V0-opt-non_conf = vitesse dans le wormhole dominant aux conditions optimales en domaine 
non confiné (m/s) 
V0-opt-conf = vitesse dans le wormholes dominant aux conditions optimales en domaine 
confiné (m/s) 
V*H = vecteur vitesse dans le milieu VH (m3) 
V*M = vecteur vitesse dans le milieu VM (m3) 
V = vecteur vitesse (m/s) 
Vsection = volume élémentaire (m3) 
V0,i = vitesse du fluide dans le wormhole i (m/s) 
Vwh,i = vitesse de croissance du wormhole i (m/s) 
Vwh = vitesse de croissance du wormhole dominant (m/s) 





α = cœfficient de dissolution à l’échelle de la carotte (s-1) 
αL = cœfficient du terme du dissolution linéarisé à l’échelle de la section (s-1) 
αBFA  = cœfficient du terme du dissolution du modèle BFA à l’échelle de la section (s-1) 
∆ps = chute de pression due au skin (Pa) 
∆y = longueur caractéristique des échanges entre les deux milieux (m) 
∆ε
*
 = écart de porosité à l’échelle de la section, par rapport à la porosité initiale 
ν = coefficient stoechiométrique 
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δ = amplitude de la perturbation 
ω = taux de croissance de la perturbation 
γ = paramètres du modèle BFA 
λ = paramètre du modèle linéarisé (s-1) 
µ = viscosité dynamique (Pa.s) 
χ = paramètre de la relation permeabilité-porosité  
ψ* = coefficient d’échange entre les deux milieux (Pa-1s-1) 
ψ = fonction de la perturbation du front  
φH = rapport entre le volume VH et le volume Vsection 
κ = coefficient de dissolution globale (s-1) 




ρβ = masse volumique du fluide (kg/m3) 
ρσ = masse volumique de la roche (kg/m3) 
autonomeε

 = coefficient d’amplitude dans le cas autonome 
_non autonomeε

 = coefficient d’amplitude dans le cas non autonome 
ε  = porosité de l’état de base 
ε
*
H = porosité du milieu VH 
ε
*
M = porosité du milieu VM 
ε
*
 = porosité à l’échelle de la section 
ε  = perturbation de la porosité 
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Annexe A : Stabilité d’un front de 
dissolution compacte 
 
Nous étudions la stabilité linéaire du système suivant : 
 
.
C C C DaC
t Pe
ε ε∂  
+ ∇ − ∇ = − ∂  
V  (A. 1) 
P
K
∇ = − V  (A. 2) 






 (A. 4) 
 
Pour construire une condition à l'interface, nous appliquons la théorie des 
distributions. Nous commençons par introduire l'équation (A. 4) dans l'équation (A. 1). 
 
1
. 0C C C
t Pe Nac t
ε ε ε∂ ∂ 
+ ∇ − ∇ + = ∂ ∂ 
V  (A. 5) 
 
Puis on applique la théorie des distributions (où la notation (.)u signifie la dérivée 
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 (A. 6) 
 
On en déduit la relation suivante : 
 












− ∇ − + =  
  
V w n  (A. 7) 
 




  pour x = ±∞  
1C =  pour x = −∞  et 0C =  pour x = +∞  
1ε =  pour x = −∞  et 0ε ε=  pour x = +∞  




1. Cas stationnaire 
 
On se place dans un cadre 2D, avec les variables spatiales x et y et une variable 
temporelle t. Nous définissons une nouvelle variable afin de nous situer dans un 
référentiel dépendant du front, avec u la vitesse adimensionnée du front dans le cas 
stationnaire 
 
x utζ = −  (A. 9) 
 
La principale difficulté de ce problème est le couplage entre la porosité et la 
concentration. Dans ces travaux nous allons découpler ces deux grandeurs, en faisant 
l'approximation que la porosité est constante de part et d'autre du front de dissolution 
 
0ε ε=  ; 1K =   pour ζ → +∞  





















0 0P Pς ς= − = +=  
0 0 0C Cς ς= − = += =  
0 1ςε = − =  
00ςε ε= + =  
(A. 11) 
 
1.1. Calcul de la pression et de la concentration en régime stationnaire 
 
Les équations (A. 2) et (A. 3) nous donnent à l’aide des conditions limites  
 
P cstς= − +  pour 0ζ >  
P cstβς= − +   pour 0ζ <  
(A. 12) 
 
En régime stationnaire l'équation (A. 5) peut se réduire à 
 
( )² 1 0
²




εζ ε ζ ε ζ
∂ ∂ ∂
− − + =
∂ ∂ ∂
 (A. 13) 
 
La porosité étant considérée constante de chaque coté de la discontinuité, avec 
les conditions limites nous obtenons  
 
0C =  pour 0ζ >  
1 e cAC ζ= − pour 0ζ <  
avec ( )1cA Pe u= −  
(A. 14) 
   -173- 
 
 
On introduit ce résultat dans l’équation à l’interface (A. 7) pour obtenir une 











 (A. 15) 
 
2. Introduction d’une perturbation 
  
( , )x ut y tζ δψ= − −  (A. 16) 
avec  
( , ) costy t e myωψ =  (A. 17) 
 
Nous exprimons ci-dessous le gradient et le laplacien dans le repère du front 
 
 
Le principe de l’étude de stabilité linéaire étant de ne garder que les termes au 
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La dérivée temporelle devient 
 
 
Cette perturbation est introduite dans les variables du problème  
 
( , , ) ( ) ( ) ( , )P y t P p y tς ς δ ς ψ= +  (A. 22) 
 






=  à l'interface 
 (A. 25) 
0c =   0ς >  (A. 26)  
0c =   ς = −∞  (A. 27)  
 
2.1. Perturbation du champ de pression 
 
Après avoir introduit l’équation de Darcy (A. 2) dans l’équation de continuité (A. 
3), ainsi que la décomposition (A. 22) de la variable de pression, nous obtenons au 
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∂ ∂ ∂  (A. 21) 
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   -175- 
 
 
Ce qui nous donne avec les conditions limites : 
 
 
2.2. Perturbation du champ de concentration 
 
Nous calculons ici la perturbation en ζ < 0. Nous introduisons les décompositions 
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 (A. 30) 
 
Terme temporel (1) 
( ²)C C c Cu u c O
t
ε
ε δψ ε εω εωδψ δ
ς ς ς
 ∂ ∂ ∂ ∂
= − − + + +  ∂ ∂ ∂ ∂ 
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
 (A. 31)  
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 (A. 33) 
 
En ne gardant que les termes du premier ordre, et après avoir soustrait la forme 
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− − + − + −    ∂ ∂ ∂ ∂  
    ∂ ∂ ∂ ∂ ∂ ∂





 (A. 34) 
 
On introduit la solution pour la concentration moyenne 
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  ∂ ∂ ∂ ∂
− + −   ∂ ∂ ∂ ∂  
−  
 ∂ + − −  ∂  
  ∂ ∂





 (A. 35) 
 
On introduit la solution de la pression moyenne 
 
( )
 ( ) 





























  ∂ ∂ ∂
− + − + − + +    ∂ ∂ ∂  
 ∂ ∂ ∂
− − + − ∂ ∂ ∂
− = 
 





              (A. 36) 
 
On introduit la solution pour la perturbation en pression et la valeur de la porosité 
 
( )( ) ( )
( )








c cPe u m PeDa m Pe c







− − − − + +
∂ ∂
 −
= −  + 
 

    0ς <  (A. 37) 
 
De plus pour 0ς <  on a 0Da = .  Pour résoudre ce problème lorsque 0ς < , on 
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Nous déterminons les cœfficients 4A et 5A  grâce aux conditions limites (A. 26) 










A m AA A
c c
A e eA e e
c
A A A m A






                                                 
(A. 40) 
 
2.3. Condition limite à l’interface 
 
Nous introduisons les expressions des perturbations en pression et concentration 
dans l’équation à l’interface    











− ∇ + − =n w n  
  (A. 41)  
 
Nous définissons la vitesse de l’interface w.n, 
 






u Oς δωψ δωψ δ
ς δ ψ
−∂ +
= = + +
∇  + ∂  
w n 
 (A. 42)  
 
Nous détaillons le gradient de concentration de l’équation (A. 41) 
 

















∂ ∂∇ + +
∂ ∂
 
= − + −  




 (A. 43) 
  
L’équation (A. 41) devient en ne gardant que les termes au premier ordre ( )O δ  
 










− + − =
− + −
 (A. 44) 
 
On introduit alors la valeur des variables A1 et A2 pour obtenir : 
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= − − 
 
 
= − − + 
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Annexe B : Etude de stabilité linéaire 
considérant un état de base autonome et le 
couplage entre la porosité et la 
concentration 
 
Nous étudions la stabilité linéaire du système suivant : 
 
.
C C C DaC
t Pe
ε ε∂  
+ ∇ − ∇ = − ∂  
V  (B. 1) 
P
K
∇ = − V  (B. 2) 






 (B. 4) 
 
On réalise le changement de variable suivant : 
 
x utζ = −  (B. 5) 
 
Ce qui induit  
 
 
Afin de simplifier les écritures, la variable de temps sera uniquement associer au 
nouveau repère en déplacement. L’équation (B. 1) devient  
 
, ,x y y
u













∂ ∂  
− − ∇ ∇ + ∇ = − ∂ ∂  
 (B. 7) 








 (B. 9) 
 












= + −  
− 
 (B. 10) 
 














− ∇∇ = −  
− − 
 (B. 11) 
 
Nous utiliserons les conditions limites suivantes : 
 
( )0 1ε ζ = =  
( )0 1C ζ = =  (B. 12) 
 
 
1. Etude de l’état de base autonome 
 
Le cas étudié est la transition entre la dissolution en non équilibre locale et 
équilibre local, lorsque le front de dissolution ne peut plus être considéré comme une 
discontinuité, mais comme un gradient de porosité. Par contre nous nous plaçons 
encore sous l’hypothèse d’un état de base stable autonome. Pour cette raison nous 
supprimons la dérivée temporelle dans le calcul de l’état de base. 
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Ce système est résolu de manière itérative 
 
2. Introduction d’une perturbation 
 
Nous noterons les variables de l’état de base de la manière suivante : C , ε , P . 
On introduit la perturbation suivante  
 
P P p= +  
C C c= +   
ε ε ε= +  
(B. 15) 
 
Ce qui nous donne 
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 (B. 17) 
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C p P c c c C CK
Pe y Pe y
ε ε εζ ζ
ε ε
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 ∂ ∂ ∂
+ + − +  ∂ ∂ ∂ 
     ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂




 (B. 19) 
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En faisant une séparation des variables, on écrit que la perturbation est telle que  
 ( ) ( ),p pp f t g yζ=  
( ) ( ),c cc f t g yζ=  
 ( ) ( ),f t g yε εε ζ=  
(B. 22) 
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∂   ∂ ∂ ∂∂ ∂




 (B. 23) 
0pp






 (B. 24) 
c c
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 (B. 25) 
 










− = ∂ ∂ 
 (B. 26) 
 






 (B. 27) 
 















 (B. 28) 
 








ε λ= −  (B. 29) 
 
Pour séparer les variables dans l’équation de transport on prend  
 
1 2 1λ λ= =  (B. 30) 
 
Ce qui donne 
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∂   ∂ ∂ ∂∂ ∂ ∂
− + − − =   ∂ ∂ ∂ ∂ ∂ ∂ ∂  
 (B. 32) 
 













 (B. 33) 
 
Qui conduit à la forme suivant de la perturbation 
 
( )expcg imy=  (B. 34) 
 
On cherche maintenant à déterminer les fonctions fε, fc et fp. 
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 (B. 37) 
 
On discrétise de la manière suivante : 
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 (B. 41) 
 
Pour être implémenté, le système s’écrit  
 
( ) 10 10
, , 1 ,
0 01 1
n n n
f i iin n n
p i p i i
















 (B. 42) 
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++
 −
= + ∆ +  ∆ 
 (B. 45) 
 
Afin de limiter les effets de diffusion numérique, on utilise un schéma TVD. La 
partie convective du transport devient :  
 
( ) ( ) ( )
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 (B. 46) 
avec  
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 (B. 47) 
 
Pour l’équation de porosité 
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 (B. 49) 
 
Le choix de la fonction φ définie le type de schéma. Nous testerons la méthode 
















Annexe C : Etude de stabilité linéaire 
considérant un état de base non autonome 
et le couplage entre la porosité et la 
concentration 
 
Nous étudions la stabilité linéaire du système suivant : 
 
C C C DaC
t Pe
ε ε∂  
+ ∇ − ∇ = − ∂  
V  (C. 1) 
P
K
∇ = − V  (C. 2) 






 (C. 4) 
 












= + −  
− 
 (C. 5) 
 














− ∇∇ = −  
− − 
 (C. 6) 
 
Nous posons les conditions initiales suivantes 
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0ε ε=  pour x > 0  (C. 7) 
0C =  pour x > 0 (C. 8) 
 
Les conditions limites sont les suivantes 
 
1ε =  pour 0x =  (C. 9) 
1C =  pour 0x =  (C. 10) 
 
Il y a également une condition sur le terme de dissolution 
 
0Da =  pour 1ε =  (C. 11) 
 
1. Etude de l’état de base non autonome 
 
Le cas étudié est l’influence de la croissance du front stable sur la croissance des 
perturbations. 
 
On injecte l’équation de porosité dans l’équation de transport   
 





− ∇ ∇ + ∇ = − + ∂  
 (C. 12) 






 (C. 14) 
 
Pour l’état de base la solution est unidimensionnelle. Nous noterons les variables 
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= −  (C. 22) 
1n n n
i i itDaNacCε ε
+
= + ∆  (C. 23) 
 
On cherche à faire de l’operator splitting, afin de résoudre le terme réactif de 
concentration de manière implicite :  
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Cette dernière équation admet deux solutions, une positive et une négative. La 
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− + + + +   
   
= ∆  
(C. 25) 
 
Si on utilise un schéma TVD pour le terme convectif de l’état de base 
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 (C. 27) 
 
Le choix de la fonction φ définie le type de schéma. Nous utilisons ici la méthode 













2. Perturbation de l’état de base 
 
Nous noterons les variables de l’état de base de la manière suivante : C , ε , P . 
On introduit la perturbation suivante  
 
P P p= +  
C C c= +   
ε ε ε= +  
(C. 29) 
 
Ce qui nous donnons 
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 (C. 31) 









Au premier ordre 
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 ( ) 

1 2
² ² ² 0
² ² ²
c C C p P cDa Nac C c K
t t x x x x
c c C
Pe x y Pe x
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 (C. 33) 
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On écrit que la perturbation tel que  
 
 ( ) ( ),p pp f x t g y=  
( ) ( ),c cc f x t g y=  
 ( ) ( ),f x t g yε εε =  
(C. 36) 
 
Nous posons les conditions initiales suivantes 
 
0
0.01f fε ε= =  pour x > 0  (C. 37) 
0cf =  pour x > 0 (C. 38) 
0pf =  pour x > 0 (C. 39) 
 
Les conditions limites sont les suivantes 
 
0c pf f fε = = =  pour 0x =  (C. 40) 
 
avec comme condition 
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Si 1fεε + ≥  on impose 1fε ε= −  (C. 41) 
Si 1cC f+ ≥  on impose 1cf C= −  (C. 42) 
Si 
00
f fε εε ε+ ≤ +  on impose 00f fε εε ε= + −  (C. 43) 
Si 0cC f+ ≤  on impose cf C= −  (C. 44) 
 
Dans une étude de stabilité linéaire, les perturbations doivent être infinitésimales 
afin d’observer le comportement linéaire de l’instabilité. Par conséquent, les 
perturbations ne devraient pas être affectées par les conditions (C. 41) à (C. 44). Ensuite 
on introduit ces perturbations dans les équations. 
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 (C. 49) 
 
où λ1 est une constante. Pour l’équation d’écoulement 















 (C. 50) 
 






ε λ= −  (C. 51) 
 
Pour séparer les variables dans l’équation de transport on prend  
 
1 2 1λ λ= =  (C. 52) 
 
Ce qui donne 
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( )expcg imy=  (C. 56) 
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 (C. 59) 
 
On discrétise : 
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ce qui donne ( )
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Pour être implémenté, le système s’écrit  
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i i c if f tDaNacfε ε+ = + ∆  (C. 65) 
 
On décide de séparer l’opérateur du terme réactif dans l’équation de transport 
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ce qui donne 
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i i c if f tDaNacfε ε+ = + ∆  (C. 68) 
 
On décide d’utiliser un schéma TVD pour la partie convective du transport. 
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 (C. 70) 
 
Le choix de la fonction Φ définie le type de schéma. Nous testerons la méthode 









 (C. 71) 
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Annexe D : Influence des hétérogénéités à 
l’échelle de la section 
 
Nous présentons dans cette annexe des résultats de simulations d’injections 
linéaires et radiales d’acide dans des domaines 3D contenant une forte hétérogénéité 
dont la longueur de corrélation est la taille du domaine. 
 
3. Injections linéaires 
 
Nous comparons ici les injections au débit de 10-8 m3/s selon les paramètres du 
Tableau 4.1, dans deux domaines au champ de perméabilité différents. Dans la Figure 
D.1, nous présentons un domaine pour lequel la perméabilité, dans la zone définie par x 


















Nous présentons dans la Figure D.2 les surfaces d’isoporosité à la percée du 
domaine de la Figure D.1. Le temps de percée est de 3 heures et 20 minutes. 
 
 
Figure D.2 : Surface d’isoporosité après une injection dans le domaine de la Figure D.1. 
 
Nous présentons maintenant les résultats d’une simulation similaire, à la 
différence près que cette fois c’est la zone définie par x inférieur à 3.75 cm dont la 
perméabilité a été multipliée par 100. Le champ de perméabilité qui en résulte est 
illustré dans la Figure D.3.  
 














Figure D.3 : Champ de perméabilité initial. 
 
Nous présentons dans la Figure D.4 les surfaces d’isoporosité à la percée du 
domaine de la Figure D.3. Le temps de percée est de 5 heures et 52 minutes. 
 
 




Nous remarquons que les figures de dissolution et les temps de percée sont très 
différents selon que la zone la plus perméable se situe à la face d’injection ou à la sortie 
du domaine.  
 
4. Injections radiales 
 
Nous comparons ici les injections au débit de 10-8 m3/s selon les paramètres du 
Tableau 4.2 dans deux domaines au champ de perméabilité différents. Dans la Figure 
D.5, nous présentons un domaine pour lequel la perméabilité, dans la zone définie par r 














Figure D.5 : Champ de perméabilité initial. 
 
Nous présentons dans la Figure D.6 les surfaces d’isoporosité à la percée du 
domaine de la Figure D.5. Le temps de percée est de 8 heures et 47 minutes. 
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Figure D.2 : Surface d’isoporosité après une injection dans le domaine de la Figure D.1. 
 
Nous présentons maintenant les résultats d’une simulation similaire, à la 
différence près que cette fois c’est la zone définie par r inférieur à 5.25 cm dont la 
perméabilité a été multipliée par 100. Le champ de perméabilité qui en résulte est 


















Nous présentons dans la Figure D.8 les surfaces d’isoporosité à la percée du 
domaine de la Figure D.7. Le temps de percée est de 40 heures et 33 minutes. 
 
 
Figure D.8 : Surface d’isoporosité après une injection dans le domaine de la Figure D.7. 
 
Comme pour le cas linéaire, les figures de dissolution et les temps de percée sont 
très différents selon que la zone la plus perméable se situe à la face d’injection ou à la 
sortie du domaine. Ces résultats nous montrent que ce sont les hétérogénéités qui ont la 
plus grande longueur de corrélation jouent un rôle prédominant dans la dissolution. 
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Annexe E : Discrétisation du modèle 




1. Système d'équation du modèle à grande échelle 
 
Nous utilisons dans le simulateur de traitement acide le modèle défini par les 

























































































=  (E. 7) 
( )*' *' ', , . HBFA H BFA H H Hg fα φ= ∇ V  
( )*' *' ', , . MBFA M BFA M M Mg fα φ= ∇ V  (E. 8) 
 
Nous allons donc discrétiser le système d’équation suivant : 
 
Milieu VH 
( ) ( )*'* ' ' * *' *' *' *' ,. * HHH H H H H M M H BFA HC f C P P gtφ ε φ ψ −
∂
+ ∇ − − = −
∂














( ) ( )* * * *. 0H H M HP Pφ ψ∇ − − =V  (E. 12) 
 
Milieu VM 
( ) ( )*'* *' ' *' *' *' *' *' ,. MMM M M M H M M H BFA MC f C P P gtφ ε φ ψ −
∂
+ ∇ + − = −
∂
V  (E. 13) 
*' *' *'










( ) ( )*' *' *' *'. 0M M M HP Pφ ψ∇ + − =V  (E. 16) 
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2. Maillage 3D radial 
 
Notre système d'équation est résolu en appliquant une discrétisation de type 
volumes finis sur un maillage 3D radial, représentatif des abords du puits. Nos 
équations sont écrites dans une repère cylindrique (r,θ,z) tandis que les mailles sont 
situées spatialement par l'entier i dans la direction r, j dans la direction θ, et k dans la 





















Figure E.1 : Description d’une maille en géométrie 3D radiale. 
 












































La discrétisation de type volumes finis implique que l'on considère la 
perméabilité constante spatialement sur chaque face d'une maille, et la pression, la 
concentration et la porosité homogènes dans le volume de la maille. Ces hypothèses 
nous permettent de négliger les termes non diagonaux des tenseurs de perméabilités. 
 
 
3. Résolution du champ de pression 
 
3.1. Discrétisation des équations 
 
Nous prenons en exemple le milieu VH. Nous introduisons l'équation (E. 10) dans 
l'équation (4) afin de substituer l'inconnue de pression à l'inconnue de vitesse. 
 
( ) ( )*' *' *' *' *'. K . 0H H H M HP P Pφ ψ∇ ∇ + − =  (E. 18) 
 
Pour discrétiser ces équations nous les intégrons sur le volume Ω d'une maille : 
 




∇ + − =∫ ∫  (E. 19) 
 
On décompose l'intégrale sur la surface δΩ en somme d'intégrales sur les 
différentes faces Sr+, Sr-, Sθ+, Sθ-, Sz+, Sz- de la maille. Par exemple : 
 




, 1/ 2, , , 1/ 2, ,
1/ 2
, 1, , , , ,









H i j k H i j k
z i
H i j k H i j kr






























∫ ∫  (E. 20) 
 
On pose comme condition la conservation du flux fr+ à l'interface : 
 
*'
, 1/ 2, , , 1/ 2, ,
1/ 2, ,
*'
, 1, , , 1, ,
1/ 2 , ,
*'
, , , , , ,
1/ 2 , ,
r H
r H i j k H i j k
i j k
r H
H i j k H i j k
i j k
r H



























 (E. 21) 
ce qui nous donne :  
, 1/ 2, , , 1/ 2, ,
, 1, , , , , , 1, , , , ,1
1/ 2 1





H i j k H i j k
r r
H i j k H i j k H i j k H i j ki
i r ri i
















     +   
   
 (E. 22) 
 
De même pour Sr- . Pour la face Sθ+ de la maille, nous exprimons le flux ainsi : 
 






H H H H i j k H i j k
S z r j










 (E. 23) 






, , 1, , , ,1/ 2








H i j k H i j ki




















= ∆  
  ∆ + ∆ 
 
∫
 (E. 24) 
avec  
( )
, , 1/ 2, , , 1/ 2,
, , 1, , , , , , 1, , , , 1
, , 1, , , 1, , , , , , , 1
H i j k H i j k
H i j k H i j k H i j k H i j k j j








φ φ θ θ







 (E. 25) 
 




























 (E. 26) 




, , , 1 , , ,








H i j k H i j kz

















 (E. 27) 
 
De même pour Sz-. L'intégrale du terme d'échange nous donne : 
 
( ) ( )*' *' *' , , , , , , , ,M H i j k M i j k H i j k i i j zP P dV P P r r rψ ψ θ
Ω
− = − ∆ ∆ ∆∫  (E. 28) 
 
 Nous obtenons alors la forme discrétisée suivante de l'équation (E. 19) : 
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, 1, , , , ,
, 1/ 2, , , 1/ 2, ,
1
, , , , 1, ,
, 1/ 2, , , 1/ 2, ,
1
, , 1, , , ,1/ 2






H i j k H i j kr
H i j k H i j k k j
i
i
H i j k H i j kr
H i j k H i j k k j
i
i
H i j k H i j ki










































, , , , , 1,1/ 2
, , 1/ 2, , , 1/ 2,
1/ 2
1
, , , 1 , , ,
, , , 1/ 2 , , , 1/ 2
1
, , , , , , 1







H i j k H i j ki
H i j k H i j k k
i i j j
H i j k H i j kz
H i j k H i j k i i j
k k
H i j k H i j kz












































i j k M i j k H i j k i i j z
r r
z z






















Figure E.2 : Transmissivités d’une maille en géométrie 3D radiale. 
 
L'équation précédente est exprimée à travers des transmissibilités : 
 
, 1, , , 1/ 2, , , 1, , , 1/ 2, , , , 1, , , 1/ 2,
, , 1, , , 1/ 2, , , , 1 , , , 1/ 2 , , , 1 , , , 1/ 2
, , , , ,
, 1/ 2, , , 1/ 2, ,
, , ,
r r
H i j k H i j k H i j k H i j k H i j k H i j k
z z
H i j k H i j k H i j k H i j k H i j k H i j k
H M
M i j k i j k
r r
H i j k H i j k
H i j k
P T P T P T






+ + − − + +








, , 1/ 2, , , 1/ 2,
, , ,
, , , 1/ 2 , , , 1/ 2 , ,
H i j k H i j k
H i j kz z H M











− − − 
 (E. 30) 
 
Les transmissivités s'expriment ainsi : 
 
, 1/ 2, , , 1/ 2, ,
, 1/ 2, ,
1ln
r
H i j k H i j kr














 (E. 31) 
, 1/ 2, , , 1/ 2, ,




H i j k H i j kr















 (E. 32) 
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( )1/ 2, , 1/ 2, , , 1/ 2, , , 1/ 2, 1/ 2 1
2ln .iH i j k H i j k H i j k k









= ∆  ∆ + ∆ 
 (E. 33) 
( )1/ 2, , 1/ 2, , , 1/ 2, , , 1/ 2, 1/ 2 1
2ln .iH i j k H i j k H i j k k










= ∆  ∆ + ∆ 
 (E. 34) 
( ), , , 1/ 2 , , , 1/ 2 , , , 1/ 2 1
2z z
H i j k H i j k H i j k i i j
k k
T K r r
z z




 (E. 35) 
( ), , , 1/ 2 , , , 1/ 2 , , , 1/ 2 1
2z z
H i j k H i j k H i j k i i j
k k







 (E. 36) 
, , , ,
H M
i j k i j k i i j zT r r rψ θ− = ∆ ∆ ∆  (E. 37) 
, , ,
0H i j kB =  (E. 38) 
avec  
, 1/ 2, , , 1/ 2, ,
, 1, , , , , , 1, , , , ,1
1/ 2 1





H i j k H i j k
r r
H i j k H i j k H i j k H i j ki
i r ri i
















     +   
   
 (E. 39) 
, 1/ 2, , , 1/ 2, ,
, 1, , , , , , 1, , , , ,
1 1/ 2





H i j k H i j k
r r
H i j k H i j k H i j k H i j ki
i r ri i

















     +   
   
 (E. 40) 
( ), , 1, , , , , , 1, , , , 1
, , 1/ 2, , , 1/ 2,
, , 1, , , 1, , , , , , , 1
H i j k H i j k H i j k H i j k j j
H i j k H i j k














 (E. 41) 
( ), , 1, , , , , , 1, , , , 1
, , 1/ 2, , , 1/ 2,
, , 1, , , 1, , , , , , , 1
H i j k H i j k H i j k H i j k j j
H i j k H i j k














 (E. 42) 
( )
, , , 1 , , , , , , 1 , , , 1
, , , 1/ 2 , , , 1/ 2
, , , 1 , , , 1 , , , , , , 1
z z
H i j k H i j k H i j k H i j k k kz
H i j k H i j k z z
H i j k H i j k k H i j k H i j k k
K K z z
K
K z K z







 (E. 43) 
( )
, , , 1 , , , , , , 1 , , , 1
, , , 1/ 2 , , , 1/ 2
, , , 1 , , , 1 , , , , , , 1
z z
H i j k H i j k H i j k H i j k k kz
H i j k H i j k z z
H i j k H i j k k H i j k H i j k k
K K z z
K
K z K z







 (E. 44) 
ce qui donne 
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, 1, , , , , , 1, , , , ,
, 1/ 2, ,
1/ 2 1




H i j k H i j k H i j k H i j k k jr
H i j k
r ri i















   
+   
   
 (E. 45) 
, 1, , , , , , 1, , , , ,
, 1/ 2, ,
1/ 2




H i j k H i j k H i j k H i j k k jr
H i j k
r ri i















   
+   
   
 (E. 46) 
, , 1, , , , , , 1, , , , 1/ 2
, , 1/ 2,
, , 1, , , 1, , , , , , , 1 1/ 2
2
lnH i j k H i j k H i j k H i j k k iH i j k
H i j k H i j k j H i j k H i j k j i i






φ θ φ θ
+ + +
+
+ + + −
∆  
=  ∆ + ∆  
 (E. 47) 
, , 1, , , , , , 1, , , , 1/ 2
, , 1/ 2,
, , 1, , , 1, , , , , , , 1 1/ 2
2
lnH i j k H i j k H i j k H i j k k iH i j k
H i j k H i j k j H i j k H i j k j i i






φ θ φ θ
− − +
−
− − − −
∆  
=  ∆ + ∆  
 (E. 48) 
, , , 1 , , , , , , 1 , , ,
, , , 1/ 2
, , , 1 , , , 1 , , , , , , 1
2 z zH i j k H i j k H i j k H i j k i i jz
H i j k z z
H i j k H i j k k H i j k H i j k k
K K r r
T









 (E. 49) 
, , , 1 , , , , , , 1 , , ,
, , , 1/ 2
, , , 1 , , , 1 , , , , , , 1
2 z zH i j k H i j k H i j k H i j k i i jz
H i j k z z
H i j k H i j k k H i j k H i j k k
K K r r
T









 (E. 50) 
 
 Pour le milieu VM, on utilisera l'équation suivante : 
 
, 1, , , 1/ 2, , , 1, , , 1/ 2, , , , 1, , , 1/ 2,
, , 1, , , 1/ 2, , , , 1 , , , 1/ 2 , , , 1 , , , 1/ 2
, , , , ,
, 1/ 2, , , 1/ 2, ,
, , ,
r r
M i j k M i j k M i j k M i j k M i j k M i j k
z z
M i j k M i j k M i j k M i j k M i j k M i j k
H M
H i j k i j k
r r
M i j k M i j k
M i j k
P T P T P T






+ + − − + +








, , 1/ 2, , , 1/ 2,
, , ,
, , , 1/ 2 , , , 1/ 2 , ,
M i j k M i j k
M i j kz z H M















3.2. Conditions limites  
 
La condition limite au puits est de type pression imposée, determinée de manière 
à conserver le débit. Nous voulons contrôler le débit global injecté dans la formation, 
donc nous écrivons pour cela une équation supplémentaire : 
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H j k w H j k M j k w M j k
k j
T P P T P P Q
θ
= =
− + − =∑∑  (E. 52) 
 
En imposant Q, cette équation permet de déterminer Pw. On écrit ensuite le bilan 
de flux pour les mailles aux puits. En i = 1, la condition de Dirichlet (pression imposée) 
donne : 
 
, 1, , , 1/ 2, , , , 1, , , 1/ 2, , , 1, , , 1/ 2,
, , , 1 , , , 1/ 2 , , , 1 , , , 1/ 2 , , , , ,
, 1/ 2, , , 1/ 2, , , , 1/ 2, , , 1/ 2,
, , ,
r
H i j k H i j k H i j k H i j k H i j k H i j k
z z H M
H i j k H i j k H i j k H i j k M i j k i j k
r r
H i j k H i j k H i j k H i j
H i j k
P T P T P T
P T P T P T




+ + + + − −
−
+ + − −
+ − + −
+ +
+ + +
− − − −
+
, , , 1/ 2 , , , 1/ 2 , ,
,1/ 2, , , , ,
k
z z H M
H i j k H i j k i j k
r









− − − 
+ =
 (E. 53) 
avec 
, , , , , ,
, 1/ 2, ,
ln
r
H i j k H i j kr














 (E. 54) 
 
En i = nr, la condition de pression imposée donne : 
 
, 1, , , 1/ 2, , , , 1, , , 1/ 2, , , 1, , , 1/ 2,
, , , 1 , , , 1/ 2 , , , 1 , , , 1/ 2 , , , , ,
, 1/ 2, , , 1/ 2, , , , 1/ 2, , , 1/ 2,
, , ,
r
H i j k H i j k H i j k H i j k H i j k H i j k
z z H M
H i j k H i j k H i j k H i j k M i j k i j k
r r
H i j k H i j k H i j k H i j
H i j k
P T P T P T
P T P T P T




− − + + − −
−
+ + − −
+ − + −
+ +
+ + +
− − − −
+
, , , 1/ 2 , , , 1/ 2 , ,
, , , 0 , 1/ 2, ,
k
z z H M
H i j k H i j k i j k
r










− − − 
= −
 (E. 55) 
avec P0 = 0, et 
, , , , , ,
, 1/ 2, ,
maxln
r
H i j k H i j kr











 (E. 56) 
 
En j = nθ, j = 1, nous imposons une condition de périodicité : 
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( ) ( )*' *'0 2H HP Pθ θ pi= = =  ; ( ) ( )' '0 2H Hf fθ θ pi= = =  (E. 57) 
ce qui se traduit par : 
, ,1/ 2, , , 1/ 2,H i k H i n kP P θ +=  ; , ,1/ 2, , , 1/ 2,H i k H i n kT T
θ θ
θ +=  (E. 58) 
, 1, , , 1/ 2, , , 1, , , 1/ 2, , , ,1, , ,1/ 2,
, , 1, , , 1/ 2, , , , 1 , , , 1/ 2
, , , 1 , , , 1/ 2 , , , , ,
, 1/ 2, , , 1/
, , ,
r r
H i n k H i j k H i n k H i n k H i k H i k
z
H i n k H i n k H i n k H i n k
z H M
H i n k H i n k M i n k i n k
r
H i n k H i
H i j k
P T P T P T
P T P T






θ θ θ θ
θ θ θ θ
θ
+ + − −









2, , , ,1/ 2, , , 1/ 2,
, , , 1/ 2 , , , 1/ 2 , ,
, , ,
r
n k H i k H i n k
z z H M
H i n k H i n k i n k


















, 1,1, , 1/ 2,1, , 1,1, , 1/ 2,1, , , , , ,1/ 2,
, ,2, , ,3/ 2, , ,1, 1 , ,1, 1/ 2 , ,1, 1 , ,1, 1/ 2
, ,1, ,1,
, 1/ 2,1, , 1/ 2,1, , ,1/ 2
, , ,
r r
H i k H i k H i k H i k H i n k H i k
z z
H i k H i k H i k H i k H i k H i k
H M
M i k i k
r r
H i k H i k H i
H i j k
P T P T P T







+ + − −








, , ,3/ 2,
, ,1,
, ,1, 1/ 2 , ,1, 1/ 2 ,1,
k H i k
H i kz z H M










− − − 
 (E. 60) 
( )
, , 1/ 2, , , 1/ 2, , ,1 1/ 2, , ,1 1/ 2,
, ,1, , , , , ,1, , , , 1
, ,1, , ,1, , , , , , , 1
H i n k H i n k H i k H i k
H i k H i n k H i k H i n k n











φ φ θ θ
φ θ φ θ




 (E. 61) 
 
En k=nz, k=1, on impose une condition de type mur (flux nul) 
 
 
, , , 1/ 2 0
z
H i j nkT + =  ; , , ,1/ 2 0
z
H i jT =  (E. 62) 
 
3.3. Résolution du système linéaire 
 
Il nous faut construire la matrice A et le vecteur B tel que : 
 A.X B=   (E. 63) 
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Le vecteur X contient nos inconnues de pression 
 
 ( ),1,1,1 ,1,1,1 , , , , , , , , , , , ,X , ,..., , ,..., , ,H M H i j k M i j k H nr n nz M nr n nz wP P P P P P Pθ θ=   (E. 64) 
 
Nous définissons nos indices ainsi :  
 [ ]1;2. . . 1ii nr n nzθ∈ +   avec  max 2. . . 1n nr n nzθ= +  
Pour le milieu VH , 2(( 1)( . ) ( 1) ) 1ii k nr n j nr iθ= − + − + −  
Pour le milieu VM,  2.(( 1)( . ) ( 1) )ii k nr n j nr iθ= − + − +  
Le calcul du champs de pression dans une maille (i,j,k) se traduit dans la matrice 
A,  lorsque 2(( 1)( . ) ( 1) ) 1ii k nr n j nr iθ= − + − + − , par : 
 
, 1/ 2, , , 1/ 2, , , , 1/ 2, , , 1/ 2,
, , , 1/ 2 , , , 1/ 2 , ,
A( , ) r rH i j k H i j k H i j k H i j k
z z H M
H i j k H i j k i j k
ii ii T T T T
T T T
θ θ
+ − + −
−
+ −
= − − − −
− − −
  
, 1/ 2, ,A( , 2) rH i j kii ii T −− =  
, 1/ 2, ,A( , 2) rH i j kii ii T ++ =  
, , 1/ 2,A( , 2 ) H i j kii ii nr T θ ++ =  
, , 1/ 2,A( , 2 ) H i j kii ii nr Tθ −− =  
, , , 1/ 2A( , 2 . ) zH i j kii ii nr n Tθ ++ =  
, , , 1/ 2A( , 2 . ) zH i j kii ii nr n Tθ −− =  
, ,
A( , 1) H Mi j kii ii T −+ =  
, 1/ 2, , , 1/ 2, , , , 1/ 2, , , 1/ 2,
, , , 1/ 2 , , , 1/ 2 , ,
A( 1, 1) r rM i j k M i j k M i j k M i j k
z z H M
M i j k M i j k i j k
ii ii T T T T
T T T
θ θ
+ − + −
−
+ −
+ + = − − − −
− − −
 
, 1/ 2, ,A( 1, 1) rM i j kii ii T −+ − =  




, , 1/ 2,A( 1, 2 1) M i j kii ii nr T θ ++ + + =  
, , 1/ 2,A( 1, 2 1) M i j kii ii nr T θ −+ − + =  
, , , 1/ 2A( 1, 2 . 1) zM i j kii ii nr n Tθ ++ + + =  
, , , 1/ 2A( 1, 2 . 1) zM i j kii ii nr n Tθ −+ − + =  
, ,
A( 1, ) H Mi j kii ii T −+ =  
 






H i j k





  (E. 66) 
 
L'équation de conservation du débit donne :  
 





H j k M j k
k j
n n T T
θ
= =
= +∑∑   (E. 67) 
,1/ 2, ,A( max,2(( 1)( . ) ( 1) 1)) rH j kn k nr n j nr Tθ− + − + = −   (E. 68) 
,1/ 2, ,A( max,2(( 1)( . ) ( 1) 2)) rM j kn k nr n j nr Tθ− + − + = −   (E. 69) 
( max)B n Q=   (E. 70) 
 
3.3.1. Conditions limites 
 
En i = 1, nous imposons une condition de Dericlet (pression imposée) 
 
, 1/ 2, , , 1/ 2, , , , 1/ 2, , , 1/ 2,
, , , 1/ 2 , , , 1/ 2 , ,
A( , ) r rH i j k H i j k H i j k H i j k
z z H M
H i j k H i j k i j k
ii ii T T T T
T T T
θ θ
+ − + −
−
+ −
= − − − −
− − −
  
A( , 2) 0ii ii − =  
, 1/ 2, ,A( ,2. . . 1) rH i j kii nr n nz Tθ −+ =  
(E. 71) 
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, 1/ 2, , , 1/ 2, , , , 1/ 2, , , 1/ 2,
, , , 1/ 2 , , , 1/ 2 , ,
A( 1, 1) r rM i j k M i j k M i j k M i j k
z z H M
M i j k M i j k i j k
ii ii T T T T
T T T
θ θ
+ − + −
−
+ −
+ + = − − − −
− − +
 
, 1/ 2, ,A( 1, 1) rM i j kii ii T −+ − =  
, 1/ 2, ,A( 1, 2. . . 1) rM i j kii nr n nz Tθ −+ + =  
 
En i = nr, condition de pression imposée P0 
 
A( , 2) 0ii ii + =  
A( 1, 3) 0ii ii+ + =  
, , , 0 , 1/ 2, ,




H i j k H i j k
r
M i j k M i j k
B ii B P T








En j = 1, condition de périodicité 
 
, ,1/ 2,A( , 2. ( 1)) H i kii ii nr n T θθ+ − =  
A( , ) 0ii ii nr− =  
, ,1/ 2,A( 1, 2. ( 1) 1) M i kii ii nr n Tθθ+ + − + =  
A( 1, 1) 0ii ii nr+ − + =  
(E. 73) 
 
En j = nθ, condition de périodicité 
 
, ,1/ 2,A( , 2. ( 1)) H i kii ii nr n Tθθ− − =  
A( , ) 0ii ii nr+ =  
, ,1/ 2,A( 1, 2. ( 1) 1) M i kii ii nr n T θθ+ − − + =  





L'objectif est d'écrire la matrice A au format CSR (Compressed Sparse Row) afin 
d'utiliser la toolbox de résolution de systèmes linéaires SPARSKIT. Ce format est 
composé de trois tableaux : 
 a contient les valeurs non nulles de la matrice A, ligne par ligne. Le tableau a 
est de taille nnz. 
 aj contient les indices des colonnes de chaque éléments contenues dans a.  Le 
tableau aj est de taille nnz. 
 ai contient les positions dans les tableaux a et aj de chaque valeurs 
appartenant à une nouvelle ligne de la matrice A. ai est de taille n+1, avec 
ai(n+1) = ai(1) + nnz. 
 
De manière pratique, à l'instant t0, une première boucle à travers la matrice 
permet de déterminer nnz (nombre d'éléments non nul dans la matrice) et de remplir le 
tableau ai. Ensuite à chaque pas de temps, nous remplirons les matrices ja et a avant de 
résoudre le système linéaire. 
 
 
4. Calcul des vitesses 
 
On calcul à partir de la perméabilité et de la pression calculée, la vitesse à chaque 
connections entre deux mailles. Ensuite on les interpole pour déterminer la vitesse au 
centre de la maille. 
 
Dans la direction r : 
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avec 
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Lorsque j = 1 : 
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Lorsque j = nθ : 
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avec  
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avec  
, , 1/ 2, , ,1 1/ 2,H i n k H i kK K
θ θ
θ + −=  (E. 87) 
 
Dans la direction z : 
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En k = 1 et  k = nz : 
 
, , ,1/ 2 , , , 1/ 2 0
z z





5. Résolution des équations de transport 
 
Les équations de transport sont discrétisés de manière explicite en temps car le 
terme convectif contenant la fonction de flux fractionnaire est non-linéaire et également 
pour limiter les effet de diffusion numérique. Nous illustrons cette discrétisation en 
prenant comme exemple l'équation de transport dans le milieu VH 
 
( ) ( )*'* ' ' * ' *' *' *' ,. * HHH H H H H M M H BFA HC f C P P gtφ ε φ ψ −
∂
+ ∇ − − = −
∂
V  (E. 93) 
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Pour s’assurer que le terme de dissolution ne devienne pas un terme de 
précipitation si le bilan de flux devenait positif, nous prendrons la valeur absolue du 
terme convectif. Si les flux s’inversent de manière à ce que le terme convectif devienne 
positif, nous donnons une valeur nulle au coefficient αBFA afin d’éviter que le terme de 
dissolution ne devienne un terme de précipitation. Intégrons maintenant cette équation 
sur le volume d'une maille : 
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' *' ' *'
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La partie convective se décompose ainsi : 
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ce qui nous donne : 
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Il faut toutefois apporter une modification à cette équation. Nous prenons la 
concentration amont pour définir la fonction de flux fractionnaire. Nous obtenons ainsi 
un schéma stable. 
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6. Discrétisation des équations de conservation de la roche 
   
*
*H






On discrétise cette équation avec un schéma explicite en temps. 
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En reprenant l'expression précédente du terme de dissolution : 
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7. Correction de la répartition des volumes 
 
Le rapport de volume entre les deux milieux est un paramètre qui évolue avec la 
vitesse locale. Après chaque résolution du champ de pression, de la concentration et de 
la porosité, on calcule le nouveau rapport de volume, et on corrige les porosités et les 
concentrations afin de conserver la masse. 
En entrée on reçoit ϕH1, εH1, εM1, CH1, CM1. La vitesse locale nous donne ϕH2. On 
calcule alors εH2, εM2, CH2, CM2 de la manière suivante : 
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