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Abstract-This paper is concerned with an iterative functional differential equation z’(z) = 
z(“)(z), where Z(~)(Z) = z(z(. . .z(z))) is the mth iterate of the function z(z). By constructing a 
convergent power series solution v(z) of a companion equation of the form cry’(az) = ~‘(z)~(amz), 
analytic solutions of the form t~(ag-‘(2)) for the original differential equation are obtained. 
Keywords-Functional differential equation, Analytic solution. 
Relatively little is known when the deviating argument o(t) in the functional differential equa- 
tion 
z’(r) = f (x (a(t))) 
also depends on the state variable z(t) itself. In [l], functional differential equations of the form 
z’(t) = z(z(t)) h ave been investigated and analytic solutions are shown to exist by means of 
the Banach hxed point theorem. As mentioned in [l], such equations arise in problems related 
to motions of charged particles with retarded interactions [2]. Therefore, further investigations 
are of practical interest. In this note, we will be concerned with a class of functional differential 
equations of the form 
z’(z) = Cc’“‘(z), (I) 
where m is a positive integer greater than or equal to 2, and z(“)(z) denotes the mth iterate 
of the function z(z). By means of the method of majorant series, we will construct analytic 
solutions for our equations in a neighborhood of a complex number (Y which satisfies either one 
of the following conditions: 
(Hl) 0 < ]a] < 1; or 
(H2) ]CX] = 1, a is not a root of unity, and 
log $_ lI I Pk% n=2,3,... 
for some positive constant CL. 
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The technique for obtaining such solutions is as follows. We first seek a formal power series 
solution for the following initial value problem: 
Y’(QZ) = ; YWY (arnzz) 7 (2) 
y(0) = a. (3) 
Then we show that such a power series solution is majorized by a convergent power series. Finally, 
we show that 
z(z) = Y (oy-l(z)) (4) 
is an analytic solution of (1) in a neighborhood of a. By means of (4), we are able to derive an 
explicit power series solution of (1). 
We begin with the following preparatory lemmas, the proof of the first of which can be found 
in [3, Chapter 61. 
LEMMA 1. Assume that (H2) holds. Then there is a positive number 5 such that ]cP - 11-l < 
(27+forn=l,2,.... Furthermore, the sequence {&}F=r defined by dr = 1 and 
dn = ,,,+: _ l, n=nfiny+n jdnl . . . dn, 1’ n=2,3,..., 
O<n,<...9&2 
will satisfy 
d, 5 (~~~+‘)~-l n-26, n=l,2,.... 
LEMMA 2. Suppose (Hl) holds. Then for any nontrivial complex number q, equation (2) has an 
analytic solution of the form 
y(z) = o! + VZ + 2 bn?, (5) 
in a neighborhood of the origin. 
n=2 
PROOF. We seek a solution of (2) in a power series of the form (5). By defining bs = cr and br = 17 
and then substituting (5) into (2), we see that the sequence {bn}F!:! is successively determined 
by the condition 
n-l 
(an+1 - cx)(n+l)b,+~ = C(k +l)c~?(~-")bk+~b,_k, n= 1,2,..., 
k=O 
in a unique manner. Furthermore, since 0 5 k 5 n - 1 and 
(k+l)am("-"1 
(n+l)(Qn+l_a) ' [cyn'_lI 'M-1' n 2 2, 
for some positive number M, thus if we define a sequence {&}~=r by Br = 1~1 and 
n-1 
B n+l = M-l c Bk+dh--k, n= 1,2,..., 
k=O 
then 
forn=1,2,.... Now if we define 
G(z) = 2 Bnzn, 
n=l 
(6) 
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then 
G2(z) = 2 (&&,_I + B2&_2 -t- - -. + 13n_lB~) zn 
n=2 
cm 
= 
cc BlBn + B2&-1+. * * + BnB1) z 
n+l 
n=l 
M 
= A4 c &+d+’ = MG(z) - M lql z. 
Hence, 
But since G(0) = 0, the negative sign of the square root applies so that 
G(z)=${l-dw}. 
It follows that the power series G(z) converges for IzI < M/(4171), which implies that (5) is also 
convergent in a neighborhood of the origin. The proof is complete. 
Next, we consider the case when (H2) holds. 
LEMMA 3. Suppose (H2) holds. Then when q = 1, equation (2) has an analytic solution of the 
form (5) in a neighborhood of the origin. 
PROOF. As in the proof of Lemma 1, we seek a power series solution of the form (5). Then 
defining bc = (Y and bi = 1, (6) again holds so that 
n-l 
Ibn+ll s pal._ 11 Ic=o - C lb/c+11 I&-kl 
1 
=- C Ibnlllbn,J, 12=1,2,.... Ifin _ II 
(7) 
I- *I nl+nz=n+l; 
llnl m<n 
Let us now consider the function 
G(z) = $ (1 - m} , 
which in view of the binomial series expansion can be written in the form 
m 
G(z) = z + c Cnzn, 
n=2 
for IzI < l/4. Since G(z) also satisfies the equation 
G2(z) - G(z) + z = 0, 
therefore, by means of the method of undetermined coefficients, it is not difficult to see that the 
coefficient sequence {Cn}z!2 will satisfy 
n-l 
c n+l = c ck+lcn-k = c Cn,Gz2 7 n=l,2,..., 
k=O nt+n2=n+l; 
lSnl,nzln 
50 J.-G. SI et al. 
where C1 = 1. Hence, we easily see that 
lbnl I GA n=1,2,..., 
where the sequence {d,}rzl is defined in Lemma 1. Indeed, lb11 = 1 = Cldl. Assume by 
induction that the above inequality holds for n = 1,. . . , m. Then 
Ibm+ll I 1 C Ibk+ll Ibm-/cl 5 lam’_ II ~C~+~Cm-s&+~drn-/z 
k-0 
I , 
C m+l 
, mm am - 1 m+l=ml+...+mt, {dm,...dmtl= 
Cm+ldm+l Iam - 11 = c 
lam_II 
d 
m+l m+lr 
O<ml<...<rnt,t>2 
as desired. 
Since G(z) converges in the open disc Izj < l/4, there exists a positive constant T such that 
for n= 1,2,.... In view of this and Lemma 1, we finally see that 
lb,J 5 TZQ'%Z-~~, n= 1,2,..., 
where Q = 256+1, which shows that the series (5) converges for IzI < (TQ)-‘. The proof is 
complete. 
We now state and prove our main result in this note. 
THEOREM. Suppose the complex number CY satisfies either (Hl) or (H2). Then equation (1) has 
an analytic solution of the form (4) in a neighborhood of cy, where y(z) is an analytic solution of 
equation (2). 
PROOF. In view of Lemmas 2 and 3, we may pick a nontrivial complex number q and find a 
sequence {bn}F!2 such that the function y(z) defined by (5) is an analytic solution of (2) in a 
neighborhood of the origin. Since y’(0) = 17 # 0, the function Y-~(Z) is analytic in a neighborhood 
of the point y(0) = cr. If we now define Z(Z) by means of (4), then 
d(z) = ay’ (‘yy-l(z)) * (y-l)' (z) 
= 4 (aY-l(z)) * y, (y!l~z~) = y (amy-l(~)) = z(m)(z), 
as required. The proof is complete. 
We remark that in the above proof, since 
y (cry-l(a)) = y (a. 0) = a, 
a is a fixed point of the solution z(z). 
We now show how to explicitly construct an analytic solution of (1) by means of (6). Let (Y be 
a complex number which satisfies either (Hl) or (H2). By means of Lemmas 2 and 3, equation (2) 
has an analytic solution of the form 
Y(Z) = 2 kn, 
n=O 
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where bo = (Y, bl = q # 0, and {bn}rzs is determined by (6). It is not difficult to calculate the 
coefficients b, by means of (6), indeed the first few terms are as follows: 
@@L)_ 
(ym-l 2 
77 
2 2(a - 1) ’ 
b3_y1110_ cam-l) (CP + 2)773 
3! 3!(CY2 - l)(cz - 1) ’ 
bq = yo(0) = c13m-3 [(a2m + 3) (CP + 2) (a - 1) + 3cP (c? - l)] 174 
4! 4! (a3 - 1) (a2 - 1) (a - 1)2 
) . . . . 
Next, recall from the proof of the above theorem that y-‘(z) is analytic in a neighborhood of 
the point y(0) = Q. Therefore, it can also be determined once its derivatives at o have been 
determined 
(y-‘)‘(a)= l =L=!, 
Y'(Y--' (a>> Y' (0) 71 
(y-l)" (a) = _Y" (Y-l (4) (Y-Y' (a> = _Y" (0) (y-l)' (a) = P-l 
(Y' (Y-l km2 (Y’ w2 -(a-l)+ 
(y-l)“’ ((.y) = - { 
Y”’ (Y-l (4) [(Y-l)’ (a)] 2 + Y” (Y-l (4) (y-l)” b)} [Y’ (Y-l w)]’ 
[Y’ (Y--l WI4 
+ Y” (Y-l (4) (y-l)' (a> * 2. Y' (Y-l (4) Y" (Y-l (4) (y-l)' (a> 
[Y' (Y-l W>14 
= [Y"'(W2 - Y"(Ob m-l&! - l)q)] 772 - y”(O)V_l * 2. qy”(O)~-1 - 
IYV)14 
a2@-1) (3a - CP + 1) 
= ((.y-l)2((Y+1)q ’ etc* 
Finally, we determine a solution z(z) of (1) by finding its derivatives at (Y: 
z(a) = y (“y-l (cz)) = y (a. 0) = a, 
5’ (a) = y’ (ay-l (a)) * a (y-l)’ (a) = cry’(O) (y-l)’ (a) = aq * ; = a, 
2” (a) = 2y” (ay-l(a)) [(y-l)’ @)I2 + ay’ (cxy-’ (a)) (y-l)” (a) = am, 
x”‘(a) = y”’ (ay-l(a)) [a (y-1)’ (a,] 3 + y” (cry-l(a)) * 2a (y-1)’ (a) * a (y-l)” (a) 
+ y” (ay-‘(a)) . a (y-l)’ (a) * a (y-l)” (a) + y’ (cry-l(a)) * cl (y-l)“’ (cr) 
a2m- 1 (&n 
- 1) = 
a-1 
= gm-1 (CT’ + . . . + a + l), etc. 
Thus, the desired solution is 
x(z) = CY + a(2 - a) + $(z - cl)2 + a2m;;ka_ml, l) (2 - a)3+ . . . . 
It is clear from the above procedure that with the help of commercial software which is capable 
of doing exact differentiations, an arbitrary number of terms of the above series can be obtained. 
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