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Resumo As redes de transporte de telecomunicac¸o˜es foram inicialmente concebidas
para transportar chamadas telefo´nicas atrave´s de tecnologias baseadas
em comutac¸a˜o de circuitos. A adaptac¸a˜o destas redes para transportar
tra´fego de dados apresenta ineficieˆncias que contribuem para que as
receitas geradas pelos operadores na˜o acompanhem a largura de banda
fornecida aos clientes. Este facto tem vindo agravar-se com o crescimento
de servic¸os como o IPTV, servic¸o que requer elevada largura de banda,
variac¸a˜o acentuada da taxa de transmissa˜o e ligac¸o˜es ponto-multiponto.
A tecnologia Ethernet surge como ponto de partida (e chegada, pois
mais de 95% do tra´fego de dados e´ gerado ou tem como destino uma
porta Ethernet [1]) para novas tecnologias de rede de transporte, chamadas
tecnologias Carrier Ethernet. Neste documento e´ estudada a tecnologia
Ethernet, os requisitos de uma tecnologia Carrier Ethernet e a promissora
tecnologia MPLS-TP, ainda em processo de normalizac¸a˜o.
Com o propo´sito de otimizar a distribuic¸a˜o do servic¸o IPTV e´ pro-
posto um cena´rio, onde se verifica que o recurso a` transmissa˜o combinada
de canais unicast e multicast pode resultar num uso mais eficiente dos
recursos da rede.

Abstract The telecommunication aggregation networks were initially designed to
transport phone calls, using technologies based on circuit switching.
The adaptation of those networks to transport data traffic has some
inefficiencies, which results, that the operator‘s revenues do not follow the
bandwidth provided to customers. This fact has become a growing problem
with the development of services such as IPTV, a service which requires
high bandwidth, high transmission rate variation and point-multipoint
connections.
The Ethernet appears as a starting point (and ending as well, since
more than 95 % of the data traffic is generated or is destinated to an
Ethernet port [1]) for new aggregation network’s technologies, called
Carrier Ethernet technologies. This paper, presents a study of the Ethernet
technology, requirements for Carrier Ethernet technologies and the promi-
sing MPLS-TP, still in the standardization process.
In order to optimize IPTV service distribution, there is proposed a
scenario, where it was verified that the combined use of unicast and
multicast transmission can result in an efficient use of network resources.
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Cap´ıtulo 1
Introduc¸a˜o
As redes de transporte de informac¸a˜o sa˜o caraterizadas por agregar e transportar o tra´fego
proveniente das redes de acesso e redes metropolitanas. Antes de surgirem os servic¸os Internet,
o tra´fego das redes de transporte era maioritariamente originado em chamadas telefo´nicas,
que eram transportadas com recurso a tecnologias baseadas em comutac¸a˜o de circuitos.
O aparecimento e ra´pido crescimento dos servic¸os Internet, levou a que o volume de tra´fego
de dados transportado, rapidamente ultrapassasse o tra´fego de voz. As redes de transporte
de telecomunicac¸o˜es, inicialmente desenhadas para transportar chamadas telefo´nicas apresen-
tam ineficieˆncias ao serem adaptadas para transportar tra´fego de dados. Tais ineficieˆncias
contribu´ıram para que as receitas geradas pelos operadores na˜o acompanhassem a largura de
banda fornecida aos clientes, tal como ilustra a figura (1.1).
Domínio do 
tráfego de voz
Domínio do tráfego 
de dados Tráfego 
transportado
Receitas dos 
operadores
tempo
Figura 1.1: Largura de Banda vs Receitas (Adaptado de [2]).
Segundo [7], a largura de banda gerida pelos grandes operadores de telecomunicac¸o˜es nas
redes de transporte tem se expandido entre 75% a 125% por ano. O crescimento deve-se sobre-
tudo ao aumento do nu´mero de clientes de servic¸os Internet e ao aparecimento de aplicac¸o˜es de
elevado consumo de largura de banda, tal como Internet Protocol Television (IPTV), jogos de
v´ıdeo processados on-demand ou servic¸os de videoconfereˆncia [7]. O nu´mero mundial de cli-
entes IPTV aumentou de 4 milho˜es em 2004, para mais de 25 milho˜es em 2010 [8]. E´ portanto
fundamental, uma alterac¸a˜o na arquitetura e funcionamento das redes de telecomunicac¸o˜es
1
que va´ de encontro a` mudanc¸a da natureza da informac¸a˜o transportada, e que consiga distri-
buir os servic¸os mencionados de forma eficiente, para assim reduzir drasticamente o custo de
transporte por bit.
O presente documento abordara´ a tema´tica de uma eficiente distribuic¸a˜o de servic¸os IPTV.
O IPTV e´ uma tecnologia de transmissa˜o de televisa˜o com recurso ao protocolo Internet Pro-
tocol (IP), contudo na˜o deve ser confundido com o servic¸o Web TV. Uma diferenc¸a funda-
mental reside no facto do IPTV oferecer garantia de qualidade de servic¸o aos clientes, ja´ que
a distribuic¸a˜o dos servic¸os e´ realizada atrave´s de uma rede IP independente da rede global
de internet. Trata-se de uma rede IP totalmente controlada pelo operador, que podera´ ser
compreendida como uma rede IP privada.
Um sistema de distribuic¸a˜o IPTV podera´ disponibilizar va´rios tipos de servic¸os. Servic¸os
de broadcast como distribuic¸a˜o de canais televisivos ou acesso a grelhas de programac¸a˜o.
Servic¸os a pedido, como por exemplo aluguer de filmes, aluguer de mu´sicas, agendamento de
gravac¸o˜es ou jogos interativos. Servic¸os de publicidade interativa e/ou a pedido. Servic¸os de
interesse pu´blico, como comunicac¸o˜es de emergeˆncia. Telesservic¸os de aprendizagem, sau´de
ou outros. Servic¸os interativos de comunicac¸a˜o, come´rcio, informac¸a˜o ou entretenimento1 [9,
pa´g 27].
Estes servic¸os possuem diferentes requisitos do ponto de vista da largura de banda. Se por
um lado as transmisso˜es de canais televisivos em alta definic¸a˜o, exigem uma elevada largura
de banda (4-12 Mbps) que sera´ ocupada durante um tempo considera´vel. Por outro lado,
o aluguer de filmes podera´ na˜o necessitar de qualquer largura de banda durante dias, mas
apo´s o momento em que o cliente efetua um aluguer e´ necessa´rio uma taxa de transmissa˜o
extremamente elevada, para poder enviar o filme em tempo u´til.
Para abordar estas questo˜es sera˜o estudadas as tecnologias candidatas a` rede de trans-
porte e os requisitos tecnolo´gicos que uma rede de transporte requer. Posteriormente sera˜o
analisadas metodologias que visam distribuir de forma eficiente o servic¸o de IPTV, atrave´s
da otimizac¸a˜o de transmisso˜es unicast e multicast.
No primeiro cap´ıtulo sera´ estudada a rede de transporte tradicional, onde impera a co-
mutac¸a˜o de circuitos, e as suas principais limitac¸o˜es face a` atual realidade do tra´fego trans-
portado. O segundo cap´ıtulo estudara´ a tecnologia Ethernet. O aumento da capacidade de
transmissa˜o, alcance e flexibilidade da tecnologia Ethernet, feˆ-la predominar nas redes locais,
Local Area Networks (LANs) e ao mesmo tempo candidatou-a a operar tambe´m nas redes
de a´rea alargada, Wide Area Networks (WANs), podendo segundo alguns autores [10, pa´g
103], ser a soluc¸a˜o global para as redes de telecomunicac¸o˜es. O terceiro cap´ıtulo abordara´
a definic¸a˜o de Carrier Ethernet segundo o conso´rcio Metro Ethernet Forum (MEF), onde
sa˜o focados os atributos requeridos por uma tecnologia de rede de transporte. A tecnologia
Multi-Protocol Label Switching - Transport Profile (MPLS-TP), ainda em estado de norma-
lizac¸a˜o a` data de elaborac¸a˜o deste documento, e´ ja´ assumida como uma forte candidata a`
implementac¸a˜o massiva em redes de transporte, sendo por isso objeto de estudo no quarto
cap´ıtulo deste documento. No quinto cap´ıtulo, sera´ considerado um cena´rio de distribuic¸a˜o
IPTV, com recurso a` tecnologia MPLS-TP, que sera´ analisado a` luz do modelo matema´tico
presente em [11] [12] [13].
1Os servic¸os descritos resultam do uso de tecnologia IP, aliada a`s funcionalidades de armazenamento de
uma set-top-box na posse dos clientes.
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1.1 Rede de transporte tradicional
Nas redes de transporte tradicionais europeias a tecnologia encarregue destas func¸o˜es e´ o
SDH2. A tecnologia SDH consiste na multiplexac¸a˜o de canais com baixa taxa de transmissa˜o
em canais com uma taxa de transmissa˜o superior. As taxas de transmissa˜o dos canais sa˜o
fixas e esta˜o organizadas hierarquicamente de modo a possibilitar escalabilidade na agregac¸a˜o
dos va´rios canais.
1.1.1 PDH
Para uma melhor percec¸a˜o do funcionamento da tecnologia SDH e´ conveniente conhecer
a tecnologia que esta´ na base desta, o Plesiochronous Digital Hierarchy (PDH). O PDH foi
desenvolvida nos anos 50, e tinha como objetivo encaminhar o tra´fego de chamadas telefo´nicas
utilizando multiplexagem Time Division Mulplexing (TDM).
Cada chamada telefo´nica ocupa uma largura de banda de 64 kbps, ja´ que e´ realizada
uma codificac¸a˜o Pulse Code Modulation em 8 bits com uma frequeˆncia de amostragem de
8 kHz. Cada 30 chamadas telefo´nicas sa˜o agregadas num mesmo canal PDH de 2.048 Mbps,
o canal E1. Va´rios canais E1 sa˜o agrupados em outros canais de capacidade superior e
para compensar as ligeiras variac¸o˜es da taxa de transmissa˜o de cada canal, no momento da
agregac¸a˜o dos va´rios canais, sa˜o utilizados bits de aposic¸a˜o. A tabela (1.1) mostra os va´rios
canais e respetivas taxas de transmissa˜o usados no PDH.
PDH Taxa de transmissa˜o
E1 2.048 Mbps
E2 8.448 Mbps
E3 34.368 Mbps
E4 139.264 Mbps
Tabela 1.1: Canais PDH
Note-se que a taxa de transmissa˜o de cada canal e´ igual a quatro vezes a taxa de trans-
missa˜o do canal imediatamente inferior mais a taxa dos bits de aposic¸a˜o e controlo. Apesar
da tecnologia colmatar as primeiras necessidades das redes de transporte, possu´ıa algumas
limitac¸o˜es. Limitac¸o˜es das taxas de transmissa˜o dos canais, dificuldade em extrair canais
com baixa taxa de transmissa˜o aos canais superiores, incompatibilidades entre equipamentos
de diferentes fornecedores e func¸o˜es limitadas de Operational, Administration and Mainte-
nance (OAM) [14, pa´g 1-2]. Os problemas anteriormente referidos levaram a` necessidade de
criar uma nova tecnologia, o SDH.
1.1.2 SDH
A tecnologia SDH faz parte da primeira gerac¸a˜o de redes o´ticas e opera nas duas camadas
inferiores do modelo Open Systems Interconnection (OSI). Fornece ligac¸o˜es do tipo comutac¸a˜o
de circuitos extremo a extremo, e tal como o PDH usa um mecanismo de multiplexagem de
canais de baixas taxas de transmissa˜o em canais com taxas de transmissa˜o superiores. No
entanto e´ poss´ıvel retirar com maior facilidade, canais com taxas de transmissa˜o mais baixas
a canais com taxas de transmissa˜o superiores. A tabela (1.2) mostra os canais SDH e a
2Nos Estados Unidos da Ame´rica e´ usada a tecnologia ana´loga Synchronous Optical Networking (SONET).
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capacidade de transmissa˜o que possuem [10, pa´g 104-106] [3], como se observa o SDH possu´ı
canais com taxas de transmissa˜o bastante superiores a`s taxas dos canais PDH.
SDH Taxa de transmissa˜o
STM-1 155.520 Mbps
STM-4 622.080 Mbps
STM-16 2488.320 Mbps
STM-64 9953.280 Mbps
Tabela 1.2: Canais SDH
A tecnologia possu´ı funcionalidades de OAM superiores a`s da tecnologia PDH, o que
constitui uma mais valia bastante importante para os operadores. Os cabec¸alhos das tramas
permitem, por exemplo, determinar se as tramas sa˜o recebidas com erros, ou seguir o tra´fego
atrave´s da rede.
Os elementos que constituem a rede sa˜o os terminais de linha, os Add/Drop Multiple-
xers (ADMs), os Digital Crossconnectss (DCSs) e os regeneradores. Os terminais de linha,
multiplexam e desmultiplexam os fluxos de tra´fego. Os ADMs disponibilizam um me´todo
eficiente para extrair parte do tra´fego incidente num no´ da rede, permitindo a passagem do
restante tra´fego. Quanto aos DCSs, sa˜o usados em no´s maiores e permitem comutar um
elevado nu´mero de fluxos de tra´fego. Por fim os regeneradores teˆm como func¸a˜o regenerar o
sinal.
9 linhas
9 Bytes
Cabeçalho de 
transporte
270 Bytes
Bytes de carga paga
0 s
125µs 
STM-1
Figura 1.2: Trama STM-1 (adaptado de [3])
O STM-1 e´ o canal base do SDH, e do ponto de vista lo´gico pode ser representado por uma
estrutura com 270 colunas e 9 linhas tal como e´ ilustrado na imagem (1.2), onde cada ce´lula
representa um byte. As 9 primeiras colunas esta˜o reservadas para o cabec¸alho e as restantes
261 esta˜o reservadas para o transporte da carga paga (payload). Cada bloco completo e´
transmitido em 125 µs, o que resulta numa taxa de transmissa˜o de 155.520 Mbps.
No processo de agregac¸a˜o dos va´rios fluxos pode acontecer que as tramas cheguem desfasa-
das, ou que a taxa de transmissa˜o de um fluxo contribuinte tenha variado, devido a alterac¸o˜es
nas condic¸o˜es das fibras o´ticas. Para compensar estas variac¸o˜es das taxas de transmissa˜o a
tecnologia recorre a mecanismos de ponteiros que usam os bytes de aposic¸a˜o do cabec¸alho
para indicar o inicio das tramas. O uso de ponteiros leva a que as cargas pagas na˜o tenham
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uma posic¸a˜o fixa nas tramas, mas possam ’flutuar’ ligeiramente sobre estas [3].
Um ponto forte da tecnologia e´ a sua capacidade de sobreviveˆncia. Ou seja a capacidade
de recuperar de forma ra´pida a cortes e falhas nas suas ligac¸o˜es ou no´s. Esta capacidade deve-
se ao facto da arquitetura usada, em anel ou malha, permitir o estabelecimento de ligac¸o˜es
de protec¸a˜o devido a` sua redundaˆncia [3]. O SDH garante um tempo de recuperac¸a˜o a falhas
inferior a 50 ms [3]. E e´ esperado que uma rede SDH possua uma disponibilidade entre 99.99%
a 99.999% devido aos seus mecanismos de sobreviveˆncia [3].
1.1.3 Estado atual
Com o aparecimento e crescimento do tra´fego de dados, as redes de telecomunicac¸o˜es
inicialmente estruturadas para o transporte de tra´fego de voz, comec¸aram tambe´m a suportar
o tra´fego de dados. Tramas Ethernet necessitaram de ser transportadas sobre SDH, o que
levou ao aparecimento de redes baseadas em comutac¸a˜o de circuitos adaptadas para comutar
pacotes. A figura (1.3) mostra as camadas protocolares destas redes:
Fibra ótica
SDH
(VCAT+LCAS)
ETHERNET
GFP
PDH
Figura 1.3: Ethernet sobre SDH
No que respeita ao transporte de chamadas telefo´nicas a tecnologia SDH complementa a
tecnologia PDH atrave´s da agregac¸a˜o dos canais de baixa taxa de transmissa˜o em canais com
taxas superiores, mecanismos de sobreviveˆncia e OAM.
No transporte de tra´fego de dados, as tramas Ethernet sa˜o encapsuladas nos canais SDH
atrave´s do Generic Framing Procedure (GFP) [15, pa´g 40]. Contudo a pouca flexibilidade na
largura de banda oferecida nos canais STM (tabela (1.2)) pode levar a elevados desperd´ıcios
de recursos. Por exemplo, se for necessa´ria uma ligac¸a˜o Ethernet com 100 Mbps, o canal
usado seria o STM-1 com 155 Mbps, e desta forma desperdic¸ar-se-ia bastante largura de
banda [10, pa´g 106].
A introduc¸a˜o da tecnologia Virtual Concatenation (VCAT) resolve este problema atrave´s
da criac¸a˜o de contentores virtuais no inicio das ligac¸o˜es. Os contentores virtuais percorrem
a rede de forma independente e sa˜o novamente agregados no final da ligac¸a˜o [14, pa´g 11].
Desta forma o VCAT atribui a` tecnologia uma maior granularidade na sua oferta de largura
de banda, aumentando a eficieˆncia do transporte de tramas Ethernet.
No entanto a largura de banda necessa´ria numa ligac¸a˜o podera´ variar durante o per´ıodo
em que a ligac¸a˜o se encontra ativa. Assim e´ necessa´rio um mecanismo que ajuste a capacidade
de uma ligac¸a˜o a poss´ıveis flutuac¸o˜es da fonte de transmissa˜o. A tecnologia Link Capacity
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Adjustment Scheme (LCAS) realiza esta func¸a˜o atrave´s da alterac¸a˜o do nu´mero de contentores
virtuais da tecnologia VCAT [15] e garante que na˜o existem perdas de tramas ao surgir um
aumento ou diminuic¸a˜o da taxa de transmissa˜o do emissor3.
O emprego da tecnologia SDH aliada a` implementac¸a˜o de tecnologias VCAT, LCAS e
GFP nos extremos da rede, e´ geralmente apelidada de New Generation - Synchronous Digital
Hierarchy (NG-SDH) [14].
Na caso da camada f´ısica da rede de transporte usar tecnologia Wavelength Division
Multiplexing (WDM) a tecnologia de transporte tendera´ a ser o Optical Transport Network
(OTN). O OTN e´ uma tecnologia de rede de transporte ana´loga ao SDH mas pensada para
o transporte dos va´rios comprimentos de onda provenientes do WDM.
Apesar do recurso a va´rias tecnologias com vista a otimizar as redes para o transporte de
tra´fego de dados, a atual soluc¸a˜o apresenta ainda alguns inconvenientes:
• Falta de eficieˆncia devido, a` necessidade da informac¸a˜o atravessar va´rias camadas pro-
tocolares. O que leva a um elevado Capital Expenditure (CAPEX) associado aos equi-
pamentos de interface das ligac¸o˜es dos diferentes protocolos [10, pa´g 106].
• Elevado Operational Expenditure (OPEX). A multiplicidade de tecnologias leva a que
os custos de manutenc¸a˜o sejam tambe´m bastante elevados, devido a` necessidade de
te´cnicos especializados [10, pa´g 106] [16, pa´g 5].
• E´ orientado para ligac¸o˜es extremo-a-extremo, na˜o suportando assim originalmente tra´fego
ponto-multiponto, ou multiponto-multiponto [16, pa´g 5], o que na˜o a torna apelativa
para o transporte de servic¸os IPTV.
• Desadequado para transmitir tra´fego do tipo burst devido a` rigidez das taxas de trans-
missa˜o do SDH [16, pa´g 5].
3Uma descric¸a˜o mais detalhada sobre as tecnologia LCAS e VCAT podera´ ser encontrada em [15] e [14].
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Cap´ıtulo 2
Ethernet
Atualmente a Ethernet e´ a tecnologia de LANs mais usada e difundida a n´ıvel mundial.
Foi inventada por Bob Metcalfe em 1973 na Xerox Palo Alto Research Center (PARC),
Califo´rnia, num projeto que pretendia interligar computadores e impressoras a laser de alta
velocidade [17, pa´g 4].
A necessidade de partilha de impressoras, servidores e mais tarde o acesso a` Internet,
levou a` proliferac¸a˜o de redes locais onde a Ethernet se assumiu como tecnologia dominante.
A Ethernet opera nas duas camadas OSI mais baixas, camada f´ısica e camada de ligac¸a˜o e
baseia-se na comutac¸a˜o de tramas para transmitir informac¸a˜o [16].
Este cap´ıtulo pretende estudar o atual estado da tecnologia. Neste sentido a secc¸a˜o se-
guinte, para ale´m de conter uma breve resenha histo´rica da tecnologia, analisa alguns conceitos
intrinsecamente ligados a` Ethernet, tal como o acesso ao meio, a estrutura da trama usada e
a refereˆncia a`s principais normas.
Na secc¸a˜o Switched Ethernet sera´ descrito o atual funcionamento de uma rede Ethernet,
os dispositivos que esta˜o na base deste funcionamento. Tambe´m sera˜o estudados os modos
de operac¸a˜o, protocolos usados e funcionalidades avanc¸adas da tecnologia. Na u´ltima secc¸a˜o
sera˜o abordas as alterac¸o˜es que a tecnologia sofreu nas implementac¸o˜es Gigabit Ethernet,
sendo foco de especial atenc¸a˜o as tecnologias de 40 e 100 Gibabit Ethernet.
2.1 Perspetiva histo´rica
2.1.1 Aparecimento
A 22 de maio de 1973, Bob Metcalfe escreveu um memorando que descrevia o funciona-
mento da tecnologia que usara para ligar computadores e impressoras. Esta nova tecnologia
tinha por base anteriores experieˆncias com redes, nomeadamente a experieˆncia efetuada no
final dos anos 60 por Norman Abramson e os seus colegas com uma rede de comunicac¸o˜es
ra´dio que ligava ilhas do Hawaii, a rede Aloha [17, pa´g 5-7].
A rede Aloha possu´ıa um mecanismo de partilha do canal de comunicac¸a˜o onde qualquer
terminal da rede pode enviar tramas quando quiser. Apo´s o envio da trama, o terminal
emissor recebe um sinal de acknowledgment (ACK) que verifica se a trama foi corretamente
enviada. O terminal podera´ detetar uma colisa˜o ou assumir que esta acontece se na˜o receber
o sinal de acknowledgment num intervalo de tempo pre´-definido (timeout). Ao ocorrer uma
colisa˜o a trama e´ retransmitida apo´s um intervalo de tempo aleato´rio. Note-se o facto do
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timeout necessitar de ser maior que o intervalo de propagac¸a˜o de ida e volta da mensagem
(round-trip delay). A figura (2.1) ilustra treˆs terminais a enviarem tramas para a rede.
Terminal 1
Terminal 2
Terminal 3
tempo Frame 
time
Tramas 
corrompidas
Figura 2.1: Transmissa˜o de tramas numa rede Aloha
Quando mais do que uma trama ocupa o canal ao mesmo tempo ocorre uma colisa˜o
e as tramas sa˜o ignoradas. Como se pode observar em (2.1) preveˆ-se o aparecimento de
muitas tramas corrompidas como resultado das coliso˜es. A raza˜o entre o nu´mero de tramas
que atravessa a rede e o nu´mero de tramas total geradas pelos terminais podera´ ser usada
como me´trica de eficieˆncia da tecnologia. A questa˜o da eficieˆncia da rede Aloha foi abordada
em [18][pa´g 286-292] e [19, pa´g 247-250], e sera´ aqui apresentada.
Comecemos por definir o frame time como o tempo necessa´rio para transmitir uma trama
de tamanho fixo1. O frame time sera´ igual ao tamanho da trama dividido pela taxa de
transmissa˜o. Assume-se que o nu´mero de tramas que atravessam a rede com sucesso, num
frame time e´ modelado por uma distribuic¸a˜o de Poisson com me´dia S. Assume-se tambe´m
que a rede possu´ı infinitos terminais e desta forma o aumento do nu´mero de coliso˜es na rede,
na˜o afetara´ a me´dia S. No caso de existir apenas um terminal, e este enviar uma trama a
cada frame time, S sera´ 1, ou seja a rede tera´ uma eficieˆncia de 100
O paraˆmetro S representa assim um paraˆmetro de utilizac¸a˜o da rede, que podera´ ser
interpretado como a taxa de transmissa˜o da rede, medido pelo nu´mero me´dio da tramas
transmitidas num frame time.
Sera´ tambe´m necessa´rio considerar o evento de retransmissa˜o de tramas devido a coliso˜es.
Assumindo que a probabilidade de existirem k tentativas de retransmissa˜o por frame time
e´ tambe´m uma varia´vel de Poisson com me´dia G, observa-se que G ≥ S. Se os terminais
gerarem poucas tramas G ≈ S e se o nu´mero de tramas geradas durante um frame time
aumentar, G > S.
Para qualquer situac¸a˜o, S sera´ a carga oferecida G vezes a probabilidade de uma trama na˜o
sofrer colisa˜o. Ou seja S = GP0. Para que uma trama na˜o sofra coliso˜es, e´ necessa´rio que mais
nenhum terminal transmita uma trama num intervalo de dois frame time. A probabilidade
de k tentativas de transmissa˜o de tramas serem geradas durante dois frame time e´ dado por:
Pr[k] =
(2G)ke−2G
k!
(2.1)
1Visto tratar-se de uma pequena rede, o tempo de propagac¸a˜o e´ desprezado.
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Note-se que (2.1) e´ uma distribuic¸a˜o de Poisson com me´dia 2G, ja´ que e´ necessa´rio consi-
derar dois frame time para garantir que na˜o ha´ coliso˜es. Assim a probabilidade de na˜o ocorrer
nenhuma tentativa e´ e−2G, logo P0 = e−2G . A func¸a˜o taxa de transfereˆncia por frame time
sera´:
S = Ge−2G (2.2)
0 0.5 1 1.5 2 2.5 3
0
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Figura 2.2: Taxa de transfereˆncia por tra´fego oferecido numa rede ALOHA
A func¸a˜o possui um ma´ximo quando G=0.5, de S =
1
2e
≈ 0.184, assim a taxa ma´xima
de ocupac¸a˜o do meio, sera´ de aproximadamente 18% e e´ obtida quando e´ gerada em me´dia
uma trama em dois frame time. Como e´ previs´ıvel um aumento de tra´fego numa rede deste
tipo, leva a um ra´pido aumento do nu´mero de coliso˜es e consequente decre´scimo da taxa de
transmissa˜o.
Bob Metcalfe percebeu que poderia melhorar este mecanismo de acesso ao meio atrave´s de
uma detec¸a˜o pre´via do estado do canal por parte dos terminais (Carrier Sense), diminuindo
assim o nu´mero de coliso˜es. Foi ainda adicionada a funcionalidade de Collision Detection
que permite a detec¸a˜o de coliso˜es, antes das tramas serem totalmente enviadas, ou recebidas.
Assim aparece o Carrier Sense Multiple Acess with Collision Detection (CSMA/CD), o me-
canismo de acesso ao meio tradicional da Ethernet, que possibilita taxas de transfereˆncia por
frame time pro´ximas de 100% [19, pa´g 251-252] [20].
A primeira experieˆncia ocorre no final de 1972 na Xerox PARC e regista uma taxa de
transmissa˜o de 2,94 Mbps. E´ a seguir a esta experieˆncia que Bob decide mudar o nome da
tecnologia de ’Alto Aloha Network’ para ’Ethernet’ deixando claro que a tecnologia poderia
ser usada por qualquer computador e na˜o apenas pelos computadores da Xerox Parc. O
prefixo ’Ether’ prove´m da analogia percecionada por Bob Metcalfe entre o cabo Ethernet,
que e´ partilhado por todos os terminais, e o e´ter lumin´ıfero que se pensava ser o meio comum
de propagac¸a˜o das ondas eletromagne´ticas.
Em julho de 1976 Bob Metcalfe e David Boggs publicam Ethernet: Distributed Packet
Switching for Local Computer Networks no Communications of the Association for Computing
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Machinery (CACM) e no final de 1977 juntamente com Charles P. Tracker e Butler W.
Lampson recebem a patente Norte Americana nu´mero 4,063,220 pelo seu trabalho Multipoint
Data Communication System With Collision Detection. Foi a oficializac¸a˜o do Ethernet.
2.1.2 CSMA/CD
Uma rede de telecomunicac¸o˜es que usa um meio de comunicac¸a˜o partilhado por todos
os terminais, necessita obrigatoriamente de possuir um mecanismo que regule o acesso ao
meio. A figura (2.3) mostra uma arquitetura de rede Ethernet usando uma impressora e um
servidor, partilhados por quatro terminais.
Figura 2.3: Rede Ethernet
Com o uso do protocolo CSMA/CD a gesta˜o do acesso ao meio e´ distribu´ıda por todos
os seus terminais. Todos os computadores recebem toda a informac¸a˜o que atravessa a rede,
contudo apenas processam esta se lhes for dirigida. Sabem que lhes e´ dirigida atrave´s da
comparac¸a˜o do seu enderec¸o com o enderec¸o destino da trama. Quando um terminal quer
enviar informac¸a˜o, a primeira ac¸a˜o que toma e´ escutar o meio (Carrier Sense), contudo este
protocolo de escuta pode ter algumas variac¸o˜es. Quando o protocolo e´ 1-persistente, o termi-
nal apo´s detetar o meio ocupado, escuta este constantemente ate´ o detetar livre, e apo´s isto
envia a sua trama imediatamente (com probabilidade de 1). No caso de protocolos de escuta
p-persistentes, o terminal apo´s detetar o meio livre, envia a sua trama com uma probabili-
dade de p e atrasa o envio desta para o pro´ximo intervalo de tempo com uma probabilidade
de 1-p. Para ale´m destes existe ainda o protocolo de Carrier Sense na˜o-persistente, neste
caso quando o terminal deteta o meio ocupado apo´s uma primeira escuta pontual, espera um
tempo aleato´rio ate´ voltar a efetuar uma nova escuta pontual. Em [19, pa´g 251-252] pode
ser encontrada comparac¸o˜es de eficieˆncia entre a tecnologia Aloha e a tecnologia CSMA com
diferentes valores da persisteˆncia p. O mecanismo de Carrier Sense 0.01-persistente foi o
que apresentou melhores resultados, com uma eficieˆncia pro´xima de 100% para valores de G
superiores a 3, ou seja mais de 3 tramas geradas num frame time.
Como o tempo de transmissa˜o de uma trama na˜o e´ nulo e existe uma considera´vel distancia
entre os terminais da rede, existe ainda a possibilidade de ocorrer uma colisa˜o, ao fim da
transmissa˜o ser iniciada. A colisa˜o e´ detetada por parte do terminal emissor, se este verificar
que a informac¸a˜o que esta´ no meio na˜o corresponde a` trama que esta´ a enviar. Apo´s a detec¸a˜o
de colisa˜o, o terminal emissor aborta o envio da trama, envia uma sinal jam para que todos
os terminais saibam que ocorreu uma colisa˜o, e espera um tempo aleato´rio ate´ retransmitir
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a informac¸a˜o, definido por um algoritmo de recuo bina´rio truncado2. O sinal de jam enviado
pelo terminal emissor e´ um sinal de 32 bits, que pode assumir alguns padro˜es diferentes e
tem como objetivo garantir que todos os terminais descartara˜o a atual trama devido ao seu
campo Cyclic Check Sequence (CRC)3. Esta funcionalidade de Colision Detection permite
que todos os terminais detetem a colisa˜o ainda antes do final do envio da trama, havendo
assim uma poupanc¸a de tempo e largura de banda.
Para garantir que todas os terminais emissores detetam a colisa˜o e´ necessa´rio que o tempo
mı´nimo de transmissa˜o de uma trama seja maior que o roun-trip delay, sendo este, duas
vezes o tempo que uma trama demora a efetuar o percurso mais longo da rede (entre os dois
terminais mais afastadas). E´ esta dependeˆncia que restringe a distancia ma´xima da rede e o
tamanho mı´nimo das tramas para uma dada taxa de transmissa˜o (slot time).
Terminal escuta o meio
O meio 
encontra-se 
livre?
Envio da trama
sim
Colisão 
detectada?
Envio da trama 
com sucesso
não
não
Envio do sinal de jam
sim
Incremento do contador 
de tentativas
Número de 
tentativas superior a 
15?
Trama descartada
sim
Terminal aguarda um 
tempo aleatório
não
Figura 2.4: CSMA/CD
Quando acontecem 16 coliso˜es consecutivas para a mesma transmissa˜o, a trama e´ descar-
tada. Isto pode acontecer se a rede estiver sobrecarregada por um considera´vel intervalo de
tempo. No caso de na˜o ocorrer colisa˜o e a transmissa˜o ser efetuada com sucesso, e´ forc¸ado
um intervalo mı´nimo de tempo para ser iniciada uma nova transmissa˜o, o Inter Frame Spa-
cing (IFS), este tempo e´ necessa´rio para que as placas de rede retornem ao seu estado inicial,
e permite um justo acesso ao meio, ja´ que impossibilita que um terminal envie tramas de
forma cont´ınua [21, pa´g 402]. A figura (2.4) ilustra o diagrama de operac¸o˜es do protocolo
CSMA/CD.
Em [20] e´ provado que a eficieˆncia do CSMA/CD tende para 100% a` medida que o tamanho
das tramas usadas aumenta. Para esta prova, assume-se que o meio esta´ dividido em blocos
2Este algoritmo causa o efeito de captura de canal, e foi melhorado com o Institute of Electrical and
Electronics Engineers (IEEE) 802.3w, contudo a alterac¸a˜o na˜o chegou a ser completamente implementada [17,
pa´g 67-70].
3O CRC sera´ descrito mais tarde.
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de tempo e que uma trama demora k blocos para ser transmitida4. Assim a eficieˆncia e´ dada
por,
Sth =
k
k + x
. (2.3)
A varia´vel x representa o nu´mero esperado de blocos de tempo na˜o usados na transmissa˜o
de uma trama. Sendo Y uma varia´vel aleato´ria, que representa o nu´mero de blocos necessa´rio
para transmitir uma trama com sucesso,
P (Y = m) = β(1− β)m−1 (2.4)
Onde β representa a probabilidade de sucesso para um bloco de tempo. Neste caso a
sequeˆncia de probabilidades de P (Y = m) sera´ uma progressa˜o geome´trica. Assumindo que
N representa o nu´mero de terminais da rede e p representa a probabilidade de cada terminal
iniciar uma transmissa˜o num dado bloco de tempo,
β = Np(1− p)N−1. (2.5)
Visto a varia´vel aleato´ria Y possuir uma distribuic¸a˜o geome´trica, o seu valor esperado
sera´,
E[Y ] =
∞∑
m=0
mβ(1− β)m−1 = β
1− β
∞∑
m=0
m(1− β)m = β
1− β
1− β
β2
=
1
β
. (2.6)
Definindo X como a varia´vel aleato´ria que representa o nu´mero consecutivo de slots des-
perdic¸ados, o valor me´dio de X sera´,
E[X] = x = E[Y ]− 1 = 1− β
β
=
1−Np(1− p)N−1
Np(1− p)N−1 (2.7)
Logo a eficieˆncia da transmissa˜o fica:
Sth =
k
k + x
=
k
k +
1−Np(1− p)N−1
Np(1− p)N−1
(2.8)
Aumentar a eficieˆncia equivale a minimizar x, e consequentemente aumentar β, ou seja,
a probabilidade de sucesso para um bloco de tempo. Igualando a zero a derivada de β em
ordem a p:
∂β
∂p
= N(1− p)N−1 − Np(1− p)
N−1(N − 1)
1− p = 0 (2.9)
A equac¸a˜o(2.9) indica que o ma´ximo de de β acontece quando p =
1
N
. Sabendo que
(1− 1
N − 1)
N−1 tende para
1
e
, quando N −→∞, a taxa de transfereˆncia fica:
Sth =
k
k + e− 1 (2.10)
4Note-se que esta prova usa novos paraˆmetros independentes dos usados em 2.1.1.
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A eficieˆncia aproxima-se de 100% a` medida que k →∞, ou seja a` medida que uma trama
necessita de mais blocos de tempo para ser transmitida. Para aplicar o resultado obtido,
assume-se k como o tempo de transmissa˜o de 1 byte, e desta forma, obte´m-se uma eficieˆncia
ma´xima de 99,9% para as tramas Ethernet II de tamanho ma´ximo (1500 bytes de dados), e
uma eficieˆncia mı´nima de 97,4% para as tramas de tamanho mı´nimo (46 bytes de dados).
2.1.3 Normas Ethernet
Em 1983 o IEEE publica a norma IEEE 802.3, com o t´ıtulo Carrier Sense Multiple Access
with Collision Detection (CSMA/CD) Access Method and Physical Layer Specifications [22,
pa´g 48]. Desde esse evento ate´ aos dias de hoje a tecnologia sofreu considera´veis alterac¸o˜es,
que foram traduzidas em expanso˜es da norma original 802.3. A tabela que segue salienta
algumas expanso˜es da norma.
Ano Norma Meio f´ısico Taxa de
transmissa˜o
10Base5 1983 802.3 Cabo coaxial grosso 10 Mbps
10Base2 1985 802.3a Cabo coaxial fino 10 Mbps
10BaseT 1990 802.3i Pares de cobre 10 Mbps
100BaseT 1995 802.3u Pares de cobre 100 Mbps
1000BaseT 1999 802.3ab Pares de cobre 1 Gbps
Tabela 2.1: Normas Ethernet
A primeira coluna da tabela (2.1) indica o nome comum usado para definir as normas,
e indica algumas das caracter´ısticas f´ısicas da tecnologia. O primeiro nu´mero define a taxa
ma´xima de transmissa˜o em Mega bits por segundo, Base indica que a a frequeˆncia de operac¸a˜o
se encontra em banda base, e o ultimo algarismo, no caso de ser um algarismo, indica o
comprimento ma´ximo de um segmento da rede usado como meio de transmissa˜o, o cabo
coaxial (5 indica 500 m), no caso de ser uma letra indica o meio de transmissa˜o (T significa
twisted pair).
O 10Base5 usa segmentos de cabo coaxial, com comprimentos ma´ximos de 500 m. Visto
apenas permitir o uso de 4 hubs/repetidores, a extensa˜o ma´xima da rede atinge os 2500 m.
O round-trip delay e´ de 51,2 µs, usando tramas com tamanho mı´nimo de 512 bits [23]. Nesta
norma e´ necessa´rio o uso de um transceiver para ligar os terminais ao cabo coaxial partilhado.
A norma 10Base2 dispensa o uso do transceiver e assim o cabo coaxial pode ser direta-
mente ligado aos terminais atrave´s de um Bayonet Neill-Concelman (BNC). Neste caso o
comprimento ma´ximo dos canais coaxiais e´ reduzido de 500 m para 185 m.
Na norma 10BaseT e´ usado um cabo Unshielded Twisted Pair (UTP) e conectores RJ-45.
Nesta norma os terminais encontram-se, geralmente, ligados diretamente a hubs, este facto
na˜o acarreta mudanc¸as ao n´ıvel do funcionamento da rede. O hub e´ um dispositivo com
mu´ltiplas portas que opera apenas no n´ıvel f´ısico. Recebe uma trama atrave´s de uma porta
e reencaminha-a para todas as outras portas. O sinal recebido para ale´m de repetido sofre
tambe´m uma regenerac¸a˜o. Com a utilizac¸a˜o de hubs o domı´nio de colisa˜o continua inalterado.
Antes de surgir o Fast Ethernet, assistiu-se a` introduc¸a˜o no mercado de bridges/switchs5,
que levaram a uma significativa mudanc¸a na topologia lo´gica das redes. Tambe´m a introduc¸a˜o
5Os equipamentos switchs sera˜o abordados mais tarde.
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do modo de operac¸a˜o full-duplex acarretou algumas alterac¸o˜es ao funcionamento do Ethernet.
Neste modo de operac¸a˜o e´ poss´ıvel estabelecer ligac¸o˜es ponto-a-ponto entre dois terminais,
aumentando a largura de banda agregada da comunicac¸a˜o para o dobro, ja´ que cada terminal
pode enviar e receber tramas simultaneamente
No Fast Ethernet ou 100BaseT a extensa˜o ma´xima do cabo foi diminu´ıda para 100 m e
foi adicionada a` tecnologia a funcionalidade de autonegotiation. Esta funcionalidade permite
a adaptac¸a˜o automa´tica dos terminais, a` ma´xima taxa de transmissa˜o que ambas suportam.
A Gigabit Ethernet ou 1000BaseT foi sobretudo desenhada para operar nas redes de trans-
porte em modo full-duplex, na˜o ficando assim sujeita a`s restric¸o˜es provenientes do protocolo
CSMA/CD. O uso desta tecnologia sobre fibra o´tica (1000Base-LX ou 1000Base-SX) limita a
funcionalidade de autonegotiation a negociar apenas entre configurac¸o˜es de funcionamento [17,
pa´g 85-96].
2.1.4 OSI
A tecnologia Ethernet opera sobre as duas camadas OSI mais baixas, a camada f´ısica e a
camada de ligac¸a˜o. E subdivide estas em treˆs subcamadas: f´ısica, controlo de acesso ao meio
e controlo das ligac¸o˜es lo´gicas. A figura seguinte representa esta divisa˜o.
Aplicação
Apresentação
Sessão
Transporte
Rede
Ligação
Física
Camadas OSI 
de referência
LLC
MAC
Física
Camadas OSI 
de referência
Figura 2.5: Camadas de referencia Ethernet
A subcamada f´ısica define a cablagem e os sinais ele´tricos, sendo responsa´vel pela trans-
missa˜o e recec¸a˜o dos sinais da rede. Estas funcionalidades aparecem implementadas na placa
de rede ou Network Interface Controller (NIC). Cada placa de rede possui um enderec¸o Media
Acess Control (MAC) de 6 bytes.
A subcamada MAC define as func¸o˜es de troca de informac¸a˜o e detec¸a˜o de erros, e e´
independente do meio f´ısico. As principais func¸o˜es desta subcamada sa˜o o encapsulamento
de informac¸a˜o, construc¸a˜o das tramas a enviar, detec¸a˜o de erros nas tramas recebidas e
controlo de acesso atrave´s do protocolo CSMA/CD. Por fim, a subcamada Logical Link
Control (LLC) e´ responsa´vel pela comunicac¸a˜o entre a camada MAC e as camadas superiores
e engloba mecanismos de controlo, tal como o Destination Service Access Point (DSAP) que
identifica o servic¸o no terminal destino da trama, o Source Service Access Point (SSAP) que
identifica o servic¸o no terminal origem da trama e o CTL [23] que e´ um byte de controlo.
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2.1.5 Trama
Nesta tecnologia a informac¸a˜o trocada esta´ organizada na forma de tramas. A figura (2.6)
representa as duas tramas mais usadas na tecnologia Ethernet. Note-se que o facto, da trama
IEEE 802.3 representar uma norma impo˜e o fabrico de equipamentos compat´ıveis com esta,
e torna a versa˜o Ethernet II uma opc¸a˜o [22, pa´g 156].
DA SA Tipo Dados FCS
             7+1 Bytes    6 Bytes             6 Bytes            2 Bytes                                            46-1500 Bytes                                      4 Bytes
Preâmbulo DA SA Tamanho FCS
             7+1 Bytes        6 Bytes             6 Bytes            2 Bytes        1 Byte    1 Byte    1 Byte                43-1497 Bytes               4 Bytes
Ethernet II
IEEE 802.3
DSAP SSAP CTL DadosSFD
Preâmbulo SFD
Figura 2.6: Tramas Ethernet
O campo do preaˆmbulo consiste em sete bytes, que conteˆm bits 1s e 0s alternados, com o
objetivo de anunciar que sera´ transmitida uma trama, permitindo aos recetores sincronizarem-
se. O campo Start Of Frame aparece no final do preaˆmbulo e consiste num byte com a
sequeˆncia 10101011 que marca o inicio da trama [22, pa´g 156].
O Destination Address (DA) e Source Adress (SA) sa˜o os enderec¸os f´ısicos ou enderec¸os
MAC dos terminais da rede. Possuem 6 bytes e quem atribui os enderec¸os MAC aos equi-
pamentos sa˜o os seus fabricantes, sendo estes enderec¸os u´nicos. Para organizar esta distri-
buic¸a˜o de enderec¸os, o IEEE-Standards Association (IEEE-SA) atribui a cada empresa um
Organizationally Unique Identifier (OUI), que corresponde aos treˆs bytes mais significativos
do enderec¸o.
Uma assinala´vel diferenc¸a entre estas duas tramas reside no campo que segue o SA. En-
quanto que na trama Ethernet II, este campo possu´ı um valor superior a 1500 e representa o
protocolo e camada OSI treˆs ao qual o campo de dados pertence, na trama IEEE 802.3 possu´ı
um valor inferior a 1500, e indica o tamanho do campo de dados em bytes. A seguir a este
campo a trama IEEE 802.3 implementa as func¸o˜es LLC, ja´ referidas anteriormente, atrave´s
dos campos DSAP, SSAP e CTL.
O campo de dados conte´m a payload , ou seja a informac¸a˜o fundamental que se pretende
enviar e o seu tamanho pode variar entre 46 a 1500 ou 1497 bytes. O tamanho mı´nimo de 46
bytes juntamente com a distancia mı´nima entre quaisquer dois terminais, assegura a detec¸a˜o
de coliso˜es. Se a carga a transportar for menor que 46 bytes, enta˜o o campo e´ preenchido
com bits de padding ate´ atingir os 46 bytes.
O Frame Check Sequence (FCS) e´ o ultimo campo e garante a integridade de toda trama,
atrave´s do seu CRC que e´ um nu´mero u´nico gerado por um algoritmo polinomial que usa
todos os bits da trama. Se o CRC na˜o estiver correto a trama conte´m anomalias, pelo que
sera´ descartada.
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2.2 Switched Ethernet
A massificac¸a˜o do uso das primeiras tecnologias Ethernet a 10 Mbps rapidamente fez
baixar os custos dos equipamentos e aumentar a necessidade de largura de banda, o que
levou fabricantes de equipamentos a procurar soluc¸o˜es que colmatassem esta necessidade.
Assim, apareceram as bridges. Estas permitiam ligac¸o˜es lo´gicas independentes entre diferentes
segmentos da rede, funcionando cada segmento como uma ligac¸a˜o Ethernet independente, com
um domı´nio de colisa˜o pro´prio.
As bridges, apesar de satisfazerem as referidas necessidades das redes Ethernet, possu´ıam
alguma limitac¸o˜es, das quais se salienta a impossibilidade de reencaminhar mais que uma
trama em simultaˆneo e a limitac¸a˜o do nu´mero de portas do dispositivo. Estas limitac¸o˜es
resultavam do facto da bridges operar sobretudo no domı´nio do software. Mais tarde sa˜o
introduzidos os Intelligent Switching Hub, que ja´ permitem o reencaminhamento de mais que
uma trama em simultaˆneo (parallel switching) [24, pa´g 131] e e´ aqui que se assiste a` mudanc¸a
de termo bridge para switch. Uma das empresas que mais contribuiu para esta mudanc¸a foi
a Kalpana (mais tarde adquirida pela CISCO) no inicio dos anos 90 [25, pa´g 130].
A figura (2.7) mostra a arquitetura de rede Switched Ethernet. Embora a utilizac¸a˜o do
hub apresente ligac¸o˜es f´ısicas semelhantes, o swicth garante ligac¸o˜es dedicadas a cada terminal
tambe´m ao n´ıvel lo´gico, o que na˜o acontece nos hubs.
Figura 2.7: Switched Ethernet
2.2.1 Funcionamento do swicth
O switch, tal como o hub possui mu´ltiplas portas, contudo opera na camada de ligac¸a˜o
(segunda camada OSI). Funciona registando os enderec¸os MAC alcanc¸a´veis por cada uma das
suas portas numa tabela de encaminhamento. Quando um switch recebe uma trama numa
porta de entrada, regista na sua tabela de encaminhamento a porta que recebeu a trama e o
enderec¸o MAC origem da trama e procura o enderec¸o MAC destino da trama na sua tabela.
Se o enderec¸o MAC destino da trama existe na tabela de encaminhamento, o switch envia a
trama pela porta associada a esse enderec¸o de destino (mecanismo de forwarding). No caso
de o enderec¸o destino da trama na˜o constar na tabela de encaminhamento, o switch envia
a trama por todas as portas, exceto pela porta pela qual a trama foi recebida (mecanismo
de flooding). A imagem (2.8) ilustra o envio de uma trama P do terminal 1 para o terminal
2, e consequente trama de resposta R do terminal 2 para o terminal 1. Observe-se o facto
de inicialmente os switchs na˜o possu´ırem informac¸o˜es sobre nenhum dos terminais nas suas
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tabelas de encaminhamento.
1 2 3
Switch 1
1 2 3
Switch 2
Estação 2Estação 1
P (DA = Estação 2)
Aprende o 
endereço da 
estação 1 a partir 
do endereço de 
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Flooding de P
Switch 1 aprende 
o endereço da 
estação 1
Flooding de P
R 
(DA = Estação 1)
Switch 2 aprende 
o endereço da 
estação 2 a partir 
do endereço de 
origem R
Forwarding de R
Forwarding de R
Switch 1 aprende 
o endereço da 
estação 2
Figura 2.8: Operac¸o˜es de Switching. E´ ilustrado o envio de uma trama P do terminal 1
para o terminal 2, e consequente trama de resposta R do terminal 2 para o terminal 1.
Inicialmente os switchs na˜o possuem informac¸o˜es sobre nenhum dos terminais nas suas tabelas
de encaminhamento, desta forma a trama P e´ encaminhada atrave´s de mecanismos de flooding.
A` medida que P e´ reencaminhada os switchs adquirem informac¸a˜o sobre a localizac¸a˜o do
terminal 1. Este mecanismo de aprendizagem leva a que o posterior encaminhamento da
trama R, seja efetuado atrave´s de forwardings.
2.2.2 Switchs
O facto do switch efetuar operac¸o˜es no domı´nio do hardware, leva a que este apresente na-
turais vantagens sobre a bridge. Geralmente o switch tem um maior nu´mero de portas e logo
um custo por porta inferior, possui taxas de transfereˆncia mais elevadas, atrasos inferiores e
ainda possibilita parallel switching [25, pa´g 137]. A performance do switching por software
depende do nu´mero de portas por micro-processador, da frequeˆncia de processamento e da
qualidade do co´digo. Devido a`s limitac¸o˜es de processamento de tramas por segundo o swit-
ching por software limita o nu´mero de portas entre 6 a 8 [25, pa´g 140]. A vantagem obvia
deste tipo de operac¸a˜o reside na facilidade de efetuar alterac¸o˜es/atualizac¸o˜es no dispositivo
atrave´s de software.
O switching por hardware pode ser efetuado atrave´s de um processador indiferenciado ou
atrave´s de Application Specific Integrated Circuitss (ASICs). Os ASICs sa˜o chips desenha-
dos para efetuar as operac¸o˜es pretendidas em hardware e esta˜o aptos a processar tramas a`
taxa ma´xima a que sa˜o transmitidas na rede [25, pa´g 141]. Embora o seu desenvolvimento
seja dispendioso, a produc¸a˜o destes chips em massa torna-os econo´micos e apelativos para o
mercado. Sa˜o produzidos, geralmente, em duas etapas, na primeira o co´digo que se pretende
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implementar e´ integrado num Field Programmable Gate Array (FPGA), e apo´s a otimizac¸a˜o
do co´digo, os FPGAs sa˜o substitu´ıdos por ASICs. A produc¸a˜o destes chips acarreta um ele-
vado risco para os fabricantes e o modo de fabrico varia entre o uso de um ASIC por porta
ou um ASIC u´nico central. Comparativamente ao switching usando um processador indife-
renciado, o uso de ASICs fundamentalmente, aumenta a taxa de transmissa˜o e o Mean Time
Between Failure (MTBF), porque reduz o nu´mero de componentes em hardware do switch.
As desvantagens sa˜o o custo, o risco de produc¸a˜o e a dificuldade em implementar modificac¸o˜es
no modo de operac¸a˜o.
Os switchs podem tambe´m ser classificados quanto ao modo de funcionamento, em cut-
through switchs ou store-and-forward switchs. A diferenc¸a reside no facto dos cut-through
iniciarem o reencaminhamento da trama apo´s terem recebido os seis bytes correspondentes
ao DA, enquanto os store-and-forward apenas reenviarem a trama apo´s a terem recebido na
totalidade. Naturalmente os primeiros apresentam uma maior taxa de reencaminhamento,
contudo na˜o efetuam uma filtragem total, podendo reencaminhar tramas com erros, des-
perdic¸ando largura de banda e prejudicando o desempenho da rede. Uma das soluc¸o˜es utiliza-
das para resolver este problema, e´ avaliar a validade da trama, enquanto esta´ a ser transmitida
e no caso de uma elevada quantidade de tramas provenientes da mesma porta conterem erros,
o switch bloqueia a porta ou altera o modo de operac¸a˜o da porta para store-and-forward [25,
pa´g 144-145].
Outra classificac¸a˜o, que pode ser usada para caraterizar os switchs, relaciona estes com a
camada OSI ou o protocolo da camada OSI, em que operam. Existem os Sinlge MAC layer
switchs, que operam apenas numa tecnologia da segunda camada OSI, tal como os Ethernet
switchs, Token Ring switchs, ou FDDI switchs. Os Multiple MAC layer switches, que operam
com tecnologias diferentes dentro da segunda camada OSI e no caso de reencaminharem
uma trama para uma porta com tecnologia diferente da porta origem, efetuam a conversa˜o
da trama6. Por fim existem ainda os Multilayer switchs, que operam na segunda e terceira
camada do modelo OSI, sa˜o assim a junc¸a˜o de um swicth e um router. Dentro da mesma rede
Ethernet efetuam o reencaminhamento atrave´s do seu enderec¸o de camada dois do modelo
OSI e quando o pacote tem como destino um terminal fora da rede, o reencaminhamento e´
efetuado com base no enderec¸o de terceira camada, geralmente IP.
2.2.3 Full-Duplex
O modo de operac¸a˜o em full-duplex e´ apenas poss´ıvel em ligac¸o˜es ponto-a-ponto, ja´ que
ambos os terminais necessitam de enviar e receber tramas simultaneamente. Neste cena´rio
as ligac¸o˜es sa˜o dedicadas e o conceito de domı´nio de coliso˜es deixa de fazer sentido, ja´ que
as coliso˜es deixam de existir, o que torna desnecessa´rio o uso do protocolo CSMA/CD. A
capacidade total agregada da comunicac¸a˜o passa a ser o dobro da prevista na norma da
tecnologia. A figura (2.9) mostra a ligac¸a˜o f´ısica entre os terminais de recec¸a˜o e envio Ethernet,
de modo a ser poss´ıvel a operac¸a˜o em full-duplex :
Neste modo de operac¸a˜o o comprimento ma´ximo de uma ligac¸a˜o deixa de ser limitado pelos
requisitos de tempo (round trip delay) presentes na Ethernet em meio partilhado. Assim o
comprimento das ligac¸o˜es e´ apenas limitado pelas capacidades do meio f´ısico, o que representa
uma vantagem importante no uso de fibra o´tica como meio f´ısico
O full-duplex encontra-se especificado na norma 802.3x aprovada em marc¸o de 1997 e, para
6As bridges com esta funcionalidade sa˜o apelidadas de translating bridges [24, pa´g 127-128]
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Figura 2.9: Ligac¸a˜o em full-duplex
ale´m de descrever o modo de funcionamento, aborda tambe´m os mecanismos de controlo de
ligac¸o˜es MAC Control e PAUSE. Apesar do protocolo CSMA/CD na˜o ser usado, os terminais
continuam a cumprir o tempo de IFS entre transmisso˜es, pelo mesmo motivo que era usado
na primeira Ethernet, devido a` eletro´nica usada.
Embora o uso de full-duplex tenha a capacidade de dobrar a largura de banda das ligac¸o˜es
Ethernet, geralmente na˜o aumenta significativamente a performance de computadores pes-
soais, ja´ que a maior parte dos protocolos de redes esta˜o desenhados de modo a enviar in-
formac¸a˜o e esperar por um sinal de reconhecimento [17]. Isto leva a comunicac¸o˜es com tra´fego
assime´trico onde quase toda a informac¸a˜o e´ enviada por um canal, e o outro limita-se a trans-
portar pouco mais que sinais de reconhecimento. Contudo, esta funcionalidade e´ bastante u´til
quando aplicada numa rede de transporte, ja´ que neste caso a rede agrega va´rias comunicac¸o˜es
e o tra´fego transportado e´ bastante mais sime´trico e homoge´neo.
Relativamente a` configurac¸a˜o dos terminais para operar em full-duplex, e´ aconselha´vel que
estes usem sempre que poss´ıvel a funcionalidade de autonegotiation7 para este fim. Em [17,
pa´g 80] sa˜o abordadas algumas questo˜es relativas a` configurac¸a˜o desta funcionalidade.
2.2.4 Controlo de fluxos
O MAC Control Protocol, presente na norma IEEE 802.3x [26], e´ responsa´vel pelo controlo
em tempo real dos fluxos de tra´fego sendo um dos seus objetivos evitar congestionamentos na
rede. Este protocolo atua atrave´s do uso de tramas de controlo, que sa˜o caraterizadas pelo
valor 0x8808 em hexadecimal, no campo ”tipo”da trama. Um terminal ao receber uma trama
que contenha 0x8808 no campo tipo, vai procurar o co´digo da operac¸a˜o a efetuar, contido
no campo de dados. Se o campo tipo na˜o contiver este valor, a trama e´ reencaminhada
normalmente. Os opcodes (operational codes) localizam-se nos primeiros dois bytes do campo
de dados, no entanto o campo necessita de cumprir o comprimento mı´nimo de 46 bytes [17,
pa´g 83-84].
Full-Duplex
A PAUSE e´ uma trama de controlo importante que esta´ presente no MAC Control Protocol
e tem como func¸a˜o pausar a transmissa˜o de um terminal, por um tempo determinado, sendo
apenas usada em cena´rios de full-duplex Switched Ethernet. O conceito de funcionamento e´
7Esta funcionalidade sera´ abordada mais tarde.
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simples, apo´s ser detetado um congestionamento no terminal receptor, este envia uma trama
de controlo com o comando PAUSE, para o terminal emissor.
O opcode do comando PAUSE e´ o 0x0001 e o campo DA da trama de controlo conte´m
o enderec¸o multicast reservado 01-80-C2-00-00-01. Este enderec¸o foi selecionado dentro de
uma gama de enderec¸os reservados na norma IEEE 802.3D (Spanning Tree), que especifica
operac¸o˜es com switchs. Desta maneira, o enderec¸o na˜o sera´ interpretado como multicast
por parte do swicth. Uma trama PAUSE para ale´m do opcode respetivo, conte´m tambe´m o
per´ıodo da pausa que esta´ a pedir. Este tempo e´ medido em quantidades de pausa (quanta)
onde cada unidade e´ igual ao tempo de propagac¸a˜o de 512 bits. A gama de valores varia entre
0 e 65.535 unidades, ja´ que usa 2 bytes do campo de dados [17]. A imagem (2.10) ilustra
a trama PAUSE. Apesar do terminal que recebe esta trama inibir as suas transmisso˜es num
dado per´ıodo de tempo, esta pode ainda enviar tramas de controlo PAUSE caso tambe´m sofra
um congestionamento [17].
PAUSE Opcode (0x001) + pause time (2Bytes) + padding
Preâmbulo DA SA Tipo FCS
       8 Bytes    6 Bytes             6 Bytes            2 Bytes                                            46-1500 Bytes                                      4 Bytes
Dados
PAUSE DA
01-08-C2-00-00-01
MAC Control
0x8808
Figura 2.10: Trama PAUSE
Half-Duplex
No caso de uma rede half-duplex Switched Ethernet, ou mais especificamente no caso de
portas switch a operarem em half-duplex, na˜o existe o mecanismo de PAUSE, ja´ que este e´
apenas usado em ligac¸o˜es ponto-a-ponto. Desta forma o controlo de fluxos sera´ efetuado com
recurso a funcionalidades do protocolo CSMA/CD. Existem dois mecanismos para controlo de
fluxos em half-duplex, o Backpressure Flow Control e o Carrier Extension Flow Control [27,
pa´g 186-191].
Backpressure Flow Control:
Quando o congestionamento ocorre numa porta de entrada de um switch a porta induz
uma colisa˜o, o que leva os terminais emissores a abortar o envio e esperar um tempo de backoff
ate´ tentarem retransmitir novamente. Se ocorrer um novo congestionamento o mecanismo
repete-se. Se o congestionamento ocorrer numa porta de sa´ıda do switch, as portas de entrada
ao verificarem que o enderec¸o de destino das tramas que esta˜o a receber esta´ associado ao
porto congestionado, va˜o sinalizar coliso˜es nas tramas destinadas a` porta congestionada. O
terminais emissores esperara˜o um tempo de backoff ate´ tentarem reenviar as tramas. Se for
detetado novo congestionamento, o me´todo repete-se.
Neste me´todo o tempo de backoff pode aumentar exponencialmente com o aumento do
nu´mero coliso˜es de acordo com o algoritmo de recuo bina´rio exponencial truncado. Isto leva
a per´ıodos, de menor congestionamento onde os terminais na˜o podem enviar tramas devido
ao elevado tempo de backoff. No caso de serem induzidas 16 coliso˜es, a trama e´ descartada,
20
o que acarreta consequeˆncias mais nefastas para o desempenho da rede.
Carrier Extension Flow Control:
Neste me´todo o switch informa os terminais de congestionamento nas comunicac¸o˜es,
atrave´s da sinalizac¸a˜o do meio como ocupado. Cada terminal antes de enviar uma trama,
verificara´ se o meio esta´ ocupado atrave´s do seu mecanismo de Carrier Sense. Este me´todo
na˜o necessita de forc¸ar coliso˜es, pelo que se evita o problema dos tempos de backoff [27, pa´g
190].
Bloqueio Head-of-Line
O recurso a mecanismos de controlo de fluxos ao mesmo tempo que diminui o conges-
tionamento de uma rede, tambe´m agrava o problema conhecido como Head-of-Line Bloc-
king (HOL Blocking) [27, pa´g 188]. A imagem (2.11) ilustra este problema.
A
B
C
D
E
F
G
H
  f,f,f
e,e,f
  f,f,f
  f,h,f
Figura 2.11: Head-of-Line Blocking
A porta (de sa´ıda) F esta´ congestionada, pelo que todos as portas de entrada que possuem
tramas destinadas a` porta F va˜o acionar os mecanismos de controlo descritos anteriormente.
Contudo algumas das portas de entrada possuem tramas destinadas a portas de sa´ıda livres
que tambe´m na˜o podera˜o ser enviadas. Por exemplo o envio de tramas destinadas a` portas
livres E e H pelas portas A e D, respetivamente, tambe´m sofrera´ atrasos de transmissa˜o devido
ao congestionamento da porta F. Este tipo de bloqueio prejudica bastante o desempenho da
rede.
2.2.5 Auto-Negotiation
A funcionalidade de autonegotiation tem como principal objetivo o reconhecimento au-
toma´tico da taxa ma´xima de transmissa˜o a que os terminais de uma ligac¸a˜o Ethernet operam,
assim e´ poss´ıvel sincronizar ambos os terminais para funcionar a` mesma taxa de transmissa˜o.
Ale´m desta func¸a˜o a autonegotiation implementa tambe´m outros mecanismos, tal como o
reconhecimento do modo de operac¸a˜o em half-duplex ou full-duplex, ou a indicac¸a˜o de falhas.
A funcionalidade foi publicada pela primeira vez em 1995 como parte da norma 802.3u que
define o Fast Ethernet. A tecnologia teve como destino as tecnologias Ethernet sobre pares de
cobre, pelo que nas atuais implementac¸o˜es sobre fibra o´tica a funcionalidade, quando usada,
apenas implementa parte das suas funcionalidades
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A autonegotiation atua apenas sobre ligac¸o˜es ponto-a-ponto e e´ iniciada imediatamente
apo´s ocorrer a ligac¸a˜o f´ısica, tendo prioridade sobre qualquer transmissa˜o de dados e sendo
independente de qualquer tecnologia Ethernet sobre cobre, ja´ que utiliza um sistema de sina-
lizac¸a˜o pro´prio [17, pa´g 85-96].
O sistema de sinalizac¸a˜o usa sinais Fast Link Pulse (FLP) baseados nos Normal Link
Pulse (NLP) que sa˜o usados na verificac¸a˜o da integridade da ligac¸a˜o, na tecnologia 10Base-T.
O sinal consiste no envio de 33 bits, onde os 17 bits ı´mpares conteˆm a informac¸a˜o de clock e
os 16 bits pares conteˆm dados. A figura que segue mostra os 16 bits de dados, numerados de
D0 a D15.
D0 D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15
Selector Field Tecnology Ability Field RF Ack NP
Figura 2.12: Mensagem de autonegotiation
O Seletor Field, ocupa os cinco bits mais significativos e representa a tecnologia LAN que e´
usada por aquele equipamento, tornando assim a funcionalidade apta a ser implementada em
outras tecnologias para ale´m do Ethernet. Os oito bits seguintes conteˆm o Tecnology Ability
Field e representam todas as tecnologias/funcionalidades que o dispositivo possui, tal como
full-duplex ou operac¸a˜o de PAUSE. A existeˆncia destas funcionalidades e´ assinalada atrave´s
da presenc¸a do n´ıvel lo´gico ’1’ no bit correspondente a` funcionalidade.
O bit D13 e´ o Remote Fault Indicator e tem como objetivo indicar uma falha na ligac¸a˜o.
Se por exemplo um dispositivo na˜o receber informac¸a˜o no seu Rx, envia o bit D13 a ’1’ para
relatar este evento. O bit D14 e´ o Acknowledge que e´ enviado quando a mensagem de 16
bits da autonegotiation e´ recebida corretamente treˆs vezes consecutivas. Esta implementac¸a˜o
visa diminuir poss´ıveis erros na mensagem de autonegotiation. Apo´s a recec¸a˜o deste sinal, a
autonegotiation esta´ completa. O ultimo bit e´ o Next Page e permite complementar a mensa-
gem atual com mensagens adicionais, podendo assim serem transmitidas outras informac¸o˜es
relativas a protocolos espec´ıficos do fabricante.
A tecnologia 10BaseT e outras mais antigas, que na˜o suportam FLP, interpretam a men-
sagem como uma mensagem NLP. E o dispositivo que suporta FLP identificara´ a tecnologia
de 10Base com quem esta´ a comunicar atrave´s do mecanismo de Parallel Detection. Este me-
canismo e´ ativado quando a funcionalidade de autonegotiation na˜o deteta FLPs provenientes
do terminal com que o primeiro se encontra a comunicar. O Parallel Detection garante assim
a interoperabilidade da autonegotiation com tecnologias mais antigas que 100BaseT.
2.2.6 Spanning Tree Protocol
Um dos fatores de avaliac¸a˜o de uma rede de telecomunicac¸o˜es, e´ a sua capacidade para
recuperar a falhas de forma auto´noma. Para que uma rede possa recuperar de poss´ıveis
cortes nas ligac¸o˜es ou avarias nos no´s, necessita de possuir uma configurac¸a˜o redundante,
onde existe mais do que um caminho para a mesma ligac¸a˜o entre dois terminais. Ao ser
usada uma configurac¸a˜o redundante numa rede Switched Ethernet, o problema imediato que
surge e´ o broadcast storm proveniente dos sucessivos floodings de tramas com enderec¸o de
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broadcast. Isto leva a um desperd´ıcio de recursos e decl´ınio de performance da rede, ja´ que e´
consumida largura da banda da rede por um tempo indefinido. Para resolver este problema, de
forma a garantir capacidade de restauro a` rede, a tecnologia Ethernet usa o me´todo Spanning
Tree Protocol (STP), onde atrave´s do encerramento de portas bridge8 e´ garantido apenas um
caminho de trabalho entre quaisquer dois terminais da rede.
Este mecanismo esta´ especificado na norma 802.1D do IEEE, e para ale´m dos requisitos
ja´ referidos anteriormente a norma possibilita ao administrador da rede a otimizac¸a˜o do
caminho de trabalho a usar. O mecanismo deve ser transparente para todos os terminais e
deve necessitar do mı´nimo de memo´ria e processamento por parte das bridges de modo a na˜o
prejudicar a performance da rede.
Funcionamento
A figura (2.13) tem como objetivo ilustrar o funcionamento do protocolo STP. Este
funcionamento pode ser dividido em treˆs etapas. Primeira etapa. O root bridge e´ escolhido
entre todas as bridges que pertencem a` rede, sendo esta a bridge que estara´ na raiz da
configurac¸a˜o de rede em a´rvore criada pelo protocolo. Se na˜o houver uma intervenc¸a˜o externa
por parte do administrador da rede, a bridge escolhida sera´ a que possuir o menor enderec¸o
MAC. Muitas vezes e´ aconselhado que o administrador defina a root bridge, ja´ que a esta tera´
uma posic¸a˜o central na arquitetura da rede [21, pa´g 551].
Porta Designada
Bridge ID: 34567:00:00:00:00:00:02
Bridge ID: 34567:00:00:00:00:00:03
Bridge Raiz
Bridge ID: 34567:00:00:00:00:00:01
Bridge A
2
1
Bridge C
Bridge B
1
2
1 2
Porta Raiz
Porta Raiz Porta Designada
Porta Designada Porta Bloqueada
Figura 2.13: Protocolo STP
Para escolher a root bridge, o administrador pode configurar os dois octetos mais signi-
8Nesta subsec¸a˜o e´ usado o termo bridge para manter a concordaˆncia com a bibliografia do tema e respetiva
norma definidora do STP.
23
ficativos da bridge ID, sendo o campo restante preenchido com o enderec¸o MAC da bridge.
Inicialmente todas as bridges assumem serem a root bridge e enta˜o enviam uma Bridge Pro-
tocol Data Unit (BPDU), com o seu enderec¸o para todas as suas portas. Apo´s as bridges
compararem os enderec¸os recebidos com o seu pro´prio enderec¸o, assumem que a root bridge
e´ a que possui um enderec¸o mais baixo. Apo´s todas reconhecerem a mesma bridge como root
termina a primeira etapa. Neste caso a root bridge sera´ A.
Segunda etapa. Agora cada bridge na˜o raiz vai usar o algoritmo de Bellman-Ford [23],
ass´ıncrono e distribu´ıdo para calcular qual a bridge vizinha no percurso de custo mı´nimo para a
root bridge. O conjunto dos percursos de custo mı´nimo definira˜o a estrutura da Spanning Tree.
Cada bridge tera´ assim uma root port, que e´ responsa´vel pelo envio/recec¸a˜o de informac¸a˜o
proveniente da root bridge. As restantes portas da rede pertencentes ao conjunto dos percursos
mı´nimos, mas que na˜o sa˜o root ports, sa˜o designadas por designated ports.
No exemplo da figura, A e´ a root bridge, a porta 1 de B e a porta 1 de C sa˜o as root ports.
As portas da root bridge, juntamente com a porta 2 da bridge C, sera˜o as designated ports.
Assumindo que o custo do percurso da porta 2 bridge C e porta 2 bridge B, a` root bridge e´ o
mesmo, o crite´rio de escolha para a designated port daquele segmento de rede prende-se com
o menor valor de bridge ID de C.
Terceira etapa. As portas que estiverem definidas como root ports ou designated ports,
ficara˜o em modo forwarding, e as portas que na˜o possu´ırem nenhuma destas designac¸o˜es
ficara˜o em modo blocking. Neste ponto o protocolo STP convergiu totalmente, e a rede deixou
de ser redundante. Uma porta que se encontra em modo blocking, passa ao estado listening
quando recebe uma trama que notifica a necessidade de uma reconfigurac¸a˜o da rede [25, pa´g
451-452]. No estado listening se na˜o receber uma BPDU que obriga a porta a retomar ao
estado de blocking passado um tempo de forward delay, a porta passa ao estado learning.
Neste estado o processo volta ao descrito na primeira etapa desta subsecc¸a˜o, pelo que a
porta podera´ passar ao estado de forwarding ou blocking. Para ale´m destes estados a porta
pode-se encontrar no estado disable onde na˜o permite qualquer comunicac¸a˜o, nem mesmo
mensagens de configurac¸a˜o, contudo so´ podera´ assumir este estado atrave´s da intervenc¸a˜o do
administrador da rede.
2.2.7 Link Aggregation
Uma funcionalidade mais recente nas redes switched Ethernet e´ a capacidade de ser agre-
gada mais do que uma ligac¸a˜o f´ısica Ethernet para possibilitar ligac¸o˜es lo´gicas cuja taxa de
transmissa˜o sera´ a soma das capacidades individuais das ligac¸o˜es agregadas. O link aggrega-
tion representa outra forma de usar redes redundantes, mas na˜o se apresenta como alternativa
ao STP, ja´ que a funcionalidade apenas controla as ligac¸o˜es entre dois terminais, e por isso
deve ser implementado juntamente com o STP. O STP deve olhar para um agregado de
ligac¸o˜es (trunk) e interpreta-lo como uma u´nica ligac¸a˜o [21, pa´g 555-557].
A funcionalidade adiciona a` tecnologia Ethernet a possibilidade de fazer atualizac¸o˜es a`
capacidade da rede de forma linear isto e´, se forem necessa´rios 250 Mbps de largura de banda,
numa ligac¸a˜o Fast Ethernet, esta na˜o necessita de ser atualizada para Gigabit Ethernet,
bastando apenas agregar outras ligac¸o˜es a` atual.
A primeira norma desta funcionalidade foi a IEEE 802.3ad lanc¸ada em 2000. A norma
resume e generaliza as aproximac¸o˜es implementadas pelos principais fabricantes de equipa-
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mentos para LANs9. Mais tarde, em 2008, a norma foi movida para a famı´lia de normas
IEEE 802.1 e foi lhe atribu´ıda a extensa˜o AX.
Figura 2.14: Link Aggregation
A imagem (2.14) ilustra a implementac¸a˜o desta funcionalidade entre dois switchs. Uma
rede com esta topologia apresenta problemas se surgir nas portas do switch 1 uma trama com
enderec¸o de broadcast ou com enderec¸o desconhecido, ja´ que o switch vai realizar a operac¸a˜o
de flooding, levando ao aparecimento de uma broadcast storm devido a` existeˆncia de ligac¸o˜es
paralelas.
Para resolver este problema o switch necessita de considerar todas as ligac¸o˜es f´ısicas
do agregado como uma u´nica ligac¸a˜o lo´gica (trunk), e selecionar nesta ligac¸a˜o lo´gica uma
ligac¸a˜o f´ısica para reencaminhar as tramas de enderec¸o desconhecido e enderec¸o broadcast.
A funcionalidade da norma IEEE 802.3ad que descreve a criac¸a˜o de portas lo´gicas e´ a Link
Control Aggregation Protocol (LCAP) e permite controlar topologias de link aggregation em
mais do que dois switchs.
Para que se fac¸a pleno uso da capacidade total do link aggregation e´ necessa´rio que a
distribuic¸a˜o de carga entre as varias ligac¸o˜es de um trunk seja equilibrada. Para isto as
tramas deveriam ser reencaminhadas pela ligac¸a˜o que possui menor carga (menor fila de
espera) a` medida que chegassem (dynamic frame distribution). Contudo alguns protocolos
de camadas superiores sofrem um forte decre´scimo de performance se receberem as tramas
por uma ordem diferente da ordem em que foram enviadas e esta distribuic¸a˜o de tramas
torna real esta possibilidade, ja´ que as tramas de um fluxo podem sofrer diferentes atrasos
de propagac¸a˜o se forem transmitidas por diferentes ligac¸o˜es. Desta forma o mecanismo mais
usado para a distribuic¸a˜o de carga e´ o static frame distribution, que reserva cada porta do
link aggregation para o mesmo fluxo de informac¸a˜o estabelecido entre dois terminais. Todas
as tramas de uma dada sessa˜o passam assim pelas mesmas filas de espera e asseguram uma
ordem de chegada igual a` ordem de envio10.
9EtherChannel da Cisco, MultiLink Trunking da Nortel e Adaptive Load Balancing da Intel.
10Existem ainda soluc¸o˜es alternativas mais rudimentares, tal como o CISCO Fast Ethernet Channel [21, pa´g
561]. Nesta soluc¸a˜o e´ efetuado uma operac¸a˜o xor aos u´ltimos dois bits do enderec¸o MAC fonte, ou destino.
Esta operac¸a˜o indicara´ qual a ligac¸a˜o que reencaminhara´ a trama (quatro possibilidades). Esta soluc¸a˜o e´
completamente aleato´ria, desperdic¸a largura de banda e na˜o garante uniformidade na distribuic¸a˜o de fluxos.
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2.2.8 Virtual LANs
A possibilidade de se criarem redes logicamente independentes dentro de uma rede Ether-
net, constitui outra das funcionalidades avanc¸adas do switched Ethernet. Essa funcionalidade
prove´m da divisa˜o que o switch efetua da rede f´ısica em mais que uma rede virtual (lo´gica).
Inicialmente a funcionalidade apareceu com o objetivo de reduzir os domı´nios de colisa˜o, o
que veio a tornar-se obsoleto com o aparecimento dos switch. No entanto traz bastantes be-
nef´ıcios a` rede, dos quais se salienta a reduc¸a˜o dos domı´nios de broadcast, ou a reconfigurac¸a˜o
de redes sem necessitar de intervir na sua estrutura f´ısica.
As Virtual Local Area Networks (VLANs) podem ser configuradas atrave´s de dois me´todos,
implicit tagging ou explicit tagging. No implicit tagging o switch dedica a cada uma das suas
portas, uma Virtual LAN, atrave´s do uso de diferentes enderec¸os MAC para cada porta [24,
pa´g 143-146], como se pode observar na figura que segue.
Switch
1 2 3 4
5 6 7 8
VLAN 1 VLAN 2
Figura 2.15: Switch com implementac¸a˜o de VLANs baseadas em MAC
A atribuic¸a˜o de VLANs a`s portas pode ser configurada pelo administrador da rede, sem
alterac¸a˜o da topologia f´ısica. Contudo esta implementac¸a˜o apresenta o problema de ser ne-
cessa´rio usar uma ligac¸a˜o para cada VLAN. No cena´rio de existirem va´rias VLANs num
switch e´ necessa´rio usar uma cabo para ligar cada uma dessas VLANs o que representa um
desperd´ıcio de recursos.
No explicit tagging e´ necessa´rio introduzir uma tag VLAN nas tramas. Apesar de existirem
alguns me´todos alternativos anteriores ao protocolo IEEE 802.1Q, este e´ atualmente o me´todo
dominante para configurac¸a˜o de VLANs oferecido pelos fabricantes [24, pa´g 145].
Neste me´todo uma ligac¸a˜o pode transportar va´rias tramas pertencentes a diferentes VLANs,
o que leva a uma melhor gesta˜o dos recursos f´ısicos. A tag VLAN e´ colocada ou retirada da
trama Ethernet apenas pelos dispositivos switch, o que torna o mecanismo transparente aos
terminais da rede. No caso de um terminal receber uma trama com tag VLAN e´ prova´vel
que esta seja descartada.
A tag inserida pelo protocolo IEEE 802.1Q e´ ilustrada em seguida:
A tag e´ inserida entre o SA e o campo tipo/tamanho.
• Os 2 bytes mais significativos da tag representam o Tag Protocol Identifier (TPID), que
no caso de suportar o protocolo IEEE 802.1Q/802.1P, apresenta o valor hexadecimal
0x8100.
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Preâmbulo DA SA Tipo:
0x8100
16 bits
Prioridade
3 bits
Formato 
Canónico
1 bit
VLAN ID
12 bits
Tipo Dados FCS
Tag VLAN
Figura 2.16: tag VLAN
• O campo seguinte, indica a prioridade da informac¸a˜o (User Priority) e tem um tamanho
de 3 bits, pode assim definir ate´ 8 n´ıveis de prioridade.
• O Formato cano´nico (Canonical Format Indicator) com 1 bit, indica se a trama e´ com-
pat´ıvel com tecnologia Token-Ring.
• O campo VLAN ID, conte´m 12 bits para identificar a VLAN da trama. Pode definir
ate´ 4094 tramas ja´ que dois enderec¸os esta˜o reservados.
2.3 Gigabit Ethernet
A passagem do Fast Ethernet para o Gigabit Ethernet implicou alterac¸o˜es na camada
f´ısica da tecnologia, de modo a possibilitar a operac¸a˜o sobre fibra o´tica [27, pa´g 163]. Para
ale´m das alterac¸o˜es na camada f´ısica, tambe´m foram adicionadas as funcionalidades de carrier
extension e frame bursting ao modo de operac¸a˜o half-duplex.
Existem dois standards na operac¸a˜o para o Gigabit Ethernet sobre fibra, o 1000Base-SX
(short-wavelength) e o 1000Base-LX (long-wavelength laser), que juntamente com 1000Base-
CX (cabos UTP) foram normalizados pelo IEEE na norma 802.3z em junho de 2008.
O 1000Base-SX opera em Multi Mode Fiber (MMF), no comprimento de onda de 850
nm e permite distancias de transmissa˜o de 220 metros em fibras 62.5/125 nm 11. Contudo, o
uso de fibras de 50/125 nm pode aumentar a distancia ma´xima de transmissa˜o para os 500
metros.
O 1000Base-LX pode operar em MMF ou Single Mode Fiber (SMF). No modo SMF usa
fibras com nu´cleos de 9 µm e opera no comprimento de onda de 1300 nm. Embora a distancia
ma´xima especificada seja de 2 km, muitos fabricantes conseguem atingir distancias de 20 km.
Ao ser usada em modo multimode a distaˆncia ma´xima de um segmento e´ de 550 m [24, pa´g
75-77].
No Gigabit Ethernet sa˜o usados 8 bits para cada canal de transmissa˜o/recec¸a˜o, sendo
assim necessa´rios, apenas processamentos de 125 MHz para atingir taxas de 1 Gbps. E´
tambe´m implementada uma nova codificac¸a˜o de canal, onde cada 8 bits de informac¸a˜o sa˜o
codificados em 10 bits de co´digo, incorporando 2 bits para controlo de erros. A primeira
versa˜o da tecnologia apresentava taxas de transmissa˜o de informac¸a˜o de 850 Mbps [27, pa´g
163-164] [10, pa´g 50].
Apesar de inicialmente a funcionalidade de autonegotiation ter sido desenvolvida para
operar nas tecnologias Ethernet para taxas de 10 Mbps ou 100 Mbps sobre cobre, o Gigabit
Ethernet adotou, ainda que de forma parcial, esta funcionalidade para permitir a troca de
11Estas medidas dizem respeito ao tamanho do nu´cleo da fibra e do encapsulamento.
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algumas informac¸o˜es de configurac¸a˜o. A estrutura da mensagem de 16 bits enviada mante´m-se
igual (secc¸a˜o (2.2.5)).
2.3.1 Half-Duplex
A operac¸a˜o em half-duplex do Gigabit Ethernet necessitou de ser reformulada devido a`s
restric¸o˜es do tamanho da rede, que este modo impo˜e. Se na˜o fossem realizadas alterac¸o˜es ao
funcionamento half-duplex, o tamanho ma´ximo de uma rede seria de 20 m [27, pa´g 168-169],
o que e´ naturalmente impratica´vel.
Carrier Extension
Para resolver o problema da distancia ma´xima da rede, optou-se por aumentar o slot time
na transmissa˜o de tramas. O slot time e´ o intervalo de tempo definido para transmitir uma
trama, que garante que todos os terminais da rede detetam a ocorreˆncia de uma poss´ıvel
colisa˜o.
Na Ethernet a 10 Mbps e 100 Mbps este intervalo e´ igual ao tempo de transmissa˜o de 64
bytes. Contudo, no Gigabit Ethernet, este valor foi aumentado para o tempo de transmissa˜o
de 512 bytes [27, pa´g 170-172]. A imagem que segue mostra o aumento que a trama sofre,
com esta alterac¸a˜o .
Preâmbulo
8 Bytes
DA
6 Bytes
SA
6 Bytes
Tipo/
Tamanho
2 Bytes
Dados
46 - 1500 Bytes
FCS
4 Bytes
Extensão
0 - 448 Bytes
Figura 2.17: Trama Ethernet com Carrier Extension.
Na operac¸a˜o de carrier extension, quando e´ transmitida uma trama de tamanho inferior a
512 bytes o terminal emissor continua ocupado e e´ enviado pela camada f´ısica uma extensa˜o
de bits ate´ ser completado o tamanho mı´nimo de 512 bytes do slot time. Desta maneira o
campo Extensa˜o da trama pode variar entre 0 e 448 bytes. Note-se que o FCS na˜o cobre o
campo Extensa˜o, e este campo na˜o conte´m informac¸a˜o. Desta maneira o carrier extension
na˜o aumenta o tamanho mı´nimo de uma trama, apenas aumenta o tempo de transmissa˜o
para tramas com tamanho inferior a 512 bytes. No cena´rio de transmisso˜es de tramas com 64
bytes, o tempo de transmissa˜o vai aumentar 8 vezes, o que representa um grande desperd´ıcio
de recursos da rede.
A implementac¸a˜o descrita anteriormente, permitiu manter a distancia ma´xima da rede
na passagem para o Gigabit Ethernet, mas comprometeu a eficieˆncia de transmisso˜es com
tramas mais pequenas. Para resolver esta falta de eficieˆncia estudaram-se algumas soluc¸o˜es,
das quais se salienta o frame bursting que sera´ estudado mais tarde, e o packet packing que
consiste em inserir mais do que uma trama num slot time. A segunda aproximac¸a˜o revelou-se
bastante complexa de implementar, pelo que foi abandonada [27, pa´g 172].
Frame Bursting
No frame bursting quando um terminal inicia a transmissa˜o de uma trama, ativa ao mesmo
tempo um temporizador chamado burst timer. A trama enviada usara´ o carrier extension
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se o seu tamanho for inferior a 512 bytes. Se a trama for transmitida com sucesso e o burst
timer ainda na˜o tiver expirado, o terminal podera´ enviar mais uma trama sem uso de carrier
extension. Este processo pode voltar a ser repetido, enquanto o burst timer na˜o expirar e
o terminal possuir tramas para enviar. A figura (2.19) ilustra o diagrama de fluxos deste
processo:
Trama 1 Extensão IFG Trama 2 IFG Trama 3 IFG Trama 4
Slot Time
Burst time
Figura 2.18: Tramas enviadas em frame bursting.
Terminal pronto a transmitir 
uma frame.
CSMA/CD
Inicio da 
contagem no 
burst timer
Inicio da 
transmissão 
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Transmissão completa 
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(com recurso a carrier 
extension)
Burst timer 
expirou?
Fim das 
transmissões
Sim
Não
O terminal possui mais 
frames por enviar?
Envio de nova frame 
(sem recurso a carrier 
extension)
Sim
Não
Figura 2.19: Diagrama de fluxos do frame bursting.
A figura (2.18) ilustra a operac¸a˜o de frame bursting no tempo, como se observa o In-
terframe gap continua a ser necessa´rio nesta implementac¸a˜o. O frame bursting mante´m um
elevado respeito pelo CSMA/CD enquanto aumenta a eficieˆncia na transmissa˜o de tramas
mais curtas, e possui uma implementac¸a˜o relativamente simples.
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Eficieˆncia
Comparando o tamanho da informac¸a˜o u´til transmitida em cada trama com o tamanho
total da trama necessa´rio para a transmitir, obtemos uma medida de eficieˆncia. Seguem as
equac¸o˜es desta medida, para os modos de operac¸a˜o em half-duplex :
Sem recurso a carrier extension:
Eficiencia =
F
F + I + P
(2.11)
Com carrier extension:
Eficiencia =
F
max(S, F ) + I + P
(2.12)
Com carrier extension e frame bursting :
Eficiencia =
F (1) +
∑x
i=2 F (i)
max(S, F (1)) +
∑x
i=2(F (i) + P + I)
(2.13)
F = tamanho da trama (bytes)
S = slot time (512 bytes)
I = interframe gap (96 bits)
P = tamanho do preaˆmbulo (64 bits)
x = nu´mero de tramas consecutivas transmitidas no frame burst
No extremo, ao ser usada uma trama com 64 bytes, e ao serem transmitidas 93 tramas
consecutivas na operac¸a˜o de frame burst, obtemos uma eficieˆncia de 76% sem recurso a carrier
extension, 12% com carrier extension, e 72% com recurso a carrier extension e frame burst.
O uso de frame burst compensa parte da eficieˆncia que e´ perdida na utilizac¸a˜o de carrier
extension em tramas de tamanho muito inferior ao tamanho do slot time.
A tabela seguinte resume os paraˆmetros caracter´ısticos das tecnologias Ethernet em modo
half-duplex, ou seja com recurso ao uso de CSMA/CD [22, pa´g 57]:
10Mbps
Ethernet
Fast
Ethernet
Gigabit
Ethernet
Slot time (bytes) 64 64 512
Bit time(µs) 0.1 0.01 0.001
Interframe gap (µs) 9.6 0.96 0.096
Tentativas de retransmic¸a˜o 16 16 16
Tamanho do jam (bits) 32 32 32
Tamanho ma´ximo da trama (bytes) 1518 1518 1518
Tamanho mı´nimo da trama (bytes) 64 64 64
Tamanho do burst (bytes) 8192
Tabela 2.2: Parametros do CSMA/CD nas va´rias tecnologias (Adaptado de [6, pa´g 57])
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2.3.2 10 Gigabit Ethernet
O 10 Gigabit Ethernet, especificado na norma IEEE 802.3ae, funciona de modo bastante
semelhante ao Gigabit Ethernet, ficando as suas diferenc¸as resumidas a modificac¸o˜es na ca-
mada protocolar f´ısica de modo a suportar uma maior taxa de transmissa˜o. A tecnologia esta´
definida para operar sobre cobre e fibra o´tica apenas em modo full-duplex. Na˜o necessita por
isso, do recurso ao CSMA/CD e o seu limite na˜o fica restringido pelas limitac¸o˜es do uso deste
protocolo.
2.3.3 40 e 100 Gigabit Ethernet
A necessidade de largura de banda forc¸ou operadores de telecomunicac¸o˜es a usar nas
suas redes varias ligac¸o˜es de 10 Gigabit Ethernet paralelas. Estas soluc¸o˜es necessitam de ser
acompanhadas de switchs e interfaces adicionais que tornam esta pra´tica bastante dispendiosa.
O IEEE atento a`s necessidades dos operadores de telecomunicac¸o˜es, criou em 2006 o Higher
Speed Study Group (HSSG), que se propoˆs analisar a necessidade de largura de banda Ether-
net, num espac¸o entre treˆs a sete anos [28] [7]. Verificou-se que as taxas de transmissa˜o
necessa´rias nos centros de processamento de dados (datacenters) duplicava a cada 24 me-
ses, e assim previu-se que por volta de 2014 seriam necessa´rias taxas de transmissa˜o de 40
Gbps. Quanto a`s redes de transporte, verificou-se que o aumento de largura de banda usada
acompanhava aproximadamente o crescimento da Internet e das telecomunicac¸o˜es em geral,
ou seja duplicando entre 12 a 18 meses. Desta forma, previu-se que seria necessa´rio taxas de
transmissa˜o de 100 Gbps para a rede de transporte no ano de 2014 [28] [7].
Pela primeira vez na histo´ria da tecnologia Ethernet, foi necessa´rio normalizar duas taxas
de transmissa˜o diferentes. Foi com este objetivo que em Janeiro de 2008 foi formado o IEEE
802.3ba 40 Gb/s and 100 Gb/s Task Force. O propo´sito do grupo consistiu no desenvolvimento
de especificac¸o˜es para a camada f´ısica de modo a habilitar a Ethernet a operar com as taxas
referidas. Segue em detalhe os objetivos a que o IEEE 802.3ba 40 Gb/s and 100 Gb/s Task
Force se comprometeu [28] [7]:
• Operar apenas em modo full-duplex
• Preservar o formato de trama 802.3.
• Preservar o tamanho mı´nimo e ma´ximo das tramas Ethernet 802.3.
• Possuir um Bit Error Rate (BER) igual ou inferior a 10−12.
• Garantir o suporte e compatibilidade com tecnologia OTN.
• Garantir taxas de transmissa˜o de 40 Gb/s na camada MAC, atrave´s de especificac¸o˜es
na camada f´ısica que suportem:
– Pelo menos 10 Km em SMF.
– Pelo menos 100m MMF.
– Pelo menos 10 m em cobre.
• Garantir taxas de transmissa˜o de 100 Gb/s na camada MAC, atrave´s de especificac¸o˜es
na camada f´ısica que suportem:
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– Pelo menos 40km em SMF.
– Pelo menos 100m em MMF
– Pelo menos 10 m sobre cobre.
Arquitetura
O IEEE 802.3ba 40 Gb/s and 100 Gb/s Task Force especificou uma u´nica arquitetura
para ambas as tecnologias, tal como ilustra a figura (2.20). A camada MAC, correspondente
a` segunda camada do modelo OSI, encontra-se ligada ao meio de transmissa˜o o´tico ou de cobre,
atrave´s do Ethernet PHY. Esta camada f´ısica compreende a sub-camada Physical Medium
Dependent (PMD), a sub-camada Physical Medium Attachment (PMA) e a sub-camada PCS.
No caso do meio f´ısico ser o cobr, esta arquitetura possuira´ ainda uma sub-camada de Auto-
Negotiation (AN) e uma sub-camada Forward Error Correction (FEC).
MAC 
reconciliação
Camadas Superiores
PCS
XL/CGMII
FEC
PMA
m pistas
PMD
Meio físico
m pistas MDI
Figura 2.20: Arquitetura da camada f´ısica das tecnologias 40GbE e 100GbE
A sub-camada de reconciliac¸a˜o mapeia os fluxos de bits provenientes da camada MAC,
para o Media Independent Interface (MII) correspondente. CGMII para 100Gbps e XLGMII
para 40 Gbps. A sub-camada PCS possu´ı func¸o˜es de multiplexagem e codificac¸a˜o dos sinais.
O tipo de codificac¸a˜o usada e´ 64/66b, ou seja 64 bits de informac¸a˜o codificados em 66 bits de
co´digo. A sub-camada opcional FEC fornece codificac¸a˜o de modo a corrigir erros de trans-
missa˜o, enquanto que a sub-camada PMA sera´ responsa´vel por dispor em se´rie, os fluxos de
bits codificados, para posterior envio pelo PMD. O PMD sinalizara´ o envio do fluxo atrave´s
do Media Dependent Interface (MDI).
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Multi-Lane Distribution (MLD)
Como referido anteriormente a sub-camada PCS realiza a comunicac¸a˜o entre o MII e a
sub-camada PMA e tem como func¸o˜es, a codificac¸a˜o de bits e multiplexagem dos fluxos de
bits provenientes da camada MAC em va´rias pistas de transmissa˜o com taxas inferiores. As
pistas sera˜o posteriormente enviadas separadamente. A operac¸a˜o de multiplexagem e´ assim
de extrema importaˆncia na presente tecnologia ja´ que atrave´s do recurso a alguma engenharia
e´ poss´ıvel obter taxas de transmissa˜o que superam as taxas de transmissa˜o ma´ximas das fibras
o´ticas.
O mecanismo de multiplexagem dos fluxos chama-se MLD e foi desenhado para suportar
a transmissa˜o de 40Gb e 100Gb, sendo escala´vel e flex´ıvel ao ponto de poder operar noutras
sub-camadas, e de no futuro poder suportar taxas de transmissa˜o superiores.
A informac¸a˜o proveniente de camadas superiores (MAC), sera´ tal como referido, codificada
em blocos de 64/66b. Apo´s esta operac¸a˜o os blocos de 66 bits, sera˜o distribu´ıdos por va´rias
pistas num algoritmo round robin. A figura (2.21) ilustra o conceito de distribuic¸a˜o dos blocos
em va´rias pistas PCS.
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Figura 2.21: Mecanismo MLD da sub-camada PCS
O nu´mero de pistas necessa´rias m sera´ o mı´nimo mu´ltiplo comum do nu´mero de interfaces
o´ticas e ele´tricas. Para 100 Gbps foram escolhidas 20 pistas, e para 40 Gbps foram escolhidas
4 pistas. Desta forma, a transmissa˜o em 100 Gbps, podera´ ser multiplexada em 1, 2, 4, 5,
10 ou 20 pistas, enquanto a transmissa˜o em 40 Gbps podera´ ser multiplexada em 1, 2 ou 4
pistas.
Cada pista possui um identificador u´nico que e´ inserido periodicamente. Este tipo de
multiplexagem round-robin podera´ levar a que mu´ltiplas pistas PCS fiquem alojadas na mesma
interface f´ısica, contudo todos os bits da mesma pista seguira˜o a mesmo interface f´ısica.
Tome-se como exemplo o funcionamento da tecnologia 100GBASE-LR4, onde sa˜o usados 4
comprimentos de onda que operam a 25 Gbps em SMF, para transmitir 100 Gbps [28]. Neste
exemplo, a sub-camada PCS efetua a distribuic¸a˜o do sinal proveniente da camada MAC em 20
pistas PCS, que sa˜o depois enviadas para a sub-camada PMA. Nesta implementac¸a˜o a sub-
camada PMA encontra-se subdividida em 2 camadas interligadas por um Second Attachment
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Unit Interface (CAUI), que consiste em 10 interfaces de 10 Gbps cada [28]. A sub-camada
PMA superior realiza uma multiplexagem das 20 pistas, em 10 interfaces de 10 Gbps, e
em seguida a sub-camada PMA inferior converte os sinais provenientes das 10 interfaces
em 20 pistas PCS, que sera˜o multiplexadas novamente atrave´s do mecanismo MLD em 4
comprimentos de onda, para serem posteriormente enviados.
Quanto a` sub-camada PCS recetora, esta recebe as va´rias pistas PCS, e alinha estas com
recurso aos identificadores, agregando o sinal original. O esquema MLD permite realizar as
func¸o˜es de tratamento/processamento de informac¸a˜o em tecnologia eletro´nica de baixo custo,
sendo que a eletro´nica de alta velocidade sera´ apenas usada nas interfaces com os meios o´ticos.
Esta metodologia para ale´m de escala´vel e flex´ıvel, maximiza o uso dos recursos dispon´ıveis,
minimizando os custos.
2.4 Ethernet para a Rede de Transporte
2.4.1 Motivac¸a˜o
Como estudado anteriormente a tecnologia Ethernet teve o seu desenvolvimento orientado
para as redes locais, onde acabou por prosperar e se tornar na tecnologia dominante. Atu-
almente 95%, do tra´fego que atravessa as redes de transporte tem como origem ou destino
uma porta Ethernet [1]. Foi mostrado tambe´m no primeiro cap´ıtulo, que as atuais soluc¸o˜es
existentes para a rede de transporte, baseadas em comutac¸a˜o de circuitos, sa˜o ineficientes
para transportar tra´fego de dados, tra´fego este que atualmente representam a grande maioria
do tra´fego que circula nas redes.
Estas duas premissas atribuem assim a` tecnologia Ethernet a condic¸a˜o de candidata a`s
redes de transporte. Contudo, o facto da Ethernet ter sido desenhada para operar em LANs,
cria alguns obsta´culos.
2.4.2 Desafios
O desfio inicial da implementac¸a˜o da tecnologia nas redes de transporte, deveu-se ao seu
limitado alcance. Como estudado na secc¸a˜o (2.3.3) o alcance ma´ximo da tecnologia 100 Gbps
Ethernet e´ de 40 Km, o que na˜o e´ propriamente o alcance desejado numa tecnologia de rede
de transporte. Para superar esta limitac¸a˜o as implementac¸o˜es Ethernet na rede de transporte
sa˜o suportadas por tecnologia OTN ou SDH, e desta forma o alcance de 40 Km e´ superado.
A figura (2.22) ilustra a pilha protocolar desta soluc¸a˜o.
SDH
(LCAS+VCAT)
ETHERNET
GFP
Figura 2.22: Pilha protocolar de uma soluc¸a˜o para rede de transporte com tecnologias SDH
e Ethernet
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Resolvida a questa˜o do alcance, persistem ainda outras limitac¸o˜es te´cnicas, que impossi-
bilitam as tecnologias Ethernet, a operar de forma independente na rede de transporte:
• O tempo de recuperac¸a˜o a falhas na rede Ethernet variam entre 2 e 120 s [16], que
e´ aproximadamente o tempo que os switch demoram a convergir para uma soluc¸a˜o,
usando o algoritmo de Spanning Tree. Para uma rede de transporte estes tempos de
recuperac¸a˜o sa˜o inaceita´veis, devido a` quantidade de tra´fego considerado cr´ıtico que la´
circula. O tempo ma´ximo de recuperac¸a˜o a falhas de uma rede SDH e´ de 50 ms [3].
• O protocolo Spanning Tree limita tambe´m o tamanho ma´ximo da rede a 7 switchs.
• O nu´mero de utilizadores tambe´m e´ limitado, ja´ que cada dispositivo da rede deve
conhecer os enderec¸os MAC de todos os outros dispositivos. Esta limitac¸a˜o deve-se aos
atrasos introduzidos pelos switchs, quando necessitam de efetuar pesquisas em grandes
tabelas de encaminhamento.
• A tecnologia na˜o suporta nativamente Quality of Service (QoS). O encaminhamento de
tramas e´ apenas definido pelo seu enderec¸o destino, e desta maneira a tecnologia na˜o
faz distinc¸a˜o entre tramas de prioridade cr´ıtica e outras tramas de baixa prioridade.
Esta falha e´ colmatada com a introduc¸a˜o da funcionalidade Virtual LANs, contudo
deve ainda ser melhorada para o uso em redes de transporte.
• Na˜o existe na tecnologia suporte nativo para servic¸os TDM, que apesar de tudo, sa˜o
ainda um fonte importante de receitas para os prestadores de servic¸o [16, pa´g 6].
• A operac¸a˜o de flooding apo´s recec¸a˜o de uma trama com enderec¸o de broadcast, multicast
ou com enderec¸o desconhecido, deve tambe´m ser evitada, devido ao desperd´ıcio de
largura de banda que introduz.
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Cap´ıtulo 3
Carrier Ethernet
O conceito de Carrier Ethernet apresenta duas definic¸o˜es que na˜o convergem totalmente.
O presente cap´ıtulo estudara´ a tecnologia segundo os atributos que a mesma deve incorporar
e embora tal definic¸a˜o deva ser alheia a` tecnologia usada, esta contudo baseia-se na anterior
tecnologia Ethernet, tal como indica o nome Carrier Ethernet.
Uma definic¸a˜o alternativa de Carrier Ethernet consiste na caraterizac¸a˜o da tecnologia
com base nas implementac¸o˜es reais ja´ existentes ou ainda em desenvolvimento. Estas im-
plementac¸o˜es baseiam-se em tecnologias, que apesar de tentarem responder aos atributos da
primeira definic¸a˜o, podem na˜o orientar o seu desenvolvimento a partir destes [1, pa´g 9].
MEF
Em 2001 foi criado o conso´rcio internacional sem fins lucrativos MEF. O MEF tem como
objetivo promover a adoc¸a˜o a n´ıvel mundial de uma tecnologia para as redes de transporte,
que tenha por base a tecnologia Ethernet. Esta promoc¸a˜o e´ feita atrave´s da elaborac¸a˜o de
especificac¸o˜es te´cnicas destinadas a definir os servic¸os, e consequentes atributos e requisitos de
uma tecnologia de rede de transporte. A certificac¸a˜o destas especificac¸o˜es, fornece um stan-
dard de interoperabilidade, globalmente reconhecido que melhora os processos de aprovac¸a˜o
e implementac¸a˜o da tecnologia [29]. A t´ıtulo de exemplo, a PT Inovac¸a˜o possui certificac¸a˜o
MEF para a especificac¸a˜o MEF 9 e MEF 14 [30].
Tendo em considerac¸a˜o a importaˆncia do MEF para a industria de telecomunicac¸o˜es, o
presente documento seguira´ a definic¸a˜o de Carrier Ethernet sugerida por este. A definic¸a˜o
de Carrier Ethernet segundo o MEF e´ a seguinte: ”Rede e Servic¸os normalizados, universais
de rede de transporte, definidos pelos cinco atributos que distinguem a tecnologia Carrier
Ethernet da tecnologia Ethernet” [29]. Os cinco atributos, a que a definic¸a˜o se refere sa˜o os
seguintes:
• Servic¸os normalizados,
• Escalabilidade,
• Fiabilidade,
• Qualidade de servic¸o,
• Gesta˜o de servic¸os.
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3.1 Atributos segundo o MEF
3.1.1 Servic¸os Normalizados
O operador deve fornecer servic¸os baseados em comutac¸a˜o de tramas e servic¸os TDM de
forma eficiente e determin´ıstica, atrave´s de equipamentos normalizados. Os servic¸os TDM
devem ser suportados atrave´s da emulac¸a˜o de circuitos virtuais. Note-se que este tipo de
servic¸o representa ainda uma considera´vel fonte de receitas por parte dos operadores [31, pa´g
50], pelo que na˜o deve ser desconsiderado.
A normalizac¸a˜o de equipamentos deve aptar a tecnologia a operar em qualquer parte do
mundo, sem qualquer restric¸a˜o, a` semelhanc¸a do que acontece com a tecnologia Ethernet nas
LANs [31, pa´g 50].
Visto os clientes possu´ırem diferentes necessidades de largura de banda, o MEF propo˜e a
oferta de uma largura de banda entre 1 Mbps ate´ 10 Gbps, com incrementos de 1 Mbps.
O Carrier Ethernet deve suportar os seguintes servic¸os Ethernet: Ethernet Line (E-Line),
Ethernet Local Area Network (E-LAN) e Ethernet Tree (E-Tree). Estes sera˜o abordados com
maior detalhe na secc¸a˜o (3.3).
3.1.2 Escalabilidade
Uma diferenc¸a fundamental entre a LAN e a rede de transporte do operador e´ a escala.
A tecnologia Carrier Ethernet deve ser capaz de variar o nu´mero de utilizadores, o alcance
geogra´fico e a largura de banda oferecida sem degradar o desempenho geral da rede. O apare-
cimento de novas aplicac¸o˜es provenientes do mundo do entretenimento, do mundo empresarial,
ou de qualquer outra necessidade/oportunidade que surja, deve tambe´m ser suportada pelo
Carrier Ethernet.
3.1.3 Fiabilidade
O suporte de aplicac¸o˜es cr´ıticas e´ outro dos atributos que a tecnologia Carrier Ethernet
deve possuir. Para poder suportar estes servic¸os a rede deve ser capaz de se proteger e
recuperar a falhas de modo eficiente. O sistema de sau´de, ou o sistema de educac¸a˜o na˜o
podem ficar comprometidos por uma falha da rede. Esta responsabilidade acrescida da rede de
transporte na˜o esta´ presente nas LANs. Os mecanismo de sobreviveˆncia devem ser aplicados
entre extremos da rede, para que cada terminal esteja protegido contra falhas f´ısicas, ou falhas
de tecnologias de camadas protocolares inferiores. O tempo de restauro da rede deve ser igual
ou inferior ao tempo ma´ximo de restauro a falhas da tecnologia SDH (50 ms).
3.1.4 Qualidade de servic¸o
A tecnologia Ethernet na˜o possu´ıa mecanismos de QoS, contudo estes sa˜o um atributo que
deve estar presente nas redes de transporte. Os operadores devem fornecer QoS a milhares
aplicac¸o˜es e utilizadores atrave´s do respeito por Service Level Agreementss (SLAs) rigorosos,
que devem ser definidos atrave´s de um conjunto de paraˆmetros que garantam o comprimento
dos valores de QoS acordados.
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3.1.5 Gesta˜o do servic¸o
A gesta˜o de uma rede de telecomunicac¸o˜es tendera´ a ser mais complexa, a` medida que
aumenta o nu´mero de clientes e a a´rea geogra´fica que ocupa. Desta forma sa˜o necessa´rios
mecanismos de OAM sofisticados. Um dos requisitos deste mecanismo sera´ possibilidade de
alterar os servic¸os oferecidos aos clientes de forma remota e ce´lere, o que deve constituir uma
vantagem face a`s tradicionais tecnologias de transporte.
O Carrier Ethernet devera´ ter mecanismos de monitorizac¸a˜o, diagno´stico e gesta˜o da rede
independentes do equipamento usado. A existeˆncia de uma gesta˜o unificada independente do
equipamento do operador, representaria uma rutura com o estado atual da gesta˜o de redes
de transporte, onde os equipamentos usados definem o modo de gesta˜o da rede [1, pa´g 18].
3.2 Modelo de Servic¸os
O MEF para ale´m da definic¸a˜o dos anteriores atributos, introduziu alguns conceitos com
o objetivo de responder a estes. Um desses conceitos e´ o modelo de servic¸os da tecnologia.
Quando a tecnologia Ethernet apareceu, foi vista como um produto/soluc¸a˜o, logo nunca foi
alvo de expectativas em relac¸a˜o a` oferta de servic¸os [31, pa´g 56]. Mas este cena´rio e´ diferente
para o Carrier Ethernet, onde e´ efetivamente esperado que a tecnologia possa suportar uma
larga variedade de servic¸os, tal como aludido anteriormente.
Antes de se estudar os servic¸os suportados pelo Carrier Ethernet e´ importante definir o
contexto em que estes servic¸os estara˜o inseridos, ou seja a arquitetura de servic¸os. Neste sen-
tido o MEF (com o contributo do International Telecommunication Union (ITU)) desenvolveu
um modelo gene´rico de arquitetura de servic¸os, apelidado de Ethernet Service Model (ESM).
O ESM esta´ ilustrado na figura (3.1).
Este modelo tem duas componentes principais, o Customer Equipment (CE) que e´ o
equipamento localizado nas instalac¸o˜es do cliente e o Service Provider Ethernet Network
(SEN) 1 que e´ a rede que o operador possu´ı, ou opera. O equipamento do cliente CE esta´
ligado a` rede do operador SEN, atrave´s da User Network Interface (UNI). O SEN consiste
num conjunto de componentes f´ısicos e elementos lo´gicos que teˆm como func¸a˜o ligar todas as
LANs da rede atrave´s das Metro Area Networks (MANs) e WANs e para o realizar o MEF
introduziu o Ethernet Virtual Connection (EVC).
No modelo sa˜o tambe´m formalmente definidas 3 camadas. A Application Services Layer
(APP) que suporta as aplicac¸o˜es finais do cliente, e tem como base a ligac¸a˜o Ethernet, ou seja
a camada Ethernet Service Layer (ETH). A camada ETH compreende os servic¸os Ethernet
e encontra-se sobre a camada Transport Layer (TRAN) que sera´ uma tecnologia de camada
de transporte. O esforc¸o do MEF esta´ principalmente direcionado para a camada ETH, que
supostamente e´ onde estara´ definido o Carrier Ethernet. Contudo esta distinc¸a˜o de camadas
pode na˜o ser completamente r´ıgida, ja´ que, por exemplo, alguns dos atributos definidos na
secc¸a˜o anterior podem ser delegados a` camada de transporte TRAN.
As 3 camadas possuem 3 planos de operac¸a˜o, o plano de Dados, o plano de Controlo e o
plano de Gesta˜o. Estes planos sa˜o responsa´veis tal como o nome sugere pela entrega, controlo,
e gesta˜o do tra´fego de informac¸a˜o. Se geralmente, este 3 domı´nios esta˜o bem definidos para
a camada TRAN, ja´ para a camada ETH apenas recentemente comec¸aram a ser realizados
1E´ usado o termo SEN, ja´ que esta rede para ale´m de englobar as redes Metro Ethernet Network (MEN)
alcanc¸a tambe´m as redes WAN.
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As will become evident in Part II, often the current—and evolving—attributes of Carrier 
Ethernet reside in the TRAN layer (depending on the specific technologies). 
Each of the three layers has three associated operational planes: a Data plane, a 
Control plane, and a Management plane. 
The Data plane, also referred to as the user/transport/forwarding plane, provides the 
functional elements required to steer the subscriber flow and supports the transport 
of subscriber traffic units among MEN Network Elements (NEs). The Control plane 
provides the functional elements that support distributed flow-management functions 
among NECs participating in the MEN data plane. The Control plane also provides the 
signaling mechanisms necessary to support distributed setup, supervision, and connec-
tion release operations, among other flow-control functions. The Management plane 
provides the functional elements that support Fault, Configuration (including flow and/
or connection configuration), Account, Performance, and Security (FCAPS) functions, as 
well as any related Operations, Administration, and Maintenance (OAM) tools. 
The three operational planes are generally well defined for the TRAN layer (numer-
ous standards bodies have addressed it, and these are identified in Part II). For the ETH 
layer, the effort was, for the most part (except in the data plane), begun only recently. 
As will become evident in the rest of the book, the control and management functions of 
the TRAN layer are often employed in delivering Carrier Ethernet currently. 
Figure 2.5 The basic Service Provider model for delivering Ethernet services (Source: MEF)
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Figura 3.1: Modelo de servic¸os gene´rico para distribuic¸a˜o de servic¸os Ethernet (Fonte: MEF)
esforc¸os nesse sentido [31, pa´g 59].
As carater´ısticas da UNI, EVC e Network to Network Interface (NNI) sa˜o fundamentais
nas operac¸o˜es de controlo e gesta˜o da camada ETH, ja´ que e´ atrave´s destes componentes
que sa˜o entregues os servic¸os Ethernet. As definic¸o˜es de UNI, EVC e NNI sa˜o de elevada
importaˆncia para o MEF pelo que sera˜o abordadas em seguida.
3.2.1 UNI, EVC e NNI
UNI
A UNI e´ a interface que separa a rede do cliente da rede do operador de telecomu-
nicac¸o˜es. Esta interface pode assim ser dividida em duas, a User Network Interface - Client
side (UNI-C), e a User Network Interface - Network side (UNI-N).
A UNI-C conte´m todas as func¸o˜es necessa´rias para ligar um cliente a` rede, enquanto que
a UNI-N conte´m todas as func¸o˜es necessa´rias para ligar a rede ao cliente. A tabela (3.1)
conte´m os atributos que descrevem a operac¸a˜o de uma UNI. Note-se o facto de uma UNI
poder possuir va´rias ligac¸o˜es EVC e a possibilidade de atribuir um perfil de largura de banda
a cada EVC, desta forma e´ poss´ıvel que uma UNI possua va´rios servic¸os com diferentes perfis
de largura de banda.
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Atributos Descric¸a˜o
Identificador UNI String usada para identificar a UNI
Meio f´ısico Meio f´ısico Ethernet
Taxa de transmissa˜o 10 Mbps, 100 Mbps, 1 Gbps or 10 Gbps
Modo full duplex ou half duplex
Camada MAC IEEE 802.3-2002
Multiplexagem do servic¸o Sim ou Na˜o. Define se a UNI pode suportar
va´rios servic¸os
UNI EVC ID String usada para identificar um EVC
Tabela CE-VLAN ID/EVC Tabela de correspondeˆncia entre VLANs ID e
EVCs
Nu´mero ma´ximo de EVCs Nu´mero ma´ximos de EVCs que a UNI suporta
Agregac¸a˜o de VLANs Sim ou Na˜o. Indica se existem mais do que um
VLAN ID para um dado EVC
Agregac¸a˜o completa Sim ou Na˜o. Indica se todas os VLAN ID esta˜o
mapeadas para o mesmo EVC
Perfil de largura de banda da UNI Nada ou <CIR, CBS, EIR, EBS>.
Perfil de largura de banda do EVC Nada ou <CIR, CBS, EIR, EBS>.
Perfil de largura de banda de CoS ID Nada ou <CIR, CBS, EIR, EBS>.
Tabela 3.1: Atributos da UNI (adaptado Fonte: MEF)
EVC
O EVC e´ um construtor de ligac¸o˜es virtuais, possui a identificac¸a˜o de todas as UNIs que
participam na ligac¸a˜o e entrega os fluxo de tra´fego Ethernet apenas aos clientes identificados,
prevenindo assim a transfereˆncia de informac¸a˜o para UNIs que na˜o fazem parte da EVC. Os
atributos do EVC esta˜o especificados na tabela(3.2).
A entrega de tramas Ethernet atrave´s de um EVC deve respeitar algumas regras. Uma
trama nunca deve ser reencaminhada para a UNI que a originou, o conteu´do da trama Ethernet
deve permanecer inalterado, isto inclui o seu enderec¸o MAC. O EVC pode definir ligac¸o˜es
ponto-a-ponto ou multiponto-multiponto [31, pa´g 60], do ponto de vista das ligac¸o˜es lo´gicas, as
ligac¸o˜es multiponto-multiponto sera˜o semelhante a` funcionalidade de Virtual LANs estudada
no cap´ıtulo anterior.
NNI
O NNI define a arquitetura de servic¸os entre operadores de Carrier Ethernet. E´ assim
a interface que separa os domı´nios de responsabilidades de diferentes operadores. O MEF
definiu os seguintes tipos de NNIs:
• External Network to Network Interface (E-NNI) - E´ uma interface aberta para ligar
duas redes pertencentes a dois operadores.
• Internal Network to Network Interface (I-NNI) - E´ uma interface para ligar va´rios
segmentos do mesmo operador.
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Atributos Descric¸a˜o
Tipo de EVC Ponto-a-ponto ou multiponto-multiponto
Lista de UNIs Lista de UNIs usadas pelo EVC, identificadas pelo identifi-
cador UNI
Guardar CE-VLAN ID Sim ou na˜o. Especifica quando um VLAN ID e´ salvaguar-
dado
Guardar CE-VLAN CoS Sim ou na˜o. Especifica quando o VLAN Class of Service
(CoS) (802.1p) e´ salvaguardado
Servic¸o unicast Indica quando tramas unicast devem ser descartadas, entre-
gues incondicionalmente, ou entregues sobre determinadas
condic¸o˜es
Servic¸o multicast Indica quando tramas multicast devem ser descartadas, en-
tregues incondicionalmente, ou entregues sobre determina-
das condic¸o˜es
Servic¸o broadcast Indica quando tramas broadcast devem ser descartadas, en-
tregues incondicionalmente, ou entregues sobre determina-
das condic¸o˜es
Performance do servic¸o Especifica o atraso das tramas, a variaˆncia do atraso e tra-
mas perdidas por um EVC, ou por tramas de um EVC,
identificadas atrave´s dos seu valor CE-VLAN CoS (802.1p)
Tabela 3.2: Atributos da EVC (adaptado Fonte: MEF)
• Network Interworking Network to Network Interface (NI-NNI) - E´ uma interface que
permite a extensa˜o das infraestruturas de transporte, atrave´s do uso de redes de trans-
porte externas que na˜o pertencem ao operador prestador do servic¸o.
• Service Interworking Network to Network Interface (SI-NNI) - E´ uma interface que
permite a interoperac¸a˜o entre os servic¸os Carrier Ethernet e servic¸os prestados por
outras tecnologias.
3.2.2 Caracterizac¸a˜o do tra´fego
O perfil de largura de banda definido pelo MEF, tal como se observa na tabela (3.1), tem
a forma: <CIR, CBS, EIR, EBS, CM>. Segue a descric¸a˜o de cada um destes paraˆmetros:
• Committed Information Rate (CIR), e´ a taxa me´dia de transmissa˜o de tramas aten-
dendo a` performance desejada (perdas e atrasos) para o servic¸o associado. Se va´rios
servic¸os estiverem a ser entregues a uma UNI, a soma dos CIRs associados a cada servic¸o
individual devera´ ser inferior ou igual a` taxa ma´xima de transmissa˜o da UNI (Taxa da
UNI, na tabela (3.1)).
• Committed Burst Size (CBS), e´ o limite ma´ximo da taxa de transmissa˜o para o qual as
tramas ainda sa˜o CIR-Conformant, ou seja a sua entrega ainda e´ garantida.
• Excess Information Rate (EIR), e´ uma taxa me´dia de transmissa˜o que pode assumir um
valor igual ou superior a` CIR, e ao qual as tramas sa˜o consideradas EIR-Conformant,
ou seja sa˜o aceites na rede, contudo na˜o e´ garantida a sua entrega.
42
• Excess Burst Size (EBS), e´ o limite ma´ximo da taxa de transmissa˜o para que as tra-
mas ainda sejam consideradas EIR-Conformant. A partir deste valor as tramas sa˜o
descartadas imediatamente.
• Color Marking (CM), e´ um paraˆmetro adicional, que atribui uma cor a` trama, consoante
o seu respeito pelos paraˆmetros anteriores (CIR, CBS, EIR, EBS) .
– Verde - respeita a CIR e a CBS, logo a sua entrega e´ garantida.
– Amarelo - respeita a EIR, na˜o tem uma entrega garantida, podera´ ser entregue se
a rede na˜o estiver congestionada.
– Vermelho - na˜o respeita nenhum dos paraˆmetros, pelo que e´ descartada.
64      Chapter 2
Yellow frames are out-of-bandwidth profile and will be delivered only if there are ad-
equate bandwidth resources; if, on the other hand, the network is congested, then the 
frame is discarded. A red service frame is also out-of-bandwidth profile and is immediately 
discarded. 
The Color Mode (CM) parameter specifies whether the UNI is operating in a color-
aware or color-blind mode. When in a color-aware mode, the color associated with an 
incoming service frame is employed; in the color-blind mode, the color indication is 
ignored.
Bandwidth Profile Rate Enforcement  The Bandwidth profile is enforced through 
a two–rate (committed or excess), three-color marker (green, yellow, or red) algorithm, 
referred to as the trTCM algorithm; this algorithm is usually implemented using a 
token bucket concept and is shown in Figure 2.7.
Two buckets, one referred to as the “committed” or C-bucket and the other referred 
to as the “excess” or E-bucket, are used. Initially, each of these buckets is full of tokens; 
the C-bucket has green tokens and the E-bucket has yellow tokens. As service frames 
enter the Service Provider network UNI, the same number of tokens in the C-bucket 
are removed (decreased). If, after this, there are green tokens in the C-bucket, then the 
service frame is CIR-conformant, colored green, and allowed in the network. 
If no green tokens remain, however, then the E-bucket is checked to determine if any 
yellow tokens remain. If there are yellow tokens, then the service frame is EIR-conformant, 
colored yellow, and allowed i  the network. If no yellow tokens are available, then the 
service frame is colored red and discarded. 
Figure 2.7 Enforcing a predefined bandwidth profile using the token bucket concept (Source: MEF)
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Figura 3.2: Algoritmo de atribuic¸a˜o de cores a`s tramas (Fonte: MEF)
A figura (3.2) ilustra o algoritmo usado na atribuic¸a˜o de cores a`s tramas, assim como o
papel de cada paraˆmetro do perfil de largura de banda nesta atribuic¸a˜o. Este algoritmo e´
muitas vezes referido como trTCM (two-rate (committed or excess), Three-Color Marker),
e e´ implementado com recurso a dois baldes virtuais [31, pa´g 64], tal como mostra a figura
(3.2).
Quando as tramas entram da rede do operador atrave´s de uma UNI, o mesmo nu´mero de
tokens e´ removido do C-Bucket. Se apo´s isto ainda existirem tokens verdes neste balde, as
tramas inseridas na rede consideram-se CIR-conformant, e´ lhes atribu´ıda a cor verde e sa˜o
aceites na rede. No caso de na˜o existirem mais tokens verdes no C-Bucket, e´ verificado se exis-
tem tokens amarelos no E-Bucket. Caso existam, as tramas consideram-se EIR-Conformant,
e´ lhes atribu´ıda a cor amarela, e sa˜o aceites na rede. Caso na˜o existam tokens amarelos no
E-Bucket, e´ lhes atribu´ıda a cor vermelha e sa˜o descartadas.
Existe a possibilidade de adicionar os tokens verdes na˜o usados ao balde E-Bucket como
tokens amarelos, quando se verifica se o tra´fego enviado para a rede e´ EIR-Conformant. Desta
forma dar-se-a´ um aumento do tra´fego ”amarelo”nas redes de transporte dos operadores.
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3.3 Tipos de Servic¸o Ethernet
O modelo de servic¸os ESM ilustrado na figura (3.1) mostra que os servic¸os Ethernet sa˜o
entregues atrave´s de uma ligac¸a˜o EVC controlada pelo operador, e ligada a` rede do cliente
atrave´s de uma UNI. Dependendo do modo como estas ligac¸o˜es virtuais sa˜o configuradas e´
poss´ıvel obter 3 servic¸os de Ethernet distintos.
• E-Line
• E-Lan
• E-Tree
Estes 3 tipos de servic¸o Ethernet sa˜o completamente especificados atrave´s dos atributos
das UNIs e dos EVCs intervenientes (Tabela (3.1) e (3.2)). A seguir sera˜o descrito, com mais
detalhe, os treˆs tipos de servic¸os.
3.3.1 E-LINE
Servic¸o E-Line usa uma EVC ponto-a-ponto para ligar dois UNIs tal como e´ ilustrado na
figura (3.3). Embora o servic¸o ligue apenas dois cliente, a ligac¸a˜o pode suportar um elevado
nu´mero de servic¸os, com diferentes perfis de largura de banda definidos pelos paraˆmetros
<CIR, CBS, EIR, EBS, CM>.
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Ethernet Line (E-LINE) Service Any Ethernet service that is based on a Point-to-point 
Ethernet Virtual Connection (EVC) is designated as an Ethernet Line (E-LINE) service 
type. The Ethernet Line service is illustrated in Figure 2.10. An E-LINE service type can 
be used to create a broad range of Point-t -Point Ethernet services between two UNIs.
In its simplest form, an E-LINE service type can provide symmetrical bandwidth for 
data sent in either direction with no performance assurances, for example, best effort 
service between two 10 Mbps UNIs. In more sophisticated forms, an E-LINE service 
type may be between two UNIs at different speeds and may be defined with perfor-
mance assurances such as CIR with an associated CBS, EIR with an associated EBS, 
delay, delay variation, and loss. 
Service multiplexing may occur at neither, one, or both UNIs in the EVC. For exam-
ple, more than one Point-to-Point EVC can be offered on the same physical port at one 
or both of the UNIs. An E-LINE service without any service multiplexing, for example, 
is very much like the common TDM-based private leased line service (where a UNI 
physical interface is required for each EVC) except that with an E-LINE service, the 
range of bandwidth and connectivity options is much greater. 
Ethe net LAN (E-LAN) Service Any Ethernet service that is based upon a Multipoint- o-
Multipoint Ethernet Virtual Connection (EVC) is designated as an Ethernet LAN (E-
LAN) service type. The Ethernet LAN (E-LAN) service type is illustrated in Figure 2.11. 
An E-LAN service connects two or more UNIs and service frames sent from one can be 
received at one or more of the other UNIs. In an E-LAN service, each UNI is connected 
to a multipoint EVC (even an E-LAN service connected to two UNIs is comprised of a 
multipoint EVC and hence, not an E-LINE service, which has a Point-to-Point EVC). 
An E-LAN can be used to create a broad range of services. In its simplest form, an 
E-LAN service type can provide a best effort service with no performance assurances 
between the UNIs. In more sophisticated forms, an E-LAN service type may be defined 
with performance ass rances such as CIR with an associ ted CBS nd EIR with an 
associated EBS for a given CoS instance. The MEF has not defined service performance 
(delay, delay variation, and loss) attributes for the E-LAN service type.
For an E-LAN service type, Service multiplexing may occur at neither, one, or more 
of the UNIs in the EVC. For example, an E-LAN service type (Multipoint-to-Multipoint 
Figure 2.10 Ethernet Line (E-LINE) service type (Source: MEF)
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Figura 3.3: Servic¸o E-Line (Fonte: MEF)
O servic¸o de ligac¸a˜o E-LINE pode ser direcionado a` porta UNI, ou a` tag da VLAN sendo
que, o funcionamento em ambos os casos se assemelha ao funcionamento de Virtual LANs
usando implicit e explicit tagging, respetivamente2.
A ligac¸a˜o direcionada a` porta UNI e´ apelidada Ethernet Private Line (EPL). Nesta
situac¸a˜o toda a largura de banda da ligac¸a˜o e´ dedicada ao servic¸o da EVC. A transfereˆncia
de tramas entre as UNIs e´ aqui completamente transparente, e espera-se que exista um atraso
de transmissa˜o de tramas bastante reduzido, com uma variac¸a˜o de atraso reduzida, e uma
taxa de perdas aproximadamente nula. Neste caso na˜o e´ poss´ıvel multiplexar servic¸os, ja´ que
a interface f´ısica (a porta da UNI) apenas serve esta ligac¸a˜o. E´ de salientar o facto de, neste
caso, na˜o ser necessa´rio usar paraˆmetros derivados do enderec¸amento baseado na tag VLAN
2A funcionalidade de Virtual LAN foi estudada em detalhe no cap´ıtulo Ethernet, secc¸a˜o (2.2.8).
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nas tabelas (3.1) e (3.2). Esta soluc¸a˜o sera´ aconselhada a casos onde e´ necessa´rio substituir
linhas privadas TDM.
Quando a E-LINE faz uso da tag VLAN a ligac¸a˜o denomina-se Ethernet Virtual Pri-
vate Line (EVPL). Nesta ligac¸a˜o o campo VLAN ID e´ usado para identificar a EVC, e
desta forma a UNI possuira´ um mapa que associa cada EVC a um CE-VLAN ID (tabela
(3.1). A EVPL possibilita multiplexar va´rios servic¸os na mesma UNI, usando va´rias EVCs
para a mesma porta f´ısica. Esta e´ uma ligac¸a˜o bastante u´til para o operador, ja´ que pode
oferecer va´rios servic¸os a um cliente usando apenas uma ligac¸a˜o f´ısica. Segundo o MEF pode
substituir servic¸os de Frame Relay e ATM [31, pa´g 72]. Em ambos os servic¸os E-LINE e´
ainda poss´ıvel configurar outros paraˆmetros de performance, para ale´m da largura de banda,
tal como o atraso por trama, variac¸a˜o do atraso por trama, percentagem de tramas perdidas
e disponibilidade da rede (tabela (3.2)) [31, pa´g 70].
3.3.2 E-LAN
Os servic¸os E-LAN usam ligac¸o˜es EVC multiponto-multiponto tal como ilustra a figura
(3.4).
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EVC) and an E-LINE service type (Point-to-Point EVC) may be service multiplexed at 
the same UNI. In this example, the E-LAN service type may be used to interconnect 
other subscriber sites while the E-LINE service type is used to connect to the Internet 
with both services offered via EVC service multiplexing at the same UNI.
An E-LAN service may include a different bandwidth profile <CIR, CBS, EIR, EBS, 
CM> configured at each of the UNIs. An E-LAN service can also interconnect a large 
number of sites with much less complexity than legacy technologies such as Frame 
Relay and ATM. Furthermore, it can be used to create a broad range of services such 
as Private LAN and Virtual Private LAN service. 
Ethernet Private and Virtual Connectivity Services  Using the E-LINE and E-LAN service 
types, the MEF has also defined simple connectivity services based on whether they are 
port-based or VLAN-based. The port-based service, where all-to-one bundling is em-
ployed, is essentially providing a private service with dedicated bandwidth, while the 
VLAN-based service allows service multiplexing at a UNI to enable a virtual service, in 
which bandwidth is shared among multiple EVCs. This is detailed in Figure 2.12.
Figure 2.11 E-LAN service type using Multipoint-to-Multipoint EVC (Source: MEF)
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Figure 2.12 E-LINE and E-LAN Connectivity Services
Connectivity Services
Ethernet Virtual Private LAN 
(EVPLAN)Ethernet Private Line (EPLAN)E-LAN
Ethernet Virtual Private Line 
(EVPL)Ethernet Private Line (EPL)E-LINE
Shared 
(Service Multiplexed)
Dedicated 
(All to One Bundling)
Ethernet Service 
Type
Figura 3.4: S rvic¸o E-Lan (Fonte: MEF)
Tal como acontece nas ligac¸o˜es E-LINE, tambe´m as E-LAN podera˜o ter a sua conecti-
vidade orientada a` porta f´ısica da UNI, ou a` tag do c mpo VLAN da trama. No caso em
que a ligac¸a˜o e´ orientada a` interface f´ısica, estamos perante uma Ethernet Private Local
Area Network (EPLAN), onde a transmissa˜o de tramas e´ totalmente transparente, e a
rede resultante e´ essencialmente uma LAN Ethernet a` escala de uma rede de transporte.
Quando a ligac¸a˜o e´ orientada a` tag VLAN o servic¸o denomina-se Ehernet Virtual Pri-
vate Local Area Network (EVPLAN), e o resultado sera´ uma LAN Ethernet a` escala
de uma rede de transporte, que tendera´ a ser vista como um servic¸o partilhado. Um exemplo
da aplicac¸a˜o da EVPLAN seria por exemplo, o alojamento da rede privada de uma empresa
dentro da rede de um operador de telecomunicac¸o˜es.
Espera-se que as E-LAN tragam a vantagem de efetuar ligac¸o˜es multiponto-multiponto
com menos complexidade que tecnologias como Frame R lay ou ATM. Deste modo, lidar
com servic¸os de multicast que exigem uma largura de banda e QoS considera´veis, como por
exemplo v´ıdeo-conferencias, tornar-se ia bastante mais fa´cil. A possibilidade de coexistirem
mais do que uma EVPLAN e EPL na mesma UNI esta´ presente, sendo a multiplexagem
realizada atrave´s das VLANs da trama Ethernet.
45
3.3.3 E-TREE
Os servic¸os E-Tree esta˜o definidos na especificac¸a˜o MEF 6.1, e sofreram um adiamento
da sua aprovac¸a˜o por serem considerados uma derivac¸a˜o dos servic¸os E-LAN [16, pa´g 10]. No
E-Tree e´ definida uma UNI raiz, e mais do que uma UNI folha. Esta distinc¸a˜o destina-se a
um melhor controlo do tra´fego, sendo poss´ıvel existir tra´fego bidirecional entre a UNI raiz e
as UNI folhas, mas sendo imposs´ıvel tra´fego entre UNI folhas. Em cena´rios mais sofisticados e´
poss´ıvel existir mais do que uma UNI raiz e neste caso, podera´ existir comunicac¸a˜o entre UNI
ra´ızes e ambas as UNI ra´ızes podera˜o comunicar com as UNI folhas. A figura (3.5) ilustra
este tipo de servic¸o.
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EVC Service Attribute E-LAN Service type Requirement 
Layer 2 Control Protocol 
Processing (only applies for 
L2CPs passed to the EVC) 
For each protocol passed to the EVC, MUST specify one of: 
Tunnel or Discard. 
At least one CoS is REQUIRED.  MUST pecify CoS ID, per 
section 6.8 of [2].  MUST list values for each of the following 
attributes {Frame Delay, Frame Delay Variation, Frame Loss 
Ratio, and Availability} for each CoS, where Not Specified (N/S) 
is an acceptable alu . 
EVC Performance 
Table 7:  E-LAN Service type EVC service attributes and parameter valu s 
6.3 ETHERNET TREE (E-TREE) SERVICE TYPE 
Any Ethernet Service that is based upon a Rooted-Multipoint Ethernet Virtual Connection, as 
defined in MEF 10.1, SHALL be designated as an Ethernet Tree (E-Tree) Service type.  The E-
Tree service type with a single Root is illustrated in Figure 4. 
Leaf UNI
Rooted 
Multipoint EVC
 
Metro Ethernet 
Network
Root UNI
Leaf UNILeaf UNI
Leaf UNI
Root UNI
  
Figure 4:  E-Tree Service type using Rooted-Multipoint EVC 
In its simplest form, an E-Tree Service type can provide a single Root for multiple Leaf UNIs.  
Each Leaf UNI can exchange data with only the Root UNI.  A service frame sent from one Leaf 
UNI with a destination address for another Leaf UNI is not delivered.  This service could be 
useful for Internet Access or Video over IP applications, such as multicast/broadcast packet 
video.  One or more than one CoS may be associated with this service. 
In more sophisticated forms, an E-Tree Service type may support two or more Root UNIs.  In 
this scenario, each Leaf UNI can exchange data only with the Root UNIs.  As well, the Roots can 
communicate with each other.  In such a service, redundant access to ‘the Root’ can also be 
provided, effectively allowing for enhanced service reliability and flexibility.  This service is 
depicted in Figure 5 below. 
Figura 3.5: Servi¸o E-TREE (Font : MEF)
No servic¸o E-Tree, as ligac¸o˜es podera˜o tambe´m ser orientadas a` porta f´ısica da UNI, ou
a` VLAN tag. No caso das ligac¸o˜es serem orientadas a` porta f´ısica, o servic¸o e´ chamado
Ether et Private Tree Service (EP-Tree). Este servic¸o foi desenhado para ser usado
por clientes que queiram ligar va´rios locais que partilhem o mesmo servic¸o distribu´ıdo. O
EP-Tree preveˆ a preservac¸a˜o da tag VLAN, para assim o cliente poder configurar livremente
Virtual LANs, sem ocorrerem conflitos com a ligac¸a˜o ao operador [29].
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Table 26:  EVC service attributes and parameters for the EP-Tree service 
7.6 ETHERNET VIRTUAL PRIVATE TREE SERVICE 
Some subscribers desire access to certain applications or content services from well-defined 
access points within their own ( r an external) network.  In this case it is necessary to 
interconnect the participating UNIs in a Rooted-Multipoint connection to the well-defined access 
(or root) point.  One or more of the Subscriber’s UNIs may also support other services, e.g., 
EVPL r EVP-LAN.  For such cases, th EVP-Tree service is used. 
Bundling may or may not be us d on the UNIs in the Rooted-Multipoint EVC.  As such, CE-
VLAN tag preser ation and unneling f c rtain Layer 2 Control Protocols may or may not be 
provided.  Figure 11 below hows the basic structure of EVP-Tree service.  In this example, a 
custo er has EVP-LAN service (red EVC) providing data connectivity among three UNIs, while 
using EVP-Tree service (green EVC) for providing video broadcast from a video hub location.  
RMP EVC MP2MP EVC
Metro Ethernet 
Network
  
Figure 11:  Ethernet Virtual Private Tree (EVP-Tree) Service 
Table 27 provides the UNI service attributes, parameters, and values for the EVP-Tree service. 
 
UNI Service Attribute Service Attribute Parameters and Values 
UNI Identifier Arbitrary text string to identify the UNI. 
Physical Medium UNI Type 2 Physical Interface [5] except for PON interfaces 
10 Mbps, 100 Mbps, 10/100 Mbps Auto-negotiation, 
10/100/1000 Mbps Auto-negotiation, 1 Gbps, or 10 Gbps Speed 
MUST be Full Duplex  Mode 
MAC Layer IEEE 802.3-2005 [5]
MUST be ≥ 1522 UNI MTU Size 
SHOULD be supported at one or more UNIs. Service Multiplexing 
Yes or No.  If Yes, then CE-VLAN ID Preservation MUST be 
Yes.   Bundling 
MUST be No All to One Bundling 
MUST specify CE-VLAN ID for untagged and priority tagged 
Service Frames in the range of 1-4094. 
CE-VLAN ID for untagged 
and priority tagged Service 
Frames 
MUST be ≥ 1 Maximum number of EVCs 
Figura 3.6: Servic¸o EVP-Tree service (Fonte: MEF)
Os servic¸os E-Tree com ligac¸o˜es orientadas a` tag VLAN sa˜o denominados Ethernet
Virtual Private Tree Service (EVP-Tree). Este e´ um dos servic¸os mais interessantes
para distribuic¸a˜o de servic¸os de v´ıdeo, devido a` potencial poupanc¸a de recursos de largura de
banda no fornecimento de servic¸os multicast. O facto das ligac¸o˜es EVC serem orientadas a`
tag VLAN levam o operador a poder configurar remotamente a topologia lo´gica da EVP-Tree
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e poderem existir va´rios servic¸os Ethernet orientados a` tag VLAN na mesma rede. Estas
caracter´ısticas atribuem ao EVP-Tree uma elevada flexibilidade.
Na figura (3.6) e´ ilustrado um cena´rio onde treˆs no´s partilham um servic¸o de EVPLAN
(a vermelho, trac¸o cont´ınuo) e um servic¸o de EVP-Tree (a verde, tracejado). Neste cena´rio
o no´ raiz da EVP-Tree podera´ ser por exemplo, um servidor de telecomunicac¸o˜es que esta´ a
transmitir v´ıdeo em multicast, para todos os clientes da ligac¸a˜o.
3.4 Tecnologias
Existem essencialmente duas tecnologias que tentam ir de encontro aos atributos defini-
dos pelo MEF e desta maneira, candidatam-se a` implementac¸a˜o massiva nas redes de trans-
porte de telecomunicac¸o˜es. A tecnologia MPLS-TP suportada pelo Internet Engineering Task
Force (IETF) e ITU, que sera´ abordada em maior detalhe no pro´ximo cap´ıtulo. E a tecno-
logia Provider Backbone Bridge Traffic Engineering (PBB-TE) apoiada pelo IEEE, entidade
tambe´m responsa´vel pela tecnologia Ethernet.
Atualmente, muitos dos grandes operadores de telecomunicac¸o˜es anunciaram o MPLS-TP
como a sua escolha para a tecnologia Carrier Ethernet. Desta forma o presente documento
estudara´ esta soluc¸a˜o com maior detalhe. Quanto a` tecnologia PBB-TE, esta ainda na˜o cessou
o seu desenvolvimento contudo na˜o esta´ a captar o mesmo n´ıvel de atenc¸a˜o que a tecnologia
concorrente.
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Cap´ıtulo 4
MPLS-TP
O presente cap´ıtulo estudara´ a tecnologia MPLS-TP. A tecnologia e´ um perfil de funci-
onamento da tecnologia Multi Protocol Label Switching (MPLS) para a rede de transporte,
cuja normalizac¸a˜o esta´ a ser desenvolvida atrave´s de um esforc¸o conjunto entre o IETF e o
International Telecommunication Union - Telecommunication Standardization Setor (ITU-T)
desde 2008 [4]. Deste modo, sera´ importante um estudo dos princ´ıpios ba´sicos da tecnologia
MPLS para uma melhor compreensa˜o da tecnologia MPLS-TP. As soluc¸o˜es baseadas neste
perfil constituem atualmente a principal aposta dos operadores de telecomunicac¸o˜es para a
rede de transporte, soluc¸o˜es estas, que va˜o ao encontro dos atributos MEF, estudados no
cap´ıtulo anterior.
O estudo desta tecnologia, sera´ acompanhado com demonstrac¸o˜es do seu emprego, sendo
usado para isso o equipamento IXIA, XM12 High Performance Chassis, com cartas Ethernet.
O equipamento e´ controlado pelo software profissional IxNetwork 6.0.400.14, a imagem (4.1)
e´ uma captura do painel de vista geral do software, onde se pode ver uma ligac¸a˜o Ethernet a
1 Gbps entre duas portas.
4.1 MPLS
O aparecimento da tecnologia MPLS, remonta ao inicio dos anos 90 quando surgiram
va´rias tecnologias baseadas em comutac¸a˜o de pacotes IP, que tinham como propo´sito resolver
os problemas de escalabilidade e taxa de encaminhamento baseado em IP [32, pa´g 1-2]. Estes
problemas proveˆm do aumento das tabelas de encaminhamento IP, que levam a tempos de
pesquisa mais elevados e, logo a maiores atrasos de encaminhamento. Em 1996, o IETF
juntou-se ao desenvolvimento desta tecnologia, e em 1997 foi criado o MPLS Working Group
com o objetivo de normalizar a tecnologia [32, pa´g 1]. Este esforc¸o teve como produto, o
documento RFC 3031 [33], finalizado em 2001, com o t´ıtulo Multiprotocol Label Switching
Architecture. O documento RFC 3209 RSVP-TE: Extensions to RSVP for LSP Tunnels,
lanc¸ado em 2001, assume tambe´m alguma importaˆncia nesta tecnologia, e ambos constituem
os pilares definidores da tecnologia MPLS.
O MPLS opera entre a camada de ligac¸a˜o de dados e a camada de rede, do modelo OSI, e´
por isso muitas vezes referida como uma tecnologia de camada OSI 2.5. A tecnologia suporta
o transporte de tecnologias baseadas em comutac¸a˜o de circuitos, atrave´s de emulac¸a˜o de
circuitos de virtuais, podendo assim transportar servic¸os baseados em comutac¸a˜o de pacotes,
ou circuitos de forma unificada e transparente. As siglas Multi Protocol, devem-se a` sua
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Figura 4.1: Vista geral - IxNetwork 6.0.400.14 (Fonte: Software IxNetwork 6.0.400.14)
capacidade de poder encapsular va´rias tecnologias, tal como, tramas Ethernet, tramas Frame
Relay ou ce´lulas Asynchronous Transfer Mode (ATM). A operac¸a˜o base da tecnologia, a` qual
se devem as siglas de Label Switching, consiste em atribuir a cada pacote uma ou mais labels
de tamanho fixo, que definem o caminho que este pacote tomara´ ao atravessar a rede.
4.1.1 Label MPLS
A figura (4.2) ilustra a label MPLS, e a sua localizac¸a˜o no modelo OSI. E´ importante
assinalar o facto de a tecnologia permitir encapsular mais do que uma label em cada pacote,
criando desta maneira uma pilha de labels.
Label
                        20 bits     3 bits    1              8 bits
                 
CoS S TTL
Cabeçalho da camada 
de ligação
Label MPLS Cabeçalho da camada 
de rede
Dados
Figura 4.2: Label MPLS
O pacote possu´ı 4 campos:
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• O campo label possu´ı 20 bits, e e´ onde esta´ definida a label de encaminhamento do
pacote, dentro da rede MPLS. Os 20 bits permitem assim criar cerca de 1 milha˜o de
diferentes labels.
• O campo QoS, possu´ı 3 bits e e´ usado para implementac¸a˜o de qualidade de servic¸o,
atrave´s da atribuic¸a˜o de prioridades. Inicialmente o campo na˜o possu´ıa uma func¸a˜o
espec´ıfica, era um campo experimental (EXP).
• O campo S, possu´ı apenas um bit, e tem como objetivo indicar se a pilha de labels esta´
vazia, de modo que, apenas sera´ ’1’ na label que se encontra no fundo na pilha.
• o campo Time To Live (TTL) possu´ı 8 bits, que teˆm como objetivo impedir que os
pacotes circulem indefinidamente na rede, atrave´s da limitac¸a˜o do nu´mero se saltos que
um pacote pode realizar. Para ale´m desta func¸a˜o o campo TTL pode tambe´m ser um
mecanismo de enderec¸amento de pacotes de OAM, veja-se, ao atravessar um router o
valor TTL da label que se encontra no topo da pilha de labels e´ decrementado, e no
caso deste valor atingir zero, e´ verificado se existe uma label de OAM imediatamente a
seguir a` label que atingiu o valor 0 de TTL. No caso de possuir, o router que efetuou o
decremento do TTL de 1 para 0 sofre uma operac¸a˜o de OAM. No caso de na˜o existir
nenhuma label de OAM, o router descarta o pacote.
Figura 4.3: Label MPLS (Fonte: Software IxNetwork 6.0.400.14)
A figura (4.3), mostra a utilizac¸a˜o de uma label MPLS entre a tecnologia Ethernet, e
a tecnologia IP. Sa˜o ilustrado os campos do cabec¸alho da tecnologia Ethernet II, estudados
no cap´ıtulo Ethernet, e os campos da label MPLS, descritos anteriormente. Como se pode
observar, o campo tipo da trama Ethernet II possu´ı o valor 0x8847, o que indica o transporte
de um pacote MPLS com destino unicast. A label possui o valor 16, na˜o possui classe de
servic¸o, o campo S tem o valor ’1’, indicando que e´ a u´ltima label da pilha, e o seu campo
TTL indica que aquela label atravessara´ no ma´ximo 64 routers. A imagem foi retirada do
software IxNetwork 6.0.400.14.
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Figura 4.4: Rede MPLS
4.1.2 Arquitetura
A figura (4.4) ilustra uma rede MPLS. Os caminhos que os pacotes tomam dentro da
rede sa˜o chamados de Label Switched Paths (LSPs) e podem ser configurados com recurso
a diferentes protocolos. Note-se que, um LSP representa uma ligac¸a˜o virtual, que esta´ sobre
uma rede na˜o orientada a` ligac¸a˜o. Os routers responsa´veis por encaminhar os pacotes, sa˜o
classificados quanto ao local que ocupam no LSP, e desta forma temos:
• Os Label Edge Router (LER) que se situam na fronteira da rede, ou seja no inicio ou
final de um LSP. Estes equipamentos sa˜o responsa´veis pelo encapsulamento e posterior
encaminhamento, de pacotes que chegam a` rede. E sa˜o responsa´veis por retirar todas as
labels e encaminhar os pacotes que va˜o abandonar a rede, contudo a funcionalidade de
Penultimate Hop Popping (PHP), permite que seja o ultimo router antes do LER, a efe-
tuar esta tarefa, de modo a na˜o sobrecarregar os LERs [16, pa´g 60]. O encaminhamento
de pacotes e´ realizado com recurso a` Label Forwarding Information Base (LFIB).
• Os Label Switching Router (LSR), sa˜o os routers interme´dios de um LSP, e a sua func¸a˜o
e´ encaminhar os pacotes MPLS, com base na label situada no topo da pilha de labels.
Para o realizar recorrem tambe´m a` LFIB. O mesmo router, pode atuar como um LER
para um LSP, e como LSR para um LSP diferente.
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4.1.3 Funcionamento
As operac¸o˜es fundamentais que os routers anteriormente descritos, podem realizar no
plano de dados, sa˜o as seguintes:
• OLabel Push consiste na adic¸a˜o de labels ao pacote. Um pacote ao entrar na rede e´
encapsulada com a label MPLS descrita na figura (4.2), e a` medida que avanc¸a na rede,
podera˜o ser adicionadas mais labels, criando assim uma pilha de labels. As operac¸o˜es
a serem efetuadas sobre o pacote, ocorrera˜o na label que se encontra no topo da pilha.
• O Label Pop retira a label situada no topo da pilha. Uma variac¸a˜o desta operac¸a˜o sera´
o retirar de toda a pilha de labels em simultaˆneo, que acontece no PHP.
• O Label Swap e´ a troca da label que se encontra no topo da pilha, pode ser vista como
um label pop seguido de um label push, e e´ uma operac¸a˜o frequente no encaminhamento
interno dos pacotes efetuado pelos LSRs.
A tabela de encaminhamento de labels a que os routers recorrem para encaminhar os
pacotes, e´ designada por LFIB, e cada entrada desta tabela possu´ı obrigatoriamente uma
label de chegada, uma label de sa´ıda e a interface de sa´ıda. Podendo tambe´m ter outra
informac¸a˜o, tal como identificador de interface e/ou enderec¸os IP. Na figura (4.4), encontra-
se uma proposta de LFIB para o LSR 1.
O mecanismo de encaminhamento de pacotes, compreende a operac¸a˜o de label pop ao
pacote que chega ao router, a pesquisa da label de entrada na LFIB, e o label push com
a label de sa´ıda correspondente. Apo´s isto o pacote e´ enviada para a interface de sa´ıda
correspondente.
No caso da figura (4.4), o LSR 1 ao receber o pacote proveniente do LER 1, retira a
label 30 do pacote, e procura na sua tabela esta entrada. Apo´s ser encontrada a entrada
correspondente o router, faz um label push da label 33, e reencaminha o pacote, para a porta
1. Tambe´m o LSR 3 fara´ uma operac¸a˜o semelhante a esta, contudo a sua entrada na LFIB,
para a label de chegada com o valor 33, indicara´ a necessidade de efetuar a operac¸a˜o de PHP,
que encaminhara´ o pacote para o LER 3, e este por sua vez enviara´ o pacote para fora da
rede MPLS, com recurso por exemplo a um protocolo IP. Note-se que o exemplo da figura
podera´ transportar uma trama Ethernet ou IP, e que o caminho de transporte e´ o LSP 1, mas
esta escolha do LSP para cada pacote, pode ser realizada pelo LER e ter por base qualquer
paraˆmetro, tal como enderec¸o MAC, IP, QoS ou tipo de aplicac¸a˜o do pacote.
Uma outra funcionalidade com bastante importaˆncia na tecnologia MPLS, e´ a possibili-
dade de se criarem tu´neis LSP. A figura (4.5) ilustra um tu´nel LSP, onde fluxos proveniente
de diferentes routers sa˜o agregados no mesmo LSP. Apo´s atravessarem o tu´nel a escolha do
caminho a dar a cada pacote e´ efetuada com base na label que o pacote possu´ıa antes de
entrar no tu´nel. Pelo que o router que agrega os fluxos, apenas efetua a operac¸a˜o de label
push, e o router que no final do tu´nel encaminha os pacotes apenas efetua a operac¸a˜o de
label pop. Desta maneira o tu´nel LSP, faz uso da possibilidade de empilhar va´rias labels no
mesmo pacote, e permite uma elevada poupanc¸a de memo´ria e processamento, assim como a
possibilidade de estabelecer Virtual Private Networkss (VPNs) [34, pa´g 6].
4.1.4 Estabelecimento de ligac¸o˜es
As ligac¸o˜es podera˜o ser estabelecidas manualmente, ou com recurso a protocolos de si-
nalizac¸a˜o, tal como Label Distribution Protocol (LDP) ou Resource Reservation Protocol -
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Figura 4.5: Tu´nel LSP
Traffic Engineering (RSVP-TE).
LDP
O LDP, definido no RFC 5036 configura os LSPs da rede, com recurso a um mapeamento
das opc¸o˜es de encaminhamento provenientes de protocolos IP (tal como Interior Gateway
Protocol (IGP)). Apo´s este mapeamento sa˜o trocadas mensagens entre LSRs adjacentes
onde e´ transmitida informac¸a˜o sobre as opc¸o˜es de encaminhamento que cada um toma (com
base no mapa de encaminhamento proveniente de protocolos IP). Os LSPs resultantes desta
comunicac¸a˜o podem apenas possuir dois LSRs (a` semelhanc¸a do encaminhamento IP, salto a
salto) ou podem resultar LSPs que atravessam toda a rede. Para um eficiente uso dos recursos
e´ associado a cada LSP um Forwarding Equivalence Class (FEC), onde sa˜o especificados todas
os pacotes que podera˜o usar aquele LSP.
Os dois LSRs que trocam mensagens de controlo para encaminhamento de pacotes chamam-
se LDP peers, e na sua sessa˜o LDP e´ poss´ıvel que ambos adquiram conhecimento sobre o en-
caminhamento de labels um do outro em simultaˆneo, devido a` bidireccionalidade do protocolo
LDP. Os 4 tipos de mensagens LDP sa˜o as seguintes:
• Mensagens de descoberta. Sa˜o usadas para anunciar e manter a presenc¸a do LSR
na rede. Sa˜o mensagens de ”Hello” enviadas periodicamente por UDP, contudo se
enviadas para o estabelecimento de novas sesso˜es usam o protocolo Transmission Control
Protocol (TCP).
• Mensagens de sessa˜o. Para dois LDP peers iniciarem a troca de mensagens necessitam
de estabelecer uma sessa˜o LDP. As mensagens de sessa˜o destinam-se a estabelecer,
manter e terminar sesso˜es LDP entre LDP peers, e usam sempre o protocolo TCP.
• Mensagens de anu´ncio. Estas mensagens sa˜o usadas para criar, modificar e apagar os
v´ınculos de labels aos FECs. Usam tambe´m o protocolo TCP.
• Mensagens de notificac¸a˜o. Sa˜o mensagens de aconselhamento e podem conter informac¸a˜o
sobre erros. Sa˜o tambe´m enviadas atrave´s de TCP [15, pa´g 149-157].
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RSVP-TE
O RSVP-TE resulta da adic¸a˜o de funcionalidades de engenharia de tra´fego ao protocolo
Resource Reservation Protocol (RSVP) sobre TCP. O protocolo RSVP e´ caraterizado por
permitir estabelecer ligac¸o˜es nas redes IP com reserva de largura de banda.
Quando e´ definido um RSVP com recurso ao MPLS o fluxo de tra´fego resultante possu´ı
uma elevada flexibilidade e robustez, sendo o produto final deste protocolo um tu´nel LSP.
A label atribu´ıda aos pacotes pelo router de acesso ao tu´nel LSP, definem completamente
o fluxo neste tu´nel, e o tu´nel cumpre assim os requisitos de ligac¸a˜o exigidos pelo protocolo
RSVP-TE.
O tu´nel e´ configurado da seguinte maneira: Inicialmente o router de acesso ao tu´nel
envia uma mensagem PATH na direc¸a˜o do caminho da rede desejado. Cada LSR interme´dio
confirma se possu´ı a largura de banda pedida pelo router anterior, e encaminha a mensagem
ate´ ao u´ltimo router do LSP pretendido. O u´ltimo router envia uma mensagem de resposta
RESV que atravessara´ todos os routers interme´dios, reservando desde logo a largura de banda
necessa´ria e as labels a serem usadas. Apo´s isto o tu´nel sera´ mantido e atualizado atrave´s da
troca de mensagens entre routers adjacentes. O protocolo RSVP-TE engloba as mensagens
do anterior protocolo RSVP e adiciona novos tipos de mensagem [15, pa´g 167-179].
Em algumas aplicac¸o˜es e´ u´til associar conjuntos de tu´neis LSPs, por exemplo um tu´nel
LSP podera´ ser dividido em va´rios tu´neis, ou alguns tu´neis podera˜o ser agregados, o que e´ u´til
no transporte de protocolos que comutac¸a˜o de circuitos. Estes tu´neis sa˜o conhecidos como
TE Tunnels (Traffic Engineered Tunnels).
Uma outra funcionalidade interessante do RSVP-TE e´ o mecanismo de protec¸a˜o local Fast
Reroute. Esta funcionalidade permite a protec¸a˜o de ligac¸o˜es ou LSPs, atrave´s de caminhos
pre´-estabelecidos. Mais detalhe sobre este mecanismo pode ser encontrado no documento
RFC 4090 (Fast Reroute Extensions to RSVP-TE for LSP Tunnels).
BFD, LSP Ping e LSP traceroute
Estes treˆs recursos usados pela tecnologia MPLS teˆm como func¸a˜o monitorizar o estado
das ligac¸o˜es e dos LSPs. Embora na˜o sejam funcionalidades originais desta tecnologia foram
adaptadas e como se vera´ adiante, constituem a base de va´rias funcionalidades de OAM
adicionadas a` tecnologia MPLS-TP.
O Bidirectional Forwarding Detection (BFD) e´ um protocolo usado para detetar falhas
de ligac¸a˜o entre dois routers. Para isso estabelece uma sessa˜o entre os routers adjacentes
que consiste num handshake de treˆs mensagens. Apo´s estabelecer uma sessa˜o, sa˜o enviadas
periodicamente mensagens de Hello e no caso destas mensagens na˜o obterem uma resposta,
considera-se que a ligac¸a˜o possui uma falha. Este mecanismo relativamente simples informa
automaticamente sobre uma falha no plano de dados da tecnologia MPLS. Este mecanismo e´
descrito com maior detalhe no documento RFC 5880 Bidirectional Forwarding Detection.
O LSP Ping e´ um pedido de resposta usado para validar caminhos LSP, ana´logo ao Ping
usado na tecnologia IP. A utilizac¸a˜o do LSP Ping pode validar LSPs configurados tanto
atrave´s do protocolo LDP como do RSVP-TE, e indica que tanto o plano de dados como o
plano de controlo da tecnologia MPLS esta˜o a funcionar. O uso do LSP Ping em conjunto com
o BFD permite por exemplo, apurar se a falha e´ de origem f´ısica (ambos os testes falham), ou
se a falha tem origem no plano de controlo (apenas o LSP Ping falha). O emprego conjunto
deste recursos esta´ descrito com maior detalhe no RFC 5884 BFD for MPLS LSPs.
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Uma outra funcionalidade que tambe´m se mostra de grande utilidade e´ o LSP traceroute,
especialmente em tu´neis LSP. O LSP traceroute permite obter informac¸o˜es sobre todos os
routers que o LSP em ana´lise atravessa, atrave´s da aplicac¸a˜o de sucessivos LSP Pings ao
mesmo LSP. Mais informac¸o˜es sobre esta funcionalidade podem ser encontradas no draft
LSP-Ping extensions for MPLS-TP (draft-nitinb-mpls-tp-lsp-ping-extensions01).
4.1.5 MPLS para a rede de transporte
A tecnologia MPLS, muitas vezes chamada de IP/MPLS devido a` frequeˆncia com que en-
capsula pacotes IP e´ atualmente uma tecnologia madura, que tem ja´ algum peso nas redes de
transporte. Apresenta como vantagens para este contexto de operac¸a˜o a possibilidade de agre-
gar facilmente tra´fego, elevada taxa de encaminhamento dos routers devido a` reduc¸a˜o das en-
tradas das tabelas de encaminhamento, capacidade de suportar engenharia de tra´fego, atrave´s
do protocolo RSVP-TE, eficientes mecanismos de recuperac¸a˜o, suporte a VPNs, e o suporte
a va´rios tipos de tecnologia (Generalized Multi-Protocol Label Switching (GMPLS) [32]).
Apesar das vantagens enumeradas anteriormente, o MPLS possui ainda alguns aspetos
que desagradam aos operadores tanto no encaminhamento de tra´fego de pacotes, como na
comutac¸a˜o de tra´fego de voz. Quanto ao encaminhamento de dados e´ necessa´rio tecnologia
adicional sob a tecnologia IP, e´ necessa´ria uma complexa configurac¸a˜o da rede devido ao
recurso do MPLS a muitas outras tecnologias (LDP, OSPF, EBGP, ...). A estreita relac¸a˜o
entre a tecnologia MPLS e a tecnologia IP e´ algo que desagrada tambe´m aos operadores.
Quando se trata da possibilidade da tecnologia substituir as robustas tecnologias base-
adas em TDM, tal como o SDH, esta e´ considerada inapta devido ao uso de protocolos de
encaminhamento dinaˆmicos que aumentam os tempos de recuperac¸a˜o a falhas, e devido a`
inconsisteˆncia das suas ferramentas de OAM para as redes de transporte. Os operadores
necessitam de uma tecnologia que possua caminhos de recuperac¸a˜o pre´-determinados, ferra-
mentas avanc¸adas de OAM e planos de controlo o mais simples poss´ıvel.
4.2 MPLS-TP
A tecnologia MPLS, apesar de ter crescido e amadurecido no mercado, na˜o preenchia
todos os requisitos necessa´rios para operar numa rede de transporte. E foi com esta premissa,
que em 2006, o ITU-T definiu uma tecnologia de rede de transporte baseada no MPLS,
o Transport Multi-Protocol Label Switching (T-MPLS). A arquitetura da tecnologia foi
definida no documento ITU-T G.8110.1, a interface, no documento G.8112, o equipamento
no documento G.8121 e os mecanismos de protec¸a˜o no documento G.8131 [35, pa´g 8]. A nova
tecnologia pretendia ainda atribuir escalabilidade, aprovisionamento esta´tico, e engenharia
de tra´fego de transporte atrave´s da implementac¸a˜o de novas funcionalidades de operac¸a˜o,
administrac¸a˜o e gesta˜o (OAM)(G.8113, G.8114, G.7710, G.7712, G.8151)1.
Em 2008 o IETF juntou-se a` normalizac¸a˜o da tecnologia, contudo na˜o concordou com
algumas das especificac¸o˜es existentes e tentou impedir a normalizac¸a˜o da protec¸a˜o em anel
(G.8132) e das funcionalidades de OAM (G.8114), alegando incompatibilidades com a anterior
tecnologia IP/MPLS.
1Implementac¸o˜es estas, que tendem a ir de encontro aos atributos MEF para um rede de transporte,
estudados anteriormente.
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De modo a solucionar as referidas incompatibilidades, as duas entidades decidiram coo-
perar atrave´s de uma Joint Working Team, onde o IETF ficou responsa´vel por publicar os
Request For Commentss (RFCs) da nova tecnologia, e o ITU-T ficou encarregue de rever
as anteriores recomendac¸o˜es do T-MPLS, para que estas fossem de encontro ao pretendido
para a nova tecnologia. Foi decidido tambe´m alterar a designac¸a˜o para MPLS-TP, de modo
a assinalar a rutura com o anterior T-MPLS. Mais detalhe relativo ao papel de cada enti-
dade na Joint Working Team, pode ser encontrada no RFC 5317 (JWT Report on MPLS
Architectural Considerations for a Transport Profile) [35].
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Figura 4.6: Convergeˆncia da tecnologia MPLS-TP (fonte [4])
A imagem (4.6) retirada do documento [4], ilustra o esforc¸o de ambas as entidades acima
mencionadas, para a convergeˆncia da tecnologia. Atualmente a tecnologia e´ alvo de elevado
interesse por parte dos operadores de telecomunicac¸o˜es, e e´ apontada como a pro´xima tecnolo-
gia dominante na rede de transporte, contudo na˜o se encontra ainda totalmente normalizada.
4.2.1 Funcionalidades
Visto a tecnologia MPLS-TP resultar da implementac¸a˜o de novas funcionalidades de trans-
porte a` anterior tecnologia MPLS, e´ importante estudar quais as novas funcionalidades adici-
onadas ate´ ao momento e o que implicam no funcionamento de toda a rede. Sera˜o abordadas
tambe´m as fu cionalidades que foram retiradas, ou que se tornaram opcionais e o motivo
dess alterac¸a˜o. A tecnologia pode ser dividida em quatro grandes a´reas: o pla o de ados,
o plano de controlo, OAM e os mecanismos de sobreviveˆncia.
4.2.2 Plano de Dados
• O MPLS-TP faz uso das anteriores arquiteturas e mecanismos de encaminhamento
de pacotes MPLS. Co tudo deve oper r sem recurs a` tecnologia I e para isso na˜o
pode recorrer a mecanismos de encaminhamento de pacotes, provenientes de protoco-
los superiores (tal como acontece no LDP), pelo que deve ser capaz de possuir estas
funcionalidades nos seus planos de controlo e OAM [35] [33, pa´g 5].
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• Os LSPs que anteriormente eram apenas unidirecionais, passam a poder ser tambe´m
bidirecionais e nesse caso congruentes [16] [36, pa´g 7] [35, pa´g 28]. No MPLS os pacotes
que circulavam numa ligac¸a˜o ponto-a-ponto em diferentes direc¸o˜es poderiam percorrer
diferentes caminhos, o que tornava mais dif´ıcil monitorizar e controlar o tra´fego. Ora
para que isto na˜o acontec¸a, as ligac¸o˜es bidirecionais do MPLS-TP obrigam a que o
caminho percorrido em ambos os sentidos da ligac¸a˜o seja o mesmo e assim todo o
tra´fego das ligac¸o˜es bidirecionais atravessara´ os mesmos LSRs.
• A funcionalidade de PHP (Penultimate Hop Popping) tornou-se opcional. Esta opc¸a˜o
foi largamente discutida ja´ que ao ser mantida, podera˜o ser retiradas labels de OAM a
pacotes que teriam como func¸a˜o atuar no ultimo router de um LSP. Este facto tornaria
imposs´ıvel aplicar as func¸o˜es normais de OAM aos u´ltimos routers de um LSP [35, pa´g
74]. Foram elaboradas soluc¸o˜es para a possibilidade do PHP estar ativo ou desativo
e atualmente a funcionalidade encontra-se desativa por defeito. A funcionalidade de
agregar va´rios LSPs foi tambe´m desativada, pelos mesmos motivos que o PHP.
• A funcionalidade de Equal Cost Multi-Path (ECMP) foi desativada. Esta permite
que o tra´fego entre dois routers seja dividido entre dois ou mais caminhos, se estes
apresentarem igual custo (Loud Balancing). Ora para ale´m de dificultar a monitorizac¸a˜o
do tra´fego [36], tambe´m implica que os pacotes de OAM, que circulam nos mesmos LSPs
que os pacotes de dados possam seguir um percurso diferente. Entende-se que o tra´fego
de dados e o tra´fego OAM devem partilhar sempre o mesmo percurso [35, pa´g 70].
• As ligac¸o˜es multiponto-a-multiponto foram suprimidas, ja´ que este tipo de ligac¸a˜o na˜o
faz sentido numa rede de transporte. Desta forma a tecnologia MPLS-TP podera´ ape-
nas operar em ligac¸o˜es ponto-a-ponto unidirecionais e bidirecionais, e ligac¸o˜es ponto-a-
multiponto unidirecionais.
4.2.3 Plano de Controlo
No plano de controlo foram definidos duas opc¸o˜es, o controlo esta´tico e o controlo dinaˆmico:
• O controlo esta´tico recorre a Network Management System (NMS) para o estabeleci-
mento de LSPs esta´ticos.
• O controlo dinaˆmico usa protocolos de controlo independentes (OSPF-TE ou RSVP-TE)
para total automac¸a˜o da rede [36].
Foram tambe´m definidas labels pro´prias para implementar na tecnologia func¸o˜es de OAM
transportadas no mesmo canal de comunicac¸a˜o que os dados. Esta implementac¸a˜o sera´ estu-
dada com maior detalhe em seguida. Note-se que tanto o controlo dinaˆmico como o controlo
esta´tico devem estabelecer uma clara divisa˜o entre os planos de dados e de controlo [36].
Generic Associated Channel
Com o propo´sito de assegurar coereˆncia entre os mecanismos de OAM e os LSPs, os
pacotes de OAM circulam nas mesmas ligac¸o˜es que os demais pacotes. Para isto os pacotes
de OAM possuem labels adicionais que os identificam e acionam os mecanismos de OAM nos
routers pretendidos.
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Na tecnologia MPLS os mecanismos de OAM dos LSPs sa˜o realizados pelo protocolo
IP, contudo um dos requisitos da tecnologia MPLS-TP e´ a independeˆncia de tecnologias de
camada superior, nomeadamente IP. Desta forma, e para manter a interoperabilidade com a
tecnologia IP/MPLS, os pacotes IP de OAM continuam a ser aceites no MPLS-TP, no entanto
sera´ o mecanismo de Generic Associated Channel o principal meio de gerir e controlar as redes
MPLS-TP.
O conjunto de mensagens adicionais chama-se Generic Associated Channel (G-ACh) e
pretende ser a generalizac¸a˜o do mecanismo Associated Channel Header (ACh), usado inicial-
mente para assinalar pacotes com func¸o˜es de OAM no contexto dos pseudowires2. A G-ACh,
no caso de possuir informac¸o˜es de OAM destinas a pseudowires, e´ em tudo igual a` mensagem
ACH. No entanto quando e´ direcionada aos LSPs do MPLS-TP, o G-ACh possui uma label
que informa sobre este facto,chamada G-ACh Label (GAL). A GAL e´ uma label semelhante
a`s labels usadas para encaminhamento, contudo possu´ı um valor (13) que esta´ reservado para
esta finalidade, e e´ por isso interpretada de forma diferente pelos routers [37].
Mensagem G-ACh
GAL
Labels do LSP
ACHACH
Labels do LSP
0001 Version Reserved Channel Type
ACH TVL Header
ReservedLength
ACH TVL adicionais
LengthTLV Type
Value
Value
32 bits its
32 bits its
32 bits its
13 CoS 1 TTL
32 bits its
Associated Channel Header
ACH TLV Header (Opcional)
ACH TLV adicionais (Opcional)
G-Ach Label 
Figura 4.7: Formato do pacote G-Ach para um LSP.
A figura (4.7) retrata um pacote G-ACh MPLS-TP. Apo´s as labels LSP de encaminha-
mento aparece a label GAL, com o nu´mero reservado 13, significando que o atual pacote possui
informac¸o˜es de OAM. Seguidamente encontra-se a label ACH, definida antes do aparecimento
do MPLS-TP nos mecanismos de PW. Os campos Version e Reserved desta label devem estar
a 0, enquanto o campo Channel Type devera´ conter informar sobre o protocolo que esta´ a ser
alvo de controlo.
As labels ACH TVL Header e ACH TVL sa˜o opcionais e teˆm como func¸a˜o contextualizar
as mensagens de G-ACh, podendo por exemplo possuir informac¸a˜o sobre o destino ou fonte
2Um pseudowire (PW) e´ a emulac¸a˜o de um ligac¸a˜o f´ısica dedicada sobre uma rede de comutac¸a˜o de pacotes.
Na tecnologia MPLS o pseudowire e´ aproximado por um LSP com requisitos e funcionalidades espec´ıficas (RFC
4385).
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da mensagem [37, pa´g 7]. O campo length do ACH TLV Header indica o tamanho em bytes
do restante conjunto de TLV. O campo Reserved esta´ reservado para uso futuro, devendo
atualmente encontrar-se a 0 e ser ignorado pelo routers recetor. Quanto aos ACH TLV
adicionais, o campo TLV Type define o formato e func¸a˜o do campo Value, e o campo length
o seu tamanho. Os campos Value podera˜o conter sub-TLVs [37].
Uma descric¸a˜o mais completa da G-Ach podera´ ser encontrada no documento RFC 5586
(MPLS Generic Associated Channel) [37]. Note-se que o documento na˜o faz restric¸o˜es quanto
a` localizac¸a˜o destas labels na pilha de labels em outros ambientes MPLS contudo, quando
usada no MPLS-TP estas labels devera˜o encontrar-se sempre no fundo da pilha de labels e
assim sendo, o bit S do GAL deve ser sempre 1 e o GAL devera´ ser sempre seguido da label
ACH [37, pa´g 10].
4.2.4 OAM
As funcionalidades OAM foram claramente as que mais enriqueceram com a elaborac¸a˜o
desta nova tecnologia. Foram implementados mecanismos pro´-ativos de detec¸a˜o de falhas
unidirecionais e bidireccionais, gesta˜o de falhas com mecanismos de recuperac¸a˜o [36] e imple-
mentac¸a˜o de gesta˜o de performance com recurso a medic¸o˜es de paraˆmetros, como perdas e
atrasos de pacotes. De seguida sa˜o resumidas as novas funcionalidades de OAM do MPLS-TP
em duas funcionalidades principais, detec¸a˜o e localizac¸a˜o de falhas, e monitorizac¸a˜o de perfor-
mance. Note-se que estas possuem sub-funcionalidades que fazem uso de anteriores recursos
do MPLS, nomeadamente o BFD, o LSP Ping e o LSP trace.
Detec¸a˜o e Localizac¸a˜o de Falhas
O MPLS-TP para detetar e localizar falhas usa as seguintes sub-funcionalidades:
• Continuity Check (CC). Identifica falhas de modo ra´pido e pro´-ativo. Recorre as ante-
riores func¸o˜es de BFD e LSP Ping.
• Connectivity Verification (CV). A pedido, permite localizar a falha apo´s ser detetada.
Recorre a`s anteriores func¸o˜es de BFD e LSP Ping.
• Loopback. Permite ao operador colocar um LSP em modo Loopback (Os pacotes do
LSP retornaram a` fonte que os originou). U´til para testes e medic¸o˜es. Recorre a Labels
G-ACh e LSP Ping.
• Lock. Permite ao operador retirar de servic¸o um LSP. Apo´s iniciada esta funcionalidade
somente tra´fego de OAM podera´ ser enviado. Os LSPs necessitam de entrar em modo
Lock para posteriormente serem colocados em modo Loopback para medic¸o˜es. Recorre
a Labels G-ACh ou LSP Ping.
• Remote Defect Indication (RDI). E´ usado pelos LER para comunicar defeitos. Recorre
ao BFD.
Monitorizac¸a˜o de Performance
• Atraso. Permite medir o atraso numa ligac¸a˜o. Usa uma nova ferramenta, o Delay
Measurement (DM).
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• Perda de pacotes. Permite contar os pacotes perdidas numa ligac¸a˜o. Usa tambe´m uma
nova ferramenta, o Loss Measurement (LM).
• Taxa de Transfereˆncia. Permite medir a taxa de transfereˆncia de uma ligac¸a˜o. Recorre
ao LM.
• Variaˆncia do Atraso. Permite medir a variaˆncia do atraso (jitter) de pacotes nas ligac¸o˜es.
Recorre a` ferramenta DM.
4.2.5 Sobreviveˆncia
O conceito de sobreviveˆncia no contexto das redes de telecomunicac¸o˜es consiste na sua
capacidade para continuar a oferecer servic¸os quando ocorrem falhas, ou degradac¸a˜o dos
seus recursos. Os mecanismos de protec¸a˜o para estas falhas no MPLS-TP, usam caminhos
determin´ısticos e esquemas de protec¸a˜o 1:1, 1+1, 1:N, tanto em arquiteturas lineares como
em anel e devem permitir a` rede tempos de recuperac¸a˜o a falhas inferiores a 50 ms. A rede
deve obedecer a mensagens de OAM provenientes do operador e todas as protec¸o˜es devem
poder ser aplicadas a ligac¸o˜es ponto-a-ponto e ponto-multiponto [35, pa´g 88-89].
Atualmente os mecanismos de protec¸a˜o esta˜o a ser alvo de elevada atenc¸a˜o por parte da
Joint Work Team mas na˜o existem ainda RFCs que normalizem estes mecanismos. O recente
RFC 6372 [38] indica os requisitos esperados para a sobreviveˆncia de redes MPLS-TP e o RFC
5317 [35] apresenta alguns mecanismos baseados nas anteriores recomendac¸o˜es do ITU-T para
o T-MPLS.
Nesta secc¸a˜o sera˜o apresentados e discutidos algumas soluc¸o˜es baseadas nos requisitos e
mecanismos apresentados no RFC 5317 [35] e RFC 5317 [35]. Para ale´m destes, ter-se-a` em
considerac¸a˜o tambe´m os drafts [5] e [39] relativos a este tema.
Protec¸a˜o linear
Os mecanismos de protec¸a˜o linear podem ser subdivididos nos esquemas de protec¸a˜o 1+1,
e 1:N que engloba o esquema 1:1. Ao ser usada uma protec¸a˜o 1:1, um caminho de protec¸a˜o
e´ salvaguardado para proteger o caminho de trabalho e deve possuir toda a capacidade de
largura de banda que o caminho de trabalho suporta [38].
A figura (4.8) retrata o esquema de protec¸a˜o 1:1. Em condic¸o˜es normais a informac¸a˜o e´
transmitida atrave´s do caminho de trabalho, enquanto o caminho de protec¸a˜o se encontra ina-
tivo, podendo ainda assim transmitir pacotes de OAM ou informac¸a˜o de baixa prioridade [38,
pa´g 26-27].
A B
Caminho de trabalho
Caminho de protecção
Figura 4.8: Esquema de protec¸a˜o 1:1 linear
Quando e´ detetada uma falha no caminho de trabalho, a transmissa˜o de informac¸a˜o passa
a ser realizada atrave´s do caminho de protec¸a˜o. Ambos os routers necessitam de coordenar
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qual o caminho que se encontra em funcionamento, pelo que e´ necessa´rio um protocolo de
coordenac¸a˜o3.
No caso da protec¸a˜o linear 1:N, um caminho de protec¸a˜o e´ reservado para proteger N
caminhos de trabalho. Nesta situac¸a˜o e´ natural que o caminho de protec¸a˜o na˜o possua
largura de banda suficiente para proteger simultaneamente os N caminhos de trabalho, pelo
que este problema deve ser minimizado atrave´s de funcionalidades de priorizac¸a˜o de falhas
no protocolo de coordenac¸a˜o, de modo a dar prioridade a tra´fego cr´ıtico. Devera´ ser poss´ıvel
tambe´m, reverter o tra´fego novamente para o caminho de trabalho que anteriormente sofreu
a falha, de forma automa´tica, para assim poderem ser atendidas outras falhas da rede [38,
pa´g 28].
O caso da protec¸a˜o linear 1+1 e´ em parte ideˆntico ao descrito anteriormente para a
protec¸a˜o 1:1, contudo nesta situac¸a˜o tanto o caminho de trabalho como o caminho de protec¸a˜o
transportam a mesma informac¸a˜o e desta forma o router que recebe a informac¸a˜o dos dois
caminhos podera´ escolher qual a informac¸a˜o a processar, com base na qualidade do sinal.
Este cena´rio, apresenta um elevado desperd´ıcio de recursos, contudo torna desnecessa´rio um
protocolo de coordenac¸a˜o de estados entre os routers [38, pa´g 28], o que podera´ representar
uma vantagem, especialmente enquanto os mecanismos de coordenac¸a˜o de estados na˜o se
encontrarem suficientemente esta´veis.
Anteriormente, foi referida a necessidade da existeˆncia de um protocolo de coordenac¸a˜o
de estados entre os routers para arquiteturas de protec¸a˜o lineares 1:N. Ora o draft [5], vem
ao encontro desta necessidade e propo˜e o Protection State Coordination Protocol (PSC).
Protection State Coordination Protocol (PSC)
Para abordar esta questa˜o o protocolo PSC considerou o domı´nio de protec¸a˜o como a
distancia total de um LSP ou seja, todo o percurso entre os seus dois LERs [5, pa´g 4]. O
PSC define que apo´s um LER tomar conhecimento da falha deve alterar imediatamente o seu
estado para usar o caminho de protec¸a˜o e enviar 3 mensagens consecutivas PSC atrave´s do
caminho de protec¸a˜o, para que o outro router altere tambe´m o seu estado e use o caminho de
protec¸a˜o. Note-se que as mensagens PSC apenas devem ser transmitidas sobre os caminhos
de protec¸a˜o. O mecanismo PSC, tal como foi aqui apresentado, apenas possu´ı uma fase de
coordenac¸a˜o, na˜o se tratando por isso de um mecanismo de handshake, o que vai de encontro
aos requisitos do documento [38].
Apo´s o envio das 3 mensagens PSC consecutivas, devem ser enviadas mensagens PSC em
intervalos de 5 segundos, com o objetivo de verificar que a sessa˜o PSC continua ativa. A
frequeˆncia do envio das 3 primeiras mensagens assim como o per´ıodo das mensagens PSC que
sucedem a estas, devem poder ser configuradas pelo operador, contudo e´ recomendado que o
per´ıodo de envio das 3 primeiras mensagens na˜o ultrapasse os 3.3ms, para que o tempo de
recuperac¸a˜o a falhas de 50ms na˜o seja ultrapassado.
A figura (4.9) que se segue foi retirada do documento [5] e retrata a lo´gica de funcionamento
da gerac¸a˜o de mensagens PSC.
Para cumprir os requisitos de prioridade das mensagens PSC, e´ necessa´rio que a gerac¸a˜o
destas mensagens possua um algoritmo de priorizac¸a˜o que considere triggers gerados por
va´rias fontes. As ferramentas de OAM de detec¸a˜o e localizac¸a˜o de falhas, assim como ferra-
mentas de monitorizac¸a˜o de performance devem naturalmente constituir entradas do gerador
3O protocolo Protection State Coordination Protocol (PSC) em fase de elaborac¸a˜o, tenta responder a esta
questa˜o e sera´ estudado mais a` frente.
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               Figure 1: Protection switching control logic
   Figure 1 describes the logical architecture of the protection
   switching control.  The Local Request logic unit accepts the triggers
   from the OAM, external operator commands, from the local control
   plane (when present), and the Wait-to-Restore timer.  By considering
   all of these local request sources it determines the highest priority
   local request.  This high-priority request is passed to the PSC
   Control logic, that will cross-check this local request with the
   information received from the far-end LER.  The PSC Control logic
   uses this input to determine what actions need to be taken, e.g.
   local actions at the LER, or what message should be sent to the far-
   end LER, and the current status of the protection domain.
3.1.  Local Request Logic
   The Local Request logic processes input triggers from five sources:
   o  Operator command - the network operator may issue local
      administrative commands on the LER that trigger protection
      switching.  The commands Forced Switch, Manual Switch, Clear,
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Figura 4.9: Lo´gica de funcionamento da gerac¸a˜o de mensagens PSC (Fonte [5])
de mensagens PSC, ja´ que sa˜o a prin ipal ferramenta do MPLS-TP para gerar estas men-
sagens. Os comandos intr uzidos pelo operador da rede devem acionar tambe´m esta men-
sagem, para que possa xistir um maior controlo do operador sobre a rede. As tecnologias
de camadas inferior s, podera˜o tambe´m possuir mecanismos de detec¸a˜o de falhas, pelo que
devem poder c municar ao MPLS-TP este acontecimento. Um plano de controlo dinaˆmico,
pode possuir funcionalidades que lhe permitam acionar mecanismos de protec¸a˜o, e assim deve
tambe´m ser uma das entradas do gerador de mensagens. Ao serem usados mecanismos que
revertam a transmissa˜o para o caminho de trabalho em redes insta´veis, podera´ acontecer
que a transmissa˜o esteja constant mente a ”saltar”entre o caminho de trabalho e o caminho
de protec¸a˜o, pelo que a introduc¸a˜o do timer WTR (Wait To Restore), tem como finalidade
impedir esta situac¸a˜o [5, pa´g 8-9].
A mensagem PSC, tal como referido anteriormente sera´ uma mensagem de OAM trans-
mitida atrave´s do G-ACh. O formato desta mensagem, a descric¸a˜o extensiva de cada campo
e a descric¸a˜o dos estados poss´ıveis que cada router pode assumir no protocolo PSC, podem
ser encontradas em [5, pa´g 16-32].
Protec¸a˜o em anel
Muitos operadores mostraram um elevado interesse na operac¸a˜o do MPLS-TP em to-
pologias em anel, ja´ que esperam que este modo de operac¸a˜o seja bastante robusto contra
falhas, tal como acontece na tecnologia SDH. No documento [40, pa´g 24-27] consta uma lista
de requisitos baseados nas expectativas dos operadores, para o funcionamento do MPLS-TP
nesta topologia. Deve ser poss´ıvel implementar mecanismos de protec¸a˜o linear a` protec¸a˜o em
anel, contudo espera-se que os mecanismos de protec¸a˜o em anel sejam um caso particular
(otimizado) dos mecanismos de protec¸a˜o linear da tecnologia [40, pa´g 24-27].
O requisito 96 do documento [38] especifica que o tempo de recuperac¸a˜o a falhas na˜o deve
exceder 50 ms para uma topologia em anel com 16 no´s e com uma extensa˜o inferior a 1200
Km de fibra. Em seguida ilustrar-se-a` um exemplo do processo de protec¸a˜o 1:1 em anel, com
base nos exemplos do RFC 5317 [35] e nos mecanismos presentes no documento [5].
A figura (4.10) ilustra os LSPs de trabalho e protec¸a˜o do mecanismo de protec¸a˜o em anel
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Figura 4.10: Mecanismo de protec¸a˜o em anel 1:1 (1)
1:1. Neste exemplo pretende-se proteger um LSP unidirecional, e tal e´ realizado atrave´s de
um u´nico LSP de protec¸a˜o. A escolha deste LSP deve minimizar o percurso dos pacotes apo´s
o restauro a` falha e cobrir todas as ligac¸o˜es do LSP de trabalho. Por exemplo, se o LSP
de protec¸a˜o fosse CBAFED, apo´s o corte ilustrado na imagem (4.10) o caminho de restauro
necessitaria de passar pelo no´ D, o que em (4.10) e´ evitado. A imagem (4.11) ilustra o anel
usando o seu LSP de trabalho, e mostra as labels de ambos os LSPs.
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Figura 4.11: Mecanismo de protec¸a˜o em anel 1:1 (2)
A monitorizac¸a˜o de falhas no anel, funciona atrave´s do envio de mensagens de Connectivity
Verification (CV), com uma periodicidade de 3.3ms. E e´ assumida uma falha numa secc¸a˜o do
anel, apo´s a auseˆncia de treˆs mensagens CV consecutivas (10ms) [35, pa´g 101]. E´ informado
em [35] que quando e´ detetada uma falha, os no´s adjacentes a esta alteram o seu modo de
encaminhamento e enviam mensagens de OAM para que os routers vizinhos alterem tambe´m
o seu modo de encaminhamento. Estes procedem a´ alterac¸a˜o e reencaminham a mensagem
de OAM para os restantes routers sem a alterarem e assim consecutivamente [35, pa´g 102]. O
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modo de operac¸a˜o descrito no documento [35] sera´ uma resposta a` falha baseada na mudanc¸a
de estados dos routers, o que esta´ tambe´m de acordo com o documento [5] para protec¸o˜es
lineares4. A mudanc¸a de estado de todos os routers do anel podera´ contudo na˜o ser necessa´ria,
como sera´ discutido a seguir.
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Figura 4.12: Mecanismo de protec¸a˜o em anel 1:1 (3)
A alterac¸a˜o do estado no router B resumir-se-a´ a modificar a sua tabela LFIB de modo
a que os pacotes que chegam com a label T(B), sofram a operac¸a˜o de label swap para a label
P(A) (em vez de T(C)). No caso do router A possuir na sua tabela LFIB uma entrada para
reencaminhar a label P(A) na˜o necessitara´ de efetuar qualquer alterac¸a˜o do estado ou LFIB,
ja´ que reencaminhara´ estes pacotes do mesmo modo que reencaminha qualquer outro tipo de
pacotes. Desta forma uma protec¸a˜o em anel, poderia abdicar do protocolo PSC, em preju´ızo
do uso por parte dos routers de LFIBs mais extensas. Contudo a auseˆncia de estados torna
mais dif´ıcil identificar se esta´ a ser usado o caminho de trabalho ou protec¸a˜o. Neste cena´rio
apenas os routers adjacentes a` falha indicariam claramente que esta˜o a usar o caminho de
protec¸a˜o.
Este mecanismo, tal como um mecanismo ana´logo que tenha por base o protocolo PSC e
que altere o estado de todos os routers, podera˜o ser aplicados a ligac¸o˜es ponto-a-multiponto
e sera˜o capazes de recuperar uma rede que sofra mu´ltiplas falhas, incluindo falhas na fibra ou
no no´ [35, pa´g 103-104].
O exemplo anterior e´ um LSP unidirecional, e o seu LSP de protec¸a˜o foi otimizado.
Contudo, quando de trata de um LSP bidireccional a escolha do LSP de protec¸a˜o na˜o e´ ta˜o
linear, ja´ que se numa direc¸a˜o a escolha do LSP de protec¸a˜o minimiza o percurso de restauro,
na outra direc¸a˜o ira´ maximiza´-lo. Deste modo, a escolha do LSP de protec¸a˜o em ligac¸o˜es
bidireccionais necessitara´ de ter em conta outras questo˜es, tal como a geografia da rede, ou
os servic¸os cr´ıticos que os LSPs transportam.
As protec¸o˜es entre ane´is sa˜o tambe´m um importante to´pico para os operadores, ja´ que
o tra´fego que atravessa va´rios ane´is pode ser perdido se ocorrer uma falha na intersec¸a˜o
4No entanto nas protec¸o˜es lineares apenas os LERs do LSP alteram o seu estado.
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dos ane´is. Com o objetivo de precaver esta situac¸a˜o e de aumentar de forma controlada a
escalabilidade da rede o documento [40, pa´g 24-27] possu´ı alguns requisitos para a tecnologia
MPLS-TP relativos a` protec¸a˜o das intersec¸o˜es de ane´is.
Protec¸o˜es partilhadas ponto-multiponto
Num servic¸o IPTV o tipo de ligac¸a˜o mais apelativo sera´ o ponto-multiponto. E´ por-
tanto u´til abordar de forma detalhada poss´ıveis mecanismos de protec¸a˜o em ligac¸o˜es ponto-
multiponto. Para estas ligac¸o˜es o requisito 67 do RFC 5654 [40] apenas refere a protec¸a˜o
ponto-multiponto unidirecional.
A imagem (4.13) ilustra o mecanismo de protec¸a˜o em anel estudado anteriormente, mas
agora aplicado a ligac¸o˜es ponto-multiponto. Neste caso a protec¸a˜o e´ 1:N ou seja, um caminho
de protec¸a˜o partilhado por va´rias ligac¸o˜es.
A
B C
D
EF
LSPs de trabalho
LSP único de 
protecção
Nó de 
acesso dos 3 
LSPs
Nó de saída 
do LSP 3
Nó de saída 
do LSP 1
Nó de saída 
do LSP 2
Figura 4.13: Mecanismo de protec¸a˜o ponto-multiponto em anel (1:N)
Para poder proteger todas as ligac¸o˜es o LSP de protec¸a˜o necessita de abranger todos os
segmentos da rede. O funcionamento deste tipo de mecanismo e´ em tudo semelhante aos
descrito anteriormente para ligac¸o˜es ponto-a-ponto [35, pa´g 100].
Quanto aos mecanismos de protec¸a˜o lineares em ligac¸o˜es ponto-multiponto sera˜o aqui
apresentadas poss´ıveis implementac¸o˜es, baseadas no documento [39] que por sua vez, con-
sidera ja´ o algoritmo PSC definido no documento [5]. Uma arquitetura ponto-multiponto
linear sera´ pois, uma arquitetura em a´rvore pelo que sera´ usada uma nomenclatura similar
a` descric¸a˜o nos servic¸os Ethernet E-Tree, onde o no´ fonte das mensagens e´ a raiz, e os no´s
destino, as folhas.
1:N
Numa protec¸a˜o do tipo 1:N, va´rios caminhos de trabalho sa˜o protegidos por um u´nico
caminho de protec¸a˜o ponto-multiponto. O exemplo a seguir ilustrado e´ uma generalizac¸a˜o
da protec¸a˜o 1:1 apresentada anteriormente, onde e´ implementado o protocolo PSC que se-
lecionara´ o caminho de trabalho a proteger com base na sua prioridade. O mecanismo de
protec¸a˜o funcionara´ da seguinte maneira: os LERs folhas ao detetarem um defeito na recec¸a˜o
de pacotes, enviam uma mensagem Remote Defect Indication (RDI) ao LER raiz responsa´vel.
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o no´ raiz apo´s tomar conhecimento de uma ou mais falhas nas folhas destino, gera um pedido
de protec¸a˜o que envia ao router responsa´vel pelo caminho de protec¸a˜o. A mensagem enviada
constituira´ uma entrada do algoritmo PSC do router de protec¸a˜o. Com base nesta mensagem
o router de protec¸a˜o originara´ mensagens PSC. As mensagens geradas sa˜o mensagens G-ACH
PSC, contendo um TLV adicional que indica qual o LSP ou LSPs ponto-multiponto que sera˜o
alvo de protec¸a˜o. As mensagens PSC sera˜o enviadas atrave´s do caminho de protec¸a˜o aos
va´rios LER folhas e os LER que identificarem aqueles LSPs como seus, passara˜o a aceitar
pacotes provenientes do caminho de protec¸a˜o.
A imagem (4.14) mostra uma arquitetura de protec¸a˜o 1:N onde sera´ aplicada esta soluc¸a˜o5.
E´ simulado que o caminho 1 sofre uma falha na ligac¸a˜o ao LER folha F1, e que o caminho 2
sofre uma falha na ligac¸a˜o ao LER folha F2.
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Caminho de protecção
Caminho 2
X
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R2
X
F2
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F3
Figura 4.14: Mecanismo de protec¸a˜o linear ponto-multiponto (1:N)
Assuma-se que o caminho 1 e´ mais priorita´rio que o caminho 2 e que as falhas ocorrem
ao mesmo tempo. Apo´s a falha ser detetada ambos os LER enviam mensagens RDI de forma
independente, aos LER raiz R1 e R2 atrave´s do caminho de protec¸a˜o. Apo´s os pacotes RDI
serem recebidas e processadas, ambos os routers raiz enviara˜o para o router de protec¸a˜o P
um pacote de controlo, anunciando a falha. O router P executara´ o protocolo PSC e visto o
caminho 1 ser mais priorita´rio que o caminho 2, o router P atribuira´ o caminho de protec¸a˜o
ao caminho 1. Em seguida o router P envia mensagens PSC para os routers folha informando
que o caminho de protec¸a˜o esta´ a encaminhar o caminho 1, e envia mensagens de controlo
aos routers raiz informando qual o caminho que esta´ atualmente a ser protegido. Apo´s isto
R1 altera o envio de pacotes para o caminho de protec¸a˜o e os routers folha F1 e F2 passam a
aceitar estes pacotes. O router F3 descarta os pacotes provenientes do caminho de protec¸a˜o,
ja´ que verifica nas mensagens PSC que o caminho de protec¸a˜o esta´ a transmitir pacotes de um
LSP ou conjunto de LSPs a que na˜o pertence. Quanto ao router raiz R2, este foi informado
5Caminho 1, caminho 2 e caminho de protec¸a˜o designam treˆs LSPs ponto-multiponto
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pela mensagem de controlo proveniente do router P que o caminho de protec¸a˜o esta´ a ser
usado para transmitir pacotes do caminho 1 pelo que, os pacotes do LSP 2 continuam a
circular no caminho de trabalho 2. Nesta situac¸a˜o os pacotes do caminho 2, destinadas ao
router L2 sa˜o perdidas.
Este mecanismo de protec¸a˜o levanta algumas questo˜es, nomeadamente sobre a real neces-
sidade de todos as comunicac¸o˜es mencionados anteriormente para o restauro da falha. Note-se
que para restaurar uma falha existe uma comunicac¸a˜o entre uma folha e a raiz, seguida de
uma comunicac¸a˜o entre a raiz e o router de protec¸a˜o e uma comunicac¸a˜o entre o router de
protec¸a˜o e as ra´ızes e folhas daquele caminho. Ora, se a comunicac¸a˜o inicial poder ser encur-
tada de modo a que as mensagens de alerta de falha provenientes dos routers folha, possam
imediatamente ativar o mecanismo PSC do router de protec¸a˜o, isto resultaria em tempos de
recuperac¸a˜o mais ra´pidos e em recuperac¸o˜es mais eficientes. Contudo a mensagem de alerta
proveniente do router folha, deveria conter desde logo informac¸a˜o sobre o router raiz origem
da comunicac¸a˜o com falha.
Outro aspeto que deve ser debatido e´ qual a escalabilidade da rede em nu´mero de routers
raiz, e de que modo estes se encontrariam ligados ao router de protec¸a˜o, ja´ que no caso de se
encontrarem diretamente ligados ao router de protec¸a˜o o nu´mero de ligac¸o˜es poss´ıveis estara´
limitado pelo nu´mero de portas do router de protec¸a˜o. No caso de se encontrarem ligados ao
router de protec¸a˜o atrave´s de outros routers, os primeiros sera˜o prejudicados ao ser necessa´rio
usar o caminho de protec¸a˜o para proteger os seus caminhos, ja´ que se encontram mais afas-
tados do router de protec¸a˜o.
(1 : 1)N
Caminho 1
Caminho 2
P
R1
R2
X
X F2
F1
F3
Caminho de protecção
Figura 4.15: Mecanismo de protec¸a˜o linear ponto-multiponto (1 : 1)N
Outro exemplo abordado no documento [39] e´ a protec¸a˜o (1 : 1)N , onde cada LER folha
e´ protegido por uma ligac¸a˜o ponto-a-ponto que o liga ao router de protec¸a˜o P. Neste caso as
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mensagens PSC sera˜o imediatamente geradas pelo router folha apo´s detetar uma falha. Esta
mudanc¸a deve-se ao facto de existir um caminho de protec¸a˜o para cada ligac¸a˜o, retirando a
necessidade do router de protec¸a˜o P escolher qual o caminho que deve proteger. Contudo o
algoritmo PSC deve ser realizado pelos routers folha, ja´ que o mesmo router folha pode ser
o destino de va´rios LSPs.
A imagem (4.15) ilustra este tipo de arquitetura. Se acontecerem duas falhas simultaˆneas,
nas ligac¸o˜es ao router F2, este executara´ o algoritmo PSC, gerando mensagens onde informa
o router P que o caminho 1, que e´ o caminho de maior prioridade, deve ser protegido atrave´s
do caminho de protec¸a˜o. Apo´s isto o router P passara´ a encaminhar os pacotes provenientes
de R1, com destino a F2 atrave´s do caminho de protec¸a˜o e F2 passara´ a aceitar estes pacotes.
Quanto aos pacotes do caminho 2 com destino a F2, estes sera˜o perdidos.
A protec¸a˜o ponto-multiponto partilhada na˜o se encontra ainda totalmente definida. Exis-
tem questo˜es que na˜o foram abordadas com a profundidade exigida, tal como qual a func¸a˜o
dos caminhos de protec¸a˜o quando na˜o ocorrem falhas na rede, quais os tempos recomendados
para as operac¸o˜es descritas de modo a que o tempo total de recuperac¸a˜o da rede na˜o exceda
os 50ms, qual o tipo de mensagem trocada entre os routers raiz e o router de protec¸a˜o, qual
o nu´mero ma´ximo de routers e alcance da rede de modo a respeitar os 50ms de protec¸a˜o.
Outra questa˜o que na˜o foi abordada em detalhe, e´ o mecanismo de retorno ao caminho de
trabalho apo´s a sua falha ter sido corrigida, este mecanismo tera´ uma especial importaˆncia
na protec¸a˜o 1:N, devido a` partilha de um u´nico caminho de protec¸a˜o.
4.3 MLPS-TP no IXIA
Cartas Ethernet (IXIA XM12 High 
Performance Chassis) 
ETH
MPLS-TP
IP
ETH
IP
ETH
MPLS-TP
IP
ETH
IP
1
2
3
Hub
Figura 4.16: Teste com recurso ao equipamento IXIA XM12 High Performance Chassis
Nesta secc¸a˜o pretendem-se usar as cartas Ethernet do gerador de sinais IXIA XM12 High
Performance Chassis, para gerar e analisar sinais MPLS-TP. No teste realizado, uma porta
Ethernet foi atacada por dois fluxos de tramas Ethernet provenientes de duas portas distintas.
Tal como ilustra a figura (4.16) ambos os fluxos incidem num hub, onde ficam sujeitos a perdas
provenientes de coliso˜es, e sa˜o depois reenviados para o gerador IXIA atrave´s da mesma porta
do hub. A utilizac¸a˜o do hub acarretou a truncagem das taxas ma´ximas de transmissa˜o a 10
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Mbps.
Um dos fluxos consiste em tramas Ethernet que conteˆm um cabec¸alho MPLS-TP, que
por sua vez conte´m um pacote IP, o outro fluxo consiste em tramas Ethernet encapsulando
diretamente um pacotes IP, tal como ilustra a figura (4.17).
DA SA
Tipo 
0x0800
Pacote IP FCS
6 bytes             6 bytes               2 bytes                                            48 bytes                                               4 bytes
DA SA FCS
6 bytes                    6 bytes         2 bytes             4 bytes                                     48 bytes                                              4 bytes
Fluxo 2 - Ethernet/IP (66 bytes)
Fluxo 1 - Ethernet/MPLS-TP/IP (70 bytes)
Label MPLS-TP Pacote IP
Tipo 
0x8848
Figura 4.17: Consituic¸a˜o das tramas usadas no teste.
Para a mesma capacidade do pacote IP (48 bytes), sa˜o necessa´rios 4 bytes extra no fluxo
com tecnologia MPLS-TP correspondentes ao uso de uma label. O tamanho total das tramas
no fluxo com MPLS-TP sa˜o 70 bytes, enquanto o tamanho das tramas no fluxo sem recurso
a esta tecnologia sa˜o 66 bytes.
Resultados
Figura 4.18: Nu´mero de tramas enviadas e recebidas por fluxo.
A figura (4.18) ilustra o nu´mero de tramas geradas e recebidas em cada fluxo, com per´ıodos
de amostragem de dois segundos. A baixa taxa de tramas perdidas torna pouco percet´ıvel a
distinc¸a˜o entre as tramas enviadas e recebidas de cada fluxo, ja´ que se encontram aproxima-
damente sobrepostas. O inicio das transmisso˜es iniciou-se sensivelmente aos 53 minutos e 51
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Figura 4.19: Percentagem de tramas perdidas por fluxo.
segundos.
Observa-se em (4.18) que o nu´mero de pacotes enviados e recebidos dos fluxos tiveram
comportamentos semelhantes, contudo o facto dos fluxos possu´ırem a mesma taxa de trans-
missa˜o leva a que sejam geradas e recebidas mais tramas no fluxo Ethernet/IP. A relac¸a˜o
entre esta diferenc¸a e´, como seria de esperar, igual a` relac¸a˜o entre o tamanho das tramas dos
dois fluxos, ou seja,
Tramas fluxo 1
Tramas fluxo 2
' tamanho Trama 2
tamanho Trama 1
. (4.1)
A taxa de transmissa˜o de ambos os fluxos e´ igual a,
(Tramas fluxo 1)(tamanho Trama 1)
tempo
=
(tramas fluxo 2)(tamanhoTrama2)
tempo
. (4.2)
A imagem (4.19) mostra que a percentagem de perdas dos dois fluxos e´ igual. Ambos os
fluxos possuem a mesma taxa de transmissa˜o, gerando e perdendo tramas a` mesma taxa, e
estando ambos sujeitos a`s coliso˜es que ocorrem no hub. Este teste ilustrou a forma como a
adic¸a˜o de cabec¸alhos MPLS-TP, influencia a quantidade de informac¸a˜o u´til transportada nas
redes MPLS-TP, para a uma dada taxa de transmissa˜o. Note-se que neste exemplo apenas se
recorreu ao uso de uma label, contudo tal como se viu, os pacotes MPLS-TP na˜o teˆm limite
para o nu´mero de labels transportadas.
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Cap´ıtulo 5
Cena´rio de distribuic¸a˜o IPTV
Neste cap´ıtulo sera´ modelado um sistema de distribuic¸a˜o IPTV, tendo por base a tec-
nologia MPLS-TP, um servic¸o de distribuic¸a˜o EVP-Tree e tendo como refereˆncia o modelo
matema´tico apresentado em [11] [12] [13].
Dos servic¸os de Carrier Ethernet estudados anteriormente, aquele que potencialmente
maior benef´ıcio trara´ a uma implementac¸a˜o IPTV e´ o E-Tree, nomeadamente o EVP-Tree,
sendo sobre ele que recaira´ o cena´rio de distribuic¸a˜o IPTV. A escolha, prende-se com a
arquitetura de distribuic¸a˜o que um servic¸o de IPTV necessita, onde um servidor raiz deve
possuir ligac¸o˜es f´ısicas ponto-multiponto a va´rios clientes, para desta forma poder optar por
enviar os seus conteu´dos atrave´s de ligac¸o˜es ponto-a-ponto, ou seja numa transmissa˜o unicast
ou por outro lado, enviar simultaneamente o mesmo conteu´do a va´rios clientes, atrave´s de
ligac¸o˜es ponto-multiponto numa transmissa˜o multicast, sem necessitar de alterar a topologia
f´ısica da rede.
A escolha da tecnologia MPLS-TP prende-se com o elevado interesse demonstrado pelos
operadores de telecomunicac¸o˜es no emprego desta tecnologia.
Apo´s ser obtida uma soluc¸a˜o para a arquitetura de rede e para a tecnologia usada, sera´
desenvolvido um modelo matema´tico tendo por base o trabalho [11] [12] [13], que visa analisar
qual a soluc¸a˜o de distribuic¸a˜o que usa de modo mais eficiente os recursos da rede. As soluc¸o˜es
poss´ıveis para esta distribuic¸a˜o sera˜o: o envio de todos os canais televisivos em unicast, a
distribuic¸a˜o de todos os canais em multicast, ou uma soluc¸a˜o mista onde os canais mais vistos
sa˜o enviados em multicast e os menos vistos em unicast.
5.1 EVP-Tree sobre MPLS-TP
O servic¸o EVP-Tree descrito na secc¸a˜o 3.3.3, e´ um caso particular do E-Tree, onde uma
UNI ra´ız se encontra ligada a va´rias UNIs folhas e e´ permitida a comunicac¸a˜o apenas entre
UNIs ra´ızes e UNIs folhas, devendo ser imposs´ıvel qualquer comunicac¸a˜o entre UNIs folhas.
O servic¸o EVP-Tree definido no documento MEF 6.1 e´ realizado atrave´s de ligac¸o˜es EVC
orientadas a` tag VLAN, permitindo assim numa arquitetura f´ısica com topologia em a´rvore,
efetuar ligac¸o˜es ponto-multiponto ou ponto-a-ponto virtuais, e criar na mesma rede f´ısica
va´rias redes virtuais em a´rvore.
A possibilidade de realizar LSPs unidirecionais ponto-multiponto em MPLS-TP, pos-
sibilita a` tecnologia implementar de uma forma relativamente simples o servic¸o Ethernet
EVP-Tree. A imagem (5.1) mostra como a tecnologia MPLS-TP suportaria um servic¸o
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EVP-Tree.
Servidor de Vídeo
(Router Raíz)
LER F
LER 2
LER 1
LSP 2
LSP 1
Router A
.
.
.
.
.
.
.
.
.
.
.
NA 
Número de 
clientes N
Figura 5.1: Servic¸o EVP-Tree sobre MPLS-TP. O servidor de v´ıdeo e´ a raiz do sistema e esta´
ligado ao router interno de distribuic¸a˜o A. O router A tem como func¸a˜o distribuir os sinais
provenientes do servidor de v´ıdeo para os LERs que esta˜o ligados a` rede de acesso e servem
os N clientes.
Na arquitetura da figura (5.1) esta´ representado um servidor de v´ıdeo que assume o papel
de ra´ız, ligado a um router A, que tem como func¸a˜o distribuir o sinal proveniente do servidor
de v´ıdeo aos routers folha da rede MPLS-TP, ou seja aos LER. Os LER encontram-se na
fronteira com a rede de acesso, e podem servir va´rios clientes. Na figura, e´ ilustrada uma
ligac¸a˜o ponto-multiponto, atrave´s do LSP 1, e uma ligac¸a˜o ponto-a-ponto atrave´s do LSP 2. A
arquitetura (5.1) na˜o apresenta os caminhos de protec¸a˜o que atribuem a` rede mecanismos de
sobreviveˆncia, contudo poder-se-a´ assumir que a rede possu´ı uma protec¸a˜o linear partilhada,
ponto-multiponto 1:N, semelhante a` descrita na secc¸a˜o (4.2.5).
Os RFCs [35] [40] que definem os requisitos da tecnologia MPLS-TP na˜o referem LSPs
ponto-multiponto bidirecionais, pelo que a comunicac¸a˜o de retorno entre os clientes e o servi-
dor IPTV devera´ ser estabelecida atrave´s de LSPs ponto-a-ponto unidirecionais. Estes LSPs
podera˜o usar o caminho de trabalho ilustrado na figura (5.1) ou o caminho de protec¸a˜o omi-
tido. A comunicac¸a˜o dos clientes com o servidor, apesar de necessitar de uma largura de
banda bastante inferior a` necessa´ria na comunicac¸a˜o entre o servidor IPTV e os clientes,
na˜o podera´ ser desprezada, ja´ que so´ assim um cliente de IPTV podera´ solicitar servic¸os ao
seu operador, servic¸os esses que podem ir desde uma mudanc¸a do canal de televisa˜o, ate´ ao
aluguer de um v´ıdeo, ou outra qualquer interatividade que o operador possibilite ao cliente.
5.2 Modelo de custos
No modelo de custos apresentado em [11] e´ definido o paraˆmetro β como a raza˜o entre o
custo de transmitir um canal em multicast e o custo de transmitir o mesmo canal em unicast.
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Ou seja,
β =
Cm
Cu
, (5.1)
• Cm representa o custo de transmitir um sinal em multicast ;
• Cu representa o custo de transmitir um sinal em unicast.
No presente documento a raza˜o de custos β sera´ aproximada atrave´s da ana´lise de custos
do router A. O router de distribuic¸a˜o A constitui o no´ central da arquitetura de distribuic¸a˜o
de canais, sendo por isso o router que sofrera´ uma maior carga e podera´ condicionar de forma
cr´ıtica o desempenho da rede.
No router A o custo de processar um pacote unicast sera´ duas vezes o custo de processar
o pacote (Pp) (ja´ que e´ necessa´rio processar este a` entrada e a` sa´ıda do router), mais o custo
de pesquisa na tabela de encaminhamento LFIB (Ps), tal como ilustra a figura (5.2).
1
Processamento à 
entrada do router
2
Pesquisa na 
tabela LFIB
3
Processamento à 
saida do router
Figura 5.2: Custo de transmissa˜o em unicast
Assim sendo Cu sera´ definido como,
Cu = 2Pp + Ps, (5.2)
• Pp representa o custo de processamento de um pacote;
• Ps representa o custo de pesquisa na tabela de encaminhamento (LFIB) do router A.
Se definirmos γ como a relac¸a˜o entre o custo de uma pesquisa na tabela de encaminha-
mento, sobre o custo de processamento de um pacote,
γ =
Ps
Pp
. (5.3)
Podemos escrever Cu como
Cu = Pp(2 + γ). (5.4)
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O custo de transmissa˜o de um canal em multicast, tal como ilustra a figura (5.3), sera´ o
custo de processar um pacote multiplicado pelo nu´mero de portas ativas do router, mais o
custo de uma pesquisa na tabela de encaminhamento (LFIB), ou seja,
1
Processamento à 
entrada do router
2
Pesquisa na 
tabela LFIB
3
Processamento à 
saida do router
Figura 5.3: Custo de transmissa˜o em multicast
Cm = NAPp + Ps (5.5)
Com recurso a (5.3) podemos escrever a equac¸a˜o anterior como
Cm = Pp(NA + γ) (5.6)
A varia´vel NA representa o nu´mero de portas usadas pelo router A. Apo´s estas definic¸o˜es,
e´ agora poss´ıvel definir β em func¸a˜o dos custos de processamento do router A;
β =
NA + γ
2 + γ
. (5.7)
A abordagem realizada permite-nos obter um β em func¸a˜o do nu´mero de portas ativas
que o router possu´ı (NA) e de γ. Assumindo que o custo de processamento de um pacote (Pp)
e´ constante, o paraˆmetro γ sera´ func¸a˜o do custo de pesquisa na tabela de encaminhamento
LFIB Ps, ou seja do tamanho desta tabela de encaminhamento. Desta forma os valores que
definem β podera˜o ser relacionados com os valores reais de memoria e processamento de um
router. Notemos que a aproximac¸a˜o do valor de β poderia assumir outros contornos, o que
acontece por exemplo no documento [41], onde β e´ analisado em func¸a˜o dos custos das ligac¸o˜es
da rede.
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5.3 Distribuic¸a˜o da popularidade dos canais
Assuma-se que o servidor de IPTV da figura (5.1) pertence a um operador de teleco-
municac¸o˜es que oferece aos clientes do seu servic¸o de IPTV um pacote de K canais fixos
e predefinidos. Consoante a popularidade destes canais, e´ natural que alguns sejam mais
requisitados do que outros. Sera´ assim importante para um operador determinar quais os
canais mais requisitados e qual a relac¸a˜o entre a popularidade dos va´rios canais, ou seja qual
a distribuic¸a˜o da popularidade dos canais oferecidos. Se os canais forem ordenados desde o
mais popular (k = 1) ate´ o menos popular (k = K), pode assumir-se que a sua distribuic¸a˜o
seguira´ a lei de Zipf [11]. Assim a popularidade de um canal k sera´ modelada por,
pik =
d
kα
(5.8)
para k= 1,2,...,K. Desta forma:
• k representa o ı´ndice de popularidade do canal. Tal como ja´ foi referido k = 1 representa
o canal mais popular, e k = K o menos popular.
• α e´ a constante de Zipf. O documento [11] apresenta uma amostragem da popularidade
de canais de um operador de IPTV realizada durante 1 meˆs e meio. Apo´s a ana´lise de
resultados e´ mostrado que o valor deste paraˆmetro variou entre 0.5 a 0.8.
• d e´ a constante de normalizac¸a˜o. Sabendo que o somato´rio de todas as probabilidades
pik e´ 1, (
∑K
k=1 pik = 1) a constante d sera´ dada por:
d =
1∑K
k=1
1
kα
(5.9)
A figura (5.4) mostra uma distribuic¸a˜o de Zipf que modela a popularidade de 100 canais.
A popularidade destes vem expressa no seu valor de probabilidade pik. Para demonstrar a
influencia da constante de Zipf usou-se α = 0.4, α = 0.6 e α = 0.9. Como se verifica a` medida
que α aumenta, os canais mais populares aumentam a sua popularidade em detrimento da
popularidade dos canais menos populares.
Para ale´m da modelac¸a˜o da popularidade dos canais, e´ tambe´m necessa´rio modelar a ati-
vidade dos clientes. Desta forma assume-se que o comportamento dos clientes e´ independente
entre si e que a probabilidade de um cliente estar ativo e´ um processo de Bernoulli. Assim
um cliente poder-se-a´ encontrar em dois estados, no estado ativo e inativo. A probabilidade
de um cliente se encontrar num estado ativo e´ a, e a probabilidade de se encontrar inativo e´
1−a = piu,0, o ı´ndice k = 0 representara´ um cliente inativo. Desta forma, cada utilizador tera´
associado um conjunto de probabilidades piu,k = aupik. Se Π, definir um vetor de dimensa˜o
K, que conte´m o conjunto de probabilidades pik,
Π = [pik]. (5.10)
O comportamento de cada utilizador podera´ ser modelado por Πu, com dimensa˜o K+1,
tal como mostra a equac¸a˜o (5.11),
Πu = [1− au|auΠ]. (5.11)
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Figura 5.4: Influeˆncia do parametro α numa distribuic¸a˜o Zipf
O vetor Πu contempla tambe´m a possibilidade de um cliente se encontrar inativo, na˜o
solicitando qualquer canal, ou seja, piu,0 = 1−a. No caso do cliente estar ativo, a probabilidade
de solicitar a transmissa˜o de um canal k, sera´ piu,k = aupik tal como referido.
Embora o paraˆmetro a possa variar ao longo de dias, semanas, ou estac¸o˜es, neste docu-
mento o paraˆmetro sera´ tratado como uma constante.
5.4 Unicast e Multicast
O servidor de IPTV da figura (5.1) de forma a usar com maior eficieˆncia os recursos de
que dispo˜e, pode optar por diferentes estrate´gias, no que diz respeito a` forma como transmite
os seus K canais. O operador pode optar por transmitir todos os seus canais em multicast,
em unicast, ou optar por uma estrate´gia onde combine os dois tipos de transmissa˜o.
Para determinar a melhor forma de combinar as transmisso˜es de canais, e´ necessa´rio definir
alguns paraˆmetros do sistema:
• N, representa o nu´mero de clientes.
• K, o nu´mero de canais que o operador oferece.
• C, um vetor de dimensa˜o N, cujos valores ck representam o nu´mero de clientes sintoni-
zados no canal k.
• na, e´ o nu´mero de total de clientes ativos. Visto o comportamento dos clientes ser
independente, na e´ uma varia´vel aleato´ria com distribuic¸a˜o binomial.
na =
K∑
k=1
ck (5.12)
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• ni, e´ o nu´mero de utilizadores inativos, dado por ni = N − na.
O custo de transmitir todos os canais em multicast sera´ o nu´mero de canais K que o
operador oferece, multiplicado pelo custo desta transmissa˜o relativa a` transmissa˜o em unicast,
ou seja,
rm = βK. (5.13)
O custo de transmitir todos os canais um unicast podera´ ser aproximado pelo valor espe-
rado da varia´vel aleato´ria na, ou seja,
ru = Na. (5.14)
O gra´fico (5.5) ilustra a variac¸a˜o destes dois custos a` medida que o nu´mero de clientes N
aumenta, para um fator de atividade a = 0.5, com K=120 canais e β = 2.
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Figura 5.5: Custo de transmissa˜o dos K canais em unicast e multicast
Como seria de esperar a` medida que o nu´mero de clientes de um sistema aumenta, torna-
se mais eficiente transmitir todos os canais em multicast, ja´ que a transmissa˜o em unicast
aumenta linearmente em func¸a˜o de N. No entanto, o facto dos canais possu´ırem diferentes
n´ıveis de popularidade perante os clientes, aliado a` diferenc¸a de custos de transmissa˜o de
canais em multicast e unicast, pode possibilitar uma minimizac¸a˜o de recursos ao ser usada
uma estrate´gia de transmissa˜o mista, unicast e multicast.
Com o objetivo de otimizar ao ma´ximo o uso dos recursos que possui, um sistema IPTV,
deve saber exatamente quais os canais que deve transmitir em unicast e quais os canais que
deve transmitir em multicast em cada situac¸a˜o. Naturalmente, devera´ transmitir os canais
mais populares em multicast e os menos populares em unicast, enta˜o dados K canais, como
deve ser realizada a escolha?
Uma poss´ıvel soluc¸a˜o, sera´ identificar previamente os M canais mais populares e envia-los
por multicast, sendo os restantes canais transmitidos em unicast, se solicitados pelos clientes.
Nesta soluc¸a˜o sera´ de extrema importaˆncia o conhecimento do nu´mero de canais a transmitir
em multicast que maximiza a eficieˆncia da rede.
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5.5 Aplicac¸a˜o do modelo matema´tico
5.5.1 Abordagem exata
Com o propo´sito de determinar quantos clientes se encontram sintonizados em cada canal,
e´ definida a probabilidade wB = P [c1 = b1, c2 = b2, ..., ck = bk]. bk representa o nu´mero de
utilizadores sintonizados no canal k e B sera´ o conjunto de bk com dimensa˜o K.
A probabilidade wB pode ser representada como a intersec¸a˜o entre a probabilidade do
sistema possuir n clientes ativos, ou seja P [na = n], com a probabilidade de se encontrarem
bK clientes sintonizados em ck canais, ou seja P [c1 = b1, c2 = b2, ..., ck = bk]. Visto P (A∩B) =
P (B)P (A|B), wB podera´ ser calculado da seguinte forma:
wB = P [c1 = b1, c2 = b2, ..., ck = bk], (5.15)
= P [na = n]P [c1 = b1, c2 = b2, ..., ck = bk|na = n], (5.16)
=
N !
(N − n)! (1− a)
N−nanΠKk=1
(pik)
bk
bk!
. (5.17)
Note-se que o nu´mero de poss´ıveis vetores B sera´ a o nu´mero de poss´ıveis conjuntos
de tamanho N (clientes) dentro de um grupo de K+1(canais), logo, o nu´mero poss´ıvel de
combinac¸o˜es para B sera´,
C(K +N,N) =
(N +K)!
N !K!
. (5.18)
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Figura 5.6: Nu´mero de combinac¸o˜es poss´ıveis entre N e K
O gra´fico (5.6) representa a func¸a˜o(5.18). Considerando um cena´rio onde um operador
oferece um pacote de 50 canais, observa-se que o nu´mero de poss´ıveis combinac¸o˜es excede as
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capacidades do simulador (Matlab R2009b c©) quando N atinge 120 clientes1.
Num cena´rio onde o nu´mero de canais a transmitir em multicast e´ escolhido pelo opera-
dor, a varia´vel aleato´ria nm que representa o nu´mero de canais transmitidos em multicast e´
definida pelo paraˆmetro determin´ıstico M. Para determinar o nu´mero de canais transmitidos
em unicast, ou seja nu, e´ necessa´rio determinar a probabilidade de ter i canais em unicast
sabendo que o sistema possui n utilizadores ativos, ou seja determinar P [nu = i|na = n]. nu
na˜o e´ simplesmente K −M , ja´ que podera˜o existir canais cuja popularidade leva a que na˜o
sejam solicitados por nenhum cliente, nu e´ uma varia´vel aleato´ria, da qual se pretende obter
a distribuic¸a˜o.
A probabilidade de um cliente querer ver um canal transmitido em multicast e´ dada por:
Pm =
M∑
k=1
pik (5.19)
Logo a probabilidade de um cliente querer assistir a um canal transmitido em unicast,
sera´ Pu = 1−Pm. Desta forma a probabilidade de existirem i canais a serem requisitados em
unicast, e´:
P [nu = i] =
N∑
n=0
P [(na = n) ∩ (nu = i)] (5.20)
=
N∑
n=0
P [(na = n)]P [nu = i|(na = n)] (5.21)
=
N∑
n=0
N !
(N − n)! (1− a)
N−nan
(Pu)
i(Pm)
n−i
i!(n− i)! (5.22)
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Figura 5.7: Func¸a˜o de distribuic¸a˜o de nu na abordagem exata
1Matlab c©e´ um software desenhado para o ca´lculo nume´rico. Na sua versa˜o R2009b a sua capacidade
nume´rica e´ excedida para valores superiores a 170!, o que acontece em (5.6) quando N=120 clientes.
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Realizou-se uma simulac¸a˜o da distribuic¸a˜o da varia´vel nu, considerando os seguintes
paraˆmetros:
• α = 0.7, tal como mostrado em [11], α deve ser um valor entre 0.5-0.8;
• a = 0.5, este valor e´ ilustrativo, sendo apenas uma estimativa da probabilidade me´dia
de um cliente se encontrar ativo, durante um dia;
• N = 100, assume-se que o sistema serve 100 clientes. O nu´mero de clientes nesta abor-
dagem e´ extremamente limitada. Valores de N superiores a 170 levam a N ! superiores
a` capacidade do simulador.
• K = 50, assume-se que o operador disponibiliza um pacote de 50 canais;
• M = 20, sera˜o transmitidos em multicast 20 canais.
O gra´fico (5.7) ilustra a probabilidade de pedidos de canais unicast num cena´rio de 100
clientes, onde o operador disponibiliza um pacote de 50 canais e transmite 20 destes em
multicast. Como se observa existira´ cerca de 10.82% de probabilidade de serem solicitadas 16
transmisso˜es que na˜o se encontram no conjunto dos M canais multicast.
A manipulac¸a˜o e uso das equac¸o˜es aqui apresentadas, levam a algumas limitac¸o˜es dos
paraˆmetros usados e elevados tempos de simulac¸a˜o. Este facto deve-se sobretudo ao elevado
nu´mero de combinac¸o˜es a considerar entre K canais e N clientes, tal como mostra a equac¸a˜o
(5.18) e o gra´fico (5.6). Em [11] sa˜o mencionados alguns recursos de programac¸a˜o que po-
dem levar a` diminuic¸a˜o destes tempos, contudo ainda assim na˜o sa˜o poss´ıveis soluc¸o˜es em
tempo u´til, para elevados valores de K e N . O documento [11] apresenta uma proposta para
contornar este problema, atrave´s da aproximac¸a˜o de nu por uma distribuic¸a˜o conhecida.
5.5.2 Abordagem aproximada
Na abordagem aproximada assume-se que nu respeita uma distribuic¸a˜o normal, enquanto
que a varia´vel nm e´ uma varia´vel determin´ıstica, com valor igual a M, tal como definido an-
teriormente. Esta aproximac¸a˜o de nu mostra-se bastante pro´xima do valor exato da varia´vel,
nomeadamente para elevados valores de N [11].
Uma distribuic¸a˜o gaussiana e´ completamente caraterizada pelo valor da sua me´dia (µ) e
desvio padra˜o (σ), tal como mostra a equac¸a˜o (5.23) [42, pa´g 104-107],
f(x, µ, σ) =
1√
2piσ2
e
−(x− µ)2
2σ2 (5.23)
A me´dia de nu sera´,
E[nu] = Ena [E[nu|na]] = Ena [naPu] = NaPu, (5.24)
µ = NaPu. (5.25)
Quanto ao desvio padra˜o, este podera´ ser calculado da seguinte forma,
E[(nu)
2] = Ena [E[(nu)
2|na]] = Ena [naPu(1− Pu) + n2aP 2u ], (5.26)
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E[(nu)
2] = NaPu(Pm + (1− a)Pu) + (NaPu)2, (5.27)
Como E[(nu)
2] = σ2 + µ2, e V ar(nu) = σ
2, logo,
σ =
√
NaPu(Pm + (1− a)Pu). (5.28)
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Figura 5.8: Comparac¸a˜o do valor exato e aproximado da varia´vel aleato´ria nu
A varia´vel nu encontra-se agora totalmente caracterizada atrave´s da aproximac¸a˜o normal,
e desta forma podera´ ser comparada com o seu valor exato. Realizando uma simulac¸a˜o com
recurso aos paraˆmetros usados em (5.7) e´ poss´ıvel comparar as duas abordagens.
O gra´fico (5.8) verifica a proximidade entre as duas abordagens. Para obter uma melhor
percec¸a˜o desta diferenc¸a foram omitidas as probabilidades de ocorrerem mais de 35 pedidos.
A t´ıtulo de curiosidade, a probabilidade de existirem 16 pedidos em unicast para a abordagem
aproximada, sera´ de 10.9%.
O valor do custo rs num cena´rio de distribuic¸a˜o combinada de canais em unicast e multi-
cast, sera´ obtido em unidades de custo de transmissa˜o unicast e por definic¸a˜o sera´,
rs = nu + βnm = nu + βM. (5.29)
Com base em (5.29) e na aproximac¸a˜o de nu, e´ agora poss´ıvel representar o custo rs de
transmissa˜o de todos os canais do sistema, em func¸a˜o do nu´mero de canais M distribu´ıdos
em multicast, da varia´vel aleato´ria nu que representa o nu´mero de canais requisitados em
unicast, e do paraˆmetro β, que relaciona o custo de ambas as transmisso˜es. O custo rs sera´
uma varia´vel aleato´ria com valor esperado,
E[rs] = E[nu + βM ] = E[nu] + βM. (5.30)
Recorrendo a` equac¸a˜o (5.30), e com o auxilio da equac¸a˜o (5.19), obte´m-se:
E[rs] = Na(1−
M∑
k=1
pik) + βM (5.31)
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Figura 5.9: Custo Rs em func¸a˜o de M
Aplicando agora as equac¸o˜es definidas anteriormente, ao cena´rio IPTV definido na secc¸a˜o
(5.1), e´ poss´ıvel determinar os valores o´timos de M, para uma qualquer possibilidade de K
canais e N clientes de forma ce´lere. Na simulac¸a˜o (5.9) foram usados os seguintes paraˆmetros:
• α = 0.7, tal como mostrado em [11], α deve ser um valor entre 0.5-0.8;
• a = 0.5, este valor sera´ uma estimativa da probabilidade me´dia de um cliente se encon-
trar ativo;
• NA = 10, assume-se que o router A possu´ı 10 portas ativas.
• γ = 5, assume-se que o custo de pesquisa da tabela de encaminhamento do router e´ 5
vezes superior ao custo de processar um pacote.
• β = NA + γ
2 + γ
= 2.14 para o caso de NA = 10 e γ = 5.
• N = 500, 600, 700, assumem-se treˆs valores de N.
• K = 120, assume-se que o operador disponibiliza um pacote de 120 canais;
O valor o´timo de M, ou seja aquele que minimiza Rs, esta´ assinalado nas treˆs func¸o˜es de
N (5.9). No caso de M=K, todos os canais sa˜o transmitidos em multicast, o que leva a que o
custo Rs seja βK, e desta forma seja o mesmo para os treˆs conjuntos de clientes. Para o caso
de M=0, o custo Rs sera´ Na(1−
∑M
k=1 pik).
Em (5.9) e´ poss´ıvel observar que o aumento do nu´mero de clientes de um sistema, forc¸a
o aumento do valor o´timo de M. Isto deve-se ao facto, do aumento do nu´mero de solicitac¸o˜es
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Figura 5.10: Func¸a˜o de distribuic¸a˜o de nu
dos canais, levar a que mais canais sejam visualizados por mais pessoas, tornando o envio
destes mais renta´vel em multicast. Note-se que a transmissa˜o de um canal em multicast passa
a ser mais econo´mico para o operador, quando a popularidade desse canal, implica que este
possua mais de β clientes.
A figura (5.10) ilustra, a distribuic¸a˜o da probabilidade de solicitac¸a˜o de canais unicast
nu dada por (5.23), para o cena´rio de (5.9) com N=600. A func¸a˜o a vermelho ilustra uma
situac¸a˜o onde e´ usado o valor o´timo de M, ou seja M=36, e neste caso o mais prova´vel e´
existirem cerca de 113 pedidos de canais distribu´ıdos em unicast. Como seria de espera, a
diminuic¸a˜o do nu´mero de canais distribu´ıdos em multicast, leva ao aumento do nu´mero de
pedidos de canais unicast, o que acontece na func¸a˜o a azul, com M=3. Recorde-se, que o uso
de um fator de atividade a = 0.5 leva a que apenas estejam ativos sensivelmente metade dos
N clientes, logo no caso de na˜o ser transmitido qualquer canal em multicast, apenas existiriam
cerca de 300 pedidos de transmissa˜o (unicast).
Probabilidade de bloqueio
Um dos objetivos de um operador de telecomunicac¸o˜es passa por minimizar os custos de
uma rede, salvaguardando certos paraˆmetros de robustez. A probabilidade de um pedido ser
bloqueado (Pbloq) e´ um dos indicadores de robustez de uma rede e espera-se que seja bastante
baixo (ou nulo).
A probabilidade do sistema IPTV bloquear sera´ a probabilidade dos recursos necessa´rios
a` implementac¸a˜o pretendida serem superiores aos recursos dispon´ıveis do sistema, ou seja
P [rs > r], onde r representa os recursos do sistema. E´ assim oportuno determinar a inequac¸a˜o
Pr[rs > r] ≤ Pbloq ou seja, encontrar os custos mı´nimos em canais unicast de modo a que o
sistema possua uma probabilidade de bloqueio inferior ao valor pretendido de (Pbloq). Desta
forma,
P [rs > r] = 1, se r < βM e, (5.32)
P [rs > r] = P [nu > r − βM ], se r ≥ βM. (5.33)
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Esta ana´lise podera´ ser realizada com recurso a`s equac¸o˜es (5.32) e (5.33), tendo em vista
a aproximac¸a˜o normal da varia´vel nu realizada em (5.23). Admitindo que Rs e´ tambe´m uma
distribuic¸a˜o gaussiana com me´dia NaPu+βM e desvio padra˜o (5.28), a probabilidade de blo-
queio do sistema podera´ ser obtida atrave´s da func¸a˜o Complementary Cumulative Distribution
Function (CCDF) de Rs, tal como e´ ilustrado no gra´fico (5.11), para os paraˆmetros de (5.9),
com N=600 e M=36. Como se pode observar a probabilidade de bloqueio sera´ 0.5118 para
valores pro´ximos do mı´nimo de Rs encontrado em (5.9)(Rs=190). Visto (Rs=190) representar
aproximadamente o valor esperado2 da distribuic¸a˜o normal de Rs, o valor de probabilidade
de bloqueio Pbloq = 0.5118 faz sentido. Observa-se tambe´m que o gra´fico (5.11) se encontra
de acordo com as equac¸o˜es (5.32) e (5.33).
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Figura 5.11: Probabilidade de bloqueio do sistema
A CCDF de Rs na˜o e´ contudo a abordagem mais precisa a`s equac¸o˜es (5.32) e (5.33), ja´
que por exemplo, na˜o preveˆ a possibilidade de Rs ser inferior a βK, o que leva a que em
determinados cena´rios possa existir Pbloq inferior a 1 para valores de Rs inferior a βK. A
expressa˜o (5.34) [11] representa uma abordagem mais pro´xima a`s equac¸o˜es (5.32) e (5.33).
r = βM +NaPu + erfc
−1(Pbloq)
√
NaPu(1− aPu) (5.34)
Em (5.34) a func¸a˜o erfc−1 representa a func¸a˜o inversa de uma CCDF com me´dia nula e
desvio padra˜o unita´rio. Observe-se que (5.34) resulta da adic¸a˜o de um termo a` anterior ex-
pressa˜o (5.31). Numa ana´lise semelhante a (5.9) poder-se-a` obter os recursos (Rs) mı´nimos,
que uma distribuic¸a˜o do servic¸o de IPTV deve possuir para garantir uma probabilidade de
bloqueio inferior a Pbloq. Para determinar o custo Rs em func¸a˜o do nu´mero de canais trans-
mitidos em multicast M, recorreu-se a` equac¸a˜o (5.34) e aos paraˆmetros de (5.9) com N=600
e uma probabilidade de bloqueio de Pbloq = 0.0001. A func¸a˜o esta´ representada em (5.12)
e como se observa a func¸a˜o apresenta um comportamento semelhante a`s func¸o˜es do gra´fico
(5.9). O valor o´timo de M e o custo Rs aumentaram ligeiramente. A diminuic¸a˜o da probabili-
dade de bloqueio de um sistema leva a` necessidade de aumentar os recursos fornecidos, facto
que justifica os aumentos anteriormente descritos3.
2O valor esperado exato sera´ Rs=189.8. Para este valor Pbloq = 0.5.
3Para uma probabilidade de bloqueio de Pbloq = 0.0001 ao serem transmitidos 36 canais em multicast o
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Figura 5.12: Custo Rs em func¸a˜o de M, com Pbloq = 0.0001
Fazendo um breve ponto de situac¸a˜o, neste momento e´ poss´ıvel a um operador otimizar
os seus recursos de distribuic¸a˜o de IPTV atrave´s do calculo do valor o´timo de M e calcular a
probabilidade de ocorrer um bloqueio no seu sistema com base nos seus recursos. O valor de
M na expressa˜o (5.34) devera´ ser aquele que minimiza os recursos (Rs).
Vantagem do modelo
Neste ponto reside ainda uma questa˜o que seria oportuno resolver. Ate´ que ponto trara´
mais benef´ıcio para o operador aplicar uma estrate´gia combinada de transmissa˜o de canais
em multicast e unicast, em relac¸a˜o a` possibilidade de transmitir todos os canais de que dispo˜e
em multicast dado um sistema com N clientes?
Sera´ razoa´vel assumir que para um operador sera´ vantajoso usar o modelo apresentado
desde que os recursos (Rs) necessa´rios a` sua implementac¸a˜o sejam inferiores ao mı´nimo entre
o custo de transmitir todos os K canais em multicast (βK), e o custo de todos os clientes
possu´ırem uma sessa˜o unicast(aN).
Sabendo que os recursos (rs) aumentam a` medida que o nu´mero de clientes aumenta,
poder-se-a` calcular o limite do nu´mero de clientes que leva todos os canais a serem trans-
mitidos em multicast. Para realizar esta ana´lise calculou-se o valor ideal de canais a trans-
mitir em multicast M para cada valor de N, calculando-se depois o custo Rs para cada N
(rs(N(Moptimo))), com recurso a` expressa˜o (5.31) e a` expressa˜o (5.34) com uma probabili-
dade de Pbloq = 0.0001
4. Os paraˆmetros usados foram os de (5.9). O gra´fico (5.13) mostra os
resultados obtidos e as func¸o˜es de custo da transmissa˜o dos K canais em multicast e unicast.
Observa-se em (5.13) que ao ser usado Pbloq = 0.51 a func¸a˜o atinge o custo βK quando
N=1349. Ou seja, para uma rede com a arquitetura definida em (5.1) e para os paraˆmetros
custo sera´ Rs=225.4, o que esta de acordo com o CCDF da Pbloq em (5.11).
4O mı´nimo das func¸o˜es (5.31) e (5.34) foi determinado de forma independente ja´ que, tal como mostrado
no gra´fico (5.12) as func¸o˜es na˜o partilham obrigatoriamente o mesmo mı´nimo.
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Figura 5.13: Custo Rs em func¸a˜o do nu´mero dos clientes
anteriormente assumidos uma soluc¸a˜o de transmissa˜o combinada entre canais unicast e multi-
cast, fara´ sentido para um nu´mero de cliente inferior a 1349. Se nesta arquitetura se restringir
o nu´mero de clientes a 500, havera´ uma ganho de 34.27%, em relac¸a˜o a` transmissa˜o de todos
os canais em multicast5.
A func¸a˜o de custo Rs com probabilidade de bloqueio Pbloq = 0.0001 possu´ı um comporta-
mento ana´logo a` func¸a˜o Rs com Pbloq = 0.51, contudo necessita de mais recursos, alcanc¸ando
por isso primeiro o valor de βK em N=823. Confirmou-se que o custo Rs das func¸o˜es para
N=600 correspondem aos valores determinados em (5.12).
Considerac¸o˜es
Tal como verificado a aplicac¸a˜o deste modelo matema´tico possibilita um uso mais eficiente
dos recursos de processamento dispon´ıveis numa rede de distribuic¸a˜o de IPTV. Contudo o
desenvolvimento desta ana´lise incorreu em algumas aproximac¸o˜es e considerac¸o˜es relativas a
aplicac¸o˜es reais que sera˜o importantes discutir.
A distribuic¸a˜o da popularidade dos canais e´ baseada numa distribuic¸a˜o Zipf que aproxima
de forma razoa´vel a realidade, tal como mostra a monitorizac¸a˜o de um servidor IPTV em [11].
Contudo na˜o devera´ ser esquecido que para ale´m de se tratar de uma aproximac¸a˜o, o valor α
podera´ apresentar variac¸o˜es instantaˆneas, o que leva a escolha dos M canais a distribuir em
5Nesta situac¸a˜o o ganho e´ definido como a percentagem de recursos na˜o utilizados pela soluc¸a˜o, em relac¸a˜o
a βK.
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multicast a poder ficar momentaneamente desajustada.
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Figura 5.14: Custo Rs em func¸a˜o dos M canais transmitidos em multicast para routers de
distribuic¸a˜o com diferente nu´mero de portas ativas
Nas anteriores simulac¸o˜es, considerou-se um fator de atividade dos utilizadores a de 0.5,
contudo este e´ apenas um valor ilustrativo. Este paraˆmetro modelador do comportamento
humano variara´ consoante a hora do dia, e´poca do ano ou mesmo tipo de clientes.
Neste documento a diferenc¸a de custos entre uma transmissa˜o em unicast e multicast de-
finida pelo paraˆmetro β, compreendeu os custos de processamento do router A na arquitetura
(5.1). Visto a expressa˜o (5.7) de β ser func¸a˜o de NA e γ. E visto γ ser func¸a˜o de Pp e do
tamanho da rede ou seja Ps, e´ aceita´vel afirmar que β nunca possuira´ valores excessivamente
elevados. Isto porque o nu´mero de portas NA de um router e´ limitado e o aumento do tama-
nho e complexidade da rede sera´ tambe´m limitado por paraˆmetros de performance. Note-se
que um valor excessivamente elevado de β leva a que seja sempre mais econo´mico enviar
todos os canais em unicast, e um valor excessivamente baixo de β torna o envio de todos
os canais em multicast uma soluc¸a˜o mais econo´mica, o que tornaria o aplicac¸a˜o do modelo
desnecessa´ria.
Nas figuras (5.14) e (5.15) e´ ilustrada a variac¸a˜o do custo Rs em func¸a˜o do nu´mero de
canais transmitidos em multicast, quando se varia o nu´mero de portas do router NA e o
tamanho das tabelas de encaminhamento, ou seja Ps. Observa-se que o aumento do nu´mero
de portas ativas aumenta o custo de transmissa˜o de um canal em multicast, o que leva a`
diminuic¸a˜o do nu´mero o´timo de canais M a enviar em multicast.
O aumento das tabelas de encaminhamento levam ao aumento do custo de pesquisa Ps,
o que consequentemente faz aumentar γ. Este aumento faz diminuir β e consequentemente
aumenta o nu´mero de canais o´timo a transmitir em multicast.
A necessidade do operador definir manualmente os canais multicast e´ um facto que podera´
desagradar aos operadores, nomeadamente quando o comportamento dos clientes e´ bastante
insta´vel. Esta instabilidade podera´ ser traduzida por uma elevada variac¸a˜o da constante de
Zipf e do fator de atividade dos clientes
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Figura 5.15: Custo Rs em func¸a˜o dos M canais transmitidos em multicast para routers de
distribuic¸a˜o com diferentes γ
Na˜o foram realizadas considerac¸o˜es sobre outros tipos de servic¸os suportados simultanea-
mente pela arquitetura (5.1). Contudo a oferta de servic¸os IPTV e´ muitas vezes associado a`
oferta de servic¸os de voz e dados, no pacote de servic¸os chamado triple play. Nesta condic¸a˜o e´
importante ter em atenc¸a˜o a influeˆncia dos restantes servic¸os nas transmisso˜es IPTV. Em [43]
e´ demonstrado que o aumento da carga paga dos blocos TDM num pacote de servic¸os triple
play sobre MPLS-T, leva a` deteriorac¸a˜o das transmisso˜es dos canais televisivos. Foi tambe´m
mostrado no documento [43] que a disciplina de fila mais adequada a` transmissa˜o de canais
televisivos e´ o Weighted Fair Queuing. Os valores de prioridade assumidos para cada servic¸o,
assim como a percentagem de largura de banda de cada servic¸o, pode ser encontrados em [43,
pa´g 1].
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Cap´ıtulo 6
Conclusa˜o
Nos u´ltimos anos o tra´fego transportado pelos operadores de telecomunicac¸o˜es, nas suas
redes de transporte, tem crescido entre 75% a 125% por ano [7]. Contudo este aumento
da capacidade dos operadores de telecomunicac¸o˜es, na˜o foi acompanhada da forma desejada
pelo crescimento das receitas, e uma das causas apontadas a esta discrepaˆncia, prende-se
com o facto das redes de transporte tradicionais transportarem de forma ineficiente o tra´fego
baseado em pacotes.
O tra´fego baseado em pacotes, constitui a grande maioria do tra´fego que circula nas redes
de transporte atuais, muito devido ao aparecimento e ra´pido crescimento de servic¸os Internet
e aplicac¸o˜es de v´ıdeo sobre IP, tal como servic¸os de videoconfereˆncia ou IPTV. E´ neste
ponto que incide o problema que esta dissertac¸a˜o procurou estudar, ou seja, a eficieˆncia na
distribuic¸a˜o do servic¸o IPTV nas redes de transporte.
As redes de transporte de telecomunicac¸o˜es surgiram com o sistema de telefonia fixo, onde
o tra´fego proveniente de va´rias chamadas telefo´nicas e´ agregado e transportado num mesmo
canal, nas tecnologias PDH e SDH. Contudo o paradigma das telecomunicac¸o˜es alterou-se
e as chamadas telefo´nicas que atravessam redes atrave´s da comutac¸a˜o de circuitos, foram
perdendo importaˆncia em func¸a˜o do aparecimento e crescimento de servic¸os Internet. No
entanto a rede de transporte baseada na tecnologia SDH, na˜o se encontrou preparada para a
mudanc¸a, e as adaptac¸o˜es realizadas para o transporte de dados, levaram a que as receitas
dos operadores na˜o acompanhassem a sua oferta de largura de banda. As tecnologias PDH e
SDH foram estudadas no primeiro cap´ıtulo, assim como as suas limitac¸o˜es no atual contexto
das telecomunicac¸o˜es.
O crescimento do servic¸o de Internet, foi acompanhado pelo aparecimento de pequenas
redes locais de comunicac¸a˜o de dados em tecnologia Ethernet. Hoje, mais de 95% do tra´fego
que atravessa as redes de transporte surge ou termina numa porta Ethernet [1]. E´ por isso
natural, que esta tecnologia seja vista como uma forte candidata a` rede de transporte, podendo
assim ser uma soluc¸a˜o completa para toda a rede de telecomunicac¸o˜es. Os fundamentos
da tecnologia Ethernet, assim como as funcionalidades avanc¸adas da tecnologia e as atuais
implementac¸o˜es de 40 e 100 Gbps, foram estudadas no segundo cap´ıtulo.
Apesar da tecnologia Ethernet ser promissora, existem algumas limitac¸o˜es de ordem
te´cnica que impedem a tecnologia de ser implementada em grande escala nas redes de trans-
porte, tal como o seu alcance, os elevados tempos de recuperac¸a˜o do mecanismo STP ou os
mecanismos de flooding nos switchs. Estas limitac¸o˜es foram abordadas no final do cap´ıtulo 2.
Atentos a` realidade da tecnologia Ethernet operadores de telecomunicac¸o˜es e fabricantes
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de equipamentos, formaram em 2001 o conso´rcio MEF com o propo´sito de promover a adoc¸a˜o
a n´ıvel mundial de uma tecnologia para as redes de transporte, que tenha por base a tecnologia
Ethernet [29]. Com este objetivo, definiu a tecnologia Carrier Ethernet como uma tecnologia
de rede de transporte que se distingue da tradicional Ethernet em cinco atributos chave:
• Servic¸os normalizadas;
• Escalabilidade;
• Fiabilidade;
• Qualidade de servic¸o;
• Gesta˜o de servic¸os.
Estes atributos foram estudados em detalhe no terceiro cap´ıtulo, e como se pode obser-
var, encontram-se todos interligados, para assim resultarem numa tecnologia mais coerente
e sustenta´vel. Para ale´m dos atributos anteriores, o MEF introduz tambe´m conceitos que
pretendem dar resposta aos mesmos atributos. Desta forma definiu um modelo de servic¸os
da tecnologia, os tipos de servic¸os Ethernet que devem ser suportados e como o fazer. Um
destes servic¸os, o E-Tree podera´ assumir um importante papel para a distribuic¸a˜o do servic¸o
de IPTV.
Em paralelo com o desenvolvimento conceptual de Carrier Ethernet por parte do MEF,
surgem duas tecnologias que se aproximam dos anteriores atributos e despertam o interesse
dos operadores de telecomunicac¸o˜es. A tecnologia PBB-TE desenvolvida pelo IEEE, que
surge da Ethernet usada em LANs, e a tecnologia MPLS-TP desenvolvida pelo ITU e IETF,
que prove´m da tecnologia MPLS usada nas redes de telecomunicac¸o˜es de transporte.
Visto uma grande parte dos operadores, terem anunciado que as suas redes de transporte,
seriam implementadas ou atualizadas, com soluc¸o˜es baseadas na tecnologia MPLS-TP, este
documento procurou estudar as origens da tecnologia (MPLS), identificar as alterac¸o˜es reali-
zadas que tornam a tecnologia apta a operar em redes de transporte e apresentar e discutir
o atual estado de normalizac¸a˜o da tecnologia.
A versatilidade e simplicidade da tecnologia MPLS, permitiu ampliar de forma consi-
dera´vel a escalabilidade da tecnologia IP, nas redes metropolitanas e redes de transporte. O
MPLS amadureceu ao longo do tempo e ao surgir a necessidade de uma rede de transporte
robusta, baseada em comutac¸a˜o de pacotes, o ITU e IETF uniram esforc¸os para desenvolver
um tecnologia baseada no MPLS, que possu´ısse os requisitos de operac¸a˜o de uma rede de
transporte. Para adquirir estes requisitos, foi delineado que a nova tecnologia deveria ser
totalmente independente da tecnologia IP, desde o plano de dados, ate´ a`s func¸o˜es de OAM
e de sobreviveˆncia. Algumas funcionalidades do MPLS foram tambe´m retiradas, tal como o
PHP ou o ECMP, de modo a atribuir a` tecnologia a predictabilidade e o controlo necessa´rios.
As tradicionais redes de transporte baseadas em tecnologia SDH, possuem caracter´ısticas
de sobreviveˆncia bastante robustas, o facto dos tempos de recuperac¸a˜o a falhas na˜o ultrapas-
sarem os 50ms e´ prova disso. O MPLS-TP na˜o podera´ assim baixar a fasquia de sobreviveˆncia
colocada pelas redes tradicionais, sob pena de perder atratividade para os operadores de tele-
comunicac¸o˜es. Os requisitos de sobreviveˆncia do MPLS-TP esta˜o definidos nos RFCs [38] [40],
contudo a implementac¸a˜o destes requisitos encontra-se ainda em discussa˜o.
Neste documento foram apresentadas e discutidas as propostas presentes nos drafts [5] [39]
para a protec¸a˜o linear ponto-a-ponto e protec¸a˜o linear ponto-multiponto, e no RFC [35] para
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a protec¸o˜es em anel ponto-a-ponto e ponto-multiponto. Deve ser recordado que, tal como
refere o documento [38], a protec¸a˜o em anel, devera´ ser um caso particular e otimizado da
protec¸a˜o linear. Para a distribuic¸a˜o de IPTV a arquitetura mais apelativa sera´ baseada em
ligac¸o˜es ponto-multiponto, e desta forma o esquema de protec¸a˜o mais adequado para uma
distribuic¸a˜o de IPTV devera´ ser a protec¸a˜o (partilhada) ponto-multiponto.
Os operadores de telecomunicac¸o˜es procuram dominar uma tecnologia atrave´s de im-
plementac¸o˜es mais consistentes, que respondam de forma eficiente a qualquer realidade, ao
mesmo tempo que procuram o aumento dos lucros atrave´s da otimizac¸a˜o de recursos. E´ nesta
o´tica que comec¸am a aparecer estudos que mostram, que o uso de estrate´gias de transmissa˜o
unicast e multicast combinadas, podem levar a significativas poupanc¸as de recursos.
Estudou-se o modelo matema´tico de transmissa˜o mista, presente nos documentos [11] [12] [13],
num cena´rio de distribuic¸a˜o de canais IPTV sobre tecnologia MPLS-TP. A arquitetura es-
colhida foi a E-Tree, implementada atrave´s de ligac¸o˜es ponto-multiponto. O ponto chave de
discussa˜o deste mecanismo reside na escolha de quais os canais a transmitir em unicast e
quais os canais a transmitir em multicast. No cena´rio abordado, para a distribuic¸a˜o de IPTV
o operador seleciona M canais que transmitira´ em multicast, sendo os restante transmitidos
em unicast quando solicitados.
Para iniciar a ana´lise do problema foi estudado inicialmente um modelo de custos que
define um paraˆmetro β, como a raza˜o entre os custos de transmitir um sinal em multicast e
unicast. Os custos foram definidos em func¸a˜o do processamento do router central da arquite-
tura. Apo´s esta ana´lise foi necessa´rio modelar o comportamento dos clientes no que toca ao
modo como assistem aos canais de televisa˜o. A distribuic¸a˜o da popularidade dos canais, foi
aproximada por uma distribuic¸a˜o Zipf, com uma constante de Zipf entre 0.5 e 0.8.
Verificou-se que simulac¸o˜es baseadas nas equac¸o˜es exatas do modelo matema´tico sa˜o
computacionalmente pesadas, o que poderia levar a simulac¸o˜es na˜o realistas. Desta forma
procedeu-se a` aproximac¸a˜o das distribuic¸a˜o de pedidos unicast (nu) atrave´s de uma distri-
buic¸a˜o gaussiana.
No caso de na˜o se enviar qualquer canal em multicast, o custo (Rs) sera´ aproximadamente
igual ao nu´mero de clientes (N) multiplicado pelo seu fator de atividade (a). No caso de todos
os canais serem transmitidos em multicast o custo sera´ igual ao nu´mero total de canais (K)
multiplicado pela raza˜o β. Contudo, foi poss´ıvel mostrar que existe sempre um nu´mero de
canais a enviar em multicast (M) que minimiza os recursos necessa´rios (Rs), e que variara´
entre os extremos de funcionamento anteriores, podendo ate´ assumir estes valores.
O nu´mero de canais a enviar em multicast (M) que minimiza os recursos necessa´rios (Rs),
diminui a` medida que β e/ou a constante de Zipf (α) aumenta, e aumenta a` medida que o
nu´mero de clientes (N) e/ou o fator de atividade (a) aumenta. E´ importante salientar que se
estes paraˆmetros variarem significativamente, podera´ levar a que o valor o´timo de M possa
ser 0 ou K, o que significa que transmitir todos os canais em unicast ou multicast e´ mais
econo´mico, levando a` inutilidade do modelo matema´tico.
Um outro paraˆmetro de assinala´vel importaˆncia e´ a probabilidades de bloqueio do sistema
(Pbloq), definida como a probabilidade do sistema de IPTV na˜o possuir os recursos (Rs)
necessa´rios. Este paraˆmetro tomara´ o valor 1 se os recursos do sistema forem inferiores a
βM , e decresce a` medida que os recursos dispon´ıveis ultrapassam este valor.
Para aperfeic¸oar o conhecimento sobre um sistema IPTV num cena´rio esta´tico, e´ necessa´rio
conhecer os seus limites, ou seja calcular os limites dos paraˆmetros que levam a que a aplicac¸a˜o
do modelo na˜o otimize o sistema. Visto o valor da raza˜o β, fator de atividade (a) e varia´vel
de Zipf (α) na˜o poderem assumir elevadas variac¸o˜es, e visto a escolha do nu´mero de clientes
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(N), num dado sistema, ser realizada pelo operador e poder variar significativamente, sera´
importante analisar qual o limite do nu´mero de clientes (N) que leva a um custo igual a`
transmissa˜o de todos os canais em multicast (βK). Esta ana´lise foi realizada no gra´fico (5.13)
e foi poss´ıvel concluir que a` medida que o nu´mero de clientes (N) suportados pelo sistema
aumenta, diminui o ganho em relac¸a˜o a` transmissa˜o de todos os canais em multicast, ate´
atingir o ponto em que deixa de existir ganho. Verificou-se tambe´m que a diminuic¸a˜o da
probabilidade de bloqueio Pbloq da rede, leva a um aumento dos custos de transmissa˜o da
soluc¸a˜o mista, o que tambe´m faz diminuir o ganho em relac¸a˜o a` transmissa˜o de todos os
canais em multicast, atingindo assim o valor de βK para valores inferiores do nu´mero de
clientes. Pelo referido, um operador devera´ assumir um compromisso entre o nu´mero de
clientes e probabilidade de bloqueio do sistema em relac¸a˜o ao ganho face a` transmissa˜o total
em multicast.
6.1 Trabalho futuro
Quanto ao conjunto de tecnologias que definira˜o as pro´ximas redes de transporte, este
documento estudou em detalhe a tecnologia Ethernet e MPLS-TP. Contudo seria importante
uma ana´lise detalhada a` tecnologia WDM, OTN e GFP, ja´ que estas constituira˜o a base
tecnolo´gica das soluc¸o˜es de rede de transporte no que toca a`s tecnologias de camada OSI
inferiores.
Relativamente ao quinto cap´ıtulo, seria interessante aprofundar algumas questo˜es. A
constante β, e´ um paraˆmetro bastante importante, ja´ que e´ responsa´vel pela inserc¸a˜o no
modelo matema´tico de varia´veis que representam paraˆmetros f´ısicos, te´cnicos e econo´micos da
rede. Em [44] e´ realizado um estudo, em func¸a˜o dos custos de ligac¸a˜o, contudo a generalizac¸a˜o
deste a custos de no´s, e outros custos derivados poderia ser mate´ria de um trabalho futuro.
As vantagens provenientes do recurso a um cena´rio onde os canais sa˜o transmitidos em
multicast ou unicast consoante a variac¸a˜o do nu´mero de clientes que esta´ a assistir ao canal
em cada instante, sa˜o apresentadas em [11]. Seria importante uma ana´lise dos custos de
processamento e monitorizac¸a˜o desta soluc¸a˜o comparativamente ao cena´rio anteriormente
estudado.
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