This research investigates two competing strategies for managing the interaction between the optimization and the fidelity of the approximation models. Effective management ensures that the process converges to a solution of the original design problem. Two trust region managed approximate optimization approaches are studied in this research: a response surface based concurrent subspace optimization (RS-CSSO) strategy and a commercially available software package LANCELOT. A detailed performance comparison is conducted to evaluate how the two methods perform on different classes of optimization problems. A series of optimization problems ranging from simple analytic codes to multidisciplinary coupled engineering test problems are used. Both methods sequentially optimize approximate models of the augmented Lagrangian function subject to a trust region constraint. The RS-CSSO method builds a cumulative response surface approximation constructed from variable fidelity design data generated during CSSO's, while LANCELOT uses a Broyden-Fletcher-Goldfarb- Shanno (BFGS) quadratic approximation. The performances of both optimizers are compared using the optima obtained and the number of optimization iterations as metrics. Results indicate that the response surface based CSSO strategy exhibits superior performance in application to multidisciplinary design optimization test problems.
Introduction
Optimization strategies based on approximation concepts are seeing increased use in a wide variety of multidisciplinary design organizations. The development of these approximation strategies is being driven by the increased use of simulation based design tools which involve CPU intensive analysis techniques. In practice, these complex analyses and simulations are often highly non-linear and implicit. This causes the time required to complete a single function evaluation or constraint evaluation within an optimization procedure to be large in comparison with that required by simple mathematical models. In multidisciplinary design organizations, modeling and analyses are an integral aspect. The effective management of simulation based design through the use of surrogate approximation can play a key role in controlling the cost of MDO processes 22 .
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Once the approximation has been constructed, it is typically inexpensive to evaluate. The difficulty of building an approximation model increases as the complexity of the engineering system being modeled grows. Statistically the most general form of approximation is expressed as y´xµ f´xµ · ε
where y´xµ is the true simulation output, f´xµ is the approximate output, and ε is the error between the two. Oftentimes an explicit polynomial equation is used as the basis of the approximation model in f´xµ. The computational time of an optimization run becomes very small due to these explicit equations and inherent smoothness. The approximation models discussed in this paper are generally response surface approximations (RSA's). These RSA's are essentially constructed using a regression fit of high fidelity simulation data. Through the use of response surface approximations, optimization of large complex systems is made more practical. However, an approximation model is assumed to be valid only in a neighborhood of the design point, around which the model is constructed. This is because the approximations tend to stray from the actual system response as the design moves away from the nominal design point.
Consequently design variable move limits are imposed to restrict design exploration to a region in which the approximations of the objective function and constraints are "trusted". In this approach, approximate optimizations are performed iteratively. The approximation models are built using information available at this iterate and are therefore usually suitable only in a certain limited region surrounding this point. A trust region is thus defined where the models are supposed to agree with the actual functions. After each sequence of approximate optimizations, the approximations of system behavior are updated with new information about the current design. Thus, many iterations of such algorithms may be required before convergence of the optimization process is achieved.
A number of RSA methods are available to represent the design space. In Renaud and Gabriele 9 , and Wujek et al. 21 20 , RSA's of multidisciplinary systems are developed using design data generated during concurrent subspace optimizations (CSSOs). In Sellar and Batill 14 , RSA's are constructed using artificial neural networks for system approximation. These two approaches focus on solving practical engineering problems. A number of mathematicians have been working on building approximations for large-scale nonlinear optimization problems where analytical expressions of the problem are assumed to be available 1 . Algorithms developed in this mathematical domain often have stronger theoretical support for the convergence of the methods. However, in engineering design problems, analytical expressions of the system are usually unavailable. Therefore it is necessary to study the practicality of applying these non-linear programming based approximate optimization methods to engineering problems.
Description of the Strategies
The trust region strategy is a classical method prevalent in nonlinear programming which provides a framework for adaptively managing the amount of movement allowed in the design space using approximation models. It was originally introduced as a way of ensuring global convergence for Newton-like methods where the objective function is approximated by a quadratic model. In engineering optimization processes, the trust region approach is used to assure the validity of low-fidelity approximation models in predicting the behavior of higherfidelity models. The success or failure of the iteration may be measured by the ratio of the actual reduction in the object function to that predicted by the model:
where t is the iteration number, f´xµ is the actual function andf´xµ is the approximated function 23 24 .
If the ratio is larger than one, it means thatf did a good job of predicting the actual behavior of f , then the trust region radius is increased and larger design moves are allowed in the next optimization iteration. However, iff did a bad job of predicting the improvement in f , either because f actually increased with the proposed step, or because f did decrease but not as much as it was predicted byf , the ratio will be negative or smaller than one. In this case, the size of the trust region used for next optimization iteration should be decreased. Finally, iff did an acceptable but not especially noteworthy job of predicting the behavior of f , the wisest choice of action may be to leave the size of the trust region as it is.
The initial trust region radius has an effect on the efficiency of the algorithm in that extra iterations may be required. The choice for the initial trust region size may be based on knowledge of the problem or on some other criteria such as the length of the Cauchy step, a step to the 2 American Institute of Aeronautics and Astronautics minimum of the approximation in the steepest descent direction, as suggested by Powell 6 . Recent work on initial trust region determination can be found in Sartenaer 13 .
The most promising aspect of the trust region approach is its excellent global convergence properties. Global convergence is defined as the ability to converge to a local optimum from any starting point. A proof of convergence is offered in Conn et al. 1 for constrained approximate optimization algorithms where a trust region strategy is used to govern the movement of the design variables from iteration to iteration.
Problem Formulation
A primary concern in each of the two optimization methods discussed in this paper is to develop an approximate optimization approach that not only leads to improved designs, but also converges to a solution of the original problem. Consider the following optimization problem:
where the objective f : IR n IR and the constraints h : IR n IR p and g : IR n IR m .
Notice that the inequality constraints can be transformed into equality constraints by subtracting slack variables from the left hand side. By doing so the problem 3 becomes:
The trust region managed response surface based CSSO method solves the problem type 3 while LANCELOT deals with problem type 4. It is also assumed that the functions f , h i , g j , and c j are twice continuously differentiable on an open set containing the nonempty region S x x L x x U . The above problems are solved via the augmented Lagrangian method. In this method, the constraints of the problem are included with the original objective function to form a new objective of the form
where λ is a vector of Lagrange multipliers and ν is a vector of penalty weighting terms. The augmented Lagrangian method was proposed independently by Hestenes 4 , and Powell 6 for the case in which only equality constraints are present. An extension of this method where inequality constraints are present was made by Rockafellar 10 . Rockafellar's method avoids the use of slack variables and thus the dimension of the problem remains unchanged. LANCELOT and CSSO use these two different types of augmented Lagrangian functions respectively. The trust region model management approach involves successively building an approximation to the augmented Lagrangian, minimizing the approximated augmented Lagrangian subject to the trust region bounds, and conducting a trust region test. A flow chart of the trust region managed minimization is shown in Figure 1 . Both approaches studied in this paper build a second order polynomial approximation to the augmented Lagrangian as shown in the flow chart. The way in which they build the approximations are significantly different. RS-CSSO builds a second order response surface approximation using data generated during the concurrent subspace optimizations. LANCELOT uses a BFGS approximation that requires many high fidelity analysis calls to calculate the gradient via finite difference. The trust region ratio is defined the same for both methods and the rules for updating the trust region radius are also the same. However, the methods for calculating the update factor are different. RS-CSSO uses a constant updating factor, and the move limits for each variable are determined by the variable scale. LANCELOT changes the updating factor during the optimization process depending on the algorithm performance, and uses the same move limits for all variables. This trust region radius updating strategy makes LANCELOT more 3 American Institute of Aeronautics and Astronautics conservative in choosing the move limits during the optimization process. Careful scaling of the optimization problem when using LANCELOT is required.
LANCELOT
LANCELOT is a commercial software package for solving general non-linear optimization programming problems, especially for large-scale problems. The emphasis in LANCELOT is on problems which are significantly nonlinear, in the sense that they involve a large number of nonlinear degrees of freedom. The algorithms are designed to provide convergence of the generated iterates to local minima from all starting points.
Besides the software package, algorithms developed in LANCELOT also result in theoretical contributions to the mathematical programming community. However, it should be pointed out that the development of the techniques in LANCELOT relies on an assumption that many large-scale nonlinear problems can be subdivided into loosely connected subsystems, and the subsystems can be reflected in the mathematical formulation and therefore can be easily exploited. This loose-connection assumption is very important because it characterizes the problem type that LANCELOT is efficient in solving. The software reads the problem formulation from a formatted file called Standard Input Format (SIF) file. Once a problem has be specified by the user, LANCELOT either uses an augmented Lagrangian approach if equality constraints are present, or directly attempts to solve problems whose only constraints are variable bounds. These two approaches are denoted as AUGLG and SBMIN in Figure 2 , respectively. The convergence of the augmented Lagrangian algorithm was analyzed in Conn et al. 2 . It guarantees that under standard assumptions, the sequence of iterates calculated by the algorithm converges to a local minimum. where g´x´k µ µ is the gradient, B´k µ is a symmetric approximation to the Hessian matrix H´x´k
A distinguish feature of LANCELOT is the use of group functions, which are considered to be the components of the structure inherent in any function. LANCELOT uses either the exact or approximate derivatives supplied by each group function to conduct the above approximation. This is especially powerful when the group functions in the objective function take the form of basic mathematical functions, have identical or similar structure, and are of low dimension. LANCELOT also requires each constraint as one group that cannot be decomposed. This is practical when the constraints are linear or are simple expressions. However, the objective functions and the constraints in practical problems are often highly nonlinear and very complicated therefore LANCELOT may have difficulties in solving such problems.
CSSO Supported RSM
The CSSO approach provides for temporary decoupling of the disciplinary analyses during subspace optimizations as first proposed by SobieszczanskiSobieski 18 . The response surface based algorithm implemented in this paper is based on the research of Rodríguez et al. 12 at the University of Notre Dame. The method uses CSSO to generate variable fidelity data for constructing quadratic response surface approximations for the objective function and constraints.
In this approach, evaluations of the system states at the subspace level does not involve an iterative solution strategy. It is accomplished by providing the disciplinary designers with linear response representation of the other 4 American Institute of Aeronautics and Astronautics discipline states based on sensitivities generated from the global sensitivity equations (GSE) of SobieszczanskiSobieski 19 . That is, some of the data is generated by the high fidelity disciplinary analysis tools but based on linearized inputs of the other disciplines; other data is simply the state prediction provided by the linearized response representations of non-local disciplinary states. The design data generated during a subspace optimization is therefore of variable fidelity. This variable fidelity data is archived for each design site visited during a given subspace optimization. The CSSO sampling strategy is optimization based and provides for design sampling in descent directions, where the sampling sites are feasible as measured by the approximations available within the subspace. Figure 3 illustrates how the RS-CSSO method works.
System Coupling Updates
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Trust Region Test
Convergence Test This strategy avoids having to perform costly iterative system analyses using high fidelity disciplinary analysis tools in order to construct a response surface approximation of the augmented Lagrangian. A formal proof of convergence that guarantees the RS-CSSO based approximate optimization strategy converges to a KarushKuhn-Tucker point was also provided by Rodríguez et al. 12 .
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Comparison of the Two Methods
Augmented Lagrangian
The augmented Lagrangian in LANCELOT is constructed as given in Equation 8 .
where the vector λ is Lagrange multiplier estimates, the entries of s ii are positive scaling factors of the diagonal matrix S, and µ is the penalty parameter. The augmented Lagrangian in the RS-CSSO method takes the form as shown in Equation 9 .
The main difference between these forms is that the RS-CSSO method employs both the equality and inequality constraint information, while the LANCELOT augmented Lagrangian uses only equality constraints, by making use of slack variables. The conversion from inequality constraints to equality constraints in LANCELOT enlarges the size of the design space, therefore it might reduce the efficiency of the algorithm.
Gradient Calculation
Another important difference between the two methods is the way they compute the gradients. The RS-CSSO approach uses a finite difference based numerical approach for most problems when the analytical forms of the gradients are hard to obtain, while LANCELOT always tries to use explicit functions for gradient calculations of the group functions or their elements. When the analytical forms of the gradients are available, LANCELOT is usually faster because of its efficiently developed codes for handling such cases. When both methods have to calculate the gradients through finite difference based approaches, there is not much difference of the computational cost between the two methods for uncoupled systems.
But for coupled systems, which is more general in practice, the way that the software LANCELOT was coded causes a much longer time to obtain the first order derivatives. This can be illustrated by comparing with the way that the RS-CSSO method calculates the first order information of coupled systems. In the RS-CSSO approach, Global Sensitivity Equations (GSE) are utilized. It incorporates all of the subsystem sensitivities during the global sensitivity calculation and therefore
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American Institute of Aeronautics and Astronautics avoids calling the costly full system analysis many times. However, using GSE in LANCELOT still leads to a large number of full systems analysis calls when the number of design variables is large. This is because the objective function and each individual constraint have to be treated as different groups in LANCELOT, and the gradient information of each group has to be independently calculated. Therefore, full systems analysis calls at the same design point are repeated to calculate the global sensitivity information.
Another drawback of the LANCELOT package is that for the case when some functions have explicit expressions of the gradient and some do not, the user cannot make use of the known gradient formulas and must calculate all the gradients by finite difference. It is because in the configuration file of LANCELOT, only one gradient calculation option, either an analytical way or finite difference way, can be chosen.
Trust Region Management
The trust region ratio ρ´t µ is defined the same for both methods:
where t is the iteration counter for the augmented Lagrangian minimization,Φ is the augmented Lagrangian approximation. The trust region updating rule is similar for both methods:
In implementation the updates differ in that the RS-CSSO method in this investigation makes use of constant γ 0 and γ 2 while LANCELOT changes these values during the optimization process depending on the performance of the algorithm. This mechanism results in LANCELOT being more conservative in adjusting the move limits during the optimization. Details can be found in chapter 3 of Conn 2 .
Another difference is that the move limits used in the RS-CSSO method are assigned in accordance with each variable's magnitude scale (i.e., ¦10% of x 0 ) while in LANCELOT they are fixed at the same magnitude for each variable. Therefore LANCELOT moves tend to be artificially restricted by the smaller magnitude design variables.
Performance Comparison
In general both methods have been developed to solve large scale nonlinear problems. The biggest difference between the two algorithms is the way in which they construct the approximations of the objective function and the constraints. Therefore the first issue brought up in this comparative study is to choose a specific set of test problems to which both algorithms can be applied without biasing the conclusions. This requires careful thought, otherwise the comparison results presented might be of limited value.
There are two levels of testing that can be performed to compare the algorithms: Microscopic and Macroscopic. Microscopic testing is to use a carefully designed small test set to compare the performance of different algorithms. Tuning of algorithm parameters is permitted as long as it is documented. Macroscopic testing is to use large number of test problems, and statistical analysis to predict the robustness of a group of algorithms. There is no special tuning of algorithm parameters in such testing. Researchers who developed LANCELOT have published results based on macroscopic test sets 3 , where the numerical performance of the various algorithmic options within LANCELOT are analyzed. Since the RS-CSSO approach in this study is not commercialized and still needs improvement, microscopic testing is preferred for the comparison of these two methods.
There are various measures of algorithmic efficiency, for example, function evaluation counts or CPU time. Thus, even on a common set of problems, the conclusions can be sensitive to a particular choice of the measure. Fortunately, in this study, measuring the CPU time and measuring the number of function evaluations have drawn similar conclusions in most of the cases. Therefore without loss of generality, the number of function evaluations is used as the measure of the algorithmic efficiency in this paper.
Comparing all possible combinations of algorithmic options is not practical, and therefore only certain options will be investigated. In addition, some options may be particularly suitable for special situations. Moreover, they are not always independent. Options of interest in this comparative study include the way to calculate the first and second order derivatives, and the choice of the starting point and the initial trust region radius. Due to the interest of this study, it is assumed that there are no explicit forms available for calculating the first order and second order derivatives of the chosen problems. There-
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Testing Procedures
Since large scale engineering systems often involve disciplines which are either loosely or tightly coupled to each other, our focus in this comparative study will be on applying both methods to problems with a multidisciplinary nature. As a general comparative study, a set of simple nonlinear problems are also tested.
We have chosen to compare LANCELOT and the RS-CSSO algorithm on reliability and numerical efficiency only. Numerical efficiency itself has several possible aspects. We have chosen to focus on the number of calls to the minimization of the approximate Lagrangian subject to simple bounds. The reliability of each algorithm is compared according to the optima found and the convergence history plot of each method. Since LANCELOT is a commercial software package, it is difficult to modify the source code. Therefore a specification file is used to allow the user to change the algorithmic options. Changing some of these options in the RS-CSSO method would require modification of the source code.
LANCELOT recommends that users supply the analytic expressions for the gradient and Hessian components whenever possible. However, multidisciplinary problems do not have this information available. So we select the finite difference and BFGS approximation options in LANCELOT for calculations of the gradient and second order derivatives respectively.
For each test problem, both methods start from the same initial point and the same initial trust region radius. The options on how to calculate the first order derivatives of the functions are also set the same. For cases when LANCELOT encounters failures, the problem variables are scaled to suit the algorithmic requirements. The reason that only a few adjustments are made to the RS-CSSO method is because most test problems have been used during the development of this method at the University of Notre Dame. Therefore most of the algorithmic parameters have been tuned in favor of solving the particular problems involved in this study. Finally, the history of convergence is plotted to illustrate the general performance.
Results
The classes of problems involved in this study vary from simple non-coupled analytical problems to MDO problems. In addition, problems of intermediate complexity involving simple, analytical but coupled systems are also tested.
Analytical Problems
The first set of tests are conducted on three noncoupled analytical problems. The dimension of the problems ranges from two through four. And the constraints that each problem is subjected to range from simple linear and quadratic combinations to complicated highly non-linear functions.
Barnes' Problem
This problem is taken from Himmelblau 5 Starting from the design point x ´70 10µ, both algorithms drove the design into the region of the local optimum at x ´49 5 19 6µ. The convergence history is illustrated in Figure 4 .
The convergence history plots show that the RS-CSSO method jumps into the neighborhood of the local optimum after one iteration and only a few more iterations are taken afterwards to obtain and verify the convergence. LANCELOT performs two restarts before it 7 American Institute of Aeronautics and Astronautics reaches the optimum although it also gets into the neighborhood of the local optimum after eleven iterations. After the second restart, LANCELOT takes about twenty iterations to get back to the region of the previous neighborhood of the optimum. This results in a large number of iterations taken to approach the optimum as shown in Table 1 . 
Spring Design Problem
The second problem is taken from Rodríguez 11 . This problem is to design a minimum mass spring to carry given loads without material failure while satisfying other performance requirements. In our test, a coil spring loaded in tension or compression is considered as shown in Figure 5 . There are three design variables and six variable constraints for this problem: the coil diameter D´inµ, the wire diameter d´inµ, and the number of turns N. The minimization of the mass(lb) is subject to constraints on deflection(in), shear stress(lb in 2 ), surge frequency(Hz), and outer diameter(in). The problem is stated as follows:
Subject to:
The optimal design occurs at´D d Nµ ´0 3586 0 0516 11 352µ with the objective function being f 0 1267 in 3 . The RS-CSSO method reaches this optimum after 24 iterations while LANCELOT converges to a solution in 113 iterations. The summary for the problem is shown in Table 2 . Although the final design that each method provides is slightly different, their corresponding objective functions are almost the same. Figure 6 shows the convergence history of the objective function for both algorithms. In this problem, the constraints are more complicated than those for Barnes' problem. So the RS-CSSO method takes more iterations to get to the solution, while the number of iterations for LANCELOT is of the same magnitude. It is also observed that LANCELOT takes the similar number of iterations to get to the same near-optimal design, which the RS-CSSO method obtains. From that point LANCELOT expends a large number of iterations to obtain convergence. The convergence curves for both methods have a similar trend and shape. In this problem, the length L, the material parameters, and the load are all specified as constants. With such specification, the optimization problem is posed as: Apart from the increased dimension, the complexity of the objective function as well as the constraints are also increased. However the non-linearity is less than that of the spring design problem. This is reflected in the reduced number of iterations each algorithm takes to reach the optimum. Starting from point (1 0 4 0 7 0 2 0), the convergence history of the problem is shown in Figure 8 . From the plot, it can be seen that both methods make the objective function drop sharply at the beginning within a few iterations and then expend their remaining effort trying to satisfy the convergence criteria. In this case, LANCELOT has three restarts. Each restart begins with the current design or a point very close to the current design and the objective keeps dropping during the new round of search. This is different from what is observed from Barnes' problem, where every time LANCELOT restarts, it moves the design away from the current design and begins searching with a much higher objective function value which is reduced again after quite a number of iterations. The numerical results in Table 3 indicate that LANCELOT obtains a better design than the RS-CSSO method does but with a greater number of iterations. Number of Iterations 62
We observe that LANCELOT takes a larger number 9 American Institute of Aeronautics and Astronautics of iterations to reach the optimum, when applied to noncoupled analytical problems, than does the RS-CSSO method. However the CPU time it requires to find the solution is not significantly increased as compared to the RS-CSS0 method. Therefore it can be concluded that both methods are successful in application to small scale non-coupled system design problems.
MDO Problems
The second set of tests involves two medium size MDO problems: aircraft concept sizing and autonomous hovercraft design. For a single set of design variables, both problems need to carry out a costly system analysis to obtain the responses which are used for calculating the objective and the constraints.
Aircraft Concept Sizing Problem
This test problem was originally developed in Sellar et al. 15 by the MDO research group at the University of Notre Dame. It is directed toward the preliminary sizing of a general aviation aircraft concept subject to certain performance requirements. The system analysis for this problem is based on empirical relation and data bases for this specific class of aircraft. The design is decomposed into three contributing analyses (CAs) as shown in Figure 9 . It is observed that the RS-CSSO method takes far fewer iterations to converge to the same optimum as obtained by LANCELOT. The solution reached by both algorithms is recognized as the global optimum of the problem. At this optimum, five design variables are at their bounds and both constraints are active. LANCELOT conducts several restarts during the optimization process, in a manner similar to its performance on the Barnes' problem. Each restart occurs when the design point is dragged out of the feasible region by the algorithm in order to obtain a lower objective function value while violating some constraints. Table 4 summarizes the results. Another observation is that LANCELOT not only requires a considerably larger number of iterations, but also takes a longer time to perform each iteration. The RS-CSSO method only needs to conduct one full system analysis during each iteration because the GSE are used to calculate first order sensitivities. LANCELOT performs many more full system analyses in calculating these first order sensitivities by finite difference. The large CPU overhead occurs because the system analysis involves iteration among the state variables in order to converge to a consistent set of systems states.
Autonomous Hovercraft Problem
The second MDO problem is the design of an autonomous hovercraft (AHC) as illustrated in Figure 11 . This problem was first presented in Sellar et al. 16 and provides a further increase in size and complexity over the aircraft concept sizing problem. The physical system consists of an engine, rotor, and payload. The system is to operate such that the motor speed (RPM) provides a thrust-to-weight ratio of one, imposing a hover condition.
The system analysis is comprised of four contributing analyses, three of which are complexly coupled as illustrated in Figure 12 . This problem involves eleven design variables and the calculation of fifty states. The objective is to minimize the empty weight of the hovercraft subject to constraints on the Von Misses stress due to in-plane and normal forces in the rod, the first natural frequencies of the rod, the Mach number at the tip, and the hovercraft range. The optimization problem is posed as:
Minimize: W empty W wing · W rod (17) ·W f uel · W motor Subject to: The global optimum for this problem is W empty 67 9 lbs, for which seven design variables are at their bounds and the hovercraft endurance constraint, g 6 is active 12 . Figure 13 shows the convergence history of both methods. Due to the complexity of the system analysis, this problem becomes highly nonlinear, therefore each method takes a larger number of iterations to reach convergence than that taken in the Aircraft Concept Sizing problem. Before reaching the optimum, both methods spend a long time wandering inside a small neighborhood of the optimum to satisfy the convergence criteria. Table 5 summarizes the results of this problem. Both algorithms converge to the global optimum claimed in the above paragraph. Similar to what happens when solving the aircraft concept sizing problem, LANCELOT takes a longer time in each iteration to calculate the gradients by the finite difference method. Newton's method failures (i.e., failure to converge) in the system analysis were observed in the LANCELOT trials. This is not attributed to LANCELOT per se, but most likely occurs because LANCELOT requires a larger number of iterations and therefore is more likely to experience Newton failures.
Coupled Analytical Problem
The Little Problem LANCELOT uses finite difference to obtain gradient in- Figure 14 . This problem consists of three design variables, two non-linear constraints, one non-linear objective function and two contributing analyses. The two states produced by the contributing analysis are given in Equations 18 and 19
The optimization problem is stated as: The plot of the design space is illustrated in Figure 15 , where the unshaded area represents the feasible region. This plot is constructed with the knowledge that two local optima exist in the domain of x 2 0 and x 3 0 so that these optima could be shown at´3 03 0 0µ and 2 83 0 0µ. The former is also the global optimum for this problem. The convergence history of both methods is shown in Figure 16 . In this trial, the RS-CSSO algorithm and LANCELOT take exactly the same number of iterations to reach the optima. And it is observed from the plot that LANCELOT generates a better solution, which in fact is the global optimum according to its numerical value in Table 6 . The RS-CSSO method obtains a design which is very close to the other local optimum. Since the number of iterations taken for both methods to reach convergence is the same, the total amount of CPU time spent for the calculations during the optimization process is compared in Table 6 .
It can be seen that the CPU time used by the RS-CSSO approach is significantly larger than that used by LANCELOT. In this regard, LANCELOT seemingly has a much better performance than the RS-CSSO algorithm. Yet on the other hand, the CPU time also reflects the computation that is internal to the package or to the program themselves. Being a professionally developed commercial software package, LANCELOT is comparably superior in coding and management of the interactions among different modules. Therefore the actual difference of the algorithmic computational efficiency in
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American Institute of Aeronautics and Astronautics Table 6 . In order to have a better understanding of the programming efficiency, a third method which uses a Central Composite Design (CCD) sampling strategy for generating design data is implemented. When applied to the little problem, CCD replaces the role of the subspace optimizations which are used to generate data for constructing the second order response surface, while keeping the other procedures the same as the RS-CSSO method. When conducting a sampling of the data, CCD picks points at specific locations in the design space and does a full system analysis to calculate the state variables. The optimum obtained by CCD method is the same as that obtained by RS-CSSO approach. The number of iterations required for solution remains the same, while the CPU time when using the CCD method drops nearly 40%. An explanation for this could be that since the optimizer utilized by CSSO during the subspace optimization is itself a large program and CPU intensive, there may be a minimal amount of time which has to be spent each time a SSO is executed, regardless of the problem size. Further study is needed to verify this hypothesis.
Conclusions
From the results of the test problems, it can be concluded that the RS-CSSO algorithm exhibits better performance in terms of computational cost and convergence speed when dealing with MDO typed problems. This is mainly a result of the strict trust region update criteria used in LANCELOT and the method it uses to obtain gradient information.
For most engineering problems, the system usually has several disciplines which are coupled, and the system analysis is usually iterative and very costly. Because of the organization of the program, elements from different groups in LANCELOT cannot share data obtained from the same system analysis. This inability to deal with coupled systems results in an inefficient environment for optimization of multidisciplinary systems, whereas MDO methodologies have been developed to reduce the number of costly system analyses calls.
It should be noted that during this investigation, LANCELOT encountered convergence failures when design variables had significantly different magnitudes. This is because LANCELOT itself does not support auto scaling and uses a constant trust region radius for all design variables. The RS-CSSO algorithm, on the other hand, uses a percentage based trust region radius, and therefore converges more easily for similar cases.
In spite of the above disadvantages, LANCELOT is a stable and reliable optimization package especially when applied to uncoupled analytic problems. Its strength lies in its mathematical structure for efficiently using computer resources to store function and gradient information.
One contribution of LANCELOT is the proof of global convergence for nonlinear problems under standard assumptions. The convergence theories developed in LANCELOT provide a basis for the derivation of the convergence theory of the RS-CSSO method. The contribution of the RS-CSSO method is that it provides a provably convergent MDO strategy for approximate optimization using variable fidelity data.
