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1.5 Xanthos, o Odyssey IId, ` e l’AUV (Autonomous Underwater
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Introduzione.
Dall’et` a della prima rivoluzione industriale nel xviii secolo l’uomo ha
cercato soluzioni sempre nuove per soddisfare il crescente bisogno di benessere
dei propri simili. Per quasi trecento anni l’obiettivo primario` e stato inventare
nuovi strumenti, ovvero migliorare le prestazioni di quelli esistenti.
Ad oggi, soddisfatte le necessit` a fondamentali di produttivit` a, l’attenzio-
ne della ricerca volge a rendere i servizi pi` u fruibili, a riprogettare intorno
all’utente quelle macchine che gi` a prendono parte al suo lavoro e, spesso, alla
sua vita. L’idea di una collaborazione tra esseri umani e robot ` e un feno-
meno recente, che risale ai primi anni ‘90. Per una moltitudine di ragioni,
inclusa la continua diminuzione dei costi delle apparecchiature elettroniche,
la tendenza di mercato ` e introdurre l’automazione anche in ambienti dove
l’interazione con l’uomo ` e di centrale importanza.
Nell’industria si punta all’empowerment (letteralmente “conferirimento di
poteri”) dei lavoratori. Questo signiﬁca che, al livello pi` u basso della piramide
delle responsabilit` a, i lavoratori vengono incaricati di compiti complessi, ad
alto contenuto decisionale, con un duplice risultato: gratiﬁcare l’essere umano
stimolandone l’inventiva e la fantasia, risparmiare sui robot la logica e la
meccanica dedicata a compiti complessi. Il personale di un’azienda vive
sempre pi` u a contatto con automi industriali, che siano veicoli (Automatic
Guided Vehicles, AGV) oppure bracci robotici.
11Nella vita di tutti i giorni, per le nuove generazioni esistono sistemi mec-
canici automatici dedicati all’intrattenimento e al divertimento1, come il cuc-
ciolo robotico aibo c 
 di Sony o il PaPeRo c 
 della Nec. Nella medicina mo-
Figura 1.1: I robot giocattolo SDR-4X della Sony ballano. Hanno in totale
28 gradi di libert` a, sensori di tatto, visivi e auditivi. Il software gira su un
processore RISC a 64 bit e Aperios, un sistema operativo dedicato. Sono alti
58 cm e pesano circa 6 Kg.
derna2 diventano sempre pi` u frequenti gli interventi chirurgici in teleopera-
zione o comunque assistiti da interfacce aptiche. Nell’agricoltura3 si usano
robot per mungere, per rifornire automaticamente di cibo gli animali in al-
levamento e persino per spargere fertilizzanti e pesticidi. Nello sport4 per
l’allenamento, per il recupero e la ﬁsioterapia i nuovi macchinari vengono
1A proposito dei giocattoli si puo’ visitare www.us.aibo.com, www.incx.nec.co.jp,
www.necoro.com.
2A proposito delle applicazioni mediche si puo’ visitare www.robodoc.com/eng,
www.armstrong-healthcare.com, www.computermotion.com, www.intuitivesurgical.com.
3A proposito di applicazioni agricole si puo’ visitare www.roboticmilking.com,
www.wicideal.com, www.yamaha-motor.co.jp.
4A proposito di applicazioni sportive si puo’ visitare www.gentle.rdg.ac.uk,
www.asel.udel.edu
12Figura 1.2: Un intervento in teleoperazione eseguito nell’Ohio. Il robot uti-
lizzato ` e un “Da Vinci”TMSystem della MASC (Minimal Access Surgery Cen-
ter). Questo tipo di chirurgia (chiamata minivasiva proprio perch` e cerca di
ridurre l’invasione esterna nel corpo del paziente) ha un impatto minimo sul-
l’organismo riducendo il trauma operatorio ed il traumatismo chirurgico alla
gabbia toracica. Inoltre, con questo tipo di intervento, non c’` e bisogno della
circolazione extracorporea per gli interventi coronarici.
13Figura 1.3: Un robot per usato per mungere, progettato all’universit` a del
Wisconsin al CALS (College of Agricultural & Life Science). Il pi` u grande
vantaggio ` e il tempo che si risparmia rispetto al compiere la stessa operazione
a mano.
dotati di componenti attivi e sensori di forza per ottimizzare il rendimen-
to muscolare (cfr. [1]). In una societ` a la cui et` a media sta aumentando ` e
plausibile pensare all’uso di robot per l’assistenza5 agli anziani nella deam-
bulazione e nello svoglimento di compiti faticosi. Ai robot vengono tuttora
aﬃdati compiti in situazioni ambientali diﬃcili. Robonaut, l’umanoide della
NASA, verr` a utilizzato in teleoperazione per missioni spaziali. Il MIT SEA
Grant ` e un programma per esplorazioni sottomarine legato all’Autonoumous
Underwater Vehicles Lab a Cambridge. Il Dante della NASA, il Marsokhod
del Mobile Vehicle Engineering Institute, l’elicottero Yamaha e ultimamente
Robovolc dell’Universit` a di Catania sono stati pensati per esplorare i vul-
cani in attivit` a. Esistono progetti di automazione per studiare gli ambienti
sotterranei o per sostituire gli esseri umani nelle miniere.
` E ancora vivo poi il desiderio creativo di unire il mondo degli esseri ani-
5 A proposito di applicazioni di assistenza agli anziani o ai disabili si puo’ visitare
www.appliedresource.com, www.tgr.it, www.yobotics.com
14Figura 1.4: Costruito dalla Yobotics Inc., Robowalk ` e un robot da indossare.
Facilita la deambulazione perch´ e ampliﬁca la potenza muscolare degli arti
inferiori. Dal punto di vista estetico e fuzionale ` e di gran lunga migliore di
una sedia a rotelle, anche se ancora il suo costo non lo rende un prodotto
appetibile alla comunit` a delle persone.
Figura 1.5: Xanthos, o Odyssey IId, ` e l’AUV (Autonomous Underwater Ve-
hicle) costruito in collaborazione con il MIT SEA Grant. ` E pensato per mis-
sioni del tipo out-and-back, come esplorazioni e raccolta di dati su fenomeni
sottomarini.
151.1 Passato prossimo e panorama attuale.
mati a quello degli inanimati, realizzare l’androide, quell’anello mancante che
Isaac Asimov negli anni sessanta vedeva cos` ı chiaramente nel proprio futu-
ro6 (cfr. [2], [3]). Per poter usufruire dell’ampia gamma di compiti nei quali
i robot possono utili o addirittura indispensabili, oggi gli sforzi sono tesi a
migliorare l’interazione uomo-macchina.
1.1 Passato prossimo e panorama attuale.
Fino a due decenni fa i robot erano utilizzati solo in fabbrica e nei cantieri. Si
trattava di grossi manipolatori meccanici, spesso cartesiani con una struttura
a portale o a montante, oppure scara (Selective Compliant Assembly Ro-
bot Arm). Entrambe le conformazioni posseggono caratteristiche di ottima
robustezza e precisione.
Nel passato recente nell’ambito della robotica si identiﬁcano due diverse
realt` a. Gli industrial robot, pensati come in passato per lo svolgimento di
compiti onerosi in termini di tempo ed energie, i service robot, pensati per la
collaborazione e la cooperazione con l’uomo. I primi posseggono intrinseca-
mente caratteristiche di eﬃcienza e potenza, gli altri di destrezza e sicurezza.
Questa distinzione netta tra gli obiettivi si ` e tradotta nell’impiego di tecnolo-
gie meccaniche e di controllo abbastanza diverse tra loro. I robot industriali
sono macchine con una struttura rigida e pesante, controllate da attuatori
potenti e veloci, i robot di servizio sono piccoli, leggeri e cedevoli al contatto.
La questione ancora aperta ` e come assottigliare la separazione tra que-
ste due diverse ﬁlosoﬁe di progetto, migliorando contemporaneamente le
prestazioni dei service robot e l’interagibilit` a umana degli industrial robot.
6La ricerca sugli umanoidi (robot con fattezze umane) ` e ad oggi molto fervi-
da. Si puo’ fare riferimento a world.honda.com/ASIMO, www.ai.mit.edu/projects/cog/,
www.kawada.co.jp/ams/promet/.
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Figura 1.6: L’umanoide HRP-2 denominato “Promet” ` e l’ultimo nato dal
progetto dell’MSTC (Manufacturing Science and Technology Center). Tutto
il sitema robotico ` e stato progettato e integrato dalle Kawada Industries
Inc. insieme con l’istituto nazionale AIST (Advanced Industrial Science and
Technology). ` E alto 154 cm e pesa 58 kg.
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1.2 “Sicurezza”.
La valutazione del livello di sicurezza di un sistema robotico ` e sempre stata
una questione aperta e tuttora ` e oggetto di discussione (cfr. [4]).
1.2.1 Concetti preliminari di “sicurezza”.
Nella storia della robotica industriale la linea di condotta generale per ga-
rantire una convivenza sicura tra le macchine e gli esseri umani ` e stata a
lungo quella di costruire barriere e recinzioni per impedire il pi` u possibile la
condivisione dei rispettivi spazi di lavoro (cfr. [5] e [6]). Pubblicazioni spe-
cializzate, documenti governativi e direttive industriali ponevano standard
a riguardo di tale separazione (cfr. [7]). Se un operaio o un tecnico doveva
entrare nella gabbia in cui operava il manipolatore per eﬀettuare controlli
periodici o riparazioni, il macchinario doveva essere spento e in posizione di
riposo7. All’interno della gabbia paletti di acciaio fungevano da protezione ed
era pericoloso non interporli tra s´ e e il braccio durante le operazioni. Come
ulteriore cautela esisteva, e in molti casi esiste tuttora, un E-STOP Button
(“E” sta per Emergency), da premere in situazioni di pericolo per bloccare i
motori del robot. L’eﬃcacia di queste precauzioni ` e limitata dal fatto che non
` e sempre possibile tenere lontani gli esseri umani dai robot e anzi a volte la
collaborazione tra i due ` e indispensabile. A dimostrazione della fallibilit` a dei
vecchi approcci alla sicurezza, gli incidenti sul lavoro collegati a manipolatori
industriali sono stati numerosi.
Un report dell’UAW8 raccoglie le testimonianze dei lavoratori riguardo
episodi pericolosi e a volte fatali in cui sono implicati robot (cfr. [8]). Ne
emerge che
7La posizione di riposo ` e quella in cui la conﬁgurazione dei link minimizza l’energia
potenziale del manipolatore.
8L’UAW (International Union, United Automobile, Aerospace and Agricultural Im-
plement Workers of America) ` e una delle pi` u vaste associazioni del Nord-America, con
membri in ogni settore dell’economia. Si occupa sostanzialmente di questioni sindacali.
Eventualmente si puo’ visitare il sito www.uaw.org.
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1. in molti casi il personale coinvolto si trovava all’interno dello spazio
controllato proprio durante le operazioni,
2. le vittime in ogni caso si assumevano il rischio per motivi prevedibili e
comunque sensati.
1.2.2 La “sicurezza” nei manipolatori.
Pi` u di recente, con l’avvento della service robotics, sono state introdotte ca-
ratteristiche di sicurezza direttamente sui manipolatori a livello strutturale
(passive compliance, cfr. [9], [10], [3]) o di controllo software (active com-
pliance, cfr. [11], [12], [13]). Si introduce passive compliance usando mate-
riali leggeri, spigoli stondati, rivestimenti morbidi e trasmissioni elastiche.
Un esempio ` e il DLR Lightweight Robot9, giunto alla versione III. Si dota
Figura 1.7: Due bracci robotici ultraleggeri. A sinistra una prima versione,
a destra il DLR III. Quest’ultimo puo’ spostare ﬁno a 7 Kg anche se ne pesa
solo 18. Come il braccio umano, ha una grande ﬂessibilit` a di movimento
rispetto ai robot industriali grazie ai suoi sette gradi di libert` a.
9La sigla DLR sta per Deutsches Zentrum F¨ ur Luft-und Raumfahrt. Si tratta del
centro aerospaziale tedesco. Si veda www.dlr.de.
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una manipolatore di active compliance quando si implementano a software
tecniche come il controllo di impedenza10. Quest’ultimo viene realizzato con
sensori di forza, posizione e velocit` a ai giunti (hybrid control feedback). Poten-
do valutare forza e velocit` a, con un analogia elettrica, si deﬁnisce impedenza
meccanica il rapporto tra le due
F(s)
V (s)
= Z(s) .
` E una misura di come un oggetto si deforma quando ` e sottoposto ad una
forza. L’impedenza meccanica cambia in modo complesso con la frequenza.
Un possibile esempio di controllo di forza ` e riportato in ﬁgura 1.8.
Figura 1.8: Schema di un controllore di forza. In occasione di un contatto tra
la superﬁcie del braccio e un oggetto, il sensore misura la forza esercitata dalla
compressione della molla e sposta di conseguenza il riferimento di posizione
del sistema.
Questi due approcci alla sicurezza hanno potenzialit` a diverse: progettare
soluzioni eﬃcaci a livello strutturale ` e diﬃcile, mentre ` e relativamente facile
a livello di controllo. All’atto pratico tuttavia le ultime sono meno aﬃdabili
delle prime. Un controllore software, ammesso che funzioni sempre in modo
corretto, elabora le informazioni che provengono dai sensori ad istanti precisi,
multipli del periodo di campionamento. Se questo tempo ` e lungo rispetto alla
10Il controllo di forza ` e un caso particolare di questo, nel senso che ` e a impedenza
inﬁnita. Anche il controllo di posizione puo’ essere visto come un particolare controllo ad
impedenza nulla.
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dinamica di un urto, quando i nuovi dati ricevuti fanno presupporre l’incontro
di un ostacolo lungo il percorso ` e ormai troppo tardi per rimediare.
1.2.3 Valutazione del livello di “sicurezza”.
Nel porsi vincoli di sicurezza prima di tutto ` e necessario deﬁnire univoca-
mente un indice per quantiﬁcare il danno ﬁsico che un operatore riceve in
un urto. Il problema non ` e nuovo nell’ambito dell’infortunistica automobi-
listica e sportiva. Costosissimi fantocci sono sottoposti a incidenti simulati
al ﬁne di raccogliere dati che possano spiegare le cause della maggiore o mi-
nore gravit` a di un urto (cfr. [14], [15]). La parte del corpo pi` u delicata e
Figura 1.9: I manichini della serie Hybrid III. Da sinistra a destra e dall’alto
in basso: il modello del 95% della popolazione maschile adulta; il modello del
50% della popolazione maschile adulta; il modello del 5% della popolazione
femminile adulta; il modello di un bambino di tre anni.
quindi pi` u a rischio ` e la testa. Per questo motivo la nuca dei manichini11 ` e
sensorizzata accuratamente con accelerometri nelle tre direzioni. In generale
11I manichini pi` u usati sono il SID della National Highway Traﬃc Safety Administration
(NHTSA) e l’Hybrid III della General Motors.
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` e importante considerare, tra i due sistemi che si scontrano, il trasferimen-
to di energia cinetica e la superﬁcie di contatto. L’accelerazione a cui il
cranio viene sottoposto ` e per` o ritenuta una delle cause principali del danno
ﬁsico. Da test sperimentali emerge inﬁne che ha grande inﬂuenza anche la
durata dell’impatto, cio` e che dopo 15ms circa il contributo al danno ` e poco
signiﬁcativo.
Oggi ` e sempre pi` u frequente scegliere l’indice dell’HIC12 (Head Injury
Criterion), nato nell’industria automobilistica e utilizzato nei crash-test come
valore sperimentale del danno riportato dai passeggeri di una vettura in un
incidente(cfr. [16]). Viene utilizzato per testare l’eﬃcacia delle protezioni per
gli artiﬁceri(cfr. [17]), per migliorare la qualit` a dei caschi sportivi (cfr. [18])
e per valutare soluzioni che diminuiscono la pericolosit` a degli incidenti in cui
i pedoni sono travolti da un’automobile (cfr. [19]). L’indice dell’HIC vale
HIC = max
t1,t2
(
(t2 − t1)

1
t2 − t1
Z t2
t1
a(t)dt
2.5)
in cui t1 e t2 sono gli istanti in cui, rispettivamente, comincia e ﬁnisce il
contatto e a(t) ` e l’accelerazione della testa del soggetto urtato. Se t1 = 0
allora la formula dell’HIC si puo’ riscrivere come
HIC = T
−1.5
max V
2.5
max (1.1)
in cui Tmax ` e l’istante in cui la testa raggiunge la velocit` a massima, Vmax.
Nel seguito della trattazione faremo sempre riferimento a questa sua ultima
versione (equazione 1.1) come indice del danno. Immaginando che, in occa-
sione di un urto, la superﬁcie di impatto del manipolatore sia piana (se ci
sono spigoli la situazione peggiora in modo diﬃcilmente prevedibile) ` e pos-
sibile misurare la velocit` a della testa dell’operatore coinvolto al variare di
parametri quali l’inerzia e la velocit` a del braccio, l’elasticit` a e lo spessore
di un eventuale rivestimento, la coppia applicata dai motori durante l’urto.
12Nella letteratura specializzata non ` e infrequente trovarlo scritto nella forma HIC15 per
speciﬁcare che vengono considerati solo i primi 15ms della completa evoluzione dell’urto.
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Con queste informazioni ` e facile calcolare il valore numerico dell’HIC. Facen-
do riferimento all’AIS (Abbreviated Injury Scale) si classiﬁcano le lesioni in
sette categorie:
AIS value HIC index values range Danger evaluation
0 0 - 100 No injury
1 100 - 200 Minor injury
2 200 - 400 Moderate injury
3 400 - 700 Serious injury
4 700 - 1000 Severe injury
5 1000 - 1500 Critical injury
6 > 1500 Fatal injury
Tabella 1.1: Tabella di corrispondenza tra l’AIS e i valori numerici dell’in-
dice dell’HIC. La classiﬁcazione degli infortuni ` e tipicamente una questione
statistica, dunque non del tutto deterministica. La probabilit` a di ricevere un
danno della categoria corrispondente ` e comunque superiore al 50%.
1.3 “Prestazioni”.
Nel caso pi` u generale possibile il compito da assolvere ` e spostare un manipo-
latore da una posizione ad un’altra secondo una certa politica di controllo.
In questo caso ` e evidente come il tempo sia una misura eﬃcace delle presta-
zoni del sistema complessivo robot-controllore. A parit` a di architettura, il
controllo migliore ` e a ragion veduta quello pi` u rapido. Allo stesso modo, a pa-
rit` a di politica di controllo, esistono architetture che permettono prestazioni
migliori di altre.
In ragione di quanto detto, un metodo oggettivo di valutazione delle sole
performance strutturali di una determinata architettura ` e il tempo che si
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impiega ad eﬀettuare un task di posizionamento con il MTOC, Minimum
Time Optimal Control (Controllo Ottimo in Tempo Minimo).
Nella continua ricerca di sistemi sempre pi` u veloci sorge il problema di cui
questa trattazione si occupa. L’accuratezza di posizionamento si raggiunge
con strutture particolamente rigide (“the stiﬀer is better”). Per poter trattare
grossi carichi i manipolatori sono devono essere pesanti ed avere attuatori
potenti. Queste caratteristiche rendono pericolosa la convivenza dell’uomo
con tali macchine. In eﬀetti il motivo per il quale le soluzioni di passive
compliance non vengono introdotte nella robotica industriale ` e proprio che
quelle architetture che garantiscono livelli di sicurezza intrinseca accettabili,
di solito riducono le prestazioni.
` E di questi ultimi anni il tentativo di risolvere il compromesso inevita-
bile a cui ci troviamo di fronte. Le soluzioni pi` u eﬃcaci, SEA e DM2, di
cui parleremo in dettaglio pi` u avanti, puntano a ridurre l’inerzia meccanica
vista da un soggetto che viene urtato, separando il contributo strutturale da
quello degli attuatori. In occasione di un urto fortuito tra un manipolatore
ed un essere umano, infatti, si possono distinguere almeno due importanti
componenti che contribuiscono ad arrecare un danno ﬁsico. Al momento del
contatto, una componente ` e la velocit` a di impatto, l’altra l’inerzia del robot
vista dall’operatore coinvolto. Quest’ultima risente dei contributi dovuti all’i-
nerzia della struttura meccanica ed all’inerzia degli attuatori, eventualmente
ampliﬁcata nell’ordine di N2 dalle riduzioni 1:N. Riuscendo a disaccoppiare
questi due contributi si possono migliorare le caratteristiche di sicurezza di
un sistema meccanico.
1.4 Obiettivi della trattazione.
L’obiettivo di questa trattazione ` e lo studio e la sperimentazione di un nuovo
metodo di attuazione che consenta di variare dinamicamente l’inerzia vista
dall’operatore in modo da garantire la sicurezza istante per istante, senza
peggiorare le performance.
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Nel corso della trattazione un capitolo sar` a dedicato a proporre ed ana-
lizzare tecniche di MTOC per problemi nonbanali. Nel capitolo successivo
le tecniche viste saranno applicate, come esempio, nel caso di un sistema
ﬁsico abbastanza comune, con vincoli di sicurezza espressi in termini di HIC.
Saranno poi esaminati i comportamenti delle soluzioni per il recupero delle
performance gi` a esistenti (cfr. [20], [21]), ne sar` a proposta una nuova e tut-
te assieme verranno confrontate in simulazione. Inﬁne verr` a proposta una
possibile implementazione pratica della nuova tecnica proposta e ne saranno
valuate le eﬀettive prestazioni.
25Capitolo 2
Metodi di controllo ottimo in
tempo minimo.
In questo capitolo aﬀrontiamo il problema del controllo in tempo minimo di
un sistema con vincoli sugli ingressi e sulle variabili di stato. La teoria in
merito ai metodi analitici di soluzione per problemi di questo tipo risale agli
anni ’60 ed ` e da attribuirsi alla scuola russa e in particolare a Pontryagin
(cfr. [22]). In quarant’anni la teoria in merito non ha subito sostanziali
rielaborazioni(cfr. [23] e [24]), vien da s´ e che il software dedicato scarseggia.
Per questo sono stati ideati due algoritmi, validi uno per il caso di un sistema
lineare con vincoli lineari l’altro per il corrispondente nonlineare. Entrambi
si appoggiano alle funzionalit` a dell’optimization toolbox di Matlab.
2.1 Principio del massimo di Pontryagin.
Si consideri un oggetto il cui stato (ad esempio posizione e velocit` a) possa
essere descritto in ogni momento con n numeri reali x1,x2,...,xn. Detto X
lo spazio vettoriale delle variabili x = (x1,x2,...,xn)
T, potremmo chiama-
re X spazio di stato dell’oggetto perch´ e il moto di quest’ultimo puo’ essere
espresso con una variazione di x. Si assuma poi di poter inﬂuenzare il moto
dell’oggetto attraverso r controlli. Si possono ancora rappresentare le posi-
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zioni dei controlli come un vettore u = (u1,...,ur)
T, deﬁnito nello spazio
vettoriale Er. Nelle applicazioni pratiche i controlli sono sempre limitati,
dunque la regione di controllo U ∈ Er sar` a una regione chiusa, in generale
di forma arbitraria. Possiamo deﬁnire ogni funzione u(t) con ti ≤ t ≤ tf un
“controllo” per il sistema. Supponiamo che un controllo ammissibile sia con-
tinuo per ogni t ∈ [ti,tf], tranne che in un numero ﬁnito di punti. Se la legge
di moto del sistema puo’ essere scritta in forma di equazioni diﬀerenziali ed
il sistema ` e autonomo (tempo invariante) allora vale l’equazione
d
dt
x = f [x, u(t)]
che deﬁnisce univocamente, per ogni u(t) e xi = x(t)|t=ti, il moto dell’oggetto
nell’intervallo [ti,tf]. Il problema fondamentale di trovare il controllo ottimo
puo’ essere espresso nella forma seguente:
Sono dati due punti nello spazio di stato, xi ed xf. Tra tutti i controlli
ammissibili u = u(t) che trasferiscono lo stato da xi ad xf, trovare quello
che minimizza il funzionale
J = Φ(xf,tf) +
Z tf
ti
L[x(t),u(t)] dt
Un caso particolare ma importante del problema sopra esposto si ha quan-
do Φ(xf,tf) = 0 e L = 1, ovvero J = tf − ti. Si tratta di un problema di
tempo minimo. A volte ` e conveniente riformulare il problema di tempo mi-
nimo nella forma pi` u generale; basta aggiungere una nuova variabile di stato
x0 tale che ˙ x0 = 1, cosicch´ e il nuovo stato sar` a x = (x0, x). In ogni caso si
considera, in aggiunta al sistema di equazioni
d
dt
xi = fi(x, u) i = 0, 1, ..., n
un sistema di variabili ausiliarie ψ0, ψ1, ..., ψn:
d
dt
ψi = −
n X
α=0
δfα[x(t), u(t)]
δxi
ψα i = 0, 1, ..., n
in base al quale possiamo deﬁnire la funzione
H =
n X
ν=0
ψνfν(x,u)
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ovvero, in forma di Hamilton,



d
dtxi = δH
δψi i = 0, 1, ..., n
d
dtψi = − δH
δxi i = 0, 1, ..., n
(2.1)
Per valori ﬁssati di x e ψ, H ` e una funzione di u. Il limite superiore di
H(ψ, x) rispetto ad u sar` a
M(ψ, x) = sup
u∈U
H(ψ, x, u)
Il principio del massimo ` e enunciato dal seguente teorema.
Teorema 1 (Principio del massimo di Pontryagin) Sia u(t), con ti ≤
t ≤ tf, un controllo ammissibile che porta lo stato da xi a xf e sia x(t) la
traiettoria corrispondente tale che x(ti) = xi e x(tf) = xf. Perch´ e u(t) e x(t)
siano ottimi nel senso del tempo minimo ` e necessario che esista un vettore
nonnullo di funzioni ψ(t) = (ψ1(t), ψ2(t), ...ψn(t)) tale che
1. la funzione H[ψ(t),x(t),u] della variabile u ∈ U ha il suo massimo nel
punto u = u(t):
H[ψ(t),x(t),u(t)] = M[ψ(t),x(t)] ; (2.2)
2. all’istante ﬁnale tf le relazioni
ψ0(tf) ≤ 0, M[ψ(tf),x(tf)] ≥ 0 (2.3)
sono soddisfatte. Di conseguenza, se ψ(t), x(t) e u(t) soddisfano il sistema
in forma di Hamilton (2.1) e la condizione (2.2), le funzioni del tempo ψ0(t)
e M[ψ(t),x(t)] sono costanti, quindi (2.3) ` e veriﬁcata per ogni t, non solo
tf.
2.1.1 Problema di tempo minimo per un sistema linea-
re.
Per un sistema lineare f[x,u(t)] = Ax + Bu; per un problema di tempo
minimo J = tf − ti. L’espressione delle variabili ausiliarie ` e la seguente:
d
dt
ψ = −A
Tψ
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e l’espressione dell’Hamiltoniano ` e
H = ψ
T (Ax + Bu)
Calcolare supu∈U(H) = M signiﬁca allora assumere sempre u sul bordo
della regione di controllo. Se quest’ultima ` e un ipercubo in Rr, ovvero
u ≤ ones(r,1) · uMAX, perch´ e le condizioni (2.2) e (2.3) siano rispettate
deve valere
u(t) = −sgn
 
B
Tψ

· uMAX
Di fronte ad un problema di tempo minimo per sistemi lineari con vincoli
sull’ingresso sappiamo quindi che il controllo ottimo sar` a di tipo bang-bang,
con un numero di switch pari agli attraversamenti per zero della switching
function BTψ.
2.1.2 Problema di tempo minimo per sistemi con vin-
coli sulle variabili di stato.
Nel caso che il problema di tempo minimo abbia dei vincoli di disugualianza
sulle variabili di stato espressi come
C[x(t), u(t), t] ≤ 0
si aﬀronta il problema nello stesso modo del caso precedente. Si deﬁnisce
H = ψ
T f (x(t), u) + µ C
A tutti gli eﬀetti si aggiungono delle variabili ausiliarie per i vincoli di
disugualianza sullo stato, tali che
µ =



> 0, C = 0
= 0, C < 0
Di conseguenza le equazioni di Eulero-Lagrange diventano
˙ ψ
T
= −
d
dx
H =



−ψ
T d
dxf − µ d
dxC, C = 0
−ψ
T d
dxf, C < 0
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Questo equivale a considerare il problema vincolato come non vincolato ﬁno
a che lo stato non arriva su uno dei vincoli. In quell’istante la soluzione
cambia, in funzione delle variabili ausiliarie µ, ﬁno a quando il sistema non
esce dai vincoli. Nella soluzione di un problema speciﬁco vanno uniti insieme
archi di soluzione ottima per soddisfare i vincoli. I punti di giunzione possono
o meno essere corner1 points.
2.2 Algoritmo per sistemi lineari.
Per la maggioranza dei problemi di controllo ottimo in tempo minimo ` e
diﬃcile, se non impossibile, trovare una soluzione per via analitica. In questi
casi si ricorre a metodi numerici. L’optimization toolbox di Matlab oﬀre
strumenti accessibili a tutti, almeno a scopo didattico. Gli algoritmi sono
scritti facendo uso di tale strumento, quindi sono facilmente riproducibili in
ambito accademico. Vediamo come si puo’ risolvere un problema di tempo
minimo alla Pontryagin con algoritmi di programmazione lineare.
Dato il sistema tempo continuo in cui senza perdita di generalit` a si
puo’ supporre l’ingresso limitato a 1 (altrimenti ` e possibile eﬀettuare una
normalizzazione):

   
   
˙ x = Ac x + bc u
|u| ≤ 1
C x ≤ 1
, si puo’ passare alla versione discreta con intervallo di discretizzazione τ nel
1Sono chiamati corner quei punti in cui il vettore delle variabili di controllo presenta
una discontinuit` a (cfr. [23]).
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modo seguente:

      
      
X(k + 1) = AX(k) + BU(k)
Uk ≤ 1
−Uk ≤ 1
CkXk ≤ 1
, in cui
A = e
Acτ, B =
Z τ
0
e
Ac(τ−σ)bc dσ, Uk =

  
     


U(k−1)
U(k−2)
...
U(1)
U(0)

  
     


e
Xk =

  
     


X(k−1)
X(k−2)
...
X(1)
X(0)

  
     


, Ck =
h
C C ··· C C
i
.
. Se per un determinato problema immaginiamo di ﬁssare τ (l’intervallo di
discretizzazione) ed N (il numero di quanti temporali), all’istante T = τN
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devono valere le equazioni seguenti:

                
                
RN UN = −AN X(0) + X(N)
UN ≤ 1
−UN ≤ 1
C X(0) ≤ 1
C B U(0) ≤ 1 − C A X(0)
...
C RN−1 UN−1 ≤ 1 − C AN−1 X(0)
in cui
Rk =
h
B A B ··· Ak−1 B
i
.
Se vogliamo controllare nell’origine il sistema si pone X(N) ≡ 0. Le condi-
zioni ±C X(0) ≤ 1 sono automaticamente soddisfatte per uno stato iniziale
valido. Se lo stato ﬁnale poi ` e l’origine si possono aggiungere le condizioni
RN UN ≤ 1 ∓ C AN X(0). Con questi accorgimenti si ottiene:

             
             
RN UN = −AN X(0)
UN ≤ 1
−UN ≤ 1
C B U(0) ≤ 1 − C A X(0)
...
C RN UN ≤ 1 − C AN X(0)
che puo’ essere riscritto in modo sempliﬁcato:

          
          
RN UN ≤ −AN X(0)
−RN UN ≤ AN X(0)
UN ≤ 1
−UN ≤ 1
Cbig Pbig UN ≤ 1 − Cbig Abig X(0)
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in cui
Cbig =


    

C 0 ··· 0
0 C ··· 0
. . .
. . . ... . . .
0 0 ··· C


    

, Pbig =

  
     


0 0 ··· B
0 0 ··· AB
. . .
. . . ... . . .
0 B ··· AN−2B
B AB ··· AN−1B

  
     


, Abig =


    

A
A2
. . .
AN


    

.
Giustapponendo le matrici a destra e a sinistra del sistema di disequazioni si
ottiene la forma tipica dell’insieme di vincoli di un problema di programma-
zione lineare. Le variabili sulle quali viene eﬀettuata l’ottimizzazione sono
i valori del controllo agli istanti di campionamento multipli di τ: UN. Pi` u
` e raﬃnata la approssimazione discreta del sistema continuo, maggiore sar` a
la dimensione del problema. Per trovare il tempo minimo si procede con lo
scopo di trovarne uno suﬃciente, allontanando passo dopo passo l’orizzonte,
poi si eﬀettua un’indagine per bisezione ﬁno alla precisione di τ (ﬁgura 2.1 e
2.2). Il generico problema di ottimizzazione lineare si puo’ risolvere con la
funzione linprog dell’optimization toolbox di Matlab. Risolve il problema di
PL:
minx fTx in cui A · x ≤ b
Aeq · x = beq
lb < x < ub
in cui f,x,b,beq,lb e ub sono vettori mentre A ed Aeq sono matrici. La sin-
tassi ` e la seguente:
[x,fval,exitﬂag] = linprog(f,A,b,Aeq,beq,lb,ub,x0,options)
in cui x ` e la soluzione ottima, fval ` e il valore della funzione obiettivo nel
minimo ed exitﬂag descrive la condizione di uscita dell’algoritmo:
> 0 la funzione converge ad una soluzione x
= 0 la funzione ha ecceduto il massimo numero di iterazioni consentite,
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Figura 2.1: Diagramma di ﬂusso dell’algoritmo lineare. L’algoritmo ` e stato
implementato come script per Matlab in un m-ﬁle.
Figura 2.2: Rappresentazione graﬁca del funzionamento dell’algoritmo linea-
re. I tempi indagati sono multipli con potenze di 2 del tempo di discretizza-
zione scelto. Trovato un valore entro il quale il problema di PL ` e fattibile, si
eﬀettua la bisezione.
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< 0 la funzione non converge ad una soluzione.
Per maggiori dettagli, una versione sempliﬁcata e commentata del codice ` e
contenuta in appendice A.
2.3 Algoritmo per sistemi nonlineari.
Nel corso della trattazione sar` a necessario fare uso di un algoritmo di ottimiz-
zazione per problemi non-lineari fornito nell’optimization toolbox di Matlab.
Se ne valuta l’eﬃcacia applicandolo ad un sistema lineare e confrontandolo
con i due metodi precedenti. Il procedimento ` e simile a quello usato nel caso
di PL. Si ﬁssa un orizzonte T entro il quale si immagina che il problema di
controllo nell’origine sia fattibile. Si immagina poi di poter variare il con-
trollo in modo discreto (piecewise constant) ad istanti multipli di τ. Fissati
T e τ ` e automaticamente deﬁnito il numero di variabili di ingresso come
N = ceil(T
τ ). In questo modo sia la funzione obiettivo (l’indice di performan-
ce), sia i vincoli possono essere espressi in funzione di un vettore di variabili:
gli ingressi al tempo k · τ con k ∈ N (ﬁgura 2.3).
Figura 2.3: Rappresentazione graﬁca del funzionamento dell’algoritmo non-
lineare. Si ﬁssa T e τ e automaticamente sono decisi gli istanti in cui si puo’
cambiare l’ingresso e, contemporaneamente, valutare i vincoli.
La dinamica del sistema, poi, puo’ essere approssimata con il metodo di
integrazione di Eulero, ovvero

d
d t
x

'
x(t + ∆) − x(t)
∆
⇒ x(t + ∆) = x(t) + ∆

d
d t
x

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in cui ∆ ` e il passo di integrazione (Tstep). In funzione delle N variabili di
ingresso e degli M stati si hanno:
• N limiti inferiori dovuti alla coppia minima applicabile;
• N limiti superiori dovuti alla coppia massima applicabile;
• 2M vincoli di ugualianza per lo stato ﬁnale (posizione e velocit` a);
• 2N vincoli di disugualianza per ogni campione della velocit` a (velocit` a
minima e massima).
La funzione utilizzata in questo caso ` e fmincon dell’optimization toolbox di
Matlab. Risolve il problema seguente:
minx f(x) in cui c(x) ≤ 0
ceq(x) = 0
A · x ≤ b
Aeq · x = beq
lb < x < ub
in cui x,b,beq,lb e ub sono vettori, A e Aeq sono matrici, c(x) e ceq(x) sono
funzioni che ritornano vettori e f(x) ` e una funzione che ritorna uno scalare.
c(x),ceq(x) e f(x) possono essere anche nonlineari. La sintassi ` e la seguente:
[x,fval,exitﬂag] = fmincon(fun,x0,A,b,Aeq,beq,lb,ub)
in cui i parametri e i valori restituiti hanno lo stesso signiﬁcato del caso
lineare. In fase di ottimizzazione la variabile x ` e il vettore degli ingressi.
Esistono alcune diﬀerenze tra i metodi numerici proposti. Il metodo li-
neare vede il tempo continuo campionato a istanti multipli di τ, in cui τ ` e
la durata dei gradini in ingresso al sistema; quello nonlineare non eﬀettua
alcuna esplicita discretizzazione ma integra la dinamica del sistema con un
tempo Tstep, un tempo in generale molto pi` u piccolo di τ; quest’ultimo, per il
metodo nonlineare, ha l’utilit` a di limitare i campioni degli ingressi sui quali
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viene eﬀettuata l’ottimizzazione e i campioni degli stati sui vengono valutati
i vincoli. Si potrebbe pensare, come ulteriore miglioramento, di “ridistri-
buire”, dopo un’ottimizzazione preliminare, gli istanti di applicazione del
controllo in modo inﬁttire le zone in cui si richiede una dinamica veloce degli
ingressi, e diradare le altre2. Per maggiori dettagli, una versione sempliﬁcata
e commentata del codice ` e contenuta in appendice A.
2.4 Validazione dei metodi numerici.
In questa sezione si valuta l’aﬃdabilit` a dei metodi numerici confrontandone i
risultati con la soluzione analitica, ricavata dalla teoria del controllo ottimo.
Si nota che gli algoritmi numerici, all’aumentare delle variabili di ingresso (a
cui corrisponde una maggiore precisione nella discretizzazione), forniscono
risultati pi` u vicini a quello analitico, ma diventano molto pi` u lenti.
Si consideri di avere un oggetto di massa M, di potervi applicare una
forza f ≤ fMAX e di volerlo stabilizzare in una posizione in totale assenza
di attrito. Si tratta di controllare nell’origine un modello del secondo ordine
con due poli in zero, dunque instabile a ciclo aperto. Equivale cio` e ad avere
un sistema che si comporta come un integratore doppio:



¨ x =
fMAX
M u
|u| ≤ 1
Si ottiene immediatamente

   
   
x(t) = x0 + ˙ x0 t +
fMAX
2M u t2
˙ x(t) = ˙ x0 +
fMAX
M u t
|u| ≤ 1
2Esiste su internet, disponibile a pagamento, un vecchio tool per Matlab, RIOTS c 

(Recursive Integration Optimal Trajectory Solver). Con questo pacchetto si aggiungono
funzionalit` a di ottimizzazione per problemi lineari e non lineari, con tempo ﬁnale ﬁssato
o meno. La procedura con cui viene valuato l’ottimo, nel senso del tempo minimo, per un
problema nonlineare ` e analoga a quella vista in questa sede. La funzione distribute serve
proprio a ridistribuire la maglia degli istanti di integrazione.
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Il problema consiste di un sistema lineare sottoposto a vincoli sull’ingresso.
In questo caso ` e ottimo un controllo di tipo bang-bang (vedi 2.1.1), ove u
assume solo i valori agli estremi del suo intervallo di deﬁnizione. Osserviamo
adesso che si puo’ esprimere x(t) in funzione di ˙ x(t), infatti
x(t) =
M
2fMAXu
˙ x
2(t) + x0 −
M
2fMAXu
˙ x
2
0
Nel piano degli stati questa relazione rappresenta un insieme di parabole che
per u = 1 hanno la concavit` a rivolta verso destra, per u = −1 verso sini-
stra. Tali parabole vengono percorse, nel tempo, sempre in senso orario. Da
questo si deduce come per arrivare sull’origine ci siano due sole possibili tra-
iettorie. Ogni stato esterno a tali traiettorie si muove su un arco di parabola
ﬁno ad incontrarne una delle due. La ﬁgura 2.4 chiarisce il comportamento
del sistema con sollecitazione “ottima”.
Figura 2.4: Percorsi ottimi nel piano di stato. La zona in celeste evidenzia
gli stati in cui il controllo deve valere u = +1. La zona in rosa quelli in cui
deve valere u = −1. Le traiettorie evidenziate sono le parabole che portano
nell’origine.
Nelle simulazioni fMAX = 15, M = 0.325, x(0) = [−π,0]. Con x(0) =
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[−π/16,2π] si si ottengono i comportamenti di ﬁgura 2.5(a)-2.5(b), 2.6(a)-
2.6(b), 2.7(a)-2.7(b). Nelle prove eﬀettuate l’errore algoritmico sul tempo
(a) Controllo. (b) Posizione e velocit` a.
Figura 2.5: Soluzione per il sistema rigido con τ '
tOTT
10
(a) Controllo. (b) Posizione e velocit` a.
Figura 2.6: Soluzione per il sistema rigido con τ '
tOTT
50
ottimo si mantiene, in percentuale, inferiore a τ/tOTT. L’algoritmo di otti-
mizzazione nonlineare ` e pi` u eﬃcace di quello lineare, di contro per` o ` e pi` u
lento (nell’ordine di 10-20 volte). Infatti il primo calcola la dinamica del si-
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(a) Controllo. (b) Posizione e velocit` a.
Figura 2.7: Soluzione per il sistema rigido con τ '
tOTT
100
stema ad ogni passo della routine di ottimizzazione3 per valutare se i vincoli
sono rispettati, mentre il secondo risolve una sola volta un problema di PL.
3A seconda del passo con il quale viene integrata la dinamica il processo puo’ essere
pi` u o meno lento.
40Capitolo 3
Studio di un sistema con
vincoli di sicurezza.
In questo capitolo esaminiamo il modello pi` u semplice di interazione tra un
sistema attuato e un soggetto che si trova nel suo spazio di lavoro (ﬁgura 3.1).
Rappresentiamo l’inerzia del corpo in movimento con una massa Mrobot e la
Figura 3.1: Interazione tra un oggetto in movimento ed un operatore. In
questo caso l’oggetto ` e il modello di un braccio robotico e l’inerzia vista
dall’operatore ` e quella complessiva del braccio e degli attuatori.
posizione nel nostro sistema di riferimento con xrobot. Supponiamo che la
struttura del manipolatore sia rivestita di un materiale cedevole, con costante
elastica Krivestimento.
Andiamo quindi a valutare le caratteristiche intrinseche di sicurezza di
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questo modello: prima calcoleremo l’espressione dell’HIC in funzione dei pa-
rametri del problema, poi cercheremo di trovare il controllo ottimo1 quando
(1) la coppia espressa dagli attuatori ` e limitata e (2) vogliamo restare sotto
un certo valore dell’HIC.
3.1 Valutazione dell’HIC.
Per valutare l’HIC supponiamo che al momento dell’urto il nostro oggetto sia
in evoluzione libera (non attuato), che l’operatore sia fermo e che avvenga
un solo contatto tra i due corpi. Il problema generale si puo’ descrivere
semplicemente col sistema di equazioni diﬀerenziali



Mrob ¨ xrob = Kriv (xope − xrob)
Mope ¨ xope = Kriv (xrob − xope)
ma, nelle ipotesi fatte sopra, si ottengono le condizioni
f = 0,
x0 = ( xrob0 xope0 ˙ xrob0 ˙ xope0 ) =
= ( 0 0 v 0 ).
L’evoluzione di tutti gli stati si puo’ ricavare con l’equazione
x(t) = e
A t x0 , A =

  
   

0 0 1 0
0 0 0 1
−
Kriv
Mrob
Kriv
Mrob 0 0
Kriv
Mope −
Kriv
Mope 0 0

   
  

.
Dalla deﬁnizione dell’HIC dobbiamo ricavare il valore del tempo t = T per
cui ˙ xope ` e massima e poi calcolare
 
1
T
1.5 [˙ xope(T)]
2.5. Si ottiene
˙ xope(t) =
v Mrob
Mrob + Mope
(
1 − cos
"
t
s
Kriv (Mrob + Mope)
MrobMope
#)
1Nel senso del tempo minimo.
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che, se deﬁniamo ω =
q
Kriv (Mrob+Mope)
MrobMope , si puo’ scrivere come
˙ xope(t) =
v Kriv
ω2 Mope
[1 − cos(ωt)]
Il primo massimo di questa funzione si ottiene per t = π
ω = T, e vale
˙ xope(T) =
2 v Kriv
ω2 Mope
=
2 Mrob v
Mrob + Mope
Si nota che la velocit` a massima non dipende dalla costante elastica del
rivestimento, mentre l’HIC vale
HIC = T
−1.5 [˙ xope(T)]
2.5 =
=
hω
π
i 3
2

2 v Kriv
ω2 Mope
5
2
=
=
2
5
2 M
7
4
rob K
3
4
riv v
5
2
π
3
2 M
3
4
ope (Mrob + Mope)
7
4
=
= f (Mrob, Mope, Kriv, v).
3.2 Valutazione del controllo ottimo.
Per trovare il controllo ottimo che soddisfa i vincoli di sicurezza dobbiamo
risolvere il problema seguente:

   
   
¨ xrob = 1
Mrob f
|f| ≤ fMAX
HIC ≤ HICMAX
con condizioni iniziali x(0) = x0, condizioni ﬁnali x(tOTT) = 0 e ingresso
u =
f
fMAX. Questa descrizione, a ragion veduta, non prevede l’operatore
perch´ e lo studio di un controllo intrinsecamente sicuro prescinde dall’eﬀettivo
veriﬁcarsi di un incidente durante il task di posizionamento.
Il vincolo sull’HIC ` e traducibile in un vincolo sulle variabili di stato del
sistema: abbiamo visto in precedenza come HIC = f (Mrob, Mope, Kriv, v).
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A parit` a di costante di elasticit` a del rivestimento e dell’inerzia equivalente
dell’operatore2 si puo’ aﬀermare che HIC = f (Mrob, ˙ xrob). In particolare
HIC = c2

Mrob
Mrob + c1
 7
4
˙ x
5
2
rob .
Dunque, se scaliamo il tempo con l’equivalenza τ = t 1 √
Mrob
3, si puo’ riscrivere
il problema come

    
    
¨ xrob = u
|u| ≤ 1
|˙ xrob| ≤

Mrob+c1
Mrob
 7
10
HIC
?
in cui ovviamente HIC
? =
h
1
c2HICMAX
i 2
5
. In letteratura per questo proble-
ma esiste una soluzione analitica. Sfruttando tali risultati si puo’ valutare
l’eﬃcacia degli algoritmi numerici che saranno usati in seguito.
3.3 Metodo analitico.
Dato il vincolo
|˙ x| ≤

Mrob + c1
Mrob
 7
10
HIC
?.
Fissata Mrob si ottiene un limite superiore (UB) per |˙ x|, e questo nel piano
di stato equivale a escludere una regione delimitata dalle rette di equazione
˙ x = UB e ˙ x = −UB. Vediamo in ﬁgura 3.2 cosa accade per UB = 2. Sono
ammessi solo stati iniziali all’interno di questa regione, altrimenti il vincolo
non puo’ essere rispettato. Se l’evoluzione del sistema ha una traiettoria con-
tenuta per intero nella regione consentita si ha il medesimo comportamento
2L’HIC va dimensionato sempre sia in base al peso dell’operatore medio, sia alla parte
del corpo esposta all’urto con il manipolatore.
3` E lecito se si puo’ supporre costante nel tempo l’inerzia del robot, altrimenti ` e
necessario ricorrere al calcolo variazionale.
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Figura 3.2: Il vincolo sulla velocit` a massima proibisce l’evoluzione su una
traiettoria contenuta nella zona grigia. Se lo stato iniziale non appartiene
alla zona consentita il problema non ha soluzione.
visto al paragrafo 2.1.2, altrimenti va scelta una nuova politica di controllo.
Dalla teoria, la traiettoria sar` a un’arco di parabola ﬁno al vincolo, proprio
come se questo non esistesse ﬁnch´ e il sistema non lo raggiunge. Chiamiamo
l’intersezione (x1, ˙ x1) = (x, ˙ x)|τ=τ1. Vale ancora l’obiettivo di minimizzare il
tempo impiegato per raggiungere l’origine, in formule:
J =
Z τOTT
τ1
1 dτ =
Z 0
x1
1
˙ x
dx
Per minimizzare il tempo dobbiamo massimizzare la velocit` a (in valore asso-
luto), rispettando il vincolo. ` E evidente che la traiettoria ottima quindi sta
proprio sul bordo. ` E possibile scrivere il vincolo |˙ x| ≤ UB nel modo seguente:
C(x,u,t) =

 ˙ x −UB
−˙ x −UB

 ≤ 0 .
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Sul bordo C ≡ 0 il che implica anche ˙ C = 0, ovvero ¨ x = u = 0. Resta da
vedere quali sono i punti di uscita4. Unici candidati sono quelli di intersezione
tra il bordo del vincolo e gli archi di parabola che portano a zero lo stato.
La soluzione del problema ` e un controllo bang-zero-bang. Intuitiva-
mente, si cerca di far accelerare il pi` u possibile (u = ±1) la massetta Mrob
ﬁno a che la sua velocit` a non ` e massima (˙ x = ±UB), poi si lascia andare
di moto rettilineo uniforme e inﬁne la si frena il pi` u possibile ﬁno a portar-
la in zero (ﬁgura 3.3). Resta da valutare il tempo minimo necessario per
Figura 3.3: Esempi di traiettorie ottime nel senso del tempo minimo. Lungo
i vincoli il sistema ` e in evoluzione libera. Questo comportamento minimizza
il tempo rispettando i vincoli di sicurezza.
posizionare il nostro oggetto nell’origine dello spazio degli stati mantenendo
durante tutto il task un HIC inferiore a quello desiderato. Suddividiamo le
traiettorie in archi.
In generale τ OTT = τ1 + τ2 + τ3 in cui
4Sono detti anche exit points.
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(a) Caso u(0) = 1. (b) Caso u(0) = −1.
Figura 3.4: Possibili traiettorie quando il controllo ` e soggetto a vincoli di
sicurezza.
τ1 ` e il tempo impiegato sul primo arco di traiettoria, ﬁno ad arrivare al
vincolo oppure allo switch,
τ2 ` e il tempo impiegato a muoversi sul vincolo ˙ x = ±UB, ﬁno all’ultimo
switch,
τ3 ` e il tempo che intercorre tra l’ultimo switch e la ﬁne della traiettoria (in
corrispondenza dell’origine).
Naturalmente, a seconda delle condizioni iniziali degli stati del sistema, uno
o pi` u “parziali” possono essere nulli. Con riferimento alla ﬁgura 3.4(a),
procediamo nel valutare i vari contributi:
Contributo τ3 : Il sistema si muove da x(τ1 + τ2) ≡ P2 a x(τ OTT) ≡ 0. La
legge del moto ` e x(τ) = −1
2 τ2+ ˙ x2 τ+x2 e P2, all’intersezione, soddisfa
il sistema



x(τ) = −1
2 ˙ x2(τ)
˙ x(τ) = UB
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dunque P2 = (−1
2UB
2,UB). Con facili passaggi:
x(τ3) = −
1
2
τ
2
3 + UB τ3 −
1
2
UB
2 =
= −
1
2
(τ3 − UB)
2 = 0.
ovvero τ3 = UB.
Contributo τ2 : Il sistema si muove di moto rettilineo uniforme da x(τ1) ≡ P1
a x(τ1+τ2) ≡ P2. La legge del moto ` e naturalmente x(τ) = UB·τ +x1.
Per trovare P1 basta mettere a sistema le equazioni



x(τ) = 1
2 ˙ x2(τ) + x0 − 1
2 ˙ x2
0
˙ x(τ) = UB
per cui P1 = (1
2UB
2 + x0 − 1
2 ˙ x2
0,UB). Di conseguenza
τ2 =
x2 − x1
UB
=
=
−UB
2 − x0 + 1
2 ˙ x2
0
UB
.
Contributo τ1 : Il sistema si muove da x(0) ≡ P0 a P1. La legge del moto
` e x(τ) = 1
2 τ2 + ˙ x0 τ + x0. Con semplici passaggi si ottiene
τ1 = −˙ x0 + UB
Analogamente, con riferimento alla ﬁgura 3.4(b) si ottiene:
Contributo τ3 :
τ3 = UB
Contributo τ2 :
τ2 =
−UB
2 + x0 + 1
2 ˙ x2
0
UB
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Contributo τ1 :
τ1 = ˙ x0 + UB
Valutato l’indice di sicurezza per il modello ed esaminati i comportamenti
del miglior controllo possibile, anche in termini di prestazioni, ` e opportuno
fare un quadro riassuntivo5. Al variare delle condizioni del problema troviamo
il tempo minimo necessario a controllarlo in zero, partendo ad esempio dallo
stato (x0, ˙ x0) = (−π,0). Il tempo minimo viene sempre calcolato supponendo
che non ci sia alcun impatto tra il manipolatore e l’operatore, ma con la
garanzia che, se ci fosse, quest’ultimo sopravviverebbe all’urto. In eﬀetti le
prestazioni sono di secondaria importanza in occasione di un incidente.
5Se si volessero ripetere le simulazioni, per dimensionare correttamente i graﬁci, si ` e
scelto Mope = 0.01Nm.
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Passiamo quindi a commentare i risultati ottenuti. Si puo’ evidenziare
(a) HIC = 400. (b) HIC = 600.
(c) HIC = 800. (d) HIC = 1000.
Figura 3.5: Valutazione del tempo minimo al variare della costante di
elasticit` a del rivestimento.
come, all’aumentare della Kriv, il tempo necessario a controllare nell’origine il
sistema aumenta. Questa ` e una conseguenza diretta del fatto che, a parit` a di
HIC, se il rivestimento ` e pi` u rigido la massima velocit` a consentita al sistema
per essere sicuro ` e pi` u bassa. Il tempo minimo aumenta anche nel caso in
cui l’inerzia del manipolatore si faccia via via maggiore rispetto a quella
dell’operatore. L’aumento del tempo ottimo risente di due componenti:
1. una massa maggiore (in assoluto), a parit` a di potenza dell’attuatore,
necessita di pi` u tempo per essere posizionata;
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(a) HIC = 400. (b) HIC = 600.
(c) HIC = 800. (d) HIC = 1000.
Figura 3.6: Valutazione del tempo minimo al variare del rapporto tra l’inerzia
del robot e quella dell’operatore.
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2. a parit` a di velocit` a una grande inerzia (in confronto a quella di un
operatore)` e pi` u pericolosa, in previsione di un urto accidentale, rispetto
ad una piccola.
3.4 Algoritmi lineare e nonlineare
Dati i parametri in tabella 3.1, al variare delle condizioni iniziali, si ottengono
le traiettorie del controllo e degli stati in ﬁgura
Inerzia complessiva del robot 3.25E-1 Kgm
2
Coppia massima del rotore 1.5E1 Nm
Costante elastica rivestimento 64 N/m rad
Inerzia dell’operatore 6.25E-2 Kgm
2
Tabella 3.1: Parametri della simulazione.
(a) Controllo. (b) Posizione e velocit` a.
Figura 3.7: Risultati per τ '
tOTT
10 con condizioni iniziali [−2π;π/2] e vincoli
di sicurezza
All’aumentare della dimensione del vettore degli ingressi il comportamen-
to degli algoritmi osservato in questa sede si avvicina a quello esatto del con-
trollo ottimo trovato con la soluzione analitica. In particolare per τ '
tOTT
100
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(a) Controllo. (b) Posizione e velocit` a.
Figura 3.8: Risultati per τ '
tOTT
50 con condizioni iniziali [−2π;π/2] e vincoli
di sicurezza
(a) Controllo. (b) Posizione e velocit` a.
Figura 3.9: Risultati per τ '
tOTT
100 con condizioni iniziali [−2π;π/2] e vincoli
di sicurezza
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l’errore sul valore del tempo minimo ` e inferiore al 2%. Come si vede dai
graﬁci, anche le traiettorie disegnate dagli ingressi nel tempo e da posizione
e velocit` a nel piano di stato assomigliano6 sempre pi` u a quelle ottime.
6Nel senso che diminuisce l’errore quadratico medio.
54Capitolo 4
Metodi di attuazione orientati
alla sicurezza.
In questo capitolo sono esaminate le potenzialit` a delle soluzioni ﬁno ad oggi
proposte in merito di sicurezza e recupero di performance. Viene esposta poi
una nuova metodologia di co-design di meccanica e controllo che si mostra
molto promettente tanto in termini di sicurezza quanto di prestazioni.
4.1 SEA (Series Elastic Actuators).
L’uso sistematico di attuatori connessi a trasmissioni elastiche ` e stato propo-
sto per la prima volta da Pratt e Williamson nel 1995. L’interesse che a suo
tempo ha spinto la loro ricerca non riguarda esattamente la sicurezza, bens` ı
il controllo di forza. Per questo motivo ` e opportuno spendere qualche parola
in proposito.
4.1.1 Approccio al controllo di forza.
Se un manipolatore deve essere utilizzato in un determinato ambiente, ` e ne-
cessario che interagisca in modo sicuro con esso. Le forze scambiate tra il
robot e il pezzo lavorato devono essere controllate in modo che n´ e l’uno n´ e
l’altro possano essere danneggiati da operazioni comuni o collisioni inaspet-
554.1 SEA (Series Elastic Actuators).
tate. Alcuni compiti come la frantumazione, la levigatura o l’assemblaggio
obbligatoriamente prevedono un controllo di forza tra il robot e l’esterno.
Tradizionalmente, la premessa per il progetto di un buona struttura ro-
botica ` e “pi` u rigido ` e, meglio ` e”. Un manipolatore rigido consente di avere
un controllo con ampia banda e grande precisione di posizionamento, ma un
pessimo controllo di forza. Infatti puo’ esercitare forze elevate con piccoli
movimenti dei giunti ovvero, da un altro punto di vista, puo’ commettere
grossi errori di forza anche con piccoli errori in posizione. Tipicamente gli
angoli ai giunti necessari ad applicare forze signiﬁcative sono paragonabili
alla risoluzione dei sensori. I guadagni dei controllori, inoltre, sono voluta-
mente alti, cos` ı da rendere piccoli gli errori di posizione. Questi due fattori
contribuiscono a rendere instabile l’applicazione di una forza, specialmente
su una superﬁcie dura. La situazione peggiora irrimediabilmente a causa del-
la scelta degli attuatori. I robot rigidi tendono ad avere link pesanti, quindi
necessitano di coppie elevate per avere accelerazioni adeguate. I motori elet-
trici, che sono gli attuatori pi` u comuni, non riescono a generare le coppie
richieste a bassa velocit` a e per questo motivo si usano le riduzioni. Que-
ste ultime aumentano la densit` a di potenza, con lo svantaggio di aumentare
l’inerzia riﬂessa dei motori cio` e quella vista da un soggetto urtato.
In conclusione, attuatori e robot rigidi non sono adeguati per controllo di
forza. Dall’altro lato gli esseri umani hanno la capicit` a naturale di dosare la
propria forza e non hanno nessun problema nel contatto con superﬁci rigide.
La diﬀerenza sostanziale sta nel fatto che il braccio umano ` e un sistema poco
rigido e con una banda passante molto minore in confronto a quello di un
robot. Questo ` e un buon motivo per aumentare la qualit` a dell’interazione di
un manipolatore meccanico con l’uomo, a discapito delle prestazioni.
4.1.2 Possibili implementazioni di un SEA.
Un modo possibile di migliorare il comportamento del controllo di forza ` e in-
serire un elemento elastico in serie al motore, come si vede in ﬁgura 4.1. Con
questa soluzione alla struttura del robot sono necessarie deformazioni mag-
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Figura 4.1: Schema di una possibile implementazione di un Series Elastic
Actuator.
giori per esercitare la stessa forza del caso ad elevata rigidezza. In eﬀetti una
molla trasforma il problema del controllo di forza nuovamente un problema
di controllo di posizione. Se la forza prodotta ` e proporzionale alla torsione,
la posizione del motore rispetto a quella del giunto deﬁnisce univocamente
la forza esercitata.
In ﬁgura 4.2 si vede la foto di un SEA elettrico in vendita presso la
Yobotics Inc. Simili modelli sono usati per gli arti superiori dell’umanoide
COG del MIT e per il Robowalker, gi` a citato al capitolo 1 e rappresentato
in ﬁgura 1.4.
4.1.3 Modello di un sistema con attuazione SEA.
Come gi` a detto, l’attuazione con SEA i sistemi meccanici vengono dotati di
nuove importanti caratteristiche:
− una minore inerzia vista a valle delle trasmissioni,
− la capacit` a di immagazzinare energia potenziale negli elementi elastici.
Entrambe concorrono a rendere i manipolatori pi` u tolleranti nel caso di un
urto con persone o cose nell’ambiente di lavoro.
Proprio quest’ultimo punto ` e di estrema importanza nell’ottica di rendere
una struttura robotica “human-friendly”. In generale la scelta della costante
elastica della trasmissione ` e un trade-oﬀ tra performance e sicurezza. La
cedevolezza infatti limita la banda della risposta impulsiva del sistema. Tanto
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Figura 4.2: Un attuatore SEA prismatico; l’albero del motore elettrico, a
valle delle riduzioni, ` e sagomato a vite e, ruotando, muove avanti e indietro
il supporto sul quale ` e montata una molla come trasmissione.
pi` u ` e cedevole il sistema, tanto maggiore ` e il range di frequenze “tagliate”
quindi, per cos` ı dire, tanto minore ` e la destrezza del manipolatore. Per contro
l’inerzia degli attuatori, che in genere rappresenta un contributo decisivo nel
computo totale, ` e “ﬁltrata” dalla molla, infatti il trasferimento di energia
cinetica nel contatto tra il manipolatore ed il corpo estraneo coinvolto ` e pi` u
graduale e quindi meno pericoloso.
Un possibile modello matematico - ﬁsico di un sistema SEA ` e rapprentato
in ﬁgura 4.3. Mrot rappresenta l’inerzia del rotore dell’attuatore vista a valle
della trasmissione1; Mlink rappresenta l’inerzia del link; Ktrasm ` e la costante
elastica della trasmissione; f ` e la coppia erogata dall’attuatore1. Un SEA
puo’ essere descritto con un sistema lineare con quattro stati (posizione e
1L’inerzia del rotore ` e ampliﬁcata nell’ordine di N2 a causa di una riduzione 1:N, la
coppia invece viene ampliﬁcata solo nell’ordine di N.
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Figura 4.3: Modello sempliﬁcato di una trasmissione con tecnologia SEA.
velocit` a di rotore e link) e un ingresso (la coppia erogata dal rotore).

   
   
Mrot¨ xrot = Ktrasm(xlink − xrot) + f
Mlink¨ xlink = Ktrasm(xrot − xlink)
|f| ≤ fMAX
che equivale a



˙ x = Acx + bcu
|u| ≤ uMAX
con
Ac =


    

0 0 1 0
0 0 0 1
−Ktrasm
Mrot
Ktrasm
Mrot 0 0
Ktrasm
Mlink −Ktrasm
Mlink 0 0


    

, bc =


    

0
0
1
Mrot
0

 
   

` E opportuno prima di tutto spendere due parole su come si puo’ scrivere
il vincolo sull’HIC in questo caso. In generale il danno dipende in modo
complesso dallo stato del sistema, dai parametri inerziali e dalle costanti
elastiche di trasmissione e rivestimento. Tutte queste variabili rendono im-
possibile un’interpretazione immediata, istante per istante, della pericolosit` a
del sistema in evoluzione. Per questo ci rifacciamo alla formula precedente
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dell’HIC:
HIC =
2
5
2 M
7
4
rob K
3
4
riv v
5
2
π
3
2 M
3
4
ope (Mrob + Mope)
7
4
(4.1)
in cui decidiamo di prendere
Mrob = Mlink + Ktrasm
Ktrasm+αMrot
2, dal momento che per Ktrasm → 0 l’inerzia
del rotore ` e del tutto svincolata da quella del link, per Ktrasm → ∞ il
robot urta l’operatore con tutta la sua inerzia (Mrot + Mlink);
v = ˙ xlink , dal momento che il link ` e l’oggetto che eﬀettivamente puo’
venire in contatto con l’operatore nel workspace del robot.
Gi` a per un problema di questo tipo una soluzione analitica alla Pontryagin ` e
davvero diﬃcoltosa, che si consideri il vincolo sulle variabili di stato oppure
no. ` E necessario ricorrere a metodi numerici. Vediamo in questa sezione due
algoritmi che ricavano il tempo minimo per controllare il sistema nell’origine:
uno che funziona in assenza di un vincolo sulle velocit` a e uno pi` u generale
gi` a usato nel capitolo precedente.
4.1.4 Controllo senza vincoli di sicurezza.
Con riferimento al lavoro di E.J. Fadden e E.G. Gilbert (cfr. [24]) si puo’
dimostrare che, dato un sistema lineare
˙ x = Acx + bcu
e deﬁnita la matrice Φ(t) = e−Act ed un controllo u(t,η) del tipo
u(t,η)
4
= −sgn[b
T
c Φ
T(τ)η]
2Questa equazione sempliﬁca la valutazione dei vincoli. La scelta di α non deve pre-
scindere dalla parametrizzazione del sistema. Date le inerzie in gioco, alcuni valori per la
cedevolezza della trasmissione rendono il sistema troppo lasco, altri troppo rigido. Esi-
ste un valore, invece, intorno al quale il comportamento del sistema ` e sensibile a piccole
variazioni della cedevolezza. Per testare eﬃcacemente le caratteristiche delle trasmissioni
elastiche α va scelto vicino a tale valore.
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se ` e possibile trovare un η tale che, se la traiettoria di x(t) passa per zero
all’istante t, allora t = tOTT e η = ηOTT e tale controllo ` e ottimo. Dunque il
problema si riduce a determinare un tale η. Nella letteratura sono stati pro-
posti un gran quantit` a di metodi per il calcolo di controlli in tempo minimo.
Bryson, Ho ed altri (cfr. [23]) menzionano il seguente, che si adatta al nostro
caso:
1. Si sceglie un η tale che ηTx0 > 0 e si calcola
η
Tω
4
= η
T
Z tf
t0
Φ(τ)bc sgn(b
T
c Φ
T(τ)η) dτ
con un metodo di integrazione ﬁnch´ e non si raggiunge un tf tale che
ηTω = ηTx0. In generale questo tf ` e minore di quello ottimo.
2. Si cambia η in modo da portare ω pi` u vicino ad x0, ad esempio si puo’
scegliere
∆η = (x0 − ω)  > 0
3. Si ripetono i passi 1 e 2 ﬁnch´ e tf −→ tOTT dal basso, oppure ﬁnch´ e
||x0 − ω|| < ρ, con ρ>0
Alcune precisazioni sono necessarie.
• La convergenza ` e garantita solo per  > 0 suﬃcientemente piccoli; con
questa condizione la sequenza dei tempi tfj tender` a al massimo, tOTT, in
modo monotono crescente. D’altra parte, com’` e intuibile, un  piccolo
render` a il processo di convergenza pi` u lento rispetto ad uno grande.
• Il risultato dell’algoritmo non dipende aﬀatto dalla norma di η, bens` ı
dalla sua fase, quindi si puo’ assumere che ad ogni passo η stesso abbia
lunghezza euclidea unitaria. Basta modiﬁcare leggermente la relazione
di aggiornamento:
ηj+1 = ||ηj + (x0 − ωj)||
−1 [ηj + (x0 − ωj)]
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Sulla traccia del metodo appena esposto si puo’ scrivere un algoritmo, ad
esempio come S-function in ambiente Matlab, per valutare il controllo otti-
mo per questo problema. Si riporta il diagramma di ﬂusso di una possibile
implementazione in ﬁgura 4.4. Dalle simulazioni eﬀettuate si pu` o eviden-
Figura 4.4: Diagramma di ﬂusso dell’algoritmo che implementa il metodo
numerico. L’algoritmo ` e scritto per una S-Function Matlab in sintassi C-
Mex, di qui la separazione nelle macrofunzioni mdlStart(), mdlOutputs(),
mdlUpdate().
ziare che, in generale, all’aumentare della rigidezza del sistema, purch´ e que-
st’ultimo sia in equilibrio all’istante iniziale, il tempo ottimo necessario per
controllarlo diminusce ﬁno ad un valore costante. ` E confortante veriﬁcare
che, per stiﬀness elevate rispetto ai parametri del sistema, i tempi tendono
asintoticamente a quello del sistema rigido studiato precedentemente (vedi
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capitolo 2). Emerge anche come tali condizioni siano critiche per l’algoritmo,
che manifesta piccoli problemi numerici.
Stato iniziale (pos, vel) [−π, −π, 0, 0] rad
Inerzia del rotore 3E-1 Kgm
2
Inerzia del link 2.5E-2 Kgm
2
Coppia massima del rotore 1.5E1 Nm
Tabella 4.1: Parametri della simulazione.
Figura 4.5: Tempo minimo necessario a controllare un sistema SEA nell’ori-
gine senza vincoli sulla velocit` a. Si puo’ notare che per Ktrasm → ∞, esiste
un asintoto orizzontale nel graﬁco, corrispondente al tempo minimo calcolato
per il sistema rigido senza vincoli di velocit` a.
4.1.5 Controllo con vincoli di sicurezza.
Al capitolo 2 abbiamo gi` a esposto un metodo per risolvere problemi lineari
di tempo minimo con i mezzi per la programmazione lineare. L’espressione
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delle matrici A e B che regolano l’evoluzione del sistema discretizzato con
periodo τ ` e la seguente:
A = e
Acτ, B =
Z τ
0
e
Ac(τ−σ)bcdσ
Se ci poniamo nelle condizioni di tabella 4.1, senza considerare vincoli di
sicurezza, l’algoritmo fornisce i risultati in ﬁgura 4.6 Se invece si inserisce
Figura 4.6: Risultati dell’algoritmo numerico lineare per il tempo minimo a
controllare un sistema SEA nell’origine senza vincoli sulla velocit` a. L’errore
commesso ` e esiguo (in media il 5%).
il vincolo di equazione 4.1 sulla sicurezza con Kriv = 64 N/m rad e Mope =
6.25E-2 Kgm
2 si ottiene il graﬁco di ﬁgura 4.7.
Si osserva un trade-oﬀ nella scelta dell’elasticit` a della trasmissione: da
una parte avere una trasmissione pi` u cedevole peggiora le performance del
controllo perch´ e introduce oscillazioni elevate, dall’altra averne una pi` u rigida
permette velocit` a inferiori a parit` a di sicurezza dell’operatore. I risultati
dell’elaborazione per alcuni valori della costante elastica della trasmissione
sono in ﬁgure 4.8(a)...4.11(b).
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Figura 4.7: Tempo minimo necessario a controllare un sistema SEA nell’ori-
gine rispettando i vincoli sulla velocit` a. Per Ktrasm → ∞ esiste un asintoto
orizzontale nel graﬁco, corrispondente al tempo minimo calcolato per il siste-
ma rigido con vincoli di velocit` a. ` E importante notare come il compromesso
tra un’alta cedevolezza nella trasmissione (per favorire la sicurezza) ed una
bassa (per favorire le prestazioni) si traduce in un minimo globale nel graﬁco
del tempo ottimo. Con i valori assegnati ai parametri si ottiene un valore di
2.875sec.
(a) Controllo. (b) Posizione e velocit` a.
Figura 4.8: Soluzione per il tempo minimo del SEA con Ktrasm = 0.01.
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(a) Controllo. (b) Posizione e velocit` a.
Figura 4.9: Soluzione per il tempo minimo del SEA con Ktrasm = 0.1.
(a) Controllo. (b) Posizione e velocit` a.
Figura 4.10: Soluzione per il tempo minimo del SEA con Ktrasm = 1.
(a) Controllo. (b) Posizione e velocit` a.
Figura 4.11: Soluzione per il tempo minimo del SEA con Ktrasm = 10.
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4.2 DM2 (Distributed Macro-Mini).
L’uso dei SEA in un manipolatore riesce a diminuire di un ordine di gran-
dezza l’inerzia vista dall’operatore in condizioni di assenza momentanea del
controllo software3, aumentando di molto il livello intrinseco di sicurezza
della struttura. Di converso, le prestazioni di un sistema cedevole non sono
in generale suﬃcienti per la maggioranza dei task che si richiedono ad una
struttura robotica. La soluzione DM2, proposta dal gruppo di studio sulla
manipolazione presso il laboratorio di robotica dell’Universit` a di Stanford
(cfr. [21]), rappresenta una possibile metodologia di attuazione per il recu-
pero delle performance nei sistemi intrinsecamente sicuri4. Esaminiamone in
dettaglio l’architettura, le possibili implementazioni e le potenzialit` a.
4.2.1 Il concetto di controllo “distribuito”.
La soluzione scaturisce dalla considerazione che, entro un certo intervallo
di frequenze, il carico inerziale complessivo del manipolatore non ` e perico-
loso per l’interazione con l’ambiente esterno. Alle basse frequenze, infatti,
un urto imprevisto non provoca un grande shock (vedi anche sez. 1.2). Nel
campo delle alte frequenze, d’altra parte, non ` e strettamente necessario che
gli attuatori eroghino grosse coppie. In base a tale “separabilit` a” si puo’
dividere la sorgente di coppia in due componenti, a bassa ed alta frequenza,
e distribuirle sulla struttura del braccio robotico l` a dove sono pi` u eﬃcaci (ﬁ-
gura 4.12). Questo risultato si ottiene collocando alla base del manipolatore
la fonte principale di coppia, che costituisce anche una porzione sostanziale
dell’inerzia riﬂessa, e collocando direttamente sul giunto un piccolo moto-
re, che migliora le prestazioni generali. In questo senso si parla di controllo
distribuito.
3Un controllo tempo discreto` e ineﬃcace tra un istante di campionamento e il successivo,
non solo in caso di crash del sistema.
4La sigla originale ` e DECMMA (Distributed Elastically Coupled Macro/Mini parallel
Actuation). Si puo’ fare riferimento all’indirizzo internet http://robotics.stanford.edu.
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Figura 4.12: Approccio distribuito. Nel braccio a 2 g.d.l. costruito a Stanford
vengono usati quattro attuatori: due per il giunto di spalla e due per il giunto
al gomito. In entrambi i casi il pi` u potente (e pesante) dei due ` e ﬁsicamente
posizionato fuori dalla struttura del manipolatore ed agisce sul link con una
trasmissione a cavi, il pi` u piccolo invece ` e in presa diretta sul giunto. Il fatto
di usare un SEA alla base del robot permette di abbattere l’inerzia riﬂessa
alle alte frequenze.
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L’approccio ` e analogo a quello usato per i bracci usati in condizioni di
zero-gravit` a. Gli attuatori ai giunti forniscono la coppia per operazioni con
un contenuto frequenziale medio-alto, come l’inseguimento di una traiettoria
e l’eliminazione dei disturbi. Gli attuatori di base invece hanno il solo com-
pito di controbilanciare la forza peso. Compensato l’eﬀetto della gravit` a, la
richiesta di potenza ai giunti ` e simile a quella tipica dei manipolatori usati
per missioni spaziali.
4.2.2 Il concetto di controllo “parallelo”.
Aﬃnch´ e un’attuazione con due motori per giunto possa realmente migliorare
le prestazioni entrambi devono avere un’impedenza piccolissima. Solo in que-
sto caso infatti le coppie dei due si sommano in modo non distruttivo durante
il trasferimento di potenza. In particolare, l’importante ` e che ciascun attua-
tore abbia una bassa impedenza nel campo frequenziale di lavoro dell’altro.
Il DM2 funziona appunto nelle ipotesi di controllo “parallelo” (ﬁgura 4.13).
L’attuatore dedicato alle alte frequenze ha bassa impedenza perch´ e si
tratta di un servomotore a bassa inerzia collegato al giuto con una piccola
riduzione. Naturalmente la coppia ottenibile con una piccola riduzione ` e
limitata, il che rappresenta un compromesso necessario nello sviluppo del
DM2. Sfortunatamente non si puo’ fare lo stesso con l’attuatore di base. Le
grandi coppie richieste per contrastare la forza di gravit` a rendono impossibile
ottenere una bassa impedenza senza usare motori ad altissime performance,
che poi non sarebbero sfruttati appieno.
Per abbattere l’impedenza dell’attuatore per le basse frequenze, come gi` a
accennato, viene usato un SEA. D’altronde il prezzo da pagare, la riduzione
delle potenzialit` a dell’attuatore di base alle alte frequenze, non costituisce
un problema, per come ` e pensata l’architettura DM2.
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Figura 4.13: Approcio parallelo. Sullo stesso giunto agiscono contempora-
neamente due motori, uno pi` u potente per le basse frequenze, l’altro, con
bassa impedenza, per le alte.
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4.2.3 Implementazione della tecnologia DM2.
La realizzazione del DM2 si avvale di un controllo parallelo su un sistema ad
attuazione distribuita. Tenuto conto di entrambi gli aspetti, lo schema logico
del sistema complessivo robot-controllore puo’ essere quello rappresentato in
ﬁgura 4.14.
Figura 4.14: Implementazione di un’architettura DM2. L’attuatore per le
alte frequenze ha il principale compito di eliminare i disturbi (le oscillazioni).
Quello per le basse frequenze deve fornire una grande coppia e presentare
inerzia pressocch´ e nulla.
4.2.4 Modello di un sistema con attuazione DM2.
Valutiamo i vantaggi di questa metodologia di attuazione. Un possibile mo-
dello ﬁsico ` e rappresentato in ﬁgura 4.15. Si puo’ descrivere il modello col
sistema seguente

      
      
M1 ¨ xrot1 = Ktrasm(xlink − xrot1) + u1
M2 ¨ xlink = Ktrasm(xrot1 − xlink) + u2
|u1| ≤ u1max
|u2| ≤ u2max
. (4.2)
Scegliamo per il modello i parametri di tabella 4.2. Le condizioni della
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Figura 4.15: Modello sempliﬁcato di un manipolatore con tecnologia DM2.
Stato iniziale (pos, vel) [−π, −π, 0, 0] rad
Inerzia del rotore di base 3E-1 Kgm
2
Inerzia del rotore ad alta frequenza 5E-6 Kgm
2
Inerzia del link 2.5E-2 Kgm
2
Coppia massima del rotore di base 1.5E1 Nm
Coppia massima del rotore ad alta frequenza 2.5E-2 Nm
Costante elastica del rivestimento 64 N/m rad
Inerzia equivalente dell’operatore 6.25E-2 Kgm
2
Tabella 4.2: Parametri del modello DM2.
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simulazione sono le stesse usate per il SEA alla sezione 4.1. Per inciso, si
sono ottenuti questi valori considerando
• un attuatore di base Maxon EC 22 con riduttore 1:1000,
• un attuatore per l’alta frequenza Maxon EC 6 con riduttore 1:100
• un link cilindrico di 50cm e 300gr.
Le prestazioni di un’attuazione DM2 sono in generale superiori a quelle di
un’attuazione SEA. Per stiﬀness elevate nella trasmissione le diﬀerenze si
assottigliano perch´ e l’attuatore di base va ad agire nel campo di frequenze
dell’altro, gli eﬀetti dei due si sovrappongono e solo il primo prevale (ﬁgura
4.16). Nelle ﬁgure 4.17(a)...4.20(b) si trovano i risultati di simulazioni con
Figura 4.16: Tempo ottimo a controllare un sistema con tecnologia DM2
nell’origine rispettando i vincoli sulla sicurezza. Il minimo globale di questa
funzione ` e minore di quello trovato usando i SEA; rimane valido il discorso
del compromesso tra prestazioni e sicurezza, ma le potenzialit` a, per adeguate
cedevolezze, sono comunque superiori.
il metodo numerico per sistemi lineari.
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(a) Controllo. (b) Posizione e velocit` a.
Figura 4.17: Soluzione per il tempo minimo del DM2 con Ktrasm = 0.01.
(a) Controllo. (b) Posizione e velocit` a.
Figura 4.18: Soluzione per il tempo minimo del DM2 con Ktrasm = 0.1.
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(a) Controllo. (b) Posizione e velocit` a.
Figura 4.19: Soluzione per il tempo minimo del DM2 con Ktrasm = 1.
(a) Controllo. (b) Posizione e velocit` a.
Figura 4.20: Soluzione per il tempo minimo del DM2 con Ktrasm = 10.
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4.3 VST (Variable Stiﬀness Transmission).
In alternativa a DM2, viene proposta in questa sede una nuova soluzione per
l’attuazione di manipolatori intrinsecamente sicuri (cfr. [25], [26]), di chiara
ispirazione antropologica. ` E universalmente riconosciuto che il braccio uma-
no ` e attuato da muscoli autonomi, in conﬁgurazione antagonista. Questo
permette di regolare sia la posizione dell’articolazione, sia la sua rigidezza.
Studi specialistici in campo bioingegneristico dimostrano che, per una gene-
rica traiettoria, il braccio umano spontaneamente ha un’elevata cedevolezza
durante i tratti a velocit` a maggiore, mentre si irrigidisce quando cerca di
conservare la posizione. Tale comportamento ha una duplice giustiﬁcazione:
permette di risparmiare energia e di tutelarsi nel caso di un urto fortuito con
un ostacolo.
4.3.1 Il concetto di co-design meccanico/controllistico.
Gli approcci che tendono, in fase di progetto, a separare le problematiche di
prestazioni e sicurezza solitamente hanno scarsi risultati. Un manipolatore
rigido e pasante con un controllo per il recupero della sicurezza, cos` ı come
uno cedevole e leggero con un controllo per il recupero delle prestazioni sono,
rispettivamente, intrinsecamente insicuro e inesorabilmente impreciso.
Per risolvere il compromesso inevitabile tra i due requisiti imposti dalla
robotica moderna ` e necessario che entrambi vengano presi in considerazione
a livello strutturale e di controllo contemporaneamente. Si parla allora di
co-design meccanico/controllistico per evidenziare la stretta interdipendenza
di un aspetto dall’altro. Il manipolatore avr` a cos` ı una struttura studiata
per un certo controllo e un controllo programmato appositamente per tale
struttura.
Nel caso del VST si parte dalla considerazione che, in generale, l’indice
di sicurezza dipende
1. dall’inerzia del manipolatore vista dall’operatore nel momento del con-
tatto;
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2. dalla velocit` a relativa tra link ed operatore.
Su questi due fattori si puo’ agire, rispettivamente con
1. la cedevolezza della trasmissione tra attuatore e giunto;
2. la coppia fornita dall’attuatore.
Una possibile idea, dunque, puo’ essere dotare la trasmissione di un elemento
che introduca cedevolezza variabile a piacimento, oltre che fornire una coppia
al giunto tale da rispettare i requisiti di sicurezza. In questo modo si dispone
di due variabili di controllo sul sistema: la coppia e la cedevolezza della
trasmissione.
4.3.2 Attuatori per realizzare una trasmissione a cede-
volezza variabile.
Riportiamo in questa sezione alcuni dei possibili attuatori o mezzi di tra-
smissione per realizzare un’architettura VST.
Attuatori: muscoli di McKibben.
Sono composti ciascuno da una guaina in gomma ricoperta da una rete a
maglie incrociate in materiale plastico inestensibile.
L’inestensibilit` a del ﬁlo che compone il rivestimento conferisce al muscolo
stiﬀness inﬁnita, in quanto ﬁssa la massima lunghezza conseguibile, inoltre
controbilancia l’allungamento dovuto alla forza causata dalla pressione alle
estremit` a.
Il modello matematico da noi adottato per questo tipo di attuatori ` e
quello sviluppato da Chou e Hannaford (cfr. [27]):
F = KM(L
2 − L
2
min)
dove F rappresenta la forza sviluppata dal muscolo, KM ` e un parametro che
dipende da vari fattori quali ad esempio spessore ed estensione del ﬁlo ed il
diametro del muscolo, L ` e la lunghezza del muscolo mentre Lmin ` e la minima
lunghezza teoricamente raggiungibile.
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Figura 4.21: Due muscoli artiﬁciali McKibben posti in conﬁgurazione
antagonista sul giunto di un link.
Trasmissioni: molle nonlineari.
Figura 4.22: Una molla conica ha una caratteristica nonlineare, generalmente
approssimabile con un’andamento parabolico per compressioni “piccole”. Per
ottenere una cedevolezza variabile ` e necessario usarne due in conﬁgurazione
antagonista e cambiarne via via il punto di funzionamento.
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Molle nonlineari possono essere inserite sulle trasmissioni ai due capi di
una puleggia solidale col giunto. In questo modo due motori indipendenti
possono regolarne la compressione oltre che l’angolo della puleggia. Poich´ e
la caratteristica non ` e lineare, la rigidezza risultante al giunto varia a seconda
del punto di funzionamento nella caratteristica.
Trasmissioni: cilindri pneumatici.
Figura 4.23: Un cilindro pneumatico. Inserito nella trasmissione oﬀre
rigidezza variabile a seconda della pressurizzazione imposta al pistone.
Studi sull’utilizzo di cilindri pneumatici come trasmissioni a cedevolezza
variabile ` e stato condotto di recente. Variando la pressione nelle due camere
del cilindro il pistone rimane libero di muoversi, ma oﬀre una resistenza
elastica variabile.
4.3.3 Modello di un sistema con attuazione VST.
Un possibile modello per l’attuazione con VST ` e in ﬁgura 4.3. Puo’ essere
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Figura 4.24: Modello sempliﬁcato di un manipolatore con tecnologia VST.
descritto dal sistema seguente:



Mrot ¨ xrot = u2(xlink − xrot) + u1
Mlink ¨ xlink = u2(xrot − xlink)
con vincoli sugli ingressi e sugli stati:

          
          
−u1 ≤ u1max
u1 ≤ u1max
−u2 ≤ −u2lb
u2 ≤ u2ub
˙ xlink ≤ vmax(t)
In questo caso il sistema ` e diventato nonlineare. Di fondamentale importanza
poi ` e l’ultimo vincolo (quello sullo stato) che varia, istante per istante, con
la stiﬀness della trasmissione. In queste condizioni ` e possibile applicare solo
l’algoritmo di soluzione per problemi nonlineari visto alla sezione 2.3.
Per eﬀettuare un confronto tra le performance della soluzione VST e le
altre studiate alla sezione 4.1 e 4.2 si parametrizza il sistema come da ta-
bella 4.1 (attuazione SEA), tranne naturalmente per la costante di elasticit` a
della trasmissione. In prima approssimazione ammettiamo che quest’ultima
possa variare in un intervallo simmetrico rispetto alla corrispondente SEA (e
DM2): [(1 − α)Ktrasm, (1 + α)Ktrasm] con 0.0 < α < 1.0. Dalle simulazioni
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eﬀettuate si vede che in questo caso per α > 0.4 il VST ` e gi` a migliore del
DM2 e il divario tra i due cresce quando α → 1.0 (ﬁgura 4.25).
Figura 4.25: Confronto tra le prestazioni di un DM2 (in rosso) e un VST
(in blu) per α = 0.0,0.2,0.4,0.6,0.8. Evidentemente per α = 0.0 il VST
si riduce ad un SEA perch´ e l’intervallo consentito per la variazione della
rigidezza degenera in un punto.
Interessanti sono le traittorie disegnate dalle variabili di stato e dagli in-
gressi. In particolar modo si fa riferimento alla velocit` a del link, una variabile
di stato, e alla rigidezza della trasmissione, un ingresso (ﬁgura 4.26(a)).
Nel caso teorico in cui sia possibilie variare a proprio piacimento la ri-
gidezza della trasmissione, ovvero 0 ≤ Ktrasm ≤ ∞ si ottiene il miglior
risultato possibile per il VST, il limite teorico di prestazione per il sistema
con trasmissione elastica (ﬁgura 4.27).
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(a) Coppia applicata, rigidezza e velocit` a. (b) Valori dell’indice dell’HIC.
Figura 4.26: Soluzione per il tempo minimo del VST con 10−2 ≤ Ktrasm ≤ 10.
Figura 4.27: Prestazioni teoriche di una struttura con trasmissione VST. Il
tempo minimo per eﬀettuare il task in questo caso ` e del tutto indipendente
dalla stiﬀness della trasmissione DM2, perch´ e 0 < Ktrasm < ∞. In questo
particolare caso si ha un incremento di performance del 20%.
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Conclusioni.
5.1 Risultati ottenuti.
Sono stati conseguiti i seguenti risultati:
. la valutazione dell’indice di sicurezza per un manipolatore rigido, con
architettura SEA (Series Elastic Actuators), DM2 (Distributed Macro-
Mini) e VST (Variable Stiﬀness Transmission), secondo l’HIC (Head
Injury Criterion).
. la valutazione oggettiva delle prestazioni ottenibili con un manipolatore
rigido, con architettura SEA, DM2 e VST, secondo tre metodi di solu-
zione di problemi di controllo ottimo: alla Pontryagin e con due nuovi
algoritmi, pensati rispettivamente per sistemi lineari e nonlineari.
. in base ai criteri di valutazione proposti e validati, la dimostrazione
della superiorit` a del DM2 sul SEA e del VST sul DM2, sotto alcune
condizioni strutturali facilmente riproducibili.
In base a tali risultati si ` e raggiunto l’obiettivo di esplicitare il concetto di
manipolatore intrinsecamente sicuro e di confermare i risultati suggeriti da
studi antropologici sul braccio umano: la movimentazione di un arto con
cedevolezza variabile in funzione della velocit` a ` e vincente, dopo millenni di
evoluzione biologica, anche su un braccio robotico.
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5.2 Sviluppi futuri.
L’approccio VST, sebbene sia insito da millenni nella natura dell’uomo, nel
campo della robotica di servizio ` e davvero innovativo. Il primo passo verso
una completa comprensione e integrazione di questo sistema sar` a certamente
riuscire ad implementare, prima a software poi magari in hardware, un con-
trollore online per coppia e rigidezza della trasmissione. Il passo successivo
sar` a capire come estendere il concetto di VST in un braccio ad n gradi di
libert` a, sottoposto a gravit` a e con workspace tridimensionale. L’ultimo e pi` u
futuribile sar` a dotare di meccanismi VST le articolazioni di un umanoide o
di un sottoinsieme di esso.
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Listato dei programmi.
A.1 Algoritmo per problemi lineari.
In questa sezione si riporta il listato dell’algoritmo che trova il tempo minimo
per il posizionamento nell’origine dello spazio di stato di un sistema lineare.
Il linguaggio ` e quello degli m-ﬁle per Matlab.
[tau] = input();
[A, B] = buildDiscrete(Ac, Bc, tau);
flagFound = 0;
n = 1;
while ∼flagFound,
[M, m] = buildLP(A, B, C, n);
[performanceIndex] = finalControl(M, m);
[U, fval, exitFlag] = linprog(performanceIndex, M, m);
if exitFlag > 0, flagFound = 1;
else n = n*2; end
end
[optimumTime] = searchByBisection(A, B, tau, n);
Pi` u avanti si analizza nel particolare ciascuna delle funzioni menzionate
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sopra.
[A, B] = buildDiscrete(Ac, Bc, tau) : questa funzione costruisce le
matrici per il sistema discretizzato in base alla relazione
A = e
Ac τ, B =
Z τ
0
e
Ac (τ−σ)bc dσ .
Il calcolo esplicito degli integrali ` e stato risolto in modo simbolico sot-
to Maple, poi trascritto in un m-ﬁle contenente la deﬁnizione della
funzione. Per eﬀettuare il processo di discretizzazione basta avere le
matrici del sistema tempo continuo e τ. Riportiamo il listato Maple
per eﬀettuare in modo simbolico la conversione analogico-digitale.
> with(LinearAlgebra):
> with(linalg, exponential);
> Ac := < < 0 | 0 | 1 | 0 >, < 0 | 0 | 0 | 1 >,
< -k/Mrot | k/Mrot | 0 | 0 >,
< k/Mlink | -k/Mlink | 0 | 0 > >;
> Bc := <0, 0, 1/Mrot, 0>;
> Ac_J := JordanForm(Ac) assuming k::positive,
Mrot::positive, Mlink::positive;
> E_Ac_J := simplify(convert(exponential(
convert(Ac_J, matrix)*t), Matrix)) assuming
k::positive, Mrot::positive, Mlink::positive;
> E_Ac := simplify(convert(exponential(convert(
Ac, matrix)*t), Matrix)) assuming k::positive,
Mrot::positive, Mlink::positive;
> E_Ac_tau := simplify(convert(exponential(
convert(Ac, matrix)*(t-tau)), Matrix)) assuming
k::positive, Mrot::positive, Mlink::positive;
> omicron_tau := simplify(E_Ac_tau . Bc);
> int_AB := simplify (< <int(omicron_tau[1], tau=0..t)>,
<int(omicron_tau[2], tau=0..t)> ,
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<int(omicron_tau[3], tau=0..t)> ,
<int(omicron_tau[4], tau=0..t)> > );
[M, m] = buildLP(A, B, C, n) : questa funzione, in base alla dimensio-
ne del problema di PL (che vale n), non fa altro che combinare oppor-
tunamente le matrici A e B della dinamica con quella dei limiti sullo
stato C in modo da scrivere la forma tipica dei vincoli
M un ≤ m .
Nel caso di trasmissione SEA, M ∈ <(8+4n)×n, UN ∈ <n×1 ed m ∈
<(8+4n)×1. Si riporta il listato Matlab che eﬀetua la costruzione.
R_N = [];
for i = 1:N
R_N = [R_N ( A^(i-1) * B )];
end % Fine inizializzazione R_N. DIMENSIONE 4xN
Cbig = zeros(N, 4*N);
for i = 1:N % Scorro le righe
Cbig(i, 4*i) = C(4);
end % Fine inizializzazione Cbig. DIMENSIONE Nx4N
Pbig = zeros(4*N, N);
for i = 1:N
j = 4*i;
while j > 0
column = A^(floor((4*i - j)/4)) * B;
Pbig(1 + 4*N - j, i) = column(1);
Pbig(2 + 4*N - j, i) = column(2);
Pbig(3 + 4*N - j, i) = column(3);
Pbig(4 + 4*N - j, i) = column(4);
j = j-4;
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end
end % Fine inizializzazione Pbig. DIMENSIONE 4NxN
Abig = [];
for i = 1:N
Abig = [ Abig; ... % Metto in colonna le matrici A^i
A^i; ...
];
end % Fine inizializzazione Abig. DIMENSIONE 4Nx4
M = [ R_N; ...
-R_N; ...
eye(N); ...
-eye(N); ...
Cbig*Pbig; ...
-Cbig*Pbig; ...
];
temp1 = ones(N,1) -Cbig*Abig*initState;
temp2 = ones(N,1) +Cbig*Abig*initState;;
m = [ -A^N *initState; ...
A^N *initState; ...
Umax*ones(N,1); ...
Umax*ones(N,1); ...
temp1; ...
temp2; ...
];
clear temp1 temp2;
[performanceIndex] = finalControl(M, m) : Questa funzione sceglie la
funzione obiettivo del problema di PL. In virt` u del fatto che quello che
ci interessa ` e la sola fattibilit` a del controllo, si sceglie come funzione
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obiettivo uno dei vincoli (una scelta possibile` e prendere il primo). Nella
relazione
max
un
c
Tun
si sceglie quindi cT = −M(9,:). Il segno dipende dal fatto che cerchia-
mo il minimo, non il massimo. M(i,:) ` e l’i-esima riga di M, secondo
la sintassi Matlab.
[optimumTime] = searchByBisection(A, B, tau, n) : Questa funzione
trova per bisezione il minimo n per cui il problema ` e fattibile. Sce-
glie l’intervallo iniziale [L,R] = [n
2,n] e poi ad ogni passo ne dimezza
l’ampiezza valutando la fattibilit` a del problema per n∗ = L+R
2 .
A.2 Algoritmo per problemi non-lineari.
In questa sezione si riporta il listato dell’algoritmo che trova il tempo mi-
nimo per il posizionamento nell’origine dello spazio di stato di un sistema
nonlineare.
[T] = input();
[tau] = input();
flagFound = 0;
while ∼flagFound,
N = ceil(T/tau);
u0 = zeros(1, 2*N);
lb = [ -uMax*ones(1, N) kMin*ones(1, N) ];
ub = [ uMax*ones(1, N) kMax*ones(1, N) ];
[u, fval, exitflag] = fmincon(@myObjFun, u0, [], [], ...
[], [], lb, ub, @myConstrFun, ...
optimset(’LargeScale’, ’off’, ’Diagnostic’, ’on’, ...
’MaxFunEvals’, 1E4, ’MaxIter’, 1E4, ’TolX’, 1E-6));
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if exitFlag > 0, flagFound = 1;
else T = T*2; end
end
[optimumTime] = searchByBisection(T);
Analizziamo adesso una per una le funzioni pi` u importanti.
N = ceil(T/tau) : Questa funzione fa parte del core di Matlab. Restitui-
sce l’intero pi` u vicino al parametro reale passatogli, arrotondando per
eccesso se necessario. Se l’orizzonte della simulazione T non coincide
con un multiplo di τ (ﬁgura 2.3) ` e necessario comunque prendere un
numero di controlli pari a quanti ne servirebbero per T = ceil(T
τ ) · τ.
function F = myObjFun(U) : Questa funzione, deﬁnita separatamente in
un ﬁle omonimo, fornisce l’indice di performance all’algoritmo di otti-
mizzazione nonlineare fmincon. Come nel caso lineare si ` e scelto uno
qualunque dei vincoli come funzione obiettivo (il valore dell’ultimo in-
gresso), essendo interessati unicamente alla fattibilit` a del problema. In
pratica quindi la funzione si riduce allo statement
F = U(1);
dato che nel vettore degli ingressi il primo elemento ` e il valore applicato
per ultimo.
function [c, ceq] = myConstrFun(U) : Anche questa, come la prece-
dente, ` e una funzione deﬁnita separatamente che ha il compito di fornire
il valore delle variabili vincolate. Nel vettore c sono contenute le com-
ponenti che devono rispettare vincoli di disugualianza, nel vettore ceq
quelle soggette a vincoli di ugualianza. Per quanto riguarda le relazioni
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di disugualianza, ad esse sono soggetti sia gli ingressi1, sia gli stati e
gli ingressi insieme2. Le relazioni di ugualianza sono solo per lo stato
ﬁnale del sitema, in quanto vogliamo in zero posizione e velocit` a di
rotore e link. La necessit` a di valutare i vincoli sullo stato ci porta a
dover calcolare la dinamica del sistema in questa funzione. Il procedi-
mento avviene per integrazione numerica alla Eulero con passo Tstep.
Questa funzione ` e l’elemento pi` u pesante nel bilancio computazionale
dell’intera procedura.
[optimumTime] = searchByBisection(T) : in modo del tutto analogo
al caso lineare, questa funzione procede iterativamente nello studio di
fattibilit` a ﬁno alla precisione di τ. Sceglie l’intervallo iniziale [L,R] =
[T
2,T] e poi ad ogni passo ne dimezza l’ampiezza valutando la fattibilit` a
del problema per T ∗ = L+R
2 .
1Ci sono vincoli di disugualianza a causa dei bound sulla coppia massima erogabile
dagli attuatori e sulla rigidezza della trasmissione
2Il vincolo sull’HIC massimo tollerabile durante il task di posizionamento ` e di tipo
misto, infatti l’indice dipende sia dalla stiﬀness della trasmissione (un ingresso), sia dalla
velocit` a del link (uno stato).
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