Abstract: Autism spectrum disorder (ASD) is a neurodevelopment disease characterized by impairment of social interaction, language, behavior, and cognitive functions. Up to now, many imaging-based methods for ASD diagnosis have been developed. For example, one may extract abundant features from multimodality images and then derive a discriminant function to map the selected features toward the disease label. A lot of recent works, however, are limited to single imaging centers. To this end, we propose a novel multi-modality multi-center classification (M3CC) method for ASD diagnosis. We treat the classification of each imaging center as one task. By introducing the task-task and modality-modality regularizations, we solve the classification for all imaging centers simultaneously. Meanwhile, the optimal feature selection and the modeling of the discriminant functions can be jointly conducted for highly accurate diagnosis. Besides, we also present an efficient iterative optimization solution to our formulated problem and further investigate its convergence. Our comprehensive experiments on the ABIDE database show that our proposed method can significantly improve the performance of ASD diagnosis, compared to the existing methods. Hum Brain Mapp 38:3081-3097, 2017.
INTRODUCTION
Autism spectrum disorder (ASD) is characterized as a syndrome of poor social communication abilities in combination with repetitive behaviors or restricted interest [Anagnostou and Taylor, 2011] . According to the data released by the Centers for Disease Control and Prevention, 1 out of 68 American children is affected by certain form of ASD. The prevalence has increased by 78% compared to one decade ago, which makes ASD a very important health issue and also a financial burden for both the family and the society. Thus, it is urgent to develop methods for precise early diagnosis of ASD.
The diagnosis of ASD is traditionally behavior-based. Specifically, ASD is identified by comparing an individual's abnormal behaviors with other normal children of the same age [Lord and Jones, 2012] . As many behavioral phenotypes are associated with psychological and psychiatric disorders other than ASD, the behavior-based diagnosis is not always effective. Nowadays, many neuroimaging tools have been widely applied to ASD diagnosis [Anagnostou and Taylor, 2011; Jin et al., 2015; Wang et al., 2016; Wee et al., 2014] . Among them, structural magnetic resonance imaging (MRI) is commonly used. Because of its powerful capability of detecting neuroanatomical abnormalities and capturing regional morphological features, structural MRI provides a feasible solution other than the traditional behavior-based ASD diagnosis. Besides, ASD is found to be associated with disrupted brain connectivity patterns [Shi et al., 2013] . Thus, the resting-state functional MRI (rsfMRI) can reveal brain network of functional activities and contribute to understanding the pathophysiology of the disease [Van Den Heuvel and Pol, 2010] . In general, MRI has become an important tool in clinical ASD diagnosis.
Structural MRI and rs-fMRI provide different views for the same brain. It is necessary to fuse the two modalities for discovering the hidden evidences of ASD, which may not be available using only a single imaging modality. Therefore, we aim to combine these two modalities effectively and build multi-modality classifiers for ASD diagnosis in this article. Previous studies have indicated that multi-modality classifiers can achieve better performance than using a single modality in diagnosing degenerative neural disorders [Fan et al., 2008; Hinrichs et al., 2011; Liu et al., 2014; Vemuri et al., 2009; Walhovd et al., 2010; Zhang et al., 2011] . However, most of them are limited to the datasets acquired from a single imaging center, which does not always provide enough data to train an accurate diagnosis classifier. In practice, it is common to acquire images from multiple imaging centers and handle them simultaneously. As different centers may use different scanners and imaging parameters, it is hard to learn a classifier from the imaging data of one center and then directly apply it to another center. Meanwhile, although multi-center data can be used for training the classifier jointly, the inconsistency across the images of multiple centers is still very challenging to resolve. To this end, it is necessary to develop a novel ASD diagnosis method for multi-modality and multi-center imaging data.
Regarding ASD diagnosis, the classifiers are expected to tag disease labels and also to regress out clinical scores, given the images of individual subjects. It is also important to identify the disease-related features that contribute to not only accurate image-based ASD diagnosis but also better understanding of the disease. For multi-modality multi-center data, selecting the optimal features is a challenging task because of the huge number of feature candidates and also the large variation across the data of multiple centers. Automated feature selection methods based on sparse learning have been adopted for related studies in the literature [Jie et al., 2015; Liu et al., 2015; Zhang and Shen, 2012; Zhang et al., 2015] . For example, Zhang and Shen proposed a multitask feature selection method under the framework of M3T [Zhang and Shen, 2012] . Liu et al. proposed the viewcentralized multi-atlas feature selection method [Liu et al., 2015] . Jie et al. proposed a manifold regularized multi-task feature learning method, which preserves both the intrinsic distribution of each image modality and the correlation across different modalities [Jie et al., 2015] . However, these methods rely on the carefully designed feature selection strategies, and suffer from the fact that the feature selection and the learning of the classifier are treated separately. In addition, they handle single-center images only, leaving the question of tackling multi-center data.
Recently, multi-task learning has attracted increasing attention in neuroimaging [Jie et al., 2015; Wang et al., 2012 Wang et al., , 2016 Zhang and Shen, 2012; Zhu et al., 2017] . The main goal of multi-task learning is to encode the intrinsic relationship among different tasks, as the tasks under consideration (although seemingly independent) are highly related to each other. To this end, compared to the case of treating the tasks separately, multi-task learning tends to learn multiple tasks simultaneously and can often obtain better results [Argyriou and Evgeniou, 2007; Argyriou et al., 2008; Jiang et al., 2015; Liu et al., 2009; Zhang et al., 2010] . Regarding multi-task learning in neuroimaging, there are usually two scenarios: (1) Each image modality is regarded as the input to a certain task, such that multi-modality data can be handled by multi-task learning [Jie et al., 2015] ; (2) Each response variable is regarded as the output of a certain learning task, thus multiple tasks can be learned altogether [Wang et al., 2012; Zhang and Shen, 2012; Zhu et al., 2017] . However, these works do not consider the important scenario of multiple center classification for multimodality data, which will be addressed in this work.
Taking advantages of the open-access Autism Brain Imaging Data Exchange (ABIDE) database and the multi-task learning technique, we aim to develop a multi-modality multi-center classification (M3CC in abbreviation) framework for ASD diagnosis in this work. Specifically, ASD classification for multiple imaging centers is solved by multitask learning, with each task corresponding to one imaging center. A small number of disease-related features are selected from the large set of image-based feature candidates following the sparse constraint, and then used for the classification of the disease. Meanwhile, the inconsistency r Wang et al. r r 3082 r between multiple modalities/centers is addressed in both feature selection and the modeling of the classifiers, as only the common disease-related features are preserved.
The contributions of this article can be summarized as follows. (1) A classification method for ASD diagnosis is proposed to handle multi-modality multi-center neuroimaging data. With multi-task learning and sparse feature selection, the task-task and modality-modality relations are considered for joint classification of multi-modality multi-center images.
(2) An efficient iterative optimization scheme is further adopted to facilitate the study, regarding the convergence of the proposed method. (3) Quantitative evaluations are conducted on the multi-center data of ABIDE, which yield satisfactory outcomes and also promising comparisons.
The rest of the article is organized as follows. Image Acquisition and Pre-Processing section provides information on the image dataset, including data acquisition and preprocessing. Method section details the proposed classification method for ASD diagnosis. Experiments section gives the experimental results. Conclusions section draws the conclusion of the article.
IMAGE ACQUISITION AND PRE-PROCESSING
In this study, we consider both T1-weighted MRI and rs-fMRI scans acquired from multiple imaging centers. The classification for the images of a specific center is treated as one task. Multiple tasks are combined together to provide multi-modality multi-center classification capability.
The original images and the demographic data were collected from ABIDE. All subjects included in our study are under 15-year old and recruited from four imaging centers, that is, NYU, STANDFORD, UM_1, and YALE. Note that different centers in ABIDE acquired images with different scanners and imaging parameters. Table I summarizes the demographic information and scanning parameters of the data used in this study. Figure 1 shows the preprocessing of the multi-modality data. Regional morphological features were extracted from the T1-weighted MRI in an automated manner using the standard FreeSurfer pipeline (which is effective in performing volumetric segmentation and cortical surface reconstruction). We used multiple atlases with different sets of regions of interest (ROIs) to extract abundant features. In particular, the cerebral cortical gray matter (GM) volumes, subcortical white matter (WM) volumes, and mean cortical thickness measures were extracted for the ROIs of the Desikan-Killiany cortical atlas [Desikan et al., 2006] . The subcortical structure volumes (SSV) were also extracted with the subcortical structural atlas in FreeSurfer [Fischl et al., 2002] . Besides, the volumes and thickness measures of the Brodmann areas (including BA1, BA2, BA3a, BA3b, BA4a, BA4p, BA6, BA44, BA45, V1, V2, MT, and entorhinal_exvivo) were also extracted for both hemispheres. Totally, there were 303 regional morphological features for each T1 MR image in our study.
We further extracted features from rs-fMRI using the standard pipeline provided by ABIDE with AFNI (https://afni.nimh.nih.gov/afni/). Specifically, the first 10 acquired rs-fMRI volumes of each subject were discarded before any further processing. Then, slice timing and head motion correction were performed. All rs-fMRI images were normalized to the MNI space of the resolution 3 3 3 3 3 mm 3 . Nuisance variable regression was further conducted [Friston et al., 1996] . The resulted rs-fMRI images were parcellated into 116 ROIs according to the Automated Anatomical Labeling (AAL) template [Tzourio-Mazoyer et al., 2002] . The band-pass filtering (0.005-0.1Hz) was applied to the rs-fMRI time series of each ROI. After that, scrubbing was further performed, and the volumes of the time points of equal to or larger than 0.5 mm displacement were removed. Also, two volumes before and one volume after the time point with excessive motion were removed. Finally, the subjects with fewer than three volumes left after scrubbing were excluded. To measure functional connectivity between ROIs, the pairwise Pearson correlation coefficients were computed to yield the values between 21 and 1 for individual ROI pairs under consideration.
The above processing resulted in a 116 3 116 correlation matrix for each subject. As the matrix is symmetric, we treat correlation measures in the upper triangle of the matrix as the inter-regional features. Figure 2 shows the schematic diagram of the proposed method. The regional morphological features and the inter-regional functional features are extracted from T1-weighted MRI and rs-fMRI, respectively. In this way, multi-modality representations can be generated for the subjects coming from multiple centers. Such representations of the subjects are fed into the proposed M3CC method. In the training stage, the task-task relation and the modality-modality relation are incorporated to construct the classifiers. Specifically, the classifiers, which correspond to individual tasks of multiple imaging centers, are trained jointly. At the same time, the common diseaserelated features are selected across different imaging centers. In the testing stage, the features of the testing subject from a specific imaging center are obtained and fed into the corresponding classifier, which yields the diagnosis for the testing subject under consideration.
METHOD
The notations used in this article are summarized as follows. We denote matrices with boldface uppercase letters, vectors with boldface lowercase letters, and scalars with normal italic letters, respectively. Specifically, we denote the identity matrix as I, and its i-th column vector as e i where the i-th element is 1 and others are all zeros. Obviously, we can obtain the i-th row of a matrix X by the operation e i ' Á X, and the j-th column of X by the operation X Á e j . We further denote the transpose operator, the trace operator, and the inverse of a matrix X as X', tr X ð Þ, and X 21 , respectively. We also use vec X ð Þ to vectorize the matrix X to a single column vector.
Multi-Task Learning for Multi-Center Disease Classification
Assume that there are T centers and thus T supervised learning tasks for the feature data with M modalities. Each task corresponds to the classification for a specific imaging center. Denote N t as the number of the subjects (in the t-th center) for the t-th task, D m as the number of the features for the m-th modality, X m t 2 < Nt3Dm as the training data matrix in the t-th task for the m-th modality data, and y t 5 y 1 ; y 2 ; Á Á Á ; y Nt ½ ' 2< Nt as the vector of the training labels (e.g., "21" for patients and "1" for healthy controls). Let w m t 2 < Dm parameterize a linear discriminant function for the m-th modality of the t-th task.
Our goal is to learn a specific classifier that is capable of diagnosing subjects from each imaging center, while the learning of all classifiers is jointly conducted following the multi-task way. Traditionally, the classifiers of different centers are learned separately. That is, the supervised learning on each center is treated as an independent task. Equation (1) formulates T learning tasks, each of which corresponds to an independent center:
where D is the number of features, X t 2 < Nt3D denotes the single modality data in the t-th task, and w t 2 < D parameterizes a linear discriminant function of the t-th task. In Eq. (1), ky t 2 X t w t k 2 2 is the loss function measuring the fitness of the learned model on the training data, kw t k 1 is the l 1 -norm regularization term for feature selection, and c > 0 is the parameter trading-off between the loss function and the regularization term. Note that this strategy solves T optimization problems separately and ignores the relations between them.
To fully utilize the relationship among tasks, the classifiers of different tasks should be learned jointly, which can be regarded as a multi-task learning problem. The multi-task learning process with sparse feature selection can then be formulated as the following optimization problem:
where W5 w 1 ; w 2 ; Á Á Á ; w T ½ 2 < D3T . Each column in W is the coefficient vector for classifying the subjects of the specific task. In the same row, the coefficients record the contributions of the same feature toward different tasks. Here, kWk 2;1 is the l 2,1 -norm of the matrix W. It ensures that a small number of features are jointly selected for all imaging centers. At the same time, the coefficients are encouraged to be similar across different centers for joint feature selection. The parameter c is a regularization parameter, such that larger c leads to fewer features selected for classification.
Task-Task Regularization
Although the l 2,1 -norm of the matrix W guides the joint selection of the common features across different tasks, the task-task relationship might still be easily ignored. It is reasonable to presume that the respective coefficients for two imaging centers are highly correlated. To this end, we devise the task-task regularization to assure that, if the data from two centers are closely related, their corresponding coefficient vectors should also be similar. As we regard the classification problem of each imaging center as one task, the task-task relation can be formulated as follows:
where g i;j is an element in G2 < T3T which encodes the relationship between all pairs of tasks. The task similarity matrix G can be determined from the training data. In particular, we follow:
where x i is the mean vector of the training data in the i-th
With the task-task regularization appended, the classifiers for different imaging centers can be simultaneously learned as the modeling of one individual classifier may contribute to better performances of other classifiers. That is, by incorporating the task-task relation into Eq. (2), we have the following model: 
Modality-Modality Regularization
By further considering the multi-modality settings, Eq. (5) can be further rewritten as:
where
where x m i is the mean vector of the training subjects in the i-th task for the m-th modality and r 2 m 5
Apparently, Eq. (6) does not take into account the high variation across the features of multiple modalities. To utilize the complementary information of multiple modalities, we consider the modality-modality relation in this article as well. Given a subject, the discriminant functions for different modalities tend to yield the identical label for the subject. That is,
should be minimized. By including Eq. (8) into Eq. (6), we can get the final M3CC model as:
where c, g, and h control the respective regularization terms. When there is a new test subject x t from the t-th task and its features of M modalities are available, the classification result is given by:
Solution to the Objective Function
According to [Nie et al., 2010] , the solution to min W kWk 2;1 is identical to the solution tomin W tr W 0 KW ð Þ and, accordingly, optimizing min W kWk 2;1 can be transferred to iteratively optimizing K and W. Therefore, minimizing the objective function in Eq. (9) can be attained by optimizing K m and W m in the following Eq. (11):
As W m and K m are coupled, it is non-trivial to find the optimal solution of Eq. (11). To this end, we apply an iterative approach by alternatively optimizing K m and W m . That is, we first update the matrix K m when fixing W m , and then update the matrix W m when fixing K m . The algorithm is summarized as follows: t5t11; 4.
Compute K m t ð Þ using Eq. (10); 5.
Compute P m t andP;
6. Compute S m t andS;
8. Compute r m t andr; In Algorithm 1, both multiple tasks and multiple modalities are considered together in the objective function, which makes our method unique from other existing ones, such as [Zhu et al., 2017] . More details of our algorithm, including the derivation of the solution and the proof of its convergence, are provided in Appendix. Note that,P, Q, andS are the block matrices with TM3TM blocks. In our experiments (T 5 4 and M 5 2), it only takes <2 s to computeP1S1Q À Á 21r by a computer with Intel i5-3230M
CPU and 4 GB memory on MATLAB R2015b platform.
Difference from Existing Works
It is worth noting that there have been several previous studies on multi-modality multi-task learning in neuroimaging. Zhang and Shen have proposed a multi-modal multi-task (M3T) learning method with two separate steps, that is, multi-task feature selection and multimodal classification with support vector machine, to predict multiple response variables (e.g., clinical scores) from multi-modality image data [Zhang and Shen, 2012] . Our M3CC method is different from M3T, although both of them fall in the category of multi-modality multi-task diagnosis methods for neural disorders. First, in M3T, the learning of each response variable is treated as one task and the numbers of the subjects should be identical for all tasks. In M3CC, the classification of each imaging center is treated as one task and the numbers of the subjects can vary across tasks, which makes our method more flexible than M3T. Second, the multi-task feature selection and multi-modality classification in M3T are treated separately. The connection between feature selection and classification is basically ignored. In our proposed M3CC method, the feature selection and classification are integrated into a unified learning process, in which they interact with each other for better overall performance. That is, the selected features are optimal for the classifiers, and the classifiers are tuned to the best for the selected features. Third, the center-center relation is not considered in M3T. In M3CC, both the center-center and the modality-modality relations are integrated seamlessly, so that both tasks and modalities become complementary to contribute toward feature selection and classification simultaneously.
Note that Wang et al. proposed a sparse multi-task learning model to identify disease sensitive and quantitative trait-relevant biomarkers from multi-modality data [Wang et al., 2012] . It regards the disease classification and cognitive score regression as different learning tasks and thus requires the same number of subjects in each task. To this end, it is infeasible to be directly applied to the multicenter data as studied in this work. Moreover, neither center-center nor modality-modality relation was considered in Wang et al. All these characteristics make their method quite different from M3CC proposed in this work.
EXPERIMENTS Experimental Settings
In our study, ASD diagnosis was performed based on the regional morphological features and inter-regional functional features, which were extracted from T1-weighted MRI and rs-fMRI, respectively. All the regional morphological features were concatenated into the feature vector with 303 elements. For inter-regional functional features, only the upper triangle of the correlation matrix was utilized due to the symmetry of the matrix. These measures were reshaped into the vector with 6,670 elements. Prior to training, simple feature selection was conducted to the functional interregional measures on the training set. Specifically, 400 functional features related with rs-fMRI were selected according to the correlation between features and labels. All features (303 regional features and 400 inter-regional features) were further normalized regarding the z-score and used for subsequent evaluation. In the testing stage, the identical 400 selected features were also applied on the testing data.
We considered ASD diagnosis as the binary classification problem with ASD patients labeled as "21" and healthy controls labeled as "1." A nested cross-validation was adopted to evaluate the performances of different methods [Meng et al., 2017] . Specifically, the subjects of each imaging center were randomly divided into 10 disjoint subsets. Then one subset was selected in turn from each center to generate the test set. The remaining subsets were utilized for training. In the training procedure of each fold, another round of cross-validation was performed to find the optimal parameters. In this way, the training procedure generated the classifiers with the optimal parameters that are corresponding to individual imaging centers. In the testing stage, each test subject utilized a respective classifier, which was trained for the corresponding imaging center, to estimate the diagnosis result. To avoid the bias caused by the fold selection, we further repeated the nested cross-validation for 20 times. The statistics of all 20 repetitions were finally reported.
To quantitatively evaluate the performances of all competing methods, we used the metrics of Accuracy (ACC), Sensitivity (SEN), and Specificity (SPE) in the next. Letting TP, TN, FP, and FN denote true positive, true negative, false positive, and false negative, respectively, then the ACC, SEN, and SPE can be defined as: 
Summary of Competing Methods
We conducted comprehensive experiments to validate the effectiveness of our M3CC. Table II summarizes the r Multi-Modality Multi-Center Diagnosis for ASD r r 3089 r methods under comparisons. In Comparisons with Stateof-the-Art Methods section, we report the results of M3CC compared with state-of-the-art methods. Note that some existing multi-task neuroimaging methods (such as M3T [Zhang and Shen, 2012] and the relational regularization feature selection method [Zhu et al., 2017] ) cannot be directly applied to our case, as they suffer from the requirement of equal numbers of subjects across different imaging centers. Specifically, we considered the following experimental settings. (1) To show the advantage of utilizing multi-center image data, we performed CSVC [Chang and Lin, 2017] to the data of each imaging center independently (denoted as CSVC-1). We also treated the data from four imaging centers together and applied CSVC (denoted as CSVC-4). (2) One of the main contributions in this work is to perform feature selection and classification jointly. To this end, we compared our method to the direct classification without feature selection. The classification was done by M2SVC [Zhang et al., 2011] with all T1 and rs-fMRI features utilized. We also compared with the sequential scheme of "first feature selection and then classification." To this end, we integrated both the regional morphological features and inter-regional functional features. Then, we utilized the function lasso() in Matlab for feature selection. Notice that, although LASSO provides both classification and feature selection capabilities, we only utilized its feature selection capability in our experiment to observe its contribution. After that, LibSVM implementation of CSVC procedure was utilized for classification. This strategy was denoted as "LASSO 1 CSVC." (3) We compared the proposed method with other popular multi-task learning algorithms, including LeastL21 in MALSAR package . (4) We further compared our proposed method with Yahata's method [Yahata et al., 2016] , which is a representative ASD classifier using a small number of brain connections. This method was denoted as "SCCA 1 LR."
In Comparisons with SMMCC section and Comparisons with MMSCC section, we investigated the superiority of M3CC over its single modality version and single task version, respectively. In this way, we further demonstrate the importance of incorporating multi-modal and multi-center image data for ASD diagnosis. Specifically, we derive single modality multi-center classification (SMMCC; for single modality) and multi-modality single center classification (MMSCC; for single center) from M3CC and show their performances regarding various inputs.
TABLE II. Summary of the methods for comparison
Method Description
M3CC
The proposed M3CC method on multi-modality multi-center data. Totally, 303 regional morphological features and (roughly selected) 400 inter-regional functional features were utilized. M3CC (g 5 0, h 5 0) M3CC with g 5 0 and h 5 0, such that the task-task and modality-modality regularizations were disabled. CSVC-1 C-SVC in LibSVM. The image data from each center were treated separately. Linear kernel was adopted in CSVC. CSVC-4 C-SVC in LibSVM. The image data from four centers were combined and treated together. Linear kernel was adopted in CSVC. M2SVC
Multi-modal classification proposed by Zhang et al. [2011] . The image data from all centers were utilized together. No feature selection was involved. LASSO1CSVC
All features were selected with LASSO. After that, the LibSVM implementation of C-SVC was used for classification.
LeastL21
The features of all modalities were first concatenated to generate a long feature vector. After that, the multiple task feature learning algorithm in the package of MALSAR1.1 was called with the function Least_L21(). Each image center corresponded to one task. SCCA1LR Run Yahata's method on multi-modality data collected from multiple centers. According to Yahata et al. [2016] , L 1 -regularized sparse canonical correlation analysis was utilized to identify a small number of features and logistic regression utilized as classifiers.
SMMCC (SSV)
Run SMMCC on features of subcortical structure volumes.
SMMCC (GMV)
Run SMMCC on features of cortical GM volumes.
SMMCC (GMT)
Run SMMCC on features of mean cortical thickness.
SMMCC (WMV)
Run SMMCC on features of subcortical WM volumes.
SMMCC (BAV)
Run SMMCC on features of Brodmann area volumes.
SMMCC (BAT)
Run SMMCC on features of Brodmann area thickness.
SMMCC (T1)
Concatenate all the regional morphological features and run SMMCC on them.
SMMCC (fMRI)
Extract 400 features from rs-fMRI features and run SMMCC on them.
MMSCC-1
Run MMSCC on each imaging center individually.
MMSCC-4
Run MMSCC on four imaging centers jointly. Tables (III-VI) show the overall classification performances of the compared methods (including ACC, SEN, SPE, and AUC) after 20 repetitions of the 10-fold cross-validation. To confirm whether our method performed statistically better than the comparison methods, we also performed two-sample t-tests on the classification accuracies achieved by our method and other methods, with the corresponding P-values reported in these tables. The best results are in bold in these tables.
Comparisons with State-of-the-Art Methods
It can be observed from these results that our M3CC can achieve the mean classification accuracies of 0.7651, 0.6826, 0.6840, and 0.6704 on NYU, STANFARD, UM-1, and YALE, respectively, which are much better than its rivals on the same tasks. Both CSVC-4 and LASSO 1 CSVC are the kernel methods based on LibSVM [Chang and Lin, 2017] . CSVC-4 performed CSVC on the data from four imaging centers together without feature selection, while LASSO 1 CSVC selected features with LASSO before CSVC was called. Comparing their performances, we observe that the LASSO-based feature selection helped improve classification results for CSVC. Different from both methods aforementioned, M3CC integrated feature selection into learning and obtained much better results than them. The results demonstrated the superiority of joint feature selection and classification in M3CC. Conversely, CSVC-1, CSVC-4, LASSO 1 CSVC, and LeastL21 treated multi-modal data together yet ignored the modality-modality relationship. While, M3CC treated multiple modalities jointly by introducing modality-modality regularization, thus outperforming its rivals accordingly.
Comparisons with SMMCC
To demonstrate the superiority of utilizing multimodality data on ASD diagnosis, we ran M3CC on each individual modality data only. For ease of description, we use the abbreviation "SMMCC" to denote the special case of M3CC with M 5 1 and h 5 0.
We ran SMMCC on different types of regional morphological features, including SSV, cortical gray matter volumes (GMV), mean cortical thickness (GMT), subcortical white matter volumes (WMV), Brodmann area volumes (BAV), and Brodmann area thickness (BAT). We also concatenated all regional morphological features and fed them into SMMCC(T1). Meanwhile, we used400 functional features from rs-fMRI and ran SMMCC (fMRI). Figure 4 summarizes the classification accuracy of SMMCC on each individual modality, compared with M3CC on multi-modality data. One can observe that M3CC always achieved the best classification accuracy, which fully proves the superiority of utilizing multimodality data in ASD diagnosis. Meanwhile, SMMCC with different types of regional morphological features obtained comparable results. Specifically, SMMCC(T1), which utilized all types of regional morphological features, always achieved better results than using a single type of 
Comparisons with MMSCC
In this subsection, we further investigated how multicenter images contribute to better ASD diagnosis. We use the abbreviation "MMSCC" to denote the special case of M3CC when T 5 1 and g 5 0. In the experiment, we fed the multi-modality data of each imaging center into MMSCC-1 independently, that is, to train and test the classifier for each individual center. We also fed the multimodality data from all four imaging centers into MMSCC-4, without making any difference between them or considering their relationship. In this way, the four imaging centers shared the same classifier. Figure 5 summarizes the classification accuracies of MMSCC and compares it with M3CC. We can observe that M3CC outperformed MMSCC for all imaging centers. Although both MMSCC-4 and M3CC were trained with the multi-modality data acquired from all four imaging centers, M3CC considered the center-center relation and thus attained better outcomes. Comparing the classification accuracies of MMSCC-4 and MMSCC-1, one may easily observe that both of them obtained comparable results on NYU. Meanwhile, MMSCC-1 was worse than MMSCC-4 regarding the other three centers. This phenomenon might be related to the fact that NYU has enough training data, while the other tasks are relatively limited in terms of the numbers of their subjects.
Discriminative Regional and Inter-Regional Features
We report the most discriminative features that were selected from both T1-weighted MRI and rs-fMRI to identify the ASD patients from healthy controls. Checking the features selected by M3CC at each cross-validation fold, we found that the features selected across different imaging centers could be slightly different. However, the common features, which were closely related with the disease, were always selected and assigned with large discriminant coefficients in different imaging centers. Quantitatively, we selected the top 50 regional morphological features and top 100 inter-regional functional features for each image center over all cross-validation folds. The discriminative features were finally determined if they were commonly selected by all four centers. Table VII shows the discriminative regional morphological features selected by M3CC. One can observe that the selected features included measures from SSV, mean cortical thickness, cortical GMV, and subcortical WMV. The diversity of the sources of discriminative features indicates that different types of regional morphological features were complementary to each other when identifying ASD from healthy controls. It is also observable that the selected features were distributed in various brain regions, which indicates the spread of morphological abnormalities over the whole brain in ASD patients. It is worth noting that 12 out of the 24 features were from the cortical GM, which implies the significance of detecting anomalies in cortical GM for ASD diagnosis. Table VIII shows the most discriminative inter-regional functional features selected from rs-fMRI. The number in the parenthesis indicates the indices of the functional regions in AAL template. Figure 6 further visualizes the common discriminative connections shared by four imaging centers using connectogram. The intra-hemisphere connections in the left and right hemispheres are plotted in green and red, respectively, while the inter-hemisphere connections are plotted in black. The thickness of each line indicates the total weight of the feature across four centers.
The connections that contribute to accurate ASD diagnosis are not only restricted within the same hemisphere or same lobe, but also across both hemispheres and all lobes. Although the number of the intra-hemisphere connections in the left hemisphere is similar with the number in the right hemisphere, the intra-hemisphere connections in the left hemisphere has larger weights in Figure 6 , which is consistent with the left-hemisphere hypothesis for ASD [Chandana et al., 2005; Chugani et al., 1997] . Besides, the selected connections involved multiple cortical regions and subcortical structures, which have been related to ASD in the literature. For example, the temporal lobes, occipital lobes and calcarine sulcus are involved in processing the auditory and visual stimuli, language and nonlinguistic social stimuli. Previous studies have identified the abnormalities in all these regions for ASD patients [Johnson et al., 2005; Redcay, 2008; Schultz et al., 2000; Wetherby et al., 2004] . It is also interesting to notice the asymmetry between the left and the right hemispheres, such as the connections between bilateral median cingulate regions and bilateral hippocampus regions. These observations provide important biomarker information that helps understand ASD. As a summary, M3CC can find the most discriminative features, including regions and their connections. These evidences can be inferred by the proposed task-task and modality-modality regularization terms. The selection of these features is effective to the joint multi-modality multicenter classification for clinical ASD diagnosis.
CONCLUSIONS
This article proposes a multi-center classification framework for multi-modality ASD diagnosis. Specifically, two types of features, that is, regional morphological features and inter-regional functional features are extracted from T1-weighted MRI and rs-fMRI. To make full use of the complementary information shared by different imaging centers, the classification problem for each center is treated as one task. Both task-task relation and modality-modality relation are added as regularization terms in the learning process, where all centers are jointly classified by multitask learning.
In summary, the merits of the proposed method can be concluded as follows:
1. Both "task-task" and "modality-modality" relations are integrated. We devise the task-task relation with the assumption that, if the image data from two imaging centers are related with each other, the feature representations of ASD should be highly similar. That is, for corresponding features, their discriminant coefficients toward disease labels should be similar. Meanwhile, we devise the modality-modality relation with the assumption that the discriminant functions for different modalities of one subject tend to reach the same disease label. As different imaging centers have different numbers of subjects and also different modalities have different numbers of features, the proposed framework can be generalized to handle the real clinical applications flexibly. 2. In the proposed framework, the feature selection and classification are jointly considered, to allow them to interact with each other for improving the classification performance. In this way, the selected features are the most suitable ones for the classifier, and the classifier parameters are tuned to the best for the selected features. This is quite different from most existing methods for multi-task multi-modality disease diagnosis that always considered feature selection and classifier modeling as two separate steps [Jie et al., 2015; Zhang and Shen, 2012] . One obvious disadvantage of these methods is that the processes of feature selection and classifier modeling have different learning criteria, such that their inherent correlation is ignored.
APPENDIX
We prove that Algorithm 1 makes the value of the objective function in Eq. (11) decrease monotonically. 
where P 
where H
