We remark that the Graphoid intersection property, also called intersection property in Bayesian networks (Chapter 3 Theorem 1 [1]), is a particular case of an intersection property, in the sense of intersection of coverings, for factorisation spaces, also called factorisation models [2] , factor graphs. Direct consequences of this are the equivalence between pairwise Markov property and local Markov property, the Hammersley-Clifford theorem.
Introduction

Motivation
To describe the structure of dependencies of a set of random variables, as well said in Chapter 3 of [1] , one can introduce a ternary operator corresponding to the conditional independence:
"The notion of informational relevance is given [...] through the device of conditional independence, which successfully captures our intuition about how dependencies should change in response to news facts".
For any three random variables with discrete values, we will note X ⊥ ⊥ Y | P Z 1 the fact that X is independent to Y conditionally to Z (Section 4 Eq (28) ).
Let W, X, Y, Z be four random variables for which P W,X,Y,Z is stricly positive. The intersection property or intersection axiom, in Bayesian networks 2 , is as follows:
1 P will be omitted from now on, as in literature. 2 As found in [3] (Chapter 2 Proposition 2.12) or [1] (Chapter 3 Theorem 1).
(X ⊥ ⊥ Y |(Z, W )) ∧ (X ⊥ ⊥ W |(Z, Y )) =⇒ X ⊥ ⊥ (Y, W )|Z (1) In this document we are interested in a more general way to describe dependencies of a set of variables, which is through factorisations. Factorisation is central for graphical models and some algorithmic tools such as the sum-product message passing have been developed to estimate their marginals.
Structure of this document
In this presentation we will derive an intersection property for factorisation spaces (Theorem. (1), Corollary. (3)), that generalises the Bayesian intersection property (Corollary. (6) . More explicitly, there is a poset morphism stable under intersection between the poset of coverings of a given finite set I, that corresponds to the family of variables, to the poset of factorisations (Corollary 1). No hypothesis of finitness will be needed on the sets of variables E i nor on I (Corollary. (3)).
An application of this property is the existence of a minimum factorisation for strictly positive functions ( [2] ) in a more general setting (Corollary.(4), Corollary. (5)). An other consequence is the Hammersley-Clifford theorem (Corollary. (7)), for which we give an other proof, and that we show to be inherited from a property for graphs.
We will first give the definitions and some general properties (Subsection.(2.1),(2.2)) of factorisation spaces and orders on coverings 3 . This will lead us to relate the two through Proposition.(3).
Our aim in Section.(3) is to extend Proposition.(3) thanks to the intersection property (Theorem. (1)). In this section we do not assume the E i , i ∈ I to be finite, however we assume I to be finite.
In the next section (Section.(4)) we give a stronger intersection property when the condition I finite is released (Corollary. (3)). The intersection property is briefly mentioned in Appendix B Proposition B.5 of [4] , with restrictive hypothesis, as a consequence of the interaction decomposition. The proof we give of this result holds in a more general setting and is a direct one. However the aim of this presentation is to insist on how this property is in fact central for hierarchical models and to replace it in a natural framework. Indeed, it will be shown in [5] that it is in fact at the origin of the interaction decomposition, and in [6] that it has a deep homological interpretation. A statement of the interaction decomposition can be found in Appendix B Proposition B.4 of [4] .
Definitions
Factorisation
From now on I denotes a finite set. We note P(P(I)) = M . Let for all i ∈ I, E i be any non empty set. E = i∈I E i is a set of functions 4 on I. For x ∈ E, one has that pr i (x) = x(i), and for a ⊆ I non empty, we will note x |a as x a . We will call E a = i∈a E i and,
Let • be a given singleton. Then there is only one application of domain E to • that we call π ∅ ; we pose
And so on, referring the domain in the uppercase and of the codomain in the lowercase. R +, * can be seen as a vector space for the product law and the exponentiation; we recall that the Cartesian product of vector spaces can be given a structure of vector space. Pose G = (R +, * ) E and G a ⊆ G the vector subspace 5 of G constituted of functions f that can be factorised by π a , in other 4 The set of function from I to i∈I Ei that are sections of the first projection of i∈I Ei. 5 In this presentation we decided not to take the logarithm to be faithfull to how factorisation spaces or factor graphs are usually introduced.
words there isf such that f =f • π a .
For A ∈ M , let us define,
G a is the factorisation space over A , and an element of G A is said to be A -factorisable.
Order on coverings
Definition 2. Let us define an intersection ⊓ and a relation R on M . For all A , B ∈ M ,
Proposition 1. R is pre-order that we will note ≤ and for
6 Here subset of I are identified to equivalent classes, under permutation, of words made up of letters in I. 7 ∧ is the logic operator "and".
The last is proven the same way noting that
Definition 3. Let us introduce the usual equivalence relation for a pre-order
Let q : M → J, with J any poset, be a pre-order morphism, in the sense that for any a, b ∈ M such that a ≤ b, q(a) ≤ q(b). q is said to preserve the equivalence relation when for all
Suppose, furthermore, that q preserves the equivalence relation.
If, for any f : M → K, with K a poset, that is a pre-order morphism and that preserves the equivalence relation, there is a unique f that is a poset morphism such that f = f • q. Then we will say that q verifies the universal property (P ).
Let us note M / ∼ as M .
Proposition 2. If two pre-order morphism
that preserve the equivalence relation, verify the universal property (P ), then there is a poset isomorphism between J and K.
Let us define p as,
There is a unique order
) is a pre-order morphism and verifies (P ). It verifies for all
A , B ∈ M , [A ]≤[B] ⇐⇒ A ≤ B.(8)
Furthermore one can define a union on M and an intersection such for all A ,B,
[A ∪ B] = [A ] ∪ [B], [A ⊓ B] = [A ] ⊓ [B] .(9)
The properties Eq.(10), Eq.(11), Eq.(12) stay true on M . Let us recall them,
Proof. Let p 1 : M → J, p 2 : M → K, that preserve the equivalence relation, verify the universal property (P ). Then there is p 1 ,p 2 , two poset morphisms, such that
, in other words the following diagram commutes:
Le us define the following relation for x, y ∈ M ,
(M , ≤) is a poset (see E.III.3 [7] ).
Let f : M → K, with K a poset, be a pre-order morphism that preserves the equivalence relation. By the universal property for the quotient map,there is a unique
). Therefore f is a poset morphism 9 .
Suppose that there are two orders ≤ 1 and
are pre-order morphism and verify (P ). Then there is p, a poset isomorphism, such that p = p • p. But by the universal property for the quotient map, p = id. Therefore id :
Similarly, by property Eq.(12)
Therefore the union and intersection given by Eq.(9) are well defined.
. And one proceeds similarly for the two other properties.
We will now also note ≤ as ≤.
Example 2. Consider I = {1, 2, 3, 4}. {{1, 2}, {1, 3}} ≤ {I} and this is true for any element of M .
Remark 2. By construction, any section 10 of p is a poset isomorphism. For example if we note, as considered in section 2 [2] ,Â = {a ⊆ I : ∃b ∈ A a ⊆ b} the saturation of A in P(I), then [A ] →Â is a section of p;M the set that contains allÂ is a poset for ≤ and p |Â is a poset isomorphism. On M , ≤ is equal to the inclusion ⊆ and ⊓ = ∩.
Proposition 3. Let,
If for all i ∈ I, |E i | ≥ 2 then Φ is injective and is a poset isomorphism.
Let us remark that for all a, b
10 A section of an application f is an application s such that f • s = id. 
Intersection property for factorisations on finite posets
For a, b, c ⊆ I such that b ∪ c = a and b ∩ c = ∅, one has that π a (c,d) :
Thus we can also write, for any a, b ⊆ I, x a = x a∩b x a∩b .
Lemma 1. Let a ⊆ I, B ∈ M ,
Proof. Let f ∈ G a and (
There are f a , (g b ) b∈B such that for all , π a (x a c a ) = x a and π b (x a c a ) = (x b∩a c b∩a ) . So,
Theorem 1. I is finite and (E i ) i∈I be family of non necessarily finite sets.
Equivalently,
Let us prove the other inclusion by induction on |A |.
|A | = 1 is the previous Lemma.1.
Suppose that for all
Therefore by the induction hypothesis, f 2 ∈ G C ⊓B , and so f ∈ G B⊓{α} G C ⊓B . One remarks that ({α} ⊓ B) ∪ (C ⊓ B) = A ⊓ B so f ∈ G A ⊓B . Which ends the proof by induction.
Corollary 1. For all
Which can be rewritten as, for all A , B ∈ M ,
Extension for infinite posets
Let now I be any set and let us use the sommation convention instead of the product one, by composing the fonctions by the logarithm on their codomain. In other words, let E = i∈I E i and R E be the set of functions from E to R, and let for any a ⊆ I of finite cardinal, g a be the ones that factorise through π a .
We would like to give a similar definition of g A to the one we gave earlier (Definition.1), were the sum would be taken on any finite subsets that are in A . To do so let us recall that for a given collection (W x ) x∈E of vector subspaces of a vector space V one defines the sum of this collection as:
However this definition is too naive as, if the cardinal of I is not finite,
To remediate to this fact we will need to consider only posets that are saturated in P(I).
Definition 4.
LetM be the the set of saturated posets in P(I).
For any
. For I finite, these definitions are the same than the ones we gave in the previous sections
One has an equivalent to Proposition.(3) that holds (remark. (3)) that we enounce for clarity reasons. 
Corollary 2. For all
(21)
There are by definition,
We will now show that a stronger version of Corollary. (2) holds for the intersection on any family of elements of M .
Corollary 3. For any family
Before giving a proof of this result, let us first state the following lemma, Lemma 2. Let V 1 , V 2 be two vector subspaces of g. If for any finite a ∈ P(I),
Then,
A direct consequence of Lemma. (2) is that if for any finite a ∈ P(I),
Then
Proof of the Corollary. (3) . Let (A j ) j∈J be a family of elements ofM . Let a ⊆ I of finite cardinal.
. And {g A j ∩ {a} : j ∈ J} is finite, so
can be rewritten as a finite intersection and by Corollary. (2),
By Lemma. (2),
The other inclusion is always true (Remark. (2)) as for any i ∈ J,
Remark 6. This proposition can also be stated in terms of the G A by taking the exponential:
Applications
Minimal factorisation
In [2] a proof of the existence of a minimum factorisation 12 is given, based on the existence of the interaction decomposition, when E is finite and I finite. Let us give a proof of this result using Corollary.(17), so without assuming E finite.
Corollary 4. (Minimum factorisation Chan & Yeung)
Let I be finite. For all f ∈ G let us call
admits a minimum and we say that f admits a minimum decomposition.
Proof. Let us call the subset of M that correspond to factorisations of f , M (f ) = {A | f ∈ G A }. Let us remark that the intersection property (17) enables us to conclude that M (f ) is stable under ⊓, therefore,
The same result holds when no assumption of finiteness is made on I.
A is the minimum of F (f ).
Markov properties and Hammersley-Clifford
Let us consider four random variables W, X, Y, Z taking values respectively in E 0 , E 1 , E 2 , E 3 finite sets, with strictly positive joint law. Let us recall the law of X conditionally to Y ,
Conditional independence is usually defined as follows,
Corollary 6. (Bayesian or Graphoid intersection property)
Let X = (X i ) i∈I be a finite collection of random variables with values respectively in E i and for a ⊂ I X a = (X i ) i∈a = X |a .
As stated in Chapter 3 [4] , one can associate to a finite graph G = (I, D) and a collection of random variables (X i ) i∈I three different Markov properties.
Definition 5.
A stricly positive probability P X on a finite set E = i∈I E i obeys, 1. (P ) the pariwise Markov property relative to G , if for any pair (i, j) of non-adjacent vertices
2. (L) the local Markov property relative to G , if for any vectex i ∈ V ,
And we call the respective sets P (G ), L(G ).
Let G = (I, D) be a graph. We will note C the set of its cliques 13 .
Corollary 7. (Hammersley-Clifford)
Let G = (I, D) with I finite. For all P X strictly positive probability law on a finite E,
Let (i, j) a pair of I, [i, j] = {i ∪ (I \ {i, j}), j ∪ (I \ {i, j})}, for all P on E, X i ⊥ ⊥ X j |X I\{i,j} ⇐⇒ P X ∈ G [i,j] . Similarly, for all i ∈ I, let [i] = {I \ i, i ∪ ∂i}, for all P on E, 13 A clique is a subset of G such that every two distinct vertices are adjacent. So we proved that,Â P = C . For the local case (Â L ) one has to remark that a is a clique of G if and only if for all i ∈ a, a ⊆ {i, ∂i} (for exemple see slide 6 [8] ).
Let us define
X i ⊥ ⊥ X I\(i∪∂i) |(X ∂i) ⇐⇒ P X ∈ G [i] .
A L = ⊓ i [i].
Proof of Corollary.(7)
. Let us remark that P X ∈ P (G ) if and only if P X ∈ (i,j): i / ∈∂j G [i,j] and similarly P X ∈ L(G ) if and only if P X ∈ i∈I G [i] .
As P X is stricly positive, by Corollary. (1),
Similarly, when G = (I, D) is any graph and (E i ) i∈I any collection of sets, Lemma.(3) still holds and one has the following result.
Corollary 8.
(i,j)∈I×I
