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This paper establishes a type of Kantorovich inequality subject to some 
constraints and obtains some lower bounds for the relative elliciency of the least 
squares. These lower bounds can be much sharper than that obtained by using the 
unconstrained Kantorovich inequality. Multivariate extensions of the resuIts are 
also obtained. Some interesting examples are presented. ‘f? 1992 Academic Press, Inc. 
1. INTRODUCTION 
Let A be an n x n symmetric positive definite matrix and x be an n x 1 
vector satisfying x’x = 1 (all matrices and vectors considered in this article 
have real elements). The Kantorovich inequality asserts that 
(1.1) 
where A, 2 ‘.. 2 A,, are the eigenvalues of A. In the last two decades, much 
attention has been focused on multivariate extension of (1.1). Let X be an 
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n x p matrix such that x’X= Z,, the identity matrix of order p. Bloomlield 
and Watson [3] and Knott [6] showed that 
min(n,n-p’ (Ji+&-i+l)* (X’AXI JX’A-iX(< n - 
i= 1 42;&-j+, . 
(1.2) 
Khatri and Rao [4] further showed that for n xp matrices X and Y satis- 
fying x’X= Y’ Y = Z,, 1X’A YI 1 Y’A ~ ‘Xl has also the upper bound given by 
(1.2). Other extensions can be found in Khatri and Rao [S] and Rao [lo]. 
A recent note by Marshall and Olkin [9] provided a different multi- 
variate extension of (1.1): They showed that for X’X = Z,, 
(1.3) 
where A Q B means B-A is nonnegative definite for two symmetric 
matrices A and B. Note that (1.3) is the same as (1.1) if p= 1. Baksalary 
and Puntanen [l] extended (1.3) by allowing A to be singular and, conse- 
quently, replacing A -’ and 1, by the Moore-Penrose inverse A + and the 
smallest nonzero eigenvalue of A, respectively. 
The Kantorovich inequality and its extensions play important roles in 
the study of relative efficiency of the least squares estimator (LSE) in linear 
models (e.g., Bloomfield and Watson [3]; Khatri and Rao [4]). Note that 
the LSE is a linear unbiased estimator but not necessarily the best linear 
unbiased estimator (BLEU). However, because of its simplicity and 
popularity, the LSE may still be preferred unless its relative efficiency (to 
the BLEU) is substantially low. Thus, some lower bounds for the relative 
efficiency of the LSE are useful in studying the performance of the LSE. 
The Kantorovich inequality provides an important tool in establishing 
such bounds. 
However, in efficiency studies the lower bounds produced by the 
inequalities ( 1.1) and (1.3) are often not sharp enough, since only the 
smallest and the largest eigenvalues are involved in (1.1) and (1.3). Note 
that inequality (1.2) involves not just I, and 1, and therefore provides 
more information in comparing the efficiencies of the LSE and BLEU (see 
Khatri and Rao [4]). It is desired to obtain improved inequalities of type 
(1.1) or (1.3) in terms of other eigenvalues of A, but improving (1.1) or 
(1.3) cannot be done without putting any constraints on x (or on X), since 
the equality in (1.1) or (1.3) can be achieved by choosing a particular x or 
X. The main purpose of this article is to establish some Kantorovich 
inequalities subject to linear constraints and to study their applications in 
studying the efficiency of the LSE. 
In Section 2, we establish a constrained Kantorovich inequality and 
286 WANG AND SHAO 
obtain some lower bounds for the relative efficiency of the LSE. These 
lower bounds can be much sharper than that obtained by using the 
unconstrained Kantorovich inequality (Magness and McGuire [S]). 
Several examples of applications of our main results are discussed. 
Section 3 presents some matrix versions of the constrained Kantorovich 
inequalities, which are multivariate extensions of the result in Section 2. 
These algebraic results are established by using the estimation theory in a 
Gauss-Markov model, an approach different from that of Marshall and 
Olkin [9]. Some examples of applications of the results are also presented. 
Although we focus on constrained inequalities of type ( 1.1) or ( 1.3), 
constrained Kantorovich inequalities of other types, such as (1.2), can be 
established in a similar manner. 
2. THE CONSTRAINED KANTOROVICH INEQUALITY AND 
ITS APPLICATIONS 
The following result is an extension of (1.1). It will be called the 
constrained Kantorovich inequality. 
LEMMA 1. Let A be an n x n positioe definite matrix with eigenvalues 
A,, B ... 2 A, and the corresponding orthonormal eigenvectors cp,, . . . . (P,,. 
Let i,, I=1 ,..., k, be integers satisfying 1 < i, < ... < ik <n, k < n, 
@I = ((Pi1 3 -.-I cpJ, and &‘(Ql) be the linear space generated by the columns 
ofGl. Then 
x’Axx’A-‘x (Ai, + Q2 
(x’x)2 = 4iil;Lik 
(2.1) 
and the maximum is attained if and only if x = c(qi, + cpc) with a 
constant c. 
Proof: Without loss of generality, we assume that i, = 1, I= 1, . . . . k. 
Denote Q1 = (cp,, . . . . qPk), and /i, =diag(l,, . . . . A,). Since x~./I(@r) if and 
only if there is a k x 1 vector t such that x = Q1 t, we have 
x’Axx’A - ‘x 
.y;y@,, (XIX)2 =y;: 
t’n,tt’n;‘t (h”++l)2 
(t’t)2 = 41,& 
XfO 
by using (1.1). Thus (2.1) is proved. 
The remaining part follows from the proof of (1.2) in Bloomfield and 
Watson [3, pp. 123-1241. i 
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Note that the supremum in (2.1) is taken subject to the constraint 
XEAq@l). If QJi= (cp,, . ..) cp,), then .&(G1) is the whole space and (2.1) 
reduces to the unconstrained Kantorovich inequality ( 1.1). 
We now apply (2.1) to obtain lower bounds for the relative efficiency of 
the LSE in linear models. Consider the general linear model 
y=xfl+E, E(E) = 0. COV(&) = v, (2.2) 
where y is an n x 1 vector of observations, X is an n xp design matrix, /I 
is a p x 1 vector of unknown parameters, E is an n x 1 vector of random 
errors, and V is positive definite. For any estimable function c’fl, its LSE 
is c’s= c’(XX)- X’y, where A- stands for a generalized inverse of A, and 
the “BLEU” of c’fl is c’p = c’(X’ V- ‘A’) - x’ V- ‘y. The relative efficiency of 
c’B with respect to c’fl is 
Var(c’fl) 
Eff(c$) = -. 
Var( c’p) (2.3) 
It is well known that Eff(c’fi) 6 1 and under some conditions, c’$ = c’fl for 
any estimable function c’b and therefore Eff(c’fl) = 1 (see, e.g., Rao and 
Mitra [ll, p. 1551; Zyskind [12]). In general, Eff(c’j?) can be smaller than 
1 and a lower bound for Eff(c’&, due to Magness and McGuire [S], is 
4J,& 
Ef-w) a (nl + 12,)2’ (2.4) 
where A, 2 .. . > A,, are the eigenvalues of V. The lower bound in (2.4) is 
obtained by using the Kantorovich inequality (1.1) and it holds for all X 
and all estimable functions cl/?. However, it is quite common to have some 
information about X and therefore the lower bound in (2.4) can be 
improved. The following result gives a sharper lower bound of Eff(c’f) by 
using Lemma 1. 
THEOREM 1. Assume model (2.2). Let r = rank(X), I1 > . . . 2 A,, be the 
eigenvalues of V and ‘pl, . . . . q,, be the corresponding orthonormal eigenvec- 
tors. Suppose that ~Z(X)c&!(cp,,, . . . . Cp& ) for some integers i, satisfying 
1 Gil6 . . . < ik d n, k G n. Then for any estimable c’p, 
Eff(c’$) = 1 ifr = k, (2.5) 
Proof. If r= k, then &(X)=J?(~~,, . . . . cp,,). From Theorem 2 of 
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Zyskind [ 121, c’@ = c’p for any estimable function c’/l and therefore (2.5) 
holds. 
Suppose that r < k. Consider the full rank decomposition X= PQ’, where 
the columns of P form an orthonormal basis for A’(X). From the 
estimability of c-‘/I, there exists a p x 1 vector c( such that c = x’a. Let 
w  = P’cr. Then 
Var(c’g) = a’PP’VPP’a = w’PVP’W (2.7) 
and 
Var(c’fl)=a’X(xlVPIX)) X’~=W’(P’V-‘P)~’ w> 
(w’w)Z 
w’P’VplPw (2.8) 
by the Cauchy-Schwarz inequality. Combining (2.7)-(2.8), we obtain that 
Eff( c$) = 
(w’w)2 ( u’u)2 41il lik 
w’P’vPww’p’v-‘Pw~=u’v24u’v~‘u~ (&, +q 
where u = Pw and the last inequality follows from Lemma 1 since 
u = Pw = PP’c( E A(X) c .A’(cp;, , . . . . (pik ). This completes the proof. 1 
Remarks. (i) Since A(X) c A’(cp i, . . . . cp,), result (2.4) is a special case 
of (2.6). 
(ii) The best lower bound in (2.6) corresponds to the smallest eigen- 
subspace containing A’(X). If M((pi,, . . . . (pik ) is the_ smallest eigen-subspace 
containing A(X), then the lower bound of Eff(c’fl) is unrelated to iii with 
i4 {il , . . . . ik}. 
(iii) If r < k, then either I, < A, or A(X) is generated by eigenvec- 
tors of V. This means if r < k, then the lower bound in (2.6) cannot be 1 
unless the columns of X are eigenvectors of V. This assertion can be shown 
as follows. If Ai, = Aik, then Ai, = ... = A, and A((pi,, . . . . cpik) is an eigen- 
subspace corresponding to A,. From A’(X) c A(cp,,, . . . . cpik), any basis of 
the subspace d(X) consists of eigenvectors of V corresponding to 1,. 
The lower bound (2.6) can be much sharper than the lower bound (2.4), 
as the following examples indicate. 
EXAMPLE 1. Consider the following special model of (2.2): 
y=l.e+E, E(E) = 0, COV(E) = v, 
where 1, is the n x 1 vector of ones and 0 is an unknown parameter. Blom 
[2] and Zyskind [13, p. 13611 observed that the LSE p= ~~=i~Jn is also 
the BLEU if and only if V has all of its row totals equal, because Vl, = cl,, 
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for some scalar c implies X= 1, is an eigenvector of V. An example of such 
a covariance matrix V for n = 4 is the following: 
vo = 
i 112 ; / -2 0 + 2 A/2-2 +2 0 ;1/2 A/  0 + - 1 @2 11 0 - + 1 
For this case, VJ, = 11, and j is the BLUE. However, if V0 is perturbed 
by a small change, 
&I2 -I- 2 n/2 - 2 0 0 
1112 - 2 
v, = 
A/2 + 2 0 0 
0 0 (A+ &)/2 + 1 (A+ &)/2 - 1 
0 0 (A+E)/2- 1 (n+&)/2+ 1 i ) 
then 1, is not an eigenvector of V, when E > 0 and therefore j is not the 
BLEU. The matrix V, has four eigenvalues: 1, I + E, 2, and 4. The eigen- 
vectors corresponding to I and ;1+ E, respectively, are cpl = ((l/a) l;, 0)’ 
and ‘pz = ((0, l/d) 1;)‘. S’ mce ~%‘(cp,, (p2) is the smallest eigen-subspace 
containing 1 4, it follows from Theorem 1 that 
Note that El@) -, 1 as E +O. Hence the LSE v is quite robust against 
small perturbations in this problem. 
If we use the lower bound in (2.4), then by assuming I + E < 2 as an 
example, we obtain 
161 
EW 2 (n + 4)*' 
Thus, in this example, the lower bound in (2.6) is much sharper than that 
in (2.4). In fact one cannot show the robustness of j by using the lower 
bound in (2.4). 
EXAMPLE 2. Consider the random effect model 
y=l,p+ UC+&, E(E) = 0, COV(&) = 0,21,, 
where y is an n x 1 vector of observations, p is a non-random unknown 
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parameter, U is an n xp known matrix of full rank, 5 is a p x 1 random vec- 
tor with E(5) = 0 and Cov(<) = a$Z,, and E is an n x 1 vector of errors and 
is independent of 5. Let 
U=@ 
A l/2 
( > 0 Qi 
be the singular value decomposition, where @ = (q,, . . . . cp,) with @‘0 = I,,, 
A = diag(A,, . . . . 1,) with A, > ... a,?,>0 and Q is a pxp matrix with 
Q’Q = ZP. It is easy to verify that V=Cov(y)= o:UU’+ o:Z,, has eigen- 
values oil, + a:, . . . . ail, + af, cf (multiplicity is IZ -p) with the corre- 
sponding orthonormal eigenvectors cp, , . . . . (P,,. We consider the following 
two cases: 
(1) If all the row totals of c’u’ are equal, then the LSE j is the 
BLEU of p. 
(2) If the row totals of Uu’ are not equal, then 1, is equal to neither 
(pi, nor linear combinations of fpP+ i, . . . . cp,. Assume that I, = Cie,~i~i for 
a subset Zc { 1, . . . . n) and some constants CY;. Let i, = min { i : i E Z}. Then by 
Theorem 1, 
4( 1 + II, ai/a,2) 
Eff(y) 2 (2 + n,+r3’ . 
This lower bound is better than the one obtained from (2.4). 
Let e= (e,, . . . . e,)’ be a random vector satisfying 
i 
cr2 




Then the covariance matrix Cov(e) has the following property: It has a 
single eigenvalue i = g2[1 + (n - 1) p] with eigenvector 1, and a repeated 
eigenvalue T = (r2( 1 - p) with multiplicity n - 1. More generally, it is very 
common that the covariance matrix V in the linear model (2.2) has the 
form 
V = block.diag( V,, , . . . . I’,,), (2.10) 
where each V,, is a positive definite matrix of order ni and satisfies 
V,; has a single eigenvalue Ai with eigenvector 1,; (2.11) 
Vn, has a repeated eigenvalue zi with multiplicity ni - 1. (2.12) 
We have the following result as a consequence of Theorem 1. 
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COROLLARY 1. Suppose that the covariance matrix V in model (2.2) 
satisfies (2.10)-(2.12). Then we have the following results: 
(i) Let J1 = (lk,, 0, . . . . 0)‘, J2 = (0, lb,, . . . . 0)‘, . . . . Jk = (0, 0, . . . . l;,)‘. If 
AC(X) c A’( J, , . . . . Jk), then for any estimable function c’/3, 
42*1* 
Efw9 2 (j”* + A*)2’ 
where A, = mm{&> and d* = max(&). If in addition, I, = A*, then c’fl is 
the BLUE for any estimable c’fl. 
(ii) IfX’Ji=O for all i, then for any estimable function c’fl, 
42*2* 
Eff(4) 2 (T* + T*)2, 
where r,=min{zi} andz*=max{Ti}. If in addition, ~*=z*, then c’s is the 
BLUE for any estimable cl/I. 
(iii) Ifin (2.10), k= 1 and 1, is a column of X, then c’b is the BLUE 
for any estimable cl/?. 
Proof: (i) For each i, Ji is an eigenvector of V corresponding to the 
eigenvalue li. Hence the result follows from Theorem 1. 
(ii) X’Ji = 0 for all i implies that M(X) is contained in the subspace 
generated by the eigenvectors of V corresponding to the eigenvalues 
71) . ..) 2”. Hence the result follows from Theorem 1. 
(iii) Since rank(X) = r and 1, is a column of X, we can find linearly 
independent vectors zl, . . . . z, such that z1 = 1, and J?(X) = A(z,, . . . . z,). 
Condition (2.11) and k = 1 implies that 1, is the eigenvector corresponding 
to the single eigenvalue of V. Let ‘pl = l,, (p2, . . . . q,, be orthogonal eigen- 
vectors of V. Then &Z(X) c &(rp,, . . . . cp,) and there are constants cii such 
that 
Zj= f: Cij'pi=C*jl,+ ~ Cij(pj, j= 1, . . . . r. 
i=l i= 1 
Let tj=Cyz2cij(pi,j=2, . . . . r. Then ~Z(x)c.M(l,,, t2, . . . . [,). From (2.12), 
tj are eigenvectors of V. Hence the result follows from Theorem 1. 1 
EXAMPLE 3. A simple example where M(X) c A( J,, . . . . Jk) is the one- 
way analysis of variance model: 
Yij = p + cli + Eij, j = 1, . . . . ni, i=l k. 3 A**, 
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If for i # i’, Cov(cii, E,~) = 0 and COV(E;~, cji’) is given by (2.9) with g2 = af, 
p = pi, then conditions (2.10)-(2.12) are satisfied. Hence Corollary 1 can be 
applied to this problem. 
In some problems we are only interested in parameter functions of 
the form c’fl for some c. The following corollary follows directly from 
Theorem 1: 
COROLLARY 2. Suppose that ,X(X(X’X)’ C) = A(cp!,, . . . . gOi,) for some 
l<i,< ... <i,<n, where (X’X)+ is the Moore-Penrose inverse of X’X, 
c = (c,, . ..) c,) and c:p, i= 1, . . . . I, are linearly independent estimable 
functions. Then for any c E A(C), 
EXAMPLE 4. Consider the analysis of variance model, 
Yij=/J+ai+flj+Eijf i = 1, . . . . a, j = 1, . . . . b, (2.13) 
where ai are effects of a factor, Cf=, a, = 0, and 8, are block effects, 
CT=, Bj = 0. Between blocks, the errors &ij are independent. Within the jth 
block, COV(E~,, E,~) = CT,‘~, if 1# k and = a; if 1= k. Thus, the error 
covariance matrix V satisfies (2.10)-(2.12). 
We now consider the LSE of any contrast of a,, . . . . a,. Let 
cj = (0, 1, 0, . ..) 0, - 1, 0, . ..) 0)’ be an ab x 1 vector, where - 1 is in the 
(i+2)th component of cj, i=l,..,, a- 1, and C=(c ,,..., c,_~). Let 
Y = (14 aI, . . . . a,, PI, .-, fib)’ be the parameter vector. Since ciy, 
i = 1, . . . . a - 1, are linearly independent contrasts, any contrasts of a [, . . . . a, 
can be expressed as a linear combination of ciy, i = 1, . . . . a - 1. Hence we 
are interested in estimating functions of the form c’y, c E A(C). 
To apply Corollary 2, we need to calculate the matrix X(X’X)+ C, where 
X is the design matrix of model (2.13). Let zi = (0, 1, 0, . . . . 0, - 1, 0, . . . . 0)’ 
be an ab x 1 vector, where - 1 is in the (ib + 1)th component, 
i = 1, . . . . a - 1. Then C = X’Z, Z = (z ), . . . . z,- 1 ). Using the standard formula 
for evaluating the LSE of ai and j?,, we obtain that 
X(Xx)+ C= (h,, . . . . h,- ,)r 
where 
h, =(I;, -l;,O, . . ..O)'. 
h,=(l;,O, -1; ,..., 0)‘, 
. . . . 
h,-, = (l&0,0,..., -1;)'. 
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Note that 
Jl = (lb, 0, . ..) O)‘, 
J, = (0, lb, . . . . 0)‘, 
. . . . . . 
J, = (0, 0, . . . . I;)‘, 
are orthogonal eigenvectors of V corresponding to the single eigenvalues 
~,=a:[l+(b-l)p1],..., I, = 0: [ 1 + (b - 1) p,], respectively. Apparently, 
A’(X(X’X)+ C)c &‘tf(J,, . . . . J,) 
and therefore by Corollary 2, 
4/l*ll* 
Eff(c’P) 2 @* + 1*)2’ (2.14) 
for any CEJZY(C), where A* =min(l,, . . . . A,} and Iz* =max(A,, . . . . A,}. In 
particular, if uf = c2 and pi = p, then Eff(c’y^) = 1, i.e., for any contrast of 
aI> *.-, a,, its LSE is also the BLUE. The lower bound in (2.14) is much 
sharper than the lower bound obtained in (2.4), which is (assuming pi > 0) 
where r,=min{ai(l -pr), . . . . ~f(l -p,)} 
3. MATRIX VERSION OF THE CONSTRAINED KANTOROVICH INEQUALITY 
In this section we establish some matrix versions of the constrained 
Kantorovich inequality. Consideryhe general linear model 
y=xp+z, E(E) = 0, COV(&) = A -1, (3.1) 
where A is an n x n positive definite matrix. Let B be a positive definite 
matrix. Premultiplying (3.1) by B”* gives 
B’l’y = B112Xj? + e, E(e) = 0, Cov(e) = B’/*A - ‘B’/*, (3.2) 
where e = B”*E. Let p = B1’*Xj?. The LSE of p based on model (3.2) is 
fi = B”*X(X’BX)- X’By 
683/42/2-9 
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with covariance matrix 
Cov( fi) = B”2X(X’BX) - X’BA -‘BX(X’BX) - x’B”*. (3.3) 
If A and B are known matrices, then the best linear unbiased estimator of 
,U based on the same model is 
/i = B”*X(X’AX) ~ X’Ay 
with covariance matrix 
Cov( ji) = B”‘X(X’BX) - X’B”‘. (3.4) 
We now use (3.3)-(3.4) and Theorem 1 to establish the following result: 
THEOREM 2. Let X be an n x p matrix with rank I, A and B be two n x n 
positive definite matrices, z, > . . . > z, be the eigenvalues of B’12A- 1B’i2, 
and 5 1, . . . . 5, be the corresponding orthonormal eigenvectors. Suppose that 
JY(B”~X) c &c$,, . . . . 5,) for some 1 < i, 6 . . . < ik 6 n, k < n. Then 
X’BA - ‘BX< (7il + ‘&)* X’BX(X’AX) - X’BX. 
4Ti, zik 
(3.5) 
If k = r, then 
X’BA-‘BX=X’BX(X’AX)- X’BX. (3.6) 
Proof: Consider model (3.2). It follows from Theorem 1 that for any 
nx 1 vector c#O, 
Efffc’fi) = 1 ifr=k, 
47i17ik 
a (ti, + 7ik)2 
if r < k. 
Since c is arbitrary, we get 
Cov( fi) = Cov( J-2) ifr=k, 
G t7h + ‘ik)* cov(p) 
47i, 7i* 
if r < k. 
(3.7) 
The results (3.5)-(3.6) follows from (3.3), (3.4), and (3.7). 1 
Remark. Since it is always true that &Z(B”*X) c A(rl, ..,, t,), a special 
case of (3.5) is the following unconstrained Kantorovich inequality: 
X’BA-‘BX$1+7”)2X’BX(X’AX)- X’BX. 
4717” 
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The following corollaries are some interesting special cases of Theorem 
2. Let iI>, ... 2 A, be eigenvalues of a positive definite matrix A and 
‘p, , . . . . (P,, be the corresponding orthonormal eigenvectors. 
COROLLARY 3. Suppose that A”(X) c&Y(cpi,, . . . . cpik) for some 1 Gi, < 
. . . < ik d n. Then 
ff (X’X)-’ exists, then 
(x’x)-‘xw9&m-1 &-~;‘*)z (X’AX)~1. (3.9) 
11 zlr 
In particular, if X’X= I*, then 
(3.10) 
COROLLARY 4. Suppose that &(A ‘12X) c M(qi,, . . . . cp,), 1 6 i, < . . . < 
ik Gn. Then 
where P,=X(X’X)- X’. Zf X'X=Z,, then 
r~2~< (Ail + nk)2 (~‘~-332 
' 41, I, 
(3.11) 
(3.12) 
COROLLARY 5. Let A and A-’ be partitioned as 
where A,, is m x m and A,, is (n-m) x (n-m). Suppose that M(Z,) c 
A(cPil, ..*3 Cpjk), 1 < i, < . . . < i, < n, where Z, = (I,,,, 0)’ is an n x m matrix. 
Then 
(3.13) 
Proof. Result (3.13) follows from (3.10) by letting X=Z,. m 
Special cases of (3.8~( 3.13) are the unconstrained Kantorovich 
inequalities obtained by letting A, = A,, 1, = A,, since &(‘p,, . . . . cp,) is the 
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whole space. The unconstrained version of (3.10) and (3.13) are also given 
by Marshall and Olkin [9] and their extensions to the case of singular A 
are provided by Baksalary and Puntanen [ 11. 
The inequalities (3.5), (3.8)-(3.13) have many statistical applications. We 
discuss two examples. 
EXAMPLE 5. Consider the following linear model 
y=Xp+E, E(E) = 0, COV(E) = 02zn, (3.14) 
where X is n x p and /I is p x 1. Suppose that /I = (fi;, /I;)‘, where /I, is m x 1 
and p2 is (p-m)xl, and X=(X,,X,), where A’, is nxm and Xz is 
n x (p -m). If we know /I2 = 0, then pi can be estimated by 
which is the BLUE since COV(E) = 0~1,. However, fl, is not robust against 
the violation of the assumption of p2 = 0. The LSE @, under model (3.14) 
is robust but not efficient when /I2 = 0 is true. Hence it is of interest to 
study the relative efficiency of fi, under fi2 = 0. When /I2 = 0, 
and 
Cov(~,)=a2(X;X,)-’ 
Cov(&) = 02(x’X)“, 
where (xIX)‘i is the upper left m x m submatrix of (X’X))‘. It follows from 
Corollary 5 that if A(Z,) c A(cpi,, . . . . cp,), 1 < i, d . . . < ik < n, then 
where 2, = (I,, 0)’ and vi, . . . . (P,, are orthonormal eigenvectors of X’X 
corresponding to eigenvalues 1, > . . . > 1,. In particular, since A(Z,) c 
Wcpl > **., cp,), we have 
cov(&)$(~;;;~)* Cov(j$). 
1 ” 
EXAMPLE 6. We now apply Theorem 2 to obtain an upper bound for 
the asymptotic covariance matrix of the weighted least squares estimator in 
the generalized linear model (GLM). The GLM is a natural extension of 
the linear model (2.2). In the GLM, the relation between the observation 
yi and the explanatory variable xi is not linear but 
Varb,) = We,), i = 1, . . . . n, 
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where p is a function on R and fi is its derivative, g( p(0,)) = xi/?, and g is 
a known function called the link function, xi is a p x 1 vector of known 
values, and p is a p x 1 vector of unknown parameters. No assumption on 
the joint distribution of y = (y, , . . . . v,J’ is made except that we assume the 
covariance matrix of y is of the form (2.10), i.e., a block diagonal matrix 
with small block sizes. 
Note that if p(t) E t and g(t) E t, then the GLM reduces to the linear 
model (2.2). 
The weighted least squares estimator fi of fl in the GLM is defined to be 
a solution of 
X’AS=O, 
where X= (x1, . . . . x,)‘, A =diag(h(x’, fl), . . . . h(xlB)) with h(t)=d(g(p))-‘/dt, 
and S= (yl -g-‘(xi/?), . . . . y, -g-‘(xifl))‘. Under some regularity condi- 
tions, it can be shown that (e.g., Theorem 1 in Liang and Zeger [7]) p^ is 
asymptotically normal with mean fi and the asymptotic covariance matrix 
L’= (X’ AA AX)-’ X’ A Cov(y) AX(x’ AA AX)-‘, 
where A = diag( @(0,), . . . . p(e,)). 
Let B = AA A and A = AA[Cov(y)] -’ A A. Then it follows from 
Theorem 2 that if JH(B”~X) c &(cp,, , . . . . cp,), 1 < i, < . . . < ik <n, then 
where cpl, . . . . (Pi are orthonormal eigenvectors of Cov(y) corresponding to 
the eigenvalues A,2 . . . > I,, . In particular, 
Z~(i;~~n)2{X’ AA[Cov(y)]-‘A AX}-*. 
In 
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