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Resumen
La redes neuronales artificiales han demostrado tener un muy buen desempen˜o en la
resolucio´n de problemas pertenecientes al a´rea de reconocimiento de patrones debido a
su alta tolerancia al ruido existente en la informacio´n de entrada.
Este art´ıculo presenta una nueva arquitectura neuronal, denominada GesRN, for-
mada por varias redes neuronales, que permite realizar la interpretacio´n de comandos
gestuales utilizados en el acceso a las diferentes funcionalidades de una aplicacio´n.
Un comando gestual es una figura realizada con un dispositivo digital manual, co-
mo el mouse o el la´piz o´ptico, que permite ejecutar un conjunto de acciones asociadas.
La correcta interpretacio´n de este tipo de comandos resulta una tarea compleja debido a
la gran variedad de patrones que pueden generarse para un mismo gesto.
Las mediciones realizadas han demostrado que GesRN posee una alta efectividad
en la resolucio´n del problema planteado.
Segu´n la arquitectura propuesta, la incorporacio´n de nuevos gestos no obliga a
realizar un reentrenamiento masivo de toda la estructura reduciendo de esta forma el
tiempo de aprendizaje.
Finalmente se presentan las conclusiones y se plantean algunas l´ıneas de trabajo
futuras.
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1 Introduccio´n
Las aplicaciones proveen diferentes formas de acceder a su funcionalidad, ya sea por medio
de menu´es desplegables, menu´es contextuales o teclas de acceso ra´pido. Algunas aplicaciones
ma´s modernas poseen una forma diferente de acceder utilizando como disparador un comando
gestual [11].
Un comando gestual es una figura realizada con un dispositivo digital manual como el mouse
o el la´piz o´ptico que, en caso de ser reconocido por el sistema como va´lido, ejecuta una o mas
acciones asociadas a dicho gesto.
El trabajo de reconocimiento de gestos es un problema complejo y requiere tener en cuenta los
siguientes factores:
• La captura de los puntos que representan el recorrido realizado con el dispositivo manual
al hacer el gesto, var´ıa segu´n la velocidad con la que e´ste se dibuja. Esto provoca que la
entrada del algoritmo de reconocimiento cambie, au´n para gestos que han sido dibujados
de misma forma pero a distinta velocidad.
• El algoritmo debe tener una cierta tolerancia a distorsiones del gesto. Puesto que los
gestos son comu´nmente utilizados como short-cuts, estos se dibujan con un movimiento
ra´pido, lo que hace que no se representen siempre de la misma forma.
• El mismo gesto realizado en dos instantes de tiempo puede variar en taman˜o.
• Los gestos que el algoritmo debera´ reconocer no esta´n prefijados, sino que se van agregando
al sistema a medida que el usuario lo requiera.
En la seccio´n 2 se describe la forma de representacio´n adoptada para cada gesto que es inde-
pendiente de la escala y la velocidad de dibujo utilizadas. Tambie´n se propone la manera de
modificarla para obtener una representacio´n independiente de la rotacio´n. La seccio´n 3 describe
detalladamente la arquitectura utilizada. En la seccio´n 4 se presentan los resultados obtenidos
en la resolucio´n del problema planteado y finalmente, en la seccio´n 5 se analizan las conclusiones
y se proponen algunas l´ıneas de trabajo futuras.
2 Representacio´n de Gestos basada en a´ngulos relativos
Existen diferentes alternativas para representar un gesto. En este trabajo se adopto´ una re-
presentacio´n basada en los a´ngulos relativos que se forman entre diferentes segmentos dentro
del recorrido. Otras opciones basadas directamente en la gra´fica han sido descartadas por su
distorsio´n a los cambios de taman˜o o a pequen˜as variaciones dentro de un mismo gesto.
Para poder obtener los a´ngulos es preciso realizar una interpolacio´n de los puntos que componen
la figura del gesto. Luego se particiona la curva en un nu´mero fijo de secciones y finalmente
se miden los a´ngulos entre secciones consecutivas. De esta forma se obtiene una secuencia de
a´ngulos que indican las variaciones relativas a puntos anteriores en la traza del gesto.
Esta representacio´n resuelve varios de los problemas existentes en la forma en que el gesto es
captado. Por un lado, la interpolacio´n asegura la independencia de la velocidad con la cual se
registra el movimiento. Por otro lado, la representacio´n a trave´s de a´ngulos es independiente de
la escala del gesto. Tambie´n es interesante considerar que so´lo el primer a´ngulo de la secuencia
es quien marca la rotacio´n absoluta del gesto; es decir que podr´ıa obtenerse una representacio´n
independiente de la rotacio´n con solo ignorar el primer a´ngulo de la secuencia. La figura 1
α
βγ
Figura 1: (a) Representacio´n del gesto, (b) Gesto dividido en secciones, (c) A´ngulos del gesto
muestra un ejemplo de un gesto en forma de S cuya especificacio´n consta de 9 puntos (Fig.1 a).
Luego de la interpolacio´n, el gesto es dividido en 15 segmentos (Fig.1 b). La representacio´n a
trave´s de los a´ngulos esta´ formada por, en primer lugar, el a´ngulo absoluto del primer segmento
y a continuacio´n los a´ngulos relativos entre cada par de segmentos adyacentes.
Los a´ngulos correspondientes a los segmentos de la figura 1.c) son los siguientes:
#(142o, 22o, 35o, 31o, 38o, 58o, 18o, -5o,-28o,-47o,-41o,-23o,-23o,-26o,-19o)
3 Arquitectura de GesRN
GesRN es una estructura formada por tres capas: una capa de entrada, una capa oculta y
una capa de salida.
La capa de entrada recibe los a´ngulos del gesto a reconocer utilizando la representacio´n indicada
en la seccio´n 2.
Cada elemento de la capa oculta, a diferencia de las otras capas de esta estructura, es una
subred neuronal cuya arquitectura se describe en 3.1 y posee la capacidad de interpretar un
gesto espec´ıfico. Ba´sicamente, estas subredes forman una capa competitiva del tipo “el ganador
se lo lleva todo” donde cada uno de sus miembros, ante el est´ımulo de un gesto de entrada,
calcula su grado de interpretacio´n. Se considerara´ ganadora a la subred que mejor reconozca
el gesto presentado. Todas las dema´s subredes tendra´n salida nula.
La u´ltima capa puede verse como una outstar de Grossberg ya que so´lo recibe excitacio´n de la
subred ganadora de la capa oculta. La cantidad de neuronas aqu´ı empleadas dependera´ de la
representacio´n que se desee utilizar para identificar cada gesto. Por ejemplo, podr´ıa asociarse a
cada uno de ellos un nu´mero de orden y obtener como salida la representacio´n binaria de dicho
nu´mero. No´tese que los pesos que unen a cada subred con esta capa no requieren entrenamiento.
La Fig.2 ejemplifica la arquitectura GesRN anteriormente descripta suponiendo que la i-e´sima
subred es la ganadora de la competencia. No´tese que el vector de salida final coincidira´ con
el vector de pesos que une la subred ganadora con cada una de las neuronas de la capa de
salida permitiendo de esta forma elegir la representacio´n que se considere ma´s adecuada para
identificar el gesto ganador.
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Figura 2: GesRN
3.1 Arquitectura correspondiente a cada subred de la capa interme-
dia
Cada subred de la capa intermedia de GesRN esta´ formada por una arquitectura feedfor-
ward [1][2] de cuatro capas: una de entrada, dos ocultas y una de salida [4].
A continuacio´n se describe el funcionamiento de las capas de cada subred junto con las funciones
de activacio´n utilizadas.
3.1.1 Capa de Entrada
Esta capa esta´ formada por las neuronas (e1, e2, . . . , en) donde n es la cantidad de a´ngulos que
caracterizan al gesto. Cada una de estas neuronas posee memoria propia en la cual se almacena
el valor que le corresponde al a´ngulo del gesto patro´n. De esta forma la primera neurona
guardara´ el a´ngulo de la rotacio´n absoluta del gesto, la segunda el primer a´ngulo relativo y as´ı
sucesivamente.
La entrada de esta capa estara´ dada por la secuencia de a´ngulos del gesto a evaluar y su salida
dependera´ de la diferencia entre los a´ngulos del patro´n original y los del patro´n actual.
La funcio´n utilizada para calcular la salida de cada neurona de esta capa debe poseer las
siguientes propiedades:
• Su valor debe ser siempre positivo y representar el error entre el a´ngulo esperado y el
a´ngulo recibido como entrada. Esto evita que los errores se cancelen al ser sumados a la
entrada de la siguiente capa.
• La funcio´n debe separar claramente tres secciones:
– Zona Cercana al valor deseado (menor a 10 grados de error) donde la diferencia entre
el a´ngulo real y el a´ngulo patro´n es cercana a 0.
– Zona cr´ıtica (entre 10 y 50 grados de error) que representa los errores ma´s significa-
tivos y por lo tanto, es el rango en el que se busca una distincio´n mayor.
– Zona de exclusio´n (ma´s de 50 grados de error) que representa los casos que no
deber´ıan ser aceptados.
y es la indicada en (1)
f ei (pi, oi) =
2
e−(pi−oi)2/700 + 1
− 1 (1)
3.1.2 Capas ocultas y capa de salida
Cada subred consta de dos capas ocultas H1 = (h11 , h12 , . . . h1r) y H2 = (h21 , h22 , . . . h2t) y una
capa de salida S = (s1); esta u´ltima formada por una u´nica neurona.
Todas utilizan funciones de salida similares en cuanto a su expresio´n pero difieren en su sensi-
bilidad a los valores de entrada. La forma general es la indicada en la ecuacio´n 2.
f(x) =
2
e−
x2
2∗d + 1
− 1 (2)
donde d es un factor que permite manipular la sensibilidad de cada capa. En particular se han
utilizado los valores 60, 1 y 0.1 para determinar las funciones de salida de las capas 2, 3 y 4
respectivamente.
Cada neurona de cada capa, siguiendo el modelo backpropagation, se encuentra totalmente
interconectada con las neuronas de la capa anterior y recibe como entrada el est´ımulo acumulado
de la manera habitual, como puede verse en la Fig.3
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Figura 3: Forma de las subredes de GesRN
A continuacio´n se describen los pasos a seguir para realizar la propagacio´n hacia delante dentro
de una subred, suponiendo que ya se ha efectuado el entrenamiento correspondiente.
Se utilizara´ la notacio´n wNij para el arco que va desde de la i-e´sima neurona de la capa (N − 1)
y llega a la neurona j-e´sima de la capa N , para N = 2, 3, 4.
3.2 Correspondencia hacia adelante
(a) Ingresar a la subred el vector de entrada P = (p1, p2, . . . , pn), correspondiente a la se-
cuencia de a´ngulos del patro´n actual a reconocer.
(b) Calcular la salida de cada neurona ei de la capa de entrada de la siguiente forma:
f ei (pi, oi) =
2
e−
(pi−oi)2
700 + 1
− 1 (3)
donde O = (o1, o2, . . . , on) es la secuencia de a´ngulos obtenidos del patro´n original alma-
cenada en la memoria de las neuronas de la capa de entrada, segu´n lo expresado en 3.1.1.
Por lo tanto, (pi − oi) es un valor perteneciente al intervalo [−180 . . . 180].
(c) Calcular la entrada neta y la salida de cada neurona de la primer capa oculta de la
siguiente forma:
netah1j =
n∑
i=1
f ei (pi − oi) ∗ wh1ij con j = 1 . . . r (4)
fh1j (neta
h1
j ) =
2
e−
(neta
h1
j
)2
120 + 1
− 1 (5)
(d) Calcular la entrada neta y la salida de cada neurona de la segunda capa oculta de la
siguiente forma:
netah2k =
r∑
j=1
fh1j (neta
h1
j ) ∗ wh2jk con j = 1 . . . t (6)
fh2k (neta
h2
k ) =
2
e−
(neta
h2
k
)2
2 + 1
− 1 (7)
(e) Calcular la entrada neta y la salida de la u´nica neurona que compone la capa de salida,
que dara´ como resultado el valor de aceptacio´n del gesto presentado a la red:
netao1 =
t∑
k=1
fh2k (neta
h2
k ) ∗ wsk (8)
f s(netao1) =
2
e−
(netaos1
)2
0.2 + 1
− 1 (9)
Como puede observarse, todas las funciones de activacio´n retornan valores cercanos a cero
cuando reciben una entrada neta baja; y a medida que el est´ımulo total recibido aumenta, la
salida se va aproximando a 1. En otras palabras, cada neurona busca representar la presencia
de error.
3.3 Entrenamiento de cada subred
Para el entrenamiento de cada subred se crean patrones similares al gesto dado por el usuario,
obtenidos mediante la aplicacio´n de un factor de distorsio´n a cada a´ngulo de la representacio´n,
determinando as´ı dos grupos de patrones:
• Patrones con distorsio´n baja, los cuales debera´n ser aceptados por la red
• Patrones con distorsio´n alta, los cuales debera´n ser rechazados
El algoritmo utilizado es el de backpropagation [10] aplicando las funciones descriptas en 3.2.
La expresio´n del error tambie´n ha sido adaptada para este problema [6].
La ecuacio´n 10 muestra la expresio´n utilizada:
f(x) =
(ValorEsperado − x) ∗ (0.0175 + (x ∗ (1− x)))
3
(10)
donde ValorEsperado es cero para los patrones con distorsio´n baja y 1 para los que poseen
distorsio´n alta.
El algoritmo de entrenamiento de la i-e´sima subred de la estructura GesRN es el siguiente:
Inicializar los pesos de SubRNi de manera aleatoria.
CantIteraciones := 0
repetir
CantInteraciones := CantIteraciones + 1
Para cada patro´n (i)
Propagar el patro´n hacia delante segu´n los pasos de 3.2
Calcular el error de la capa de salida. (ii)
Calcular el error de cada capa oculta. (iii)
Modificar los vectores de pesos adecuadamente.
hasta obtener un error aceptable (iv)
o (CantIteraciones > CantMax)
En (i) se utilizan tanto los patrones que deben ser aceptados por la red como los que deben ser
rechazados.
El valor de salida esperado en (ii) sera´ cero para los patrones que deben ser aceptados y 1 en
caso contrario.
El ca´lculo del error de (ii) y (iii) se realiza segu´n el algoritmo backpropagation [1][5][8].
(iv) Todas las subredes utilizan un mismo umbral que representa el ma´ximo error aceptable. Si
el patro´n de entrada debe ser aceptado, es decir si se trata del patro´n original mas una distorsio´n
baja, el valor de salida debera´ estar por debajo de este umbral; y si debe ser rechazado, debera´
superarlo.
3.4 Detalles de implementacio´n
Para la generacio´n de los patrones de entrenamiento de cada gesto se utilizaron los siguientes
factores de distorsio´n:
• Factor de aceptacio´n: 0,05
En este caso la modificacio´n del a´ngulo original se realiza mediante un valor aleatorio en
el rango [-180*0,05 . . . 180*0,05]. Es decir que se utilizan valores en [-9 . . . 9].
• Factor de rechazo: 0,12
En este caso la modificacio´n del a´ngulo original es mediante una valor aleatorio en el
rango [-21,6 . . . 21,6].
En lo que se refiere a la cantidad de neuronas utilizadas en cada capa de una subred [9], se
tuvieron en cuenta diferentes aspectos:
• La cantidad de neuronas de la capa de entrada se corresponde con la cantidad de seg-
mentos en que se divide un gesto. Si bien, una mayor cantidad de neuronas permitira´
una mejor especificacio´n del gesto de entrada, el nu´mero utilizado es directamente pro-
porcional al incremento del tiempo del proceso de entrenamiento. El nu´mero de neuronas
utilizados en esta capa fue de 15.
• La capa de salida consta de una u´nica neurona que permite obtener un valor acorde al
reconocimiento por parte de la subred del gesto presentado.
• Las capas ocultas buscan reconocer caracter´ısticas generales del gesto[7]. Nuevamente,
si se utiliza un nu´mero bajo de neuronas, la red no podra´ lograr la generalizacio´n ade-
cuada y por el contrario, si son demasiadas se producira´ un ajuste excesivo inadecuado.
Las pruebas realizadas demostraron que para una entrada de 15 neuronas, se obtienen
resultados adecuados con 15 neuronas en la primer capa oculta y 10 en la segunda capa
oculta.
[5][8] Considerando que cada subred posee aproximadamente 45 neuronas y que se utilizan 20
patrones de entrada por cada gesto, un entrenamiento de 150 iteraciones sobre cada arquitectura
implica evaluar 135000 funciones de activacio´n por cada gesto que se desee reconocer.
La implementacio´n de este trabajo esta´ realizada en Smalltalk sobre VisualWorks(r) 7. Dado
que en Smalltalk la evaluacio´n de expresiones aritme´ticas no es o´ptima, fue necesario analizar
diferentes estrategias para reducir el tiempo de evaluacio´n de cada funcio´n de activacio´n. A
continuacio´n se detallan las soluciones propuestas:
• Tener una tabla de valores precalculados de la funcio´n de activacio´n (en el rango en que
sera´ utilizada), con una precisio´n determinada (por ejemplo, millone´simos).
Cuando se requiere el ca´lculo de la funcio´n de activacio´n para un valor x, este se aproxima
al valor ma´s cercano en la tabla (simplemente perdiendo precisio´n) y se accede al resultado
directamente usando una cuenta simple sobre x para determinar el ı´ndice dentro de la
tabla.
• Utilizar una librer´ıa de linking dina´mico DLL escrita en C++ con la implementacio´n de
las funciones de error. Esta librer´ıa es cargada desde Smalltalk en la primera invocacio´n
de la funcio´n de activacio´n.
• Utilizar una combinacio´n de los me´todos anteriores, implementando una tabla de valores
precalculados dentro de la misma librer´ıa DLL.
A continuacio´n se presenta una tabla de comparacio´n entre las distintas estrategias de imple-
mentacio´n de la funcio´n de activacio´n. La tabla indica para cada funcio´n, el tiempo mı´nimo,
ma´ximo y medio de ejecucio´n3.
Benchmark Minimum Maximum Median
1 Signed Sigmoid (ecuacio´n expresada en (2)) 21.793 22.504 22.056
2 Precalculated Signed Sigmoid 13.294 15.192 15.144
3 Signed Sigmoid from DLL 7.674 8.227 7.744
4 Precalculated Signed Sigmoid from DLL 7.482 8.227 8.106
4 Resultados obtenidos
Se ha desarrollado un ambiente que permite cubrir los tres aspectos de este trabajo: la definicio´n
de gestos, el entrenamiento en base a distorsiones de los patrones originales especificados y el
reconocimiento de una entrada dada permitiendo de esta forma su asociacio´n con una accio´n
determinada.
Los gestos a ser utilizados en la etapa de entrenamiento son distorsiones de un patro´n original
el cual es especificado a partir de ciertos puntos de referencia o knots. Para llevar a cabo esta
tarea se ha desarrollado un editor que permite capturar la informacio´n indicada mediante un
dispositivo externo y sen˜alar all´ı los puntos de intere´s y la funcio´n de interpolacio´n a utilizar.
Si bien actualmente el entorno so´lo permite interpolacio´n spline lineal y cu´bica [3], esto puede
extenderse fa´cilmente en caso de ser requerido.
Luego de definir un gesto es necesario asociarle la accio´n a realizar. Si se trata de un gesto global
al sistema, la accio´n asociada estara´ implementada como un bloque de co´digo Smalltalk, que
recibe como para´metro la ventana sobre la cual se realizo´ el gesto. Si se trata de un gesto local
a una ventana, se enviara´ directamente a la aplicacio´n un mensaje configurado por el usuario.
Es importante considerar que una accio´n puede ser cualquier expresio´n Smalltalk ; por ejemplo
abrir, cerrar o minimizar una ventana, escribir un texto, inspeccionar el texto seleccionado,
abrir un browser de clases, etc.
Los gestos para los cuales se ha definido una forma y una accio´n, son incorporados en el
sistema. Posteriormente se entrenan las redes asociadas a cada uno de ellos dando lugar as´ı
a la estructura GesRN. Recue´rdese que la capa de salida so´lo depende de la representacio´n
final deseada para cada gesto asignando a los vectores de pesos correspondientes los valores
esperados.
3Si bien estos tiempos de ejecucio´n esta´n ligados a las caracter´ısticas del equipo en donde fueron medidos,
sirven como punto de comparacio´n para las estrategias de evaluacio´n descriptas.
El proceso de reconocimiento utilizando GesRN con varios gestos simulta´neamente, ha dado
resultados satisfactorios. La arquitectura propuesta ha demostrado ser efectiva en un 97% de
los casos, incluso cuando se trata de reconocer gestos muy similares (por ejemplo, un gesto con
forma de C y otro de G). En la figura 4 se muestran algunos gestos que fueron utilizados como
prueba, y cuyo resultado fue satisfactorio.
Figura 4: Gestos de ejemplo
5 Conclusiones y L´ıneas de Trabajo Futuras
Se ha presentado una arquitectura formada por varias redes neuronales que permite realizar el
reconocimiento de comandos gestuales con un muy buen desempen˜o. Segu´n el modelo propues-
to, la incorporacio´n de nuevos gestos no obliga a realizar un reentrenamiento masivo de toda
la estructura reduciendo de esta forma el tiempo de aprendizaje.
Adema´s, se ha desarrollado un ambiente de programacio´n que permite cubrir todos los aspectos
de este trabajo incluyendo la representacio´n automa´tica de los gestos.
Pese a los buenos resultados obtenidos, se han detectado algunos problemas basados en la
representacio´n utilizada que lleva a continuar la investigacio´n en esta direccio´n. Esto se debe
a que gestos muy distintos ocasionalmente pueden tener asociadas representaciones similares
diferencia´ndose u´nicamente en el a´ngulo inicial. Esta caracter´ıstica puede resultar negativa,
ya que la responsabilidad de reconocer un gesto esta´ concentrada so´lo en una neurona, y no
distribuida a lo largo de la red.
Como alternativas para resolver este problema se esta´n analizando las siguientes modificaciones
a la arquitectura:
• Utilizar ma´s de una neurona que reciba como entrada el primer a´ngulo del gesto. Esta
repeticio´n de neuronas permitira´ que pequen˜as diferencias en el primer a´ngulo, tengan
mas participacio´n en el error final que produce la red.
• Cambiar la funcio´n de activacio´n de la primer neurona en la capa de entrada, para que
la diferencia entre el a´ngulo esperado y el dado, produzca un error ma´s significativo.
Pese a estas observaciones referidas a la representacio´n, las pruebas realizadas demuestran una
efectividad del 97%, permitiendo afirmar que se trata de una arquitectura adecuada para la
resolucio´n de este tipo de problema donde se presentan una gran variedad de patrones de
entrada asociados a un mismo gesto.
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