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Abstract
Numerical simulations present an indispensable way to the understanding of
physical processes. In quantum mechanics, where the theoretical description is
given in terms of the time-dependent Schrödinger equation (TDSE), the road
is, however, difficult for any but the simplest systems. This is particularly true if
one considers photoionization processes of atoms and molecules, which at the
same time require an accurate description of bound and continuum states, and
therefore an extensive region of space to be sampled during the calculation. As
a consequence, direct simulations of photoionization processes are currently
only feasible for systems composed of up to three particles.
Despite this fundamental restriction, many physical effects can be essen-
tially described by single- and two-electron models, among them high-order
harmonic generation and non-sequential double-ionization of atoms and mole-
cules. A plethora of numerical investigations have been performed on atomic
and molecular hydrogen and helium in the last two decades, and these have
had a strong impact on the current understanding of photoionization. On the
other hand, there are processes which are characterized by the interplay of a
larger number of electrons, such as tunnel ionization, the Auger effect, and, to
give a more recent example, the temporal delay between the photo-emission
of electrons from different shells of neon and krypton. The many-electron
character of these effects complicates the accurate, time-resolved simulation,
and hence, no universally applicable method exists.
The present work develops two theoretical methods which are promis-
ing candidates for closing this gap, the multiconfigurational time-dependent
Hartree-Fock (MCTDHF) method and the time-dependent restricted active
space configuration interaction (TD-RASCI) method. Both represent the wave-
function in a linear subspace of the many-body Hilbert space and follow
particular strategies to avoid the exponential problem. This makes it possible
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to treat a much larger number of electrons than with the direct techniques
mentioned previously. The MCTDHF method is already well established in
the scientific community, but has been applied only rarely to photoionization
processes so far. On the other hand, the TD-RASCI method is an original
contribution, and is applied for the first time to solutions of the time-dependent
Schrödinger equation. Further, through the invention of appropriate, grid-like
single-particle basis sets, we adjust these general approaches to efficiently treat
photoionization processes in many-electron atoms and molecules.
After their thorough introduction, the MCTDHF and the TD-RASCI method
are applied to several topics of photoionization physics. Among them is, first,
the problem of calculating cross sections of atoms, for which we particularly
consider helium, beryllium and neon. In most parts, this is accomplished for
the first time in the framework of the developed methods. Next, we consider
the two-photon double-ionization of helium, which has attracted considerable
interest in recent years, and perform simulations with the MCTDHF method.
We further apply the TD-RASCI method to study two-color pump-probe process
in beryllium, the simulation of which requires an explicitly time-dependent
treatment. We find that both methods are highly appropriate for accurately
describing correlated single-ionization processes. Moreover, the TD-RASCI
method is able to model relevant doubly-excited states, which are of central
importance for a variety of physical processes.
Zusammenfassung der Arbeit
Numerische Simulationen stellen einen unverzichtbaren Schritt zum Verständ-
nis physikalischer Prozesse dar. In der Quantenmechanik, in der der theoretis-
che Rahmen durch die zeitabhängige Schrödingergleichung gegeben ist, kann
der Weg allerdings äußerst schwierig sein. Das trifft in besonderem Maße
auf die Beschreibung von Photoionisations-Prozessen zu, welche zugleich eine
genaue Modellierung von gebundenen Zuständen und Kontinuumszuständen
erfordern, und daher typischerweise große Gitter bzw. Basissätze benötigen.
Aus diesem Grund ist die direkte Simulation von Photoionisations-Prozessen
nur für maximal drei Teilchen möglich.
Trotz dieser fundamentalen Einschränkung lassen sich viele physikalische
Effekte bereits durch Ein- und Zweiteilchenmodelle beschreiben, darunter
zum Beispiel die Erzeugung höherer Harmonischer oder die nicht-sequentielle
Doppelionisation. In diesem Sinne wurde in den letzten zwei Jahrzehnten
eine Vielzahl numerischer Untersuchungen an atomarem und molekularem
Wasserstoff sowie Helium unternommen, welche einen starken Einfluss auf
das momentane Verständnis von Photoionisations-Prozessen nahmen. Ander-
erseits gibt es jedoch physikalische Effekte, die durch das Zusammenwirken
einer größeren Anzahl von Elektronen gekennzeichnet sind, etwa die Tunnel-
Ionisation, der Auger-Effekt oder die kürzlich entdeckte zeitliche Verzögerung
in der Emission von Elektronen aus verschiedenen atomaren Schalen von Neon
und Krypton. Der immanente Vielteilchencharakter macht die zeitaufgelöste
Simulation dieser Prozesse zu einer schwierigen Aufgabe, für die es bisher
keine universell einsetzbare und gleichzeitig akkurate Methode gibt.
In dieser Arbeit werden zwei theoretische Methoden zur Simulation von
Photoionisations-Prozessen von Vielteilchenatomen und -molekülen vorgestellt,
die vielversprechende Kandidaten zur Schließung dieser vorhandenen Lücke
darstellen, nämlich die zeitabhängige Multikonfigurations-Hartree-Fock (MCT-
xDHF) Methode sowie die zeitabhängige restricted-active-space Konfigurations-
Wechselwirkungsmethode (TD-RASCI). Beide stellen die quantenmechanische
Wellenfunktion in einem linearen Unterraum des Vielteilchen-Hilbertraumes
dar und folgen dabei speziellen Ansätzen um das Problem des exponentiellen
Wachstums zu vermeiden. Dadurch kann eine weitaus größere Teilchenzahl als
mit der zuvor erwähnten direkten Technik simuliert werden. Weiterhin werden
diese zunächst sehr allgemeinen Methoden durch den Gebrauch geeigneter
Basissätze auf die effiziente Beschreibung von Photoionisations-Prozessen opti-
miert.
Nach ihrer Einführung werden die MCTDHF und TD-RASCI Methode auf
aktuelle Themen der Photoionisations-Physik angewandt. Zunächst wenden
wir uns der Berechnung von Ionisations-Streuquerschnitten der Atome Helium,
Beryllium und Neon zu, welche weitgehend zum ersten Male mithilfe der
eingeführten Methoden untersucht wird. Des Weiteren studieren wir die Zwei-
Photonen-Ionisation von Helium, der in jüngerer Zeit großes theoretisches
Interesse zukam, mithilfe von Simulationen mit der MCTDHF Methode. Als
grundlegendes Beispiel eines explizit zeitabhängigen Prozesses wird darüber-
hinaus die Pump-Probe Ionisation von Beryllium betrachtet. Unsere Unter-
suchungen zeigen, dass sowohl die MCTDHF Methode als auch die TD-RASCI
Methode die Einelektronen-Photoionisation akkurat zu beschreiben vermag.
Mithilfe der TD-RASCI Methode ist es zudem möglich, selektierte doppelt-
angeregte Zustände in die Rechnung zu integrieren, welche eine zentrale Rolle
bei einer Vielzahl physikalischer Prozesse spielen.
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Powerful new measurement techniques enable an ever deeper insight into the
fundamental properties of atoms and molecules, which constitute the building
blocks of nature. One of the oldest, but still foremost approaches for their
investigation is the observation of photoionization, i.e., the emission of one or
more electrons induced by the absorption of one or several photons. Nowadays,
a variety of different laser sources is available which provide an unprecedented
experimental resolution at many frontiers. The last decade has seen the rise
of high-order harmonic generated laser pulses with attosecond duration—
attoscience—offering the possibility to directly track electronic motion on an
atomic scale, as well as the visionary hope to one day trigger and control
chemical reactions. Moreover, free-electron lasers all over the world have
opened the doors to unexplored intensity regimes and peak brilliancies, which,
in addition to physics, are likely to influence and advance a variety of scientific
fields,
ranging from material science to biology to medical diagnostics, and will
have a direct beneficial impact on human life.
The role of a theoretical physicist in this evolution is, on the one hand,
the development of models to explain the experimental observations. This
includes the promotion of intuitive pictures attributed to the physical processes
at hand, which simplify the understanding and facilitate the development of
new ideas—in this connection consider, e.g., the role of the three step model
of high-order harmonic generation for the production of attosecond pulses.
On the other hand, a theorist can employ numerical simulations with the goal
of reproducing and resolving the measurements in detail, and predicting re-
2 CHAPTER 1. INTRODUCTION
sults for currently inaccessible observables or parameter ranges. Other central
motives are economical considerations, since the cost and effort of computer
simulations are generally much smaller than those of the corresponding experi-
ments. Naturally, in order to complement or even replace physical experiments
one day, the simulations must be as reliable and accurate as possible. The
present work, in which we develop simulation methods to investigate the
photoionization of many-electron atoms, is intended to provide a step into this
direction.
1.1 State of research
We briefly summarize our personal view on the current state of research in
experimental and theoretical photoionization physics. The survey is meant to
be concise, and is supplemented by several details provided later in this work.
1.1.1 Experimental research
The investigation of matter via photon beams presents one of the most funda-
mental measuring techniques in physics. It was initiated with the investigation
of cathode rays in the middle of the 19th century, which led to the discovery of
X-rays by Röntgen in 1895 and, from the beginning, had a severe impact on the
development of quantum mechanics. In 1917, Einstein, based on the work of
Planck, provided the theoretical foundation of stimulated emission [13], which
triggered a development that culminated in the realization of masers—coherent
microwave radiation sources—by Townes and coworkers in 1954 [14, 15],
and the invention of the first laser by Maiman and others in 1960 [16]. Soon
thereafter in 1961, the concept of harmonic generation was introduced as a
means to produce shorter wavelengths [17]. Since then, laser sources have be-
come ever more efficient, realizing increased intensities, higher peak brilliance
and shorter durations on the one hand, as well as smaller operating costs and
improved usability as provided by table-top setups on the other. Nowadays, a
large number of different laser types is in use for various applications ranging
from everyday life over industrial usage to physical imaging (for an overview
see Ref. [18]). Of particular importance for this work is the vacuum and
extreme ultraviolet (VUV/XUV) and X-ray light provided by synchrotrons and
free-electron lasers. Particularly the free-electron lasers (FELs), which were
realized for the first time in 1976 [19], have enabled access to this spectral
range at unprecedented intensity regimes.
As the basic principle, an FEL uses a beam of relativistic electrons which
is directed through a sequence of so-called undulators, periodic structures
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FIGURE 1.1: Schematic compari-
son of the peak brilliance of var-
ious free-electron laser (FEL) fa-
cilities with a selection of syn-
chrotons, optical lasers and high-
harmonic sources (HHG). Abbre-
viations: Bessy, Berliner Syn-
chrotron; Petra, Positron Elektron
Ring Anlage; SPring 8, Super
Photon Ring 8 GeV. The figure
has been redrawn from Fig. 1 in
Ref. [20].
of alternating dipole magnets. The accelerated electrons then emit radiation
which becomes more and more coherent as the electron motion is in phase
with the light already emitted. This process is called self-amplified spontaneous
emission (SASE). Currently available FELs include the Freie-Elektronen-Laser
in Hamburg (FLASH), the LINAC Coherent Light Source (LCLS) at Stanford,
and the Japanese Spring-8 ◦Angström Compact FEL (SACLA). They provide
light over a large range of frequencies with intensities up to 1021 W/cm2 and
pulse durations down to a few tens of femtoseconds [20]. Further, several
projects such as LCLS II, FLASH II and the European XFEL will become oper-
ational within the next years and further increase the spectral range, pulse
durations, as well as the repetition rates. In addition to these efforts, there
are complementary plans to construct table-top FELs which would enable a
more wide-spread and cheaper usage [21]. Figure 1.1 shows a comparison of
the peak brilliance of several laser sources. The advantage of the free-electron
lasers is immediately obvious: in the X-ray regime, they surpass synchrotrons
and conventional laser sources by up to nine orders of magnitude.
These successes enabled the measurement of several fundamental physical
processes, among them the two-photon double-ionization of helium [22],
which is considered theoretically in chapter 4, the determination of the Auger
spectra from aligned molecules [23] or the imaging of clusters and nano-
crystals [24]. An essential technique for these studies is given by the cold target
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FIGURE 1.2: Illustration of the setup
of the cold ion recoil target spec-
troscopy (COLTRIMS) reaction micro-
scope. By a combination of electric
and magnetic fields, the fragments of
an atomic or molecular reaction are
guided onto position-sensitive detec-
tors. The impact-position and the mea-
sured time-of-flight allows for a pre-
cise reconstruction of the momenta of
the particles.
ion recoil spectroscopy (COLTRIMS) reaction microscope depicted in Fig. 1.2.
It projects the charged fragments of an atomic or molecular reaction, such
as photoionization induced by a laser pulse, onto position-sensitive detectors
by a combination of electric and magnetic fields. From the measured time-
of-flight of the particles and their position of impact, the momenta can be
reconstructed with a resolution of up to a few hundreds atomic units [25]. This
allows one to perform kinematically complete experiments, giving access to
sophisticated observables such as angle-resolved differential cross sections of
double-ionization processes.
Another recent breakthrough is the rise of attosecond science, which was
initiated in 2001 with the successful generation of ultra-short pulses of XUV
light with sub-femtosecond duration by Paul et al. [26] and Hentschel et al. [27].
Attosecond laser pulses open the possibility to explore electronic motion on
its natural time-scales; for instance, the oscillation period of an electron in
the hydrogen groundstate takes place over a time of 150 as [28]. Soon after
their invention, attosecond pulses were applied to a variety of studies on topics
such as the lifetime of inner-shell vacancies in krypton by Drescher et al. [29],
the direct sampling of the optical waveform of an attosecond pulse in the
time-domain by Goulielmakis et al. [30], or the time-resolved observation
of laser-induced tunnel ionization in atoms by Uiberacker et al. [31]. The
generation of attosecond pulses relies on the principle of high-order harmonic
generation (HHG), which is usually explained through Corkum’s semi-classical
three-step model [32–34] depicted in Fig. 1.3: an electron is released from
the atom through tunnel ionization and subsequently accelerated in the laser
1.1. STATE OF RESEARCH 5
(i) tunnel ionization (ii) acceleration (iii) recombination
FIGURE 1.3: Illustration of the semi-classical three-step model of high-order harmonic
generation: (i) an electron is released via tunnel ionization, (ii) the liberated electron
oscillates in the field, and (iii) it returns to the ion and recombines, thereby emitting a
photon with an odd multiple of the frequency of the driving field.
field. Half an optical cycle after ionization, as the electric field changes, the
electron reverses its direction and is driven back towards the parent ion, where
it is able to recombine. In this process, it emits a photon with an energy of
an odd multiple of the frequency of the driving field. The importance of HHG
for the generation of attosecond pulses stems from the fact that the illustrated
process only occurs in a sharp window around the maximum of the optical
cycle, so that short bursts of attosecond pulses are created periodically [35].
The extraction of isolated pulses from these pulse trains can be performed by
restricting the number of driver laser cycles and other gating techniques, see
Ref. [27]. In this way, attosecond pulses as short as 80 attoseconds [36] and 67
attoseconds [37] have been recorded.
Measurements involving attosecond light pulses often rely on the pump-
probe scheme, where the dynamics triggered by a first pump-pulse are probed
using another laser pulse. Ideally, one desires attosecond XUV-pulses for both
the pump and the probe, which would enable a stroboscope-like view of the
occurring processes. However, the intensities of HHG sources are currently too
small to yield adequate cross sections for the XUV-XUV pump-probe process to
be detected1. A workaround is provided by the streak camera, which utilizes
a few-cycle infrared (IR) laser pulse for the probe. Since particles acquire
the momentum of the IR pulse at the time of their release, the temporal in-
formation can be extracted by measuring the energy spectra of the ionized
electrons. Among several experiments, we mention that the streak camera has
been applied recently by Schütte et al. to investigate the temporal and spectral
characteristics of the Auger decay [39]. In another recent study, Schultze et al.
1Note, however, that XUV-XUV pump-probe experiments on one-femtosecond time-scales
have recently been realized to study multi-photon ionization of atoms [38].
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discovered a temporal delay in the photoionization from different shells of the
neon atom. Their measurements suggest that the 2s electron is released 21 as
earlier than the 2p electron [40], which triggered considerable theoretical in-
terest [41–43]. Other techniques for the measurement of attosecond dynamics
include the attoclock, where the angular distribution induced by a circularly
polarized laser is used to extract time-information [44], or attosecond transient
absorption spectroscopy [45, 46].
1.1.2 Theoretical research
The theoretical description of non-relativistic quantum-mechanical processes
is given by the time-dependent Schrödinger equation (TDSE), which can be
solved analytically only for a few single-particle systems. In most practically
relevant cases, one must therefore resort either to approximate methods, or
to numerical solutions. The large first class contains methods such as the
three-step model for high-order harmonic generation [32], the strong-field
approximation (SFA) or Keldysh-Faisal-Reiss theory [47, 48], the Ammosov-
Delone-Krainov (ADK) approach to tunnel ionization [49], and the description
in terms of classical models or perturbation theory [50], to give a few examples.
The primary goal of these methods is often not to yield exact results, but rather
to give a convenient description of the arising physical processes. An important
advantage is that they provide the pictures in terms of which many physicists
think, and hence are well communicable and—in a certain sense—satisfying.
The second class of methods tackles the TDSE through numerical simula-
tions. The most direct approach is to represent the wavefunction in a basis set
or on a grid, use a computer to find the initial state and propagate it in time,
and finally extract the relevant information from the wavepacket. Different
methods proceed along this way, among them time-dependent configuration
interaction [51], the time-dependent close-coupling method [52], or exact
diagonalization [53]. While these methods are essentially exact, they share the
problem that the representation rapidly becomes too complex with increasing
system size (this is often termed the exponential wall or the curse of dimension-
ality [54]). In time-independent quantum chemistry, the attention is mainly
focused on large numbers of electrons, which are described by comparably
small basis sets. On the other hand, for the time-dependent photoionization
processes treated in this work, the single-particle basis usually needs to be
rather large in order to adequately describe the continuum states. As a result,
direct calculations can currently be carried out only for systems with up to
three particles particles, see Ref. [55], However, these are restricted to small
grids and angular expansions and thus still far apart from treating general
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processes. In contrast, the simulation of two-particle system became routine in
the last decade, and a plethora of theoretical studies on helium and molecular
hydrogen have been performed, focusing on a variety of topics in photoion-
ization, such as non-sequential double-ionization [52, 56, 57] or pump-probe
ionization processes [58, 59]. These approaches will be reviewed more detailed
in chapter 4.
Several workarounds have been designed to avoid the fundamental is-
sue of direct calculations. Basically, they fall into two categories. The first
employs a description of the system in terms of a quantity with reduced com-
plexity. Among these methods are time-dependent density functional theory
(TD-DFT) [60], density matrix functional theory [61] and the method of non-
equilibrium Green’s functions (NEGF) [62, 63]. They are applicable to rather
large systems, but usually lack a practical way of controlling the error. Another,
essentially exact approach is the variational optimization of the two-particle
density-matrix [64]. The methods of the second category deal with a simplified
ansatz for the wavefunction. They include time-dependent Hartree-Fock the-
ory [65], time-dependent coupled-cluster theory [66], Møller-Plesset perturba-
tion theory [67], the density-matrix renormalization group [68] and the closely
related representation in terms of tensor-network states [69], and quantum
Monte-Carlo methods [70]. Further, for the particular description of photoion-
ization processes, single-active electron approaches [71], the time-dependent
configuration interaction singles method [72] and R-matrix theory [73] have
been introduced. All these methods can be applied to small and medium-sized
atoms and molecules.
In this work, we consider two members of the second category, the multi-
configurational time-dependent Hartree-Fock method and the time-dependent
restricted active space configuration interaction method, which are developed
with a particular focus on the simulation of photoionization processes.
1.2 Goals of this work
As summarized before, there currently exist many well-evolved and successful
theories for the ab-initio solution of the Schrödinger equation for atomic
and molecular physics. In quantum chemistry, extensive computer codes are
available for the stationary treatment of many-particle systems. In most cases,
however, they concentrate on a time-independent description of bound states
and, therefore, mainly utilize localized Gaussian basis sets which do not provide
an adequate description of the continuum. Hence, these tools are inappropriate
for the application to photoionization problems. On the other hand, time-
dependent simulations often employ a convenient description in terms of
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radial grids, but are mainly restricted to the consideration of (reduced) two-
particle systems. The most successful treatment of photoionization processes
of many-electron systems so far is provided by the R-matrix method, which is
traditionally employed in a time-independent manner [73], and only recently
has been extended to the explicitly time-dependent case [74–76].
On this basis, the principal goal of this work is the development of methods
for the ab-initio simulation of explicitly time-dependent photoionization pro-
cesses of many-electron atoms. Therefore, we extend the multiconfiguration
methods from quantum chemistry to the time-dependent case, and particularly
optimize them for the treatment of photoionization processes. This is done
in a way which combines the previously mentioned advantages: first, the
methods allow for the simulation of many-particle systems and, in principle,
offer a convenient mechanism for controlling the error. And second, the use of
appropriate grid-like basis sets enables the efficient treatment of the possibly
large grids and angular expansions needed for the description of photoioniza-
tion. For this, we concentrate on two explicitly time-dependent methods: the
multiconfigurational time-dependent Hartree-Fock (MCTDHF) method and the
time-dependent restricted active space configuration interaction (TD-RASCI)
method. The MCTDHF approach, covered in detail in section 2.5, is already
well established in the literature [77–79], but the application to photoioniza-
tion processes of three-dimensional atoms and molecules is still in its infancy.
The MCTDHF calculations of the cross-sections of atoms considered later in
this work are therefore among the first published in the scientific literature2.
On the other hand, the TD-RASCI method presents an original contribution
which has been developed independently during this work. Consequently, the
goal is to give a thorough introduction into the underlying theory, see section
2.4, and the investigation of its numerical capabilities.
Another goal of this work is the detailed application of the introduced
methods to the description of photoionization processes, which is accomplished
in chapter 4. One is the two-photon double ionization of helium, which is
studied for the first time with the MCTDHF method. The advantage of helium
is that it is amenable to direct solutions with the full configuration interaction
method, and thereby also serves as an appropriate example for investigating
the capabilities of the MCTDHF scheme. The TD-RASCI method is further
applied to the photoionization of neon, and an X-ray–IR pump-probe process
in beryllium. The simulations of the latter require an explicitly time-dependent
method, and are also performed for the first time in this thesis.
2We note that concurrently with the thesis at hand, a similar approach has been developed
by D.J. Haxton and C.W. McCurdy [80, 81].
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1.3 The basic Hamiltonian
In the present section, we specify the class of physical systems investigated
in this work, namely few- and many-electron atoms and diatomic molecules
subjected to external laser fields. The physical description is given in terms of
the quantum-mechanical wavefunction |Ψ(t) 〉, which contains the complete
information on the state of the system and thus presents the analogue of a
set of phase-space trajectories in classical mechanics. The wavefunction is




∣∣Ψ(t) 〉 = Hˆ(t) ∣∣Ψ(t) 〉 , (1.3.1)
which marks one of the fundamentals of quantum theory and is able to describe
a large variety of physical scenarios. Note that we use atomic units throughout
this work, in which ~ = e = me = 1. Further details on the used notation
are given later in section 2.1. For now, we only note that the actual system

















|rk − rl| . (1.3.2)
It describes N Coulomb-interacting electrons in a potential v(r) which are
exposed to the action of an electromagnetic field vˆem(t). For the potential term,
we focus on two cases, namely
• atoms: v(r) = − Z|r| , where Z labels the positive charge of the nucleus,
and
• diatomic molecules: v(r) = −Z1|r| − Z2|r−R| , where Z1 and Z2 denote the
charge of the two nuclei, and R determines the inter-nuclear distance.
In most parts of this work, we consider atoms, whereas diatomic molecules
are only used for some examples. The electromagnetic field is treated semi-
classically and is given in minimal coupling and the Coulomb gauge by [83]




The neglect of the spatial dependence of the vector potential and, as a conse-
quence, also the quadratic term, which then affects only the global phase of
the wavefunction, leads to the dipole approximation commonly stated either
in length gauge [84],
vˆem(t) = E(t) r , (1.3.4)
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or velocity gauge,
vˆem(t) = A(t) p . (1.3.5)
The differences between the two gauges are investigated in chapter 4.
The previous specifications cover a wide range of interesting physical
scenarios and constitute a standard setting in the physical literature on pho-
toionization. However, the methods described in this work are not restricted to
these special cases, but in fact work for arbitrary time-dependent single- and
two-particle potentials.
1.3.1 Approximations
The Hamiltonian (1.3.2) has undergone several approximations. The first and
most fundamental one is the mapping from nature to a mathematical model,
which is the basis of all physical studies, and which may be justified only
through physical experiments, i.e., from outside the theory. Besides, we applied
several approximations from within the theory by considering a description
of reduced complexity. In the following, we collect these approximations and
shortly discuss their ranges of validity:
• Born-Oppenheimer: The Hamiltonian (1.3.2) describes only the electrons
and neglects the dynamics of the atomic core. The core therefore remains
in the state in which it was once prepared, typically the groundstate. This
is the Born-Oppenheimer (BO) approximation [85], which is justified
in the context of the present thesis as the time-scales of electronic and
nucleonic dynamics differ, due to their different masses, by more than
three orders of magnitude. More details and a systematic way to go
beyond the BO approximation are considered in section 2.6.3.
• Non-relativistic: The Hamiltonian is not invariant under Lorentz trans-
formations, which is valid if the arising energies are well below the
rest energy of the electron. Particularly, as a rule of thumb, the elec-
tric fields may not exceed intensities of 1017 W/cm2 [86]. Further, the
atomic charge Z of the atoms should not become large, since relativistic
effects of valence shells increase roughly with Z2 [87]. We note, however,
that the principles of the developed methods hold as well for relativistic
calculations, though with a different Hamiltonian and a more complex
representation of the wavefunction.
• Spin-free: The Hamiltonian does not contain any effects related to spin-
interactions, such as spin-orbit or spin-spin interactions [88]. Since spin-
interactions consistently arise in a relativistic treatment, their neglect
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may be regarded as a consequence of the non-relativistic approximation.
This approximation is made only on physical considerations; in fact, it
would require only a minor technical effort to include spin-interactions
into the description.
• Semi-classical dipole-approximation: The external field vˆext is treated
semi-classically, which is usually valid for the large photon densities
produced by lasers [86]. Further, only the electric dipole approximation
is considered, which is accurate if the wavelengths are way larger than
the atomic dimensions [83]. An extension to a quantum-field theoretic
treatment is briefly considered in section 2.6.3.
Finally, in most parts of this work we employ a description in terms of a pure
state, which corresponds to a restriction on the zero-temperature case. This re-
striction is weakened in section 2.6.2, where we consider a quantum-statistical
treatment of fermions trapped in a quantum dot at finite temperatures.
1.4 Structure of this work
The remainder of this thesis is organized as follows:
• Chapter 2 provides the required theoretical concepts. After a short
recapitulation of the essentials of many-body quantum mechanics, the
description in terms of determinants and the full CI method are derived.
Thereafter, central to this work, the TD-RASCI method and the MCTDHF
method are introduced.
• Chapter 3 collects the numerical and computational methods which have
been implemented during this work. It includes the utilized basis sets and
corresponding transformation routines, the time-propagation methods,
the tools for the analysis of the wavefunction, and other aspects.
• Chapter 4 applies the numerical methods to simulate photoionization pro-
cesses of helium, beryllium and neon. The photoionization cross sections
and other observables are calculated and compared to experimental and
theoretical reference results. Further, the two-photon double-ionization
of helium is studied. As an application which requires an explicitly time-
dependent scheme, also a two-color pump-probe process in beryllium is
considered.





The present chapter is devoted to the theoretical concepts used in this work. We
first give a short introduction into the basics of many-body quantum theory in
section 2.1 and summarize the time-dependent variational principle in section
2.2. Then, in sections 2.3 - 2.5, we consider the two main methods used in
this work, the time-dependent configuration interaction and the multiconfig-
urational time-dependent Hartree-Fock method. Finally, in section 2.6, we
mention possible extensions to a variety of interesting physical scenarios.
2.1 Many-body quantum mechanics in a nutshell
Before we consider the details of the specialized methods, in this opening
section we recapitulate the essentials of many-body quantum mechanics as
required for this work. For the beginning, we restrict ourselves to the de-
scription in terms of a pure state. The case of mixed states will be treated
briefly at the end of the present chapter, where we consider quantum statistics
in the canonical ensemble. The presentation is kept rather informal from a
mathematical point of view, with the focus lying on the concepts; for a rigorous
introduction, see Refs. [89, 90].
The basic mathematical object in quantum mechanics is the wavefunction
|Ψ 〉, which contains the complete information on the system. It is an element
of a Hilbert space H, that is, a complete vector space of complex functions
equipped with a scalar product 〈 · | · 〉 : H × H → C. The absolute square
|〈 a |Ψ 〉|2 is interpreted as the probability to find the system in a physical state
| a 〉. As a consequence, the wavefunction has to be normalized, 〈Ψ |Ψ 〉 = 1.
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The scalar product can be considered as a bra vector 〈Ψ | acting on a ket vector
|Ψ 〉. The bra-vector is an element of the dual space H∗ containing the linear
functionals H → C, which, according to the Riesz theorem, is isomorphic
to H. Due to a fundamental theorem in functional analysis, any separable
Hilbert space possesses a basis {| I 〉}. Therefore, the wavefunction |Ψ 〉 can be




∣∣Ψ 〉 ∣∣ I 〉 = ∑
I
ΨI
∣∣ I 〉 , (2.1.1)
i.e., it can be represented in terms of coefficients ΨI ∈ C related to a fixed












The index set {I} which labels the basis states can either be countable, in
case of a discrete basis, or uncountable, the case of a continuous basis. A
particularly important continuous basis set is given by the coordinate vectors∣∣ r1, . . . , rN 〉, for which the expansion coefficients attain the familiar spatial
representation of functions, ΨI = Ψ(r1, . . . , rN ).
Of special interest in quantum mechanics are linear operators Lˆ : H → H,
so-called endomorphisms of the Hilbert space. For any linear operator Lˆ, there
exists an adjoint mapping Lˆ† : H∗ → H∗ acting in the dual space, such that for
any two wavefunctions 〈
Ψ
∣∣ Lˆ ∣∣Φ 〉 = 〈Φ ∣∣ Lˆ† ∣∣Ψ 〉∗ (2.1.3)
holds. Physical observables are represented by self-adjoint operators satisfying
Lˆ = Lˆ†, and their expectation values are real numbers. A linear operator is
completely determined by its action on the basis vectors, and can, therefore,






∣∣ Lˆ ∣∣ J 〉 ∣∣ I 〉〈 J ∣∣ = ∑
I,J
LIJ
∣∣ I 〉〈 J ∣∣ , (2.1.4)
with the matrix elements LIJ . If Lˆ is an observable, the representation matrix
is Hermitian, LIJ = L∗JI , and can be decomposed in terms of a diagonal matrix
d containing the real eigenvalues and a unitary matrix of eigenvectors U [91],





U∗KI dK UKJ . (2.1.6)
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∣∣ΦK 〉〈ΦK ∣∣ , (2.1.7)
where |ΦK 〉 =
∑
J UKJ | J 〉 denote the eigenvectors of Lˆ.
For two operators in the Hilbert space, one defines the commutator,
[Aˆ, Bˆ] = AˆBˆ − BˆAˆ , (2.1.8)
as well as the anti-commutator,
[Aˆ, Bˆ]+ = AˆBˆ + BˆAˆ , (2.1.9)
which both represent bi-linear functions. The commutator of two Hermitian
operators is an anti-Hermitian operator, whereas the anti-commutator of two
Hermitian operators is an Hermitian operator.
2.1.1 Fermionic and bosonic Hilbert spaces
The state of a quantum-mechanical system is specified by a complete set of
commuting observables. A single particle, for instance, is determined by
its position r ∈ R3, its total spin s (which is usually fixed), and its spin
projection sz relative to the z-axis, which can attain the (2s + 1) values in
Fs = {−s,−s + 1, . . . , s}. The corresponding wavefunction ψ(x) assigns a
complex value to each state x = (r, sz) and is an element of the Hilbert
space H1 = L2(R3 × Fs). Similarly, for N particles, one has to deal with a
wavefunction lying in the N -particle Hilbert space
HN = H1 × · · · × H1 , (2.1.10)
which is the N -fold Cartesian product of the single-particle Hilbert space. HN
contains general square-integrable functions Ψ(x1, . . . , xN ) depending on a
set of N complete observables, and thus provides the appropriate framework
for the description of many-particle quantum mechanics.
Due to a fundamental principle of nature, elementary quantum particles
are indistinguishable. This fact has far reaching consequences for the physical
properties of quantum systems as well as for their theoretical description. In
experiments, one observes two different kinds of particles: fermions, which
satisfy Fermi-Dirac statistics, and bosons, which are described by Bose-Einstein
statistics [92]. The spin-statistics theorem draws the connection between
statistics and the particle spin: it states that particles with half-integer spin
are fermions, while particles with integer spin are bosons. Examples for
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fermions include quarks, electrons, and muons. Bosons are often force carrier
particles, such as the photon or the Higgs boson, but appear also as integer-spin
composites of fermions, e.g., the α-particle, excitons, or the Cooper pair.
In formal terms, the indistinguishability of particles implies that the Hamil-
tonian Hˆ commutes with each permutation operator Pˆ ∈ SN , where SN is
the symmetric group on a set of N elements. It is therefore possible to find
common eigenstates in terms of the irreducible representations of SN , which
are closely connected to the integer-partition of N and conveniently classified
by Young diagrams [88]. From the set of irreducible representations, however,
only the completely symmetric and anti-symmetric representations are suit-
able for describing quantum particles. Fermions possess an anti-symmetric
wavefunction with respect to the interchange of any two particles,
Ψ−(x1, . . . ,xi, . . . ,xj , . . . ,xN ) = −Ψ−(x1, . . . ,xj , . . . ,xi, . . . ,xN ) .
(2.1.11)
The fermionic wavefunction thus lies in the subspace H−N of completely anti-
symmetric functions. In this context, it is useful to define a projection operator






sign(pˆi) pˆi , (2.1.12)
which filters the anti-symmetric part out of a general, non-symmetric function.
The factor sign(pˆi) thereby denotes the parity of the permutation pˆi. Additionally,
one introduces the anti-symmetrization operator Aˆ, which acts similarly, but
instead produces a normalized anti-symmetric function,
Aˆ =
√
N ! Pˆ− . (2.1.13)
On the other hand, bosons are described by a wavefunction which remains
identical under particle exchange,
Ψ+(x1, . . . ,xi, . . . ,xj , . . . ,xN ) = +Ψ
+(x1, . . . ,xj , . . . ,xi, . . . ,xN ) ,
(2.1.14)
and which is therefore an element of the space H+N containing the completely
symmetric functions. The corresponding projection operator Pˆ+ : HN → H+N
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n1!n2! · · · Pˆ
+ , (2.1.16)
where nk labels the occupation of the single-particle orbital with index k.
2.1.2 Basis sets of the N -particle Hilbert spaces HN and H±N
In the following, we derive the basis sets of the N -particle Hilbert space HN
and of its symmetric and anti-symmetric subspaces H±N . This leads to Hartree
products, permanents and Slater determinants, where particularly the latter
are of major importance for this work. The arising basis sets are illustrated in
Fig. 2.1 for the example of a two-particle system.
Hartree products
We begin with the expansion of a general wavefunction |Ψ 〉 ∈ HN in terms
of a single-particle basis {|φk 〉} ∈ H1, performed for clarity in coordinate
representation,
Ψ(x1, . . . , xN ) =
∑
i1




Ci1i2(x3, . . . , xN ) φi1(x1)φi2(x2) (2.1.18)




Ci1i2···iN φi1(x1)φi2(x2) · · · φiN (xN ) . (2.1.19)
Hence, by successively re-expressing the variables of the expansion coefficients
in the spin-orbital basis, one observes that N -fold products of single-particle
functions provide a basis of the N -particle Hilbert space. In a more abstract
notation, the previous result can be stated as∣∣Ψ 〉 = ∑
i1···iN
Ci1···iN
∣∣φi1 · · · φiN ) , (2.1.20)
where we introduced the Hartree products1,∣∣φi1 · · · φiN ) := ∣∣φi1 〉 ∣∣φi2 〉 · · · ∣∣φiN 〉 . (2.1.21)
1For convenience, we consider only the case of identical single-particle basis sets, though
the expansion of each variable xi in a different basis set φ
(i)
k (xi) can yield a significant advan-
tage [93].
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If the single-particle basis set is complete, the Hartree products form a complete
basis set of HN . In numerical calculations, one naturally has to rely on a finite
spin-orbital basis set of size Nso = (2s + 1)Nb, where Nb labels the spatial
orbitals ans s the particle spin. This also restricts the accessible subspace of
HN to the span of all Hartree products with indices in the set
Ω =
{
(j1, . . . , jN ) | 1 ≤ jk ≤ Nso , k ∈ {1, . . . , N}
}
. (2.1.22)
The number of indices in Ω—and therefore also the number of Hartree prod-
ucts in the basis—is given by NHP = N Nso . Hartree products are adequate for
representing general square-integrable functions without further symmetry
requirements. Hence, they are particularly useful to describe distinguishable
particles. As such, Hartree products form the building block of the multiconfig-
urational time-dependent Hartree method [93].
Slater determinants
On the contrary, the fermionic wavefunction obeys the anti-symmetry principle
and is an element of H−N . An expansion in terms of Hartree products is
therefore inappropriate, since many basis states will give a zero contribution
(those with at least two identical indices), whereas many others will contribute
to only a single state. We are thus seeking for a more economic many-body
basis set, which can be obtained by applying the anti-symmetrization operator
Aˆ onto the Hartree products and retaining only linearly independent states.





∣∣φpˆi(j1) 〉 · · · ∣∣φpˆi(jN ) 〉 . (2.1.23)




(j1, . . . , jN )
∣∣ 1 ≤ j1 < · · · < jN ≤ 2Nb } , (2.1.24)
where Nso = 2Nb labels the size of the spin-orbital basis obtained from Nb
spatial orbitals and the two spin functions. Slater determinants with a different
ordering of the indices than in Ω− differ only by a phase (±1) to an already
included determinant. By employing all linearly independent determinants,





, which is significantly smaller
than the corresponding Hartree product basis of size N Nso .
Another important notation for Slater determinants is given by the occupa-
tion number representation,∣∣n 〉 = ∣∣n1, . . . , n2Nb 〉 , (2.1.25)
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FIGURE 2.1: Illustration of different types of Hilbert space basis sets for the example
of N = 2 particles and the two first eigenfunctions |φ0 〉 and |φ1 〉 of a one-dimensional
harmonic oscillator (without spin). The Hartree products in the top row are the basis
states of the four-dimensional Hilbert space H2. The Slater determinant spans the one-
dimensional anti-symmetric subspace H−2 , and the three permanents the symmetric
subspace H+2 .
where nP ∈ {0, 1} denotes the occupation of the spin-orbital |φP 〉. A Slater
determinant |φj1 · · ·φjN 〉 corresponds to an occupation number vector only if
nP =
{
1 , P ∈ {j1, . . . , jN} ,
0 , otherwise ,
(2.1.26)
holds for all P ∈ {1, . . . , 2Nb}.
Permanents
Finally, in the same manner as above, one can derive the appropriate basis set
for bosonic particles. By subjecting the Hartree products to the symmetrization
operator Sˆ, one obtains the Slater permanents [92],
∣∣φj1 · · ·φjN 〉+ := 1√N !n1!n2! · · · ∑pˆi∈SN
∣∣φpˆi(j1) 〉 · · · ∣∣φpˆi(jN ) 〉 , (2.1.27)
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which differ from the Slater determinants only in the normalization and the
missing sign factor. The maximal linearly independent index set is given by
Ω+ =
{
(j1, . . . , jN )
∣∣ 1 ≤ j1 ≤ · · · ≤ jN ≤ Nso } . (2.1.28)
The numbers nk ∈ {0, . . . , N} denote the occupation of the orbital |φk 〉, and
can be used as well to represent the Slater determinant in an occupation
number vector |n 〉. The total number of N -particle permanents for a basis of





. In this work, we consider only spin-0
bosons, for which the number of spin-orbitals equals the number of spatial
orbitals, Nso = Nb.
2.1.3 Second quantization
Second quantization provides a convenient reformulation of the concepts stated
so far, and has several applications in almost any modern quantum mechanical
theory [92]. Here, we consider the formalism only for fermionic particles. The
derivation starts with the definition of the creation operator aˆ†P , which creates
the state |φP 〉 upon action onto a Slater determinant [67],
aˆ†P
∣∣n1, . . . , nP , . . . , n2Nb 〉 = δnP ,0 ΓnP ∣∣n1, . . . , 1P , . . . , n2Nb 〉 , (2.1.29)





Similarly, the adjoint annihilation operator aˆP is defined by
aˆP
∣∣n1, . . . , nP , . . . , n2Nb 〉 = δnP ,1 ΓnP ∣∣n1, . . . , 0P , . . . , n2Nb 〉 (2.1.31)
and removes the state |φP 〉 from the Slater determinant. Putting together
Eqs. (2.1.29) and (2.1.31) readily yields the anti-commutation relations,
[a†P , a
†
Q]+ = 0 ,
[aP , aQ]+ = 0 , (2.1.32)
[a†P , aQ]+ = δPQ .
The anti-commutation relations, together with the phase factors Γnp , ensure that
the state created by repeated application onto the vacuum state | vac 〉 obeys
the anti-symmetry constraint and the correct normalization, and therefore is a
Slater determinant,




] ∣∣ vac 〉 . (2.1.33)
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A similar formalism can also be applied to the treatment of bosonic sys-
tems, with the only difference that the symmetrization rather than the anti-
symmetrization must be warranted and, therefore, the repeated application
of creation operators onto the vacuum yields a permanent [92]. Further, one
could set up a second quantization representation for distinguishable particles,
although this seems not to be very common in the literature.
2.1.4 The Hamiltonian in second quantization
Any operator given in first quantization can be translated to second quantiza-















|rk − rl| , (2.1.34)















rτ aˆsτ aˆqσ , (2.1.35)
Here, we explicitly specified the spin-orbitals (previously written by upper-case
indices) by their spatial and spin part, P = (pσ). The sums extend over the Nb
spatial orbitals and the two spin-components σ, τ ∈ {α, β}. The single-electron







+ v(r) + vˆem(t)
}
φq(r) dr , (2.1.36)
and are explicitly time-dependent due to the electromagnetic field term. In
addition to the full single-particle Hamiltonian, one similarly defines the matrix
representations of its contributions, i.e., the kinetic and potential energy terms








′)φs(r′) dr dr′ , (2.1.37)
and obey the symmetries




gpqrs = gqprs , (2.1.40)
where Eq. (2.1.40) holds only for a real basis set [67].
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The previous formulas apply to the case of a spin-independent Hamiltonian,
when the α- and β-spin components are treated on the same footing. Some-
times, however, it can be advantageous to describe the two spins using different
spatial basis sets {|φkα 〉} and {|φkβ 〉} of size Nb,α and Nb,β , respectively. Such
a case is encountered in the spin-unrestricted MCTDHF calculations considered















rτ aˆsτ aˆqσ , (2.1.41)
and the corresponding one- and two-electron integrals are given by
hσpq(t) =
∫








′)φsτ (r′) dr dr′ . (2.1.43)
Hence, they are still diagonal in the spin-indices, but might be different in the
two spin subspaces. Note that a Hamiltonian which explicitly depends on the
spin, such as induced by an external magnetic field or spin-orbit interactions,
leads to a coupling between the two spin spaces and therefore to electron
integrals which are not anymore diagonal in the spin-indices.
2.1.5 Slater-Condon rules
The Slater-Condon rules constitute a set of rules to evaluate matrix elements of
operators in a Slater determinant basis. They were introduced in 1929 by Slater
for identical determinants [94] and completed a year later by Condon [95].
Following Ref. [67], we state them for the case of orthonormal orbitals. All
Greek letters denote spin indices and may attain either the value α or β.
(i) The Slater determinants are identical,〈
n















(ii) The Slater determinants differ in one pair of occupation numbers,∣∣n1 〉 = ∣∣n1, . . . , 0pσ, . . . , 1qτ , . . . , n2Nb 〉 , (2.1.45)∣∣n2 〉 = ∣∣n1, . . . , 1pσ, . . . , 0qτ , . . . , n2Nb 〉 . (2.1.46)
Then,〈
n2







holds, where the phase factors Γnpσ are defined in Eq. (2.1.30).
2.1. MANY-BODY QUANTUM MECHANICS IN A NUTSHELL 23
(iii) The Slater determinants differ in two pairs of occupation numbers,∣∣n1 〉 = ∣∣n1, . . . , 0pσ, . . . , 0rγ , . . . , 1qτ , . . . , 1sν , . . . , n2Nb 〉 , (2.1.48)∣∣n2 〉 = ∣∣n1, . . . , 1pσ, . . . , 1rγ , . . . , 0qτ , . . . , 0sν , . . . , n2Nb 〉 . (2.1.49)
In this case, the matrix element is given by〈
n2
∣∣ Hˆ ∣∣n1 〉 = Γn2pσΓn2rγΓn1qτ Γn1sν (δστ δγν gσγpqrs − δσνδγτgσγpsrq) . (2.1.50)
For all other combinations of determinants which differ by more than two pairs
of indices, the matrix elements of the Hamiltonian vanish. The Slater-Condon
rules have also been extended to non-orthonormal basis sets by Löwdin in
1955 [96].
2.1.6 Reduced density matrices
Reduced density matrices comprise parts of the information stored in the
wavefunction in a compact quantity. The p-particle reduced density matrix
(RDM) is obtained from the N -particle wavefunction by integrating out (N −p)
particle coordinates [96],
D(p)(x1, . . . ,xp,x
′







dxp+1 · · · dxN × (2.1.51)
Ψ∗(x1, . . . ,xp,xp+1, . . . ,xN , t) Ψ(x′1, . . . ,x
′
p,xp+1, . . . ,xN , t) .
From the p-particle RDM, one can obtain the expectation value of all q-particle
operators with q ≤ p. Of particular importance for the present work are
the one-particle reduced density matrix, D(x,x′; t), and the two-particle re-














∣∣ a†pσaqσ ∣∣Ψ(t) 〉 . (2.1.53)
Here, σ ∈ {α, β} labels the particle spin and p and q the indices of the spatial







2Note that here we again made use of the fact that the spin spaces do not couple; otherwise,
one would have to work with a more general density matrix Dpσ,qτ .
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which is convenient for operators which do not depend on spin. In terms of
the one-particle RDM, the expectation value of a single-particle operator Oˆ can










Opq(t) Dpq(t) , (2.1.57)
where the second line refers to the case where Oˆ does not depend on spin and
the α and β spin-orbitals are identical. Similarly, the two-particle RDM is given




∣∣ a†pσa†rτasτaqσ ∣∣Ψ(t) 〉 . (2.1.58)









dσσpqrs(t) = − dσσrqps(t) ,




















and the diagonal entry,
d(x1,x2, t) := d(x1,x1,x2,x2, t) , (2.1.61)
determines the joint probability to find one particle in the state x1 and another
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The expectation value of a two-particle operator Tˆ is given by












Tpqrs dpqrs(t) , (2.1.64)
where again the second line holds for a spin-independent operator and identical
α and β spin-orbitals, and the matrix elements of the operator Tˆ are calculated
similarly to Eq. (2.1.43).
2.2 The time-dependent variational principle
Ever since Hero of Alexandria derived the law of reflection by assuming that
light travels along the shortest distance [97], variational principles have played
an important role in the evolution of physics. Their intention is to reduce the
physical description to a geometric principle of finding extrema of appropriate
functionals. By this, one obtains an intuitive approach which, on the one hand,
may serve to identify similarities between different physical theories—compare,
e.g., the role of the Hamilton principle in classical and quantum mechanics.
On the other hand, as used in this work, it can be employed to simplify the
derivation of differential equations of motion. A thorough introduction into the
details of the time-dependent variational principle can be found in Ref. [98].
Here, we follow closely the work of Beck et al. [93].
Among the time-independent variational principles, the Rayleigh-Ritz prin-
ciple is of utmost importance in quantum mechanics. It states that the ground-
state energy E0 of a physical system described by the Hermitian Hamiltonian
Hˆ satisfies the equality
E0 = min|Ψ 〉∈H\{0}
〈
Ψ
∣∣ Hˆ ∣∣Ψ 〉〈
Ψ
∣∣Ψ 〉 . (2.2.1)
Performing the variation with respect to 〈Ψ |, the Rayleigh-Ritz principle is
readily transformed into the eigenvalue problem [67]
Hˆ
∣∣Ψ 〉 = E ∣∣Ψ 〉 , (2.2.2)
which is the time-independent Schrödinger equation. The true groundstate
energy is given by the lowest eigenvalue, while the corresponding eigenfunction
is the true groundstate. In practice, one usually has to deal with approximate
wavefunctions determined by a set of variational parameters. The Rayleigh-
Ritz principle can then be used to optimize these parameters in a way that the
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FIGURE 2.2: Schematic illustration of the time-dependent variational principle. The
wavefunction |Ψ(t) 〉 is represented on the manifold H′, which is a subset of the
Hilbert space H. At each instant of time, the true temporal derivative ∂t|Ψ(t) 〉 ∈ H is
approximated in the best possible way by a vector ∂t|Ψ(t) 〉′ in the tangent space of
H′ of the point |Ψ(t) 〉.
lowest possible energy is achieved. The deviation of the resulting energy from
the true groundstate energy—so far it is known—can then serve to qualify the
accuracy of the approximate wavefunction. Once the approximate groundstate
|Ψ0 〉 is at hand, the Rayleigh-Ritz principle can also be used to target the first
excited state by performing the variation over the space H\{|Ψ0 〉} orthogonal
to the groundstate, and so on for higher excited states. According to the
Hylleraas-Undheim theorem, the energies of thus obtained excited states also
provide upper bounds to the exact energies [67].
The first time-dependent variational principle (TDVP) was introduced in
1930 by Dirac [99] and later by Frenkel [100] to approximately solve the TDSE,
and reads 〈
δΨ
∣∣ Hˆ(t)− i∂t ∣∣Ψ 〉 = 0 . (2.2.3)
Here, δ denotes a variation on the wavefunction. Another TDVP is the McLach-
lan principle [101], which requires to minimize the quantity∣∣∣∣∣∣i∂tΨ− Hˆ(t)Ψ∣∣∣∣∣∣ . (2.2.4)









∣∣ Hˆ(t)− i∂t ∣∣Ψ(t) 〉 , (2.2.6)
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and the usual boundary conditions δL(t0) = δL(t1) = 0. All these variational
principles were shown to be equivalent as long as for each allowed variation
δΨ the variation iδΨ is allowed as well. This constraint is particularly satisfied
if the variational parameters are complex quantities [93], which is the case
throughout this work. As we are then free to choose one of the provided
variational principles, following Ref. [102], we exclusively use the Lagrange
TDVP in the later derivations. It can be shown that wavefunctions derived from
the TDVP conserve the norm, and, for a time-independent Hamiltonian, also
the energy [93].
2.3 Time-dependent full configuration interaction
Full configuration interaction (FCI) theory marks one of the foundations of
many-particle quantum mechanics. Also known under the term exact diagonal-
ization, it presents the most accurate approach to solutions of the Schrödinger
equation. Due to its combinatorial growth with the number of particles and
basisfunctions, however, it suffers the NP-hard problem labeled the exponential
wall or also the curse of dimensionality [54]. Therefore, full CI methods can be
applied in a reasonable way only to small systems with a moderate number of
particles and basisfunctions. Consequently, in this work it is used exclusively for
simulations of the helium atom. In the following, after giving an overview on
the current state of research, we introduce the full CI ansatz and the equations
of motion. Subsequently, we collect the relevant symmetry operators and show
examples of how their use reduces the size of the configuration space. We
note that due to the formal similarity of time-dependent and time-independent
CI theory, most concepts translate smoothly from the stationary to the time-
dependent formalism, and hence we often do not strictly distinguish between
the two approaches.
2.3.1 State of research
Configuration interaction theory was established since 1929, when Slater intro-
duced the description in terms of determinants and derived some of the rules
for the evaluation of Hamiltonian matrix elements [94]. The early calculations
employed only a few configurations, say in the order of a few ten [103]. Only
with the rise of modern computers, significantly larger expansions became
possible. For atomic structure calculations, the one-billion limit was first passed
by Olsen et al. in 1990 [104], while current state-of-the-art calculations are
capable of employing determinant bases of dimension up to 1010 [105]. Full
CI has also been applied to systems such as quantum dots [53], Hubbard
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clusters [106], Bose-Einstein condensates [107] and several other systems.
Nowadays, full CI is mainly used as a benchmark method, whereas in practical
applications it is often replaced by other methods such as the Coupled-Cluster
method [108], quantum Monte-Carlo full CI [70], Møller-Plesset perturbation
theory [67], the density matrix renormalization group [109], or, as will be con-
sidered later in this work, the restricted active space configuration interaction
method.
In contrast to the time-independent applications mentioned so far, full CI
solutions of the time-dependent Schrödinger equation are usually restricted
to small particle numbers as the single-particle basis often needs to be signif-
icantly larger in order to capture the arising dynamics. For photoionization
applications in three-dimensional systems, direct solutions are available only
for up to three particles, as has been shown by Colgan and Pindzola for the
example of lithium [55]. It has to be noted, though, that these calculations
present a very recent achievement and that they are restricted to grid sizes
and angular momentum expansions which can be considered too small for
most applications. For this reason, most photoionization studies consider two-
particle systems such as helium and molecular hydrogen [52, 56, 110, 111], or,
by fixing a certain set of electrons, also larger atoms such as beryllium [112,
113]. In most applications, the time-dependent close-coupling method is used,
which corresponds to a full CI treatment in an angular momentum adapted
basis where the angular part is described by bi-spherical harmonics, see also
the subsequent discussion on symmetry restriction in paragraph 2.3.3. Time-
dependent full CI calculations in the uncoupled representation have been used
in Ref. [4], our work on the two-photon ionization of helium.
2.3.2 TD-FCI equations
Having prepared the relevant formalism in section 2.1, we are in the position to
easily derive the equations of motion of the time-dependent full configuration
interaction (TD-FCI) method. It starts with the expansion of the N -particle
wavefunction in terms of Slater determinants,∣∣Ψ(t) 〉 = ∑
K
CK(t)
∣∣φk1 · · · φkN 〉 , (2.3.1)







K = (k1, . . . , kN ) with 1 ≤ k1 < · · · < kN ≤ 2Nb . (2.3.2)
A straightforward insertion into the time-dependent Schrödinger equation and
a subsequent projection onto 〈φj1 · · · φjN | then immediately yields the TD-FCI









Here, we introduced the matrix elements of the Hamiltonian,
HJK(t) =
〈
φj1 · · · φjN
∣∣ Hˆ(t) ∣∣φk1 · · · φkN 〉 , (2.3.4)
and the overlap matrix element,
SJK =
〈
φj1 · · · φjN
∣∣φk1 · · · φkN 〉 . (2.3.5)
Equation (2.3.3) can also be stated more intuitively as a matrix equation,
iS C˙(t) = H(t) C(t) , (2.3.6)
involving the coefficient vector C(t) of length Ndet and the Ndet ×Ndet Hamil-
tonian and overlap matrices. When applied to the stationary Schrödinger
equation, the same procedure leads to the (time-independent) full configura-
tion interaction equation,
H C = E S C , (2.3.7)
a generalized eigenvalue problem which needs to be solved for the energies
E and the coefficients C. Note that in the case of orthonormal orbitals,
〈φk |φl 〉 = δkl, also the Slater determinants are orthonormal and the many-
body overlap matrix S becomes the identity matrix.
The CI equation presents a mapping of the Schrödinger equation onto a
discretized subspace of the anti-symmetric Hilbert space H−N . Except for the
discretization in terms of a finite basis, it provides an exact representation of
the operators and the wavefunction (whereas the latter may also be affected by
failures of the time-integration). In particular, the full CI wavefunction contains
all correlations, which stands in contrast to the approximate methods consid-
ered later in this work. As mentioned before, a common field of application
of full CI is therefore the production of benchmark results. Furthermore, the
full CI wavefunction is size-consistent, which means that it is able to describe
molecules with different bond lengths at a consistent level of quality [67].
This feature is of major importance in quantum chemistry, for instance in the
calculation of dissociation curves, see also section 2.5.9. For atoms, however, it
does not seem to play the same vital role.
In order to attack the CI equation, the required operator matrix elements
between Slater determinants must be evaluated with the Slater-Condon rules
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given in section 2.1.5. Next, the equation of motion needs to be integrated and
the eigenvalue problem must be solved, respectively. Both tasks are usually
accomplished using iterative methods such as those collected in section 3.6,
which require only the application of the Hamiltonian onto the state vector,
σ(t) = H(t) C(t) . (2.3.8)
This matrix-vector multiplication can be performed using two different con-
cepts: in conventional CI, the Hamiltonian is constructed once and stored in a
sparse matrix, which is then repeatedly applied to the coefficient vector. On
the other hand, in direct CI, the Hamiltonian is never explicitly constructed,
but only its action on the coefficient vector is evaluated [114]. Particularly the
direct CI formalism is established as the method of choice in quantum chem-
istry, where usually only a small number of matrix-vector products is necessary.
For the time-dependent applications considered in this work, however, we
use the conventional treatment since a much larger number of multiplications
is required. In chapter 3, we focus in detail on the arising numerical issues,
and present the ideas which are crucial for an efficient application to larger
systems.
2.3.3 Symmetry restrictions
Symmetry restrictions play an important role in the theory of configuration
interaction. The basic idea is that any symmetry can be used to reduce the
complexity of the problem at hand. This reduction, however, usually comes
at the cost of a more sophisticated description. A prominent example of
this principle was already encountered in section 2.1, where the particle
interchange symmetry has been used to restrict the N -particle Hilbert space
HN to the much smaller subspace of anti-symmetric functionsH−N . The price to
pay is the more difficult handling of Slater determinants as opposed to Hartree
products.
The foundation of symmetry reduction is given by the following classic
theorem of quantum mechanics [115]: Given two operators Aˆ and Bˆ with
[Aˆ, Bˆ] = 0 and two eigenfunctions | a1 〉, | a2 〉 of Aˆ with eigenvalues a1 and a2,
respectively, the following implication holds:
a1 6= a2 =⇒
〈
a1
∣∣ Bˆ ∣∣ a2 〉 = 0 . (2.3.9)
Hence, the operator Bˆ does not couple eigenfunctions belonging to different
eigenvalues of Aˆ. Consequently, using a Hilbert space basis of properly ordered
eigenfunctions {| ai 〉}, the matrix representation of Bˆ gets decomposed into
blocks, each of which corresponds to a single eigenvalue ai. Because each of
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these blocks can be treated independently of the others, one often obtains a
valuable reduction in complexity. In practical calculations, it is hence conve-
nient to specify a certain set of symmetry quantum numbers, construct the
Hilbert space with the corresponding eigenstates, and work exclusively in the
thus obtained subspace.
In the following, we particularly discuss the single- and two-particle sym-

















|rk − rl| .
These are the spin operators Sˆ2 and Sˆz, the angular momentum operators
Lˆ2 and Lˆz and the parity operator Πˆ. In case of broken spherical symmetry,
which occurs under action of a laser field or in the case of diatomic molecules,
the Lˆ2 symmetry is violated and the related angular momentum quantum
number is not conserved. Further, for an elliptically polarized field, and also
for general molecules, the Lˆz-symmetry is broken. For a general introduction
into quantum-mechanical group theory, which provides the mathematical
foundation of symmetries, see Ref. [116].
Single-particle operators
We first consider the treatment of single-particle operators Oˆ, for which the
construction of eigenstates is comparably easy. In fact, it is sufficient to work
in a single-particle basis of eigenstates of the symmetry operator,
Oˆ
∣∣φk 〉 = ok |φk 〉 . (2.3.10)







and application to a Slater determinant straightforwardly leads to





|n 〉 . (2.3.12)
Slater determinants are therefore eigenvectors of Oˆ, as long as they are set up
in terms of the corresponding single-particle eigenstates.
One important example for this concept is the spin projection operator Sˆz,
which trivially commutes with the spin-free Hamiltonian (1.3.2). By working
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in a single-particle basis in which the spin-part is described by either α- or
β-spin functions,
φpσ(x) = φpσ(r) σ(sz) , σ ∈ {α, β} , (2.3.13)










As this operator includes only diagonal terms, Slater determinants are trivially
eigenfunctions,
Sˆz
∣∣n 〉 = Nα −Nβ
2
∣∣n 〉 , (2.3.15)
where Nα (Nβ) denotes the number of particles with α-spin (β-spin).
Regarding the angular momentum projection Lˆz, it is advantageous to
describe the angular part of the orbitals by spherical harmonics,
φklmσ(r) = Rklmσ(r)Ylm(θ, φ) , (2.3.16)




m aˆ†klmσ aˆklmσ . (2.3.17)
As before, Slater determinants |n 〉 are then trivially eigenfunctions,
Lˆz
∣∣n 〉 = (∑
klmσ
mnklmσ
) ∣∣n 〉 . (2.3.18)
Finally, to ensure that Slater determinants are also parity eigenfunctions,
it suffices to work in a single-particle basis {φp(r)} which is symmetric or
anti-symmetric with respect to inversion relative to the origin,
pˆi φpσ(r) = φpσ(−r) = ξpφpσ(r) . (2.3.19)
Here, ξp = +1 for symmetric orbitals and ξp = −1 for anti-symmetric orbitals.
The parity of a determinant |n 〉 is then given by
pˆi





) ∣∣n 〉 , (2.3.20)
where the exponent np ensures that the product is taken only over the occupied
spin-orbitals. Note that the parity is already accounted for when working in the
basis (2.3.16), as the spherical harmonics are also parity eigenfunctions [117],
φklmσ(−r) = (−1)l φklmσ(r) . (2.3.21)
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Two-particle operators
For two-particle operators, the construction of eigenstates is significantly more
difficult than in the single-particle case. In principle, the problem can be
addressed by calculating the matrix representation of a two-particle operator




∣∣ Tˆ ∣∣m 〉 . (2.3.22)
Subsequently, this matrix has to be diagonalized to obtain the eigenvalues τ ,
of which only a selected subset is retained. The corresponding eigenvectors
Uτ are then used to set up the symmetry-adapted eigenbasis,∣∣Φτ,i 〉 = ∑
n
Uτ,in
∣∣n 〉 , (2.3.23)
which consequently consists of a linear superposition of Slater determinants.
Whether this approach is feasible, however, depends heavily on the operator at
hand and on the related ability to keep the matrices small by exploiting further
convenient properties.
The procedure becomes clear by considering the basic example of the
total spin operator Sˆ2, which trivially commutes with the spin-independent
Hamiltonian (1.3.2). The many-body eigenstates of the total spin are called
configuration state functions (CSFs). Being a standard problem in quantum
chemistry, several works are dedicated to the construction and use of CSFs.
Among the applied methods are projection methods [118, 119], the genealogi-
cal coupling scheme [67] or symmetric group approaches [120]. A thorough
review has been given by Pauncz [88]. In this work, we apply a variant of the
basic method mentioned before which has been described by Slater [115]. It
proceeds by constructing the matrix representation of
Sˆ2 = Sˆ+Sˆ− + Sˆz(Sˆz − 1) (2.3.24)
in an appropriate subspace of the Hilbert space which consists of all determi-
nants having the same orbital configuration [67]. The orbital configuration of a
determinant |n 〉 is the vector∣∣m1, . . . ,mNb 〉, mp = np,α + np,β , (2.3.25)
where mk ∈ {0, 1, 2} labels the occupation of the spatial orbital |φk 〉. It
can be shown that two determinants |nγ 〉, |nµ 〉 belonging to different orbital
configurations γ and ν, respectively, do not couple under the total spin operator,〈
nγ
∣∣ Sˆ2 ∣∣nµ 〉 = 0 , for γ 6= µ . (2.3.26)
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It is therefore sufficient to construct the matrix representation of Sˆ2 only in
the subspace of determinants belonging to a specified orbital configuration,
the dimension of which is significantly smaller than the total Hilbert space.
This makes it easy to determine the eigenvalues S(S + 1) and eigenvectors U
of this matrix and retain only selected values of S. Doing so for each arising
orbital configuration, one obtains the representation of the configuration state
functions in terms of usually a few Slater determinants,∣∣CSFγ,i 〉 = ∑
nγ
Uinγ
∣∣nγ 〉 . (2.3.27)
The expansion coefficients Uinγ are eigenvectors of the spin matrix and are
formally given by products of Clebsch-Gordan coefficients. Matrix elements of
the Hamiltonian between CSFs can then be calculated as〈
CSFγ,i





∣∣ Hˆ ∣∣nν 〉 . (2.3.28)
For further details on the construction of spin eigenstates, we refer to Ref. [67].
In a very similar way, one can also construct simultaneous eigenfunctions
of the total spin and the total angular momentum operator
Lˆ2 = Lˆ+Lˆ− + Lˆz(Lˆz − 1) . (2.3.29)
The procedure we describe is due to Schaefer and Harris [121]. For its ap-
plication it is highly advantageous to work in a basis of angular momentum
eigenfunctions ψklmσ(r) as given in Eq. (2.3.16). Then, similar to the total spin





nklmσ rkl ∈ {0, 1, . . . , 2(2l + 1)} , (2.3.31)
and determines the matrix representation of Lˆ2 + λSˆ2 in the complete set
of determinants contributing to a single radial configuration. Here, λ is a
small parameter which serves to disentangle the eigenvalues of the spin and
angular momentum operator (of the order λ ≈ 0.001). Diagonalization of
this matrix for each arising radial configuration then yields the symmetry-
adapted eigenfunctions, which are represented through an expansion similar
to Eq. (2.3.28). A more elaborate treatment for the construction of combined
spin- and angular momentum eigenfunctions can be found in Ref. [122].
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level symmetry Nconf reduction
Hartree products 23 059 204
Slater determinants 11 527 201 × 12
Spin projection Sz = 0 5 764 801 × 12
Angular mom. projection Lz = 0 554 631 × 110
Total spin S = 0 286 062 × 12
Total angular mom. L = 0 17 150 × 116
TABLE 2.3: Reduction of the full configuration interaction problem for the 1Se ground-
state of helium. Nconf denotes the number of remaining configurations which span the
symmetry-restricted subspace of the Hilbert space.
Example: Symmetries of the helium atom
We give an example of the introduced concepts by means of the calculation of
the helium groundstate, which has 1Se symmetry. Thereto, we use a spatial
basis given by
ψklm(r) = Rklm(r)Ylm(θ, φ) . (2.3.32)
The explicit form of the radial functions Rklm(r) is not important here, but
only that we use Nrad = 49 radial functions for each value of (lm). We
further include spherical harmonics up to l ≤ 6, which yields a number of
Nang = 49 angular basisfunctions. The total number of basisfunctions is thus
Nb = NradNang = 2401, and the number of spin-orbitals is 2Nb = 4802.
Table 2.3 shows the results. Starting from the number of possible Hartree-
products, the successive restriction to fixed symmetry quantum numbers leads
to a significantly smaller Hilbert space. In particular, the angular momentum
symmetries yield the largest reduction. For this set of symmetry quantum
numbers, the approximately 107 Slater determinants reduce to merely 17150
symmetry-adapted configurations. This is small enough to allow for a di-
agonalization by dense matrix methods, i.e., the complete spectrum of 1Se
symmetry is accessible. For other choices for the symmetry quantum numbers,
however, and also for larger radial basis sets, the subspaces can become signif-
icantly larger. This prevents one from obtaining a complete spectrum of the
helium atom, which would enable an accurate characterization of singly- and
doubly-ionized states.
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2.4 Time-dependent restricted active space configuration
interaction
The time-dependent restricted active space configuration interaction (TD-RAS-
CI) method presents a way to reduce the exponential problem occurring in
direct solutions of the time-dependent Schrödinger equation. The idea is to
retain in the full CI expansion only those determinants which are expected to be
important for the physical process under investigation and by this—hopefully—
obtain a calculation that is manageable and sufficiently accurate at the same
time. In the following, we summarize the state of research, the goals of the
present work, and give a detailed survey on the TD-RASCI method and its
efficient application to photoionization processes.
2.4.1 State of research
The idea to reduce the effort of direct calculations by including only important
determinants is present since the invention of the configuration interaction
method. The early atomic structure CI calculations were restricted to a few
dozens of determinants which, in order to provide a reasonable description,
have been selected individually on the basis of physical considerations or by
trial and error [103]. With increasing computer power and the related growth
of the determinant spaces, however, the individual selection procedure quickly
became impracticable. Nowadays, calculations instead apply restrictions which
are often classified by the excitation level. The full CI wavefunction is therefore











∣∣Φrstabc 〉+ · · · .
(2.4.1)
The reference state |Φ0 〉 is usually a single Slater determinant or configuration
state function constructed from Hartree-Fock or multiconfigurational Hartree-
Fock orbitals. Further, the excited determinants are defined by∣∣Φra 〉 = aˆ†r aˆa∣∣Φ0 〉 , (2.4.2)∣∣Φrsab 〉 = aˆ†s aˆb∣∣Φra 〉 , (2.4.3)
and so on. They are constructed from the reference state by raising one or
more particles from the occupied orbitals a, b, . . . to the virtual orbitals r, s, . . . ,
the indices of which are ordered in the summations so as to produce only
different determinants.
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FIGURE 2.4: Illustration of the orig-
inal restricted active space scheme
introduced by Olsen et al. [126]. The
single-particle basis is divided into
4 partitions. The electrons in RAS0
are assumed to be fixed, in RAS1 a
chosen number of at most nh holes
is allowed, the electrons are not re-
stricted in RAS2, and in RAS3, at
most ne electrons are allowed.
Truncation of the series (2.4.1) at the level of single-excitations leads
to the configuration interaction singles (CIS) approximation, at the level of
double-excitations to configuration interaction singles/doubles (CISD), and so
on. Generally, the scheme obtained by restriction to the n-th excitation level









≈ (2Nb)n , (2.4.4)
and thus for small n to a convenient polynomial scaling. Approximations of
this kind are ubiquitous in quantum chemistry and physics. They include
applications to atoms and molecules, quantum dots [124], or Bose-Einstein
condensates [125], to mention only a few examples. A similar type of ap-
proximation is presented by multi-reference configuration interaction, where
instead of the single-reference expansion (2.4.1) a number of reference states













∣∣Φ rsγ ab 〉 · · · .
(2.4.5)
Multi-reference approaches are essential if a single reference state is not able
to provide an appropriate representation of the system, such as, for instance,
for the ozone molecule [67].
The reduced-excitation methods covered so far present only a rough guide-
line for the selection of determinants. A more sophisticated strategy is given by
the restricted active space method introduced to quantum chemistry by Olsen et
al. in the context of CI and MCHF calculations [126], where it is also called
restricted active space self-consistent field (RASSCF) method. In its original for-
mulation, the single-particle basis space is divided into four partitions named
RAS0 to RAS3, and certain restrictions are imposed onto the occupation of
the partitions, see Fig. 2.4. The advantage of the RAS scheme is that one
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can adjust the wavefunction expansion in a more controlled way, and by this,
e.g., treat core and valence electrons with a different level of accuracy. The
original RAS idea has also been straightforwardly extended to a larger number
of partitions [122].
Up to this point, we have considered only time-independent applications.
For solutions of the time-dependent Schrödinger equation, and particularly for
the treatment of photoionization processes, specialized variants of the previous
ideas have been examined. An important role is played by the single-active
electron (SAE) approximation introduced by Kulander and coworkers [71,
127], which has been applied to a variety of topics including photoionization
of atoms [128] and molecules [129], high-order harmonic generation [130],
and others. There further exists the two-active electron (TAE) approximation
which has been applied by Laulan and Bachau [112] and by Yip et al. [113]
to the single- and double-photoionization of beryllium, as well as by Kamta
and Starace to the negatively charged lithium ion [131]. The time-dependent
configuration interaction singles (TD-CIS) method has been introduced to
strong-field physics by Rohringer et al. [132] and found successful application
to processes such as high-order harmonic generation [133] or the decoherence
in the photoionization of xenon [134]. Further, Krause et al. have used Gaussian
basis sets to consider the excitation of lithium cyanide within TD-CIS [51].
Another approach similar to TD-CIS has been introduced by Spanner and
Patchkovskii to describe single-ionization [135].
2.4.2 TD-RASCI – goals of this work
This work aims at the development and implementation of a time-dependent
version of the restricted active space configuration interaction method, as well
as its application to simulations of photoionization processes in multi-electron
atoms. This constitutes the first time that the general RAS scheme is applied to
solutions of the time-dependent Schrödinger equation.
The TD-RASCI method presents a general approach to time-dependent
ab-initio simulations of few-particle systems, which, as will be covered in
detail below, incorporates all the time-dependent methods mentioned in the
previous subsection in a single framework. TD-RASCI is, at the same time, a
conceptually easy method, as can be seen at the derivation of the equation of
motion in the next subsection. For the efficient application to photoionization
processes, the RAS scheme, which is traditionally considered in energy space,
is further extended to the coordinate space using an appropriate mixed single-
particle basis introduced in section 3.1.3. Finally, in chapter 4, the TD-RASCI
method is applied to atoms in order to demonstrate its outstanding capabilities
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in describing correlated photoionization processes.
The TD-RASCI method is a promising approach to the time-dependent
few-particle problem and its invention presents—in the personal view of the
author—the greatest achievement of the work at hand.
2.4.3 TD-RASCI equations of motion
The TD-RASCI ansatz for the N -particle wavefunction is given by∣∣Ψ(t) 〉 = ∑
I∈Ω
CI(t)
∣∣ψi1 · · ·ψiN 〉 , (2.4.6)
and looks almost identical to the time-dependent full CI ansatz (2.3.1). The
only difference is the index set Ω, which specifies the included Slater determi-
nants. In full CI, it is given by Eq. (2.1.24),
Ω− =
{
(j1, . . . , jN ) ∈ NN
∣∣ 1 ≤ j1 < · · · < jN ≤ 2Nb } . (2.4.7)
In contrast, the index set applied in TD-RASCI calculations is only a subset of
Ω−, the selection of which is considered in the next subsection. Here, let us
assume for the moment that Ω is already determined. Then, a straightforward
insertion of the ansatz into the time-dependent Schrödinger equation yields








or equivalently in matrix notation,
iS C˙(t) = H(t) C(t) , (2.4.9)
where the overlap matrix S and Hamiltonian matrix H have been defined in
Eqs. (2.3.5) and (2.3.4), respectively. Note that these equations are formally
identical to the TD-FCI equations, but involve another choice for the discretized
subspace of the Hilbert space and therefore matrices and vectors of smaller
dimension.
These lines illustrate several convenient properties of the TD-RASCI sche-
me:
• The derivation of the equation of motion is extraordinarily simple, and
the whole task is the appropriate selection of the index set Ω to describe
the physical process at hand.
• Since the formalism is independent of the actual content of Ω, a single
implementation can be set up which is able to treat a variety of different
RAS approximations.
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• The TD-RASCI equations require only the evaluation of matrix-vector
products which is a computational standard task, and therefore greatly
simplifies the efficient implementation, such as the use of parallelization
schemes.
2.4.4 Determinant selection
The TD-RASCI method is determined by the included Slater determinants in
the wavefunction expansion (2.4.6), i.e., by the set Ω of determinant indices.
Generally, the choice of determinants should reflect the physical problem at
hand and include those states which are expected to dominantly contribute
to the process. On the other hand, the number of determinants should not
be too large such that the calculations remain feasible. To accomplish both
requirements, one needs to have an efficient selection procedure available.
Such has been proposed in Ref. [2] and is described in the following:
(i) Divide the single-particle basis,
B = {∣∣ψ1 〉, . . . , ∣∣ψ2Nb 〉} , (2.4.10)
into an arbitrary number P of partitions Bi,
B = B1 ∪ . . . ∪ BP , (2.4.11)
with
Bi =
{∣∣ψp(i−1) 〉, · · · , ∣∣ψpi−1 〉} . (2.4.12)
The partitioning is thus defined by the P + 1 numbers
(p0 = 1, p1, . . . , pP−1, pP = 2Nb) , (2.4.13)
i.e., by P − 1 free parameters. The number of orbitals in the partition Bi
is denoted by Nb,i; by definition, one has
∑
j Nb,j = 2Nb. The partitions
are visualized by the four black boxes in Fig. 2.5.
(ii) Impose restrictions on the particle numbers allowed in the partitions.
Therefore, for each partition Bi, one specifies the minimal and maximal
particle number, Nmin,i and Nmax,i, and allows only for particle numbers
Ni in between these two values, Nmin,i ≤ Ni ≤ Nmax,i. The restrictions
should be assigned to match the occurring physical processes as good
as possible, but at the same time lead to only a moderate number of
determinants.
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∣∣ΨN4 〉 ∈ H4(N4)
∣∣ΨN3 〉 ∈ H3(N3)
∣∣ΨN2 〉 ∈ H2(N2)








FIGURE 2.5: Illustration of the restricted active space scheme for a number of P =
4 partitions of the single-particle basis B. In each partition, one imposes certain
restrictions on the allowed particle numbers. The total N -particle wavefunction |Ψ 〉
is constructed as the tensor product of the Ni-particle wavefunctions |Ψi 〉, with∑
iNi = N .
Each allowed pair (Bi, Ni) obtained this way is related to a discrete full CI
Hilbert space Hi(Ni), which is the span of all Ni-particle Slater determinants
constructed with the truncated single-particle basis Bi. For an example, see






H1(N1)× · · · × HP (NP ) , (2.4.14)
i.e., as the unification of the Cartesian products of all subspaces which satisfy
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The wavefunction is set up as the anti-symmetrized product of the given Slater
determinants (which is just a determinant in the original Hilbert space),∣∣Ψ(t) 〉 = ∑
| Ii 〉∈Hi(Ni)
CI1,...,IP (t) Aˆ
∣∣ I1 〉 · · · ∣∣ IP 〉 . (2.4.16)
Finally, in order to bring the wavefunction into the form of Eq. (2.4.6), one
needs to specify the index set of the thus included Slater determinants,
Ω =
{
(i1, . . . , iN )
∣∣ ∀j ∈ {1, . . . , P} : Nmin,j ≤ Nj ≤ Nmax,j } . (2.4.17)
Here, the occupation Nj of the j-th partition Bj is given by








Note that the notation for the index set Ω does not explicitly indicate the strong
dependence on the RAS parameters, i.e., on the partitioning (p0, . . . , pP ) and
the range of allowed particle numbers, Nmin,i and Nmax,i.
If we made no restriction on the particle numbers, i.e., allowed for 0 ≤ Ni ≤
N in each partition Bi, we would recover the full configuration interaction
method. By restricting the accessible many-body Hilbert space in the way
just presented, one can significantly reduce its dimension and thus enable
time-dependent configuration interaction calculations which are far beyond
reach of the full CI scheme.
2.4.5 Relation to existing methods
As has been mentioned previously, the TD-RASCI scheme is a very general
method which incorporates a variety of time-dependent approaches of strong-
field physics. In the following, we prove this statement by explicitly specifying
the RAS parameters required to obtain the single- and two-active electron ap-
proximation and the time-dependent configuration interaction singles method.
We begin with the single-active electron approximation. In its basic form,











ψSAE(r, t) , (2.4.19)
where the pseudo-potential vSAE(r) models the ionic background felt by the
active electron. Common choices for the pseudo-potential include spheri-
cally symmetric potentials [136] and angular momentum dependent expan-
sions [137]. However, as pointed out by Rohringer et al. [132], the ambiguous
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FIGURE 2.6: Special cases of the TD-RASCI scheme for the example of beryllium.
The numbers Ni label the allowed particle numbers in the partitions Bi (black boxes).
Active electrons are plotted in red. (a) Single-active electron approximation with an
active 2s orbital. The gray-shaded orbitals are fixed, and at most a single electron is
allowed in the continuum. (b) Time-dependent configuration interaction singles. All
electrons are active, but only single-excitations from the groundstate are included.
choice for the pseudo-potential prevents the basic SAE approximation from
being an ab-initio method. In the TD-RASCI method, the SAE approximation is
easily realized by fixing all orbitals except one, see the graphical representation
shown in Fig. 2.6. The corresponding wavefunction is given by
∣∣ΨSAE(t) 〉 = c0(t) ∣∣Φ0 〉 + ∑
r∈virt.
cra(t)
∣∣Φra 〉 . (2.4.20)
Note that the index a of the active orbital is fixed and the index r runs over
the virtual, i.e., unoccupied, orbitals. |Φ0 〉 denotes an appropriate reference
determinant, which is usually constructed with Hartree-Fock orbitals. As for the
basic SAE approximation, the corresponding TD-RASCI single-active electron
treatment reduces the N -particle problem to a description with O(Nb) free
parameters, and therefore requires an effort which is comparable to the solution
of a single-particle Schrödinger equation. Besides, the TD-RASCI scheme has
the advantage that the interaction with other atomic shells—including the
exchange potential—is modeled consistently and hence there is no need to
rely on pseudo-potentials. We note that SAE approximations of this kind have
already found application to strong-field processes [72, 132].
A similar ansatz is made in the time-dependent configuration interaction
singles (TD-CIS) method [72, 132], where now each occupied orbital is con-
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∣∣Φra 〉 . (2.4.21)
A graphical illustration is given in Fig. 2.6. The TD-CIS approximation requires
a total effort of O(N ·Nb). Note that, when working in a Hartree-Fock orbital
basis, the Brioullin theorem holds [67],〈
Φ0
∣∣ Hˆ ∣∣Φra 〉 = 0 , (2.4.22)
which implies that the groundstate is not improved by single-excitations and,
consequently, the groundstate energy is the Hartree-Fock energy. As an inter-
mediate between the CIS and SAE approximation, one can also treat only a
selected subset of the occupied orbitals as active, e.g., fix the core electrons
and allow only the valence electrons to become ionized.
The two-active electron approximation usually applied in photoionization
studies, e.g. [113, 131], proceeds in a similar way as the SAE approximation.


















ψTAE(r1, r2, t) .
(2.4.23)
While the Coulomb interaction between the active electrons is treated in an
ab-initio fashion, the interaction with the residual atom is approximated by
a pseudo-potential vTAE(ri) (which does not need to be the same for both
electrons). Common choices include the Hartree potential [112], the Slater
Xα-potential [138] or, simpler, screened Coulomb potentials which match
the ionization potential of the modeled electrons [42]. The advantage of the











where a and b denote the indices of the active orbitals, is again that the
inter-shell interaction is treated consistently and no pseudo-potentials must
be introduced. Further, the required total effort of O(N 2b ) is the same as for
Eq. (2.4.23). Among other examples, this enables a consistent time-resolved
consideration of double-ionization processes of many-electron atoms.
In a similar way, one can create other approximations. The selection
of determinants can be based to a large extent on physical considerations,
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FIGURE 2.7: Illustration of the minimal model for simulating the KLL-Auger process
of neon in the groundstate. Inactive electrons are depicted in black. (a) Core-electron
ionization via absorption of an XUV photon leaves the ion in the Ne+(1s 2s2 2p6) state.
(b) Subsequent inner atomic decay leads to the final ionic state Ne++(1s2 2s 2p5). The
Auger process is triggered by the Coulomb interaction between the Ne+ and Ne++ ion,
which can be described on first principles in the TD-RASCI method.
with the only restriction being imposed by the size of the determinant basis
and the sparsity of the arising Hamiltonian matrix. This opens the door to
simulations of a variety of explicitly time-dependent physical processes which
can be approached with the TD-RASCI method. As a final example how physics
translates into TD-RASCI constraints, we mention the KLL-Auger process in
neon, see also Fig. 2.7. On the one hand, the process requires the 1s shell
to be active, such that the K-shell ionization can occur. On the other hand, a
final state must be present with two holes in the L-shell, say in the 2s and 2p0








The idea is that once the laser pulse has ionized an electron from the 1s
shell, the Coulomb coupling between the states |Φr1s 〉 and |Φrs2s,2p0 〉 is able
to trigger the Auger decay. Under the usually valid assumption that the
doubly-ionized state does not get excited by the laser pulse, the number∑
rs |crs2s,2p0(t)|2 can then be used as an estimate for the fraction decayed via
the Auger process. Further, in a similar way as before, correlations could be
added to the description by allowing also for other excited states. Such an
approach would provide a valuable alternative to the time-resolved description
introduced by Kazansky and Kabachnik [139], and improve the latter by adding
a consistent treatment of the ionic background as well as of post-collision
interactions.
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2.4.6 Treatment of photoionization
So far, we considered the TD-RASCI approach in a general basis set, but, for
the examples, mainly focused on Hartree-Fock orbitals, or equivalently, other
kinds of optimized orbitals such as those arising from a MCHF or Kohn-Sham
treatment. The reason is that, in order to be efficient, RAS schemes require
an appropriate reference determinant (or more than one in the case of multi-
reference calculations) based on which the Hilbert space is constructed. The
concept of relating to a reference determinant in fact works well for many
applications and constitutes the foundation of a variety of correlated treatments
such as Coupled-Cluster or Møller-Plesset theory [67]. For photoionization
problems requiring large basis sets, however, the use of Hartree-Fock orbitals
becomes difficult due to the number of O(N 4b ) two-electron integrals that
must be handled. This issue has been faced in Ref. [72] by truncating the
two-electron integrals in a way similar to semi-empirical calculations [140]. In
contrast, the strategy we describe in the following employs a mixed basis set
and is capable of using the full, unrestricted Coulomb interaction.
Generally, for large basis expansions, it is advantageous to employ local-
ized (or nearly-localized) basis sets which have the property to be non-zero
only in a certain region of the coordinate space. Localized basis sets include
finite-difference and finite-element representations [141], B-splines [142],
wavelets [143], or, as used in this work and detailed in section 3.1, discrete
variable representations. The advantage of localized basis sets is, first, a sparse
representation of the two-electron integrals with typically only a number of
O(N 2b ) terms, which makes it possible to handle also large expansions without
approximation. Next, what is even more important for the TD-RASCI scheme,
localized basis sets allow one to introduce a division of the coordinate space
which can be treated in the same manner as before the division in energy
space. As illustrated in Fig. 2.8, this enables the distinction of an atomic region
and the continuum which can be straightforwardly exploited, for instance, by
allowing only for single-ionization (one electron in the continuum region),
double-ionization (two electrons in the continuum region), and so on.
On the other hand, localized basis sets have the disadvantage that they do
no resemble atomic orbitals, such that a single reference determinant usually
does not provide an adequate representation of the groundstate wavefunction.
As a solution to this problem, we introduce a mixed basis set which consists
of Hartree-Fock or similarly optimized orbitals in the atomic region, and of
localized orbitals in the continuum region. This allows for the construction of
an appropriate reference state that is localized in the atomic region. Moreover,
in the remaining coordinate space—which usually presents the by far larger
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FIGURE 2.8: Partitioning of the coordinate space used in the TD-RASCI treatment
of photoionization. (a) The coordinate space is divided into two (or more) spatial
partitions, where B1 contains the groundstate |Ψ0 〉 and B2 models the continuum. (b)
In practice, the partitioning is achieved by using a spatially localized basis set, which
allows for the application of the same constraint selection procedure as before in
energy space. For example, the restriction to single-ionization corresponds to allowing
only for a single electron in B2.
region—the advantages of the localized basis set can be exploited. In particular,
it is possible to include the Coulomb interaction in a consistent manner. The
actual construction of the basis set in terms of a discrete variable representation
is topic of section 3.1.3.
In summary, we have introduced a scheme which allows for the efficient
application of the usual RAS ideas to photoionization problems, and further
is capable of treating large basis sets without approximation to the Coulomb
interaction.
2.4.7 Relation to the time-dependent R-matrix method
The R-matrix method can be considered the most successful approach to the
ab-initio simulation of many-electron atoms taken so far. It is traditionally
employed either in time-independent calculations [73] or together with the
Floquet ansatz [144], and has produced several benchmark results for the pho-
toionization of atoms such as neon and argon. Recently, Lysaght et al. [74], as
well as Guan et al. [75, 76], have also introduced an explicitly time-dependent
R-matrix variant for the treatment of atoms. It has been successfully applied
to the calculation of correlated high-order harmonics generation [145] or the
study of time-delays in the photoionization of different shells in the neon
atom [43].
The time-dependent R-matrix method as described in Ref. [74] employs
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the division-of-space concept to construct the (N + 1)-electron wavefunction by
an expansion into (N + 1)-particle wavefunctions localized in the inner region,
and products of N -particle wavefunction in the inner region and a single-
particle function in the continuum. The wavefunctions in the inner region are
chosen as angular momentum and spin eigenstates. There, in the inner region,
the TD-RM method accounts for electron exchange and correlation effects,
while in the outer region exchange and correlation effects between the ejected
electron and the remaining N electrons are considered to be negligible. Hence,
the ejected electron moves in the local long-range potential of the residual
N -electron ion, which is obtained via a multipole expansion. The discretized
wavefunction is then propagated in time via the Crank-Nicolson algorithm. For
further details, we refer to the original work [74].
The R-matrix division-of-space concept closely resembles the partitioning
that is usually applied in this work. For this particular setting, the R-matrix
and the TD-RASCI method in fact constitute very similar approaches, which
should also provide comparable results. However, they significantly differ in
the underlying concepts: the R-matrix method is built on the assumption of
two distinct spaces, which are then aligned to each other at the boundary by
enforcing the wavefunction to be continuously differentiable. In contrast, the
TD-RASCI method starts from the full, connected Hilbert space, which is then
reduced by the RAS constraints in order to arrive at a feasible approximation.
This makes it easy to consistently include exchange effects or to model the
ionic potential without multipole approximations.
2.4.8 Summary and extensions of the TD-RASCI method
Let us finally summarize some of the convenient properties and possible exten-
sions of the TD-RASCI method:
• It is not necessary to restrict oneself to the two-fold division of space that
is used throughout this work. In fact, the TD-RASCI method can handle
an arbitrary set of constraints and thus allows for a great freedom in the
parametrization of the wavefunction. Hence, one can employ as many
divisions as are useful for the problem at hand.
• The TD-RASCI method comprises a variety of different methods in a
single framework, from the SAE approximation to the full CI method.
Therefore, in principle, any physical process can be addressed. For
example, to switch from single-ionization to double-ionization, a simple
change of the corresponding input parameters is sufficient.
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• The derivation of the equations of motion is completely straightforward,
and their solution presents a standard problem of computational physics
for which a variety of efficient algorithms are available.
• The TD-RASCI method treats the Coulomb interaction in an ab-initio fash-
ion in the whole coordinate space, including correlation and exchange
effects. It is not required to employ a multipole expansion to model
the ionic potential experienced by the ejected electron. However, it is
possible to do so by approximating the two-electron integrals, which is
likely to reduce the effort of the simulation.
• Spin and angular momentum symmetries can be exploited in TD-RASCI
by using standard algorithms such as those collected in section 2.3.3.
• The extension from atoms to diatomic molecules is straightforward and
amounts only to a change from the spherical to the prolate spheroidal
single-particle basis, which are both covered later in section 3.1.
These features render the TD-RASCI method highly appropriate for the
simulation of photoionization processes in atoms and molecules. To confirm
these statements by physical results is the goal of chapter 4.
2.5 Multiconfigurational time-dependent Hartree-Fock
The multiconfigurational time-dependent Hartree-Fock (MCTDHF) method is
another versatile tool for the numerical simulation of few-particle systems. It
presents, on the one hand, an extension of the Hartree-Fock method using
more than a single determinant, thus adding correlations to the mean-field
description. On the other hand, it can be considered as an extension of the
full configuration interaction method, in which the exponential problem is
reduced by using a smaller but optimized single-particle basis set. In the
following, after giving an overview on the state of research and the goals of
this work, we focus in detail on the idea underlying MCTDHF and the various
possibilities for its implementation. Subsequently, we derive the equations
of motion and show their connection to time-dependent Hartree-Fock and
configuration interaction theory. We close this section with a comparison of
spin-restricted and spin-unrestricted treatments in molecular hydrogen.
2.5.1 State of research
The first multiconfigurational Hartree-Fock (MCHF) calculation has been pub-
lished by Hartree et al. in 1939 [146]. Since then, the MCHF method has
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evolved into a standard tool in chemical physics, see, e.g., the monograph
of Froese-Fischer [147]. In relation to photoionization, it has been used to
calculate photoionization cross sections and angular distributions of atoms and
molecules [148, 149]. Time-dependent generalizations of the MCHF method
were considered the first time around 1980 by Daalgard [150], Yeager et
al. [151] and McWeeny [152].
A particularly successful variant is the multiconfigurational time-dependent
Hartree (MCTDH) method introduced by Meyer, Manthe and Cederbaum in
1990 [153, 154]. The MCTDH approach has found applications to a variety
of physical scenarios, among them photoexcitation of polyatomic molecules,
scattering of atoms and molecules, or the spin-boson model, to name a few. A
thorough introduction into the MCTDH formalism and its applications is given
in Refs. [93, 155]. In the MCTDH method, the wavefunction is expressed by
a superposition of time-dependent Hartree products and therefore does not
incorporate the particle exchange symmetry.
The extension to the multiconfigurational time-dependent Hartree-Fock
method has been derived in several works published around 2004 by Scrinzi
and coworkers [77, 156], Nest et al. [79] and Kato et al. [78]. These works
consider fermionic particles and consequently apply Slater determinants in-
stead of Hartree products. Shortly thereafter, also the extension to bosonic
particles named MCTDHB has been given by Alon et al., who employed a basis
of permanents [157]. As was further pointed out by the same authors, the
fermionic and bosonic theories are very similar and differ only in the handling
of the many-particle configurations [102]. In addition, both these extensions
are rather similar to the MCTDH treatment, which consequently had and still
has a great impact on the development of the MCTDHF and MCTDHB meth-
ods. Another, complementary approach is the non-variational formulation of
MCTDHF given by Nguyen-Dang et al. [158]. Further, extensions were made
to the usage of selected configurations in MCTDH [159, 160], which closely
resembles the restricted active space idea, or to the usage of time-dependent
orbitals in the coupled-cluster approach [66].
In the context of photoionization, the MCTDHF method has been applied
to atoms and diatomic molecules by Haxton et al. [81]. Jordan and Scrinzi
studied photoionization of the hydrogen molecule in cylindrical coordinates
using a model interaction [161]. Further, Gaussian basis sets have been used
by Nest et al. [162] to study photoexcitation of lithium hydride as well as by
Klamroth et al. [163] to sodium clusters. Kato and coworkers applied a set
of numerical orbitals to the hydrogen molecule to investigate excited state
dynamics [164, 165]. Nguyen-Dang et al. introduced a partitioning scheme
to obtain an improved description of the continuum [166]. Further, molecular
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dynamics beyond the Born-Oppenheimer approximation have been considered
by Nest [167] and Haxton [80]. Another recent development by Kvaal in the
context of MCTDH is the combination of wavefunction and density matrix
methods to describe particle absorption in a Lindblad approach [168]. The
approach in this work bears several similarities to the one taken by Haxton et
al. [80, 81], which was developed concurrently with the thesis at hand.
2.5.2 MCTDHF – goals of this work
The goal of this work is the application of the MCTDHF formalism to pho-
toionization processes in three-dimensional atoms and molecules. Therefore,
a computer code has been implemented from scratch to solve the MCTDHF
equations. Particular attention is spent on the usage of appropriate basis sets
and the development of efficient algorithms. The resulting code is highly
appropriate for studying photoionization and is optimized for the treatment of
atoms and diatomic molecules.
Another goal is practical investigation of the capabilities of MCTDHF which
is performed in chapter 4. Therefore, the method is applied to the single-
ionization and two-photon double-ionization of helium, which provides an
ideal test case since it is amenable to full CI calculations [2], as well as
the photoionization of beryllium. During this work, the MCTDHF method
has further been applied to the photoionization of one-dimensional model
atoms [4, 5] and the breathing mode [6, 9].
2.5.3 General idea of the MCTDHF method
Before we consider the mathematical details, let us shortly highlight the beau-
tiful idea underlying the MCTDHF method. To this goal, consider again the full
configuration interaction expansion taken in section 2.3, where the N -particle
wavefunction was expressed in a basis of Slater determinants,
∣∣Ψ(t) 〉 = ∑
1≤i1<···<iN≤2Nb
CI(t)
∣∣ψi1 · · ·ψiN 〉 . (2.5.1)
Although it is essentially exact, this ansatz is most of the times unnecessarily
complex as it does not account for the characteristics of the physical problem.
It works regardless of whether the Hamiltonian contains N -particle operators
or only one-particle operators, or whether the Coulomb interaction is strong or
weak, but the exponential scaling is a high price to pay for this guarantee. The
disadvantage becomes particularly vivid if the Hamiltonian consists only of a





hˆ(xi, t) . (2.5.2)
For this scenario, the exact wavefunction is given by a Slater determinant,∣∣Ψ(t) 〉 = ∣∣φ1(t)φ2(t) · · · φN (t) 〉 , (2.5.3)





∣∣φk(t) 〉 = hˆ(t) ∣∣φk(t) 〉 , (2.5.4)
with appropriate initial conditions. The full CI method would proceed here by





—which can be huge—and
then employ the whole basis to represent the single determinant (2.5.3).
In contrast, the MCTDHF ansatz uses a set of time-dependent Slater deter-
minants, ∣∣Ψ(t) 〉 = ∑
1≤i1<···<iN≤2M
CI(t)
∣∣φi1(t) · · ·φiN (t) 〉 , (2.5.5)
which inherit their time-dependence from the orbitals. Note that the indices
of the time-dependent orbitals extend only up to the number 2M , which is
usually much smaller than the number of time-independent basis functions






which allows a larger number of particles to be
treated. Even more convenient is that the number of spatial orbitalsM provides
the chance to adjust the accuracy of the wavefunction. One thereby usually
starts with the single determinant obtained for M = N/2 and, if possible,
increases M until convergence is obtained. For M → ∞, one essentially
recovers the exact result. Figure 2.9 illustrates the difference between the CI
and MCTDHF approach again in a graphical way.
For the previous one-particle Hamiltonian example, a single determinant is
sufficient to obtain the exact result. Therefore, the MCTDHF method converges
already at the lowest possible choice of M and requires an effort which is
identical to the solution of Eq. (2.5.4). Further, for the more realistic scenario
of weakly interacting particles, one often obtains a convergence for small
M . In both cases, the MCTDHF method is able to recognize and exploit the
uncorrelated or weakly-correlated nature of the wavefunction. The full CI
method does not offer a similar feature, and, hence, requires a significantly
higher effort.


















t1 t2 t3 t
FIGURE 2.9: Illustration of the idea underlying the multiconfigurational time-
dependent Hartree-Fock theory. Whereas in CI, the wavefunction |Ψ(t) 〉 is expanded
in a static Slater determinant basis set, in MCTDHF the determinants vary in time
in order to provide an adequate representation of the wavefunction with a reduced
number of determinants.
2.5.4 Different levels of MCTDHF approximations
The multiconfigurational time-dependent Hartree-Fock ansatz, Eq. (2.5.5),∣∣Ψ(t) 〉 = ∑
I
CI(t)
∣∣φi1(t) · · · φiN (t) 〉 , (2.5.6)
is determined by two sets of variational parameters, the wavefunction coef-
ficients {CI(t)} and the time-dependent orbitals {|φi(t) 〉}. The coefficients
are complex numbers which label the occupation of the determinants in a
time-dependent full CI space. The orbitals are elements of a single-particle
Hilbert space which, for electrons, consists of a spatial and a two-dimensional
spin space. Various choices are possible for the variation of the orbitals, which
are discussed in the following.
Generally, a greater variational freedom leads to a better approximation of
the wavefunction. However, it is often convenient to restrict the form of the
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orbitals and accept a slightly less accurate representation, as the wavefunction
thereby becomes able to satisfy certain symmetry requirements3. Furthermore,
as the variational space is smaller, the solution of the corresponding equations
of motion is usually simplified.
• Spinor. The most general ansatz to the orbitals consists of a spinor
φ(x, t) = φα(r, t)α(mS) + φβ(r, t)β(mS) . (2.5.7)
Beside the exchange symmetry, determinants constructed from spinors in
general exhibit no further symmetry.
• Spin-unrestricted. The spin-unrestricted ansatz is given by
φ(x, t) = φσ(r, t)σ(mS) , (2.5.8)
where σ ∈ {α, β}. The spin-functions are restricted to spin-eigenfunc-
tions, but the spatial orbitals may differ for different spin projection.
Determinants using this kind of orbitals are eigenfunctions of the spin
projection operator Sˆz.
• Spin-restricted. In the spin-restricted ansatz, orbitals belonging to differ-
ent spin projections are identical, i.e., φα(r) = φβ(r) = φ(r), and the
corresponding spin-orbitals read
φ(x, t) = φ(r, t)σ(mS) . (2.5.9)
Determinants constructed with them are eigenfunctions of Sˆz, and, in
case one considers a closed-shell or spin-polarized determinant, also
eigenfunction of the total spin Sˆ2.
• Angular momentum-restricted. One can further impose restrictions onto
the spatial part of the orbitals. A common choice for atoms is to fix
the angular part and retain as variational parameter only the radial
wavefunction, which can depend either on the quantum numbers (l,m),
φ(x, t) = Rlm(r, t) Ylm(θ, φ)σ(mS) , (2.5.10)
or only on l,
φ(x, t) = Rl(r, t) Ylm(θ, φ)σ(mS) . (2.5.11)
3This fact is sometimes termed symmetry dilemma, and its earliest formulation is attributed
to Löwdin [170].
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In the latter ansatz, it is further assumed that the radial parts of all
orbitals in an atomic shell are identical. The corresponding determinants
are eigenfunctions of Sˆz, of Sˆ2 in the closed-shell case, and of the angular
momentum projection Lˆz.
Further choices are possible, but are not relevant for this work. In addition to
the functional form, it is also important whether the orbitals are orthogonal
to each other or whether they are allowed to be non-orthogonal, which has
a major impact on the way the wavefunction can be represented. Here, we
mainly focus on the orthogonal spin-restricted ansatz and occasionally also
on the spin-unrestricted ansatz. A comparison between the two is given at
the end of the present section for the example of the dissociation of molecular
hydrogen. The angular momentum-restricted variant has been implemented
on the time-independent Hartree-Fock level, in order to serve as an orbital
generator for the TD-RASCI scheme.
2.5.5 Ansatzes used in this work
In this work, we consider both the spin-restricted and spin-unrestricted ansatz.
As particles with different spin projection are essentially distinguishable for
the spin-free Hamiltonian (1.3.2), the Slater determinants can be conveniently
set up in terms of products of so-called spin strings | Iσ 〉, which are Slater
determinants comprising the orbitals of σ-spin [67]. In the spin-restricted case,
the MCTDHF wavefunction is thus given by∣∣Ψ 〉 = ∑
IαIβ
CIαIβ (t)
∣∣φiα,1(t) · · ·φiα,Nα (t) 〉∣∣φiβ,1(t) · · ·φiβ,Nβ (t) 〉 , (2.5.12)
which we also simply write as∣∣Ψ 〉 = ∑
IαIβ
CIαIβ (t)
∣∣ Iα 〉∣∣ Iβ 〉 = ∑
I
CI(t)
∣∣ I 〉 . (2.5.13)
The sum runs over all Slater determinants constructed from Nα particles with







. The spin-restricted wavefunction presents a rather general ansatz,
which includes several special cases encountered in the quantum-chemical
literature. For example, on the Hartree-Fock level, it is easy to treat spin-
polarized, closed-shell and open-shell systems simply by adjusting the particle
numbers Nα and Nβ. In particular, there is no need to explicitly distinguish
between methods such as spin-restricted Hartree-Fock and restricted open-shell
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Hartree-Fock4. Further, by increasing the number of time-dependent orbitals
M , one can adjust the number of Slater determinants and thus account for
the correlation between particles. In the limit M → ∞, the wavefunction
essentially becomes exact.
The spin-unrestricted MCTDHF wavefunction looks very similar,∣∣Ψ 〉 = ∑
IαJβ
CIαIβ (t)





∣∣ IαIβ 〉 = ∑
I
CI(t)
∣∣ I 〉 , (2.5.14)
except that the spin-strings are constructed from different orbital sets {|φα,k 〉}
and {|φβ,k 〉} of size Mα and Mβ, respectively. The dimension of the Slater







. The numbers Mα and
Mβ of time-dependent orbitals can be adjusted to treat the two spin projections
with different accuracy. For an example, consider the lithium atom in its 1s22s
groundstate. Here, it is sufficient to chooseMβ = 1, which represents the single
β-electron exactly. On the other hand, Mα ≥ 2 can be chosen to appropriately
account for the correlation between the α-electrons, as well as to provide an
accurate potential energy surface for the β-electron.
2.5.6 Spin-restricted MCTDHF equations
For the derivation of the spin-restricted MCTDHF equations, we start from the
ansatz (2.5.12) and employ the Lagrange formulation of the time-dependent
























with respect to the variational parameters (2.5.12). The Lagrange multipliers
µkl(t) are introduced in order to allow only for orthonormal time-dependent
orbitals. In the following, we perform the minimization separately, starting
with the equation of motion for the orbitals.
4The difference arises because in quantum chemistry these Hartree-Fock methods are usually
formulated as orbital theories, which hardly ever deal with the underlying configuration [123].
In MCTDHF, on the other hand, one has the opportunity to first determine the form of the
wavefunction, and then let the algorithm find the appropriate, optimized orbitals.
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Orbital equation
For the derivation of the orbital equation, it is useful to express the expectation
value in the action functional in terms of the reduced density matrices (2.1.55)
and (2.1.62),〈
Ψ























Note that in addition to the single-particle Hamiltonian matrix element hpq
and the two-electron integrals gpqrs, we introduced the matrix element of the
time-derivative operator, which can be considered a unitary operator as long











φq(x, t) . (2.5.17)
Taking the functional derivative with respect to the orbitals and setting it equal























where we made use of the symmetries of the two-particle density matrix and
the two-electron integrals. Moreover, we introduced the mean-field integrals





|r− r¯| φs(r¯) . (2.5.19)
Particularly in the quantum chemistry literature, the quantities grs(r) are also
called Coulomb-integrals (for r = s) and exchange-integrals (for r 6= s). It is
further important to realize that, due to the orthonormality of the orbitals, the
derivative of the density matrices with respect to the orbitals vanishes. This
is not anymore the case for a non-orthogonal basis set, see Ref. [171]. From







∣∣∣ hˆ(t) − i ∂
∂t





∣∣ gˆrs ∣∣φq 〉 .
(2.5.20)
58 CHAPTER 2. MULTICONFIGURATION METHODS











∣∣φq 〉} , (2.5.21)
where we introduced the projection operator
Pˆ = 1 −
∑
m
∣∣φm 〉〈φm ∣∣ , (2.5.22)
which projects onto the orthogonal complement of the subspace spanned by
the orbitals |φm 〉. Solving for the term with the time-derivative, multiplying




∣∣φn 〉 = Pˆ {hˆ(t) ∣∣φn 〉+∑
pqrs
(D−1)np dpqrs gˆrs
∣∣φq 〉} . (2.5.23)
Due to the projection operator Pˆ appearing on both sides, equation (2.5.23) is
an integro-differential equation the solution of which can be cumbersome.
In order to obtain equations which are numerically more appropriate, one




∣∣∣φq 〉 ≡ 〈φp ∣∣ Qˆ(t) ∣∣φq 〉 , (2.5.24)
where Qˆ(t) is an arbitrary time-dependent Hermitian operator. This trans-
formation is valid due to the invariance of the MCTDHF wavefunction under
unitary transformations, which is considered later in section 3.2.5. Briefly, we
will see there that for any rotation of the orbitals, a corresponding rotation of
the expansion coefficients exists such that the wavefunction remains identical.
The variational space is therefore invariant under unitary transformations of
the orbitals, and the MCTDHF equations give exactly the same result for any
Hermitian operator Qˆ(t).
By application to Eq. (2.5.23), the projection operator on the left-hand side









They constitute a set of first-order differential equations for the time-depend-
ence of theM MCTDHF orbitals. Reasonable choices for the constraint operator
Qˆ(t) are considered below.
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Coefficient equation
For the coefficient equation, the derivative with respect to the expansion
coefficients is set equal to zero. Therefore, we insert the MCTDHF expansion
(2.5.12) into the action functional to obtain a form which explicitly depends
on the coefficients,〈
Ψ







∣∣∣ Hˆ(t)− i ∂
∂t
∣∣∣ J 〉 . (2.5.26)

















∣∣∣ Hˆ(t)− i ∂
∂t
∣∣∣ J 〉 . (2.5.27)
With the property (2.5.24), the time-derivative of the Slater determinants










∣∣∣ Hˆ(t)− Qˆ(t) ∣∣∣ J 〉CJ(t) , (2.5.28)
which is just the TD-FCI equation in the basis of the time-dependent Slater
determinants. The operator Qˆ(t) arises here in order to compensate for the
unitary transformation in the orbital equation.
Working equations
In practical calculations, one further needs to specify the constraint operator
Qˆ(t). In principle, any Hermitian operator is possible and leads to identical
results, but the actual choice can affect the numerical behavior. Most of the
time, we consider the case Qˆ(t) = 0, which leads to the form of the MCTDHF













∣∣φn 〉 = Pˆ {hˆ(t)∣∣φn 〉+∑
pqrs
(D−1)np dpqrs gˆrs
∣∣φq 〉} . (2.5.30)
As induced by the projection operator, the orbitals remain constant as long as
there are only rotations in the orbital space involved. Instead, these rotations
are processed by variation of the wavefunction coefficients. A time-dependence
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of the orbitals arises only if a substantial modification of the orbital space is
required.
Another choice is to set the constraint operator equal to the single-particle
Hamiltonian, Qˆ(t) = hˆ(t), which is similar to the quantum-mechanical interac-
tion picture. Changes implied by the single-particle term are then processed by
the orbitals. Furthermore, it is possible to choose a constraint such that the
time-dependent orbitals are the natural orbitals of the system, i.e., the set of
orbitals which diagonalize the single-particle density matrix, see Ref. [93].
In general, different formulations of the MCTDHF equations lead to dif-
ferent numerical performance. The particular choice Qˆ(t) = 0 is expected to
perform favorably if the solution of the orbital equation is the numerically most
expensive part, which is the case in this work. This has been confirmed in our
test calculations for helium, which showed that the propagation for Qˆ(t) = hˆ(t)
is roughly 10% slower [4].
Alternative formulation of the orbital equation
Out of the many possible alternative formulations of the orbital equation,
we further state one which resembles the Fock equation known from classic
time-dependent Hartree-Fock theory. For this, the whole right-hand side of




∣∣φn 〉 = Pˆ ∑
q
Mˆnq
∣∣φq 〉 , (2.5.31)
where the non-linear operator Mˆnq is given by
Mˆnq = δnq hˆ +
∑
prs
(D−1)np dpqrs gˆrs . (2.5.32)
The formulation (2.5.31) can be useful for the numerical solution, because its
linear-like structure allows for the application of methods such as the Lanczos
or Crank-Nicolson propagator, which are from the first designed for linear
equations (see section 3.6). However, as it is still a non-linear equation, one
must be careful in the adjustment of the step-size.
Inversion of the density matrix
In principle, the inversion of the single-particle density matrix can be a prob-
lematic step, because it is not guaranteed to be non-singular. In fact, the
density matrix is positive semi-definite, meaning that its eigenvalues dk(t)—the
occupation of the natural orbitals—may also attain zero. The corresponding
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is then not of full rank and hence not invertible. The practical solution to this
problem is to alter a general density matrix D(t) according to [154]







where ε is a small number, say of the order 10−10. This ensures that the density
matrix is positive definite and the inverse can be formed. As the regularization
affects only the unoccupied orbitals, and these only marginally, it has no
practically relevant influence on the results of the MCTDHF propagation.
2.5.7 Spin-unrestricted MCTDHF equations
In a similar way as before, one arrives at the equations of motion for the
variational parameters of the spin-unrestricted MCTDHF ansatz. The only
difference is that one has to deal with an action functional that depends on






















In the spin-unrestricted case, the orthogonality constraint must be imposed
only among orbitals with identical spin, since α- and β-spin-orbitals are al-
ready orthogonal, 〈φkα |φlβ 〉 = 0. The expectation value can be expressed
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From here, the derivation proceeds in an analogous way as in the spin-restricted

































∣∣∣ Hˆ(t) ∣∣∣ JαJβ 〉CJαJβ (t) , (2.5.39)
where, for convenience, we set both constraint operators Qˆα(t) and Qˆβ(t) equal
to zero. The spin-unrestricted MCTDHF equations have, to our knowledge, not
been published in the literature in this explicit formulation.
2.5.8 Limiting cases
The two limiting cases of the MCTDHF formalism are time-dependent full
configuration interaction and time-dependent Hartree-Fock theory. The first
one, TD-FCI, is obtained by setting M = Nb. The projection operator Pˆ =
1−∑m |φm 〉〈φm | in the orbital equation then vanishes in the space spanned













∣∣φn(t) 〉 = Qˆ(t) ∣∣φn(t) 〉 . (2.5.41)
These are the time-dependent full configuration interaction equations in a
representation induced by the constraint operator Qˆ(t). By setting Qˆ(t) = 0,
one immediately recovers the TD-FCI equation (2.3.3), whereas the choice
Qˆ(t) = hˆ0 yields the equations of motion corresponding to the Dirac picture.
The other limit, TD-HF, is arrived if the determinant basis is comprised of
only a single determinant, which is obtained for M = N/2 and Nα = Nβ in the
spin-restricted case, and for Mα = Nα and Mβ = Nβ in the spin-unrestricted
case. We consider only the spin-restricted case in the following. For a single
determinant, the two-particle density matrix is related to the single-particle
density matrix by [67]
dpqrs = DpqDrs − 1
2
DpsDqr . (2.5.42)
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and, by further using the diagonal representation of the density matrix in










∣∣φr 〉} . (2.5.44)
This differs from the usual Hartree-Fock equation only in the projection op-
erator, which, however, can be transformed away by choosing the constraint
operator equal to Fock operator (which is the operator acting in curly brackets).










∣∣φr 〉 , (2.5.45)
as given, for instance, in Ref. [172].
2.5.9 Comparison of spin-restricted and spin-unrestricted treatments
At the end of this section, we briefly discuss the properties and differences of
the spin-restricted and spin-unrestricted MCTDHF approaches. For this purpose,
we consider the example of the hydrogen molecule and focus on the question,
whether the different MCTDHF approximations are size-consistent, i.e., whether
for increasing distance R of the hydrogen nuclei the ideal energy of E(H2) =
2E(H) = −1 Ha is approached. For the single-determinant Hartree-Fock
scheme, a similar but more detailed analysis is given in Ref. [123].
In Figure 2.10, we plot the energies of the hydrogen molecule against
the bond length R. The calculations have been carried out with a 6-31 G∗∗
Gaussian basis set of size Nb = 12 [173]. One notices that the spin-restricted
Hartree-Fock result does not yield the correct result of 2E(H) in the dissociation
limit. This well-known fact is caused by the use of a single orbital and implies
that spin-restricted Hartree-Fock is not size-consistent. In contrast, due to its
larger variational freedom, the spin-unrestricted approach is able to recover
the correct qualitative behavior and also the correct dissociation energy. It
fails, however, to reproduce the exact form of the wavefunction, which is
a singlet, and instead leads to an unrestricted determinant which is not a
spin eigenfunction. This drawback is cured by the more accurate MCTDHF





















FIGURE 2.10: Energy of the hydrogen molecule plotted against the distance R of
the nuclei. In contrast to the spin-restricted Hartree-Fock calculations, the spin-
unrestricted HF results is able to model the dissociation limit of two separated hydro-
gen atoms. For larger numbers of MCTDHF orbitals M , restricted and unrestricted
approximations yield the same results and with increasing M converge against the
full CI solution. The calculations use a 6-31 G∗∗ Gaussian basis set.
wavefunctions, which all exhibit a similar convergence behavior. The spin-
unrestricted calculations converged against the restricted result for any of the
random initial states we have examined. With increasing number of orbitals
M , the energies tend against the full CI result depicted by the dotted curve.
The M = 5 result already agrees well with the reference and predicts a bond
length of R = 1.405 Bohr, which comes perfectly close to the exact value of
R = 1.398 Bohr [174].
The agreement of the spin-restricted and spin-unrestricted approaches is
caused by the simple structure of the wavefunction. For more complex systems,
and particularly if the number of α- and β-electrons differs, the unrestricted
ansatz can be expected to be more accurate and show similar advantages as
for the single-determinant Hartree-Fock results in the example.
2.6 Extensions
In the following, we discuss several extensions of the MCTDHF and TD-RASCI
formalisms as provided so far, including the treatment of bosons, systems at
finite temperatures and mixtures of different particle species. For each of these,
we present example calculations which make use of the numerical techniques
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developed later in chapter 3. Furthermore, we propose an idea of combining
MCTDHF calculations with the restricted active space concept to efficiently
simulate photoionization processes.
2.6.1 Bosonic particles5
The methods introduced so far are concentrated on fermions, but can be easily
extended to the treatment of bosons. To arrive there, one has to replace the
Slater determinants by their bosonic analogues, permanents, which have been
introduced in section 2.1.2. A variety of bosonic systems has been studied
using the multiconfigurational time-dependent Hartree method for bosons
(MCTDHB) introduced by Alon et al. [157] or similar, but less sophisticated
approaches like the multi-orbital mean-field method [175]. Among them is the
dynamics of double-well systems [176], the properties of a bosonic Josephson
junction [177], or the fragmentation of Bose-Einstein condensates [178]. The
latter has also been studied by Heimsoth and Bonitz using the unrestricted
Hartree-Fock method for bosons [171]. Recently, also the multi-layer MCTDH
method has been adopted for the simulation of bosons [179].
As has been pointed out by Alon et al., the MCTDHB orbital equations
essentially remain unchanged as compared to those derived for fermions [102].
In the coefficient equation, one only has to adapt the calculation of matrix
elements between permanents, which are performed with the bosonic version
of the Slater-Condon rules [180]. In the case of a single permanent, and for
contact interaction, the MCTDHB equations become identical to the Gross-
Pitaevskii equation. The mentioned extensions have been included into the
MCTDHF code, which is thereby capable of treating general bosonic quantum
systems.
As an example, we apply the MCTDHB method to describe a Bose-Einstein
condensate on a one-dimensional ring, which is subjected to an external
periodic driving field. The presented results are to be published in Ref. [11],






















5The present subsection has been worked out in collaboration with Martin Heimsoth.

















FIGURE 2.11: Occupation of the groundstate mode for a Bose-Einstein condensate
with N = 40 particles on a one-dimensional ring. The M = 1 approximation uses a
single time-dependent orbital and corresponds to the Gross-Pitaevskii approximation.
By including a higher number of time-dependent orbitals, the MCTDHB method
essentially recovers the exact dynamics of the condensate, as can be seen by the
convergence of the M = 4 and M = 5 results.
and the matrix elements of the driving field,
vpq(t) = δp,q+1(E+e
−iωt + E−eiωt) + δp,q−1(E+eiωt + E−e−iωt) . (2.6.3)
For a sufficiently small interaction strength, the initial groundstate can be
assumed being completely condensed in the zero angular momentum mode.
The system then constitutes a possible realization of a bosonic orbital Josephson
junction, given that the amplitudes E± of the driving potential are sufficiently
small, and the driving frequency ω is close to the energy difference between the
initial l = 0 mode and the two outer modes, l = 1 and l = −1. The parameters
we choose here, E+ = 0.7, E+ = 0.3, and ω = 0.5 a.u., satisfy this criterion.
We consider N = 40 particles and take a particle interaction of
U =
0.5
(N − 1) , (2.6.4)
which can be shown to yield chaotic motion in the mean-field limit via the
calculation of the Ljapunov exponent [11]. Such dynamical instabilities no-
toriously cause mean-field predictions to fail and therefore require accurate
many-body approaches.
Figure 2.11 shows the time-dependence of the occupation of the l = 0
angular momentum mode for different levels of MCTDHB approximations. In
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the beginning of the propagation, up to roughly t = 100 a.u., the results of
all approximations agree well. Thereafter, first the Gross-Pitaevskii (M = 1)
approximation starts to deviate and predicts large oscillations of the occupation
number. The M = 2 correction shows a similar behavior which, however,
deviates later (around t = 200 a.u.) and yields smaller amplitudes. Particularly
at times t > 300 a.u., the M = 4 and M = 5 approximations predict a much
smaller variation of the occupation number which oscillates around N = 15.
Further, since both approximations agree well with each other over the whole
considered time-frame, it can be suggested that they are close to the exact
result. This is a nice example how the use of the multiconfigurational idea
leads to convergence towards the true solution of the TDSE. For more details,
as well as further results, see Ref. [11].
2.6.2 Finite temperatures
In the main part of this work, the description of physical systems is given
in terms of pure states. The formalism, however, can also be extended to
quantum statistics, where the system is described by a density operator, given





∣∣Ψi 〉〈Ψi ∣∣ . (2.6.5)
The summation is performed over the complete set of eigenstates of ρˆ, and
the coefficients pi ∈ [0, 1] determine the probability for the system being in the
eigenstate |Ψi 〉. Expectation values of an operator Oˆ are formed by tracing
over the density operator,
















∣∣ Oˆ ∣∣Ψi 〉 . (2.6.8)




e−β Hˆ , (2.6.9)
where β = (kBT )−1 denotes the inverse temperature and the partition function
is defined by
Zcan = Tr {e−β Hˆ} . (2.6.10)
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Through expansion of the exponential in a Taylor series, one notices that the
eigenfunctions of the density operator are exactly the eigenfunctions of the





where Ei is the energy of the eigenstate |Ψi 〉. Therefore, once the Hamiltonian
is completely diagonalized, one has immediate access to the properties of the
system at finite temperatures, a task which can be straightforwardly solved
with the configuration interaction method.
The previous approach has been applied to describe fermionic few-particle
systems in one- and two-dimensional harmonic oscillators. The 1D results
have been published in Ref. [8], where they are mainly used to benchmark the
configuration path-integral Monte-Carlo (CPIMC) method of Schoof, Bonitz et
al., which performs a statistical sampling of Eq. (2.6.8) in a Slater determinant
basis. Here, we consider the two-dimensional harmonic oscillator, described by

















|ri − rj | . (2.6.12)
Note that, instead of atomic units, harmonic oscillator units are used here,
in which the energy- and length-scales are given in units of E0 = ~Ω and
x0 =
√
~/mΩ, respectively, and Ω is the trap frequency [181]. In particular,
we focus on the case of N = 6 electrons, which form a closed shell in 2D. The
single-particle basis consists of Fock-Darwin states, i.e., harmonic oscillator
eigenfunctions in polar coordinates, and has a size of Nb = 15. The correspond-
ing electron integrals are calculated using the Talmi transformation [182]. We
include determinants with spin and angular momentum projection of Sz = 0
and Lz = 0, respectively, which leads to a total dimension of Ndet = 16451
of the full CI space. The corresponding Hamiltonian can therefore be conve-
niently diagonalized on a desktop computer. In addition to full CI, we also
consider approximations with reduced excitations, where only a number of nh
holes is allowed in the reference determinant, which is chosen as the (zero-
temperature) Hartree-Fock groundstate. Note that nh = 1 corresponds to the
CIS scheme, nh = 2 to the CISD scheme, and so on, until for nh = 6 the full CI
method is recovered.
Figure 2.12 depicts the energies of the system for varying inverse temper-
ature β and coupling parameter λ. The left inset illustrates the change of



































FIGURE 2.12: Energies for N = 6 electrons in a two-dimensional harmonic oscillator
at finite temperatures. Left: Energy plotted against the inverse temperature β for
various restricted-excitation schemes from CIS to full CI, for a coupling strength of
λ = 1. Right: Energy against the coupling parameters for β = 1 and β = 10. For all
calculations, a single-particle basis of Nb = 15 Fock-Darwin states is used.
full CI. For β > 3 one notices a convergence against the groundstate energy,
whereas for smaller β, i.e., larger temperatures, the energies steeply increase
until β ≈ 0.1. For even smaller β, the curves show only a slight increase and,
moreover, seem to converge. This is caused by the small single-particle basis,
and corresponds to the fact that at such high temperatures each orbital is
occupied. The different approximations yield a similar qualitative behavior
and approach the full CI result with increasing number of allowed excitations.
In the right inset of Fig. 2.12, the change of the energies with the coupling
strength is plotted for two choices for the inverse temperature. The values
for β = 10 corresponds to the groundstate energies of the system, and, in
accordance with the Rayleigh-Ritz variational principle, the full CI result lies
strictly below the CISD and CISDT results. Moreover, the approximations agree
well with the full CI reference for small coupling strengths, λ < 0.3, as the
Hartree-Fock determinant there becomes exact. This is different for case of
larger temperatures, β = 1, where the disagreement of CISD and CISDT is
larger and the full CI curve lies above the results of the approximate calcula-
tions. Further, the disagreement remains even for vanishing interaction, which
shows that the accuracy depends not only on the quality of the eigenfunctions
(which are exact for λ = 0), but also on the dimension of the Hilbert space.
In a similar way, the inclusion of determinants with other spin and angular
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momentum quantum numbers would affect the results.
We finally note that there also exist approximate techniques, which replace
the complete diagonalization by an iterative procedure using, e.g., the Lanczos
algorithm [183]. Further, specialized treatments have been set up to treat finite
temperatures within the MCTDH approximation [184].
2.6.3 Different particle species
The methods considered in this work can also be extended to different species
of particles. The idea of the corresponding mathematical description has
already been given in connection with the unrestricted treatment of particles
with different spin projections. Basically, for two particle species A and B
with a number of NA and NB particles, respectively, one has to deal with a
combination of the two Hilbert spaces HA and HB. The basic form of the
Hamiltonian operating on this Cartesian-product Hilbert space H = HA ×HB
is




































r bˆsbˆq . (2.6.15)




denote the creation and annihilation operators
for orbitals | ak 〉
(| bk 〉) belonging to particle species A (B). They obey the
usual fermionic/bosonic commutation relations within the subspaces and com-
mute for different subspaces because the particle species are distinguishable.
This also implies that orbitals belonging to different species are orthogonal,
〈 ap | bq 〉 = 0. The electron integrals are defined as in Eqs. (2.1.36) and
(2.1.37), however, possibly with different forms for the operators (for photons,
e.g., the single-particle term corresponds to an harmonic oscillator, while the
two-particle operator vanishes).










and is, for generality, written in first quantization. The one- and two-particle
operators Oˆ and Tˆ define the single-particle and interaction terms which are
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determined by the physical problem at hand. In second quantization, the







































∣∣ Tˆ ∣∣ bsaq 〉 . (2.6.19)
By this, however, we restricted ourselves to a certain algebraic form of the oper-
ators. Other forms are possible and arise, e.g., in electron-photon interactions.
The wavefunction is then set up in terms of basis states of the combined
Hilbert space Hˆ, which are given by tensor products of the basis states of the
two original Hilbert spaces,∣∣Ψ 〉 = ∑
IAJB
CIA,JB (t)
∣∣ ai1 · · · aiNA 〉 ∣∣ bj1 · · · bjNB 〉 . (2.6.20)
Note that for an MCTDHF ansatz, the orbitals forming the configurations
are furthermore time-dependent. From here, the procedure to derive the
equations of motion is straightforward and exemplified in the derivation of the
spin-unrestricted MCTDHF equations: For each set of time-dependent orbitals,
one has to take one functional derivative and require it to vanish. Further,
the derivation of the coefficient equation remains unchanged, and yields the
MCTDHF coefficient equations as well as the formally identical full CI and
TD-RASCI equations.
The previous approach (and its extension to a larger number of particle
species, respectively) covers a wide range of physically relevant scenarios,
including
• Different spin projections as encountered in the spin-unrestricted MCT-
DHF method in section 2.5.7.
• Dynamics beyond the Born-Oppenheimer approximation. The introduced
method thereby resembles the nuclear-electronic orbital (NEO) approach
by Hammes-Schiffer and coworkers [185]. Time-dependent applications
have been considered by Haxton et al. [80] and Nest et al. [167], however,
using a different formulation.
• Mixtures of fermions and bosons, for which Alon and coworkers have
derived MCTDHF equations [102]. Possible applications include, e.g., the
BCS-BEC transition and the formation of excitons.
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• The quantum-field theoretical treatment of laser fields, as considered in
a less formal context by Buth and Santra [186].
• Electron-phonon interactions in solids, as studied by Steinhoff et al. using
the Lindblad equation [187].
These few examples may suffice to highlight the manifold interesting directions
into which the present MCTDHF and TD-RASCI theories can be developed.
They might thereby, at least for small systems, evolve into an important al-
ternative to and benchmark method for quantum-kinetic treatments, which
currently often provide the only manageable approach.
Non-Born-Oppenheimer dynamics of hydrogen
To give an example of the previous formalism, we briefly consider the non-
Born-Oppenheimer (BO) treatment of hydrogen, which presents an exactly
solvable system through the usual separation in center-of-mass and relative
coordinates. The corresponding Hamiltonian is given by







|rp − re| , (2.6.21)
where re (rp) labels the electronic (protonic) coordinate and mp ≈ 1836 is the
proton mass in atomic units. The wavefunction is set up as a product of a
time-dependent electronic and protonic orbital,
Ψ(re, rp, t) = ψi(re, t)ψj(rp, t) , (2.6.22)
and thus corresponds to a Hartree-Fock ansatz. Propagation of the system in
imaginary time yields the groundstate with energy E0 = −0.4664 Ha, which
has to be compared to the exact value of −0.4997 Ha obtained by using the
reduced mass µ = memp/(me +mp). The results for the groundstate densities
are shown in Fig. 2.13 (a) and (b). One clearly notices that the proton
density is spatially extended, which is unlike to the situation in the clamped-
nuclei approximation where it corresponds to a delta-peak. Subsequent to
the imaginary time-propagation, the system is excited by a linearly polarized
dipole kick of strength η = 10−3 a.u. and duration τ = 10−3 a.u. The excitation
is well in the perturbative regime and thus yields the linear response of the
system.
The expectation value of the z-coordinate is shown in Fig. 2.13 (c). The
values of the protonic and electronic coordinates oscillate in opposite directions,
with the amplitude of the proton being a factor of 1/mp ≈ 5 · 10−4 smaller










































electron 400× proton COM
FIGURE 2.13: Non-Born-Oppenheimer treatment of hydrogen. (a) Spherically sym-
metric electronic (e) and protonic (p) groundstate density. For visibility, the electronic
density is multiplied by a factor of 100. (b) Radial groundstate densities. (c) Expec-
tation value of the z-position upon excitation by a dipole kick. COM labels the exact
result obtained in center-of-mass and relative coordinates.
obtained by solution of the single-particle Schrödinger equation in the relative
frame (using the Coulomb potential −1/r). One observes that the electron
coordinates of exact and non-BO treatments behave qualitatively similar, but
exhibit a different frequency as becomes particularly obvious at later times. The
deviation of the non-BO curves is due to the Hartree-Fock description, which
in the canonical particle coordinates yields only a first-order approximation
to the Coulomb interaction term. This could be improved either by using a
more accurate MCTDHF ansatz to the wavefunction (2.6.22), or by working
in the better suited center-of-mass coordinate system6. The present approach
could also be straightforwardly applied to larger atoms and molecules, which
is, however, not in the focus of this work.
6Here, COM coordinates are the natural choice, in which, due to the separation, already
the M = 1 approximation yields exact results. For general systems, however, the appropriate
choice for the coordinates is far from being obvious and is an actively studied topic [155].
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2.6.4 New approaches for the treatment of photoionization
In this work, we mainly consider two approaches for the simulation of pho-
toionization problems, the TD-RASCI and the MCTDHF method. As will be
investigated in detail in chapter 4, both perform well for estimating certain
aspects of photoionization and present successful theories which can compete
with other well-established methods of many-body quantum mechanics. There
are, however, also scenarios where simulations either become computationally
difficult, or do not behave as expected. In the following, we briefly discuss
some possible improvements, which are expected to allow for a more efficient
description of photoionization.
First, let us briefly compare: MCTDHF theory employs the nice idea of
time-dependent orbitals, and is—in principle—capable of providing any state
needed during the propagation. For real applications, in contrast, we will
see later that it uses a good part of its resources to model the bound states,
such that the representation of the doubly-ionized states, for instance, is weak.
Furthermore, being a non-linear approximation, there is no guarantee that the
results for a certain observable quickly get better by increasing the number
of orbitals M . On the other hand, the TD-RASCI ansatz can be adjusted to
include the important states, which then behave as expected due to the linear
expansion. Due to this feature, the TD-RASCI method performs superior for
most of the applications in this work. However, as a static method, it requires
to select the included states before the calculation, and it is often not clear
which states are important for the physical process.
The strategy we propose here combines the MCTDHF and TD-RASCI treat-
ment. It starts by the determination of the restricted active space. In TD-RASCI,
the corresponding product Hilbert spaces are given by full CI spaces. How-
ever, one can employ any available determinant scheme, such as the MCTDHF
method. This leads to a RAS-MCTDHF wavefunction that consists of products
of time-dependent Slater determinants, each of which is optimized in a sepa-
rate subspace of the total Hilbert space7. For convenience, let us consider the
basic example of two partitions, one in the vicinity of the atom (B1) and one in
the continuum (B2), which is shown in Fig. 2.8 on page 47. The correspond-
ing wavefunction, if both product wavefunctions are described by MCTDHF
7Note that this is way different than the selected configurations scheme employed in
MCTDH calculations [160]. There, instead of the single-particle basis, the time-dependent
orbitals are partitioned, and the preservation of the constraints leads to projection operators
which, according to Ref. [159], slow down the propagation.
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∣∣ IN1 , t 〉 ∣∣ JN2 , t 〉 , (2.6.23)
where N1 (N2) denotes the particle number in subspace B1 (B2) and | IN1 〉
(| JN2 〉) the corresponding determinants, which are modeled by M1 (M2)
time-dependent orbitals. This ansatz combines the advantages of the original
methods: As for the TD-RASCI approach, the total number of determinants can
be significantly reduced. Additionally, due to the much smaller number of time-
dependent orbitals, the dimension of the involved subspaces is further reduced
as compared to the TD-RASCI approach, and the effort of the orbital equation
is lowered as the time-dependent orbitals must be optimized in smaller single-
particle spaces. The principal advantage over the usual MCTDHF ansatz is that
the wavefunction can be separately varied in the spatial partitions, and thus
exclusively treat the arising processes there. By this, one can ensure that the
continuum region is described with a certain accuracy and prevent the method
from using the available resources to model the bound state. We expect this to
be of major importance in the description of photoionization processes.
Three possible scenarios arise from this ansatz: either to use time-depen-
dent orbitals only for the bound space, or only for the continuum, or for both
spaces. All three choices can have their advantages. Using time-dependent
orbitals for the bound states, for instance, leads to a reduction of the size of the
determinant space and, at the same time, should give an adequate description
in a region close to the nucleus where the multiconfigurational Hartree-Fock
idea performs well. The second alternative, using time-dependent orbitals for
the continuum, is likely to perform even better. This is due to the fact that
continuum electrons often are only weakly correlated, and therefore a small
number of time-dependent orbitals might already yield accurate results. Finally,
through the use of time-dependent orbitals in both spaces one could obtain a
combination of the aforementioned advantages. Further, the approach can be
extended to a larger number of partitions. By this, for instance, one can divide
the coordinate space into several regions and apply an ansatz which becomes
less correlated with increasing distance to the nucleus. Work is in progress in




The present chapter, which summarizes the employed numerical methods,
can be considered the heart of this thesis: most effort has been spent on
implementing the MCTDHF and TD-RASCI methods, the various basis sets
and transformation algorithms, the different time-propagation schemes and
analysis methods, and, last but not least, on the attempts to accomplish all
of these in an efficient way. These efforts culminated in the development of
two computer codes from scratch, both of which catch up with the current
state of the art. In the following, we present the main ideas underlying their
implementation: we begin with the introduction of appropriate basis sets
for describing photoionization in section 3.1 and the related transformation
routines in section 3.2. Sections 3.3 and 3.4 cover the representation of Slater
determinants and the solution of the configuration interaction equations, while
section 3.5
deals with the solution of the MCTDHF orbital equation. The applied time-
stepping algorithms are summarized in section 3.6, and section 3.7 collects
several methods for the analysis of the wavefunction. Finally, the closing
section 3.8 gives an overview of the structure of the MCTDHF code.
3.1 Basis sets
Quantum mechanics is usually formulated in an abstract manner, involving ab-
stract vectors in a Hilbert space denoted by |φ(t) 〉 or, more familiar, by φ(x, t).
For exactly solvable problems, the wavefunction can be completely specified in
the form of analytical functions. For the majority of only numerically accessible
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systems, however, one needs to discretize the wavefunction in terms of known
functions, which is most often accomplished by a linear expansion of the form∣∣φ(t) 〉 = ∑
j
cj(t)
∣∣ψj 〉 . (3.1.1)
Such a representation is exact if the basisfunctions {|ψj 〉} form a complete
system and thus span the full single-particle Hilbert space. In numerical
applications, one is naturally restricted to a finite basis and Eq. (3.1.1) presents
an approximation, the quality of which crucially depends on the size of the
basis and on the actual choice for the {|ψj 〉}.
As shown in section 2.1.4, by introduction of a basis, operators get mapped
onto discrete matrices termed electron integrals. Of special importance are the







∇2 + v(r) + vˆem(t)
}
ψq(r) dr , (3.1.2)








′)ψs(r′) dr dr′ . (3.1.3)
It is of great relevance for the practical use of a basis set that these integrals
can be calculated efficiently. Especially the two-electron integrals constitute a
bottleneck in many applications, since their calculation and storage, in general,
requires an effort that scales as O(N 4b ). For the present work, which is dealing
with large basis sizes Nb in order to adequately describe the continuum states,
it is therefore of major importance to utilize basis sets which offer an improved
scaling behavior.
In the following, we collect the basis sets implemented and used in this
work, and particularly discuss their application as well as strengths and weak-
nesses for the treatment of photoionization processes. The electron integrals
and further details of most of the presented basis sets are given in appendix B.
3.1.1 Gaussian- and Slater-type orbitals
Two kinds of basis sets are most prominent in quantum chemistry, Slater-type
orbitals (STOs) and Gaussian-type orbitals (GTOs). Slater-type orbitals are
defined by
ψSTOnlmζ(r) = Nn,ζ r
n−1 e−ζr Ylm(θ, ϕ) , (3.1.4)
where Nn,ζ denotes a normalization factor. They were introduced by Slater
in 1930 as an alternative to exact hydrogen-like eigenfunctions which allow
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for a simplified evaluation of the electron integrals [188]. STOs exhibit the
correct asymptotic behavior and also satisfy the cusp condition at the position
of the nuclei [189]. Unlike the common hydrogenic orbitals, they have no
radial nodes and are therefore not orthogonal. In a typical quantum chemical
calculation, a chosen number of STOs is placed at the atomic centers in order to
model the electrons localized there. As the calculation of three- and four-center
two-electron integrals occurring in general molecules cannot be performed
analytically, STOs are primarily used in atomic or diatomic calculations when
high accuracy is required [140].
Gaussian-type orbitals have been introduced by Boys in 1950 [190] and
are given by
ψGTOnlmα(r) = Nn,α r
n−1 e−αr
2
Ylm(θ, ϕ) . (3.1.5)
They differ from STOs only in the exponent and the normalization constant
Nn,α. GTOs are non-orthogonal as well and also possess a nodeless radial
part, but neither satisfy the correct asymptotic behavior nor the cusp condition.
Therefore, a larger number of GTOs is usually required as compared to STOs
to obtain a similar accuracy. The principal reason for nevertheless using GTOs
is given by the Gaussian product theorem, which allows for the reduction
of the general four-center two-electron integral to a two-center integral and
by this for a tremendous simplification. For a detailed survey on the various
types of Gaussian basis sets, their application and the calculation of the elec-
tron integrals, we refer to [191]. An online library of orbital coefficients n
and α optimized for the use in electronic structure methods can be found in
Ref. [173].
Figure 3.1 illustrates the radial functions of Gaussian- and Slater-type
orbitals for the main quantum numbers n = 1 and n = 2 and exponents
ζ = 1 and α = 1. Both kinds of orbitals are well localized around the origin
of the coordinate system, and tend outwards with increasing main quantum
number. From the figure, one immediately notices why GTOs and STOs are not
the appropriate choice for describing highly excited or continuum states: the
representation of a single plane-wave, for example, would already require a
rather large and carefully designed basis set (note, however, that such attempts
exist [192]). GTOs and STOs are occasionally used in photoionization studies,
but with the focus lying more on bound state excitations of the atom or
molecule rather than on the ionization process, see Refs. [163, 193, 194].























FIGURE 3.1: Radial parts of Slater- and Gaussian-type orbitals for the main quantum
number n = 1 (solid curves) and n = 2 (dotted curves) and for exponents ζ = 1,
α = 1, respectively.
3.1.2 Spherical DVR expansion
The accurate description of continuum states requires a basis set which, on
the one hand, is flexible in describing general wavepackets moving away
from the nucleus. On the other hand, it should span an extensive region in
coordinate space, such that the wavepacket does not hit the boundary during





Ylm(θ, ϕ) , (3.1.6)
which is composed of products of radial basis functions χn and spherical
harmonics Ylm. The use of a spherical coordinate system is an appropriate
choice for photoionization studies of atoms, since the wavefunction is often
smooth in the angular coordinates 1 . In the radial direction, one requires a
basis set which is able to describe the ionizing wavepacket over large distances
with constant accuracy. Several alternatives are available for this task, such
as B-splines [142, 196], plane waves [197], finite differences [141], finite
elements or Sturmian functions [56]. In this work, we employ a discrete variable
representation, which is briefly outlined in the following.
1The reason for this smoothness is that photo-electrons are created predominantly in the
vicinity of the origin, and, when moving outwards into the continuum, experience a broadening
of the tangential structure [195].
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Discrete variable representation
The discrete variable representation (DVR) has been introduced to quantum
physics by Lill et al. [198]. It is a method which constructs, in a very general
way, a basis transformation from a finite set of functions to a grid-like repre-
sentation, in which the representation of any local operator is approximately
diagonal. The DVR thus provides two main advantages: first, the construction
of the electron integrals is greatly simplified and second, the diagonality often
leads to a rather sparse representation of the Hamiltonian matrix.
A discrete variable representation is constructed from a complete set of







The real quantities rk and wk denote the abscissas and weights of an appro-
priate quadrature rule, which should give an accurate estimation of integrals
such as ∫ b
a





i (rk) pj(rk) , (3.1.8)
where w(r) is a positive weight function. Common choices for the functions
{pk(r)} are orthogonal polynomials, sine functions, or the eigenfunctions of
a Hermitian operator. One can show that the DVR basis {χk(r)} defined in
Eq. (3.1.7) has several convenient properties. Probably the most important one





∣∣ f(r) ∣∣χj 〉 = f(ri) δij , (3.1.9)
in which the matrix elements are simply given by the function values at the
grid points. The DVR therefore resembles a grid defined by the (in general
unequally spaced) points rk. The representation of non-local operators like the
kinetic energy follows directly from the definition (3.1.7), and usually leads
to full matrices. This differs from the procedure applied in a finite differences
approach, where derivatives are approximated by function values on a few
adjacent grid points, and is one reason for the increased accuracy of DVR-based
approaches. 2
2This completely delocalized representation is also encountered when calculating the
derivatives with the Fourier transformation. In fact, the special DVR which is obtained by using
an equidistant grid is mathematically identical to a discrete Fourier transform [93].
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FIGURE 3.2: Illustration of three different discrete variable representation (DVR) basis
sets which have been implemented for this work. Top: Sine DVR constructed over an
equally spaced grid. Middle: Coulomb-wave DVR with a denser grid near the origin
which becomes equally spaced grid in the continuum. Bottom: Finite-element DVR
constructed over a set of Gauss-Lobatto grids. Three finite-elements of length 2 Bohr
are depicted.
In Fig. 3.2, we give a comparison of three DVR basis sets which have been
implemented in the course of this work, the sine DVR, the Coulomb-wave DVR
(CWDVR), and the finite-element DVR (FEDVR). The intention here is to get
a visual impression of these basis sets, while the mathematical details can be
found in appendix B. The sine DVR shown at the top of the figure is based
on particle-in-a-box eigenfunctions, and has equally spaced abscissas [199].
It has been recently applied in our MCTDHF study on the one-dimensional
helium atom [4]. The CWDVR shown in the middle is constructed using the
zeros of the positive-energy Coulomb eigenfunctions [200]. The resulting grid
is unequally spaced with a more dense distribution near the origin—taking into
account the faster oscillations occurring in the vicinity of the core—and a grid
3.1. BASIS SETS 83
spacing that becomes equidistant for large distances. The actual distribution of
the grid points can be adjusted through the atomic charge Z, which determines
the grid-spacing at the origin, and the energy E of the Coulomb wave, which
controls the spacing at large distances. In the figure, the CWDVR is depicted
for the parameters Z = 50 and E = 2.
Finite-element discrete variable representation
Finally, the plot at the bottom of Fig. 3.2 shows the FEDVR basis set which
is discussed here more in detail due to its frequent use in this work; again,
supplementary material can be found in appendix B. The FEDVR employs a
division of the coordinate space in a chosen number of finite elements, where
in each element Legendre polynomials are used for the basisfunctions {pj(r)}.
For this choice, Eq. (3.1.7) is a polynomial as well and can be expressed in







rn − rj , (3.1.10)
where rn denotes a grid consisting of Gauss-Lobatto abscissas and wn the
corresponding integration weights. A Gauss-Lobatto grid has the property that
grid points are placed at the element boundaries. The Lagrange polynomials
constructed over such a boundary grid point, the so-called bridge functions,
have a different normalization than the polynomials in Eq. (3.1.10), which
ensures the continuity of the basisfunctions across the boundary. The FEDVR
basis is highly convenient in describing general functions, and, in addition,
offers a great freedom in placing the finite elements. Furthermore, it has the
advantage that the representation of derivative operators is given by banded
matrices. As will be explained below in section 3.2.4, this is a key property
in the solution of the Poisson equation. The FEDVR is therefore used in most
parts of this work.
Representation of the two-electron integrals
A great advantage of the spherical DVR basis is the sparse representation
of the two-electron integrals, which enables the usage of a large number of
basis functions. In the following, we shortly present the results for the two-
electron integrals, while the detailed derivation is given in paragraph B.2.2
of the appendix. The calculation proceeds by taking a multipole expansion of
the Coulomb interaction, through which the radial and angular coordinates
disentangle, and a subsequent integration of the factorized integrals, and leads
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to









The favorable property of this expression is the diagonality with respect to the
radial indices k1, k2 and k3, k4, respectively, which allows for the usage of large
grids. The quantities y and y are Gaunt coefficients defined as the integral of
the product of three spherical harmonics [117],
yl1m1,lm,l2m2 =
∫





lm(Ω)Yl2m2(Ω) dΩ . (3.1.13)
They can be evaluated analytically in terms of Wigner-3j coefficients, see
Eq. (B.2.9) in the appendix. Further, the coefficient P (l)k1k2,k3k4 in Eq. (3.1.11)











′) dr dr′ , (3.1.14)










However, as has been pointed out by McCurdy et al. [201], due to the derivative
singularity of the integrand at r = r′, Eq. (3.1.14) is evaluated more accurately









The function p(l)k3k4(rk1) is the solution of the radial Poisson equation and is
defined in Eq. (B.2.32) of the appendix. Note again the diagonality of the
radial integrals, which is a highly convenient property of the DVR basis. For a
very similar application of the Poisson equation, see also section 3.2.4.
3.1.3 Mixed basis set
In the following, we describe an extension of the FEDVR basis which is of
major importance for obtaining appropriate initial states in restricted active
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space calculations. Therefore, let us shortly recapitulate the problem already
stated in section 2.4.6: full configuration interaction calculations are invariant
under unitary transformations of the single-particle basis, i.e., the discretized
subspace of the Hilbert space is the same for a basis set {|ψk 〉} as well as for
any unitarily transformed set
| ψ˜j 〉 =
∑
k
bjk |ψk 〉 . (3.1.17)
The choice of the single-particle basis therefore only depends on numerical
considerations, and in general, basis sets leading to a sparse Hamiltonian
are preferable. On the other hand, in a restricted active space treatment
where only a part of the full CI space is accessible, a unitary transformation
of the single-particle basis results in another restricted active space that is not
necessarily identical to the original one. This can be seen most easily for the
extreme case of a single determinant, where the variation of the orbital basis
obviously changes the determinant. As is well known, there exists a unique
set of orbitals leading to the best single determinant—in the sense of giving
the lowest energy—which is obtained by solving the Hartree-Fock equations.
This demonstrates a principle that is generally valid in RAS calculations: the
more the restricted space deviates from the full CI space, the better the single-
particle basis needs to be adapted in order to give an adequate description
of the wavefunction. Therefore, to be confident, RAS calculations are usually
carried out in a well-adapted basis, regardless of the accuracy of the many-body
space. Typical choices are Hartree-Fock orbitals or the orbitals obtained from a
multiconfigurational Hartree-Fock calculation [72, 123].
However, the usability of such optimized basis sets is limited in the treat-
ment of photoionization, because with increasing basis size Nb, the creation
and storage of the two-electron integrals in the Hartree-Fock basis becomes a
tedious task requiring at least an effort of O(N4b). In effect, the advantages of
the grid-like FEDVR treatment are completely lost.
To circumvent this, we introduce a mixed basis set, i.e., a basis which
consists of (at least) two types of different orbitals. Mixed basis sets have been
applied several times in the literature, see, e.g., Ref. [113] for a basis of GTOs
and FEDVR functions, or Ref. [197] for a basis of GTOs and plane waves. In
this work, we apply a mixed basis consisting of Hartree-Fock eigenfunctions
and FEDVR functions. The Hartree-Fock functions are localized only in a small
region B1 around the nucleus, while the remaining space B2 is described by
the grid-like basis (for an illustration of the spaces see Fig. 2.8 on page 47).
Thus, we obtain both a good description of the groundstate, which is assumed
to lie entirely in H1, as well as of the continuum, and this at a moderate effort.
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FIGURE 3.3: Radial part of the single-particle basis used for the TD-RASCI calculations,
which consists of a combination of Hartree-Fock orbitals (obtained for beryllium) in the
vicinity of the atom (left element), and FEDVR basisfunctions in the continuum (the
two elements on the right). In each element, the basisfunctions are constructed over
a Gauss-Lobatto grid with 20 points. In the first element, the 1s and 2s Hartree-Fock
orbitals are emphasized.
For the construction of the mixed basis, we first solve the (single- or multi-
configurational) Hartree-Fock equations in B1 using the spherical FEDVR basis




b1,jk|ψk 〉 , (3.1.18)
with an M ×Nb-matrix b1, where M labels the number of occupied orbitals.
The virtual orbitals are usually delocalized and do not resemble excited atomic
orbitals. To obtain appropriate pseudo-orbitals, we employ the single-particle
Hamiltonian eigenstates, which are further orthonormalized to the bound
Hartree-Fock states to obtain so-called pseudo-orbitals. Subsequently, these
orbitals are used to extend the transformation matrix in Eq. (3.1.18) to a
unitary Nb ×Nb-matrix, which transforms the spherical FEDVR basis to the








and is used to transform the electron integrals to the optimized orbitals ac-
cording to the formulas in section 3.2. The arising mixed basis is illustrated
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(a) (b)
FIGURE 3.4: Quadrature grids on the two-dimensional unit sphere used to construct
angular DVRs: (a) Lebedev grid of octahedral symmetry. (b) Extended Legendre grid
consisting of an equidistant grid in azimuthal and a Gauss-Legendre grid in polar
direction.
in Fig. 3.3 for the example of beryllium, in which the 1s and 2s Hartree-Fock
orbitals are occupied. Note that the localized orbitals in the region r > 20 Bohr
essentially remain unchanged, whereas the orbitals inside r ≤ 20 Bohr are
given by Hartree-Fock eigenfunctions for the occupied orbitals, and appropri-
ate pseudo-orbitals for the virtual states.
3.1.4 Angular DVR
As an interesting alternative to the spherical harmonic expansion, one can use
a discrete variable representation in the angular coordinates. In the same way
as for the one-dimensional DVR sets, an angular DVR is constructed according
to formula (3.1.7) by using spherical harmonics and a grid Ωγ of points and






Y ∗lm(Ωγ)Ylm(Ω) . (3.1.20)
Two kinds of quadrature grids have been discussed in the literature, leading to
different DVRs: the extended-Legendre DVR of Sukiasyan and Meyer employs
a product grid consisting of equally spaced grid in azimuthal direction and
abscissas of the Gauss-Legendre integration in polar direction [202], whereas
the Lebedev DVR introduced by Haxton uses the grids of octahedral symmetry
derived by Lebedev and Laikov [203, 204]. Both grids are depicted in Fig. 3.4.
The lines from the origin to a point on the sphere define the directions in which
the radial grid points are placed. The resulting three-dimensional grid is much
denser at the origin and becomes sparse at large distances from the core. For
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FIGURE 3.5: Example of the coordinate
lines of the prolate spheroidal system.
Gray lines are drawn for varying η and
fixed ξ, blue lines for varying ξ and
fixed η. The dots denote the intersection
points on which the wavefunction can be
discretized. ξ-coordinate lines (gray) are
drawn for ξ = 1.005, 1.05, 1.2, 1.4, . . .,














further details on the construction of these spherical DVR basis sets, we refer
to [203].
The great advantage of the angular DVR is that, when used in conjunction
with a radial DVR {χi(r)}, the representation of spatial functions becomes
completely diagonal,〈
χk(r)Γγ(Ω)
∣∣ f(r) ∣∣χl(r)Γν(Ω) 〉 = f(rk,Ωγ) δkl δγν . (3.1.21)
Particularly, the two-electron integrals reduce to two-fold indexed quantities,
gk1γ1,k2γ2,k3γ3,k4γ4 = δk1k2 δγ1γ2 δk3k4 δγ3γ4 gk1γ1,k3γ3 , (3.1.22)
where the diagonal element gk1γ1,k3γ3 can be properly calculated using the
Poisson equation [80]. This form can give notable advantages in storage as
well as in the basis transformations considered in section 3.2.
3.1.5 Prolate spheroidal DVR expansion
Prolate spheroidal coordinates constitute a particularly convenient choice for
the description of diatomic molecules. They are defined by [205, 206]
x = a
√
(ξ2 − 1)(1− η2) cosϕ , (3.1.23)
y = a
√
(ξ2 − 1)(1− η2) sinϕ , (3.1.24)
z = aξη , (3.1.25)
and can be obtained by rotating an ellipse around the focal axis (i.e., by varying
the angle ϕ). Figure 3.5 illustrates the coordinate lines in the x-z plane. As the
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angular coordinates (η, ϕ) define a point on the three-dimensional unit sphere,




Ylm(arccos(η), ϕ) , (3.1.26)
where the radial part is described by a FEDVR basis. In contrast to the spherical
case, the expansion (3.1.26) is not orthogonal in spheroidal coordinates. The
prolate spheroidal DVR basis is not applied in this work, but has been included
in the MCTDHF code to treat diatomic molecules. It is able to reproduce bench-
mark results for the groundstate energy of the hydrogen molecule [80] and
other diatomic molecules, which proves the correctness of the implementation.
3.2 Basis transformations
Basis transformations present a key operation in the implementation of the
MCTDHF method. The problem is the following: suppose one is given an
orthonormal single-particle basis set {|ψj 〉} of size Nb as well as the corre-
sponding electron integrals. Now, when performing a transformation into
another orthonormal basis set {|φn 〉} of size M ≤ Nb according to
∣∣φn 〉 = Nb∑
j=1
bnj
∣∣ψj 〉 , (3.2.1)
how do the electron integrals look like in the new basis? We give the easy
answer in the following for single- and two-particle operators. Thereafter, we
present more efficient transformation schemes for the two-electron integrals
employing both a Cholesky decomposition and the Poisson equation, and, fi-
nally, consider the influence of a basis change on the many-body wavefunction.
3.2.1 Single-electron integrals
For a single-particle operator hˆ with matrix elements h(0)jk = 〈ψj | hˆ |ψk 〉 in the
old basis, the matrix elements hmn = 〈φm | hˆ |φn 〉 in the new basis are readily
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The transformation has been divided into two steps for later convenience. We









∣∣φm 〉 〈φm ∣∣ hˆ ∣∣φn 〉 = M∑
m=1
bmk hmn , (3.2.4)
which later arises in the derivation of the MCTDHF equations through applica-
tion of the projection operator
∑
m |φm 〉〈φm |. The preceding equations can
also be written more compactly in matrix notation,
h(1) = h(0) b , (3.2.5)
h(2) = b†h(0) b , (3.2.6)
h(3) = b b† h(0) b . (3.2.7)
Note that h(1) = h(3) holds if b is a unitary matrix, since then b b† = 1.
Otherwise, e.g., for M < Nb, information is lost in the back-transformation.
For general basis sets, the effort of the complete transformation scales as
O(N 2b M). For a banded matrix h(0), as it is obtained for the spherical DVR
basis, the number of operations is reduced to O(NbM).
3.2.2 Two-electron integrals
The transformation of two-electron operators proceeds in a similar way, except
that one has to deal with product basis states |ψiψj) ∈ H2 and matrix elements
g
(0)
ijkl = (ψiψk | gˆ |ψjψl ) . (3.2.8)
The corresponding transformation matrix in the two-particle space is formally
given by the outer product b ⊗ b of the two transformation matrices. The































bpi gpqrs . (3.2.12)
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Note that we again included the back-transformation step leading to g(5). By
defining matrices in the product space,
[g(0)](ik),(jl) := (ψi ψk | gˆ |ψj ψl ) = g(0)ijkl , (3.2.13)
one can alternatively write the preceding formulas as
g(2) = (1⊗ b)† g(0) (1⊗ b) , (3.2.14)
g(3) = (1⊗ b)† g(0) (b⊗ b) , (3.2.15)
g = (b⊗ b)† g(0) (b⊗ b) , (3.2.16)
g(5) = (b⊗ 1) (b⊗ b)† g(0) (b⊗ b) . (3.2.17)
Again, it is g(3) = g(5) for a unitary matrix b. The total effort of the two-
electron transformation grows as O(N 4b M) for general basis sets3. Significant
improvements can be obtained by using basis sets with sparse two-electron
integrals. For example, the spherical DVR basis leads to an effort of roughly
O(N2b N2angM), while the angular DVR basis, due to its diagonal two-electron
integrals, even approaches O(N2bM).
3.2.3 Low-rank approximations
The scaling of the two-integral transformation constitutes a serious bottleneck
in many applications. For MCTDHF calculations, where usually M  Nb,
particularly the evaluation of Eq. (3.2.14) is problematic. Therefore, several
methods have been designed to reduce this effort, among them low-rank
approximations [77, 208], Cholesky decompositions [209, 210], density-fitting
methods [211], and tensor decomposition schemes [212]. Basically, all methods
utilize linear dependencies in the two-electron integral matrix to approximately






uλ,ij uλ,kl , (3.2.18)
which is an exact representation for L = N 2b . The practical efficiency of
this decomposition strongly depends on the magnitude of L. Given it can be
chosen substantially smaller than N 2b , while at the same time the two-electron
integrals are represented properly, it is advantageous to transform the factors
3Taking the symmetries (2.1.38) – (2.1.40) into account, the prefactor might in principle
be reduced by up to a factor of eight [207]. In real applications, however, the corresponding
speedup is often not that large due to a more complicated index structure.
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This procedure scales in the same amount as L single-particle transformations.
Regarding the required size of L, it has been shown in Ref. [210] for the special
class of even-tempered Gaussian basis sets that L ≈ Nb holds asymptotically.
According to our experience, this feature also holds for several other basis sets
having a dense two-electron integral matrix. Therefore, the use of low-rank
approximations reduces the effort of the two-electron integral transformation
to approximately O(MN 3b ), i.e., by one order of magnitude as compared to
the direct approach given in Eqs. (3.2.9)-(3.2.12).





u¯λ,(ij) δλ u¯λ,(kl) , (3.2.20)
where the eigenvalues δλ are non-negative due to the positive-semidefiniteness
of the two-electron integral matrix. By retaining only the L eigenvalues larger
than a chosen cutoff and defining new eigenvectors
uλ,(ij) =
√
δλ u¯λ,(ij) , (3.2.21)
one immediately arrives at the desired form of Eq. (3.2.18). We note that
the specified procedure is essentially identical to the Cholesky decomposition
approach, which has also been implemented in the MCTDHF code. The latter,
however, takes advantage of the definiteness of the matrix and is typically
faster by a factor of about three [210].
As an example, we apply the eigenvalue decomposition scheme to a basis
of even-tempered Slater-type orbitals of the form [213]
ψSTOnlm(r) = Nl,ζnl r
l e−ζnlr Ylm(θ, ϕ) , (3.2.22)
where the exponents are given by the geometric progression
ζnl = αl (βl)
n . (3.2.23)
Here, αl = 0.8 and βl = 1.2 is chosen. The results are shown in Fig. 3.6 for
angular momenta l = 0 and l = 1 and basis sizes up to Nb = 30. For both
cutoff parameters, η = 10−6 and η = 10−10, one observes that the tensor rank










l = 1 ,





FIGURE 3.6: Eigenvalues of the two-electron matrix larger than a cutoff of η = 10−6
and η = 10−10, respectively, for a basis set consisting of even-tempered Slater-type
orbitals with angular momenta l = 0 and l = 1. One observes that the rank L grows
distinctly slower than N 2b . This linear dependency can be used to efficiently improve
the performance of the two-electron matrix transformation.
L is notably smaller than N 2b , which leads to a speedup of the transformation
routines of up to a factor of five. This trend is continued for increasing Nb, and
becomes particularly important for basis sets consisting of hundreds of basis
functions.
Low-rank approximations have the disadvantage that they do not work
well for sparse two-electron integrals. Further, the straightforward procedure
given before is hardly applicable to the large basis sizes required in photoion-
ization (where Nb & 1000), as the eigenvalue decomposition takes an effort of
O(N 6b ). Therefore, in the following, we present another approach to reduce
the transformation costs which is based on the Poisson equation.
3.2.4 Poisson equation
The use of the Poisson equation has a long tradition in quantum chemistry
as a means to efficiently calculate electron integrals of the Coulomb interac-





ψ∗i (r)ψj(r) grs(r) dr , (3.2.24)
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′) dr′ , (3.2.25)
which are also named Coulomb-integrals for r = s and exchange-integrals for
r 6= s. Using straightforward numerical quadrature, the evaluation of a single
integral would scale quadratically in the number of grid points. By application
of the Laplace operator and making use of the equation
∆
1
|r− r′| = −4pi δ(r− r
′) , (3.2.26)
one obtains the Poisson equation
∆ grs(r) = −4pi φ∗r(r)φs(r) . (3.2.27)
The direct integration has thus been replaced by the task of solving of a
differential equation. The main advantage of this alternative formulation is
that the Poisson equation can be solved with an effort that scales at best linearly
in the number of grid points [143]. Once the Coulomb/exchange-integrals are
at hand, the calculation of g(2) in Eq. (3.2.24) requires an effort that is again
linear in the number of grid points. Altogether, we have thus obtained a huge
reduction as compared to the direct evaluation of Eq. (3.2.25).
It remains to actually solve the Poisson equation. We sketch the procedure
for the spherical DVR basis and refer to section B.2.2 in the appendix for
the mathematical details. According to Eq. (3.1.6), in the spherical DVR the







Ylm(θ, ϕ) . (3.2.28)








Ylm(θ, φ) . (3.2.29)
Insertion of both these equations into the Poisson equation (3.2.27) yields the
equation ∑
k′







χk′(r) dr − δkk′ l(l + 1)
r 2k
(3.2.31)
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the discretized charge density which involves the Gaunt coefficient introduced
in Eq. (3.1.13). Equation (3.2.30) constitutes a number of M2Nang linear
systems for the coefficients grs,klm, which, in order to satisfy the boundary
condition, need further be augmented by eigenfunctions of the homogeneous
Laplace equation.
At this point one can understand the advantages of a banded derivative
matrix: a general radial basis would require an effort of O(N3rad) for the so-
lution of a single linear system. For the FEDVR basis, in contrast, one can
apply specialized band-matrix solvers whose effort scales only with O(Nrad),
i.e., linearly in the number of radial grid points. The total scaling is then domi-
nated by the calculation of the right-hand side of Eq. (3.2.30), which requires
O(M2NbN2ang) operations. Altogether, we obtained a significant reduction as
compared to the direct approach in Eq. (3.2.9).
Another advantage of the previous scheme is that one also gains a technique
to calculate two-electron integrals of essentially any basis set of the form
ψklm(r) = Rklm(r)Ylm(θ, φ) . (3.2.33)
This can be accomplished by expanding the general radial functionRklm(r) into
a FEDVR basis, and then solving the Poisson equation with the corresponding
expansion coefficients. In the program, this idea is utilized for a basis consisting
of energy eigenfunctions of the single-particle Hamiltonian.
3.2.5 Effects on the many-particle wavefunction
Suppose we are given a wavefunction specified by a full CI expansion in a
single-particle basis {|ψi 〉},∣∣Ψ 〉 = ∑
I
CI
∣∣ψi1 · · ·ψiN 〉 . (3.2.34)
By changing to a new basis set {|φj 〉}, the Slater determinants get transformed
according to∣∣φj1 · · ·φjN 〉 = ∑
I
(b⊗ · · · ⊗ b)j1···jN ,i1···iN
∣∣ψi1 · · ·ψiN 〉 , (3.2.35)
and a general wavefunction in the new determinant basis is given by∣∣ Ψ˜ 〉 = ∑
I
DJ
∣∣φj1 · · ·φjN 〉 . (3.2.36)
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Is it possible to represent the wavefunction |Ψ 〉 also in the new determinant
basis, i.e., to obtain coefficients DJ such that | Ψ˜ 〉 = |Ψ 〉? The answer can be




(b† ⊗ · · · ⊗ b†)j1···jN ,i1···iN Ci1,...,iN . (3.2.37)
Insertion into (3.2.36) then reveals that the wavefunctions are identical, if
(b† ⊗ · · · ⊗ b†)(b⊗ · · · ⊗ b) = 1 , (3.2.38)
i.e., if b is a unitary matrix. Full CI spaces are therefore invariant under unitary
rotations of the orbitals, and the same is true for MCTDHF Hilbert spaces at a
fixed time-point.
In contrast, for restricted active space expansions, an orbital transformation
in general leads to a set of determinants which spans a different Hilbert space
than the original determinants, so that Eq. (3.2.36) may not be solvable. In
order to retain the RAS Hilbert space, one has to restrict the unitary trans-
formation b. For two restricted active spaces, it is immediately obvious that







where the unitary matrices b1 and b2 act only on the first and second subspace,
respectively, conserve the RAS structure. Further, the requirement that b is
unitary shows that this is the only possible choice for the transformation matrix,
since insertion of further off-diagonal elements would directly lead to non-
normalized row- and column-vectors and thus would destroy the unitarity4.
3.3 Slater determinants
Slater determinants are one of the most important components of the MCTDHF
and TD-RASCI methods. They are commonly represented in two ways, either
by specifying the occupied orbitals,∣∣ I 〉 = ∣∣φi1 · · · φiN 〉 , (3.3.1)
or in occupation number representation,∣∣n 〉 = ∣∣n1 . . . nNb 〉 , (3.3.2)
4This consideration can also be extended to the case of non-orthogonal basis transformations,
see Ref. [67].
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where nk labels the occupation of the orbital |φk 〉. Both approaches have
their advantages and disadvantages. In the code, the occupation number
formalism is used almost exclusively. The determinants are encoded in a
bit-wise representation5, which simplifies the application of the elementary
annihilation and creation operators,
a†p
∣∣n1 . . . np . . . nNb 〉 = δnp,0 Γnp ∣∣n1 . . . 1p . . . nNb 〉 , (3.3.3)
ap
∣∣n1 . . . np . . . nNb 〉 = δnp,1 Γnp ∣∣n1 . . . 0p . . . nNb 〉 , (3.3.4)
with the phase factors introduced in Eq. (2.1.30). For the efficient use in
calculations of matrix elements, one needs to be able to address the newly
created determinants on the right-hand sides in an efficient way. Subsection
3.3.2 deals with that task.
3.3.1 Determinants as products of spin strings
Particles with different spin projection can be discriminated by experiment.
Further, the Hamiltonian used in this work, Eq. (1.3.2), commutes with the
spin operators, such that the particles remain in the spin state σ in which they
are initially prepared. As a consequence, the particles with different spin can
be fundamentally considered distinguishable, and the determinants can be
represented as a direct product of spin strings corresponding to α- and β-spin
functions [67],∣∣ I 〉 = ∣∣φi1,α · · · φiNα ,α φi(Nα+1),β · · · φi(Nα+Nβ),β 〉 (3.3.5)
=
∣∣φiα1 ,α · · · φiαNα ,α 〉 ∣∣φiβi1 ,β · · · φiβNβ ,β 〉 (3.3.6)
=
∣∣ Iα 〉∣∣ Iβ 〉 . (3.3.7)
This separation can bring a significant advantage in the calculation of matrix
elements, and is particularly useful in the direct CI approach detailed later in
section 3.4.2.
3.3.2 Addressing determinants
The address add(|n 〉) of a determinant |n 〉 is a unique number in the con-
secutive index set {0, 1, . . . , Ndet − 1}. In principle, the address can be found
straightforwardly through a linear search in the determinant space, a pro-
cedure which scales as O(Ndet). This, however, quickly becomes inefficient
for large Hilbert spaces. A by far better method is therefore to use binary
5using std::vector<bool> in the MCTDHF code and boost::dynamic_bitset in the
TD-RASCI code.
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FIGURE 3.7: Graphical scheme
to resolve the address of a Slater
determinant for N = 3 particles
in M = 5 orbitals, taken from
[67]. The path drawn in red il-
lustrates the representation of the
determinant |n 〉 = | 1, 0, 1, 1, 0 〉.
Its address is obtained by sum-
ming the weights at the diago-
nal connection lines, add(|n 〉) =
0 + 1 + 1 = 2.
k

















search algorithms as implemented, e.g., in ordered associative arrays, which
reduce the effort to O(logNdet) comparisons. Another alternative which has
been applied in this work constructs the address directly from the occupation
number vector [67]. The basic idea is to represent determinants as paths in
a diagram and introduce an ordering of these paths. For N electrons in M
orbitals, a determinant can—in addition to the representations (3.3.1) and
(3.3.2)—be represented by a number of M ordered pairs (m, k), where m is
the orbital index and k the number of electrons occupying the orbitals up to m.
This defines a path in an (N + 1)× (M + 1) diagram which starts at the vertex
(0, 0) and ends at (M,N). The vertices are connected either by horizontal lines
from (m, k) to (m+ 1, k) corresponding to unoccupied orbitals, or by diagonal
lines from (m, k) to (m+ 1, k + 1) for occupied orbitals. Figure 3.7 depicts the
set of possible paths for three particles in five orbitals, where the lowest two
orbitals must be occupied by at least one electron.
To construct the address, one introduces for each allowed vertex (m, k) a
weight Wm,k which is recursively defined by
Wm,k = Wm−1,k + Wm−1,k−1 , (3.3.8)
and W0,0 = 1. The weights at non-allowed vertices are set to zero. Note
that Eq. (3.3.8) agrees with the recursion formula for binomial coefficients,
however, with different boundary conditions. Next, one introduces for each
connection line originating from vertex (m, k) an arc weight which is given by
Y 0m,k = 0 for a horizontal line and by
Y 1m+1,k+1 = Wm+1,k+1 − Wm,k , (3.3.9)
for a diagonal line. In terms of these, the address of a determinant can be
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constructed as










i=1 ni. In practice, one therefore has to set up the vertex weights
once at the beginning of the simulation, and then use them to address the
whole determinant space.
The advantage of the graphical scheme is that it can be applied equally
well to full CI and RASCI determinant spaces. Further, an extension to address
bosonic configurations is straightforward. Alternative addressing schemes,
such as the ones in presented in Refs. [180, 215], provide closed formulas
which are conveniently applicable to FCI spaces, but require further effort for
the extension to restricted active space configurations.
3.4 TD-CI equation
With the techniques introduced in the previous section, we are now able to
derive efficient schemes to numerically solve the time-dependent configuration
interaction equation, Eq. (2.3.7),
iC˙(t) = H(t) C(t) . (3.4.1)
The essential operation that needs to be carried out here is the matrix-vector
multiplication on the right-hand side. For its evaluation, one can basically
choose between two different approaches, either conventional CI, where the
representation of the Hamiltonian and other operators is determined once and
stored in sparse matrices, or direct CI, which proceeds by evaluating only the
action of the Hamiltonian onto the state vector,
σ(t) = H(t) C(t) . (3.4.2)
In general, conventional CI involves an overhead through the need to construct
and store the operator matrices, but the matrix-vector products itself are
evaluated rapidly. The direct method, on the other hand, takes longer for the
calculation of σ(t), but the initialization of the matrices is avoided completely.
The decision between the two methods depends on the actual application.
For example, in time-independent quantum chemistry, direct CI is the de facto
standard since usually only a few matrix-vector multiplications are required
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for the iterative schemes to converge. Direct CI is also a convenient choice for
MCTDHF calculations, where the time-dependent basis leads to a Hamiltonian
which needs to be constructed anew at each time-step. For the solution of the
time-dependent CI equation, in contrast, conventional CI is advantageous as
typically a large number of matrix-vector products needs to be carried out. We
cover both algorithms in the following, starting with conventional TD-CI.
3.4.1 Conventional TD-CI
The conventional CI approach is employed in the TD-RASCI program. It
proceeds by calculating the contribution from single- and two-particle operators
















as well as for other required operators such as the dipole matrices. The task is




∣∣ Hˆ(t) ∣∣m 〉 (3.4.4)
for each pair of determinants. A straightforward approach would loop over
all these pairs and evaluate the value using the Slater-Condon rules. This,
however, scales with O(Ndet) and becomes unfeasible for large determinant
bases.
Therefore, it is more convenient to use an approach which is based on
the orbital indices. There, for the single-particle term, one has to loop over
the orbital indices (p, q) as well as over the set of determinants |n 〉. For
each determinant, the address n = add(|n 〉) is calculated, and the excitation
operators are applied to produce the new state
aˆ†p aˆq
∣∣n 〉 = ξ ∣∣nqp 〉 , (3.4.5)
where the phase factor ξ ∈ 0,±1 is easily calculated from the definition
of the excitation operators, Eqs. (2.1.29) and (2.1.31). In case the excited
determinant is non-zero, its address m = add(|nqp 〉) is calculated, and the
Hamiltonian is updated according to
Hnm → Hnm + ξ hpq . (3.4.6)
Similarly, for the two-electron part, one has to loop over the orbital indices





∣∣n 〉 = ξ ∣∣nqspr 〉 . (3.4.7)
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If the doubly-excited determinant |nqspr 〉 is non-zero, its address m is evaluated
and the contribution is added to the Hamiltonian,
Hnm → Hnm + ξ gpqrs . (3.4.8)
Due to the occurrence of at most two-particle operators, the Hamiltonian
is usually sparse and therefore effectively stored in a sparse matrix format.
Sometimes, however, it can be more convenient to apply dense matrix algebra
which allows for a faster performance of matrix-vector products and also for
the complete diagonalization. Such a case can be encountered in the TD-RASCI
method, when the restricted active space constraints lead to a non-sparse
Hamiltonian, or for the finite temperature calculations in section 2.6.2.
3.4.2 Direct TD-CI
The direct CI algorithm is used in the MCTDHF program, where the Hamilto-
nian, due to the time-dependent orbitals, changes at each propagation step
and the construction of a sparse matrix would therefore be inefficient. The
algorithm we describe in the following is called the minimal operation-count
method and is taken from Ref. [67]. The strategy is to calculate separately the
one- and two-particle contributions in the different spin subspaces,
σ(t) = σα(t) + σβ(t) + σαα(t) + σαβ(t) + σββ(t) . (3.4.9)


















∣∣ aˆ†pαaˆqα ∣∣ Jα 〉CJαIβ (t) , (3.4.11)
and similarly for the β component. The advantage here is that the loop is per-
formed only over the number Nα of α-strings, which is usually small compared
to the total number of determinants (Ndet = Nα ·Nβ). The practical evaluation
of Eqs. (3.4.10) proceeds by determination and storage of the expectation







∣∣ aˆ†pαaˆqα ∣∣ Jα 〉 , (3.4.12)
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The total effort for this operation scales as O(Nα(Nb −Nα)Ndet), where Nα is
the number of α-spin-orbitals. In the same way, the two-particle component











KααIαJα CJαIβ (t) , (3.4.15)










∣∣ aˆ†pαaˆqα ∣∣ Jα 〉 〈 Iβ ∣∣ aˆ†rβ aˆsβ ∣∣ Jβ 〉CJαJβ (t) ,
(3.4.16)















∣∣ aˆ†rβ aˆsβ ∣∣ Jβ 〉] .
(3.4.18)
With the terms in brackets being evaluated separately and subsequently con-





Using the previously introduced algorithm, the total operation count of the
multiplication of the Hamiltonian matrix with the coefficient vector is given by
the theoretically required minimum, thence the name minimal operation-count
method [67].
3.5 MCTDHF orbital equation
In the present section, we discretize the orbital equation in terms of a single-
particle basis set, which is an essential step for the numerical solution. Sub-
sequently, we focus on how to reduce the stiffness of the arising differential
equation in order to increase the efficiency of its solution.
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3.5.1 Basis representation of the spin-restricted equations
Starting point for the derivation of the discretized orbital equation is the
expansion of the M time-dependent MCTDHF orbitals {|φn(t) 〉} into an, in
general, non-orthogonal basis set {|ψk 〉} of size Nb,
∣∣φm(t) 〉 = Nb∑
k=1
bnk(t)
∣∣ψk 〉 . (3.5.1)











∣∣φq 〉} , (3.5.2)






























∣∣ gˆ ∣∣ψj 〉 b∗ribsjbql ∣∣ψl 〉
}
.
Using the definitions of section 3.2 and the notation Skl = 〈ψk |ψl 〉 for the















































Note that, in practice, it may be advantageous to solve a linear system rather
than to apply the inverse overlap matrix explicitly. This is particularly true if
the overlap matrix has a special structure, e.g., is of tridiagonal form, since in
general, the inversion does not conserve this structure. As an alternative to
the inversion, one could also apply a Cholesky decomposition of the overlap
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matrix, which is possible due to its positive definiteness. In case of an orthonor-
mal single-particle basis, the overlap matrix becomes the identity matrix and
Eq. (3.5.5) reduces to
ib˙nk = h
(1)










Equations (3.5.5) and (3.5.6) govern, for a given set of electron integrals in
the time-independent basis and the one- and two-particle matrix determined
by the wavefunction coefficients, the temporal evolution of the expansion
coefficients b, and therefore the discretization of the time-dependent MCT-
DHF orbitals. For each step, the evaluation of the right-hand side requires a
transformation of the electron integrals from the time-independent to the time-
dependent basis according to the formulas given in section 3.2. As discussed
there in detail, particularly the transformation of the two-electron integrals is
the most expensive part.
3.5.2 Basis representation of the spin-unrestricted equations
By applying the same procedure as in the previous subsection to the spin-
unrestricted MCTDHF orbital equations (2.5.37) and (2.5.38), one readily
obtains the corresponding basis representation, which we present for conve-
nience only for an orthonormal single-particle basis,
ib˙αnk = h
α,(1)






























These equations involve the spin-resolved density matrices introduced in sec-
tion 2.1.6, as well as the spin-resolved electron integrals, which in the matrix

























































where, as throughout this work, σ, τ ∈ {α, β}.
The solution of the spin-unrestricted orbital equations proceeds in the
same way as the solution of the spin-restricted equations, except that a larger
number of transformations needs to be performed. As the most expensive
step is the formation of the Coulomb/exchange-integrals {gα,(2)} and {gβ,(2)},
respectively, the effort is approximately doubled as compared to the spin-
restricted case.
3.5.3 Stiffness reduction6
In the numerical solution of the orbital equation (3.5.6), one encounters a
peculiar behavior. To explain, assume that we have integrated the MCTDHF
problem and required a certain time T . By increasing the size of the single-
particle basis by a factor a, one naturally would expect an increase of the
run-time as determined by the scaling of the algorithm. This, for example, a
scaling with O(N2b ) would lead to an expected run-time of roughly T ′ = a2T .
In practice, however, the simulation often takes much longer, as the integrator
uses shorter and shorter step sizes to match the same accuracy. This is caused
by the stiffness of the differential equation, which is a well studied topic in the
solution of ordinary differential equations [216].
Let us shortly consider the origin of this effect. For simplicity, we focus on
the single-particle TDSE with a time-independent Hamiltonian,
i∂t
∣∣φ(t) 〉 = hˆ0 ∣∣φ(t) 〉 . (3.5.16)
6The present subsection has been worked out in collaboration with B. Sc. Christopher Hinz.
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Expansion of the wavefunction |φ(t) 〉 into eigenstates {|χk 〉} of hˆ0 readily
yields the solution ∣∣φ(t) 〉 = ∑
k
ck e
−iEkt ∣∣χk 〉 , (3.5.17)
where the coefficients ck specify the initial state. Now, according to Shannon’s
sampling theorem, the numerical solution of Eq. (3.5.16) requires step sizes
of at least ∆t ∼ 1/Emax, where Emax is the largest energy eigenvalue. Larger
step sizes are not able to resolve the fastest occurring oscillations and will
result in aliasing effects which deteriorate the solution. Thus, by adding basis
functions with larger energy eigenvalues, we are forced to use a smaller step
size to obtain a comparable accuracy. Note that the problem would still remain
if one used another basis set than the eigenfunctions; in fact, it might be even
more severe, as the discretized eigenstates can possess high-lying unphysical
eigenenergies. Figure 3.8 exemplifies this fact for the hydrogen atom, which
is described by the spherical FEDVR basis. One observes that, the larger the
basis, the higher become the extreme energy eigenvalues. These few outliers
lead to an increased stiffness and drastically slow down the propagation7.
A remedy for the stiffness problem is the usage of implicit propagation
schemes, which require the availability of the Jacobian and the solution of a
linear system [217]. However, it is tedious to apply implicit schemes to the
non-linear MCTDHF orbital equation. We therefore propose an explicit method
which efficiently cures the stiffness problem. For the idea, let us focus again
on Eq. (3.5.16). Obviously, when working in the single-particle Hamiltonian
eigenbasis, the stiffness can be avoided by dropping any eigenstate with an
energy larger than some cutoff Ecut (which should be chosen according to the




∣∣χk 〉〈χk ∣∣ , (3.5.18)
which is in general a non-unitary operator. The transformed Schrödinger
equation,
i∂t
∣∣φ(t) 〉 = hˆ0 Pˆ ∣∣φ(t) 〉 , (3.5.19)
then presents a stiffness-cured alternative to Eq. (3.5.16), which behaves
virtually identical if none of the high-energy states gets occupied during the
propagation.
7A closer look at the related eigenfunctions reveals that they are mainly localized between
the boundary at the origin and the first inner Gauss-Lobatto grid point. The distance ∆x0
between these two points and the angular momentum potential, which the largest there, directly
determine the highest representable kinetic energy and lead to the extreme energy values.























FIGURE 3.8: Energy eigenvalues of the hydrogen atom obtained by numerical di-
agonalization of the Hamiltonian. A spherical DVR is used with partial waves up
to lmax = 4 and a radial FEDVR basis that consists of 5 finite elements of length
4 Bohr, where each element contains a variable number of Nel basisfunctions. With
increasing resolution, one observes that the utmost eigenvalues are unphysically large,
which causes an increased stiffness. On the other hand, as shown in the inset for the
groundstate, the numerical values are closer to the exact ones.
Stiffness-reduced MCTDHF equations
Let us now apply the above principles to the MCTDHF orbital equation. There-
fore, we first consider the effect of applying a transformation matrix U of
dimension Nb ×Nb to the time-independent orbitals. The MCTDHF orbitals








which corresponds to the case where one is working in the transformed basis
{[U|ψ 〉]k} instead of the basis {|ψk 〉}. In general, however, this new basis is
prohibited since it does not necessarily share the convenient features of the
original basis, such as a sparse representation of the two-electron integrals.
The idea is therefore to continue working in the original basis, and instead
apply the transformation onto the coefficient vector to arrive at
b˜(t) = b(t) U . (3.5.21)
The electron integrals are then calculated with the new coefficient vector
b˜(t) as derived in section 3.2. The only difference is encountered with the
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back-transformed quantities h˜(3) and g˜(5), which are given by
h˜(3) = b b˜† h(0) b˜ , (3.5.22)
and
g˜(5) = (b⊗ 1) (b˜⊗ b˜)† g(0) (b˜⊗ b˜) , (3.5.23)
respectively, i.e., for the last transformation step the original coefficients are
used. One can then simply insert the transformed quantities into the MCT-
DHF equations and by this obtain the same effect as if working intrinsically
in the new basis set, but without the need to explicitly construct the corre-
sponding electron integrals. The overhead of this variant is only the matrix
multiplication (3.5.21), which must be performed at each time-step.
The transformation can give a can give a considerable numerical advantage,
since one can avoid the high-energy states. To accomplish this, one can use
the matrix representation of the projection operator Pˆ , Eq. (3.5.18), for the
transformation,
P = 1−V†V , (3.5.24)
where the matrix V labels the expansion coefficients of the single-particle




∣∣χk 〉 , Ek ≥ Ecut ,
0 , otherwise.
(3.5.25)
This is numerically convenient, since for a reasonably chosen cutoff energy
usually only a few eigenstates |χk 〉 are involved.
As a last point, we consider the application of the projector matrix onto the
orbitals. Here, it is often not appropriate to calculate P once and then evaluate
the matrix vector product (3.5.21), which requires an effort that scales as
O(N 2b ). It is much better to directly apply the decomposed form, Eq. (3.5.24),
to obtain
b˜(t) = b(t)−V†Vb(t) , (3.5.26)
as the Ncut × Nb matrix V usually consist only of a few rows (Ncut denotes
the number of states with energy above Ecut), and thus its application scales
roughly linearly with Nb.

























cutoff energy Ecut [Ha]
step size
Nel = 10
FIGURE 3.9: Average step sizes in the time-propagation of the hydrogen atom, plotted
against the cutoff energy Ecut. The FEDVR basis is the same as in Fig. 3.8, and its
energy eigenvalues are plotted by red dots. When decreasing the cutoff energy, i.e,
neglecting eigenstates with larger energy, the step size taken by the eighth-order
Dormand-Prince propagator significantly increases.
Application
The introduced stiffness reduction scheme behaves favorably in numerical
applications. To give an example, we consider in the following the hydrogen
atom, which—albeit its missing electron-interaction term—exhibits similar
characteristics as larger atoms. This is due to the fact that for a spherical
FEDVR basis, the kinetic energy term is the component which dominantly
causes the stiffness.
Figure 3.9 shows the step sizes taken by the adaptive eighth-order Dormand-
Prince method in the real time propagation of the hydrogen atom (without
further excitation), for different cutoff energies Ecut. The FEDVR is those with
Nel = 10 basisfunctions per element considered in the previous Fig. 3.8. The
energy eigenvalues are plotted again by the red dots. For a cutoff energy
larger than the highest energy, Ecut ≥ 400 Ha, all states are included and
the propagator takes a stepsize of around ∆t = 0.015 a.u. on average. By
decreasing the cutoff energy, i.e., by excluding the eigenstates with energies
lying above Ecut, the step size increases significantly. Already the neglect of
the three utmost eigenstates leads to a nearly four times faster propagation.
By taking rather small cutoff energies around Ecut ≈ 10 Ha, the speed even
increases by more than two orders of magnitude, however, at the cost of a
reduced accuracy of the calculation. A reasonable tradeoff between speed and
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accuracy is obtained for cutoff energies around Ecut = 50 Ha, which leads to a
ten times reduced step size.
3.6 Time propagation
Quantum-mechanical time-evolution assigns to a given wavefunction at time t0
a new one at time t under preservation of the norm. Its action is thus expressed
by a unitary time-evolution operator Uˆ(t, t0) defined by the relation∣∣Ψ(t) 〉 = Uˆ(t, t0) ∣∣Ψ(t0) 〉 . (3.6.1)
The equation of motion and the initial condition follow directly from the
time-dependent Schrödinger equation,
i∂t Uˆ(t, t0) = Hˆ(t) Uˆ(t, t0) , (3.6.2)
Uˆ(t0, t0) = 1 . (3.6.3)




Un(t, t0) , (3.6.4)






dt2 · · ·
∫ tn
t0
dtn Hˆ(t1) · · · Hˆ(tn) , (3.6.5)
which is known as the Dyson series [218]. Alternatively, it can be written as








where the time-ordering operator Tˆ orders later times to the left. However, the
direct use of the Dyson series to determine U(t, t0) for numerical propagation
is tedious, because truncation at a given order does not lead to a unitary
operator8.
There are basically two ways to handle Eq. (3.6.6). On the one hand, there
are methods which explicitly account for the time-ordering. Among these
is the Magnus expansion that replaces Eq. (3.6.2) by a normal exponential
Uˆ(t, t0) = exp {
∑
n Ωn}, which, when truncating the sum at any level, yields
a unitary and approximately time-ordered scheme [219, 220]. There is the
(t, t′)-method, which incorporates the time-ordering exactly by introducing a
second time variable [221, 222]. And there is a recently introduced scheme that
8This can be seen, most prominently, in the treatment of time-dependent perturbation
theory as provided in most textbooks on quantum mechanics, e.g., Ref. [218].
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iterates the Dyson series up to convergence [223]. On the other hand, there
are the more frequently encountered methods which neglect the time-ordering.
Their foundation is given by the following approximation to the time-evolution
operator,
































Here, the integral is evaluated via the trapezoidal rule using Nt intermediate
time points {tj}, and subsequently the exponential is factorized under neglect
of commutators of higher order in ∆t. As the resulting term (3.6.9) is al-
ready time-ordered, Tˆ can be trivially applied. Methods of this kind include
Chebyshev [224], Crank-Nicolson [225] and pseudospectral methods [226]. A
quantitative comparison of several of these methods can be found in [227]. In
the following, we summarize the methods which have been implemented and
used during this work.
3.6.1 Eighth-order Dormand-Prince integrator
The eighth-order Dormand-Prince integrator is a member of the Runge-Kutta
(RK) family of ordinary differential equation solvers which has been introduced
by Hairer et al. [216]. RK methods are general-purpose integrators suitable for







, y(0) = y0 . (3.6.11)
Starting from the function yn = y(tn) at time tn, the propagated function
yn+1 = y(tn + ∆t) is obtained through [217]
yn+1 = yn +
s∑
i=1
bi ki , (3.6.12)
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where ki denote the results of s intermediate steps,
k1 = ∆t f(yn, tn) , (3.6.13)
k2 = ∆t f(yn + a21k1, tn + c2∆t) , (3.6.14)
k3 = ∆t f(yn + a31k1 + a32k2, tn + c3∆t) , (3.6.15)
...
ks = ∆t f(yn + as,1k1 + as,2k2 + · · ·+ as,s−1ks−1, tn + cs∆t) . (3.6.16)
A Runge-Kutta method is therefore specified by the real weights bi (for i =
1, . . . , s), the nodes ci (for i = 2, . . . , s) and the coefficients aij , which for an
explicit scheme need to be defined for 1 ≤ j < i ≤ s. These parameters are
usually summarized in a table called Butcher tableau, which for the eighth-order
Dormand-Prince method is given in Ref. [217].
The Dormand-Prince integrator is further an instance of the Runge-Kutta-
Fehlberg methods, which use an adaptive step size to reduce the required
numerical effort. The general idea is to advance the function by two methods
with different accuracy, and then use a comparison of the propagated results to
check the error and adjust the new time-step. Runge-Kutta-Fehlberg methods
now aim at finding RK coefficients in a way that as few as possible function
evaluations are required. In this relation, the Dormand-Prince integrator
involves an eighth-order propagator as well as a combination of a fifth- and
a third-order propagator and requires a total of twelve function evaluations.
For further details we refer to Ref. [217], which presents also the basis of our
numerical implementation.
Runge-Kutta methods have been successfully applied to solve the time-
dependent Schrödinger equation [228, 229]. Due to the extensive number of
intermediate steps, they are able to reasonably account for the effects of the
time-ordering. On the other hand, in the form applied here, RK propagators
are not unitary, i.e., the norm of the propagated wavefunction can differ from
one; in practice, however, this appears to be only a minor problem9.
3.6.2 Short-iterative Lanczos propagator
The short-iterative Lanczos propagator [231] is a standard method widely used
in simulations of photoionization processes [52, 93, 232]. It is an exponential-
type propagator which aims at approximating the action of the time-evolution
9We note that there also exist symplectic RK schemes which carry out a unitary propaga-
tion [230].
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operator on the wavefunction,∣∣Ψ(t+ ∆t) 〉 = exp{−iHˆ(t) ∆t} ∣∣Ψ(t) 〉 . (3.6.17)
The exact calculation of the matrix exponential scales cubically with the di-
mension of Hˆ(t), and is thus feasible only for small systems [233]. Moreover,
it would make sense only for a time-independent or weakly time-dependent
Hamiltonian, where large propagation steps can be taken. Therefore, in the
Lanczos method, the matrix exponential is approximated in the Krylov subspace,{∣∣Ψ(t) 〉 , Hˆ(t)∣∣Ψ(t) 〉 , Hˆ(t)2∣∣Ψ(t) 〉 , . . . , Hˆ(t)L∣∣Ψ(t) 〉} ⊂ HN . (3.6.18)
The Lanczos recursion applies the Gram-Schmidt procedure to construct an




∣∣Φ0 〉− α0∣∣Φ0 〉) , (3.6.20)




∣∣Φj 〉− αj∣∣Φj 〉− βj−1∣∣Φj−1 〉) , (3.6.21)









∣∣ Hˆ(t) ∣∣Φj 〉 = ∣∣∣∣∣∣Hˆ(t)∣∣Φj 〉− αj∣∣Φj 〉− βj−1∣∣Φj−1 〉∣∣∣∣∣∣ .
(3.6.23)




∣∣Φi 〉HL,ij(t) 〈Φj ∣∣ , (3.6.24)






. . . . . . βL−1
βL−1 αL
 . (3.6.25)
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The exponential of this matrix can easily be evaluated through an eigendecom-
position, which usually requires a negligible effort as compared to the Lanczos
recursion. The propagated wavefunction is then given by






∣∣Φk 〉 . (3.6.26)
The Lanczos propagator is explicitly unitary and accurate up to order O(∆tL).
In case the Hamiltonian is non-Hermitian, such as induced by a complex
absorbing potential, one must instead apply the Lanczos-Arnoldi recursion
which leads to a Hessenberg matrix rather than a tridiagonal matrix [93].
3.6.3 Generalized Crank-Nicolson propagator
The generalized Crank-Nicolson propagator constitutes an extension of the
widely used Crank-Nicolson method to higher orders in time [225]. It starts
by an expansion of the time-evolution operator in a [s, s]-Padé series and a






1− iHˆ(t)∆t2 − Hˆ(t)
2∆t2
10 + · · ·+ asHˆ(t)s∆ts
1 + iHˆ(t)∆t2 − Hˆ(t)
2∆t2














The coefficients z(s)j are found by solving for the zeros of the numerator, which









3 + · · ·+ aszs = 1F1(−s,−2s, z) ≡ 0 , (3.6.29)
which is evaluated at z = −iHˆ(t)∆t to obtain the numerator of Eq. (3.6.27).
Table 3.10 collects the coefficients up to order s = 4. The ordinary Crank-
Nicolson method is obtained for s = 1.
The wavefunction |Ψ(0) 〉 = |Ψ(t) 〉 is then propagated by applying a series
of s intermediate steps of the form





∣∣Ψ(j−1) 〉 , (3.6.30)
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s j = 1 2 3 4
1 −2.00
2 −3.00 + i 1.73 −3.00− i 1.73
3 −4.64 −3.68− i 3.51 −3.68 + i 3.51
4 −4.21 + i 5.31 −5.79 + i 1.73 −5.79− i 1.73 −4.21− i 5.31
TABLE 3.10: Coefficients z(s)j used in the generalized Crank-Nicolson method up to
order s = 4.
until the wavefunction |Ψ(t+ ∆t) 〉 = |Ψ(s) 〉 is obtained. A single step con-









) ∣∣Ψ(j−1) 〉 . (3.6.31)
The propagated wavefunction is accurate up to order O(∆ts). Due to the
usually large dimension of the Hamiltonian matrix and its sparse structure,
we use the biconjugate gradient stabilized method (BiCGstab) for the iterative
solution of the linear system [235].
3.6.4 Imaginary time propagation
In order to apply the previous propagation methods to physical problems,
one needs to specify a reasonable initial state. Such one is basically obtained
via solution of the corresponding time-independent Schrödinger equation,
which yields the eigenstates and eigenenergies of the system. Alternatively,
selected eigenstates can also be obtained by using the method of imaginary
time propagation (ITP), which requires only a working implementation of a
real-time propagator and thus can save the overhead of solving the stationary
problem.
In the ITP method, the real time t is replaced by an imaginary time variable






Note that this is the exact form for a time-independent Hamiltonian, i.e.,
there appears no time-ordering as Hˆ trivially commutes with itself at different
imaginary times. Application of the imaginary time propagator onto a trial
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state |Φ0 〉 leads to
Uˆ(τ)








−Ekτ ∣∣Ψk 〉 , (3.6.34)
where we inserted the expansion into eigenstates |Ψk 〉. Equation (3.6.34)
reveals that Uˆ(τ) is not unitary since the the absolute values of the expansion
coefficients are decreasing or increasing, depending on whether the corre-
sponding energy value is positive or negative. The state with the lowest energy
is decreasing the slowest (or increasing the fastest, respectively). Therefore,
by repeatedly propagating the wavefunction and applying a renormalization
of the coefficients after each step, only the state corresponding to the lowest
energy survives. The ITP therefore converges to the system’s groundstate,
unless the initial trial function was chosen orthogonal to the groundstate.
Imaginary time propagation has been used in Ref. [236], and was found
competitive to sparse matrix diagonalization using the implicitly restarted
Lanczos-Arnoldi method. In the MCTDHF method, it presents a crucial step
for the calculation of the initial groundstate [93]. The results are essentially
equivalent to those of MCHF calculations applied in quantum chemistry, but
the two implementations differ considerably [67]. In addition to ITP, a scheme
called improved relaxation exists, which can be used to obtain excited states
from an MCTDHF calculation [93, 162]. Finally, we also mention the technique
of adiabatic switching, which is similar in spirit to ITP but requires only a
real-time evolution [237].
3.7 Analysis of the wavefunction
The quantum-mechanical calculations in this work basically proceed in three
steps: (i) solution of the time-independent Schrödinger equation to obtain the
groundstate at time t0, (ii) propagation of this state under the action of a laser
field up to the system time T , and (iii) extraction of the relevant observables
from the many-body wavefunction |Ψ(T ) 〉. The present section is devoted to
the third step, which is often considered to be the most intricate one [56]. This
is particularly true for the MCTDHF wavefunction, where the time-dependent
orbitals complicate the analysis.
In the following, we summarize various approaches to extract information
appropriate for the MCTDHF and TD-RASCI methods. Most of them are well-
known and collected in the MCTDH review of Beck et al. [93]. Others, such as
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the two-time spectral function and density matrices, are only rarely considered
in the literature so far.
3.7.1 One- and two-particle observables
The calculation of expectation values of a one-particle operator hˆ(t) is readily
performed by using the single-particle density matrix,











hpq(t) Dpq(t) . (3.7.3)
Similarly, one obtains the expectation value of a two-particle operator gˆ from
the two-particle density-matrix,













gpqrs dpqrs(t) . (3.7.5)
In this way several quantities are calculated in the MCTDHF program, such as
the total energy and energy contributions, spatial and momentum expectation
values, and others. If the single-particle basis size becomes large, as is often
the case in TD-RASCI calculations, the storage of the two-particle density
matrix presents a severe problem. It is then advantageous to calculate the
needed matrix elements on-the-fly, or, alternatively, employ the many-body
representation of the operator gˆ,






∣∣ gˆ ∣∣ J 〉 . (3.7.6)
For the efficient evaluation, one can use the techniques presented in section 3.3.
3.7.2 Ionization yields
The extraction of ionization yields is of central interest to this work. In principle,
the yields can be straightforwardly calculated via projection of the wavepacket
|Ψ(T ) 〉 at the end of the propagation time T onto a specified subset of the
Hamiltonian eigenstates |Φi 〉,∣∣Ψ′(T ) 〉 = ∑
i
′ 〈Φi ∣∣Ψ(T ) 〉 ∣∣Φi 〉 . (3.7.7)
118 CHAPTER 3. NUMERICAL IMPLEMENTATION
For instance, by performing the projection only onto the singly-ionized states,
one could extract the singly-ionized part of the wavefunction and from that the
ionization yields and other observables. This simple procedure, however, is in
practice feasible only for one-particle systems. For others, first, the Hamiltonian
is usually much too large to find all the required eigenstates, and second, even
if they were somehow obtained, the selection of the relevant states presents
a problem in its own right—as a common example, consider the problem of
disentangling the singly- and doubly-ionized states, which in principle can be
achieved through their asymptotic behavior, but which is not easy to manage
in numerical calculations10.
The workaround is to perform the projection onto approximate eigenstates,
which are typically constructed using plane waves or Coulomb functions [52].
There, the concept is to extract the yields from a long-propagated wavepacket
at a large distance to the core, so as to diminish the influence of the ionic
potential and obtain nearly asymptotic conditions. On the other hand, there
also exist approaches which partially include correlations in the final states
using, e.g., the J-matrix method [56] or a diagonalization in the radial degrees
of freedom [110]. The importance of final state correlations is an actively
debated topic at present. It seems, however, that the common sense tends
towards the validity of the uncorrelated procedure, see Refs. [52, 239, 240].
In the present work an uncorrelated scheme is applied, in which an electron
is considered ionized if it is located outside a distance R to the nucleus. This
criterion, visualized in Fig. 3.11, presents a standard choice in the literature





D(r, t) dr , (3.7.8)
where D(r, t) is the density matrix introduced in Eq. (2.1.55). Similarly, the






d(r, r′, t) dr dr′ . (3.7.9)









∣∣ θ(r −R)θ(r′ −R) ∣∣φsφq 〉 , (3.7.11)
10Note that this problem is addressed in (exterior) complex scaling schemes [201, 238].
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FIGURE 3.11: Ionization criterion used
in this work. An electron is considered
ionized if it is located outside a distanceR
from the nucleus. Consequently, the coor-
dinate space is decomposed into regions
corresponding to bound states, single-
ionization and double-ionization.
where θ is the Heaviside function, and then resorting to Eqs. (3.7.3) and
(3.7.5). In a similar way, one can also calculate angle-resolved ionization yields
by restricting the spatial integration to a specified solid angle.
3.7.3 Cross sections
In order to compare with experiments, the ionization yields have to be con-
nected to cross sections. The total generalized cross section σN for N -photon
absorption is defined as the proportionality constant between the ionization







where I is the intensity of the field. The total transition probability PN is
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The previous results can be summarized by compact formulas for the single-
and double-ionization cross sections [56],








where n represents the number of cycles in the pulse, ω is the frequency in eV
and I0 is the intensity in W/cm2.
One must further add a comment on the validity of these formulas. Due to
the definition of the cross section as the transition amplitude in lowest non-
vanishing order of perturbation theory, the peak intensity has to be sufficiently
low in order to avoid processes induced by higher-order photon absorption.
Further, only the direct process can be described, since sequential ionization
leads to a transition probability growing quadratically in time, which prevents
the definition of a time-independent cross section [56]. For corresponding
expressions of cross sections appropriate for sequential ionization processes,
see Ref. [52].
3.7.4 Time-independent picture of the MCTDHF method
The particular time-dependence of the MCTDHF expansion, though very com-
pact and efficient, significantly complicates the analysis. For example, it can
be a sophisticated task to calculate the occupation of atomic orbitals dur-
ing the time-evolution. It is therefore convenient to possess an alternative
time-independent MCTDHF expansion, which is received through∣∣Ψ(t) 〉 = ∑
I
CI(t)








b(t)⊗ · · · ⊗ b(t)
)
i1···iN ,j1···jN






∣∣ψj1 · · ·ψjN 〉 . (3.7.22)
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In the second line, we inserted the basis expansion into a set of time-indepen-
dent basisfunctions {ψk} and let the expansion coefficients b(t) act only on
the wavefunction coefficients CI(t). This leads to the full CI expansion cor-
responding to the MCTDHF wavefunction (3.7.20). However, as the full CI
wavefunction is in most cases too complex to handle—this is just the reason
why MCTDHF is usually employed—it might be more useful to consider the
related one-particle density matrix, which is given by
D(0)(t) = b†D(t) b . (3.7.23)
Note that the transformation matrix b is of dimension M ×Nb, such that the
density matrix D(0) has the dimension of the time-independent basis.
The diagonal elements of the density matrix now contain the occupation of
the time-independent orbitals during the propagation. If necessary, one can
further apply a unitary transformation to the time-independent basis in order
to arrive at a more meaningful basis set, e.g., the Hartree-Fock orbitals.
3.7.5 Momentum spectra












e−iprφ∗p(r) dr . (3.7.25)
For MCTDHF calculations, where the basisfunctions are time-dependent and





it is sufficient to calculate the Fourier transform of the time-independent








i (p)ψj(p) , (3.7.27)
where the density matrix D(0)(t) in the time-independent basis has been
introduced in the previous subsection.
In this work, we are usually concerned with the momentum spectrum of
the ionized fraction of the wavefunction. This can be obtained by performing
the Fourier transform only over the space outside the ionization radius, a
procedure which has been suggested in Ref. [242].
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3.7.6 Autocorrelation function
The autocorrelation function gives access to the excitation spectrum of the




∣∣Ψ(t′) 〉 . (3.7.28)
Its information content is most clearly revealed by considering a time-indepen-















|Cn|2 eiEn(t−t′) . (3.7.29)
By taking the Fourier transform with respect to the relative time τ = (t− t′),
one obtains the spectrum,
S(E) =
∫










|Cn(T )|2δ(E − (En − E0)) , (3.7.32)
where we further applied a frequency-shift by the groundstate energy E0.
The spectrum is peaked at the excitation energies, and the heights of the
peaks render the occupation of the corresponding eigenstates. In case of a
time-independent Hamiltonian, the autocorrelation function depends only on
the relative time τ , whereas a time-dependent Hamiltonian also leads to a
modulation along the center-of-mass coordinate T = (t + t′)/2. Then, for
instance, a Fourier transformation of S(τ, T ) leads to the quantity S(E, T ),
which gives the variation of the spectrum over time. The practical evaluation
of the autocorrelation function is considered in appendix A.4.
The autocorrelation function has been used in a single-time formulation by
Nest et al. [162] to determine excited states of atoms and molecules from an
MCTDHF calculation. In Ref. [243], it is used to extract the photo-electron spec-
tra of the hydrogen atom and the molecular hydrogen ion. In both applications,
the system is propagated for an amount of time after the external perturba-
tion has ended, and the excitation spectrum is determined via Eq. (3.7.30).
The two-time version of the autocorrelation function has been considered in
signal theory and is known as the Wigner-Ville function [244]. It bears some
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similarities to the definition of the Wigner distribution or non-equilibrium
Green’s functions [62]. We are, however, not aware of an application to extract
information from quantum-mechanical many-body wavefunctions.
3.7.7 Two-time density matrix






∣∣ aˆ†p bˆq ∣∣Ψ(t′) 〉 . (3.7.33)
Here it is assumed that |Ψ(t) 〉 is composed of the orbitals {|φp 〉} which are
created/annihilated by aˆ(†)p , while bˆ
(†)
q and {|ψq 〉} are the excitation operators
and orbitals related to |Ψ(t′) 〉. The evaluation of Eq. (3.7.33) is detailed in
appendix A.5. In principle, the two-time density matrix can be used to obtain














∣∣ Oˆ ∣∣ψq 〉 Dpq(t, t′) . (3.7.35)
Again, a transformation to center-of-mass and relative coordinates and a
subsequent Fourier transformation lead to the spectrum. By taking Oˆ to be a
projection operator, for instance, one can extract the spectrum from a certain
region in space, or concentrate on a specified angular momentum quantum
number.
A particular application of the previous idea is given by the flux formalism,
which has been introduced in the context of MCTDH by Jäckle and Meyer [245].
There, a sophisticated derivation leads to the consideration of the two-time
expectation value of the complex absorbing potential operator Wˆ , which is
non-zero only in the asymptotic region and therefore extracts the spectrum of
the ionized particle. The flux formalism has been recently applied by Haxton
et al. to the photoionization of beryllium and molecular hydrogen [80, 81].
The two-time density matrix has a close relationship to the nonequilibrium
Green’s function, which is basically defined as11
Gpq(t, t
′) ∼ 〈Ψ0 ∣∣ aˆ†p(t)aˆq(t′) ∣∣Ψ0 〉 , (3.7.36)
where |Ψ0 〉 is the groundstate of the system. In contrast to the two-time
density matrix in Eq. (3.7.33), here the creation- and annihilation operators
11The true definition actually involves a further constant −i as well as the time-ordering
operator on the Keldysh contour [62].
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are given in Heisenberg representation. As a short calculation for the example
of a time-independent Hamiltonian shows, this fact has a direct influence on
the information content. The two-time density matrix Dpq(t, t′) contains the
information on the total energy Epq of the state in which an electron has been
excited from orbital p to orbital q. On the other hand, the nonequilibrium
Green’s function Gpq(t, t′) oscillates with a frequency of (Epq − E0) along
the relative-time coordinate and thus contains the excitation and ionization
energies, respectively.
The definition of the two-time density matrix can be readily extended to a
larger number of excitations. For instance, one can employ the two-particle two-
time density matrix to set up a corresponding flux formalism, which extracts
the information only from the doubly-ionized fraction of the wavefunction.
Work is in progress to reveal the capabilities of this interesting quantity.
3.7.8 Extended Koopmans theorem
The extended Koopmans theorem (EKT) presents a convenient method to
obtain information on the ionization energies of an N -particle system without
having to consider the (N − 1)-particle system explicitly. It originates from
the basic idea that the N -particle wavefunction remains valid if one particle
is removed to infinity, and therefore already includes information on the
groundstate of the ion [246]. In second quantization, the (N − 1) particle state
can be set up through ∣∣ΨN−1 〉 = ∑
p
dp aˆp
∣∣ΨN 〉 , (3.7.37)
i.e., it is approximately expressed by a set of Nb Slater determinants of the
(N −1)-particle Hilbert space which are believed to be of particular importance
for the description of the ion. The expansion coefficients {dk} are found
by requiring the energy of the ion to be minimal. The usual Raleigh-Ritz
variation of the energy expression in the (N − 1)-particle basis then leads to









∣∣ aˆ†paˆq ∣∣ΨN 〉 ∆q . (3.7.38)
The negative eigenvalues −εq = EN − EN−1,q are the ionization energies for




∆q,j |ψj 〉 (3.7.39)
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yield the corresponding Dyson orbitals [247]. Using the fact that
∣∣ΨN 〉 is
further an eigenstate of the Hamiltonian, Eq. (3.7.38) can also be rewritten
as [246]
F ∆ = εD ∆ , (3.7.40)
where, using the single- and two-particle density matrices of the groundstate







giqrs dkqrs . (3.7.41)
For a single-determinant ansatz, Eq. (3.7.40) reduces to the Hartree-Fock
equation, in which case one recovers the standard Koopmans theorem.
3.8 Computational implementation
In the following, we briefly summarize the main ideas underlying the com-
putational implementation of the MCTDHF formalism. The related computer
code, which has been initialized by the author in 2008, is named Kiel MCTDHF
and has evolved into a general and versatile tool for the ab-initio simulation of
quantum-mechanical atoms and molecules, as well as several other physical
systems. The TD-RASCI code, which is not covered in the following, has been
realized using a similar strategy.
3.8.1 Structure of the MCTDHF code
The MCTDHF code implements the concepts presented in this work. It is able
to treat spin-1/2 fermions in a spin-restricted and spin-unrestricted fashion,
as well as structureless spin-0 bosons. Various basis sets are available: Slater-
type orbitals, spherical and angular DVR bases for the treatment of atoms, a
spheroidal DVR basis for diatomic molecules and Gaussian-type orbitals for
general molecules. It allows for the simulation of two-dimensional systems
through a basis of Dirac-Fock states, and of one- to three-dimensional Hubbard
clusters. Furthermore, several discrete variable representations can be em-
ployed for the description of one-dimensional systems or the radial coordinate
in three-dimensional calculations. Various choices of the potential and the
external laser field are available. The solution of the stationary MCTDHF
equations can be either performed by imaginary time-propagation or, if excited
states are required, by improved relaxation.
The MCTDHF code is implemented in the C++ programming language and
uses the external libraries LAPACK, boost, Eigen and HDF5, as well as algo-
rithms from Numerical Recipes [217]. A main focus has been lying on a generic
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FIGURE 3.12: Illustration of the program flow of the MCTDHF code. The main
idea is the separation of single-particle basis routines and the generic MCTDHF
implementation. By this, several basis sets can be implemented in a single framework,
which allows the efficient treatment of a variety of one-, two- and three-dimensional
systems. At the same time, for a given basis set one can implement a set of optimized
transformation routines and therefore account for a special structure of the electron
integrals.
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implementation, which allows for the application of the mentioned features
in a single framework. The basic program flow is shown in Fig. 3.12: At the
beginning, the required parameters are collected from an initialization file
or from the command line. Then, the single-particle basis and the electron
integrals are constructed and the Slater determinants/permanents are initial-
ized. Subsequently, the wavefunction and orbital expansion coefficients are
propagated first in imaginary time, and later in real time. For the evalua-
tion of the Hamiltonian and the right-hand side of the orbital equation, the
transformed electron integrals are required. In order to perform the trans-
formations in an optimized manner, each basis set—by inheritance from an
abstract base class—implements a set of specified transformation routines.
For example, the Slater-type orbital basis employs the general two-integral
transformation, Eqs. (3.2.9)-(3.2.12), whereas the spherical DVR basis makes
use of the more efficient transformation by means of the Poisson equation,
Eq. (3.2.27). The integration of the MCTDHF equations of motion is performed
with the eighth-order Dormand-Prince integrator (here labeled RK853) de-
tailed in section 3.6.1, and the propagated MCTDHF wavefunction is stored on
hard disk at selected time points. Subsequent to the real-time propagation, the
simulation is analyzed using the methods of section 3.7.
3.8.2 Distributed-memory parallelization
Parallelization is an important feature in modern computer programs. The
presented concept of distributed-memory parallelization has been implemen-
ted in the MCTDHF code quite early during this work using the Message
Passing Interface (MPI) standard [248]. However, a systematic investigation
and improvement of its capabilities has been performed only recently by
Christopher Hinz. The basic idea underlying the parallelization is to reduce the
effort of the two-electron integral transformation which presents the bottleneck
in the MCTDHF calculations in this work. This is achieved by performing the
calculation of the two-electron integrals g(2) to g(5), Eqs. (3.2.14) to (3.2.17),
on different processors. The quantities g(x)pqrs ( where x = 2, . . . , 5) are split
among the indices (rs),
g(x)pqrs −→ g(x)pq(rs)κ , (3.8.1)
where the index κ runs up to the total number of processors K. Note that this
allows for a maximum number of K = M2 parallel processes. A transformation
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FIGURE 3.13: Illustration of the parallelization scheme. The most expensive parts
of the program are distributed among the available processors: the transformation
of the two-electron integrals g(2) − g(5), the calculation of the two-particle density
matrices d, and the contraction of the coefficient vector with the two-particle part of
the Hamiltonian matrix, σ(2). The results are collected on the master processor, where
they are used to propagate the MCTDHF parameters b(t) and C(t).
and is, in principle, faster by a factor of K as compared to the corresponding
step on a single processor, since only a reduced number of M2/K two-electron
integrals needs to be processed.
Having transformed all two-electron integrals in this way, the two-particle
contributions to right-hand sides of the MCTDHF equations are evaluated on

























In addition, the one-electron parts of these quantities are calculated on the
master processor. Note that the two-particle density matrices are required
only for the same partitioning as the two-electron integrals. Subsequently, the

















where they are used to propagate the MCTDHF coefficients with the Runge-
Kutta integrator. For an illustration, see Fig. 3.13.
An advantage of this scheme is that it works exclusively in the time-depen-
dent MCTDHF basis and hence is applicable to any basis set without the need
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to set up a specialized implementation. Further, all costly evaluations, such
as the two-electron integral transformation and the direct CI algorithm, are
distributed among the processors and thus sped up by a factor of K, the
number of processors. At the same time, the communication is minimized to
an initial broadcast of the MCTDHF coefficients and the reduction steps (3.8.5)
and (3.8.6).
In order to estimate the performance of the parallelization scheme, we
consider a particular application, the so-called weak scaling: Here, the workload
assigned to each processor is held constant, and one performs calculations of
growing complexity on a larger number of processors. Practically, we increase
the number of time-dependent orbitals M , and for each calculation employ
a number of P = M2 processors (which is the maximum number that can
be attributed in our scheme). For the ideal case that the total work would
be optimally distributed among the different processors, and, at the same
time, the program scales with O(M2), one would obtain a constant running
time. In reality, this is not the case since only the work related to the two-
electron part is distributed and the program has also components that require
a larger effort than O(M2) [such as the transformation steps leading to g(3)].
Figure 3.14 depicts test calculations which have been performed by C. Hinz
on the ice1-cluster of the Hochleistungsrechenzentrum Nord (HLRN). They
consider helium described by partial waves up to l = 2 and a grid of length
400 Bohr including 80 finite-elements, each of which contains 15 basisfunctions.
The time-dependent Hartree-Fock calculation (M = 1) on a single processor
requires a run-time of approximately 3 minutes. With increasing M also the
run-time increases, until it reaches a value of around 55 minutes for theM = 16
calculation on 256 processors. The observed run-time obviously deviates from
the ideal straight line; the absolute duration, however, is rather satisfying
and enables the performance of complex calculations with a large number of
time-dependent orbitals in an efficient manner. Work is in progress to further
improve the performance of the parallelization scheme.
We finally note that there also exist parallel implementations of the Heidel-
berg MCTDH code, as well in a shared-memory [249] and a distributed-memory
variant [250].
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FIGURE 3.14: Weak scaling of the MCTDHF parallelization scheme: for a chosen
number of time-dependent orbitals M , a number of M2 processors is used. By this
each processor has to deal with nearly the same amount of distributed work. In case
that the program was completely parallelized, one would observe a constant run-time
and therefore a straight line; the MCTDHF implementation deviates from this ideal




In the present chapter, we apply the MCTDHF and the TD-RASCI methods
to simulations of photoionization processes of atoms. First, in section 4.1,
we study single- and double-ionization of helium. Thereafter, we consider
the photoionization of beryllium in section 4.2, and cover as well a pump-
probe process. Finally, the cross section and momentum spectra of neon are
calculated in section 4.3.
4.1 Helium
Helium is the simplest and probably best-studied many-electron atom, which, as
an instance of the three-body Coulomb problem, is not amenable to analytical
solutions. Despite its simplicity, helium exhibits a variety of characteristic
effects induced by electron correlations. Three important examples are depicted
in Fig. 4.1: autoionization, in which the decay of a doubly-excited bound state
leads to detectable resonances in the cross section; non-sequential double-
ionization, which is usually explained by a process in which the first ionized
electron returns to the parent ion and liberates the remaining bound electron;
or shake-up processes, where after photoionization the atom is left in an excited
state. All these processes require the accurate description of the Coulomb
interaction between the electrons, which must be able to share the energy
gathered by the absorption of a photon. Helium can therefore be considered as
the prototype of a many-electron atom, the study of which is indispensable for
an understanding of the processes in more complex atoms.
On the other hand, being merely a two-particle system, helium can be
attacked by theoretical methods which are usually considerably easier as those
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FIGURE 4.1: Correlated processes in helium: (a) Autoionization, where the decay of
a doubly-excited state (here the 2s2 state) results in ionization of one electron. (b)
Non-sequential double-ionization (NSDI): a released electron oscillates in the field
and returns to the helium ion, where it kicks out the second electron. (c) Shake-up
process: the photoionization by a laser pulse leaves the atom in an excited state.
for larger atoms. Direct methods are feasible also for extensive basis sizes and
allow for the accurate simulation of photoionization processes. Accordingly, the
last two decades have seen an ever growing number of computational studies
on helium which mainly employ the time-dependent close-coupling method,
see, e.g., Refs. [52, 56, 110]. A central topic has been the investigation of non-
sequential double-ionization, which leads to the formation of the famous knee
structure in the photoionization cross section [251]. The single-photon double-
ionization is nowadays considered as being a well understood process [252,
253], and its occurrence is linked to the re-scattering process sketched in
Fig. 4.1. In contrast, the situation is still much less clear for the two- and
higher-photon double-ionization, which has attracted great theoretical interest
in recent years and which is considered later in this section. Other topics of
recent attention are the pump-probe ionization both for XUV-XUV [58, 59] as
well as for XUV-IR [254] pump-probe pulses, the stabilization of ionization
in intense XUV laser fields [255], or the attosecond streaking of electronic
transitions [256].
4.1.1 Groundstate properties
The calculation of the groundstate energy of helium was one of the major
struggles of early quantum mechanics. It was satisfactorily solved by Hylleraas
in 1929, who applied the variational principle to an ansatz in terms of explicitly
correlated functions and obtained an energy of 79.001 eV [257], which com-
pares favorably to the experimental result of 79.005 eV [258]. An accessible
survey on the analytical properties of the helium groundstate wavefunction
is given by Slater [259]. Nowadays, the non-relativistic energy of helium can
be calculated with an accuracy of up to 50 digits [260], many of which are
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approximation energy [Ha] correlation
HF −2.86168 0 %
M = 2 −2.87800 40 %
M = 3 −2.88471 56 %
M = 4 −2.89127 72 %
M = 6 −2.89821 89 %
M = 10 −2.90041 94%
M = 15 −2.90101 96 %
full CI −2.90276 100 %
exact [258] −2.90372
TABLE 4.2: Helium groundstate energies for different numbers M of time-dependent
orbitals, and percentage of the covered correlation energy. The difference between our
full configuration interaction result and the exact non-relativistic groundstate energy
is due to the angular basis, which includes partial waves only up to l = 2.
certainly of purely academic interest. In contrast, for the application to pho-
toionization processes, the accuracy of the groundstate is usually not in the
primary focus of attention; instead, it is important that the relevant ionization
channels are included into the calculation.
Groundstate energy
We first consider the groundstate energies, which are obtained by imaginary
time propagation in the MCTDHF method and by Lanczos diagonalization in
the configuration interaction calculations. In Tab. 4.2 the groundstate energies
are listed for various MCTDHF approximations and compared to the full CI
result as well as to the exact non-relativistic energy. The disagreement between
the exact and our full CI value is caused by the angular expansion in our
calculations, which includes partial waves only up to l = 2. We further show
the percentage of the covered correlation energy defined as the difference of
the full CI and Hartree-Fock energy [261]. The general trend is obvious: by
increasing the number M of time-dependent orbitals, the MCTDHF energy
approaches the full CI reference result, until for M = 15, it reaches 96% of
the correlation energy and differs only by a few mHa. The first correction to
Hartree-Fock, M = 2, is already able to account for 40% of the correlation
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energy1. Reasonably accurate values of around 90% of the correlation energy
are obtained for M ≥ 6.
Angular momentum restricted energies
In most parts of this work we employ a general form of the MCTDHF orbitals,





Ylm(θ, ϕ) , (4.1.1)
where the spatial part of the orbitals may be varied freely. However, as
discussed in section 2.5.4, it is also possible to use the more restrictive ansatz





Ylpmp(θ, ϕ) , (4.1.2)
in which the angular part of the MCTDHF orbital |φp(t) 〉 is determined by
a spherical harmonic with selected quantum numbers lp and mp. Although
not utilized in the remainder of this work, in the present subsection it allows
for the comparison with the MCHF results of Froese-Fischer using the same
approach [147]. Since the imaginary-time propagation involves all the essential
components of the MCTDHF algorithm, by this we can benchmark the MCTHDF
implementation and demonstrate its correctness. Note that in practice, we
obtain the effect of expansion (4.1.2) by applying the more general expansion
given by Eq. (4.1.1) and setting all coefficients except bp,klpmp(t) equal to
zero during the ITP. A more efficient implementation would instead treat the
arising integrals over spherical harmonics analytically and reduce the MCTDHF
equations to equations for the radial part only.
Table 4.3 depicts the results of the calculations with fixed angular momenta.
The symmetry of the employed orbitals is given in the second column: nss here
stands for the use of ns orbitals with spherical s-symmetry, whereas nss, npp
indicates that further a number of 3np p-orbitals with angular momentum
projection quantum numbers m = 0,±1 are used. The orbitals add up to the
total number of M = ns + 3np MCTDHF orbitals. The comparison with the
results of Froese-Fischer shows a perfect agreement and, hence, ensures the
correctness of our MCTDHF implementation. One further notices that the
energies of the restricted angular momentum calculations lie above the ones
listed in Tab. 4.2 obtained with the general ansatz, which is naturally caused
by the diminished variational freedom.
1Note that this value is much larger for one-dimensional models of helium, where the
M = 2 correction already yields 87% of the correlation energy [4].
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approximation orbitals energy [Ha] Froese-Fischer [147]
HF 1s −2.8616799956 −2.861680
M = 2 2s −2.8779968141 −2.877997
M = 3 3s −2.8788708705 −2.878871
M = 4 4s −2.8789900960 −2.878990
M = 7 4s, 1p −2.8985542760 −2.898554
M = 10 4s, 2p −2.9001503902 −2.900150
TABLE 4.3: Comparison of helium groundstate energies with the results of Froese-
Fischer [147], which are obtained with MCTDHF orbitals with fixed angular symmetry.
The second column specifies the type of the included orbitals which together add
up to the number M of MCTDHF orbitals. All results agree perfectly, indicating the
correctness of the present MCTDHF implementation.
Ionization energies
Several methodologies can be applied for the theoretical calculation of ion-
ization energies. For instance, the atom can be subjected to a laser field of
varying frequency and the instantaneous increase of the ionization yield can
be observed. This, however, is cumbersome due to the time-propagation which
must be performed many times. Alternatively, in a time-independent frame-
work, one can calculate both the energies of the N -particle and (N−1)-particle
groundstate and subtract the two values, a method which is referred to as
∆SCF method [67]. Further, the same idea can be performed approximately by
means of the extended Koopmans theorem (EKT) introduced in section 3.7.8.
The ∆SCF method is usually considered to be more accurate than the EKT as it
accounts better for the ionic relaxation, but it involves the overhead of having
to explicitly solve the Schrödinger equation of the (N − 1)-particle system. In
the case of helium, however, the ion is a hydrogen-like atom and neither the
relaxation nor the explicit solution are relevant factors.
Table 4.4 lists the ionization potentials obtained with the EKT and ∆SCF
methods as well as the experimental result for different MCTDHF approxima-
tions. Both approximations approach the experimental result as the number
of time-dependent orbitals is increased. One observes that the results from
the EKT are quantitatively superior. The ionization potentials from the ∆SCF
method grow monotonically, i.e., just in the same way as the groundstate
energies from which they are obtained by subtraction of the ideal energy of
Eid = −2 Ha. The EKT results, on the other hand, oscillate around the true
result. In the Hartree-Fock case, the ionization potential is overestimated,
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approximation EKT ∆SCF
HF 24.979 eV 23.447 eV
M = 2 24.090 eV 23.891 eV
M = 3 24.268 eV 24.074 eV
M = 4 24.442 eV 24.253 eV
M = 6 24.627 eV 24.441 eV
M = 10 24.545 eV 24.501 eV
M = 15 24.562 eV 24.518 eV
exact [262] 24.587 eV
TABLE 4.4: Ionization potential of the helium groundstate as obtained from the
extended Koopmans theorem and the ∆SCF method for different MCTDHF approxi-
mations.
which is a well-known defect of the standard Koopmans theorem [123].
Two-particle radial densities
As compared to the integrated observables in the previous subsections, particle
densities present more sensitive quantities which are suited to illustrate some
characteristics of the MCTDHF method. We particularly focus on the two-
particle radial density, which is obtained from the two-particle density via
integration over the angular degrees of freedom,






d(r1, r2) dΩ1dΩ2 . (4.1.3)
The two-particle radial density offers the joint probability to find one particle
at the radius r1 and another one at r2. Note, however, that it is not normalized
to unity but instead to N(N − 1)/2, see Eq. (2.1.51).
Figure 4.5 illustrates the radial densities in the vicinity of the nucleus for
different MCTDHF approximations. In each plot, the red dashed lines depict
the reference results from a full CI calculation. The curves are symmetric with
respect to the diagonal r1 = r2 due to the particle exchange symmetry. The full
CI result shows a slight pinch at the diagonal which implies a lower probability
for two particles to be located at the same radius. From the Hartree-Fock
curves, which do not exhibit this property, one observes that the description of
this pinch requires a correlated treatment. Already the 4 determinants used
for the M = 2 correction suffice to give an accurate description up to the 10−1








































FIGURE 4.5: Two-particle radial densities d(r1, r2) of the helium groundstate for
various MCTDHF approximations compared to full CI results (red dashed curves). In
each plot contour lines are drawn at 1, 10−1, 10−2, etc. With increasing number of
time-dependent orbitals, the MCTDHF results approach the full CI reference.
the full CI results, but especially in regions of small densities the convergence
is slow. This is due to the fact that these parts contribute little to the total
energies. The more accurate MCTDHF approximations improve the description
mainly in regions of high density, as can be observed by closely observing the
two largest contour lines which, from M = 2 to M = 10, converge to visual
accuracy.
Although the time-dependent variational principle ensures this behavior to
be optimal in an energetic sense, it can be inconvenient for some applications,
e.g., for double-ionization processes considered later in this work. Instead, one
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could also think of alternative schemes which attribute larger importance to
the improvement of the wavefunction in regions of small density far away from
the origin, at the cost of obtaining a worse description close to the nucleus.
Unfortunately, it is by no means trivial to reasonably modify the TDVP in order
to achieve the desired features such as a better description of double-ionization.
Work on this promising topic is in progress, see section 2.6.4.
Groundstate energies of larger atoms
The present implementation of the MCTDHF method is in principle able to treat
any atom in the periodic system. A satisfying performance can be obtained
for the first- and second-row elements. To give an overview of its capabilities,
we finally consider the groundstate energies for the atoms from lithium to
silicon that arise from a Hartree-Fock treatment. Our results were obtained
with partial waves up to l = 2 and on a grid extending to r = 30 Bohr, and
the FEDVR basis consisted of 10 finite elements with 10 basisfunctions in each
element (except for 25 basisfunctions in the first element).
The results are collected in Tab. 4.6. For comparison, we use the numerical
Hartree-Fock results of Tatewaki et al. [263], which agree favorably with ours.
Again, this shows the correctness and accuracy of the MCTDHF code and also
the appropriateness of the spherical DVR basis. For each of the considered
atoms (and also for larger ones), we could now obtain improved results by
performing more accurate multiconfigurational Hartree-Fock calculations, and
further investigate the reaction to a laser pulse by propagating it in time. In
this work, however, we restrict ourselves to the treatment of helium, beryllium
and neon.
4.1.2 Single-photoionization cross sections
Cross sections present a central quantity in the study of photoionization. They
are important in many fields of physics such as astrophysics, where they are
used to determine the ionization characteristics of cosmic gases [264]. Recently,
the two-photon ionization of helium has also been suggested as a measure for
the coherence of SASE-generated FEL pulses [265, 266]. These applications
require accurate values for the cross sections, and various techniques have
been introduced for their calculation, among them sophisticated methods such
as Stieltjes imaging [267], complex scaling [268, 269] and exterior complex
scaling [201, 240]. Here, we apply two explicitly time-dependent methods
which are discussed in the following.
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atom charge Z energy [Ha] Ref. [263]
Li 3 −7.4327 −7.4327
Be 4 −14.573 −14.573
B 5 −24.529 −24.529
C 6 −37.689 −37.689
N 7 −54.401 −54.401
O 8 −74.811 −74.809
F 9 −99.411 −99.409
Ne 10 −128.547 −128.547
Na 11 −161.859 −161.858
Mg 12 −199.615 −199.614
Al 13 −241.877 −241.876
Si 14 −288.855 −288.854
TABLE 4.6: Groundstate energies for the atoms lithium to silicon obtained in Hartree-
Fock approximation, compared to the results of Tatewaki et al. [263].
Cross sections via laser pulses
The first method we consider models the situation found in experiments: The
helium atom is prepared in the groundstate and subjected to laser pulses
with varying photon energy. For each photon energy, the ionization yield P1
is recorded at the end of the pulse as the part of the wavefunction outside
R = 20 Bohr. The yield is then related to the cross-section via




which is described in detail in section 3.7.3. The laser pulse is assumed to be
linearly polarized and to follow a squared-sine envelope,
E(t) = E0 sin(ωt) ·
{
sin2(pitT ) , 0 ≤ t ≤ T ,
0 , otherwise ,
(4.1.5)
with an intensity of I0 = 1013 W/cm2 and a duration of T = 100 a.u. (≈ 2.4 fs).
The results presented in the following have been published in Refs. [1, 2].
We first consider the energy range from ω = 40 to 54 eV, which is the
regime of two-photon non-sequential double-ionization. The single-ionization
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FIGURE 4.7: Single-photoionization cross sections for photon energies in the direct
two-photon double-ionization regime, plotted for various MCTDHF approximations
as well as full CI reference results and experimental measurements by Samson et
al. [270]. One observes that the M = 4 approximation is able to accurately reproduce
the measured result.
cross sections obtained from MCTDHF calculations are plotted in Fig. 4.7. Two
curves are of major interest here: the black diamonds denote the high-precision
measurements obtained by Samson et al. using a double ion chamber and a
high-voltage spark discharge, which possess an estimated accuracy of 2% [270].
And the open blue diamonds which present the result of time-dependent full
configuration interaction calculations using partial waves up to l = 3 and
a FEDVR basis with finite elements of length 4 Bohr and 11 Gauss-Lobatto
functions. Notably, the experimental and full CI results agree almost perfectly.
The monotonic decrease with increasing photon energy is, for this setup, a
well-known property of photoionization cross sections, which is reproduced
already in simplified treatments such as the Born approximation [84].
The MCTDHF results have been obtained using the same single-particle
basis as for the full CI calculation. The latter therefore serves as a reference,
against which the MCTDHF results should converge in the limit of a large
number M of time-dependent orbitals. One observes that the Hartree-Fock
(M = 1) approximation overestimates the true result but is able to describe
the behavior qualitatively correctly. On the other hand, the first correction,
M = 2, yields cross sections which underestimate the true results and also
deviate nearly as much as the HF result. The true result is reproduced to
high accuracy by the M = 4 calculation, which is depicted by the orange
triangles, and also by all approximations with M ≥ 4 not plotted here. The
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advantage of the MCTDHF approach is the greatly reduced effort: whereas
the full CI calculations took approximately three days on a single processor,
the MCTDHF approximation using M = 4 time-dependent orbitals requires
only a few minutes. The MCTDHF method is therefore highly preferable for
the calculations of the single-ionization cross sections in this range of photon
energies.
Next, we present the results of the TD-RASCI method. As considered in
detail in section 2.4.6, the configuration space is divided into a region in the
vicinity of the nucleus (r < 20 Bohr) and a region outside representing the
continuum. The basic approximation we use is the TD-CIS ansatz, which
includes only single-excitations out of the Hartree-Fock groundstate 1s2 of 1S0
symmetry, ∣∣Ψ(t) 〉 = c0(t) ∣∣Φ0 〉 + ∑
ar
cra(t)
∣∣Φra 〉 . (4.1.6)
This includes both transitions to excited Hartree-Fock orbitals in the bound
region as well as ionization into the continuum. For the TD-RASCI method, we
similarly allow only for single-excitations, but use a more accurate description
of the groundstate and the excited states. In order to do so, we apply a
full CI expansion in a restricted subspace of the bound space, plus all single-
excitations from the included determinants. The form of the full CI space is
specified by the notation (nss, npp, · · · ), which indicates the single-particle
basis used to construct the full CI determinants. For example, (1s) corresponds
to the TD-CIS approximation, (2s) to the case where the full CI space consists
of the four determinants obtained by distributing the two particles in the 1s
and 2s orbitals, (2s, 2p) to the case where further transitions to the 2p orbitals
are allowed, and so on. The corresponding TD-RASCI wavefunction can be
written as ∣∣Ψ(t) 〉 = ∑
γ
cγ(t)
∣∣Φγ 〉 + ∑
ar
c rγ,a(t)
∣∣Φ rγ,a 〉 , (4.1.7)
where the states |Φγ 〉 determine the full CI space. Formally, it resembles a
multi-reference CI expansion with restricted excitations, see Eq. (2.4.5).
In Fig. 4.8, we depict the cross section obtained with the TD-RASCI method
in the (10s, 3p) approximation. The experimental results of Samson et al. [270]
and the TD-FCI results are the same as in the previous Fig. 4.7. As before,
the TD-FCI calculations present the reference, against which an accurate
calculation should converge. The TD-CIS results show the qualitatively correct
behavior, but deviate from the exact result to an extent which is larger than
for the Hartree-Fock approximation. The TD-HF method thus performs better
than the TD-CIS method for this application. On the other hand, the results
of the (10s, 3p) approximation agree almost exactly with the TD-FCI results,
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FIGURE 4.8: Single-photoionization cross sections obtained with the TD-RASCI
schemes. The parameters are the same as in the previous figure.
which is remarkable, as the total required time of the TD-RASCI calculation
is reduced by about a factor of twenty. The TD-RASCI approximation reveals
the importance of electronic correlations even for this relatively simple process.
As is stated already in Ref. [271], a correlated initial state is required to
obtain accurate cross sections. The TD-RASCI method is able to provide such
one while, at the same time, it reduces the effort by focusing only on the
single-ionization.
Autoionizing states
Both numerical approaches, the MCTDHF and the TD-RASCI method, perform
well for estimating the single-ionization cross sections in the energy range
from 40 to 54 eV, since at these photon energies the dominant process is linear
photoionization from the groundstate to the continuum. We now consider the
ionization for photon energies beyond 54 eV, where autoionization resonances
enter into the cross section. Generally, resonances are encountered if there
is more than one channel for the electron to reach the ionized state, and
these different pathways interfere. For photon energies above 60 eV, doubly-
excited states of helium become occupied by the effect of the laser pulse and
subsequently decay since they are coupled through the Coulomb interaction to a
degenerate singly-ionized state. Autoionization resonances were observed and
classified by Madden and Coddling [272], and their characteristic shape has
been explained in a seminal paper by Fano [273]. Nowadays, they are precisely
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FIGURE 4.9: Single-ionization cross sections of helium for the same field parameters
as in Fig. 4.7. Shown are the results of MCTDHF (top) and TD-RASCI approximations
(bottom). Black squares denote the experimental results of Samson et al. [270],
and red arrows the resonance positions of 1Po symmetry according to Scrinzi and
Piraux [238].
Figure 4.9 presents the cross sections in the energy range from ω = 54 to
80 eV for the MCTDHF and TD-RASCI approximations. Both calculations are
compared to measurements of Samson et al. [270] and to theoretically calcu-
lated resonance positions by Scrinzi and Piraux, who used the complex scaling
method [238]. The MCTDHF results are plotted in the upper picture. It is im-
mediately obvious that the TD-HF ansatz fails to model the resonances, which
is implied by the fact that it is unable to describe correlated doubly-excited
states. However, the absolute values of the cross sections fit quantitatively
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better than for the lower energy range considered before. This is caused by
the fact that for larger photon energies the Born approximation is valid, and
consequently there is no need to accurately describe the ionic eigenstates. The
M = 2 approximation, on the other hand, is for its correlated nature able to
describe the doubly-excited states, and yields a distinct peak around 70 eV.
However, it does not predict the other resonances. The same is true for the
M = 4 approximation, which adds a certain structure to the shape of the
resonance, but does not correct the resonance position.
The inset at the bottom of Fig. 4.9 depicts the results of the TD-RASCI
calculations. The TD-CIS calculations plotted in green do not yield any reso-
nance, which is not surprising since the wavefunction includes at most single-
excitations and is therefore obviously unable to describe doubly-excited states.
Beside that, the accuracy of the results is similar, but slightly worse, than for
the TD-HF ansatz. The TD-RASCI approximation now allows to add selected
determinants to the description. For instance, the addition of the | 2s, 2s 〉
determinant leads to the direct formation of the corresponding resonance in
the cross section. Here, we apply the (10s, 3p) approximation, which includes
all doubly-excited states up to the 10s and 3p orbital. The results show a clear
improvement over the TD-CIS results: all the measured resonances are well
reproduced and appear at the correct position. This shows that the TD-RASCI
method is able to describe the important ionization channels and yield exact
results also for this more difficult scenario. At the same time, the effort is
significantly reduced as compared to direct full CI calculations.
Cross sections via the autocorrelation function
In the previous method, several pulses with sharp photon energies are applied
to the atom, and the response of the system is observed for each. Strong reac-
tions are obtained when the frequency of the exciting pulse corresponds to an
eigenfrequency, i.e., to the energy difference of the groundstate and an excited
state. Although this principle performs well, many separate computations
are required in order to obtain results as shown before. In the following, we
apply another principle which yields the cross section from a single calcula-
tion by means of the autocorrelation function [277]. For this technique, the
groundstate |Ψ0 〉 of the system is disturbed by the dipole operator Dˆ,
∣∣ Ψ˜0 〉 = Dˆ ∣∣Ψ0 〉 , (4.1.8)
and the thus obtained initial state is propagated in time. The autocorrelation




















∣∣〈Ψn ∣∣ Dˆ ∣∣Ψ0 〉∣∣2 e−iEnt . (4.1.12)
Note that in the third line, unity operators in terms of eigenstates |Ψn 〉 of the




∣∣〈Ψn ∣∣ Dˆ ∣∣Ψ0 〉∣∣2 δ(En − E) . (4.1.13)








∣∣〈Ψ−E,n ∣∣ Dˆ ∣∣Ψ0 〉∣∣2 , (4.1.14)
where |Ψ−E,n 〉 denotes the approximated set of singly-ionized states with
ingoing boundary conditions and the dipole operator is taken in length gauge,




E S(E) . (4.1.15)
Figure 4.10 presents the Fourier transform of the autocorrelation function
for three MCTDHF approximations. The time propagation has been performed
up to T = 1000 a.u., which provides a resolution of around 0.17 eV in energy
space. The TD-HF approximation shows the series of excitations converging
against the single ionization threshold around 24.6 eV, which are related to the
excitation of a single bound electron to excited bound states. The autoionizing
resonances caused by double-excitations can not be described by the TD-HF
approximation, and their modeling requires the correlated M = 2 approxima-
tion. However, as already observed in Fig. 4.9, the position of the resonances is
not quantitatively correct. In contrast, the M = 6 approximation in the lower
panel shows two distinct peaks close to the reference positions, and is therefore
able to resolve the autoionization states.
4.1.3 Two-photon double-ionization
Two-photon double-ionization (TPDI) has attracted much theoretical interest in
the last decade. This is mainly caused by two reasons: first, perturbation theory,



























FIGURE 4.10: Fourier transform of the autocorrelation function for different MCTDHF
approximations. The system was propagated for T = 1000 a.u. The dashed line marks
the ionization potential of helium, while the black arrows denote the resonance
positions of Ref. [238].
which proved to work conveniently for the single-photon double-ionization, is
much harder to apply and therefore favors the use of explicitly time-dependent
approaches, which became available to the required extent only in recent time.
And second, the few experiments performed up to now [22, 278, 279] are
hardly sufficient to conclusively distinguish between the different explana-
tions, so that theory is literally on its own. The investigations performed so
far utilize mostly time-dependent close-coupling approaches [52, 110, 280],
perturbation theory [281–284], convergent close-coupling [285] or R-matrix
Floquet methods [286]. A delicate question which is actively debated up to
these days is whether the extraction of cross sections requires correlation in the
doubly-ionized final states, or whether uncorrelated states are adequate, see
also section 3.7.2. The debate has been triggered by works of Nikolopoulos and
Lambropoulos [281, 282] and Foumouo et al. [56], who, through projection
4.1. HELIUM 147
on approximately correlated final states, obtained cross sections which were
an order of magnitude larger than the hitherto existing results. Most delicately,
Foumouo et al. also presented uncorrelated results which were acquired in
the same framework, and those agree well with other uncorrelated treatments
in the literature. Although this question is far from being answered, recent
results using large grids [52, 280], exterior complex scaling techniques [240,
287] or analytical models [239] provide good arguments for the credibility of
uncorrelated projection schemes.
In the present work, we focus on the direct or non-sequential regime
which is characterized by the absorption of two photons with energies in the
range from 39.5 to 54.4 eV. The lower energy bound gives the minimal energy
required by two photons to overcome the double-ionization threshold of 79 eV
(which is just the total energy). On the other hand, the upper energy bound of
54.4 eV marks the second ionization potential of helium, and for larger photon
energies, the sequential double-ionization process becomes accessible. For
double-ionization to occur in the direct process, the electrons must be able to
share the energy via the Coulomb interaction. Different scenarios are possible
for that, among them the shake-up mechanism, where during the ionization of
the first electron the other one is excited to an energy level from which it can
be ionized through another photon, or the re-collision process, in which one
electron gathers two photons and kicks out the remaining electron. Using a
recently introduced analytical model, Førre et al. identify the mechanism as a
combined impact of the second photon and the ionized re-scattered electron,
and rule out the absorption of two photons by a single electron and subsequent
re-collision [239].
In the following, we investigate the non-sequential two-photon double-
ionization using the MCTDHF method. Initially, these attempts have been
made in the hope to obtain an equally appropriate description as for the
single-ionization process. This would have allowed for simulations on much
larger grids than those accessible by full CI calculations, and hence, e.g., for
a detailed examination of the validity of the uncorrelated projection scheme.
Unfortunately, it turned out that the MCTDHF scheme does not perform as
accurately as expected. Nevertheless, the present investigation is valuable as it
shows up the strengths and limitations of the MCTDHF method.
TPDI total cross sections
To obtain the total double-ionization cross sections from MCTDHF calculations,
we follow the usual technique: helium is prepared in the groundstate and
subjected to a laser pulse with squared sine envelope of duration T = 100 a.u.
and a peak intensity of I = 1013 W/cm2. The cross sections are then extracted
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FIGURE 4.11: Total cross sections for two-photon double-ionization plotted against
the photon energy. Shown are the results of the MCTDHF M = 15 approximation and
of TD-FCI calculations performed using the same single-particle basis, the results of
Feist et al. [52], as well as the experimental values by Hasegawa et al. [278] and
Sorokin et al. [22] (the latter with error bars).
from the wavepacket at time T using the formula




which has been derived in section 3.7.3. The calculations are performed for
various MCTDHF approximations as well as for the TD-FCI method.
Figure 4.11 depicts the final result: shown are the TPDI cross sections versus
photon energy for MCTDHF calculations with M = 15 time-dependent orbitals
and TD-FCI reference calculations. They are compared to the theoretical
results of Feist et al. obtained with the time-dependent close-coupling (TD-CC)
method [52] and to measurements of Hasegawa et al. [278] and Sorokin et
al. [22], who used FEL-generated laser pulses in conjunction with a nuclear-
recoil reaction microscope. First, let us focus on the direct results: both the
TD-FCI and the TD-CC results show a monotonic linear growth up to around
ω = 48 eV and then steeply increase towards the threshold at 54 eV. This
qualitative behavior is observed by the majority of theoretical studies. The
deviation of the two curves is caused by the different techniques to extract the
cross sections. The TD-CC results use a projection on Coulomb waves, which
is known to yield smaller results than the more simple spatial partitioning
applied for the TD-FCI calculations [52]. Further, the pulses applied here are

























FIGURE 4.12: Closer look at the convergence behavior of the double-ionization cross
sections with increasing number of MCTDHF orbitals. The successive approximation
should ideally converge against the TD-FCI result. The TD-HF curve drastically
overestimates the true result. It requires at least the M = 9 approximation to slightly
reproduce the qualitative increase against the threshold.
the cross section are effectively averaged over this range. The experimental
value of Hasegawa et al. lies on the TD-CC curve, whereas the lower bound of
the error bar of Sorokin et al. touches the results of the TD-FCI calculation.
The best MCTDHF approximation we considered, M = 15, is able to
qualitatively reproduce the increase against the threshold. It fails, however,
in describing the behavior at smaller photon energies, and generally does not
provide a quantitatively correct description throughout the considered energy
range. Moreover, the MCTDHF M = 15 calculations took 13 days on a single
processor, whereas the exact results required only three days. The reason for
the poor quantitative performance in this context is considered later in the
discussion.
Convergence properties
It is further instructive to spend a closer look at the results of other MCTDHF
approximations, which are illustrated in Fig. 4.12. There, we plot the TPDI
cross sections starting from the time-dependent Hartree-Fock up to the M = 9
approximation together with the full CI result. It is directly obvious that the TD-
HF method is unable to model the TPDI: it overestimates the full CI reference
by two orders of magnitude at 40 eV, and shows a monotonically decreasing
trend throughout the considered energy range. The M = 2 and M = 3 curves,
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which almost agree with each other, improve on the absolute values but not on
the qualitative behavior, and the same is also true for the M = 6 calculations.
The M = 9 approximation is the first to stop this trend: it yields an almost
horizontal line, with a slight increase towards the threshold.
Discussion
Why are the double-ionization results that dissatisfying, when at the same time
the single-ionization cross-sections are excellently reproduced? Why do the
MCTDHF double-ionization cross sections follow this particular form, which
exhibits an inverted trend as compared to the full CI results? To answer these
questions, let us first consider the TD-HF approximation. Being described by
a single, spin-restricted singlet-determinant, the two-particle reduced density






D(r, t)D(r′, t) . (4.1.17)
For the ionization criteria used in this work, Eqs. (3.7.8) and (3.7.9), this leads






Hence, the monotonically decreasing structure of the TD-HF double-ionization
cross section is directly implied by the corresponding behavior of the single-
ionization results, compare again Fig. 4.7. Stated in other words, there is
no way to suppress the double-ionization once a particle is singly-ionized. In
contrast, for the full CI method, the two-particle RDM wavefunction is for
N = 2 particles the absolute square of the wavefunction,
dFCI(r, r
′, t) = |Ψ(r, r′, t)|2 . (4.1.19)
If we then consider, for simplicity, an expansion in terms of a six-dimensional
Cartesian grid, each grid point (ri, rj) is exclusively determined by a single
expansion parameter in the full CI wavefunction. Consequently, the represen-
tation of double-ionization is completely independent of the representation of
single-ionization.
The MCTDHF wavefunction now settles in between these two limits. How-
ever, as confirmed numerically, the double-ionization yields of the first MCT-
DHF approximations are still highly influenced by the corresponding single-
ionization yields, i.e., terms of the form (4.1.17) are dominant in the two-
particle density matrix. Essentially, the MCTDHF method is able to model
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the correlated two-particle density matrix. However, it utilizes most of its
capabilities to obtain an adequate description in regions where the density is
large. Processes that occur with a small particle density, such as the double-
ionization, are therefore mostly neglected in favor of an adequate description
of the time-dependence of the groundstate and excited states. This behavior is
also confirmed by the two-particle radial densities in Fig. 4.5.
It is of great importance for the application of the MCTDHF method to
general photoionization processes to ameliorate this issue. A possible approach
is addressed in section 2.6.4.
4.1.4 Photoionization at ω = 45 eV
In the following, we concentrate on the photoionization at a fixed photon
energy of ω = 45 eV and consider the intensity dependence, the MCTDHF
orbitals and other observables.
Intensity dependence
The dependence of the ionization yields on the intensity of the laser pulse is
plotted in Fig. 4.13. We first focus on the picture on top, which shows the single-
ionization yield. At intensities lower than I = 5 · 1014 W/cm2, all depicted
curves are given by straight lines with a slope of one, which corresponds to
the prediction given by perturbation theory [282]. Over the whole range of
intensities, the TD-FCI reference results are well reproduced already with the
first correction to TD-HF, M = 2, while the M = 5 approximation yields
a virtually exact agreement in the logarithmic plot. Towards intensities of
I = 1016 W/cm2, one notices a decreasing slope which implies the breakdown
of perturbation theory, and which is overestimated by the TD-HF approximation.
This behavior is caused by the depletion of the groundstate, which becomes
roughly half emptied. This transition to the ion leads to an increased ionization
potential, which hampers the ionization of the second electron.
The lower picture of Fig. 4.13 depicts the results for the double-ionization.
They are compared to TD-FCI reference calculations and to results of Nikolo-
poulos et al. [282], which, beside a systematic shift, agree well with each other.
In the region where perturbation theory holds, the curves are given by straight
lines with a slope of two. This is reasonable since two photons are required for
the double-ionization, and hence the yields scale with I2. The TD-HF result
shows a similar qualitative behavior as TD-FCI, but is more than one order
of magnitude larger (note that they are again just the square of the single-
ionization yields). The plotted MCTDHF results deviate from the expected
straight lines. The M = 2 approximation lies roughly in between TD-HF and
TD-FCI, and approaches the latter for intensities larger than 5 · 1014 W/cm2.













































Nikolopoulos et al. [282]
FIGURE 4.13: Single- and double-ionization yield plotted versus intensity for a photon
energy of 45 eV. Shown are results from different MCTDHF approximations and
TD-FCI, as well as the double-ionization results of Nikolopoulos and Lambropoulos,
Ref. [282].
The M = 10 results are quantitatively more accurate since they are closer to
the TD-FCI reference. However, they show an oscillating and qualitatively
disagreeing behavior. Particularly for the M = 10 approximation around
the intensity 2 · 1014 W/cm2, a further increase of the intensity leads to an
unphysical decrease of the ionization yield. This reveals the highly non-linear
nature of the MCTDHF method. Another point worth mentioning is that
the MCTDHF results become more accurate for increasing intensity. This is
caused by the increased double-ionization yield, which in turn leads to a better
description by the MCTDHF method.
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Time-dependence of the MCTDHF orbitals
Let us now focus on the evolution of the MCTDHF orbitals during the laser
pulse. The orbitals are governed by the time-dependent variational principle,
which ensures the optimal representation of the wavefunction at each time-
step. The actual form of the orbitals, however, is not unique because of the
invariance of the full CI wavefunction under unitary transformations. In fact,
the orbitals heavily depend on the chosen MCTDHF constraint operator Qˆ(t),
see section 2.5.6. For the following results, we therefore restrict ourselves to
the straightforward choice Qˆ(t) = 0. The helium atom is excited by a laser
pulse with the photon energy ω = 45 eV, duration T = 100 a.u. and intensity
I = 1014 W/cm2.
Figure 4.14 depicts the MCTDHF orbitals for the time-dependent Hartree-
Fock approximation as well as for the M = 2 and M = 3 corrections. It shows,
from left to right, four pictures which illustrate the squared modulus of the
orbitals at the time-points t = 0, 50, 100 and 150 a.u., i.e., at the beginning,
the maximum and the end of the pulse, as well as 50 a.u. after the pulse has
ended. The TD-HF approximation yields a rotationally symmetric s-orbital for
the groundstate at t = 0. Upon action of the laser pulse, the orbital accounts
for the ionized electron and produces an outgoing wavepacket of p-symmetry
which, at t = 150 a.u. is well separated from the still rotationally symmetric
ion. For the M = 2 approximation, the situation is different. Both orbitals
reveal s-symmetry in the groundstate, but only one—the upper one in the
plot—reacts to the laser pulse with the production of a p-electron. The other
shows a small p-component only at the maximum of the pulse, which might
correspond to the production of double-ionization. This p-component becomes
smaller as it travels out into the continuum and is not plotted anymore at later
time-points, where again an orbital of mainly s-symmetry is observed that is
more confined than the initial groundstate. This can be interpreted as each of
the two orbitals describing an electron—one orbital the outer photo-electron,
and one the inner bound electron which screens the core potential. The laser
pulse then mainly acts on the outer orbital and ionizes it, while the inner
orbital is used to represent the ion2. For the M = 3 approximation, each orbital
consists of an s-component and a p-component, and the laser pulse produces
an outgoing wavepacket for each of them. The two upper orbitals have very
similar amplitudes, while the lower one is only slightly ionized. At t = 150 a.u.,
one also notices a p-component which remains in the vicinity of the nucleus,
that can be related to the excitation of doubly-excited states or a shake-up
process, where the initial p-components are elevated into higher orbitals.
2A similar interpretation has been given by Dahlen and van Leeuwen for photoionization of
one-dimensional helium with the time-dependent extended Hartree-Fock method [288], which
closely resembles the M = 2 approximation.
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FIGURE 4.14: Time-dependence of the MCTDHF orbitals for photoionization from the
helium groundstate. Plotted from left to right are the squared absolute values of the
orbitals at the time-points t = 0, 50, 100 and 150 a.u. The time-dependent Hartree-Fock
approximation (top), the two orbitals arising from the M = 2 approximation (middle)
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FIGURE 4.15: Single and double-ionization yields for selected MCTDHF approxima-
tions plotted against the radius, at which a particle is considered ionized. The line
at R = 20 Bohr marks the value which is mainly used in this work. The laser pulse
parameters are ω = 45 eV and I = 1013 W/cm2.
For more complex cases, it is difficult to attribute a physical interpreta-
tion to the MCTDHF orbitals, particularly for the basis expansion applied in
this work, in which different angular momentum states are allowed to be
mixed. Furthermore, the connection between particles and MCTDHF orbitals
is lost. This complicates the analysis of MCTDHF wavefunctions as well as the
invention of approximation schemes as discussed in section 2.6.4.
Influence of the ionization distance
A shortcoming of the definition of ionization as used in this work, Eqs. (3.7.8)
and (3.7.9), is the arbitrariness of the ionization radius R. In Fig. 4.15, we thus
examine its influence on the single- and double-ionization yields induced by a
pulse with ω = 45 eV, intensity I = 1013 W/cm2 and duration of T = 100 a.u.
One can see that for all depicted MCTDHF approximations, there is a region
between r = 8 and r = 40 Bohr in which the yields are almost constant. From
this, one can expect that the distance of R = 20 Bohr which is used in most
parts of this work presents a reasonable choice for the helium atom.
For a more detailed look, we further consider the radial density in Fig. 4.16.
There, the snapshots of the radial density are shown for different times up to
t = 400 a.u. (∼ 10 fs). One clearly notices a distinct wavepacket moving away
from the atom, which is at t = 100 a.u. mainly localized inside a distance of
100 Bohr to the nucleus. At t = 400 a.u., a significant part of the wavepacket
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FIGURE 4.16: Snapshots of the radial density for different times t from 100 to 400 a.u.
following an application of a 45 eV pulse of intensity 1013 W/cm2 onto the helium
groundstate. One clearly notices a wavepacket leaving the atom, which moves slightly
faster for the M = 3 approximation than for TD-HF.
starts to get reflected at the grid boundary, and subsequently interferes with
its outgoing part. Such reflections could be avoided easily by applying exte-
rior complex scaling [201, 289] or complex absorbing potentials [290]. One
further observes that the velocity of the wavepacket, which is determined by
the difference of the photon energy and the ionization potential, is larger in
the M = 3 approximation than in TD-HF. This can be explained with the
well-known fact that the Hartree-Fock approximation—or more precisely the
Koopmans theorem—overestimates the exact value of the ionization poten-
tial. The MCTDHF approximation improves on this, and the resulting smaller
ionization potential leads to a larger electron excess energy.
Length vs. velocity gauge
The dipole approximation presents the most common way to model laser-atom
interactions. It is valid if the wavelength of the laser field is much longer than
the dimension of the atom, and amounts to neglecting the influence of electric
quadrupole and magnetic dipole and higher terms on the target. The dipole
approximation usually comes in two versions, either in the length gauge, where
the coupling operator reduces to [83, 84]
vˆem = r E(t) , (4.1.20)
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or the velocity gauge,
vˆem = p A(t) . (4.1.21)
Another choice which is used occasionally is the acceleration gauge or Kramers-
Henneberger representation, as well as more general gauges [291]. The wave-
functions corresponding to different gauges are connected by a unitary trans-
formation. As is considered in detail in section 3.2.5, only full CI wavefunctions
are invariant under unitary transformations, whereas approximated wavefunc-
tions can differ in two representations. Therefore, the degree of agreement
between results in the length and velocity gauge is sometimes used as a mea-
sure for the accuracy of the wavefunction.
Here, we consider the performance of the length and velocity gauge in the
MCTDHF method. Figure 4.17 depicts the single- and double-ionization yields
versus time calculated in the TD-HF and M = 6 approximation, for a laser
pulse of duration T = 100 a.u. and intensity I = 1013 W/cm2. The lines show
the results of the length gauge, the circles and squares those of the velocity
gauge. From the dynamic of the ionization yields, it is again apparent that
the single- and double-ionization are directly related for low-order MCTDHF
approximations. The correlated M = 6 approximation, however, provides a
mechanism to reduce the double-ionization and thus yields a notably slower
increase for times t > 50 a.u. as compared to the TD-HF approximation. Fur-
thermore, the M = 6 curves show a much earlier increase of the ionization,
and therefore a greater sensitivity also to laser fields of small intensity. This
concept, however, has also been questioned [271].
The results of two gauges agree exactly for all depicted curves, and the
same behavior is also been observed for other MCTDHF approximations. This
numerical observation can be explained by the fact that gauge transformations
are represented exactly in the MCTDHF method. More detailed, the action of
the unitary gauge transformation acts in the momentarily spanned MCTDHF
Hilbert space, which, at a given time, corresponds to a full CI Hilbert space and
therefore remains invariant. However, the numerical performance between the
two gauges is different, and the length gauge is found to be about 30% faster
than the velocity gauge. Correspondingly, for the MCTDHF approximation, the
concept that the differences between the two gauges contains the information
on the accuracy of the wavefunction does not apply. In contrast, as considered
in section 3.2.5, in the TD-RASCI approximation a gauge transformation
can result in a different RAS Hilbert space, and therefore the results of the
length and velocity gauge in general differ. In the limit when the RAS Hilbert
space approaches the full CI space, the wavefunction becomes exact and both
gauges will yield the same results. The other direction of this implication,
however, is not true, i.e., it is not valid to make predictions on the accuracy
of the wavefunction from its behavior under a special unitary transformation.






















FIGURE 4.17: Comparison of the results of length and velocity gauge for the single-
ionization (solid lines) and double-ionization yields (dashed lines). Shown are the
TD-HF and the M = 6 approximation. The results for the length gauge are plotted as
lines, while those for the velocity gauge are shown as circular and square dots. Both
gauges agree exactly.
We therefore reject, supported also by Ref. [271], the concept of using the
comparison between length and velocity gauge as a means to qualify the
wavefunction.
4.2 Beryllium
Beryllium is the simplest atom with two closed shells. The ionization energy of
its 2s orbital is experimentally found to be 9.32 eV, and 123.35 eV for ionization
from the 1s orbital [292]. Therefore, when considering photon-energies below
the 1s-threshold, the large energetic separation of the two shells allows for a
fixation of the 1s core-orbitals and thus for the reduction to an effectively two-
particle problem. In this spirit, several works have been performed focusing
on single- and double-electron photoionization. Most of them employ a time-
independent approach, using, e.g., the R-matrix method [293], the relativistic
random-phase approximation [294], hyperspherical calculations [295], or
the Multiconfigurational Hartree-Fock method [148]. The time-dependent
treatments are usually performed with the close-coupling approach [112, 296]
or a mixed-basis approach [113], both of which attain a reduction by freezing
the 1s orbitals (or, occasionally, the 2s orbitals).
In contrast, the methods applied here present true many-particle calcula-
tions in the sense that all electrons are active. For the TD-RASCI approach, we
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use a similar ansatz as before in helium: after solving the Hartree-Fock equa-
tions and orthogonalizing the remaining ideal orbitals, we include 10 s-orbitals
and 2 p-orbitals, which may be arbitrarily occupied by the 4 electrons. The
only restriction is that we allow only for single-excitations from the 1s orbitals,
which is reasonable, as for the considered photon energy range and intensity
double excitations from the 1s shell are negligible. By this, we obtain a RASCI
groundstate energy of E = −14.618 Ha, which has to be compared to the HF
energy of E = −14.573 Ha and to the exact energy E = −14.667 Ha [297]. We
further present results from MCTDHF calculations. A very similar MCTDHF
study has been published recently by Haxton et al. [81].
4.2.1 Single-ionization cross section
As a first check of the TD-RASCI method, we calculate the photoionization
cross sections using an explicitly time-dependent approach as considered also
in the previous section on helium. We note, however, that the application
of a time-dependent method is usually not the most efficient way to obtain
the cross sections. In fact, accurate results can be obtained already with
time-independent methods, which furthermore require a much reduced effort.
However, the cross sections provide an indispensable test for the accuracy of
the approach, as one can directly identify the states and ionization channels in-
cluded in the wavefunction. These can then be exploited for problems requiring
an explicitly time-dependent description, such as the X-ray–IR photoionization
considered below.
The top picture of Fig. 4.18 shows the cross-sections obtained with TD-
RASCI for photon energies in the range ω = 20 to 85 eV, in which the linear
photoionization is the dominant process. The duration of the applied sine-
squared laser pulse is 400 a.u. and its intensity is 1012 W/cm2. We compare
our theoretical results to measurements performed in two works of Wehlitz et
al. [298, 299]. Further, we depict the theoretical cross sections of Laulan and
Bachau, which have been calculated with the time-dependent close-coupling
method and fixed 1s orbitals [112]. As before in helium, the curves show a
monotonically decreasing behavior. The TD-CIS results already give a good
qualitative agreement with the experimental results which becomes better
for larger photon energies. By adding double-excitations up to the (10s, 2p)
orbitals in the TD-RASCI approximation, we are able to reproduce the experi-
mental results almost perfectly. Particularly, the all-active electron calculations
perform superior to the fixed-core results of Laulan and Bachau [112]. The
corresponding MCTDHF results are depicted in the lower panel of Fig. 4.18.
The TD-HF calculations already reproduce the measurements to within a few
percent accuracy, and thus perform better than the TD-CIS approximation.
The correlated M = 4 approximation, on the other hand, gives only a slight
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FIGURE 4.18: Single-photoionization cross section for beryllium. Top: Comparison of
TD-RASCI calculations with the experiments of Wehlitz [298, 299] and the theoretical
calculations of Laulan and Bachau [112]. Bottom: Cross sections from MCTDHF
calculations. Shown are the results of TD-HF and the M = 4 approximation.
improvement over the TD-HF curve.
In Fig. 4.19, we consider the resonances in between the Be+(2p) and
Be+(3s) threshold. In order to obtain a higher resolution, the calculations have
been performed with a pulse duration of T = 800 a.u. (∼ 20 fs). The reference
results are taken from a time-independent R-matrix study of Kim et al. [293].
The TD-CIS approximation predicts cross sections in the correct order of
magnitude, but is not adequate to model the resonances. This is not surprising
as the required doubly-excited states are missing in the wavefunction; the





















FIGURE 4.19: Single-photoionization cross section for beryllium between the Be+(2p)
and Be+(3s) thresholds. TD-CIS and TD-RASCI calculations are compared to the
results of Kim et al. [293], which were obtained with the R-matrix method.
method determines the overall structure correctly, and particularly the first
three resonances are well reproduced. Due to the limited bandwidth, however,
our time-dependent approach does not resolve the threshold region around
20 eV. To obtain more accurate results, much longer propagation times and
probably also larger TD-RASCI expansions would be necessary. Alternatively,
one could set up a corresponding time-independent RASCI approach, which is,
however, not the goal of the present work. We stress that the missing resolution
towards the threshold does not mean that the related states do not exist. In
fact, any of the orbitals up to 10s and 2p may get occupied and are therefore
consistently included in the calculation.
4.2.2 Core-electron ionization
The previous investigation considered ionization from the 2s shell. In the fol-
lowing, we take a closer look at the ionization of the core electrons. Figure 4.20
presents the cross sections for photon energies in between ω = 80 and 150 eV,
i.e., around the onset of the ionization of the 1s orbital at 123.35 eV. Here, a
pulse duration of T = 200 a.u. is used. Again, we compare our results to those
of Laulan and Bachau [112], where, this time, the two 1s electrons are consid-
ered as active and the 2s shell is held frozen. We note again that, in contrast,
the TD-RASCI method (and TD-CIS as a special case of it) treats ionization
from both shells on the same footing. It is therefore able to adequately describe
the transition region where the ionization from the 1s-shell becomes dominant.






















FIGURE 4.20: Photoionization cross-section of beryllium around the 1s threshold.
The red dashed line shows the results of Laulan and Bachau [112] obtained through
a time-dependent method and fixation of the 2s orbitals, the green and blue curves
our TD-RASCI and TD-CIS results. The black lines mark the resonance and ionization
energy due to the NIST database [292].
In TD-CIS, the ionization of the 1s orbitals occurs at an energy of ω = 128.72 eV,
which is the ionization energy obtained in Hartree-Fock approximation through
Koopmans theorem. Note that the reason for this agreement is the missing
coupling between the bound and singly-excited states due to the Brioullin theo-
rem [67]. The more accurate (10s, 2p) TD-RASCI wavefunction is able to shift
the onset energy closer towards the exact position to around 125 eV. The same
holds for the 1s 2s2 2p-resonance, which, unlike the resonances considered so
far, is already contained in the TD-CIS approximation, as the corresponding
excited state is obtained from the groundstate by a single-excitation from 1s
to 2p. Again, the TD-RASCI approximation corrects the resonance position,
and almost achieves the exact result. Above the 1s threshold, one encounters
a large number of dense-lying resonances caused by the further excitation of
the electrons from the 2s shell, which have been studied in detail by Voky et al.
using the time-independent R-matrix method [300]. In contrast to the results
of Laulan and Bachau, which show a smooth monotonically decreasing curve,
the TD-RASCI method again reproduces the occurrence and position of the
resonances which get occupied in the shake-up process.
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4.2.3 X-ray–IR pump-probe ionization
So far, our study on beryllium—though calculated with a time-dependent
method—was considering only the total cross sections, which is a stationary
quantity. In the following, we investigate a pump-probe process which, in
contrast to the previous applications, is accessible only by an explicitly time-
dependent treatment. We consider the following scenario: beryllium in its
groundstate is ionized by an X-ray pulse with a photon energy of 200 eV, an
intensity of 1012 W/cm2 and a squared sine envelope with a duration of 20
cycles. At the same time, a single-cycle IR pulse with a wavelength of 780 nm
and an intensity of 1011 W/cm2 acts on the system. Following the usual streak
camera principle, the delay δ between the X-ray and the IR pulse is varied and
observables such as the ionization yields and momentum spectra are recorded
as a function of δ.
For the TD-RASCI calculations, we use three different levels of accuracy: in
the basic approximation, referred to as (2s), only the Hartree-Fock determinant
and its single-excitations are included, i.e., it corresponds to a TD-CIS approxi-
mation. We further apply more accurate models in which we allow for double
excitation up to the orbital ns [denoted (ns)] and additionally up to the mp
orbital [denoted (ns,mp)]. For example, (5s, 3p) labels the CISD wavefunction
with double excitations allowed up to the 5s and 3p orbitals, and additionally
all single-excitations of these determinants. The presented calculations require
between half an hour on a single processor for the (2s) approximation and two
days for the (5s, 3p) approximation.
Figure 4.21 illustrates the time-dependent ionization yield for three dif-
ferent delays δ of the pump-probe pulse and the (2s) as well as the more
sophisticated (5s, 3s) approximation. As expected, all calculations show a
steep rise of the yields during the action of the X-ray pulse. As suggested by
Fig. 4.18, the total yield is larger for the single-active electron approximation.
One further obtains relative differences for the three delays, which can be
observed most obviously for the delay δ = TIR, where the X-ray field begins
right after the IR pulse has passed. In the TD-CIS approximation (2s), at this
time a significant portion has been ionized by the IR pulse, and accordingly
the total yield is larger and also differs for the three delays. For the (5s, 3p)
approximation, the influence of the IR field on the ionization is much reduced
and all three delays show a comparable ionization yield. This is caused by
the fact that the more sophisticated TD-RASCI ansatz is able to model more
accurately the polarization of the atom which is induced by the IR field.
The angular distribution of the ionized part of the wavefunction is depicted
in Fig. 4.22, for the two delays δ = 0 and δ = TIR. As before, the ionization
yield is determined for each angle as the norm of the wavefunction outside
a distance r = 20 Bohr from the nucleus. For the delay δ = 0, the photo-
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FIGURE 4.21: Total ionization yield of beryllium subjected to the three different
X-ray–IR pump-probe pulses shown on top. Plotted are the results from a single-active
electron calculation (2s) and the more accurate (5s, 3p) TD-RASCI approximation (see
text). For better comparison, the horizontal lines at the end of the pulses mark the
total ionization yield.
electron is excited to high angular momentum states which cause the peculiar
structure of the angular distribution. This structure becomes largely damped
upon inclusion of more s-orbitals into the expansion. Further, the use of
more p-orbitals leads to a considerable asymmetry between forward (θ = 0)
and backward (θ = pi) direction. For the delay δ = TIR, the X-ray pulse acts
after the IR pulse has passed, which leads to ionization dominantly to lower
partial waves and therefore to a smoother distribution. Nevertheless, one
observes a noticeable influence on the ionization yields. The best TD-RASCI
approximation, (5s, 3p), again gives an ionization yield which is reduced by a
factor of roughly 2.5 as compared to the TD-CIS curve and, further, predicts a
larger ionization in forward direction. This is remarkable as there is no IR field















































FIGURE 4.22: Angular distribution of the photoionization yield of beryllium subjected
to the X-ray–IR pulse on top. Plotted are The results of different RAS approximations
(see text).
is obtained in the normal photoionization. Hence, it appears that the IR field
induces electronic motion which remains after the pulse has passed and affects
the photoionization process. The detailed investigation of the characteristics of
this special photoionization process is an interesting subject for future work.
4.3 Neon
Neon is a common target in photoionization studies and has been investi-
gated several times in the previous half century. Generally, its closed-shell
structure facilitates the application of theoretical approaches, and several meth-
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ods such as perturbation theory [301], Hartree-Fock [302] or random-phase
methods [303], R-matrix theory [73] or the Stieltjes-Chebyshev moment tech-
nique [304] have been used to calculate total or state-resolved cross sections.
In addition, a variety of experimental studies have measured the cross sections,
see, e.g, Refs. [305–307]. Neon has further been the recent subject of exper-
imental studies on FEL-induced non-sequential double ionization [22], the
angular correlation of the emitted photo- and Auger-electrons in the K-shell
ionization [308] as well as on the interatomic Coulombic decay of electronic
states in the neon dimer [309]. Another interesting effect is the time-delay
between the photo-emission from the 2s and 2p shell [40]. In this work, we
address the task of calculating the total and angular-resolved photoionization
yields and spectra. The presented results have been accepted for publication in
Ref. [3].
4.3.1 Single-photoionization cross sections
For the neon atom, we apply the basic form of the TD-RASCI wavefunction used
before, that is, we consider single-ionization where only one particle is allowed
in the continuum, the region outside r = 20 Bohr. For the wavefunction in
the inner region we use three approximations: (i) TD-CIS, where only the
Hartree-Fock groundstate plus all single-excitations are included, (ii) the (3s)-
approximation where double-excitations up to the 3s orbital are allowed, and
(iii) the (3s, 3p) approximation where double-excitations to the 3s orbital and
further to the 3p orbitals are allowed. The single-particle basis consists of
partial waves up to l = 3 and a radial grid that extends up to 400 Bohr. The
grid has finite elements of length 4 Bohr which include 10 basisfunctions each,
except for the first element which contains 20 basisfunctions. The total number
of Slater determinants used to describe the wavefunction is Ndet = 32447 for
the TD-CIS approximation, Ndet = 237922 for the (3s) approximation, and
Ndet = 454151 for the (3s, 3p) approximation. The neon atom is propagated
for T = 200 a.u. under the action of a laser pulse with a sine-squared envelope
(also with duration T ). The calculations take in between 90 minutes on a
single processor for the TD-CIS approximation and 48 hours for the (3s, 3p)
approximation.
Figure 4.23 depicts the ionization dynamics for photoionization from the
neon groundstate with the 25 eV pulse shown in the top panel. A particle is
considered ionized if it is located outside a radius of 20 Bohr from the nucleus.
All three TD-RASCI approximations show the same qualitative behavior: a
steep rise around t = 100 a.u., which is delayed with respect to the field due to
the time needed to travel to r = 20 Bohr, followed by a saturation around the
end of the pulse. The TD-CIS approximation produces the largest yield and a






























FIGURE 4.23: Ionization yield plotted versus time for photoionization from the ground-
state of neon subjected to the laser field shown in the top panel. The photon energy
is 25 eV and the intensity 1012 W/cm2. The TD-CIS method predicts a slightly larger
ionization yield than the (3s) and (3s, 3p) approximations (see text).
We now turn to the photoionization cross sections σ1, which are calculated
from the ionization yield P1 with the formula given in Eq. (3.7.18). The ioniza-
tion yield P1 is determined as the norm of the wavefunction outside r = 20 Bohr
at the end of the pulse. In Fig. 4.24, we plot the single-photoionization total
cross section against the photon energy, for a laser pulse with duration 200 a.u.
and an intensity of 1012 W/cm2. All three approximations produce cross sec-
tions which rise around the Hartree-Fock ionization energy of 23.15 eV. One
further obtains a monotonic decrease for larger photon energies. Around 50 eV,
we observe the 2s 2p6 3s resonance, the exact location of which is 45.547 eV
according to Ref. [310]. The more accurate approximation shift the position
of the resonance towards the wrong direction. Further, when comparing the
calculated cross section to experimental results of Samson et al. [307], we
observe that the theoretical results are 10% larger than the measured values.
The reason for this discrepancies remains an open question, since the TD-
RASCI scheme performed well in estimating the cross sections in the previous
applications.
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FIGURE 4.24: Total single-photoionization cross section of neon plotted against the
photon energy for photoionization from the groundstate. The duration of the squared-
sine envelope of the laser field is T = 200 a.u. and the intensity is 1012 W/cm2. The
dotted-dashed curve depict the experimental results of Samson et al. [307].
4.3.2 Momentum distribution
The momentum distribution of the ionized particle for a photon energy of 70 eV
is depicted in Fig. 4.25. The momentum is calculated by a Fourier transform
of the ionized part of the wavefunction (r > 20 Bohr). The left picture shows
the two-dimensional momentum distribution which arises from the (3s, 3p)
approximation. Due to the linear polarization of the laser it is symmetric with
respect to rotations around the z-axis. One clearly notices two rings which
correspond to ionization from the 2s and 2p shells. The inner ring around 30 eV
exhibits p-symmetry and stems from the ionization from the 2s-orbital. The
outer ring at 50 eV corresponds to the ionization from the 2p orbitals and is
dominantly of d-symmetry, but also has a contribution of s-symmetry, as can
be seen from the distribution not going down to zero, but remaining at a finite
value. The right panel shows the momenta from the three approximations in
forward direction along the z-axis, i.e., θ = 0. It is immediately obvious that the
accuracy of the wavefunction has a distinct impact on the spectra. The TD-CIS
results yield the highest photo-electron momentum. With increasing accuracy
of the wavefunction, both peaks shift towards a lower momentum. Interestingly,
the 2s-peak shows a larger relative shift than the peak corresponding to the 2p
ionization. This indicates the importance of a correlated description, and is
likely to have a major impact in the calculation of pump-probe processes using
the streak camera principle.
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FIGURE 4.25: Momentum distribution of the ionized particle for a photon energy
of 70 eV. Left: Momentum distribution for the (3s, 3p) approximation. One clearly
notices two rings which correspond to ionization from the 2s-orbital (inner ring) and
the 2p-orbital (outer ring). Right: Momentum distribution in forward direction for the
three TD-RASCI approximations. The peaks which correspond to ionization from the




The present work was concerned with two theoretical approaches for effi-
cient simulations of photoionization processes in many-electron atoms and
molecules—the time-dependent restricted active space configuration interac-
tion (TD-RASCI) method and the multiconfigurational time-dependent Hartree-
Fock (MCTDHF) method. Whereas MCTDHF has already been well established
in the literature, the TD-RASCI method has been derived and developed in
this thesis and was applied to the ab-initio solutions of the time-dependent
Schrödinger equation for the first time.
Both methods approach the time-dependent Schrödinger equation by repre-
senting the wavefunction in a configuration basis of the many-particle Hilbert
space, and both follow their particular strategy to avoid the curse of dimension-
ality, i.e., the combinatorial growth of the dimension of the Hilbert space with
increasing system size. The MCTDHF method, on the one hand, reduces the
size of the configuration basis by assuming the Slater determinants to be time-
dependent. Their evolution is determined by the time-dependent variational
principle, which ensures the optimal representation of the wavefunction at
each time-point. On the other hand, the TD-RASCI method aims at neglecting
those configurations which are expected to be of minor importance for the
physical problem at hand, and retaining only a selected subset that can be
handled in numerical simulations. In order to be efficient, the TD-RASCI
method requires an appropriate reference determinant, which in this work is
constructed by means of a mixed basis set. It uses Hartree-Fock eigenfunctions
in the vicinity of the atom and localized basis sets in the continuum, which
makes it possible to handle large basis sizes.
Particular consideration has been devoted to the adjustments needed to
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efficiently simulate photoionization processes, which require an adequate
description of both the bound states and the scattering states. A variety of
appropriate numerical methods sets has been employed for this task, which
are summarized in chapter 3. We introduced the crucial concept of localized
single-particle basis sets, which are indispensable for the treatment of large
single-particle basis sets, and concentrated on how to efficiently perform basis
transformations by use of the Poisson equation. Subsequently, we considered
the implementation of the full CI method in its conventional as well as the direct
formulation. For the numerical solution of the orbital equations, we introduced
a stiffness reduction scheme, which reduces the effort of the time-propagation
by usually more than one order of magnitude. Further, we presented the
employed methods for the numerical integration of the MCTDHF and TD-
RASCI equations of motion, and summarized the computer implementation
and the principles underlying the distributed-memory parallelization.
The introduced multiconfiguration methods have been applied to the sim-
ulation of photoionization processes of atoms in chapter 4. The main focus
of these computations was the problem of calculating cross sections, which
allows for the comparison with existing experimental and theoretical results
and therefore provides an indispensable test for the capabilities of the simula-
tion methods. We observed that for most scenarios, the single-ionization cross
sections can be accurately reproduced using the MCTDHF and the TD-RASCI
method, both of which take only a fraction of the effort of time-dependent
full configuration interaction (TD-FCI) calculations. Especially the TD-RASCI
method performs well in the description of Fano resonances, which require
the inclusion of doubly-excited states in the calculation. These resonances
display one of the most basic effects of electronic correlations and are of major
importance in a variety of physical processes.
The MCTDHF method has further been applied to describe the two-photon
double-ionization of helium, and was able to qualitatively approach the char-
acteristics of the reference TD-FCI result. The reasons for the quantitative
disagreement have been identified in detail, and a scheme was suggested to
improve the MCTDHF method by combining it with the TD-RASCI principle.
Further, as an application which requires an explicitly time-dependent method,
we have considered a two-color pump-probe scheme in beryllium, and, using
the TD-RASCI method, calculated the angular-resolved ionization yields for
different relative timings of the X-ray pump and IR probe field. We observed
a distinct influence of the IR field on the polarization of the atom, which is
significantly reduced for more accurate TD-RASCI approximations, and thus
reveal the significance of a correlated description.
In addition, the present work considered several approaches which might be
developed into useful extensions of the TD-RASCI and MCTDHF methods. For
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instance, at the end of chapter 2, we presented a formalism to handle different
particle species and discussed the various possible applications, many of which
have not taken advantage of multiconfiguration methods so far. Further, in
section 2.6.4, we suggested a strategy to combine the advantages of MCTDHF
and TD-RASCI schemes, which is expected to perform favorably for simulations
of photoionization processes. In section 3.7, we highlighted the use of the two-
time autocorrelation and density matrix, which in the framework of MCTDHF
have been considered only in special formulations up to now. Work is in
progress to identify their value in pump-probe schemes and other applications.
Moreover, we recapitulated the simulation of bosonic particles and, using
quantum statistics, of systems at finite temperatures, which already have been
well established in the literature, and performed proof-of-principle calculations
for both these examples. This summary indicates the great generality of
the introduced multiconfiguration methods and demonstrates their excellent





In the following, we collect some of the formulas involving matrix elements of
Slater determinants, which are required for the analysis of the wavefunction.
Therefore, we make repeated use of the definition of Slater determinant,
Eq. (2.1.23).
A.1 Slater determinant overlap
First, we calculate the overlap between two Slater determinants | I 〉 and | J 〉
built with non-orthogonal orbitals. Let us denote the set of orbitals used
to construct | I 〉 by |φi 〉, the orbitals of | J 〉 by |ψj 〉, and their overlap by
Sij = 〈φi |ψj 〉. Making use of the determinant definition and the group
property of permutations, one obtains
〈
I








(−1)P 〈φi1 ∣∣ψP (j1) 〉 · · · 〈φiN ∣∣ψP (jN ) 〉
=
∣∣∣∣∣∣∣
Si1j1 · · · Si1jN
...
...
SiN j1 · · · SiN jN
∣∣∣∣∣∣∣ = det (SIJ) . (A.1.1)
The overlap between the Slater determinants is thus given by the determinant
of the overlaps of the occupied orbitals. The latter is efficiently evaluated
using methods of numerical linear algebra, e.g., the QR-decomposition, which
typically require an effort of O(N3). For orthogonal basis sets, 〈φi |ψj 〉 =
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δij Sii, Eq. (A.1.1) becomes〈
I
∣∣ J 〉 = N∏
k=1
Sikikδik,jk , (A.1.2)
which boils down to 〈
I
∣∣ J 〉 = N∏
k=1
δik,jk = δI,J (A.1.3)
for the case of an orthonormal basis set.
A.2 Matrix elements of single-excitations
Next, we focus on single-excitations between non-orthogonal Slater determi-
nants. Let the creation and annihilation operators associated with |φi 〉 be
denoted by φˆ(†)i , and those of |ψj 〉 by ψˆ(†)j . By letting the creator act to the left
and the annihilator to the right, one obtains〈
I













where | Ip 〉 denotes the determinant | I 〉 in which the orbital p is removed.
Further, the matrix SIJij is obtained from S
IJ by removing the i-th row and the
j-th column (the determinant of SIJij is also called the minor of S
IJ). We also










The corresponding expressions for orthogonal basis set read,
〈
I










for orthonormal basis sets, respectively.
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A.3 Matrix elements of double-excitations
Similarly, we can calculate the matrix element of double excitation operators:〈
I

















The matrix SIJij,kl is obtained by removing the k-th row and the l-th column





















∣∣ J(t′) 〉 , (A.4.2)
and its information content and application is discussed in 3.7.6. For Slater
determinants constructed from a set of orthonormal orbitals (with respect to






For the case of a non-orthogonal single-particle basis, on the other hand, one





′) det (SIJ) . (A.4.4)
A.5 Two-time density matrix
The two-time density is defined by
D(rt, r′t′) = N
∫
Ψ∗(r, r2, · · · , rN , t) Ψ(r′, r2, · · · , rN ; t′) dr2 · · · drN ,
(A.5.1)
and has been discussed in section 3.7.7. In second quantization, the corre-













∣∣ φˆ†p ψˆq ∣∣ J, t′ 〉 . (A.5.3)
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which is the way the two-time density is calculated in the computer program.
An alternative using the formalism of biorthogonal orbitals and sparse-matrix
arithmetic is given by Haxton [80].
Appendix B
Basis sets
Basis sets are an important ingredient in quantum-mechanical calculations,
as they provide the connection between the mathematical concepts and real
applications. Quantum-mechanical methods are typically formulated in terms
of abstract single-particle orbitals |φi(t) 〉, which can be approached only
through discretization. In most applications, this is accomplished using a linear
expansion of the form
∣∣φi(t) 〉 = Nb∑
j=1
cij(t)
∣∣ψj 〉 , (B.0.1)
where |ψj 〉 denotes a set of square-integrable basisfunctions of size Nb. The
previous expansion is rather general, and, depending on the analytical form
of the basisfunctions, comprises several different approaches like spectral
methods, finite differences, and finite elements in a single notation.
The appropriate selection of a certain basis set is a crucial step in the calcu-
lation, which depends heavily on the system at hand and the occurring physical
processes. In quantum chemistry, Gaussian- and Slater-type orbitals are widely
used since they are able to capture a lot of the static properties of atoms and
molecules (see chapter 3 of Ref. [311] for an introduction to the variety of basis
sets for computational chemistry). For photoionization, however, they are only
of limited use, since the continuum states are hardly described by functions
which are localized mainly around the atoms. Their usage would in fact lead to
completely biased results. In the following, we collect the basis sets employed
in this work which are appropriate for treating photoionization processes. They
have been selected for their flexibility in describing general functions, and,
even more important, for the property of leading to a sparse representation
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of the two-electron integrals, which is a crucial property when using large
basis sets. Note that there are several other interesting basis sets which have
been successfully applied to photoionization, but which are are not covered
in the following. Among them are finite differences [141], B-splines [142],
wavelets [312], and Sturmian functions [56].
B.1 Discrete variable representation
The discrete variable representation (DVR) was introduced to quantum me-
chanics in 1982 by Lill, Parker and Light [198] based on previous work by
Dickinson and Certain [313] and Harris [314]. It constitutes a method which
constructs, in a very general way, a basis transformation from a finite set of
functions to a grid-like representation, in which the representation of any
local operator is approximately diagonal. The DVR thus provides two main
advantages: first, the construction of the electron integrals is greatly simplified
and second, the diagonality often leads to a rather sparse representation of the
Hamiltonian matrix.
The standard DVR construction starts with a set of functions pj(x) defined
on an interval [a, b], which are orthonormal with respect to a weight function
w(x), ∫ b
a
w(x) pi(x) pj(x) dx = δij . (B.1.1)
It is further assumed that an appropriate numerical quadrature rule is specified
by a set of N abscissas xk and integration weights wk, by which one can
approximate the integral of a function f(x) as
∫ b
a
w(x) f(x) dx ≈
N−1∑
n=0
wn f(xn) . (B.1.2)







which is called a discrete-variable representation or, shortly, DVR basis. The
corresponding transformation matrix, Ukn =
√
wk pn(xk), is unitary, as long as






i (xk)pj(xk) = δij . (B.1.4)
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By setting x = xj in Eq. (B.1.3) and using the completeness relation, one










wk χi(xk) f(xk)χj(xk) (B.1.6)
= f(xi) δij . (B.1.7)
Note that this relation is, in a strict mathematical sense, only true if the
integrand is evaluated exactly. In any other case, Eq. (B.1.6) presents an
approximation, the quality of which depends on the applied quadrature rule.
A classic choice for the basisfunctions pi are orthogonal polynomials, for
which the existence of an associated Gauss quadrature guarantees the exactness
of Eq. (B.1.2) when f(x) is a polynomial of degree 2N − 1 or less [217]. In this
case, Eq. (B.1.3) is a polynomial as well and may alternatively be represented







xk − xj . (B.1.8)
The corresponding abscissas xk and weights wk are determined through the
zeros of the function pN+1(x) [217]. Important choices for the orthogonal
polynomials include Legendre-, Hermite-, and Laguerre polynomials. There
are further a lot of non-classical examples like harmonic oscillator-, sine- or
Fourier functions which can be used to construct a DVR, see Refs. [93, 199].
If the variety of existing DVRs turns out to be not appropriate, one can also
follow an alternative approach and define abscissas xi which are adjusted to
the physical problem at hand. One way to generate these is through a diago-
nalization of the position operator in the basis of single-particle Hamiltonian
eigenfunctions. Next, one has to select a numerical quadrature and thus the
weights wi. In the absence of another reasonable choice, one can use here the
trapezoidal formula, which—though not as accurate as Gaussian integration—
is likely to perform well due to the optimized abscissas, which are dense in
regions where the wavefunction oscillates and sparse where it is smooth. The
corresponding basisfunctions are given by the Lagrange polynomials (B.1.8).
In the following, we briefly consider the sine- and finite-element DVR im-
plemented in this work. We mainly provide the information which is sufficient
for a numerical implementation, and refer to the cited works for the details.
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B.1.1 Sine DVR
The sine DVR is constructed using the eigenfunction of an one-dimensional
box potential with infinite walls, and has been introduced by Colbert and
Miller [199]. It is defined on an equally spaced grid with N + 1 points,
xj = x0 + j∆x , j ∈ {0, . . . , N} , (B.1.9)









The sine DVR bears several similarities to a discrete Fourier transform, however,
with the difference that the functions vanish at the boundary. We only state
here the kinetic energy matrix elements, which are enough for a numerical
implementation,


















and refer to the readable original work [199] and Ref. [93] for further infor-
mation.
B.1.2 Finite-element DVR
The previously mentioned DVRs share the property that derivative operators
like the kinetic energy operator lead to dense matrices. In contrast, the
finite-element DVR (FEDVR) provides a kinetic energy matrix with a banded
structure, which turns out to be a very convenient factor in the solution of the
Poisson equation, see section 3.2.4. Regarding the construction of the FEDVR,
we mention only the basic thoughts, whereas we refer to Refs. [315–317]
for the details. First, the coordinate space is divided into a chosen number
Ne of finite elements. In each element e, a grid of Gauss-Lobatto nodes xek
and corresponding integration weights wek is set up using, for instance, the
methods of Ref. [217]. We denote the number of grid-points in element e
by ne. Gauss-Lobatto nodes have the property that gridpoints are situated
at the boundary of the finite element, which accounts for the continuity of





























FIGURE B.1: FEDVR basis for three finite-elements of length 4 and a Gauss-Lobatto
grid consisting of (5, 6, 4) points. The bridge functions connecting different elements
are drawn in red color. Note that the first and last FEDVR functions have been removed
in order to satisfy the usual boundary conditions of the wavefunction.
the wavefunction across two elements. The basis functions are constructed as




, for k ∈ {1, . . . , ne − 2} , (B.1.13)







Further, at the boundary points of the finite element, i.e., at the grid-point
xene−1 = x
e+1









which connects the finite elements e and (e+1). For an illustration, see Fig. B.1.
The FEDVR then satisfies the usual property of DVR, a diagonal representa-





j (x) dx = δef δij f(x
e
i ) . (B.1.16)
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The kinetic energy elements can be easily evaluated via analytic differentiation
of the basisfunctions and attain the form























for two inner-element functions. The expressions when boundary functions
are involved look very similar and can be found, e.g., in Ref. [317]. Note
that, instead of working with a multi-index, in practice it is more convenient
to introduce a single index i ∈ {0, . . . , Nb − 1}, which indicates the global
Gauss-Lobatto points {xi} as well as the corresponding FEDVR basisfunctions
{χi(x)}. The FEDVR basis can then be handled in the same way as the general
DVRs introduced before.
B.2 Spherical coordinates
Spherical coordinates are a convenient choice for rotationally symmetric sys-
tems like atoms. This is because for many physical processes, the wavefunction
is smooth in the angular coordinates and can be described by a few basisfunc-
tions. Spherical coordinates (r, θ, ϕ) are commonly defined by





Y1−1(θ, ϕ)− Y11(θ, ϕ)
)
, (B.2.1)






Y1−1(θ, ϕ) + Y11(θ, ϕ)
)
, (B.2.2)




Y10(θ, ϕ) , (B.2.3)























and the volume element is
dV = r2 sin θ dr dϕ dθ . (B.2.5)
B.2.1 Gaunt coefficients
Gaunt coefficients repeatedly arise for partial wave expansions in spherical
coordinates. They are defined as the integral of the product of three spherical







FIGURE B.2: Spherical coordinate sys-
tem used in this work.
harmonics over the solid angle,
yl1m1,l2m2,l3m3 =
∫
Y ∗l1m1(θ, ϕ)Yl2m2(θ, ϕ)Yl3m3(θ, ϕ) sin θ dθdϕ . (B.2.6)





l2m2(θ, ϕ)Yl3m3(θ, ϕ) sin θ dθdϕ (B.2.7)
= (−1)m2 gl1m1,l2−m2,l3m3 . (B.2.8)
The integral (B.2.6) has been first evaluated by Racah using the Wigner-Eckhart
theorem and is given by [117]
yl1m1,l2m2,l3m3 =
√











The introduced Wigner-3j symbols
( · · ·· · ·) are closely related to the Clebsch-
Gordan coefficients. Their explicit form is given in Ref. [117].
In the numerical implementation, the Wigner coefficients are evaluated
once and stored on disk using the index transformation of Rasch and Yu [318],
which was found to be more efficient than using recursion relations [319]. Note
that for large angular momentum quantum numbers (l & 30), quad precision
is required for the accurate calculation of the Wigner-3j symbols.
B.2.2 Partial wave expansion with radial DVR basis
The spherical DVR basis is the basis set considered in most parts of this work.




Ylm(θ, ϕ) . (B.2.10)
In the following, we state the corresponding electron integrals.
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One-electron integrals










Y ∗lm(θ, ϕ)Yl′m′(θ, ϕ) sin θ dθdϕ
= δkk′ δll′ δmm′ . (B.2.11)
The kinetic energy integral is calculated as







where Tkk′ denotes the kinetic energy integral in the DVR basis. The diagonal
potential energy matrix is evaluated to
Vklm,k′l′m′ = −Z
rk
δkk′ δll′ δmm′ , (B.2.13)
where Z denotes the charge of the atomic nucleus. Further, the dipole matrix
elements are given by































′) dr dr′ , (B.2.17)















which straightforwardly leads to
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′) dr dr′ , (B.2.20)
the efficient evaluation of which is to be discussed in the following.
Solution of the Poisson equation
As was pointed out by Hartree [147], the calculation of the radial integral,
Eq. (B.2.20), is hampered by the derivative singularity at r = r′. However, it
can be accurately evaluated by making use of the Poisson equation, which is
further convenient since the effort of the numerical quadrature, which scales
quadratically with the numbers of radial gridpoints, can be lowered to only a
linear effort. Here we follow closely the work of McCurdy et al., who applied
the Poisson equation to FEDVR and B-spline basis sets [196]. Their procedure







































(r) dr . (B.2.23)
Differentiation of pk3k4(r) with respect to r shows that it satisfies the radial
part of the Poisson equation,(
∂2
∂r2






(r) = −2l + 1
r
χk3(r)χk4(r) , (B.2.24)













































δkk3 δk3k4 , (B.2.28)
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where Tkk′ is the kinetic energy integral in the DVR basis. It defines the













which, remarkably, is diagonal in the indices of the radial basisfunctions. Due
to the construction of the DVR, the particular solution vanishes at the last
gridpoint rmax. To satisfy the boundary condition, one further must add the




(r) = αk3k4 r
l+1 . (B.2.30)

































CIS Configuration interaction singles
CISD Configuration interaction singles/doubles
CSF Configuration state function
FEDVR Finite-element discrete variable representation
FEL Free-electron laser
FCI Full configuration interaction
IR Infrared
ITP Imaginary-time propagation
MCTDH Multiconfigurational time-dependent Hartree
MCTDHB Multiconfigurational time-dependent Hartree for
bosons
MCTDHF Multiconfigurational time-dependent Hartree-Fock
RASSCF Restricted active space self-consistent field
RASCI Restricted active space configuration interaction
SAE Single-active electron
TAE Two-active electron
TDSE Time-dependent Schrödinger equation
TDVP Time-dependent variational principle
TD-CIS Time-dependent configuration interaction singles
TD-FCI Time-dependent full configuration interaction
TD-RASCI Time-dependent restricted active space configuration
interaction
TPDI Two-photon double-ionization
VUV/XUV Vacuum ultra-violet/Extreme ultra-violet
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