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Abstract
Mass and charge transport through hydrated polymer membranes has significant
importance for many areas of engineering and industry. Multi-scale modeling and
simulation techniques were used to study transport in relation to two specific
membrane applications: (1) food packaging and (2) additives for polymer electrolytes.
Chitosan/chitin films were studied due to their use as a sustainable, biodegradable
food packaging film. The effects of hydration on the solvation, diffusivity, solubility,
and permeability of oxygen molecules in these films were studied via molecular
dynamics and confined random walk simulations. With increasing hydration, the
membrane was observed to have a more homogeneous water distribution with
the polymer chains being fully solvated. Insight from this work will help guide
molecular modeling of chitosan/chitin membranes and experimental synthesis of these
membranes, specifically highlighting efforts to chemically tailor chitosan membranes
to favor discrete as opposed to continuous aqueous domains to help reduce oxygen
permeability.
Additives for proton exchange membranes (PEMs) were studied to aid in the
developing next-generation membrane materials for fuel cell applications. We calcu-
late and present predictions of our analytical model that describes the fundamental
relationship between the nanoscale structure of PEMs and their proton conductivity
using a set of structural descriptors, accounting for nanopore size, functionalization
and connectivity in order to predict proton conductivities in PEMs. The model
reproduces experimentally determined conductivities in two current PEM materials.
To extend the model based on structural descriptors of PEMs, we studied polyethylene
glycol (PEG), a polymer used in electrochemistry applications due to it hydrophilicity
and pH-dependent behavior in aqueous environments. We conducted ab initio
molecular dynamics simulations of an excess proton in bulk water and aqueous
triethylene glycol (TEG) solution and reactive molecular dynamics simulations of
an excess proton in bulk water, aqueous TEG solution, and aqueous PEG solution.
We determined differences in protonic defect structures, kinetics, thermodynamics,
and hydrogen-bond networks associated with structural diffusion between systems.
Driving forces for polymeric membrane design goals include economics, efficiency,
energy consumption and sustainable production. Insight from this work hopes to aid
in determining key design parameters and reduce time-to-discovery for developing
next-generation polymeric membranes.
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Chapter 1
Introduction
Transport of small molecules through polymer membranes has significant importance
for many areas of engineering and industry. Applications include additives, membrane
separations, bio-sensors, protective coatings, food and beverage packaging, and
polymer electrolytes [8–10]. A better understanding of transport through membranes
by a small molecular species is key to membrane design goals. Driving forces
for design goals include economics, efficiency, energy consumption and sustainable
production. [8, 11]
The objective of this work is to study and understand the transport mechanism
of small molecules through polymeric membranes to help improve future membrane
design with applications directly related to sustainability science. In this work, two
specific applications, (i) food packaging and (ii) additives for polymer electrolytes, are
studied. Comparing these two applications, the small molecule species of interest for
mass transport studies are very different in that they have inverse effects on design
goals for permeability through the membrane. For food packaging, the goal is a
barrier membrane that has a low permeability of gas and moisture. For polymer
electrolytes, the goal is a conductive membrane that has high permeability of ions.
The transport mechanisms differ between these two systems but both show that their
transport properties are a function of polymer chemistry and membrane morphology.
The specific systems of interest are (i) chitosan/chitin membranes for oxygen and
water transport in edible food packaging films derived from naturally-occurring,
sustainable waste materials and (ii) different variants of cross-linked, sulfonated
poly-cyclohexadiene with polyethylene glycol PEMs for studying transport through
polymer electrolytes with PEMFC applications.
Chitosan/Chitin Membranes
Polysaccharides are a sub-class of polymer, specifically a carbohydrate whose
monomer units are sugars. The biodegradable and non-toxic properties of polysac-
charides and the ability to be prepared as edible membranes make them attractive
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materials for edible food packaging films [12, 13]. A successful polysaccharide
membrane should be a barrier for a range of small molecular species and exhibit
good water transfer control. Without these properties, food preservation will be
unsuccessful either due to high oxidation rates from high oxygen permeability, high
water activity, or from loss of antimicrobial food additives at the surface due to
absorption [13]. The food packaging schematic in Figure 1.1 highlights these effects.
Figure 1.1: Food Packaging Schematic: Representation of food preservation with or
without edible films and coatings as active layers, when the first mode of
deterioration results from respiration (a), from dehydration (b), or from surface
microbial development or oxidation (c). Figure from [13]
Chitosan/chitin polymeric films (membranes) are attractive in a variety of
applications including drug delivery [10, 12, 14, 15], medical applications [14, 16–19],
air and water filtration [20,21], and food science [18,19,22–26]. These polysaccharide
polymers are non-toxic, biodegradable, biocompatible, water-soluble, bacteriostatic
[17, 27], and fungistatic [25, 28], desirable properties giving rise to their wide range
of application. Chitosan, the second most abundant polymer in the world, makes up
the exoskeleton of a vast majority of arthropods which includes insects, arachnids
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and crustaceans. The majority of commercial chitosan comes from the exoskeleton
of marine crustaceans, mainly, shrimp shells. [29–32] Upon treating the exoskeleton
waste product with sodium hydroxide, and undergoing deacetylation, chitosan and
chitin can be formed into a variety of films, fibres, and hydrogels. Also, chitosan
is classified by the Food and Drug Administration (FDA) as GRAS (Generally
Recognized as Safe). [9] These numerous attractive qualities and natural, sustainable
abundance have given rise to the appeal of chitosan/chitin polymers compared to
that of synthetic polymers in industry.
Specific to food science, an ideal food packaging material should possess three
major characteristics: be derived from renewable resources, be biodegradable, and
meet essential structural and chemical requirements for functioning. The structural
and chemical requirements refer to being a barrier for a range of small molecular
species, mainly oxygen, and exhibit good water transfer control, both of which are
required for food preservation. The biodegradable and non-toxic properties of chitin
and chitosan make these polysaccharides attractive materials for food packaging films.
Under dry conditions, chitosan/chitin films have the attractive property of low oxygen
permeability, however under increasingly humid conditions, the films absorb water
and become proportionally more permeable to oxygen. [9] Possible solutions to reduce
this permeability at high humidity is either by chemical modification of chitosan [9,
14,18,33] or by creating composite films incorporating chitosan with other materials.
[27, 34–38] Chitosan is amenable to chemical modification due to favorable hydroxyl
and amino groups along its backbone and many means of modification have been
reported. [33,38] Yet, it is not well understood how the change in polymer chemistry
will dictate the chitosan and chitin membrane morphology at differing hydration levels
and how these together will influence the permeability for gas, moisture, and other
small molecules. This understanding would greatly benefit future membrane design
for food packaging.
Molecular simulations have been used as a tool to probe the atomistic-level
detail of chitosan and chitin materials. Siraleartmukul el al. [39] used Monte Carlo
(MC) simulations to determine detailed analysis of solvation structures of single
glucosamine monomers of chitosan in aqueous solution. Prathab and Aminabhav [40]
used molecular mechanics calculations and molecular dynamics (MD) simulations
to study structure, thermal properties, and diffusivity of N2, O2, and CO2 gas
molecules with a 50 monomer chitosan polysaccharide as both a bulk and a thin
film at 0% relative humidity (RH). Franca et al. [41] performed MD simulations to
understand the chitosan and chitin structure, hydrogen-bonding and solvation with
varying NaCl concentration and pH in aqueous solution with an explicit solvent.
Chitosan and chitin were modeled as polymer chains, made infinite by connection
across periodic boundaries, and with chitin also modeled as an α-chitin nanoparticle.
Recently, Franca et al. also extended their study to include varying the degree of
acetylation [42] and to examine nanoparticles of chitosan and chitin. [43] Yin et
al. [44] also performed MD simulations of chitosan with similar analysis, varying
temperature, NaCl concentration, and pH in an aqueous solution with an explicit
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solvent, with specific focus on the polyampholytic character of the carboxyethyl group
of chitosan. Skovstrup et al. [45] analyzed the configurations and hydrogen-bonding
of a wide range of different oligosaccharides with varying degrees of acetylation
and methoxy substitution for terminal hydroxyl groups in an aqueous solution with
an implicit solvent using mixed Monte Carlo and stochastic dynamics simulations.
Stelcov et al. performed MD simulations of multiple structural arrangements of 10
chitin chain nanofibrils to elucidate the structure and mechanism of nanofibril self-
assembly in aqueous solution with explicit solvent. Petrov et al. [46] employed density
functional theory (DFT) and DFT-based tight-binding to determine crystal structure
configurations and hydrogen-bonding of chitin from a first principles approach. On the
other end of the multiscale methods, Yu and Lau [47] have developed a coarse-grained
model for chitin, allowing the simulation of 300 nm long chitin chains, while Kossovich
et al. [48, 49] have developed a hybrid atomistic/coarse-grained model for chitosan,
allowing simulations of 200 nm long chitosan chains. Recent studies [50–52] have also
performed conformational and interaction analysis of chitosan with carbon nanotubes
in aqueous solution for applications in drug delivery and structural reinforcement.
From the preceding, we see that molecular simulation has proven to be a valuable
tool for determining atomistic origins for conformational structures of chitosan and
chitin in aqueous environments for a range of varying conditions. In relation to
food packaging materials, in this work we employ molecular dynamics simulations to
provide atomic-level detail of how altering moisture content in the chitosan/chitin
membranes can affect oxygen permeability, dictated by both the mechanisms of
oxygen diffusivity throughout the bulk of the membrane and soluble amounts of
oxygen within the membrane. Results of these simulations can provide guidance
for chemical modifications of this material to enhance oxygen impermeability under
humid conditions. This atomic-level understanding can provide insight into design
principles and help in high-throughput screening to determine optimal polymer
candidates for synthesis, reduce costs from exhaustive experimental studies, and
reduce time-of-discovery for next-generation chitosan/chitin films.
Proton Exchange Membranes
Polymer electrolyte membranes are commonly used in portable and stationary power
fuel cell applications. Fuel cells are electrochemical cells that convert the chemical
energy of a fuel into electrical energy via a chemical reaction with an oxidizing agent.
There are many types of fuel cells that cover a broad range of operating conditions
but all have the same three main components: (i) an anode, (ii) a cathode, and (iii) an
electrolyte. The fuel enters the fuel cell at the anode side of the cell where it undergoes
mass transport, possibly through a gas diffusion layer, to a catalyst embedded in the
anode material, usually the electrolyte, where the fuel is oxidized. Electrons produced
are passed through an external circuit for electrical energy production while the ions
produced undergo charge transport through the electrolyte. The ions and electrons
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are recombined at the cathode along with an oxidizing agent where the ionic species
is reduced to form the waste products, which then leave the cell. Polymer electrolyte
membrane fuel cells have found uses from one-watt scale chargers to one megawatt
stationary power generators [53].
Proton exchange membranes (PEMs) are a specific type of polymer electrolyte
membrane used in polymer electrolyte membrane hydrogen fuel cells, or PEMFCs.
PEMFCs use hydrogen as the fuel source, the anode and cathode are mainly comprised
of platinum (Pt) nanoparticles with a carbon support as the catalyst layer, and a
proton exchange membrane as the electrolyte. PEMFCs are an attractive candidate
for transportation applications in light duty vehicles due to their potential as a
clean, reliable, and efficient means of electrical power [54]. Approximately ten
years ago, two major issues of PEMFCs were the durability and the cost [55]. The
durability issues were due to loss of catalytic activity upon operational cycling due to
Pt catalyst poisoning from carbon monoxide, weakened Pt-carbon interaction from
electrochemical oxidization of the carbon support, loss of catalytic surface area from
sintering Pt nanoparticles, and membrane breakdown from swelling and contracting
upon water uptake. The cost issues were central to the large amounts of Pt loading
in the catalyst layers.
According to DOE Annual Report for 2013 [54], the cost of the entire fuel cell has
been reduced by half since 2006, highlighted in Figure 1.2. This is mainly attributed
Figure 1.2: Modeled cost of an 80-kW automotive fuel cell system based on
projection to high-volume manufacturing (500,000 units/year). Figure from: [54]
to reducing the amount of Pt loading by five fold since 2005 [56].
The commercialization of hydrogen-powered fuel cell vehicles continues with major
car companies creating technology-sharing alliances in 2013 and many planned fuel
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cell vehicle releases from now till 2020 [53]. Daimler and Ford created one of the
first joint ventures in 2007 under the name of the Automotive Fuel Cell Cooperation
(AFCC). Within the first seven months of 2013, three new joint alliances were formed:
(i)Renault-Nissan joined the AFCC, (ii) BMW formed an alliance with Toyota, and
(iii) General Motors joined with Honda. Daimler has already shipped the last of
its pre-commercial B-Class F-CELL vehicle and now looks to 2017 to begin its next
vehicle launch. BMW will be co-developing a vehicle platform with Toyota by 2020,
while Toyota released its latest fuel cell vehicle, the Mirai, in the the USA for $57,500
in 2016, [57] with a new fuel cell stack that has twice the power density of its 2008
model. Approximately 210 Toyota Mirais have been sold as of May 2016. [58] Hyundai
took its ix35 Fuel Cell into production with a small release of 1,000 vehicles from 2013
to 2015 before a mass production of 10,000 per year, based on demand. For future
plans to 2025, eight states have committed to putting 3.3 million fuel cell cars on
the road by 2025 and California has provided $20 million to fund 100 new hydrogen
filling stations by 2024. Yet, we still face the same two technological challenges for
PEMFCs today as we did ten years ago, shown in Figure 1.3.
Figure 1.3: Fuel Cell Issues and Challenges - Technical Targets vs. Current Status
for 2013. Figure from: [54]
A potential solution for further reducing the cost and improving durability is to
operate the PEMFC at an elevated temperature, in the range of 120 ◦C. Increasing
operational temperature of the PEMFC increases the catalytic activity and reduces
the susceptibility of catalyst poisoning, specifically carbon monoxide [59]. Currently
and for the past 10 years, the industry standard proton exchange membrane has
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been DuPont’s Nafion, a perflurosulfonic acid (PFSA) polymer membrane [60].
Upon hydration, Nafion has shown to nanosegregate into both a hydrophobic region
consisting of polymer backbone and also into an aqueous region of water. The PFSA
polymer side chains extend into the aqueous domains, terminated by the sulfonate
group and hydronium ions. Nafion is a class of membrane where the charge transport
is highly correlated with water transport. The operating conditions are optimal at
about 80 ◦C and the membrane typically dehydrates at about 100 ◦C, causing major
loss in charge and operating functionality [61]. Thus, the extensive research has
been performed and reported for a membrane that can maintain charge transport at
elevated temperatures [62,63]. This can either be by retention of water at the elevated
temperatures or by decoupling the charge transport from water transport so the drop
in conductivity from hydration is less pronounced.
An optimal PEM material would be inexpensive, durable, and highly-conductive
at elevated temperatures. Figure 1.4 highlights that this ideal PEM material would
drive down the main costs of the hydrogen fuel cell, independent of market size. The
inexpensive nature of the membrane would reduce the cost in small markets while
the high-operating temperature capability would alleviate the amount of catalyst and
reduce the cost for large markets.
Figure 1.4: PEMFC Stack Cost Breakdown for 2012. Figure from: [64]
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Materials discovery can be accelerated by guidance based on a fundamental
understanding of the relationship between molecular-level structure and macroscopic
properties. [65] The abundance of data produced by molecular simulations, positions
and velocities of every atom as a function of time, must be distilled into a set of
structural descriptors that characterize the material. The structural descriptors are
chosen to comprise a necessary and sufficient set from which the properties of interest
can be functionalized. Once generated, these functions which provide the value of
the property at a given set of structural descriptors should be able to reproduce
experimental measurements for known materials and predictively estimate values for
new materials.
In the work of Esai-Sevlan and others, a set of three structural descriptors were
postulated from which the self-diffusivity of water and the proton conductivity in
this class of PEMs, where water and charge transport are correlated, could be
estimated. [66] The descriptors include (1) acidity, a measure of the number of excess
protons per unit volume of the aqueous domain, (2) confinement, a measure of the
interfacial surface area between the polymer and aqueous domains per unit volume
of the aqueous domain and (3) connectivity, a measure of the nature of the network
of aqueous clusters through which transport of water and charge occurs. These three
structural descriptors, while themselves coarse-grained, require a molecular model of
the hydrated membrane in order to estimate the volume, surface area and distribution
of the aqueous domain within the polymer. These three structural descriptors are
again invoked in this work to provide an approximate characterization of the structure
from which transport properties can be estimated.
In studying the transport through proton exchange membranes, we must under-
stand the atomistic-level of transport of protons, or hydronium ions. Proton, or
charge, transport is more complicated than simple translational movement through
the membrane. Proton transport occurs via a combination of two mechanisms,
the vehicular (center-of-mass translational motion) mechanism and the structural
(proton hopping) diffusion mechanism, also known as the Grotthuss mechanism.
[61, 67–69] Thus, the total self-diffusion of protons/charge is a combination of
vehicular and structural diffusion. The latter mechanism has been the elusive
mechanism in understanding the anomalously high proton conductivity in aqueous
solutions. Structural diffusion has been shown to make up 60% - 70% of the total
diffusion of charge in the temperature range of 280 K to 320 K [70]. Common
experimental techniques for studying microscopic proton transport include nuclear
magnetic resonance [61,67,68] and quasi-elastic neutron scattering [71], yet nanoscale-
level resolution results beyond a qualitative level are difficult to extract due to the
atomic origin of proton transport. [69] Yet, over the last two decades, computer
simulations of liquids have given a quantitative understanding of the general hydrogen
transfer reaction. Ab initio molecular dynamics (AIMD) simulations, [72] specifically
the "Car-Parrinello" techniques for liquids, [73, 74] allow one to compute the forces
on nuclei of atoms “on-the-fly” via electronic structure calculations. This gives a
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technique that allows the study of systems free of parameter fitting, gives an atomic-
level description of the structure and dynamics as the system evolves through time,
and forces on nuclei that allow for the reactions (i.e. bond breaking and creation) to
occur. This last advantageous quality of the Car-Parrinello AIMD (CPMD) scheme is
of central importance in proton transport in aqueous solutions. Some of the pioneering
CPMD simulations [75,76] determined that an excess proton in aqueous solution exists
in two previously postulated structures, the Zundel [77] and Eigen [78] ion complexes,
with the latter being the dominant species. Both structures are shown in Figure 1.5,
with (a) the Zundel ion and (b) the Eigen ion. Understanding the fundamental details
of proton transport through aqueous medium continues to be a challenging research
topic, both for experimental spectroscopic [79–81] and computer simulation [74,82–85]
studies.
Figure 1.5: The (a) Zundel ion and (b) the Eigen ion.
Computational studies using AIMD have shown that proton transport is both a
multi-dynamic and multi-timescale process that does not consist of a single proton
hopping mechanism but a coupling of multiple molecular mechanisms. [82, 85–87]
The chemical bonding formation is coupled to the dynamic rearrangement of the
hydrogen bonding network, which is coupled to larger-scale motions that determine
conditions for long-range proton transport. [85] In the work of Berkelbach et al., [82]
the structural diffusion mechanism for proton transport is studied by observing the
change in solvation structure of the hydronium and the proton-receiving water, [76,88]
only for proton hops that then transfer to a different water molecule, thus not
undergoing a reverse proton transfer reaction between the oxygen atoms. This
stepwise, concerted mechanism for long-range proton transport is described as a
weak hydrogen bond formation mechanism, where the hydronium begins to accept
a weak, donating hydrogen bond from a water molecule while, simultaneously, the
proton-receiving water loses an accepting hydrogen bond, giving an exchange of
solvation structure between the hydronium and the water. This exchange of solvation
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structure between the hydronium and the proton-receiving water is referred to as the
“presolvation” concept [69, 82, 83, 89] and is shown in Figure 1.6. In a recent work
of Hassanali et al., [86] they observed that long-range proton transport occurs via
periods of “burst” dynamics where the excess proton hops across multiple water
molecules for a larger distance on a short timescale, followed by periods of long-lived
“rest” (>5ps) where it is stabilized by the local solvation structure on the picosecond
(ps) timescale, still undergoing local proton hopping. To further clarify the role of
both the weak hydrogen bond formation to the hydronium ion and proton hopping
over multiple waters simultaneously to the molecular mechanism that gives rise to
long-range proton transport, Tse et al. [85] showed that concerted hops over multiple
water molecules occur during both burst and rest periods and that the weak hydrogen
bond formation to the hydronium was the stronger correlation to the burst behavior.
Thus, long range proton transport occurs via single and multiple hops and is mostly
coupled to a favorable hydrogen bond network paired with a weak hydrogen bond
formation to the hydronium to initiate the forward hopping, burst dynamics.
Figure 1.6: Presolvation concept for proton transport between water molecules
where (a) the protonated water lacks a hydrogen-bond and the receiving water is
fully solvated by 4 waters, (b) the receiving water begins to lose a hydrogen-bond
donor, (c) the protonated water begins to accept a hydrogen-bond donor, exchanging
solvation structures, and (d) the proton transfer occurs, leaving a ”mirror-image” of
solvation shell structures from beginning to end ( comparing (a) to (d) ).
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Cross-linked, sulfonated poly-cyclohexadiene, or xsPCHD, are a recent class of
PEM materials that have been studied and show a higher proton conductivity
than Nafion membranes at high temperatures [90–97]. Atomic force microscopy
has provided potential explanation of this enhanced conductivity from observing
connected water channels at the nanoscale at elevated temperatures (> 100 ◦C)
[92, 93, 97]. The homopolymer xsPCHD retains proton transport due to water
retention at elevated temperatures [93, 95]. xsPCHD was also studied as a block
copolymer and blend with polyethylene glycol (PEG) [92, 96, 97]. Both of these two
types of xsPCHD/PEG membranes were shown to greatly exceed the conductivities
than that of Nafion and also the current DOE target for 2020 from 20% to 100%
relative humidity (RH) levels at 120 ◦C. The xsPCHD/PEG blend membranes
have displayed the highest conductivities of the two types of xsPCHD/PEG PEMs.
Experimentally measured conductivities have been reported for 1499.60 mS/cm and
322.44 mS/cm for 100% and 50% RH, respectively [92], which is more than ten times
that of Nafion [92, 97]. This is shown in Figure 1.7. High conductivity at a low
RH level at 120 ◦C points to the potential of decoupling proton transport from water
transport in the membrane. The polymer morphology has been studied extensively
for xsPCHD/PEG membranes via experimental characterization and computational
studies but the transport mechanism has only been studied indirectly. Better
understanding of this mechanism could lead to directing future proton exchange
membrane synthesis design to realize an ideal PEM material and thus optimize
performance for high-temperature, low-humidity PEMFC operation.
PEG is a water soluble polymer that has been widely studied for its interesting
properties in aqueous environments. In our work, we study both PEG and triethylene
glycol (TEG), a PEG oligomer of 3 monomer units. The chemical structures of
PEG and TEG are shown in Figure 1.8. The interesting properties of PEG include
interactions of its ethylene oxide (EO) chains in aqueous solutions, [98–101] the
ability to adsorb on surfaces and interfaces, [102] and proton conductivity in polymer
electrolytes. [95, 97, 103–113] The interaction of water with the PEG chain backbone
has been widely studied to date, both by experiment [98, 99, 114] and simulation
[96, 101, 115–120] due to the interesting ability of PEG to form bridged hydrogen
bonds (HBs) from EO monomer units to water molecules to other EO monomer units
within the same chain. [101]
These properties give PEG a wide variety of applications such as biphasic (two-
phase) liquid-liquid catalysis, [121] in drug delivery via modification of therapeutic
molecules (known as PEGylation), [122–124], and electrochemical energy conversion
as a proton exchange membrane additive as already discussed. [97, 104, 108, 110–
113, 125] The conductivity of various ions with PEG in aqueous solution has also
been of research interest in past years. In pharmaceutical applications, Capuano
et el. [126] studied the transport properties of NaCl in PEG-water mixtures to
understand the combined effect of PEG and salt interactions in aqueous solution
for extension to PEGylated proteins for drug delivery. Consta and Chung [127, 128]
used hybrid Monte Carlo and classical molecular dynamics (MD) simulations to
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Figure 1.7: Proton conductivity vs. relative humidty for Nafion, xsPCHD
homopolymer, xsPCHD/PEG block copolymer, and xsPCHD/PEG blend proton
exchange membranes. NOTE: Reprinted from Polymer, 77, S. Deng, M. K.
Hassan, A. Nalawade, K. A. Perry, K. L. More, K. A. Mauritz, M. T. McDonnell, D.
J. Keffer, J. W. Mays, ”High temperature proton exchange membranes with
enhanced proton conductivities at low humidity and high temperature based on
polymer blends and block copolymers of poly(1,3- cyclohexadiene) and
poly(ethylene glycol)”, pgs. 208-217, DOI: 10.1016/j.polymer.2015.09.033,
Copyright 2015 with permission from Elsevier.
Figure 1.8: The polymers (a) polyethylene glycol (PEG) and (b) triethylene glycol
(TEG).
determine charge-induced conformational changes and ion release mechanisms of
PEG chains in aqueous charged nanodroplets for applications in atmospheric aerosols
and electrospray mass spectroscopy experiments. In fuel cell applications, Honma et
al. [105–107] synthesized organic/inorganic nanocomposite hybrid polymer electrolyte
membranes of SiO2/PEO via sol-gel processes. Sundholm et al. [129,130] synthesized
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and characterized PEO sulfonic acids as a polymer electrolyte material. Ennari
et al. [131–134] performed computational studies of acidic aqueous PEO and PEO
sulfonic acid solutions of the similar molecular weight as those of Sundholm et
al. [129, 130] Classical MD simulations were used to study the structure, solvation
and proton diffusion to determine the atomic-level effect of the PEO chains and the
sulfonic acid groups on the proton conductivity with varying water content. Ennari
et al. [131, 134–136] used classical MD simulations with an empirical force field that
does not explicitly contain the electronic degrees of freedom in its definition. This
implies that bond breaking and formation required for structural diffusion of proton
transport could not be simulated in such a way that is available in CPMD simulations.
To overcome this limitation, the systems simulated included both a hydronium ion to
model the vehicular diffusion and a particle with the mass and charge of a proton that,
interacting via electrostatics, could move freely from surrounding water molecules to
model the structural diffusion. This decomposition makes MD simulations of larger
systems such as that required for long polymer chains viable but such simplification
deviates from the real picture of structural diffusion. Mainly, it is not a single excess
proton that hops from one water molecule to another but a much larger, multi-
dynamic and multi-timescale molecular mechanism that is still a current research
challenge.
Research Hypothesis
We hypothesis that PEG has an enhancement effect on proton transport in PEMs
given that it is located in the aqueous domain and that it has an optimum con-
figuration to re-structure the hydrogen-bond network to facilitate directed structural
diffusion. We base this on the following observations. The xsPCHD/PEG membranes
show greatly enhanced conductivity over that of the homopolymer xsPCHD and
Nafion. Specifically, the blend xsPCHD/PEG PEM has a higher conductivity than
that of the block copolymer xsPCHD/PEG PEM. Previous computational work
attributes this to the PEG chain being incorporated fully into the aqueous domains
for the blend relative to the PEG in the block copolymer, that has the tail end of
the PEG chain extending into the aqueous domain while ”tethered” to the polymer
domain. [95] This is shown in Figure 1.9.
Yet, this only gives a correlation but not a mechanism for the enhanced
conductivity when incorporating PEG into the PEM. Work by Ennari et al. [134]
has shown that PEG reduces water diffusion in aqueous solution. This would imply
that the vehicular component of proton transport is not the mechanism for enhancing
proton transport. Thus, we believe PEG must increase the structural diffusion for
proton transport when incorporated into the aqueous domain. We believe, due to
the strong correlation of burst dynamics of proton transport to the hydrogen-bond
network in bulk water, [74, 82, 85] that PEG is able to create a directed hydrogen-
bond network to enhance structural diffusion. We undertake fundamental studies
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Figure 1.9: Hypothesized effect of PEG on proton transport in (a) block copolymer
and (b) blend of xsPCHD/PEG PEMs.
to determine the key effects of PEG on proton transport in aqueous solution using
multi-scale modeling and simulation.
Chapters Overview
We utilize multi-scale computational modeling and simulation to provide basic
understanding of these membrane materials, specifically their nanoscale structure,
membrane morphology, thermodynamic and dynamic properties. We undertake
ab initio molecular dynamics, classical molecular dynamics, reactive molecular
dynamics, confined random-walk, and continuum-level simulation work to aid in
future membrane design of these materials.
In Chapter 2, we combine classical molecular dynamics and confined random walk
simulations to study chitosan/chitin membranes at the lower (15% RH) and upper
(95% RH) limits of hydration with infinitely- dilute oxygen molecule concentrations.
We determine the change in solvation around oxygen, water, and specific chitosan
and chitin polymer groups with this change in hydration. Utilizing parallel data
analysis tools and confined random walk simulations, we calculate the mean square
displacements and diffusivities of oxygen, water, and hydroxide ions with change in
hydration. We find that the oxygen diffusivity increases by four-fold while the water
and hydroxide diffusivities increase by approximately an order of magnitude. We
use multiple free energy calculation techniques to determine the chemical potential,
Henry’s constant, and solubility of oxygen in the system with change in hydration.
Combining the diffusivity and solubility, we calculate the permeability of oxygen for
the modeled chitosan/chitin membranes.
In Chapter 3, we utilize our analytical model based on the three structural de-
scriptors of a PEM, accounting for nanopore size, functionalization and connectivity,
in order to predict proton conductivities. The model reproduces experimentally
determined conductivities in two current PEM materials. The model was applied
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to water-filled cylindrical nanopores functionalized on their interior surface with acid
groups. The model predicts a theoretical maximum conductivity through a cylindrical
nanopore to be 0.70 S/cm at 300 K.
In Chapter 4, we undertake fundamental AIMD simulations to determine the
effects on charge transport with the presence of PEG for PEMs. This work is to try
and extend the model based on structural descriptors of PEMs, utilized in chapter
3. We conducted Car-Parrinello (ab initio) molecular dynamics simulations of an
excess proton in both bulk water and an excess proton in an aqueous solution of
triethylene glycol (TEG) to investigate differences in the solvation shell structures, the
distribution of protonic defects, mechanistic details, kinetics and dynamics of proton
transfer with varying levels theory. We determined similarities in the time scales,
mechanisms, and kinetics for structural diffusion and differences in the free energy for
proton transfer, burst-rest dynamics, protonic defect structures, and hydrogen-bond
networks associated with structural diffusion between the two systems. The results of
this work impact general topics of research outside PEMs. PEG is used extensively in
drug delivery and other electrochemistry applications due to it hydrophilicity and pH-
dependent behavior in aqueous environments. These results give the first molecular-
level detailed differences between proton transport in bulk water and in the presence
of PEG.
In Chapter 5, we multiscale our previous work in Chapter 4 by developing a
reactive force field potential, ReaxFF, [137] parameter set that can describe the
effect of PEG on charge transport. We first create a quantum mechanical dataset of
structures and energies, split into a training set and a validation set. We then use a
genetic-algorithm-based force field optimization software [138, 139] with the training
dataset to create an optimized parameter set of the ReaxFF that better describes
the interaction of H+ with PEG in an aqueous environment. With our ReaxFF
parameterization, we then undertake classical molecular dynamics simulations of H+
in bulk water, aqueous TEG solution, and aqueous PEG solution, where the PEG
chain is made infinite by connection across the periodic boundaries of the simulation
box. We find that the self-diffusivity of charge in the PEG chain simulation does
increase the self-diffusivity by two-fold compared to that of bulk water, specifically
along the axis of the box that is parallel to the PEG chain. The results of this work
expand on the molecular-level details of the difference in proton transport in bulk
water and aqueous PEG solution that are discussed in 4 by a multiscale approach and
provide a necessary step in performing reactive molecular dynamics of xsPCHD/PEG
membranes.
In Chapter 6, we describe our current progress in developing the quantum
mechanical data set of structures relevant to xsPCHD, specifically the sulfonate
anions, the disulfide crosslink, and C/Cl group of the polymer. The are the
calculations necessary for the development of a ReaxFF parameter set that can
accurately describe H+ in xsPCHD/PEG membranes. This work is the preliminary
work to perform the final step of performing reactive molecular dynamics of
xsPCHD/PEG membranes.
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Chapter 2
Molecular Dynamics Simulations of
Hydration Effects on Solvation,
Diffusivity, and Permeability in
Chitosan/Chitin Films
Figure 2.1: Schematic of infinitely dilute oxygen molecule permeability in
chitosan/chitin film, with change in diffusivity for increasing humidity levels.
NOTE: Reproduced with permission from J. Phys. Chem. B, in press,
Unpublished work copyright 2016 American Chemical Society.
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2.1 Simulation Details
2.1.1 System Setup and Molecular Dynamics Simulations.
The chitosan/chitin membranes were modeled via 15 monomer unit chains, with
three different types of monomer incorporated into the chain. The three types of
monomer are (a) chitin, (b) chitosan, and (iii) chitosan with a protonated amine
group, all shown in Figure 2.2. The presence of chitin monomers in the chain is
to represent the degree of deacetylation. Various properties are a function of the
degree of deacetylation, which is controlled during the conversion of chitin to chitosan.
Typical deacetylation ranges from 60 - 80% for barrier applications. [32]
Figure 2.2: Saccharide monomers of a) chitin b) chitosan and c) chitosan with a
protonated amine group. Oxygens are displayed as red, hydrogens as white, carbon
as cyan, and nitrogen as blue. A double-bond is present for the N-acetyl group of
the chitin monomer but not shown.
Therefore, a 1:3 ratio of chitin to chitosan monomers was chosen to represent
a 66% degree of deacetylation, well within barrier application range, giving 5
chitin monomers and 10 chitosan monomers to make up the polymer chain. The
degree of protonation via protonated amine groups of the chitosan monomer can be
controlled during the chitin-to-chitosan conversion and is a function of the degree of
deacetylation and also solution pH via the Henderson-Hasselbalch equation:
pH = pKa + log
[A−]
[HA]
(2.1)
For our amine group, this translates to
pH = pKa + log
[NH2]
[NH+3 ]
(2.2)
Experimentally for chitosan/chitin films, the pKa for chitosan based on the degree
of deacetylation ranges from 6.3 to 7.2. [140] Thus, for our model system, we assume
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an average pH of 7. Thus, we have that approximately one in six amine groups of
chitosan are protonated ( 17%). This was rounded to 20% for the 15 monomer chain
so that out of the 10 chitosan monomer units, 2 monomers have protonated amine
groups. To give an overall charge neutral system, compliment hydroxide ions were
introduced for every protonated amine group. The chitosan polymer chain is modeled
via the Optimized Potential for Liquid Simulations United-Atom (OPLS-UA) force
field, [141–145] along with the TIP4P water model, [146, 147] the hydroxide ions
modeled using the rigid Wick and Dang model, [148] and oxygen modeled using the
rigid Hansen, Agbor, and Keil model. [149]
The simulation of the chitosan/chitin membrane consists of a cubic 10 nm box
with periodic boundaries to represent the bulk membrane. The lower and upper limit
of relative humidity (RH) was chosen based on previously reported moisture sorption
isotherms for chitosan films. [150,151] The lower humidity level chosen was 15% RH,
giving one water molecule per monomer unit, and an upper limit of 95% RH, giving
four water molecules per monomer unit. Hydroxide ions were included in the number
of water molecules included in each system. The 15% RH system consisted of 277
polymer chains, 3601 water molecules, and 554 hydroxide ions. The 95% RH system
consisted of 217 polymer chains, 12,586 water molecules and 434 hydroxide ions.
The long-range Coulombic interactions were computed using the k-space style,
long-range particle-particle particle-mesh solver [152] with a relative error in the force
tolerance of 10-6 kcal/mol. Geometric mixing rules were used for computing pair-
style force field parameters of different atom types. The pair-wise and Coulombic
forces used a cutoff of 15.0 . The Large-Scale Atomistic/Molecular Massively Parallel
Simulator (LAMMPS) open-source code was used to perform all MD simulations.
[153, 154] The reversible reference system propagator algorithm (rRESPA) by
Tuckerman et al. [155] was used for integrating the equations of motion. The largest
time step was 0.5 fs for pairwise interactions and a smallest time step was 0.06 fs
for bonding interactions. Prior testing using small NVE simulations showed these
time step sizes to provide good energy conservation, required because of the fixed
degrees of freedom. The water molecules and hydroxide ions were made rigid via
the SHAKE algorithm [156, 157] while the oxygen molecules were held rigid via
the method of Kaberaj et al. [158] Two different schemes for rigid molecules were
implemented since the implementation of SHAKE in LAMMPS did not apply to linear
molecules. The system was initialized by first performing energy minimization with
an energy convergence tolerance of 10-5 kcal/mol and a force convergence tolerance
of 10-7 kcal/mol. After minimization, the system was run in the isobaric-isothermal
ensemble (NPT) for 250 ps using the Nose´-Hoover-style [159, 160] thermostat and
barostat. [161–164] The thermostat was set at 300 K with a relaxation timelength of
0.1 ps. The barostat was set at 1 atmosphere with a relaxation timelength of 1 ps.
To ensure valid equilibration of the system, different initial conditions were used
for the hydroxide ions and thermal annealing was employed to ensure crossing of
possible high energy barriers that may not be overcome at low temperatures. Initially,
oxygen was not introduced into the system during equilibration. To ensure that the
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initial conditions were not sensitive to hydroxide-cation positioning, two different
initial conditions were setup per hydration level. For each hydration level, one initial
condition located the hydroxide ions in close proximity to the protonated amine
groups of chitosan while the other initial condition had the hydroxide ions randomly
distributed throughout the system. The equilibration of the systems consisted of
the following simulation steps: energy minimization, 15 ps NVT (fixed density,
isothermal) with velocity rescaling, 0.2 ns NVE (fixed density and adiabatic), then
thermal annealing via 0.2 ns NVT ramping from 300 K to 600 K, 1 ns for NVT at 600
K, 0.2 ns for NVT quenched to 300 K, and 2.4 ns of NPT (fixed number of molecules,
isobaric, isothermal). The system gave the same energy convergence for both sets of
initial conditions per hydration level, implying that initial conditions of the hydroxide-
protonated were not a strong factor and the systems were well equilibrated.
From the equilibrated simulations, molecular oxygen was introduced via insertion
into the systems. We simulated infinitely dilute oxygen systems via inserting a
single oxygen molecule into the system. We repeated this for 20 random oxygen
molecule insertions, each with unique coordinates in the system, to create 20
different initial conditions for data production. This allowed for isolated oxygen
trajectories to better understand molecular mechanisms for solubility and transport
across the chitosan/chitin membranes. Multiple trajectories were realized to ensure
adequate sample size and exploration of possible phase space relative to oxygen
molecules. These initially oxygenated systems were then run using NPT for 100
ps of equilibration, followed by 1.25 ns of data production.
2.1.2 Parallel MapReduce-MPI Mean Square Displacement
Calculation.
With advances in high-performance molecular dynamics simulations, longer (mil-
lisecond) [165] and larger (trillions of atoms) [166] simulations are possible. Yet,
with larger and longer simulations comes larger datasets, specifically tera-scale MD
simulation trajectories. Currently, a majority of post-processing data analysis of
these trajectories is performed in a sequential manner, not taking advantage of large
advances in parallel data processing algorithms and software. Recently, MapReduce
algorithms [167–169], Google’s programming model for performing large dataset
processing and computation, have made their way into parallel post-processing of
massive MD trajectories. D. E. Shaw and coworkers have created HiMach, [170] a
scalable, parallel analysis framework that uses MapReduce to do just such analysis
such as analyzing ion permeation through membrane channels, generating electron
density maps, and calculating root mean squared deviations between frames in
MD trajectories. Plimpton and coworkers have also implemented a parallel C++
library that utilizes message-passing (MPI) calls to help develop algorithms using the
MapReduce programming model, called MapReduce-MPI. [171–173]
The MapReduce programming model consists of the following steps: 1) Splitting
data to be processed into chunks (usually in a parallel fashion using MPI-IO.) 2) Send
19
the data chunks to processes with a “key” assigned to the data chunk to uniquely
identify the data and “values” that are the data to be evaluated, called the “key-value
pair”. 3) Performing parallel analysis/evaluation of the data on each process with
no inter-process communication. 4) Create a new key-value pair and aggregate the
results. 5) Upon aggregating the results, we reduce the data to the new key-value
pair, giving a smaller dataset. 6) Repeat steps 2-5 until we reach the desired output
from the data.
We have utilized the MapReduce-MPI library [171–173] to create a parallel, post-
processing mean square displacement (MSD) code to handle the collectively terascale-
size dataset generated from the MD trajectories in this work. Testing, validation, and
scalability measurements were performed on bulk water utilizing the TIP4P-Ew model
by reproducing diffusivity data found in Table 7 of the work by Horn et al. [146] Data-
to-knowledge time was reduced from days of sequential computation to hours/minutes
for the entire dataset utilizing up to 128 processors per MSD calculation.
2.1.3 Confined Random Walk Simulations.
Confined random walk theory [174] (CRW) describes diffusion in the presence of
nanoscale confinement. CRW theory allows for a multiscale approach to accurately
determine MSDs from simulations long enough to reach the linear regime, as required
by the Einstein relation to determine accurate diffusivities. Due to its simplicity, CRW
simulations can alleviate the large computational expense of long MD simulations
(months on a supercomputer) to reach the linear regime with a much smaller
computational effort (minutes on a laptop computer). Previously, CRW simulations
have successfully been applied to small molecules in metal-organic frameworks, [174]
water in proton exchange membranes, [93, 174,175] and liquid and glassy iron. [174]
CRW simulations augment traditional unconfined random walk theory by intro-
duction of two parameters to describe the nanoscale confinement: 1) a cluster size and
2) a cluster-to-cluster to hopping probability. The CRW simulations are fit to short-
time MD simulation MSDs to find the optimized parameters. These optimized CRW
parameters are then used to run much longer, infinite time limit CRW simulations to
extend the MSDs for accurate diffusivity calculations. For further information, the
reader is directed to the original work by Calvo-Munoz et al. [174]
2.1.4 Solubility Calculations.
To calculate the solubility, S , of a solute at infinite dilution, we utilize the following
relation:
S =
1
VmKH
=
ρ
M
1
KM
=
1
RT
exp
(
−
1
RT
µex
)
= β exp (−βµex) (2.3)
where VM , ρ , and M are the molar volume, the density, and the molar weight of the
pure solvent, R is the gas constant, T is the temperature, µex is the excess chemical
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potential of the solute, and KH is the Henry’s constant for a solute at infinite dilution
given as:
KH =
ρRT
M
exp
(
1
RT
µex
)
=
ρ
βM
exp (βµex) (2.4)
Therefore, the solubility is reduced to calculating the excess chemical potential of
the solute molecule, or the free energy of solvation. The excess chemical potential of
the solute is the difference between the chemical potential in solution and the chemical
potential of the solute as a pure ideal gas for the same temperature, pressure and
density between both phases. Many methods have been developed for calculating
the chemical potential, [176, 177] including particle insertion methods, [178] particle
deletion methods, [179–184] particle reinsertion methods, [185, 186] alchemical free
energy perturbation, [187–189] thermodynamic integration, [187, 188, 190] Gibbs
ensemble Monte Carlo, [191, 192] Gibbs-Duhem integration, [193] and the Bennet
acceptance ratio method, [194] to name only a few. For more discussion about free
energy calculations, the reader is directed to texts available on the subject. [176,177]
For our current work, we employ free energy perturbation, [187–189] finite-difference
thermodynamic integration [190] and particle deletion methods [179–182, 184] to
calculate the excess chemical potential of the oxygen solute molecule at infinite
dilution in the aqueous polymer solvent.
Free Energy Perturbation and Thermodynamic Integration.
For the free energy perturbation (FEP) method, the change in the free energy for the
solute from the pure ideal gas (G0 ) to the solvent (G1 ), otherwise known as the free
energy of solvation, can be calculated using a two-state free energy difference:
G1 −G0 = ∆G
1
0
= − kBT ln [Q1/Q0]
= − kBT ln
[∫
...
∫
drNdpN exp (−β∆H10 ) exp(−βH0)∫
...
∫
drNdpNN exp (−βH0)
]
= − kBT ln
〈
exp
(
−β∆H10
)〉
0
(2.5)
where ∆G10 is the free energy of solvation, kB is Boltzmann’s constant, Qi is the
partition function of the ith-state, rN and pN are the position and momenta of the
N particles of the system, respectively, Hi is the Hamiltonian for the i
th-state, and
〈...〉i denotes an ensemble average of the given property, sampled in the i
th-state. For
the chemical potential, the states represent the oxygen solute as a pure ideal gas
particle at state 0 and a solute molecule that fully interacts with the solvent at state
1. As long as temperature and mass are held constant during the simulation, we can
integrate out the kinetic energy component of the Hamiltonians in Eq. (2.5), leaving
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only the change in the potential energy (U ):
∆G10 = −kBT ln
〈
exp
(
−β∆U10
)〉
0
(2.6)
To link the two states together, we construct intermediate states via a coupling
parameter (λ ), giving:
∆U10 = (1− λ)U0 + λU1 = U0 + λ∆U
1
0 (2.7)
we can then express the free energy of solvation as:
∆G10 =
n−1∑
i=0
∆
λi+1
λi
G = −kBT
n−1∑
i=0
ln
〈
exp
(
−β∆U
λi+1
λi
)〉
λi
(2.8)
Eq. (2.8) indicates we can obtain the free energy difference between two states via
computing energy differences. Thus, we can compute the excess chemical potential via
a coupling parameter to the potential interaction of the oxygen molecule with the rest
of the polymer solvent, and slowly “grow” the interaction at each λi -state. For our
work, we have used λ = 0.1 as our coupling parameter, with 100 ps of equilibration at
each λi -state followed by 500 ps of production for the λi -state to collect the average
annotated in Eq. (2.8). In order to avoid the singularity problem of linear scaling, a
soft-core potential was used. [195,196]
For finite difference thermodynamic integration (FDTI), the change in the free
energy for the solute from the pure ideal gas to the solvent is not computed via
energy differences as in FEP but instead using the energy derivative with respect to
the coupling parameter λ :
∂G(λ)
∂λ
= − kBT
∂
∂λ
ln [Q(λ)]
=
∫
...
∫
drNdpN ∂H(λ)
∂λ
exp(−βH(λ))∫
...
∫
drNdpN exp (−βH(λ))
=
〈
∂H(λ)
∂λ
〉
λ
(2.9)
Upon integration with respect to λ and giving each state an equal weighting, we have:
∆G10 =
∫ λ=1
λ=0
〈
∂H(λ)
∂λ
〉
λ
dλ
=
n−1∑
i=0
〈
H(λi+1)−H(λi)
λi+1 − λi
〉 (2.10)
By choosing a very small difference in λi+1−λi , we can numerically solve for the free
energy of solvation/excess chemical potential. Although λ = 0.1 is relatively large for
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FDTI, we use this to give an additional method for calculating the excess chemical
potential, discussed more in section 2.2.3.
Particle Deletion Methods.
The pioneering work for the particle deletion method (inverse Widom method)
is attributed to Shing and Gubbins. [183] Kofke and Cummings gave a critical
evaluation and comparison to various free energy methods for the hard-sphere model,
specifically showing that compared to Widom’s particle insertion method, [178] the
particle deletion method was inferior and prone to systematic error. [197] However,
Boulougouris and co-workers have since re-visited the particle deletion method,
developing both the staged [179–181] and direct [182, 184] particle deletion methods
and have been able to calculate accurate chemical potentials and solubilities for a
number of systems, [179–182, 184] including infinitely dilute benzene in polyethylene
melts. [182] Development for direct particle deletion has also been carried out
separately by Siegert et al. [198] with applications to solubilities of O2, N2, and
benzene in poly (dimethyl siloxane). The driving force for developing particle deletion
methods is the ability to calculate chemical potentials and solubilities for dense
systems and large solute molecules, key limitations to the particle insertion method.
We have implemented the direct particle deletion method in our work as another
method to calculate the excess chemical potential for oxygen in the chitosan/chitin
membranes and supplementing with the staged particle deletion method calculations
also, for reasons given below. Below, Eqs. 2.11 and 2.12 are the excess chemical
potential using the staged and direct particle deletion methods, respectively, for the
NPT ensemble. The reader is directed elsewhere for the derivation of these methods.
[179, 180, 184] Note that in the NVT ensemble the volume is constant and this term
will cancel out in the calculation.
µex = − kBT ln
[〈
1
V
〉
N
〈
θ(rsolute, d)
exp(βU int ersolute)
V
〉−1
N
]
− kBT ln
[〈∫
θ(ssolute, d/L)dssolute
〉
N−1
]
= µexenergy + µ
ex
volume
(2.11)
µex = kBT
ln
[〈
1
V
〉−1
N
〈
1∫
θ(ssolute, d/L)dssolute
θ(rsolute, d)
exp(βU int ersolute)
V
〉
N
]
(2.12)
where d is the hard sphere diameter to represent the deleted particle as an ideal gas
particle that creates a cavity, or a “hard solute molecule”, rsolute is the coordinates of
the solute molecule, θ(rsolute, d) is the Heaviside function (=0 when the hard sphere
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molecule overlaps with another atom in the system and =1 otherwise), U int ersolute is
the intermolecular potential energy of the solute molecule, L is the length of the
simulation box, ssolute is the scale solute coordinates, and
∫
θ(ssolute, d/L)dssolute is the
accessible volume fraction of the hard solute molecule. The staged particle deletion
expression of the excess chemical potential is composed of a sum of an energetic term
and a volume term, where the volume term is the free energy for creating a cavity
to accommodate the solute molecule in the solvent and the energetic term is the free
energy to change from a “hard solute molecule” to a fully interacting solute molecule
with the solvent. Note that the averages for the staged particle deletion method differ
in that the volume term is computed in an N -1 particle system while the energetic
term is computed in an N particle system. To use the staged particle deletion method
rigorously, one must run two simulations, one with the solute interacting with the
system to calculate the energetic term and another without the solute to calculate
the volume term. However, one can make the assumption that the volume term will
be relatively equal for the N and N -1 particle systems and one simulation is run. This
assumption breaks down for larger molecules. The direct particle deletion method
in Eq. (2.12) only requires a single simulation but does not have the decomposition
of the excess chemical potential into an energetic and a volume term. However, one
can instead use energetic term of the staged particle deletion method to determine
the energetic term for the direct particle deletion method and then use the total
and energetic term to back-calculate the volume term. We employ this method in
our current work to determine the decomposition of excess chemical potential and
solubility.
The two key components to using the stage and direct particle deletion methods
are in calculating the U int ersolute term and the
∫
θ(ssolute, d/L)dssolute term. The U
int er
solute
term was computed by post-processing the MD trajectory using the LAMMPS MD
engine [153, 154] to compute only the intermolecular potential energy term of the
oxygen molecule with the aqueous polymer system. Accuracy is an issue with
chemical potential calculations, thus, to compute the accessible volume fraction,∫
θ(ssolute, d/L)dssolute , we use the analytical method developed previously by Dodd
and Theodorou, which calculates the volume of a body of fused spheres with
intersecting planes. [199] The excluded volume of a single atom/sphere is calculated
by adding its radius to the spheres in the system and then performing the body-
volume calculation. Then, the difference in this body-volume and the system volume
gives the accessible volume. Extension to accessible volume of chain molecules is
discussed further in other works. [180,198] When performing chain molecule deletions,
the number of spheres in the body-volume calculation increases as the number of
atoms in the system times the number of atoms in the chain molecule. For larger
systems of over 10,000 spheres, this analytical calculation of the accessible volume
can be very computationally demanding and also very memory intensive, limiting
serial implementations. Since we have upwards of 100,000 atoms in our systems,
a serial implementation was not an option. The original, serial Fortran code for
volume analysis was parallelized by implementing the spatial decomposition method
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and additional load balancing algorithms were used to ensure equal distribution of
work among processes. Data-to-knowledge time was reduced from days of sequential
computation (if the computation was possible at all) to hours utilizing 64 to 128
processors. The parallel, post-processing calculations were carried out on two
separate platforms 1) the Gordon cluster and 2) the Google Compute Engine (GCE)
using virtual machines. Gordon is an Extreme Science and Engineering Discovery
Environment (XSEDE) cluster housed at the San Diego Supercomputer Center
(SDSC). The GCE is part of the Google Cloud Platform. The parallel computation
does not require strong inter-process communication and tightly-coupled process
interconnect (like that required for HPC applications such as MD), allowing for the
cloud computing platform to perform with almost equal performance as that of the
Gordon cluster.
To determine an accurate value of d for the particle deletion methods, one
must perform a parametric sensitivity analysis, involving multiple accessible volume
calculations as a function of d . At values of d that are too small, the accessible volume
fraction is over approximated and the Heaviside function does not “delete” the high
energy configurations not accessible to the N -1 system. At too large values of d , the
accessible volume fraction is under approximated and statistical sampling decreases
due to the Heaviside function deleting important configuration accessible to both N
and N -1 particle systems. Upon evaluating the standard error of the excess chemical
potential with varying d , one will observe both a plateau and a decrease in the error
of the calculation for a range of d where accurate excess chemical potentials can be
calculated. We employed this method in our own calculations and then compared
to excess chemical potentials to the FEP and FDTI methods to ensure accuracy.
We validated our own volume analysis and excess chemical potential calculation
software by reproducing both the Lennard-Jones system [179, 184] and benzene in
polyethylene [182] data of the previous work by Boulougouris and coworkers.
2.1.5 Permeability Calculations.
With the diffusivity available via MSD vs. observation time slope discussed in
section 2.1.2 and 2.1.3 and the solubility available via the excess chemical potential
calculations discussed in section 2.1.4, we can readily calculate the permeability (P )
of the solute oxygen molecule via the solution-diffusion mechanism:
P = S ∗D (2.13)
At low concentration of the solute molecule, the transport diffusivity of the solute
can be approximated by its self-diffusivity.
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2.2 Results & Discussion
2.2.1 Radial Distribution Functions and Distribution of Wa-
ter Molecules.
To understand the interactions of solute molecules (H2O, OH
-, and O2) with each
other and the chitosan/chitin chain monomers and possible changes with humidity, we
calculated the radial distribution functions (RDFs) for solute molecules with various
other atoms in the system. The RDFs for H2O, OH
-, and O2 are shown in Figures
2.3, 2.5, and 2.6, respectively.
In Figure 2.3, we show the RDFs of the O of H2O with other H2O, O2, OH
- and
the N of the chitosan and chitin monomers observed during the MD simulations of
15% RH in (a) and 95% RH in (b). The first peak occurs at 2.75-2.80 across all
RDFs, indicating solute molecules and both N-containing side groups of the chain are
fully immersed in an aqueous, hydrophilic phase. The H2O-H2O and H2O-O2 RDFs
lay directly on top of one another for both humidity levels, implying that the O2
has strong interaction with water and follows its dynamic behavior throughout the
membrane with increasing humidity. For all three monomer groups, the protonated
amine/cation group has the strongest attraction to the water molecules, most likely
due to the strong positive charge attracting the electronegative lone electron pairs of
the water molecule. Relative to the chitosan monomer, the chitin monomers interact
to a higher degree with the water molecules of the system. In increasing humidity, we
see that the peaks are reduced for all but the chitin monomer groups and the peaks all
have relatively the same peak height. This indicates that with increasing humidity,
we see a more homogeneous water distribution throughout the entire membrane, with
solute and polymer being equally solvated.
In our force fields used to model the system, fixed point charges are used for all
atoms and bonding is modeled via harmonic springs. Thus, polarizability and also
proton dissociation are not possible with the current model. The strong interaction of
the cation with water molecules indicates that these effects could be very important
to further accurately describe the system, discussed more below.
In Figure 2.4, we show snapshots of the water distribution for both the (a) 15%
RH and (b) 95% RH systems to visualize the difference in polymer hydration. All
polymer chains and other solute molecules are not show for clarity. We see that
with increasing humidity, there is a larger connection of the aqueous domains and a
homogeneous distribution at 95% RH. Comparing both Figure 2.3 and Figure 2.4,
we can visualize the full solvation of the polymer chains and realize the aqueous
domain that solute molecules use for transport pathways across the chitosan/chitin
membrane.
In Figure 2.5, we show the RDFs for O of OH- with other OH-, O2, H2O, and the
N of the protonated amine/cation group of the chitosan monomer group for both 15%
RH in (a) and 95% RH in (b). We first note the large peak associated with the cation
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Figure 2.3: Radial distribution functions for the O of H2O with solute O2, OH
- and
specific N atoms for polymer monomers at 300 K for both humidity levels: (a) 15%
RH and (b) 95% RH. See Figure 2.2 for graphic of monomers.
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Figure 2.4: Water distributions for (a) 15% RH and (a) 95% RHfor chitosan/chitin
membranes. Polymers and other solute molecules are not show for clarity. Graphics
were created using VMD [1,2] and Tachyon. [3]
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group. There is a very strong anion-cation correlation in the system, implying that
the anion groups are always located proximal to these protonated amine groups. Our
current force field implementation does not allow for modeling proton dissociation.
Figure 2.5: Radial distribution functions for O of OH- with O2, H2O and the N of
the cation for the chitosan monomer at 300 K for both humidity levels: (a) 15% RH
and (b) 95% RH. See Figure 2.2 for the monomer group graphic.
With a higher computational cost, using a reactive force field [137,200] could allow
for the amine group to de-protonate or a polarizable force field [95, 201, 202] could
better describe the charge distribution, both potentially removing the bias of the anion
to always be located proximal to the cation. The first peak with the O of H2O at
2.75 shows that the rest of the first solvation shell around OH- is populated by water
molecules. The second and third peak of the OH- RDF with the cation is correlated
to the other protonated amine groups located along the chitosan/chitin chain. Thus,
the anion is associated with one of the protonated chitosan monomers and is kept a
fixed distance away from the other protonated monomers of the same chain. We see
that the OH--OH- RDF peaks line up with the second nearest protonated amine group
peaks at 4.0-4.2 for both RH levels. The O of O2 also has a strong peak located
at this distance. Thus, the OH- stays proximal to the protonated chitosan monomer,
solvated by other water molecules, and located 4.0-4.5 from O2 that are strongly
attracted to the protonated chitosan monomers along the polymer chain backbone.
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In Figure 2.6, we show the RDFs for O of O2 with other O2, OH
-, H2O, and the
N of the chitosan and chitin monomers for both 15% RH in (a) and 95% RH in (b).
In the O2-H2O RDF, we see again that the O2 is strongly correlated to the water
of the system by the first peak occurrence. This leads to the expectation that O2
dynamic behavior will be also strongly correlated to water in the system. The O2-
N(chitosan) and O2-N(chitin) RDF comparison shows that the O2 favor the chitosan
monomers of the polymer chain relative to the chitin monomers. The O2-NH3
+ RDF
is consistent with the previous discussion, specifically, that the O2 are attracted to the
cation group. The O2-OH
- RDF peak is also consistent with the previous discussion,
in that the O2 and OH
- are both attracted to the protonated chitosan monomer
group, proximal to the protonated groups located laterally along the polymer chain
and giving rise to the correlated peaks at similar distances of protonated chitosan
monomers along the backbone.
Figure 2.6: Radial distribution functions for O of O2 with H2O, OH
- and specific N
atoms for polymer monomers at 300 K for both humidity levels: (a) 15% RH and
(b) 95% RH. See Figure 2.2 for graphic of monomers.
For all RDFs, we observe the strong interactions of the groups mainly with the
chitosan monomer groups of the chain and also the effects of increasing humidity.
The water RDFs show the largest difference with increasing humidity. Mainly, the
peaks lose distinction at higher humidity, giving rise to a more homogenous aqueous
phase with polymer chains becoming fully solvated. There is little change in the O2
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and OH- RDFs with increasing humidity, mainly due to having full water solvation at
both humidity levels and the strong attraction to specific groups in the system that
is not hindered upon increased humidity.
2.2.2 Mean Square Displacements and Self-Diffusivities.
To understand the dynamic behavior of oxygen and water in the chitosan/chitin
membranes, we have computed the MSDs for both 15% RH and 95% RH levels,
utilizing our in-house MapReduce-MPI-based parallel MSD code, previously described
in section 2.1.2. Then, using the Einstein relation, self-diffusivities are calculated from
the slope of the MSD vs. time in the long-time, linear limit. Upon plotting the log-
log MSD vs time relation, the MD simulation MSDs have not reached the long-time,
linear regime. Using the CRW simulations to fit the short-time MSDs of the MD
simulations, we were able to extend the MSDs to the long-time, linear regime to
satisfy the requirement for calculating accurate self-diffusivities. In Figure 2.7, we
have plotted the MSDs for both the MD and CRW simulations for both 15% RH and
95% RH.
From Figure 2.7, we see interesting dynamic behavior for O2 and H2O at different
humidity levels. We see that O2 has a higher diffusivity relative to H2O at 15% RH.
Using our previous results from the RDFs, we know that the OH- and O2 are attracted
to the protonated chitosan monomers throughout the membrane. We see that the
OH- stays relatively immobile but, in contrast, the O2 is very mobile at this RH
level. Thus, we believe the O2 is “hopping” from one protonated chitosan monomer
to another, traveling through water domains shown in Figure 2.4. At low humidity,
the water mobility is suppressed and instead mainly solvates the polymer chains. As
we increase the humidity to 95% RH, we see that the MSDs all greatly increase,
specifically the O2 and H2O MSDs. Also, the H2O MSD slope becomes greater than
the O2 at 95% RH. Again, we know from the RDF results that the O2 is still strongly
attracted to the protonated chitosan monomers of the polymer chains. Thus, the O2
dynamics at higher humidity mimic the water dynamics due to the correlated increase
but, attraction to the polymer chain cations restricts the dynamics O2 relative to
water. We can also observe that in Figure 2.4, the aqueous domain has increased
for 95% RH, causing separation between chains. This could further reduce the O2
“hopping” dynamics from cation groups between different polymer chains, causing
the attraction of O2 to these cation groups to suppress its mobility as opposed to
increasing it at lower humidity.
In Table 2.1, we show the self-diffusivities calculated from the CRW simulation
MSDs for both 15% RH and 95% RH and also the ratio of the 95% RH self-
diffusivity over the 15% RH self-diffusivity to display the increase of the given
diffusivity with increasing humidity. We see that the O2 shows almost a four-fold
increase in diffusivity, a small change relative to the 11-fold and 12-fold increase for
OH- and H2O, respectively, with increasing humidity. Overall, there is an order of
magnitude increase in the diffusivity for the water of the system. This is shown to
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Figure 2.7: Mean square displacements for H2O, OH
-, and O2 using both molecular
dynamics (MD) simulations and confined random walk (CRW) simulations at 300 K
for both (a) 15% RH and (b) 95% RH. The log-log plot of the MSD vs. time is
unity for the CRW simulations, satisfying the long, linear regime requirement for
calculating accurate self-diffusivities. Note the difference in the y-axis scale from (a)
to (b).
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be correlated to the oxygen diffusivity increase at higher humidity. The attraction of
O2 to protonated chitosan groups is believed to be the reason we do not also observe
an order of magnitude increase in diffusivity for the O2. Since oxygen permeability is
directly related to oxygen diffusivity, we determine that reducing the connectivity and
homogeneous aqueous domain could provide means to reduce both the water and O2
diffusivities. The strong attraction of O2 to protonated amine groups is overcome by
the strong increase in water diffusivity at higher humidity, implying that efforts that
focus on reducing the water diffusivity will inevitably also reduce oxygen diffusivity
and have a larger impact on reducing the overall oxygen permeability.
Table 2.1: Self-diffusivities of O2, H2O, and OH
- in chitosan/chitin membranes at
15% RH and 95% RH at 300 K and the self-diffusivity increase ratios.
D(10-10 m2/s)
RH O2 H2O OH
-
15% 0.31 0.15 0.0045
95% 1.20 1.85 0.0500
D95%
D15%
3.9 12.3 11.1
2.2.3 Solubility of Oxygen in Chitosan/Chitin Membranes.
We have carried out FEP, FDTI, and direct particle deletion (DPD) calculations to
determine the solvation free energy/excess chemical potential of the solute oxygen
molecule at infinite dilution in the chitosan/chitin membranes at both 15% RH and
95% RH. Table 2.2 shows βµex for all three methods. For the FEP calculations,
we performed both deletion of the oxygen molecule from the system, using one of
the final snapshots of the data production equilibrium MD trajectories as the initial
condition for the FEP deletion, and also an addition of an oxygen molecule into
the system, using one of the final snapshots from the equilibration MD trajectories
as the initial condition for the FEP insertion. The FDTI was calculated from the
same output of these FEP MD simulations. For the DPD method, we analyzed 1
of the 20 MD simulation trajectories for each RH level for a range of d values. We
found that d = 0.700 for 15% RH and d = 0.850 for 95% RH gave the best criteria
(smallest standard error) for computing excess chemical potentials. Figure 2.8 shows
the reduced excess chemical potential (βµex) vs. d for (a) 15% RH and 95% RH,
respectively, for clarity. With these values of d , we then calculated βµex for all 20
simulations of each RH level to get an average value and standard error (reported with
± in Table 2.2). The energy term, βµexenergy , and volume, βµ
ex
volume , terms are also
included in Table 2.2 for the particle deletion method. The total βµex was computed
using the direct particle deletion method (Eq. (2.12) of section 2.1.4), the energy
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term βµexenergy was computed using Eq. (2.11) in section 2.1.4 for the staged particle
deletion method, and the volume term, βµexvolume , was computer via the relation
βµexvolume = βµ
ex − βµexenergy .
Figure 2.8: Reduced excess chemical potential (βµex) vs. d for (a) 15% RH and (b)
95% RH with error bars shown to determine optimal d value.
Table 2.2: βµex of O2 in chitosan/chitin membranes at 15% RH and 95% RH at 300
K using free energy perturbation, finite difference thermodynamic integration, and
direct particle deletion. The ±σ for the direct particle deletion method gives the
standard error. N − 1→ N indicates the path of inserting the oxygen molecule and
N → N − 1 indicates the path for deleting the oxygen molecule.
FEP FDTI DPD
RH βµexN−1→N βµ
ex
N→N−1 βµ
ex
N−1→N βµ
ex
N→N−1 〈βµex〉
〈
βµex
volume
〉 〈
βµexenergy
〉
15% 2.20 0.26 2.50 0.56 1.12(±0.75) 7.73(±0.12) -6.62(±0.74)
95% 4.14 2.88 4.61 3.20 2.84(±0.92) 10.98(±0.05) -8.14(±0.93)
We see that the FEP and FDTI values are approximately equal to each other for
both humidity levels and directions of coupling the free energy, indicating that the
coupling parameter, λ , is small enough. The DPD values lie between the FEP and
FDTI values for 15% RH and tends toward the lower end of the 95% RH FEP and
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FDTI values. The standard error in the DPD values is attributed to the standard
error associated with the energy term, βµexenergy , calculated using the staged particle
deletion (SPD) method. There is very little variance in the volume term, βµexvolume .
For the benefit of readers who are unfamiliar with the computation of chemical
potential from MD simulation, we note that the range of the values within a given RH
in Table 2.2 are characteristic of the challenges associated with the evaluation of the
chemical potential. [176, 197, 203–205] Unlike other thermodynamic properties, e.g.
pressure or heat capacity, the estimation of free energy and chemical potential from
MD remains a challenge. [204] From a thermodynamic point of view, we observe that
the excess chemical potential increases with increasing RH. In other words, oxygen
molecules experience a more favorable thermodynamic environment in a less hydrated
membrane.
In Table 2.3 and Table 2.4, we use the βµex values from Table 2.2 to compute the
solubility, S , and Henry’s constant, KH , using equations (2.3) and (2.4), respectively.
For the KH calculation, the molar volume of the solvent, VM , term was computed
using the average value of the 2.4 ns equilibration simulation period before the oxygen
molecules were inserted into the system.
Table 2.3: Solubility (10-3 mol/L/atm) of O2 in chitosan/chitin membranes at 15%
RH and 95% RH at 300 K using free energy perturbation, finite difference
thermodynamic integration, and direct particle deletion.
FEP FDTI DPD
RH S
(
βµex
N−1→N
)
S
(
βµex
N→N−1
)
S
(
βµex
N−1→N
)
S
(
βµex
N→N−1
)
S (〈βµex〉) S (〈βµex〉 − σ) S (〈βµex〉 + σ)
15% 4.51 31.23 3.32 23.25 13.31 28.06 6.31
95% 0.64 2.29 0.40 1.65 2.37 5.93 0.95
Table 2.4: Henry’s constant (atm) of O2 in chitosan/chitin membranes at 15% RH
and 95% RH at 300 K using free energy perturbation, finite difference
thermodynamic integration, and direct particle deletion.
FEP FDTI DPD
RH KH
(
βµex
N−1→N
)
KH
(
βµex
N→N−1
)
KH
(
βµex
N−1→N
)
KH
(
βµex
N→N−1
)
KH (〈βµex〉) KH (〈βµex〉 − σ) KH (〈βµex〉 + σ)
15% 1,707.40 246.68 2,321.39 331.26 578.77 274.6 1220.0
95% 33,826.61 9,515.87 54,045.45 13,177.83 9,194.03 3,672.4 23,019.8
Interestingly, we see that the MD simulations predict O2 to be more soluble
in the lower, 15% RH level relative to the 95% RH level for all three free energy
methods. From the previous discussion of the RDFs, the most likely group to cause
this favorable solubility is the protonated chitosan monomer group of the polymer
chain. This further emphasizes the importance for the description of the O2-NH3
+
interaction in the system since it appears to have a large impact on the solubility
of the O2 in the aqueous chitosan/chitin membranes, specifically at low membrane
hydration.
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2.2.4 Permeability of Oxygen in Chitosan/Chitin Mem-
branes.
With the diffusivity and solubility readily available, we can calculate the oxygen
permeability in the chitosan/chitin membranes, shown in Table 2.5 along with
experimental results from previously studied chitosan membranes. We see that the
lower values of permeability at 95% RH level are in relatively good agreement with
the experimental values. However, the 15% RH do not agree well with experiment.
Moreover, the predicted trend from simulation of permeability with respect to RH
is in disagreement with experiment. Since the permeability is the product of the
diffusivity and the solubility, we can directly identify which factor is responsible for
the trend. The O2 diffusivity increases with RH but the solubility decreases with RH.
Therefore, the disagreement with experiment is due to the calculated solubility.
Table 2.5: Permeability (barrer )a of O2 in chitosan/chitin membranes at 15% RH
and 95% RH at 300 K using free energy perturbation, finite difference
thermodynamic integration, direction particle deletion, experimental values at low
(0% RH) and high (95% RH) humidity for comparison, and the direct particle
deletion results with no Coulombic interactions (UCoulombic ) in the intermolecular
potential.
FEP FDTI DPD
RH P
(
βµexN−1→N
)
P
(
βµexN→N−1
)
P
(
βµexN−1→N
)
P
(
βµexN→N−1
)
P (〈βµex〉) P (〈βµex〉 − σ) P (〈βµex〉+ σ)
15% 4.05 28.04 2.98 20.88 11.95 5.67 25.19
95% 2.26 8.02 1.41 5.79 8.31 3.32 20.79
RH Experimental RH DPD ( without UCoulombic )
e
0% 0.0017b 0.024c 15% 3.95 1.22 12.82
1% 0.31c 95% 4.88 1.96 12.09
93% 1.41d
a barrer = 10 − 10
cm3STP ·cm
cm2·s·cm−Hg
= 1
3.348·10−16
mol
m·s·Pa
.
bFrom Pavlath et al. for chitosan membranes @ 298K. [206]
cFrom Despond et al. for chitosan membranes @ 293K. [151]
dFrom Gontard et al. for chitosan membranes @ 298K. [207]
eNo Coulombic terms included in intermolecular potential.
Given the disagreement between experiment and simulation, in this case we have
no reason to doubt the experimental results. Moreover, experimental studies of O2
permeability in other similar hydrated systems indicate that solubility and perme-
ability should increase with hydration. [207] Therefore, we turn our investigation
toward seeking an explanation for the discrepancy in the MD simulations. In classical
MD, there is either an error in the method or in the interaction potential. The
consistency of three different free energy methods in predicting an increase in the
excess chemical potential (and a corresponding decrease in solubility) with increasing
RH leads us to believe the issue is not in the method. Instead we speculate that
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the simulations indicate an overly strong association of O2 with NH3
+. The strength
of this association limits the ability of O2 to “dissociate” and move further into
the aqueous domain. From a mechanistic point of view, O2 must explore a more
fully solvated state in order for the solubility to be enhanced by the addition of
more water to the membrane. Thus we suspect that the O2-NH3
+ association is
overly represented, leading us to believe that the force field is the likely culprit
for the inaccuracy in the solubilities and permeabilities. There are other instances
in the literature where the manner in which the charge description is mapped
from continuous electron distributions of quantum mechanical calculations to point
charges can have a dramatic effect on adsorption properties. For example, in the
simulation of a polar organic molecule in a metal organic framework the adsorption
isotherm in the Henry’s Law regime varied by seven orders of magnitude depending
upon the selection of (ostensibly reasonable) methods for the generation of point
charges. [208] Recent work of modeling permeability in 1,2-dimyristoyl-sn-glycero-3-
phosphorylcholine (DMPC) lipid bilayer membranes also highlight the issues of force
fields and specifically not including explicit polarizability. [204] However, with this
inclusion comes a 2-6 times increase in computational cost. [95, 201,202]
To test this hypothesis, we can use the DPD method to do post-processing
calculations of the excess chemical potential while varying the intermolecular potential
calculation. Since the most obvious reason that there is too strong of an interaction
is probably due to the positive charge on the cation, we remove all charges from the
system, thus removing all Coulombic interactions. Upon removing the electrostatic
terms, the DPD predicts the O2 permeability for the 15% RH to be 3.95 barrer and
for the 95% RH to be 4.88 barrer. These values are reported in Table 2.5 with
the P± also reported. Thus, the correct trend is observed and the 95% RH O2
permeability is brought in closer agreement with the experimental values of Gontard
et al. [207] Note that this is not a rigorous test to determine that the O2-NH3
+
interaction is the definitive issue. However, weakening the O2-NH3
+ interaction
would result in O2 preferentially exploring volume in the aqueous domain, which
could more closely tie the mobility of O2 to that of H2O and would further increase
the permeability with increasing RH. This evidence, coupled with the O2-NH3
+ RDFs
in Figure 2.6, points toward the interaction potential as the source of the discrepancy
between simulation and experiment. It also clearly highlights the importance of the
additional work done to evaluate the chemical potential, which made the estimation
of the solubility and permeability possible. These calculations ultimately allowed
comparison with experiment, which revealed a shortcoming, likely traced to the
strength of the Coulombic interaction. Subsequent efforts should be focused on the
Coulombic contribution to the potential in order to address the accuracy of the O2
solubility and permeability predictions.
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Chapter 3
Intrinsic Relationships between
Proton Conductivity and Nanopore
Size and Functionalization
Figure 3.1: Schematic of transfer from molecular-level detail of membrane (with
polymer/aqueous domain overlay) to a percolation theory model for giving an
connected aqueous domain that spans a membrane.
NOTE: Reprinted from Microporous Mesoporous Mater., 177, M. T. McDonnell
and D. J. Keffer, ”Intrinsic relationships between proton conductivity and nanopore
size and functionalization”, pgs. 17-24, DOI:10.1016/j.micromeso.2013.04.007, Copy-
right 2013 with permission from Elsevier.
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3.1 Theory
Percolation theory describes the relationship between a transport property through
a network, the connectivity and fraction of defects within the network. Analytical
models of percolation, such as the effective medium approximation (EMA), [209,
210] take as input the coordination (connectivity) of the network, z, the fraction of
pathways that are blocked to transport, pEMA, and the diffusivity through open (o)
and blocked (b) paths, Do and Db respectively. From these inputs, one obtains the
effective diffusivity, Deff , from EMA. Given a bimodal distribution of open and
blocked windows, we have
g(D) = pEMAδ(D −Db) + (1− pEMA)δ(D −Do) (3.1)
where δ is the Dirac delta function, defined as:∫ ∞
−∞
δ(D −Db)dD = 1 (3.2)
EMA yields, ∫ ∞
0
g(D)(Deff −D)
D + ( z
2
− 1)Deff
dD = 0 (3.3)
Upon integration and solving for the relevant root of, we have
Deff
Do
=
1
2
[
A+
√
A2 +
4f
z
2
− 1
]
(3.4)
where f = Db/Do and
A = 1− pEMA + f pEMA −
f + pEMA − f pEMA
z
2
− 1
(3.5)
When applied to water (w), EMA yields the effective diffusivity of water. To obtain
the conductivity, EMA is applied to charge (chg) and coupled with the relation, [211]
Dchgeff =
(
RT
|z|2F 2
σ
c
)
(3.6)
where σ is the conductivity, R is the gas constant, F is Faraday’s constant, and T is
the temperature.
The challenge lies in parameterizing percolation theory in terms of the structural
descriptors. We begin with water and then proceed to charge. The self-diffusivity of
water through an open pathway can be made a function of acidity and confinement
by accounting for the concentration of hydronium ions, c, and the interfacial surface
area, sa, (where fc is the concentration component)
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Dα(c, sa) = fc fsa Dα(c = 0, sa = 0) (3.7)
fc =
Dα(c, sa = 0)
Dα(c = 0, sa = 0)
=
{
1 for c ≤ ταc
ekc(c−τ
α
c ) for c > ταc
(3.8)
and the surface area component, fsa , has a completely analogous form to fc, where
the c and sa subscripts are switched. The subscript α is set to w for water. These
functional forms of an exponential decay with a rate constant, kαc , and a lag, τ
α
c ,
are suggested by both experimental observation [212] and simulation [70,213] of bulk
acids and water in carbon nanotubes.
To use exponential decay functional forms for diffusivities of both water and
charge for change in acidity is motivated by the experimental evidence from the
work of Dippel and Kreuer12. The explanation of the decay is attributed to addition
of anions breaking up the hydrogen-bond network, increasing water disorder and thus
decreasing the entropic change for vehicular diffusion for Dippel and Kreuer’s pre-
exponential factor. Interestingly, the activation enthalpy decreases simultaneously
with anion addition. One can infer that their entropic, exponential pre-factor is the
dominate term in the decay.
To use exponential decay functional forms for the change in confinement has
been motivated by simulation of water in carbon nanotubes13. The simulations were
validated based on experimental and other simulation data available. Confinement
also has a negative effect on the diffusivity where the mobility of the water decreases
with decreases in the tube size. The behavior of the decrease in diffusivity motivated
the use of an exponential fit.
For the self-diffusivity of charge, the total charge diffusivity must be decomposed
into two separate mechanisms for diffusivity, structural and vehicular diffusivities.
More detail on the difference in the vehicular and structural components of self-
diffusivity of charge will be discussed later.
The values of experimentally determined diffusivities, the factor of contribution
of each type of diffusivity, the prefactor determined from the two previous values and
the parameters for the rate constants and lag used in equation (3.8) are given in Table
3.1.By multiplying the experimental bulk water self-diffusivity and the factor given
in Table 3.1, we compute the exponential pre-factor. The pre-factor is incorporated
into the Dα (c = 0, sa = 0) term in equation (3.6). Importantly, no information on
transport in PEMs was used in the generative of Table 3.1. The values of the
concentration and interfacial surface area require a molecular model from which the
volume and surface area of the aqueous domain can be determined. Values for Nafion
are published. [214] For percolation theory, Do = Dα (c, sa) .
The MD simulations that provide the volume and surface area also provide short-
time mean square displacements (MSDs) of water. By fitting these MSDs to confined
random walk simulations, one obtains the probability of a successful cluster-to-cluster
hop, pc. [174,217] The diffusivity of water through a blocked pore is thus Db = pcDo.
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Table 3.1: Model parameters for percolation theory for self-diffusivity using
structural descriptors for acidity (c, concentration of hydronium ions) and
confinement (sa, the interfacial surface area).
water charge-struct charge-veh
Experiment (m2/sec) 2.26E-09a 9.7E-09b,* 9.7E-09b,*
factor 1 0.621 0.379
pre-factor (m2/sec) 2.26E-09 6.0237E-09 3.6763E-09
kc (acidity) (L/mol) -0.00543 -0.459 -0.191
τc (acidity) (mol/L) . . . . . . 4.7
ksa
(confinement)
(water
molecules/A˚2)
-0.00103 -0.00715 -0.002
τsa
(confinement)
(A˚2) . . . . . . 29.5
a From work [215]
b From work [216]
* Experimental measures total charge self-diffusivity.
In all this work, the connectivity is set to z=6 and is not an adjustable parameter.
The CRW simulations also provide the effective diffusivity for water. Thus percolation
theory can be fit to water data and solved for the connectivity, pEMA. Thus percolation
theory for water transport is completely parameterized.
The application of percolation theory to charge is analogous but has two significant
differences. First, water molecules diffuse through only one mechanism, a vehicular
mechanism, corresponding to translation of the center of mass. Thus modeling the
mobility of water in aqueous solutions requires only that this vehicular mechanism
be incorporated. In contrast, charge carried by protons in aqueous solution, can
diffuse via two mechanisms. The first is a vehicular mechanism, corresponding to
translation of the center of mass of the hydronium ion. The second is a structural
mechanism, corresponding to “proton hopping”, first proposed by Grotthuss, [218]
and well-described in bulk solution by ab initio studies. [75] Experimentally, only the
total (tot) self-diffusivity of charge (chg) is directly measurable. Various simulation
techniques, such as Reactive Molecular Dynamics (RMD), simulations allow one to
measure the structural (struct) and vehicular (veh) contributions (and any correlation
(corr) between them) independently. [66, 70, 213,219]
Dchgtot = D
chg
veh +D
chg
struct +D
chg
corr (3.9)
In this work we assume that the vehicular and structural components of
charge diffusivity must be independently functionalized with respect to acidity and
confinement. To fit the diffusivities with as few parameters as possible yet also capture
the behavior accurately, an exponential was used for both. We observed a separate
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exponential between the vehicular and structural diffusivities due to the vehicular
diffusivity appearing constant up to a given concentration limit before decay set in.
Thus, to empirically fit the data accurately with few parameters as possible, a lag was
introduced into the vehicular diffusivity exponential. While more parameters could
be introduced to provide a better fit, noise in the data could not justify this approach.
Thus equations 3.7 and 3.8 are implemented for α = veh and struct. The correlation
term has been shown to be zero in bulk acids and in dilute solutions in carbon
nanotubes and is neglected here. [213,219,220] It is noted that a negative correlation
has been observed in Nafion, which is not accounted for in this model. [66, 220]
The second difference between water and charge is that we used the effective
diffusivity of water, based on the MD & CRW simulations, to set the value of pEMA.
For charge, we do not make that assumption. Rather we simply use the values of pc
and pEMA obtained from the water simulations for charge transport. This assumption
requires that water and charge transport be highly correlated, which is valid in Nafion.
If water and charge transport are decoupled by, for example the addition of dopants,
then separate values of pc and pEMA are required. In this work we limit ourselves to
systems in which water and charge transport are correlated.
3.2 Results and Discussion
The estimation of water self-diffusivity and proton conductivity described above
provides accurate results for a variety of systems, including bulk hydrochloric acid
solutions [219] and dilute solutions in carbon nanotubes [213] because those systems
were used to generate the parameters in Table 3.1. It also reproduces the self-
diffusivity (or conductivity via equation (3.6)) in Nafion [217] and crosslinked and
sulfonated polycyclohexadiene [93] membranes. In order to both validate this model
and to motivate the work that follows, we revisit the predictions of the model for
charge transport in Nafion with an equivalent weight of 1144 at a temperature of
300 K. A summary of the results are shown in Figure 3.2. The x-axis spans water
content from a minimally hydrated Nafion membrane (λ = 3 H2O/HSO3) to the fully
saturated membrane (λ =22). Bulk water at pH = 7 is included for comparison.
The plot includes experimentally determined values of the total self-diffusivity of
charge. [4,5] In this plot one observes that the predictions of a model that incorporates
the effect of three factors - acidity, confinement and connectivity of charge transport,
agrees very well with experimental observations.
The agreement between the model and experiment is encouraging because it
suggests that of the many ways to characterize the disordered structure of a
hydrated polymer membrane, accounting for only three structural descriptors—
acidity, confinement and connectivity—is sufficient to establish a reliable relationship
between nanostructure and the relevant transport properties. Other effects, such as
the immobility of anions, that lead to theoretical observations of non-zero correlations
between the vehicular and structural components of the diffusivity, [66, 220] seem to
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Figure 3.2: Self-diffusivity of charge and sources of transport losses as a function of
water content. Experimental data is taken from refs. [4] & [5].
be of secondary importance. More importantly, this model, validated by experiment,
allows us a relatively straightforward path to optimizing membranes in terms of
acidity, confinement and connectivity.
It should be clear that all three factors - acidity, confinement and connectivity
- monotonically decrease the self-diffusivity of water and both the vehicular and
structural components of the self-diffusivity of charge from their values in bulk
water. By equations 3.7 and 3.8, the acidity and confinement are characterized
by exponentials of concentration of hydronium ions and surface area, respectively,
which obviously decay. The effective medium approximation also allows only a
monotonic decrease in transport as the connectivity diminishes. (Here we think of
a bulk system as having perfect connectivity.) In Figure 3.2, the reduction of the
bulk water diffusivity due to the combined impacts of acidity and confinement is
illustrated. Acidity and confinement result in a 30% decrease in diffusivity in the
fully saturated membrane and a 93% decrease in the minimally hydrated membrane.
Poor connectivity in the aqueous domain further reduces the diffusivity an additional
47% and 6.7% in the fully saturated membrane and minimally hydrated membrane
respectively. It may seem counter-intuitive that poor connectivity has a bigger
percentage impact at high water contents (where connectivity is relatively better)
than at low water contents (where connectivity is relatively worse), however this
can be explained based on the fact that the intrinsic diffusivity (after acidity and
confinement had been taken into account) was already much smaller in the minimally
hydrated membrane. The effect of poor connectivity reduced the intrinsic diffusivity
by an additional factor of 20 in the minimally hydrated case but only by an additional
factor of three in the fully saturated membrane.
The message from this model is that acidity, confinement and poor connectivity
all negatively impact the self-diffusivity of water and charge. Thus, if the goal is to
maximize the self diffusivity of water and charge, bulk water, which has low acidity,
no confinement and perfect connectivity is the ideal media. However, this premise
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is false on two counts. First, the mechanical strength of the medium is important.
Even if we ignore mechanical issues and focus solely on optimizing transport, it is not
the self-diffusivity of charge that is important but rather the conductivity. Since the
concentration appears in the expression for conductivity, equation (3.6), minimizing
the acidity will not result in maximizing the conductivity.
Thus in order to maximize the conductivity, one must strike a balance in terms
of acidity, in which the concentration is sufficiently high to provide significant charge
carriers, but not so high that the presence of so many charge carriers results in
a negligible diffusivity. The extent of confinement in the system also impacts
conductivity because, most obviously, it changes the diffusivity. However, confinement
is a measure of surface area per volume. In a material in which the anions are fixed to
the surface, for a given surface coverage of anions, an increase in confinement results
in an increase in the surface area to volume ratio, which corresponds to an increase
in concentration of protons distributed in the volume. Thus confinement, for a given
surface coverage of anions, indirectly impacts concentration as well. Connectivity
impacts conductivity only through the diffusivity.
One can take this insight on the effects of acidity, confinement and connectivity
and translate them into an optimal membrane design. From a conceptual point of
view, the membrane could be composed of an array on parallel cylindrical channels. If
the channels are full of water and defect free, then there are no blockages and thus no
decrease in the diffusivity due to poor connectivity. In this highly idealized conceptual
case, the pore is filled with water and the interior surface area is functionalized with
acid groups. The anion is tethered to the surface. The proton is free to dissociate and
enter the aqueous domain. The only two additional characteristics of this membrane
are the pore size and the surface coverage of the interior pore space with acid groups.
The surface coverage of acid groups has an obvious impact on acidity. The pore
size dictates confinement. In the case of a water-filled, defect free pore, there are no
connectivity issues. In the case of a partially water-filled (still defect free) pore, issues
of connectivity will arise.
This remaining discussion is organized into three sections. First results are
presented for idealized cylindrical nanopores with full water occupancy. Next,
results are presented for idealized cylindrical nanopores with partial water occupancy.
Finally, we compare the predictions of this theory with published conductivity
measurements taken from acid-functionalized MCM-41 materials.
The channels studied first are defect free cylinders filled with water. The acidity
in the system is determined based on the surface coverage of acid groups. The acid is
a strong acid that fully dissociates. So, it is straightforward to calculate the number
of hydronium ions per unit of pore volume, based on a nominal pore radius, which is
the necessary characterization of acidity required by the theory. The confinement is
based on the nominal radius of the pore with a surface roughness factor of 2 to mimic
atomistic detail. The theory requires surface area per water molecule. To determine
the number of water molecules in a water-filled pore, we approximate the density as
that of bulk water and use the nominal volume. In a defect free cylinder filled with
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water, there are no blockages and no dead ends in the pores. Since the pore is filled
with water, there is a continuous aqueous domain. Therefore, there is no negative
impact of connectivity in these cases. The self-diffusivities of water and charge are
determined strictly from the effects of acidity and confinement. Additionally, in
Figures 3.3 through 3.6, the presence of the acid group is considered not to change
the accessible volume or the interfacial surface area. This assumption is later relaxed.
In Figure 3.3, the self-diffusivities are plotted as a function of surface coverage
over a range of pore radii for (a) water, (b) structural component of charge, (c)
vehicular component of charge and (d) total charge self-diffusivity. All four self-
diffusivities decrease as the surface coverage increases, simply because diffusivities
decrease as the ion concentration increases, as experimentally observed. [221] It is
also observed that all four self-diffusivities decrease with decreasing pore size, in line
with simulation observations. [213] (The theoretically predicted defect-free nanowire
of water that gives rise to anomously high water conductivity lies well below the pore
sizes investigated here. [222]) The impact of acidity and confinement is most strongly
felt on the structural component of charge diffusivity. (The discontinuity in the slope
of the total self-diffusivity of charge is not physically meaningfully and is a feature
that lies within the uncertainty of the theory. It is strictly a consequence of the
discontinuity in the slope of the vehicular component due to the presence of a lag.
While a model with a continuous slope is easily conceived, it would require additional
parameters. Moreover, the uncertainty in the data itself is such that a lag followed
by a decay is all that is justifiable.)
In Figure 3.4, the proton conductivity is plotted as a function of surface coverage
for a range of pore radii. For any given pore size, there is a relatively sharp peak in the
conductivity, followed by steep drops on either side. It is clear that the conductivity
in a pore can vary dramatically as a function of surface coverage. The two competing
factors in this optimization are as follows. At very low surface concentrations, there
are few charge carriers. At very high surface concentrations, the negative impact
of acidity on charge self-diffusivity dominates. Clearly the position of the optimum
surface coverage is a function of pore radii, as will be discussed in greater depth below.
In Figure 3.5, the self-diffusivities are now plotted as a function of pore radius
over a range of surface coverages for (a) water, (b) structural component of charge,
(c) vehicular component of charge and (d) total charge self-diffusivity. Again all four
self-diffusivities decrease as the pore radius decreases. It is also observed that all four
self-diffusivities decrease with increasing surface coverage, as was the case with Figure
3.3. In Figure 3.6, the proton conductivity is plotted as a function of pore radius across
a range of surface coverages. For all surface coverages except the lowest one, there
is an optimal pore radius in terms of maximizing conductivity. The maximum is a
result of two competing effects. For a given surface coverage of acid groups, changing
the pore size changes both the confinement and acidity. The change in confinement is
obvious since the interfacial surface area to pore volume ratio increases as the pores
become smaller. The acidity changes as well since there are a fixed number of acid
groups per surface area but the change in the surface area/volume ratio results in
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Figure 3.3: Self-diffusivities as a function of surface coverage for a range of pore
radii. (a) water, (b) structural component of charge, (c) vehicular component of
charge, (d) total charge.
Figure 3.4: Conductivity as a function of surface coverage for a range of pore radii.
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less volume per acid group, or higher acidity as the pores become smaller. Thus
in the limit of very large pores, there is very little acidity, resulting in fewer charge
carriers. At the other limit of very small pores, the negative impact of both acidity
and confinement lower the self-diffusivity of the charge. Between these limits, there
is an optimal value.
Figure 3.5: Self-diffusivities as a function of pore radii for a range of surface
coverages. (a) water, (b) structural component of charge, (c) vehicular component
of charge, (d) total charge.
Figure 3.6: Conductivity as a function of pore radius for a range of surface
coverages.
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We note that the maximum conductivity has very little variation between the
entire range of pore size and surface coverage. The proton transport in the direction
parallel to the pore wall is highly dependent on its structural diffusivity and that the
structural diffusivity of the proton is highly dependent on the hydrogen-bond network
present. In order to maximize the transport parallel to the wall, we can imagine that
want the most directed lines of connectivity in the hydrogen-bond network to be
parallel in the direction of desired conductivity and to reduce transport in any other
direction. Once the network is optimized (via optimal pore size and surface coverage),
then the limit of the proton transport (and the conductivity) is only limited to small,
molecular-level mechanisms and no longer the larger-scale nano-structure of the pore.
Using our model, we calculated the maximum conductivity through bulk water (no
confinement) by varying the acidic concentration and found it to be 0.076 S/cm. This
is our molecular-level limit for conductivity based on the model. Therefore, we claim
the robust conductivity over a range of pore size or surface coverage is due to reaching
this limit.
Figures 3.4 and 3.6 demonstrate that there is an inherent relationship between
conductivity and pore size and surface functionalization even in the most ideal case
of water-filled, defect free pores. While these results are intended to be qualitative
and illustrate the nature of the structure/property relationship, we should point out
that the maximum conductivity for each pore size is greater than 0.7 S/cm at 300
K. This number is important because as can be seen from Figure 3.2, approximately
78% of the mobility that charge possesses in bulk solution is lost in Nafion even under
fully saturated conditions. A goal of replacement membranes should be to avoid this
up-front loss of charge mobility under the wettest conditions.
The results shown in Figures 3.3 through 3.6 neglected the fact that the presence
of acid groups attached to the interior wall could impact the interfacial surface area or
pore volume. Certainly, each acid group and the tether to the pore wall occupies some
volume. One can imagine in the case of a relatively low surface coverage the functional
groups increase interfacial surface area. On the other hand, at very high surface
coverages, a monolayer of functional groups could effectively provide a smaller pore
diameter with smaller surface area. In order to capture the effects of functional groups
on interfacial surface area and pore volume and the resulting impact on conductivity,
we included those effects in the analytical theory. In Figure 3.7, the conductivity
is shown as a function of surface coverage for a case where the functional groups
are modeled as cylinders with diameter of 3 A˚ and length of 6 A˚. Of course, more
sophisticate modeling of the surface area and the volume of the functional groups
could be done (as was done in the case of Nafion [214]) but the fact of the matter is
the inherent relationship between pore geometry, functionalization and conductivity
holds regardless of the finer details. We observe that including the effects of the
functional groups surface area and volume results in much narrower peaks of slightly
lower height. With a narrower peak, the identification of the optimum relationship
between pore size and surface coverage becomes more important as well as more
difficult to identify. The conclusion is that the general form of the plots provided in
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Figures 3.3-3.6 are not altered by including the effect of the functional group to the
surface area and accessible volume.
Figure 3.7: Conductivity as a function of surface coverage across a range of pore
radii. (a) The excluded volume of the anion group is accounted for but the surface
area is not. (b) The maximum surface area of the anion group is accounted for but
the volume is not. (c) Both the excluded volume and the maximum surface area of
the anion group are accounted for.
When the pore is filled with water, the protons can be transported via either
vehicular or structural diffusion through the aqueous phase without disruption. If
the aqueous phase within the pore is discontinuous, there is loss of connectivity in
the transport network. In Nafion, it is well understood that the polar sulfonic acid
groups at the end of the side chains act as anchors around which water clusters can
form. Given the limited mobility of the acid groups tethered to the backbone, they
aggregate in aqueous clusters to whatever extent is possible based on the details of the
polymer chemistry (separation along the backbone between side chains and length of
the side chain). In poorly hydrated systems, net diffusion of either water or protons
involves moving from one cluster to another. There is a significant amount of work
reported in examining the impact of spacing of functional groups within the pore
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on the transport of water and charge. [214, 223–225] The percolation theory used to
describe connectivity in Nafion could be used equally well to describe transport in
partially filled cylindrical pores. However, that work requires a further understanding
of the distribution of aqueous clusters in these nanopores.
There is a body of work from the research group of Wark investigating proton
conductivity in the cylindrical pores of Si-MCM-41 functionalized by sulfonic acid
groups tethered to the wall by MPMS (3-mercaptopropyl-trimethoxysilane) groups.
[226] In this section of the work, we compare the predictions of the analytical theory
with the experimental measurements.
These materials have a number of attractive characteristics. The Si-MCM-41
PEMs have increased proton conductivity and high water storage with increased
temperature, even above 100 ◦C. Where Nafion has decreased proton conductivity due
to loss of water storage after 80 ◦C, Si-MCM-41 increases its proton conductivity up
to 140 ◦C. [227] Recently, these functionalized Si-MCM-41 PEMs were able to achieve
conductivities of 0.19 S cm-1 at 140 ◦C and 100% relative humidity, comparable to
Nafion’s 0.2 S cm-1 at 80 ◦C and 100% relative humidity, proving functionalized Si-
MCM-41 to be a good candidate for high-temperature proton-conducting PEMs. [227]
Comparing to the body of work from Wark’s research group, the conductivities
that we present in Figure 3.4 and 3.6 are significantly higher than those reported from
the experimental methods. This can be explained that our analytical theory uses an
ideal system of exact, cylindrical pore size and distribution of anions for surface
coverage. The experimental synthesis relies on the presence of the MPMS groups
after co-condensation of solution that are functionalized by thiol oxidation using
hydrogen peroxide to produce sulfonic acid groups. The solid produced is then washed
with ethanol and water. The experimental work was able to determine that the
functional groups were in fact present using cross-polarization magic-angle spinning
NMR spectroscopy, but even the authors notes that incomplete oxidation is present
due to strong signals for thiol groups in the spectra and also that further quantitative
evaluation is needed to determine the amounts of each group type, including the
sulfonic acid groups. Thus, the surface coverage of anions is not clear. Even with
such high conductivity comparable to Nafion and operation at a temperature of 140
◦C, from the analytical theory, conductivities much higher than those reported could
be realized with selectivity of the pore size and surface coverage of anion. With further
advances in experimental synthesis guided by theory, an optimized PEM design could
be set as a target that would achieve even higher proton conductivities.
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Chapter 4
Ab Initio Molecular Dynamics
Simulations of an Excess Proton in
a Triethylene Glycol-Water
Solution: Solvation Structure,
Mechanism and Kinetics
Figure 4.1: Image of excess H+ as hydronium ion (highlighted in yellow) with
hydrogen bond network formed to water and triethylene glycol polymer and graph
of change in integrated coordination number of protonated oxygen of water leading
up to a proton transfer event.
NOTE: Reproduced with permission from J. Phys. Chem. B, 120(23), M. T.
McDonnell, H. Xu, and D. J. Keffer, ”Ab Initio Molecular Dynamics Simulations of an
Excess Proton in a Triethylene Glycol-Water Solution: Solvation Structure, Mecha-
nism and Kinetics”, pgs. 5523-5524, DOI: 10.1021/acs.jpcb.6b02445, Copyright 2016
American Chemical Society.
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4.1 Simulation Details
4.1.1 Simulation Size and Cell Setups.
Density functional theory [228] (DFT) based ab initio (AIMD) simulations, specif-
ically Car-Parrinello (CPMD) simulations, were performed in the micro-canonical
ensemble (NVE) using the Quantum ESPRESSO (opEn-Source Package for Research
in Electronic Structure, Simulation, and Optimization) software suite [229] for
an excess proton in bulk water and a TEG-water mixture. For the bulk water
simulations, the system consisted of 32 water molecules and one excess proton in
a cubic simulation cell of length 9.8652 A˚, taken from previous studies. [230] The
TEG-water mixture consisted of 27 water molecules, an excess proton and one TEG
chain in a cubic simulation cell of length 10.0 A˚. Both systems were subject to periodic
boundary conditions for both classical and ab initio MD simulations.
The system size was chosen to ensure strong interaction and observable effect
of the TEG chain with the excess proton. For a larger system, the aqueous TEG
solution becomes more dilute, decreasing the observation of the TEG effect on proton
transport. Thus, our system size helps increase interaction sampling of possible proton
transport effects induced by the TEG chain. The simulation cell sizes were determined
after classical MD simulations were used for rough equilibration and generation of the
initial nuclear coordinates in the system, to be discussed further below. Using this
system cell size, multiple AIMD simulations with different initial nuclear coordinates,
were carried out to sample different phase space trajectories in order to increase the
probability of seeing TEG interactions with the excess proton and also to increase
the statistical sampling of structure and transport of the excess proton.
4.1.2 Classical MD for Generating Initial Conditions for
AIMD
Classical MD simulations using the Optimized Potentials for Liquid Simulations - All
Atom (OPLS-AA) empirical force field [142, 143, 231] for the TEG molecule and the
Transferable Inter-molecular Potential - Three Point (TIP3P) water model [147] with
flexible OH bonds [232] for the water molecule and the hydronium molecules were
performed prior to the AIMD simulations to generate initial nuclear coordinates for
initialization of the AIMD systems. For the classical MD simulations, the hydronium
charges were taken from the work of Urata et al. [233] The long-range coulombic
interactions were computed using the k-space style, long-range particle-particle
particle-mesh solver [152] with a relative error in the force tolerance of 10-4 kcal/mole.
Geometric mixing rules were used for computing pair-style force field parameters of
different atom types. The simulation cell was +1 charged due to the hydronium
ion (not a charge neutral system). The pair-wise and coulombic forces used a cutoff
of 10.0 A˚. To initialize the system, the TEG chain, water molecule and hydronium
ion were put on a simple cubic lattice arrangement of very low density ( 0.3 g/cm3)
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initially to reduce aphysical initial configurations of high energy using the open-source
Moltemplate molecule building and force field database code. [234] The Large-Scale
Atomistic/Molecular Massively Parallel Simulator (LAMMPS) open-source code was
used to perform all classical MD simulations. [153,154] The reversible reference system
propagator algorithm (rRESPA) by Tuckerman et al. [155] was used for integrating
the equations of motion. The largest timestep was 1 femtosecond (fs) for pairwise
interactions and a smallest timestep was 0.2 fs for bonding interactions. The system
was initialized by first performing energy minimization with an energy convergence
tolerance of 10-5 kcal/mole and a force convergence tolerance of 10-7 kcal/mole. After
minimization, the system was run in the isobaric-isothermal ensemble (NPT) for 250
ps using the Nose´-Hoover thermostat and barostat [159, 160] with the equations of
motion formalism from the work of Shinoda et al. [163], the hydrostatic equations
of Martyna et al. [161], the strain energy proposed by Parrinello and Rahman [162]
and the time integrator closely following the one from Tuckerman et al. [164] The
thermostat was set at 300 K with a relaxation timelength of 0.1 ps. The barostat was
set at 1 atmosphere with a relaxation timelength of 1 ps with a drag applied to the
Nose´-Hoover equations to dampen the large pressure oscillations that can occur in
going from low density to high density. This protocol gave a converged density of 1.05
g/cm3 for the system. This density appears to be within reasonable agreement with
experiment, lying between the density of pure water (0.99 g/cm3) and the density of
pure TEG (1.12 g/cm3) at STP. With a TEG mole fraction of 0.0357 and at 300
K, we are in relatively good agreement with the recent work of Begum et al., [235]
who report a density of 1.0412 g/cm3 for a mole fraction of TEG equal to 0.05023
and at 303.15 K for TEG-water mixtures. Keeping the density fixed, the system then
underwent thermal annealing via temperature ramping from 300 K to 900 K within
250 ps and then run in the canonical ensemble for a fixed temperature of 900 K for
500 ps and then quenched back to 300 K for 500 ps. This allowed the system to cross
possible high energy barriers that may not be overcome at low temperatures and to
explore more of the phase space within the simulation time. The initial configurations
for AIMD simulations were taken from the final 500 ps at 300 K of the classical MD
simulations at one of the five equally spaced (100 ps) configurations.
4.1.3 Ab Initio Molecular Dynamics
For the TEG-water mixture, three different DFT conditions were set up, each
with either a different exchange-correlation (XC) functional used in the quantum
mechanical treatment of the electronic degrees of freedom, a different pseudopotential
used to describe the interaction between the valence electrons and the ions (nuclei
and their core electrons), or the inclusion of non-local electron correlation effects
that are responsible for the van der Waals (vdW)/dispersion interactions, or vdW-
inclusion/dispersion DFT. The first set of conditions, deemed the PW91 set,
used the Perdew-Wang 91 (PW91), generalized-gradient approximation (GGA) XC
functional, [236, 237] Vanderbilt ultrasoft pseudopotentials for core electron-valence
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electron interactions, [238, 239] and no vdW/dispersion interactions. The second
set of conditions, deemed the PBE set, used the Perdew, Burke, and Ernzerhof
(PBE) GGA-type XC functional, [240, 241] Martin-Troullier (MT) norm-conserving
pseudopotentials, [242] and no vdW/dispersion interactions. The third set of
conditions, deemed the PBE+TS-vdW set, used were the same as the PBE set but
included the Tkatchenko-Scheffler density-dependent vdW/dispersion functional (TS-
vdW). [243, 244] For the bulk water simulations, four sets of DFT XC functionals
were used: the PW91 XC functional with Vanderbilt ultrasoft pseudopotentials, the
Beck, Lee, Yang, Parr (BLYP) [245, 246] XC functional with MT pseudopotentials,
the PBE XC functional with MT pseudopotentials, and the PBE XC functional
with the Tkatchenko-Scheffler density-dependent vdW/dispersion functional (TS-
vdW). [243, 244] The choice of including the BLYP functional for the bulk water
simulations was made to allow for comparison with results in the literature. [247,248]
For each set of DFT conditions, four to five independent AIMD simulations of
the TEG-water mixture were run, totaling thirteen different simulations across all
XC functionals. Since the system is positively charged due to the hydronium ion,
a negatively charged jellium/background charge [249] was applied to the system to
give a charge-neutral cell. The Kohn-Sham orbitals were expanded in plane waves
with a kinetic energy cutoff 80 Ry for all three sets of DFT conditions. This cutoff
is also consistent with previous work for determining accurate cutoffs for pure water
CPMD simulations. [250–253] The charge density was expanded in plane waves with
an energy cutoff of 320 Ry for the PBE and vdW-PBE setups and 960 Ry cutoff for the
PW91 setup since ultrasoft pseudopotentials trade-off a smaller Kohn-Sham orbital
cutoff for a larger charge density cutoff. The electronic subsystem was sampled at the
Γ-point at the first Brillouin zone. This is also consistent with previous literature,
specifically in the work of Galli et al. [251,253] where electronic structure calculations
of both a 64 water molecule cell and, by repeating the 64 molecule cell periodically
twice in each direction, a 512 water molecule cell, showed energy per molecule changes
were less than 0.01 kcal/mole and the force was equivalent per atom within 10-5 a.u.
between both systems.
For the all the CPMD simulations, a timestep of 0.075 fs and a fictitious electronic
mass of 300 a.u. was chosen due to testing from previous studies [250–253] of CPMD
for water simulations. The small timestep and electronic mass are due to the light
hydrogen nucleus within the system. To ensure adiabaticity between the ions and the
electrons, the fictitious kinetic energy of the orbitals was monitored and showed to be
constant and remained close to zero. This test is a measure of how close the system
stays to the ground-state Born-Oppenheimer (BO) energy surface. [72] If incorrect
parameters are used, the electrons will exchange energy with the ions (destroying
adiabaticity) and this kinetic energy will increase, undermining the integrity of the
CPMD simulation.
For the bulk water AIMD simulations, the simulations were first run with 10 ps in
the canonical (NVT) ensemble and followed by 50 ps of NVE for data production for
each XC functional. The TEG-water mixture AIMD simulations were first carried out
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in the NVT ensemble for 13 ps of equilibration and then run in the NVE ensemble for
a minimum of 10 ps for data production for each of the simulations. The length of each
simulation varied but it was ensured that 50 ps of data production per XC functional
set were obtained. The collective total for each XC functional were 95 ps for the
PBE set, 68 ps for the PW91 set, and 52 ps for the PBE+TS-vdW set. The system
was initialized by first relaxing the electronic wave function by relaxing the electronic
degrees of freedom with frozen, immobile ions. Then, the system wave function
was relaxed by mobilizing the ions, allowing the ionic and electronic dynamical
degrees of freedom to converge on the ground-state energy simultaneously. This was
performed via geometry optimization using dampened dynamics with a total energy
convergence tolerance and a fictitious electronic kinetic energy convergence tolerance
of 10-7 Hartree a.u. and 10-4 Hartree a.u., respectively. For the equilibration stage of
the TEG-water mixtures in the NVT ensemble, Nose´-Hoover chain thermostats were
implemented, [254] each with a chain length of four. To achieve rapid equipartition
of the thermal energy, one Nose´-Hoover chain was applied per atom ("massive" Nose´-
Hoover thermostat). Four different thermostat frequencies were used to stimulate
both the slow and fast intra-molecular, oxygen-hydrogen vibrational motions. The
ionic temperature was monitored and was found to be well-averaged around 300 K
after 3 ps. This was the followed by an additional 10 ps of NVT equilibration and
then switched to the NVE ensemble for a minimum of 10 ps for data production.
4.2 Results & Discussion
4.2.1 Comparative analysis of solvation structure via radial
distribution functions.
Our analysis begins with a description of the solvation structure found around H2O
and H3O
+ molecules for both the bulk water and TEG-water mixture systems using
radial distribution functions (RDF), g(r). We present a subset of all RDFs calculated
from the simulations to illustrate key differences in local liquid structure between the
bulk water system and the TEG-water mixture, and also to highlight affinity of H2O
and H3O
+ for specific groups along the TEG polymer chain specific to the TEG-
water mixture. In Fig. 4.2, the RDFs for oxygen and hydrogen atoms of H2O and
H3O
+ with different species are shown.
For understanding the solvation structure around water molecules, we first analyze
the correlation between the O of H2O, annotated O (H2O), with other O (H2O) RDF,
or gO(H2O)−O(H2O)(r), in Fig. 4.2(a). The oxygen-oxygen RDF in Fig. 4.2(a) shows
that the first peak around 2.75 A˚ is the same for the bulk water and the TEG-water
mixture and all density functionals. The first minimum occurs around 3.2-3.3 A˚ with
the location being found at greater distance from the oxygen with an increasing level
of theory for the XC functional. The second peak occurs at around 4.2-4.3 A˚, appears
to vary less for the XC functional in the TEG-water mixture.
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Figure 4.2: The radial distribution functions of oxygen and hydrogen of water and
hydronium ion in bulk water and TEG-water mixtures at 300 K. The different
figures are as follows: (a) O (water)-O (water), (b) O (water)-H (all hydrogens), (c)
O (hydronium)-O (water), and (d) O (hydronium)-H (all hydrogens).
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In Fig. 4.2(b), the RDF between the oxygen of water, O (H2O), and surrounding
H, gO(H2O)−H(r) is shown. The first peak occurs due to covalently bonded hydrogen
atoms. We see that the second and third peaks occur around 1.75 A˚ and 3.2 A˚,
respectively, for both bulk and TEG-water mixture, regardless of the XC functional.
The peak height decreases with increasing level of theory and from bulk water to the
TEG-water mixture, indicating a weakening of the HB network.
Based on the RDFs for oxygen atoms of water, the presence of TEG shows an
overall reduction in RDF peak height and softening of the local water structure.
This occurs most likely due to the TEG chain species being located in the first
solvation shell, causing softening of the first solvation structure and disrupting the
HB network. This disruption is best shown in the reduction of the second peak of the
O of H2O and any H, signifying that H atoms are less likely to be locked into hydrogen
bonds with oxygen of water molecules. Also, we see that inclusion of vdW/dispersion
interactions also reduce the peak height, indicating a further softening of the water
structure. [250] It has become well-known that the PBE level of theory gives an over-
structured oxygen-oxygen RDF for water due to the key limitations in GGA-DFT.
These limitations manifest in theoretical descriptions of water as over-structuring,
giving a representation of super-cooled liquid water at ambient conditions. Recently,
DiStasio et al. determined that including vdW/dispersion interactions strengthen
the interaction between a given water molecule and those found in its first and
second solvation shells. [250] The stronger interaction with second solvation shell
water molecules allow them to move inward to interstitial regions, weakening the
HBs in the first solvation shell and allowing first solvation shell water molecules
to move outward. Thus, we attribute this softening of structure with the dispersion-
included PBE+TS-vdW level of theory due to weakened HBs and stronger interaction
with second solvation shell species, displacing first solvation shell water molecules
compared to the PBE level of theory. The most evident feature is the increase in the
RDF value for the first minimum in the gO(H2O)−O(H2O)(r) in Fig. 4.2(a). This is due
to interstitial water molecules between the first and second solvation shell, i.e. the
water molecules migration outward, from first to second solvation shells, and inward,
from second to first solvation shells.
For the solvation structure around H3O
+, we analyze the RDF of O in H3O
+
with O in H2O, gO(H3O+)−O(H2O)(r) (Fig. 4.2(c)), and with H atoms, gO(H3O+)−H(r)
(Fig. 4.2(d)). In gO(H3O+)−O(H2O)(r), we observe the first peak around 2.5 A˚ for both
systems and all levels of theory. The first minimum occurs at approximately 2.9-3.0 A˚
with increasing peak height for the TEG-water mixture and increasing level of theory.
The second peak occurs at around 4.2-4.3 A˚. In Fig. 4.2(d), the O of H3O
+ and any
hydrogen RDF has a first peak for covalently bonded hydrogen atoms. Comparing to
the O of H2O and any hydrogen RDF in Fig. 4.2(b), we observe a broadening of the
first peak farther from the oxygen atom. The second peak for the bulk water systems
occur at 1.80 A˚. This peak is the hydrogen of a HB donor. Comparing Fig. 4.2(b) to
Fig. 4.2(d), we see the expected reduction in the second peak height for bulk water
57
due to H2O accepting two HBs while H3O
+ can only accept one HB. For the TEG-
water mixture, no strong peak is observed at 1.80 A˚ across all levels of theory but
instead shows an increasing slope starting around 1.6 A˚. Thus, the hydrogen of the
HB donor is less localized than that for bulk water and is located within any range
from 1.6 A˚ to 2.6 A˚.
In Fig. 4.3, we show the RDFs for oxygen atoms of H2O and H3O
+ with
oxygen atoms of the TEG chain, specifically the ether (ROR) oxygen and hydroxyl
(ROH) oxygen. We begin with the RDFs of the O of H2O with the TEG atoms
to better understand the direct interaction of water molecules with the TEG chain
and the effects of TEG on the solvation structure around water molecules. In Fig.
4.3(a), gO(H2O)−O(ROR)(r) shows the first peak at around 2.70 to 2.75 A˚. The first
peak of the PW91 XC functional occurs closer to the oxygen of water, indication a
stronger attraction between ether and water compared to the PBE and PBE+TS-
vdW functionals. Also, the minimum between the water and ether is farther away for
the PBE and PBE+TS-vdW XC functionals, indicating that the PW91 has a more
rigid structure between the water molecules and the ether backbone compared to the
other XC functionals.
In Fig. 4.3(b), we examine the correlation of O of H2O with the O of the ROH
group. We observe that gO(H2O)−O(ROH)(r) has a first peak located around 2.7 A˚ and
that there is a decrease in the peak height. The highest peak belongs to PBE, the
next highest belongs to PW91, and the PBE+TS-vdW with the lowest peak. The
trend that we observe is that the ultrasoft pseudopotential used for PW91 could effect
this interaction and thus the RDF. Also, that the inclusion of dispersion effects seem
to have a drastic decrease in RDF size, going from the PBE to the PBE+TS-vdW XC
functionals, indicating the importance of including dispersion for this system. This
shows overall there is a softening of the second solvation shell structure around H2O
via including dispersion.
For Fig. 4.3(c) and Fig. 4.3(d), we show the RDF for O of H3O
+ with the ether
O and hydroxyl O of TEG, respectively. In Fig. 4.3(c), the ether O of TEG is shown
to be in the first solvation shell of H3O
+ for the PBE+TS-vdW XC functional but
not for the PW91 and PBE levels of theory. There appears to be a strong interaction
between the ether oxygen of TEG and H3O
+ that is not captured by modeling without
dispersion effects. In Fig. 4.3(d), the hydroxyl O of TEG is in the first solvation shell
of H3O
+ for the PW91 and PBE levels of theory but not for the PBE+TS-vdW XC
functional. Interestingly, the PBE+TS-vdW XC functional gives an almost feature-
less RDF between a H3O
+ and the hydroxyl group of TEG, whereas, the PW91 and
PBE RDFs have apparent peaks at 2.5 A˚ and 4.5 A˚. The strongest interaction of
H3O
+ with the hydroxyl group occurs with the PW91 level of theory. Overall, for
H3O
+
, the PW91 and PBE XC functionals give a H3O
+ solvated mostly by H2O but
also by hydroxyl O of TEG in the first solvation shell and PBE+TS-vdW gives H3O
+
solvated by H2O and ether groups of TEG.
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Figure 4.3: The radial distribution functions of oxygen for water and hydronium ion
in TEG-water mixtures with the oxygens of TEG chain at 300 K. The different
figures are as follows: (a) O (water)-O (ether of TEG), (b) O (water)-O (hydroxyl of
TEG), (c) O (hydronium)-O (ether of TEG), and (d) O (hydronium)-O (hydroxyl of
TEG).
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4.3 Protonic defect species occurrence and life-
time analysis.
One interesting effect that TEG has on proton transfer in aqueous solution is the
different protonated and de-protonated species, or protonic defect species, that can
occur and their associated lifetimes. We analyze the trajectory for these species by,
first, assigning every hydrogen atom to the geometrically closest oxygen or carbon
atom for every frame to identify it as a water molecule or a molecular group of
the TEG chain (i.e. ether, hydroxyl, or methylene). Then, the molecule/molecular
group is identified as having either an excess or lack of a hydrogen atom, indicating
a protonic defect species.
In Table 4.1, we show the different species that occur over all simulations of
the aqueous TEG solutions with occurrence percentages, cumulative occurrence
percentages, and lifetimes of each species. For the lifetimes, the mean value is
reported with one standard deviation being noted as (±σ). Proton rattling, where
upon two consecutive proton transfer events, the protonic defect is returned to the
original species, is both included and excluded. The reasoning for excluding proton
rattling is, if one includes the proton rattling events in analysis, the transient protonic
defect species and surrounding solvation take over the recorded observations. One
can exclude these proton rattling events, recording only those where two consecutive
proton transfer events lead to a different protonated atom to determine structures
that are associated with long-range, structural diffusion.
For all three XC functionals used, we note three common trends for the protonic
defect species occurrences. First, H3O
+ is the dominant species that occurs for more
than 99% of the simulation time. Second, the second most likely protonated species
to be found is the protonated hydroxyl group of the TEG. It is also the only other
protonated species besides H3O
+ to not exist simply as a proton rattling species,
implying it has a role in proton transfer events that correlate to structural diffusion.
Third, the OH- ion and RO- occur with only a small fraction of a percent and only
exist in proton rattling occurrences.
For the lifetimes of these species that occur, we point out a few key notes in Table
4.1. First, the H3O
+ lifetime occurs well within one standard deviation for all three
XC functionals, signifying no strong change among levels of theory, for both cases
of proton rattling. Yet, the mean and the standard deviation of the lifetimes do
increase with increasing the level of theory, pointing to longer lifetimes of H3O
+ in
the system. Note, the standard deviation is larger than the mean of the lifetime. A
lifetime cannot be negative, thus putting a lower bound on the lifetime and implying a
larger standard deviation implies longer lifetimes. Distributions of the H3O
+ lifetimes
in TEG-water mixtures with proton rattling included are shown in Appendix Section
A in Figures A.1-A.3 for the three functionals for clarity.
Next, we observe that for the protonated hydroxyl group of TEG, the occurrences
and lifetimes are lower for the inclusion of dispersion effects when proton rattling
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Table 4.1: Protonic defect species occurrences and lifetimes found in aqueous H+
and triethylene glycol (TEG) systems. Proton rattling effects are included and
excluded.
Functional Proton Rattling Protonic Defect
Species
%
∑
% Lifetime (fs)
PW91 Included H3O
+ 99.46 99.46 34.6 (±55.5)
ROH
+
2 ,
a 0.43 99.89 34.6 (±39.4)
OH− 0.07 99.96 15.6 (±13.4)
RO−, b 0.04 100 7.6 (±3.9)
Excluded H3O
+ 99.57 99.57 700 (±1380)
ROH
+
2 ,
a 0.43 100 475c
PBE Included H3O
+ 99.85 99.85 47.6 (±94.0)
ROH
+
2 ,
a 0.13 99.98 42.7 (±96.2)
OH− 0.01 99.99 14.8 (±12.77)
RO−, b 0.01 100 7.6 (±3.9)
Excluded H3O
+ 99.87 99.87 1290 (±2430)
ROH
+
2 ,
a 0.13 100 110 c
PBE+TS-vdW Included H3O
+ 99.97 99.97 45.9 (±81.1)
ROH
+
2 ,
a 0.03 100 8.2 (±1.5)
OH− 0.00 100 1.6 c
Excluded H3O
+ 99.97 99.97 1300 (±2100)
ROH
+
2 ,
a 0.03 100 126.61 c
a Protonated hydroxyl group of the TEG chain
b De-protonated hydroxyl group of the TEG chain
c Single lifetime measurement.
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is included but approximately equal when proton rattling is excluded. This implies
that for the PBE XC functional, the proton reside on the hydroxyl group longer
during proton rattling events compared to the PBE+TS-vdW XC simulations. Yet,
overall, the proton rattling occurs for the same length of time before the proton
travels to another atom, undergoing structural diffusion. Interestingly, we also see
more occurrences and shorter lifetimes of the protonated hydroxyl group of TEG
with the PW91 level of theory for both including and excluding proton rattling. This
indicates a much stronger interaction between the H3O
+ and the hydroxyl group for
PW91, consistent with Figure 4.2(d).
The OH- ion and RO- ion show a very short lifetime among all levels of theory.
Upon further analysis of the trajectory, the majority of the occurrences of the OH-
and RO- ion have the OH bond lengths (the receiving O atom to H+ bond length and
the O atom of H3O
+ to H+ bond length) are approximately equal during these event,
implying these are proton sharing event versus proton transfer event.
Using our values for the probability of H+ to reside on water or the hydroxyl/ROH
of TEG in Table 4.1, we calculate the change in the free energy of transfer for H+ from
water to ROH to be 7.2, 10.2, and 13.8 in kJ/mol for the PW91, PBE, and PBE+TS-
vdW levels of theory, respectively, with an average value of 10.4 kJ/mol over all three
XC functionals. This gives excellent agreement compared to the experimental values
for both 10.4 kJ/mol for methanol and 10.5 kJ/mol for ethanol, in Table 2 and Table
3, respectively, from the work of Marcus [255] that reports the standard Gibbs free
energy for the transfer of ions from water to aqueous alcohol mixtures for varying mass
fraction of the alcohol content using the extra-thermodynamic assumption. Note, we
used the assumption that we can mimic the ROHs of TEG as methanol and ethanol.
Discussion and tabulation of the reported values in Table C.1 can be found in Appedix
Section B.
4.3.1 Special pair occurrence and lifetime analysis.
Another effect of introducing TEG is the different special pairs that can form between
atoms, helping identify the most active protons of the system. The term special pair
originally referred to the protonated H3O
+ and its hydrogen-bonded water molecule
in the first solvation shell that was under-coordinated with similar hydration, [76] yet
this identity has changed with time. [256] For further detail and insight, the reader is
directed to the work of Markotvitch et al. [88] where, using the multi-state empirical
valence bond (MS-EVB) approach, [87, 88, 256–259] they investigated the role of the
special pair in the proton transport process and its dynamics throughout the system,
termed the “special pair dance”.
For the present work, we begin by expanding on the previous section analysis,
in that once the protonic defect species is determined, the “most-active” proton of
the system is identified using the asymmetric stretch coordinate [230, 260], given as
δ = RaH∗ − RbH∗ , where RaH∗ and RbH∗ are the HB distances for the shared proton
(H∗) between two atoms, a and b. The hydrogen atom which gives the smallest value
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δ between the protonic defect species atom and the HB acceptor atom is identified as
H+ and these two atoms form the special pair.
In Table 4.2, the different special pair types that occur over all simulations of the
aqueous TEG solutions are listed with occurrence percentages, cumulative occurrence
percentages, and lifetimes of each species. For the lifetimes, the mean value is reported
with one standard deviation being noted as (±σ). Proton rattling events have been
excluded to highlight special pairs relevant to structural diffusion. For all special
pairs that occur with proton rattling events included, the reader is directed to Table
C.1 in the Appendix Section C.
Table 4.2: The occurrences and lifetimes of special pairs made up of the protonated
species (Zprotonated) and the special partner of the protonated species (Zshared) found
in aqueous H+ and triethylene glycol (TEG) systems. Proton rattling effects are
excluded.
Functional Proton
Rattling
Zprotonated Zshared %
∑
% Lifetime
(ps)
PW91 Excluded H3O
+ H2O 97.32 97.32 1.16 ±1.57
H3O
+ ROH 2.18 99.50 2.45 ±2.42
ROH
+
2 H2O 0.50 100 0.06
a
PBE Excluded H3O
+ H2O 98.76 98.79 1.85 ±3.06
H3O
+ ROH 1.07 99.86 0.08 ±1.16
ROH
+
2 H2O 0.14 100 0.02
a
PBE+TS-
vdW
Excluded H3O
+ H2O 99.51 99.51 1.53±2.51
H3O
+ ROH 0.46 99.97 0.01 a
ROH
+
2 H2O 0.03 100 0.01
a
a Single lifetime measurement.
The trends of the special pairs follows closely with those of the protonic defect
species analysis, as expected. First, the special pair between two water molecules
(H3O
+ and H2O) occurs more than 97% for the entire simulation time over all levels
of theory. The second and third highest occurring special pairs are direct results from
proton transfer between a water molecule and a hydroxyl group of TEG (H3O
+ with
ROH and ROH2
+ with H2O). These are expected since the second highest occurring
protonic defect species across all levels of theory was the protonated hydroxyl group
of TEG and the only other protonated species that occurs when proton rattling is
excluded for structural diffusion events.
The lifetimes of the H3O
+ - H2O special pairs appear to be in the range of 1-
2 ps across all levels of theory. These lifetimes have a very wide spread over the
simulations, shown by the PBE having lifetimes up to 5 ps within one standard
deviation. For the H3O
+ - ROH and ROH2
+ - H2O complexes, the general trend
is a decrease in the occurrences with increasing level of theory. For the lifetimes of
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the H3O
+ - ROH, the same general trend is observed with decreasing lifetimes for
increasing level of theory. The occurrence of a special pair and the lifetime of that
pair are correlated, most likely due to favorable stability of the structure for the
given XC functional. The ROH2
+ - H2O complex does not show a strong trend due
to only a single occurrence for all XC functionals when proton rattling events have
been excluded.
4.3.2 Solvation shell occurrence and lifetime analysis.
The results for analysis of the molecular groups that populate the hydrogen-bond
acceptors, also called the ligand sites for the Eigen cation for protonated water
molecules, are presented and discussed below to expand on the understanding of
the solvation shells that are present around the given protonated species. Similar
to the previous analysis of protonated species and special pairs, Table 4.3 shows all
of the occurrences of solvation shells and their lifetimes for all levels of theory with
proton rattling events excluded to highlight solvation likely present during structural
diffusion events. We observe that the dominant species is the Eigen cation, occurring
more than 85% of the simulation time sampled for all levels of theory. The lifetimes of
this solvation shell seem to be dependent on the XC functional used but independent
of dispersion inclusion.
Consistent with the RDFs of Figure 4.3(d) and the special pair analysis in Table
4.2, we see that the second dominant solvation shell structure is one that contains
the hydroxyl group for the PW91 and PBE XC functionals but not for the PBE+TS-
vdW XC functional. Instead, the second dominant solvation shell structure for the
PBE+TS-vdW XC functional simulations is one with a vacant ligand site. The fact
that this occurs for the dispersion inclusion functional leads one to conclude that the
over-structuring of water that has been discussed for GGA XC functionals (PW91
and PBE) suppresses this solvation structure due to overly strong hydrogen bonding
interactions for this given temperature. It appears that including dispersion increases
the probability of observing a vacancy in the solvation structure, most likely due to
stronger interactions with more distant molecular groups that can help stabilize this
structure. Yet, the GGA XC functionals do have this as the third dominant solvation
shell, implying that this solvation pattern is only suppressed but not prohibited.
Interestingly, the methylene group is present in the PW91 and PBE+TS-vdW
solvation shell structures but only as a minority species. Yet, the lifetimes are very
high for this solvation shell. Upon analyzing the solvation shell structures including
proton rattling, it is observed that these may be long lived proton rattling events,
where the protonic defect resides on another atom with a different solvation shell
for an extended amount of time before returning back to this solvation shell. The
lifetime reported is therefore the collective lifetime of this solvation shell and all others
observed during proton rattling events, which is not reflected in the occurrence of this
solvation shell. The fact that this lifetime is long lived ( 1 ps for PBE+TS-vdW and
4 ps for PW91) indicates that this is a solvation shell structure that can lead to
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Table 4.3: The occurrences and lifetimes of solvating shell species (HA,1-3) around
the protonated species (Zprotonated) found in aqueous H
+ and triethylene glycol
(TEG) systems. Proton rattling effects are excluded.
Functional Zprotonated HA,1 HA,2 HA,3 %
∑
% Lifetime
(ps)
PW91 d H3O
+ H2O H2O H2O 86.40 86.40 0.81 ± 1.46
H3O
+ ROH H2O H2O 9.76 96.16 0.82 ± 1.34
H3O
+ H2O H2O . . . 3.06 99.22 0.62 ± 0.01
ROH
+
2 H2O H2O . . . 0.50 99.72 0.03 ± 0.02
H3O
+ H2O H2O CH2 0.28 100 4.09
b
PBE b H3O
+ H2O H2O H2O 85.75 85.75 1.52 ± 2.84
H3O
+ ROH H2O H2O 8.00 93.75 1.10 ± 1.42
H3O
+ H2O H2O . . . 6.11 99.86 0.49 ± 0
ROH
+
2 H2O H2O . . . 0.14 100 0.01
b
PBE+TS-
vdW d
H3O
+ H2O H2O H2O 90.12 90.12 1.52 ± 2.32
H3O
+ H2O H2O . . . 5.95 96.07 0.72
b
H3O
+ ROH H2O H2O 2.21 98.28 0.21 ± 0.20
H3O
+ H2O H2O CH2 1.70 99.98 1.36
b
ROH
+
2 H2O H2O . . . 0.02 100 1.27
d
a 12 different solvation shells found when proton rattling included.
b Single lifetime measurement.
c 12 different solvation shells found when proton rattling included.
d 13 different solvation shells found when proton rattling included.
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proton “traps”, giving rise to rest periods and reduce overall structural diffusion.
One explanation could be that when this solvation shell occurs, the excess proton has
a reduced amount of paths along the hydrogen bond network to escape. An analysis of
the hydrogen bond ring statistics, as in similar work, [85,86] relative to this structure
could determine the validity of this hypothesis but is not explored in the current
work. All solvation shells present when proton rattling is included is shown in Table
D.1 in the Appendix Section D.
Agmon et al. [261, 262] have interpreted the free energy of proton transfer from
water to methanol, concluding that the solvation shell around the hydronium ion
does not show preference to water or methanol and that either are likely candidates
for hydrogen-bond acceptors. [88] For our simulations, to determine if the hydroxyl
group is also equally likely to populate the solvation shell relative to water, we
determine what the probability is for hydroxyl to be on either of the three sites
based on its concentration. We then compare this concentration-based probability
to the observed probability during the simulation for the hydroxyl to be found in
the solvation shell. Using a probability union relation and the assumption that
there are 36 molecular groups that could possibly populate the solvation shell sites
(2 hydroxyl groups, 2 ether groups, 6 methylene groups, and 26 water molecules,
not including the centrally protonated water), we determine that there is a 16%
chance that the hydroxyl group will populate the solvation shell ligand sites based
on solely on concentration. For a discussion of the probability union relation used
to calculate this probability, the reader is referred to Appendix Section E. From our
simulations for each XC functional, we find that for PW91, PBE, and PBE+TS-vdW
that the mean and standard deviation occurrence percentage of ROH on the ligand
sites are 9.5% ±12.2, 8.2% ±4.2, and 2.1% ±4.0, respectively, where the averaging
was performed over the simulations that make up each XC functional set. Note, that
the above values where obtained from analyzing all solvation shells, thus, include
proton rattling, and lead to slight differences in values reported in Table 4.3. We
see that PW91 is within ±σ, PBE slightly decreases this occurrence, interestingly,
and the inclusion of dispersion effects for PBE+TS-vdW reduces this occurrence.
Possibly, the long-range dispersion effects could allow the hydrophilic hydrogens of
hydronium and the hydrophobic methylene groups bonded to the hydroxyl groups
to feel a stronger repulsion, reducing the attraction between the hydronium and the
hydroxyl group. Also, our assumptions have an effect on this concentration-based
probability prediction. First, the assumption that the hydroxyl group of TEG can be
mimicked by methanol is ignoring the fact that the rest of the chain can both sterically
hinder interaction with the hydroxyl group from other molecules in the system and
also that the additional methylene groups in the chain could invoke repulsive behavior,
already discussed. These effects would suppress the probability of finding ROH on the
ligand sites to varying degree. Second, in determining the target probability, we have
assumed that all the sites will be occupied by one of the 36 molecular groups specified.
Yet, we know this is not the case since we can have vacant sites as seen in Table 4.3
where there is no hydrogen bond acceptor present. Including this observance would
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further reduce the likelihood of observing the hydroxyl group in the solvation shell
based solely on concentration since we introduce a species that can populate the site,
a vacancy or “cavity”. Yet, only at above 90% of the total solvation shell occurrences
do we see the vacancies, indicating that the assumption that only one of the 36
molecular groups will populate the site is within reason. Reducing the concentration-
dependent probability would bring the observed probabilities from simulation into
closer agreement. For this discussion of hydroxyl groups populating the solvation
shells, we conclude that our simulations show that for GGA XC functionals, PW91
and PBE, it is equally likely to observe methanol / hydroxyl on the ligand sites but
when including important dispersion effects, there is a preference for water to occupy
the ligand sites relative to the hydroxyls of TEG.
4.3.3 Hydrogen-bond network occurrence and lifetime anal-
ysis.
In line with the three previously discussed analysis of protonated species, special
pairs, and solvation shells, the HB network that exists around protonic defect species
have been investigated in a similar manner. This analysis is similar to recent work
for studying HB networks for the excess proton in water such as that of Lapid et
al. [263] that used bond-order analysis to analyze HB dynamics in larger water clusters
(second-solvation shell) around the Zundel ion and, the work of Shevchuk et al. [264]
that use complex network analysis to track several coordinates of interest of the HB
network relevant to proton transport. We determine the hydrogen bonded atoms that
surround the special pair complex based on the criteria that the distance between
HB acceptor (A) and donor (B) is less Rab < 3.5 A˚and the angle between the HB
acceptor, hydrogen of the HB, and the HB donor α(A...H...B) < 30◦. Using a tree-
structure data type, we “grow” the tree for the HBs surrounding the special pair
by levels where the levels indicate the solvation shells. We can then compare tree-
structures to determine equality, i.e. equivalent HB networks around the same special
pair. We report the occurrences of each HB network around a given special pair and
its associated lifetimes, shown in Table 4.4, only including HB networks that occur
when proton rattling has been excluded. Only the five highest occurring of these HB
networks are listed for brevity in the Table 4.4, with the total number of HB networks
found listed in the footnotes for both excluding and including proton rattling. All
of the HB networks found for TEG-water mixtures with proton rattling excluded
are listed in the Appedix Tables F.1-F.3 in Section F.1. In Figure 4.4, we give an
illustration for the labels found in Table 4.4. Since most HB networks surround a
water-water special pair, this is the species shown in Fig. 4.4.
From Table 4.4, we can determine the most significant HB networks present for
structural diffusion proton transfer events. The H3O
+ - H2O special pair dominates
the center of the HB networks found due to the high occurrence of this complex listed
in Table 4.2 for all XC functionals. It is observed that the most likely hydrogen-
bond donor for the hydronium, HBD,p, is either a vacancy or CH2. This observation
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Figure 4.4: Hydrogen-bond network around a water-water special pair. Labels the
protonated species (Zprotonated / Zprot), the atom (Zshared) hydrogen bonded to the
most active proton, the hydrogen-bond acceptors (HBA) and the hydrogen-bond
donors (HBD).
Table 4.4: The top five most occurring hydrogen-bond networks around protonic
defect species and associated lifetimes for TEG-water mixtures. Protonated species
(Zprot), the special pair atom (Zshared), the solvating atoms of the protonated species
(HBX, p where x=A or D for accepting or donating a hydrogen bond, respectively),
and the solvating atoms of Zshared (HBX, s with the same definitions of x) are listed.
Figure 4.4 provides graphical labeling. Proton rattling effects are excluded.
Functional Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (ps)
PW91a H3O+ H2O H2O H2O . . . H2O H2O H2O 17.60 17.60 2.3 ± 1.1
H3O
+ H2O H2O H2O CH2 H2O H2O . . . 16.14 33.75 0.6
H3O
+ H2O H2O H2O . . . H2O H2O . . . 15.61 49.36 0.3
H3O
+ H2O H2O H2O CH2 H2O H2O H2O 6.52 55.87 0.01± 0.004)
H3O
+ H2O H2O H2O . . . H2O H2O CH2 6.29 62.16 1.4 ± 1.3
PBEb H3O+ H2O H2O H2O . . . H2O H2O H2O 21.35 21.35 1.3 ± 2.5
H3O
+ H2O H2O H2O . . . H2O H2O . . . 19.71 41.06 0.5 ± 0.4
H3O
+ H2O H2O H2O . . . H2O H2O CH2 6.45 47.51 1.8
H3O
+ H2O H2O H2O . . . ROH H2O . . . 5.26 52.78 0.1
H3O
+ H2O H2O H2O . . . ROH H2O H2O 4.85 57.63 0.7
PBE+TS-
vdWc
H3O
+ H2O H2O H2O . . . H2O H2O H2O 20.56 20.56 0.8 ± 0.04
H3O
+ H2O H2O H2O . . . H2O H2O . . . 14.09 34.65 0.8 ± 0.1
H3O
+ H2O H2O H2O CH2 H2O H2O H2O 6.22 40.87 0.05
H3O
+ H2O H2O H2O . . . H2O H2O CH2 4.62 45.49 4.3
H3O
+ H2O H2O H2O H2O H2O H2O H2O 3.89 49.38 2.4 ± 4.0
a 23 (excluded) and 160 (included) different hydrogen-bond networks found.
b 19 (excluded) and 196 (included) different hydrogen-bond network found.
c 16 (excluded) and 176 (included) different hydrogen-bond networks found.
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is in line with previous literature, [220, 265–267] that the hydronium ion has an
“amphiphilic” nature, due to possessing both hydrophilic character via HBs formed
with water molecules and also a hydrophobic character due to the lone pair of oxygen
not forming a HB with water molecules due to the overall positive charge on the cation.
Thus, instead of forming HBs with water at the HB donor site, the hydronium ion
orients such that the hydrophobic lone electron pair either remains vacant or creates
a HB to the hydrophobic CH2 of TEG and the hydrophilic hydrogens form HBs with
other hydrophilic molecules and monomers (water molecules, ethers, and hydroxyls).
Note, for this HB network analysis, the tree-structure has initially been setup to
only capture “water-like” hydrogen-bond networks based on H3O
+ - H2O being the
most likely observed special pair, seen in Table 4.2. This was to allow for easier
comparison of similar hydrogen-bond networks and to reduce the already high number
of entities identified. Relaxation of this constraint could be easily implemented but
is not pursued in the current work. We report the HB networks for the bulk water
simulations where proton rattling has been excluded (Tables G.1 - G.4), included
(Tables K.1-K.4) and all HB networks found in TEG-water mixtures where proton
rattling has been included (Tables K.5-K.7) in the Appendix Sections G and K.
Following similar analysis used for the solvation shell ligand sites, we examine
the relative probability of a molecule/molecular group to occupy HB network sites.
Table 4.5 gives the percentage of occurrence of a given species on any of the 6 sites
in the HB network, on any of the 4 HB acceptor sites, and on either of the 2 HB
donor sites. Table 4.5 should be understood as follows. From the first row, for the
PW91 XC functional, 49% of the hydrogen bond networks around a special pair have
at least one methylene group in one of the six sites shown in Figure 4.4. 0.6% of
the hydrogen bond networks have at least one methylene group in one of the four
acceptor sites shown in Figure 4.4. 48.5% of the hydrogen bond networks have at
least one methylene group in one of the two donor sites shown in Figure 4.4. We
note that water occurs in at least one acceptor site for all HB networks (thus a 100%
occurrence for the total and acceptor columns of Table 4.5) and occurs at the donor
site with 45% probability for all functionals.
Focusing on the preference for methylene in the HB network, we first determine
that there is a 70% probability for CH2 to occur in the HB network based solely
on concentration. Again, for discussion of the concentration-based probability union
relation used, the reader is referred to Appedix Section E. We see that based on
the simulations, the CH2 group occurrence is XC functional-dependent, varies over
the different simulation runs for each XC functional set seen in the large standard
deviations, and that it does not appear to have an equal probability to occur when
we compare to our probability to see it in any of the HB network sites. Yet, we
notice that CH2 groups mainly sit on donor sites. Thus, if we reformulate our above
analysis to only look at the donor sites instead, the probability for CH2 groups to be
at either site based on concentration is 31%. From previously discussed assumptions
of this analysis, if we look at the “cavity” occurrence, there is an overwhelmingly high
chance of having no hydrogen bond donor present. This implies that our assumption
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Table 4.5: The occurrence percentages of a given molecule species in the total
hydrogen bond network, the hydrogen bond acceptor sites (HA) and the donor sites
(HB). The molecular groups are the ether (ROR), methylene (CH2) and hydroxyl
(ROH) groups of TEG and a “cavity”. The standard deviations are reported also
(SD).
Molecule Functional Total HA HD
Group % SD % SD % SD
CH2 PW91 49.0 (± 22) 0.6 (± 1.1) 48.5 (± 23)
PBE 27.1 (± 10) 0.6 (± 0.6) 26.6 (± 9)
PBE+TS-
vdW
31.5 (± 4) 3.3 (± 5) 28.5 (± 7)
ROH PW91 19.2 (± 15) 18.8 (± 15) 0.4 (± 0.5)
PBE 25.4 (± 12) 20.0 (± 10) 5.3 (± 7)
PBE+TS-
vdW
10.3 (± 15) 8.2 (± 13) 2.2 (± 2)
ROR PW91 1.5 (± 2) 1.5 (± 2) . . . . . .
PBE 0.9 (± 1) 0.9 (± 1) . . . . . .
PBE+TS-
vdW
20.2 (± 16) 20.2 (± 16) . . . . . .
. . . PW91 81.9 (± 1) 10.6 (± 5) 80.3 (± 2)
PBE 88.4 (± 3) 17.0 (± 4) 86.1 (± 4)
PBE+TS-
vdW
86.6 (± 2) 16.2 (± 4) 84.1 (± 3)
for computing the probability based on concentration over-estimates the probability
for the HB donor site since we do not take into account the lack of a hydrogen
bonded species at these sites. Therefore, CH2 groups have preference to be located
at the HB donor sites relative to other molecule groups, observed previously in Table
4.4. Similarly, for the ROR or ROH to occupy any of the HB acceptor sites based
on concentration is 22%. Thus, we can say ROH has a preferential probability be in
the HB acceptor sites relative to other molecules. Surprisingly, the ether ROR has
almost no probability for the PW91 and PBE XC functionals but a 20% probability
when dispersion effects are included. This can also be seen in Fig. 4.3c. Yet, we
see that ROR actually has a relatively high preference over other molecules to be
in the HB acceptor sites for only the PBE+TS-vdW XC functional. Therefore, we
conclude that ROH has preference over other molecule groups to be at the acceptor
sites, CH2 groups have preference over other molecule groups to be in the donor sites,
and ROR has a XC functional-dependence that ranges from very low probability to
preference when dispersion effects are included.
In Table 4.6, we report the HB networks that occur during proton transfer events.
This helps determine how TEG is incorporated into the HB network to facilitate
proton transport. Only the top five highest occurring HB networks are listed for
brevity. Only the number of occurrences are listed for these HB networks since they
are only captured at the instance of a proton transfer event. The CH2 of TEG is
again in the top three most observed the HB networks, consistent with a similar
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observation in Table 4.4. This implies that proton transfer could possibly take place
along the axis parallel to the TEG chain with the chain CH2 groups being HB donors,
providing the necessary solvation around the special pair for proton transfer. This
observation appears to be in line with the high proton mobility that is found at oil-
water interfaces, shown in the work of Zhang et al. [268] They showed via experiment
and AIMD simulations of an interface of n-decane and water with an excess proton
that the amphiphilic hydronium was attracted to the interface and retained high
lateral mobility along the interface that exceed the bulk mobility for proton carriers.
Table 4.6: The top five most occurring hydrogen-bond networks around reactant
and product during proton transfer for TEG-water mixtures. Protonated species
(Zprot), the previously protonated species (Zprev), the hydrogen-bond atoms of the
protonated species (HBX, p where x=A or D for accepting or donating a hydrogen
bond, respectively), and the solvating atoms of Zprev (HBX, r with the same
definitions of x) are listed. Figure 4.4 gives graphical labeling. Proton rattling
effects are included.
FunctionalZprot Zprev HBA,p HBA,p HBD,p HBA,r HBA,r HBD,r %
∑
%
PW91a H3O+ H2O H2O H2O . . . H2O H2O . . . 15.19 15.19
H3O
+ H2O H2O H2O . . . H2O H2O CH2 14.82 30.02
H3O
+ H2O H2O H2O H2O H2O H2O . . . 14.25 44.26
H3O
+ H2O H2O H2O CH2 H2O H2O . . . 11.52 55.79
H3O
+ H2O H2O H2O CH2 H2O H2O H2O 4.45 60.24
PBEb H3O+ H2O H2O H2O . . . H2O H2O . . . 21.12 21.12
H3O
+ H2O H2O H2O H2O H2O H2O . . . 15.96 37.08
H3O
+ H2O H2O H2O . . . H2O H2O CH2 7.55 44.63
H3O
+ H2O ROH H2O . . . H2O H2O . . . 7.40 52.03
H3O
+ H2O ROH H2O H2O H2O H2O . . . 4.36 56.38
PBE+TS-
vdWc
H3O
+ H2O H2O H2O . . . H2O H2O . . . 16.07 16.07
H3O
+ H2O H2O H2O H2O H2O H2O . . . 11.36 27.42
H3O
+ H2O H2O H2O CH2 H2O H2O . . . 7.94 35.36
H3O
+ H2O ROR H2O . . . H2O H2O . . . 6.37 41.74
H3O
+ H2O H2O H2O . . . H2O H2O H2O 6.00 47.74
a 90 different hydrogen-bond networks found
b 99 different hydrogen-bond networks found
c 87 different hydrogen-bond networks found
The hydroxyl of TEG is present for PBE in Table 4.6 but not PW91. From Fig
2(d), it appears that PW91 would also have HB networks that contain hydroxyls. Yet,
Tables 4.1 and 4.2 and Fig 2(d) together give the picture that when the excess proton
is located on a water and approaches the hydroxyl group, the hydroxyl group has a
higher probability to become protonated for the PW91 as opposed to only occupying
the solvation shell for the PBE case. The ether of TEG shows a high probability
for occupying the solvation shell for PBE+TS-vdW, seen previously in Table 4.5.
However, since this species does not appear in Table 4.3, we believe this HB network
to be present for proton rattling events and not for longer range, structural diffusion
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proton transfer events. In the Appendix, we show all HB networks during proton
transfer events for the bulk water (Tables L.1-L.4) and TEG-water mixtures (Tables
L.5-L.7).
4.3.4 Mechanistic picture for proton transfer among water
molecules.
One would also like to know the effect of TEG on the mechanistic picture of proton
transfer for water-to-water hops. Previous studies [230, 247, 248] have shown that
for proton transport in bulk water that, using the asymmetric stretch reaction
coordinate ( δ) to identify the most likely oxygen to receive a transferring proton,
the hydrogen-bonding patterns of this oxygen and the protonated oxygen had great
similarity, termed the “presolvation” concept, previously discussed. [69, 82, 83, 89]
This analysis was further refined in a recent study [82] where, having knowledge of
the entire trajectory, the focus was shifted from the atom most likely to receive
a transferring proton instead to the atom that will receive the next transferring
proton. In the work of Berkelbach et al. [82], the RDF of atom A relative to
atom B, gAB(r), and corresponding integrated coordination number (ICN), nAB(r) =
4piρB
∫ r
0
R2gAB(R)dR, where ρB is the number density of atom B, were sampled
at intervals to give a time progression of these functions leading up to a proton
transfer event. They showed that the presolvation concept retained validity under
this refined analysis for the concerted mechanism of proton transfer. In bulk water,
the importance of the hydronium ion accepting a hydrogen bond to initiate long range
structural diffusion has been demonstrated in the work described by Berkelbach et
al. [82] and again in recent work by Tse et al. [85] We employ this analysis for
our system, comparing across different XC functionals and both for the bulk water
and TEG-water mixtures. Figure 4.5 highlights the results using the PBE+TS-vdW
XC functional for the TEG-water mixtures. The RDFs (Figures H.1-H.1 in Section
H.1) and the ICNs (Figures H.5-H.8 and H.20) for proton transfer from water to
water for bulk water, the RDFs for proton transfer from water to water (Figures
H.9-H.11) and the ICNs for proton transfer from water to water (Figures H.12-H.13
and Figure H.21), from water to hydroxyl (Figures H.14-H.16), and from hydroxyl
to water (Figures H.17-H.19) are provided in the Appendix Section H using all XC
functionals. For all XC functionals, the water-to-water ICNs for bulk water show
evidence of the “presolvation” concept.
In Fig. 4.5, we show the ICNs when proton rattling is excluded for the donating
(Fig. 4.5(a)) and receiving (Fig. 4.5(b)) entities with the PBE+TS-vdW XC
functional prior to the proton transfer event. Presolvation is captured in Fig. 4.5
by noting the similarity between the ICNs in the range associated with HBs of
the donating and receiving entities in the time immediately preceding (20-0 fs) the
proton transfer event. For the PW91 and PBE levels of theory, shown in Figures
H.12 and H.12 in the Appedix Section H, respectively, the protonated oxygen clearly
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Figure 4.5: The ICNs using the PBE+TS-vdW XC functional for protonated
oxygen in water (O* in (a)) and the next water oxygen to be protonated (Onext in
(b)) averaged over 20 fs intervals long before proton transfer (500-480 fs) and
leading up to proton transfer (200-180 fs, 100-80 fs, 60-40 fs, and 20-0 fs) at 300 K .
The integration is over the RDF in Figure H.11 in the Appendix. Specific regions
are marked for the proton transfer process and the change in the HB network.
Proton rattling events are excluded.
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gains a HB and the receiving oxygen clearly loses a HB. However, at the PBE+TS-
vdW level of theory, we observe smaller changes in ICN in Fig. 4.5(a) for the
protonated species and even less for the receiving oxygen in Fig. 4.5(b), indicating
little difference in the solvation leading up to the proton transfer event. To explain
the difference in solvation, we compared the ICNs in the range of 20-0 fs for PBE
(Fig. fig:icnsTEGpbe) and for PBE+TS-vdW (Fig. 4.5). An explicit comparison
of 20-0 fs ICNs for different XC functionals is given in Figure H.20 and Figure H.21
for bulk water and TEG-water mixtures, respectively, in Appendix Section H. We
observe that the ICNs for PBE and PBE+TS-vdW are roughly equivalent at 20-0 fs
prior to proton transport. Thus, for PBE+TS-vdW simulations, prior to the proton
transfer the HB is already partially broken for the receiving oxygen and the HB that
must be present for the protonated oxygen is already partially formed. This can be
attributed to the softening of the HB network due to inclusion of dispersion effects for
PBE+TS-vdW XC functional. The PW91 and PBE XC functionals over-structure
the oxygen-hydrogen bond in H2O, as seen previously in Fig. 4.2(b), compared to the
PBE+TS-vdW XC functional, allowing the latter to have a persistent HB network
that provides the necessary HB for the donating entity. Using the GGA-type XC
functionals, we see that there is a larger dynamic change of the hydrogen bond network
to either form or break a HB prior to the proton transfer event. Thus, an equivalent
solvation is required for proton transfer, but the dynamics of the HB network leading
up to this event are different due to including dispersion effects that soften the HB
structures.
Overall, the ICNs for both the protonated water molecule and the protonated
receiving water molecule were lower than the bulk water ICNs. This further supports
the fact that the HB networks are different in the TEG-water mixture compared to
bulk water, which we also observed in the analysis of the HB networks during reaction
in Table 4.6. The reduction in the ICNs is consistent with Table 4.6 in that the most
common HB networks found during reaction for any XC functional did not find a HB
donor for either the protonated or previously protonated species.
4.3.5 Free energy profiles of proton transfer.
The free energy barriers for proton transfer between two water molecules have been
calculated to determine the effects of TEG in the TEG-water mixtures. We first
calculate the two-dimensional probability density functions, P (RO∗O, δ), using the
oxygen-oxygen distance ( RO∗O ) between the oxygens of a water-water special pair
and the asymmetric stretch ( δ ) as reaction coordinates to describe proton transport.
An example of P (RO∗O, δ) for proton transport between water molecules for a single
PBE+TS-vdW XC functional simulation is shown in Fig. 4.6. In the Appendix, the
plots for P (RO∗O, δ) are shown for both bulk water (Figures I.1-I.4) and PW91 and
PBE XC functional TEG-water mixtures (Figures I.5-I.5). Upon integrating over the
RO∗O coordinate, we have the one-dimensional probability density function of the
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asymmetric stretch reaction coordinate, P ′(δ). Since δ is the reaction coordinate that
describes proton transport, we can calculate the free energy barrier as
∆F (δ) = − kBT ln
[∫
P (RO∗O, δ)dRO∗O
]
= − kBT lnP
′(δ)
(4.1)
Figure 4.6: Probability density function of proton transfer for PBE+TS-vdW XC
between water molecules in TEG-water mixture at 300 K. RO∗O is the
oxygen-oxygen distance and δ is the asymmetric reaction coordinate. The surface
has been smoothed and z-axis made arbitrary.
The free energy barrier averages and standard deviations (±σ) were calculated
to be 0.21 (±0.08), 0.38 (±0.07), and 0.42 (±0.13) kcal/mol for PW91, PBE,
and PBE+TS-vdW, respectively. These averages and standard deviations were
calculated using the 4-5 simulations for a given XC functional set. For our bulk
water simulations, we found the free energy barriers of the single 50 ps simulations to
be 0.26, 0.59, 0.40, and 0.64 kcal/mol for PW91, BLYP, PBE, and PBE+TS-vdW,
respectively. The BLYP XC functional for bulk water was chosen to compare with
previous results in the literature. [247,248] Thus, the free energy barriers of the TEG-
water mixtures for the PW91 and PBE XC functional are equal to that of bulk water
(within one σ) and the PBE+TS-vdW gives a lower free energy barrier in TEG-water
mixtures compared to bulk water. In Fig. 4.7, we show the free energy profiles for
visual comparison of bulk water to TEG-water mixture. Interestingly, by comparing
the PBE and PBE+TS-vdW free energy profiles for TEG-water mixture in Fig. 4.7,
the inclusion of dispersion effects are observed to increase the free energy barrier for
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both TEG-water mixtures and bulk water. Yet, the PBE and PBE+TS-vdW free
energy barriers for TEG-water mixtures do fall with one standard deviation of each
other.
Figure 4.7: Free energy profile of proton transfer between water molecules in bulk
water and TEG-water mixtures at 300 K using different XC functionals. The
reaction coordinate δ is the difference of the HB distances for the shared proton
(H∗) between the two oxygen atoms of the water molecules.
4.3.6 Kinetics of proton transfer among water molecules.
We investigate the effects of TEG on the kinetics of proton transport between water
molecules by utilizing the population time correlation function (TCF) approach from
the recent work of Chandra et al. [247,248] The formulation of these population TCFs
is analogous to that of the previously derived hydrogen bond correlation functions
and kinetics. [269,270] This approach has proven to be advantageous for a variety of
proton transport mechanisms in hydrogen-bonded systems such as an excess proton
and a hydroxide ion in water [247, 248, 271], an excess proton and a hydroxide ion
in water-ammonia mixtures [272], and an excess proton in water-HCl mixtures. [273]
Time scales of proton transfer and proton transfer rate constants are determined using
both the history-independent, or intermittent, time correlation function, Ci(t), and
the history-dependent, or continuous, time correlation function, Cc(t). To construct
these time correlation functions (TCFs), we define the population functions h(t) and
H(t). We denote the protonic defect species atom as O∗. Then, we define h(t) = 1
if a specific oxygen atom is O∗ at time and h(t) = 0 otherwise. H(t) = 1 if an atom
is O∗ for a time interval t, given that the atom was initially O∗ at the beginning of
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the interval. Then, using these population functions, we can define our intermittent
TCF as
Ci(t) =
〈h(0)h(t)〉
h
(4.2)
Thus, Ci(t) gives us the probability that an atom that was O
∗ at t = 0 will be O∗
at t, without regard to proton transfer events in the interval t. The continuous TCF
is defined as
Cc(t) =
〈h(0)H(t)〉
h
(4.3)
which gives the probability that an atom that was O∗ at t = 0 will remain O∗ on
the time interval t. Importantly, from Cc(t), we can directly calculate the average
exchange time of O∗, τexch, as
τexch =
∫ ∞
0
Cc(t)dt (4.4)
In Fig. 4.8(a) and (b), we show Ci(t) including and excluding proton rattling
events, respectively, for all XC functionals used for both bulk water and TEG-
water mixture. Similarly, in Fig. 4.9(a) and (b), we show the same plots for
Cc(t). When rattling is included in Cc(t), such as in Fig. 4.9(a), ultrafast processes
are accessible such as short lived complexes that exist in bulk water measured by
femtosecond vibrational spectroscopy. [81] However, experimental research continues
[80] to determine what complexes are short-lived and what are metastable, discussed
more below. By excluding proton rattling, we analyze the time scale for true charge
displacements via structural diffusion in the system. The difference between including
and excluding proton rattling is less for Ci(t) compared to Cc(t) due to the continuous-
time-independence of Ci(t).
Previously, it has been thought that the interconversion from Zundel to Eigen
configurations was an ultrafast process on the sub-100 fs timescale. [81] However,
in recent experimental work by Tha¨mer et al., [80] ultrafast two-dimensional (2D)
IR spectroscopy was used to probe the lifetime of the Zundel proton complex and
suggested that the Zundel configuration is not merely a transition state between
Eigen configurations but a metastable configuration that has a lower limit lifetime of
480 fs. The reader is encouraged to consult a recent article [79]for further discussion
of the impact of the work by Tha¨mer et al., its contrast to theoretical results, and
the future role of 2D infrared spectroscopy in further unraveling the elusive proton
complexes in water. From the current work, our analysis of TCFs is consistent with
ultrafast processes on the sub-100 fs timescale. [81]
The slow and fast decay times, τslow and τfast, respectively, associated with proton
transfer can be well defined by a biexponential function fit of Cc(t).
Cc(t) = αslowe
−t
τslow + αfaste
−t
τfast (4.5)
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Figure 4.8: Intermittent time correlation functions for protonic defects in bulk water
and TEG-water mixtures. (a) Proton rattling included. (b) Proton rattling
excluded.
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Figure 4.9: Continuous time correlation functions for protonic defects in bulk water
and TEG-water mixtures. (a) Proton rattling included. (b) Proton rattling
excluded. Note the difference in the scale of the x-axis from (a) to (b).
79
with αslow+αfast = 1. Similarly, from Eq. (16) and (17) of the work by Tuckerman
et al. [248], we can also fit a bi-exponential to Ci(t) to determine parameters a0, a1,
and a2 in Eq. (4.6) below to then determine the forward rate constant for proton
transfer, kPT1 , in Eq. (4.7) below.
Ci(t) = α0e
−α1t + (1− α0)e
−α2t (4.6)
kPT1 = α0α1 + α2(1− α0) (4.7)
This bi-exponential decay model for Ci(t) of proton transport in water has shown
to be in good agreement up to approximately 30 ps. [247, 248, 271] However, the
work of Chen et al. [271] showed that approaching the long-time limit, Ci(t) initially
displays an exponential decay (t < 30 ps), then transitions to slower, non-exponential
decay (30 ps < t < 100 ps), and finally reaching power law decay at the asymptotic limit
(t > 100 ps). Yet, the simulations in the work presented here are far from reaching
this power law asymptotic limit and well within the exponential decay regime.
In Table 4.7 and Table 4.8, the kinetics for proton transfer are presented for
bulk water and TEG-water mixtures, respectively. We have computed τexch via Eq.
(4.4), τfast, τslow, and αslow via eq (4.5), and
1
kPT1
via Eq. (4.6) and (4.7) (including
parameters for fitting α0, α1, and α2 ). For bulk water in Table 4.7, the fast time scale
associated with including proton rattling events gives lifetimes, τfast, < 100 fs for XC
functionals that display bi-exponential decay behavior, in agreement with experiment
[81] and previous simulation [82, 248] results. The only outlier that had exhibited
simple exponential decay was the PBE+TS-vdW, which still displayed decay lifetimes
of 160 fs. The exchange lifetimes qualitatively agree with previous simulation results.
[248] The difference is most likely due to the lighter mass of the hydrogen atom used in
the present simulations (here, using the mass of hydrogen instead of deuterium). The
exchange lifetime appears to be τexch ≈ 1 ps for all four XC functionals when analyzing
the kinetics associated with structural diffusion via excluding proton rattling. The
shortest lifetime appears to be for PW91, with τexch = 0.73 ps and the longest lifetime
is for PBE+TS-vdW, with τexch = 1.39 ps. These lifetimes are consistent with those
in Table 4.1 and the free energy barriers observed in Fig. 4.7 for PW91 and PBE+TS-
vdW in bulk water.
From Table 4.8, there is a noticeable effect when incorporating TEG, specifically
in the exchange lifetimes for excluded proton rattling, thus time scales for structural
diffusion. For the PW91 XC functional, there is an increase in exchange lifetime
from bulk to TEG-water mixtures. This is caused by an increase in the slow process
lifetime. The PBE XC functional lifetimes also increase going from bulk water to
TEG-water mixtures but with a much smaller change in the lifetime, being 1 ps for
both bulk water and TEG-water mixtures. The PBE+TS-vdW functional lifetimes
decrease going from the bulk water to the TEG-water mixtures. However, we see that
this is due to contamination of the fast process since αslow decreases to 60%, implying
an increase in the effect of the fast dynamic processes associated with τfast. Overall,
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Table 4.7: Kinetics of aqueous H+ system. Relaxation times, parameters and inverse
rates (in ps) for H+ including and excluding rattling events.
Functional Rattling τexch αslow τfast τslow
1
kPT
1
α0
1
α1
1
α2
PW91 Included 0.08 0.71 0.01 0.10 0.40 0.32 13.77 0.27
Excluded 0.73 0.71 0.18 0.96 0.98 0.22 15.67 0.76
BLYP Included 0.17 0.24 0.09 0.42 0.26 0.57 2.37 0.11
Excluded 0.94 0.96 . . . 1.00 1.05 0.09 14.58 0.96
PBE Included 0.12 0.43 0.05 0.21 0.16 0.56 3.59 0.07
Excluded 0.89 1.00 . . . 0.83 0.50 0.70 3.09 0.15
PBE+TS-
vdW
Included 0.17 1.00 . . . 0.16 0.36 0.53 3.53 0.17
Excluded 1.39 0.70 0.46 1.82 1.30 0.65 3.20 0.46
the TEG-water mixture shows an increased lifetime for proton transfer using the
PW91 XC functional due to an increase in slow processes associated with structural
diffusion and shows relatively little change in the lifetimes for PBE and PBE+TS-
vdW XC functionals, with only slight decrease being accounted to the decrease of the
fast processes associated with proton rattling events for PBE+TS-vdW.
Table 4.8: Kinetics of aqueous H+ and triethylene glycol (TEG) system. Relaxation
times and inverse rates (in ps) for H+ including and excluding rattling events.
Functional Rattling τexch αslow τfast τslow
1
kPT
1
α0
1
α1
1
α2
PW91 Included 0.06 0.74 0.01 0.08 0.10 0.51 6.81 0.05
Excluded 1.71 0.43 0.43 3.50 1.01 -2.08 3.12 3.12
PBE Included 0.12 0.64 0.02 0.17 0.35 0.55 0.20 3.61
Excluded 1.05 1.00 . . . 1.02 1.01 0.50 0.50 3.53
PBE+TS-
vdW
Included 0.10 0.56 0.03 0.15 0.19 0.52 4.00 0.09
Excluded 1.17 0.60 0.30 1.84 0.68 0.62 3.90 0.26
4.3.7 Hopping dynamics and mean square displacements for
proton transport
The displacement of the protonic defect throughout the trajectories was extracted
to determine 1) the observation of burst-rest dynamics previously discussed and 2)
the mean square displacements (MSDs) for the protonated atom. For all TEG-
water mixture MSDs of the protonated atom, we have not yet reached the linear
regime where reliable self-diffusion coefficients based on the Einstein relation can be
calculated. We reserve this for a future effort where reliable values can be reported.
Figure 4.10 shows the proton hopping dynamics via displacement of the protonated
atom relative to the initial position of the first protonated atom in the trajectory for
selected trajectories of the XC functional simulation sets. The red line indicates
trajectories that display an overall “rest” behavior during the simulation while the
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Figure 4.10: The distance for the atom (O*) that has the protonic defect relative to
the initial position of the first protonated atom in TEG-water mixture for selected
simulation trajectories for each of the XC functionals (a) PW91, (b) PBE, and (c)
PBE+TS-vdW at 300 K. The trajectories were selected based on the red trajectory
being an example of a trajectory that mostly contains “rest” dynamics and the blue
trajectory displaying both “burst-and-rest” dynamics. The horizontal lines and
labels for burst and rest sections annotate only the blue trajectory and are to help
guide the reader and highlight each section.
blue line indicates trajectories that show burst-rest dynamics, similar to recent
simulation work of an excess proton in bulk water. [85, 86] Previous work showed
that rest periods consisted of long-lived proton traps, being > 5 ps. [86] We do
observe such long rest dynamic period in our simulations, specifically in the PW91
functional simulations in Fig. 4.10. The length of burst periods and rest periods
seem to be shorter for our protonated atom in TEG-water mixtures compared to the
displacements of the hydronium oxygen in bulk water in Fig. 2 of Tse et al. [85]
Yet, our simulation lengths are almost an order of magnitude shorter, in exchange for
increasing number of trajectories per XC functional. We believe extended simulations
of the present trajectories would be required before a conclusion on whether the TEG-
water mixture could shorten these burst and rest periods relative to those observed in
bulk water. The observance of trajectories with either a long-lived rest period or that
have occurrences of burst and rest periods seems overall to be less dependent of the
XC functional used and more dependent on initial conditions of the trajectory and
simulation length. Emphasis is placed on using a number of trajectories for these types
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of analysis due to the variety of burst-rest dynamic behavior that can be observed
during a simulation and the long length that these periods can have, such as rest
periods for 100 ps of the excess proton in bulk water simulation observed in Fig. 2 of
Tse et al. [85] The Appendix Section J presents all trajectories for all XC functionals
of TEG-water mixtures (Figure J.1) and bulk water (Figure J.2) for comparison
of burst-rest dynamics in different simulation trajectories and XC functionals used.
Similar burst-rest behavior is displayed for all XC functionals tested for bulk water.
In Figure 4.11, the average MSDs over all trajectories for a given XC functional set
are shown. The MSDs are extended to the longest time length simulated for a given
XC functional set, implying that average over all the simulations was guaranteed up
to 10 ps, since this was a minimum for simulated time length. Yet, past 10 ps, only
a subset of all trajectories were used for the averaging. We note that the PW91
XC functional set has the MSD with the smallest slope, which can be attributed to
the long rest behavior seen in the trajectories shown in Figure 4.10 and Figure J.1.
Included in Appendix Section J are the MSDs of each individual simulation trajectory
and the corresponding average MSDs using only 10 ps of each trajectory in Figure
J.3 and the bulk water MSDs in Figure J.4.
Figure 4.11: The average mean squared displacements (MSDs) of the protonated
atom (O*) versus time in TEG-water mixture for each XC functional at 300 K. The
average MSDs were averaged out to the longest time length simulated for the XC
functional set but with averaging over only a subset of all MSDs after 10 ps.
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Chapter 5
Reactive Molecular Dynamics
Simulations of an Excess Proton in
Aqueous Triethylene and
Polyethylene Glycol Solutions
Figure 5.1: Snapshot of excess proton in aqueous polyethylene glycol solution with
infinite chain (linked across periodic boundary), where water molecule with excess
proton has a yellow oxygen atom.
5.1 Introduction to the Reactive Force Field: ReaxFF
The reactive force field (ReaxFF) platform contains all essential ingredients to
accurately to model various dissociation pathways and the formation of chemical
bonds in molecular simulations without the need for a quantum treatment of the
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system. ReaxFF is similar to AIMD in that it is able to model bond breaking
and formation but, unlike AIMD, uses classical mechanics as opposed to quantum
mechanics for calculating the potential energy surface. The former quality allows it
to describe a variety of chemical reactions of interest that can take place during the
simulation and the latter quality allows it to do so for larger spatial and temporal
scales than those computationally possible for AIMD simulations. Specifically,
ReaxFF has been used extensively to describe proton transfer dynamics across a wide
range of materials, including an excess proton in water. [200] The force field combines
a bond order/bond distance relationship with a polarizable charge description and
many-body interactions (also, with bond-order dependence). The combination of
covalent and Coulomb interactions has made ReaxFF applicable to a wide range of
materials, including covalent and metallic systems in an aqueous environment.
The key to the accuarcy of the ReaxFF force field is in its parameteriza-
tion/optimization for properties of interest. One begins by first constructing a dataset
from either experimentally available data, from ab initio/quantum mechanical (QM)
calculations, or a combination of both. The dataset is then split into two parts,
one used for training the force field (the training set) and the other part is left
to validate the force field (the validation set) to ensure its transferability and that
one does not over-fit the parameters. Then, one uses the training set to adjust given
parameters of the ReaxFF force field to reproduce the QM or experimental data. The
parameterized force field is then used to calculate the valdiation dataset to detemine
its accuracy. The ReaxFF methodology has previously been used to parameterize
force fields able to describe liquid water and reactions involving proton transfer in
small H2O clusters and the water phase. [7] Since the ReaxFF water potential is
fully compatible with previous parametrizations, reactive MD simulations of a wide
range of complex chemical processes in the aqueous phase are possible. The van Duin
group are a central repository for current ReaxFF force fields due to their continuous
work to derive, develop and update ReaxFF parameterizations for different classes of
materials.
From correspondence with the van Duin group, it was determined that the optimal
intitial ReaxFF force field for our xsPCHD/PEG system would be the Monti et al. [6]
ReaxFF force field for glycine. We have used this force field to carry out initial
reactive MD simulations of H+ in bulk water, aqueous TEG solutions, and aqeuous
PEG solution with the PEG chain made infinite by connection across the periodic
boudary conditions. We found that H+ tightly bound to the hydroxyl and ether
groups, in contrast to experiment and our previous work described in Chapter 4.
Thus, the Monti et al. ReaxFF force field did not appear to accurately describe H+
in aqueous TEG or PEG solutions without parameterization. In order to do so, we
have carried out development to update this ReaxFF force field to accurately describe
H+ in aqueous PEG solutions as a necessary step to perform reactive MD modeling
and simulation of xsPCHD/PEG PEM membranes.
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5.2 Development of ReaxFF for H+ in Aqueous
PEG Solutions
5.2.1 Quantum Mechanical Calculations on Model Systems
To generate the training and validation sets, we carried out quantum mechanical
calculations for ethylene glycol and diethylene glycol, show in Figure 5.2, as single
molecules and hydrated with water clusters of nH2Os = 1−5, both with and without
protonation. The protonated structures have the H+ located on the hydroxyl groups
of ethylene glycol and both the hydroxyls and ether of diethylene glycol to focus
the training to accurately describe the correct binding strength to these groups.
All quantum mechanical calculations were carried out using the NWChem software
suite, [274] launched inside the Atomic Simulation Environment, [275, 276] a set
of Python-based tools and modules used to help create a workflow for automated
calculation and training set file generation for our parameterization/optimization
steps. Geometry optimizations, bond dissocation energies and proton transfer
calculations were carried out in the gas phase using DFT with the B3LYP exchange-
correlation hybrid functional [277] using the Pople 6-311++G(2d,2p) basis set. [278]
The B3LYP/6-311++G(2d,2p) was used due to providing accurate energies for the
ion hydration reactions found in previous work on evaluation of density functionals
for neutral, protonated and deprotonated water clusters. [279] An ultrafine numerical
integration grid was used for all QM calculations, corresponding to a target accuracy
of 10-8 hartree. Approximately 800 QM calculations were completed in total. This
gave a sufficient dataset to train the ReaxFF force field to describe H+ in aqueous
PEG solution and also provide a robust validation set.
Figure 5.2: The polymers (a) ethylene glycol and (b) diethylene glycol used for the
quantum mechanical calculations to generate the training and validation sets.
5.2.2 Parameterization and Validation
The van Duin group currently performs ReaxFF parameter development using a
straightforward, single-parameter parabolic search method. [280] This method has a
high level of transparency, allowing one to determine sensitivity of a single parameter
against the entire training set fitting. However, given the complex force-field energy
landscape and possible implicit parameter correlations, this method risks convergence
to a local energy minima versus a global energy minima. [200] Recent research has
focused on developing more sophisticated parameter sampling methods, specifically
making use of evolutionary algorithms. In particular, genetic algorithms (GA) have
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shown to be advantageous in developing a parameterization method that is capable
of performing global optimization in a scalable, parallel fashion. [138, 281–283] They
show promise for reducing force-field development time, as well as for making the
process more accessible to nonexpert users. [200]
For our current work, we have utilized the Genetic Algorithm based Reactive Force
Field optimizer (GARFfield) code developed from the work of Jaramillo-Botero. [138,
139] GARFfield is a multi-platform, multi-objective parallel hybrid genetic algorithm
(GA) / conjugate-gradient (CG) based force field optimization framework. It uses
the LAMMPS MD engine [153,154] at its core for force field calculations and is able
to parameterize multiple types of potentials for simulations, including embedded-
atom methods (EAM), [284] charge-optimized many-body (COMB) potentials, [285]
ReaxFF potentials, general coarse-grained potentials, and also pseudopotentials for
describing core electrons in AIMD methods, previously used in Chapter 4. It uses an
evolutionary algorithm to optimize the force field parameter sets, with user-defined
limits and options to guide the force field parameterization given physical reasoning
and insight to the system.
The previous version of the ReaxFF force field has been well parameterized against
an extensive set of DFT and coupled-cluster theory calculations and is capable of
accurately describing the oxygen-oxygen and oxygen-hydrogen RDF of water and
reproduce the experimentally measured self-diffusivity of H+ in water. [7] To narrow
the search space and not compromise the previous force field parameterization for
water, a subset of parameters was refitted against our current DFT calculations.
Specifically, the C/O bond and C/O/H angle parameters were varied in order to
accurately describe the strength of interaction between the acidic protons and the
ether/hydroxyl groups of the PEG chains. A similar approach has been used
previously to develop an accurate ReaxFF force field of glycine on TiO2 surfaces
for the Ti/O/H and Ti/N/H interactions. [286] None of the parameters associated
with the water part of the force-field were changed, discussed more in section 5.3.
Initially, 23 parameters that describe the C/O bond and C/O/H angle were used
with only a 1 − 2% margin of change allowed for each optimization iteration. Each
iteration consisted of 25 steps where the force field parameters were evolved at each
step to generate new force field parameters. A force field is selected for reproduction
based on its fitness, or reduction in the overall error for comparison against the
training set. At each iteration, crossover occurs where bits are taken from parent
force field parameters and they are combined to create sibling force fields, where the
crossover rate was taken to be 0.85. A total of 20 iterations were carried out, giving
a total of 500 evolutionary steps. The force field parameters were monitored during
each optimization process to ensure the reduction in training set error proceeded as
expected. Each force field produced after each optimization iteration was used to
run a separate water MD simulation simultaneously with the training development
to ensure the oxygen-oxygen and oxygen-hydrogen RDFs were not affected. The best
force field based on the above optimization process was then used to calculate against
the energies and structures of the QM validation set.
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For part of our training, we calculated the deprotonation minimum energy
pathway of the hydroxyl group of diethylene glycol in the presence of 5 water
molecules. The energy profile of transfer from the hydroxyl group to a second water
is shown in Figure 5.3. The comparison is made between the current ReaxFF and
both the QM data and the previous Monti et al. [6] ReaxFF parameterization. It is
apparent that the previous ReaxFF implementation predicts a preferential binding in
the figure, contrary to experiment [255] and our previous work in Chapter 4. We see
that we have corrected this overly-bound interaction in our current parameterization.
Figure 5.3: Energy profile for deprotonation of hydroxyl group for hydrated
diethylene glycol (5 H2O). Comparison to B3LYP/6-311++G(2d,2p), previous
ReaxFF from work of Monti et al., [6] and our current re-parameterized ReaxFF.
Energy difference is compared to optimized geometry for the final protonation of the
distant water molecule.
We also show in Figure 5.4 our comparison to the validation dataset for the proton
transfer pathways from the ether and hydroxyl group of diethylene glycol in the
presence of 3 water molecules. We have the transfer from both hydroxyl groups in
Figure 5.4(a-b) and the proton transfer for the ether group in (c). We observe that the
ReaxFF is in good agreement with the QM validation dataset, implying that we have
re-parameterized the ReaxFF in a transferable manner such that we can accurately
calculate other proton transfer pathways not explicitly trained against.
With our ReaxFF force field re-parameterized, we are able to perform reactive
MD simulations of H+ in aqueous PEG at larger temporal and spatial dimensions
than those accessible to the AIMD simulations of Chapter 4.
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Figure 5.4: Energy profile for proton transfer to ether group for hydrated diethylene
glycol (3 H2O). Comparison between B3LYP/6-311++G(2d,2p) and our current
re-parameterized ReaxFF. Energy difference is compared to equilibrium proton
bond to water molecule.
5.3 Simulation Setup and Details
We carry out reactive MD simulations of three different systems: 1) H+ in bulk water
to determine that we can still accurately calculate the RDFs and H+ diffusivity, 2) H+
in aqeuous TEG solution to make parallel comparisons to our previous work and 3)
H+ in an aqueous PEG solution where the PEG chain is made infinite by connecting
a six monomer chain across the periodic boundary conditions. The chain is oriented
such that the backbone is parallel to the x-axis of the simulation box. For the bulk
water simulations, we perform both a simulation with our current ReaxFF force field
and also a small simulation with the Monti et al. [6] ReaxFF force field for comparison.
The bulk water for the previous ReaxFF was performed in a small simulation of 32
water molecules with one excess H+. Our current ReaxFF force field implementation
uses 100 water molecules with one excess H+. The volume for both was made so that
the density was 1.0 g/cm3. The aqueous TEG solution was modeled by replacing 8 of
the water molecules in the bulk water simulation with the TEG chain, giving 92 water
molecules, one TEG chain, and one excess H+. The box length was increased slightly
to accommodate the TEG chain, giving a density of 0.985 g/cm3. The infinite chain
PEG system was make up of 250 water molecules, one six monomer chain, and one
excess H+. We used a timestep of 0.20 fs and a cubic simulation box for all simulation
setups. The initial cordinates of the system were prepared using using the PackMol
packing optimization software. [287]
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For equilibration, the systems were first subject to energy minimization, followed
by 100 ps of NVT ensemble MD. For the minimization, an energy convergence
threshold of 10-6 kcal/mol was used. The Berendensen thermostat [288] was used
for the NVT equilibration with a 100 fs relaxation timelength. After the NVT
equilibration, the total linear momentum of all atoms in the system was set to zero.
This was followed by data production using the NVE ensemble for 100-200 ps.
5.4 Results and Discussion
We first began by determining how well our parameter set can model water in our
system. In Figure 5.5, we have the RDFs for both the (a) oxygen-oxygen and (b)
oxygen-hydrogen for the bulk water simulations. We compare our outcome to the
results from previous work of van Duin et al. [7] for bulk water simulations of 800
water molecules in the NVE ensemble at 300 K for 100 ps simulations. In the same
reference, comparison is made to experimental RDFs, also shown here. Finally, we
show the results from our smaller 32 water molecule system using the Monti et al.
parameters and our current re-parameterized ReaxFF force field results for the 100
water molecule system. Our simulations include the excess H+ in the system also.
This does not appear to have a large impact on the results. We see that our current
ReaxFF parameter set still accurately reproduces the correct oxygen-oxygen and
oxygen-hydrogen distances.
We have also calculated the RDFs for the oxygen of water with the oxygen of
other water molecules in the aqueous TEG and PEG solutions. In Figure 5.6(a), we
show both of these with the bulk water simulation, also. We can see that there is
no strong change in the water structure for incorporating TEG or PEG into solution.
This is mostly due to the strong hydrophilic character of PEG and is similar to the
RDFs we calculated previously for the AIMD simulations in Figure 4.2. Figure 5.6(b),
we have the RDFs for the oxygen of water with the oxygen of the ether groups of
TEG and PEG. Interestingly, we see that the TEG solution has two distinct solvation
shells occuring at ≈ 3A˚ and at ≈4A˚, respectively, while the PEG solution only has
a single, larger solvation shell at ≈ 4A˚. In Figure 5.6(c), the carbon of the TEG
and PEG chains both show no strong change between the two solutions and have a
similar peak height to that of the ether group of TEG in Figure 5.6(b). The oxygen
of the hydroxyl group of TEG is shown in Figure 5.6(d), with a peak height closer to
the water-water RDF but with the characteristic solvation peaks comparable to the
ether and carbon RDFs.
In Figure 5.7(a), we show the oxygen of the protonated water with the oxygen
of other water molecules. Comparing to Figure 4.2(c), our peaks incicating solvation
shells occur at similar distances (≈ 2.5 A˚ and ≈ 4.0 A˚, respectively). Yet, our first
solvation shell peak is approximatly two-fold the peak height of the most structured
AIMD result. The second peak has a similar peak height compared to the DFT
results. Another interesting feature is the intermediate, shoulder peak that occurs at
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Figure 5.5: The ReaxFF and experimental results from van Duin et al. [7], the
results from our own simulations using the Monti et al. ReaxFF parameterization
and our current re-parameterized ReaxFF results for both (a)Oxygen-Oxygen, and
(b) Oxygen-Hydrogen RDFs for bulk water. The van Duin ReaxFF RDFs were
obtained for an 800-water system for 100 ps simulations. Our ReaxFF RDFs were
from a 100-water system with one excess H+from 200 ps simulations. Both were
simulated using the NVE ensemble and a temperature of 300 K
≈ 3.0 A˚. This may be correlated to the larger first peak height, indicating that there
is a separation, or splitting, of the first peak. This may be over-structuring aroud
the hydronium ion and causing intermediate to outer-first peak waters to be pushed
farther out to a secondary, intermediate peak height. This may be an aphysical
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Figure 5.6: The radial distribution functions of the water oxygen in bulk water,
aqueous TEG and PEG solutions at 300 K. The different figures are as follows: (a)
O (water)-O (water), (b) O (water)-O(ether), (c) O (water)-C(CH2), and (d) O
(water)-O(hydroxyl.
Figure 5.7: The radial distribution functions of the protonated water oxygen in bulk
water, aqueous TEG and PEG solutions at 300 K. The different figures are as
follows: (a) O (hydronium)-O (water), (b) O (hydronium)-O(ether), (c) O
(hydronium)-C(CH2), and (d) O (hydronium)-O(hydroxyl.
92
feature of the model that requires a higher level of theory or experimental spectra
to compare against. We see that for the oxygen of the ether, the carbon backbone,
and the hydroxyl group of TEG and PEG, in Figures 5.7(b)-(d), respectively, that
the protonated oxygen does not show strong preference to any of these groups due to
the small peak height. Interestingly, from Figure 5.7(b) and (c), there is no strong
change in the distance of the protonated oxygen to the ether and carbon backbone of
TEG or PEG.
Similar to our previous work, we have determined the free energy barrier of proton
transfer between water molecules based on Equation 4.1. We see that there is no
correlation to change in the free energy of proton transfer with the presence of TEG
or PEG in the system, with all free energy barrier ≈0.80 kcal/mol. Compared to
Figure 4.7, we see that our ReaxFF parameterization predicts a larger free energy
barrier than that from the AIMD simulations. We note that it has been show that
including nuclear quantum effects in the modeling of proton transport in water causes
a large reduction in the free energy barrier calculated using QM methods, making it
essentially barrier-less at room temperature. [230] We can determine that any increase
in proton mobility due to the presence of PEG is not from a reduction in the free
energy barrier based on Figure 5.8.
Figure 5.8: Free energy profile of proton transfer between water molecules in bulk
water, aqueous TEG, and aqueous PEG solutions at 300 K. The reaction coordinate
δ is the difference of the HB distances for the shared proton (H∗) between the two
oxygen atoms of the water molecules.
We explore the differecne in proton hopping dynamics via displacement of the
protonated atom relative to the initial position of the first protonated atom in the
trajectory in Figure 5.9. We see that the characteristics of burst-rest dynamics are
still present in the hopping displacements. Burst behavior is shown in the bulk water
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trajectory for the range of 120 ps to the end of the trajectory. Rest behavior is
observed for the aqueous TEG trajectory in the range of 80 ps to approximately 120
ps, giving a long-lived 40 ps proton trap, similar to the work of [85]. Interestingly, the
aqueous PEG solution does not display any strong rest behavior and has the largest
slope up to the first 100 ps of trajectory for all systems. It appears that the aqueous
TEG solution has more rest behavior compared to the bulk water or the aqueous
PEG solution, where the PEG solution has similar burst behavior to bulk water, if
not more.
Figure 5.9: The distance for the atom (O*) that has H+ relative to the initial
position of the first protonated atom for bulk water, aqueous TEG and aqueous
PEG solution at 300 K
In Figure 5.10, we have plotted the mean square displacement versus observation
time of the protonated water molecule during the trajectories. It is very apparent
that the aqueous PEG solution has the greatest mobility compared to the bulk water
and aqueous TEG solutions. This makes it clear that PEG does have an effect on
the proton mobility. The aqueous TEG solution shows little to no change for the
proton mobility in the first 60 ps simulated. Using the MSD versus time slope and
the Einstein Diffusion Equation, we can determine the total self-diffusivity for the
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positive charge in the systems. The self-diffusivity for bulk water, aqueous TEG,
and aqueous PEG are 0.75 A˚2/ps−1, 0.70 A˚2/ps−1, and 1.80 A˚2/ps−1, respectively.
Plotting the MSD vs. time on a log-log scale and calculating the slope, we determine
the the linearity of the relationship, a test to determine if we have reached the linear
regime where accurate self-diffusivities can be calculated. We have a log-log linearity
of 0.90, 0.99, and 1.10 for bulk water, aqueous TEG and aqueous PEG solutions,
respectively. The experimental value for bulk water is 0.93 A˚2/ps−1 [289], implying
that the aqueous PEG solution has almost a doubling of the self-diffusivity. To further
assess the accuracy of this result a collection of simulations will need to be performed
to determine a statistical mean. We know that long-term rest and long-term burst
dynamics can cause large change to the MSD and calculated diffusivity from our own
results, shown in Figure J.3 in the Appedix for our AIMD TEG solutions results.
Figure 5.10: The mean squared displacements (MSDs) of the protonated atom (O*)
versus time in bulk, aqueous TEG and aqueous PEG solution at 300 K.
In Figure 5.11, we show the decomposition of the MSD in Figure 5.10 into its X,
Y, and Z components. This is to determine if the proton mobility is aligned to the
PEG chain, as hypothesized in Chapter 4. We do see that the largest component is
the X-axis self-diffusivity, the axis which the PEG chain backbone is parallel. We
believe that the amphiphilic nature of the hydronium causes attraction to the PEG
chain. Yet, due to the hydrophilic nature of PEG, the water is still able to structure
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favorable hydrogen-bond networks that can orient along the backbone. The aqueous
TEG solution most likely restructures the hydrogen bond network in such a way that
well-structured networks are dirupted that the proton would be able to transfer along
if it were in bulk water. We believe the PEG chain has an entropically favorable effect
on protont mobility, given the correct orientation. In nanopores that are present in
PEMs, this optimal geometry could be realized to enhance the proton mobility. This
concept is similar to the high proton mobility found at oil-water interfaces. [268]
Figure 5.11: The decomposition of the aqueous PEG mean squared displacement of
the protonated atom (O*) versus time for each axis of the simulation box at 300 K.
The PEG chain is oriented along the X-axis.
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Chapter 6
Preparation for Training a
Reaction Force Field for
xsPCDH/PEG Membranes
We have began work to create a ReaxFF force field to accurately describe xsPCHD
and PEG proton exchange membranes. Chapter 5 provided necessary work to
accurately describe H+ in PEG solutions. The next step is to determine what
is required to accurately describe xsPHD using the ReaxFF force field. From
correspondence with the van Duin group, we know that there are two key molecular
groups that must be trained and parameterized for the current ReaxFF force field:
1) the sulfonate groups and 2) the C/Cl groups. We have take the ReaxFF S/O/H
bond and angle parameters from the recent work of Shin et al. [290] to give an initial
parameter set to perform further training for the sulfonate groups. The first necessary
step is to develop a dataset to begin training our xsPCHD ReaxFF force field.
We have again used NWChem [274] to generate a QM data set for training our
next ReaxFF parameter set. We also used the Atomic Simulation Environment [275,
276] as a framework again due to its flexibility and means for a workflow. We have
also again used DFT with the B3LYP exchange-correlation hybrid functional [277]
and the 6-311++G(2d,2p) basis set for consistency. [278] The QM dataset consists
of small molecules such as methanesulfonic acid and dithionic acid and also larger
molecules to resemble the monomers of xsPCHD, shown in Figure 6.1. We have
performed geometry optimizations of these structures as isolated molecules and also
bond dissocation calculations for the H of the sulfonic acid groups. We have also
performed geometry optimizations for these structures hydrated with water clusters
of nH2Os = 1−5. The water molecules were place close to the sulfonic acid groups to
form hydrogen bonds and as a means to provide proton transfer pathways. From the
optimized geometries, we have calculated proton transfer pathways using restricted
calculations where the closest water forming a hydrogen bond with the hydrogen of
the sulfonic acid group is used as a protonation species. The oxygen of the water and
the sulfonic acid oxygen are kept at a fixed distance and the rest of the structure is
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relaxed. Then the proton is held fixed at positions transferring from one oxygen to
another with geometry relaxations for the rest of the atoms at each fixed distance.
Then, the oxygen distance is increase by 0.2 A˚ and the process is repeated. This
is to devlep free energy profiles similar to the ones calculated in Chapter 4 and 5.
Thus, we have created a robust training and validation set that accurately models
the xsPCHD polymer chain.
Figure 6.1: The polymers (a) methanesulfonic acid (b) dithionic aicd (c) sulfonated
cyclohexadiene monomer (d) 1,2-cyclohexanol sulfonate and (e) a three monmer
chain of sPCHD. These are the structures used for the quantum mechanical
calculations to build a xsPCHD/PEG ReaxFF training and validation set.
We have also created a training set to address parameterization of the C/Cl bonds
and angles. In Figure 6.2, we have the small molecules and larger, representative
molecules for accurately modeling the disulfide crosslink in the xsPCHD/PEG
membranes. We have again calculated bond dissociation energies, only for the Cl
from the C for these molecules. We have also performed geometry optimizations as
gas phase molecules and as hydrated cluster with nH2Os = 1− 5. No proton transfer
pathways were carried out for these structures.
Figure 6.2: The polymers (a) chloromethane (b) dichloroethane (c)
chlorocyclohexane (d) chlorocyclohexane disulfide and (e) the disulfide crosslinked
chlorocyclohexane monomers structure. These are the structures used for the
quantum mechanical calculations to build a xsPCHD/PEG ReaxFF training and
validation set.
This work provides the necessary steps to begin training from the ReaxFF
parameter set of Chapter 5, specifically the generation of a QM data set. The larger
molecules of each set are reserved as the validation structures. Currently, at this stage,
the future work would first train the parameter set to accurately describe xsPCHD,
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specifically the sulfonate groups. Then, validation of the new parameter set against
the previous QM dataset in Chapter 5 could determine that the description of H+
with PEG has not been compromised. From there, reactive molecular dynamics of
xsPCHD/PEG membranes can be carried out to give insight into the atomistic level
details of proton conductivity in these PEMs.
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Chapter 7
Conclusion
In this section of the disseration, we provide (i) summaries of the works presented in
each chapter, (ii) a forward-looking statement on the significance and impact of this
work and (iii) a description of promising future-work.
7.1 Summary of Work
To summarize, we have performed molecular modeling and simulations across
multiple length and timescales (ab initio molecular dynamics, classical molecular
dynamics, confined random walk simulations, and continuum modeling) of two
different applications for hydrated polymeric membranes.
In Chapter 2, we modeled chitosan/chitin membranes for sustainable, biodegrad-
able food packaging applications at low (15%) and high (95%) relative humidity (RH)
levels to provide atomistic-level detail of the mechanisms that cause increased oxygen
permeability across these membranes with increasing humidity. We have simulated
the oxygen at infinite dilution. Utilizing radial distribution functions (RDFs), we find
that only the H2O RDFs change with increasing RH level and mainly signifies that the
water distribution becomes more homogenous and the polymer chains become fully
solvated. This was further emphasized by observing water distribution snapshots of
the MD simulation at both RH levels. The O2 and OH
- molecules show preference
for the protonated chitosan monomer groups at both RH levels. However, this cation
may have too strong of an interaction with these molecules and be the reason for
our disagreement with experimental solubility and permeability trends. We have
calculated the self-diffusivities of these three molecules (H2O, O2 and OH
-) with
increasing RH level. We see order of magnitude changes for H2O and OH
- but only
a four-fold increase in diffusivity for O2 with increasing humidity. The O2 has the
highest diffusivity at low humidity but H2O has the highest diffusivity at higher
humidity. We calculated the free energy of solvation/excess chemical potential of the
oxygen using free energy perturbation, thermodynamic integration, and direct particle
deletion methods. Similar values and trends are observed for all three methods.
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We use the chemical potential to then compute the solubility and Henry’s constant
of oxygen in the system. We observe that the simulations predict that oxygen is more
soluble at lower humidity, opposite of what one would expect from experimental
results. Using the diffusivity and solubility, we calculate the oxygen permeability
at both humidity levels and do see an opposite trend compared to experiment,
giving a higher permeability at lower humidity levels. Based on the three free
energy methods giving the same results, we suspect the Coulombic component of
the force field interaction of the protonated chitosan monomer to be the culprit of
this disagreement. Using the direct particle deletion method to re-calculate the excess
chemical potential, we manipulate the intermolecular potential of the O2 by “turning
off” the electrostatic interactions. We do recover the correct trend compared to
experiment (increasing permeability with increasing humidity) and our direct particle
deletion calculation comes into closer agreement with experimental values at the
higher RH level. However, the lower humidity level is still far from agreeing with
experimental values, showing little change in permeability from the high RH level.
In Chapter 3, we present a model for characterizing the conductivity of proton
exchange membranes in which the water and charge transport are strongly correlated.
By determining three nanoscale structural descriptors, 1) acidity 2) confinement and
3) connectivity, we provide a prescription to determine the optimal membrane design
to maximize performance, taking into account operational temperature, polymer
chemistry, morphology, and hydration. This approach is advantageous since only
the three structural descriptors are needed to functionally determine the complex
relationship between nanostructure and important transport properties, such as the
optimal conductivity for a given operating temperature.
In Chapter 4, we investigated the effects of TEG on the distribution of protonic
defect structures, special pair formation, solvation structure around water and
protonic defect structures, hydrogen-bond network patterns, mechanistic details for
proton transfer, proton transfer kinetics and proton dynamics via ab initio molecular
dynamics simulations using a variety of exchange-correlation functionals, including
dispersion effects. For the structural effects of TEG associated proton transport, we
observe the following. The protonic defect structure that occurs most is found to
be the protonated water molecule, H3O
+, with the hydroxyl group of TEG being
the second highest occurring species. The TEG chain disrupts the hydrogen-bond
network, causing the solvation shell around water to be populated by TEG chain
groups instead of other waters, reducing the rigidity of the HB network. The
predominant special pair is water-water special with the water-hydroxyl special pair
being the second most common. The solvation shell analysis showed that the hydroxyl
groups of TEG populate the hydrogen-bond acceptor sites with decreasing probability
with increasing level of theory. The hydrogen-bond network analysis around the
special pair showed that hydroxyl groups populate the hydrogen-bond acceptor
sites with relatively equal probability to other molecules/molecular groups and the
methylene groups populate the hydrogen-bond donor sites preferentially compared
to other molecules. A myriad of hydrogen-bonding networks were found, showing
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that methylene groups of TEG are hydrogen-bond donors in hydrogen bond networks
that are associated with long range structural diffusion. This observation leads to
the hypothesis that proton transport could possibly occur along the axis parallel to
the PEG backbone with methylene groups providing as hydrogen-bond donors in the
solvation around special pairs.
For the mechanistic and dynamical effects of TEG on proton transport, we observe
the following. All three functionals studied support the presolvation requirement for
structural diffusion in the presence of TEG, even with very different hydrogen-bond
networks. The detailed mechanistic dynamics of presolvation appear to differ when
dispersion effects are included due to softening of the hydrogen bonding structure
with increasing level of theory. A favorable reduction in the free energy barrier for
proton transfer was observed for the PBE+TS-vdW level of theory for TEG-water
mixture compared to bulk water, while not including dispersion effects for PW91 and
PBE gives equal barriers between TEG-water mixtures and bulk water. The kinetics
show that the structural diffusion time scale differences for TEG-water mixtures to
bulk water are relatively equal for both PBE and PBE+TS-vdW levels of theory
but unfavorably increase for the PW91 level of theory. The excess proton displays
burst-rest dynamic behavior, similar to that observed in bulk water.
In Chapter 5, we multiscale our work from Chapter 4 by developing a ReaxFF
parameter set that can describe H+ in aqueous PEG solution. We undertook three
separate simulations using our currently developed parameter set: H+ in 1) bulk water
2) aqueous TEG solution and 3) aqueous PEG solution with an infinite chain across
periodic boudaries of the simulation box. We determine the solvation structures aroud
the water molecles and hydronium ion, the free energy of proton transfer between
water molecules, and the charge diffusivity. We see that there is a two-fold increase
in the diffusivity in the PEG system compared to bulk water. Upon decomposing the
mean-square displacements into the x, y, and z components, we see that the increase
is along the axis parallel to the PEG chain.
In Chapter 6, we describe our work to create a quantum mechanical dataset of
molecules specific to xsPCHD. We undertake this work a necessary step towards
our goal to parameterize a ReaxFF potential that can accurately describe the
xsPCHD/PEG membranes.
7.2 Impact of Work
In Chapter 2, we provide insight into the transport of small molecules in chi-
tosan/chitin membranes by showing that the water/polymer distribution develops to
a well-connected, continuous aqueous domain distributed through-out the membrane
with increasing humidity. To the extent that small molecules are located in the
aqueous domain, this sample-spanning network is ideal for transport. In fuel cells
membranes, where proton transport is desirable, polymer chemistry is manipulated
to encourage the development of well-connected aqueous domains. [4, 61, 291] When
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sample-spanning aqueous domains are not present, a percolation threshold appears,
resulting in virtually no transport. [217] This same knowledge can be applied
to chitosan/chitin membranes for the opposite effect. Manipulation of polymer
chemistry leading to isolated and disconnected aqueous domains in the membrane
would result in lower oxygen permeability.
In Chapter 3, our goal is to apply the analytical theory to a range of proton
exchange membranes and help guide experimental synthesis to determine optimal
design of membranes. We recognize that potential performance for proton exchange
membranes could far exceed current performance. A key result from this work is that
there exists an optimal surface coverage for a given pore size in terms of maximizing
proton conductivity.
In Chapter 4 , we believe that for systems where there is a strong correlation to
hydration and proton migration, PEGmonomers can take the place of water molecules
in necessary solvation shell structures and potentially have modestly favorable effects
on proton transport. This would imply that in systems whose proton conductivity
suffers due to low hydration, PEG can have an enhancement effect on the structural
diffusion of protons. Also, as a polymer, given an optimal orientation of the PEG
chain, the structural diffusion could show directional preference along the polymer
backbone.
In Chapter 5, we show how, given an optimum polymer chain orientation, the
PEG polymer chain does have an impact on the diffusivity of H+ in an aqueous
environment. This can impact the design of materials that aim to control charge
transport in aqueous domains. This could possibly be achieved by confining the
space the polymer is in such that it orients in an elongated fashion, possibly by
confinement in a nanpore. Yet, the confinement may have a strong impact on the
charge transport and requires further study to validate this approach. This work has
provided the molecular-level detail that can aid in material designs that involve PEG.
In Chapter 6, we describe our development of a quantum mechanical dataset for
training a ReaxFF parameter set for xsPCHD. The impact of this work is in direct
relation to performing reactive molecular dynamics of xsPCHD/PEG. The results of
these simulations would provide the larger impact for giving atomistic insight into
transport processes in these materials and overall membrane design.
The focus of Chapters 4, 5, and 6 is to describe the subtle effects that PEG
has on proton transport in trying to understand the enhanced conductivity in
xsPCHD/PEG membranes. In Chapter 4, we observed the effects of incorporating the
PEG oligomer, TEG, into aqueous solution and the differences from proton transport
in bulk water. We observed that the free energy of proton transfer between water
molecules and the incorporation of TEG chain molecular groups in the hydrogen-
bond network were the largest differences. Specifically, we found that the inclusion
of methylene as a hydrogen-bond donor was associated with hydrogen-bond networks
that where correlated to structural diffusion. This was attributed to the fact that the
hydronium ion has an amphiphilic nature, with the lone electron pair attracted to the
hydrophobic methylene group. The work in Chapter 5 showed that the orientation
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of the PEG chain was the strongest indication for enhanced proton transport and
that the free energy of proton transfer between water does not share a correlation to
enhanced proton transport. From the observations in Chapter 4 and 5, we believe that
the elongated chain, showing preference for proton transport parallel to the polymer
backbone, attracts the amphiphilic hydronium ion. The chain also rearranges the
hydrogen-bond network to local structures that favor structural diffusion along the
axis parallel to the chain backbone. Thus, the mechanistic picture for PEG to enhance
proton transport is a coupling of attraction of the hydronium ion to the polymer
backbone and the rearrangement of the local hydrogen-bond network surrounding
the polymer chain. In the xsPCHD/PEG membranes, the water structures and local
environment will certainly be different than in the bulk due to confinement and the
inclusion of anion groups. The work in Chapter 6 is the first step to seeing what
effect the confinement and anion groups will have on proton transport and how it
is coupled to the PEG orientation in the xsPCHD/PEG blend and block copolymer
PEMs. From this work, the natural extension would be to revise the analytical
model used in Chapter 3 to incorporate hydrophilic polymers that can have an effect
on proton transport and decouple water and charge transport in PEMs.
7.3 Future Work
For our permeability work on chitosan/chitin membranes, we have identified the need
of a more robust force field to accurately predict the solubility and permeability of
oxygen in the chitosan/chitin membranes. A polarizable force field [95,201,202] should
alleviate some of the issues of the current model but, a reactive force field, such as the
ReaxFF force field, [137,200] would naturally allow the protonated chitosan monomers
to become deprotonated and remove the requirement to explicitly model hydroxide
ions in the system. For future work, developing a training and validation set of ab
initio calculation relative to the chitosan and chitin monomers and training a reactive
force field currently appears to be the best route for future progress of accurately
modeling chitosan/chitin membranes with increasing humidity. From this, modeling
chemically modified chitosan/chitin membranes could help identify a promising group
of membrane materials, reducing the cost and time to synthesis and characterize new
materials.
For our theoretical work on PEM conductivity based on key structural descriptors,
our analytical theory would provide a means to rapidly screen a range of nanostruc-
tured proton exchange membranes to expedite material discovery and optimize the
design of current PEMs.
For our ab initio molecular dynamics studies of TEG-water mixtures, we note that
increasing chain length and varying TEG composition in the TEG-mixture would be
of interest to determine chain-dependent and compositional effects. No quantum
nuclear effects were treated in the simulations. This quantum treatment of the nuclei
has been shown [230] to flatten out the free energy barrier for proton transfer in
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bulk water, making it effectively “barrier-less”. Including these nuclear quantum
effects via path-integral molecular dynamics would be interesting due to possibly
more protonic defect structures that could become more energetically favorable at
ambient temperature.
For our ReaxFF work, we hope to continuously develop and further validate
this ReaxFF parameter set. The benefit would be to have a transferable potential
to describe a variety of materials that incorporate PEG. Specifically, drug delivery
and bi-phasic catalysis are two potential applications that could greatly benefit from
having large-scale, reactive molecular simulation work applied. This shows that our
work can have a larger impact than just for the xsPCHD/PEG membranes that we
have targeted thus far.
Our computational modeling and simulation work has provided atomistic-level
understanding of the chitosan/chitin membranes and polyethylene glycol additives to
xsPCHD/PEG membranes that hopes to aid in the future of membrane design and
synthesis.
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Appendix A
Distribution of lifetimes in TEG-water mixtures
Figure A.1: Normalized distribution of H3O
+lifetimes in TEG-water mixture for
PW91 XC functional.
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Figure A.2: Normalized distribution of H3O
+lifetimes in TEG-water mixture for
PBE XC functional.
Figure A.3: Normalized distribution of H3O
+lifetimes in TEG-water mixture for
PBE+TS-vdW XC functional.
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Appendix B
Free energy change for H+ to transfer from water to hydroxyl
groups of TEG.
Given that we have an excess proton as our ion, H+, in a solution of water, W ,
and alcohol, S, we annotate the change in the free energy of transfer for H+ to be
transferred from water (W ) to the solvent alcohol S to be ∆G(H+,W → S). Given
the following proton transfer reaction:
S +WH+ ↔ SH+ +W
We assume that we can calculate the change in free energy of reaction, ∆G, using
the concentration equilibrium constant, Kc, implying we substitute concentrations in
place of activities of species. Then, ∆G(H+,W → S) is given as:
∆G(H+,W → S = G(H+, S)−G(H+,W ) = −RT ln{Kc} = −RT ln
{
[W ][SH+]
[S][WH+]
}
where R is the gas constant, and T is temperature
Table B.1: The occurrence of water, W , alcohol, S, water with the excess proton
ion, WH+, and the alcohol with the excess proton, SH+ used to calculate the
change in free energy of transfer of H+, ∆G(H+,W → S), for all three XC
functionals and the average over all three different functionals.
Functional SH+ WH+ W S ∆G(H+,W →
S)
(kJ/mol)
PW91 0.0043 0.9957 26.0043 1.9957 7.2
PBE 0.0013 0.9987 26.0013 1.9987 10.2
PBE+TS-
vdW
0.0003 0.9997 26.0003 1.9997 13.8
10.4a
aAverage over all three functionals in this work.
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Appendix C
Special pairs for TEG-water mixtures with proton rattling
included
Table C.1: The occurrences and lifetimes of special pairs made up of the protonated
species (Zprotonated) and the special partner of the protonated species (Zshared) found
in aqueous H+ and triethylene glycol (TEG) systems. Proton rattling effects are
included.
Functional Zprotonated Zshared %
∑
% Lifetime (fs)
PW91 H3O
+ H2O 97.15 97.15 12.3(±12.6)
H3O
+ ROH 2.18 99.33 9.1(±9.3)
ROH2
+ H2O 0.53 99.87 10.9(±11.4)
H3O
+ OH- 0.09 99.96 15.6(±13.4)
H3O
+ RO- 0.04 100 7.6(±3.9)
PBE H3O
+ H2O 98.76 98.76 13.5(±14.7)
H3O
+ ROH 1.07 99.83 13.0(±14.6)
ROH2
+ H2O 0.14 99.97 12.2(±8.6)
H3O
+ OH- 0.01 99.98 14.8(±12.8)
H3O
+ RO- 0.01 99.99 6.7(±5.8)
H3O
+ ROR 0.01 100 20.5 a
PBE+TS-
vdW
H3O
+ H2O 99.49 99.49 12.9(±13.0)
H3O
+ ROH 0.46 99.95 10.9(±8.8)
ROH2
+ H2O 0.03 99.98 8.2(±1.5)
H3O
+ ROR 0.01 99.99 7.9(±0.8)
H3O
+ OH- ˜0.00 100 1.60 a
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Appendix D
Solvation shells for TEG-water mixture with proton rattling
included
Table D.1: The occurrences and lifetimes of solvating shell species (HA,1-3)around
the protonated species (Zprotonated) found in aqueous H
+ and triethylene glycol
(TEG) systems. Proton rattling effects are included.
Functional ZprotonatedHA,1 HA,2 HA,3 %
∑
% Lifetime
(fs)
PW91a H3O+ H2O H2O H2O 86.21 86.21 22.4(±38.6)
H3O+ ROH H2O H2O 9.74 95.95 17.4(±26.5)
H3O+ H2O H2O . . . 3.05 99.0 33.0(±46.6)
H3O+ ROH H2O . . . 0.50 99.50 23.8(±36.4)
ROH2+ H2O H2O . . . 0.50 100 18.3(±24.5)
PBE b H3O+ H2O H2O H2O 85.53 85.53 24.8(±51.4)
H3O+ ROH H2O H2O 7.98 93.51 27.4(±46.6)
H3O+ H2O H2O . . . 6.10 99.61 38.2(±66.9)
H3O+ ROR H2O H2O 0.21 99.82 13.8(±33.1)
H3O+ H2O H2O CH2 0.18 100 25.1(±37.0)
PBE+TS-
vdW c
H3O+ H2O H2O H2O 88.51 88.51 21.3(±45.2)
H3O+ H2O H2O . . . 5.85 94.36 36.5(±70.8)
H3O+ ROH H2O H2O 2.17 96.53 22.7(±29.6)
H3O+ ROR H2O H2O 1.80 98.33 30.2(±49.2)
H3O+ H2O H2O CH2 1.67 100 24.7(±51.5)
a 12 different solvation shells found
b 12 different solvation shells found
c 13 different solvation shells found
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Appendix E
Probability union relation for determining concentration-
dependent site occupation probabilities
There are three ligand/solvation shell sites for the hydronium ion. The probability
to occupy one of these sites is not simply the probability to sit on one site but a
probability that at least one of the sites is occupied by the species of interest. For
our case of hydroxyl occupying one of these sites as an example, we have 2 hydroxyl
groups, 36 molecular groups to chose from, and 3 sites to possibly occupy. The
probability to occupy just one site is simply 2 (hydroxyls) / 36 (total choices). Yet,
if a water molecule sits on one of the sites, then the probability for a hydroxyl to sit
on the next site is not 2/36 but 2/35 since one water already occupies a site and is no
longer available in the total number of molecular groups to pick from. We therefore
used a probability union P (1∪2∪3) relation for occupation of the ligand sites, namely,
the probability to occupy site 1 OR site 2 OR site 3, given as P (1 ∩ 2 ∩ 3)
The equation for this probability relation that a given species occupies a site is:
P (1∪ 2∪ 3) = P (1)+P (2)+P (3)− (P (1∩ 2)−P (1∩ 3)−P (2∩ 3)+P (1∩ 2∩ 3)
where P (X) indicates the probability to occupy site X, P (X ∩ Y ) indicates the
probability intersection of both X and Y being occupied, and similar for P (1∩ 2∩ 3)
We know P (X) = 2
36
. We also know from the definition of the conditional probability,
rearranged for the intersection, P (X ∩ Y ) = P (X)P (Y |X) = 2
36
∗ 1
35
. There are only
two hydroxyl groups so P (1 ∩ 2 ∩ 3) = 0. We have:
P (1 ∪ 2 ∪ 3) = 3 ∗ 2
36
− 3 ∗ 2
36
∗ 1
35
= 16.2%
Neglecting the fact that each hydronium ion has three bond acceptor sites in
the first solvation shell underestimates this concentration-dependent probability to
occupy ligand/solvation shell sites.
We generalized the probability union equation used for the solvation shell to
determine what the probability would be to occupy hydrogen bond network sites.
This generalization determines what the probability to occupy any S sites/number of
union relations, given Ntotal total species, with Nspecies for the number of the specific
species (ROH in the solvation shell discussion and CH2 in the hydrogen bond network
discussion). This is given as:
P (S,Ntotal, Nspecies =
∑S
i=1(−1)
i+1 ∗ Pi(i, Ntotal, Nspecies ∗ Ci(i, S)
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Where Pi(i, Ntotal, Nspecies is the probability for the i
th-level of intersections and
Ci(i, S) gives the combination of i
th-level of intersections, both given below as:
Pi(i, Ntotal, Nspecies =
Nspecies!
(Nspecies−i)!
(Ntotal−i)!
Ntotal!
Ci(i, S) =
S!
i!∗(S−i)!
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Appendix F
Hydrogen-bond networks with proton rattling excluded
F.1 Hydrogen-bond networks with proton rattling
excluded for TEG-water mixtures
Table F.1: The occurrences and lifetimes of hydrogen-bond networks around
protonated species found in TEG-water for PW91. The table lists the protonated
species (Zprotonated), the atom (Zshared) hydrogen bonded to the most active proton,
the solvating atoms of the protonated species (HBX,p where x=A or D for
accepting or donating a hydrogen bond), and the solvating atoms of Zshared
(HBX,s with the same definitions of x). Figure 4.4 provides the illustration to
match these labels. Proton rattling effects are excluded.
ZprotonatedZshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (ps)
H3O
+ H2O H2O H2O ... H2O H2O H2O 22.87 22.87 2283.12±1101.06
H3O
+ H2O H2O H2O CH2 H2O H2O ... 20.98 43.85 618.26±0.00
H3O
+ H2O H2O H2O ... H2O H2O ... 20.29 64.14 320.46±0.00
H3O
+ H2O H2O H2O CH2 H2O H2O H2O 8.47 72.62 14.16±4.11
H3O
+ H2O H2O H2O ... H2O H2O CH2 8.18 80.80 1367.45±1343.68
H3O
+ H2O ROH H2O ... H2O H2O H2O 5.54 86.34 1092.29±1554.93
H3O
+ H2O H2O H2O ... ROH H2O ... 2.77 89.11 253.81±0.00
H3O
+ H2O ROH H2O ... H2O H2O CH2 2.66 91.77 56.48±0.00
H3O
+ H2O H2O H2O CH2 ROH H2O H2O 2.64 94.41 397.12±0.00
H3O
+ H2O H2O H2O H2O H2O H2O H2O 2.47 96.88 566.17±241.39
H3O
+ H2O ROH H2O CH2 H2O H2O ... 1.42 98.30 8083.86±0.00
H3O
+ H2O H2O ... ... H2O H2O H2O 0.79 99.09 1.45±0.00
H3O
+ H2O H2O H2O H2O ROR H2O H2O 0.25 99.34 529.40±0.00
H3O
+ H2O H2O ... H2O H2O H2O ... 0.18 99.52 87.70±0.00
H3O
+ H2O H2O H2O ... H2O CH2 H2O 0.14 99.66 4069.67±0.00
H3O
+ H2O H2O ... ... ROH H2O ... 0.12 99.78 1180.33±0.00
H3O
+ H2O H2O ... ... H2O ... ... 0.08 99.86 756.06±0.00
H3O
+ H2O H2O H2O H2O H2O ... H2O 0.05 99.91 8857.93±0.00
H3O
+ H2O ROH H2O CH2 H2O ... H2O 0.04 99.95 13.79±0.00
OH− H2O ... ... H2O H2O H2O H2O 0.03 99.98 0.87±0.00
H3O
+ OH− H2O H2O H2O H2O ... H2O 0.01 99.99 1902.85±0.00
H3O
+ H2O H2O ... ... H2O ... H2O 0.01 ˜100 1309.56±0.00
OH− H2O ... ... H2O H2O H2O ... ˜0.00 100 3.63±0.00
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Table F.2: The occurrences and lifetimes of hydrogen-bond networks around
protonated species found in TEG-water for PBE. The table lists the protonated
species (Zprotonated), the atom (Zshared) hydrogen bonded to the most active proton,
the solvating atoms of the protonated species (HBX,p where x=A or D for
accepting or donating a hydrogen bond), and the solvating atoms of Zshared
(HBX,s with the same definitions of x). Figure 4.4 provides the illustration to
match these labels. Proton rattling effects are excluded.
ZprotonatedZshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (ps)
H3O
+ H2O H2O H2O ... H2O H2O H2O 28.04 28.04 1295.47±2548.96
H3O
+ H2O H2O H2O ... H2O H2O ... 25.89 53.93 473.76±404.90
H3O
+ H2O H2O H2O ... H2O H2O CH2 8.47 62.40 1778.85±0.00
H3O
+ H2O H2O H2O ... ROH H2O ... 6.91 69.31 109.92±0.00
H3O
+ H2O H2O H2O ... ROH H2O H2O 6.37 75.68 680.26±0.00
H3O
+ H2O H2O H2O CH2 H2O H2O ... 5.38 81.06 523.88±0.00
H3O
+ H2O H2O H2O ... H2O H2O ROH 3.95 85.01 2382.51±898.59
H3O
+ H2O H2O ... ... H2O H2O ... 2.98 87.99 7258.69±5693.18
H3O
+ H2O H2O H2O H2O H2O H2O H2O 2.47 90.46 2893.45±1396.32
H3O
+ H2O H2O H2O H2O H2O H2O CH2 2.09 92.55 337.59±0.00
H3O
+ H2O H2O ... ... H2O H2O H2O 1.80 94.35 7698.21±0.00
H3O
+ H2O H2O H2O ... H2O ... H2O 1.46 95.81 10.74±0.00
H3O
+ H2O H2O H2O H2O ROH H2O ... 1.23 97.04 304.92±249.63
H3O
+ H2O H2O ... H2O H2O H2O ... 1.13 98.17 1439.51±0.00
H3O
+ H2O ROH H2O ... H2O H2O H2O 0.97 99.14 2339.17±0.00
H3O
+ ROH H2O H2O H2O H2O ... CH2 0.31 99.45 151.30±79.95
H3O
+ H2O H2O H2O ROH H2O H2O CH2 0.26 99.71 1993.16±0.00
H3O
+ ROH H2O H2O H2O H2O ... ... 0.21 99.92 50.67±0.00
H3O
+ ROH H2O H2O CH2 H2O ... H2O 0.08 100 376.79±0.00
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Table F.3: The occurrences and lifetimes of hydrogen-bond networks around
protonated species found in TEG-water for PBE+TS-vdW. The table lists the
protonated species (Zprotonated), the atom (Zshared) hydrogen bonded to the most
active proton, the solvating atoms of the protonated species (HBX,p where x=A or
D for accepting or donating a hydrogen bond), and the solvating atoms of Zshared
(HBX,s with the same definitions of x). Figure 4.4 provides the illustration to
match these labels. Proton rattling effects are excluded.
ZprotonatedZshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (ps)
H3O
+ H2O H2O H2O ... H2O H2O H2O 35.61 35.61 813.99±35.43
H3O
+ H2O H2O H2O ... H2O H2O ... 24.40 60.01 754.39±109.12
H3O
+ H2O H2O H2O CH2 H2O H2O H2O 10.77 70.78 49.22±0.00
H3O
+ H2O H2O H2O ... H2O H2O CH2 8.00 78.78 4335.24±0.00
H3O
+ H2O H2O H2O H2O H2O H2O H2O 6.74 85.52 2371.91±4013.46
H3O
+ H2O H2O H2O ... ROR H2O H2O 4.61 90.13 930.30±0.00
H3O
+ H2O H2O H2O ... H2O ... ... 4.10 94.23 250.25±117.46
H3O
+ H2O H2O H2O H2O H2O ... ... 1.79 96.02 1216.49±0.00
H3O
+ H2O ROH H2O ... H2O H2O H2O 1.23 97.25 960.21±0.00
H3O
+ H2O H2O H2O ... H2O H2O ROH 1.04 98.29 950.19±0.00
H3O
+ H2O H2O H2O CH2 H2O ... H2O 1.00 99.29 2613.55±2177.64
H3O
+ ROH H2O H2O ... H2O ... ... 0.31 99.60 11.33±0.00
H3O
+ H2O H2O ... ... H2O H2O ROH 0.26 99.86 163.64±0.00
H3O
+ H2O H2O ... ... H2O CH2 H2O 0.07 99.93 1363.28±0.00
H3O
+ ROH H2O H2O H2O H2O ... CH2 0.04 99.97 127.34±0.00
H3O
+ H2O H2O ... ... ROH H2O H2O 0.03 100 431.53±0.00
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Appendix G
Hydrogen-bond networks with proton rattling excluded for
bulk water
Table G.1: The occurrences and lifetimes of hydrogen-bond networks around
protonated species found in bulk water for PW91. The table lists the protonated
species (Zprot), the atom (Zshared) hydrogen bonded to the most active proton, the
solvating atoms of the protonated species (HBX,p where x=A or D for accepting or
donating a hydrogen bond), and the solvating atoms of Zshared (HBX,s with the
same definitions of x). Figure 4.4 provides the illustration to match these labels.
Proton rattling effects are excluded.
Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (ps)
H3O
+ H2O H2O H2O ... H2O H2O H2O 59.96 59.96 974.62±1638.26
H3O
+ H2O H2O H2O H2O H2O H2O H2O 30.12 90.08 462.61±939.45
H3O
+ H2O H2O H2O ... H2O H2O ... 7.21 97.29 1972.40±1842.76
H3O
+ H2O H2O H2O ... H2O ... H2O 1.39 98.68 21.39±14.93
H3O
+ H2O H2O H2O H2O H2O ... H2O 1.23 99.94 10384.34±10368.24
OH− H2O ... ... H2O H2O H2O H2O 0.05 99.99 585.81±292.32
OH− H3O
+ ... ... H2O H2O H2O H2O 0.01 100 0.44±0.00
Table G.2: The occurrences and lifetimes of hydrogen-bond networks around
protonated species found in bulk water for BLYP. The table lists the protonated
species (Zprot), the atom (Zshared) hydrogen bonded to the most active proton, the
solvating atoms of the protonated species (HBX,p where x=A or D for accepting or
donating a hydrogen bond), and the solvating atoms of Zshared (HBX,s with the
same definitions of x). Figure 4.4 provides the illustration to match these labels.
Proton rattling effects are excluded.
Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (ps)
H3O
+ H2O H2O H2O ... H2O H2O H2O 49.31 49.31 4118.40±5977.15
H3O
+ H2O H2O H2O ... H2O H2O ... 31.40 80.71 1126.97±1106.77
H3O
+ H2O H2O H2O H2O H2O H2O H2O 10.50 91.21 1417.06±1536.98
H3O
+ H2O H2O H2O ... H2O ... ... 5.59 96.80 2116.00±0.00
H3O
+ H2O H2O H2O ... H2O ... H2O 3.20 100 300.56±0.00
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Table G.3: The occurrences and lifetimes of hydrogen-bond networks around
protonated species found in bulk water for PBE. The table lists the protonated
species (Zprot), the atom (Zshared) hydrogen bonded to the most active proton, the
solvating atoms of the protonated species (HBX,p where x=A or D for accepting or
donating a hydrogen bond), and the solvating atoms of Zshared (HBX,s with the
same definitions of x). Figure 4.4 provides the illustration to match these labels.
Proton rattling effects are excluded.
Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (ps)
H3O
+ H2O H2O H2O ... H2O H2O H2O 56.55 56.55 1961.56±2648.58
H3O
+ H2O H2O H2O ... H2O H2O ... 19.27 75.82 1222.98±1670.95
H3O
+ H2O H2O H2O H2O H2O H2O H2O 18.44 94.26 1252.52±2491.43
H3O
+ H2O H2O H2O ... H2O ... H2O 4.04 98.30 87.12±0.00
H3O
+ H2O H2O H2O H2O H2O ... H2O 1.70 100 67.81±0.00
Table G.4: The occurrences and lifetimes of hydrogen-bond networks around
protonated species found in bulk water for PBE+TS-vdW. The table lists the
protonated species (Zprot), the atom (Zshared) hydrogen bonded to the most active
proton, the solvating atoms of the protonated species (HBX,p where x=A or D for
accepting or donating a hydrogen bond), and the solvating atoms of Zshared
(HBX,s with the same definitions of x). Figure 4.4 provides the illustration to
match these labels. Proton rattling effects are excluded.
Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (ps)
H3O
+ H2O H2O H2O ... H2O H2O H2O 47.18 47.18 826.41±795.25
H3O
+ H2O H2O H2O ... H2O H2O ... 42.10 89.28 6676.21±4148.56
H3O
+ H2O H2O H2O H2O H2O H2O H2O 9.71 98.99 2848.58±2786.24
H3O
+ H2O H2O H2O H2O H2O ... H2O 1.01 100 362.95±62.28
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Appendix H
Mechanistic picture for proton transfer among water molecules.
H.1 Time evolution of radial distribution func-
tions leading up to proton transfer events for
bulk water
Figure H.1: The RDFs for bulk water using the PW91 XC functional for protonated
oxygen in water (O* in (a)) and the next water oxygen to be protonated (Onext in
(b)) averaged over 20 fs intervals long before proton transfer (500-480 fs) and
leading up to proton transfer (200-180 fs, 100-80 fs, 60-40 fs, and 20-0 fs) at 300 K .
Specific regions are marked for the proton transfer process and the change in the
HB network. Proton rattling events are excluded.
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Figure H.2: The RDFs for bulk water using the BLYP XC functional for protonated
oxygen in water (O* in (a)) and the next water oxygen to be protonated (Onext in
(b)) averaged over 20 fs intervals long before proton transfer (500-480 fs) and
leading up to proton transfer (200-180 fs, 100-80 fs, 60-40 fs, and 20-0 fs) at 300 K .
Specific regions are marked for the proton transfer process and the change in the
HB network. Proton rattling events are excluded.
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Figure H.3: The RDFs for bulk water using the PBE XC functional for protonated
oxygen in water (O* in (a)) and the next water oxygen to be protonated (Onext in
(b)) averaged over 20 fs intervals long before proton transfer (500-480 fs) and
leading up to proton transfer (200-180 fs, 100-80 fs, 60-40 fs, and 20-0 fs) at 300 K .
Specific regions are marked for the proton transfer process and the change in the
HB network. Proton rattling events are excluded.
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Figure H.4: The RDFs for bulk water using the PBE+TS-vdW XC functional for
protonated oxygen in water (O* in (a)) and the next water oxygen to be protonated
(Onext in (b)) averaged over 20 fs intervals long before proton transfer (500-480 fs)
and leading up to proton transfer (200-180 fs, 100-80 fs, 60-40 fs, and 20-0 fs) at 300
K . Specific regions are marked for the proton transfer process and the change in the
HB network. Proton rattling events are excluded
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H.2 Time evolution of integrated coordination
numbers leading up to proton transfer events
for water-water proton transfer for bulk water
Figure H.5: The ICNs for bulk water using the PW91 XC functional for protonated
oxygen in water (O* in (a)) and the next water oxygen to be protonated (Onext in
(b)) averaged over 20 fs intervals long before proton transfer (500-480 fs) and
leading up to proton transfer (200-180 fs, 100-80 fs, 60-40 fs, and 20-0 fs) at 300 K .
The integration is over the RDF in Figure S5. Specific regions are marked for the
proton transfer process and the change in the HB network. Proton rattling events
are excluded.
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Figure H.6: The ICNs for bulk water using the BLYP XC functional for protonated
oxygen in water (O* in (a)) and the next water oxygen to be protonated (Onext in
(b)) averaged over 20 fs intervals long before proton transfer (500-480 fs) and
leading up to proton transfer (200-180 fs, 100-80 fs, 60-40 fs, and 20-0 fs) at 300 K .
The integration is over the RDF in Figure S6. Specific regions are marked for the
proton transfer process and the change in the HB network. Proton rattling events
are excluded.
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Figure H.7: The ICNs for bulk water using the PBE XC functional for protonated
oxygen in water (O* in (a)) and the next water oxygen to be protonated (Onext in
(b)) averaged over 20 fs intervals long before proton transfer (500-480 fs) and
leading up to proton transfer (200-180 fs, 100-80 fs, 60-40 fs, and 20-0 fs) at 300 K .
The integration is over the RDF in Figure S7. Specific regions are marked for the
proton transfer process and the change in the HB network. Proton rattling events
are excluded.
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Figure H.8: The ICNs for bulk water using the PBE+TS-vdW XC functional for
protonated oxygen in water (O* in (a)) and the next water oxygen to be protonated
(Onext in (b)) averaged over 20 fs intervals long before proton transfer (500-480 fs)
and leading up to proton transfer (200-180 fs, 100-80 fs, 60-40 fs, and 20-0 fs) at 300
K. The integration is over the RDF in Figure S8. Specific regions are marked for the
proton transfer process and the change in the HB network. Proton rattling events
are excluded.
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H.3 Time evolution of radial distribution func-
tions leading up to proton transfer events for
water-water proton transfer for TEG-water
mixtures
Figure H.9: The RDFs for TEG-water mixtures using the PW91 XC functional for
protonated oxygen in water (O* in (a)) and the next water oxygen to be protonated
(Onext in (b)) averaged over 20 fs intervals long before proton transfer (500-480 fs)
and leading up to proton transfer (200-180 fs, 100-80 fs, 60-40 fs, and 20-0 fs) at 300
K . Specific regions are marked for the proton transfer process and the change in the
HB network. Proton rattling events are excluded.
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Figure H.10: The RDFs for TEG-water using the PBE XC functional for
protonated oxygen in water (O* in (a)) and the next water oxygen to be protonated
(Onext in (b)) averaged over 20 fs intervals long before proton transfer (500-480 fs)
and leading up to proton transfer (200-180 fs, 100-80 fs, 60-40 fs, and 20-0 fs) at 300
K . Specific regions are marked for the proton transfer process and the change in the
HB network. Proton rattling events are excluded.
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Figure H.11: The RDFs for TEG-water using the PBE+TS-vdW XC functional for
protonated oxygen in water (O* in (a)) and the next water oxygen to be protonated
(Onext in (b)) averaged over 20 fs intervals long before proton transfer (500-480 fs)
and leading up to proton transfer (200-180 fs, 100-80 fs, 60-40 fs, and 20-0 fs) at 300
K . Specific regions are marked for the proton transfer process and the change in the
HB network. Proton rattling events are excluded.
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H.4 Time evolution of integrated coordination
numbers leading up to proton transfer events
for water-water proton transfer for TEG-
water mixtures
Figure H.12: The ICNs using the PW91 XC functional for protonated oxygen in
water (O* in (a)) and the next water oxygen to be protonated (Onext in (b))
averaged over 20 fs intervals long before proton transfer (500-480 fs) and leading up
to proton transfer (200-180 fs, 100-80 fs, 60-40 fs, and 20-0 fs) at 300 K . The
integration is over the RDF in Figure S13. Specific regions are marked for the
proton transfer process and the change in the HB network. Proton rattling events
are excluded.
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Figure H.13: The ICNs using the PBE XC functional for protonated oxygen in water
(O* in (a)) and the next water oxygen to be protonated (Onext in (b)) averaged over
20 fs intervals long before proton transfer (500-480 fs) and leading up to proton
transfer (200-180 fs, 100-80 fs, 60-40 fs, and 20-0 fs) at 300 K . The integration is
over the RDF in Figure S14. Specific regions are marked for the proton transfer
process and the change in the HB network. Proton rattling events are excluded.
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H.5 Time evolution of integrated coordination
numbers leading up to proton transfer events
for water-hydroxyl proton transfer for TEG-
water mixtures
Figure H.14: The ICNs for TEG-water mixtures using the PW91 XC functional for
protonated oxygen in water (O* in (a)) and the next hydroxyl oxygen of TEG to be
protonated (Onext in (b)) averaged over 20 fs intervals leading up to proton transfer
(60-40 fs, and 20-0 fs) at 300 K. Specific regions are marked for the proton transfer
process and the change in the HB network. Proton rattling events are included.
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Figure H.15: The ICNs for TEG-water mixtures using the PBE XC functional for
protonated oxygen in water (O* in (a)) and the next hydroxyl oxygen of TEG to be
protonated (Onext in (b)) averaged over 20 fs intervals leading up to proton transfer
(100-80 fs, 60-40 fs, and 20-0 fs) at 300 K . Specific regions are marked for the
proton transfer process and the change in the HB network. Proton rattling events
are included.
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Figure H.16: The ICNs for TEG-water mixtures using the PBE+TS-vdW XC
functional for protonated oxygen in water (O* in (a)) and the next hydroxyl oxygen
of TEG to be protonated (Onext in (b)) averaged over 20 fs intervals long before
proton transfer (500-480 fs) and leading up to proton transfer (200-180 fs, 100-80 fs,
60-40 fs, and 20-0 fs) at 300 K. Specific regions are marked for the proton transfer
process and the change in the HB network. Proton rattling events are included.
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H.6 Time evolution of integrated coordination
numbers leading up to proton transfer events
for hydroxyl-water proton transfer for TEG-
water mixtures
Figure H.17: The ICNs for TEG-water mixtures using the PW91 XC functional for
protonated oxygen in the hydroxyl group of TEG (O* in (a)) and the next water
oxygen to be protonated (Onext in (b)) averaged over 20 fs intervals leading up to
proton transfer (100-80 fs, 60-40 fs, and 20-0 fs) at 300 K . Specific regions are
marked for the proton transfer process and the change in the HB network. Proton
rattling events are included.
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Figure H.18: The ICNs for TEG-water mixtures using the PBE XC functional for
protonated oxygen in the hydroxyl group of TEG (O* in (a)) and the next water
oxygen to be protonated (Onext in (b)) averaged over 20 fs intervals leading up to
proton transfer (100-80 fs, 60-40 fs, and 20-0 fs) at 300 K . Specific regions are
marked for the proton transfer process and the change in the HB network. Proton
rattling events are included.
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Figure H.19: The ICNs for TEG-water mixtures using the PBE+TS-vdW XC
functional for protonated oxygen in the hydroxyl group of TEG (O* in (a)) and the
next water oxygen to be protonated (Onext in (b)) averaged over 20 fs intervals
leading up to proton transfer (200-180 fs, 100-80 fs, 60-40 fs, and 20-0 fs) at 300 K .
Specific regions are marked for the proton transfer process and the change in the
HB network. Proton rattling events are included.
163
H.7 Integrated coordination numbers during water-
water proton transfer for all XC functionals
Figure H.20: The ICNs for all four XC functionals in bulk water for protonated
oxygen in water (O* in (a)) and the next water oxygen to be protonated (Onext in
(b)) averaged over 20 fs intervals leading up to proton transfer at 300 K. Specific
regions are marked for the proton transfer process and the HBs. Proton rattling
events are excluded.
164
Figure H.21: The ICNs for all three XC functionals in TEG-water mixtures for
protonated oxygen in water (O* in (a)) and the next water oxygen to be protonated
(Onext in (b)) averaged over 20 fs intervals leading up to proton transfer at 300 K.
Specific regions are marked for the proton transfer process and the HBs. Proton
rattling events are excluded.
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Appendix I
Probability density functions
I.1 Probability density functions for bulk water
Figure I.1: Probability density function of proton transfer between water molecules
in bulk water for the PW91 XC functional simulations at 300 K. The reaction
coordinate δ is the difference of the HB distances for the shared proton (H∗)
between the two oxygen atoms of the water molecules and RO∗O is the
oxygen-oxygen distance. The surface has been smoothed and z-axis made arbitrary.
166
Figure I.2: Probability density function of proton transfer between water molecules
in bulk water for the BLYP XC functional simulations at 300 K. The reaction
coordinate δ is the difference of the HB distances for the shared proton (H∗)
between the two oxygen atoms of the water molecules and RO∗O is the
oxygen-oxygen distance. The surface has been smoothed and z-axis made arbitrary.
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Figure I.3: Probability density function of proton transfer between water molecules
in bulk water for the PBE XC functional simulations at 300 K. The reaction
coordinate δ is the difference of the HB distances for the shared proton (H∗)
between the two oxygen atoms of the water molecules and RO∗O is the
oxygen-oxygen distance. The surface has been smoothed and z-axis made arbitrary.
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Figure I.4: Probability density function of proton transfer between water molecules
in bulk water for the PBE+TS-vdW XC functional simulations at 300 K. The
reaction coordinate δ is the difference of the HB distances for the shared proton
(H∗) between the two oxygen atoms of the water molecules and RO∗O is the
oxygen-oxygen distance. The surface has been smoothed and z-axis made arbitrary.
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I.2 Probability density functions for water-water
proton transfer in TEG-water mixtures.
Figure I.5: Probability density function of proton transfer between water molecules
for the TEG-water mixture for one of the PW91 functional simulations at 300 K.
The reaction coordinate δ is the difference of the HB distances for the shared proton
(H∗) between the two oxygen atoms of the water molecules and RO∗O is the
oxygen-oxygen distance. The surface has been smoothed and z-axis made arbitrary.
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Figure I.6: Probability density function of proton transfer between water molecules
for the TEG-water mixture for one of the PBE functional simulations at 300 K. The
reaction coordinate δ is the difference of the HB distances for the shared proton
(H∗) between the two oxygen atoms of the water molecules and RO∗O is the
oxygen-oxygen distance. The surface has been smoothed and z-axis made arbitrary.
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Appendix J
Hopping dynamics and mean square displacements
Figure J.1: The distance for the protonated atom (O*) that has the excess proton
H+ relative to the initial position of the first protonated atom in TEG-water
mixture for all individual simulation trajectories for each of the XC functionals (a)
PW91, (b) PBE, and (c) PBE+TS-vdW.
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Figure J.2: The distance for the hydronium oxygen (O*) relative to the initial
position vs. time in bulk water for the XC functionals (a) PW91, (b) BLYP, (c)
PBE, and (d) PBE+TS-vdW.
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Figure J.3: The mean squared displacements (MSDs) of the protonated atom (O*)
versus time in TEG-water mixture for each individual trajectory and their average
(a-c) and the average MSDs for each XC functional (d). The graphs show the XC
functionals (a) PW91, (b) PBE, and (c) PBE+TS-vdW and then the average for all
three XC functionals in in graph (d). The average MSDs in (a-c) were truncated at
10 ps where the MSDs in (d) were averaged out to the longest time length but with
averaging over only a subset of all MSDs.
Figure J.4: The mean squared displacements of the hydronium oxygen (O*) versus
time in bulk water for all XC functionals.
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Appendix K
Hydrogen-bond networks with proton rattling included
K.1 Hydrogen-bond networks with proton rattling
included for bulk water
Table K.1: The occurrences and lifetimes of hydrogen-bond networks around
protonated species found in bulk water for PW91. The table lists the protonated
species (Zprotonated), the atom (Zshared) hydrogen bonded to the most active proton,
the solvating atoms of the protonated species (HBX,p where x=A or D for
accepting or donating a hydrogen bond), and the solvating atoms of Zshared
(HBX,s with the same definitions of x). Figure 4.4 provides the illustration to
match these labels. Proton rattling effects are included.
ZprotonatedZshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (fs)
H3O
+ H2O H2O H2O ... H2O H2O H2O 58.62 58.62 8.34±9.30
H3O
+ H2O H2O H2O H2O H2O H2O H2O 29.45 88.08 8.91±10.99
H3O
+ H2O H2O H2O ... H2O H2O ... 7.05 95.13 10.43±12.65
H3O
+ H2O H2O ... ... H2O H2O H2O 1.72 96.85 10.26±11.95
H3O
+ H2O H2O H2O ... H2O ... H2O 1.36 98.21 8.72±13.23
H3O
+ H2O H2O H2O H2O H2O ... H2O 1.23 99.43 7.22±8.56
H3O
+ H2O H2O ... ... H2O H2O ... 0.44 99.87 6.42±6.64
OH− H2O ... ... H2O H2O H2O H2O 0.05 99.92 4.76±2.44
H3O
+ H2O H2O ... ... H2O ... H2O 0.04 99.96 3.65±2.08
OH− H2O ... ... H2O H2O H2O ... 0.01 99.97 1.60±0.00
OH− H2O ... ... H2O H2O ... H2O 0.01 99.99 2.61±0.00
OH− H3O
+ ... ... H2O H2O H2O H2O 0.01 99.99 0.44±0.00
H3O
+ H2O H2O ... H2O H2O ... H2O 0.01 100.00 8.78±5.88
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Table K.2: The occurrences and lifetimes of hydrogen-bond networks around
protonated species found in bulk water for PBE. The table lists the protonated
species (Zprotonated), the atom (Zshared) hydrogen bonded to the most active proton,
the solvating atoms of the protonated species (HBX,p where x=A or D for accepting
or donating a hydrogen bond), and the solvating atoms of Zshared (HBX,s with the
same definitions of x). Figure 4.4 provides the illustration to match these labels.
Proton rattling effects are included.
ZprotonatedZshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (ps)
H3O
+ H2O H2O H2O ... H2O H2O H2O 53.89 53.89 8.02±9.10
H3O
+ H2O H2O H2O ... H2O H2O ... 18.36 72.25 8.59±10.02
H3O
+ H2O H2O H2O H2O H2O H2O H2O 17.58 89.83 7.86±8.90
H3O
+ H2O H2O H2O ... H2O ... H2O 3.85 93.68 7.82±8.99
H3O
+ H2O H2O H2O ... H2O ... ... 2.42 96.10 7.46±8.17
H3O
+ H2O H2O ... ... H2O H2O H2O 2.10 98.20 8.06±10.38
H3O
+ H2O H2O H2O H2O H2O ... H2O 1.62 99.82 6.93±7.75
H3O
+ H2O H2O ... H2O H2O ... ... 0.10 99.92 4.00±3.09
H3O
+ H2O H2O ... ... H2O ... ... 0.06 99.98 5.05±4.06
H3O
+ H2O H2O ... H2O H2O ... H2O 0.01 99.99 6.10±6.81
H3O
+ H2O ... ... H2O H2O H2O H2O 0.01 100.00 4.14±2.83
Table K.3: The occurrences and lifetimes of hydrogen-bond networks around
protonated species found in bulk water for BLYP. The table lists the protonated
species (Zprotonated), the atom (Zshared) hydrogen bonded to the most active proton,
the solvating atoms of the protonated species (HBX,p where x=A or D for accepting
or donating a hydrogen bond), and the solvating atoms of Zshared (HBX,s with the
same definitions of x). Figure 4.4 provides the illustration to match these labels.
Proton rattling effects are included.
ZprotonatedZshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (ps)
H3O
+ H2O H2O H2O ... H2O H2O H2O 47.47 47.47 8.46±10.16
H3O
+ H2O H2O H2O ... H2O H2O ... 30.23 77.70 8.58±10.73
H3O
+ H2O H2O H2O H2O H2O H2O H2O 10.10 87.80 8.58±9.87
H3O
+ H2O H2O H2O ... H2O ... ... 5.38 93.18 9.43±12.20
H3O
+ H2O H2O H2O ... H2O ... H2O 3.08 96.27 8.61±10.96
H3O
+ H2O H2O ... ... H2O H2O H2O 2.50 98.76 6.73±6.40
H3O
+ H2O H2O H2O H2O H2O ... H2O 0.80 99.56 6.07±6.18
H3O
+ H2O H2O ... ... H2O ... ... 0.20 99.77 3.96±4.18
H3O
+ H2O H2O ... ... H2O ... H2O 0.15 99.91 3.43±3.98
H3O
+ H2O ... ... ... H2O H2O ... 0.04 99.96 6.53±6.99
H3O
+ H2O ... ... ... H2O H2O H2O 0.03 99.98 10.12±5.59
H3O
+ H2O H2O ... H2O H2O ... H2O 0.02 100.00 4.50±1.99
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Table K.4: The occurrences and lifetimes of hydrogen-bond networks around
protonated species found in bulk water for PBE+TS-vdW. The table lists the
protonated species (Zprotonated), the atom (Zshared) hydrogen bonded to the most
active proton, the solvating atoms of the protonated species (HBX,p where x=A or D
for accepting or donating a hydrogen bond), and the solvating atoms of Zshared
(HBX,s with the same definitions of x). Figure 4.4 provides the illustration to match
these labels. Proton rattling effects are included.
ZprotonatedZshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (ps)
H3O
+ H2O H2O H2O ... H2O H2O H2O 41.34 41.34 7.99±10.30
H3O
+ H2O H2O H2O ... H2O H2O ... 36.89 78.23 7.92±9.98
H3O
+ H2O H2O H2O H2O H2O H2O H2O 8.51 86.75 7.31±8.06
H3O
+ H2O H2O ... ... H2O H2O ... 6.20 92.95 9.34±12.05
H3O
+ H2O H2O H2O ... H2O ... H2O 3.19 96.14 7.67±9.94
H3O
+ H2O H2O ... ... H2O H2O H2O 2.48 98.63 7.43±8.83
H3O
+ H2O H2O H2O H2O H2O ... H2O 0.89 99.51 6.80±8.17
H3O
+ H2O H2O ... ... H2O ... H2O 0.25 99.76 3.23±3.44
H3O
+ H2O H2O ... ... H2O ... ... 0.16 99.92 4.90±5.20
H3O
+ H2O H2O ... H2O H2O ... H2O 0.05 99.97 3.89±2.93
H3O
+ H2O ... ... ... H2O H2O ... 0.01 99.99 4.14±2.04
H3O
+ H2O ... ... H2O H2O ... ... 0.01 99.99 2.76±0.00
H3O
+ H2O ... ... H2O H2O H2O H2O 0.01 100.00 1.45±0.58
H3O
+ H2O ... ... ... H2O H2O H2O 0.00 100.00 0.87±0.00
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K.2 Hydrogen-bond networks with proton rattling
included for TEG-water mixtures
Table K.5: The occurrences and lifetimes of all hydrogen-bond networks around
protonated species found in TEG-water mixture for PW91. The table lists the
protonated species (Zprot), the atom (Zshared) hydrogen bonded to the most active
proton, the solvating atoms of the protonated species (HBX,p where x=A or D for
accepting or donating a hydrogen bond and y = 1 or 2), and the solvating atoms of
Zshared (HBX,swith the same definitions of x). Figure 4.4 provides the illustration to
match these labels. Proton rattling effects are included.
Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (fs)
H3O
+ H2O H2O H2O ... H2O H2O H2O 17.60 17.60 8.23±10.65
H3O
+ H2O H2O H2O CH2 H2O H2O ... 16.14 33.75 7.94±8.78
H3O
+ H2O H2O H2O ... H2O H2O ... 15.61 49.36 7.70±9.06
H3O
+ H2O H2O H2O CH2 H2O H2O H2O 6.52 55.87 8.45±11.00
H3O
+ H2O H2O H2O ... H2O H2O CH2 6.29 62.16 6.55±6.59
H3O
+ H2O ROH H2O ... H2O H2O H2O 4.27 66.43 6.40±6.99
H3O
+ H2O H2O H2O ... ROH H2O H2O 3.66 70.09 8.56±10.04
H3O
+ H2O H2O H2O H2O H2O H2O CH2 3.50 73.58 6.61±7.05
H3O
+ H2O H2O H2O ... ROH H2O ... 2.13 75.72 7.70±9.40
H3O
+ H2O ROH H2O ... H2O H2O CH2 2.05 77.77 6.50±6.49
H3O
+ H2O H2O H2O CH2 ROH H2O H2O 2.03 79.80 6.96±7.36
H3O
+ H2O H2O H2O H2O H2O H2O H2O 1.90 81.70 8.00±8.73
H3O
+ H2O H2O H2O CH2 H2O ... ... 1.38 83.08 10.39±14.70
H3O
+ H2O ROH H2O CH2 H2O H2O H2O 1.26 84.34 7.13±7.75
H3O
+ H2O H2O H2O CH2 H2O H2O CH2 1.17 85.51 7.74±8.13
H3O
+ H2O ROH H2O CH2 H2O H2O ... 1.09 86.60 7.36±7.83
H3O
+ H2O H2O ... CH2 H2O H2O ... 0.96 87.56 7.69±10.21
H3O
+ H2O H2O H2O ... H2O ... ... 0.88 88.45 13.70±19.08
H3O
+ H2O H2O H2O ... ROR H2O H2O 0.69 89.14 7.65±7.38
H3O
+ H2O H2O ... ... H2O H2O ... 0.67 89.80 8.97±11.17
H3O
+ H2O H2O ... ... H2O H2O H2O 0.61 90.41 6.74±9.30
H3O
+ H2O H2O H2O ... H2O ... H2O 0.57 90.98 7.07±7.40
H3O
+ ROH H2O H2O ... H2O ... H2O 0.54 91.52 6.15±7.56
H3O
+ H2O H2O H2O H2O ROH H2O H2O 0.49 92.02 6.05±5.37
H3O
+ ROH H2O H2O ... H2O ... CH2 0.44 92.46 5.95±5.09
H3O
+ ROH H2O H2O ... H2O ... ... 0.39 92.85 5.70±5.52
H3O
+ H2O ROH H2O CH2 H2O H2O CH2 0.35 93.19 6.50±7.47
H3O
+ H2O H2O ... ... H2O H2O CH2 0.33 93.52 6.14±8.18
H3O
+ H2O H2O H2O H2O H2O ... ... 0.33 93.85 6.25±6.93
H3O
+ ROH H2O H2O CH2 H2O ... ... 0.32 94.17 7.32±7.28
H3O
+ H2O ROH H2O ... ROH H2O H2O 0.20 94.37 6.08±5.76
H3O
+ H2O H2O H2O CH2 H2O ... H2O 0.20 94.57 5.72±6.02
H3O
+ H2O H2O H2O H2O ROR H2O H2O 0.19 94.76 6.00±4.74
H3O
+ H2O H2O ... CH2 H2O H2O H2O 0.19 94.95 5.71±6.27
H3O
+ H2O H2O ... H2O H2O H2O H2O 0.17 95.12 5.65±4.85
H3O
+ H2O H2O H2O H2O ROR H2O ... 0.17 95.29 5.17±2.86
H3O
+ ROH H2O H2O CH2 H2O ... H2O 0.17 95.46 4.80±4.04
H3O
+ H2O H2O ... H2O H2O H2O CH2 0.16 95.62 5.70±5.95
H3O
+ H2O H2O H2O ... ROR H2O ... 0.14 95.76 6.63±5.81
H3O
+ H2O H2O ... ... ROH H2O H2O 0.14 95.90 5.23±4.16
H3O
+ H2O H2O ... H2O H2O H2O ... 0.14 96.03 5.14±5.94
H3O
+ H2O H2O CH2 ... ROH H2O H2O 0.12 96.16 4.55±3.52
H3O
+ H2O H2O H2O H2O ROH ... ... 0.12 96.28 5.86±7.45
ROH
+
2
H2O H2O ... ... H2O H2O H2O 0.12 96.40 5.38±3.71
H3O
+ H2O H2O H2O ... H2O CH2 H2O 0.11 96.51 8.76±5.54
H3O
+ ROH H2O ... ... H2O ... H2O 0.11 96.63 8.05±5.92
H3O
+ H2O H2O CH2 ... H2O H2O H2O 0.10 96.73 6.65±6.66
H3O
+ H2O ROH H2O H2O H2O H2O H2O 0.10 96.84 7.51±3.53
H3O
+ H2O H2O H2O H2O H2O CH2 H2O 0.10 96.94 6.31±4.73
H3O
+ H2O H2O H2O CH2 ROR H2O ... 0.10 97.04 4.97±3.94
H3O
+ H2O H2O ... CH2 ROH H2O ... 0.10 97.13 6.11±6.12
H3O
+ H2O H2O H2O ... ROR H2O ROH 0.10 97.23 15.37±15.65
H3O
+ ROH H2O ... ... H2O ... ... 0.09 97.32 6.67±5.00
H3O
+ ROH H2O ... ... H2O ... CH2 0.09 97.42 4.93±3.48
H3O
+ H2O ROH H2O H2O H2O H2O CH2 0.09 97.50 7.06±7.93
H3O
+ H2O H2O H2O ... ROH ... H2O 0.09 97.59 3.73±3.13
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Table K.5 Continued.
Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (fs)
H3O
+ OH− ROH H2O ... H2O ... H2O 0.09 97.68 7.64±11.71
H3O
+ H2O H2O ... ... ROH H2O ... 0.09 97.77 9.20±8.55
H3O
+ H2O H2O H2O CH2 ROR H2O H2O 0.08 97.85 8.33±6.54
H3O
+ H2O H2O H2O H2O ROH H2O ... 0.08 97.93 5.48±6.85
H3O
+ H2O ROH H2O CH2 ROH H2O H2O 0.07 98.01 3.57±2.03
H3O
+ H2O ROH H2O ... ROH H2O ... 0.07 98.08 3.24±1.91
H3O
+ H2O ROR H2O H2O H2O H2O H2O 0.07 98.15 10.16±5.47
H3O
+ H2O H2O CH2 CH2 H2O H2O H2O 0.07 98.22 4.02±2.95
H3O
+ ROH H2O ... CH2 H2O ... H2O 0.06 98.28 4.48±3.56
H3O
+ H2O ROH H2O CH2 H2O ... CH2 0.06 98.34 8.41±6.66
H3O
+ H2O H2O ... ... H2O ... ... 0.06 98.40 2.43±2.15
H3O
+ ROH H2O H2O CH2 H2O ... ROH 0.06 98.45 5.70±3.76
H3O
+ H2O H2O H2O H2O ROR H2O ROH 0.05 98.50 6.13±2.84
H3O
+ H2O H2O ... ... ROH H2O CH2 0.05 98.56 12.02±10.46
H3O
+ H2O H2O H2O H2O H2O ... CH2 0.05 98.61 6.75±7.75
H3O
+ ROH H2O H2O H2O H2O ... CH2 0.05 98.65 11.45±9.87
H3O
+ ROH H2O H2O H2O H2O ... H2O 0.05 98.70 7.28±6.07
H3O
+ ROH H2O H2O ... H2O ... ROH 0.05 98.75 8.69±11.11
H3O
+ H2O H2O ... CH2 ROH H2O H2O 0.05 98.79 7.15±5.16
H3O
+ H2O H2O ... ... H2O ... CH2 0.05 98.84 3.44±2.61
H3O
+ H2O H2O H2O CH2 ROH ... ... 0.04 98.89 13.36±12.87
H3O
+ H2O H2O H2O ... ROH ... ... 0.04 98.93 8.74±7.27
ROH
+
2
H2O H2O ... ... H2O ... CH2 0.04 98.97 4.17±2.81
H3O
+ H2O H2O H2O H2O H2O ... H2O 0.04 99.01 3.17±2.04
H3O
+ H2O H2O H2O CH2 H2O CH2 H2O 0.04 99.05 4.40±1.95
H3O
+ H2O H2O ... CH2 H2O H2O CH2 0.04 99.09 3.35±2.97
H3O
+ H2O ROH ... CH2 H2O H2O H2O 0.04 99.13 5.54±4.51
H3O
+ ROH H2O H2O H2O H2O ... ROH 0.04 99.17 16.12±5.59
H3O
+ ROH- H2O H2O ... ... ... H2O 0.04 99.21 5.63±4.95
H3O
+ H2O H2O H2O ROH H2O H2O CH2 0.03 99.24 7.11±6.26
H3O
+ H2O H2O H2O CH2 ROH H2O ... 0.03 99.27 9.79±10.95
H3O
+ H2O H2O H2O ... H2O H2O ROH 0.03 99.30 15.83±16.40
H3O
+ H2O ROH H2O H2O ROH H2O H2O 0.03 99.33 2.95±2.09
H3O
+ H2O H2O H2O ... ROH ... CH2 0.03 99.36 7.89±11.26
H3O
+ H2O ROH H2O CH2 H2O ... H2O 0.03 99.39 13.29±21.66
H3O
+ H2O H2O H2O CH2 H2O ... CH2 0.03 99.42 3.24±2.96
H3O
+ H2O ROH H2O H2O H2O ... H2O 0.03 99.44 3.97±3.06
H3O
+ H2O ROH H2O H2O H2O ... ... 0.02 99.47 8.42±12.73
H3O
+ H2O H2O CH2 ... H2O H2O ... 0.02 99.49 17.17±20.70
H3O
+ H2O H2O CH2 ... ROH H2O ... 0.02 99.51 9.44±4.65
H3O
+ H2O H2O ... CH2 H2O ... H2O 0.02 99.53 2.03±2.19
OH− H2O ... ... H2O H2O H2O H2O 0.02 99.55 0.56±0.20
H3O
+ H2O H2O H2O H2O H2O ... ROH 0.02 99.57 10.45±9.87
H3O
+ H2O H2O H2O ... ROR ... ... 0.02 99.58 1.92±1.60
H3O
+ H2O ROH H2O CH2 ROH H2O ... 0.02 99.60 5.75±5.89
H3O
+ H2O ROH H2O ... ROH ... H2O 0.02 99.62 9.22±5.31
H3O
+ H2O H2O H2O H2O ROH ... H2O 0.02 99.63 1.81±0.36
H3O
+ H2O ROH ... CH2 H2O H2O CH2 0.01 99.65 4.50±1.02
H3O
+ OH− H2O H2O H2O H2O ... H2O 0.01 99.66 8.57±2.76
H3O
+ H2O H2O H2O ... H2O ... ROH 0.01 99.67 13.29±5.30
H3O
+ H2O ROH H2O ... H2O ... H2O 0.01 99.69 6.45±5.12
H3O
+ H2O H2O ... ... H2O ... H2O 0.01 99.70 3.82±4.01
H3O
+ H2O H2O ... ... ROR H2O ROH 0.01 99.71 2.42±1.08
H3O
+ H2O H2O H2O CH2 ROH ... H2O 0.01 99.72 1.88±0.63
H3O
+ H2O H2O ... ... ROR H2O H2O 0.01 99.74 3.99±2.54
ROH
+
2
H2O H2O ... ... H2O ... H2O 0.01 99.75 2.76±2.18
ROH- H3O
+ ... ... ... H2O H2O ... 0.01 99.76 1.31±0.00
H3O
+ H2O H2O H2O H2O ROR H2O CH2 0.01 99.77 13.46±12.15
H3O
+ H2O H2O CH2 CH2 ROH H2O H2O 0.01 99.78 1.16±0.00
H3O
+ H2O H2O ... CH2 H2O ... ... 0.01 99.79 5.86±7.92
H3O
+ H2O ROH ROH ... H2O H2O H2O 0.01 99.80 1.45±1.31
H3O
+ H2O H2O ... CH2 ROR H2O H2O 0.01 99.81 1.09±0.36
ROH
+
2
H2O H2O ... CH2 H2O H2O CH2 0.01 99.82 2.76±0.73
OH− H2O ... ... H2O H2O ... H2O 0.01 99.82 0.73±0.00
H3O
+ H2O H2O CH2 ... H2O H2O CH2 0.01 99.83 3.48±0.00
H3O
+ H2O H2O H2O ... ROR ROR H2O 0.01 99.84 3.12±1.38
H3O
+ H2O H2O H2O ROH H2O H2O H2O 0.01 99.85 6.53±0.00
H3O
+ H2O H2O ... ... ROR H2O ... 0.01 99.85 2.23±1.19
H3O
+ H2O ROH ... CH2 H2O H2O ... 0.01 99.86 2.61±1.45
H3O
+ H2O H2O H2O ... H2O CH2 ... 0.01 99.87 12.20±8.28
H3O
+ H2O ROH H2O H2O H2O CH2 H2O 0.01 99.87 1.89±0.00
ROH
+
2
H2O H2O ... ... ROH H2O CH2 0.01 99.88 1.74±0.00
H3O
+ H2O H2O H2O CH2 H2O CH2 ... 0.01 99.89 0.58±0.00
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Table K.5 Continued.
Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (fs)
H3O
+ H2O H2O ... H2O ROH H2O ... 0.01 99.89 8.86±0.00
H3O
+ H2O H2O H2O CH2 CH2 ... ... 0.01 99.90 4.94±4.36
H3O
+ H2O H2O H2O ... ROR CH2 H2O 0.01 99.90 5.08±0.00
H3O
+ H2O H2O ... CH2 ROH ... ... 0.01 99.91 1.16±0.00
H3O
+ H2O ROH H2O ... ROH ... ... 0.00 99.91 4.36±1.60
H3O
+ H2O H2O H2O ROH ROR H2O ... 0.00 99.92 11.04±0.00
H3O
+ H2O H2O ... ... ROH ... CH2 0.00 99.92 0.58±0.00
H3O
+ H2O ROH ... H2O H2O ... H2O 0.00 99.93 0.58±0.00
OH− H2O ... ... H2O ROR H2O H2O 0.00 99.93 9.44±0.00
H3O
+ H2O CH2 ... ... H2O H2O H2O 0.00 99.94 1.60±0.00
H3O
+ ROH ROH H2O ... H2O ... H2O 0.00 99.94 0.87±0.00
H3O
+ H2O H2O H2O ... CH2 ... ... 0.00 99.94 1.60±0.00
H3O
+ H2O H2O H2O ... ROR H2O CH2 0.00 99.95 2.40±0.22
OH− ROH ... ... H2O H2O ... ROH 0.00 99.95 0.29±0.00
H3O
+ H2O ROH ... H2O H2O H2O H2O 0.00 99.95 1.02±0.29
H3O
+ H2O ROH ... H2O H2O H2O CH2 0.00 99.96 0.15±0.00
H3O
+ ROH ROH H2O ... H2O ... ... 0.00 99.96 2.61±0.00
H3O
+ H2O H2O H2O ... ROR ... H2O 0.00 99.96 1.74±0.00
H3O
+ H2O ... ... ... H2O H2O H2O 0.00 99.96 1.74±0.00
H3O
+ H2O H2O CH2 ... ROH ... H2O 0.00 99.97 6.24±0.00
H3O
+ H2O ROH H2O H2O H2O ... CH2 0.00 99.97 0.29±0.00
H3O
+ H2O H2O H2O CH2 ROH H2O ROH 0.00 99.97 38.19±0.00
H3O
+ H2O ROH H2O CH2 ROH ... H2O 0.00 99.97 5.23±0.00
OH− H2O ... ... H2O H2O H2O ... 0.00 99.97 3.63±0.00
H3O
+ H2O H2O ... ... H2O CH2 H2O 0.00 99.98 0.29±0.00
H3O
+ H2O H2O H2O ROH ROR H2O H2O 0.00 99.98 3.19±0.00
H3O
+ H2O ROH ... ... H2O ... H2O 0.00 99.99 3.05±0.00
H3O
+ H2O H2O ... CH2 ROH ... CH2 0.00 99.99 2.90±0.00
H3O
+ H2O ... ... H2O H2O H2O CH2 0.00 99.99 2.32±0.00
H3O
+ H2O H2O H2O CH2 ROR ... ... 0.00 99.99 18.30±0.00
H3O
+ H2O H2O H2O H2O H2O CH2 ... 0.00 100 0.73±0.00
Table K.6: The occurrences and lifetimes of all hydrogen-bond networks around
protonated species found in TEG-water mixture for PBE. The table lists the
protonated species (Zprot), the atom (Zshared) hydrogen bonded to the most active
proton, the solvating atoms of the protonated species (HBX,p where x=A or D for
accepting or donating a hydrogen bond and y = 1 or 2), and the solvating atoms of
Zshared (HBX,s with the same definitions of x). Figure 4.4 provides the illustration to
match these labels. Proton rattling effects are included.
Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (fs)
H3O
+ H2O H2O H2O ... H2O H2O H2O 21.35 21.35 7.98±10.79
H3O
+ H2O H2O H2O ... H2O H2O ... 19.71 41.06 7.62±9.39
H3O
+ H2O H2O H2O ... H2O H2O CH2 6.45 47.51 7.23±8.06
H3O
+ H2O H2O H2O ... ROH H2O ... 5.26 52.78 8.10±9.60
H3O
+ H2O H2O H2O ... ROH H2O H2O 4.85 57.63 7.48±8.44
H3O
+ H2O H2O H2O CH2 H2O H2O ... 4.10 61.73 7.26±11.29
H3O
+ H2O H2O H2O CH2 H2O H2O H2O 4.07 65.80 6.72±8.67
H3O
+ H2O H2O H2O ... H2O H2O ROH 3.01 68.81 7.09±6.73
H3O
+ H2O H2O ... ... H2O H2O ... 2.27 71.09 8.07±13.09
H3O
+ H2O H2O H2O ... H2O ... ... 2.04 73.12 9.62±12.87
H3O
+ H2O H2O H2O H2O H2O H2O H2O 1.88 75.00 7.20±8.22
H3O
+ H2O H2O H2O CH2 ROH H2O ... 1.73 76.74 7.05±8.83
H3O
+ H2O H2O H2O H2O H2O H2O CH2 1.59 78.33 7.52±10.54
H3O
+ H2O H2O ... ... H2O H2O H2O 1.37 79.70 7.65±9.08
H3O
+ H2O H2O H2O CH2 H2O H2O CH2 1.25 80.95 6.90±7.74
H3O
+ H2O H2O H2O ... ROH H2O CH2 1.18 82.13 6.62±8.28
H3O
+ H2O H2O H2O ... H2O ... H2O 1.11 83.24 6.96±7.97
H3O
+ H2O H2O H2O ... H2O ... CH2 1.02 84.26 6.52±7.03
H3O
+ H2O ROH H2O ... H2O H2O ... 0.97 85.23 9.12±9.96
H3O
+ H2O H2O H2O H2O ROH H2O ... 0.94 86.16 6.58±8.55
H3O
+ H2O H2O ... H2O H2O H2O ... 0.86 87.02 8.34±10.68
H3O
+ H2O H2O H2O CH2 H2O ... ... 0.78 87.80 7.68±9.65
H3O
+ H2O ROH H2O ... H2O H2O H2O 0.74 88.54 9.12±8.92
H3O
+ H2O ROH H2O H2O H2O H2O H2O 0.73 89.27 7.80±11.99
H3O
+ H2O ROH H2O H2O H2O H2O CH2 0.51 89.78 6.23±5.20
H3O
+ H2O H2O H2O H2O ROH H2O H2O 0.49 90.27 9.82±11.13
H3O
+ H2O H2O ... CH2 H2O H2O ... 0.45 90.72 5.76±6.97
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Table K.6. Continued.
Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (fs)
H3O
+ H2O H2O ... ... ROH H2O ... 0.41 91.13 9.38±15.42
H3O
+ H2O H2O ... ... H2O H2O CH2 0.36 91.49 5.93±7.21
H3O
+ H2O ROH H2O ... H2O ... ... 0.33 91.82 9.14±9.02
H3O
+ H2O H2O H2O CH2 H2O ... H2O 0.32 92.13 5.48±7.32
H3O
+ ROH H2O H2O ... H2O ... H2O 0.32 92.45 9.91±9.01
H3O
+ H2O H2O H2O H2O H2O ... ... 0.30 92.75 9.39±12.74
H3O
+ H2O H2O H2O ... H2O ... ROH 0.29 93.05 11.28±13.43
H3O
+ H2O H2O ... CH2 H2O H2O H2O 0.29 93.33 6.18±6.95
H3O
+ H2O H2O ... ... H2O ... ... 0.27 93.60 5.33±6.18
H3O
+ H2O H2O H2O H2O ROH H2O CH2 0.25 93.85 7.68±8.76
H3O
+ H2O H2O ... CH2 H2O H2O CH2 0.25 94.10 4.68±5.16
H3O
+ H2O H2O H2O CH2 ROH H2O H2O 0.24 94.34 8.88±12.93
H3O
+ ROH H2O H2O H2O H2O ... CH2 0.23 94.57 10.57±10.72
H3O
+ H2O H2O H2O ROH H2O H2O H2O 0.21 94.77 8.12±8.42
H3O
+ H2O H2O H2O ... ROH ... ... 0.21 94.98 11.85±19.12
H3O
+ H2O H2O H2O ROH H2O H2O CH2 0.20 95.17 6.75±5.69
H3O
+ H2O H2O H2O H2O H2O ... CH2 0.19 95.37 5.04±6.13
H3O
+ H2O H2O ... ... ROH H2O H2O 0.19 95.56 6.86±7.19
H3O
+ H2O H2O ... ... H2O ... H2O 0.18 95.74 4.90±5.77
H3O
+ H2O H2O H2O H2O H2O ... H2O 0.17 95.91 5.01±4.92
H3O
+ ROH H2O H2O H2O H2O ... ... 0.16 96.07 5.70±3.55
H3O
+ H2O H2O H2O CH2 ROR H2O H2O 0.14 96.21 8.08±8.59
H3O
+ H2O H2O ... H2O H2O H2O CH2 0.14 96.35 6.83±6.68
H3O
+ H2O H2O H2O ... ROR H2O ... 0.14 96.49 5.55±3.57
H3O
+ H2O H2O H2O CH2 H2O ... CH2 0.13 96.62 7.00±11.40
H3O
+ H2O H2O ... ... H2O H2O ROH 0.12 96.74 5.45±5.82
H3O
+ H2O H2O CH2 ... H2O H2O ... 0.12 96.85 8.49±18.94
ROH
+
2
H2O H2O ... H2O H2O H2O H2O 0.12 96.97 8.13±6.02
H3O
+ H2O ROH H2O H2O H2O ... ... 0.12 97.09 8.67±11.16
H3O
+ H2O H2O H2O ... ROR H2O H2O 0.11 97.20 5.97±5.96
H3O
+ ROH H2O H2O ... H2O ... ... 0.11 97.30 13.18±21.72
H3O
+ H2O H2O H2O H2O H2O H2O ROH 0.10 97.40 5.78±6.18
H3O
+ H2O ROH H2O ... H2O ... CH2 0.09 97.49 15.13±16.10
H3O
+ H2O H2O H2O ... H2O CH2 H2O 0.09 97.58 8.53±8.26
H3O
+ H2O H2O ... ... ROR H2O ... 0.08 97.67 5.03±3.62
H3O
+ H2O H2O H2O ... ROH ... H2O 0.08 97.75 9.05±11.44
H3O
+ H2O H2O ... ... ROH H2O CH2 0.08 97.83 7.49±6.19
H3O
+ H2O H2O ... CH2 H2O ... ... 0.08 97.90 4.28±5.43
H3O
+ H2O H2O CH2 CH2 H2O H2O ... 0.07 97.97 6.62±5.87
H3O
+ H2O H2O H2O H2O H2O CH2 ... 0.06 98.04 4.99±4.27
H3O
+ ROH H2O H2O CH2 H2O ... H2O 0.06 98.10 6.75±8.56
H3O
+ H2O H2O H2O ROH H2O ... ... 0.06 98.16 7.97±4.81
H3O
+ H2O ROH H2O ... H2O H2O CH2 0.06 98.22 6.58±3.96
H3O
+ H2O H2O H2O CH2 ROH H2O CH2 0.06 98.28 8.10±6.18
H3O
+ H2O H2O H2O ... ROH ... CH2 0.05 98.33 8.96±7.69
H3O
+ H2O H2O H2O CH2 ROR H2O ... 0.05 98.39 2.62±2.77
H3O
+ H2O H2O ... ... H2O ... ROH 0.05 98.44 1.67±1.05
H3O
+ H2O ROH H2O CH2 H2O ... ... 0.05 98.49 7.10±5.13
H3O
+ H2O ROH ... ... H2O H2O CH2 0.05 98.54 9.76±14.25
H3O
+ H2O H2O ... CH2 ROH H2O ... 0.05 98.58 11.22±19.82
H3O
+ H2O H2O ... H2O ROR H2O ... 0.05 98.63 4.79±3.46
H3O
+ H2O H2O H2O H2O ROR H2O ... 0.04 98.67 5.94±3.98
ROH
+
2
H2O H2O ... CH2 H2O H2O ... 0.04 98.71 14.48±15.43
H3O
+ H2O ROH H2O CH2 H2O H2O CH2 0.04 98.75 5.18±4.64
H3O
+ H2O H2O ... H2O ROH H2O ... 0.04 98.79 3.86±1.95
H3O
+ H2O H2O CH2 H2O H2O H2O ... 0.04 98.83 5.14±3.08
H3O
+ H2O H2O ... CH2 H2O ... H2O 0.04 98.87 6.31±8.77
H3O
+ ROH H2O H2O CH2 H2O ... ... 0.04 98.90 3.94±2.74
H3O
+ H2O ROH ... ... H2O H2O H2O 0.04 98.94 4.68±5.69
H3O
+ H2O H2O H2O ... H2O CH2 ... 0.03 98.98 6.11±2.85
H3O
+ ROH H2O H2O H2O H2O ... H2O 0.03 99.01 18.93±15.74
H3O
+ H2O ROH H2O H2O H2O H2O ROH 0.03 99.04 7.91±6.61
H3O
+ H2O H2O ... H2O H2O H2O H2O 0.03 99.06 3.81±2.27
H3O
+ ROH H2O H2O H2O CH2 ... ... 0.02 99.09 3.01±2.26
H3O
+ H2O H2O CH2 ... H2O ... ... 0.02 99.11 2.87±2.40
H3O
+ H2O ROH H2O H2O H2O ... H2O 0.02 99.13 7.07±7.73
H3O
+ H2O ROR H2O ... H2O H2O CH2 0.02 99.15 3.00±1.48
H3O
+ H2O H2O H2O CH2 ROH ... H2O 0.02 99.17 2.29±1.84
H3O
+ H2O ... ... ... H2O H2O ... 0.02 99.19 5.19±6.01
H3O
+ H2O CH2 ... ... H2O H2O H2O 0.02 99.22 4.36±0.52
H3O
+ H2O H2O ... ... H2O ... CH2 0.02 99.24 5.84±4.05
H3O
+ ROH H2O ... ... H2O ... H2O 0.02 99.26 5.21±7.88
H3O
+ H2O ROR ... ... H2O H2O ... 0.02 99.27 1.02±0.15
H3O
+ H2O H2O ... ROH H2O H2O CH2 0.02 99.29 2.32±1.05
H3O
+ H2O H2O ... ROH H2O H2O H2O 0.02 99.31 6.26±2.45
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Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (fs)
H3O
+ H2O H2O H2O H2O H2O CH2 H2O 0.02 99.33 6.48±2.91
H3O
+ H2O H2O CH2 ... H2O H2O CH2 0.02 99.35 5.52±4.22
H3O
+ H2O ROH ... H2O H2O H2O ... 0.02 99.37 14.70±15.20
H3O
+ ROH H2O H2O ... CH2 ... ... 0.02 99.38 5.90±6.54
H3O
+ H2O H2O ... CH2 ROR H2O ... 0.02 99.40 2.09±0.49
H3O
+ H2O ROH H2O CH2 H2O H2O ... 0.02 99.42 10.65±12.30
H3O
+ H2O ROH H2O H2O ROR H2O ... 0.02 99.43 11.12±15.32
H3O
+ H2O H2O ... H2O ROH H2O H2O 0.02 99.45 4.16±6.08
H3O
+ H2O ... ... ... H2O H2O CH2 0.02 99.46 2.62±2.36
H3O
+ H2O H2O H2O H2O ROH ... H2O 0.01 99.48 1.55±1.60
H3O
+ H2O H2O H2O CH2 ROH CH2 ... 0.01 99.49 2.25±0.80
H3O
+ H2O H2O ... CH2 ROH H2O H2O 0.01 99.51 2.94±2.00
H3O
+ ROH H2O H2O CH2 H2O ... CH2 0.01 99.52 9.66±7.48
H3O
+ H2O H2O H2O CH2 ROH ... ... 0.01 99.54 4.64±5.11
H3O
+ H2O H2O H2O ROH ROH H2O ... 0.01 99.55 12.05±8.57
H3O
+ H2O H2O H2O H2O ROH ... ... 0.01 99.56 8.04±5.52
H3O
+ H2O H2O ... CH2 H2O ... CH2 0.01 99.57 4.55±4.08
H3O
+ OH− ROH H2O H2O H2O ... H2O 0.01 99.59 12.63±0.29
H3O
+ H2O ROR H2O H2O H2O ... ... 0.01 99.60 5.15±4.01
H3O
+ H2O ROH H2O ... H2O ... H2O 0.01 99.61 16.46±11.44
H3O
+ H2O H2O ... ... H2O CH2 H2O 0.01 99.62 0.58±0.21
H3O
+ H2O ROR ... ... H2O ... CH2 0.01 99.63 0.29±0.00
H3O
+ H2O H2O H2O ROH ROR H2O H2O 0.01 99.64 5.51±3.38
H3O
+ H2O H2O H2O CH2 H2O ... ROH 0.01 99.65 4.36±3.05
H3O
+ H2O H2O H2O CH2 H2O CH2 CH2 0.01 99.66 13.58±8.58
H3O
+ H2O ROH H2O H2O H2O ... CH2 0.01 99.67 4.79±0.00
H3O
+ H2O H2O H2O CH2 H2O CH2 ... 0.01 99.68 3.29±0.78
H3O
+ H2O ... ... CH2 H2O H2O H2O 0.01 99.70 13.72±10.53
H3O
+ H2O ROH H2O CH2 H2O H2O H2O 0.01 99.70 1.96±1.52
H3O
+ H2O ROR H2O H2O H2O ... H2O 0.01 99.71 4.72±1.09
H3O
+ H2O ROH H2O CH2 H2O ... H2O 0.01 99.72 10.20±14.30
H3O
+ H2O H2O CH2 ... H2O H2O H2O 0.01 99.73 7.77±4.57
H3O
+ ROH H2O H2O ... H2O ... CH2 0.01 99.74 6.75±4.14
H3O
+ H2O ROH ... ... H2O ... ... 0.01 99.75 0.58±0.29
H3O
+ H2O H2O ... ... ROH ... ... 0.01 99.76 4.84±5.72
H3O
+ H2O H2O CH2 CH2 H2O ... ... 0.01 99.76 2.25±0.65
H3O
+ ROH H2O H2O CH2 CH2 ... ... 0.01 99.77 5.11±3.33
H3O
+ H2O H2O ... CH2 ROR H2O H2O 0.01 99.78 8.23±6.81
H3O
+ H2O H2O ... H2O H2O H2O ROH 0.01 99.79 5.71±3.77
H3O
+ H2O H2O H2O H2O ROR H2O H2O 0.01 99.79 4.86±1.96
H3O
+ H2O ROH H2O H2O ROR H2O H2O 0.01 99.80 2.62±1.60
H3O
+ H2O H2O H2O ... ROR ... H2O 0.01 99.81 6.32±3.27
H3O
+ H2O ROH ... CH2 H2O H2O H2O 0.01 99.82 5.52±0.29
H3O
+ ROH H2O ... H2O H2O ... CH2 0.01 99.82 2.61±0.87
H3O
+ H2O ROR ... ... H2O ... ... 0.01 99.83 7.65±3.97
H3O
+ H2O H2O ... H2O ROH ... ... 0.01 99.84 19.17±0.00
H3O
+ H2O ... ... ... H2O ... CH2 0.01 99.84 1.45±0.00
H3O
+ H2O ROR H2O ... H2O H2O ... 0.01 99.85 4.57±0.36
H3O
+ H2O ROH ... CH2 H2O H2O CH2 0.01 99.86 5.45±0.36
H3O
+ ROH H2O ... CH2 H2O ... ... 0.01 99.86 4.79±0.00
H3O
+ H2O ROR H2O ... H2O ... ... 0.01 99.87 0.73±0.00
H3O
+ H2O ROH ... CH2 H2O ... ... 0.01 99.87 0.15±0.00
H3O
+ H2O ROR H2O CH2 H2O H2O ... 0.01 99.88 4.94±0.00
H3O
+ ROR H2O H2O ... ... ... ... 0.01 99.88 0.29±0.00
H3O
+ H2O H2O H2O ROH H2O ... CH2 0.00 99.89 18.22±18.08
H3O
+ H2O ... ... H2O H2O H2O H2O 0.00 99.89 2.11±0.07
H3O
+ H2O H2O ... H2O H2O CH2 ... 0.00 99.90 0.87±0.00
H3O
+ H2O H2O ... CH2 ROH H2O CH2 0.00 99.90 9.17±3.97
H3O
+ H2O ROH H2O ... ROR H2O H2O 0.00 99.91 3.48±0.00
H3O
+ H2O H2O H2O ROH ROH H2O H2O 0.00 99.91 6.82±3.49
H3O
+ H2O ... ... H2O H2O H2O ... 0.00 99.92 3.15±2.81
H3O
+ H2O H2O H2O H2O ROH ... CH2 0.00 99.92 0.22±0.07
H3O
+ H2O ROR ... H2O H2O ... ... 0.00 99.92 2.76±0.00
H3O
+ H2O H2O ... ... H2O CH2 ... 0.00 99.93 15.25±0.00
H3O
+ H2O H2O CH2 H2O H2O H2O CH2 0.00 99.93 0.44±0.00
H3O
+ H2O H2O H2O ROH ROR H2O ... 0.00 99.94 2.76±0.00
H3O
+ ROH- H2O H2O ... ... ... H2O 0.00 99.94 6.90±6.03
H3O
+ H2O ROH H2O CH2 H2O ... CH2 0.00 99.94 1.02±0.00
H3O
+ H2O H2O H2O CH2 ROR ... H2O 0.00 99.95 24.97±0.00
H3O
+ H2O H2O ... CH2 ROH CH2 ... 0.00 99.95 6.97±0.00
H3O
+ H2O H2O H2O ... H2O CH2 CH2 0.00 99.95 8.13±0.00
H3O
+ H2O ... ... ... H2O H2O H2O 0.00 99.96 5.77±2.74
H3O
+ H2O H2O H2O H2O H2O CH2 CH2 0.00 99.96 2.18±0.00
H3O
+ H2O H2O H2O H2O ROH ROR H2O 0.00 99.96 8.13±0.00
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Table K.6. Continued.
Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (fs)
H3O
+ H2O H2O ... H2O H2O ... CH2 0.00 99.96 1.02±0.00
H3O
+ H2O H2O ... ROH H2O ... ... 0.00 99.97 4.57±0.80
H3O
+ H2O H2O ... ROH H2O ... H2O 0.00 99.97 10.31±0.00
H3O
+ H2O ROH ... CH2 H2O H2O ... 0.00 99.97 17.86±0.00
H3O
+ H2O ROR ... ... H2O H2O CH2 0.00 99.97 6.17±4.72
H3O
+ H2O H2O ... ... ROH ... CH2 0.00 99.97 5.15±0.94
H3O
+ H2O ROH ... H2O H2O H2O H2O 0.00 99.98 10.16±0.00
H3O
+ H2O ... ... ... H2O ... H2O 0.00 99.98 5.52±3.34
H3O
+ H2O H2O ... CH2 H2O CH2 CH2 0.00 99.98 3.78±0.00
H3O
+ H2O ROH H2O ... ROR H2O ... 0.00 99.98 4.07±0.00
H3O
+ H2O H2O ... ROH ROH H2O H2O 0.00 99.98 26.43±0.00
H3O
+ ROR H2O H2O H2O ... ... ... 0.00 99.98 3.12±1.82
H3O
+ H2O H2O H2O CH2 H2O CH2 H2O 0.00 99.99 0.73±0.00
H3O
+ H2O ... ... H2O H2O H2O CH2 0.00 99.99 1.89±0.00
ROH- H3O
+ ... ... ... H2O H2O ... 0.00 99.99 0.58±0.00
H3O
+ ROH H2O H2O ... CH2 ... H2O 0.00 99.99 2.47±0.00
H3O
+ H2O ROH CH2 CH2 H2O H2O ... 0.00 99.99 7.11±0.00
H3O
+ H2O ROH ... ... H2O ... H2O 0.00 99.99 0.15±0.00
H3O
+ ROH H2O ... ... H2O ... ... 0.00 99.99 2.61±0.00
H3O
+ H2O ROH CH2 CH2 H2O ... ... 0.00 100 0.58±0.00
Table K.7: The occurrences and lifetimes of all hydrogen-bond networks around
protonated species found in TEG-water mixture for PBE+TS-vdW. The table lists
the protonated species (Zprot), the atom (Zshared) hydrogen bonded to the most
active proton, the solvating atoms of the protonated species (HBX,p where x=A or D
for accepting or donating a hydrogen bond and y = 1 or 2), and the solvating atoms
of Zshared (HBX,s with the same definitions of x). Figure 4.4 provides the illustration
to match these labels. Proton rattling effects are included.
Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (fs)
H3O
+ H2O H2O H2O ... H2O H2O H2O 20.56 20.56 6.91±7.77
H3O
+ H2O H2O H2O ... H2O H2O ... 14.09 34.65 7.12±7.52
H3O
+ H2O H2O H2O ... ROR H2O ... 6.67 41.33 6.60±7.19
H3O
+ H2O H2O H2O CH2 H2O H2O ... 6.66 47.98 6.27±6.28
H3O
+ H2O H2O H2O CH2 H2O H2O H2O 6.22 54.21 6.55±6.92
H3O
+ H2O H2O H2O ... H2O H2O CH2 4.62 58.82 7.33±8.90
H3O
+ H2O H2O H2O H2O H2O H2O H2O 3.89 62.71 7.05±7.75
H3O
+ H2O H2O H2O ... ROR H2O H2O 2.66 65.38 7.04±6.99
H3O
+ H2O H2O H2O ... H2O ... ... 2.37 67.74 6.40±6.64
H3O
+ H2O H2O H2O ... ROH H2O ... 2.37 70.11 5.88±5.03
H3O
+ H2O H2O H2O CH2 ROR H2O ... 2.06 72.17 5.88±6.05
H3O
+ H2O H2O H2O ... H2O ... H2O 1.62 73.79 5.87±6.81
H3O
+ H2O H2O H2O ... ROH H2O H2O 1.35 75.14 6.13±6.36
H3O
+ H2O H2O H2O ... H2O CH2 ... 1.30 76.45 6.87±7.02
H3O
+ H2O H2O H2O ... ROH ROR H2O 1.06 77.51 6.99±8.87
H3O
+ H2O H2O H2O H2O H2O ... ... 1.03 78.53 7.60±8.76
H3O
+ H2O H2O H2O H2O ROR H2O ... 1.00 79.54 6.61±8.73
H3O
+ H2O H2O H2O ... ROH ROR ... 0.86 80.40 6.71±6.36
H3O
+ H2O H2O H2O CH2 H2O H2O CH2 0.79 81.19 4.62±4.23
H3O
+ H2O H2O H2O ... ROH ... ... 0.79 81.98 8.50±9.04
H3O
+ H2O H2O ... CH2 H2O H2O ... 0.78 82.76 4.59±5.08
H3O
+ H2O H2O H2O CH2 H2O ... ... 0.71 83.47 6.11±7.91
H3O
+ H2O ROH H2O ... H2O H2O H2O 0.71 84.18 6.15±5.95
H3O
+ H2O H2O H2O ... H2O ... CH2 0.69 84.87 6.94±7.94
H3O
+ H2O ROR H2O ... H2O H2O H2O 0.68 85.55 7.70±6.24
H3O
+ H2O H2O H2O ... H2O H2O ROH 0.60 86.15 9.46±10.36
H3O
+ H2O H2O H2O CH2 H2O ... H2O 0.58 86.73 4.66±4.74
H3O
+ H2O H2O ... ... ROR H2O ... 0.57 87.30 8.15±10.38
H3O
+ H2O H2O H2O ... ROR ... ... 0.57 87.87 6.83±5.58
H3O
+ H2O H2O ... ... H2O H2O ... 0.56 88.43 6.56±8.96
H3O
+ H2O H2O H2O ... ROR H2O CH2 0.55 88.98 6.49±7.81
H3O
+ H2O H2O H2O ROH H2O H2O CH2 0.52 89.50 6.77±7.46
H3O
+ H2O H2O ... ... H2O H2O H2O 0.50 89.99 4.75±4.93
H3O
+ H2O H2O H2O H2O H2O ... H2O 0.49 90.49 6.15±5.80
H3O
+ H2O H2O H2O ... H2O CH2 H2O 0.49 90.97 7.57±9.31
H3O
+ H2O H2O H2O CH2 ROR H2O H2O 0.47 91.44 5.52±3.96
H3O
+ H2O H2O ... CH2 H2O H2O H2O 0.42 91.86 5.32±6.53
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Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (fs)
H3O
+ H2O H2O ... ... H2O H2O CH2 0.38 92.24 7.23±10.66
H3O
+ H2O H2O H2O ... ROH ... H2O 0.33 92.57 4.58±3.36
H3O
+ H2O ROH ... ... H2O H2O H2O 0.32 92.90 7.08±4.77
H3O
+ H2O H2O H2O ... ROH H2O CH2 0.27 93.17 5.64±5.51
H3O
+ H2O ROH H2O H2O H2O H2O H2O 0.26 93.43 7.41±7.32
H3O
+ H2O H2O H2O H2O ROH ROR H2O 0.23 93.66 7.14±4.32
H3O
+ H2O H2O H2O ... ROH CH2 H2O 0.22 93.88 8.67±12.48
H3O
+ H2O H2O CH2 ... H2O ... ... 0.21 94.09 4.63±4.15
H3O
+ H2O H2O H2O H2O ROR H2O H2O 0.19 94.28 4.66±4.53
H3O
+ H2O H2O H2O CH2 H2O CH2 ... 0.19 94.47 5.90±9.92
H3O
+ H2O H2O H2O CH2 ROH ROR H2O 0.19 94.65 4.93±3.80
H3O
+ H2O H2O H2O ROH H2O H2O ... 0.18 94.83 4.89±2.63
H3O
+ ROH H2O H2O ... H2O ... ... 0.18 95.01 9.50±9.14
H3O
+ H2O H2O H2O CH2 ROR ... ... 0.16 95.17 5.99±4.02
H3O
+ H2O H2O H2O CH2 ROH H2O ... 0.16 95.33 6.61±8.31
H3O
+ H2O H2O ... ... H2O ... H2O 0.16 95.49 4.12±4.10
H3O
+ H2O H2O H2O H2O H2O ... CH2 0.15 95.64 9.31±16.84
H3O
+ H2O H2O ... ... H2O H2O ROH 0.15 95.79 8.91±10.22
H3O
+ H2O ROH ... H2O H2O H2O H2O 0.14 95.93 4.90±3.33
H3O
+ H2O H2O H2O H2O H2O H2O ROH 0.14 96.07 5.87±4.49
H3O
+ H2O H2O CH2 ... H2O H2O ROH 0.14 96.21 5.06±5.68
H3O
+ H2O H2O H2O CH2 H2O ... ROH 0.14 96.35 6.83±5.92
H3O
+ H2O H2O ... ... H2O ... ... 0.13 96.48 5.78±4.28
H3O
+ H2O H2O H2O CH2 H2O ... CH2 0.13 96.61 4.93±4.48
H3O
+ H2O H2O H2O H2O ROH ROR ... 0.12 96.73 5.98±4.99
H3O
+ ROH H2O H2O H2O H2O ... ... 0.12 96.85 5.69±4.13
H3O
+ H2O H2O H2O CH2 ROH ROR ... 0.12 96.97 10.56±9.92
H3O
+ H2O H2O H2O ... ROR ... CH2 0.11 97.08 6.94±5.31
H3O
+ H2O H2O H2O H2O ROR ... ... 0.11 97.19 5.25±5.73
H3O
+ H2O H2O H2O CH2 ROR H2O CH2 0.11 97.30 5.10±3.54
H3O
+ H2O ROR H2O ... H2O ... CH2 0.10 97.40 6.27±6.81
H3O
+ H2O H2O H2O H2O H2O CH2 ... 0.10 97.50 4.62±4.02
H3O
+ H2O ROR H2O ... H2O H2O ROH 0.09 97.59 5.45±4.23
H3O
+ ROH H2O H2O ... H2O ... CH2 0.08 97.68 7.84±3.23
H3O
+ H2O H2O ... ... H2O ... CH2 0.08 97.75 2.95±2.82
H3O
+ H2O H2O ... CH2 H2O H2O CH2 0.07 97.82 6.93±8.80
H3O
+ H2O H2O H2O CH2 ROH H2O H2O 0.07 97.89 2.89±1.93
H3O
+ H2O ROR H2O H2O H2O H2O ROH 0.07 97.96 6.28±3.78
H3O
+ H2O H2O H2O ... ROR ... H2O 0.07 98.03 4.27±4.83
H3O
+ H2O H2O H2O ... H2O ... ROH 0.07 98.09 5.26±5.92
H3O
+ H2O H2O H2O H2O ROH H2O H2O 0.06 98.15 6.76±4.63
H3O
+ H2O ROH CH2 ... H2O H2O H2O 0.06 98.22 4.03±2.28
H3O
+ H2O H2O CH2 H2O H2O H2O ROH 0.06 98.28 3.05±2.34
H3O
+ H2O H2O H2O H2O ROH CH2 H2O 0.06 98.33 5.25±3.82
H3O
+ H2O H2O ... CH2 H2O H2O ROH 0.06 98.39 10.09±9.18
H3O
+ H2O H2O ... H2O ROR H2O ... 0.06 98.45 6.87±7.19
H3O
+ H2O ROH H2O H2O H2O ... ... 0.05 98.50 4.17±3.33
H3O
+ H2O H2O H2O ROH H2O H2O H2O 0.05 98.55 6.82±4.92
H3O
+ H2O H2O H2O H2O ROR H2O CH2 0.05 98.60 2.53±2.00
H3O
+ H2O H2O ... ... ROR H2O H2O 0.05 98.65 6.94±6.51
H3O
+ H2O H2O H2O H2O H2O CH2 H2O 0.05 98.70 5.36±2.92
H3O
+ H2O ... ... CH2 H2O H2O ... 0.05 98.75 3.39±0.54
H3O
+ H2O ROH H2O ... H2O ... H2O 0.05 98.80 7.03±4.01
H3O
+ H2O H2O ... CH2 ROR H2O CH2 0.05 98.85 1.78±1.61
H3O
+ H2O H2O H2O CH2 ROH ... H2O 0.05 98.90 7.74±7.82
H3O
+ H2O H2O H2O CH2 H2O CH2 H2O 0.04 98.94 5.49±2.94
H3O
+ H2O H2O H2O CH2 ROR ... CH2 0.04 98.98 2.85±1.23
H3O
+ H2O H2O H2O ... ROH CH2 ... 0.04 99.03 6.10±4.54
H3O
+ H2O H2O ... ... H2O CH2 H2O 0.04 99.07 4.53±4.20
H3O
+ H2O H2O ... CH2 H2O ... H2O 0.03 99.10 1.59±0.43
H3O
+ H2O H2O H2O CH2 ROR ... H2O 0.03 99.13 3.58±3.50
H3O
+ H2O ... ... CH2 H2O H2O CH2 0.03 99.16 1.52±0.22
H3O
+ H2O H2O H2O H2O ROH H2O ... 0.03 99.19 7.11±4.57
H3O
+ H2O H2O H2O H2O ROH H2O CH2 0.03 99.22 5.81±4.17
H3O
+ H2O ROR ... H2O H2O H2O ROH 0.03 99.25 2.27±2.19
H3O
+ H2O H2O ... ... ROR ... ... 0.03 99.27 4.66±3.74
H3O
+ H2O H2O ... ... ROR H2O CH2 0.03 99.30 7.75±5.23
H3O
+ ROH H2O H2O ... CH2 ... ... 0.02 99.32 32.04±30.56
H3O
+ H2O ... ... ... H2O H2O ... 0.02 99.34 3.94±1.79
H3O
+ H2O H2O H2O H2O H2O ... ROH 0.02 99.37 7.89±3.81
H3O
+ ROH H2O H2O H2O H2O ... CH2 0.02 99.39 5.08±0.00
H3O
+ H2O ROH ... ... H2O H2O ... 0.02 99.41 5.18±2.97
H3O
+ H2O H2O ... ... ROH H2O H2O 0.02 99.43 33.83±25.01
H3O
+ H2O ... ... ... H2O H2O CH2 0.02 99.45 3.21±2.87
H3O
+ H2O ROH H2O CH2 H2O H2O CH2 0.02 99.47 2.76±0.00
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Table K.7. Continued.
Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
% Lifetime (fs)
H3O
+ H2O ROR ... ... H2O H2O ROH 0.02 99.49 6.46±0.07
H3O
+ H2O H2O ... ... ROH H2O CH2 0.02 99.50 5.11±5.49
H3O
+ H2O H2O ... H2O H2O ... H2O 0.02 99.52 3.92±3.80
H3O
+ H2O ROR H2O ... H2O ... ROH 0.02 99.54 8.35±4.57
H3O
+ ROH H2O ... ... H2O ... ... 0.02 99.56 3.58±3.05
H3O
+ H2O H2O H2O ROH ROH H2O ... 0.02 99.57 13.79±13.65
H3O
+ H2O H2O H2O CH2 ROH H2O CH2 0.02 99.59 3.18±1.34
H3O
+ H2O H2O H2O ROH H2O CH2 CH2 0.02 99.61 5.59±1.96
H3O
+ H2O H2O ... ... ROH H2O ... 0.01 99.62 5.49±1.26
H3O
+ H2O H2O H2O ... H2O CH2 CH2 0.01 99.63 4.60±5.38
H3O
+ H2O H2O ... CH2 ROR H2O ... 0.01 99.65 1.45±0.00
H3O
+ H2O H2O H2O ... ROR ROR ... 0.01 99.66 6.82±0.00
H3O
+ ROH ROR H2O H2O H2O ... ... 0.01 99.68 6.53±0.00
H3O
+ H2O H2O ... CH2 ROR H2O H2O 0.01 99.69 1.50±1.13
H3O
+ H2O H2O ... CH2 ROR ... CH2 0.01 99.70 1.02±0.87
H3O
+ H2O H2O ... ... ROH CH2 H2O 0.01 99.72 1.89±0.00
H3O
+ H2O H2O ... H2O ROH H2O CH2 0.01 99.73 0.44±0.00
H3O
+ H2O H2O ... ROH H2O H2O ... 0.01 99.74 6.97±0.00
H3O
+ ROH H2O H2O CH2 H2O ... ... 0.01 99.76 4.43±3.56
H3O
+ H2O H2O ... H2O ROR ... ... 0.01 99.77 1.08±0.07
H3O
+ H2O H2O ... H2O ROH H2O ... 0.01 99.78 7.26±0.00
H3O
+ ROH H2O ... ... H2O ... H2O 0.01 99.79 5.15±0.65
H3O
+ H2O ... ... ... H2O H2O H2O 0.01 99.80 13.79±5.95
H3O
+ H2O H2O ... CH2 H2O ... ROH 0.01 99.81 4.65±2.90
H3O
+ H2O H2O ... ROH H2O ... ... 0.01 99.82 10.31±0.00
H3O
+ H2O H2O H2O CH2 ROR ROR ... 0.01 99.83 8.86±1.60
H3O
+ ROR H2O H2O H2O ... ... ... 0.01 99.84 1.60±0.00
H3O
+ H2O H2O ... ... ROH ROR H2O 0.01 99.85 21.20±0.00
H3O
+ H2O ROH H2O CH2 H2O H2O ROH 0.01 99.86 3.05±0.00
H3O
+ H2O H2O ... ROH H2O H2O H2O 0.01 99.87 23.09±0.00
H3O
+ H2O H2O CH2 H2O H2O ... CH2 0.01 99.88 1.45±0.00
H3O
+ ROH ... ... ... H2O ... ... 0.01 99.88 14.81±0.00
H3O
+ H2O H2O ... CH2 ROR ... ... 0.01 99.89 2.18±0.00
H3O
+ H2O H2O ... ... ROH ROR ... 0.01 99.90 3.78±0.00
H3O
+ H2O H2O ... H2O ROH ROR H2O 0.01 99.91 16.41±0.00
H3O
+ H2O H2O ... ... H2O CH2 ... 0.01 99.91 4.07±0.15
H3O
+ ROH H2O ... H2O H2O ... ... 0.01 99.92 3.92±0.00
H3O
+ H2O H2O ... H2O ROH ROR ... 0.01 99.93 3.05±0.00
H3O
+ H2O H2O H2O ROH H2O ... H2O 0.01 99.93 3.00±1.58
H3O
+ H2O H2O ... H2O H2O CH2 ... 0.01 99.94 0.44±0.00
H3O
+ H2O H2O ... CH2 H2O CH2 ... 0.00 99.94 2.03±0.00
H3O
+ H2O H2O ... H2O ROR ... CH2 0.00 99.95 0.58±0.00
H3O
+ H2O H2O ... CH2 H2O ... CH2 0.00 99.95 3.48±0.00
H3O
+ H2O CH2 ... ... H2O H2O ... 0.00 99.96 3.00±0.36
H3O
+ H2O ... ... ... ROR H2O H2O 0.00 99.96 0.15±0.00
H3O
+ H2O ROH ... ... H2O ... H2O 0.00 99.96 3.05±0.00
H3O
+ ROH H2O H2O ... H2O ... H2O 0.00 99.97 0.44±0.00
H3O
+ H2O H2O ... ... ROH ... ... 0.00 99.97 0.15±0.00
H3O
+ ROR H2O ... H2O ... ... ... 0.00 99.97 1.31±0.00
H3O
+ H2O H2O ... CH2 ROH ROR ... 0.00 99.98 5.08±0.00
H3O
+ H2O H2O CH2 ... H2O ... CH2 0.00 99.98 4.21±0.00
H3O
+ H2O H2O ... H2O ROH ... H2O 0.00 99.98 3.05±0.00
H3O
+ H2O CH2 ... ... H2O H2O H2O 0.00 99.98 0.29±0.00
H3O
+ H2O ... ... H2O H2O H2O CH2 0.00 99.99 5.23±0.00
H3O
+ H2O H2O CH2 ... H2O ... ROH 0.00 99.99 2.61±0.00
H3O
+ H2O CH2 ... H2O H2O H2O ROH 0.00 99.99 9.15±0.00
H3O
+ H2O CH2 ... H2O H2O H2O ... 0.00 99.99 10.60±0.00
H3O
+ ROR ROH H2O H2O ... ... ... 0.00 99.99 7.26±0.00
H3O
+ ROH H2O ... ... CH2 ... H2O 0.00 99.99 3.19±0.00
H3O
+ H2O ... ... CH2 H2O H2O H2O 0.00 99.99 18.00±0.00
H3O
+ H2O H2O ... H2O H2O ... CH2 0.00 99.99 8.86±0.00
H3O
+ H2O ROH H2O H2O H2O ... H2O 0.00 99.99 7.41±0.00
H3O
+ H2O H2O ... ... ROH ... H2O 0.00 99.99 6.68±0.00
H3O
+ H2O H2O ... ... ROR ... CH2 0.00 100 4.36±0.00
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Appendix L
Hydrogen-bond networks found during proton transfer events
L.1 Hydrogen-bond networks found during pro-
ton transfer events for bulk water
Table L.1: The occurrences and lifetimes of hydrogen-bond networks around the
reactant and product during proton transfer found in bulk water for PW91. The
table lists the protonated species (Zprot), the previously protonated species (Zprev),
the hydrogen-bond atoms of the protonated species (HBX,p where x=A or D for
accepting or donating a hydrogen bond), and the solvating atoms of Zprev
(HBX,r with the same definitions of x). Figure 4.4 gives an illustration for these
labels. Proton rattling effects are included.
Zprot Zprev HBA,p HBA,p HBD,p HBA,r HBA,r HBD,r %
∑
%
H3O
+ H2O H2O H2O H2O H2O H2O ... 52.92 52.92
H3O
+ H2O H2O H2O H2O H2O H2O H2O 35.54 88.46
H3O
+ H2O H2O H2O ... H2O H2O ... 7.06 95.52
H3O
+ H2O H2O ... ... H2O H2O H2O 1.59 97.11
H3O
+ OH− H2O H2O H2O H2O ... H2O 1.44 98.56
H3O
+ OH− H2O H2O ... H2O ... H2O 0.99 99.54
H3O
+ H2O H2O H2O ... H2O ... ... 0.38 99.92
H3O
+ OH− H2O ... ... H2O ... H2O 0.08 100.00
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Table L.2: The occurrences and lifetimes of hydrogen-bond networks around the
reactant and product during proton transfer found in bulk water for PBE. The table
lists the protonated species (Zprot), the previously protonated species (Zprev), the
hydrogen-bond atoms of the protonated species (HBX,p where x=A or D for
accepting or donating a hydrogen bond), and the solvating atoms of Zprev
(HBX,r with the same definitions of x). Figure 4.4 gives an illustration for these
labels. Proton rattling effects are included.
Zprot Zprev HBA,p HBA,p HBD,p HBA,r HBA,r HBD,r %
∑
%
H3O
+ H2O H2O H2O H2O H2O H2O ... 48.35 48.35
H3O
+ H2O H2O H2O H2O H2O H2O H2O 22.33 70.69
H3O
+ H2O H2O H2O ... H2O H2O ... 20.24 90.93
H3O
+ H2O H2O H2O H2O H2O ... ... 2.99 93.92
H3O
+ H2O H2O ... ... H2O H2O ... 2.79 96.71
H3O
+ H2O H2O ... H2O H2O H2O ... 1.50 98.21
H3O
+ H2O H2O H2O H2O H2O ... H2O 1.40 99.60
H3O
+ H2O H2O ... ... H2O ... ... 0.30 99.90
H3O
+ H2O ... ... H2O H2O H2O H2O 0.10 100.00
Table L.3: The occurrences and lifetimes of hydrogen-bond networks around the
reactant and product during proton transfer found in bulk water for BLYP. The
table lists the protonated species (Zprot), the previously protonated species (Zprev),
the hydrogen-bond atoms of the protonated species (HBX,p where x=A or D for
accepting or donating a hydrogen bond), and the solvating atoms of Zprev
(HBX,r with the same definitions of x). Figure 4.4 gives an illustration for these
labels. Proton rattling effects are included.
Zprot Zprev HBA,p HBA,p HBD,p HBA,r HBA,r HBD,r %
∑
%
H3O
+ H2O H2O H2O H2O H2O H2O ... 40.33 40.33
H3O
+ H2O H2O H2O ... H2O H2O ... 36.76 77.09
H3O
+ H2O H2O H2O H2O H2O H2O H2O 14.40 91.50
H3O
+ H2O H2O ... ... H2O H2O ... 4.53 96.02
H3O
+ H2O H2O H2O ... H2O ... H2O 1.92 97.94
H3O
+ H2O H2O H2O H2O H2O ... ... 1.23 99.18
H3O
+ H2O H2O ... H2O H2O H2O H2O 0.55 99.73
H3O
+ H2O ... ... ... H2O H2O H2O 0.14 99.86
H3O
+ H2O ... ... ... H2O H2O ... 0.14 100.00
Table L.4: The occurrences and lifetimes of hydrogen-bond networks around the
reactant and product during proton transfer found in bulk water for PBE+TS-vdW.
The table lists the protonated species (Zprot), the previously protonated species
(Zprev), the hydrogen-bond atoms of the protonated species (HBX,p where x=A or D
for accepting or donating a hydrogen bond), and the solvating atoms of Zprev
(HBX,r with the same definitions of x). Figure 4.4 gives an illustration for these
labels. Proton rattling effects are included.
Zprot Zprev HBA,p HBA,p HBD,p HBA,r HBA,r HBD,r %
∑
%
H3O
+ H2O H2O H2O ... H2O H2O ... 38.73 38.73
H3O
+ H2O H2O H2O H2O H2O H2O ... 37.76 76.49
H3O
+ H2O H2O H2O H2O H2O H2O H2O 10.24 86.72
H3O
+ H2O H2O H2O ... H2O ... ... 6.64 93.36
H3O
+ H2O H2O ... ... H2O H2O H2O 2.49 95.85
H3O
+ H2O H2O H2O ... H2O ... H2O 2.35 98.20
H3O
+ H2O H2O ... H2O H2O H2O H2O 1.11 99.31
H3O
+ H2O H2O ... ... H2O ... ... 0.28 99.59
H3O
+ H2O H2O ... ... H2O ... H2O 0.28 99.86
H3O
+ H2O ... ... ... H2O H2O ... 0.14 100.00
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L.2 Hydrogen-bond networks found during pro-
ton transfer events for TEG-water mixtures
Table L.5: The occurrences and lifetimes of hydrogen-bond networks around the
reactant and product during proton transfer found in TEG-water mixture for
PW91. The table lists the protonated species (Zprot), the previously protonated
species (Zprev), the hydrogen-bond atoms of the protonated species (HBX,p where
x=A or D for accepting or donating a hydrogen bond), and the solvating atoms of
Zprev (HBX,r with the same definitions of x). Figure 4.4 gives an illustration for these
labels. Proton rattling effects are included.
Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
%
H3O
+ H2O H2O H2O ... H2O H2O ... 15.19 15.19
H3O
+ H2O H2O H2O ... H2O H2O CH2 14.82 30.02
H3O
+ H2O H2O H2O H2O H2O H2O ... 14.25 44.26
H3O
+ H2O H2O H2O CH2 H2O H2O ... 11.52 55.79
H3O
+ H2O H2O H2O CH2 H2O H2O H2O 4.45 60.24
H3O
+ H2O H2O H2O H2O ROH H2O ... 4.24 64.48
H3O
+ H2O H2O H2O H2O H2O H2O CH2 4.14 68.62
H3O
+ H2O ROH H2O ... H2O H2O ... 2.88 71.50
H3O
+ H2O ROH H2O H2O H2O H2O ... 2.41 73.91
H3O
+ H2O H2O H2O H2O H2O H2O H2O 2.30 76.22
H3O
+ H2O H2O ... ... H2O H2O ... 1.73 77.95
H3O
+ H2O ROH H2O ... H2O H2O CH2 1.73 79.68
H3O
+ H2O H2O H2O CH2 H2O H2O CH2 1.68 81.35
H3O
+ H2O H2O ... ... H2O H2O CH2 1.47 82.82
H3O
+ H2O ROH H2O H2O H2O H2O CH2 1.36 84.18
H3O
+ H2O H2O H2O H2O ROH H2O CH2 1.26 85.44
H3O
+ H2O H2O ... ... H2O H2O H2O 1.20 86.64
H3O
+ H2O H2O H2O ... ROH H2O CH2 1.20 87.85
H3O
+ H2O H2O ... CH2 H2O H2O ... 0.73 88.58
H3O
+ H2O H2O H2O H2O ROH H2O H2O 0.73 89.31
H3O
+ H2O H2O H2O H2O H2O ... H2O 0.52 89.84
H3O
+ H2O ROH H2O ... H2O H2O H2O 0.52 90.36
H3O
+ H2O H2O H2O CH2 ROH H2O CH2 0.47 90.83
H3O
+ H2O H2O H2O ... ROH H2O H2O 0.42 91.25
ROH
+
2
H2O H2O ... CH2 H2O H2O ... 0.42 91.67
H3O
+ ROH H2O H2O ... H2O ... ... 0.31 91.99
H3O
+ ROH H2O H2O CH2 H2O ... ... 0.31 92.30
H3O
+ H2O H2O H2O ... H2O ... H2O 0.31 92.61
H3O
+ H2O H2O H2O ... H2O ... CH2 0.31 92.93
H3O
+ H2O H2O ... H2O H2O H2O CH2 0.26 93.19
H3O
+ H2O ROH H2O H2O ROH H2O ... 0.26 93.45
H3O
+ H2O H2O CH2 H2O H2O H2O ... 0.26 93.71
H3O
+ ROH H2O H2O ... H2O ... H2O 0.26 93.98
H3O
+ H2O H2O H2O CH2 H2O ... ... 0.21 94.19
H3O
+ H2O H2O ... ... ROH H2O ... 0.21 94.39
ROH
+
2
H2O H2O ... ... H2O H2O ... 0.21 94.60
H3O
+ H2O H2O H2O ... ROR H2O H2O 0.21 94.81
ROH
+
2
H2O H2O ... H2O H2O H2O ... 0.21 95.02
H3O
+ H2O ROH H2O H2O H2O H2O H2O 0.21 95.23
ROH
+
2
H2O H2O ... H2O H2O ... ... 0.21 95.44
H3O
+ H2O ROH ... ... H2O H2O H2O 0.21 95.65
H3O
+ H2O H2O H2O H2O ROR H2O H2O 0.21 95.86
ROH
+
2
H2O H2O ... ... H2O H2O CH2 0.16 96.02
H3O
+ H2O H2O H2O H2O H2O ... ... 0.16 96.18
H3O
+ H2O H2O H2O CH2 H2O ... CH2 0.16 96.33
H3O
+ H2O H2O H2O H2O H2O CH2 H2O 0.16 96.49
H3O
+ H2O H2O CH2 ... ROH H2O H2O 0.16 96.65
H3O
+ ROH H2O H2O H2O H2O ... ... 0.16 96.80
H3O
+ ROH H2O ... ... H2O ... ... 0.16 96.96
H3O
+ H2O H2O ... CH2 H2O H2O H2O 0.16 97.12
H3O
+ ROH- H2O H2O ... ... ... H2O 0.16 97.28
ROH
+
2
H2O H2O ... CH2 H2O ... ... 0.10 97.38
ROH
+
2
H2O H2O ... H2O H2O H2O CH2 0.10 97.49
H3O
+ OH− H2O H2O H2O H2O ... H2O 0.10 97.59
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Table L.5. Continued.
Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
%
H3O
+ H2O H2O H2O H2O H2O ... CH2 0.10 97.70
H3O
+ H2O H2O ... H2O ROH H2O H2O 0.10 97.80
H3O
+ H2O H2O ... ... H2O ... ... 0.10 97.90
H3O
+ OH− H2O H2O ... ROH ... H2O 0.10 98.01
H3O
+ ROH H2O H2O CH2 H2O ... H2O 0.10 98.11
H3O
+ H2O ROH H2O ... H2O CH2 ... 0.10 98.22
ROH
+
2
H2O H2O ... ... H2O H2O H2O 0.10 98.32
H3O
+ ROH H2O H2O ... H2O ... CH2 0.10 98.43
H3O
+ H2O H2O H2O ... H2O H2O ROH 0.10 98.53
H3O
+ ROH H2O H2O CH2 H2O ... CH2 0.10 98.64
H3O
+ H2O ROH ... CH2 H2O H2O H2O 0.05 98.69
H3O
+ H2O H2O ... ... H2O ... CH2 0.05 98.74
H3O
+ H2O ROR H2O ... H2O H2O CH2 0.05 98.80
H3O
+ ROH H2O ... CH2 H2O ... H2O 0.05 98.85
H3O
+ ROH H2O ... ... H2O ... H2O 0.05 98.90
H3O
+ OH− H2O H2O CH2 H2O ... H2O 0.05 98.95
H3O
+ H2O H2O ... ... ROR H2O ROH 0.05 99.00
ROH
+
2
H2O H2O ... H2O H2O ... CH2 0.05 99.06
H3O
+ H2O ROH H2O CH2 H2O H2O H2O 0.05 99.11
H3O
+ H2O H2O ... ROH H2O H2O ... 0.05 99.16
H3O
+ H2O H2O ... CH2 H2O H2O CH2 0.05 99.21
H3O
+ H2O H2O H2O CH2 ROH ... ... 0.05 99.27
H3O
+ H2O ROR H2O H2O H2O H2O ... 0.05 99.32
H3O
+ H2O ROH ... H2O H2O H2O ... 0.05 99.37
H3O
+ H2O H2O H2O H2O H2O CH2 CH2 0.05 99.42
ROH
+
2
H2O H2O ... ... ROH H2O ... 0.05 99.48
H3O
+ H2O H2O H2O H2O H2O CH2 ... 0.05 99.53
H3O
+ H2O H2O ... H2O ROH H2O CH2 0.05 99.58
H3O
+ ROH H2O ... H2O H2O ... ... 0.05 99.63
H3O
+ H2O H2O H2O H2O ROR H2O ... 0.05 99.69
H3O
+ H2O H2O H2O CH2 ROH H2O ... 0.05 99.74
H3O
+ H2O H2O H2O CH2 ROR H2O H2O 0.05 99.79
H3O
+ H2O ROR H2O ... H2O H2O ... 0.05 99.84
ROH
+
2
H2O H2O ... H2O H2O H2O H2O 0.05 99.90
H3O
+ H2O H2O H2O CH2 ROH ... CH2 0.05 99.95
H3O
+ H2O H2O ... ... ROH H2O CH2 0.05 100
Table L.6: The occurrences and lifetimes of hydrogen-bond networks around the
reactant and product during proton transfer found in TEG-water mixture for PBE.
The table lists the protonated species (Zprot), the previously protonated species
(Zprev), the hydrogen-bond atoms of the protonated species (HBX,p where x=A or D
for accepting or donating a hydrogen bond), and the solvating atoms of Zprev
(HBX,r with the same definitions of x). Figure 4.4 gives an illustration for these
labels. Proton rattling effects are included.
Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
%
H3O
+ H2O H2O H2O ... H2O H2O ... 21.12 21.12
H3O
+ H2O H2O H2O H2O H2O H2O ... 15.96 37.08
H3O
+ H2O H2O H2O ... H2O H2O CH2 7.55 44.63
H3O
+ H2O ROH H2O ... H2O H2O ... 7.40 52.03
H3O
+ H2O ROH H2O H2O H2O H2O ... 4.36 56.38
H3O
+ H2O H2O H2O CH2 H2O H2O ... 3.90 60.28
H3O
+ H2O H2O H2O H2O H2O H2O CH2 3.75 64.03
H3O
+ H2O H2O H2O ROH H2O H2O ... 3.50 67.53
H3O
+ H2O H2O H2O ... H2O ... ... 2.43 69.96
H3O
+ H2O H2O ... ... H2O H2O ... 1.77 71.73
H3O
+ H2O H2O H2O H2O ROH H2O H2O 1.72 73.45
H3O
+ H2O H2O H2O H2O H2O ... ... 1.67 75.13
H3O
+ H2O ROH H2O ... H2O H2O CH2 1.52 76.65
H3O
+ H2O H2O ... H2O H2O H2O ... 1.47 78.12
H3O
+ H2O H2O H2O ... ROH H2O H2O 1.32 79.43
H3O
+ H2O ROH H2O ... H2O H2O H2O 1.32 80.75
H3O
+ H2O H2O H2O H2O H2O H2O H2O 1.32 82.07
H3O
+ H2O H2O H2O CH2 H2O H2O CH2 1.32 83.38
H3O
+ H2O H2O H2O CH2 H2O H2O H2O 1.27 84.65
H3O
+ H2O ROH H2O CH2 H2O H2O ... 1.22 85.87
H3O
+ H2O H2O ... ... H2O H2O CH2 1.17 87.03
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Table L.6. Continued.
Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
%
H3O
+ H2O H2O H2O ... H2O ... CH2 1.17 88.20
H3O
+ H2O H2O ... ... ROH H2O ... 0.91 89.11
H3O
+ H2O H2O H2O ... H2O H2O H2O 0.86 89.97
H3O
+ H2O H2O H2O CH2 ROH H2O ... 0.86 90.83
H3O
+ H2O H2O ... H2O H2O H2O CH2 0.51 91.34
H3O
+ H2O H2O ... CH2 H2O H2O H2O 0.51 91.84
H3O
+ H2O ROH H2O H2O H2O H2O CH2 0.41 92.25
H3O
+ H2O ROH H2O H2O H2O ... ... 0.35 92.60
H3O
+ H2O H2O H2O H2O ROH H2O ... 0.35 92.96
H3O
+ H2O H2O H2O H2O H2O H2O ROH 0.30 93.26
H3O
+ H2O ROH H2O ... H2O ... ... 0.30 93.57
H3O
+ H2O H2O ... ... ROR H2O ... 0.25 93.82
H3O
+ H2O ROH H2O CH2 H2O ... ... 0.20 94.02
H3O
+ H2O H2O ... CH2 H2O H2O CH2 0.20 94.22
H3O
+ H2O H2O H2O CH2 H2O ... ... 0.20 94.43
H3O
+ H2O H2O ... ... H2O ... ... 0.20 94.63
H3O
+ H2O H2O H2O ... ROR H2O ... 0.20 94.83
ROH
+
2
H2O H2O ... H2O H2O H2O CH2 0.15 94.98
H3O
+ H2O H2O H2O ... H2O CH2 H2O 0.15 95.14
H3O
+ ROH H2O H2O H2O H2O ... CH2 0.15 95.29
H3O
+ H2O H2O ... CH2 H2O H2O ... 0.15 95.44
H3O
+ H2O ROH H2O CH2 H2O H2O H2O 0.15 95.59
H3O
+ H2O H2O ... ROH H2O H2O ... 0.15 95.74
H3O
+ H2O H2O CH2 CH2 H2O H2O ... 0.15 95.90
H3O
+ H2O H2O H2O ROH ROH H2O H2O 0.15 96.05
H3O
+ H2O H2O H2O H2O ROH H2O CH2 0.15 96.20
H3O
+ H2O ... ... ... H2O H2O ... 0.15 96.35
H3O
+ H2O H2O H2O CH2 ROR H2O ... 0.15 96.50
H3O
+ H2O H2O CH2 ... H2O H2O ... 0.15 96.66
ROH
+
2
H2O H2O ... CH2 H2O H2O H2O 0.15 96.81
H3O
+ H2O H2O ... ... H2O H2O ROH 0.10 96.91
H3O
+ H2O H2O ... ... H2O ... CH2 0.10 97.01
H3O
+ H2O H2O ... CH2 ROH H2O ... 0.10 97.11
H3O
+ H2O H2O H2O ... ROH ... ... 0.10 97.21
H3O
+ H2O H2O H2O ... ROH ... CH2 0.10 97.32
H3O
+ H2O H2O H2O CH2 H2O ... CH2 0.10 97.42
H3O
+ H2O H2O H2O CH2 H2O ... H2O 0.10 97.52
H3O
+ H2O H2O H2O ... ROR H2O H2O 0.10 97.62
H3O
+ H2O H2O H2O CH2 ROH H2O CH2 0.10 97.72
H3O
+ H2O H2O H2O ROH H2O H2O H2O 0.10 97.82
ROH
+
2
H2O H2O ... H2O H2O H2O ... 0.10 97.92
H3O
+ H2O ... ... H2O H2O H2O ... 0.10 98.02
H3O
+ ROH H2O H2O ... H2O ... CH2 0.10 98.13
H3O
+ H2O H2O H2O CH2 H2O H2O ROH 0.10 98.23
H3O
+ ROH H2O H2O ... H2O ... H2O 0.10 98.33
H3O
+ H2O H2O ... ... H2O ... ROH 0.05 98.38
H3O
+ H2O H2O H2O CH2 ROH ... ... 0.05 98.43
H3O
+ H2O H2O CH2 ... H2O H2O CH2 0.05 98.48
H3O
+ H2O H2O H2O H2O ROH ... ... 0.05 98.53
H3O
+ H2O ROH H2O ... H2O ... CH2 0.05 98.58
H3O
+ H2O H2O ... H2O H2O ... ... 0.05 98.63
H3O
+ H2O H2O H2O ... ROH H2O CH2 0.05 98.68
H3O
+ H2O H2O ... ... H2O CH2 ... 0.05 98.73
H3O
+ ROH- H2O H2O CH2 ... ... H2O 0.05 98.78
H3O
+ H2O H2O H2O H2O H2O ... CH2 0.05 98.83
H3O
+ ROH H2O H2O H2O H2O ... H2O 0.05 98.89
H3O
+ H2O ROH ... H2O H2O H2O ... 0.05 98.94
H3O
+ H2O ROH CH2 CH2 H2O H2O ... 0.05 98.99
H3O
+ H2O H2O ... CH2 ROH H2O CH2 0.05 99.04
H3O
+ H2O ROR H2O ... H2O H2O H2O 0.05 99.09
H3O
+ H2O H2O ... H2O ROH H2O H2O 0.05 99.14
H3O
+ H2O ... ... H2O H2O H2O H2O 0.05 99.19
H3O
+ H2O H2O H2O ... H2O CH2 CH2 0.05 99.24
H3O
+ H2O ROR ... ... H2O H2O ... 0.05 99.29
H3O
+ ROH H2O H2O H2O H2O ... ... 0.05 99.34
H3O
+ ROH H2O H2O CH2 H2O ... H2O 0.05 99.39
H3O
+ OH− H2O ... ... H2O ... H2O 0.05 99.44
H3O
+ H2O H2O CH2 ... H2O H2O H2O 0.05 99.49
H3O
+ ROH H2O ... ... H2O ... H2O 0.05 99.54
H3O
+ H2O ROR H2O ... H2O ... CH2 0.05 99.59
H3O
+ H2O H2O CH2 H2O H2O H2O ... 0.05 99.65
H3O
+ H2O H2O H2O ROH H2O ... ... 0.05 99.70
ROH
+
2
H2O H2O ... CH2 H2O H2O CH2 0.05 99.75
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Table L.6. Continued.
Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
%
ROH
+
2
H2O H2O ... ... H2O H2O H2O 0.05 99.80
H3O
+ H2O H2O ... ... ROH H2O CH2 0.05 99.85
H3O
+ H2O ROH ... ... H2O ... H2O 0.05 99.90
ROH
+
2
H2O H2O ... CH2 H2O H2O ... 0.05 99.95
H3O
+ H2O ROH ... CH2 H2O H2O ... 0.05 100.00
Table L.7: The occurrences and lifetimes of hydrogen-bond networks around the
reactant and product during proton transfer found in TEG-water mixture for
PBE+TS-vdW. The table lists the protonated species (Zprot), the previously
protonated species (Zprev), the hydrogen-bond atoms of the protonated species
(HBX,p where x=A or D for accepting or donating a hydrogen bond), and the
solvating atoms of Zprev (HBX,r with the same definitions of x). Figure 4.4 gives an
illustration for these labels. Proton rattling effects are included.
Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
%
H3O
+ H2O H2O H2O ... H2O H2O ... 16.07 16.07
H3O
+ H2O H2O H2O H2O H2O H2O ... 11.36 27.42
H3O
+ H2O H2O H2O CH2 H2O H2O ... 7.94 35.36
H3O
+ H2O ROR H2O ... H2O H2O ... 6.37 41.74
H3O
+ H2O H2O H2O ... H2O H2O H2O 6.00 47.74
H3O
+ H2O H2O H2O ... H2O H2O CH2 4.71 52.45
H3O
+ H2O H2O H2O H2O H2O H2O H2O 3.60 56.05
H3O
+ H2O H2O H2O CH2 H2O H2O H2O 3.14 59.19
H3O
+ H2O H2O H2O H2O H2O H2O CH2 2.68 61.87
H3O
+ H2O H2O H2O ... ROH H2O ... 2.59 64.45
H3O
+ H2O H2O ... ... H2O H2O ... 2.22 66.67
H3O
+ H2O H2O ... ... H2O H2O CH2 2.22 68.88
H3O
+ H2O H2O CH2 ... H2O H2O ... 2.12 71.01
H3O
+ H2O H2O H2O H2O H2O ... ... 1.48 72.48
H3O
+ H2O ROR H2O H2O H2O H2O ... 1.48 73.96
H3O
+ H2O ROH H2O H2O H2O H2O ... 1.48 75.44
H3O
+ H2O H2O H2O ... H2O ... ... 1.20 76.64
H3O
+ H2O H2O H2O CH2 H2O H2O ROH 1.20 77.84
H3O
+ H2O H2O H2O H2O ROH H2O ... 1.20 79.04
H3O
+ H2O ROR H2O ... H2O H2O CH2 1.11 80.15
H3O
+ H2O H2O H2O ... ROH ROR ... 1.02 81.16
H3O
+ H2O ROR H2O ... H2O H2O H2O 1.02 82.18
H3O
+ H2O H2O H2O CH2 H2O H2O CH2 0.92 83.10
H3O
+ H2O H2O H2O ... H2O ... H2O 0.92 84.03
H3O
+ H2O ROH ... ... H2O H2O ... 0.83 84.86
H3O
+ H2O H2O ... ... H2O H2O H2O 0.74 85.60
H3O
+ H2O H2O H2O ... H2O ... CH2 0.65 86.24
H3O
+ H2O H2O H2O ... H2O H2O ROH 0.65 86.89
H3O
+ H2O H2O ... CH2 H2O H2O CH2 0.55 87.44
H3O
+ H2O H2O H2O H2O ROH H2O H2O 0.55 88.00
H3O
+ H2O ROH ROR H2O H2O H2O ... 0.55 88.55
H3O
+ H2O H2O CH2 H2O H2O H2O ... 0.55 89.10
H3O
+ H2O H2O ... H2O H2O H2O CH2 0.46 89.57
H3O
+ H2O H2O ... CH2 H2O H2O ... 0.46 90.03
H3O
+ H2O H2O ... ... ROR H2O ... 0.46 90.49
H3O
+ H2O ROR H2O H2O H2O H2O CH2 0.37 90.86
H3O
+ H2O H2O H2O ... ROH CH2 H2O 0.37 91.23
H3O
+ H2O H2O ... H2O H2O H2O ... 0.37 91.60
H3O
+ H2O H2O CH2 ... H2O H2O CH2 0.37 91.97
H3O
+ H2O ROR H2O CH2 H2O H2O ... 0.37 92.34
H3O
+ H2O H2O ... ... H2O ... ... 0.37 92.71
H3O
+ H2O H2O H2O H2O ROR H2O ... 0.37 93.07
H3O
+ H2O H2O H2O ROH ROR H2O ... 0.37 93.44
H3O
+ H2O H2O H2O ROH H2O ... ... 0.37 93.81
H3O
+ H2O ROH ... ... H2O H2O H2O 0.37 94.18
H3O
+ H2O ROR H2O H2O H2O H2O ROH 0.28 94.46
H3O
+ H2O ROR H2O ... H2O ... ... 0.28 94.74
H3O
+ H2O H2O ... CH2 ROR H2O ... 0.28 95.01
H3O
+ H2O H2O H2O H2O H2O ... H2O 0.28 95.29
H3O
+ H2O H2O H2O ROH H2O H2O H2O 0.28 95.57
H3O
+ H2O H2O H2O ... H2O CH2 ... 0.18 95.75
H3O
+ OH− H2O H2O CH2 H2O ... H2O 0.18 95.94
H3O
+ H2O ROH ROR H2O H2O H2O H2O 0.18 96.12
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Table L.7. Continued.
Zprot Zshared HBA,p HBA,p HBD,p HBA,s HBA,s HBD,s %
∑
%
H3O
+ H2O ROH ... H2O H2O H2O ... 0.18 96.31
H3O
+ H2O H2O ... H2O H2O H2O H2O 0.18 96.49
H3O
+ H2O H2O H2O CH2 ROH ROR ... 0.18 96.68
H3O
+ H2O ROR ... ... H2O H2O ... 0.18 96.86
H3O
+ H2O H2O H2O H2O ROH CH2 ... 0.18 97.05
H3O
+ H2O H2O H2O ... ROR ... ... 0.18 97.23
H3O
+ H2O H2O ... CH2 H2O H2O H2O 0.18 97.41
H3O
+ H2O H2O H2O ROH H2O ... CH2 0.18 97.60
H3O
+ H2O ROR ... ... H2O H2O CH2 0.09 97.69
H3O
+ ROH H2O H2O ... H2O ... ... 0.09 97.78
H3O
+ H2O ROR ... H2O H2O H2O ROH 0.09 97.88
H3O
+ H2O ROH ROR H2O H2O H2O CH2 0.09 97.97
H3O
+ H2O H2O H2O ... ROR ... H2O 0.09 98.06
H3O
+ H2O H2O H2O ROH ROH H2O CH2 0.09 98.15
H3O
+ H2O H2O ... ... ROR H2O H2O 0.09 98.25
H3O
+ H2O ... ... H2O H2O H2O CH2 0.09 98.34
H3O
+ H2O H2O H2O CH2 ROH H2O CH2 0.09 98.43
H3O
+ H2O H2O H2O H2O H2O CH2 H2O 0.09 98.52
H3O
+ H2O H2O H2O CH2 ROR ... H2O 0.09 98.61
H3O
+ H2O ROH H2O ... H2O H2O ... 0.09 98.71
H3O
+ H2O H2O H2O H2O ROH ... H2O 0.09 98.80
H3O
+ H2O H2O H2O H2O H2O CH2 ... 0.09 98.89
H3O
+ H2O H2O H2O CH2 ROH H2O ... 0.09 98.98
H3O
+ H2O H2O CH2 ... H2O ... ... 0.09 99.08
H3O
+ H2O ... ... CH2 H2O H2O ... 0.09 99.17
H3O
+ H2O H2O ... H2O H2O ... H2O 0.09 99.26
H3O
+ H2O H2O ... ROH H2O H2O CH2 0.09 99.35
H3O
+ H2O ROH H2O ... H2O H2O ROH 0.09 99.45
H3O
+ H2O H2O H2O H2O ROR H2O H2O 0.09 99.54
H3O
+ H2O H2O ... ROH H2O H2O H2O 0.09 99.63
ROH
+
2
H2O H2O ... CH2 H2O H2O H2O 0.09 99.72
H3O
+ H2O H2O CH2 H2O H2O ... ... 0.09 99.82
H3O
+ H2O H2O CH2 ... H2O H2O H2O 0.09 99.91
H3O
+ H2O ROH H2O H2O H2O ... ... 0.09 100
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