Abstract. Let M b denote the operation of multiplication by b.
We show that the operator norm of C b,3 on L 2 (R 3 ) is comparable to the norm of b in Chang-Fefferman product BM O(⊗ ). The corresponding fact for C b,1 is classical. The corresponding fact for C b,2 is a Theorem of Ferguson and Lacey [7] . In this paper, we follow the strategy of Ferguson and Lacey, and find that a new ingredient is needed at a particular juncture of the argument.
Introduction
A famous result of C. Fefferman and E. M. Stein [5] characterizes the space of bounded mean oscillation BMO(R n ) as the dual space of the real Hardy space H 1 (R n+1 + ). Nehari [10] was able to further characterize BMO as an operator space on L 2 , namely that b ∈ BMO(R) iff the commutator [M b , H] is bounded on L 2 (R), where H is the Hilbert transform and M b is the operator of pointwise multiplication by b.
We are interested in this theory in the product setting, and specifically seek an extension of a result of Ferguson and Lacey to the third order product space. Within the last twenty years, an interesting area of mathematics has developed to investigate the above results in a product setting. The space H 1 (R [6] were able to describe a suitable Carleson measure on product spaces. Then in [3] they give an atomic decomposition of H 1 (R Ferguson and Lacey [7] were then able to obtain a lower bound for the operator norm in terms of the product BMO norm of b, thus asserting the equivalence of the 
The second order commutator is closely related to the little Hankel operator since upon writing the Hilbert transforms in terms of projections, an easy calculation shows that
Now it easily follows that
The goal of this paper is to extend this result to R 
where for j = 1, 2, 3, H j is the Hilbert transform in the j-th variable. The main result of this paper is the following theorem.
Theorem 1. There exist constants C 1 , C 2 > 0, such that
As in the two parameter case, this result can be formulated in terms of little Hankel operators. For b ∈ H 2 (D 3 ) we define the operator densely on H 2 (D 3 ) by
Another interesting aspect of this theory is the deduction of a weak factorization for H 1 .
The proof of Corollary (1) is included in the next section.
The paper is divided into eight sections. In the next section we prove the upper bound. In [8] , Ferguson and Sadosky prove the upper bound
+ . We present their proof with the necessary modifications to three dimensions. Then using calculations in the section we show how Corollary 1 follows from Theorem 1. The third section gives some preliminary calculations in the one parameter theory to help motivate the three parameter case. Then in Section 4, we will show the relationship of the third order commutator C b with functions b in the so called rectangular BMO space which contains BMO. In the Sections 5, 6, and 7, we adopt of the methods of Ferguson and Lacey in [7] in order to obtain the lower bound. A new ingredient has to be added to those of [7] .
The details of the argument also require a three-dimensional version of Journé's Lemma, much like that established in [7] . The argument here requires a new feature, and the Lemma is presented in detail in Section 8.
By A B we mean that there is an absolute constant K for which A ≤ KB. K is allowed to depend upon relevant parameters. By − A f dx we mean |A|
The upper bound
The upper bound C b 2 b BM O can be seen by a soft proof. A key fact is that L 2 (R) has the orthogonal decomposition H 2 (R) ⊕ H 2 (R). Let P ± be the corresponding orthogonal projections onto the holomorphic/antiholomorphic spaces.
In three variables, let P ± j be the same projections acting on the jth coordinate, j ∈ {1, 2, 3}. For functions σ : {1, 2, 3} −→ {±}, let
It is clear that L 2 (R 3 ) has the orthogonal decomposition into
We take 1 to be the function from {1, 2, 3} that is identically +. It is clear that
The signature of σ is sgn(σ) = 3 j=1 σ(j). A straightforward computation shows that (1) [
Since the projections above are orthogonal, it suffices to estimate from above the operator norms on the right. Each of these terms is treated in a similar way. And so we consider P 1 M b P −1 , whose operator norm can be written.
where ·, · is the complex inner product. It suffices to consider g ∈ H 2 (⊗
Then since the projection operators are bounded on L 2 with norm one, (2) is equal to
Thus we see that (3) is bounded if and only if the function b is in the dual of
since BMO is the dual of H 1 . Therefore
. This completes the proof of the bound
We can deduce that Corollary 1 follows from Theorem 1. The fact that
, the weak factorization result follows.
3. Wavelets, BMO(⊗ We begin with some preliminary definitions and calculations in the one parameter setting which carry over naturally to the three parameter setting. The proofs in the rest of the paper use wavelets constructed by Y. Meyer [9] 
where c(I) denotes the center of I. Note that the functions w I (x) are well localized to the interval I. Indeed,
Also {w I } I∈D form an orthonormal basis on L 2 (R). Another useful property of these functions is that we have the following Littlewood-Paley inequalities,
In the proofs that follow, we will be applying the commutator to sums of wavelets. Therefore it is useful to understand how the commutator [M b , H] acts on wavelets.
Since H = P + − P − , we can replace H with P + .
[
Since the commutator is zero if |I| ≥ 4|J|, this calculation makes explicit the substantial cancellation that occurs in the commutator. It also places some orthogonality considerations at our disposal. In particular, for intervals I, I
′ , J, and J ′ , suppose |J| ≥ 8|I| and
This follows from a direct calculation. The positive Fourier support of
under the conditions on I and I ′ .
We are now ready to define a characterization of product BMO(⊗ 
where U is an open set in 3-space of finite measure. We denote this supremum by f BM O . If we take U to be a rectangle in R 3 then we obtain the so called rectangular BMO space, where the supremum above is denoted f BM O(rec) .
The BMO(rec) lower bound
This fact is a reflection of the intrinsic definition of one parameter BMO in terms of a measure of deviation from the mean over all intervals. There is a corresponding definition for BMO(rec), that fits well with a tensor product structure.
Let us recall a particular fact about one dimensional Hankel operators.
with location Re(z) and scale Im(z). Now P − bk z depends only on the analytic part of b. Assume P + b = b. Then, there is a standard calculation
Here, b(z) denotes the analytic continuation of b, and in particular,
Recalling the classical definition of BMO, we then see that
For the third order commutator, observe that
Assume that b = P 1 b, and set
Here, b(z, x 2 , x 3 ) is the analytic continuation of b(·, x 2 , x 3 ). Adopt a similar definition for Diff j,z , for j = 2, 3. Our comments about the one dimensional case then extend to give us
Thus, the commutator norm is at least as big as the supremum of the right hand side over z j ∈ C + , for j = 1, 2, 3.
At this point, we should note an equivalent definition of BMO(rec). Set, for intervals I,
Adopt a similar definition for Diff j,I , for j = 2, 3. We assert the following proposition and leave the proof to the reader. Proposition 1. We have the equivalence
Our observations combine to prove that
The commutator is a sum over eight orthogonal projections. And so the commutator norm dominates the BMO(rec) norm of the same projections of b. This proves the inequality
The required lower bound follows from these two lemmas. Given a set U ⊂ R 3 of finite measure, define
where u ⊗ v denotes the operator f −→ f, u v.
we have the estimate
and all sets U ⊂ R 3 of finite measure, we have the inequality
for which
By Lemma 1, it follows that C P U b P U b 2 ≥ c |U| for an absolute constant c. Applying Lemma 2, we see that there is a δ > 0, so that if
|U|. This is an absolute lower bound on the norm of the commutator. On the other hand, if b BM O(rec) ≥ δ, we have already have a lower bound on the norm of the commutator.
Proof of Lemma 1
A straightforward calculation shows that
where the notation is as in (1) . The individual summands on the right are mutually orthogonal. Since the frequency distribution |P σ β| 2 is symmetric and real valued, we have
where we have used the Littlewood-Paley inequality and estimate (8) above.
Proof of Lemma 2
The relevant norms are invariant under dilations, so we we can assume ≤ |U| ≤ 1. We shall need the variant on Journé's Lemma given in Section 8, namely Lemma 3.
Apply this Lemma to U, with a choice of η > 0 to be determined. Let V be as in that Lemma, so in particular U ⊂ V and |V | ≤ (1 + η)|U|.
We consider the following collections of rectangles in R:
For a collection A of rectangles in R we define the wavelet projection of b onto A by
First notice that
We will show that for all η > 0 there is a constant K η such that
Then choosing η and then b BM O(rec) appropriately small, we obtain the conclusion of Lemma 2.
To prove (9), we use the estimate
since the BMO(⊗ 
The inequality (10) is far more substantive. In this case P W b and P U b essentially live on disjoint sets. However we must account for imprecise spatial localization the wavelets, a particular instance of a "Schwartz tails" problem.
By the one parameter calculations (4), we have that
In this case we say R ′ R. This controls the relative geometries of the rectangles R ′ and R. In particular
Orthogonality is also a factor. Consider rectangles
And then for j ∈ {1, 2, 3},
Indeed, the inner product in the jth coordinate is a product of four wavelets. Our condition requires that one of the scales of the wavelets be much smaller than the other three. This product of wavelets is supported, in frequency, on the convolutions of the supports of the wavelets. The wavelet of smallest scale has the frequency support most removed from the origin. Hence the product of the wavelets has zero frequency mode equal to zero. This proves the assertion.
These considerations suggest that there are 8 partial orders on the collection
R}. These partial orders fall into one of 4 subcases, and encode orthogonality properties.
and R are not related under the preceding partial orders.
Next we make some preliminary observations before treating the subcases above. To estimate C P W b P U b 2 , we need to consider terms like C v R ′ v R where R ′ ∈ W and R ∈ U. These terms are a linear combination of the terms of the form
in which for each j, {A j , B j } = {I, H j }, with I being the identity operator.
The Fourier and spatial localization properties of the wavelets that we rely upon are preserved under conjugation and Hilbert transforms. Therefore the techniques used to estimate the L 2 norm of one of the terms above will carry through on every term. Therefore it suffices to consider the term
, we then just need to estimate the L 2 norm of P W bP U b.
The quantity P W bP U b 2 2 is an explicit sum over rectangles. This sum will be controlled by the use of "diagonalization parameters" by which we mean typically an integer which breaks the sum into a geometric series. The first example of a diagonalization parameter is the following.
In each of the arguments to follow we use the following spatial decomposition of U. Set U k , for k = 0, 1, 2, . . . to be those rectangles R ∈ U such that
where µ(V, R) is defined in (21). Thus we will show L 2 bounds for P W bP U k b which are summable, in fact geometric, over k ≥ 0.
Journé's Lemma (see Section 8) allows us to estimate the BMO norm of P U k b in terms of the BMO rectangular norm of b. Let U ′ ⊂ U k be a collection of rectangles which are pairwise incomparable with respect to inclusion. This inequality is a corollary to Journé's Lemma.
For convenience, we will set b BM O(rec) = rec.
7.1. The partial order <. In this case, we have the greatest amount of orthogonality. We consider R ′ < R where R ′ ∈ W and R ∈ U. We begin with some preliminary calculations. First let us set
This is the maximal truncation of the sum in R over all choices of rectangles R ′ ∈ W. Thus b * U k is similar to the strong maximal function applied to P U k b which is bounded on L p . Therefore, in view of (12), we have the L p bounds
We will use a diagonalization parameter λ ∈ Z. If we restrict to the set W λ := R 3 − R∈U k 2 λ R, λ > 1, we have the bound
In a moment we will define a suitable decomposition of the set W. Suppose we have a subset W ′ of W. For n = (n 1 , n 2 , n 3 ) ∈ Z 3 , set
In addition, let
We need to estimate the L 2 norm of B(W ′ ) := n∈Z 3 B(W ′ , n). In view of the orthogonality condition (11), B(W ′ , n) and B(W ′ , n ′ ) are orthogonal if n and n ′ differ by at least 6 in any coordinate. Thus
The rectangles R ′ ∈ W ′ (n) are translates of each other. Therefore we can take the maximal truncation of the sum in R. We also take advantage of the spatial decay of the wavelets, namely
, where
Applying the above facts yields the estimate
where we have used the inequality (χ R * f ) 2 g |f | 2 χ R * g. Thus letting M denote the strong Maximal function, we have
where we have set avg(R
To finish the argument, an appropriate decomposition of W is necessary. For integers l > k and m ≥ 0, (l and m are diagonalization parameters) set W(l, m) to be those rectangles R ′ ∈ W which satisfy the following three conditions.
(a) There is an R ∈ U k with R ′ < R and
In the case that m = 0, we only have
The first estimate follows since property (a) above implies that the rectangles
To see the second estimate, first note that in the case
for an absolute c. By property (b) we may now use estimate (14) to obtain
From (15), property (c), and (16), we see that
2 ). For 0 ≤ m < l, take the minimum to be 2 2lp with p = All three sums above are summable over k ≥ 0 to a constant times rec 2 , which concludes the proof for the partial order <.
7.2. The partial orders < k,l . By symmetry we only consider R ′ < 1,2 R. The essential point to confront is that we have orthogonality in the first and second coordinates, but not the third.
We begin with a diagonalization of the set W. For ν ≥ k, let W ν be those R ′ ∈ W with R ′ ⊂ 2 ν R for R ∈ U k with R ′ < 1,2 R and there is an R ∈ U k with R ′ ⊂ 2 ν+1 R. Thus (17)
since |U| ≤ 1.
Note that for R ′ ∈ W ν (n), only the length of R ′ 3 is allowed to vary. By orthogonality in the first and second coordinates we have
We also have for R ′ and R in the sum defining B(W ν , n) the estimate
Let γ 0 be the largest integer such that for all R ′ ∈ W ν and R ∈ U k with R ′ < 1,2 R, we have ∆(R ′ , R) ≤ 2 −γ 0 . Note that γ 0 a linear function of ν. For integers γ ≥ γ 0 , µ 1 , µ 2 ≥ 1 and a rectangle R ′ ∈ W ν (n), consider rectangles R ∈ U k such that
We shall see that all three of these are diagonalization parameters. Denote one of these rectangles by π(R ′ ). Note that
Therefore there are only O(2 3γ ) choices for π(R ′ ). This is the last diagonalization needed for this case.
This follows by an expansion of the square, and the fact that the rectangles R ′ ∈ W ν can only vary in the third coordinate.
To treat the inner most sum, first notice that
which implies
Thus applying Cauchy-Schwarz one obtains a bound of a constant times rec 2 2 3γ |R ′ | for the inner most sum.
While the previous estimate does not depend upon µ 1 , µ 2 , we can now obtain an estimate with exponential decay in these parameters. We have
To conclude this case, we note that
where we have used (17). Now notice that γ 0 ≥ ν and thus the above sums over ν ≥ k to a constant times rec 2 2 −100k .
7.3. The partial orders < j . The treatment of < j requires a new ingredient not found in [7] , as we only have orthogonality in one coordinate. Again by symmetry we only consider
By orthogonality in the first coordinate we have
Again the spatial decay of the wavelets gives
for R ′ and R in the sum defining B(W ν (n)). Thus
Let γ 0 be the largest integer such that for all R ′ ∈ W ν and R ∈ U k , we have ∆(R ′ , R) ≤ 2 −γ 0 . Note that γ 0 depends on ν. For integers γ ≥ γ 0 , µ ≥ 1 and a rectangle R ′ ∈ W ν (n), consider rectangles R ∈ U k such that
Denote one of these rectangles by π(R ′ ). Note that |π(R ′ )| ≃ 2 µ |R ′ |, and that
Thus there are only O(2 3γ ) choices for π(R ′ ).
Define
We would like to bound the integral of this by a manner similar to that used to bound the expression in (18). But note that in that display, we are using the grid structure of dyadic intervals. This same equality is not available to us in the < 1 partial order, as the rectangles in W ν (n) have only one side length specified.
A new fact is needed. We observe that
Here, the upper bound is in terms of a few (harmless) powers of 2 γ , and the BMO(rec) norm of b. In particular, no bound in terms of 2 µ is claimed.
By applying the Cauchy-Schwarz inequality in R ′ , we see that S(W ν , γ, µ) ≤ S 1 S 2 , where
Since all R ′ ∈ W ν are contained in the set {M1 U > c2 −3γ }, we use the John-Nirenberg inequality to see that S 1 p 2 3γ/p . This holds for all 1 < p < ∞. Concerning S 2 , we sum on n. In addition, 1 R ′ 2 6γ (M1 π(R ′ ) ) 2 . Thus S 2 is at most a constant times
Observe that for each R ∈ U k , the cardinality of π −1 (R) is at most 2 3γ . Hence, by the Journé Lemma and the John-Nirenberg inequality, S 3 p 2 10γ rec 2 . This proves (20).
We now have at our disposal a line of reasoning similar to that given in the previous case, following the expansion in (18).
Observe that for all
This estimate is only slightly worse than that of (19), from the previous case. Following the line of argument that proceeds from this inequality, we see that
From this, one can easily derive the required estimate for the partial order < 1 .
7.4. The partial order ≃. We now consider the case R ′ ≃ R where R ′ ∈ W and R ∈ U k . There is no orthogonality to take advantage of in this case. However since R ′ and R are approximately the same size we can exploit the spatial decay of the wavelets. We prove an L 1 and an L 4 estimate and interpolate to obtain the desired
First a diagonalization is necessary. For λ ≥ 2 k and R ∈ U k , set σ(λ, R) to be a choice of R ′ ∈ W with R ′ ≃ R and R ′ ⊂ 2λR. For each R there is at most a fixed constant times λ 3 possible choices of σ(λ, R). This factor of λ 3 is harmless since it will be killed off by large negative powers of λ which appear.
We have the following estimate as a result of the spatial decay of the wavelets
dyadic rectangles in R that are contained in U. For each R ∈ R(U) and open sets V containing U, we define
Lemma 3. (Journé) For each 0 < ∆ < 1 and open set U of finite measure in 3-space, there is a set V ⊃ U for which |V | < (1 + ∆)|U|, and for all 0 < ǫ < 1, there is a constant K ∆,ǫ so that for any subset R ′ ⊂ R(U), such that R ⊂ R ′ for any two rectangles R = R ′ ∈ R ′ , we have the inequality
The combinatorial approach used by Ferguson and Lacey [7] in the two dimensional case does not appear to extend to three dimensions. Instead, we shall rely on the two dimensional case and apply an argument that is inductive in nature.
A grid I is a collection of intervals in the real line for which we have for all I, J ∈ I, I ∩ J ∈ {∅, I, J}. The dyadic intervals are a grid. Consider
where I is a grid on R. We have that M I maps L 1 (R) into L 1,∞ (R) with norm one, a fact that follows immediately from the grid structure.
We define the shifted dyadic grids D(∆) in R. Now, let us take 0 < ∆ < 1, and in particular take ∆ = (2 d +1) −1 for integer d. We define shifted dyadic grids, modifying an observation due to M. Christ. For integers 0 ≤ b < d, and α ∈ {±(2 d + 1)
One checks that this is a grid.
What is more important concerns the collections
The problem we are avoiding here is that the dyadic grid distinguishes dyadic rational points. At the point 0 for instance, observe that for all integers k, (1 + ∆)(0, 1) ⊂ (0, 2 k ), regardless of how big k is.) Moreover, the maximal function M D maps L 1 into L 1,∞ with norm at most log ∆.
We define V . Recursivly define
It is routine to see that |V | ≤ (1 + K∆/ log ∆)|U| for an absolute constant K.
We will be slicing rectangles in the third, and then the first coordinates. Thus, for a rectangle R, and y ∈ R, let R y,j be the rectangle R intersected with the hyperplane {x | x j = y}, for j = 1, 2, 3. This intersection could be empty. Likewise, we set R ′ y,j = {R y,j | R ∈ R ′ }. Fix the subcollection R ′ ⊂ R.
We shall need another notion of "embeddedness." We only expand the rectangle in the first coordinate, and measure the embeddedness with the third coordinate held fixed.
µ y,3 (R) := sup{µ > 0 | µR 1 × R 2 × {y} ⊂ U 1 }. If y ∈ R 3 , we set this quantity to be infinity. It is a corollary to the Journé Lemma formulated in the appendix of [7] that for any y ∈ R, Clearly, this can be integrated in y.
We decompose the collection R ′ according to the behavior of the quantities µ y,3 (R). Set R If y ∈ 50∆ −1 µ(R, V )R 1 , we set this quantity to be infinity. By an abuse of notation, we set R y,1 = y × R 2 × R 3 if y ∈ 50∆ −1 µ(R, V )R 1 , and the empty set otherwise. We again apply the Journé Lemma of [7] to see that for each y ∈ R, We decompose R For this collection, we may integrate (24) to conclude the Lemma.
To finish the Lemma, we claim that every rectangle in R ′ 1 is also in R ′ 2 . Indeed, we have been careful to measure the embeddedness with respect to U 1 and then U 3 . Thus, if there were a rectangle R ∈ R ′ 1 −R ′ 2 , we would then see that 2µR ⊂ V , which is in contradiction to the definition to µ(R, V ). The proof is done.
