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Selbstoptimierende, mechatronische Systeme können ihr Verhalten in Reaktion
auf Änderung der Umgebung oder der Ziele anpassen und somit diese Ziele besser
als herkömmliche mechatronische Systeme erfüllen. Da selbstoptimierende Sys-
teme oftmals in sicherheitskritischen Systemen eingesetzt werden, muss bei der
Entwicklung ein besonderer Schwerpunkt auf die Sicherheit gelegt werden.
In dieser Arbeit wird eine Gefahrenanalyse für selbstoptimierende Systeme
vorgestellt, die speziell auf die Eigenschaften dieser Systeme, im Besonderen die
Verhaltensanpassung durch Strukturrekonfiguration, zugeschnitten ist.
Die Gefahrenanalyse basiert auf einer Spezifikation der verschiedenen Fehler in
einzelnen Komponenten des Systems sowie deren Propagierung durch die Kom-
ponentenstruktur. Dies ermöglicht dann in Kombination mit einer Gefahrenspe-
zifikation qualitative und quantitative Analysen des Auftretens der Gefahr.
Diese Analysen betrachten nicht nur die verschiedenen Fehler im System, son-
dern explizit auch die sich aus der Selbstoptimierung ergebenden verschiede-
nen Strukturkonfigurationen. So können beispielsweise die beste und schlechtes-
te Strukturkonfiguration in Bezug auf die Wahrscheinlichkeit der Gefahren aber
auch alle Konfigurationen berechnet werden, welche geforderte Wahrscheinlich-
keiten einhalten.
Grundlage dieser Gefahrenanalyse für selbstoptimierende Systeme ist eine ge-
eignete Spezifikation der Struktur und deren Rekonfiguration. Die hierfür entwi-
ckelte Spezifikationssprache nutzt Graphtransformationen, um visuell die Trans-
formation einer Strukturkonfiguration in eine andere Konfiguration zu modellie-
ren. Die Sprache ist stark typisiert und formal so definiert, dass bei der Ausfüh-
rung der Transformationen nur typkonforme Strukturkonfigurationen entstehen,
die dann von der Gefahrenanalyse ausgewertet werden.
Die in der Arbeit beschriebenen Konzepte werden anhand eines realen selbstop-
timierenden Systems, den RailCabs der Neuen Bahntechnik Paderborn, erläutert.




Advanced embedded systems increasingly contain self-optimizing behavior to im-
prove or maintain properties like quality of service, dependability, or performance
in spite of failures or environmental changes. As embedded systems are often em-
ployed in a safety-critical context, the effects of self-optimization on the safety
must be analyzed carefully. Self-optimization is usually implemented by software
and results in the exchange of system components at runtime which means a
change of the architecture.
This thesis presents a hazard analysis approach for such systems which is
geared especially towards the properties of self-optimizing systems, e.g. architec-
tural reconfiguration for behavioral adaptation.
The hazard analysis is based on a specification of the errors and failures of
individual components as well as their propagation in the system’s component
structure. This specification enables qualitative and quantitative hazard analyses.
For the special case of self-optimizing systems, the different configurations of the
system’s component structure are taken into account.
The hazard analysis approach contains a modeling language for the structure
and structural reconfigurations. The specification of structure is based on UML
component diagrams and composite structures. The accompanying language for
structural reconfigurations combines graph transformations with the concrete
syntax of component diagrams for a tight integration with the modeling language
for component structures.
Examples from the RailCab-Project are used to illustrate the presented con-




Ich bedanke mich bei meinem Doktorvater Prof. Dr. Wilhelm Schäfer für die
wissenschaftliche Betreuung in den vergangenen Jahren, die Unterstützung bei
der Verfassung dieser Arbeit und für die Möglichkeit in seiner Gruppe forschen
zu dürfen. Prof. Dr. Heike Wehrheim und Prof. Dr.-Ing. Peter Liggesmeyer danke
ich für die Übernahme der weiteren schriftlichen Gutachten. Für die Teilnahme
an meiner Promotionskommission danke ich weiterhin Prof. Dr. Albert Zündorf
und Prof. Dr. Gregor Engels.
Prof. Dr. Holger Giese hat mich durch die vielen interessanten Fachgesprä-
che bei dieser Arbeit unterstützt. Die (ehemaligen) Mitarbeiter des Fachgebiets
Softwaretechnik Dr. Jörg Niere, Dr. Jörg Wadsack, Ulrich Nickel, Dr. Matthias
Gehrke, Ahmet Mehic, Robert Wagner, Dr. Lothar Wendehals, Björn Axenath,
Matthias Meyer, Dr. Daniela Schilling, Dr. Sven Burmester, Prof. Dr. Ekkart
Kindler, Florian Stallmann, Dr. Vladimir Rubin, Dr. Martin Hirsch, Stefan Henk-
ler, Dietrich Travkin, Christian Bimmermann, Jan Meyer, Joel Greenyer, Oliver
Sudmann, Markus von Detten, Claudia Priesterjahn und Jörg Holtmann haben
mir mit der sehr guten Arbeitsatmosphäre und den vielen kreativen Diskussionen
geholfen, diese Arbeit zu verfassen. Christian Henke, Carsten Rustemeier, Jens
Geisler, Helene Waßmann und Tobias Schneider danke ich für die interessante
Zusammenarbeit im RailCab-Projekt.
Darüberhinaus bedanke ich mich bei Frau Jutta Haupt für die Überwindung
jeglicher organisatorischen Hürden und Herrn Jürgen Maniera für die technische
Unterstützung.
Herzlicher Dank gilt meiner Mutter, Vera, Claudia, Martin, Matthias M., Diet-
rich und Jörg für das Korrekturlesen dieser Arbeit.
Diese Arbeit wäre ohne die Hilfe einer Vielzahl von Studenten nicht möglich
gewesen. Im Besonderen danke ich Jörg Holtmann und Stefan Scharberth sowie
den Studenten der Projektgruppe „Automotive Software Engineering“.
Ein großer Dank gilt auch meiner Mutter für die Unterstützung auf meinem
ganzen Lebensweg. Schlussendlich wäre diese Arbeit nicht ohne die seelische Un-





1.1 RailCab – ein selbstoptimierendes System . . . . . . . . . . . . . 2
1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Ziel und Lösungsansatz . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3.1 Modellierung der Komponentenstrukturen und deren Re-
konfiguration . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3.2 Gefahrenanalyse . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.3 Einbettung in den Entwicklungsprozess . . . . . . . . . . . 10
1.4 Übersicht über die Arbeit . . . . . . . . . . . . . . . . . . . . . . 12
2 Grundlagen 13
2.1 Selbstoptimierende Systeme . . . . . . . . . . . . . . . . . . . . . 13
2.2 Verlässlichkeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.1 Sicherheit . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.2 Beeinträchtigungen . . . . . . . . . . . . . . . . . . . . . . 16
2.2.3 Fehlerbaumanalyse . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Mechatronic UML . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.1 Real-Time Statecharts . . . . . . . . . . . . . . . . . . . . 22
2.3.2 Echtzeitkoordinationsmuster . . . . . . . . . . . . . . . . . 22
2.3.3 Komponenten . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.4 Hybride Rekonfigurationscharts . . . . . . . . . . . . . . . 27
2.4 Story Driven Modeling . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.1 Klassendiagramme . . . . . . . . . . . . . . . . . . . . . . 28
2.4.2 Storypatterns . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.3 Storydiagramme . . . . . . . . . . . . . . . . . . . . . . . 30
3 Modellierung rekonfigurierbarer Architekturen 33
3.1 Strukturspezifikation . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1.1 Komponententyp . . . . . . . . . . . . . . . . . . . . . . . 35
3.1.2 Hierarchische Komponententypen . . . . . . . . . . . . . . 37
3.1.3 Komponenteninstanzen . . . . . . . . . . . . . . . . . . . . 42
3.1.4 Abstrakte Syntax . . . . . . . . . . . . . . . . . . . . . . . 44
vii
Inhaltsverzeichnis
3.2 Strukturtransformationen . . . . . . . . . . . . . . . . . . . . . . 49
3.2.1 Anforderungen . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2.2 Komponentenstorydiagramme . . . . . . . . . . . . . . . . 52
3.2.3 Komponentenstorypatterns . . . . . . . . . . . . . . . . . . 54
3.2.4 Iterierte Komponentenstorypatterns . . . . . . . . . . . . . 63
3.2.5 Start- und Stopaktivitäten . . . . . . . . . . . . . . . . . . 64
3.2.6 Weitere Aktivitäten . . . . . . . . . . . . . . . . . . . . . . 65
3.2.7 Kontrollfluss . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.2.8 Beispiel . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.2.9 Abstrakte Syntax . . . . . . . . . . . . . . . . . . . . . . . 69
3.2.10 Formale Semantik . . . . . . . . . . . . . . . . . . . . . . . 71
3.3 Ausführung in Echtzeitsystemen . . . . . . . . . . . . . . . . . . . 89
3.3.1 Worst-Case-Execution-Time Analyse . . . . . . . . . . . . 89
3.3.2 Scheduling im Echtzeitbetriebssystem . . . . . . . . . . . . 93
3.4 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4 Komponentenbasierte Gefahrenanalyse 95
4.1 Modelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.1.1 Fehlertyphierachie . . . . . . . . . . . . . . . . . . . . . . 98
4.1.2 Basisereignisse . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.1.3 Ausfälle . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.1.4 Fehlerpropagierung innerhalb einer Komponente . . . . . . 101
4.1.5 Fehlerpropagierung zwischen Komponenteninstanzen . . . 103
4.1.6 Gefahren . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.1.7 Abstrakte Syntax . . . . . . . . . . . . . . . . . . . . . . . 106
4.2 Qualitative Analyse . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.2.1 Bottom-Up . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.2.2 Top-Down . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.3 Quantitative Analyse . . . . . . . . . . . . . . . . . . . . . . . . . 117
4.4 Ansatzpunkte zur Verbesserung der Sicherheit . . . . . . . . . . . 119
4.4.1 Reduzierung der Ereigniswahrscheinlichkeit . . . . . . . . . 119
4.4.2 Änderung der Fehlertypen . . . . . . . . . . . . . . . . . . 121
4.5 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5 Gefahrenanalyse von selbstoptimierenden Systemen 125
5.1 Erreichbare Konfigurationen . . . . . . . . . . . . . . . . . . . . . 126
5.1.1 Hybride Rekonfigurationscharts . . . . . . . . . . . . . . . 127
5.1.2 Komponentenstorydiagramme . . . . . . . . . . . . . . . . 137
5.2 Analysemodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
5.3 Qualitative Analyse . . . . . . . . . . . . . . . . . . . . . . . . . . 143
viii
Inhaltsverzeichnis
5.4 Quantitative Analyse . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.4.1 Schlechteste Konfiguration . . . . . . . . . . . . . . . . . . 144
5.4.2 Beste Konfiguration . . . . . . . . . . . . . . . . . . . . . . 145
5.4.3 Erlaubte Konfigurationen . . . . . . . . . . . . . . . . . . 146
5.5 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
6 Werkzeugunterstützung 149
6.1 Benutzerschnittstelle . . . . . . . . . . . . . . . . . . . . . . . . . 149
6.1.1 Modellierung . . . . . . . . . . . . . . . . . . . . . . . . . 149
6.1.2 Gefahrenanalyse . . . . . . . . . . . . . . . . . . . . . . . . 150
6.2 Softwarearchitektur . . . . . . . . . . . . . . . . . . . . . . . . . . 156
6.3 Experimentelle Ergebnisse . . . . . . . . . . . . . . . . . . . . . . 158
6.4 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
7 Verwandte Arbeiten 163
7.1 Graphtransformationen für komponentenbasierte Softwarearchi-
tekturen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
7.1.1 Taentzer . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
7.1.2 Kacem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
7.1.3 COOL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
7.1.4 Métayer . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
7.1.5 Wermelinger . . . . . . . . . . . . . . . . . . . . . . . . . . 165
7.1.6 Mechatronic UML Ansätze . . . . . . . . . . . . . . . . . . 165
7.2 Gefahrenanalyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
7.2.1 Komponentenbasierte Gefahrenanalysen . . . . . . . . . . 167
7.2.2 State Event Fault Trees . . . . . . . . . . . . . . . . . . . 168
7.2.3 Deductive Cause-Consequence Analysis . . . . . . . . . . . 168
7.3 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
8 Zusammenfassung und Ausblick 171
8.1 Ausblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
Literaturverzeichnis 175
A Erweiterte Storydiagramme 203
A.1 Syntax . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
A.2 Formale Semantik . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
B Gefahrenanalyse für Systeme mit Varianten und Produktlinien 207
B.1 Beste Variante . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
B.2 Produktfamilien . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
ix
Inhaltsverzeichnis
B.2.1 Schlechteste Variantenkombination . . . . . . . . . . . . . 208
B.3 Erlaubte Varianten . . . . . . . . . . . . . . . . . . . . . . . . . . 209
B.4 Auswahl der robustesten Variante . . . . . . . . . . . . . . . . . . 209
x
1 Einleitung
In den letzten Jahren ist der Einsatz von Software in technischen Systemen stark
gestiegen. Diese Systeme zeichnen sich durch die Kombination von Maschinen-
bau, Elektrotechnik und Informatik aus. Für diese Kombination wurde der Begriff
Mechatronik geprägt [VDI04]. Derzeit sind zum Beispiel 70% der Innovationen
in der Automobilindustrie getrieben durch die in technischen Systemen eingebet-
tete Software und es wird erwartet, dass der Anteil der Software an den Entwick-
lungskosten von 20% auf bis zu 40 % steigt (vgl. [Gri03, HKK04]). Durch diesen
steigenden Einfluss mechatronischer Systeme auf die Gesellschaft wird deren Ver-
lässlichkeit [Lap92] (Kenngrößen: Sicherheit, Verfügbarkeit, Zuverlässigkeit und
Vertraulichkeit) immer wichtiger.
Besondere Herausforderungen bei der Entwicklung verlässlicher, mechatroni-
scher Systeme ergeben sich durch die oben skizzierte Kombination verschiedener
Domänen und deren spezifischen Entwicklungstechniken. Vor allem die Software
hat einen großen Einfluss auf die Verlässlichkeit. Für die Entwicklung verlässli-
cher, mechatronischer Systeme müssen also Techniken bereitgestellt werden, die
explizit auf die domänenübergreifenden Eigenschaften mechatronischer Systeme
eingehen.
Selbstoptimierende Systeme sind mechatronische Systeme mit einer inhären-
ten Teilintelligenz, die in der Lage sind autonom und flexibel auf Änderungen in
der Umgebung zu reagieren [GKP08]. Diese Reaktion resultiert in einer Anpas-
sung oder Neugewichtung der Ziele und nachfolgend einer Anpassung des Ver-
haltens z.B. durch Rekonfiguration der Struktur [FGK+04]. Selbstoptimierung
ermöglicht damit Systeme, die je nach Situation im Vergleich zu herkömmlichen
Systemen (z.B. adaptiven Systemen) ein besseres und durch die Zieländerung
passenderes Verhalten zeigen.
Diese neuartigen Systeme stellen neue Herausforderungen für die Modellierung
und Analyse der Verlässlichkeit dar [FGM+07]. So muss die Ziel- und nachfol-
gende Verhaltensanpassung geeignet modelliert werden. Die resultierenden Mo-
delle müssen einer rigorosen Analyse der Verlässlichkeit unterworfen werden, die




1.1 RailCab – ein selbstoptimierendes System
Ein Beispiel für ein selbstoptimierendes System ist die Neue Bahntechnik Pader-
born (NBP). Die Forschung im Rahmen der Neuen Bahntechnik Paderborn wur-
de 1998 mit dem Ziel begonnen, die Vorteile von Individualverkehr und öffentli-
chem Verkehr zu verbinden. Grundlegende Idee ist, den herkömmlichen Schienen-
verkehr durch autonome selbstfahrende Fahrzeuge – die so genannten RailCabs –
zu ersetzen. RailCabs sind in verschiedenen Ausführungen für den Personenver-
kehr und den Güterverkehr geplant. Abbildung 1.1 zeigt zwei RailCab-Fahrzeuge
in der Simulation und auf der Teststrecke der NBP.
RailCabs können einzeln fahren oder sich auf längeren Strecken mit einer hö-
heren Verkehrsdichte zu autonomen Konvois berührungslos zusammenschließen.
Die im Vergleich zu herkömmlichen Zügen kleineren autonom fahrenden Einhei-
ten und die ohne mechanische Kupplungsvorgänge auskommende Bildung von
Konvois ermöglicht eine flexiblere Nutzung der RailCabs, da auf Anforderung
des Nutzers gefahren werden kann und keine starren Fahrpläne existieren.
Abbildung 1.1: Zwei RailCabs in der Simulation und auf der Teststrecke
Software ist ein integraler Bestandteil eines RailCabs, da viele Funktionen wie
das autonome Fahren, die Bildung von Konvois, das Federneige-Modul und die
aktive Steuerung nur mit Hilfe von Software realisiert werden können. Ein großer
Teil der Software ist für die Regelung der physikalischen Aktoren zuständig. Wei-
terhin wird Software u.a. für die Echtzeitkoordination, die Reaktion im Notfall
sowie die Auswahl und den Wechsel der Regler genutzt. Im Rahmen dieser Arbeit
werden die folgenden Szenarien betrachtet.
Konvoibetrieb Die Konvoifahrt besteht aus mehreren Phasen. In einer ers-
ten Phase wird zwischen den Fahrzeugen kommuniziert, ob ein Konvoi aufge-
baut wird bzw. ein weiteres Fahrzeug dem Konvoi beitritt. Während der dar-
auf folgenden Konvoifahrt tauschen die Fahrzeuge periodisch Daten aus. So
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schickt ein ausgewähltes Fahrzeug, das so genannte Koordinator-Fahrzeug, peri-
odisch Solldaten an die übrigen Fahrzeuge, um die Konvoistabilität zu garantie-
ren. Die letzte Phase der Konvoifahrt besteht aus der Auflösung eines Konvois
bzw. dem Austritt eines einzelnen Fahrzeugs aus einem Konvoi. Hierfür wer-
den ebenfalls zwischen den Fahrzeugen Nachrichten ausgetauscht. Der Konvoi-
betrieb stellt insgesamt hohe Anforderungen an die Sicherheit des Gesamtsystems
[HVB+05, HTS+08b, HTS+08a].
Komfort durch Federneige-Modul Beim Konvoibetrieb wird die Längsdyna-
mik des Fahrzeugs sowie des ganzen Konvois geregelt. Der Komfort der Fahrgäste
in einem Fahrzeug wird allerdings auch durch die oben/unten- und links/rechts-
Dynamik des Fahrzeugs bestimmt. Die grundlegende Idee ist, dass ein Fahrzeug
eine Referenztrajektorie über die Strecke für die aktive Federung erhält. Auf
Basis dieser Daten kann dann die Regelung der aktiven Federung den Komfort
optimieren [TMV06].
1.2 Motivation
Zur Modellierung und der Analyse der Verlässlichkeit selbstoptimierender Sys-
teme wurde die Mechatronic UML [BGT05, GTB+03, GBSO04, BBG+06]
als domänenspezifische Verfeinerung der UML [Obj07] entwickelt. Die Mecha-
tronic UML unterstützt die komponentenbasierte [Szy98] Spezifikation der
Systemarchitektur sowie die Modellierung des Verhaltens der einzelnen Kompo-
nenten. Zur qualitativen Analyse der Sicherheit eines selbstoptimierenden Sys-
tems wurden verschiedene formale Verfahren entwickelt, um die Korrektheit von
Verhaltensmodellen gegenüber Sicherheitseigenschaften zu überprüfen.
Mit der Mechatronic UML kann die Software für viele Aspekte der obi-
gen Szenarien spezifiziert und deren Korrektheit bzgl. Sicherheitseigenschaften
formal überprüft werden [GTB+03, GBSO04, BBG+06]. Die Ansätze der Me-
chatronic UML zur formalen Verifikation verfolgen die Strategie Gefahren zu
vermeiden, indem systematische Fehlerursachen in den Softwaremodellen wäh-
rend des Entwurfs erkannt werden und diese dann behoben werden, bevor die
Systeme eingesetzt werden und Gefahrensituationen auftreten können.
DieMechatronic UML enthält allerdings bisher keine Gefahrenanalyse, die
die Fehlerpropagierung [Lap92] von zufälligen Fehlerursachen betrachtet. Zufälli-
ge Fehlerursachen, wie mögliche Ausfälle von Hardware und falsche Sensordaten,
können nicht immer aus dem System entfernt werden. Wenn diese Fehlerursachen
sich in Fehlerzuständen manifestieren, könnten sie zu Ausfällen einer Komponen-
te führen, die sich dann über Verbindungen zwischen den Komponenten weiter
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durch das System propagieren und zu Gefahrensituationen führen können.
Selbstoptimierende, mechatronische Systeme besitzen einige spezielle Eigen-
schaften, welche die Fehlerpropagierung und deren Auswirkungen auf den Ein-
tritt von Gefahren beeinflussen. So sind diese Systeme typischerweise stark hier-
archisch aufgebaut, einzelne Fehler können Auswirkungen auf viele Teile des
Systems haben, das Verhalten bzgl. der Fehler ist oftmals vom Typ des Feh-
lers abhängig und durch den starken Einsatz von Reglern ergeben sich zyklische
Fehlerpropagierungen.
Besonderer Faktor bei der Fehlerpropagierung in selbstoptimierenden Syste-
men ist die Rekonfiguration. Hierdurch ist die Systemstruktur, die bei der Pro-
pagierung betrachtet werden muss, nicht starr, sondern es existieren viele Struk-
turen, in denen unterschiedliche Fehlerursachen enthalten sind und damit unter-
schiedliche Fehlerzustände auftreten können, die zu verschiedenen Gefahren oder
zu unterschiedlichen Gefahrenwahrscheinlichkeiten führen können.
Durch die starke Vernetzung selbstoptimierender Systeme [SW07] können Feh-
ler Auswirkungen auf viele verschiedene Teilsysteme haben. Bei einer Gefahren-
analyse auf Grundlage der Fehlerpropagierung müssen daher große Systeme mit
vielen Teilen betrachtet werden. Ein Ansatz sollte daher für große Systeme ska-
lieren.
Manche dieser spezifischen Eigenschaften selbstoptimierender Systeme, wie
zyklische Strukturen, Rekonfiguration und common-mode Fehler, werden von
verwandten Ansätzen [FM93, Wal05, KLM03, Gru03b, GKP05, KGF07, PM99,
ORS06, GOR06] zur Gefahrenanalyse betrachtet. Es existiert allerdings kein An-
satz, der alle dieser Eigenschaften unterstützt.
Grundlage einer Analyse der Fehlerpropagierung und der resultierenden Ge-
fahren in selbstoptimierenden Systemen muss eine geeignete Modellierung der
Fehlerpropagierung sowie der Komponentenstrukturen und deren Rekonfigurati-
on sein.
DieMechatronic UML unterscheidet zwischen Komponententypen und de-
ren Instanzen analog zur UML sowie anderen Architekturbeschreibungssprachen
wie Darwin [MDK94] und Acme [GMW00]. DieMechatronic UML bietet be-
reits eine Möglichkeit Komponentenstrukturen hierarchisch zu beschreiben. Die
Modellierung der Softwarearchitektur ist allerdings dahingehend eingeschränkt,
dass jede Komponenteninstanz, die in einem Komponententyp eingebettet ist,
implizit die Kardinalität 0 . . . 1 zugewiesen bekommt. Die Rekonfiguration zur
Verhaltensanpassung in Hybriden Rekonfigurationscharts [GBSO04] beschränkt
sich daher auf die Aktivierung und Deaktivierung einzelner Komponenteninstan-
zen.
Durch die immer weitergehende Vernetzung mechatronischer und selbstopti-
mierender Systeme und die zugehörigen sich ständig ändernden Systemstruktu-
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ren mit einer variablen Anzahl an Teilnehmern [SW07], wie auch in [BSDB00]
für mechatronische Systeme bereits beschrieben, kann die Struktur dieser Sys-
teme und deren Rekonfiguration mit den derzeitigen Spezifikationssprachen der
Mechatronic UML nicht modelliert werden.
Die Modellierungstechniken müssen also dahingehend erweitert werden, dass
die Kommunikation eines Teilsystems mit einer variablen und zum Entwurfszeit-
punkt unbekannten Anzahl an Partnern spezifiziert werden kann. Diese variable
Anzahl an Kommunikationspartnern kann dazu führen, dass die interne Softwa-
rearchitektur eines Teilsystems ebenfalls eine variable und beim Entwurf unbe-
kannte Anzahl an Komponenteninstanzen und Portinstanzen enthält. Solch ein
System muss als Erzeugendensystem modelliert werden, indem die Struktur je
nach Situation auf Basis einer regelbasierten Spezifikation durch Erzeugen und
Löschen von Komponenten- und Portinstanzen sowie der Änderung der Kommu-
nikationsstruktur angepasst wird.
Eine Modellierungssprache zur regelbasierten Spezifikation der Rekonfigura-
tion muss die in [BCDW04] beschriebenen Anforderungen für rekonfigurierbare
Systeme erfüllen. Hier wird neben der Möglichkeit zur Spezifikation einzelner Re-
konfigurationen gefordert, dass auch Sequenzen, Entscheidungen und Schleifen
unterstützt werden.
Durch den Einsatz selbstoptimierender Systeme in sicherheitskritischen Um-
gebungen ist die Vermeidung von Fehlern ein wichtiger Aspekt bei der Spezifika-
tion der Rekonfiguration. Ein möglicher Fehler ist eine fehlerhafte Spezifikation
der Regeln hinsichtlich der Typisierung der Komponenten, Ports und Konnek-
toren. Solche Fehler sollten so früh wie möglich im Entwicklungsprozess erkannt
und behoben werden und nicht erst bei der Ausführung der Regel zur Laufzeit.
Dementsprechend sollte die Spezifikationssprache für die Rekonfigurationsregeln
stark typisiert, semantisch geeignet definiert und möglichst durch einen kontext-
sensitiv syntaxgesteuerten Editor umgesetzt werden, so dass es nicht möglich ist
Rekonfigurationsregeln zu spezifizieren, die bei der Ausführung nicht typkonfor-
me Konfigurationen erzeugen.
Mechatronische Systeme müssen harte Echtzeitanforderungen einhalten.
Dementsprechend muss für die Ausführung der Rekonfigurationsregeln deren ma-
ximale Ausführungszeit (WCET) berechnet werden können.
Schließlich muss eine solche Sprache für den Entwickler intuitiv zu nutzen
sein. Eine Möglichkeit hierzu stellt eine graphische Sprache dar. Da mit dieser
Sprache die Rekonfiguration von Komponentenstrukturen spezifiziert wird, soll-
te sie auch geeignet mit der Modellierungssprache für Komponentenstrukturen
integriert sein.
Die oben dargestellten verwandten Arbeiten für die Analyse der Fehlerpropa-
gierung unterstützen nicht die regelbasierte Spezifikation der Rekonfiguration.
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Verwandte Ansätze im Bereich der Modellierung rekonfigurierbarer Architektu-
ren [TGM00, KKJD06, Gru03c, Mét98, WLF01] wie auch die bereits in derMe-
chatronic UML enthaltenen Formalismen [Krä06, Sch06, Hir08] erfüllen nur
einige der dargestellten Anforderungen und sind nicht mit Ansätzen zur Analyse
der Fehlerpropagierung integriert.
1.3 Ziel und Lösungsansatz
Ziel dieser Arbeit ist eine Gefahrenanalyse selbstoptimierender Systeme auf Basis
der Fehlerpropagierung zufälliger Fehler. Die Gefahrenanalyse unterstützt im Ge-
gensatz zu den vorgestellten verwandten Ansätzen die im vorherigen Abschnitt
beschriebenen speziellen Eigenschaften selbstoptimierender Systeme.
Voraussetzung für die Gefahrenanalyse ist eine geeignete Modellierung der
Komponentenstrukturen und deren Rekonfiguration, welche die im vorherigen
Abschnitt aufgestellten Anforderungen erfüllt, da auf diesen Modellen die Algo-
rithmen der Gefahrenanalyse arbeiten.
Im Folgenden werden die Lösungsansätze für die Modellierungssprache sowie
die darauf aufbauende Gefahrenanalyse genauer vorgestellt.
1.3.1 Modellierung der Komponentenstrukturen und deren
Rekonfiguration
Die Modellierung der Komponententypen in der Mechatronic UML wird um
das UML 2 [Obj07] Konzept der Kompositionsstrukturen (Composite Struc-
tures) erweitert. Dies ermöglicht, die in einem Komponententyp eingebetteten
Komponenten- und Portinstanzen mit Kardinalitäten zu versehen. Das gleiche
gilt auch für Konnektoren zwischen den Komponenteninstanzen, die eine Quell-
und Zielkardinalität erhalten.
Abbildung 1.2 zeigt die Spezifikation des Komponententyps eines RailCabs
für das Szenario des Konvoibetriebs des Anwendungsbeispiels. Instanzen die-
ses Komponententyps können sowohl als einzelnes Fahrzeug unter Nutzung des
Geschwindigkeitsreglers als auch in einem Konvoi fahren. Bei der Konvoifahrt
schickt das Koordinator-Fahrzeug an die folgenden Fahrzeuge Positionssollda-
ten. Diese werden von passend verbundenen Instanzen des Komponententyps
RefGen berechnet. Die nachfolgenden Fahrzeuge nutzen diese Daten für den Po-
sitionsregler. Die Komponenten zur Berechnung der Positionssolldaten sind als
Kette verbunden.
Mit dieser erweiterten Komponententypdefinition werden deklarativ viele ver-
schiedene Konfigurationen als Ausprägungen der zugehörigen Instanzen zur Lauf-
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Abbildung 1.2: Hierarchischer RailCab Komponententyp
zeit beschrieben.
Die Rekonfiguration zwischen diesen Konfigurationen wird operational mit Hil-
fe von Graphtransformationen modelliert. Dies schränkt die Menge der mögli-
chen Konfigurationen auf die durch die Ausführung der Graphtransformationen
Erreichbaren ein. Die operationale Spezifikation ermöglicht eine direkte Ausfüh-
rung der Rekonfigurationen durch eine automatische Quelltextsynthese sowie die
Berechnung der maximalen Ausführungszeit (WCET), die in mechatronischen
Systemen mit harten Echtzeiteigenschaften bekannt sein muss.
Die Graphtransformationen werden nicht wie Storydiagramme [FNTZ98,
Zün02] auf dem Metamodell der Komponenteninstanzstrukturen spezifiziert, da
dies zu komplexen Modellen führt, die zum Verständnis die Kenntnis des Meta-
modells voraussetzen. Stattdessen werden Komponentenstorydiagramme als spe-
zielle Anpassung von Storydiagrammen für hierarchische Komponentenstruktu-
ren vorgestellt, die auf Basis der annotierten konkreten Syntax der Komponen-
tenstrukturen Rekonfigurationen beschreiben.
Die resultierende Transformationssprache erfüllt die in [BCDW04] vorgestell-
ten Anforderungen an die Spezifikation von Rekonfiguration vor allem hinsicht-
lich einzelner Operationen sowie der Spezifikation von Sequenzen, Entscheidun-
gen und Schleifen. Ebenfalls ermöglicht die Transformationssprache die Spezifi-
kation typsicherer Rekonfigurationen und unterstützt hierarchische Strukturen.
Abbildung 1.3 zeigt das Komponentenstorydiagramm für die Rekonfiguration
der Komponenteninstanzstruktur des Koordinatorfahrzeugs, wenn ein zusätzli-
ches Fahrzeug dem Konvoi beitritt. Parameter sind u.a. die Position des neuen
Fahrzeugs im Konvoi sowie die Portinstanz, über die die Solldaten verschickt
werden. Das Komponentenstorydiagramm traversiert die Kette an Komponen-
teninstanzen für die Berechnung der Solldaten und fügt an der korrekten Stelle
eine neue Komponenteninstanz ein.












































int i = 1;
if(next != null) {




























Abbildung 1.3: Komponentenstorydiagramm für die Rekonfiguration des Koordi-
natorfahrzeugs, wenn ein neues Fahrzeuges in den Konvoi eintritt
Die resultierenden Auswirkungen auf die zustandsbasierten Verhaltensmodelle
und deren Verifikation werden für ähnliche Ansätze zur regelbasierten Rekonfi-
guration in [Krä06, HHG08, Hir08] betrachtet.
1.3.2 Gefahrenanalyse
Die Sicherheit wird maßgeblich durch Fehler beeinflusst. Man unterscheidet zu-
fällige und systematische Fehler [Sto96]. Zufällige Fehler entstehen durch phy-
sikalische Effekte wie Abnutzung von Bauteilen, während der Entwickler sys-
tematische Fehler, wie z.B. Fehler im Entwurf oder im Quelltext der Software,
verursacht. In dieser Arbeit werden zufällige Fehler und deren Auswirkungen
auf die Sicherheit betrachtet, indem überprüft wird, ob sie zu einer Gefahr füh-
ren können. Systematische Fehler können durch formale Verifikationsverfahren
wie Model Checking oder auch systematische Testverfahren erkannt [Lap92] und
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nachfolgend behoben werden (z.B. [Pel01, BGH+05]).
Verschiedene Techniken, die auch zufällige Fehler betrachten, werden in der
Praxis zur Analyse der Kenngrößen der Verlässlichkeit eingesetzt. Dies sind
zum Beispiel Fehlerbaumanalyse (FTA), Hazard and Operability Study (HA-
ZOP), Failure Mode Effect Analysis (FMEA), und Zuverlässigkeitsblockdiagram-
me (vgl. [Sto96]). Die dabei entwickelten Modelle werden typischerweise unab-
hängig von der Systemarchitektur erstellt und können daher von dieser abwei-
chen. Dies kann zu ungenauen oder falschen Analyseergebnissen führen, da z.B.
Fehlerpropagierungen vergessen werden können. In dieser Arbeit wird daher die
Systemarchitektur als Basis für eine Gefahrenanalyse genutzt. Eine Gefahr ist
hierbei eine Situation, die zu einem Unfall führen kann [Lev95].
Für die vorgeschlagene Gefahrenanalyse muss die Mechatronic UML um
Möglichkeiten zur Beschreibung des abstrakten Fehlerverhaltens einzelner Kom-
ponenten sowie der Konnektoren zwischen Komponenten erweitert werden. Das
Fehlerverhalten der Komponenten beschreibt im Wesentlichen, welche Fehler-
zustände innerhalb der Komponenten eintreten können, wie die Komponenten
auf die Fehlerzustände durch Ausfälle reagiert und wie Komponenten auf Aus-
fälle anderer Komponenten reagieren. Dieses wird im Weiteren Fehlerpropagie-
rungsverhalten genannt. Abbildung 1.4 zeigt die Fehlerpropagierung verschiede-
ner Fehlerzustände (e) über Ausfälle (f) innerhalb einer Komponentenstruktur.
Auf Basis der Komponenten und der spezifizierten Fehlerpropagierung sowie
der Komponentenstruktur wird in dieser Arbeit eine komponentenbasierte Ge-
fahrenanalyse [GTS04, GT06] als Erweiterung der FTA vorgestellt, welche die
Wahrscheinlichkeiten von Gefahren bzw. deren Risiken berechnet. Die Fehlerpro-
pagierung der Komponenten und die Gefahrensituationen werden mit booleschen
Formeln beschrieben.
Selbstoptimierende Systeme verändern zur Laufzeit die Komponentenstruktur,
auf der die Gefahrenanalyse beruht. Dies bedeutet, es gibt für jede Komponente
zur Laufzeit verschiedene Konfigurationen mit unterschiedlichen Strukturen der
unterlagerten Komponenteninstanzen.
Eine Gefahrenanalyse, die auf der Komponentenstruktur basiert, muss natür-
lich die durch die Selbstoptimierung entstehenden unterschiedlichen Konfigura-
tionen mitbetrachten. Es müssen so zum Beispiel die Konfigurationen identifiziert
werden, die die Sicherheitsanforderungen bzgl. der Gefahrenwahrscheinlichkeit
bzw. des Risikos verletzen. Zusätzlich ist es oft sinnvoll, nur die schlechteste
Konfiguration aus der möglicherweise großen Menge an Konfigurationen zu iden-
tifizieren, da diese dann eine obere Schranke für die Gefahrenwahrscheinlichkeit
aller Konfigurationen darstellt.
Die komponentenbasierte Gefahrenanalyse bietet daher spezielle Unterstüt-
zung für die Rekonfiguration des Systems. Basis dafür ist die oben dargestellte
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Abbildung 1.4: Fehlerpropagierung für eine Komponentenstruktur des Anwen-
dungsbeispiels
Sprache zur Spezifikation der Rekonfiguration.
1.3.3 Einbettung in den Entwicklungsprozess
Die in dieser Arbeit vorgestellten Modellierungs- und Analysetechniken müssen in
Prozesse für die Entwicklung sicherheitskritischer und mechatronischer Systeme,
wie die VDI 2206 [VDI04] und die IEC 1508 [IEC], eingebettet werden.
Abbildung 1.5 zeigt den Entwicklungsprozess der VDI-Richtlinie 2206 für me-
chatronische Systeme. Die Richtlinie unterscheidet im Entwicklungsprozess, der
durchaus iterativ durchlaufen werden kann, grundlegend drei Phasen. Die Prin-
ziplösung wird von den Experten der verschiedenen Domänen gemeinsam in der
ersten Phase entworfen. Die Prinziplösung besteht aus verschiedenen Partialmo-
dellen z.B. der Wirkstruktur und verschiedenen Verhaltensmodellen, die u.a. eine
Rekonfiguration der Wirkstruktur beschreiben. In der nächsten Phase wird die
Prinziplösung durch die Experten domänenspezifisch verfeinert. Abstrakt darge-
stellt sind dies getrennte Aktivitäten; im Detail können die Aktivitäten durchaus
von Experten verschiedener Domänen gemeinsam durchgeführt werden, wenn
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Abbildung 1.5: V-Entwicklungsmodell der VDI-Richtlinie 2206
zum Beispiel Regler in einen Softwareentwurf eingebettet werden. Als letztes
werden die Systeme wieder integriert und bzgl. der Anforderungen und der Prin-
ziplösung verifiziert und validiert.
Die in dieser Arbeit vorgestellten Modellierungs- und Analysetechniken kön-
nen in verschiedenen Phasen dieses Entwicklungsprozesses eingesetzt werden.
Die Sprache zur Modellierung von Komponentenstrukturen und deren Rekon-
figuration kann sowohl in der Prinziplösung genutzt werden, um die Struktur
des Gesamtsystems und deren Rekonfiguration (auch in den frühen Phasen) zu
beschreiben, als auch in der domänenspezifischen Phase für die Modellierung der
Software.
Die Sicherheit eines Systems muss während der gesamten Entwicklung und
auch während des Betriebs betrachtet werden [IEC]. Dementsprechend kann die
vorgestellte Gefahrenanalyse auch in allen Phasen durchgeführt werden. Die Ge-
fahrenanalyse basiert auf der Systemstruktur. Sie kann daher auch in der Prin-
ziplösung auf der Wirkstruktur inkl. Rekonfigurationen durchgeführt werden.
Wenn die Modelle dann domänenspezifisch verfeinert und nachfolgend mit den




1.4 Übersicht über die Arbeit
Im nächsten Kapitel werden die für die in der Arbeit präsentierten Inhalte benö-
tigten Grundlagen vorgestellt. Dies sind vor allem die im Bereich der Entwicklung
sicherheitskritischer Systeme relevanten Begriffe sowie Techniken zur modellba-
sierten Entwicklung selbstoptimierender Systeme.
Kapitel 3 beschreibt eine Erweiterung derMechatronic UML für die Struk-
turmodellierung um Komponententypen mit einer variablen Anzahl an unterla-
gerten Komponenteninstanzen sowie eine zugehörige Transformationssprache, die
basierend auf Graphtransformationen die Modellierung komplexer hierarchischer
Transformationen auf der unterlagerten Komponentenstruktur ermöglicht.
Die Gefahrenanalyse auf Basis der Komponentenstrukturen aus Kapitel 3 ist
Inhalt von Kapitel 4. Im ersten Teil des Kapitels werden die Modelle für das
abstrakte Fehlerverhalten der einzelnen Bestandteile der Systemarchitektur vor-
gestellt. Darauf folgend werden verschiedene Techniken der Gefahrenanalyse auf
Basis der Struktur- und Fehlerverhaltensmodelle beschrieben.
Kapitel 5 erweitert die Gefahrenanalyse des vorhergehenden Kapitels um die
spezielle Behandlung von selbstoptimierenden Systemen. Die vorgestellte Gefah-
renanalyse basiert auf der Komponentenstruktur. Wenn sich diese Komponen-
tenstruktur bei selbstoptimierenden Systemen zur Laufzeit ändert, wird dies bei
der Gefahrenanalyse geeignet mitbetrachtet.
Eine Beschreibung des Werkzeugs, welches die in den Kapiteln 3 bis 5 vorge-
stellten Techniken umsetzt, ist Inhalt von Kapitel 6. Auf dessen Grundlage wird
des Weiteren die Skalierung der Gefahrenanalyse evaluiert.
Die relevanten verwandten Arbeiten für die Modellierung von hierarchischen
Komponentenstrukturen und deren Transformation sowie die Gefahrenanalyse
werden in Kapitel 7 vorgestellt.
Die Arbeit schließt mit einer Zusammenfassung und einem Ausblick auf weitere




Intelligente, mechatronische Systeme beruhen auf dem Zusammenwirken der Do-
mänen Maschinenbau, Elektrotechnik und Informatik. Vor allem der steigende
Anteil eingebetteter Software ermöglicht es, Systeme mit einer Teilintelligenz zu
entwickeln, die auf Änderungen der Umgebung reagieren:
„Unter Selbstoptimierung eines technischen Systems wird die endoge-
ne Änderung der Ziele des Systems auf veränderte Umfeldbedingun-
gen und die daraus resultierende zielkonforme autonome Anpassung
der Parameter und ggf. der Struktur und somit des Verhaltens dieses
Systems verstanden.“ [FGK+04]
In einem System findet nach [FGK+04] genau dann Selbstoptimierung statt,
wenn durch das Zusammenwirken der enthaltenen Elemente die folgenden drei
Aktionen wiederkehrend ausgeführt werden:
1. Analyse der Ist-Situation Die in der ersten Aktion betrachtete Ist-Situation
umfasst den Zustand des Systems selbst sowie alle möglichen Beobach-
tungen über seine Umgebung. Dabei können Beobachtungen auch indirekt
durch Kommunikation mit anderen Systemen gewonnen werden. Der Zu-
stand eines Systems beinhaltet weiterhin eventuell gespeicherte zurücklie-
gende Beobachtungen. Ein wesentlicher Aspekt der Analyse ist die Prüfung
des Erfüllungsgrades der verfolgten Ziele.
2. Bestimmung der Systemziele Bei der Zielbestimmung in der zweiten Aktion
können die neuen Ziele des Systems durch Auswahl, Anpassung oder Gene-
rierung dieser gewonnen werden. Hierbei wird unter Auswahl die Selektion
einer Alternative aus einer fest vorgegebenen, diskreten, endlichen Men-
ge von möglichen Zielen verstanden. Eine Anpassung von Zielen dagegen
beschreibt die graduelle Veränderung bestehender Ziele. Von Generierung
der Ziele wird dagegen dann gesprochen, wenn diese unabhängig von den
bisher bekannten neu erzeugt werden.
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3. Anpassung des Systemverhaltens Die Anpassung des Systemverhaltens ist
durch die drei Aspekte Parameter, Struktur und Verhalten bestimmt. In
der dritten Aktion wird die abschließende Rückwirkung des Selbstoptimie-
rungskreislaufes durch Anpassung des Systemverhaltens beschrieben. Die
einzelnen Fälle der Anpassung können je nach der Ebene eines mechatro-
nischen Systems sehr unterschiedlich ausfallen. Auch die Domäne, in der
die Anpassung umgesetzt wird, spielt hierbei eine wesentliche Rolle.
Im Rahmen dieser Arbeit wird vor allem der Aspekt der Verhaltensanpassung
betrachtet. Verhalten kann durch Änderung von Parametern oder durch Ände-
rung der Systemstruktur, was im Fokus dieser Arbeit steht, angepasst werden.
Die Änderung der Struktur wird, in Bezug auf komponentenbasierte Systeme, als
Änderung der Komponentenstruktur durch Anpassung der Verbindungen zwi-
schen den Ports der Komponenten sowie dem Hinzufügen bzw. Entfernen der
Komponenten und Ports verstanden.
2.2 Verlässlichkeit
Mechatronische Systeme und damit auch selbstoptimierende Systeme werden oft
für sicherheitskritische Aufgaben eingesetzt, wie in Autos, Flugzeugen und Indus-
trieanlagen. Diese Systeme müssen daher verlässlich funktionieren. Der Begriff
der Verlässlichkeit (dependability) [Lap92, ALRL04] ist ein Grundkonzept, um
solche Systeme hinsichtlich verschiedener Aspekte zu charakterisieren.
Im Folgenden wird Verlässlichkeit in den unterschiedlichen für diese Arbeit
relevanten Aspekten und Begriffen erläutert. Bezüglich der deutschen Begriffe
gibt es verschiedene Übersetzungen; für diese Arbeit werden die Übersetzungen
aus [DHK+08] genutzt.
Laprie klassifiziert das Konzept der Verlässlichkeit, wie in Abbildung 2.1 dar-
gestellt, in drei Aspekte: Kenngrößen, Beeinträchtigungen und Mittel, um Ver-
lässlichkeit zu erreichen.
Fehlerursachen, Fehlerzustände und Ausfälle beeinträchtigen die Verlässlich-
keit des Systems. Sie sind oftmals unerwünscht, aber nicht unerwartet. Mittel,
wie Fehlertoleranz, werden genutzt, um die Auswirkungen der Beeinträchtigun-
gen auf die Verlässlichkeit zu vermeiden. Schlussendlich werden die Kenngrößen
genutzt, um erwartete Eigenschaften eines verlässlichen Systems zu formulieren.
Die Verlässlichkeit hat die folgenden Kenngrößen:



















Abbildung 2.1: Verlässlichkeitsbaum nach Laprie
• Zuverlässigkeit (reliability): Verlässlichkeit mit Bezug auf die Kontinuität
der Leistung – Überlebenswahrscheinlichkeit [Lap92].
• Sicherheit (safety): Verlässlichkeit mit Bezug auf das Nichtauftreten von
kritischen Ausfällen [Lap92]; Sicherheit ist die Eigenschaft eines Systems,
menschliches Leben oder die Umwelt nicht zu gefährden [Sto96]; Sicherheit
ist die Freiheit von Unfällen oder Verlusten [Lev95].
• Vertraulichkeit (security): Verlässlichkeit mit Bezug auf die Verhinderung
von nicht autorisiertem Zugriff und/oder Behandlung von Informationen
[Lap92].
2.2.1 Sicherheit
Diese Arbeit beschäftigt sich vor allem mit sicheren Systemen. Bei der Ent-
wicklung sicherer Systeme wird versucht, weitestgehend Unfälle (accidents) und
damit deren Folgen auszuschließen.
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Ein Unfall ist ein unerwünschtes und ungeplantes (aber nicht notwendigerweise
unerwartetes) Ereignis, welches in einem definierten Verlust resultiert [Lev95].
Um Unfälle zu verstehen und nachvollziehen zu können, müssen der Zustand
oder die Eigenschaften des Systems in Zusammenhang mit Eigenschaften der
Umgebung betrachtet werden, die zwangsläufig zu diesem Unfall führen. Dieser
Zustand und die Eigenschaften des Systems und dessen Umgebung wird Gefahr
(hazard) genannt [Lev95]. Eine Gefahrenanalyse bestimmt also die Zustände und
Eigenschaften, die zum Unfall führen. Dies beinhaltet auch die Wahrscheinlich-
keit für das Eintreten dieser Gefahr.
Neben der Gefahrenwahrscheinlichkeit ist auch der zugehörige Schaden wich-
tig für die korrekte Einschätzung der Gefahrensituation. Diese Kombination von
Gefahrenwahrscheinlichkeit und Schaden durch den Unfall wird mit Risiko be-
zeichnet.
2.2.2 Beeinträchtigungen
Beeinträchtigungen gefährden die Verlässlichkeit der Systeme. Laprie [Lap92]
unterscheidet Fehlerursachen (faults), Fehlerzustände (errors) und Ausfälle eines
Systems (failures):
• Fehlerursache (fault): Anerkannte oder hypothetische Ursache für einen
Fehler.
• Fehlerzustand (error): Teil des Systemzustandes, der dafür verantwortlich
ist, dass ein Ausfall auftritt. Offenbarung einer Fehlerursache im System.
• Ausfall (failure): Abweichung der erbrachten Leistung von der in der Sys-
temspezifikation geforderten Leistung.
Die Fehlerpathologie nach Laprie ordnet die verschiedenen Fehlerarten in eine
kausale Reihenfolge (s. Abbildung 2.2) ein. Eine Fehlerursache ist die grundle-
gende Ursache für die folgenden Ereignisse. Sie kann z.B. ein Programmfehler
oder ein Materialfehler sein. Eine Aktivierung der Fehlerursache resultiert in ei-
nem Fehlerzustand, einer Abweichung des Systemzustands von dem korrekten
Zustand. Führt ein Fehlerzustand zu einer Abweichung des Verhaltens an der
Schnittstelle des Systems zur Umgebung, wird von einem Ausfall des Systems
gesprochen. Dieser Ausfall kann dann wieder zu einer Fehlerursache in verbun-
denen Systemen führen.
Man unterscheidet systematische und zufällige Fehlerursachen [Lap92]. Syste-
matische Fehlerursachen führen immer zu einem Fehlerzustand, wenn eine be-




immer auf, wenn die betreffende Zeile ausgeführt wird. Im Unterschied dazu kön-
nen für physikalische Fehler, zum Beispiel Fehler durch Abnutzung oder durch
physikalische Effekte, oftmals Wahrscheinlichkeiten und zugehörige Verteilungen
für das Auftreten des Fehlerzustands angegeben werden.
In [FMNP94, MP94] werden die verschiedenen Fehlerarten noch zusätzlich
über ihre Eigenschaft typisiert. Diese Typisierung ermöglicht, die unterschiedli-
chen Auswirkungen der Fehler auf das System und weitere Systeme zu betrach-
ten. In der Literatur werden die folgenden Typen unterschieden, die aber je nach
Anwendung verfeinert werden können:
• Diensterbringung (service provision): Auslassung (omission), Unerwartet
(commission)
• Zeit (timing): zu früh (early), zu spät (late)
• Wert (value): geringfügige Abweichung (subtle incorrect), große Abwei-
chung (coars incorrect)
Die oben dargestellten Charakteristika von Fehlern sind für diese Arbeit rele-
vant. Eine weitergehende Taxonomie von Fehlern aufbauend auf [Lap92] wird in
[ALRL04] vorgestellt, deren zusätzliche Details für diese Arbeit allerdings nicht
relevant sind.
2.2.3 Fehlerbaumanalyse
Die Fehlerbaumanalyse (Fault-Tree-Analysis FTA) [VGRH91] ist eine klassische,
deduktive Technik zur Gefahrenanalyse sicherheitskritischer Systeme. Startend
mit der Gefahr als Wurzel des Baums, dem so genannten Topereignis, werden
die Ereignisse oder Zustände, die zur Gefahr führen rekursiv verfeinert und mit
booleschen Operatoren wie Und und Oder verknüpft.
Der Baum wird verfeinert, bis an allen Blättern des Baumes Basisereignisse
angegeben sind, die nicht mehr weiter verfeinert werden. Diese sind die Ursachen
für die Gefahr. Die Blätter des Baumes ergeben zusammen mit den booleschen
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Abbildung 2.3: Einfacher Fehlerbaum für die Gefahrensituation, dass ein Fahr-
zeug in einem Konvoi eine falsche Geschwindigkeit hat, die zu
einem Auffahrunfall führt.
Operatoren eine boolesche Formel. Wichtig ist, dass die Basisereignisse unab-
hängig voneinander sind.
Abbildung 2.3 zeigt einen stark vereinfachten Fehlerbaum für die Gefahr, dass
ein Fahrzeug in einem Konvoi eine falsche Geschwindigkeit hat. Dies führt zu
einem Auffahrunfall. Die Gefahr tritt auf, wenn der Geschwindigkeitssensor ei-
nes der Fahrzeuge falsche Daten liefert; das hintere Fahrzeug z.B. in Wahrheit
schneller fährt, als durch eine Abstandsregelung vorgegeben. Wenn zum anderen
durch die Funkverbindung zwischen den Fahrzeugen die Positionsvorgaben ver-
fälscht werden, nimmt das hintere Fahrzeug durch die Positionsregelung falsche
Positionen ein, was auch zu der Gefahr führt.
Bei der qualitativen Analyse eines Fehlerbaums ist der Begriff des minimal
cut set ein wichtiges Hilfsmittel. Ein cut set ist eine Menge der Basisereignisse,
deren gemeinsames Auftreten, dazu führt, dass das Topereignis, also die Gefahr,
auftritt. Ein cut set wird als minimal bezeichnet, wenn keine Basisereignisse aus
dem cut set entfernt werden können, ohne dass die Menge der Basisereignisse
nicht mehr ein cut set ist. Für den oben dargestellten Fehlerbaum gibt es drei
minimale cut sets, die jeweils aus einem der Basisereignisse bestehen.
Ein Fehlerbaum kann auch quantitativ analysiert werden. Hier wird die Wahr-
scheinlichkeit des Auftretens des Topereignisses auf Basis der Wahrscheinlichkei-
ten der Basisereignisse berechnet. Gegeben seien die Wahrscheinlichkeiten p(qi)
für die Basisereignisse qi.
Sind die Basisereignisse qi ∈ {q1, . . . , qn} mit einem Und verbunden, ergibt
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Für ein einzelnes minimal cut set ist ebenfalls Formel 2.1 zu benutzen, da alle
Basisereignisse eines minimal cut sets gemeinsam eintreten müssen, also durch
Und verbunden sind.
Für alle minimal cut sets Q˘i ∈ {Q˘1, . . . , Q˘m} eines Fehlerbaums kann eine obe-
re Abschätzung der Wahrscheinlichkeit des Topereignisses auf Basis der einzelnen






Beim Entwurf selbstoptimierender Systeme stellt die eingebettete Software einen
großen Teil der Wertschöpfung dar. Sie ist daher zu einem großen Teil für die
Verlässlichkeit des Gesamtsystems verantwortlich. Typischerweise werden Rege-
lungen oder Steuerungen in Software umgesetzt. Durch die starke Vernetzung
selbstoptimierender Systeme [SW07], wie auch in [BSDB00] für mechatronische
Systeme bereits beschrieben, wird Software auch zur nachrichtenbasierten Kom-
munikation und Koordination zwischen den einzelnen verteilten selbstoptimie-
renden Systemen eingesetzt. Diese Kommunikation geht über die Aufnahme von
System- und Umweltdaten durch Sensorik hinaus. Hier werden ggf. komplexe
Zustandsinformationen über entsprechende Protokolle und zugrunde liegende
Kommunikationskanäle ausgetauscht, die dann wieder das Verhalten bzw. die
zugrunde liegenden Berechnungen der einzelnen Komponenten massiv beeinflus-
sen können. Diese Entwicklung führt zu äußerst komplexer hybrider (diskreter /
kontinuierlicher) Software.
Um die Komplexität zu beherrschen, werden oftmals Techniken zur modellba-
sierten Entwicklung der Software eingesetzt [Fav05]. In Modellen werden Struk-
tur und Verhalten der Software spezifiziert. Hierbei wird von Implementierungs-
details wie Betriebssystem, Hardwarearchitektur etc. abstrahiert, um das Modell
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möglichst klein und übersichtlich zu halten. Beispiele für Strukturmodelle sind
UML Klassendiagramme [Obj07], Bäume und Graphen [CSRL01]. Das Verhal-
ten wird beispielsweise mit Automaten, Statecharts [Har87] und Petri-Netzen
[Rei85, MBC+95] modelliert. Diese Modelle werden dann in Bezug auf funktio-
nale und nicht-funktionale Anforderungen überprüft. Wenn die Anforderungen
erfüllt sind, können wie im MDA-Ansatz [Obj01] die Modelle um Implementie-
rungsdetails erweitert oder direkt Quelltext generiert werden. Der Quelltext muss
dabei das Modell semantisch korrekt umsetzen.
Die Mechatronic UML ist eine Modellierungssprache mit zugehöriger Ent-
wicklungsmethodik für die modellbasierte Entwicklung der Software selbstop-
timierender Systeme. Die Struktur dieser Systeme wird mit domänenspezifisch
verfeinerten UML Komponentendiagrammen auf Basis der OCM Architektur
spezifiziert. Verhalten wird mit Real-Time Statecharts, einer domänenspezifi-
schen Verfeinerung der UML state machines um Syntaxkonstrukte der Timed
Automata zur Spezifikation von harten Echtzeiteigenschaften, modelliert.
Für den Architekturentwurf selbstoptimierender Systeme wurde das OCM ent-
wickelt [OHG04, HOG04] (s. Abbildung 2.4). Den verschiedenen Aspekten der
Software in selbstoptimierenden Systemen wurde durch die Aufteilung des OCM
in den Controller für die kontinuierliche Regelung unter harten Echtzeitbedin-
gungen, den reflektorischen Operator für die Konfigurationssteuerung und die
Kommunikation mit anderen OCMs ebenfalls unter harten Echtzeitbedingungen
und den kognitiven Operator für die Optimierung mit weichen Echtzeitanforde-
rungen Rechnung getragen. Für das OCM wurde dabei ein Komponenten- und
Schnittstellenbegriff als Verfeinerung der UML entwickelt, der den Eigenschaften
selbstoptimierender Systeme sowie der Domäne entspricht.
DerMechatronic UML liegen Dekomposition und Abstraktion als Konzepte
zur Beherrschung der Komplexität zu Grunde. Beide Aspekte werden im mus-
terbasierten Entwurfsansatz eingesetzt. Echtzeitkoordinationsmuster beschreiben
die Koordination verschiedener Teilsysteme, Rollen genannt, auf einer abstrakten
Ebene und werden bzgl. Sicherheitseigenschaften formal verifiziert. Der reflekto-
rische Operator eines OCMs verfeinert die Rollen verschiedener Echtzeitkoordi-
nationsmuster und fügt anwendungsspezifisches Verhalten hinzu. Wenn nun auch
der reflektorische Operator die spezifizierten Sicherheitseigenschaften erfüllt, was
ebenfalls durch eine formale Verifikation nachgewiesen wird, garantiert der ent-
wickelte kompositionale Ansatz die Einhaltung der Sicherheitseigenschaften für
das Gesamtsystem, ohne dass das Gesamtsystem formal verifiziert werden muss
[GTB+03]. Die Echtzeitkoordinationsmuster ermöglichen daher die Dekomposi-
tion des Gesamtsystems in einzeln zu modellierende und zu verifizierende Teile.
Das Echtzeitverhalten der Rollen und des reflektorischen Operators eines











































































Abbildung 2.4: Das Operator-Controller-Modul (OCM) als Architektur für
selbstoptimierende Systeme
eine Übersetzung auf Extended Hierarchical Timed Automata und nachfolgend
auf Timed Automata [GB03] ermöglicht die formale Verifikation durch Model-
checking.
Des Weiteren wird die Integration der (kontinuierlichen) Modelle zur Regelung
und Steuerung mit den diskreten Modellen unterstützt. Die Mechatronic UML
ermöglicht die Modellierung von hierarchischen Rekonfigurationen zwischen ver-
schiedenen Konfigurationen (z.B. Reglerstrukturen) der Software zur Laufzeit
mit Hybriden Rekonfigurationscharts [GBSO04]. Auch die Einbettung und Re-
konfiguration zwischen verschiedenen Konfigurationen wird formal verifiziert. Es
existiert eine Quelltextsynthese für die automatische Generierung von Quelltext
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aus den Modellen. Der erzeugte Quelltext setzt die spezifizierten Echtzeiteigen-
schaften korrekt um.
Im Folgenden werden die einzelnen Schritte und Modellierungssprachen an-
hand der Beispiele aus [GHH+08] erläutert.
2.3.1 Real-Time Statecharts
Das Verhalten mechatronischer Systeme besteht im reflektorischen Operator vor
allem aus zustandsbasiertem harten Echtzeitverhalten. Zur Modellierung die-
ses Verhaltens sind die UML state machines nicht geeignet, da sie nur unzu-
reichende Syntaxelemente für die Modellierung von Echtzeiteigenschaften besit-
zen [Bur02, GB03]. Real-Time Statecharts erweitern die UML state machines
um Syntaxelemente der Timed Automata [AD94] wie Synchronisationskanäle,
Clocks, Time Guards und Invarianten. Des Weiteren werden, im Unterschied zu
anderen Ansätzen [Obj07, LQV01, BLM02, DMY02], mit Hilfe von Deadlines
Zeitdauern für das Schalten einer Transition definiert. Somit wird nicht die Null-
Zeit-Annahme getroffen, die in harten Echtzeitsystemen nicht umgesetzt werden
kann.
Die Semantik von Real-Time Statecharts wird durch eine Übersetzung auf Ex-
tended Hierarchical Timed Automata formal definiert, die wiederum in Timed
Automata übersetzt werden [GB03]. Aus Real-Time Statecharts wird, wie in
[BGS05b] beschrieben, automatisch Java-RT [Dib02] bzw. C++ Quelltext (auf
Basis des IPANEMA-Frameworks [Hon98]) generiert, der die spezifizierten Echt-
zeiteigenschaften einhält.
2.3.2 Echtzeitkoordinationsmuster
Echtzeitkoordinationsmuster bestehen aus Rollen und Konnektoren zwischen die-
sen. Das Verhalten der einzelnen Rollen wird mit Real-Time Statecharts beschrie-
ben. Das Verhalten des Konnektors modelliert QoS-Eigenschaften wie z.B. Verzö-
gerung, verlorene und veränderte Nachrichten; dies wird ebenfalls mit Real-Time
Statecharts spezifiziert.
Das Verhalten der Rollen enthält typischerweise Nichtdeterminismus, damit
das Muster in verschiedenen Situationen eingesetzt werden kann. Nichtdetermi-
nismus wird vor allem hinsichtlich der Zeit sowie bzgl. des Schaltens mehrerer
aktivierter Transitionen eingesetzt.
Abbildung 2.5 zeigt das Echtzeitkoordinationsmuster für die Konvoikommuni-
kation zweier Fahrzeuge. Das Muster besteht strukturell aus zwei Rollen RearRole
und FrontRole. Erstere steht für das hinten in einem Konvoi fahrende Fahrzeug,






























Abbildung 2.5: Echtzeitkoordinationsmuster für die Konvoikommunikation zwei-
er Fahrzeuge
Die Verhaltensmodelle beschreiben die Kommunikation dieser beiden Rollen
bzgl. der Bildung und der Auflösung eines Konvois. Wichtig ist, dass nur das
Kommunikationsprotokoll beschrieben wird und nicht die Entscheidung, ob ein
Konvoi gebildet wird. Grund dafür ist, dass diese Entscheidung applikations-
spezifisch ist, so dass erst bei der Anwendung des Echtzeitkoordinationsmusters
das Verhalten für diese Entscheidung durch eine entsprechende Verfeinerung des
Echtzeitkoordinationsmusters modelliert wird.
Neben den Verhaltensmodellen werden für Echtzeitkoordinationsmuster sicher-
heitskritische Eigenschaften zum Beispiel in RT-OCL [GTB+03] oder ATCTL
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[Hir04] spezifiziert. Es wird dann mittels Modelchecking (z.B. mit den Model-
checkern Raven [Ruf01] oder UPPAAL [BBD+02]) formal verifiziert, ob das spe-
zifizierte Echtzeitverhalten der Rollen und Konnektoren die Eigenschaften erfüllt.
Für das dargestellte Muster muss gelten, dass niemals die Situation vorkommen
darf, dass das vordere Fahrzeug nicht im Konvoimodus ist (Zustand noConvoy)
während das hintere Fahrzeug im Konvoimodus (Zustand convoy) ist, um einen





Es wurde in [GTB+03, GST+03] gezeigt, dass für das oben dargestellte Muster
diese Eigenschaft erfüllt ist.
Alle entworfenen Echtzeitkoordinationsmuster werden in einer Musterbiblio-
thek zur weiteren Verwendung abgelegt.
2.3.3 Komponenten
Auf Basis der Echtzeitkoordinationsmuster werden die einzelnen Komponenten-
typen1 des Systems entwickelt. Dies geschieht, indem einzelne Rollen aus den
(bereits verifizierten) Mustern jeweils als Ports für die Komponente verfeinert
werden. Dies beinhaltet neben dem strukturellen Aspekt, dass auch das Echt-











Abbildung 2.6: Komponententyp RailCab
1In dieser Arbeit wird aus Gründen der besseren Lesbarkeit allgemein von Komponenten ge-




Abbildung 2.6 zeigt den Komponententyp RailCab, der die Rollen RearRole und
FrontRole des oben vorgestellten Echtzeitkoordinationsmusters als Ports über-
nimmt.
Kapselung durch die Einbettung von Komponenteninstanzen in andere Kom-
ponenten ist als Mittel zur Komplexitätsbeherrschung großer komponenten-
basierter Systeme wichtig. Die eingebetteten Komponenten sind hierbei nur in-
nerhalb der umgebenden Komponente bekannt; sie sind nicht von außerhalb
erreichbar. Diese Einbettung kann mehrfach durchgeführt werden, so dass sich
insgesamt eine hierarchische Komponentenstruktur ergibt.
Die Mechatronic UML erlaubt eine Modellierung dieser hierarchischen Kompo-
nenten, indem in einen Komponententyp eine Menge von Instanzen andere Kom-
ponententypen eingebettet werden können. Abbildung 2.6 zeigt, dass der Kom-
ponententyp RailCab zwei eingebettete Komponenteninstanzen zur Geschwindig-
keitsregelung (:Velocity Controller) und Abstandskontrolle (:Distance Controller) ent-
hält, die genutzt werden können, je nachdem ob ein RailCab im Konvoi fährt oder
nicht.
Das Echtzeitverhalten der Ports kann verfeinert werden. Dies bedeutet im
Wesentlichen, dass der oben angesprochene Nichtdeterminismus aufgelöst wird.
Dies wird üblicherweise in Verbindung mit einem, so genannten, Synchronisati-
onsstatechart durchgeführt. Dieses Statechart kommuniziert über Synchronisa-
tionskanäle mit den Statecharts der Ports. Dies ermöglicht, das aus den Rollen
übernommene Echtzeitverhalten in Grenzen anzupassen. Wichtig ist hierbei, dass
zwischen den Real-Time Statecharts der Ports und der Rollen die syntaktische
und semantische Verfeinerungsbeziehung aus [GTB+03] erfüllt ist.
Abbildung 2.7 zeigt das Real-Time Statechart für den Komponententyp Rail-
Cab. Dieses Statechart besteht aus den zwei verfeinerten Rollen FrontRole und
RearRole des oben dargestellten Echtzeitkoordinationsmusters sowie dem Syn-
chronisationsstatechart. Die Verfeinerung der Rollen besteht darin, dass die Ent-
scheidung, ob ein Konvoi gebildet bzw. aufgelöst wird, was im Muster noch offen
gehalten wurde, nun durch interne Kommunikation mit dem Synchronisations-
statechart getroffen wird. Diese Entscheidung wird im Beispiel dahingehend ge-
troffen, dass zum einen nur Konvois von zwei Fahrzeugen gebildet werden, also
ein RailCab entweder vorne oder hinten fährt, und zum anderen eine boolesche
Variable convoyUseful überprüft wird. Diese wird vom kognitiven Operator ge-
setzt.
Das Verhalten des Komponententyps, bestehend aus den Statecharts der Ports
und dem Synchronisationsstatechart, wird dann, analog zur Verifikation der
Echtzeitkoordinationsmuster, hinsichtlich Sicherheitseigenschaften sowie Freiheit
von Deadlocks formal verifiziert.
Wenn ein System, bestehend aus Instanzen der Komponententypen, syntak-
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Abbildung 2.7: Real-Time Statechart Beispiel
tisch korrekt hinsichtlich der Ports erstellt wurde, alle Echtzeitkoordinationsmus-
ter und alle Komponententypen die spezifizierten Eigenschaften erfüllen sowie die
Verfeinerungsbeziehung zwischen den Ports und und den zugehörigen Rollen er-
füllt ist, dann erfüllt das System die Eigenschaften ebenfalls [GTB+03, GST+03].
Dies bedeutet, dass nicht das ganze System auf einmal hinsichtlich der Eigen-
schaften verifiziert werden muss. Die Eigenschaften werden also kompositional
verifiziert. Es ergibt sich somit eine bessere Skalierung bei der Verifikation großer
Softwaresysteme [GST+03].
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2.3.4 Hybride Rekonfigurationscharts
Selbstoptimierende Systeme passen ihr Verhalten in Reaktion auf Änderungen
der Umgebung oder der Ziele an (vgl. Abschnitt 2.1). Eine Möglichkeit zur Ver-
haltensänderung ist die Strukturanpassung durch Rekonfiguration. In Bezug auf
die in der Mechatronic UML genutzte komponentenbasierte Strukturmodellie-
rung bedeutet dies, dass die Komponentenstruktur angepasst wird.
Zur Modellierung dieser Rekonfiguration wird das spezifizierte Echtzeitver-
halten um Annotationen bzgl. der in den einzelnen Zuständen aktiven unterla-
gerten Komponenteninstanzstrukturen ergänzt. Dies betrifft typischerweise das
Synchronisationsstatechart.
Abbildung 2.8: Ausschnitt der Erweiterung des Real-Time Statecharts um Re-
konfiguration; es resultiert ein Hybrides Rekonfigurationschart
Abbildung 2.8 zeigt das Synchronisationsstatechart des bereits in Abbildung
2.7 dargestellten Echtzeitverhaltens des RailCab Komponententyps, welches um
Informationen bzgl. der unterlagerten Komponenteninstanzen ergänzt wurde. So
nutzt ein RailCab nur den Geschwindigkeitsregler, wenn es alleine (Zustand no-
Convoy) oder als vorderes Fahrzeug in einem Konvoi fährt (Zustand convoyFront).
Wenn es allerdings hinten in einem Konvoi fährt (Zustand convoyRear), wird zu-
sätzlich der Abstandsregler genutzt.
2.4 Story Driven Modeling
Ein großer Anteil des Verhaltens einer Software beschäftigt sich oftmals mit
Datenstrukturen und deren Änderung. Bei selbstoptimierenden Systemen betrifft
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dies zum Beispiel die Komponentenstrukturen und deren Rekonfiguration zur
Verhaltensanpassung. Graphen und Graphtransformationen [Roz97] bieten sich
als Formalismen dafür an.
Eine Graphtransformation besteht aus zwei Teilgraphen, der linken Regelseite
(LHS) und der rechten Regelseite (RHS). Bei der Anwendung einer Graphtrans-
formation wird die LHS durch einen Morphismus auf einen Wirtsgraph abgebil-
det. Wenn eine Abbildung möglich ist, wird der Wirtsgraph so geändert, dass
danach die RHS durch einen Morphismus abgebildet werden kann (Knoten und
Kanten, die sowohl in der LHS als auch der RHS enthalten sind, müssen in beiden
Fällen auf die selben Knoten bzw. Kanten abgebildet werden). Die Anpassung
des Wirtsgraphs geschieht dabei durch das Erzeugen sowie Löschen von Knoten
und Kanten. Elemente, die nur in der LHS enthalten sind, werden bei der An-
wendung gelöscht, während Elemente, die nur in der RHS enthalten sind, bei der
Anwendung erzeugt werden.
Neben einfachen Graphen wurden Graphtransformationen auch für attribu-
tierte und typisierte Graphen definiert (z.B. in PROGRES [SWZ95]). Auf Basis
dieser Arbeiten wurde durch eine Verfeinerung der UML Story Driven Modeling
(SDM) [FNT98, Zün02] entwickelt, welches Graphtransformationen für objekt-
orientierte Programme unterstützt. Story Driven Modeling nutzt UML Klassen-
diagramme zur Spezifikation von Struktur und Storydiagramme zur Spezifikation
von Strukturänderungen.
Neben der Möglichkeit Änderungen der Objektstrukturen formal zu spezifi-
zieren, ist ein weiteres Ziel von SDM aus diesen Spezifikationen automatisch
Quelltext zu generieren [KNNZ99]. Dies ist derzeit sowohl für Java als auch für
C++ sowie für die Ausführung des Quelltextes in Nichtechtzeitsystemen bzw. in
harten Echtzeitsystemen möglich [FNT98, Sei05].
2.4.1 Klassendiagramme
Klassendiagramme werden zur Spezifikation der Klassen inkl. Attribute und Me-
thoden sowie deren Beziehungen wie Generalisierung, Assoziation, Komposition,
Referenz genutzt. In Bezug auf Graphtransformationen wird in SDMmit Klassen-
diagrammen der Typgraph für die Instanzgraphen und Graphtransformationen
spezifiziert.
Abbildung 2.9 zeigt einen Ausschnitt des Metamodells der Komponentenin-
stanzstrukturen, welches im Detail in Kapitel 3 vorgestellt wird. Es zeigt die Me-
taklassen Instance und ComponentInstance, die durch Anwendung des Composite
Entwurfsmusters [GHJV94] (Generalisierung und zu-* Assoziation) ermöglichen,
hierarchische Komponenteninstanzstrukturen zu modellieren.
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Abbildung 2.9: Ausschnitt aus dem Metamodell der Komponenteninstanzen (s.
Abbildung 3.13)
2.4.2 Storypatterns
Mit einem Storypattern wird das Erzeugen und Anpassen von Objektstruktu-
ren, also Instanzen der oben genannten Klassen sowie Links zwischen diesen,
modelliert.
Storypatterns basieren auf UML 1.x Kollaborationsdiagrammen. UML Kol-
laborationsdiagramme werden genutzt, um Objektstrukturen, also Objekte und
Links zwischen diesen, zu modellieren. Um Verhalten zu modellieren, wie zum
Beispiel das Suchen nach der Objektstruktur und Änderungen wie Erzeugen und
Löschen von Kanten, können in einem Kollaborationsdiagramm Methodenauf-
rufe annotiert werden. Für größere Objektstrukturen und mehrere Änderungen
müssen viele Methodenaufrufe spezifiziert werden, so dass die Wartbarkeit der
Modelle sinkt [Zün02]. Um diesem Problem entgegen zu wirken, werden Kon-
zepte der Graphtransformationen auf Kollaborationsdiagramme angewendet, so
dass sich eine klarere Verhaltensspezifikation ergibt.
Die Elemente des Kollaborationsdiagramms werden für Storypatterns mit Ste-
reotypen versehen, je nachdem, ob sie nur in der LHS (destroy) oder nur in der
RHS enthalten sind (create). Ist ein Element sowohl in LHS als auch in RHS
enthalten, erhält es keinen Stereotyp. Hierdurch kombiniert ein Storypattern die
LHS und die RHS einer Graphtransformation in einem einzelnen Graphen.
Abbildung 2.10 zeigt im oberen Teil ein Storypattern, welches eine neue Kom-
ponenteninstanz newGen erzeugt und in eine bereits existierende Komponenten-
instanz railcab als Kind einbettet. In der Mitte der Abbildung wird die Aufteilung
des Storypatterns in LHS und RHS dargestellt. Während das Objekt railcab so-
wohl Teil der LHS als auch der RHS ist, ist das zu erzeugende Objekt newGen und
der Link zum Objekt railcab nur Teil der RHS. Im unteren Teil der Abbildung
wird die Bindung der Objekte aus der LHS sowie der RHS auf die Objektstruktur
vor und nach der Ausführung des Storypatterns dargestellt.
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Abbildung 2.10: Storypattern für die Erstellung einer neuen Komponentenin-
stanz
2.4.3 Storydiagramme
Einzelne Storypattern werden als Aktivitäten in verfeinerte UML 1.x Aktivi-
tätsdiagramme eingebettet. Dies führt dazu, dass Sequenzen von Storypatterns
inkl. Schleifen sowie Entscheidungen modelliert werden können. UML Aktivi-
tätsdiagramme bestehen aus einzelnen Aktivitäten, die durch Kontrollflusskan-
ten verbunden sind. Da aus Storydiagrammen automatisch Quelltext generiert
wird, werden Einschränkungen für den Kontrollfluss getroffen, der garantiert,
dass Storydiagramme nur mit Hilfe von Schleifen (while) und Bedingungen (if)
in Quelltext umgesetzt werden können. Der resultierende Quelltext ist dadurch
wartbarer [Zün02].
Abbildung 2.11 zeigt die Graphgrammatik aus [Zün02] für den wohlgeformten
Kontrollfluss eines Storydiagramms. Beginnend mit dem oben links dargestellten
Startgraph werden die drei Graphersetzungsregeln für (a) Schleifen, (b) Sequenz
von Aktivitäten und (c) Entscheidungen bzw. Abzweigungen ausgeführt, um das
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(b) Sequenz (c) Abzweig / Entscheidung
a1 ::= a1
(a) Schleife
Abbildung 2.11: Graphgrammatik aus [Zün02] eines wohlgeformten Kontrollflus-
ses
gewünschte Storydiagramm zu erzeugen. [Kle99] enthält eine detaillierte Version
der oben dargestellten Graphgrammatik.
Für die komplette Syntax und formale Semantik von Story Driven Modeling







In den Grundlagen wurde dieMechatronic UML zur Spezifikation der Struk-
tur und des Verhaltens mechatronischer Systeme vorgestellt. Die Architek-
tur mechatronischer Systeme wird typischerweise komponentenbasiert entworfen
[SZ04, Szy98, Gru03c, MDK94, GMW00]. Daher werden Komponenten in der
Mechatronic UML als grundlegende Elemente zur Spezifikation der Struktur
und damit der Architektur mechatronischer Systeme genutzt.
DieMechatronic UML unterscheidet zwischen Komponententypen und de-
ren Instanzen. Im Besonderen ermöglicht die Mechatronic UML die Definiti-
on der Struktur von Komponententypen als eine Komposition von unterlagerten
Komponenteninstanzen [Bur06, BGT05]. Welche dieser Komponenteninstanzen
in verschiedenen Situationen aktiv sind, wird mit Hybriden Rekonfigurations-
charts [Bur06, BGT05] spezifiziert. Die Menge aktiver Komponenteninstanzen












Abbildung 3.1: Regelung eines RailCab Konvois
In [BGT05] wurde die Echtzeitkoordination und die Regelung für Konvois
aus RailCabs (s. Abbildung 3.1) mit der Mechatronic UML modelliert. Das
Modell enthält die Komponenten eines RailCabs für die Regelung der Geschwin-
digkeit sowie der Position. In einem Hybriden Rekonfigurationschart wurde mo-
delliert, welche Regelungskomponenten aktiv sind, je nachdem ob ein Fahrzeug
vorne oder hinten in einem Konvoi beziehungsweise alleine fährt.
33
3 Modellierung rekonfigurierbarer Architekturen
Die Regelung eines RailCab-Konvois beinhaltet neben der beschriebenen Ge-
schwindigkeitsregelung eine Positionsregelung, um eine stabile Regelung des Kon-
vois zu erreichen [HVB+05, HTS+08b, HTS+08a]. Ein Koordinator eines Konvois
(im Folgenden füllt das führende Fahrzeug diese Rolle aus) versendet dabei kon-
tinuierlich Sollpositionen an jedes einzelne Fahrzeug [GHH+06].
Für die Softwarearchitektur bedeutet dies, dass die Berechnung und das Ver-
senden dieser Sollpositionen durch zusätzliche Komponenten im führenden Fahr-
zeug realisiert werden müssen. Die Berechnung der Sollposition kann, wie in
[BG05, TH07, THHO08] beschrieben, für jedes nachfolgende Fahrzeug durch ei-
ne eigene Komponente im Koordinatorfahrzeug durchgeführt werden. Um dies
für Konvois mit bis zu n Fahrzeugen mit der bisherigen Modellierung mit der
Mechatronic UML umzusetzen, müssten prinzipiell n + 1 Zustände im Hy-
briden Rekonfigurationschart eines RailCabs modelliert werden: n− 1 Zustände
um als führendes Fahrzeug die Sollpositionen für die folgenden Fahrzeuge zu be-
rechnen und zu versenden (jeweils einen Zustand für einen Konvoi der Länge
2 . . . n) sowie einen Zustand als folgendes Fahrzeug in einem Konvoi beliebiger
Länge und einen Zustand für die Alleinfahrt. Dies führt dazu, dass die benötigten
Modelle sehr groß und unübersichtlich werden.
Um dieses Problem zu beheben, wurde in [BG05] skizziert, wie Graphtransfor-
mationen genutzt werden können, um in den Hybriden Rekonfigurationscharts
nicht alle Konfigurationen einzeln aufzuzählen, sondern stattdessen zu beschrei-
ben, wie die unterlagerte Komponentenstruktur regelbasiert transformiert wer-
den muss, wenn ein zusätzliches Fahrzeug zum Konvoi hinzustößt. Im Rahmen
von [TH07, THHO08] wurde diese Idee aufgegriffen und mit den Komponen-
tenstorydiagrammen eine Transformationssprache inkl. einer erweiterten Typ-
definition für Komponenten in der Mechatronic UML auf Basis der UML
Kompositionsstrukturen [Obj07] skizziert.
Die hierarchische Spezifikation der Komponententypen definiert deklarativ ei-
ne Menge an möglichen Komponenteninstanzstrukturen. Mit Komponentensto-
rydiagrammen wird dann operational beschrieben, wie ausgehend von einem
Startgraph die Konfigurationen durch Ausführung einzelner Rekonfigurationen
erreicht werden. Dies schränkt zum einen die Menge der möglichen Konfiguratio-
nen auf die Erreichbaren ein. Zum anderen ermöglicht das eine Quelltextsynthese
aus den Komponentenstorydiagrammen zur Ausführung der Rekonfiguration zur
Laufzeit. Da für den Quelltext eine maximale Ausführungszeit berechnet wird,
sind Komponentenstorydiagramme auch in harten Echtzeitsystemen nutzbar.
Im Vergleich zu verwandten Arbeiten [TGM00, Mét98, Gru03c, KKJD06,
WF02, Krä06, BGS05a, Sch06] erfüllen Komponentenstorydiagramme alle der
in [BCDW04] beschriebenen Anforderungen zur Ausdrucksmächtigkeit und inte-
grieren sich durch eine an Komponentendiagramme angelehnte graphische Syntax
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gut mit der Spezifikation der Komponententypen. Des Weiteren sind Kompo-
nentenstorydiagramme stark typisiert, semantisch geeignet definiert und können
durch einen kontextsensitiv syntaxgesteuerten Editor umgesetzt werden, so dass
es nicht möglich ist, Komponentenstorydiagramme zu spezifizieren, die bei der
Ausführung nicht typkonforme Konfigurationen erzeugen.
Im Rahmen dieses Kapitels wird in Abschnitt 3.1 eine Erweiterung der Me-
chatronic UML zur Spezifikation von Komponententypen mit einer variablen
Anzahl an unterlagerten Komponenteninstanzen auf Basis der Kompositions-
strukturen der UML 2 [Obj07] beschrieben. Darauf aufbauend werden in Ab-
schnitt 3.2 Komponentenstorydiagramme zur Spezifikation der Instantiierung
und Rekonfiguration von Komponenteninstanzstrukturen vorgestellt. Abschnitt
3.3 betrachtet die Ausführung der Komponentenstorydiagramme zur Laufzeit in
harten Echtzeitsystemen.
3.1 Strukturspezifikation
Die Struktur mechatronischer Systeme wird in derMechatronic UML mittels
Komponentendiagrammen spezifiziert. Wie in Abschnitt 2.3 dargestellt, unter-
scheidet die Mechatronic UML zwischen der Definition eines Komponenten-
typs und dessen Instantiierung.
3.1.1 Komponententyp
Eine Komponente ist laut Szyperski [Szy98] ein eigenständiges Element einer
Softwarearchitektur, welches über definierte Schnittstellen mit anderen Kompo-
nenten verbunden wird. Diese Definition unterscheidet nicht zwischen einer Typ-
definition einer Komponente und deren Instantiierung. In Architekturbeschrei-
bungssprachen wie Acme [GMW00], Darwin [MDK94], UML 2 [Obj07] und auch
der Mechatronic UML werden Typen und Instanzen von Komponenten zum
Zweck der Wiederverwendbarkeit unterschieden.
3.1.1.1 Ports
Ports sind die Interaktionspunkte einer Komponente zu anderen Komponenten.
In der Mechatronic UML werden diskrete, kontinuierliche und hybride Ports
unterschieden. Diese Unterscheidung ist im Rahmen dieser Arbeit nicht relevant.
Es wird daher im Folgenden allgemein von Ports gesprochen. Ein Komponen-
tentyp besitzt eine Menge von Ports. Bisher hatten Ports in der Mechatro-
nic UML implizit die Kardinalität 1 bzw. 0..1, wenn sie optional waren. Für die
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Kommunikation mit mehreren Partnern, deren exakte Anzahl erst zur Laufzeit
bekannt ist, wird in dieser Arbeit wie in [Hir08] die Mechatronic UML um
Kardinalitäten für Ports erweitert. Mögliche Kardinalitäten sind hierbei 0..* und
0..1. Die genaue Anzahl der Portinstanzen wird durch die Ausführung von Kom-
ponentenstorydiagrammen (s. Abschnitt 3.2) zur Laufzeit festgelegt. Die Spezifi-
kation von Kardinalitäten ermöglicht also die Spezifikation von Komponententy-
pen, deren Instanzen eine unterschiedliche Anzahl an Kommunikationspartnern
haben können, wie zum Beispiel das führende Fahrzeug in einem RailCab-Konvoi.
3.1.1.2 Schnittstellen
Die möglichen Interaktionen zwischen Komponenten über Ports werden mit Hil-
fe von Schnittstellen definiert. Eine Schnittstelle beschreibt hierbei in der UML
eine öffentliche Merkmalseigenschaft (feature) oder die Verpflichtung (obligati-
on), einen gewissen Dienst zur Verfügung zu stellen [Obj07, S. 86]. In der Me-
chatronic UML sind das die verschiedenen Nachrichten, die empfangen und
verschickt werden (s. [Bur06, S. 12]). Es wird zwischen angebotenen sowie benö-
tigten Schnittstellen unterschieden. Komponenten werden somit über ihre Ports
miteinander verbunden, wenn eine benötigte und eine angebotene Schnittstelle
verbunden werden.
3.1.1.3 Attribute
Komponententypen und deren Ports können analog zu Klassen im objektori-
entierten Entwurf Attribute besitzen. Attribute ermöglichen es, zusätzliche In-
formationen zu einem Komponententyp beziehungsweise Port abzulegen. Den
Instanzen von Komponententypen und Ports werden bei oder nach der Instan-
tiierung Werte für diese Attribute zugewiesen. Die Attribute können die folgen-
den Typen haben: ganze Zahl (Integer), Fließkommazahl (Double), Zeichenkette
(String) sowie Wahrheitswert (Boolean).
3.1.1.4 Beispiel
Im Rahmen des RailCab-Beispiels werden in Abbildung 3.2 verschiedene Kom-
ponententypen des Softwaremodells eines RailCabs für die Konvoifahrt gezeigt.
Die Komponenten VCtrl und PosCtrl sind die Geschwindigkeits- und Positions-
regler eines RailCabs. Die Komponenten berechnen die Soll-Kraft F* bzw. die
Soll-Geschwindigkeit V*, die vom Linearmotor erzeugt werden soll. Der Positi-
onsregler wird genutzt, wenn ein RailCab im Konvoi nicht vorne fährt und vom

































Abbildung 3.2: Komponententypen des RailCab-Beispiels
Die Komponente PosSensor liefert die aktuelle Geschwindigkeit V sowie die aktuel-
le Position X auf der Strecke. Die Komponente RefGen wird bei einer Konvoifahrt
vom führenden Fahrzeug genutzt, um die Sollpositionen für die nachfolgenden
RailCabs zu berechnen. Die Kardinalitäten der Ports sind aus Gründen der Über-
































Abbildung 3.3: RailCab Komponententyp
Abbildung 3.3 zeigt den RailCab Komponententyp. Er besitzt mehrere Ports zur
Verbindung mit anderen Komponententypen. Der Port X∗out besitzt die Kardi-
nalität 0..*, dargestellt durch den hinterlegten skizzierten Schatten. Eine Instanz
des Komponententyps kann also beliebig viele Portinstanzen von diesem Port
haben, um in diesem Fall als vorne fahrendes Fahrzeug die Sollpositionen an die
übrigen im Konvoi fahrenden RailCabs zu senden. Diese Sollpositionen werden
über den Port X∗in mit der Kardinalität 0..1 empfangen.
Bisher wurden nur nicht-hierarchische Komponententypen beschrieben. Der
RailCab Komponententyp besitzt allerdings mehrere eingebettete Komponenten-
instanzen der Typen aus Abbildung 3.2, um seine Funktionalität zu erfüllen. Im
Folgenden wird die Spezifikation hierarchischer Komponententypen vorgestellt.
3.1.2 Hierarchische Komponententypen
In der Mechatronic UML können hierarchische Komponententypen beschrie-
ben werden. Diese hierarchischen Komponententypen definieren sich als Kom-
position unterlagerter Komponenteninstanzen (s. Abschnitt 2.3.3). Wie in der
37
3 Modellierung rekonfigurierbarer Architekturen
Einführung zu diesem Kapitel dargelegt, kann bisher nicht das mehrfache Vor-
kommen dieser Komponenteninstanzen spezifiziert werden.
In der Architekturbeschreibungssprache ROOM [SGW94] wurden für solche
hierarchischen Komponenten Replicated Actors sowie Replicated Ports einge-
führt. Dies ermöglicht die Spezifikation des mehrfachen Vorkommens von un-
terlagerten Komponenteninstanzen. Es kann neben dem z.B. 3-fachen Vorkom-
men einer unterlagerten Komponenteninstanz auch das *-fache Vorkommen der
Instanz spezifiziert werden. In der UML 2 [Obj07] wurde dieses Konzept als
Kompositionsstrukturen übernommen.
Zur Modellierung von Komponententypen mit einer variablen Anzahl an un-
terlagerten Komponenteninstanzen werden die Kompositionsstrukturen in die
Typdefinition der Mechatronic UML integriert. Die resultierenden Kompo-
nententypmodelle definieren also Typgraphen für die zur Laufzeit existierenden
unterlagerten Komponenteninstanzstrukturen. Die einzelnen in einen Kompo-
nententyp eingebetteten Elemente, die Komponenten, Ports und Konnektoren
repräsentieren, werden wie in der UML 2 [Obj07] Parts genannt.
3.1.2.1 Komponentenparts
Die wichtigsten Elemente bei der Definition eines hierarchischen Komponenten-
typs sind die unterlagerten Repräsentanten von Komponenteninstanzen – Kom-
ponentenparts genannt. Für diese Parts werden Kardinalitäten angegeben. Hier
sind die Kardinalitäten 0..* und 0..1 zulässig. Eine Kardinalität von 0..1 bedeu-
tet, dass zur Laufzeit max. eine Komponenteninstanz existiert. Bei 0..* kann
eine beliebige Anzahl von Komponenteninstanzen zur Laufzeit existieren. Die
konkrete Ausprägung eines Parts durch die Anzahl der Komponenteninstanzen
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Abbildung 3.4: Komponentenparts [Hol08]
Für die Darstellung der Parts sind verschiedene graphische Varianten mög-
lich. Die gewählte Darstellung folgt der UML 2.0 Spezifikation, indem ein Part
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als Rechteck innerhalb des umfassenden Komponententyps dargestellt wird. Der
Name des Parts sowie der referenzierte Komponententyp werden innerhalb des
Rechtecks dargestellt. Im Unterschied zu Komponenteninstanzen wird der Name
nicht unterstrichen. Für die Kardinalität 0..* wird das Rechteck in Anlehnung
an die graphische Darstellung in ROOM doppelt gezeichnet. Abbildung 3.4 zeigt
die Darstellung von Komponentenparts innerhalb eines Komponententyps.
3.1.2.2 Port- und Schnittstellenparts
Wenn ein Komponententyp als Part in einen anderen Komponententyp eingebet-
tet wird, werden zusätzlich die Ports automatisch mit den zugehörigen Schnitt-
stellen von den jeweiligen Komponententypen als Port- und Schnittstellenparts
übernommen. Die Kardinalitäten der Ports werden automatisch übernommen.
































Abbildung 3.5: Port- und Schnittstellenparts [Hol08]
3.1.2.3 Konnektorparts
Konnektorparts werden in den Kompositionsstrukturen genutzt, um verschie-
dene Parts zu verbinden. Sie beschreiben mögliche Verbindungen zwischen den
Ports der einzelnen Parts analog zu Assoziationen in Klassendiagrammen. Im Un-
terschied zu den bisher eingeführten Komponentenparts beschreiben sie keinen
Repräsentanten von einem bereits definierten Typen. Sie werden als eingebet-
tetes Element eines hierarchischen Komponententyps dennoch aus Gründen der
Konsistenz Part genannt.
Konnektoren haben einen Namen. An den Enden der Konnektoren zur Ver-
bindung mit den Ports werden Kardinalitäten annotiert. Diese Kardinalitäten
beschreiben wie bei Assoziationsrollen, wie viele Portinstanzen über diesen Kon-
nektor mit anderen Portinstanzen verbunden werden können. Falls die Quell-
oder Zielkardinalität 0..* beträgt, muss der zugehörige Portpart oder Kompo-
nentenpart auch die Kardinalität 0..* haben, da sonst die Kardinalität des Kon-
nektors erlaubt mehrere Elemente zu verbinden, diese Elemente allerdings nicht
mehrfach vorkommen können.
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Abbildung 3.6: Konnnektorparts [Hol08]
Kompositionskonnektorparts verbinden zwei Portparts innerhalb eines hierar-
chischen Komponententyps. Delegationskonnektorparts sind Konnektoren zwi-
schen dem Port eines Komponententyps und einem Portpart eines untergeordne-
ten Komponentenparts. Abbildung 3.6 stellt diese dar.
3.1.2.4 Systemdefinition
Der oberste Kompone tentyp einer Hierarchie wird als System bezeichnet. Er
darf keine Ports haben, da er als oberstes Element nicht mit weiteren Kompo-
nenten verbunden werden kann, und darf nicht in andere Komponententypen
als Part eingebettet werden. Dieser Komponententyp wird zusätzlich mit dem
Stereotyp system gekennzeichnet.
3.1.2.5 Beispiel
Abbildung 3.7 zeigt die Spezifikation der unterlagerten Partstruktur des Kom-
ponententyps RailCab. Im Komponententyp sind Parts der in Abbildung 3.2 dar-
gestellten Komponententypen eingebettet. Diese Parts haben bis auf den Part
refGen:RefGen die Kardinalität 0..1; sie können also für eine Instanz des Kompo-
nententyps RailCab nur einmal instantiiert werden. Der Part refGen:RefGen hat die
Kardinalität 0..*. Wie beschrieben, berechnet er die Sollpositionen der übrigen
Fahrzeuge in einem Konvoi. In einem Konvoi der Länge n existieren also n − 1
Instanzen dieses Parts im führenden Fahrzeug.
Die einzelnen Parts sind über Kompositions- und Delegationskonnektorparts
miteinander und mit den außenliegenden Ports des Komponententyps RailCab
verbunden. Im Beispiel sind alle Kardinalitäten der Konnektorparts 0..1. Der
next Kompositionskonnektorpart verknüpft zwei refGen:RefGen Komponenten-
parts miteinander. Er ermöglicht die Instantiierung einer Kette von RefGen Kom-
ponenten analog zu einer Selbstassoziation in einem Klassendiagramm.
Abbildung 3.8 zeigt die oberste Komponentenebene des Beispiels. Ein Convoy-
System besteht aus zwei Parts. Der Part convoyLeader:RailCab repräsentiert das












































































































Abbildung 3.8: Spezifikation des Konvoisystems
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durch den Part convoyFollowers:RailCab repräsentiert. Die beiden Parts werden
durch den X∗ Kompositionskonnektorpart verbunden. Er hat die Quell- und Ziel-
kardinalität 0..1 und verbindet damit jeweils eine Portinstanz X∗out des Parts
convoyLeader mit der X∗in Portinstanz eines der folgenden Fahrzeuge. Mit diesem
Konnektorpart wird der Versand der Sollpositionen vom führenden Fahrzeug an
die folgenden Fahrzeuge modelliert.
3.1.3 Komponenteninstanzen
Komponenteninstanzen werden von Komponententypen gebildet. Eine Kompo-
nenteninstanzstruktur entspricht einer Konfiguration. Bei der Instantiierung wer-
den die variablen Anteile der Typdefinition der Komponenten festgelegt. Dies
betrifft zum einen für die Komponente selber die Anzahl der aus Ports mit der
Kardinalität 0..* erzeugten Portinstanzen. Zum anderen betrifft dies die der Kom-
ponente unterlagerte Partstruktur.
Für alle Komponentenparts der Kompositionsstruktur existieren Komponen-
teninstanzen der über den Part referenzierten Typen. Es können zur Laufzeit
auch mehrere Instanzen eines Parts existieren, solange die für den Part festgeleg-
te Kardinalität eingehalten wird. Diese Komponenteninstanzen besitzen Portin-
stanzen der beim Komponententyp angegebenen Ports; deren Anzahl wird eben-
falls durch die festgelegte Kardinalität eingeschränkt.
Die Komponenteninstanzen werden in Abhängigkeit zur Spezifikation der Kon-
nektorparts in der Kompositionsstruktur mit Konnektoren verbunden. Delegati-
onskonnektoren sind Konnektoren zwischen einer Portinstanz einer Komponen-
teninstanz und einer Portinstanz einer untergeordneten Komponenteninstanz.
Sie delegieren alle von außen an die übergeordnete Komponenteninstanz einge-
hende Informationen an die untergeordnete Komponenteninstanz zur weiteren
Verarbeitung. Kompositionskonnektoren verbinden Portinstanzen von Kompo-
nenteninstanzen innerhalb einer Hierarchieebene.
Es ergibt sich insgesamt also eine hierarchische Komponenteninstanzstruktur,
die aus Komponenteninstanzen besteht, die über Portinstanzen und Konnek-
torinstanzen verbunden sind.
3.1.3.1 Implizite Kompositionsbeziehungen zwischen Elementen der
Instanzstruktur
In Komponenteninstanzstrukturen können bestimmte Elemente nicht ohne ande-
re Elemente existieren – sie sind Teil eines anderen Elements. Beziehungen zwi-
schen diesen Elementen werden im Folgenden in Anlehnung an Kompositionen
in UML Klassendiagrammen Kompositionsbeziehungen genannt. Sie sind impli-
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zit durch die Semantik der Komponenteninstanzstrukturen gegeben und müssen
nicht explizit modelliert werden.
Kompositionsbeziehungen existieren zwischen den verschiedenen Elementen
der Komponenteninstanzstruktur. Diese Kompositionsbeziehungen existieren
zum einen zwischen den Elementen unterschiedlicher Hierarchien und zum an-
deren auch zwischen den Elementen der gleichen Hierarchie.
Ersteres betrifft die einer Komponenteninstanz untergeordneten Instanzen
(z.B. Komponenteninstanzen), die nicht ohne diese übergeordnete Komponen-
teninstanz existieren können (mit Ausnahme der Instanzen der Systemebene, die
keine übergeordnete Hierarchie besitzen).
Die zweite Kompositionsbeziehung existiert zwischen Portinstanzen und Kom-
ponenteninstanzen sowie zwischen Konnektorinstanzen und Portinstanzen. Port-
instanzen sind die Interaktionspunkte zwischen einer Komponenteninstanz und
der Umwelt (sprich anderen Komponenteninstanzen) [GMW00]. Dementspre-
chend existiert eine Portinstanz nicht ohne die zugehörige Komponenteninstanz.
Da Konnektorinstanzen die Verknüpfung zwischen Portinstanzen darstellen, exis-
tieren sie ebenfalls nicht ohne die zugehörigen Portinstanzen.
3.1.3.2 Beispiel
system:ConvoySystem










































































Abbildung 3.9: Instanzsituation eines Konvois aus drei Fahrzeugen
Abbildung 3.9 zeigt die Komponenteninstanzstruktur eines Konvois aus drei
Fahrzeugen. Auf der linken Seite der Abbildung ist die Komponenteninstanz des
führenden Fahrzeugs leader/convoyLeader:RailCab abgebildet. Diese Komponenten-
instanz repräsentiert den Part convoyLeader vom Typ RailCab in einer Instanz des
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Komponententyps ConvoySystem. Sie enthält Komponenteninstanzen für die Ge-
schwindigkeitsregelung und den Linearmotor sowie die Komponenteninstanzen
zur Berechnung der Sollpositionen für die folgenden RailCabs, die über die bei-
den Portinstanzen X∗out gesendet werden.
Auf der rechten Seite sind die Komponenteninstanzen der zwei folgenden Fahr-
zeuge abgebildet. Beide Komponenteninstanzen enthalten sowohl den Positions-
sensor und Linearmotor als auch den Positionsregler und den Geschwindigkeits-
regler, welche die empfangenen Sollpositionen zur Regelung nutzen.
3.1.4 Abstrakte Syntax
Abbildung 3.10 zeigt die Paketstruktur der Metamodelle für die Modellierung
der beschriebenen erweiterten Komponentenstrukturen. Die Metamodelle forma-
lisieren zusammen mit in OCL [OMG03] beschriebenen Invarianten die abstrakte
Syntax.1 Das Paket Structure::Type enthält die Metamodellklassen für die Typde-
finition einer nicht-hierarchischen Komponente. Das Paket Structure::Part erwei-
tert das Type Metamodell um die Definition hierarchischer Komponententypen
in Bezug auf die Definition der eingebetteten Parts. Das Paket Structure::Instance
enthält schließlich die Metamodellklassen für Komponenteninstanzstrukturen.
Um eine möglichst nahtlose Integration mit den bisherigen Metamodellen der
Mechatronic UML zu erreichen, wurde darauf verzichtet das in [Obj07] be-
schriebene Metamodell der UML Kompositionsstrukturen zu nutzen. Statt des-








Abbildung 3.10: Pakete der Metamodelle der Typdefinition
1Aus Gründen der besseren Lesbarkeit werden keine Rollennamen an Assoziationen darge-
stellt. Dementsprechend werden in den OCL-Invarianten zur Navigation die Assoziations-




Die Metamodellklassen zur Typdefinition einer nicht-hierarchischen Komponen-
te entsprechen weitestgehend den aktuellen Metamodellklassen aus der Mecha-
tronic UML (s. Abbildung 3.11). Der Komponententyp wird durch die Me-
tamodellklasse Component definiert. Ein Komponententyp kann mehrere Ports
haben (Port), die wiederum über mehrere benötigte und angebotene Schnitt-
stellen (RequiredInterface bzw. ProvidedInterface) verfügen. Für die Schnittstellen
werden, wie in der bisherigen Mechatronic UML, die erlaubten Methoden
(bzw. Nachrichten) mittels Interface-Klassen (FujabaCore::UMLClass) angegeben.
Erweiterungen gegenüber der bisherigen Mechatronic UML sind die Un-
terstützung von Attributen für Typen sowie Kardinalitäten für Ports. Ersteres
ermöglicht weitergehende Möglichkeiten zur Modellierung der Eigenschaften von
Komponenten, Ports und Schnittstellen analog zu attributierten Graphen (s.



























Abbildung 3.11: Metamodell der Typdefinition. Paket: Structure::Type
3.1.4.2 Hierarchische Komponententypen
Abbildung 3.12 zeigt die Metamodellklassen für die Definition der Struktur der
in einen Komponententyp eingebetteten Parts in Anlehnung an die UML Kom-
positionsstrukturen. Ein Komponententyp (Component) enthält die verschiedenen
Parts über die Komposition parts. Jeder Part ist typisiert über die Beziehung zur
Metaklasse Type. Neben den Parts für Schnittstellen, Ports und Komponenten
werden hier die möglichen Verbindungen zwischen Elementen durch die Meta-
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klassen DelegationPart und AssemblyPart für Delegations- sowie Kompositionskon-
nektorparts definiert. Die abstrakte Metaklasse ConnectorPart definiert durch die
unidirektionalen Assoziationen zur aus dem Kern von Fujaba stammenden Meta-









































Abbildung 3.12: Metamodell der hierarchischen Typdefinition. Paket: Struc-
ture::Part
Für die Metamodellklassen des Pakets Structure::Part gelten die folgenden zu-
sätzlichen Bedingungen:












Invariante 3.2 ConnectorParts besitzen keinen Typ.
context ConnectorPart inv:
type→isEmpty()
Invariante 3.3 AssemblyParts müssen mit je einem ProvidedInterfacePart und
einem RequiredInterfacePart verbunden werden.
context AssemblyPart inv:
interfaceparts→exists(i1 |
interfaceparts→exists(i2 | i1 <> i2 and
i1.oclType(ProvidedInterfacePart) and i2.oclType(RequiredInterfacePart)))




Invariante 3.5 ConnectorParts nutzen nicht die Assoziation cardinality zur Defi-




Abbildung 3.13 zeigt die Metaklassen des Pakets Structure::Instance für die De-
finition von hierarchischen Komponenteninstanzstrukturen. Instanzen sind all-
gemein typisiert über die Assoziationen part und type. Für die auf Typebene
definierten Attribute können Werte (Metaklasse AttributeValue) für die Instanzen
angegeben werden. Eine Komponenteninstanz beinhaltet Komponenten-, Port-
und Schnittstelleninstanzen. Die Metaklassen Delegation und Assembly stellen die
Delegations- und Kompositionskonnektoren auf Instanzebene zwischen Portin-
stanzen dar.
Für die Metamodellklassen des Pakets Structure::Instance gelten die folgenden
zusätzlichen Bedingungen:
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Abbildung 3.13: Metamodell der hierarchischen Instanzstrukturen. Paket: Struc-
ture::Instance
Invariante 3.6 Subklassen der Klasse Instance dürfen nur mit kompatiblen Sub-




















Invariante 3.8 Die Typisierung der Instances muss konsistent sein.
context Instance inv:
part.type = type
Invariante 3.9 Assemblys müssen mit je einer ProvidedInterfaceInstance und
einer RequiredInterfaceInstance verbunden werden.
context Assembly inv:
interfaceinstances→exists(i1 |
interfaceinstances→exists(i2 | i1 <> i2 and
i1.oclType(ProvidedInterfaceInstance) and
i2.oclType(RequiredInterfaceInstance)))





Strukturanpassung (vgl. Abschnitt 2.1) stellt neben der Parameteranpassung die
zweite Möglichkeit der Verhaltensanpassung für selbstoptimierende Systeme dar.
Die in Abschnitt 3.1 dargestellte Sprache zur Modellierung von Komponenten-
typen und Komponenteninstanzstrukturen wird in diesem Abschnitt um eine
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stark typisierte Sprache zur Modellierung der Transformation von Komponen-
teninstanzstrukturen unter Beachtung der in einem hierarchischen Komponen-
tentypen definierten Parts ergänzt.
Die Sprache wird zu Beginn informal erläutert, danach wird die Syntax durch
ein Metamodell formalisiert. Schlussendlich wird die Sprache durch eine Überset-
zung auf Storydiagramme auf dem Metamodell der Komponenteninstanzstruk-
turen semantisch fundiert.
3.2.1 Anforderungen
Bradbury et al. haben in [Bra04, BCDW04] Kriterien für Techniken zur Entwick-
lung dynamischer Softwarearchitekturen eingeführt und verschiedene Ansätze
diesbezüglich eingeordnet. Bradbury stellt 3 grundlegende Klassifikationsaspek-
te vor:
1. „What type of change is supported?“
2. „What kind of process implements this change?“
3. „What infrastructure is available to support the change process?“
Für die hier dargestellten Transformationen der Komponenteninstanzstruktu-
ren ist vor allem der erste Klassifikationsaspekt relevant. Mit diesem Aspekt
wird die Mächtigkeit der Transformationssprache beschrieben. Die beiden weite-
ren Aspekte zielen vor allem auf die Infrastruktur für die Ausführung der Trans-
formationen zur Laufzeit bzw. die Einbettung in andere Verhaltensmodelle, die
festlegen, wann eine Transformation ausgeführt wird. Diese Aspekte werden hier
nicht weiter betrachtet. Im Folgenden werden die Anforderungen für die Sprache
definiert:
3.2.1.1 Einfache Änderungsoperationen
Einfache Änderungsoperationen sind das Hinzufügen von Komponenteninstanzen
und Konnektoren sowie das Löschen dieser Elemente.
3.2.1.2 Zusammengesetzte Änderungsoperationen
Unter zusammengesetzten Änderungsoperationen werden von Bradbury et al.
sowohl einfache Änderungsoperationen auf Gruppen bzw. hierarchischen Sub-
strukturen als auch eine Sequenz von Änderungsoperationen verstanden. Diese
Sequenz von Änderungsoperationen kann auch Entscheidungen und Schleifen
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beinhalten. Der (möglicherweise rekursive) Aufruf von zusammengesetzten Än-
derungsoperationen wird zwar nicht explizit genannt, kann aber auch als zusam-
mengesetzte Änderungsoperation verstanden werden.
3.2.1.3 Variabilität der Architekturelemente
Die Variabilität der Architekturelemente beschreibt, ob neue Architekturelemen-
te während der Änderungen hinzukommen können. Die Menge der Architekture-
lemente kann entweder (1) fest („fix“) sein, dass heißt es dürfen keine neuen Ele-
mente hinzukommen, (2) teilweise variabel („partial variable“) sein, dass heißt
es dürfen neue Instanzen der Architekturelemente hinzugefügt werden, die Men-
ge der Architekturelementtypen ist allerdings fest, und (3) es können auch neue
Typen zur Laufzeit hinzukommen. In dieser Arbeit wird der Fokus auf Variante
(2) gesetzt.
3.2.1.4 Zusätzliche Anforderungen
Die in [Bra04, BCDW04] dargestellten Anforderungen befassen sich vor allem mit
der Mächtigkeit der verschiedenen Ansätze zur Beschreibung und Umsetzung von
Änderungen der Architektur und nur teilweise mit der Möglichkeit zur Definiti-
on, wo eine Änderung durchgeführt werden muss, oder weitergehende Konzepte
bzgl. der Typisierung, der Einbettung in Architekturbeschreibungssprachen und
graphische im Gegensatz zu textueller Syntax. Diese zusätzlichen Anforderungen
werden im Folgenden kurz charakterisiert.
Typisierung Architekturelemente wie Komponenten, Ports und Konnektoren
sind in Architekturbeschreibungssprachen üblicherweise typisiert (vgl. [SGW94,
Obj07, MDK94]). Eine Sprache zur Modellierung von Architekturtransformatio-
nen sollte daher auch diese Typisierungsinformationen bei der Auswahl und Än-
derung der Architektur mitbetrachten. Dies folgt dem bei der Sprachentwicklung
weit verbreiteten Konzept der starken Typisierung, die es ermöglicht, während
der Übersetzung bereits Typüberprüfungen durchzuführen und nicht erst zur
Laufzeit (vgl. [Mey97]).
Die starke Typisierung der Sprache erlaubt die Implementierung eines syn-
taxgesteuerten kontextsensitiven Editors. Dieser garantiert, dass die durch die
Ausführung der spezifizierten Transformationen resultierende Komponentenin-
stanzstruktur zur Typdefinition konform ist, also auch die spezifizierten Kardi-
nalitäten und Kompositionsbeziehungen einhält.
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Definition der Anwendungsstelle Bevor eine Änderung durchgeführt wird,
muss die Anwendungsstelle für die Änderung festgelegt werden. Eine Transfor-
mationssprache kann hier neben der Spezifikation der für die Anwendung der
Transformation benötigten Architekturelemente zusätzlich auch die Möglichkeit
von verbotenen oder optionalen Architekturelementen unterstützen.
Des Weiteren ist es hilfreich, wenn Architekturelemente Attribute besitzen,
deren aktuelle Werte in der Definition der Anwendungsstelle berücksichtigt wer-
den. Dies erleichtert es, ein Element mit einem bestimmten Attributwert direkt
auszuwählen, ohne alle Elemente durchsuchen zu müssen.
Unterstützung von Ports Architekturbeschreibungssprachen beschreiben die
Architektur üblicherweise [SGW94, MDK94, Obj07, GBSO04] mit Komponen-
ten, Ports und Konnektoren. Während Bradbury die Unterstützung von Hinzu-
fügen und Löschen von Konnektoren und Komponenten in die Anforderungen
aufnimmt, werden Ports nicht explizit betrachtet. Da die Mechatronic UML
auch explizit Ports unterstützt, sollte eine Transformationssprache für die oben
dargestellten erweitertenMechatronic UMLModelle Ports genauso wie Kom-
ponenten und Konnektoren unterstützen.
Geeignete visuelle Darstellung Für eine gute Verständlichkeit der modellier-
ten Transformationen ist es hilfreich, wenn die Syntax der Sprache zur Struktur-
transformation so weit wie möglich an die Syntax der Strukturdefinition ange-
lehnt ist. Dies führt dazu, dass es keinen Bruch zwischen den Modellierungsspra-
chen gibt. Dies steht im Kontrast zu früheren verwandten Arbeit im Kontext der
Mechatronic UML [Sch06, Kle08]. In diesen Arbeiten werden Storydiagram-
me auf Objektstrukturen zur Modellierung von Änderungen an Komponenten-
strukturen genutzt. Des Weiteren ist es oftmals einfacher graph-basierte Struk-
turen (wie hierarchische Komponenteninstanzstrukturen) graphisch darzustellen,
da hierbei direkt die Verknüpfung der Komponenten über Ports und Konnektoren
erkennbar ist. Dies gilt im selben Maße für eine Transformationssprache solcher
Strukturen, da hier schnell die Strukturänderungen erkennbar sind.
3.2.2 Komponentenstorydiagramme
Im Folgenden wird eine Modellierungssprache für die Transformation hierarchi-
scher Komponenteninstanzstrukturen beschrieben, welche die obigen Anforde-
rungen erfüllt.
Storydiagramme [FNTZ98, Zün02] erfüllen bereits einige der oben dargestell-
ten Anforderungen, wie zusammengesetzte Änderungsoperationen und visuel-
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le Darstellung. Storypattern können auf Metamodellebene auch zur Spezifika-
tion von Transformationen von hierarchischen Komponenteninstanzstrukturen
genutzt werden. Allerdings ergibt sich hierbei ein Bruch, da bei der Modellie-
rung der Transformation im Vergleich zur Strukturmodellierung von Modell auf
Metamodellebene gewechselt werden muss. Stattdessen wird für die Spezifika-
tion einer einzelnen Transformation in dieser Arbeit die konkrete Syntax der
Komponenteninstanzstrukturen genutzt und mit den Konzepten der Storypat-
tern kombiniert.
Die Sprache basiert auf UML Aktivitätsdiagrammen für die Beschreibung des
Ablaufs einzelner Aktivitäten. Neben einfachen sequentiellen Abläufen werden
Entscheidungen und Schleifen unterstützt. Im Wesentlichen werden hier die be-
reits aus Storydiagrammen bekannten Syntaxelemente zur Definition des Kon-
trollflusses unterstützt. Durch die Nähe zu Storydiagrammen wird diese Sprache
Komponentenstorydiagramme genannt.
Die in Abschnitt 3.1 definierten Komponententypen sind hierarchisch. Dies be-
deutet, dass ein Komponententyp Parts eines anderen Komponententyps bein-
haltet. Ein Komponententyp ist dabei für die Struktur der ihm unterlagerten
Komponentenparts verantwortlich. Komponentenstorydiagramme werden daher
in Bezug auf die Komponententypen definiert. Die zu einem Komponententyp
gehörigen Komponentenstorydiagramme können nur auf den direkt in diesem
Typ enthaltenen Parts arbeiten. Ein Überspringen der Hierarchien und ein di-
rekter Zugriff auf die Strukturen innerhalb eines Parts sind hierbei aus Gründen
der Kapselung nicht erlaubt. Verschiedene Komponentenstorydiagramme werden
durch ihren Namen unterschieden.
In den einzelnen Aktivitäten eines Komponentenstorydiagramms wird gra-
phisch die strukturelle Transformation einer Komponenteninstanzstruktur spe-
zifiziert analog zu Storypattern, die Transformationen auf Objektstrukturen be-
schreiben. Diese Aktivitäten werden als Komponentenstorypatterns bezeichnet.
Weitere Aktivitätsarten sind u.a. Start- und Stopaktivitäten.
Analog zu Kontrukturen und Methoden in gängigen objektorientierten Pro-
grammiersprachen werden Konstruktoren und Rekonfigurationen unterschieden.
Erstere werden nach der Instantiierung eines Komponententyps aufgerufen, um
die unterlagerte Komponenteninstanzstruktur zu erzeugen; letztere werden ge-
nutzt, um eine bereits existierende unterlagerte Komponenteninstanzstruktur an-
zupassen.
Die Semantik der Komponentenstorydiagramme wird durch eine Übersetzung
in Storydiagramme auf dem Metamodell der Komponenteninstanzstrukturen for-
mal definiert. Diese Übersetzung wird auch bei der automatischen Quelltextsyn-
these genutzt. Ergebnisse aus [Hol08] zeigen, dass die Anzahl der zu modellieren-
den Elemente in Komponentenstorydiagrammen um den Faktor 9 geringer ist,
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als wenn direkt Storydiagramme auf dem Metamodell der Komponenteninstanz-
strukturen spezifiziert werden. Es ergeben sich somit schneller zu erstellende und
wartbarere Modelle.
3.2.2.1 Signatur eines Komponentenstorydiagramms
Analog zu Methoden in objektorientierten Programmiersprachen besitzt ein
Komponentenstorydiagramm benannte Parameter, die entweder über die Kom-
ponentenstruktur oder über Basistypen wie z.B. Integer und String typisiert sind.
Mögliche Typen sind hierbei die Ports des zum Komponentenstorydiagramm ge-
hörigen Komponententyps sowie die Typen der dem zugehörigen Komponenten-
typ unterlagerten Parts – also Komponenten-, Port- sowie Konnektorparts.
Ein Komponentenstorydiagramm kann ein Ergebnis zurückliefern. Erlaubte
Ergebnisse sind Komponenten-, Port- und Konnektorinstanzen. Hierbei gilt die










instance / part : type
<<destroy>>
result -> a
Type::name(x / part : type2)
: (result / part3 : type3)
this








[failure] [each time] [end] [<booleanexpression>] [else]
Type::name(x / part : type2) : (result / part3 : type3)
Abbildung 3.14: Signatur eines Komponentenstorydiagramms
Eine Signatur eines Komponentenstorydiagramms besteht also aus dem Na-
men des zugehörigen Komponententyps, dem Namen des Komponentenstorydia-
gramms, einer Menge von Parametern (Name und Typ) sowie dem Ergebnistyp.
Abbildung 3.14 zeigt die Signatur des Komponentenstorydiagramms name des
Komponententyps Type. Der Parameter x ist vom Typ part:type2, d.h. es dürfen
nur Komponenteninstanzen des Komponententyps type2, die als Part part in den
Komponententyp eingebettet sind, als Argument übergeben werden; der Rück-
gabeparameter result ist vom Typ part3:type3. Die Signatur wird graphisch wie
bei Storydiagrammen an der Startaktivität dargestellt.
3.2.3 Komponentenstorypatterns
Ein Komponentenstorypattern beschreibt eine einzelne Strukturänderung auf
der einer Komponenteninstanz unterlagerten Komponenteninstanzstruktur.
Eine Strukturänderung ist hierbei das Entfernen oder Hinzufügen einer
Komponenten-, Port-, oder Konnektorinstanz. Die Sprache für die Strukturän-




Die Strukturänderung wird analog zu Storypatterns visuell mit Hilfe von er-
weiterten Komponenteninstanzstrukturen dargestellt. Die Elemente der Struk-
tur, so genannte Variablen, können als zu löschen oder zu erzeugen markiert
werden. Durch diese Markierung wird implizit die Situation vor und nach der













Abbildung 3.15: Beispiel eines Komponenstorypattern
Abbildung 3.15 zeigt das Komponentenstorypattern add newGen des RailCab-
Komponententyps. Es ist Teil der Rekonfiguration, wenn ein neues RailCab dem
Konvoi beitritt und Sollpositionsdaten benötigt. Das Komponentenstorypattern
wird auf einer Komponenteninstanz des Typs RailCab aufgerufen. Diese Instanz
wird durch die this-Komponentenvariable repräsentiert. Innerhalb dieser Instanz
wird ausgehend von einer bereits gebundenen first-Komponentenvariable (vom
Typ refGen:RefGen) eine neue RefGen-Komponenteninstanz mit dem Variablenna-
men newGen erzeugt und über den next-Kompositionskonnektor an first angefügt.
Weiterhin wird eine Delegation zur Portvariable x∗out erzeugt.
3.2.3.1 Variablen
Variablen sind Repräsentanten von Elementen der Komponenteninstanzstruktur.
Sie werden bei der Ausführung eines Komponentenstorydiagramms an Elemente
der Komponenteninstanzstruktur gebunden. Die Variablen eines Komponenten-
storypatterns lassen sich wie bei Graphtransformationen üblich in zwei Mengen
unterteilen:
• Linke Regelseite: Variablen, die vor Ausführung des Komponentenstorypat-
terns auf ein Element der Komponenteninstanzstruktur abgebildet werden.
• Rechte Regelseite: Variablen, die nach Ausführung des Komponentensto-
rypatterns auf ein Element der Komponenteninstanzstruktur abgebildet
werden.
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vor der Ausführung nach der Ausführung
Isomorphismus
Abbildung 3.16: Linke und rechte Seite eines Komponentenstorypatterns und die
Abbildung der Elemente des Patterns auf eine Komponentenin-
stanzstruktur, den Wirtsgraph
Wichtig ist, dass Variablen, die Teil beider Regelseiten sind, vor und nach der
Ausführung des Komponentenstorypatterns auf das gleiche Element abgebildet
werden. Analog zu Storypatterns werden die Variablen beider Mengen syntak-
tisch zusammen dargestellt. Variablen, die in der linken aber nicht in der rechten
Regelseite vorkommen, also nach der Ausführung des Komponentenstorypatterns
nicht mehr existieren, werden mit dem Stereotypen destroy versehen. Varia-
blen, die in der rechten aber nicht in der linken Regelseite vorkommen, also durch
die Ausführung des Komponentenstorypatterns entstehen, werden dementspre-
chend mit dem Stereotypencreate annotiert. Variablen, die in beiden Mengen
vorkommen, haben keinen Stereotypen. Zur einfacheren Lesbarkeit der Diagram-
me werden alle Variablen für zu erzeugende Elemente grün und für zu löschende
Elemente rot dargestellt.
Ein Komponentenstorypattern wird ausgeführt, wenn ein Morphismus exis-
tiert, der alle Variablen der linken Regelseite auf Elemente der Komponenten-
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instanzstruktur (auch Wirtsgraph genannt) abbildet und dabei die durch die
Variablenstruktur vorgegebenen Zusammenhänge zwischen den Variablen auch
für die Elemente gelten. So müssen eine Komponentenvariable und eine zugehö-
rige Portvariable auf eine Komponenteninstanz und eine zugehörige Portinstanz
abgebildet werden. Wie bei Storypatterns wird im speziellen ein Isomorphismus
genutzt (im Gegensatz zum Beispiel zum Homomorphismus, der in GROOVE
[Ren04] eingesetzt wird), der bestimmt, dass kein Element der Komponentenin-
stanzstruktur auf zwei unterschiedliche Variablen abgebildet werden darf.
Ist die Ausführung des Komponentenstorypatterns möglich, wird die Kompo-
nenteninstanzstruktur hinsichtlich der Löschungen und Hinzufügungen so ange-
passt, dass nach dieser Anpassung ein Isomorphismus zwischen den Variablen
der rechten Regelseite des Komponentenstorypatterns auf die angepasste Kom-
ponenteninstanzstruktur existiert (s. Abbildung 3.16). Hierbei müssen die sich
nicht ändernden Variablen des Komponentenstorypatterns vor und nach der An-
passung der Komponenteninstanzstruktur auf die gleichen Elemente der Kom-
ponenteninstanzstruktur abgebildet werden.
Bei der Ausführung der Komponentenstorydiagramme wird wie bei Storydia-
grammen das Single-Pushout (SPO) [LE91] Prinzip bei Graphtransformationen
verfolgt. Dies hat vor allem Auswirkung auf die Löschung von Instanzen. Wenn
eine Komponenten- oder Portinstanz gelöscht wird, werden implizit alle über
Kompositionsbeziehungen verbundene Port- oder Konnektorinstanzen ebenfalls
gelöscht, so dass es nach der Ausführung eines Komponentenstorypatterns keine
inkonsistente Struktur, wie zum Beispiel dangling edges in Form von unverbun-
denen Konnektoren, gibt. Der Konnektor zwischen b1 und d1 in Abbildung 3.16
ist ein Beispiel für eine solche implizit gelöschte Kante.
3.2.3.2 this-Variable
Elemente eines Komponentenstorypatterns sind die Variablen, die bei der Aus-
führung gebunden (linke Regelseite) und dann je nach Spezifikation verarbeitet
werden.
Komponentenstorypatterns beschreiben die Strukturänderung der unterlager-
ten Elemente eines Komponententyps. Sie werden dementsprechend auf einer
Instanz dieses Komponententyps aufgerufen. Die this-Variable repräsentiert die-
se Instanz. Jedes Komponentenstorypattern muss diese Variable enthalten. Alle
weiteren Variablen des Komponentenstorypatterns sind entweder unterlagerte
Elemente oder als Sonderfall Portvariablen der this-Variable. In Abbildung 3.15
ist die this-Variable vom Typ RailCab und enthält weitere Variablen für die refGen-
Komponenteninstanzen. Des Weiteren enthält sie die x∗out-Portvariable sowie die
Variablen für die Konnektoren.
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3.2.3.3 Weitere Variablen
Neben der this-Variable gibt es weitere Variablen für die unterschiedlichen Ele-
mente einer Komponenteninstanzstruktur:
• Komponentenvariablen sind Repräsentanten für die der this-Variable un-
terlagerten Komponenteninstanzen. In Abbildung 3.15 sind first und new-
Gen/refGen Komponentenvariablen.
• Portvariablen sind Repräsentanten entweder für Portinstanzen der unter-
lagerten Komponenteninstanzen oder für Portinstanzen der this-Variable.
Die unbenannten Ports bzw. x∗out sind Beispiele hiefür.
• Delegationskonnektoren werden mit Delegationskonnektorvariablen im
Komponentenstorypattern repräsentiert. Die Verbindung zwischen der
x∗out-Portvariable und der (unbenannten) Portvariable der newGen/refGen-
Variable in Abbildung 3.15 ist eine Delegationskonnektorvariable.
• Kompositionskonnektorvariablen ermöglichen die Betrachtung von Kompo-
sitionskonnektoren in einem Komponentenstorypattern, wie beispielsweise
die next-Kompositionskonnektorvariable zwischen den Komponentenvaria-
blen first und newGen/refGen in Abbildung 3.15.
3.2.3.4 Typisierung
In Abschnitt 3.2.1 wurde eine starke Typisierung der Beschreibungselemente ei-
nes Komponentenstorypatterns gefordert. Alle Variablen eines Komponentensto-
rypatterns werden zum Modellierungszeitpunkt über Parts und den Komponen-
tentyp des Komponentenstorydiagramms typisiert. Diese starke Typisierung er-
möglicht zur Entwurfszeit im Zusammenhang mit einem syntaxgesteuerten kon-
textsensitiven Editor, Typisierungsfehler zu vermeiden bzw. automatisch zu er-
kennen. Zum Beispiel muss eine unterlagerte Komponentenvariable über einen
Komponentenpart des Komponententyps der this-Variable typisiert sein, damit
diese Komponentenvariable zur Typdefinition passt. Bei der Bindung der Va-
riablen auf Instanzen während der Ausführung werden diese Typinformationen
beachtet, so dass nur Instanzen an Variablen gebunden werden, die dem spezifi-
zierten Variablentyp entsprechen.
Abbildung 3.17 zeigt die Typisierung einiger, aus Gründen der Übersichtlich-
keit nicht aller, Variablen eines Komponentenstorypatterns in Bezug auf den
zugehörigen Komponententyp. Die this-Variable ist vom Typ RailCab, die Varia-
ble newGen ist typisiert über den Part refGen innerhalb des Komponententyps
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RailCab und die p2r-Kompositionskonnektorvariable ist typisiert über den Kom-



























































Abbildung 3.17: Typisierung der Variablen eines Komponentenstorypatterns in
Bezug auf den zugehörigen Komponententyp
3.2.3.5 Bindung
Bei der Ausführung eines Komponentenstorypatterns werden die Variablen der
linken Regelseite auf Elemente der Komponenteninstanzstruktur abgebildet. Dies
wird Bindung genannt. Es werden alle Variablen der linken Regelseite mit Aus-
nahme der this-Variable gebunden, deren Bindung durch den Aufruf des Kompo-
nentenstorydiagramms bereits vorgegeben ist. Da die einzelnen Komponenten-
storypatterns durch Kontrollfluss in einem Zusammenhang stehen, können die
Bindungen von Variablen von einem Komponentenstorypattern in die folgenden
Patterns durch die Markierung einer Variable als gebunden übernommen werden.
Dies bedeutet, dass in einem vorherigen Komponentenstorypattern innerhalb ei-
nes Komponentenstorydiagramms bereits ein Element des Wirtsgraphen an diese
Variable gebunden wurde und diese Bindung des Elements (nach einer Typprü-
fung) übernommen wird. Somit ist ein Teil der Abbildung der linken Regelseite
auf den Wirtsgraphen bereits vorgegeben. Eine nicht gebundene Variable wird in
der Form Name/Part:Typ dargestellt, wobei der Typ optional ist, da er durch die
Angabe des Parts bereits automatisch feststeht. Bei einer gebundenen Variable
wird nur der unterstrichene Name dargestellt.
3.2.3.6 Negative Variablen
In gewissen Situationen muss das Ausführen eines Komponentenstorypatterns
vom nicht erfolgreichen Binden einer oder mehrerer Variablen abhängig gemacht
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werden. Dies wird üblicherweise als Negative Application Condition (NAC) be-
zeichnet. Diese negative Anwendungsbedingung wird allerdings nicht als extra
Diagramm modelliert, sondern es werden einzelne Variablen als negativ mar-
kiert. Graphisch werden solche Variablen durchgestrichen dargestellt (vgl. Ab-
bildung 3.18). Das Komponentenstorypattern aus Abbildung 3.18 kann nur aus-
geführt werden, wenn die an this gebundene Komponenteninstanz keine unterla-
























instance / part : type
construct(…)
Argument für Call
a: CI, PI, Conn
a is already bound
instance / part : type
b = trans(a)





instance / part : type
this
instance / part : type
instance / part : type
trans(…)
Abbildung 3.18: Beispiel für eine negative Komponentenvariable
3.2.3.7 Optionale Variablen
Variablen können als optional markiert werden. Dies bedeutet, das di se Varia-
blen auf ein Element der Komponenteninstanzstruktur abgebildet werden kön-
nen, aber nicht müssen. Optionale Variablen werden mit einer gestrichelten Um-
randung dargestellt. Die Variable instance/part:type des Komponentenstorypat-
terns aus Abbildung 3.19 ist optional. Das Komponentenstorypattern kann also
ausgeführt werden, egal ob die an this gebundene Komponenteninstanz eine un-
























instance / part : type
construct(…)
Argument für Call
a: CI, PI, Conn
a is already bound
instance / part : type
b = trans(a)





instance / part : type
this
instance / part : type
instance / par  : type
…)Abbildung 3.19: Beispiel für eine optionale Komponentenvariable
3.2.3.8 Auswirkung der Kompositionsbeziehung
In Abschnitt 3.1.3.1 wurden verschiedene Kompositionsbeziehungen zwischen
Elementen beschrieben. Diese Kompositionsbeziehungen haben spezielle Auswir-
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kungen bei der Ausführung eines Komponentenstorypatterns, wenn die Variablen
zu erzeugen oder zu löschen bzw. negativ oder optional sind:
create Werden Variablen mit create markiert, dann bezieht sich dies nicht
nur auf die Variable selber, sondern auf alle über Kompositionsbeziehungen
verbundenen Variablen. Für eine zu erzeugende Komponenteninstanz werden
dementsprechend auch alle Portvariablen an der Komponentenvariable als zu
erzeugend markiert. Dies gilt analog und transitiv auch für Portvariablen und
deren anliegende Kompositionskonnektor- und Delegationskonnektorvariablen.
destroy Dies gilt ebenfalls für Variablen, die mittels des Stereotypendestroy
als zu löschend angegeben sind. Hier sind alle zu einer Variable in Kompositions-
beziehung stehenden Variablen ebenfalls implizit als zu löschend markiert.
Die Kompositionsbeziehung hat neben dieser impliziten Markierung der Va-
riablen auch weitere Auswirkungen. Wenn die an eine zu löschende Variable
gebundene Instanz bei der Ausführung gelöscht wird, werden auch alle über eine
Kompositionsbeziehung verbundenen Instanzen gelöscht, da diese nicht alleine
existieren können (analog zum SPO-Ansatz [LE91]). Dies gilt auch, wenn die-
se Instanzen nicht an Variablen im Komponentenstorypattern gebunden worden
sind. Beim Löschen einer Komponenteninstanz werden daher auch alle zu die-
ser Komponenteninstanz gehörenden Portinstanzen und die zu den Portinstan-
zen gehörenden Kompositionskonnektoren und Delegationen gelöscht. Es werden
ebenfalls alle unterlagerten Komponenteninstanzstrukturen der gelöschten Kom-
ponenteninstanz gelöscht.
negativ Ist eine Variable als negativ markiert, bildet sie mit den über eine Kom-
positionsbeziehung verbundenen Variablen eine negative Gruppe. Dies bedeutet,
dass die negative Gruppe als Ganzes nicht gebunden werden darf.
optional Optionale Variablen werden mit den per Komposition verbundenen
Variablen ebenfalls als Gruppe betrachtet. Eine optionale Gruppe wird nur dann
erfolgreich gebunden, wenn alle Variablen der Gruppe als Ganzes gebunden wer-
den können.
3.2.3.9 Attribute der Variablen
Komponententypen und Ports können Attribute besitzen (s. Abschnitt 3.1.1.3),
die sie näher beschreiben. Die Werte dieser Attribute können nun in den Kompo-
nentenstorypatterns geprüft und gesetzt werden. Das Überprüfen geschieht beim
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Binden der Variablen der linken Regelseite. Das Setzen wird bei der Ausführung
des Komponentenstorypatterns also bei der Herstellung der rechten Regelseite
durchgeführt. Syntaktisch wird dies durch die Angabe des Attributes, des Wer-
tes und eines Operators (dargestellt in Abbildung 3.20) umgesetzt. Operatoren
sind =, 6=, <, ≤, >, ≥ und :=. Die ersteren werden für die Überprüfung des
Attributwertes, der Zuweisungsoperator := für das Setzen eines Wertes genutzt.
Während =, 6= und := für alle Typen der Attribute unterstützt werden, können
























instance / part : type
construct(…)
Argument für Call
a: CI, PI, Conn
a is already bound
instance / part : type
b = trans(a)





instance / part : type
this
instance / part : type
instance / part : type
trans(…)
Abbildung 3.20: Beispiel für eine Attributbedingung einer Komponentenvariable
3.2.3.10 Aufrufe von Komponentenstorydiagrammen
Komponentenstorydiagramme können aus anderen Komponentenstorydiagram-
men aufgerufen werden. Das dem zugrunde liegende Paradigma der Kapselung
durch Unterprogramme [PZ97, S. 266] ermöglicht eine Modularisierung der Kom-
ponentenstorydiagramme und damit eine einfachere Wiederverwendung. Des

























instance / part : type
construct(…)
Argument für Call
a: CI, PI, Conn
a is already bound
instance / part : type
b = trans(a)





instance / part : type
this
instance / part : type
instance / part : type
trans(…)
Abbildung 3.21: Beispiele für den Aufruf von Komponentenstorydiagrammen
Abbildung 3.21 zeigt zwei Aufrufe von Komponentenstorydiagrammen. Auf der
linken Seite wird für eine zu erzeugende Komponenteninstanz ein Konstruktor
aufgerufen. Nach der Erzeugung der Komponenteninstanz wird die initiale unter-
lagerte Komponenteninstanzstruktur der erzeugten Komponenteninstanz durch
ein Komponentenstorydiagramm angelegt. Dies ermöglicht eine einfache Erzeu-
gung einer hierarchischen Komponenteninstanzstruktur. Auf der rechten Seite
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der Abbildung wird ein Komponentenstorydiagramm auf einer Komponentenin-
stanz aufgerufen, um eine Rekonfiguration dieser Komponenteninstanz durchzu-
führen.
Aufrufe von weiteren Komponentenstorydiagrammen werden am Ende eines
Komponentenstorypatterns ausgeführt, also nachdem die rechte Regelseite her-
gestellt worden ist.
Komponentenstorydiagramme haben Parameter und einen Rückgabetyp (s.
Abschnitt 3.2.2.1). Beim Aufruf eines Komponentenstorydiagramms werden die
Argumente übergeben. Die im Komponentenstorypattern verwendeten Variablen
sowie die in den vorherigen Aktivitäten gebundenen Variablen können als Argu-
mente verwendet werden. Da das angegebene Komponentenstorydiagramm nach
der Ausführung der Strukturänderung aufgerufen wird, sind Variablen, die zer-
stört werden, also nur in der rechten Regelseite vorhanden sind, von der Übergabe
als Argument ausgeschlossen.
Rückgabewerte von aufgerufenen Komponentenstorydiagrammen dürfen nicht
im gleichen Komponentenstorypattern zur Bindung genutzt werden, da der Auf-
ruf am Ende des Komponentenstorypatterns ausgeführt wird. Sie stehen aller-
dings als gebundene Variablen ab der nächsten Aktivität zur Verfügung.
3.2.4 Iterierte Komponentenstorypatterns
Die Komponentenstorypatterns aus Abschnitt 3.2.3 ändern die Struktur einer
passenden Anwendungsstelle im Wirtsgraphen. Durch die Integration von Kar-
dinalitäten an den unterlagerten Parts eines Komponententypen besteht nun die
Möglichkeit, dass es mehrere passende Anwendungsstellen für die Variablen eines
Komponentenstorypatterns gibt. Die bisher erläuterten Komponentenstorypat-
terns werden auf eine beliebige passende Anwendungsstelle angewendet. Für den
Fall, dass jedoch ein Komponentenstorypattern auf alle Anwendungsstellen ange-
wendet werden soll, werden analog zu Storydiagrammen [Zün02, S. 28] iterierte
Komponentenstorypatterns unterstützt. Diese iterierten Komponentenstorypat-
terns werden in einer Schleife auf alle Anwendungsstellen angewendet.
Abbildung 3.22 zeigt zwei Varianten eines iterierten Komponentenstorypat-
terns. Die obere Variante beschreibt den oben dargestellten Fall, dass ein Kom-
ponentenstorypattern für alle möglichen Anwendungsstellen ausgeführt wird. Es
werden alle unterlagerten Komponenteninstanzen typisiert über part : type nach-
einander gebunden und gelöscht. Danach wird die Aktivität über die Transition
mit der Bedingung end verlassen.
Die untere Variante beschreibt eine Erweiterung der iterierten Komponenten-
storypatterns, die es ermöglicht, nicht nur ein Komponentenstorypattern pro An-
wendungsstelle auszuführen, sondern zusätzlich eine Sequenz von weiteren Ak-
63











instance / part : type
<<destroy>>
result -> a
Type::name(x / part : type2)
: (result / part3 : type3)
this








[failure] [each time] [end] [<booleanexpression>] [else]
Type::name(x / part : type2) : (result / part3 : type3)
Abbildung 3.22: Beispiele für iterierte Komponentenstorypatterns
tivitäten. In diesem Beispiel wird im iterierten Komponentenstorypattern bind
die Variable instance gebunden und danach die Aktivität destroy ausgeführt, die
das an die Variable gebundene Element löscht. Für jede Anwendungsstelle des
Komponentenstorypatterns bind werden die Aktivitäten, die durch die Transiti-
on mit der Bedingung each time verbunden sind, ausgeführt. Danach wird die
Aktivität bind über die Transition mit der Bedingung end verlassen. Die beiden
Varianten des Beispiels beschreiben also die selbe Rekonfiguration. Die zweite
Variante erlaubt allerdings komplexere Operationen.
3.2.5 Start- und Stopaktivitäten
Start- und Stopaktivitäten sind die Aktivitäten mit denen ein Komponentensto-
rydiagramm beginnt bzw. endet. Wie bei Storydiagrammen hat ein Komponen-
tenstorydiagramm genau eine Startaktivität, die keine Vorgänger hat. Ebenso
können beliebig viele Stopaktivitäten existieren, die alle keinen Nachfolger ha-
ben. An der Startaktivität wird die Signatur des Komponentenstorydiagramms
dargestellt (s. Abschnitt 3.2.2.1).
An Stopaktivitäten werden die Rückgabewerte des Komponentenstorydia-
gramms festgelegt. Dies geschieht durch die Angabe von Rückgabeparametern
und der ausgewählten Variablen aus einem der Komponentenstorypatterns, de-













instance / part : type
<<destroy>>
result -> a
Type::name(x / part : type2)
: (result / part3 : type3)
this








[failure] [each time] [end] [<booleanexpression>] [else]
Type::name(x / part : type2) : (result / part3 : type3)
Abbildung 3.23: Beispiel für Start- und Stopaktivitäten mit Parametern und
Rückgabewerten.
Abbildung 3.23 enthält ein einfaches Komponentenstorydiagramm mit einer
Start- und einer Stopaktivität sowie einem Komponentenstorypattern. Die Start-
aktivität zeigt die Signatur des Komponentenstorydiagramms. Das Diagramm ist
spezifiziert für den Komponententyp Type, hat einen Parameter x typisiert über
part : type2 und einen Rückgabeparameter result typisiert über part3 : type3.
In der Aktivität bind a wird ausgehend von der this-Variable und der durch den
Parameter bereits gebundenen Variable x die Variable a gebunden. Am Ende des
Diagramms wird der Wert der Variablen a, also das Element im Wirtsgraphen,
als Wert für den Rückgabeparameter result zurückgegeben.
3.2.6 Weitere Aktivitäten
Die Erfahrung bei der Anwendung von Graphtransformationen auf Objektstruk-
turen im Rahmen der Arbeiten an Story Driven Modeling [FNTZ98, Zün02] hat
gezeigt, dass zusätzlich zu den oben dargestellten Komponentenstorypatterns auf
der Komponenteninstanzstruktur die Einbettung von programmiersprachlichen
Konstrukten, zum Beispiel zur Berechnung mathematischer Formeln, die An-
wendbarkeit der Sprache erhöht [Zün02, S. 32]. Zu diesem Zweck können zusätz-
lich zu den Komponentenstorypatterns textuelle Aktivitäten modelliert werden.
In diesen Aktivitäten werden programmiersprachliche Konstrukte der Zielplatt-
form für die Ausführung der Komponentenstorydiagramme eingebettet, die bei
der Übersetzung des Komponentenstorydiagramms in Quelltext direkt übernom-
men werden.
In [Opp06] wurde für Storydiagramme eine plattform- und programmierspra-
chenunabhängige Sprache für textuelle Aktivitäten in Fujaba beschrieben. Die-
se Arbeit könnte für Komponentenstorydiagramme angepasst und übernommen
werden.
Für die Modellierung von Schleifen und Entscheidungen werden weitere Akti-
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vitäten, so genannte Entscheidungs-/Vereinigungsaktivitäten, unterstützt.
3.2.7 Kontrollfluss
Der Kontrollfluss definiert die Reihenfolge der einzelnen Aktivitäten eines Kom-
ponentenstorydiagramms. Neben der einfachen Sequenz von Aktivitäten unter-
stützt er auch Entscheidungen und Schleifen. Die Spezifikation des Kontrollflus-
ses von Komponentenstorydiagrammen ist identisch zu der bei Storydiagrammen,
die wiederum auf UML Aktivitätsdiagrammen basiert.
Der Kontrollfluss verbindet die Aktivitäten eines Komponentenstorydia-
gramms durch gerichtete Kontrollflusskanten (Transitionen). Es ergibt sich somit
ein gerichteter Graph. Der Graph hat mit der Startaktivität genau einen Knoten,
der keine Vorgängerknoten hat. Er ist von diesem Knoten aus schwach zusam-
menhängend. Knoten ohne Nachfolger sind Stopaktivitäten.
Zwischen Start- und Stopaktivitäten dürfen die oben vorgestellten Aktivitä-
ten genutzt werden. Hierbei dürfen allerdings, wie in Storydiagrammen, unter-
schiedliche Schleifen bzw. Entscheidungen sich nicht überschneiden. Dies wird
in [Zün02] als well-formedness Eigenschaft beschrieben. Diese Einschränkung
ermöglicht eine einfache und direkte Übersetzung des Kontrollflusses der Kom-
ponentenstorydiagramme auf Storydiagramme (siehe Abschnitt 3.2.10) auf dem
Metamodell der Komponenteninstanzstrukturen. Die für den Kontrollfluss von
Storydiagrammen definierte Graphgrammatik [Kle99, S. 36] gilt auch für Kom-
ponentenstorydiagramme.
Für die Modellierung von Entscheidungen und Schleifen in Komponentensto-
rydiagrammen müssen deren Bedingungen beschrieben werden. Komponenten-
storydiagramme übernehmen hier die aus Storydiagrammen bereits bekannten
Konstrukte. Abbildung 3.24 zeigt eine Übersicht der Transitionsbedingungen, die











instance / part : type
<<destroy>>
result -> a
Type::name(x / part : type2)
: (result / part3 : type3)
this








[failure] [each time] [end] [<booleanexpression>] [else]
Type::name(x / part : type2) : (result / part3 : type3)
Abbildung 3.24: Übersicht der Transitionsbedingungen.
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success / failure Bei der Ausführung eines Komponentenstorypatterns wird,
wie in Abschnitt 3.2.3.1 erläutert, zuerst versucht, die linke Regelseite zu binden.
Wenn dies erfolgreich war und nur dann, wird die rechte Regelseite hergestellt,
indem die Änderungen durchgeführt werden. Um je nach dem, ob das Pattern
erfolgreich ausgeführt wurde oder nicht, unterschiedlich zu reagieren, besteht die
Möglichkeit, eine Aktivität über Transitionen mit den Bedingungen success bzw.
failure zu verlassen. Wenn das Komponentenstorypattern erfolgreich ausgeführt
wurde, wird die Transition mit der Bedingung success gewählt. Im anderen Fall
wird die failure-Transition ausgewählt. Beide Transitionsbedingungen können nur
zusammen genutzt werden.
each time / end Für die in Abschnitt 3.2.4 dargestellten iterierten Komponen-
tenstorypatterns existieren die Bedingungen each time und end. Die Transition
each time wird für jede Anwendungsstelle des iterierten Komponentenstorypat-
terns gewählt. Wenn alle Anwendungsstellen abgearbeitet wurden, wird das ite-
rierte Komponentenstorypattern über die Transition end verlassen. An einem
iterierten Komponentenstorypattern muss eine ausgehende Transition mit der
Bedingung end existieren. Die each time-Transition ist optional.
boolesche Bedingungen / else Die textuellen Aktivitäten aus Abschnitt 3.2.6
ermöglichen die Nutzung programmiersprachlicher Konstrukte der Zielplattform
z.B. für die Berechnung mathematischer Formeln. Dies ist oft auch bei der Defini-
tion der Bedingungen von Entscheidungen und Schleifen hilfreich. Daher werden
für Transitionen auch Bedingungen in der Programmiersprache der Zielplatt-
form unterstützt, die bei der Übersetzung auf Quelltext direkt übernommen
werden. Ergänzend zu diesen booleschen Bedingungen existiert die Möglichkeit,
eine Transition mit der Bedingung else zu versehen. Diese Transition wird dann
gewählt, wenn die booleschen Bedingungen der übrigen Transitionen nicht erfüllt
sind.
3.2.8 Beispiel
Abbildung 3.25 zeigt ein Komponentenstorydiagramm, welches im Rahmen des
Beispiels die Struktur des führenden RailCabs anpasst, wenn ein neues Fahr-
zeug dem Konvoi beitritt. Hierbei wird an der richtigen Stelle in der Kette von
RefGen-Komponenteninstanzen eine neue Komponenteninstanz für das zusätzli-
che Fahrzeug eingefügt. Als Parameter erhält das Komponentenstorydiagramm
den Namen der zu erzeugenden Komponenteninstanz, die Position des neuen
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Fahrzeugs im Konvoi sowie die Portinstanz, über welche die berechneten Positi-










































int i = 1;
if(next != null) {




























Abbildung 3.25: Komponentenstorydiagramm RailCab::insertRefGen
In den oberen Aktivitäten des Komponentenstorydiagramms wird die korrekte
Position der zu erzeugenden RefGen-Komponenteninstanz gesucht. In den unte-
ren Aktivitäten wird die Komponenteninstanz erzeugt und mit der übergebenen
Portinstanz sowie den restlichen Komponenteninstanzen verbunden.
Die Suche nach der korrekten Position beginnt in der Aktivität getFirstRefGen.
Hier wird die RefGen-Komponenteninstanz gesucht, die keinen Vorgänger hat.
Falls dies nicht erfolgreich ist, gibt es noch keine RefGen-Komponenteninstanz und
eine neue wird in der Aktivität createFirstRefGen erzeugt. Der Fall dass die Ak-
tivität getFirstRefGen fehlschlägt, da zwar bereits RefGen-Komponenteninstanzen
existieren, diese aber in einem Kreis miteinander verbunden sind, wird nicht
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betrachtet, da diese Instanzstruktur nicht durch die modellierten Komponenten-
storydiagramme erzeugt wird.
Falls die erste RefGen-Komponenteninstanz gefunden wurde, wird nun in der
folgenden Schleife über die Kette der RefGen-Komponenteninstanzen iteriert, bis
die Stelle erreicht wurde, an der die neue Komponenteninstanz festgelegt durch
den Parameter position erzeugt und in die Struktur eingefügt werden soll. Dies
wird in den Aktivitäten addRefGenAtBeginning sowie addRefGen durchgeführt.
3.2.9 Abstrakte Syntax
Die Syntax der Komponentenstorydiagramme ist definiert durch ein Metamodell
und zugehörige Invarianten, die in OCL beschrieben wurden. Abbildung 3.26
zeigt die verschiedenen Pakete, in die das Metamodell der Komponentenstory-
diagramme aus Gründen der Übersichtlichkeit aufgesplittet wurde. Das Paket
ControlFlow enthält die Metaklassen für die Signatur der Komponentenstorydia-
gramme sowie für die Kontrollflusselemente. Das Paket Component Story Patterns
enthält die Metaklassen für die Modellierung der Komponentenstorypatterns.
Beide Pakete greifen auf das Paket Structure aus Abbildung 3.10 zu, in dem die
Metaklassen zur Definition der Komponententypen enthalten sind. Des Weite-
ren greift das Metamodell auf diverse Klassen aus dem Fujaba-Metamodell zu,
insbesondere die dort bereits enthaltenen Metaklassen der Storydiagramme. Bidi-
rektionale Verbindungen zu diesen Klassen sind technisch über das Metamodell-
Erweiterungs-Muster realisiert [BGN+03, BGN+04].
Component Story Diagrams





Abbildung 3.26: Pakete der Metamodelle der Komponentenstorydiagramme
Der größte Teil des Kontrollfluss-Metamodells für die Komponentenstorydia-
gramme in Abbildung 3.27 enthält die Definition der Signatur von Kompo-
nentenstorydiagrammen. Ein Komponententyp kann eine beliebige Anzahl an
Komponentenstorydiagrammen, definiert durch die Metaklasse ComponentActivi-
tyDiagram, haben. Die Metaklassen Constructor und Reconfiguration werden für die
Modellierung der entsprechenden Arten von Komponentenstorydiagrammen ge-
nutzt. Die Parameterliste eines Komponentenstorydiagramms ist realisiert über
die geordnete Assoziation zur Klasse Parameter. Die Eigenschaft der Ordnung
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(dargestellt durch den Stereotypen {ordered}) der Assoziation garantiert die
gleichbleibende Reihenfolge der Parameter. Parameter, die über die Komponen-
tenstruktur typisiert sind, werden durch die Metaklasse ComplexParam realisiert,
während Parameter von Basistypen durch die Metaklasse PrimitiveParam umge-














































Abbildung 3.27: Metamodell der Komponentenstorydiagramme – Kontrollfluss
Es gelten zusätzlichen die folgenden Invarianten:
Invariante 3.11 Parameter und Ergebnistypen eines Komponentenstorydia-
gramms dürfen nur entweder über die unterlagerten Parts eines Komponenten-
typs oder einen Port des Komponententyps typisiert sein.
context ComplexParam inv:
params.transformations.parts→exists(p | p = part) xor
params.transformations.ports→exists(p | p = port)
context ResultDeclaration inv:
results.transformations.parts→exists(p | p = part) xor
results.transformations.ports→exists(p | p = port)
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Abbildung 3.28 zeigt den Teil des Metamodells für Komponentenstorypat-
terns. Die Variablen eines Patterns werden durch die abstrakten Metaklassen
Variable und ConnectorVariable sowie die Subklassen ComponentVariable, PortVaria-
ble, DelegationVariable sowie AssemblyVariable realisiert. Variablen sind enthalten
in einem ComponentStoryPattern und typisiert über die Metaklasse Part. Die Me-
taklasse Modifier enthält die Aufzählung der unterschiedlichen Modifizierer von
Variablen. Die this-Variable wird dargestellt durch die Metaklasse ComponentVa-
riable und die Assoziation thisvariable zur Metaklasse ComponentStoryActivity. Der
Typ der this-Variable wird definiert durch die Assoziation zur Metaklasse Type.
Die Metaklasse AttrExprPair wird für die Attributbedingungen genutzt und ver-
bindet daher einen Ausdruck (Klassenattribut expr) mit der Metaklasse Attribute
sowie der Metaklasse Operator.
Im unteren Teil der Abbildung sind die Aufrufe anderer Komponentenstory-
diagramme durch die Metaklasse Call modelliert. Das aufzurufende Komponen-
tenstorydiagramm ist durch die Assoziation zur Metaklasse ComponentActivity-
Diagram abgebildet. Als Argumente, Metaklasse Argument, und Rückgabewerte,
Metaklasse Result, werden die Variablen des Patterns über die Assoziationen va-
riable und value genutzt.
Es gelten zusätzlich die folgenden Invarianten:
Invariante 3.12 Zuweisungsoperatoren dürfen nicht in Attributbedingungen
verwendet werden, die zu einer negativen oder zu löschenden Variablen gehören.
context AttrExprPair inv:
operator = Operator::assignment implies
((variable.modifier <> Modifier::negative)
and (variable.modifier <> Modifier::destroy))
Invariante 3.13 Vergleichsoperatoren dürfen nicht in Attributbedingungen ver-
wendet werden, die zu erzeugenden Variablen gehören.
context AttrExprPair inv:
operator <> Operator::assignment implies
variable.modifier <> Modifier::create
3.2.10 Formale Semantik
Die zuvor informal beschriebene Sprache zur Transformation von Komponenten-
instanzstrukturen hat mit dem dargestellten Metamodell eine formal definierte
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Syntax. Die informal beschriebene Semantik der Sprache muss für eine Aus-
führung der Komponentenstorydiagramme formal definiert werden. Im Rahmen
dieser Arbeit wird die Ausführung der Komponentenstorydiagramme auf den in
Abschnitt 3.1.3 definierten Komponenteninstanzstrukturen betrachtet. Die Aus-
führung der Komponentenstorydiagramme wird hierbei durch eine Übersetzung
der Komponentenstorydiagramme auf Storydiagramme auf dem Metamodell der
Komponenteninstanzstrukturen und die anschließende Ausführung dieser Story-
diagramme realisiert. Die Semantik der Komponentenstorydiagramme wird somit
durch diese Übersetzung (translational semantics [SK94]) formal definiert.
Abbildung 3.29 zeigt die Übersetzung an einem vereinfachten Beispiel. Auf der
linken Seite sind die Komponenteninstanzstrukturen sowie ein Komponentensto-
rypattern auf Modellebene in konkreter Syntax dargestellt. Die rechte Seite zeigt
dieselben Komponenteninstanzstrukturen (aus Platzgründen ohne die auf der lin-
ken Seite ausgegrauten Elemente) auf Metamodellebene also in abstrakter Syn-
tax. Das Komponentenstorypattern in der Mitte wird als Storypattern auf dem
Metamodell der Komponenteninstanzen modelliert. Dieses Storypattern trans-
formiert die oben abgebildete Objektstruktur der Komponenteninstanzstruktur
in die unten abgebildete Objektstruktur. Das Storypattern führt also das links
in der Mitte abgebildete Komponentenstorypattern aus.
Ziel der im Folgenden beschriebenen Regeln ist die Übersetzung des links in
der Mitte dargestellten Komponentenstorypattern auf das rechts dargestellte Sto-
rypattern sowie die Übersetzung der Syntaxelemente von Komponentenstorydia-
grammen wie Transitionen zwischen den Aktivitäten auf entsprechende Elemente
der Storydiagramme. Die Übersetzungsregeln werden aus Gründen der besseren
Verständlichkeit in konkreter Syntax dargestellt. Technisch sind diese Regeln
überwiegend durch Triple-Graph-Grammatiken (TGG) [Sch94, WGN03, KW07]
sowie zu einem kleinen Teil durch Storydiagramme spezifiziert. Beide Überset-
zungen werden auf dem Metamodell der Komponentenstorydiagramme sowie der
Storydiagramme, also auf der abstrakten Syntax, spezifiziert [Hol08].2
3.2.10.1 Kontrollfluss
Auf der linken Seite der folgenden Übersetzungsregeln ist die konkrete Syntax
der Komponentenstorydiagramme dargestellt; auf der rechten Seite sind die ent-
sprechenden Storydiagramme ebenfalls in konkreter Syntax dargestellt. Der Pfeil
von links nach rechts symbolisiert die Übersetzung. Auf beiden Seiten sind die
Elemente entweder farbig, schwarz oder grau markiert. Farbig bzw. schwarz wer-
den die für die Übersetzung relevanten Elemente dargestellt, während die grauen
2Um die Übersetzungsregeln mittels TGGs umsetzen zu können, wurden kleinere Erweiterun-
gen an den Storydiagrammen vorgenommen, die in Anhang A näher erläutert werden.
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Abbildung 3.29: Übersetzung der Komponentenstorydiagramme auf Storydia-




Elemente den Kontext beschreiben. Die Übersetzung der Kontextelemente wird
in anderen Übersetzungsregeln dargestellt.
Der Kontrollfluss der Komponentenstorydiagramme, bestehend aus den Akti-
vitäten und den Kanten zwischen den Aktivitäten, wird in den meisten Fällen
identisch auf den Kontrollfluss der Storydiagramme übersetzt. Abbildung 3.30
zeigt die direkte Übersetzung einer (beliebigen) Aktivität. Die nächste Abbildung
zeigt die Übersetzung der Transitionskanten. Die an einer Transition annotierten
Transitionsbedingungen werden ebenfalls direkt übernommen.
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Type::name() Transformation Type_name(self : ComponentInstance)
Type::name(x / part : type, …)
: (result / part2 : type2, …)
Transformation Type_name(…, x : ComponentInstance, …)
: (result : ComponentInstance, …)Parameter, ResultTypetype: ComponentInstance,
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[each time]
Abbildung 3.30: Übersetzung einer Aktivität
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Type::name() Transformation Type_name(self : ComponentInstance)
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: (result / part2 : type2, …)
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Abbildung 3.31: Übersetzung einer Transition
Die Startaktivität eines Komponentenstorydiagramms mit dem Namen name
einer Komponente mit dem Namen Type wird übersetzt auf eine Startaktivität ei-
nes erweiterten Storydiagramms mit dem Namen Type_name (s. Abbildung 3.32).
Dieses erweiterte Storydiagramm hat einen Parameter vom Typ ComponentInstan-
ce mit dem Namen self. Dieser Parameter wird genutzt, um der this-Variable eines
Komponentenstorydiagramms die Komponenteninstanz als Wert zuzuweisen, auf
der das Komponentenstorydiagramm aufgerufen wird.
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[each time]
Abbildung 3.32: Übersetzung ei er Startaktivität
Abbildung 3.33 zeigt die Übersetzung eines Parameters x typisiert über
part:type am Beispiel einer Komponenteninstanz. Der Parameter wird mit dem
gleichen Namen x und dem Typ ComponentInstance als Parameter der Startaktivi-
tät des erweiterten Storydiagramms übernommen. Portinstanzen, Kompositions-
und Delegationskonnektoren werden als Parameter vom Typ PortInstance, Assem-
bly bzw. Delegation übernommen. Die Übersetzung der Rückgabeparameter ge-
schieht analog zur Übersetzung der Parameter.
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[each time]
Abbildung 3.33: Übersetzung eines Parameters
Stopaktivitäten der Komponentenstorydiagramme werden in Stopaktivitäten
der erweiterten Storydiagramme übersetzt (s. Abbildung 3.34). An Stopaktivi-
täten werden die Rückgabewerte der Komponentenstorydiagramme angegeben.
Rückgabewerte sind Variablen aus den Aktivitäten der Komponentenstorydia-
gramme. Bei der Übersetzung dieser Rückgabewerte wird der Name des Rück-
gabeparameters, der sich aus der Signatur des Komponentenstorydiagramms be-
reits ergibt, übernommen. Eine Variable eines Komponentenstorypatterns wird
nach Abbildung 3.39 auf ein Objekt eines Storydiagramms mit dem gleichen Na-
men wie die Variable übersetzt. Da die Namen der Variable und des Objektes
identisch sind, wird als Rückgabewert der Stopaktivität des Storydiagramms der
Name des Objekts genutzt.
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Type::name() Transformation Type_name(self : ComponentInstance)
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: (result : ComponentInstance, …)Parameter, ResultTypetype: ComponentInstance,
PortInstance, Connector
[each time]
Abbildung 3.34: Übersetzung einer Stopaktivität
Entscheidungs-/Vereinigungsaktivitäten zur Modellierung von Entscheidungen
u Schleifen von Komponentenstorydiagrammen werden direkt auf ihre Ent-




um für alle LHS-
Matchings den 
NAC zu prüfen?
Oder kann man 





for-each state [each time]
[end]
result -> a result -> a
Stop State und Return
Nop State
condition condition
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Abbildung 3.35: Übersetzung einer Entscheidungs-/Vereinigungsaktivität
Iterierte Komponentenstorypatterns werden identisch in die erweiterten Sto-
rydiagrammen übersetzt (s. Abbildung 3.36).
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Type::name() Transformation Type_name(self : ComponentInstance)
Type::name(x / part : type, …)
: (result / part2 : type2, …)
Transformation Type_name(…, x : ComponentInstance, …)
: (result : ComponentInstance, …)Parameter, ResultTypetype: ComponentInstance,
PortInstance, Connector
[each time]
Abbildung 3.36: Übersetzung eines iterierten Komponentenstorypatterns
3.2.10.2 Komponentenstorypatterns
Der this-Variable wird bei der Ausführung eines Komponentenstorypatterns die
Komponenteninstanz zugewiesen, auf der das Komponentenstorydiagramm aus-
geführt wird. Nach Abbildung 3.32 wird bei der Übersetzung der Startaktivität
der Parameter self:ComponentInstance hinzugefügt, der diese Komponenteninstanz
repräsentiert. In einer Aktivität wird die this-Variable nun auf ein Objekt mit
dem Namen self vom Typ ComponentInstance übersetzt. Dieses Objekt wird als
gebunden markiert, da der Wert des Objekts bereits durch den Parameter self
festgelegt ist und daher nicht neu gebunden werden muss. Zusätzlich wird ein
Objekt für den zugehörigen Typ der Komponenteninstanz gebunden, welches mit






























































Abbildung 3.37: Übersetzung der this-Komponentenvariable
77
3 Modellierung rekonfigurierbarer Architekturen
Eine nicht gebundene Variable wird, wie in Abbildung 3.38 beispielhaft eine
Komponentenvariable, auf mehrere Objekte eines Storypatterns übersetzt. Dies
sind ein Objekt für das Element der Komponenteninstanzstruktur selber (Ob-
jekt instance) sowie zusätzliche Objekte für den zugehörigen Part (Objekt part)
und den Typ (Objekt type). Der Part und der Typ sind mit Attributbedingun-
gen versehen, die den Namen des Parts und des Typs bzgl. der bei der Variable
angegebenen Namen (im Beispiel part und type) überprüfen. Diese zusätzlichen
Objekte sind notwendig, da nicht irgendeine Komponenteninstanz gebunden wer-
den soll, sondern eine vom gewünschten Part und Typ.
Die zu bindende Komponenteninstanz muss über die children-Assoziation mit
dem self-Objekt verbunden sein, da die Variable in die this-Variable eingebet-
tet ist. Des Weiteren muss der zu bindende Part im Komponententyp der this-
Variable enthalten sein. Falls diese Bedingung nicht überprüft würde, wäre es


























































Abbildung 3.38: Übersetzung einer nicht gebundenen Komponentenvariable
Die Übersetzung (s. Abbildung 3.39) einer gebundenen Variable ist überwie-
gend analog zur oben beschrieben Übersetzung einer ungebundenen Variable. Im
Unterschied zu oben wird das Objekt instance im Storypattern wie die Variable






























































Abbildung 3.39: Übersetzung einer gebundenen Komponentenvariable
Abbildung 3.40 zeigt die Übersetzung einer Portvariablen in das zugehörige
78
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Storypattern. Die Portvariable port vom Part part und Typ porttype gehört zur
(gebundenen) Komponentenvariable instance. Die Übersetzung von instance nach
der oben beschriebenen Übersetzungsregel ist in grau dargestellt. Für die Port-
variable ist im Storypattern ein Objekt vom Typ PortInstance sowie Objekte für
den Part (part) und den Typ (typeP) der Portvariablen mit entsprechenden At-
tributbedingungen enthalten. Die neuen Objekte sind mit den Objekten für die
instance-Variable verbunden. So muss die gesuchte Portinstanz zur Komponen-
teninstanz instance gehören, der Portpart Teil der hierarchischen Definition des
Komponententyps der self-Komponenteninstanz sein und der Port zum Kompo-
nententyp der instance-Komponenteninstanz gehören.
Eine gebundene Portvariable wird fast identisch auf eine Objektstruktur im
Storypattern übersetzt. Einzig die Markierung als gebundenes Objekt und die






























































Abbildung 3.40: Übersetzung einer nicht gebundenen Portvariablen
Eine Portvariable kann neben dem eben dargestellten Fall, dass sie zu einer
eingebetteten Komponentenvariable gehört, auch direkt an der this-Variable an-
gegeben werden. In diesem Fall muss bei der Übersetzung in das Storypattern
auf das Part-Objekt verzichtet werden. Dies liegt daran, dass die Portinstanz
nicht in die Komponenteninstanz eingebettet ist, welches die Vorrausetzung für
eine Bindung über einen Part ist.
Stattdessen wird die Portvariable direkt in ein Objekt vom Typ PortInstance so-
wie ein Objekt vom Typ Port übersetzt unter der Bedingung, dass das Port-Objekt
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zum Komponententyp des self-Objekts gehört. Damit die gewünschte Portinstanz
gebunden wird, erhält das Port-Objekt zusätzlich eine Attributbedingung über
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Abbildung 3.41: Übersetzung einer Portvariablen an der this-Variablen
Abbildung 3.42 zeigt die Übersetzung einer Kompositionskonnektorvariable.
Ein Kompositionskonnektor verbindet in einer Komponenteninstanzstruktur eine
benötigte und eine angebotene Schnittstelleninstanz. Dementsprechend wird eine
Kompositionskonnektorvariable auf ein Objekt ass vom Typ Assembly, ein Objekt
pii vom Typ ProvidedInterfaceInstance sowie ein Objekt rii vom Typ RequiredInterfa-
ceInstance übersetzt. Im Beispiel gehört die Kompositionskonnektorvariable zum
Kompositionskonnektorpart X. Dementsprechend werden bei der Übersetzung
auch die Objekte zur Bindung der dementsprechenden Parts für Kompositions-
konnektor und Schnittstellen angelegt. Weiterhin werden Objekte zur Bindung
der Schnittstellen auf Typebene angelegt. Die Namen der Schnittstellen wurden
aus Gründen der Übersichtlichkeit weggelassen.
Auf Komponentenvariablen können Komponentenstorydiagramme aufgerufen
werden. Abschnitt 3.2.10.1 enthält eine Beschreibung der Übersetzung von Kom-
ponentenstorydiagrammen auf erweiterte Storydiagramme (s. Anhang A). Erwei-
terte Storydiagramme erlauben den Aufruf von anderen Storydiagrammen. Dies
wird graphisch mit so genannten Transformation Call Knoten modelliert.
Dementsprechend wird also der Aufruf von Komponentenstorydiagrammen auf
solche Transformation Calls übersetzt (s. Abbildung 3.43). Der Name des auf-
zurufenden erweiterten Storydiagramms ergibt sich nach Abbildung 3.32 durch
den Namen des Komponententypen sowie dem Namen des Komponentenstory-
diagramms. Als Argument für den immer vorhandenen Parameter self wird das
Objekt für die übersetzte Komponentenvariable, auf der das Komponentensto-
rydiagramm aufgerufen werden soll, angegeben.
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Abbildung 3.43: Übersetzung des Aufrufs eines Komponentenstorydiagramms
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den analog zum self-Argument entsprechend der Reihenfolge der Signatur über-
setzt (s. Abbildung 3.44). Komponentenstorydiagramme können auch Rückga-
bewerte zurückliefern. Diese Rückgabewerte werden an Variablen gebunden, die
dann in nachfolgenden Komponentenstorypatterns als gebundene Variablen ge-
nutzt werden können. Für jeden Rückgabewert werden im erweiterten Story-
diagramm Objekte für die jeweiligen Rückgabewerte (Komponenteninstanzen,
Portinstanzen, Kompositions- oder Delegationskonnektoren) angelegt und ent-
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Abbildung 3.44: Übersetzung der Aufrufargumente und des Rückgabewertes
Attributbedingungen und -zuweisungen werden in der Form „Attribut Operator
Wert“ bei Variablen angegeben und schränken die Bindungsmöglichkeit der Va-
riablen ein. Sie werden übersetzt auf Objek e der Metaklassen AttributeValue und
Attribute. Das zweite Objekt wird mit einer Attributbedingung versehen, die den
Namen des Attributs einschränkt (im Beispiel „x“). Das Objekt value speichert
den Wert des Attributs für die Instanz. Dementsprechend wird dem Objekt dann
eine Attributbedingung bzw. -zuweisung für das Attribut value mit dem in der
Variable angegebenen „Operator“ und „Wert“ hinzugefügt (s. Abbildung 3.45).
3.2.10.3 Übersetzung von create/destroy
Wenn Variablen mit den Stereotypen create oder destroy versehen wur-
den, müssen bei der oben dargestellten Übersetzung der Variablen in Objekte
eines Storypatterns zusätzlich diese Stereotypen korrekt übersetzt werden. Nach
Abschnitt 3.2.3.8 gelten diese beiden Stereotypen auch für mit einer Variablen















a: CI, PI, Conn


































Type::trans(x / part : type)










Abbildung 3.45: Übersetzung von Attributbedingungen und -zuweisungen
die Portvariablen an einer Komponentenvariable. Abbildung 3.46 zeigt wie ei-
ne zu erzeugende Komponentenvariable sowie eine zugehörige Portvariable auf
Objekte eines Storypatterns übersetzt wird. Obwohl die Portvariable nicht mit
create annotiert wurde, wird sie wegen der Kompositionsbeziehung wie eine
zu erzeugende Variable auf Objekte eines Storydiagramms übersetzt.
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Abbildung 3.46: create Stereotype wird auf zusätzliche Objekte angewandt
Wenn eine Variable als zu löschend markiert wurde, wird die Übersetzung der
zugehörigen Variablen analog durchgeführt. Bei der Ausführung der Löschung
der an die Variable gebundenen Instanz muss allerdings zusätzlich die Situation
betrachtet werden, dass nicht fü alle der Instanz per Kompositionsbeziehung zu-
gehörigen I tanzen (beispielsweise Porti stanz an einer Komponenteninstanz)
Variablen vom Modellierer angelegt wurden. Dies würde dazu führen, dass nicht
alle Instanzen gelöscht werden, die über eine Kompositionsbeziehung mit der zu
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löschenden Instanz verbunden sind. Dies stellt einen Verstoß gegen die Kom-
positionsbeziehung dar. Um diesen Fall korrekt (im Sinne des gewählten SPO-
Ansatzes [LE91]) zu behandeln, sind diese Beziehungen, wie z.B. zwischen Kom-
ponenteninstanz und Portinstanz sowie zwischen Komponenteninstanz und den
unterlagerten Instanzen, im Metamodell durch Kompositionen [Obj07, S. 39] mo-
delliert. Der aus diesen Metamodellen generierte Quelltext garantiert, dass beim
Löschen einer Instanz auch alle über Kompositionsbeziehungen verbundene In-
stanzen mitgelöscht werden, also kein inkonsistentes Modell entsteht.
3.2.10.4 Kardinalitäten
Für Komponentenports und einer Komponente unterlagerte Parts werden bei der
Typdefinition Kardinalitäten angegeben. Kardinalitäten beschreiben wie oft eine
Instanz des jeweiligen Typs im spezifizierten Kontext existieren darf. Wenn z.B.
ein Port die Kardinalität 0..1 besitzt, darf pro Instanz des zugehörigen Kom-
ponententyps nur maximal eine Instanz des Ports existieren. Betrachtet man
alle Instanzen des Komponententyps, können insgesamt natürlich mehr als ei-
ne Portinstanz existieren. Analoges gilt auch für die für einen Komponententyp
angegebenen Parts.
Bei der Ausführung der Komponentenstorypatterns müssen die spezifizierten
Kardinalitäten eingehalten werden. Das gleiche Problem muss auch bei der Aus-
führung von Storypatterns berücksichtigt werden, da für Assoziationen in Klas-
sendiagrammen ebenfalls beliebige Kardinalitäten angegeben werden können. Bei
der Ausführung von Storypatterns werden nach [Zün02, S. 49] nur die Kardina-
litäten 0..1 und 0..* unterschieden und bei der Ausführung beachtet. Auf Grund
der Erfahrung mit Storypatterns und den in [Zün02, S. 48] beschriebenen Grün-
den werden für Kardinalitäten bei der Ausführung von Komponentenstorypat-
terns ebenfalls nur diese Kardinalitäten beachtet. Die Kardinalität 0..* ist bei der
Ausführung unproblematisch, da sie keinerlei Einschränkung für die Anzahl der
Instanzen angibt. Im Folgenden wird daher nur der Sonderfall der Kardinalität
0..1 beschrieben.
Abbildung 3.47 zeigt die Übersetzung einer zu erzeugenden Komponentenva-
riable. In diesem Beispiel wird angenommen, dass bei der Definition des Kom-
ponententyps der this-Variable vom Modellierer festgelegt wurde, dass maximal
eine Instanz vom Part part:type existieren darf. Bei der Übersetzung der Kompo-
nentenvariable instance/part:type wird neben der normalen Übersetzung zusätzlich
das optionale, zu löschende Objekt instanceOld angelegt. Bei der Ausführung des
resultierenden Storydiagramms wird dann versucht, dieses optionale Objekt zu
binden. Wenn dies erfolgreich ist, wird es gelöscht, damit nach Erzeugung des
















































Abbildung 3.47: Übersetzung einer zu erzeugenden Komponentenvariable im Fall
einer Kardinalität von 0..1
gebundenen Komponenteninstanz existiert.
Dieses Vorgehen wird neben dem dargestellten Fall einer Komponenteninstanz
ebenfalls für Portinstanzen sowie Kompositions- und Delegationskonnektoren an-
gewandt. Da Konnektoren zwei Kardinalitäten besitzen (an der Quell- und an
der Zielseite), werden beide Seiten betrachtet.
3.2.10.5 Negative Variablen
Negative Variablen eines Komponentenstorypatterns können im Prinzip di-
rekt in negative Objekte eines Storypatterns übersetzt werden. Allerdings sind
Komponenten- und Portinstanzen sowie Kompositionskonnektoren und Delega-
tionskonnektoren nicht unabhängig voneinander sondern durch Kompositionsbe-
ziehungen verbunden (siehe Abschnitt 3.1.3.1). In Abschnitt 3.2.3.8 wurde erläu-
tert, dass die Negation einer Komponentenvariable dementsprechend auch auf
zugehörige Portvariablen und etwaige Kompositions- und Delegationskonnektor-
variablen ausgedehnt wird.
Würde dies nicht gemacht, würde im Beispiel aus Abbildung 3.48 versucht,
die Kompositionskonnektorvariable ass zu binden, die zu einer Portinstanz gehö-
ren muss, die wegen der Negation der Portinstanzvariable port2 allerdings nicht
existieren darf. Solch eine Situation ist widersprüchlich und kann dementspre-
chend nie im Wirtsgraph gefunden werden. In Abbildung 3.48 wird daher die
Negation auf die Kompositionskonnektorvariable ass erweitert. Durch die Kom-
positionsbeziehung zwischen Portinstanz und Kompositionskonnektor stellt dies
eine negative Gruppe dar. Es wird also versucht port und instance2 so zu binden,
dass instance2 keine Portinstanz besitzt, die per Kompositionskonnektor mit port
verbunden ist.
Abbildung 3.48 zeigt auf der rechten Seite zwei Komponenteninstanzstruktu-
ren als Beispiele für die Überprüfung der negativen Variablen. Die linke Beispiel-
struktur wird erfolgreich gebunden, unabhängig davon ob die Portvariable und
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/ part : porttype
/ part3 : type
/ part2 : porttype2
this
instance
/ part : porttype





port / part : porttype
instance2 / part3 : 
type
port2 / part2 : porttype2
<<destroy>>
ass
Abbildung 3.48: Beispiel für negative Variablen
die Kompositionskonnektorvariable als negative Gruppe betrachtet wird oder je-
de negative Variable einzeln betrachtet wird. Die rechte Beispielstruktur wird
allerdings nur korrekt gebunden, wenn die beiden Variablen als negative Grup-
pe betrachtet werden. Wenn die negativen Variablen einzeln betrachtet werden
würden, würde die Portinstanz /part2:porttype2 dazu führen, dass die negative
Portvariable eine Bindung fälschlicherweise verhindert.
Falls dieses Verhalten gewünscht ist, muss der Entwickler die Kompositions-
konnektorvariable im Komponentenstorypattern weglassen. Dies führt dann da-
zu, dass die negative Portvariable nur die Existenz einer Portinstanz überprüft
und nicht zusätzlich einen zugehörigen Kompositionskonnektor.
Bei der Übersetzung dieser beiden negativen Variablen in Storypatterns muss
die Semantik negativer Objekte in Storypatterns beachtet werden. Nach [Zün02,
S. 137] wird jedes negative Element einzeln auf Existenz überprüft. Eine 1-zu-1
Übersetzung der negativen Variablen würde dazu führen, dass die oben darge-
stellte negative Gruppe falsch übersetzt wird.
Grundlage für eine korrekte Übersetzung ist die Ersetzung der negativen Va-
riablen in einem Komponentenstorypattern durch zusätzliche Überprüfungsakti-
vitäten für negative Variablen analog zu [Zün02, S. 138]. Diese Übersetzung ist
dargestellt in Abbildung 3.49. In einem ersten iterierten Komponentenstorypat-
tern wird versucht, die linke Regelseite ohne die negativen Variablen zu binden
(Aktivität Ohne negatives Element). Für jede erfolgreiche Bindung wird dann in
der Aktivität NAC versucht, die negativen Variablen zu binden. Dies realisiert die
korrekte Übersetzung der negativen Gruppe, da bei der Bindung versucht wird,
alle Variablen im Zusammenhang zu binden und nicht jedes Element einzeln.
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Abbildung 3.49: Übersetzung negativer Elemente
gative Gruppe gefunden werden konnte, also die Bindung unter Beachtung der
negativen Variablen fehlgeschlagen ist. Dementsprechend wird im iterierten Kom-
ponentenstorypattern versucht, die nächste linke Regelseite ohne negative Ele-
mente zu binden und nachfolgend wieder die negativen Elemente zu überprüfen.
Dies geschieht so lange, bis entweder keine Bindungen der linken Regelseite ohne
negative Variablen gefunden werden konnten oder die Prüfung der negativen Ele-
mente fehlschlägt und damit eine insgesamt korrekte Bindung gefunden wurde.
In diesem Fall wird die rechte Regelseite ausgeführt, dass heißt die an die Variable
port gebundene Portinstanz gelöscht, und eine boolesche Variable match auf wahr
gesetzt, da das ursprüngliche Komponentenstorypattern nur für die erste erfolg-
reiche Bindung ausgeführt werden soll. Falls das ursprüngliche Komponenten-
storypattern mit negativen Elementen ein iteriertes Komponentenstorypattern
ist, dann wird auf die Variable match verzichtet, so dass für alle erfolgreichen
Bindungen die rechte Regelseite hergestellt wird.
Durch die vorgestellte Übersetzung werden alle negativen Variablen eines Kom-
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ponentenstorypatterns als Gruppe betrachtet. Falls dies vom Entwickler nicht
gewünscht ist, kann er die einzelnen negativen Variablen entsprechend zu der
beschriebenen Übersetzung durch mehrere sequentielle Aktivitäten analog zur
Aktivität NAC abbilden. Diese Aktivitäten überpüfen dann jeweils einzeln eine
negative Variable.
Die Übersetzung negativer Elemente mit Attributbedingungen muss analog
durchgeführt werden, da Attributbedingungen (nach Abbildung 3.45) in mehre-
re Objekte in einem Storypattern übersetzt werden. Dies führt dazu, dass alle
Objekte als negative Gruppe im Storypattern betrachtet werden müssten. Da
Storypatterns dies nicht erlauben, wird obige Übersetzung analog angewendet.
3.2.10.6 Optionale Variablen
Optionale Variablen müssen analog behandelt werden. Für sie gelten ebenfalls
die Auswirkungen der Kompositionsbeziehung zwischen verschiedenen Elemen-
ten (siehe Abschnitt 3.2.3.8). Da Storydiagramme nach [Zün02, S. 146] ebenfalls
versuchen optionale Elemente einzeln zu binden, müssen für eine korrekte Über-
















Variablen 1 und 2
Mit Variable 1 Ohne optionale Variable
Abbildung 3.50: Übersetzung einer Aktivität mit zwei optionalen Variablen
Optionale Objekte werden in Storydiagrammen bei der Bindung iterativ ver-
arbeitet. Zuerst wird versucht, zusätzlich zu den nicht-optionalen Objekten alle
optionalen Objekte zu binden. Gelingt dies nicht, werden sukzessiv die optionalen
Objekte entfernt, so dass bei n optionalen Objekten nach n+ 1 Bindungsversu-
chen schließlich eine Bindung nur der nicht-optionalen Objekte versucht wird.
Die Reihenfolge der Entfernung optionaler Objekte ist nicht-deterministisch.
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Abbildung 3.50 zeigt die Übersetzung eines Komponentenstorypatterns mit
zwei optionalen Variablen, die aus Gründen der Übersichtlichkeit nicht im Dia-
gramm dargestellt werden, auf mehrere Aktivitäten ohne optionale Variablen.
In einer ersten Aktivität wird versucht alle Variablen zu binden. Falls dies nicht
gelingt, wird eine der optionalen Variablen aus der Aktivität entfernt und noch-
malig versucht die Variablen zu binden. Wenn dies ebenfalls mißlingt, wird als
letztes versucht, nur die nicht-optionalen Variablen zu binden. Bei dieser Über-
setzung der optionalen Variablen wird die Kompositionsbeziehung zwischen Va-
riablen beachtet. Aktivitäten mit mehr als 2 optionalen Variablen werden analog
übersetzt. Optionale Variablen mit Attributbedingungen werden identisch über-
setzt.
Sind negative und optionale Elemente in einem Komponentenstorypattern ent-
halten, werden zuerst die negativen Elemente und nachfolgend die optionalen
Elemente betrachtet.
3.3 Ausführung in Echtzeitsystemen
Komponentenstorydiagramme modellieren eine Rekonfiguration der Komponen-
teninstanzstruktur. Die vorgestellten Übersetzungsregeln zur formalen Definiti-
on der Semantik werden auch eingesetzt, um aus Komponentenstorydiagrammen
Quelltext zur Ausführung zu generieren. In einem ersten Schritt werden die Kom-
ponentenstorydiagramme mittels den vorgestellten Übersetzungsregeln in Story-
diagramme auf dem Metamodell der Komponenteninstanzstrukturen übersetzt.
Aus den Storydiagrammen wird dann nachfolgend Quelltext mit der bereits exis-
tierenden Quelltextgenerierung für Storydiagramme erzeugt, der dann ausgeführt
werden kann.
Selbstoptimierende Systeme müssen typischerweise harte Echtzeitanforderun-
gen einhalten. Um Systeme, deren Rekonfiguration mit Komponentenstorydia-
grammen spezifiziert worden sind, einsetzen zu können, wird im Folgenden ei-
ne Analyse der maximalen Ausführungszeiten (Worst-Case-Execution-Time =
WCET) des aus Komponentenstorydiagrammen generierten Quelltextes vorge-
stellt. Darauf aufbauend wird dann gezeigt, wie das Scheduling für solche Systeme
analysiert wird.
3.3.1 Worst-Case-Execution-Time Analyse
Die Berechnung der WCET des generierten Quelltextes wird auf Basis der gene-
rierten Storydiagramme durchgeführt. Die Fujaba Quelltextgenerierung für Sto-
rydiagramme für Nicht-Echtzeitsysteme nutzt eine Heuristik [FNT98, S. 177],
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die auf Basis der Assoziationsrollenkardinalitäten versucht, eine möglichst gute
Reihenfolge hinsichtlich der Ausführungszeit zu wählen. Diese Heuristik basiert
im Wesentlichen darauf, dass versucht wird, möglichst frühzeitig Objekte auszu-
schließen, indem zum Beispiel zuerst Links überprüft werden, deren Assoziations-
rollen eine Kardinalität 0..1 haben, und erst danach Links mit einer Kardinalität
0..*. Diese Heuristik kennt allerdings keine Zahlen als feste Obergrenzen für die
Kardinalitäten und kann daher keine optimale Bindungsreihenfolge berechnen.
Des Weiteren kann ohne diese Information keine maximale Ausführungszeit be-
rechnet werden.
Es wurde daher in [Sei05, BGST05] eine Technik zur Bestimmung der maxi-
malen Ausführungszeit (WCET) von Storypatterns vorgestellt, die feste Zahlen
für die Kardinalitäten und die Instanzen der einzelnen Klassen benötigt. Mit
Hilfe dieser Informationen kann dann die WCET berechnet werden. Neben der
Bestimmung der WCET wurde auch deren Minimierung, durch eine Berechnung
der optimalen Bindungsreihenfolge im schlechtesten Fall, vorgestellt. In [Sei05]
wurde eine Erweiterung dieser Technik für die Berechnung der WCET nicht nur
von einzelnen Storypatterns sondern eines kompletten Storydiagramms im Aus-
blick skizziert, aber noch nicht voll umgesetzt. In [Bur06] wurde dies ebenfalls










Abbildung 3.51: Analyseprozess zur Berechnung der WCET von Storydiagram-
men [TGS06]
Aufbauend auf diesen Arbeiten wurde in [TGS06] die Berechnung der WCET
für Storydiagramme dargestellt. Abbildung 3.51 zeigt den Analyseprozess im
Überblick. Die Ausführung von Storypatterns basiert auf einer Menge von Basis-
operationen, wie die Bindung eines Objektes oder die Überprüfung einer Menge
von Objekten über eine Assoziationsrolle mit der Kardinalität 0..*. Bei der Aus-
führung von Storypatterns und Storydiagrammen werden diese Basisoperationen
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in einer bestimmten Reihenfolge benutzt. Im Rahmen einer plattformspezifischen
Analyse mittels herkömmlicher WCET-Analysewerkzeuge wird für jede Basisope-
ration eine plattformspezifische WCET berechnet. Alle diese WCETs ergeben das
Profil einer Plattform.
Durch den in selbstoptimierenden Systemen eingeschränkten Speicherplatz
und die Notwendigkeit harte Echtzeitbedingungen zu erfüllen, müssen feste Ober-
grenzen für die Kardinalität 0..* festgelegt werden. Die Anzahl der Instanzen und
maximalen Kardinalitäten der Assoziationsrollen für das Metamodell der Kom-
ponenteninstanzstrukturen wird dann auf Basis der festen Kardinalitäten der
Elemente der hierarchischen Komponententypdefinition und den Übersetzungs-
regeln berechnet.
Für ein einzelnes Storypattern wird nach [Sei05, BGST05] dann die maximale
Anzahl an Schleifendurchläufen (WCNI: Worst-Case-Number-of-Iterations) der
verschiedenen Schleifen, die für die Bindung der Objekte notwendig sind, auf
Basis der bekannten maximalen Anzahl an Instanzen und festen Kardinalitäten
der Assoziationen berechnet. In Kombination mit dem Profil kann damit die
WCET eines Storypatterns berechnet werden.
Eine Erweiterung des Ansatzes für die genauere Berechnung der WCNI wurde
in [TGS06] beschrieben. Durch den in Storypatterns eingesetzten Isomorphismus
[Zün02, S. 110] verringern sich im Falle von als gebunden markierten Objekten
die maximal möglichen Bindungen für Objekte des gleichen Typs in einem Sto-
rypattern um die Anzahl der als gebunden markierten Objekte. Da bei der Über-
setzung eines Komponentenstorypatterns auf ein Storypattern, das Storypattern
viele Objekte der gleichen Klasse enthält (z.B. ComponentInstance für alle Kom-
ponenteninstanzen) und bei der Übersetzung von z.B. negativen Variablen viele
gebundene Objekte genutzt werden, hat diese Verbesserung einen starken Effekt
und resultiert in einer deutlich genaueren Berechnung der maximalen Anzahl an
Schleifendurchläufen.
Für die Berechnung der WCET von Storydiagrammen ist der zeitlich längste
Pfad von der Start- zur Stopaktivität zu betrachten. Storydiagramme ohne Ent-
scheidungen oder Schleifen haben nur einen einzelnen Pfad. Daher ist die WCET
dann einfach die Summe der WCETs aller Aktivitäten. Bei Storydiagrammen mit
Entscheidungen ist die WCET des Storydiagramms das Maximum der WCETs
aller Pfade des Storydiagramms.
Wenn ein Storydiagramm Schleifen enthält, muss die maximale Anzahl an
Schleifendurchläufen bekannt sein, um den längsten Pfad zu bestimmen und
die WCET zu berechnen. Für iterierte Storypatterns entspricht die Anzahl der
Durchläufe der Anzahl der möglichen Belegungen für die linke Regelseite des ite-
rierten Storypatterns (unter Nutzung der Pre-Select Semantik [Zün02, TMG06]),
die auf Basis der festen Kardinalitäten automatisch berechnet werden. Wenn die
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modellierten Komponentenstorydiagramme als Schleifenkonstrukte nur iterierte
Komponentenstorypatterns beinhalten, enthalten auch die auf Basis der Überset-
zungsregeln daraus erzeugten Storydiagramme nur iterierte Storypatterns. Falls
der Entwickler Schleifen nicht mit iterierten Komponentenstorypatterns, sondern
durch den Kontrollfluss modelliert, muss er manuell für die WCET-Analyse die
maximale Anzahl an Schleifendurchläufen angeben.
A6 (1)
A8 (1)


















Abbildung 3.52: Berechnung der WCNI [TGS06]
Abbildung 3.52 zeigt an einem Beispiel die Berechnung der WCNI für ein
Storydiagramm mit zwei iterierten geschachtelten Storypatterns A5 und A7. Es
existieren im Beispiel zwei verschiedene Belegungen für A5. Dementsprechend
werden A6 und A7 jeweils 2 mal aufgerufen; die WCNI der Schleife von A5 beträgt
also 2. Die geschachtelte Schleife durch das iterierte Storypattern A7 hat ebenfalls
eine WCNI von 2 durch 2 mögliche Belegungen des Storypatterns A7. Durch die
Schachtelung von A7 in die Schleife von A5 kann es nun im schlechtesten Fall
2 Belegungen von A7 für jede der 2 Belegungen von A5 geben. Dies führt dazu,
dass das Storypattern A8 insgesamt 4 mal ausgeführt wird.
Mit Hilfe dieser Informationen wird wie in [TGS06] beschrieben die WCET
eines Storydiagramms mit (auch verschachtelten) Schleifen automatisch berech-
net. Die experimentellen Ergebnisse auf Basis eingebetteter Hardware (phyCORE-
MPC555 Prozessorboard mit einem 40MHz 32-Bit PowerPC Mikroprozessor von
Motorola) und unter Benutzung des DREAMS Echtzeitbetriebssystems [Dit00]
in [TGS06] zeigen, dass die Berechnung auch im realen System zu guten Ergeb-
nissen führt. Die berechneten Zeiten sind zwar etwas höher (bis zu 15%) als die
gemessenen Zeiten, können als WCET allerdings trotzdem genutzt werden, da
sie eine pessimistische Abschätzung darstellen.
Alternativ kann die WCET auch mit demWerkzeug bound-t [HLS00] berechnet
werden. Die berechneten WCNI werden dabei demWerkzeug übergeben, dass auf
dieser Grundlage dann die WCET berechnet [Ric08].
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3.3.2 Scheduling im Echtzeitbetriebssystem
Die Ausführung der Komponentenstorydiagramme zur Laufzeit resultiert in un-
terschiedlichen Ressourcenanforderungen der Anwendung an das Betriebssystem.
Um diese Änderungen zur Laufzeit in einem Echtzeitsystem umzusetzen, ist zu-
vor eine Scheduling Analyse notwendig. Diese Analyse überprüft, ob das System
auch nach der Ausführung eines Komponentenstorydiagramms auf einen Pro-
zess noch alle Echtzeitanforderungen (deadlines) einhält. In [THHO08] wurde
beschrieben, wie die Ausführung der Komponentenstorydiagramme und die dar-
aus resultierenden Konfigurationen in eine Scheduling Analyse integriert werden
kann. Im Folgenden wird dies skizziert.
Für den Fall einer Menge von Prozessen τ1, ..., τn mit einer festen Periode
Ti, einer Deadline, die der Periode entspricht, sowie einer WCET Zeit Ci für
die Ausführung des Prozesses τi hat die Scheduling Analyse bei der Nutzung
eines Earliest Deadline First (EDF) Schedulers nur eine lineare Komplexität
bezüglich der Anzahl der Prozesse n [LL73]. Wenn Bedingung 3.1 erfüllt ist,
können alle Prozesse mit EDF geplant werden. Dies ermöglicht die Überprüfung
des Schedulings vor einer Ausführung eines Komponentenstorydiagramms.
n∑
i=1
Ci/Ti ≤ 1 (3.1)
Die Ausführung eines Komponentenstorydiagramms ist typischerweise aperi-
odisch. Unter Nutzung des Total Bandwidth Servers (TBS) [SB96] können auch
aperiodische Prozesse, die ein Komponentenstorydiagramm ausführen, bei der
Scheduling Analyse betrachtet werden, ohne dabei die Komplexitätsklasse des
Problems zu ändern. Grundlegende Idee des TBS ist, für aperiodische Prozes-
se ebenfalls eine WCET (unter Benutzung der Ergebnisse aus Abschnitt 3.3.1)
und eine Deadline zu definieren und sie dann wie periodische Prozesse bei der
Scheduling Analyse zu behandeln. Da Komponentenstorydiagramme ja nur ape-
riodisch ausgeführt werden, sie aber als periodische Prozesse betrachtet werden,
wird Prozessorzeit vergeudet, wenn kein Komponentenstorydiagramm ausgeführt
wird. Um diese Prozessorzeit sinnvoll zu verwenden, kann der Flexible Ressource
Manager (FRM) [OB04] genutzt werden. Er ermöglicht im Rahmen von selbst-
optimierenden Systemen, derzeit nicht benutzte Prozessorzeit anderen Prozessen
zur Verfügung zu stellen.
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3.4 Zusammenfassung
In diesem Kapitel wurde die Erweiterung der Mechatronic UML in Bezug
auf die Modellierung der Struktur und deren Rekonfiguration beschrieben. Die
Strukturmodellierung der Mechatronic UML wurde dabei um das Konzept
der Kompositionsstrukturen der UML erweitert, die es ermöglicht, hierarchi-
sche Komponentenstrukturen zu definieren, in denen für jede Hierarchieebene
Typstrukturen definiert werden.
Auf Basis dieser Strukturmodellierung wurden Komponentenstorydiagramme
als Spezifikationssprache für Rekonfigurationen vorgestellt. Neben der Erfüllung
der Anforderungen aus [BCDW04] sowie der intuitiven graphischen Syntax ist
die starke Typisierung der Sprache herauszustellen. Dies ermöglicht die Imple-
mentierung eines syntaxgesteuerten kontextsensitiven Editors, so dass nur Kom-
ponentenstorydiagramme modelliert werden können, die typkonforme Kompo-
nentenstrukturen erzeugen.
Quelltext für die Ausführung der Komponentenstorydiagramme wird durch
die Anwendung der Übersetzungsregeln und der nachfolgenden Generierung von
Quelltext aus den resultierenden Storydiagrammen erzeugt. Der Quelltext kann
in harten Echtzeitsystemen ausgeführt werden, da eine maximale Ausführungs-




Mechatronische Systeme werden oftmals in Bereichen eingesetzt, in denen die
Verlässlichkeit des Systems wichtig ist. Dies ist zum Beispiel der Einsatz in Flug-
zeugen, Industrieanlagen und Automobilen. In diesen Bereichen muss die Ver-
lässlichkeit des entwickelten Systems gebenüber externen Gutachtern wie dem
TÜV oder Regierungsstellen wie dem Bundesamt für Strahlenschutz und dem
Eisenbahnbundesamt nachgewiesen werden.
Die Verlässlichkeit lässt sich, wie in Kapitel 2 dargestellt, in die verschiede-
nen Kenngrößen Verfügbarkeit, Zuverlässigkeit, Sicherheit und Vertraulichkeit
unterteilen. Verschiedene Techniken werden für den Nachweis der Verlässlichkeit
in Bezug auf die Anforderungen eingesetzt. Dies sind zum Beispiel Fehlerbaum-
analyse (FTA), Hazard and Operability Study (HAZOP), Failure Mode Effect
Analysis (FMEA) und Zuverlässigkeitsblockdiagramme (vgl. [Sto96]).
In diesem Kapitel wird eine komponentenbasierte Gefahrenanalyse zur quali-
tativen und quantitativen Analyse der Sicherheit [GTS04, GT06] als einer Kenn-
größe der Verlässlichkeit vorgestellt. Die qualitative Analyse ergibt, ob eine Ge-
fahrensituation eintreten kann, während eine quantitative Analyse auf Basis von
Wahrscheinlichkeiten von einzelnen Fehlerzuständen die Wahrscheinlichkeit für
die Gefahrensituation berechnet. Sie basiert auf dem Konzept der Fehlerpatho-
logie von Laprie in komponentenbasierten Systemen (vgl. Abschnitt 2.2.2 und
[Lap92]).
Grundlage für die Gefahrenanalyse sind die Modelle des mechatronischen Sys-
tems, deren Struktur mit der in Kapitel 3 vorgestellten Modellierungssprache
spezifiziert wurden. Für die einzelnen Komponententypen wird zusätzlich das
Verhalten im Fehlerfall modelliert. Die Analysetechnik nutzt dann die modellier-
te Komponenteninstanzstruktur, um die Fehlerverhaltensmodelle der einzelnen
Teilkomponenten automatisiert zu verknüpfen und so das Fehlerverhaltensmodell
des Gesamtsystems zu bestimmen.
Die hier vorgestellte Technik basiert auf der Fehlerbaumanalyse (FTA) (s. Ab-
schnitt 2.2.3). Ein Fehlerbaum beschreibt das Zustandekommen einer Gefahr auf
Basis einer booleschen Kombination von Basisereignissen. Fehlerbäume werden
typischerweise in der Praxis per Hand erstellt und basieren nicht auf der Ar-
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chitektur des Systems. Dies bedeutet, dass neben dem höheren Aufwand gegen-
über einer automatischen Analyse auch Fehler bei der Analyse gemacht werden
können. Hier sind die fehlende Betrachtung von Fehlerzuständen in einzelnen
Komponenten des Systems oder die Auslassung von Zusammenhängen zwischen
Komponenten zu nennen. Dies führt dazu, dass die Analyse nicht das entwor-
fene System widerspiegelt und die aus der Analyse gezogenen Folgerungen für
die Verlässlichkeit des Systems falsch bzw. unzureichend sind. Eine automatische
Analysetechnik auf Struktur- und Fehlerverhaltensmodellen des Systems verrin-
gert diese Probleme.
Verwandte Arbeiten [FM93, KLM03, PM99, Wal05, Gru03b] unterstützen
nicht die speziellen Eigenschaften selbstoptimierender Systeme, wie zyklische
Strukturen und Rekonfiguration. In diesem Abschnitt wird die Rekonfigurati-
on ebenfalls nicht betrachtet, allerdings ermöglicht die vorgestellte Technik die
Erweiterung um die Betrachtung rekonfigurierbarer Systeme in Kapitel 5.
Die im Folgenden vorgestellte Technik ermöglicht die Gefahrenanalyse ähnlich
zu Fehlerbäumen auf Basis der Architektur des Systems. Die Idee basiert auf der
Spezifikation des wiederverwendbarem Fehlerverhalten einzelner Komponenten-
typen. Das Fehlerverhalten wird auf Basis von Fehlerzuständen und Ausfällen
definiert. Fehlerzustände entstehen innerhalb von Komponenten und manifestie-
ren sich als Ausfälle an den Ports der Komponente (vgl. Fehlerpathologie [Lap92]
und Abschnitt 2.2.2). Die Ausfälle an den Ports der Komponenten, also den
Schnittstellen zu anderen Komponenten, propagieren sich über die Verbindun-
gen zwischen den Komponenten zu anderen Komponenten und können dort auch
zu Ausfällen führen. Das Fehlerverhalten einer Komponente beschreibt also, wie
sich eine Komponente bezüglich (eingehenden) Ausfällen anderer Komponenten
sowie internen Fehlerzuständen verhält.
Aus der Fehlerpropagierung der Komponententypen sowie der Komponenten-
instanzstruktur wird die Fehlerpropagierung des Gesamtsystems erzeugt. Die
Fehlerpropagierung des Gesamtsystems wird dann hinsichtlich des Auftretens
einer Gefahr analysiert. Die Wahrscheinlichkeit dafür wird auf Grundlage von
angenommenen Wahrscheinlichkeiten für die Fehlerzustände berechnet.
Abbildung 4.1 zeigt eine Übersicht über die komponentenbasierte Gefahren-
analyse. Die Gefahr wird mit einem Fehlerbaum spezifiziert. Das Topereignis
wird dann manuell bis zu Ausfällen an einzelnen Ports der Komponenteninstanz-
struktur verfeinert. Die restliche Verfeinerung von diesen Ausfällen an den Ports
bis zu den Fehlerzuständen in den Komponenten wird dann automatisch aus
der Komponentenstruktur sowie den spezifizierten Fehlerpropagierungen herge-
leitet. Resultat sind die Kombinationen der Fehlerzuständen der Komponenten,
die schließlich zur Gefahr führen.










Zu geringer Abstand 
zwischen RailCabs















Fehlerzustände, die zu 
den Blättern des 
Fehlerbaums und damit 
zur Gefahr führen.
Abbildung 4.1: Komponentenbasierte Gefahrenanalyse
3 wird als Beispiel für die Gefahrenanalyse genutzt. Bei der Konvoifahrt zweier
RailCabs ist eine Kollision zwischen den Fahrzeugen ein Unfall. In einer Gefah-
renanalyse sind nun die Zustände des Systems (und der Umgebung) sowie deren
Kombinationen zu identifizieren, die zu diesem Unfall führen.
Abbildung 4.2 zeigt die Komponenteninstanzstruktur des skizzierten Beispiels.
Diese Komponenteninstanzstruktur wurde mit der in Abschnitt 3.1 beschriebe-
nen Sprache modelliert.
Die Komponenteninstanzstruktur entspricht weitestgehend der Version aus
Abbildung 3.9. Wie zu Beginn dieses Kapitels beschrieben, betrachtet die Ge-
fahrenanalyse die Fehlerpropagierung durch die Komponenteninstanzen. Um
mehr Möglichkeiten zur Spezifikation der Fehlerpropagierung zu zeigen, wur-
de die Komponenteninstanzstruktur um einen GPS Sensor /gpsSensor:GpsSensor
erweitert, der ebenfalls die aktuelle Position auf der Strecke sowie die aktuelle
Geschwindigkeit berechnet. Die Komponenteninstanz /xvCalc:xvCalc nutzt beide
Sensoren, um die aktuelle Geschwindigkeit und Position zu berechnen. Hierdurch
kann diese Komponente fehlende Daten eines der beiden Sensoren tolerieren.
Im folgenden Abschnitt werden, zusätzlich zu den in Kapitel 3 beschriebenen
Strukturmodellen, die für die Gefahrenanalyse nötigen Fehlerverhaltensmodelle
beschrieben. Danach werden in den Abschnitten 4.2 und 4.3 eine qualitative
und eine quantitative Gefahrenanalyse auf Basis der Modelle dargestellt. Die
quantitative Analyse wird in Abschnitt 4.4 erweitert, um Ansatzpunkte für die
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Abbildung 4.2: Komponenteninstanzstruktur für das Beispiel
Anwendung von Fehlertoleranztechniken zu bestimmen.
4.1 Modelle
Zusätzlich zu den Komponenteninstanzstrukturen aus Abschnitt 3.1 muss das
abstrakte Fehlerverhalten der Komponenten und Konnektoren zwischen diesen
beschrieben werden, um eine Gefahrenanalyse durchführen zu können.
4.1.1 Fehlertyphierachie
Grundlage der Gefahrenanalyse ist die Definition der verschiedenen Fehlerty-
pen. In Abschnitt 2.2.2 wurden die verschiedenen in der Literatur typischerweise
genutzten Fehlertypen eingeführt. Auf Basis dieser Fehlertypen kann eine anwen-
dungsspezifische Fehlertyphierarchie modelliert werden.
Neben der Definition der Fehlertypen wird die Spezifikation von Generalisie-
rungsbeziehungen unterstützt. Diese erlaubt es, die Ersetzbarkeit von spezifische-
ren Fehlertypen durch allgemeinere Fehlertypen, in Anlehnung an die Konzepte
objektorientierter Programmiersprachen, zu modellieren. Dies ist hilfreich, wenn
Komponenten bzw. ihre Fehlerpropagierungen verbunden werden. Sie können
verbunden werden, wenn die Fehlertypen kompatibel sind. Kompatibel bedeutet,
dass entweder der selbe Fehlertyp genutzt wird oder ein Fehlertyp mit einem
allgemeineren Fehlertyp verbunden werden soll.
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Definition 4.1 Alle in einer Fehlertyphierarchie enthaltenen Fehlertypen t sind
in der Menge T enthalten.
Abbildung 4.3 zeigt eine Beispielfehlertyphierarchie [GTS04] mit der aus der
Literatur bekannten Aufteilung in Dienstfehler (service), Zeitfehler (timing) und
Wertefehlern (value) [FMNP94, MP94]. Alle diese Fehlertypen sind weiter ver-
feinert wie zum Beispiel Zeitfehler in zu früh (early) und zu spät (late).
late (tl)
Service (s)











Abbildung 4.3: Beispiel für eine Fehlertyphierarchie
Wichtig für die Fehlertyphierarchie ist, dass die Verfeinerung komplett ist und
die einzelnen Untertypen sich nicht überschneiden, da ansonsten die Analyse auf
Basis fehlerhafter Informationen durchgeführt wird. Wenn die Untertypen sich
überschneiden würden, bedeutet dies, dass verschiedene Fehlerzustände unter-
schiedlichen Typs unter Umständen nicht unabhängig voneinander sind. Da die
später vorgestellten Analysen dies voraussetzen, würde eine Überschneidung der
Fehlertypen dazu führen, dass Analyseergebnisse besser als die Wirklichkeit sind.
Wenn die Verfeinerung komplett ist, bedeutet dies, dass es keine weiteren Ty-
pen gibt, die nicht in der Hierarchie spezifiziert worden sind. Bei der Modellierung
der Fehlerpropagierung einer Komponente kann dann überprüft werden, ob alle
in der Fehlertyphierarchie modellierten Fehlertypen in der Fehlerpropagierung
betrachtet wurden, das Fehlerpropagierungsmodell also vollständig ist.
4.1.2 Basisereignisse
Basisereignisse bilden in der klassischen Fehlerbaumanalyse die Blätter der Feh-
lerbäume. Sie entsprechen den Fehlerzuständen in der Fehlerpathologie von La-
prie (vgl. Abschnitt 2.2.2). Ein Fehlerzustand ist die beobachtbare Manifestation
einer Fehlerursache innerhalb einer Komponente. Einem Basisereignis wird ein
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Fehlertyp zugeordnet. Für einen Fehlerzustand können Wahrscheinlichkeiten an-
gegeben werden, die es später ermöglichen die Wahrscheinlichkeit einer Gefahr
zu berechnen.
Definition 4.2 VE ist die Menge der Basisereignisvariablen. Die boolesche Va-
riable ec,t ∈ VE beschreibt das Auftreten des Basisereignisses vom Typ t ∈ T in
der Komponente c.
Verschiedene Basisereignisse müssen unabhängig voneinander sein. Andernfalls
kann es passieren, dass die Analyse berechnet, dass eine Gefahr nur eintritt, wenn
zwei als unabhängig angenommene Ereignisse zusammen eintreten. Tatsächlich





























(b) Fehlerzustände der Sensoren
Abbildung 4.4: Fehlerzustände/Basisereignisse der beiden Sensoren
Abbildung 4.4 zeigt die Basisereignisse für die Sensoren des Beispiels. Bei bei-
den Sensoren können sowohl ein Fehlerzustand vom Typ Dienstfehler (service)
als auch ein Fehlerzustand vom Typ Wertefehler (value) auftreten.
Die Basisereignisse sind für die Komponententypen definiert. Alle Instanzen
eines Typs besitzen daher die gleichen Basisereignisse. Die Basisereignisse der
verschiedenen Komponenteninstanzen sind unterschiedlich und damit unabhän-
gig.
4.1.3 Ausfälle
Ein Ausfall ergibt sich als Manifestation von Basisereignissen an den Schnittstel-
len einer Komponente zu anderen Komponenten. In der Mechatronic UML
sind die Ports diese Schnittstellen zur Außenwelt (vgl. Abschnitt 2.3.3). Ein Aus-
fall wird wie ein Basisereignis über einen Fehlertyp klassifiziert. Ausfälle einer
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Komponente werden über die Kommunikationsverbindungen zwischen Kompo-
nenten an andere Komponenten propagiert. Daher werden eingehende Ausfälle
und ausgehende Ausfälle unterschieden.
Definition 4.3 Die Menge VF ist die Menge der Ausfallvariablen. Die boolesche
Variable fc,p,t,d ∈ VF beschreibt das Auftreten des (eingehenden d = i bzw. aus-
gehenden d = o) Ausfalls vom Typ t ∈ T am Port p der Komponente c. Die




















































(b) Ausfälle an Ports
Abbildung 4.5: Ausfälle an den Ports des Komponententyps xvCalc
Abbildung 4.5 zeigt die an den Ports der xvCalc-Komponente angegebenen
ausgehenden und eingehenden Ausfallvariablen. Es können in diesem Beispiel
Ausfälle der Fehlerarten Dienst (service (s)) und Werte (value (v)) auftreten.
4.1.4 Fehlerpropagierung innerhalb einer Komponente
Die Fehlerpropagierung innerhalb einer Komponente wird mit Fehlerbäumen mo-
delliert. In diesen Fehlerbäumen wird beschrieben, wie die ausgehenden Ausfäl-
le auf Basis der eingehenden Ausfälle und der Basisereignisse, verknüpft mit
booleschen Operatoren, entstehen (s. Abbildung 4.6). Die eingehenden Ausfälle
und Basisereignisse bilden die Blätter des Fehlerbaums, während ein ausgehen-
der Ausfall die Wurzel des Baums bildet. Die inneren Knoten des Baumes sind
boolesche Operatoren wie Und (∧), Oder (∧) und Nicht (¬). Für jeden der aus-
gehenden Ausfälle der Komponente wird ein Fehlerbaum modelliert.
Die Blätter und inneren Knoten dieses Baums stellen den abstrakten Syntax-
graphen einer booleschen Formel dar. Der ausgehende Ausfall tritt also genau




Definition 4.4 Die Menge OcF ⊆ VF beinhaltet alle ausgehenden Fehler der
Komponente c, die Menge IcF ⊆ VF alle eingehenden Ausfälle der Komponente
c, die Menge V cE ⊆ VE die Menge aller Basisereignisvariablen der Komponente
c. Es gilt IcF ∩OcF = ∅.
Definition 4.5 Wenn ein eingehender Ausfall, dargestellt durch die Variable
fk ∈ IcF , den ausgehenden Ausfall, dargestellt durch die Variable fl ∈ OcF , auslö-
sen kann, muss die Fehlerpropagierung ψc die boolesche Formel fl ⇔ fk beinhal-
ten. Mehrere Fehlerpropagierungen einer Komponente, z.B. durch unterschiedli-
che Fehlertypen, werden durch ein logisches Und verknüpft.
Für die Modellierung der Fehlerpropagierung zwischen dem ausgehenden Aus-
fall und der booleschen Formel aus eingehenden Ausfällen und Basisereignissen
wird die Bi-Implikation (bzw. Äquivalenz), also fl ⇔ fk, genutzt, obwohl eine
reine Implikation naheliegender wäre. Schließlich „impliziert“ die boolesche For-
mel (in diesem Fall fk) den ausgehenden Ausfall (fl). Problematisch ist hierbei
allerdings, dass bei einer reinen Implikation, also fl ⇐ fk, der ausgehende Fehler
fl auch bei einem nicht eingetretenen fk auftritt. Dies liegt an der Bedeutung
der Implikation, die auch insgesamt wahr wird, wenn gilt fk = false ∧ fl = true.
Dies entspricht nicht einer sinnvollen Semantik der Fehlerpropagierung. Wenn
man diesen Fall ausschließt, erhält man die Bi-Implikation:
(fl ⇐ fk) ∧ ¬(¬fk ∧ fl)
⇔ (fl ⇐ fk) ∧ (fk ∨ ¬fl)
⇔ (fl ⇐ fk) ∧ (fk ⇐ fl)
⇔ (fl ⇔ fk)
Abbildung 4.6 zeigt die Fehlerpropagierung des xvCalc-Komponententyps für
Wertefehler und Dienstfehler in Bezug auf den Port x. Dargestellt wird die Feh-
lerpropagierung in Form mehrerer Fehlerbäume, die ausgehende Ausfälle (als
Wurzel des Baums) mit eingehenden Ausfällen, Basisereignissen und booleschen
Operatoren verbinden.
Der xvCalc-Komponententyp berechnet die aktuelle Geschwindigkeit sowie Po-
sition auf der Strecke auf Basis der Daten des Positions- und des GPS-Sensors.
Ein Ausfall vom Typ Wertefehler tritt am x-Port genau dann auf, wenn einer der
beiden Sensoren falsche Werte liefert, da der xvCalc-Komponententyp dann nicht
entscheiden kann, welche der beiden Werte richtig sind. Der linke Fehlerbaum
in Abbildung 4.6 modelliert diese Fehlerpropagierung. Ein Dienstausfall tritt im















Abbildung 4.6: Fehlerpropagierung des xvCalc-Komponententyps für den Portx
(s. rechter Fehlerbaum im Bild), da die Daten von einem Sensor ausreichen. Die
beschriebene Fehlerpropagierung wird, wie oben dargestellt, folgendermaßen auf
boolesche Logik abgebildet:
ψxvCalc : fxcCalc,x,v,o ⇔ fxvCalc,x1,v,i ∨ fxvCalc,x2,v,i
∧ fxcCalc,x,s,o ⇔ fxvCalc,x1,s,i ∧ fxvCalc,x2,s,i
∧ fxcCalc,v,v,o ⇔ fxvCalc,v1,v,i ∨ fxvCalc,v2,v,i
∧ fxcCalc,v,s,o ⇔ fxvCalc,v1,s,i ∧ fxvCalc,v2,s,i
Die Fehlerpropagierung wird für einen Komponententyp auf Basis der an den
Ports auftretenden Ausfälle definiert. Die Komponentenstrukturen aus Kapitel
3 erlauben eine unbestimmte Anzahl an Portinstanzen (und damit Ausfallvaria-
blen) eines Ports eines Komponententypen. Dies bedeutet, dass die Fehlerpropa-
gierung bei der Instantiierung des Komponententyps hinsichtlich der Anzahl der
Portinstanzen angepasst werden muss.
Für den Fall eines ausgehenden Ausfalls fp,o am Port p wird die spezifizierte
Fehlerpropagierung für jede Portinstanz pi ebenfalls instantiiert und mit Und
verknüpft, so dass sich bei n Portinstanzen auch n Fehlerpropagierungen ergeben.
Für den Fall eines eingehenden Ausfalls fp,i am Port p werden die Ausfallva-
riablen aller n Portinstanzen pj mit Oder verknüpft in der Fehlerpropagierung
ersetzt, d.h. fp,i :
∨
pj=p1...pn fpj ,i.
4.1.5 Fehlerpropagierung zwischen Komponenteninstanzen
Die Fehlerpathologie beschreibt nach Laprie [Lap92] die Auswirkungen eines Aus-
falls einer Komponente auf eine abhängige Komponente. Eine abhängige Kom-
ponente ist hierbei eine Komponente, die über einen Konnektor mit der ausge-
fallenen Komponente verbunden ist.
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Die Fehlerpropagierung zwischen Komponenteninstanzen wird automatisch auf
Basis der Konnektoren zwischen den zugehörigen Portinstanzen erstellt. Für die
Portinstanz p einer Komponente c, die über einen Konnektor mit einer Portin-
stanz q einer Komponente d verbunden ist, werden für alle Typen t ∈ T am
Zielport gemäß der Richtung des Konnektors die Fehlerpropagierungsformeln
fc,p,t,o ⇔ fd,q,t,i bzw. fd,q,t,o ⇔ fc,p,t,i erstellt.
Wenn ein Port über mehrere Konnektoren mit anderen Ports verbunden ist,
muss die Fehlerpropagierung über die Konnektoren speziell betrachtet werden;
wichtig ist hierbei die Richtung der Konnektoren. Laut UML [Obj07, S. 155] ist
der Quellport einer Kommunikation (und damit auch der Fehlerpropagierung)










Abbildung 4.7: Fehlerpropagierung mit mehreren Konnektoren an einem Port
Abbildung 4.7 zeigt zwei Komponentenstrukturen. Auf der linken Seite ist der
Port p1 der Komponente b:B ausgehend mit c:C,p1 und a:A,p1 verbunden. Ein
Ausfall an b:B,p1 wird nun an beide Ports propagiert. Hierbei werden die oben
dargestellten Fehlerpropagierungsformeln für die Konnektoren genutzt. Auf der
rechten Seite ist die umgekehrte Situation dargestellt. Der Port p1 der Kompo-
nente b:B ist über zwei eingehende Konnektoren mit den beiden anderen Kom-
ponenten verbunden. Hierbei tritt der Ausfall fb,p1,t,i auf, wenn mindestens einer
der beiden Ausfälle fa,p1,t,o und fc,p1,t,o auftritt. Dies wird abgebildet durch die
Fehlerpropagierungsformel fb,p1,t,i ⇔ fa,p1,t,o ∨ fc,p1,t,o.
Ist eine andere Semantik gewünscht, wenn zum Beispiel bei Anwendung von
Fehlertoleranz ein Ausfall nur auftritt, wenn beide Ausfälle auftreten, kann dies
durch eine zusätzliche Komponente mit der gewünschten Fehlerpropagierung, die
diese mehrfachen Konnektoren ersetzt, realisiert werden.
Bei der automatischen Erzeugung der Fehlerpropagierungsformeln werden
ebenfalls die Verfeinerungsbeziehungen zwischen den verschiedenen Fehlertypen
auf Basis der spezifizierten Fehlertyphierarchie beachtet. So werden nur Fehler-
propagierungsformeln zwischen kompatiblen (s. Abschnitt 4.1.1) Ausfällen an




Eine Gefahr wird ebenfalls als Fehlerbaum modelliert. Abbildung 4.8 zeigt die
Definition der Gefahr, die dazu führen kann, dass zwei RailCabs kollidieren. Das
Topereignis, welches die Gefahr repräsentiert beschreibt, dass eines der Fahrzeuge






















Abbildung 4.8: Gefahrendefinition für zwei RailCabs im Konvoi
Dieses Topereignis wird verfeinert, bis die Blätter des Baumes als Ausfallvaria-
blen der Komponenteninstanzstruktur ausgedrückt werden können. Im Beispiel
ist dies ein falscher Wert oder keine Werte am Port f* des Geschwindigkeitsreglers
vCtrl des Führungsfahrzeuges bzw. des folgenden Fahrzeugs.
Aus den Ausfallvariablen und den booleschen Operatoren im Fehlerbaum er-
gibt sich dann die boolesche Formel γ als Gefahrendefinition. Der abgebildete
Fehlerbaum des laufenden Beispiels ergibt Formel 4.1 auf Basis der Ausfälle an
Ports der Komponenteninstanzen.
γ : fconvoyLeader.vCtrl,f∗,v,o ∨ fconvoyLeader.vCtrl,f∗,s,o∨ (4.1)
ffollower1.vCtrl,f∗,s,o ∨ ffollower1.vCtrl,f∗,v,o
Das bedeutet, dass Gefahren auf der Komponenteninstanzstruktur definiert
werden. Die Komponentenstrukturen aus Kapitel 3 erlauben eine unbestimmte
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Anzahl an Portinstanzen (und damit Ausfallvariablen) eines Ports eines Kompo-
nententyps. Um die Gefahrendefinition unabhängig von einer speziellen Instanz-
struktur und damit allgemeiner zu halten, können die Blätter des Fehlerbaums
auch durch Ausfallvariablen an Porttypen beschrieben werden. Für eine gegebe-
ne Instanzsituation mit n Portinstanzen wird dann in der durch den Fehlerbaum
definierten Gefahrenformel die Ausfallvariable für den Porttyp fpt durch die Dis-






Die abstrakte Syntax der Modelle für die Gefahrenanalyse ist mit einem Meta-
modell formalisiert. Das Metamodell ist mit dem Metamodell für die Komponen-
tentypen und Komponenteninstanzstrukturen (s. Abschnitt 3.1.4) durch einige
Assoziationen zwischen den Metaklassen verbunden.
In der oberen Hälfte von Abbildung 4.9 sind die Metaklassen für die Definition
der Ausfälle und Basisereignisse dargestellt. Die Metaklasse FailureType und die
zugehörige Selbstassoziation modelliert die verschiedenen Ausfallsarten; analog
wird die Metaklasse ErrorType zur Modellierung der verschiedenen Arten der Ba-
sisereignisse genutzt. Die Metaklassen Failure und Error beschreiben das mögliche
Auftreten eines Ausfalls an einem Port des Komponententyps bzw. das mögliche
Auftreten eines Basisereignisses innerhalb des Komponententyps. Die Metaklas-
sen FailureOccurrence und ErrorOccurrence modellieren denselben Zusammenhang
für Portinstanzen und Komponenteninstanzen. Für Basisereignisse werden Fließ-
kommazahlen als Wahrscheinlichkeiten angegeben.
Der untere Teil der Abbildung zeigt die Metaklassen für die Definition der
booleschen Formeln für die Fehlerpropagierung der Komponententypen (Meta-
klasse FailurePropagation). Grundlage ist die doppelte Anwendung des Composite-
Entwurfsmusters, um durch die abstrakte Metaklasse BooleanFormula und der Un-
terklassen beliebige boolesche Formeln mit den binären Operatoren (Metaklasse
BinaryExpression) AND, OR und Bi-Implikation sowie dem unären Operator NOT
(Metaklasse UnaryExpression) abzubilden.
4.2 Qualitative Analyse
Die dargestellten Fehlerpropagierungsmodelle für die Komponenten sowie die
Verbindung zwischen den Komponenten werden genutzt, um die zu Beginn skiz-
































































Abbildung 4.9: Metamodell für die Gefahrenanalyse
107
4 Komponentenbasierte Gefahrenanalyse
Im Rahmen der qualitativen Analyse werden zwei Fragestellungen untersucht.
Zum einen wird auf Basis einer festen Menge vom Entwickler ausgewählter Ba-
sisereignisse analysiert, welche Gefahren auftreten können (im Folgenden als
Bottom-Up bezeichnet). Zum anderen wird analysiert, welche Basisereignisse auf-
treten müssen, damit eine ausgewählte Gefahr auftritt (im Folgenden als Top-
Down bezeichnet).
4.2.1 Bottom-Up
Die Bottom-Up Analyse wird durch eine Simulation der Fehlerpropagierung
durchgeführt. Diese Simulation startet mit der vom Entwickler ausgewählten
festen Menge an Basisereignissen und führt direkt rekursiv die Fehlerpropagie-
rungsformeln aus. Ergebnis dieser Simulation sind alle Gefahren, die auftreten
können, sowie der Verlauf der Fehlerpropagierung im System. Besonderer Vorteil
dieser Analyse ist, dass die Propagierung der Fehler durch die Architektur visuell
dargestellt werden kann. Dies erlaubt es dem Entwickler, die Auswirkungen von
Basisereignissen in komplexen Architekturen besser zu verstehen.
Abbildung 4.10 zeigt die Fehlerpropagierung über einen Ausschnitt der Kom-
ponenteninstanzstruktur des Beispiels aus Abbildung 4.2. Ein Fehlerzustand
(im Diagramm mit e dargestellt) vom Typ service im Positionssensor /posSen-
sor:PosSensor führt zu einem entsprechenden Ausfall an den Ports x und v. Dieser
Ausfall wird dann zur Komponente /xvCalc:xcCalc propagiert. Auf Grund der für
den xvCalc-Komponententyp spezifizierten Fehlerpropagierung (s. Abbildung 4.6)
wird der Ausfall nicht weiterpropagiert, da ein Dienstausfall am Port x nur genau
dann auftritt, wenn an beiden Ports x1 und x2 Dienstausfälle auftreten. Analog
gilt dies für die Ports v1, v2 und v.
Wenn zu dem oben betrachteten Dienst-Fehlerzustand im Geschwindigkeits-
sensor ein Fehlerzustand vom Typ service im GPS Sensors hinzukommt (wie
in Abbildung 4.11 dargestellt), wird dieser ebenfalls bis zur Komponente /xv-
Calc:xvCalc propagiert. Da nun sowohl in Port x1 und in Port x2 ein Dienstaus-
fall eingetreten ist, tritt auch am Port x ein Dienstausfall ein. Analog gilt dies
für die Ports v1, v2 und v. Die Ausfälle werden an die Ports der übrigen Kom-
ponenteninstanzen inklusive dem Port f* der Komponenteninstanz /vCvtrl:VCtrl
weiterpropagiert. Damit ist die spezifizierte Gefahr aus Abbildung 4.8 erfüllt.
4.2.2 Top-Down
Die Top-Down Analyse berechnet ausgehend von einer vom Entwickler festge-
legten Gefahr (die oben in einem Fehlerbaum dargestellt wird) welche Kombina-
tionen von Basisereignissen dafür auftreten müssen.
108
4.2 Qualitative Analyse




































Abbildung 4.10: Fehlerpropagierung eines Dienstfehlers im Positionssensor













































Abbildung 4.11: Fehlerpropagierung von Dienstfehlern im Geschwindigkeitssen-
sor und im GPS
Bei der Top-Down Analyse wird die Fehlerpropagierung des Gesamtsystems,
also die Fehlerpropagierungen aller Komponenteninstanzen und den Konnektoren
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zwischen diesen, in einer booleschen Formel dargestellt. Diese boolesche Formel
ist eine symbolische Kodierung der Fehlerpropagierung, da alle Abläufe der Feh-
lerpropagierung in einer booleschen Formel kodiert sind. Dies und die gewählte
Darstellung als Binary Decision Diagram (BDD) [Ake78, Bry86, Bry92] erlaubt
es, große Fehlerpropagierungsmodelle zu analysieren.
4.2.2.1 Fehlerpropagierung des Gesamtsystems
Die Fehlerpropagierung innerhalb einer Komponente und zwischen Komponen-
ten wird mittels boolescher Logik (s. Abschnitt 4.1) modelliert. Die Fehlerpro-
pagierung eines Systems ψs ergibt sich dabei nach [Rau03] durch eine Und-
Verknüpfung der einzelnen Formeln ψc aller Komponenten und Konnektoren





Die Und-Verknüpfung bewirkt, dass alle Fehlerpropagierungsformeln der ein-
zelnen Komponenten und der Konnektoren wahr werden müssen, damit die
Gesamtfehlerpropagierung wahr wird. Dies ist für die Gefahrenanalyse die ge-
wünschte Semantik.
Als vereinfachtes Beispiel dienen die zwei folgenden Fehlerpropagierungen und
deren Und-Verknüpfung:
e1 ⇔ f1 (4.4)
f2 ⇔ f1 (4.5)
(e1 ⇔ f1) ∧ (f2 ⇔ f1) (4.6)
Die erste Fehlerpropagierung wird für die folgenden Belegungen der Variablen
wahr: e1 = true, f1 = true und e1 = false, f1 = false. Das heißt, wenn das
Basisereignis e1 eintritt, genau dann tritt auch der Ausfall f1 auf und umgekehrt.
Analog gilt dies auch für die zweite Fehlerpropagierung.
Für die Gesamtfehlerpropagierung der dritten Formel sollte natürlich gelten,
dass wenn das Basisereignis e1 auftritt, genau dann auch f1 und daraus folgend
f2 auftritt. Wenn e1 nicht auftritt, dann treten auch beide Ausfälle nicht auf.
Durch die Und-Verknüpfung wird genau diese gewünschte Semantik umgesetzt,
wie die Wahrheitstabelle in Tabelle 4.1 zeigt:
Für die Gefahrenanalyse wird die zu analysierende Gefahr mit der Fehlerpro-
pagierung kombiniert. Hierzu wird die boolesche Formel der Gefahr γ ebenfalls,
analog zu obiger Argumentation, mit einem booleschen Und mit der Fehlerpro-






Tabelle 4.1: Wahrheitstabelle der Formel 4.6
ψ : ψs ∧ γ (4.7)
Nach dem Erstellen der Fehlerpropagierung des Gesamtsystems werden die
Ausfallvariablen fi daraus entfernt. Die Ausfallvariablen sind nur dafür da, um
die Basisereignisse miteinander zu verknüpfen und sind eine Auswirkung aus
dem komponentenbasierten Ansatz zur Modellierung der Fehlerpropagierung.
Für die Gefahrenanalyse sind diese Ausfallvariablen nicht mehr wichtig, da nur
die Kombinationen der Basisereignisse, die eine Gefahr eintreten lassen, inter-
essieren. Die Ausfallvariablen fi werden, wie in [Rau03] beschrieben, dann per
Exist-Quantifikation aus der Formel entfernt.
ψ∃ : ∃fi (ψ) (4.8)
Die Exist-Quantifikation auf booleschen Formeln wird mittels Ersetzung
([y/x]; ersetzt x durch y) auf eine Disjunktion abgebildet:
∃v : φ equals φ[true/v] ∨ φ[false/v] (4.9)
Das Result ist eine Formel, die nur noch die Basisereignisse beinhaltet. Alle
Belegungen der Variablen der Basisereignisse, die die Formel wahr werden lassen,
sind die Voraussetzungen für das Auftreten der Gefahr. Für die Betrachtung der
Sicherheit ist nicht nur eine einzelne Kombination der Basisereignisse relevant,
sondern alle Kombinationen, die die Gefahr auftreten lassen. Diese in der Litera-
tur Implikanten genannten Kombinationen können mit Hilfe von Binary Decision
Diagrams (BDDs) [Ake78, Bry86, Bry92] berechnet werden.
Binary Decision Diagrams sind eine Datenstruktur zur Darstellung und Mani-
pulation von booleschen Formeln. Ein BDD ist ein gerichteter azyklischer Graph
dessen Knoten aus den Variablen einer booleschen Formel besteht. Zusätzlich
gibt es die Terminalknoten true (1) und false (0). Genau ein Knoten eines BDDs
hat keinen Vorgänger und wird daher Wurzelknoten genannt. Dieser Knoten re-
präsentiert die boolesche Formel. Alle Knoten bis auf die Terminalknoten haben
zwei Nachfolger, die entweder über die low-Kante oder die high-Kante erreicht
werden. Die low- bzw. high-Kante beschreibt hierbei, dass die Knotenvariable
den Wert false bzw. true hat. Dies wird als Shannon-Zerlegung bezeichnet.
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Reduced Ordered Binary Decision Diagrams (ROBDDs) sind eine Variante
von BDDs die bestimmte Eigenschaften bzgl. der Struktur einhalten. Diese Ei-
genschaften ermöglichen, eine boolesche Formel bzgl. des Speicherplatzes oftmals
effizient darzustellen und boolesche Operationen auf dieser Datenstruktur durch-
zuführen. Hierbei ist zum einen die Variablenordnung auf allen Pfaden des BDDs
von Wurzelknoten zu Terminalknoten gleich (Ordered). Zum anderen werden re-
dundante Informationen aus dem Graphen entfernt. Für weitere Informationen
zu BDDs und ROBDDs sei auf [DB98] verwiesen.
Formel 4.10 zeigt eine Beispielformel für eine Fehlerpropagierung, die aus den
drei Fehlerzuständen e1, e2, e3 besteht.
ψ∃ : e1 ∧ (e3 ∨ (¬e2 ∧ ¬e3)) (4.10)




Abbildung 4.12: BDD Darstellung der Formel 4.10
4.2.2.2 Berechnung der Implikanten
Wenn der BDD für das Auftreten einer Gefahr nur noch aus dem false (0) Termi-
nalknoten besteht, gibt es keine Kombination aus auftretenden Basisereignissen,
die zu dieser Gefahr führen. Wenn dies nicht der Fall ist, müssen für die durch
den BDD repräsentierte boolesche Formel die Implikanten bestimmt werden.
Implikanten beschreiben im Kontext der qualitativen Gefahrenanalyse Fehler-
szenarien, die zu einer Gefahr führen.
Abbildung 4.13 zeigt das Metamodell von BDDs mit weiteren Klassen für die




























Abbildung 4.13: Metamodell für Binary Decision Diagrams
zur obigen textuellen Darstellung. Wenn die Fehlerpropagierungsformel in einem
BDD abgebildet worden ist, werden mit Hilfe eines rekursiven Algorithmus auf
einer Objektstruktur, die den BDD repräsentiert, die Implikanten berechnet.
Algorithmus 1 berechnet rekursiv die Implikanten einer booleschen Formel auf
Basis deren BDD-Darstellung. Der Algorithmus startet auf dem true-Knoten.
Für jede von diesem Knoten ausgehende Kante k zu Knoten mit einem geringe-
ren Index wird an Hand des Typs der Kante (high bzw. low) die Belegung der
Variable (Literal genannt [Rau03]) für den Implikanten gewählt (true bzw. fal-
se), einer Liste der Belegungen hinzugefügt und dann der Algorithmus rekursiv
auf dem über die Kante k erreichbaren Knoten aufgerufen. Damit für jeden Pfad
unterschiedliche Listen der Belegungen genutzt werden, wird die Liste beim re-
kursiven Aufruf geklont.
Rekursionsabbruch ist das Erreichen des Wurzelknotens. Hier wird für die auf
dem Pfad erstellten Belegungen der Variablen ein Implikant erzeugt und an das
Diagramm angehängt.
Abbildung 4.14 zeigt die Berechnung der Implikanten des Beispiels aus Abbil-
dung 4.12. Ausgehend vom 1-Terminalknoten wird die high-Kante zum Knoten
mit der Variable e1 ausgewählt (s. Zeile 7) und in Zeile 9 der Liste das positive
Literal e1 hinzugefügt. Auf den Knoten mit der Variable e1 zeigen zwei Kan-
ten. Es folgt der rekursive Aufruf der Funktion auf dem Knoten der Variable e1.
Dieser Knoten besitzt zwei Kanten, die auf ihn zeigen. Die Schleife in Zeile 7
iteriert nun über diese beiden Kanten: (1) Die erste führt dazu, dass das positive
Literal e3 dem Produkt hinzugefügt wird; der darauf folgende Rekursionsaufruf
auf dem obersten Knoten des BDD führt zum Rekursionsabbruch in Zeile 2 und
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Algorithmus 1 : void createImplicants (BDDDiagram diagram, Node node,
Set<Literal> list)
begin
2 if node.superEdge = ∅ then
Implicant implicant ← new Implicant();
implicant.product ← list;
diagram.implicants ← diagram.implicants ∪ implicant;
else
7 foreach edge ∈ node.superEdge do
Literal literal ← new Literal();
9 literal.value ← edge.highNode 6= null;
literal.variable ← node.variable;






Abbildung 4.14: Beispiel für die Implikantenberechnung
resultiert in dem Implikanten {e1, e3}. (2) die zweite Kante vom Knoten e1 führt
dazu, dass das negative Literal e2 zum Produkt hinzugeführt wird. Der Rekur-
sionsaufruf resultiert im Hinzufügen des negativen Literals e3, so dass sich als
114
4.2 Qualitative Analyse
zweiter Implikant {e1, e2, e3} ergibt.
Die dargestellte Berechnung der Implikanten ist aus Sicht der Gefahrenana-
lyse prinzipiell ausreichend, da sie alle Fehlerszenarien enthält. Von besonderem
Interesse sind Primärimplikanten (prime implicants). Diese entsprechen mini-
malen Fehlerszenarien, die zu einer Gefahr führen (vgl. [RD97]). Es ist daher
sinnvoll Primärimplikanten zu berechnen, da sie möglicherweise weniger Szena-
rien ergeben, da mehrere Implikanten durch einen Primärimplikanten ersetzt
werden können. Hierfür kann das Quine-McCluskey-Verfahren eingesetzt werden
[OQ55, McC56].
Die Berechnung der minimalen Menge an Primärimplikanten wird als NP-hart
angesehen [Bol90, S. 108]. Der optimalen Berechnung nach Quine-McCluskey
sind daher Heuristiken [BSVMH84, Rud84, Sed08] vorzuziehen, die versuchen
sich der minimalen Menge an Primärimplikanten anzunähern.
4.2.2.3 Modelle mit Zyklen
Die bisher dargestellten Modelle der Fehlerpropagierung auf Basis boolescher
Formeln können für nicht-zyklische Komponentenmodelle mit obiger Analyse-
technik basierend auf BDDs analysiert werden.
Ein Fehlerpropagierungsmodell ψs ist hierbei zyklisch, wenn eine Ausfallvaria-
ble indirekt über mehrere Fehlerpropagierungsformeln von sich selbst abhängt.
Dies resultiert dann darin, dass eine Belegung möglich ist, die die boolesche For-
mel der Fehlerpropagierung wahr macht, also die Gefahr eintritt, in der nur die




Abbildung 4.15: Zyklisches Fehlerpropagierungsmodell
Das Beispiel aus Abbildung 4.15 beinhaltet die folgenden beiden Fehlerpropa-
gierungen:
ψ1 :f1 ⇔ f2 ∨ e1 (4.11)
ψ2 :f2 ⇔ f1 (4.12)
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In der folgenden Tabelle sind die Belegungen der Variablen f1, f2, e1 dargestellt,





Tabelle 4.2: Wahre Belegungen der Fehlerpropagierung aus Abbildung 4.15
Diese Belegungen zeigen, dass f1f2 ein Implikator der Fehlerpropagierung ist.
Das heißt, dass wenn f1 und f2 wahr werden, die gesamte Fehlerpropagierung
wahr wird, unabhängig von den Belegungen der restlichen Variablen (in diesem
Beispiel e1). Ein weiterer Implikator istf1f2e1. Dies bedeutet, dass die Fehlerpro-
pagierung erfüllt ist, wenn sowohl die Ereignisvariable e1 als auch die Ausfallva-
riablen f1 und f2 nicht wahr sind.
Dies entspricht dem erwarteten Verhalten der Fehlerpropagierung, dass wenn
das Ereignis e1 nicht auftritt auch die Ausfälle f1 und f2 nicht auftreten. Die
Belegung f1f2e1 erfüllt zwar die Formel, entspricht aber nicht dem erwarteten
Fehlerverhalten. Hierbei werden sowohl der Ausfall f1 als auch der Ausfall f2
wahr, ohne dass das Ereignis e1 eingetreten ist.
Dies liegt an dem Zyklus im oben dargestellten Fehlerpropagierungsmodell.
Dieser Zyklus führt dazu, dass Belegungen der Variablen die Fehlerpropagierung
erfüllen, bei denen die Ausfallvariablen wahr werden, ohne dass Ereignisse ein-
treten.
Zyklenüberprüfung Das Fehlerpropagierungsmodell des Gesamtsystems ψs
besteht aus einer Menge von Fehlerpropagierungsformeln ψc. Die Funktion
ancestorsψs(f) (Algorithmus 3) liefert die Menge aller Defekte (Basisereignis-
se und Ausfälle) zurück, von denen die Ausfallvariable f direkt oder indirekt
abhängt. Gibt es ein f, so dass gilt f ∈ ancestorsψs(f), dann ist das Fehlerpro-
pagierungsmodell zyklisch (vgl. [Rau03]).
Zyklenbehandlung Modelle, in denen die Fehlerpropagierung Zyklen aufweist,
können nach [Rau03] ebenfalls mit obiger Analysetechnik analysiert werden.
Grundlage dabei ist, dass die Implikanten der Fehlerpropagierung (s. Tabelle
4.2), die nicht dem erwarteten Fehlerverhalten entsprechen, bei der Analyse er-
kannt und verworfen werden. Dies funktioniert für Fehlerpropagierungen die mo-
noton (steigend oder fallend) sind. Die Zyklenbehandlung kann effizient direkt
auf der BDD-Repräsentation durchgeführt werden [Rau03]. Der dort vorgestellte
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Algorithmus 2 : ancestorsRekψs (Defect f, Set<Defect> set)
begin
set ← set ∪ f;
foreach d ∈ allDefectsInPropagationFormula (f) do
if d /∈ set ∧ d instanceof Failure then
ancestorsRekψs(d, set);
end
Algorithmus 3 : Set<Variable> ancestorsψs (Defect f)
begin




BDD-Operator wurde im Rahmen von [Sch07] in den hier vorgestellten Ansatz
integriert. Für weitergehende Details wird auf [Rau03, Sch07] verwiesen.
4.2.2.4 Abstraktionen
Die vorgestellten Modelle und Analysen erlauben zusätzliche Abstraktionen
[GTS04], die genutzt werden können, um bei größeren Modellen von Details
zu abstrahieren. Die Abstraktion muss hierbei pessimistisch sein. Dies bedeutet
für die Gefahrenanalyse, dass wenn im nicht abstrahierten Modell eine Gefahr
auftreten kann, dann muss dies auch für das abstrahierte Modell gelten.
Zwei Aspekte der vorgestellten Modelle können abstrahiert werden: (1) Die
in Abschnitt 4.1.1 vorgestellte Fehlertyphierarchie erlaubt von den spezifischen
Fehlertypen zu abstrahieren und diese durch die allgemeineren Fehlertypen zu
ersetzen. (2) Die hierarchische Struktur der Strukturmodelle erlaubt ebenfalls
eine Abstraktion. So kann eine unterlagerte Komponentenstruktur durch eine
abstrahierte Fehlerpropagierung der umfassenden Komponente ersetzt werden.
Die Umsetzungen der Abstraktionen werden in [GTS04] beschrieben.
4.3 Quantitative Analyse
Während in der qualitativen Analyse nur das prinzipielle Auftreten einer Gefahr
betrachtet wird, wird bei der quantitativen Analyse die Wahrscheinlichkeit einer
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Gefahr sowie das resultierende Risiko betrachtet.
Die Gefahrenwahrscheinlichkeit wird auf der bei der Top-Down Analyse erstell-
ten booleschen Formel ψ∃ (s. Abschnitt 4.2.2) berechnet. Diese Formel besteht
nur noch aus den Ereignisvariablen ei. Wenn für jede dieser Ereignisvariablen
eine Wahrscheinlichkeit für den Eintritt dieses Ereignisses bekannt ist, kann un-
ter der Voraussetzung, dass die Ereignisse voneinander unabhängig sind, analog
zu quantitativen Analysen bei der Fehlerbaumanalyse die Wahrscheinlichkeit des
Eintritts der Gefahr berechnet werden.
Die Berechnung wird direkt auf der BDD-Repräsentation von ψ∃ durchgeführt
[CM93, GT06]. Die Funktion probability berechnet rekursiv, startend mit dem
Wurzelknoten des BDDs, die Wahrscheinlichkeit der Formel.
probability(false) = 0 (4.13)
probability(true) = 1 (4.14)
probability(ei) = p(ei) · probability(ei.high) (4.15)
+ (1− p(ei)) · probability(ei.low)
Die Wahrscheinlichkeit der Terminalknoten true und false sind 1 bzw. 0. Bei
diesen Knoten bricht die Rekursion auch ab. Die Wahrscheinlichkeit des Kno-
tens für eine Ereignisvariable wird auf Basis der Wahrscheinlichkeit für diese
Ereignisvariable (p(ei)) sowie den bereits berechneten Wahrscheinlichkeiten für
die über die high- und low-Kanten erreichbaren Knoten berechnet. Da die Funk-
tion probability bei dieser Berechnung nur einmal für jeden Knoten aufgerufen
werden muss, wenn bereits erfolgte Berechnungen für einen Knoten gespeichert
werden, wird die Berechnung in linearer Zeit bzgl. der Anzahl der Knoten im
BDD durchgeführt.
Abbildung 4.16 zeigt die Berechnung der Wahrscheinlichkeit auf dem BDD der
Formel e1∧ (e3∨¬e3¬e2). Da für die beiden Terminalknoten die Wahrscheinlich-
keiten nach den Formeln 4.13 und 4.14 definiert sind, wird im ersten Schritt die
Wahrscheinlichkeit des Knotens e1 berechnet. Diese Wahrscheinlichkeit beträgt
nach Formel 4.15 0.3. Danach werden die Wahrscheinlichkeiten für den Knoten
e2 und nachfolgend für den Knoten e3 berechnet. Damit ist die Wurzel des BDDs
erreicht und die Wahrscheinlichkeit für den Eintritt der Gefahr ψ beträgt somit
probability(ψ) = 0.24.
Das Risiko wird vereinfacht als Gefahrenwahrscheinlichkeit multipliziert mit
dem Schaden des zugehörigen Unfalls berechnet [TCS98]:
risk(ψ) = severity(ψ) · probability(ψ) (4.16)
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Abbildung 4.16: Wahrscheinlichkeitsberechnung auf einem BDD [GT06]
4.4 Ansatzpunkte zur Verbesserung der Sicherheit
Die Analysen der Sicherheit aus den vorherigen Abschnitten ermöglichen die
Entscheidung, ob Anforderungen bzgl. der Gefahrenwahrscheinlichkeit bzw. des
Risikos eingehalten werden. Falls die Anforderungen nicht eingehalten werden,
ist eine wichtige Information, welche Stellen in der Architektur im Besonderen
zur Nichteinhaltung der Anforderungen beitragen bzw. welche Stellen die erfolg-
versprechendsten Ansatzpunkte für eine Verbesserung der Sicherheit darstellen.
Die Gefahrenwahrscheinlichkeit beruht ursächlich zum einen auf den Wahr-
scheinlichkeiten der einzelnen Basisereignisse sowie auf deren unterschiedlichen
Typen. Daraus ergeben sich die beiden Ansatzpunkte für die Verbesserung der
Sicherheit: (1) Identifikation der Basisereignisse, deren Verminderung der Wahr-
scheinlichkeit die größte Verbesserung der Gefahrenwahrscheinlichkeit zur Folge
hat und (2) Identifikation der Stellen an denen die Anwendung von Techniken zur
Umwandlung des Fehlertyps (z.B. die Erkennung von Wertefehlern und daraus
folgender Ausfall durch ein Self-Checking Pair [Sto96]) die größten Auswirkungen
auf die Gefahrenwahrscheinlichkeit hat. Beide Punkte sind in der Terminologie
zur Gefahrenbehandlung von Leveson [Lev95] der Gefahrenreduktion zuzuord-
nen, also der Verringerung der Wahrscheinlichkeit des Eintretens einer Gefahr.
4.4.1 Reduzierung der Ereigniswahrscheinlichkeit
In Abschnitt 4.3 wurde erläutert, wie die Top-Down Analyse die Gefahrenwahr-
scheinlichkeit unter Nutzung der Wahrscheinlichkeiten der Basisereignisse be-
rechnet. Diese Berechnung wird nun zur Bestimmung von einem oder mehreren
möglichen Ansatzpunkten für die Reduzierung der Ereigniswahrscheinlichkeit an-
gepasst. Heuristisch werden die Wahrscheinlichkeiten der Basisereignisse verän-
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dert. Durch einen zusätzlichen Optimierungsschritt werden dann die Basisereig-
nisse bestimmt, deren heuristische Veränderungen in der größten Verbesserung
der Gefahrenwahrscheinlichkeit resultieren.
Anstelle der Wahrscheinlichkeit p(ei) für ein Basisereignis ei wird die Funktion
pα(ei) genutzt. Die Funktion pα(ei) beschreibt eine mit dem festen Faktor α gerin-
gere Wahrscheinlichkeit des Basisereignisses ei, wenn die Variable ai ∈ {0, 1} den
Wert 1 hat. Die Variablen ai werden genutzt, um die Verringerung der Wahr-
scheinlichkeit für einzelne Basisereignisse an- bzw. auszuschalten. Formel 4.17
stellt diesen Zusammenhang mittels einer Fallunterscheidung dar.
pα(ei) =
{
p(ei) für ai = 0
α · p(ei) für ai = 1 (4.17)
Wenn nun die quantitative Analyse aus Abschnitt 4.3 mit dieser Formel ge-
nutzt wird, ergibt sich eine Formel, die hinsichtlich der Variablen ai bzgl. der
Wahrscheinlichkeit (Formel 4.18) bzw. des Risikos (Formel 4.19) einer Menge von
Gefahren Ψ minimiert werden kann. Ergebnis sind die Belegungen der Variablen
ai, die beschreiben, an welcher Stelle die Verringerung der Wahrscheinlichkeit
eines Basisereignisses mit dem Faktor α die größte Verringerung der Summe der








severity(ψi) · probability(ψi) (4.19)
Das Optimierungsproblem kann noch durch eine zusätzliche Bedingung für die
Belegungen der Variablen ai erweitert werden. Formel 4.20 beschreibt, dass die
Anzahl der auf 1 gesetzten ai auf den Wertmaxa beschränkt wird. Der Sonderfall
maxa = 1 beschreibt die Suche nach dem (einen) Basisereignis, dessen Verringe-
rung der Wahrscheinlichkeit, die Summe der Gefahrenwahrscheinlichkeiten bzw.
der Risiken am meisten vermindert.
∑
i=1...n
ai ≤ maxa (4.20)
Falls der für die Minimierung verwendete Optimierer keine Fallunterscheidung
unterstützt, kann statt Formel 4.17 Formel 4.21 für pα(ei) genutzt werden.
pα(ei) = p(ei) · (1− ai) + α · p(ei) · ai (4.21)
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·(0.3− 0.3a1 + 0.3αa1)
= (0.6 + 0.4a2 − 0.4αa2)
2) 0p(e2) + (1− p(e2))(0.3αai + 0.3(1− ai))
1) 1p(e1) + 0(1− p(e1))
= 0.3αa1 + 0.3(1− a1)
3) p(e3)(0.3αai + 0.3(1− ai))
+(1− p(e3))(0.6 + 0.4a2 − 0.4αa2)(0.3− 0.3a1 + 0.3αa1)
= (0.5− 0.5a3 + 0.5αa3)(0.3− 0.3a1 + 0.3αa1)
+(0.5 + 0.5a3 − 0.5αa3)(0.6 + 0.4a2 − 0.4αa2)
·(0.3− 0.3a1 + 0.3αa1)
Abbildung 4.17: Wahrscheinlichkeitsberechnung mit der Funktion pα(ei)
Abbildung 4.17 zeigt die Nutzung von pα(ei) in Bezug auf das Beispiel aus
Abbildung 4.16. Für den Parameter α = 0.01 ergibt sich das Optimierungs-
problem aus Formel 4.22. Die Lösung dieses Optimierungsproblems, also eine
Belegung der Variablen a1, a2, a3 ergibt dann den Fehlerzustand dessen Wahr-
scheinlichkeitsverringerung um den Faktor α = 0.01 den größten Effekt auf die
Verringerung der Gefahrenwahrscheinlichkeit hat.
min : (0.5− 0.495 ∗ a3) ∗ (0.3− 0.297 ∗ a1) (4.22)
+ (0.5 + 0.495 ∗ a3) ∗ (0.6 + 0.396 ∗ a2) ∗ (0.3− 0.297 ∗ a1)
Die Belegung a1 = 1, a2 = 0, a3 = 0 mit maxa = 1 ergibt mit 0.00240 die ge-
ringste Wahrscheinlichkeit. In diesem Beispiel ist es also sinnvoll zu versuchen, die
Wahrscheinlichkeit des Fehlerzustands e1 zu verringern. Dies kann zum Beispiel
durch die Anwendung von Fehlertoleranztechniken, wie z.B. redundante System-
elemente, umgesetzt werden. In [TBG04, TSG04, TG05, Tic06, THMD08] wur-
den Techniken zur Spezifikation von Fehlertoleranztechniken beschrieben, mit
denen die Struktur und Fehlerpropagierung eines Systems um Fehlertoleranz-
techniken erweitert wird.
4.4.2 Änderung der Fehlertypen
Der Effekt des Einsatzes von Techniken zur Veränderung des Fehlertyps kann
auf der Komponentenstruktur simuliert und dann mit Hilfe der quantitativen
Analyse berechnet werden. Hierzu wird jeder Konnektor zwischen zwei Kompo-
nenten durch eine spezielle Analysekomponente ersetzt (s. Abbildung 4.18). Die-
se Analysekomponente besitzt eine Fehlerpropagierung, die den zu ändernden
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Fehlertyp in einen anderen Fehlertyp, z.B. Crash, transformiert. Dies geschieht
nicht immer, sondern nur in Zusammenhang mit einem Flag, das diese spezielle
Fehlerpropagierung einschaltet; ansonsten hat diese Analysekomponente die tri-





Abbildung 4.18: Vorgehen zur Analyse der Effekte durch Änderung der Fehler-
typen
Die in Abbildung 4.18 abgebildete Komponente ftchange ersetzt den oberen
Konnektor. Diese Komponente besitzt die in Formel 4.23 dargestellte Fehlerpro-
pagierung, die in Abhängigkeit von der Belegung der Variablen fci ∈ {0, 1} den
Fehlertyp ändert oder nicht.
ψftchange :

fftchange,p1,i,t ⇔ fftchange,p2,o,t, für fci = 0
fftchange,p2,i,t ⇔ fftchange,p1,o,t
fftchange,p1,i,t ⇔ fftchange,p2,o,crash, für fci = 1
fftchange,p2,i,t ⇔ fftchange,p1,o,crash
(4.23)
Wenn nun die quantitative Analyse auf der resultierenden Komponentenstruk-
tur durchgeführt wird, ist das Ergebnis eine Formel berechnet aus den Wahr-
scheinlichkeiten der Basisereignisse p(ei) und den Fehlertypänderungsvariablen
fci. Die resultierende Formel wird dann minimiert, um die Belegung der Varia-
blen fci zu bestimmen, welche die Summe der Gefahrenwahrscheinlichkeiten (s.










severity(ψi) · probability(ψi) (4.25)
Das Optimierungsproblem kann noch durch eine zusätzliche Bedingung für
die Belegungen der Variablen fci erweitert werden. Formel 4.26 beschreibt eine
Bedingung, welche die Anzahl der auf 1 gesetzten fci, also die Anzahl der einge-
setzten Komponenten zur Fehlertypänderung, auf den Wert maxfc beschränkt.∑
i=1...n
fci ≤ maxfc (4.26)
4.5 Zusammenfassung
In diesem Kapitel wurde aufbauend auf den Komponenteninstanzstrukturen aus
Kapitel 3 eine komponentenbasierte Gefahrenanalyse vorgestellt. Auf Basis von
Verhaltensmodellen der einzelnen Komponententypen, die vom funktionalen Ver-
halten abstrahieren und nur das Fehlerpropagierungsverhalten enthalten, ergibt
sich das Fehlerpropagierungsverhalten des Gesamtsystems durch die Komponen-
teninstanzstruktur.
Dieses Fehlerpropagierungsverhalten erlaubt in Zusammenhang mit der Ge-
fahrendefinition qualitative und quantitative Analysen. Mit zwei qualitativen
Analysen wird zum einen bestimmt, welche Gefahren von einer fest ausgewähl-
ten Menge an Basisereignissen verursacht werden. Zum anderen werden für eine
fest ausgewählte Gefahr die verschiedenen Kombinationen der Fehlerzustände
bestimmt, die zu dieser Gefahr führen. Die quantitative Analyse berechnet auf
Basis der (statistisch unabhängigen) Wahrscheinlichkeiten der Fehlerzustände die
Gefahrenwahrscheinlichkeit und das Risiko.
Für die Bestimmung, welche Stellen in der Komponenteninstanzstruktur im
Besonderen zur Nichteinhaltung der Anforderungen beitragen bzw. welche Stel-
len die erfolgversprechendsten Ansatzpunkte für eine Verbesserung der Sicherheit







Selbstoptimierende Systeme ändern ihr Verhalten zur Laufzeit. Dies kann
durch Änderung von Parametern als auch durch Strukturanpassung geschehen
[FGK+04]. Eine Verhaltensanpassung kann natürlich Auswirkungen auf die Si-
cherheit des Systems haben, z.B. können sich das Auftreten bzw. die Wahr-
scheinlichkeiten von Gefahren ändern. Die Verhaltensanpassung, insbesondere
die Strukturanpassung, zur Laufzeit muss also bei der Gefahrenanalyse mitbe-
trachtet werden.
Verwandte Arbeiten im Bereich der Gefahrenanalyse betrachten keine rekon-
figurierbare Systeme [FM93, Wal05, KLM03, Gru03b, GKP05, KGF07, PM99,
ORS06] oder unterstützen nicht eine regelbasierte Modellierung der Rekonfigura-
tion [GOR06], wie sie die in Kapitel 3 vorgestellten Komponentenstorydiagram-
me ermöglichen.
Die in Kapitel 4 vorgestellte Gefahrenanalyse basiert auf der Struktur des
Systems, in Form der mit der in Kapitel 3 vorgestellten Modellierungssprache
spezifizierten Komponenteninstanzstruktur. Da selbstoptimierende Systeme die
Struktur anpassen, um ihr Verhalten anzupassen, wird die vorgestellte Gefahren-
analyse für diese Art von Systemen erweitert.
Um dies zu erreichen, muss die Gefahrenanalyse in Bezug auf sich ändern-
de Strukturen, die zur Laufzeit in unterschiedlichen Konfigurationen resultieren,
angepasst werden. Abbildung 5.1 zeigt eine Erweiterung des Übersichtsbilds 4.1
aus Kapitel 4 zur komponentenbasierten Gefahrenanalyse. Die Gefahrenanalyse
für selbstoptimierende Systeme bestimmt also automatisch auf Basis der Fehler-
propagierung der verschiedenen Konfigurationen die Kombinationen der Fehler-
zustände sowie die zugehörigen Konfigurationen, die zur Gefahr führen.
Neben der reinen Fehlerpropagierung in verschiedenen Konfigurationen ist es
im Zusammenhang mit selbstoptimierenden Systemen z.B. wichtig zu wissen, in
welcher Konfiguration die Gefahrenwahrscheinlichkeit am höchsten ist. Dies stellt
dann eine obere Schranke dar, egal wie sich das System zur Laufzeit verhält.
Die einzelnen Konfigurationen können in der Mechatronic UML entweder
mittels Hybriden Rekonfigurationscharts (s. Abschnitt 2.3.4) oder mit den in
dieser Arbeit beschriebenen Komponentenstorydiagrammen (s. Abschnitt 3.2)
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der Konfiguration, die 
zu den Blättern des 
Fehlerbaums und damit 
zur Gefahr führen.
Abbildung 5.1: Erweiterung der komponentenbasierten Gefahrenanalyse für
selbstoptimierende Systeme
modelliert werden.
Im nächsten Abschnitt wird die für die Gefahrenanalyse von selbstoptimie-
renden Systemen notwendige Bestimmung der erreichbaren Konfigurationen be-
schrieben. In Abschnitt 5.2 werden die in Kapitel 4 vorgestellten Analysemodelle
für die Fehlerpropagierung hinsichtlich der Unterstützung für unterschiedliche
Konfigurationen erweitert. Abschnitt 5.3 beschreibt die qualitative Gefahren-
analyse für selbstoptimierende Systeme während Abschnitt 5.4 eine Darstellung
quantitativer Analysen beinhaltet. Das Kapitel schließt mit einer Zusammenfas-
sung.
5.1 Erreichbare Konfigurationen
Eine Gefahrenanalyse für selbstoptimierende Systeme kann nicht einfach alle auf
Basis der Strukturmodelle möglichen Konfigurationen betrachten, sondern darf
nur die Konfigurationen der Analyse zugrunde legen, die zur Laufzeit auf Grund
des modellierten Verhaltens erreicht werden.
Würde die Gefahrenanalyse die Analyse nicht auf erreichbare Konfigurationen
beschränken, könnte der Fall eintreten, dass eine Konfiguration als unsicher, im
Sinne einer höheren Gefahrenwahrscheinlichkeit als in den Anforderungen gefor-
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dert, betrachtet wird, obwohl diese Konfiguration zur Laufzeit nie erreicht wird.
Dies könnte dann in unnötigen Entwurfsänderungen resultieren, die durch eine
Gefahrenanalyse, die nur die erreichbaren Konfigurationen betrachtet, vermieden
werden.
Zuerst werden in Abschnitt 5.1.1 für Komponenteninstanzstrukturen mit Hy-
briden Rekonfigurationscharts die erreichbaren Zustände unter geschickter Aus-
nutzung der Verfeinerungsbeziehungen zwischen Echtzeitkoordinationsmustern
und den Hybriden Rekonfigurationscharts der Mechatronic UML beschrie-
ben. Nachfolgend wird in Abschnitt 5.1.2 auf die erreichbaren Konfigurationen
von Komponentenstorydiagrammen eingegangen.
5.1.1 Hybride Rekonfigurationscharts
Mit Hybriden Rekonfigurationscharts werden das diskrete Echtzeitverhalten so-
wie die zustandsabhängigen unterlagerten Komponentenstrukturen selbstopti-
mierender Komponenten modelliert. Bei einer Gefahrenanalyse müssen alle Zu-
stände bzw. Zustandskombinationen der beteiligten Komponenten betrachtet
werden, da diese Zustandskombinationen jeweils einer Komponentenstruktur ent-
sprechen, die bei der Gefahrenanalyse betrachtet wird.
Die Modellierung des Echtzeitverhaltens in der Mechatronic UML basiert
auf einem kompositionalen Ansatz (s. Abschnitt 2.3.2). Das Echtzeitverhalten
für einzelne Koordinationsszenarien wird mit Echtzeitkoordinationsmustern und
Real-Time Statecharts modelliert und verifiziert. Nachfolgend werden die ein-
zelnen Komponenten als Verfeinerung der Muster entwickelt. Dieser kompositio-
nale Ansatz ermöglicht die Verifikation großer Systeme, da die Muster sowie die
Komponenten einzeln verifiziert werden können. Er kann nun auch für die Gefah-
renanalyse ausgenutzt werden, um nicht den Zustandsraum des Gesamtsystems
für die Gefahrenanalyse aufzubauen, sondern nur die der Muster und der einzel-
nen Komponenten. Aufbauend auf den Zustandsräumen der Muster und Kom-
ponenten wird dann mit Hilfe der Verfeinerung inkrementell der Zustandsraum
beschränkt auf die Konfigurationen aufgebaut. In jedem dieser inkrementellen
Schritte werden nicht mehr benötigte Informationen aus dem aufzubauenden Zu-
standsraum entfernt. Insgesamt ergibt sich dadurch eine effizientere Berechnung
der Konfigurationen des Systems als beim Aufbau des kompletten Zustandsraums
des Gesamtsystems. Der auf die Konfigurationen eingeschränkte Zustandsraum
kann allerdings immer noch sehr groß werden, so dass der Ansatz auf Systeme
mittlerer Größe angewandt werden kann.
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5.1.1.1 Beispiel
Das RailCab-Beispiel zur Konvoifahrt aus den vorherigen beiden Kapiteln wird
zur Erläuterung der Gefahrenanalyse für selbstoptimierende Systeme aufgegrif-
fen. Das Beispiel wird um die Optimierung des Komforts durch eine Übertra-
gung von Streckendaten als zweiten Aspekt ergänzt. Dies wird realisiert durch
eine Kommunikation mit einer Abschnittskontrolle. Diese Streckendaten ermög-
lichen einem Fahrzeug die Beschleunigung nach links/rechts sowie in Z-Richtung
(oben/unten) durch die aktive Federung und Neigung zu regeln und so für den
Fahrgast einen höchstmöglichen Komfort zu erreichen. Abbildung 5.2 zeigt obiges














Abbildung 5.2: Laufendes Beispiel
Konvoiorganisation Das Verhalten der Fahrzeuge für die Konvoiorganisation
ist (beschränkt auf 2 Fahrzeuge) mittels Echtzeitkoordinationsmustern sowie Hy-
briden Rekonfigurationscharts modelliert [GTB+03]. Im Muster wird das Kom-
munikationsprotokoll für das Bilden und das Auflösen eines Konvois beschrieben.
Das Hybride Rekonfigurationschart für ein RailCab verfeinert die Rollen des
Musters und beinhaltet im Synchronisationschart die Rekonfiguration der unter-
lagerten Komponentenstruktur. Wenn das Fahrzeug alleine oder als führendes
Fahrzeug in einem Konvoi fährt, wird eine Geschwindigkeitsregelung eingesetzt.
Als nicht führendes Fahrzeug in einem Konvoi wird eine erweiterte Abstandsre-
gelung eingesetzt, bei der das führende Fahrzeug jedem nachfolgenden Fahrzeug
im Konvoi periodisch Sollpositionen zuschickt [HVB+05, GHH+06, HTS+08a].
Regelung der Fahrzeugdynamik Um einen höchstmöglichen Komfort zu er-
reichen, werden von der Abschnittskontrolle so genannte Referenztrajektorien an
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die Fahrzeuge geschickt, die es ermöglichen die aktive Federung optimal zu re-
geln [GBSO04, TMV06]. Ein RailCab kann unterschiedliche Regler nutzen, je
nachdem welche Daten bzw. Sensoren zur Verfügung stehen.
5.1.1.2 Modelle
Die Struktur und das Verhalten wird mit zwei Echtzeitkoordinationsmustern so-
wie zwei Komponententypen und zugehörigen Hybriden Rekonfigurationscharts
modelliert.
Registration Muster Abbildung 5.3 zeigt Struktur und Verhalten des Echt-
zeitkoordinationsmusters für die Kommunikation zwischen Fahrzeug und Ab-
schnittskontrolle (BaseStation). Das Senden der Referenztrajektorien kann in der
Abschnittskontrolle an- und ausgeschaltet werden. Die RailCab Rolle besitzt
unterschiedliche Zustände, je nachdem ob von der Abschnittskontrolle Referenz-
















Abbildung 5.3: Registration Koordinationsmuster
Konvoi Muster Abbildung 5.4 zeigt das Konvoi Echtzeitkoordinationsmuster
[GTB+03]. Das Muster besteht aus den zwei Rollen FrontRole und RearRole. Ers-
tere beschreibt das Verhalten des vorderen Fahrzeugs in einem Konvoi zweier
Fahrzeuge; letztere beschreibt das Verhalten des hinteren Fahrzeugs. Die Rol-
len beschreiben das Koordinationsverhalten bzgl. der Bildung und des Auflösens
eines Konvois durch den Austausch von Nachrichten. Die Entscheidung, ob ein
Konvoi gebildet wird oder nicht, ist nicht im Verhalten enthalten, sondern wird
bei der Verfeinerung des Rollenverhaltens für die Komponenten ergänzt.
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Abbildung 5.4: Konvoi Koordinationsmuster
BaseStation Komponententyp Auf Basis der oben dargestellten Echtzeitkoor-
dinationsmuster zeigt Abbildung 5.5 eine Instanz des Komponententyps BaseSta-
tion sowie das spezifizierte Hybride Rekonfigurationschart. Der Komponententyp
BaseStation verfeinert die Rolle BaseStation des Musters Registration zweimal zu den
Ports BS1 und BS2, um zwei Fahrzeuge mit Referenztrajektorien zu versorgen.
Diese Ports sind mit der unterlagerten Sender Komponenteninstanz verbunden,
welche die Daten verschickt. Das Synchronisationschart der BaseStation Kompo-
nente besteht aus zwei Zuständen idle und active, zwischen denen, je nachdem
ob Daten verschickt werden sollen, gewechselt werden. Im Zustand active ist die
unterlagerte Sender Komponente aktiv, im Zustand idle nicht.
RailCab Komponententyp Abbildung 5.6 zeigt die Struktur des RailCab Kom-
ponententyps. Der Komponententyp verfeinert die RearRole und die FrontRole des
Koordinationsmusters für die Konvoiorganisation zu den Ports RR’ und FR’. Des
Weiteren verfeinert er die RailCab Rolle des Registration Musters. Zusätzlich be-
sitzt der Komponententyp mehrere unterlagerte Komponenten für die Regelung
der Beschleunigung in Fahrtrichtung sowie des Aufbaus links und rechts sowie in
Z-Richtung (oben/unten).
Diese unterlagerten Komponenten sind nicht immer aktiv. Abbildung 5.7 zeigt
das Hybride Rekonfigurationschart für den RailCab Komponententyp. Neben den
verfeinerten Rollen beinhaltet es zwei Synchronisationscharts sCC und sBS. Ers-
teres beschreibt die Synchronisation für die Ports RR’ und FR’, so dass analog zu

















































































































BS1 BS2 Synchronization Statechart
(b) BaseStation Statechart






















































































Abbildung 5.6: RailCab Komponententyp
Zustand noConvoy wird nur der Geschwindigkeitsregler, Positionssensor und der
Linearmotor genutzt. Die Zustände convoyRear und intermediate2 haben zusätzlich
noch den Positionsregler, um als letztes Fahrzeug in einem Konvoi mitfahren zu
können. Die Zustände convoyFr t und intermediate für ein im Konvoi führendes
Fahrzeug enthalten neben dem Geschwindigkeitsregler, dem Positionssensor und
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dem Linearmotor zusätzlich eine RefGen Komponenteninstanz zur periodischen
Berechnung der Sollpositionen für das nachfolgende Fahrzeug.
Die Zustände robust, absolute und reference im Synchronisationschart sBS ent-
halten die unterlagerten Komponenten mit den gleichen Namen sowie die ge-
meinsamen Sensoren (CommonSensors) und die Zylinder. Die Zustände absolute
und reference enthalten zusätzlich die ZaSensor Komponente. Der Eingangsport

















































Abbildung 5.7: Verhalten des RailCab Komponententyps
5.1.1.3 Inkrementelle Erreichbarkeitsanalyse der Konfigurationen
Um eine Gefahrenanalyse für das laufende Beispiel durchzuführen, müssen die
verschiedenen erreichbaren Konfigurationen bestimmt werden. Abbildung 5.8
zeigt die Komponenteninstanzstruktur für das laufende Beispiel. Zwei RailCab
Komponenteninstanzen kommunizieren mit einer BaseStation auf Basis des durch
das Registration Muster spezifizierten Protokolls. Zusätzlich läuft die Konvoibil-
dung zwischen den Fahrzeugen über das Konvoi Muster.
Im Verhalten einer Komponente wird durch den kompositionalen Ansatz der
Mechatronic UML (s. Abschnitt 2.3) zwischen Synchronisationscharts, welche

















2. Schritt 3. Schritt
Abbildung 5.8: Komponentenstruktur des Beispiels und die inkrementellen
Schritte zur Berechnung der erreichbaren Konfigurationen
und Port Statecharts, die die Kommunikation mit anderen Komponenteninstan-
zen spezifizieren und Verfeinerungen der Musterrollen sind, unterschieden. Für
die Analyse der erreichbaren Konfigurationen sind nur die Zustandskombinatio-
nen aller Synchronisationscharts der beteiligten Komponenten relevant, da sie
die erreichbaren Konfigurationen definieren. Die Zustände der Port Statecharts
im erreichbaren Zustandsraum sind für die Konfigurationen irrelevant. Die Port
Statecharts werden daher nur gebraucht, um die Zustandskombinationen der
Synchronisationscharts zu berechnen, die über ein Koordinationsmuster mitein-
ander verbunden sind. Folglich ist die grundlegende Idee für die Erreichbarkeits-
analyse der Konfigurationen, dass schrittweise die Zustandskombinationen der
Systemkomponenten aufgebaut werden und so früh wie möglich Informationen
über die Zustände der Port Statecharts aus dem Zustandsraum entfernt werden,
das heißt, nachdem alle Komponenteninstanzen, die durch ein Muster verbunden
wurden, verarbeitet wurden.
Die Erreichbarkeitsanalyse der Konfigurationen wird wie in Abbildung 5.8 ab-
gebildet schrittweise durchgeführt. Für jeden Komponententyp und jedes Echt-
zeitkoordinationsmuster werden die erreichbaren Zustände einzeln berechnet
(z.B. mit NuSMV [CCG+02]). Dann werden die erreichbaren Zustände zweier
Komponenten mit dem Kreuzprodukt kombiniert unter der Einschränkung, dass
die resultierenden Zustandskombinationen der Zustände der Port Statecharts in
den erreichbaren Zustandskombinationen der zugehörigen Musterrollen enthal-
ten sind. Hierbei wird die Verfeinerungsrelation zwischen Zuständen der Rollen
Statecharts und der Port Statecharts aus [GTB+03] ausgenutzt. Nach diesem
Schritt werden die Zustandsinformationen über die Port Statecharts, die bereits
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verarbeitet wurden und daher nicht mehr benötigt werden, aus den erreichbaren
Zuständen entfernt. Die resultierende Menge an erreichbaren Zustandskombina-
tionen wird dann schrittweise analog mit den erreichbaren Zuständen der restli-
chen Komponenteninstanzen kombiniert, bis alle Komponenteninstanzen verar-
beitet wurden.
Für das laufende Beispiel in Abbildung 5.8 werden zuerst die erreichbaren
Zustände der Komponententypen BaseStation und RailCab sowie der Registration
und Convoy Echtzeitkoordinationsmuster berechnet. Danach werden im zweiten
Schritt die erreichbaren Zustandskombinationen der Komponenteninstanzen :Ba-
seStation und 1:RailCab unter Ausnutzung der Verfeinerungsbeziehung des kom-
positionalen Ansatzes, wie in Definition 5.3 dargestellt, berechnet.
Definition 5.1 Die erreichbaren Zustände der parallelen Ausführung zweier
Komponenteninstanzen C und D mit den Rollenstatecharts SC1 , . . . , SCk und
SD1 , . . . , S
D
l sowie den Synchronisationsstatecharts SCs und SDs auf Basis der
transitiv-reflexiven Hülle t∗ (t ∈ TC‖D, die Transitionsrelation der parallelen
Ausführung von C und D [GST+03]) ist definiert als
RSC‖D ={(sc1, . . . , sck, scs, sd1, . . . , sdl , sds) ∈ {RSC ×RSD}|
(sc1,0, . . . , sck,0, scs,0, sd1,0, . . . , sdk,0, sds,0)t∗(sc1, . . . , sck, scs, sd1, . . . , sdl , sds)}
Definition 5.2 Die Abbildung mapr : S → S gibt für jeden Zustand eines Port
Statecharts den verfeinerten Zustand aus dem Rollen Statechart basierend auf
der Verfeinerungsbeziehung v aus [GTB+03, Gie03] zurück.
Definition 5.3 Die Menge RS ′C‖D kann von den erreichbaren Zuständen der
Komponenten C und D (RSC und RSD) unter Ausnutzung der erreichbaren Zu-
stände eines Echtzeitkoordinationsmuster P (RSP ) berechnet werden, ohne dass
der komplette Erreichbarkeitsgraph von C‖D wie in Definition 5.1 aufgebaut wer-
den muss:
RS ′C‖D ={(sc1, . . . , sck, scs, sd1, . . . , sdl , sds)|
(sc1, . . . , sck, scs) ∈ RSC ∧ (sd1, . . . , sdl , sds) ∈ RSD∧
(mapr(sc1), . . . ,mapr(sck),mapr(sd1), . . . ,mapr(sdl )) ∈ RSP}
Die strukturelle Verfeinerungsbeziehung v aus [GTB+03] garantiert, dass
RSC‖D ⊆ RS ′C‖D gilt. Es gilt nicht die Gleichheit der Mengen, da die Verfei-
nerungsbeziehung erlaubt, dass ein Zustand im Rollen Statechart in mehrere






















RSC= {(CS1,C1), (CS2,C2)} RSD= {(DS1,D1), (DS2,D2)}
RSP= {(X,W), (Y,U)}
Abbildung 5.9: Beispiel zur Berechnung der erreichbaren Konfigurationen mit
RS ′C‖D
werden kann, wird RS ′C‖D anstatt von RSC‖D in den inkrementellen Schritten
der Erreichbarkeitsanalyse genutzt.
Abbildung 5.9 zeigt an Hand eines stark vereinfachten Beispiels, wie mit Hilfe
von Definition 5.3 die erreichbaren Zustandskombinationen von C‖D berechnet
werden.
In der Mitte der Abbildung ist ein Echtzeitkoordinationsmuster mit den zwei
Rollen R und Q dargestellt. Für jede dieser Rollen (sowie für den Konnektor,
welcher hier aus Gründen der Übersichtlichkeit nicht dargestellt wird) gibt es
ein Real-Time Statechart mit Zuständen X und Y sowie W und U. Mittels einer
Erreichbarkeitsanalyse auf diesen beiden Real-Time Statecharts werden nun die
erreichbaren Zustandskombinationen RSP , in diesem Beispiel (X,W) und (Y,U),
berechnet.
Die links und rechts in der Abbildung dargestellten Komponenteninstanzen
C und D setzen das Echtzeitkoordinationsmuster um und verfeinern dabei die
Rollen R bzw. Q. Des Weiteren besitzen beide Komponenteninstanzen Hybride
Rekonfigurationscharts als Verhaltensmodelle bestehend aus jeweils zwei paralle-
len Statecharts (CS und R’ sowie DS und Q’). Das innere parallele Statechart (R’
bzw. Q’) ist die Verfeinerung der Musterrolle; das äußere ist das Synchronisations-
chart, in dessen Zuständen die unterlagerten Komponentenstrukturen eingebet-
tet sind. Ein Wechsel der Zustände dieser Synchronisationscharts resultiert also
in einer Rekonfiguration zur Laufzeit. Auf Basis der Verfeinerungsrelation aus
[GTB+03, GST+03] existiert für die Zustände der verfeinerten Rollenstatecharts
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ein Mapping zu den Zuständen der Rollenstatecharts: mapr : C1 7→ X,C2 7→
Y,D1 7→ W,D2 7→ U . Des Weiteren werden mit Hilfe einer Erreichbarkeitsanalyse
für die einzelnen Komponenten ebenfalls alle möglichen Zustandskombinationen
berechnet. Dies sind im Beispiel RSC = {(CS1 , C1), (CS2 , C2)} für die Komponente
C und RSD = {(DS1 , D1), (DS2 , D2)} für die Komponente D. Nach Definition 5.3
gilt RS ′C D = {(CS1 , C1, D1, DS1 ), (CS2 , C2, D2, DS2 )}.
Wenn nun die erreichbaren Zustände der Komponenteninstanzen :BaseStation
und 1:RailCab nach obigem Beispiel berechnet wurden, können die Zustandsin-
formationen bzgl. der Zustände der Port Statecharts RC’ und BS1 aus der Menge
der erreichbaren Zustände entfernt werden, da sie bereits nach obigem Muster
verarbeitet wurden und für die erreichbaren Konfigurationen nicht relevant sind.
Im nächsten Schritt werden die bisher berechneten Zustandskombinationen mit
den erreichbaren Zuständen der Komponenteninstanz 2:RailCab analog zu oben
kombiniert. Tabelle 5.10 zeigt die erreichbaren Zustandskombinationen für das
















Tabelle 5.1: Erreichbare Zustandskombinationen der Synchronisationscharts der
Komponenteninstanzen 1:RailCab, 2:RailCab, und :BaseStation in Be-
zug auf die Kommunikation mit der Basestation
Abbildung 5.10 zeigt zwei der Konfigurationen, die sich aus der Menge der






1:sBS       2:sBS       s
comfort     comfort     active
comfort     robust      active
comfort     absolut     active
robust      comfort     active
robust      robust      active
robust      absolut     active
absolut     absolut     active
absolut     comfort     active
absolut     robust      active
robust      absolut     idle
absolut     robust      idle
robust      robust      idle












1:sBS       2:sBS       s
comfort     comfort     idle
comfort     robust      idle
comfort     absolut     idle
robust      comfort     idle




























































Abbildung 5.10: Zwei ausgewählte erreichbare Konfigurationen für den Registry-
Teil des Beispiels.
5.1.2 Komponentenstorydiagra me
Im Gegensatz zu den oben beschriebenen Hybriden Rekonfigurationscharts nut-
zen Komponentenstorydiagramme nicht Zustandsmaschinen zur Beschreibung
von unterschiedlichen Konfigurationen einer Komponente. Stattdessen werden
Regeln für einen Komponententyp spezifiziert, welche die einem Typen unter-
lagerte Komponenteninstanzstruktur erzeugen oder transformieren. Durch die
Anwendung dieser Regeln ergeben sich ausgehend von einem Startzustand die
resultierenden Konfigurationen.
In diesem Abschnitt wird eine Technik beschrieben, die alle möglichen Kompo-
nenteninstanzstrukturen bestimmt, die aus der Ausführung der Komponenten-
storydiagramme resultieren. Die grundlegende Idee ist die Nutzung von GROO-
VE [Ren04, RKS06]. GROOVE ist ein Werkzeug zur Erreichbarkeitsanalyse von
Graphtransformationssystemen. Auf Basis eines Startgraphen und einer Menge
von Graphtransformationen werden die durch die Anwendung der Graphtransfor-
mationen erreichbaren Zustände berechnet. Eine Instanz des Komponententyps
der Systemebene ist Startgraph für die Ausführung der Komponentenstorydia-
gramme. GROOVE wird nun genutzt, um ausgehend von diesem Startgraphen
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alle erreichbaren Komponenteninstanzstrukturen zu berechnen.
Komponentenstorydiagramme werden auf Basis der in Abschnitt 3.1 definier-
ten Komponententypen modelliert. Diese Komponententypen erlauben die Spe-
zifikationen von 0..1 und 0..* Kardinalitäten für Ports, Komponenten und Kon-
nektoren. Für eine Erreichbarkeitsanalyse ist die Kardinalität 0..* problematisch,
da diese zu unendlichen Zustandsräumen führt.
Charakteristika mechatronischer Systeme sind harte Echtzeiteigenschaften und
begrenzter Speicherplatz. Bei der Anwendung von Komponentenstorydiagram-
men in einem konkreten mechatronischen System müssen daher feste Obergren-
zen für die Anzahl an Instanzen von Ports, Komponenten und Konnektoren an-
gegeben werden, um diesen spezifischen Eigenschaften mechatronischer Systeme
zu genügen. Diese festen Obergrenzen werden dann auch bei der Erreichbarkeits-
analyse mit GROOVE eingehalten.
In [Rei07] wurden Übersetzungsregeln von Storydiagrammen in GROOVE
Graphtransformationen vorgestellt. Diese unterstützen neben einzelnen Sto-
rypattern auch Sequenzen sowie Schleifen und Entscheidungen im Kontrollfluss.
In Abschnitt 3.2.10 wurde eine Übersetzung der Komponentenstorydiagram-
me auf Storydiagramme auf dem Metamodell der Komponenteninstanzstruktu-
ren beschrieben. Es liegt daher nahe, GROOVE zu nutzen, um mittels der aus
den Komponentenstorydiagramme generierten Storydiagramme alle erreichbaren
Zustände, also Komponenteninstanzstrukturen, zu berechnen.
Neben den in Abschnitt 3.2.6 beschriebenen Aktivitäten mit Programmtext
der Zielplattform, die GROOVE naturgemäß nicht ausführen kann, unterstützt
der Ansatz aus [Rei07] iterierte Storypatterns und Methodenaufrufe nicht.
Um dennoch GROOVE anwenden zu können, werden nur Komponentensto-
rydiagramme für die Erreichbarkeitsanalyse unterstützt, die keine Aktivitäten
mit Programmtext beinhalten. Methodenaufrufe werden direkt auf die bereits
existierende Unterstützung von Sequenzen von Storypatterns übersetzt.
Iterierte Storypatterns werden auf normale Schleifen und zusätzliche Aktivitä-
ten übersetzt, um dann mit dem Ansatz aus [Rei07] nach GROOVE übersetzt zu
werden. Iterierte Storypatterns werden nicht nur einmal sondern in einer Schleife
für alle möglichen Bindungen der Objekte ausgeführt. Wenn man ein iteriertes
Storypattern lediglich durch eine Schleife im Kontrollfluss ersetzt, kann es passie-
ren, dass nicht alle verschiedenen Bindungen in der Schleife betrachtet werden,
sondern z.B. immer die gleiche. Das Storypattern im Schleifenkopf muss also
angepasst werden, um die bereits betrachteten Bindungen zu speichern.
Dies geschieht mit Hilfe vonMarkierungsobjekten. Ein Markierungsobjekt wird
zum Storypattern im Schleifenkopf als negatives Objekt hinzugefügt; ein weite-
res wird als zu erzeugendes Objekt hinzugefügt. Beide Markierungsobjekte haben
Links zu allen anderen Objekten im Storypattern des Schleifenkopfs. Wenn nun
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die Schleife ausgeführt wird, wird eine Belegung gesucht, die noch mit keinem
Markierungsobjekt verbunden ist, also noch nicht in der Schleife betrachtet wur-
de. Wenn eine solche gefunden wurde, wird das Markierungsobjekt erzeugt und
dann der Schleifenrumpf ausgeführt.
Wenn keine Belegung ohne Markierungsobjekt gefunden wird, sind alle mög-
lichen Belegungen bereits verarbeitet und die Schleife wird verlassen. Nach dem
Ende der Schleife werden in einer zusätzlichen Schleife alle Markierungsobjekte
gelöscht. Um dies zu ermöglichen, gibt es ein festes Objekt, welches die Markie-
rungsobjekte speichert.
Für den Fall, dass iterierte Storypattern geschachtelt sind, erhalten die Mar-
kierungsobjekte bei der Überprüfung und Erzeugung einen eindeutigen Wert für
das id-Attribut.
Abbildung 5.11 zeigt das iterierte Storypattern A. In diesem Storypattern wird
versucht, ausgehend vom this Objekt die Objekte x:X und y:Y zu binden. Für
jede gefundene Bindung werden die über die Transition [each time] erreichbaren
Aktivitäten ausgeführt. Nachdem alle Bindungen verarbeitet wurden, wird die








Abbildung 5.11: Beispiel für ein iteriertes Storypattern
Das iterierte Storypattern aus Abbildung 5.11 wird, wie in Abbildung 5.12
gezeigt, in Schleifen durch die oben skizzierte Nutzung von Markierungsknoten
übersetzt. Das iterierte Storypattern wird in ein normales Storypattern über-
setzt. Weiterhin werden die oben dargestellten Markierungsobjekte mit zugehö-
rigen Links hinzugefügt. Die Bedingung der Transition [each time] wird durch
[success] und die Bedingung der Transition [end] wird durch [failure] ersetzt. Die
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Abbildung 5.12: Übersetzung in Schleifen
Markierungsobjekte garantieren nun, dass für jede Belegung die weiteren Aktivi-
täten ausgeführt werden. Nach der Verarbeitung aller Belegungen werden in der,
in einer Schleife ausgeführten, Aktivität remove Marker A alle erzeugten Markie-
rungsobjekte entfernt.
In iterierten Storypatterns und in, über die Transition [each time] erreichbaren,
weiteren Storypatterns erzeugte Objekte werden ebenfalls mit Markierungen ver-
sehen. Diese Markierungen werden dann genutzt, um bei der Bindung diese im
iterierten Storypattern erzeugte Objekte zu ignorieren, um die gewählte Pre-




Nachdem nun die erreichbaren Konfigurationen der selbstoptimierenden Systeme
bestimmt worden sind, werden im Folgenden die in Kapitel 4 beschriebenen Tech-
niken zur Gefahrenanalyse um die Betrachtung von Konfigurationen erweitert.
Diese Erweiterung der Gefahrenanalyse betrachtet alle erreichbaren Konfigura-
tionen. Die Skalierbarkeit ist daher eingeschränkt. Eine mögliche Technik zur
Verbesserung der Skalierbarkeit wird im Ausblick dieser Arbeit (Abschnitt 8.1)
skizziert.
Eine Gefahr ist im Beispiel dieses Kapitels eine falsche Position des Aufbaus,
die in Kurven zu einem Entgleisen führen kann. Dieser Zustand des Systems wird
im Fehlerbaum aus Abbildung 5.13 dargestellt.
falsche Position 





keine Sollpositionen der 
Zylinder
fRailCab.c,x*,s,i
Abbildung 5.13: Fehlerbaum für die Gefahr einer falschen Position des RailCab-
Aufbaus
Eine quantitative Top-Down Gefahrenanalyse für die Gefahrendefinition aus
Abbildung 5.13 ergibt für die zwei Konfigurationen aus Abbildung 5.10 die Gefah-
renwahrscheinlichkeiten aus Tabelle 5.2 bei angenommen Wahrscheinlichkeiten
der Fehlerzustände von 0.0001. Diese beiden Konfigurationen sind die schlech-
teste bzw. beste Konfiguration in Bezug auf die Gefahrenwahrscheinlichkeit.
1:RailCab 2:RailCab :BaseStation Hazard probability
reference reference active 0.00059985
robust robust idle 0.00019999
Tabelle 5.2: Gefahrenwahrscheinlichkeiten für zwei ausgewählte Konfigurationen
Anstelle einer simplen Analyse aller einzelnen Konfigurationen werden die in
Abschnitt 4.2.2 beschriebenen Analysemodelle für den Fall von selbstoptimie-
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renden Systemen erweitert, so dass alle Konfigurationen auf einmal analysiert
werden. Dies ermöglicht, die beste oder schlechteste Konfiguration bzgl. der Ge-
fahrenwahrscheinlichkeit zu bestimmen, ohne alle Konfigurationen strukturell
aufbauen und einzeln analysieren zu müssen.
Grundlage für die Analyse von verschiedenen Konfigurationen einer Kompo-
nente ist deren Abbildung auf boolesche Variablen. So können mit einer boole-
schen Variable c1 zwei Konfigurationen (Konfiguration 1: c1 = true bzw. Konfigu-
ration 2: c1 = false) dargestellt werden. Allgemein können n Konfigurationen mit
dlog2ne booleschen Variablen abgebildet werden (s. Tabelle 5.3 für die Abbildung
von 6 Konfigurationen).
c1 c2 c3
Konf. 1 false false false
Konf. 2 false false true
Konf. 3 false true false
Konf. 4 false true true
Konf. 5 true false false
Konf. 6 true false true
Tabelle 5.3: Belegung der Konfigurationsvariablen für 6 Konfigurationen
Da die Analyse boolesche Variablen für die Modellierung der Fehlerpropagie-
rung nutzt, können die Konfigurationsvariablen ci in das Modell der Fehlerpro-
pagierung integriert werden, um die unterschiedlichen Fehlerpropagierungen der
Konfigurationen je nach Wert der Variable ci umzuschalten. Formel 5.1 zeigt
die Fehlerpropagierungen ψs,1 und ψs,2 zweier Architekturkonfigurationen. Diese
Abbildung der Konfigurationen fügt sich nahtlos in die bisherigen Fehlerpropa-
gierungsmodelle ein.
(c1 ∧ ψs,1) ∨ (¬c1 ∧ ψs,2) (5.1)
Nicht alle Konfigurationen sind auf Basis der Erreichbarkeitsanalysen mög-
lich. Diese müssen von der Analyse ausgeschlossen werden. Der Ausschluss einer
Konfiguration aus der Analyse wird durch das Hinzufügen einer booleschen Be-
dingung über die Konfigurationsvariablen in das Analysemodell umgesetzt. Wenn
zu einem Port in einer Konfiguration keine Portinstanz existiert, muss der Wert
der zugehörigen Ausfallvariable auf false festgesetzt werden, da ja kein Ausfall
an dieser Portinstanz auftreten kann. Dies wird durch eine Biimplikation der
Variable mit false erreicht.
Wenn die Fehlerpropagierungsmodelle auf diese Art mit den Konfigurationsva-
riablen kombiniert worden sind, werden die in Kapitel 4 vorgestellten qualitativen
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und quantitativen Analysetechniken analog angewendet.
5.3 Qualitative Analyse
In Bezug auf die qualitative Analyse ist vor allem das Auftreten einer Gefahr
wichtig. Auf Basis der BDD-Repräsentation lassen sich die folgenden Fragen
beantworten:
• Tritt eine Gefahrensituation in irgendeiner Konfiguration auf?
• In welchen Konfigurationen tritt eine Gefahr auf?
Der BDD des Gesamtsystems aus den (erweiterten) Fehlerpropagierungsfor-
meln der einzelnen Komponenten bzw. Konfigurationen wird, wie in Abschnitt
4.2.2 erläutert, mit der Gefahrendefinition kombiniert, um das Auftreten einer
Gefahr zu analysieren.
Wenn der aus Fehlerpropagierung und Gefahrendefinition entstandene BDD
nur noch aus dem 0-Terminalknoten besteht, gibt es keine Belegung der Varia-
blen, welche die durch den BDD abgebildete boolesche Formel wahr macht. Es
gibt also keine Konfiguration, in der die Gefahr eintritt.
Wenn der BDD nicht nur aus dem 0-Terminalknoten besteht, zeigt die Be-
stimmung der Implikanten aus Abschnitt 4.2.2.2 nicht nur welche Basisereignisse
eintreten müssen, sondern auch durch die Belegung der Konfigurationsvariablen
in den jeweiligen Implikanten in welcher Konfiguration diese Gefahr auftritt.
5.4 Quantitative Analyse
Neben der qualitativen Analyse, ob eine Gefahr auftritt und in welcher Konfi-
guration, ist, wie in Abschnitt 4.2.2 für nicht selbstoptimierende Systeme be-
schrieben, auch die Gefahrenwahrscheinlichkeit für selbstoptimierende Systeme
wichtig. Diese quantitativen Analysen werden auf der oben dargestellten BDD-
Repräsentation der Fehlerpropagierung des Systems inklusive der Konfigurati-
onsvariablen durchgeführt.
Nach Entfernung der Ausfallvariablen besteht der BDD nur aus Konfigurati-
onsvariablen ci und Ereignisvariablen ei. Die in Abschnitt 4.3 dargestellte Tech-
nik zur Berechnung der Wahrscheinlichkeit wird um eine spezielle Behandlung
der Konfigurationsvariablen erweitert. Wenn bei der rekursiven Berechnung der
Gefahrenwahrscheinlichkeit der Algorithmus auf eine Konfigurationsvariable ci
trifft, wird nicht ein neuer Wert berechnet, sondern die folgende Formel nach
oben propagiert:
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probability(ci) =
{
probability(ci.low) für ci = 0
probability(ci.high) für ci = 1
(5.2)
Formel 5.2 besagt, dass wenn ci den Wert 1 (für wahr) bzw. 0 (für falsch)
annimmt, der Wert des high-Knotens bzw. des low-Knotens genutzt werden soll.
Diese Anpassung resultiert in der Propagierung von Formeln und nicht Wahr-
scheinlichkeiten, wie bei der quantitativen Gefahrenanalyse für Systeme ohne
Rekonfiguration.
probability(ci) = ci · probability(ci.high) (5.3)
+ (1− ci) · probability(ci.low)
Formel 5.3 stellt die Formel zur einfacheren Nutzung in einem Optimierungs-
werkzeug nicht als Fallunterscheidung sondern als Multiplikation mit der Varia-
blen ci dar.
Abbildung 5.14: Wahrscheinlichkeitsberechnung auf einem BDD mit Konfigura-
tionsvariablen [GT06]
Abbildung 5.14 zeigt eine Abwandlung des Beispiels aus Abbildung 4.16. Hier
wurde die Ereignisvariable e3 durch die Konfigurationsvariable c1 ersetzt. Die
Schritte 1 und 2 sind identisch zur Berechnung ohne Varianten. In Schritt 3 wird
für den Knoten c1 Formel 5.2 angewendet. Der gesamte BDD wird dementspre-
chend in die Formel 0.3c1 + 0.18(1− c1) umgesetzt. Diese Formel lässt sich nun
hinsichtlich unterschiedlicher Ziele untersuchen.
5.4.1 Schlechteste Konfiguration
Bei der Entwicklung sicherheitskritischer Systeme ist es wichtig zu wissen, wel-
che Konfiguration die schlechteste bzgl. der Gefahrenwahrscheinlichkeit bzw. des
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Risikos ist. Das Ergebnis stellt dann eine obere Schranke für die Gefahrenwahr-
scheinlichkeit bzw. das Risiko dar. Wenn diese obere Schranke niedriger ist als die
Anforderungen, können alle Konfigurationen eingesetzt werden, ohne alle Konfi-
gurationen einzeln zu analysieren.
max(probability(ψ)) (5.4)
max(severity(ψ) · probability(ψ)) (5.5)
Wenn man die aus dem obigen BDD mit den Konfigurationsvariablen unter
Nutzung von Formel 5.2 entstehende Formel maximiert (Formel 5.4), erhält man
die Belegung der Konfigurationsvariablen, also die Konfiguration, mit der höchs-
ten Wahrscheinlichkeit der Gefahr ψ. Formel 5.5 erweitert diese Maximierung um
die Betrachtung des Risikos durch die Multiplikation der Gefahrenwahrschein-








severity(ψi) · probability(ψi) (5.7)
Für eine Menge von Gefahren Ψ kann es interessant sein, die Konfiguration zu
identifizieren, für die die Summe der Gefahrenwahrscheinlichkeiten bzw. Risiken
am höchsten ist. Dies wird mit den Formeln 5.6 bzw. 5.7 berechnet.
5.4.2 Beste Konfiguration
Analog zu oben wird die beste Konfiguration (also die Belegung der Variablen
ci) bzgl. der Gefahrenwahrscheinlichkeit und des Risikos mit Hilfe der folgenden
Zielfunktionen berechnet:
min(probability(ψ)) (5.8)








severity(ψi) · probability(ψi) (5.11)
145
5 Gefahrenanalyse von selbstoptimierenden Systemen
5.4.3 Erlaubte Konfigurationen
Wenn die schlechteste Konfiguration eine höhere Gefahrenwahrscheinlichkeit
bzw. eine höheres Risiko hat, als durch die Anforderungen vorgegeben, ist ei-
ne Analyse der erlaubten Konfigurationen sinnvoll. Erlaubte Konfigurationen
sind die Konfigurationen, die die geforderte Gefahrenwahrscheinlichkeit bzw. das
geforderte Risiko einhalten.
Algorithmus 4 : List<Configuration> computeAllowedConfigurations
(List<Gefahr> gefahren)
begin
List<Configurations> forbidden ← ∅;
List<Configurations> oldForbidden ← ∅;
firstIteration ← true;
while oldForbidden 6= forbidden ∨ firstIteration = true do
oldForbidden ← forbidden ;
7 violatingConfigurations ← maxProbability (forbidden,gefahren);




Auf Basis der oben dargestellten Analysemodelle kann diese Fragestellung
durch eine iterative Analyse (s. Algorithmus 4) beantwortet werden. Bei dieser
Analyse werden in jedem Iterationsschritt Konfigurationen der einzelnen Kom-
ponenten identifiziert, die zu einer Verletzung der Anforderungen führen (Zeile
7). Bei der Berechnung der Gefahrenwahrscheinlichkeit werden die Zielfunktionen
5.4 und 5.5 genutzt. Diese Konfigurationen werden dann bei der nächsten Analyse
ausgeschlossen (Zeile 8). Wichtig dabei ist, dass für alle Komponenteninstanzen
eines Komponententyps diese Konfiguration ausgeschlossen wird. Diese iterative
Analyse endet, wenn entweder alle Konfigurationen ausgeschlossen wurden oder
die Gefahrenanalyse ergibt, dass alle Anforderungen erfüllt wurden.
Auf Basis der Ergebnisse dieser Analyse kann dann das entworfene Systeme
angepasst werden, indem z.B. die ausgeschlossenen Konfigurationen der Kompo-




In diesem Kapitel wurde die in Kapitel 4 eingeführte komponentenbasierte Ge-
fahrenanalyse in Bezug auf die Unterstützung von Rekonfiguration erweitert. In
einem ersten Schritt wurden alle erreichbaren Konfigurationen bestimmt.
Die um Konfigurationen erweiterten Analysetechniken ermöglichen die Bestim-
mung der Konfigurationen, in denen Kombinationen von Fehlerzuständen zum
Auftreten von Gefahren führen. Des Weiteren wurden die quantitativen Analysen
erweitert, so dass die besten, die schlechtesten und alle erlaubten Konfigurationen
in Bezug auf die Gefahrenwahrscheinlichkeit und das Risiko berechnet werden.
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6 Werkzeugunterstützung
In den vorhergehenden Kapiteln wurde eine Gefahrenanalyse für selbstoptimie-
rende Systeme vorgestellt. Sie wurde prototypisch in Form mehrerer Plugins für
das Werkzeug Fujaba4Eclipse implementiert. In Abschnitt 6.1 werden auf Basis
des in den Kapiteln 3 bis 5 verwendeten Beispiels die graphische Benutzerschnitt-
stelle sowie die verschiedenen Schritte bei der Modellierung und Gefahrenanalyse
erläutert. Darauf folgt eine Beschreibung der Architektur des Softwareprototyps.
Die Ergebnisse der mit Hilfe des Prototyps durchgeführten ersten Experimen-




Im Folgenden wird die Benutzerschnittstelle des Prototyps für die in Kapitel 3
präsentierten Modellierungssprache für Komponentenstrukturen und die darauf
aufbauenden Komponentenstorydiagramme vorgestellt. Die präsentierten Ergeb-
nisse zeigen eine Vorversion des in der vorliegenden Arbeit genutzten Beispiels
und stammen aus [Hol08].
Abbildung 6.1 zeigt den hierarchischen Komponententyp für ein RailCab aus
Abbildung 3.7 modelliert in Fujaba4Eclipse.
Die Abbildungen 6.2 und 6.3 zeigen die Komponentenstorydiagramme für die
Rekonfiguration des Koordinator-RailCabs, wenn (1) ein weiteres Fahrzeug in
den Konvoi eintritt sowie (2) wenn ein Fahrzeug den Konvoi verlässt.
Das Komponentenstorydiagramm RailCab::InsertPosCalc modelliert die Rekon-
figuration eines Koordinator-RailCabs, wenn ein neues Fahrzeug dem Konvoi
beitritt. Parameter für das Komponentenstorydiagramm sind der Name der zu
erzeugenden Komponenteninstanz, die Position des neuen Fahrzeugs im Konvoi
(position) sowie die Portinstanz (posParam) über die das Kooordinatorfahrzeug
dem hinzugekommenen RailCab die Sollpositionen sendet.
In den ersten beiden Aktivitäten wird die Stelle in der Kette von Positions-
































Abbildung 6.1: Hierarchischer Komponententyp RailCab
werden soll. Diese Suche beginnt bei der Integral-Komponenteninstanz, die immer
einmal existiert. Danach werden in einer Schleife die in einer Kette verbundenen
Positionsberechnungskomponenten traversiert, bis die Stelle auf Basis des Para-
meters position gefunden wird, wo die neue Komponenteninstanz erzeugt werden
soll. Die Erzeugung wird in verschiedenen Aktivitäten des Komponentenstory-
diagramms durchgeführt, je nachdem, ob die neue Aktivität am Anfang, in der
Mitte oder am Ende der Kette erzeugt wird.
Das Komponentenstorydiagramm RailCab::RemovePosCalc modelliert das Ent-
fernen einer Positionsberechnungskomponente im Koordinator-RailCab, wenn
ein Fahrzeug den Konvoi verlässt. Dies stellt die komplementäre Funktion zu
RailCab::InsertPosCalc dar und ist analog modelliert.
Abbildung 6.4 zeigt die Komponenteninstanzstruktur des Koordinator-
RailCabs sowie von fünf weiteren Fahrzeugen, die mit dem oben gezeigten Rail-
Cab::InsertPosCalc sowie weiteren (s. [Hol08]) Komponentenstorydiagrammen er-
zeugt wurden.
Das Fahrzeug an Position 4 verlässt diesen Konvoi. Das Koordinator-Fahrzeug
rekonfiguriert nun seine Komponenteninstanzstruktur durch den Aufruf des
Komponentenstorydiagramms RailCab::RemovePosCalc. Dieses entfernt die Positi-
onsberechnungskomponente für das Fahrzeug, welches den Konvoi verlässt, und
verbindet die übrigen Komponenten neu, so dass sich die Komponenteninstanz-
struktur aus Abbildung 6.5 ergibt.
6.1.2 Gefahrenanalyse
Zusätzlich zu den vorgestellten Modellen für die Komponenteninstanzstrukturen



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































rungen für die einzelnen Komponententypen modelliert werden. Die im Folgenden
gezeigten Ergebnisse stammen aus [THMD08].
Abbildung 6.6 zeigt im Werkzeug Fujaba4Eclipse das Modell einer Beispielfeh-
lertyphierarchie bestehend aus den Fehlertypen Value, Crash und Timing, die eine
Verfeinerung des allgemeinen Fehlers vom Typ Failure sind.
Abbildung 6.6: Beispielfehlertyphierarchie
Basierend auf der definierten Fehlertyphierarchie wird das abstrakte Fehler-
propagierungsverhalten der Komponententypen definiert. Abbildung 6.7 stellt
die Fehlerpropagierung für den Komponententyp ConvoyOperator dar. In der un-
teren Hälfte des Fensters werden links die bereits spezifizierten Fehlerpropagie-
rungsformeln aufgelistet. In der Mitte wird eine Fehlerpropagierung bzgl. falscher
Werte (Fehlertyp Value) gezeigt. Diese Fehlerpropagierung verbindet mit boole-
schen Operatoren die auf der rechten Seite dargestellten spezifizierten Ausfällen
an den Ports sowie die ebenfalls dort dargestellten Basisereignisse.
Abbildung 6.7: Fehlerpropagierung eines Komponententyps
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Abbildung 6.8: Simulation der Fehlerpropagierung
Die Bottom-Up Analyse berechnet auf Basis einer vom Anwender ausgewähl-
ten festen Menge von Basisereignissen, welche Gefahren eintreten. Hierbei wer-
den die Fehlerpropagierungen für die einzelnen Komponenteninstanzen in einer
Konfiguration angewandt, so dass sich eine Fehlerpropagierung ausgehend von
den ausgewählten Basisereignissen über die Struktur ergibt. Eine solche Fehler-
propagierung wird in Abbildung 6.8 dargestellt. Zwei Basisereignisse vom Typ
Value werden in die Komponenteninstanz posInput:DataEagle1000 und in die Kom-
ponenteninstanz distSensor:DistSensor injiziert. Ersteres modelliert eine fehlerhafte
Übertragung der Daten von einem RailCab zum anderen; das zweite Basisereignis
repräsentiert fehlerhafte Sensordaten vom Abstandssensor. Durch die Simulati-
on der Fehlerpropagierungen ergibt sich, dass zwei Gefahrensituationen entstehen
können. Zum einen kann sich eine falsche Geschwindigkeit des RailCabs ergeben;
zum anderen resultieren die Basisereignisse in falschen Werten für die Magnet-
felder des Linearmotors. Beide Situationen können in Unfällen resultieren.
Die Top-Down Analyse kann nun für die Gefahren genutzt werden, um alle
Basisereignisse zu bestimmen, die zu einer Gefahrensituation führen. Abbildung
6.9 zeigt diese Ergebnisse der qualitativen Top-Down Analyse.
Für diese Basisereignisse werden nun Wahrscheinlichkeiten (z. B. auf Basis von
Herstellerangaben oder historischen Daten) angegeben; die Gefahrenwahrschein-




Abbildung 6.9: Basisereignisse einer Gefahr
(a) Eingabe der Wahrscheinlichkeiten der
Basisereignisse
(b) Berechnete Gefahrenwahrscheinlichkeit
Abbildung 6.10: Quantitative Gefahrenanalyse
6.2 Softwarearchitektur
Fujaba4Eclipse ist eine Portierung von Fujaba auf die Entwicklungsumgebung
Eclipse. Eclipse basiert auf einer komponentenbasierten Architektur. Ein klei-
ner Kern wird dabei durch einzelne Komponenten, Plugins genannt, erweitert.
Fujaba4Eclipse ist ein solches Plugin, das ebenfalls durch Plugins erweitert wer-
den kann. Die Mechatronic UML wurde als Plugins für Fujaba und Fuja-
ba4Eclipse realisiert [BGH+05, BGH+07].
Abbildung 6.11 zeigt eine Übersicht über die Architektur des entwickelten
Werkzeugs. Die dargestellten Plugins enthalten weitere Plugins, die in Tabel-

















Abbildung 6.11: Übersicht der Architektur des entwickelten Werkzeugs
im Gegensatz zu den übrigen Plugins nur genutzt. Die restlichen Plugins wur-
den erweitert bzw. neu entwickelt. Fujaba4Eclipse enthält den Kern von Fujaba
sowie die Unterstützung für Story Driven Modeling in Form von Klassendiagram-
men, Storydiagrammen und Quelltextgenerierung. Das Plugin TGG enthält den
Editor für Triple-Graph-Grammatiken und die zugehörige Quelltextgenerierung
sowie die Ausführungsunterstützung für den aus den TGG-Regeln generierten
Quelltext.
DieMechatronic UML wurde im Plugin FujabaRT umgesetzt. Dies beinhal-
tet die komponentenbasierte Strukturmodellierung, die Real-Time Statecharts
und die Hybriden Rekonfigurationscharts. Hier wurde die in Abschnitt 3.1 vor-
gestellte Erweiterung der Strukturspezifikationssprache umgesetzt.
Das Plugin Componentstorydiagrams beinhaltet die Implementierung der Kom-
ponentenstorydiagramme [Hol08, HT08] aus Abschnitt 3.2. Des Weiteren ent-
hält dieses Plugin die Quelltextgenerierung unter Nutzung der Plugins TGG und
Transformations. Letzteres enthält die in Anhang A vorgestellte Erweiterung der
Storydiagramme als Zielsprache für die Übersetzung der Komponentenstorydia-
gramme. Die Gefahrenanalyse aus den Kapiteln 4 und 5 wurde im Plugin Hazard
Analysis implementiert [Sch07].
Der überwiegende Teil der in dieser Arbeit vorgestellten Konzepte wurde proto-
typisch in den genannten Plugins umgesetzt. Die Implementierung der restlichen
Konzepte dauert derzeit noch an.
1Dieses Plugin beinhaltet den aus den TGGs generierten Quelltext für die Übersetzung der
Komponentenstorydiagramme in Storydiagramme auf dem Metamodell der Komponenten-






















Tabelle 6.1: Größe der entwickelten bzw. erweiterten Plugins für Fujaba4Eclipse
6.3 Experimentelle Ergebnisse
Mit der vorgestellten Werkzeugunterstützung wurden erste Experimente hin-
sichtlich der Skalierbarkeit der Gefahrenanalyse durchgeführt [Sch07]. Abbildung
6.12 zeigt eine abstrakte Beispielkomponentenstruktur, die aus n Komponenten-
instanzen des Komponententyps A besteht, die in einer Kette verbunden sind.
Die Fehlerpropagierung dieses Komponententyps besteht aus zwei Basisereignis-
sen, die mit Und sowie Oder mit einem eingehenden Ausfall verknüpft sind. Die
Kette startet mit einer Instanz des Komponententyps Processor. Zur Betrachtung
von zyklischen Modellen kann die erste Komponenteninstanz der Kette mit der
letzten verbunden werden. Die Anzahl der Instanzen von A kann nun zur Prüfung
der Skalierbarkeit der entwickelten Gefahrenanalyse variiert werden.
Tabelle 6.2 aus [Sch07] zeigt die Größe der BDDs, welche die Fehlerpropagie-
rung des Modells enthalten, sowie die Berechnungszeiten in Sekunden auf einem
Intel Pentium 4 mit 2GHz mit 512MB Hauptspeicher:























Abbildung 6.12: Skalierungsbeispiel A
B: Anzahl der BDDs für die Fehlerpropagierung der einzelnen Komponenten-
instanzen
K: Anzahl der gesamten BDD-Knoten in B
EK: Anzahl der BDD-Knoten für die Fehlerpropagierung des Gesamtsystems
EvK: Anzahl der BDD-Knoten, welche die Basisereignisse repräsentieren.
Aufbau: Zeit in Sekunden für den Aufbau der Fehlerpropagierung des Gesamtsys-
tems
Exist: Zeit in Sekunden für die Entfernung der Ausfallvariablen der Fehlerpropa-
gierung
Quant: Zeit in Sekunden für die Berechnung der Gefahrenwahrscheinlichkeit∑: Gesamtzeit in Sekunden
Die Ergebnisse zeigen, dass für das Skalierungsbeispiel aus 6.12 die Größe der
BDDs überschaubar bleibt und die Zeit bis zur Berechnung auch für Kompo-
nentenstrukturen mit 100 Instanzen unter einer Sekunde bleibt. Allerdings ist
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deutlich eine exponentielle Steigerung der Berechnungszeit, vor allem beim Ver-
gleich der Berechnungszeit von 50 und 100 Komponenten, zu sehen, so dass die
Skalierbarkeit eingeschränkt ist.
n B K EK EvK Aufbau Exist Quant ∑
1 2 13 12 3 0,012 0,001 0,002 0,015
10 21 103 93 21 0,014 0,005 0,005 0,024
50 101 503 453 101 0,060 0,023 0,012 0,095
100 201 1003 903 201 0,420 0,160 0,030 0,610
Tabelle 6.2: Größe der BDDs und Berechnungszeiten für nicht-zyklische Modelle
Tabelle 6.3 zeigt die Ergebnisse für die zyklische Variante des Skalierungsbei-
spiels. Zyklus bezeichnet hier die Zeit in Sekunden, die für die Entfernung der
Ausfallvariablen unter Nutzung des Ansatzes aus [Rau03, Sch07] für zyklische
Modelle benötigt wird. Die Ergebnisse sind vergleichbar mit dem nicht-zyklischen
Modell.
n B K EK EvK Aufbau Zyklus Quant ∑
1 3 15 9 3 0,015 0,004 0,002 0,021
10 21 105 63 21 0,020 0,016 0,004 0,040
50 101 505 303 101 0,080 0,030 0,011 0,121
100 201 1005 630 201 0,440 0,120 0,028 0,588
Tabelle 6.3: Größe der BDDs und Berechnungszeiten für zyklische Modelle
Abbildung 6.13 zeigt ein abstraktes Beispiel für eine Komponente B mit zwei
Konfigurationen mit verschiedenen Basisereignissen.
Die Ergebnisse aus Tabelle 6.4 aus [Sch07] zeigen, dass die BDDs durch die zu-
sätzlichen BDD-Variablen (Spalte VK) für die Abbildung der unterschiedlichen
Konfigurationen größer werden. Der Aufbau der BDDs dauert allerdings ver-
gleichbar lange. Als Optimierer wurde der MINLP-Optimierer Bonmin [BBC+05]
genutzt; dessen Laufzeit ist in der Spalte Opt eingetragen.
6.4 Zusammenfassung
In diesem Kapitel wurde die Werkzeugunterstützung der in den Kapiteln 3 bis
4 vorgestellten Modellierungssprachen und Gefahrenanalyse gezeigt. Zu Anfang
wurde die entwickelte Benutzerschnittstelle erläutert. Danach wurde die Archi-






























Abbildung 6.13: Skalierungsbeispiel B mit Konfigurationen
n B K EK EvK VK Aufbau Zyklus Opt ∑
1 5 26 26 5 1 0,009 0,008 0,076 0,093
10 23 179 197 41 10 0,028 0,024 0,106 0,158
50 103 859 957 201 50 0,200 0,090 0,137 0,427
100 203 1709 1907 401 100 0,590 0,110 0,198 0,898
Tabelle 6.4: Größe der BDDs und Berechnungszeiten für Modelle mit Rekonfigu-
ration
vorgestellt. Auf Grundlage der Werkzeugunterstützung wurde anhand zweier Ex-
perimente mit generischen Beispielen untersucht, ob die Gefahrenanalyse auch






Im Folgenden wird die in dieser Arbeit beschriebene Gefahrenanalyse selbstop-
timierender Systeme mit verwandten Arbeiten verglichen. Die Gefahrenanalyse
besteht aus einer Modellierungssprache für rekonfigurierbare Architekturen und
einer auf den Modellen aufbauenden Analysetechnik. Dementsprechend werden
im ersten Abschnitt verwandte Modellierungstechniken für die Rekonfiguration
von selbstoptimierenden Systemen vorgestellt. Der zweite Abschnitt behandelt
verwandte Arbeiten für die Analysetechnik.
7.1 Graphtransformationen für
komponentenbasierte Softwarearchitekturen
Graphtransformationen [Roz97, Bus02] werden oft zur Spezifikation der Rekon-
figuration selbstoptimierender Systeme eingesetzt. Der Fokus bei der Auswahl
für diesen Vergleich lag auf Ansätzen, in denen Graphtransformationen mit ei-
ner Architekturbeschreibungssprache, wie der hier entwickelte Ansatz, integriert
sind.
7.1.1 Taentzer
Taentzer et al. stellen in [TGM00] verteilte Graphtransformationen vor. Diese
Graphtransformationen ermöglichen sowohl die Spezifikation von lokalen Daten-
änderungen der einzelnen Teilsysteme des verteilten Systems als auch die Pro-
pagierung der Änderungen im System. Des Weiteren ermöglicht der Ansatz die
Spezifikation von Änderungen der Systemstruktur durch Hinzufügen und Lö-
schen eines Teilsystems. Der Ansatz unterstützt keine hierarchischen Systeme
und keine Ports für die Komponenten. Die explizite Spezifikation eines Kontroll-





Eine UML-basierte Spezifikation von Softwarearchitekturen und deren Rekon-
figuration mittels Graphtransformationen wird von Kacem et al. in [KKJD06]
vorgestellt. Für die Struktursicht erweitern die Autoren die UML 2.0 Kompo-
nentendiagramme um ein Profil. Diese Erweiterungen betreffen die Definition
eines Typmodells für die Komponentenstrukturen mit Konnektoren, Kardinali-
täten, sowie allgemeine OCL-Constraints. Des Weiteren wird die Rekonfigura-
tion modelliert. Eine Rekonfiguration besteht aus einer graphischen Notation
auf Basis von Graphtransformationen sowie weiteren OCL Constraints, die Be-
dingungen für die Ausführung der Rekonfiguration spezifizieren. Die gewählte
visuelle Syntax führt bei größeren Rekonfigurationsspezifikationen zu unüber-
sichtlichen Darstellungen. Sequenzen, Entscheidungen und Schleifen können nicht
explizit modelliert werden. Eine formale Semantik für die Rekonfigurationsspra-
che wird nicht definiert. Die Typkonformität der Komponenteninstanzstrukturen
nach Ausführung einer Rekonfiguration wird nicht betrachtet.
7.1.3 COOL
Die von Grunske vorgestellte Architekturbeschreibungssprache COOL [Gru03c]
beinhaltet neben der Spezifikation der Architektur auch eine Spezifikationsspra-
che für qualitätsverbessernde Transformationen der Architektur, wie zum Bei-
spiel N-Modular-Redundancy und Watchdog. Im Gegensatz zu den in dieser
Arbeit vorgestellten Komponentenstorydiagrammen steht also nicht die Rekon-
figuration einer Komponenteninstanzstruktur zur Laufzeit sondern die Transfor-
mation zur Entwurfszeit zur Verbesserung der nicht-funktionalen Qualitätsan-
forderungen im Fokus. COOL basiert als formales Modell auf typisierten, hier-
archischen Hypergraphen zur Spezifikation der Architekturen und Hypergraph-
transformationen [Hab92] zur Spezifikation der qualitätsverbessernden Transfor-
mationen. Die Transformationen werden graphisch auf Basis eines angepassten
Komponenteninstanzdiagramms dargestellt. Zusammengesetzte Operationen wie
Sequenzen, Bedingungen und Schleifen von Transformationen werden nicht un-
terstützt.
7.1.4 Métayer
Daniel Le Métayer stellt in [Mét98, FM98] einen Ansatz vor, der Graphgram-
matiken zur Spezifikation von Systemarchitekturen sowie deren Evolution mit-
tels Graphersetzungsregeln mit einer an CSP [Hoa85] angelehnten Sprache zur
Definition des Verhaltens der Komponenten kombiniert. Eine Graphgrammatik
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beschreibt hierbei Architekturstile, wie z.B. Pipe-/Filter, Client-Server. Durch
die Anwendung der Produktionsregeln der Graphgrammatik wird die initia-
le Komponenteninstanzstruktur erzeugt. Die Komponenteninstanzstruktur wird
zur Laufzeit durch eine explizite Entität, den Koordinator, rekonfiguriert. Dieser
besteht aus einer Menge von Graphersetzungsregeln, die unter gewissen Bedin-
gungen, z.B. bestimmte Werte öffentlicher Attribute der Komponenteninstanzen,
ausgeführt werden. Für den Koordinator können nur einzelne Graphersetzungs-
regeln zur Rekonfiguration spezifiziert werden. Sequenzen, Entscheidungen und
Schleifen sind nur mit einem Umweg über die Attribute der Komponenteninstan-
zen und derem Verhalten umzusetzen. Im Unterschied zu den in dieser Arbeit
vorgestellten Komponentenstorydiagrammen besitzt die von Métayer definierte
Sprache keine visuelle Syntax. Des Weiteren unterstützt sie keine Ports sondern
nur Komponenteninstanzen und Kanten.
7.1.5 Wermelinger
Wermelinger et al. stellen in [WF99, WF02, WLF01] einen zu Métayer ähnli-
chen Ansatz vor. Das Verhalten der Komponenten wird dabei mit der Sprache
CommUnity [LF99] spezifiziert. Eine Konfiguration besteht aus den Komponen-
teninstanzen, die mit Konnektoren verbunden sind, deren Verhalten ebenfalls in
CommUnity beschrieben wird. Die textuelle Sprache zu Modellierung der Re-
konfiguration enthält neben den grundlegenden Operationen wie Erzeugen und
Löschen von Elementen einer Konfiguration eine OCL ähnliche Sprache zur De-
finition der Anwendungsstelle einer Rekonfiguration sowie Attributzuweisungen.
Auf Basis dieser grundlegenden Operationen besteht die Möglichkeit Sequenzen,
Entscheidungen und Schleifen zu spezifizieren.
Die vorgestellte Sprache ist ausdrucksstark. Sie nutzt allerdings keine visuelle
Syntax. Die textuelle Darstellung ist vor allem bei größeren Rekonfigurations-
spezifikationen nachteilig gegenüber einer visuellen Syntax. Des Weiteren unter-
stützt die Architekturbeschreibung sowie die Rekonfiguration keine Ports von
Komponenten.
7.1.6 Mechatronic UML Ansätze
Für die Mechatronic UML wurden bereits einige Ansätze [Krä06, GS04,
BGS05a, Sch06, BBG+06, HHG08, Hir08] für die regelbasierte Spezifikation der




In [Krä06] wurde ein Ansatz zur regelbasierten Modellierung der Rekonfigurati-
on vorgestellt. Der Ansatz basiert auf Storydiagrammen, die wie in dieser Arbeit
auf die graphische Syntax der Komponenteninstanzstrukturen angepasst wurden.
In den einzelnen Aktivitäten der Diagramme sind Graphtransformationen einge-
bettet, in denen Komponenteninstanzen und Portinstanzen sowie Kompositions-
und Delegationskonnektoren erzeugt und gelöscht werden können. Des Weiteren
wird in der Arbeit beschrieben, wie für solche Modelle Quelltext generiert wird,
der unter harten Echtzeitrestriktionen ausgeführt wird. Im Unterschied zu Kom-
ponentenstorydiagrammen erlauben die Verhaltensdiagramme von Krämer nicht
die Modellierung von Schleifen. Ebenfalls ist die Strukturmodellierung und damit
ebenso die Rekonfiguration auf eine fixe Anzahl von Ports beschränkt, die nur
aktiviert und deaktiviert werden können. Es existiert kein Typmodell, so dass
keine starke Typsicherheit für die Verhaltensdiagramme gewährleistet ist.
7.1.6.2 Schilling
Schilling et al. beschreiben in [GS04, BGS05a, Sch06, BBG+06] einen Ansatz
für die Rekonfiguration von nicht-hierarchischen Komponenteninstanzstruktu-
ren. Dieser Ansatz betrachtet als Anwendungsbeispiel die Instantiierung von
Echtzeitkoordinationsmustern zwischen Komponenteninstanzen. Die vorgestell-
te Lösung basiert auf einer regelbasierten Spezifikation der Transformation der
Komponenteninstanzstrukturen und Echtzeitkoordinationsmusterinstanzen. Dies
bedeutet, dass in gewissen Situationen Echtzeitkoordinationsmuster instantiiert
und zerstört werden. Als Formalismen werden Klassendiagramme zur Struktur-
definition, Objektdiagramme für Instanzstrukturen sowie Storypattern zur regel-
basierten Beschreibung der Transformation der Strukturen genutzt. Der Ansatz
unterstützt bei der Modellierung nur nicht-hierarchische Klassendiagramme. Es
können also keine Ports und Rekonfigurationen von Komponentenhierarchien mo-
delliert werden. Des Weiteren ist die Modellierung auf einzelne Änderungsopera-
tionen beschränkt, da nur Storypatterns und keine Storydiagramme unterstützt
werden.
7.1.6.3 Hirsch
Der Ansatz von Schilling et al. beschränkt sich auf Echtzeitkoordinationsmuster
mit einer festen und beim Entwurf bereits bekannten Anzahl an Rollen. Hirsch
et al. [HHG08, Hir08] betrachten parametrisierte Koordinationsmuster mit ei-
ner variablen Anzahl an Rollen. Während die Rollen bisher eine implizite Kar-
dinalität von 0..1 hatten, wurden von Hirsch et al. Multirollen eingeführt, die
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eine beliebige andere Kardinalität haben können. Die Instantiierung und Zer-
störung der Ports als Instanzen der Rollen wird ebenfalls wie bei Schilling et
al. mit Graphtransformationen beschrieben. Die Graphtransformationen werden
als Seiteneffekte in den Real-Time Statecharts, als Verhaltensspezifikationen der
Rollen, aufgerufen. Der Ansatz unterstützt nur einzelne Änderungsoperationen.
Sequenzen, Entscheidungen und Schleifen könnten in den Real-Time Statecharts
spezifiziert werden. Der Ansatz unterstützt Ports und nutzt eine visuelle Syntax.
Typisierung wird nicht betrachtet.
7.2 Gefahrenanalyse
Nach der Beschreibung verwandter Modellierungssprachen für rekonfigurierbare
Architekturen werden in einer kurzen Übersicht verwandte Arbeiten vorgestellt,
die Konzepte aus der komponentenbasierten Architekturmodellierung auf eine
Gefahrenanalyse anwenden. Danach werden zwei Ansätze genauer vorgestellt,
die es teilweise ermöglichen Gefahrenanalysen auf rekonfigurierbaren Systemen
durchzuführen.
7.2.1 Komponentenbasierte Gefahrenanalysen
Im Bereich der Gefahrenanalysen wurde in den letzten Jahren die Modulari-
sierung durch komponentenbasierte Analysen ebenfalls als notwendig erkannt
[FM93, Wal05, KLM03, Gru03b, PM99]. Alle diese Ansätze nutzen wieder-
verwendbare Module für einzelne Teile des Systems, die deren Verhalten im
Fehlerfall analog zur Fehlerpathologie aus [Lap92] spezifizieren. Diese Modu-
le werden dann je nach System zusammengesetzt und hinsichtlich der Gefah-
ren analysiert. Die Komponentenstruktur des Systems wird im Gegensatz zu
[FM93, KLM03, PM99] nur in [Wal05, Gru03b] ausgenutzt.
Eine Gefahrenanalyse für selbstoptimierende Systeme muss diese spezifischen
Eigenschaften wie common-mode Fehler und zyklische Modelle unterstützen.
Während common-mode Fehler alle genannten Ansätze korrekt behandeln, wer-
den zyklischen Strukturmodelle neben dem hier vorgestellten Ansatz nur von
[FM93, Wal05, PM99] unterstützt.
Alle diese Ansätze setzen eine statische Struktur des Systems voraus. Sie sind
daher nicht für selbstoptimierende Systeme mit Rekonfiguration geeignet.
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7.2.2 State Event Fault Trees
State Event Fault Trees (SEFTs) [KG04, GKP05, KGF07] ermöglichen für eine
Komponente nicht nur eine Fehlerpropagierung zu beschreiben sondern zustands-
basiertes Verhalten mit Zeit. Für eine Komponente wird dabei ein Zustandsdia-
gramm spezifiziert. Die Zustände sind mit Transitionen verbunden. Eine Tran-
sition kann nun je nach Typ der Transition schalten, wenn eine gewisse Zeit
seit dem Eintreten in den Quellzustand vergangen ist, eine stochastisch verteilte
Zeit verstrichen ist oder ein Ereignis, wie zum Beispiel ein Fehler, eingetreten
ist. Diese Ereignisse können neben Fehlern allerdings auch andere Ereignisse wie
Nachrichtenaustausch sein.
Eine Gefahrenanalyse mit SEFTs basiert auf einer Spezifikation der (hier-
archischen) Systemarchitektur. Auf Basis dieser Systemarchitektur werden die
einzelnen SEFTs miteinander kombiniert. Die Semantik der SEFTs ist durch ei-
ne Übersetzung auf Deterministische Stochastische Petri Netze (DSPNs) [MC87]
definiert. Die Modelle können damit mit passenden Werkzeugen wie TimeNET
[ZFGH00] qualitativ und quantitativ analysiert werden. Die Modelle dürfen laut
[GKP05] allerdings nicht zu groß werden, da sonst die Analyse nicht mehr ska-
liert.
Mit SEFTs werden wiederholte Basisereignisse korrekt betrachtet. Zyklen sind
mit einer expliziten Zeitverzögerung erlaubt. Die Systemstruktur ist statisch, da
keine Rekonfiguration betrachtet wird. Mit Einschränkungen könnte es möglich
sein, die zustandsbasierte Modellierung der SEFTs für die Spezifikation von Re-
konfiguration zu nutzen. Dies wird von den Autoren allerdings nicht betrachtet.
7.2.3 Deductive Cause-Consequence Analysis
Die Deductive Cause-Consequence Analysis (DCCA) [ORS06] nutzt im Unter-
schied zu allen übrigen Arbeiten keine extra spezifizierten Fehlerverhaltensmodel-
le für die Komponenten des Systems sondern das bereits spezifizierte Verhalten.
Das Verhalten wird mit Automaten modelliert und manuell um Fehlerautoma-
ten erweitert. Diese modellieren die unterschiedlichen Fehlerzustände der Kom-
ponente wie einen temporären oder permanenten Ausfall. Die Gefahren werden
mit Hilfe von CTL [Eme90] formalisiert.
Auf Basis dieses formalen Modells wird dann mit Modelchecking verifiziert, ob
zum einen die Gefahren eintreten können und zum anderen welche Fehlerzustände
dazu eintreten müssen. Durch die Nutzung der Verhaltensmodelle ergibt sich eine
sehr genaue und detaillierte Analyse. Bei großen Modellen könnten sich allerdings
durch das Modelchecking Skalierungsprobleme ergeben.
DCCA wurde in [GOR06] für die Analyse rekonfigurierender Systeme erwei-
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tert. Hierbei wird die Rekonfiguration des Systems durch einen speziellen, Rekon-
figurator genannten, endlichen Automaten spezifiziert. Auf Basis dieses Modells
werden dann für rekonfigurierende Systeme die Fehlerzustände, die in einer Ge-
fahr resultieren und nicht durch eine Rekonfiguration behoben werden können,
berechnet. Der Ansatz unterstützt sowohl qualitative als auch quantitative Ana-
lysen.
Im Vergleich zu dem hier entwickelten Ansatz unterstützt der Ansatz allerdings
nicht die regelbasierte Spezifikation der Rekonfiguration der Komponentenstruk-
tur.
7.3 Zusammenfassung
Die Modellierung rekonfigurierbarer Architekturen wird durch eine Reihe von
Ansätzen auf Basis von Graphtransformationen ermöglicht. Alle Ansätze unter-
stützen die Spezifikation einzelner Rekonfigurationen. Sequenzen von Rekonfigu-
rationen sowie die Betrachtung von Typisierung und Typkonformität werden nur
von einigen Ansätzen unterstützt. Nur ein Ansatz [Krä06] betrachtet explizit die
Domäne selbstoptimierender Systeme, in denen die Rekonfiguration unter har-
ten Echtzeitkriterien ausgeführt werden muss. Allerdings erlaubt dieser Ansatz
keine Schleifen in der Spezifikation der Rekonfiguration und garantiert nicht die
Typkonformität der durch die Ausführung der Rekonfigurationen entstehenden
Konfigurationen.
Es existieren einige verwandte komponentenbasierte Gefahrenanalysen auf Ba-
sis einer Fehlerpropagierung, die zum vorliegenden Ansatz vergleichbare Fähig-
keiten haben. Diese unterstützen allerdings nur statische Komponentenstruktu-
ren. Der DCCA-Ansatz [ORS06, GOR06] betrachtet als einziger auch rekonfigu-
rierbare Systeme. Durch die Nutzung von Modelchecking auf den Verhaltensmo-
dellen verfolgt er allerdings einen anderen Ansatz als der hier vorgestellte. Die
Rekonfiguration wird des Weiteren auch nicht durch ein Regelsystem sondern
nur durch eine Aufzählung der unterschiedlichen Zustände modelliert.
Insgesamt lässt sich feststellen, dass kein verwandter Ansatz existiert, der eine
Gefahrenanalyse selbstoptimierender Systeme mit einer regelbasierten Modellie-
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Selbstoptimierung ist ein Konzept, welches ermöglicht, mechatronische Systeme
mit einer inhärenten Teilintelligenz auszustatten [GKP08]. Diese Systeme rea-
gieren autonom auf Änderungen in der Umgebung. Dies geschieht durch eine
Anpassung der Ziele und nachfolgend einer Änderung des Verhaltens [FGK+04].
Damit selbstoptimierende Systeme auch in sicherheitskritischen Umgebungen
eingesetzt werden können, muss die Sicherheit überprüft werden. Fehler im selbst-
optimierenden System können die Sicherheit beeinträchtigen. Fehler müssen da-
her erkannt und ihre Auswirkungen auf die Sicherheit analysiert werden, falls sie
nicht behoben werden können. Bisher wurde für die Mechatronic UML die
Erkennung systematischer Fehler, z.B. falsch modellierte Verhaltensmodelle, mit
Hilfe formaler Verifikationstechniken betrachtet [GTB+03, GBSO04, BBG+06].
Zufällige Fehler, wie zum Beispiel fehlerhafte Werte von Sensoren, wurden bisher
nicht betrachtet.
Im Rahmen dieser Arbeit wurde daher eine Gefahrenanalyse vorgestellt, die die
bisherigen formalen Verifikationstechniken hinsichtlich der Betrachtung zufälliger
Fehler ergänzt. Die Gefahrenanalyse basiert auf einer Betrachtung der Propagie-
rung der Fehler in der Systemstruktur als Ursachen für Gefahren. Ziel bei der
Entwicklung der Gefahrenanalyse war, die spezifischen Eigenschaften selbstop-
timierender Systeme, wie zyklische Strukturen, (regelbasierte) Rekonfiguration
und common-mode Fehler, geeignet zu unterstützen. Auf Basis der Gefahren-
analyse wurden Heuristiken entwickelt, die Stellen zur Verbesserung der System-
struktur durch Fehlertoleranztechniken identifizieren. Verwandte Ansätze, wie
[FM93, Wal05, KLM03, Gru03b, GKP05, KGF07, PM99, ORS06, GOR06] be-
trachten manche dieser Eigenschaften. Ein Ansatz auf Basis einer Fehlerpropa-
gierung der Komponenten, der alle diese Eigenschaften unterstützt, existierte
allerdings noch nicht.
Ein besonderer Fokus bei der Gefahrenanalyse lag auf der geeigneten Mo-
dellierung der Rekonfiguration selbstoptimierender Systeme. In dieser Arbeit
wurde ein regelbasierter Ansatz für die Modellierung der Rekonfiguration ver-
folgt. Die Regeln beschreiben, wie eine Konfiguration in eine andere Konfi-
guration transformiert wird. Die Modellierungssprache wendet Graphtransfor-
mationen auf komponentenbasierte Strukturen an. Die Syntax ist dabei gra-
phisch und an Komponentendiagramme angelehnt, so dass sich die Modellie-
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rung der Rekonfiguration sehr gut mit der Strukturmodellierung integriert. Ne-
ben einzelnen Rekonfigurationen können auch Sequenzen, Entscheidungen und
Schleifen spezifiziert werden. Die Sprache ist weiterhin so definiert, dass ein
kontextsensitiv syntaxgesteuerter Editor umgesetzt werden konnte, der garan-
tiert, dass bei der Ausführung der Rekonfigurationen nur typkonforme Konfigu-
rationen entstehen. Der vorgestellte Ansatz geht damit über frühere Arbeiten
[Krä06, Sch06, Hir08] im Rahmen der Mechatronic UML sowie verwandte
Arbeiten [TGM00, KKJD06, Gru03c, Mét98, WF99, WF02] hinaus.
Die vorgestellten Konzepte wurden prototypisch als Plugins für das Entwick-
lungswerkzeug Fujaba4Eclipse umgesetzt.
8.1 Ausblick
Auf Basis der Ergebnisse der Gefahrenanalyse sowie der beschriebenen Heu-
ristiken für die Ansatzpunkte für eine Verbesserung der Sicherheit können an
ausgewählten Stellen der Komponenteninstanzstruktur Fehlertoleranztechniken
eingesetzt werden. Es wurden bereits strukturelle Spezifikationen von Fehlerto-
leranzmustern auf Basis von Graphtransformationen entwickelt [TBG04, Tic06,
THMD08], die eine automatisierte Anwendung der Fehlertoleranztechniken er-
möglichen. Vor allem bei der Einführung von redundanten Softwarekomponen-
teninstanzen muss auch deren Verteilungsstruktur auf die Ausführungshardware
korrekt betrachtet werden. In [Pau05b] wurden diesbezügliche Einschränkungen
formuliert und umgesetzt. Bei der Anwendung der Fehlertoleranzmuster wird die
Komponentenstruktur angepasst. Somit ergibt sich eine Änderung der Fehlerpro-
pagierung in der Systemstruktur und damit neue Ergebnisse bei einer wiederhol-
ten Gefahrenanalyse.
Die Herausforderung bei der Integration der Fehlertoleranzmuster in die Kon-
zepte der vorliegenden Arbeit liegt darin, dass bei der Anwendung nicht einfach
wie bisher in [TBG04, Tic06, THMD08] nur die Komponenteninstanzstruktur
geändert werden kann. Die Komponenteninstanzstruktur muss konform zur De-
finition der Komponententypen sein, die also dann auch angepasst werden muss.
Die spezifizierten Komponentenstorydiagramme müssen ebenfalls angepasst wer-
den, da diese die Instanzstruktur erzeugen und anpassen und somit auch um die
Anwendung des Fehlertoleranzmusters ergänzt werden müssen.
Neben einer Anpassung der Systemstruktur zur Entwurfszeit für die Anwen-
dung von Fehlertoleranz können alternativ auch Rekonfigurationen zur Laufzeit
durchgeführt werden. Dies wird als selbstheilend [Shi05] bezeichnet. Die Gefah-
renanalyse betrachtet derzeit nur die einzelnen Konfigurationen und nicht die
Übergänge zwischen diesen. Dies bedeutet, dass Rekonfigurationen, die wie bei
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selbstheilenden Systemen als Reaktion auf Fehler durchgeführt werden, nicht be-
trachtet werden. Hier bietet es sich an, die Ansätze aus [TG03a, TG03a, TG04,
TSG04, TGSP05, TG05, DDK+07] geeignet zu integrieren.
Die Fehlerpropagierungsmodelle der Gefahrenanalyse betrachten derzeit kei-
ne Zeit. Deshalb besteht die Möglichkeit, dass die Analyse Gefahren ermittelt,
die unter Berücksichtigung der zeitlichen Beschränkungen, denen die Fehlerpro-
pagierung unterliegt, nicht auftreten können (false positives). Des Weiteren ist
möglich, dass Gefahren nicht ermittelt werden, die erst unter den Echtzeiteigen-
schaften des konkreten Systems auftreten (false negatives). Dies kann im Beson-
deren im Zusammenwirken mit der Rekonfiguration des Systems auftreten. Die
Erweiterung der Fehlerpropagierungsmodelle um Zeit, wie sie zum Beispiel zum
Zweck der Online-Diagnose in [AKB04] umgesetzt wurde, wäre also ein inter-
essanter Aspekt für weiterführende Forschung.
Für eine bessere Skalierbarkeit der Gefahrenanalyse bei großen Modellen und
vor allem bei der Rekonfiguration ist zu prüfen, ob eine Dekomposition des Mo-
dells möglich ist. Das heißt, es werden Teile des Modells analysiert und spä-
ter bei der Analyse des Gesamtsystems als Black Box wiederverwendet. Dieser
Black Box wird dazu die berechnete Fehlerwahrscheinlichkeit und die Fehler-
propagierung des Teilmodells zugeordnet. Diese Dekomposition ermöglicht eine
Abstraktion des Modells, was seine Komplexität für die Analyse verringert. Da-
bei muss die Abschätzung der Fehlerwahrscheinlichkeit und -propagierung für
ein Teilmodell pessimistisch sein. Andernfalls kann es vorkommen, dass sich die
Gefahrenwahrscheinlichkeit des Gesamtsystems nach einer Verfeinerung als grö-
ßer herausstellt, als sie zuvor berechnet wurde, und somit geforderte Schranken
für die Gefahrenwahrscheinlichkeit nicht mehr eingehalten werden. Dadurch wäre
das System weniger sicher, als durch die Analyse gezeigt.
Die Fehlerpropagierung muss derzeit manuell vom Entwickler spezifiziert wer-
den. Fehler bei dieser Spezifikation können dazu führen, dass die Fehlerpro-
pagierungsmodelle keine korrekte Abstraktion des Verhaltens einer Kompo-
nente im Fehlerfall darstellen. Es ist zu untersuchen, ob das Verfahren aus
[ORS06, GOR06] genutzt werden kann, um das Fehlerpropagierungsverhalten
per Modelchecking automatisch zu bestimmen. Hierzu müsste das Verhalten ei-
ner Komponente, um interne Fehlerzustände sowie eingehende und ausgehende
Ausfälle, wie in [ORS06] beschrieben, erweitert werden. Auf diesem erweiterten
Modell könnte dann überprüft werden, ob temporallogische Formeln, die mögli-
che Fehlerpropagierungen beschreiben, gültig sind.
Eine Alternative hierzu ist der Einsatz von Simulationen der Modelle hin-
sichtlich des Fehlerverhaltens in Kombination mit Techniken des Data Minings
[BSN07], um automatisiert das Fehlerpropagierungsmodell zu generieren.
In [Fra06] wurden für die Entwicklung der Prinziplösung mechatronischer Sys-
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teme in den frühen Phasen mehrere Modellierungssprachen vorgeschlagen, mit
denen verschiedene Aspekte wie Struktur, Anforderungen und Verhalten spezi-
fiziert werden können. Die vorgeschlagene Gefahrenanalyse kann prinzipiell be-
reits auf der Prinziplösung durchgeführt werden, in dem für die Komponenten
der Wirkstruktur Fehlerpropagierungsmodelle und Gefahren spezifiziert werden.
So kann bereits in den frühen Phasen, wenn noch keine detaillierten Verhal-
tensmodelle existieren, bereits die Sicherheit des entworfenen Systems überprüft
werden.
Da die Sicherheit während der ganzen Entwicklung kontinuierlich mitbetrach-
tet werden muss [IEC, Sto96, Lev95], ist folgerichtig eine Integration der Gefah-
renanalyse auf der Prinziplösung mit dem Übergang der Modelle der Prinziplö-
sung in die domänenspezifischen Modellen, wie in [GFG+05, GGS+07] beschrie-
ben, durchzuführen.
Für parametrisierte Koordinationsmuster [HHG08, Hir08] wurden Erzeugungs-
und Reduktionsregeln, ähnlich den in dieser Arbeit beschriebenen Komponenten-
storypattern, definiert, deren Aufruf als Seiteneffekt in die Real-Time Statecharts
der Musterrollen integriert wurden. Diese Integration könnte eine Basis für eine
Kombination der Komponentenstorydiagramme mit dem Echtzeitverhalten der
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Im Rahmen der Projektgruppe „Automotive Software-Engineering“ [BBD+07]
wurden Storydiagramme hinsichtlich der Modellierung von Refactorings von Soft-
ware erweitert. Ziel dieser Arbeiten war es, Storydiagramme um syntaktische
Konstrukte zu erweitern, die es ermöglichen, komplexe Refactorings in kleinere
Teile zu unterteilen. Des Weiteren ermöglichen diese erweiterten Storydiagramme
im Vergleich zu herkömmlichen Storydiagrammen mehrere Rückgabewerte.
Diese Erweiterung der Storydiagramme wurde als Zielsprache für die Überset-
zung der Komponentenstorydiagramme gewählt, da sie eine 1-zu-1 Übersetzung
der Syntaxelemente der Komponentenstorydiagramme ermöglichen (vor allem
bzgl. der Aufrufe von anderen Komponentenstorydiagrammen). Hierdurch konn-
te die Übersetzung der Komponentenstorydiagramme überwiegend mit Triple-
Graph-Grammatiken formalisiert werden.
A.1 Syntax
Abbildung A.1 zeigt ein erweitertes Storydiagramm A bestehend aus Start-
Aktivität, erweitertem Storypattern und Stop-Aktivität. Die Signatur des er-
weiterten Storydiagramms besteht aus dem Namen A, den Parametern param1
vom Typ PT1 und param2 vom Typ PT2 sowie den Rückgabeparametern result1
vom Typ RT1 und result2 vom Typ RT2.
Im erweiterten Storypattern act wird neben der üblichen Spezifikation von lin-
ker (LHS) und rechter (RHS) Regelseite einer Graphtransformation in der Syntax
der Storypatterns der Aufruf eines anderen erweiterten Storydiagramms durch
einen Transformation Call-Knoten modelliert. Der Aufruf wird nur bei erfolgrei-
chem Binden der LHS und nach der Erstellung der RHS ausgeführt. Argumente
werden über spezielle Kanten (Stereotyp argument) zwischen Objekten des
Storypatterns und dem Transformation Call übergeben. Rückgabewerte können
ebenfalls über spezielle Kanten (Stereotyp result) an Objekte des Storypat-
terns gebunden werden. Diese Objekte sind Teil der RHS und können in nach-
folgenden Storypatterns genutzt werden.
An der Stop-Aktivität werden die Argumente für die Rückgabeparameter ge-
setzt. Im Beispiel wird das Objekt rs1 für den Rückgabeparameter result1 und
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A Erweiterte Storydiagramme
Transformation A(param1 : PT1, param2 : PT2)



















Abbildung A.1: Beispiel für ein erweitertes Storydiagramm
das Objekt rs2 für den Rückgabeparameter result2 gesetzt.
A.2 Formale Semantik
Die Semantik der erweiterten Storydiagramme wird durch eine Übersetzung auf
herkömmliche Storydiagramme formalisiert. Die Übersetzung basiert darauf, dass
für jedes spezifizierte erweiterte Storydiagramm eine Klasse generiert wird, die
von der abstrakten Klasse AbstractTransformation erbt (s. Abbildung A.2). Diese
Klasse stellt die Datenstrukturen für die Übergabe von Argumenten und Rück-
gabewerten über die qualifizierten Assoziationen arguments und results zur Verfü-
gung. Schlüssel der qualifizierten Assoziationen sind die Namen der Parameter
und Rückgabeparameter.
Die generierte Klasse wird danach um zwei herkömmliche Storydiagramme
checkPrecondition() und execute() in Form von Methoden der Klasse erweitert. Das
erste Storydiagramm enthält Storypattern zur Überprüfung, ob alle Argumen-
te für die Parameter korrekt übergeben wurden. Des Weiteren können in einem
erweiterten Storydiagramm Aktivitäten als Vorbedingung markiert werden (Ste-


















Abbildung A.2: Klassendiagramm für die generierten Storydiagramme
ebenfalls im checkPrecondition() Storydiagramm überprüft.
Das Storydiagramm execute() beinhaltet zusätzlich zur Ausführung des erwei-
terten Storydiagramms auch die Verarbeitung der Argumente und Rückgabe-
werte. Abbildung A.3 zeigt das aus dem erweiterten Storydiagramm A generierte
herkömmliche Storydiagramm. In der ersten Aktivität werden die Argumente
über die Assoziation arguments gebunden. In der generierten Aktivität StoryPat-
tern act wird der Graphtransformationsanteil des Storypatterns act des erweiter-
ten Storydiagramms A ausgeführt. Danach wird in der nächsten Aktivität das
erweiterte Storydiagramm B mit den passenden Argumenten aufgerufen. In den
nächsten Aktivitäten werden die Rückgabewerte von B gebunden und nachfol-
gend die Rückgabewerte von A in die Datenstruktur results übertragen.
Weitere Details der Syntax und Semantik der erweiterten Storydiagramme










































Abbildung A.3: Übersetzung der erweiterten Storydiagramme auf herkömmliche
Storydiagramme.
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B Gefahrenanalyse für Systeme mit
Varianten und Produktlinien
Selbstoptimierende Systeme ändern ihre Struktur zur Laufzeit, um ihr Verhalten
hinsichtlich geänderter Ziele anzupassen. Die in Kapitel 5 präsentierten Analyse-
modelle und -techniken können auch für herkömmliche Systeme, die in verschie-
denen strukturellen Varianten entworfen werden, genutzt werden. Im Unterschied
zu selbstoptimierenden Systemen werden die Varianten nicht zur Laufzeit umge-
schaltet, sondern beim Entwurf bzw. Bau der Systeme festgelegt. Hierfür werden
im Folgenden verschiedene weitere Analysetechniken auf Basis der obigen Ana-
lysemodelle präsentiert, die bei der Auswahl der geeigneten Varianten genutzt
werden können.
B.1 Beste Variante
Wenn bei der Systementwicklung mehrere Systemarchitekturvarianten erarbeitet
wurden, ist die Betrachtung der Gefahrenwahrscheinlichkeiten der unterschied-
lichen Varianten ein Teilaspekt für die Entscheidung für eine Variante. Hierbei
ist vor allem die beste Variante hinsichtlich der Gefahrenwahrscheinlichkeit in-
teressant. Allerdings muss eine Variante, die für eine Gefahr optimal ist, für eine
andere Gefahr nicht unbedingt optimal sein. Es ist also die Variante zu bestim-
men, die für eine Menge von Gefahren optimal ist.
Ein weiterer zu beachtender Aspekt ist, dass bei der Entwicklung sicherheits-
kritischer Systeme für die verschiedenen Gefahren Obergrenzen für die Gefah-
renwahrscheinlichkeit definiert werden. Diese müssen bei der Auswahl der besten
Variante eingehalten werden.
Für die Berechnung der optimalen Variante werden daher die fol-
genden Bedingungen bezüglich der Wahrscheinlichkeiten der Gefahren
probability(ψi) sowie allgemein der maximalen Höhe der Gefahrenwahrscheinlich-
keit probabilitymax(ψi) bei der Bestimmung der besten Variante für eine Menge
von Gefahren Ψ betrachtet:
∀ψi∈Ψprobability(ψi) ≤ probabilitymax(ψi) (B.1)
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Des Weiteren ist neben der Wahrscheinlichkeit auch die Schwere (severity) der
Gefahr relevant. Das Produkt von Wahrscheinlichkeit und Schwere einer Gefahr,
das Risiko (risk) [IEC] ist hier passender. Daher wird bei der Berechnung der






Die Bestimmung der besten Variante ist vor allem interessant, wenn nur diese
Variante nachher eingesetzt werden soll. Falls allerdings mehrere Varianten im
Rahmen von Produktfamilien [KBB+02, Sch02, BCM+04, TH02] eingesetzt wer-
den sollen, ist es für die Sicherheit auch wichtig zu wissen, welche die schlechteste
Variante in Bezug auf die Gefahrenwahrscheinlichkeit bzw. Risiko ist.
Dies lässt sich analog zu obiger Bestimmung der besten Variante mit Hilfe





Die Zielfunktion maximiert die Summe der Gefahrenwahrscheinlichkeiten mul-
tipliziert mit der Schwere der Gefahr. Das Resultat ist die Variante, die (unter
Einhaltung aller Obergrenzen) die schlechteste Variante ist in Bezug auf die
Summe der Risiken.
B.2.1 Schlechteste Variantenkombination
Weiterhin ist wichtig zu wissen, welche Kombination unterschiedlicher Varianten
die schlechteste bzgl. der Gefahrenwahrscheinlichkeit bzw. des Risikos ist. Diese
Fragestellung ist wichtig, da beim (gleichzeitigen) Einsatz verschiedener Varian-
ten diese in Kombination an einer Gefahrensituation beteiligt sein können. Das
Ergebnis stellt dann eine obere Schranke für die Gefahrenwahrscheinlichkeit bzw.
das Risiko dar. Wenn diese obere Schranke dann niedriger ist als die Anforde-
rungen, können alle Varianten eingesetzt werden.
Während für einzelne Komponententypen in den bisherigen Analysen genau
eine Variante ausgewählt wurde, also alle Instanzen einer Komponente von der
gleichen Variante sind (im folgenden globale Variante genannt), wird für die Ana-
lyse der schlechtesten Variantenkombination für jede Instanz einer Komponente
einzeln entschieden, welche Variante diese Komponenteninstanz ist (im folgenden
als lokale Variante bezeichnet).
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B.3 Erlaubte Varianten
Eine Belegung der Variantenvariablen ci beschreibt hierbei nur noch die Aus-
wahl einer Variante für eine Komponenteninstanz und nicht wie vorher für alle
Instanzen eines Komponententyps. Der BDD für die Fehlerpropagierung inkl. der
Variantenvariablen kann nun analog zu den bisherigen Analysen aufgebaut und
analysiert werden.
B.3 Erlaubte Varianten
Des Weiteren ist es wichtig zu wissen, welche Varianten nicht eingesetzt werden
dürfen, da sie für mindestens eine Gefahr eine höhere Wahrscheinlichkeit haben
als erlaubt.
Dies lässt sich durch Berechnung aller Gefahrenwahrscheinlichkeiten für je-
de Variante überprüfen. Diese Berechnung kann direkt auf den aus Varianten-
variablen und Ereignisvariablen bestehenden BDDs für die einzelnen Gefahren
durchgeführt werden. Da diese BDDs für die Berechnung jeder Variante genutzt
werden können, lässt sich diese Berechnung in linearer Zeit bzgl. der Anzahl
der Varianten, der Anzahl der Knoten im BDD und der Anzahl der Gefahren
durchführen.
Algorithmus 5 : boolean checkMaxForVariants (Variant variant,
List<Gefahr> gefahren)
begin
foreach gefahr ∈ gefahren do




Algorithmus 5 prüft für eine Variante, ob diese die Anforderungen für alle
Gefahren einhält. Algorithmus 6 nutzt dies, um alle Varianten zu berechnen, die
jeweils alle Anforderungen einhalten. Dieses Ergebnis wird dann genutzt, um alle
nicht erlaubten Varianten zu berechnen, indem die erlaubten Varianten aus der
Menge aller Varianten entfernt werden.
B.4 Auswahl der robustesten Variante
Die für die Basisereignisse bei der Analyse genutzten Wahrscheinlichkeiten kön-
nen durchaus fehlerhaft sein. In diesem Zusammenhang ist die Variante inter-
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Algorithmus 6 : List<Variant> computeAllowedVariants (List<Variant>
allVariants, List<Gefahr> gefahren)
begin
List<Variant> allowedVariants ← ∅;
foreach variant ∈ allVariants do
if checkMaxForVariants (variant, gefahren) = true then
allowedVariants ← allowedVariants ∪ variant;
return allowedVariants;
end
essant, die bzgl. der Fehler in den Wahrscheinlichkeiten der Basisereignisse am
robustesten ist unter der Vorrausetzung, dass die Anforderungen noch erfüllt
werden. Die Robustheit bzgl. der Fehler in den Wahrscheinlichkeiten bedeutet,
dass diese Variante die größte Abweichung der Wahrscheinlichkeiten der Basiser-
eignisse erlaubt.
Um diese Variante zu bestimmen, wird bei der Erstellung der Formel für den
BDD anstelle der Wahrscheinlichkeit probability(ei) Formel B.2 genutzt:
probability(ei) + β(ei)δ (B.2)
Der Ausdruck β(ei)δ beschreibt hierbei die Abweichung der Wahrscheinlich-
keit. Die Abweichung δ ∈ R+ wird durch die Multiplikation mit dem an-
genommen Fehler der Wahrscheinlichkeit des Basisereignisses probability(ei)
(β(ei) ∈ R+) passend zur Größenordnung der Wahrscheinlichkeit probability(ei)
skaliert. Es empfiehlt sich daher passende Werte für β(ei) zu wählen ([GT06]).





Abbildung B.1: Anpassung der Wahrscheinlichkeitswerte
Wenn nun unter Berücksichtigung der Anforderungen δ maximiert wird, er-
gibt sich die Variante, die die größten Abweichung zur Wahrscheinlichkeit der
Basisereignisse erlaubt und dennoch noch sicher bzgl. der maximalen Gefahren-
wahrscheinlichkeit ist.
210
