An approach using extreme value theory (EVT) to generate conservative overbounds for measurement errors is assessed. In this approach, EVT is used to construct a model for tails of an unknown distribution. Results from a Monte Carlo simulation study are presented, which show that estimated tails are not necessarily conservative. The reasons for this lack of conservatism are described and discussed. A method for addressing this lack of conservatism is proposed and evaluated.
I. INTRODUCTION
Navigation systems used in safety-critical flight control systems are required to meet certain stringent performance requirements. One important requirement is that undetected but hazardously large position, velocity, or attitude errors occur infrequently. In more concrete terms, the probability of occurrence for such faults must be less than 1 in 10 9 flight-hours [1] . These faults are normally the result of a mismatch, albeit small, between the actual error characteristics of sensors and the mathematical models used to describe them in a navigation algorithm. For example, a sensor's measurement may have a very small bias not captured by the probability density function (pdf) used to describe its output in the navigation algorithm. Another common way for this mismatch to occur is when sensor error characteristics have heavier tails than those of pdfs used to model them. Demonstrating that these mismatches lead to only hazardous faults rarely is something that cannot be done experimentally alone. Collecting a sufficient amount of data that allows observing and, thus, characterizing these rare events would be prohibitively expensive in time and money. The approaches that have been used in practice, therefore, rely on methods that are a hybrid of analytical and empirical techniques.
One approach that has been used successfully in certification of GPS-based navigation systems is known as Gaussian overbounding [2] - [5] . The idea behind overbounding is summarized in Fig. 1 that shows a generic navigation algorithm using N sensor measurements to generate an estimate of position vector p. The pdfs of the actual sensor errors are not known perfectly. Thus, they are replaced by a Gaussian pdfs that are known to be conservative (i.e., have larger errors than the actual sensor output errors). These replacement pdfs are called overbounds. Mathematically, this is stated in the cumulative distribution function (cdf) domain as F Gauss (x) ≤ F (x) for all x ≥ 0, and F Gauss (x) ≥ F (x) for all x < 0
where F Gauss is the overbounding Gaussian cdf and F (x) is the unknown underlying cdf. Furthermore, if the navigation algorithm satisfies certain mathematical requirements [5] , then the uncertainty in the estimate of p generated using the overbounds is guaranteed to overbound the actual position error. Although Gaussian overbounding may be more efficient than collecting samples of p to characterize the likelihood of rare but hazardous faults, it still requires a significant amount of data and time to construct sensor overbounds. This means that a significant amount of time can elapse between the development of a new navigation concept and its application in a safety critical system. A case in point is the FAA's ground-based augmentation system (GBAS) for precise GPS approaches. In 1999, the Federal Aviation Administration (FAA) announced that they expected Category II/III precision GBAS to be available for civilian aircraft by 2003 at a few strategic airports [6] . However, challenges particularly in obtaining sufficient tail data delayed the certification process such that Category I precision-approach was finally certified in 2009 [7] and Category II/III GBAS certification continues today. Another drawback of Gaussian overbounding is that it does not always provide "tight" overbounds. That is, the resulting overbounds can be overly conservative. although this may be acceptable from a safety point of view, it cuts into system performance by resulting in low availability and continuity of systems. This paper is based on work originally presented in [8] and explores the efficacy of a mathematical tool that may potentially speed up the certification process of safety critical systems. The mathematical tool is extreme value theory (EVT) that provides methods for constructing a mathematical description of the tails of pdfs. As graphically shown in Fig. 2 , EVT predicts the tail behavior of a random variable only using a limited amount of data from core (denoted as the empirical data region in Fig. 2 ) of the distribution. As shown in Fig. 2 , given the same amount of data, a Gaussian overbound (current practice) would contain an unnecessary amount of conservatism relative to an EVT overbound. If the mathematical description of tail behavior generated by EVT is conservative, then it may speed bottoms up certification approaches like Gaussian overbounding by enabling constructing sensor overbounds from a limited amount of data. It could potentially allow top down certification approaches where a limited amount of position data can be used to construct conservative overbounds on p. In this context, it can be used to generate time-varying overbounds that become tighter (with less over-conservatism) as more data becomes available.
A. Prior Work
EVT has become an important statistical methodology in many modern academic disciplines. It has been applied in fields ranging from hydrology [9] and ecology [10] to insurance and finance [11] . Additionally, a recent study on GNSS and SBAS verification also used EVT as its foundational statistical technique [12] , [13] . However, prior work has not examined the issue of conservatism in detail although [12] used bootstrapping for constructing confidence intervals. In particular, while it has been shown that EVT can be used to approximate tail behavior of pdf from a very small amount of data, it is unclear if these estimates and their related uncertainties are conservative and, thus, could be used to construct overbounds for the underlying process.
B. Paper Contribution and Organization
This paper analyzes EVT estimation algorithms with a view to generate conservative overbounds for heavy-tailed distributions. The two key contributions of this paper are as follows: First, using simulation and analytical studies it is shown that EVT estimates are not necessarily conservative. The causes of this lack of conservatism are identified and discussed. Second, methods for ensuring conservatism in EVT-generated overbounds are proposed and validated. To this end, the remainder of this paper is organized as follows: First, the fundamentals of EVT are presented. This will include a discussion of the commonly used maximum likelihood estimator (MLE) for generating tail estimates in EVT. Then, the error characteristics of EVT estimation are analyzed to provide a qualitative and quantitative description of its performance. This is followed by a demonstration of an EVT-based approach to generate overbounds for a simple linear system. The results of the case study will show that EVT-based approaches require considerably less data than pure experimental approaches to generate conservative overbounds. A summary, a discussion of limitations, and suggestions for future work close the paper.
Before we proceed with the remainder of the paper, it should be noted that results in this paper are somewhat empirical in nature. They are consistent with the approach that would be used in an assessment or feasibility study to determine whether EVT-based approaches hold any promise. Based on the findings of this paper we believe that is the case. However, further work based on rigorous mathematical proofs will be required before EVT-based methods can be used in practice to certify safety-critical systems.
II. EXTREME VALUE THEORY
EVT is built upon two foundational theories developed in the 20th century. The first theory was pioneered by Fischer and Tippett in 1928 for Tippett's study of the strength of cotton fibers [14] . They found that, when properly normalized, the maximum (or minimum) of a sequence of independent and identically distributed (i.i.d.) random variables converges in distribution to the generalized extreme value distribution (GEVD) where the GEVD is a combination of three distribution families: the Gumbel, the Fréchet, and the Weibull [15] . This theorem is similar to the central limit theorem but applies to maxima (or minima) instead of means.
In the 1970s, Pickands [16] , Balkema, and de Haan [17] extended the first theorem from the maximum of a distribution to the set of values beyond a threshold of a distribution, thereby deriving another foundational theorem in EVT. In short, they showed that the tail portion of any pdf asymptotically approaches the generalized Pareto distribution (GPD). Since the second theory allows more efficient use of all extremal data instead of only maxima (or minima), methods based on the second theorem (called peak-over-threshold or POT) are preferred in most applications. Before formally stating the second theorem, the concept of the conditional excess probabilities need to be defined.
A. Conditional Excess Distribution Function
Let X 1 , X 2 , . . . , X n be a sequence of i.i.d. continuous random variables, and let the cumulative distribution function be denoted by F (x). Also, define the conditional excess distribution function (CEDF), denoted F u (x), as P (X ≤ u + x|X > u). This can be written as
for 0 ≤ x ≤ x F − u where x F is the right endpoint of F (x) defined by
and u is the threshold. Note that x F can be (and usually is) ∞.
The distribution function F (x) and its relationship to the CEDF F u (x) is graphically depicted in Fig. 3 . The subfigure on the left [see Fig. 3(a) ] shows F (x). The portion of F (x) for x > u is shown by a solid line. It is this portion of F (x) that is renormalized into the CEDF. When the highlighted portion of F (x) is shifted by u (such that F u (0) = 0) and rescaled so that its maximum value is unity, the CEDF shown in the right subfigure [see Fig. 3(b) ] is obtained. The second theorem of EVT can now be stated as follows: For some real number γ
where G = G(x; γ, β) is the cdf form of the GPD for the random variable X. The distribution is characterized by a shape parameter γ and a scale parameter β. In essence, this theorem states that F u (x) for any distribution can be approximated by a GPD and the approximation becomes more and more accurate as u approaches infinity (or the right endpoint of F (x)). This fact provides the basis for assessing the extreme value statistics of an unknown underlying distribution by utilizing parameter estimation algorithms without identifying the underlying distribution. Mathematically, the cdf form of the GPD is defined (for
(5) Upon close inspection, it is clear that three distinct types of tails can be described by the GPD: a heavy tail (γ > 0), an exponential tail (γ = 0), and a finite tail (γ < 0). It is also important to mention that an additional location parameter, μ, can also be used in the GPD, but it is not of interest in our case because the CEDF is defined to begin at x = 0.
The effect of different values of γ and β are shown in Figs. 4 and 5. Note that the exact relationship between the GPD and the CEDF, F u (x), (4) is defined when the threshold value u is infinite. However, an infinite threshold is of little practical value.
As such, the questions we are interested in answering here are related to this fact and can be stated as follows. 1) How does one construct a GPD for a random variable X for finite u? 2) Is the GPD constructed for finite u conservative (i.e., does it overbound F (x))? If not, how can it be made conservative?
These questions will be answered in order. In Section III, an estimator for fitting a GPD from samples of a random variable is described. In Section V, a set of simulation studies performed to assess whether the resulting GPD fit is conservative or not will be discussed.
III. ESTIMATING GPD PARAMETERS
In answering the first question posed in Section II-B above we assume that we have M i.i.d. samples x i drawn from a distribution with a cdf given by F (x). Denote these samples x i where i = 1, 2, . . . , M. Now if a threshold value X = u is defined, then a vector of size N ≤ M consisting of the values of the samples x i > u can be formed. Denote this vector x ∈ R N . If we denote the GPD for the tail of the distribution for each of these samples G i (x i ; γ, β), then the associated density function g i (x i ; γ, β) is given by (assuming γ = 0)
(6) Since the samples are i.i.d., then the joint density for all N values of x i > u (i.e., the vector x) is denoted g N (x; γ, β) and given by
This joint density g N (x; γ, β) can be used as a cost function for estimating γ and β. It is the likelihood function for the estimation problem where the measurements are x i and the state vector to be estimated is [ γ β ]
T . It can be maximized to determine a maximum likelihood estimate (MLE) of γ and β. For mathematical convenience, the log and not the function itself can be maximized. If we define L = log {g N (x; γ, β)}, then cost function to be locally maximized is
where
To find the local maximum of L numerical methods must be employed. One of the reasons MLE was used in this work is because there are many algorithms and computer software implementations of MLE estimators for this problem. For the work reported in this paper, the MATLAB function gpfit was used. It performs this estimation and also generates confidence bounds for the estimates of γ and β. gpfit was chosen because it is available to other users of MATLAB who have access to the Statistical Toolbox and its algorithms are representative of common practices in EVT applications. However, it should be noted that MLE is not the only approach available for estimating GPD parameters [18] .
IV. QUALITATIVE ERROR ANALYSIS
To answer the second question posed in Section II-B above we will show that the accuracy of the GPD fit depends on many factor including sample size N, the value of the threshold u, and the underlying distribution. For the moment, however, it is worth considering a qualitative analysis of what types of errors creep into the estimation of γ and β and why. Recall as far as the work here is concerned, the interest is in ensuring that the GPD is conservative. Thus, uncertainty quantification is paramount to any approach we may develop.
In essence, there are two types of errors: Modeling Errors and Estimator Errors. Modeling errors are those errors that arise because the threshold value u is not infinite in practice. In other words, a model that does not accurately represent the underlying data is being used, i.e., the GPD is an approximation but not an accurate representation of the behavior in the tails when u is finite. This error is depicted graphically in Fig. 6 . Assuming we are examining the right hand tail of a distribution, then if the GPD is to be a conservative upper bound it must always be less than the underlying distribution. As shown in the sketch of Fig. 6 the GPD is sometimes less and sometimes larger than the underlying (but unknown) distribution.
Estimator errors are the second type of errors and arise because of uncertainty in the data used to construct the GPD. This is graphically depicted in Fig. 7 . As shown in this pictorial representation the empirical CEDF is not smooth. Thus, for some datasets the resulting GPD may not be conservative.
The amount of estimator error depends to a large extent on the amount of data available for the fit (i.e., the size of N). As more data is used the estimator error diminishes. Furthermore, the amount of data available for estimation depends, in part, on the value used for the threshold. Specifically, if the threshold u is too large, then number of data points that exceed u will be small and the estimator error (variance) will be large. However, as u is decreased, the modeling error (bias) will get larger. This tradeoff between the modeling and estimator errors is also called the bias-variance tradeoff and is a fundamental aspect of EVT estimation. In the simulation study that follows, this tradeoff is seen in several ways.
V. SIMULATION SETUP
As noted earlier, one of the main purposes of this paper is to determine the level of conservatism in pdf estimates generated by EVT. This was done by conducting a set of simulations that mimic how we envision EVT-based methods used in the certification process. We assume that a set of measurements that holds engineering interest is available and that these measurements are i.i.d. realizations of a random variable X drawn from an unknown, heavy-tailed distribution. A threshold value, u, is selected and measurements of X that exceed this threshold value are culled. These values of X are then used to determine a GPD that fits the data (i.e., estimate β and γ in the definition given by 5). Since underlying distribution from which the samples of X were drawn will be unknown, there will be no direct way to test whether the GPD determined this way is conservative. In simulation, however, the samples of X can be drawn from well-known heavy-tailed distributions for which "ground-truth" values of γ and β can be calculated. Then values of β and γ estimated from the samples of X can be compared with the ground-truth values to assess the conservatism of the GPD fit.
Our study simulated data from the following heavytailed distributions: Student's t, Weibull (with shape parameter < 1), Log-Normal, and Burr distributions. For each of these distributions we performed data sampling over a range of distribution parameters in order to capture a spectrum of "heavy-tailedness." Table I shows the range of parameters for each distribution used in our study as well as the range of thresholds that were studied. The thresholds were chosen so that the amount of data past the chosen threshold would be less than 20% of the total data in the rest of the distribution. This requirement was enforced so that EVT estimation was applied over what could be loosely defined as the "tail."
Once a distribution and its parameters are selected the simulation proceeded as follows.
1) Select a threshold value u This parameter is varied from
one simulation to the next. As will be seen in the discussion of the simulation results, it indirectly affects the accuracy of the GPD fit. 2) Determine ground-truth GPD Parameters This is done by using the known functional form of the distribution F (x) in Table I to determine the CEDF F u (x). Then an exhaustive grid search over the intervals of γ ∈ (0, 0.5) and β ∈ (0, 10) are performed to determine the groundtruth values of β and γ that minimize the cost function J (γ, β) given by
The values that minimize this cost function are γ true and β true . That is
The search grid for β and γ had a granularity of 10 −4 . Equation 11 was evaluated numerically using a quadrature rule where z max = 50. The appendix at the end of this paper contains the data for each testing case.
3 Only these "extreme" data points will be used in the GPD fitting. Note that the number of data points available for the GPD fitting will depend on the distribution parameters and the threshold value u. For a given distribution, the larger u is, the fewer data points will be available for the GPD fit. b) Calculate β MLE and γ MLE Estimate β and γ of the GPD fit using the N data points. In the work reported here a MLE was used. Thus, for the ith Monte Carlo run the estimates are denoted β MLE (i) and γ MLE (i).
The MLE was described earlier in the paper. 5) Compile estimation statistics For the 1000 Monte Carlo runs calculate the error and variance for GPD parameter estimates. They are calculated as follows:
6) Repeat for a new sample size Return back to step 3 above and change the sample size.
The procedure given above is repeated for different threshold values u and heavy-tailed distributions with all selected parameter combinations.
VI. ERROR ANALYSIS
The Monte Carlo simulation described above provided a rich dataset that was used analyzing and characterizing several characteristics of EVT. In particular, as will be shown in this section, the data highlights the bias-variance tradeoff noted earlier. The analysis paves the way for intuitive approach of EVT conservative overbounding.
Each plot below shows the data for all distributions and threshold that was simulated. Presenting the results from all the data together on a single plot emphasizes the flexibility EVT has in dealing with unknown underlying distributions in engineering practice. Figs. 8 and 9 show the error between the average MLE parameter values for the GPD computed from the 1000 Monte Carlo runs and the ground-truth established by a grid search.
The red horizontal lines in Figs. 8 and 9 are the empirical bounds on the maximum error when a sufficiently large number of data points (> 250) are used in the parameter estimation process. These bounds will be used later in the illustrative example at the end of the paper. In the meantime, note that based on our modeling assumptions and our ground-truth errors (see Appendix), the bias for any given distribution decreases as the threshold is increased. This corresponds to increasing the number of data points. However, the plots above show an additional significant error occurs for low numbers of data points. Therefore, we desire to provide empirical guidelines for choosing the threshold in such a way that a balance is obtained for reducing the total error. From this plot we see that for a low number of data points, the error approaches zero in an asymptotic manner until about 250 data points. At this point, the error remains relatively bounded by the red lines in the plot. Therefore, a threshold that would minimize the modeling error without introducing a significantly bias in the estimator should be Fig. 10 . Difference between the variance σ 2 γ (scale parameter) computed from (17) and experimental data. Fig. 11 . Difference between the variance σ 2 β (shape parameter) computed from (17) and experimental data. selected around the point where the number of data points is approximately 250. Second, these two plots show that the MLE tends to overestimate the scale while underestimating the shape when low numbers of data points are available.
Next we examine the accuracy of the confidence bounds (i.e., variances or standard deviations) on the scale and shape parameter estimates generated by the MLE. Figs. 10  and 11 show the discrepancy between the experimental variances of the MLE parameter values computed from the 1000 Monte Carlo runs and the asymptotic covariance matrices derived from the Cramer-Rao lower bound (CRLB). The MLE asymptotic covariance matrix [19] is given by (17) where For the data shown in Figs. 10 and 11 , we used the grid search optimal values for the values in the equations above for the comparison.
Variances are inversely proportional to the number of data points, which is somewhat expected. Also, the variances for the MLE data agree well with the CRLB covariance. This shows that our grid search optimal values and theory are consistent with our experimental results. Note that in Figs. 10 and 11 we can use (17) based on our grid search optimal values. In practice, however, when implementing the CRLB covariance estimate based on data from unknown distributions, (17) can perform poorly since the only meaningful inputs for (17) are the stochastic MLE estimates themselves. This can lead to a severe bias in the confidence bounds. Therefore, statisticians recommend that the CRLB based on the observed Fisher Information be used instead of the expected [20] . That is
where L is the likelihood function (9), x is the vectored data, θ is the parameter, andθ is the MLE estimate. For its shape parameter gpfit uses the CRLB to construct its confidence bounds, but for the scale parameter gpfit computes the CRLB for the logarithm of the scale parameter and transforms it back into the original scale to construct its confidence bounds. This additional step is done for the scale parameter because of the empirical characteristics for positive skewness when using smaller datasets for EVT. This behavior primarily results from the fact that the scale parameter can only take positive values and when the variances are large this antisymmetry creates skewness in its distribution.
While Figs. 10 and 11 show that the covariances estimated from data agree well with those computed from the analytical expression, they say nothing about their conservatism. Figs. 12 and 13 show the results of the conservatism assessment. These figures show the success rate of the individually computed 95% confidence intervals as reported by the gpfit function. Stated a different way, this is the percentage of the 1000 simulations for each testing case for which the gpfit provided 95% confidence intervals containing the "optimal" GPD parameters computed by (11) . From these two plots it becomes clear that there is an underestimation of the confidence bounds for the gpfit function since, by definition, 95% confidence intervals should contain the actual parameters 95% of the time. This underestimation occurs because the function does not account for the modeling error in its formulation.
Once we increase the confidence bounds additively by the modeling error bounds shown by the horizontal red lines in Figs. 8 and 9 we obtain success rates significantly larger than 95% in all cases as shown in Figs. 14 and 15 below. Although these larger success rates seem to indicate that our additional modeling error bounds may be too large, at the very least, they support the notion that the bounds constructed using these additional additive increases are conservative.
VII. OVERBOUNDING WITH γ AND β
Recall that our original goal is to compute a conservative estimate of the tail of our unknown distribution. However, EVT provides estimates of γ and β and is not conservative in its current form. However, by increasing both γ and β we can overbound our original tail estimate, that is, the GPD provided by the MLE's γ and β values.
Furthermore the amount of increase in γ and β provides a level of confidence based on the covariance provided by (17) and the additive error increases shown in Figs. 8 and 9. A proof of the fact that increasing γ (for γ > 0) and β provides an overbound of the original GPD is given here. It is important to note that this does not prove that the new γ and β values overbound the underlying CEDF with the same degree of confidence since the GPD model is not exact as shown in the previous results. Justification of this fact is given in an appendix as two proofs, one for each parameter.
VIII. OVERBOUNDING APPLICATION
The results from our simulations offer insight into the characteristics of the uncertainty in EVT estimation schemes. The two sources of uncertainty, the modeling error due to nonasymptotic application, and the estimator error when using sampled data, have been shown to display general trends in their characteristics. Using these characteristics, an approach to conservative tail overbounding can be applied. This approach uses EVT estimation to bound the tail of the underlying distribution and Gaussian overbounding to bound the core of the underlying distribution. This spliced distribution is often described as a "hybrid Pareto" distribution. Other distributions that have been paired with the GPD include the Gamma and Weibull distributions or the kernel density [21] . However, in our conservative approach the Gaussian is used because of its simplicity and established use in cdf overbounding.
This section demonstrates the proposed approach with a basic linear measurement equation that has additive heavytailed noise. An example of a simple linear sensor could be an altimeter that measures the altitude of an aircraft. This measurement equation is written as
where y is the measurement, c is the gain, x is the unknown parameter, and v is the noise. In this simulation, v was modeled as Student's t distribution with ν = 4, x was set to 2, and c was equal to 3. 5000 measurements were simulated. Furthermore, the estimate of x, denotedx, as provided by a least squares algorithm is given bŷ
where y i are the simulated measurements and n is the number of measurements (5000 in our case). Our approach can be summarized as 1) Normalize data In the linear case, each of our measurements were normalized by c. 2) Select thresholds, u As highlighted above the threshold should be selected so that the "tail" data contains approximately 250 data points. However, since threshold choice can dramatically impact the estimation process, a grid of potential thresholds is selected. For our example we selected thresholds that provide us with ≥ 250 data points beyond the threshold, yet also are ≤ 10% of the total number of data points as a rough lower limit for the "tail" portion of the underlying distribution. If the data were only defined for x > 0 this lower limit could be increased or if the number of data points is very low, the selection may have to be done in a different way. For a more extensive discussion on threshold selection see [21] . For our simulation, this selection corresponds to thresholds from 250 to 500 data points. 3) Compute MLE At each threshold candidate, compute MLE estimates using gpfit. 4) Select conservative estimates Select the largest MLE estimates in order to ensure conservationism in the threshold choice. Since we have estimates for two parameters (that are correlated), we selected the thresholds that resulted in the ten largest shape estimates and then selected the one that had the highest scale estimate. This is an ad hoc way of further conservatism in our estimation scheme. Further research should be done on approaches to this step. 5) Increase estimates to account for uncertainty a) Modeling Error The additional additive increase accounting for the modeling error was based on maximum error seen in Figs. 8 and 9 represented by the red lines. b) Estimator Error The additional additive increase accounting for the estimator error was based on the gpfit confidence bounds. The function gpfit allows for any percentile on its confidence bounds. In our case, we chose 95%.
The MLE estimates at each potential threshold for our simple linear sensor are shown in Fig. 16 below. Our selected threshold based on the above criteria was 4.13. Although there was generally not much stability in MLE estimates as a function of threshold, the chosen threshold is conservative in the shape domain that determines the decay rate of the tail and is more important for conservative extrapolation of the tail than the shape parameter. It is also worth noting that the shape and scale estimates are (17) . Further work could explore other noncorrelated estimators.
Values computed at steps 3 and 4 are given in Table II  below. Graphically, our original MLE and conservative estimates of F u (x) are shown below. Here we also include an empirical CEDF that could be constructed if the number of samples was increased to 10 5 . The fact that the original GPD estimate is very close to the empirical cdf reveals the power of EVT estimation in efficiently using limited amounts of data.
In addition to the steps outlined above, we need to transform this conservative GPD to the cdf domain based on (2). Specifically, a value for the cdf at the threshold, i.e., F (u), must be computed. To accomplish this, Gaussian overbounding was performed on the normalized measurements up to the threshold value. This core overbounding procedure could be made more rigorous in application, such as through bootstrapping or empirical additive increase, but for demonstrative purposes, we simply bounded the empirical cdf threshold value (plus a 1% tolerance) with a Gaussian which by construction overbounds the core.
Finally, by combining both the Gaussian and EVT overbounds, a complete overbounding cdf can be determined as shown in Fig. 18 below. Notice that the overbounding cdf in this novel approach is a very close fit to an empirical cdf's tail while using 95% less data. In addition, although this procedure was carried out only for the upper tail, it could easily be extended to the lower tail as well. Fig. 19 below shows the tail behavior on a logarithmic scale highlighting the slower decay rate of the estimated distribution dictated by the increased shape parameter γ .
If necessary, a pdf could be computed by differentiating the cdf shown and adjusting for the splice at threshold point.
Another possibility is forcing the hybrid model's cdf to be continuously differentiable when splicing the Gaussian and Pareto together as performed in [22] . The refinement of this procedure could be the topic of additional research.
IX. CONCLUSION
Systems used in safety-critical applications must meet certain requirements for the error characteristics of their estimates. Modeling the extremities of these probability distributions is challenging, but EVT offers a novel approach to speed up the process of conservatively estimating the tails of these distributions. This paper has presented some important error characteristics of EVT estimation using a MLE and applied some of these findings in constructing an overbounding "hybrid Pareto" distribution comprised of a Gaussian distribution spliced with a Pareto distribution.
Although the work presented here may be useful for some applications, it is limited in scope in two primary ways. First, our approach has only been developed for the univariate case because univariate EVT is much easier to model than multivariate. However, future work will hopefully address such problems and a possible approach may be to construct conservatively overbounds for the marginal distributions of a multivariate process. Second, the theorems underlying EVT apply for i.i.d. data although there has been some work in handling-dependent data if certain conditions hold [23] , [24] .
Finally, as noted in the introduction of this paper, the results presented here were somewhat empirical in nature. They are consistent with the approach that would be used in an assessment or feasibility study to determine whether EVT-based approaches hold any promise. Clearly more theoretically rigorous work is required before EVT-based methods can be used in practice to certify safety-critical systems. PROOF Bernoulli's inequality [25] states that for n ≥ −1 and r ≥ 1 or r < 0 1 + rn ≤ (1 + n) r (22) while for n ≥ −1 and 0 ≤ r ≤ 1
Let n = γ x β and r = γ + γ γ . Since γ > 0, then Bernoulli's inequality states for x ≥ 0 and γ > 0
and for 0 ≤ x ≤ − β γ , γ < 0, and
Then, because of the sign difference for 1 γ + γ in either case, we have
which are cdf equations for GPDs with γ = 0 and x < − β γ (see 5). Furthermore, the requirement for | γ | < |γ | when γ < 0 results from the piecewise nature of the GPD. To show that this caveat is not needed, we need to account for the case when γ = 0. First recall that [26] 
Then, letting n = β γ x with γ, β, x > 0, we have
Second, recall that [26] 
Then, letting r = −1, n = − β γ x with γ < 0, β, x > 0, we
Note that the left sides of (31) and (35) are the cdf equation for a GPD with γ = 0 and the right sides are cdf equations for GPDs with γ = 0 as before.
Therefore, letting G (x; γ + γ , β) and G(x; γ, β) designate two GPDs, then (27), (31), and (35) state
which by the definition of overbounding (see 1) proves
is the GPD with shape and scale parameters γ and β, respectively. For a given β > 0,
PROOF Let x ≥ 0 and β > 0. Since
Then if
For both cases above
holds and consequently 
By inspection we see that (46) and (48) are the cdf equations for GPDs (see 5). Therefore, letting G (x; γ, β + β) and G(x; γ, β) designate two GPDs, then (46) and (48) state
which by the definition of overbounding (see 1) proves G (x; γ, β + β) overbounds G(x; γ, β).
B. NUMERICAL GPD FITS
This appendix tabulates the results done from our grid search for the "optimal" GPD parameters for each of our testing cases. This grid search was done in order to establish a "ground-truth" for the tail distribution we were trying to estimate. This ground-truth was necessary in order to compare the shape and scale estimates provided from the MLE with the tails themselves. However, because these tails are not truly GPD, there is always an error between and GPD and the tails. Our optimality criteria was captured by (11) and this minimal error is tabulated for each testing case below. This error is essentially the minimum modeling error for each testing case.
Primarily these tables confirm that the optimal estimates provide smaller errors as the threshold increases and/or the shape parameter is reduced, i.e., we move farther out on the tail, behaving as the modeling error would be expected to behave. Also, these errors are shown to be relatively small that supports the EVT approach taken in this paper where the empirical error increase in the conservative estimates is added into the covariance uncertainty in order to account for this error. 
