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Abstract
This paper addresses the problem of choosing the most appropriate classification from a given set of classi-
fications of a set of patterns. This is a relevant topic on unsupervised systems and clustering analysis because
different classifications can in general be obtained from the same data set. The provided methodology is based
on five fuzzy criteria which are aggregated using an Ordered Weighted Averaging (OWA) operator. To this end,
a novel multi-criteria decision making (MCDM) system is defined, which assesses the degree up to which each
criterion is met by all classifications. The corresponding single evaluations are then proposed to be aggregated
into a collective one by means of an OWA operator guided by a fuzzy linguistic quantifier, which is used to
implement the concept of fuzzy majority in the selection process. This new methodology is applied to a real
marketing case based on a business to business (B2B) environment to help marketing experts during the seg-
mentation process. As a result, a segmentation containing three segments consisting of 35, 98 and 127 points
of sale respectively is selected to be the most suitable to endorse marketing strategies of the firm. Finally, an
analysis of the managerial implications of the proposed methodology solution is provided.
Keywords: fuzzy selection criteria, OWA operator, classification selection, market segmentation, linguistic
quantifier
1. Introduction
The use of unsupervised learning systems allows the behaviour of certain phenomena to be identified without
relying on expert knowledge or information from past situations. Indeed, the main characteristic of this type
of learning systems is that it works with patterns without explicitly knowing their output. Because of this,
unsupervised learning systems have been considered in the literature as systems capable to capture knowledge
from complex structures [1–3].
Choosing the most appropriate classification from a given set of classifications of a set of patterns is an
important topic on unsupervised systems and, in particular, on clustering analysis. In most cases, the use of
these techniques leads to several classifications as outputs, i.e. various classifications are compatible with the set
of given patterns. For this reason, research in this area aims to develop suitable tools and models for selecting
classifications [4–6].
Previous research in this direction uses selection criteria as filters: a set of criteria is applied sequentially to
all the obtained classifications [6–9]. All those classifications failing to meet a particular criterion are discarded
and not taken into account in the application of the subsequent criterion. The following drawback can be
associated with this type of methodology: because a true-false decision is applied in the application of each
criterion, this could result in classifications being discarded and not taken into account when they marginally
fail to meet one particular criterion but meet other criteria with a high score. Therefore, a classification might
be discarded prematurely when its ‘overall’ score, with respect to the set of criteria, would have been high. In
an extreme case, this methodology could produce no result because none of the classifications meet a particular
criterion, which could indicate that the criterion in particular might not have been the most adequate or taken
into account.
An alternative approach to the sequential approach described above, which has been successfully applied in
multi-criteria decision making (MCDM), is that of evaluating the degree up to which each criterion is met by all
classifications, i.e. the use of fuzzy criteria, and, only after this, obtaining an overall aggregated value for each
classification reflecting the degree up to which the whole set of criteria is satisfied by each classification. Note
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that the objective of the aggregation step is to combine a set of criteria in such a way that the final aggregation
output takes into account all the single fuzzy criterion [10]. The final selection of classifications naturally derives
from this set of overall degrees, and the drawback mentioned above does not apply.
Many different families of aggregation operators have been studied [10–20]. Among them the Ordered
Weighted Averaging (OWA) operator proposed by Yager [19] is one of the most widely used. Among the
reasons to support this extensive use of the OWA operator is that it allows the implementation of the concept of
fuzzy majority in the aggregation phase by means of a fuzzy linguistic quantifier [21] representing the proportion
of satisfied criteria ‘necessary for a good solution’ [22]. This is done by using the linguistic quantifier in the
computation of the weights associated with the OWA operator. In addition, Marichal [23] investigated the
aggregation of dependent criteria and the fuzzy integral was found to be the appropriate aggregation operator
in these cases. The most representative fuzzy integrals are the Choquet integral and the Sugeno integral. It is
well known that the OWA operator is a particular case of Choquet integral, and consequently it is not necessary
to assume independence of criteria when using the OWA operator.
From the application point of view, unsupervised systems have been relevant in a wide range of domains,
among which it is worth mentioning: text categorisation, images recognition, telecommunications fraud detec-
tion, stock price forecasting, bioinformatics, fault diagnosis, pollution classification and clinical or socio-economic
systems [24–34]. In the marketing field, finding new and creative solutions is valuable because these allow for
the definition of new strategies and innovation. The use of unsupervised learning algorithms allows us to suggest
segmentations that are, in principle, not trivial. In this sense, behavioural patterns of ‘interesting’ profiles could
be established by using this type of algorithm and these may reveal new customer profiles not yet known to
experts [35–39].
This paper presents a novel classification selection methodology based on a set of fuzzy criteria and the
MCDM approach described above. This MCDM approach uses an aggregation function based on OWA operators
defined via a linguistic qualifier to summarise the information gathered through the set of fuzzy criteria. This
new methodology has been implemented in the statistical computing tool R [40] and applied to a real marketing
problem.
The paper is structured as follows. In the next section five selection criteria related to market segmentation
are defined, and their fuzzy nature and interpretation are considered. Following that, in Section 3, the MCDM
approach is introduced and the OWA operator and fuzzy linguistic quantifier concepts are provided. A case
study to select a segmentation from a real business situation is described in Section 4, and results obtained by
applying the proposed new methodology are analysed. In Section 5 conclusions are drawn and suggestions for
further future research work are given.
2. Fuzzy criteria for selecting classifications
The use of unsupervised learning algorithms enables to find out non trivial classifications. However, when
many different classifications are obtained, how to choose the best one with respect to the proposed objective?
In this section methods and criteria for the evaluation of clustering results are reviewed. Below five fuzzy
indicators, adapted and extended from criteria introduced by Sánchez-Hernández et al. [8] to help solve this
problem, are described and defined. For each fuzzy criterion, a membership function describing the degree up
to which it is verified by a particular classification is proposed.
2.1. Clustering validation
This section reviews criteria and methods to evaluate classifications derived from the application of any of the
available clustering techniques. There are mainly three types of clustering validation criteria [41, 42]: internal,
external and relative. An internal criterion tries of determine if the classification structure is intrinsically
appropriate for the data. An external criterion of validation compares the considered classification with an
a priori structure: either a previously known partition of the analysed dataset, typically provided by some
domain experts, or an external variable not participating in the clustering process. Finally, a relative criterion
measures the relative similarity between two classifications.
Several works reviewing cluster validation indexes have been published [6, 43–45]. These works and other
using or defining new criteria are shown in Table 1. Criteria associated with the compactness concept compute
how closely related the individuals in a cluster are, being usually based on indexes measuring density or variance
of the data; separability criteria determine how distinct or well-separated a cluster is from other clusters; criteria
related to the prediction strength of the clusters usually calculate the accuracy rate of a model constructor
from them [6, 46]; some criteria are based on the number of important features [6]; criteria quantifying the
achievement of goals can be very heterogeneous, from applying economic theories [7], being assessed by graphical
visualisations [47], or checking the existence of outliers clusters or pairs of variables [6]. External criteria require
the existence of an a priori external variable or classification defined for each of the individuals. The computation
of an index associated with external criteria can be performed by any of the following indexes: Rand statistic,
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Jaccard coefficient, Fowlkes and Mallows index, Hubert’s statistic and so on. The computation of relative
criteria implies the pairwise comparison between clusters, usually performed by some domain experts.
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Table 1: Clustering validation criteria
Although there are some methods to guide the search of which comparisons should be made for minimising
their number, relative criteria have not been taken into account in this work due to the usual difficulty in getting
this feedback from the experts. All the analysed papers review or define criteria based on a few concepts used
for clustering evaluation, while almost all concepts are covered in this work.
2.2. First criterion: useful number of classes
The usability of a classification is based on its informativeness and manageability: it is worthwhile examining
classifications that have a sufficient number of classes to generate new knowledge, but are small enough to
produce an easy and manageable model. For instance, in marketing environments in which these classifications
are used to extract behavioural patterns to design market strategies, the number of classes distinguished is
usually taken to be between three and five [53]. This is because marketing campaigns with less than three
segments may not be informative; while those with more than five segments may not be manageable.
The assumption of a classification with a number of classes M between K1 and K2 to be considered useful
for a given problem does not imply that a classification with a number of classes lower than K1 or higher than
K2 should be automatically discarded. This is specially true in those cases when there is enough evidence to
suggest that such classifications perform well with respect to the rest of criteria. A natural approach in these
cases would be that of associating a value to each classification to indicate how well they fit with the criterion
‘useful number of classes’. By doing this, we move from a crisp to a fuzzy interpretation of the criterion ‘useful
number of classes’, i.e. we move from the use of a characteristic function to the use of a membership function.
Note that a classification with a single class is trivial and therefore not useful, while a classification with
a number of classes between K1 and K2 is considered totally useful. The minimum number of classes in any
classification is 1 (contains all the individuals), while the maximum is N (each class contains just 1 individual).
These two classifications are not informative and therefore these classification associated usefulness degree should
be 0. A classification usefulness degree therefore should increase as the number of classes increases from 1 to
K1 and should decrease when the number of classes increases from K2 to N . Therefore the general expression
of the membership function associated with the criterion ‘useful number of classes’ is the following
Definition 1. Given a classification C, the index of usefulness is characterised by the following membership
function:
IU,K1,K2(C) =
 f1(M), if 1 ≤M < K1;1, if K1 ≤M ≤ K2;
f2(M), if K2 < M ≤ N,
(1)
where M ∈ N is the number of classes of C; K1,K2 ∈ N such that K1 < K2 are two prefixed parameters;
and f1 is a strict increasing function and f2 is a strict decreasing functions verifying f1(1) = f2(N) = 0 and
f1(K1) = f2(K2) = 1.
This fuzzy interpretation of the criterion ‘useful number of classes’ covers a larger number of classifications
than the classical approach. In the case study presented in Section 4, a left-linear function has been chosen
as the simplest example of a strictly increasing function; while a right-exponential function has been selected
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because the usefulness of a classification could decrease asymptotically when the number of classes increases.
We note that the selection of different strict monotonic functions to the ones proposed here would not produce





K1−1 , if 1 ≤M < K1;
1, if K1 ≤M ≤ K2;
e(N−M)−1
e(N−K2)−1 , if K2 < M ≤ N.
(2)
Figure 1: Fuzzy concept ‘Useful number of classes’ with K1 = 3 and K2 = 5
Figure 1 illustrates such a type of membership function with K1 = 3 and K2 = 5. Obviously, different
increasing or decreasing functions could be used depending on the specific problem to solve and the preferences
of the user: symmetric behaviour on both tails, linear or curve falls, concave or convex functions, etc.
2.3. Second criterion: balanced classes
The second criterion is based on the distribution of individuals within the obtained classes. For this reason,
the variable Y = ‘number of elements of each class in a given classification’ is considered and its associated
dispersion will be used to define the fuzzy concept of ‘balanced classification’. Note that in some situations,
classifications in which one class encompasses most of the individuals (unbalanced) are worth avoiding because
they do not contribute to creating new or relevant knowledge. Nevertheless, in other contexts, unbalanced
classifications could be desirable.
Let N ∈ N be the number of individuals to be classified, and M ∈ {1, . . . , N} be the number of classes
obtained by the classification Y . Given that different classifications can produce a different number of classes,
the coefficient of variation, CVY , is considered to be a fairer indicator than the standard deviation, σY , in




















where Yi is the number of individuals within the class i. Note that CVY ≥ 0.
In order to define a normal membership function [51], the index of balanced classes, IB , is proposed and
the minimum and maximum values of CVY need to be computed. Obviously, the minimum value of CVY is
zero, since the totally-balanced classification with one individual in each class, Yi = 1 ∀i ∈ {1, . . . , N}, has zero
coefficient of variation. In the following, the maximum value of CVY is computed by considering all the possible
classifications for a given set of elements. Specifically, Corollary 1 determines the maximum value for CVY ,
given a set of N individuals and fixing the number of M classes, while Proposition 2 establishes the maximum
value of CVY .




i . The solution to the
following problem
Max : F (Y1, . . . , YM )
s.t. :
∑M
i=1 Yi = N ∈ N
Yi ≥ 1 ∀i
N > M
is (Y1∗, . . . , YM∗) = (1, . . . , 1, N − (M − 1)).
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Proof. Let (Y1, . . . , YM ) such that
M∑
i=1
Yi = N > M
and
1 ≤ Y1 ≤ Y2 ≤ · · · ≤ YM < N −M + 1.
We need to prove:




[Y 2i∗ − Y 2i ] > 0.









(Yi∗ − Yi) · (Yi∗ + Yi) =
M∑
i=1
di · (Yi∗ + Yi).
It is clear that
∑M
i=1 di = 0, di ≤ 0 ∀i ∈ {1, . . . ,M − 1} and dM > 0. Also because Yi∗ + Yi < YM∗ + Yi ≤
YM∗ + YM , we have that di · (Yi∗ + Yi) > di · (YM∗ + YM ) ∀i ∈ {1, . . . ,M − 1}. Thus, we conclude:
M∑
i=1
di · (Yi∗ + Yi) >
M∑
i=1




Proposition 1. Let N be the number of individuals to classify. Considering all the classifications with M
classes, those that result in one class with cardinality N −M + 1 and the rest of classes with cardinality 1 have
the greatest coefficient of variation.
Proof. Let be Y∗ the variable ‘number of elements of each class’ associated with a classification with one class
with cardinality N−M+1 and the rest of classes with cardinality 1. Without lost of generality we can consider:
1 = Y1∗ = Y2∗ = · · · = YM−1∗ < YM∗ = N −M + 1.
For any other classification C with M classes, the range of the variable Y associated with C can be considered
as follows:





i=1 Yi = N , Yi∗ ≤ Yi ∀i ∈ {1, . . . ,M − 1}, YM∗ ≥ YM and Y∗ = Y =
N
M .







i , which is true according to Lemma 1.






M − 1 . (4)
Proof. From Proposition 1, we have that the maximum value of CVY is achieved when the M classes cardinalities















M − 1 .
Proposition 2. Given a number of individuals N , the maximum value of the coefficient of variation for all
classifications is:
















3 , if N ≡ 2(mod 3).
(5)
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Proof. Note that the minimum number of classes in any classification is 1 (contains all the individuals), while
the maximum is N (each class contains just 1 individual). These two cases produce a value of zero for CVY as
they are totally balanced classifications. Therefore, from now on, we assume M ∈ {2, . . . , N − 1}.







defined as a real extension of (4). Figure 2 depicts function f with N = 260.
Figure 2: Function f and its maximum coefficients of variation when N = 260
The derivative of f is f ′(x) = N+2−3x
2N
√
x−1 , which is positive in (2,
N+2
3 ) and negative in (
N+2
3 , N − 1). Thus, f
then reaches its absolute maximum in N+23 .
Nevertheless, the maximum value in the set {f(1), f(2), ..., f(N)} depends on whether N+23 is integer or
not. Let a be the integer part of N+23 . Since a ≤
N+2
3 < a + 1 and given that f increases in (1,
N+2
3 ) and
decreases in (N+23 , N), the maximum is f(a) if f(a) ≥ f(a+1) and f(a+1) if f(a) < f(a+1). Simple algebraic
manipulations yields:



















3 , if N ≡ 2(mod 3).
The minimum and maximum values of CVY are finally used to normalise and define the following index of
balanced classes:
Definition 2. Given a classification C, the index of balanced classes of C is defined as:
IB(C) =
maxY (CVY )− CVC
maxY (CVY )
, (6)
where CVC is the coefficient of variation associated with C and maxY (CVY ) is given as per proposition 2.
The range of index IB is [0, 1] and it can be interpreted as the membership function associated with the
vague concept ‘balanced classification’. The higher the value of IB the more balanced is the classification. When
unbalanced classifications are preferred in a specific context, the index to use is:
IB = 1− IB . (7)
2.4. Third criterion: coherent classification
The notion of adequacy of one individual to a class, which is modelled via a membership function, is used
to establish the concept of ‘coherent classification’. A set of P qualitative and/or quantitative descriptors
{D1, . . . , DP } are defined. Each individual to be classified will be represented as X = (x1, . . . , xP ), where xi is
the observed value of X for descriptor Di. Given a classification C consisting of M classes {C1, . . . , CM}, the
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where µki is the marginal distribution of descriptor Dk in the class Ci, i ∈ {1, . . . ,M}. The marginal adequacy
degree is calculated via the density or frequency with which the specific marginal observation appears in the
given class [54]. In the case of a qualitative descriptor, it is computed by taking into account the frequencies of
the different modalities that the descriptor exhibits in a certain class. A density function is used if the descriptor
is quantitative, in which case the height corresponding to the observed value of the individual inside the density
function of the descriptor in the class is measured. The density function to chose has to be estimated for each
descriptor, being the three following ones the most frequently used:
Non-parametric Bayesian estimation: This classical distribution function is based on the distribution func-
tion of a binomial variable:
MADCi(xk) = ρCi,k
xk · (1− ρCi,k)(1−xk), (9)
where ρCi,k stands for the average value of descriptor Dk in class Ci, and xk is the normalised observed
value of the individual X. Figure 3 shows some examples of the Bayesian function, with different values
of ρ: from 0.1 (top-left to bottom-right) to 0.9 (bottom-left to top-right). These functions have one
maximum situated at the extremes (except for ρ = 0.5 when the distribution function is constant).
Figure 3: Bayesian function with different values of ρ
Gaussian function Given a normal distribution:

















where sCi,k and ρCi,k are the standard deviation and mean values of descriptor Dk in class Ci, while xk
is the normalised observed value of the individual X. Figure 4 shows some examples of the Gaussian
function, with a fixed value of s = 0.1 and different values of ρ: from 0.1 (left) to 0.9 (right). It is known
that the maximum value of the Gaussian functions is located in x = ρ.










· (1− ρCi,k)di,k , otherwise,
(11)
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Figure 4: Gaussian function with value s = 0.1 and different values of ρ
where di,k is the distance between the normalised value xk to the distribution centre cCi,k (di,k = |xk −




P . Figure 5 shows some examples of the Waissman function with different values of
ρ: from 0.1 (top-left) to 0.9 (bottom-right).
Figure 5: Waissman function with different values of ρ
A classification is considered coherent when the differences between the MADs are small enough for each
class and each individual. The index of coherence will ensure that the global degrees of adequacy are obtained
from similar values of MADs, thus reflecting the fuzzy concept of ‘coherent classification’.
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Let us consider µijk as the MAD of the individual j to class i according to the descriptor k, the index of














When all MADs are equal for each individual, then the coherence index will be 0. If each individual has
associated a MAD of zero (0) and a MAD of one (1) for each class then the index of coherence will be N ,
where N is the number of individuals. Thus, the index of coherence range is [0, N ]. Given that the lower
MDC the more coherent is the classification C, the following inverse standardisation function is proposed as the
membership function of the index of coherence [51].








where N ∈ N is the number of individuals, M ∈ N the number of classes of classification C, and µijk is the
MAD of the individual j to class i according to the descriptor k.
2.5. Fourth criterion: dependency on external variables
In many cases, the relevance of the classifications obtained is evaluated using external variables provided by
experts, and known as control variables. The dependency or not of a classification with respect to a control
variable can be tested by applying the χ2 non-parametric test computed using the following contingency table
(Table 2) with {C1 . . . Ci . . . CM} representing the classes of the considered classification; {D1 . . . Ds . . . DS} the
values of the external variable; and qis the number of observations that take the value Ds in class Ci.
Class Descriptors or intervals Total
D1 D2 . . . DS classes
C1 q11 q12 . . . q1S M1+
. . . . . . . . . . . . . . . . . .
Ci qi1 qi2 . . . qiS Mi+
. . . . . . . . . . . . . . . . . .
CM qM1 qM2 . . . qMS MM+
Total descriptors M+1 M+2 . . . M+S N
Table 2: Contingency table
It is important to note that this criterion can be used directly when the control variables are qualitative. In
the case of quantitative control variables, these are previously discretised into intervals (Ds). The discretisation
criterion will vary depending on the problem addressed [56–58].
Under the hypothesis of being the variable independent of the classification, the relative frequency with
which members of different classes take different control variable values would not differ significantly. This














For each classification, the dependency of each of the control variables with respect to the classification is
studied, and those classifications that have a high dependency on these external variables will be chosen. For
this reason, the statistic χ2 must have a high value.
The range of χ2 can vary according to the number of classes of the classification. For this reason, Tschuprow’s
coefficient [59] is used to evaluate the degree of dependency on the control variable.









where N is the number of individuals, M is the number of classes of C and S is the number of values of the
control variable, if it is qualitative, or the number of considered intervals in the discretisation if it is quantitative.
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We note that 0 ≤ ID(C) ≤ 1, and therefore this degree of dependency of a classification on a control variable
could be interpreted as the membership function associated with the fuzzy concept ‘dependency on a control
variable’. Other possible interpretations of the value offered by this criterion rely on the concept of compatibility
between the considered classification and the classification defined by the control variable.
2.6. Fifth criterion: accuracy of the predictive model
A high predictability of the model obtained from a classification ensures new individuals to be classified in
the proper cluster. To this end, a criterion based on the achieved accuracy when performing supervised learning
from a classification is defined.
Following the well-known concepts of precision and recall in machine learning, the fuzzy concept of accuracy
of a particular classification is based on the precision and recall of the model. Firstly, precision of a class is the
proportion of individuals assigned to that class that were correctly classified, while recall is the proportion of
individuals of that class that have been classified in that class correctly. The precision and recall of a classification
can be defined as the weighted average of the precision and recall of its classes, with weights proportional to
the cardinality of the classes. The index of accuracy of a classification is defined as the harmonic mean of its
precision and accuracy values:
Definition 5. Given a classification C, its index of accuracy is defined as:




The range of precision and recall is [0, 1], so 0 ≤ IA(C) ≤ 1 and therefore this index of accuracy could be
understood as the membership function related to the fuzzy concept ‘accuracy of the predictive model of the
classification’.
3. Fusion of classification criteria values
In this section, a multi-criteria decision making (MCDM) approach based on a fuzzy aggregation function
to summarise the given fuzzy criteria is conducted to choose the best classification among a set of feasible
ones. MCDM problems normally consist of two steps [13]: aggregation and exploitation. The aggregation step
consists of combining for each alternative the single evaluations into a collective evaluation in such a way that
it summarises the conditions expressed in all the evaluations. The exploitation phase transforms the global
evaluation of the alternatives into a ranking of the alternatives. This can be done in different ways, the most
common being the use of a ranking method to obtain a score function [60–63].
Yager in [19] introduced an aggregation technique based on the Ordered Weighted Averaging (OWA) scheme.
Generally speaking, the OWA operator based aggregation process consists of three steps:
(i) the first step is to re-order the input arguments in increasing order. In this way, a particular element for
aggregation is not associated with a particular weight, but rather a weight is associated with a particular
ordered position of an aggregated object;
(ii) the second step is to determine the weights for the operator in a proper way;
(iii) finally, the OWA weights are used to aggregate the re-ordered arguments.
Among the three steps, the first step introduces non-linearity into the aggregation process by re-ordering the
input arguments, which make Yager’s OWA operator significantly different from the classical linear weighted
averaging operator.
Definition 6. An OWA operator of dimension n is a mapping φ : Rn → R, which has a set of weights W =








where σ is a permutation function such that aσ(i) is the i-th highest value in the set {a1, · · · , an}.
The OWA operator exhibits the following desirable properties for an aggregation operation:
1. It is commutative:
φW
(
pσ(1), . . . , pσ(n)
)
= φW (p1, . . . , pn) ,
being σ any permutation of the set {1, . . . , n}.
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2. It is an or-and operator, i.e., it is located between the minimum and the maximum of the arguments to
be aggregated:
min(ai) ≤ φW (a1, · · · , an) ≤ max(ai).
3. It is idempotent:
φW (a, · · · , a) = a.
4. It is monotonic:
φW (a1, · · · , an) ≥ φW (e1, · · · , en), if ai ≥ ei ∀i.
An issue in the definition of the OWA operator is how to obtain the associated weighting vector [19]. In
[19] we can find two ways to do this. The first approach is to use a learning mechanism using some sample
data; the second approach is to provide some semantics or meaning to the weights. The latter approach enables
applications in the area of quantifier guided aggregations [64, 65].
In the process of quantifier guided aggregation, given a collection of n criteria represented as fuzzy subsets
of the alternatives X, the OWA operator has been used to implement the concept o fuzzy majority in the
aggregation phase by means of a fuzzy linguistic quantifier [21] that indicates the proportion of satisfied criteria
‘necessary for a good solution’ [22]. This implementation is done by using the quantifier to calculate the OWA
weights.
Definition 7. Given a function Q : [0, 1]→ [0, 1] such that Q(0) = 0, Q(1) = 1 and if x > y then Q(x) ≥ Q(y),
an OWA aggregation operator guided by Q is given as [19]:




being σ : {1, . . . , n} → {1, . . . , n} a permutation such that aσ(i) ≥ aσ(i+1), ∀i = 1, . . . , n−1, i.e., aσ(i) is the i-th











, i = 1, . . . , n. (18)
These Q functions are called Basic Unit-interval Monotone (BUM) functions in [66] and ‘are particularly
useful in situations in which the imperative guiding the OWA aggregation is expressed linguistically by a
quantifier’. We make note that in [22] BUM functions are called Regular Increasing Monotone (RIM) quantifiers.
Example 1. The aggregation of the set of values {0.5, 0.07, 0.228, 0.057, 0.482} using an OWA operator guided by
the fuzzy linguistic quantifier ‘most of ’ represented via the RIM function Q(r) = r1/2 [12], whose corresponding
weighting vector using (18) is (0.447, 0.185, 0.142, 0.120, 0.106), yields
φmost of (0.5, 0.07, 0.228, 0.057, 0.482) = 0.447 · 0.5 + 0.185 · 0.482 + 0.142 · 0.228 + 0.129 · 0.07 + 0.106 · 0.057
= 0.360.
This collective value is interpreted as the value up to which ‘most of ’ the criteria are verified.
This type of aggregation ‘is very strongly dependent upon the weighting vector used’ [22], and consequently
upon the function expression used to represent the fuzzy linguistic quantifier. The RIM function used in this
example guarantees that all the individual valuations contribute to the final aggregated value because it is
a strictly increasing function. Moreover, the higher the ranking of a value, the higher the weighting value
associated with it. This is a consequence of the concavity property – which was proven in [12] to make a RIM
function appropriate for conducting aggregation processes in heterogeneous decision-making problems.
4. Marketing case study
In this section, we describe a case study addressing a marketing problem, and solve it by using the method-
ology introduced above. The case presented shows the relation between the theoretical study done in previous
sections and its connection to real applications. The study took place in a business to business (B2B) environ-
ment over nine months, where information about the retailers of a commercial firm was provided by the firms’
sales representatives. B2B environments are characterized by marketing activities of organizations exchanging
commerce transactions with other organizations [67]. These types of environments arise when a firm distributes
its products via other firms (retailers).
The main objective of our study was to identify and then segment a set of retailers (points of sales) of an
industrial company, considering behavioural, relational and descriptive variables. The presented methodology
is used to select the best market segmentation according to marketing experts and firm expectations. The
new segmentation obtained will give an opportunity to marketing executives and managers to understand their
customers’ behaviour. In addition, it will enable them to design or define appropriate and common marketing
strategies for each segment.
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4.1. Dataset
The study conducted is based on data collected using the observations, knowledge, and experience of the sales
representatives working for Textil Seu SA, an outdoor sporting equipment firm (Grifone, http://www.grifone.com)
established in La Seu d’Urgell (in Catalonia, Spain) for more than 25 years. Grifone works in a B2B environment
and distributes clothes through points of sale and not directly to customers.
This section presents the results obtained from a database of information from 260 shops that distribute
Grifone products [8]. According to marketing experts, 16 variables were used to describe these points of sale (3
quantitative, 5 qualitative, and 8 qualitative ordinal, as presented in Table 3). Consequently, each of the points
of sale is described by a vector of dimension 16. It should be noticed that the variable promotions sensitivity
was not used in the unsupervised learning process.
Type Number Description
Quantitative 3 Duration of commercial relationship
Number of full-time sales assistants
Assessment by Grifone representatives
Qualitative 5 Specialist store
Geographic location
Grifone products in the display window
Thermal product display
Use of the Internet for e-Commerce








Table 3: Description of variables
4.2. Obtaining segmentations
The unsupervised learning technique used is based on the algorithm LAMDA [68–70]. LAMDA is based on
fuzzy hybrid connectives, and employs the interpolation capabilities of logic operators over fuzzy environments
[71]. A linearly compensated hybrid connective, considered as an interpolation between a t-norm T and its dual
t-conorm T ∗ is used:
H = (1− β)T + βT ∗,
where β ∈ [0, 1] is known as the level of tolerance of the classification. It can be noted that for β = 0, the
t-norm is obtained, and for β = 1, the t-conorm is the result.
As a result of the unsupervised learning process, 566 segmentations were obtained with a number of classes
between 1 and 303. The used hybrid connectives were minMax, Frank, probabilistic sum and product, and
Lukasiewicz. Table 4 shows the number of segmentations obtained through the use of each hybrid connective.
MinMax Frank Prob. Lukasiewicz
244 303 18 1
Table 4: Number of segmentations obtained
4.3. Ranking and selecting segmentations
The criteria defined in previous sections were applied to choose the most appropriate points of sale segmenta-
tion according to them. In this marketing environment, the most desirable number of classes is set between three
and five [53] and therefore K1 = 3 and K2 = 5 in membership function (2). Balanced classes were required and
therefore (6) was used to compute the balanced index with the second part of (5) because N = 260 ≡ 2(mod 3).
Figure 6 shows the histogram of the quantitative variables used in the third criterion duration of commercial
relationship, number of full-time sales assistants and assessment by Grifone representatives, and the graphs of
their associated density functions: Waissman, Bayesian and Gaussian, respectively. The variable promotion
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sensitivity has been used as the control variable to contribute in the computation of the fourth index. Finally,
a supervised learning process is performed on the obtained segmentations. This step involves partitioning the
dataset by means of a cross-validation process with 10 folds. Support Vector Machines are considered for
supervised learning due to their good performance on high dimensional spaces [72].
Figure 6: Histogram of the quantitative descriptors and their chosen density functions
Once the five indexes have been computed for each of the segmentations, they were aggregated using an OWA
operator guided by the fuzzy linguistic quantifier ‘most of’, represented using the RIM function Q(r) = r1/2,
which has associated the following weighting vector is (0.447, 0.185, 0.142, 0.120, 0.106). Table 5 shows an extract
of the best segmentations obtained using this methodology.
ID Conn. Tol. M IU IB IC ID IA OWA
#259 Minmax 0.439 3 1 0.928 0.251 0.528 0.936 0.8423
#260 Minmax 0.469 3 1 0.929 0.255 0.363 0.922 0.8208
#258 Minmax 0.422 4 1 0.885 0.226 0.425 0.875 0.8103
#243 Minmax 0.290 3 1 0.909 0.257 0.008 0.965 0.7868
#244 Minmax 0.304 3 1 0.920 0.256 0.012 0.948 0.7856
#257 Minmax 0.411 3 1 0.933 0.280 0.032 0.856 0.7787
#256 Minmax 0.400 4 1 0.872 0.246 0.064 0.906 0.7752
#253 Minmax 0.359 4 1 0.883 0.232 0.021 0.915 0.7722
#252 Minmax 0.352 4 1 0.884 0.238 0.025 0.904 0.7714
#255 Minmax 0.393 4 1 0.939 0.264 0.063 0.768 0.7687
Table 5: Extract of the best segmentations using fuzzy selection criteria OWA methodology
4.4. Class description and managerial implications
The three classes obtained in segmentation #259 are described below:
Class 1: Consists of 35 points of sale and includes shops with a long-standing commercial relationship with
Grifone. By and large, these shops are not specialists in mountain gear while competition between them
is generally intense. These points of sale are located in cities or non-mountainous areas, they are medium
or large in size and employ many shop assistants. The shops are well-maintained, have a medium-sized
window display, and their aesthetic and communicative qualities and abilities are high.
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Many of the shops in this group have a thermal product display and usually market their goods on the
Internet, which is rather unusual for this type of shop. The importance of the Grifone brand is secondary,
in general, and their clients demonstrate a mid-level sensitivity to promotions.
In short, Class 1 might correspond to multi-sports shops, with large points of sale not found in mountain
locations.
Class 2: Most shops in this class (98 in total) do not have a long-standing commercial relationship with Grifone.
Competitiveness is medium, they are small or medium in size, and have few sales staff. Their maintenance,
aesthetic quality, and communicative abilities are generally average or good, and they have a moderately
small display window.
Most shops in Class 2 do not display Grifone products; and the importance of Grifone is minor. Almost
none have a thermal product display and Grifone representatives give these shops the worst evaluation.
Customers of these shops demonstrate a low or mid-level sensitivity to promotions.
It seems that from Grifone’s point of view, Class 2 are the worst shops and where its brand is worst placed.
Class 3: This is the largest class with 127 shops. They are usually sector specialists, with fairly strong com-
petition between them, and, perhaps because of this factor, they are primarily located in mountainous
populations.
The shops are not large, nor do they have many shop assistants, but they are well-maintained, and have
excellent aesthetic and communicative qualities. Normally, they have Grifone clothing in the display
window, although they usually do not have a thermal product display.
The importance given to the Grifone brand is usually the highest; Grifone is often the principal product.
Their clients are quite sensitive to promotions.
Class 3 shops are Grifone’s favourite clients: small elegant specialists in mountain gear. In this segment,
shops with a long-standing commercial relationship with Grifone are mixed with others with a more
recent relationship. The latter could potentially become favourite shops and be the first possible target
of a marketing campaign.
According to the methodology described by Sánchez-Hernández et al. [8], where the criteria are applied as
filters, some of the top-10 segmentations of Table 5, obtained with the present methodology, would have been
discarded. For instance, the segmentation classes third best (number 258) could have been discarded due to the
low value obtained in the index IB . Also the segmentations classed fourth to tenth should have been discarded
due to their limited relation with the control variable ‘promotions sensitivity’. In conclusion, the new approach
avoids discarding segmentations that could be useful for marketing experts when observed globally.
4.5. Discussion
The real case study presented above illustrates how the proposed methodology can deal with the ambiguity
that appears when managing multi-criteria associated to fuzzy concepts. Our approach covers almost all the
validation concepts considered in the literature given in Table 1, while other approaches in clustering validation,
in general, take into account only some of these concepts.
The proposed criteria are inspired on well-known concepts for clustering validation [6, 43–45]. The useful
number of classes and balanced classes criteria have a marketing background, since they were defined to guar-
antee manageable segmentations [53]. However, their implementations (IU and IB) in a fuzzy environment is
a specific contribution of this paper. The coherence criterion measures the compactness and separability of a
given segmentation, that are common measures for clustering validation. Its implementation (IC) is defined in
a novel way via a normalised distribution function [70]. Regarding the dependency criterion, there are different
approaches in the literature to estimate the compatibility between the analysed segmentations and an a priori
segmentation or an external variable. In the methodology presented, the proposed index ID relies on the concept
of dependency given by a χ2 distribution. Finally, the accuracy criterion and its associated index IA have been
defined as an aggregation of the widely-known recall and precision indicators [6, 46, 52].
ID Conn. Tol. M IU IB IC ID IA OWA rank
#272 Minmax 0.958 2 0.5 0.995 0.284 0.010 0.802 0.6997 74
#189 Minmax 0.782 3 1 0.992 0.278 0.018 0.168 0.6925 124
#172 Minmax 0.772 3 1 0.990 0.284 0.008 0.400 0.7224 46
Table 6: Best segmentations according to IB
Table 6 shows the best segmentations looking exclusively at the values obtained from the balanced classes
criterion. Although in this study it is desirable to obtain a balanced segmentation, it is not indispensable, as
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indicated by the fact that best overall segmentations (#259, #260 and #258) perform below segmentations
#272, #189 and #172. This is obviously due to this criterion discarding the most unbalanced segmentations.
ID Conn. Tol. M IU IB IC ID IA OWA rank
#214 Minmax 0.904 2 0.5 0.914 0.297 0.006 0.795 0.6633 234
#246 Minmax 0.911 3 1 0.921 0.290 0.013 0.770 0.7635 19
#248 Minmax 0.918 2 0.5 0.989 0.290 0.011 0.843 0.7052 61
Table 7: Best segmentations according to IC
The best segmentations according to the coherence criterion are included in Table 7. Values obtained by
this criterion are fairly homogeneous and therefore exhibiting a low influence in the process of selecting the
best segmentation in the methodology presented here. Indeed, the classifications discarded with the present
methodology are because of their low performance in other criteria, as illustrated by segmentation #246, which
performs very well in all criteria but ID.
ID Conn. Tol. M IU IB IC ID IA OWA rank
#259 Minmax 0.439 3 1 0.928 0.251 0.528 0.936 0.8423 1
#258 Minmax 0.422 4 1 0.885 0.226 0.425 0.875 0.8103 3
#260 Minmax 0.469 3 1 0.929 0.255 0.363 0.922 0.8208 2
Table 8: Best segmentations according to ID
The best three segmentations with the present methodology are kept using the dependency criterion and
shown in Table 8, which indicated a high significance of this criterion in this methodology. However, it is clear
that rank reversal phenomenon occurs here [73] as segmentation #258 is ranked lower than segmentation #260
in the overall ranking due to its lower performance in the other criteria.
ID Conn. Tol. M IU IB IC ID IA OWA rank
#003 Frank (0.5) 0.055 2 0.5 0.841 0.197 0.001 0.988 0.6926 121
#002 Frank (1.5) 1 2 0.5 0.841 0.197 0.001 0.988 0.6926 122
#001 Frank (3) 0.5 2 0.5 0.842 0.151 0.001 0.988 0.6873 160
Table 9: Best segmentations according to IA
Table 9 includes the best segmentations according to their accuracy. The facts that these segmentations do
not show a high overall rank, and the best overall segmentations in Table 5 exhibit a very high accuracy degree
illustrates that in this case study a great number of segmentations that are quite accurate also perform well in
the rest of criteria.
The present methodology, on the one hand, avoids the predefinition of arbitrary thresholds to decide which
segmentations are taken into account in the application of subsequent criteria. On the other hand, it is clear
that the sequential application of the above set of criteria would have prevented any of the three best overall
classifications obtained with the methodology to have been ranked in those positions. Therefore, the case study
clearly illustrates that the methodology presented avoids discarding segmentations that could be potentially
useful for marketing experts when observed globally.
5. Conclusions
In this paper, an unsupervised learning methodology has been employed to automatically generate a set
of classifications. A set of fuzzy criteria has been proposed, analysed and modelled using a set of indexes to
evaluate the obtained classifications. The properties and usability of the defined criteria have been explained
and proven. The indexes were proposed to be aggregated using an OWA operator guided by a fuzzy linguistic
quantifier that is used to implement in the process the concept of fuzzy majority. This methodology has been
applied to a real marketing case based on a B2B environment, and an analysis of the managerial implications
of the proposed methodology solution was provided.
Future work is oriented towards:
• Using the defined criteria to assess unsupervised learning techniques.
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• Defining and analysing other selection criteria, as well as other aggregation operators for specific real
situations.
• Defining indexes for selection criteria with fuzzy values and their aggregation using fuzzy operators.
• Designing and developing a series of tools that will provide an automatic qualitative description of the
chosen classification.
• Applying the considered methodology to other real problems.
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[9] J. Sánchez Almeida, J. A. L. Aguerri, C. Muñoz Tuñon, A. de Vicente, Automatic unsupervised classifica-
tion of all sloan digital sky survey data release 7 galaxy spectra, The Astrophysical Journal 714 (1) (2010)
487–504.
[10] D. Dubois, H. Prade, A review of fuzzy set aggregation connectives, Information Sciences 36 (1985) 85–121.
[11] F. Chiclana, E. Herrera-Viedma, F. Herrera, A. Alonso, Induced ordered weighted geometric operators
and their use in the aggregation of multiplicative preference relations, International Journal of Intelligent
Systems 19 (2004) 233–255.
[12] F. Chiclana, E. Herrera-Viedma, F. Herrera, A. Alonso, Some induced ordered weighted averaging operators
and their use for solving group decision-making problems based on fuzzy preference relations, European
Journal of Operational Research 182 (2007) 383–399.
[13] J. Fodor, M. Roubens, Fuzzy Preference Modelling and Multicriteria Decision Support, Kluwer, 1994.
[14] F. Herrera, E. Herrera-Viedma, F. Chiclana, A study of the origin and uses of the ordered weighted
geometric operator in multicriteria decision making, International Journal of Intelligent Systems 18 (2003)
689–707.
[15] G. J. Klir, T. A. Folger, Fuzzy Sets, Uncertainty and Information, Prentice-Hall, 1988.
16
[16] V. Torra, The weighted OWA operator, International Journal of Intelligent Systems 12 (1997) 153–166.
[17] V. Torra, Y. Narukawa, A view of averaging aggregation operators, IEEE Transactions on Fuzzy Systems
16 (2007) 1063–1067.
[18] Z. S. Xu, Q. L. Da, An overview of operators for aggregating information, International Journal of Intelligent
Systems 18 (2003) 953–969.
[19] R. R. Yager, On ordered weighted averaging aggregation operators in multicriteria decision-making, IEEE
Transactions on Systems, Man, and Cybernetics 18 (1988) 183–190.
[20] S.-M. Zhou, F. Chiclana, R. I. John, J. M. Garibaldi, Type-1 OWA operators for aggregating uncertain
information with uncertain weights induced by type-2 linguistic quantifiers, Fuzzy Sets and Systems 159
(2008) 3281–3296.
[21] L. A. Zadeh, A computational approach to fuzzy quantifiers in natural languages, Computational & Applied
Mathematics 9 (1983) 149–184.
[22] R. R. Yager, Quantifier guided aggregation using OWA operators, International Journal of Intelligent
Systems 11 (1996) 49–73.
[23] J.-L. Marichal, Aggregation operators for multicriteria decision aid, Ph.D. thesis, Institute of Mathematics,
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