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Abstract
The classical nonlinear shallow-water model (SWM) of an ideal ﬂuid is considered. For the model, a new method for the
construction of mass and total energy conserving ﬁnite difference schemes is suggested. In fact, it produces an inﬁnite family
of ﬁnite difference schemes, which are either linear or nonlinear depending on the choice of certain parameters. The developed
schemes can be applied in a variety of domains on the plane and on the sphere. The method essentially involves splitting of the
model operator by geometric coordinates and by physical processes, which provides substantial beneﬁts in the computational cost
of solution. Besides, in case of the whole sphere it allows applying the same algorithms as in a doubly periodic domain on the plane
and constructing ﬁnite difference schemes of arbitrary approximation order in space. Results of numerical experiments illustrate the
skillfulness of the schemes in describing the shallow-water dynamics.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Consider the classical shallow-water system in the spherical coordinates (,) written in the divergent form [17]
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Here the vector (u, v)T, u = u(,, t), v = v(,, t), determines the velocity of a ﬂuid, H = H(,, t) is the ﬂuid’s
depth, f =f () is the Coriolis acceleration, R is the sphere’s radius, h=h(,, t) is the free surface height, z := √H ,
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U := zu, and V := zv. Besides, it holds h = H + hr , where hr = hr(,) is the underlying relief’s height. Problem
(1)–(3) is being studied on a sphere S, with  as the longitude (positive eastward) and  as the latitude (positive
northward).
It is known that the shallow-water equations (SWEs) describing the dynamics of a non-dissipative and unforced
ﬂuid conserve such integral characteristics as the mass, total (kinetic plus potential) energy, and potential enstrophy
[9,22]. However, numerical solution to SWEs requires a discretization of the continuous equations and a reduction of
problem (1)–(3) to a system of ﬁnite difference schemes. It is crucial that the discrete analogues of all the invariants
of motion usually stop being invariant, and so the numerical solution may contain additional approximation errors and
stimulate nonlinear instability [22]. If the norm related to the total energy is not conserved in time then the numerical
solution may differ considerably from the exact one, especially in case of long-term integration [6]. In order to avoid
the numerical instability effect, conservative ﬁnite difference schemes have to be employed [23].
In the last 40 years there have been suggested several ﬁnite difference schemes that conserve some or other integral
characteristics of the SWEs. Nevertheless, many of thesemethods treat the temporal derivatives in (1)–(3) as continuous
functions, and therefore those schemes stop being conservative when these derivatives are discretized in time and an
explicit temporal approximation is used [1,3,4,10,12–14,21]. More precisely, for the fully discrete model (i.e., discrete
both in time and in space) the citedmethods involve an explicit approximation in time, and hence only ﬁrst-order integral
characteristics, such as the mass, can be conserved. Yet, even if one employs the Crank–Nicolson approximation [2,11]
to conserve the energy, the cited methods turn out to be hard-to-implement.
In this paper we develop a new method for the numerical simulation of shallow-water ﬂows. The method permits
conserving the mass and the total energy for the fully discrete shallow-water systems, as well as can be used both in
the Cartesian and spherical geometries [17,19,20]. The method essentially involves splitting of the model operator by
geometric coordinates and by physical processes [7,8], which provides substantial beneﬁts in the computational cost of
solution. Yet, in case of the whole sphere it allows applying the same algorithms as in a doubly periodic domain on the
plane. The latter is achieved due to the joint use of the splitting method and two different coordinate maps that leads
to solving one-dimensional problems with periodic conditions in each direction. As a result, the numerical algorithm
for the whole sphere does not differ from the corresponding algorithm for a doubly periodic domain on the plane. In
particular, ﬁnite difference schemes of arbitrary approximation order in space can easily be constructed for the whole
sphere in the same way as for a doubly periodic planar domain. Due to specially chosen spatial approximations, each
split system conserves the mass and the total energy. In fact, an inﬁnite family of such schemes is suggested, which are
either linear or nonlinear depending on the choice of certain parameters.
Because of the rigid restrictions on the size of a journal article we will consider the SWEs only on a sphere. A
detailed study of the Cartesian case can be found in [19]. We plan to consider hydrodynamic (initial boundary value)
problems in the next work. However, one particular case of such limited area problems, namely SWEs in a periodic
channel on a sphere, will be considered in the present paper as well.
2. Crank–Nicolson approximation and operator splitting
The differential operator of the shallow-water model (SWM) as a closed system without sources and sinks of energy
is an antisymmetric operator. In order to construct conservative ﬁnite difference schemes, we apply coordinate splitting
of the model operator and separate the process of sphere rotation. Then, we employ the well-known fact that in case of
an evolutional closed system

t
+ A= 0 (4)
with an antisymmetric operator A [5], the only two-layered scheme of the form
n+1 − n

+ A(n+1 + (1 − )n) = 0, 01, (5)
keeping the solution’s norm constant is the Crank–Nicolson approximation (= 12 ) [2]. Although the Crank–Nicolson
scheme is dispersive, this feature is effectively controlled by taking the timestep sufﬁciently small [11]. So, deﬁning
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Fig. 1. The coordinate splitting allows representing the sphere in two different forms, merely by swapping the coordinates (,)(, ). This
permits to use the same algorithm for computing the solution in every direction, keeping the (2N + 1)-diagonal structure of the matrices. The black
arrows show the direction of calculations.
= tn+1 − tn, = k+1 − k , = l+1 − l , Wnkl = W(k,l , tn), as well as
Wkl = W
n+1
kl + Wnkl
2
, (6)
where the symbol W is substituted by the functions h, H, U, V, u, v, and z, we cover the sphere S as follows:
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excluding the pole singularities [23], and involve the operator splitting, ﬁrst considering the equations with respect to
the coordinate , then in , and ﬁnally taking into account the Coriolis terms. For example, for the second-order central
ﬁnite difference scheme in  we will obtain (the second subindex, l, is omitted for clarity where possible)
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(Here cl := R cosl .) The functions Uk±1, Vk±1, and hk±1 are substituted as it is deﬁned in (6), which yields the
Crank–Nicolson approximation. It is noteworthy that although the sphere is obviously not a doubly periodic domain,
this is exactly the method of splitting that allows applying the same numerical algorithm for solving the SWEs in the
direction . Indeed, cover the sphere as follows:
S
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. (11)
582 Y.N. Skiba, D.M. Filatov / Journal of Computational and Applied Mathematics 218 (2008) 579–591
0 50 100 150 200 250 300 350
λ
0 50 100 150 200 250 300 350
λ
Velocity at t = 0 days Velocity at t = 0 days
7800 8000 8200 8400 8600 8800 9000 9200 9400 9600 9800 10000
0 50 100 150 200 250 300 350
0
20
40
60
80
λ
0 50 100 150 200 250 300 350
λ
ϕ 0
20
40
60
80
ϕ
0
20
40
60
80
ϕ 0
20
40
60
80
ϕ
Depth at t = 0 days Depth at t = 0 days
7800 8000 8200 8400 8600 8800 9000 9200 9400 9600 9800 10000
Fig. 2. RH4 initial conditions corresponding to K = (left) and K =/10 (right).
It is evident that the grid covering (11) uses the same nodes as in (7). Such a swap of coordinates (because of the splitting)
allows using periodic boundary conditions in the-direction in the samemanner as in the -direction (Fig. 1). Therefore
we avoid the necessity of imposing adequate boundary conditions at the poles, which is a purely artiﬁcial problem
caused by the spherical coordinate system. As an alternative one could involve the matrix bordering procedure—ﬁrst
to ﬁnd the solution at the poles (boundary points) and then at the rest grid points. However, this would not allow
constructing high-order (fourth-, sixth-, etc.) ﬁnite difference schemes. Unlike these techniques, our approach does
allow increasing the approximation order in space up to an arbitrary, even or odd, integer in both directions [18,20].
Besides, the temporal accuracy of the solution can be improved up to the second order [20]. As for the rotation process,
we will have
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R
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Expressing from (10) Hn+1k and substituting hn+1k = Hn+1k + hrk into (8), we will get
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Table 1
Maximum variation (in %) of the potential enstrophy, K =
Grid Second Fourth
12◦ × 12◦ 2.708 1.699
6◦ × 6◦ 0.768 0.642
3◦ × 3◦ 0.431 0.365
1.5◦ × 1.5◦ 0.290 0.243
Table 2
Maximum variation (in %) of the potential enstrophy, K =/10
Grid Second Fourth
12◦ × 12◦ 2.233 1.302
6◦ × 6◦ 0.575 0.461
3◦ × 3◦ 0.231 0.195
1.5◦ × 1.5◦ 0.094 0.071
and
S1(n) = (uk+1 + uk)Unk+1 − (uk−1 + uk)Unk−1,
S2(n) = zk+2Unk+2 − 2zkUnk + zk−2Unk−2.
If we now deﬁne
ukl = ukl, vkl = vkl, zkl = zkl , (15)
where ukl , vkl , and zkl are also substituted via (6), then all the schemes will remain nonlinear; if
ukl = unkl, vkl = vnkl, zkl = znkl , (16)
then all the schemes will reduce to (2N + 1)-diagonal systems of linear algebraic [19,20] (here N is the spatial
approximation order). For the Coriolis terms we hence also obtain explicit formulas
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Unkl
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Because we employed the Crank–Nicolson approximation, all the derived schemes possess the mass and total energy
conservation laws [18–20]. For example, multiplying (10) by , summing over all the k’s, and taking into account
584 Y.N. Skiba, D.M. Filatov / Journal of Computational and Applied Mathematics 218 (2008) 579–591
10
0
10
1
10
10
0
Grid Size (Degrees)
10
0
10
1
Grid Size (Degrees)
m
a
x
δJ
(t
)
10
10
0
m
a
x
δJ
(t
)
Fig. 3. Convergence rate of the second-order and fourth-order schemes; K = (top) and K =/10 (bottom).
the periodic boundary conditions in , we have (l is ﬁxed)
Mn+1l = 
∑
k
Hn+1kl = · · · = 
∑
k
Hnkl = Mnl , (19)
which shows that the mass conserves in . Further, multiplying (8) by Ukl , (9) by Vkl , and (10) by ghkl ,
summing in k, and taking into account the periodicity, we obtain
En+1l = 
∑
k
1
2
([Un+1kl ]2 + [V n+1kl ]2 + g([hn+1kl ]2 − [hr,kl]2))
= · · · = 
∑
k
1
2
([Unkl]2 + [V nkl]2 + g([hnkl]2 − [hr,kl]2)) = Enl , (20)
that is the energy conserves in  too. Here we substantially use the properties of divergent form of the shallow-water
system [15,16]. Analogous results can be obtained in the second direction, while system (12)–(13) (or (17)–(18) as
well) does not affect the conservation laws. Thus, the derived schemes conserve both the mass and the total energy.
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Fig. 4. Behavior of the potential enstrophy in time on the grid 6◦ × 6◦. Second-order (top) and fourth-order schemes (bottom); K =  (left) and
K =/10 (right).
It is to stress that since under (16) all the conservative schemes are systems of linear algebraic equations with band
((2N + 1)-diagonal) matrices, we can apply fast direct band solvers for their inversion [11]. In other words, all the
schemes admit a non-iterative solution, keeping the mass and the total energy really constant, while iterative methods
would violate the conservation laws.
3. A case of IBVP: periodic channel
The developed approach admits an extension to the case of initial boundary value problem studied in a periodic
channel with vanishing second velocity component at the lateral boundary. Namely, consider system (1)–(3) subject to
the appropriate initial conditions on U, V, and H, periodic boundary conditions in , and the zero Dirichlet boundary
condition onV at the lateral boundary of the channelC={(,) :  ∈ [0, 2), ∈ (1,2)}, i.e.,V |=1=V |=2=0.
In [17] it was shown that if this system is approximated as shown in Section 2, then its mass and total energy will
be kept constant during all the time of modeling. Therefore, aside from being applicable both in planar and spherical
domains, the developed method is ﬂexible from the geometrical standpoint: it can be used for solving shallow-water
problems in doubly periodic domains and periodic channels with zero Dirichlet lateral boundary conditions. It is to
stress that these types of problems are met very often while modeling real atmospherical phenomena, such as, e.g.,
Rossby–Haurwitz waves, ﬂood waves, Kelvin waves propagating at low latitudes along the equator, etc. [22].
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It should be recognized, however, that the most general case of initial boundary value problems is more complicated,
and further studies are needed here. Such kind of problems are principally met in hydrodynamics rather than in (global)
atmospherical applications. We will leave the question of conservative shallow-water schemes for IBVPs for a future
research.
4. Numerical tests
We tested the suggestedmethodwith theRossby–Haurwitzwaves having veriﬁed the funcionality of the second-order
and fourth-order schemes. As the initial condition we took [24]
u = R cos+ RK cos−1( sin2 − cos2 ) cos , (21)
v = −RK cos−1 sin sin , (22)
gh = gh0 + R2A() + R2B() cos + R2C() cos 2, (23)
588 Y.N. Skiba, D.M. Filatov / Journal of Computational and Applied Mathematics 218 (2008) 579–591
–13.2
–13.1
–13
–12.9
–12.8
–12.7
–12.6
–12.5
L
o
g
 E
(t
) 
P
S
–13.2
–13.1
–13
–12.9
–12.8
–12.7
–12.6
–12.5
L
o
g
 E
(t
) 
P
S
Log Energy Power Spectrum
t = 0 days
t = 30 days
Log Energy Power Spectrum
t = 0 days
t = 30 days
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
14
14.1
14.2
14.3
14.4
14.5
14.6
14.7
L
o
g
 J
(t
) 
P
S
Log Potential Enstrophy Power Spectrum
t = 0 days
t = 30 days
0 0.5 1 1.5
14
14.1
14.2
14.3
14.4
14.5
14.6
14.7
log w2
0 0.5 1 1.5
log w2
log w1
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
log w1
L
o
g
 J
(t
) 
P
S
Log Potential Enstrophy Power Spectrum
t = 0 days
t = 30 days
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where
A() = 
2
(2	+ ) cos2 + 1
4
K2 cos2((+ 1) cos2 + (22 − − 2) − 22 cos−2 ), (24)
B() = 2(	+ )K
(+ 1)(+ 2)cos
((2 + 2+ 2) − (+ 1)2 cos2 ), (25)
C() = 142 cos2((+ 1) cos2 − (+ 2)). (26)
We had h0 = 8000m, the maximum velocity was 10m/s. We considered the case  = 4,  = 7.848 × 10−6 s−1. We
took K = and K =/10 (Fig. 2). The parameter K stands for the non-zonal component of the solution; the smaller
K the more zonal character of the ﬂow, and vice versa. For different spatial grids the timestep was chosen to be such
that the dimensionless grid number was always of order O(1) in order for the ﬁnite difference approximations to be
accurate.
In Tables 1 and 2 there aremaximumvariations of the potential enstrophy (deﬁne ‖
J (t)‖C[0,T ] := maxt∈(0,T ] 
J (t))
for different schemes (in %). It is seen that in both cases the fourth-order scheme provides more accurate solutions than
the second-order one. In Fig. 3 we show the convergence rate as a function of the maximum enstrophy variation vs. the
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spatial grid spacingr (the temporal grid spacing, ,was beingvaried appropriately to keep the grid number to be of order
O(1)).We plot these data in a logarithmic scale. For both solutionswe have a power law of the form ‖
J (t)‖C[0,T ]=r;
it is especially clear in the bottom ﬁgure (K =/10). This, in particular, results in ‖
J (t)‖C[0,T ] → 0 when r → 0.
In Fig. 4 we plot graphs of variations of the potential enstrophy in time. All the curves oscillate in certain intervals,
without unbounded growth or decay. In Fig. 5 there are several solutions corresponding to various time moments (in
days). One may see that all the ﬁelds are smooth, as it should be for RH4 waves [24].
Apart from the Rossby–Haurwitz wave, we tested the method on highly unbalanced randomly distributed initial
data whose mean values satisﬁed the geostrophic balance with h = 1000m, maximum variation of h was 80m, and
maximum velocity variation was nearly 2m/s (cf. [12]).
On the grid 3◦ × 3◦, maximum variation of the potential enstrophy was about 0.0116% for the second-order scheme
and 0.0111% for the fourth-order one. In Fig. 6 we plot the graphs of log10(J (t) − J (0))/J (0) for both schemes. It
can be seen that the high order scheme produces a solution that moves to a J (t)-steady state faster than the solution
provided by the low order scheme does. Yet, compared to [12], on both schemes the splitting-based approach provides
more accurate results in the J (t)-variation (0.011% vs. 0.05%).
In Fig. 7 we plot power spectra of the total energy and potential enstrophy at t = 0 and 30 days corresponding to
the second-order scheme (logarithmic scale). The results are averaged in frequencies 1, 2. In Fig. 8 we plot the
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similar results corresponding to the fourth-order scheme. One can see that for both schemes there are no apparent
energy cascades nor evident enstrophy buildups taking place at any scale—the curves at t = 30 days are of a chaotic
behavior and resemble those at t = 0 days, while the latter, being consistent with the randomly distributed initial data,
demonstrate the white noise.
5. Conclusion
A new method for the construction of conservative ﬁnite difference schemes for the SWM has been developed. The
model was studied on a sphere. Our approach is based on the use of the method of splitting of the model equations into
three simple subproblems in each (small) time interval. The splitting is accompanied with the Crank–Nicolson scheme
for the discretization of each split subproblem in time. An inﬁnite family of ﬁnite difference schemes of arbitrary order
in space was constructed, which are either linear or nonlinear depending on the choice of certain parameters. Unlike all
the existing schemes conserving integral characteristics when considered in semidiscrete forms, the method permits to
construct fully discrete mass and total energy conservative shallow-water schemes. The method provides satisfactory
numerical results on the classical Rossby–Haurwitz tests, as well as on randomly distributed shock initial conditions.
Numerical implementation of the developed method is very cheap from the computational standpoint since it only
requires solving linear systems with (2N + 1)-diagonal matrices, which can be done by employing direct band linear
solvers. Yet, the joint use of the splitting method and different coordinate maps allows computing the solution on the
whole sphere using the same numerical algorithm as in a doubly periodic planar domain, avoiding the question of
imposing adequate boundary conditions at the poles, performing matrix bordering, or carrying out any other undesired
procedures that may violate the conservation laws, reduce the solution accuracy, or increase its cost.
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