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This paper describes chaotic behaviour in a single loop feedback system of low 
order. The system is particularly simple, and because it is piecewise linear, and 
hence can be understood globally, a description of the flow much more complete 
than usual can be given. An orbit structure is suggested for the system after a minor 
approximation is considered. The approximation gives two equivalent discrete one- 
dimensional maps of the interval to itself, and these maps are discussed in the light 
of recent work. The validity of the approximation is confirmed by computer 
simulation. 
INTRODUCTION 
That chaotic behaviour occurs in some systems of ordinary differential 
equations is well known [l-3]. It is also known that chaotic behaviour can 
be seen in some single loop feedback systems without input [4]. The 
examples discussed in [4] were constructed with a feedback system that had 
as a linear part a high-dimensional approximation to a time delay. However, 
Riissler has shown the presence of chaos in a three-dimensional single loop 
feedback system with a feedback function which is piecewise linear [S]. In 
this paper we study a family of such systems, one member of which is 
Rossler’s original example. 
Of course no satisfactory definition of chaos has yet been given. We shall 
use the word simply to mean that computer simulation of a system gives 
output which appears not to be attracted either to a stable periodic orbit or 
to a stable point, but which appears nonetheless to be bounded for all time. 
Various explanations for such behaviour are available. For example, 
dynamical systems theory provides examples of systems which can be 
proven to contain a strange attractor [6] and the study of one-dimensional 
maps of the interval to itself yields various theorems (and many open 
questions) about possible orbit structures for these maps [ 7-91. In Li and 
Yorke’s paper [IO], the word “chaos” was used to describe a situation in 
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which orbits of all periods existed simultaneously, though no statements were 
made about their stability. 
As yet, no completely rigorous statements exist about the complete orbit 
structure of any chaotic system of ordinary differential equations, and we 
make no claim to have done any better in this paper. However, by studying a 
system which is easily visualised we hope to give a better intuitive 
understanding of one of the ways in which chaos can be generated in three- 
dimensional flows. 
We study a one parameter family of equations, which describe a family of 
three-dimensional single loop feedback systems, and extract a family of one- 
dimensional discrete maps of a line to itself which approximates our original 
systems. We use this family of discrete maps to predict (accurately) the 
behaviour of our system. The fact that each member of our family consists of 
two linear systems glued together ensures that we know that nothing strange 
is happening outside the part of three-dimensional space that we will study. 
THE SYSTEM 
We shall study the system of equations 
1, -= f(x3) - XI 3 
&=x1 --X2, 
x3 * =x2-x3, 
FIG. 1. The nonlinear feedback function f(.). 
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where 
j-(x& = -8.4x, + 3.35, x3 < 317, 
= 8.4rx, - 0.25 - 3.6r, x3 2 317, 
where r is a real parameter 
For some values of the parameter r, the system gives chaotic output under 
computer simulation. This system of equations describes a single loop 
feedback system with linear transfer function l/(1 + s)” and nonlinear 
feedback function f. No further use will be made of the feedback formalism 
in this paper, but it is interesting to consider the results of this paper in the 
light of remarks in [4, 111. 
GENERAL DESCRIPTION 
Each member of the given family of systems consists of two linear systems 
glued together along the plane xj = 3/7. Let us call this plane P. Above the 
plane P the trajectories are governed by one set of three-dimensional linear 
equations and below the plane P by another set. Since our piecewise linear 
function f(m) is continuous at 3/7, on the plane P the two linear systems 
correspond: this ensures that trajectories crossing the plane P will do so 
smoothly (C’ smoothly if differentiation is done with respect to time). 
We oan calculate trajectories in either of the half-spaces generated by P as 
accurately as we wish, and for trajectories remaining (temporarily or 
permanently) in either half-space we can write analytic solutions covering 
the whole period the trajectories remain there. 
The first thing to notice is that each half-space (let us call x3 > 3/7 
“upstairs,” and x3 < 3/7 “downstairs”) contains an equilibrium point, 
corresponding to the two solutions of f(x) =x. For the range of values of 
the parameter r which we have specified both these equilibrium points are 
unstable. Thus our only hope of finding trajectories that remain bounded for 
all time (other than the two stationary trajectories and the trajectories that 
tend towards the unstable points, which we shall ignore from now on) is that 
there will be trajectories that are thrown away from one unstable point, 
through the plane P, and that once on the other side they will be thrown 
away from the other equilibrium point back through the plane P, and so on. 
We will see that such trajectories exist, and that they can be bounded. 
Let us consider the separate linear parts of the system more closely. The 
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“downstairs” system, which remains the same in all members of our family, 
proves the most illuminating. 
“Downstairs” we have one real negative eigenvalue, ,?, = --- 3 .- Jr;, where 
E t 0.016, and a complex conjugate pair of eigenvalues, L2, L2, with positive 
real part E. (I, = E + ii(8.4)r’“(3ji!‘.) Thus we expect that “downstairs” tra 
jectories will be strongly attracted to the unstable manifold (complex eigen- 
plane), and that on the unstable manifold they will spiral slowly outwards. 
Therfore we know that, provided the “downstairs” unstable manifold 
intersects the plane P, which it does, all trajectories starting ‘*downstairs” 
will eventually intersect the plane P. (We are ignoring trajectories that tend 
towards the unstable point along the stable manifold.) Furthermore, provided 
they start moderately close to the “downstairs” unstable manifold, we can be 
sure that when they do intersect the plane P, they will do so fairly close to 
the line of intersection between the plane P and the “downstairs” unstable 
manifold. 
“Upstairs” we have one real positive eigenvalue ((8.4~)“” - 1) and a 
complex conjugate pair of eigenvalues with negative real part 
(--I - f(8.4r)Y3 k Q~(8.4r)~~ 3’j2). Thus trajectories “upstairs” will tend to 
spiral quite quickly towards a “strong” unstable manifold (eigenvector j. The 
“upstairs” part of the system is divided into two parts by the “upstairs” 
stable manifold (eigenplane). One part contains the half of the unstable 
FIG. 2. The plane P (x, = 3/7) for r = 19. y is the line x2 = 3/7. Trajectories passing 
through the plane above this line will be travelling upwards. Betow this line they will-be 
travelling downwards (i.e., xI is deer&sing). a is the intersection of the “downstairs” unstabk 
manifold with the plane P. p is the intersection of the “upstairs” stable manifold with the 
plane P. 
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manifold which, starting at the equilibrium point, goes obliquely upwards 
towards intinity; the other contains the half which, starting at the equilibrium 
point, points obliquely downwards and intersects the plane P. Provided 
trajectories start in the latter part of the “upstairs” half-space, we know they 
will intersect the plane P eventually. The situation is illustrated for r = 19 in 
Fig. 2. Trajectories passing through the plane P above the line y will be 
travelling upwards. Below the line y they will be travelling downwards. 
Our general description can be concluded as follows. Trajectories passing 
“downstairs” through the plane P (i.e., passing through the plane below the 
line r) will, after some number of revolutions “downstairs,” intersect the 
plane P again close to the line a and above the line y; i.e., they will lie near 
the half-line starting at X in the direction XZ (see Fig. 2). 
Those trajectories near W,,Z have fallen in the “wrong” part of the upper 
half-space and will be lost forever. However, those falling near XW,, (in the 
quadrilateral ABCD, say) will inevitably strike the plane P again, 
somewhere below the line y. Therefore we have identified a region of the 
plane P, namely, the quadrilateral ABCD, which we know moves under the 
flow up, down through the plane P, and up again. Furthermore, we know 
that on arriving back at the plane P, points originally in ABCD will be 
somewhere in the region AEFB. If, in fact, they lie in the region ABCD we 
will have found a collection of permanently bounded trajectories. We will 
also know from the Brouwer Fixed Point Theorem [ 121 that there is at least 
one periodic trajectory. 
AN APPROXIMATION AND SOME PREDICTIONS 
We have already noted that “downstairs” the attraction towards the 
unstable manifold is quite strong whilst the outward spiralling on the 
unstable manifold is rather slow. We will assume that the attraction 
“downstairs” towards the unstable manifold can be taken to be infinite and 
that therefore all trajectories passing upwards through the plane P do so on 
the half-line starting at X in the direction XZ. (See Fig. 2.) 
First, for various values of the parameter Y, we use a computer to 
determine, for 100 trajectories starting at points on the lines XW,., the next 
point of intersection of these trajectories with the plane P. (Notice that the 
point W, moves along the line XZ with changing r,) Figure 3 shows points 
W,. and the results of this computation for some values of r between 2 and 
27. For convenience we have used 4, to denote the first return map of the 
plane P to itself, where it is defined. 
Since we are assuming that once “downstairs” trajectories are instan- 
taneously attracted to the unstable manifold, we project Fig. 3 onto the 
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FIG. 3. The plane P. The IV, are the points of intersections of the line a with the upstairs 
stable manifolds for various values of r. The arcs ),(A%‘,) are the first returns to the plane P 
of the lines XIV, for various values of r. 
“downstairs” unstable manifold. The result is shown in Fig. 4 after a coor- 
dinate change given by 
l/b 1 -2b 
l-l/b -I-2b 2b+b2 
l/b* W 1 
(Here a = 3.3519.4, the “downstairs” equilibrium point, and 
b = -(8.4)“‘.) 
After this coordinate cha@e the differential eqtledions “downstair$’ are 
Y, = Y2, 
j2 = -(l + b + b’)y, + 2&y,, E + 0.016, 
$3 = (b - 11~3 
and the intersection of the “mtairs” uncl&bk manif& with the p&e P 
is given by the line y3 = 0, y, = -3b(3/7 -a) (the line AB in Fig. 4). The 
trajectory drawn in Fig. 4 is a computer generated trajectory passing through 
the point X. 
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FIG. 4. Figure 3 projected onto the “downstairs” unstable manifold after a change of 
coordinates. 
Our simplifying assumption therefore enables us to reduce the problem to 
one dimension. We can use either computer simulation or analytic approx- 
imation to define a one-dimensional map of the line AX (Fig. 4) to itself for 
various parameter values. Figure 5 shows examples of computer simulation 
generated maps for r = 2, r = 9, r = 26 and r = 30. From Fig. 5 we can 
immediately make some predictions, based on what we already know about 
one-dimensional maps of the real line to itself. 
For r = 2 we will expect a stable orbit of “period” 1. We will hope to find 
a trajectory, with a domain of stability, that goes “upstairs,” once round 
“downstairs,” and then back upstairs again. Computer simulation of the 
system shows such an orbit. (See Fig. 6a). 
For r = 19 a counting argument of the type used by Preston [ 131 indicates 
that we can expect to find orbits of all periods and many non-periodic orbits 
as well. Here we are counting period units in our real system as being the 
number of times that the trajectory passes “upstairs” in each complete orbit. 
We do not know which, if any, of these orbits will be stable, and can expect 
that for some parameter values of r near 19 we will see orbits of various 
periods that are stable, and that for other values of r near 19 computer 
simulation will not show up any stable periodic orbits, but rather the pseudo- 
random oscillations usually described as chaos. Figures 6c and d show 
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FIG. 5. First return maps for the line XW, in Fig. 4 for the rtpproximation to the real 
system. (a) r = 2, (b) r = 19, (c) r = 26, (d) r = 30. 
computer generated output for simulations of the real system for I = 14.9 
and for r = 19.0. 
For r between 2 and the value when the chaotic regime commences we 
expect a series of “doubling” bifurcations of the type discussed by many 
authors [4,9, 141. Figure 6b shows a period 2 stable orbit for r =9 and 
computer simulation of the real system does show further bifurcations to 
stable orbits of periods 4, 8, 16, etc. 
For Y = 26 and r = 30 examination of Fig. 5c suggests that most trajec- 
tories will be lost after a finite number of iterations. Any iterate fakting on a 
part of the curve which lies above the line yz 5 W, represents a trajedory 
which has fallen in the wrong part -of the up@airs h&mGe in our real 
system. We can calculate an approximate vatue of r at which we expect 
trajectories to start being lost. This will be the value of r which puts W, just 
above the point Y in Fig. 4. (Y is the point where the computer drawn 
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FIG. 6. Computer simulations of the system for various values of the parameter r. The 
trajectories are plotted in the x1, x3 plane and those parts of the trajectories lying above the 
plane P have had their vertical distance from that plane multiplied by 10. (a) r = 2, (b) r = 9, 
(c)r = 14.9, (d) r = 19.0. 
trajectory strikes the line AB. The part of #,(XW,) nearest X lies just to the 
right of this trajectory, so the first return of XW, to itself will be just a little 
longer than XY.) W, equals Y when r =: 25.7, and computer simulation of 
the system shows unbounded trajectories for r > 25.5. Of course, for r > 25.7 
there still exist bounded periodic orbits (Fig. 5c suggests there will be at least 
four orbits of period 1) but since most are likely to be unstable, and since 
any high period orbit or aperiodic orbit will eventually have an iterate falling 
on the part of the curve which is “out of bounds,” we should not be surprised 
that computer simulation shows exclusively unbounded orbits. 
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As r increases further, more and more of the unstable but bounded 
periodic orbits will be lost and eventually there will be no bounded orbits at 
all. (This will happen when all the intersections of the curves in Fig. 5 with 
the line y = x fall above the line JJ= W, . This will happen eventually as the 
points W, get closer and closer to X with increasing r. j 
As we have seen, all the predictions we have made with our approximate 
one-dimensional system are confirmed by computer simulation of the real 
system. At the very least our approximation is giving us a good model of the 
general types of behaviour we can expect from the real system. 
AN ALTERNATIVE ONE-DIMENSIONAL MAP 
The maps shown in Fig. 5 are discontinuous, and whilst we can say quite 
a lot about such maps [ 151, much more work has been done on continuous 
maps of the interval to itself. We can find such a map in our system if, 
instead of considering the map of the line XA in Fig. 4 to itself, we do the 
same things for lines such as OA in the same figure. In fact, for eaeh r we 
will consider the first return map of the line 0 I#‘, to itself. These maps, for 
the same parameter values as used in Fig. 5, are shown in Fig. 7. 
From these figures we can make the same predictions as before. Notice, 
however, that the definition of period that arises naturally from these maps is 
quite different, when applied to our real system, from the deftnition that 
arose naturally from the maps in Fig. 5. In the former case we count the 
number of revolutions perfomed downstairs in the whole orbit (and effec- 
tively ignore how many times we ,go “upstairs”) and in the latter case we 
count only how many times we go “upstairs” (and ignore how many times 
we revolve downstairs between each such rising). For example, using the 
definition which arises naturally from Fig. 5 we have many orbits of period 
3. Some are shown schematically in Fig. 8. Those shown perform sequences 
1-2-1-l-, l-2-3-1-, and 1-2-2-l-, respectively, of “downstairs” 
revolutions between each passage upstairs, and therefore represent periods 4, 
6, and 5 if we consider period in the sense defined by the maps in Fig. 7. 
Of course there do exist period 3 orbits in the “revolutionary” sense: they 
are shown in Fig. 9 and are equivalent to the period (in the other sense) 1 
orbit 3-3-3-3-, and the period 2 orbit 2-1-2-I -. .. . 
Metropolis el al., 181, as well as Derrida et al. [ 17], have developed 
techniques which allow one to label orbits in maps such as those in Fig. 7 by 
sequences of L’s and R’s (or O’s and l’s) depending on whether a point of the 
orbit falls to the left or to the right of the hump. They give tech&ques for 
finding all allowable sequences for certain classes of functions having the 
origin as an unstable fixed point, i.e., when f(0) = 0. In the maps of Fig. 7, 
f(0) > 0. We could have arranged for the origin to be an unstable fixed point 
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FIG. 7. First return maps for the line OW, in Fig. 4 for the approximate system. (a) r = 2, 
(b) r = 19, (c) r = 26, (d) r = 30. 
by considering the first return map of a line from the origin to W,, instead of 
the lines OW, as in Fig. 7. Effectively this makes no difference since we are 
only interested in those parts of Fig. 7 which lie inside the dotted axes (since 
once inside all the trajectories remain there), and so we are studying maps 
with f(0) > 0 in any case. In our case f(0) is sufficiently greater than zero 
that there is only room for two iterates in a row to lie to the left of the hump, 
i.e., we are disallowing any sequence with more than two L’s in a row. This 
is clear from examining Fig. 4: our system cannot revolve more than three 
times before passing “upstairs,” and on the last revolution before going 
“upstairs,” the equivalent one-dimensional iterate must be to the right of the 
hump. 
It is tempting to think that we could construct similar systems which 
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FIG. 8. Some period 3 orbits on a map like Fig. 5b. 
FIG. 9. Two period 3 orbits on a map like Fig. 7b. 
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allowed an increasing number of revolutions downstairs, merely by moving 
the slope of our function f(.) for x3 < 3/7 from -8.4 up towards -8. This 
would mean that the “downstairs” spiralling was slower and the images of 
the lines XW, in Figs. 4 would cross more spirals. However, what actually 
determines the number of revolutions permitted “downstairs” (once the 
system is in a “steady” state) is the number of spirals that the image of the 
line XY crosses, and as the system is altered in the way suggested the line 
XY gets shorter sufficiently fast that it does not seem possible to find 
systems of this kind that revolve more than three times “downstairs.” 
THE REAL SYSTEM 
If our system behaved exactly (rather than approximately) like its one- 
dimensional approximation, it would be possible for us to say a great deal 
about the bifurcation and orbit structure both after and before the chaotic 
regime commences (r z 12). The work of Derrida et al. and Metropolis et al. 
is largely independent of the details of the shape of the map they are 
studying, and could easily be extended to cope with the fact that the origin is 
not a fixed point. However, our system is only approximately described by a 
one-dimensional map. Instead of a discrete map which maps the line to itself 
we have a two-dimensional map of a rectangle to a “walking stick” shaped 
area. Such a map can be extracted from our real system by considering the 
first return map of a small rectangle constructed above (i.e., perpendicular to 
the plane of the figure) the line OA in Fig. 4. 
Such a map is shown in Fig. 10. These maps have been discussed by 
Rossler [ 18, 191 but as yet no one knows much about their precise orbit 
structure. Clearly the present paper shows that for certain crude predictions, 
these maps function much as the approximate one-dimensional maps do, but 
how much of the theory will carry over is uncertain. The main problem is 
that where the one-dimensional maps stretch all intervals, the walking stick 
shaped maps contain (near the bend) a zone of compression, and what effect, 
if any, this has on the stability of various orbits (and the existence of others) 
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FIG. 10. A walking stick map. 
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is unknown. Derrida et al. [7 ] suggest that the contraction of areas by such 
maps may eventually reduce them to essentially one-dimensional maps, and 
this seems plausible. Consequently we can expect that in “most” cases where 
we see chaotic behavior we actually have a stable periodic orbit of undetec- 
tably high period. 
DOUBLE SIDED CHAOS 
We have observed chaos in a system which consists of a slow outward 
spiralling (“downstairs”) and one reinjection map into the spiral 
(“upstairs”). We may sensibly ask what happens if we provide more than 
one reinjection map into the spiral in such a way that trajectories sometimes 
use one map, and sometimes another. 
We can easily construct such a system with two reinjection maps by 
making the system vertically symmetrical about the “downstairs” 
equilibrium point. Effectively we add a “basement” which ads an the system 
in the same way as the “upstairs” half-space does. The feedback function 
f( .) for such a system is shown in Fig. 11. We shall not analyse this system 
here. However, computer simulation of the system for a parameter value 
Y = 19 is shown in Fig. 12. The system does behave chaotically (as far as we 
can see) and the trajectory’s journeys “upstairs” and “into the basement” 
seem to occur in a random sequence. 
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FIG. 11. ,f(.) for double sided chaos. 
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FIG. 12. Double sided chaos for r = 19. The trajectory is plotted in the x,, x3 plane. 
Those parts of the trajectory lying above the plane P (x3 = 3/7), or below the plane P’ (x, = 
(7.7/9.4) - (3/7)) have their vertical distances from those planes multiplied by 10. 
CONCLUSION 
We have studied a one parameter family of three-dimensional simple loop 
feedback systems that show chaotic behaviour for some parameter values. 
We have described the members of the family, which each consists of two 
linear systems glued together, and shown how to construct two alternative 
but equivalent one-dimensional maps of the line to itself which approximate 
the system. We have used the very simple real structure to illustrate the 
differences between these two maps and to interpret them in terms of work at 
present in progress on such maps. We have used what we know about such 
maps to make accurate predictions about the behaviour of our real system 
and have suggested that the accuracy of the predictions probably indicates 
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that our system has an orbit and bifurcation structure similar to that found 
in chaotic one-dimensional maps, The simplicity of the system suggests that 
other chaos producing systems may be constructed in similar ways. We have 
described one such system and indeed wonder how many of the “types” of 
three-dimensional chaos described by Rossler could be constructed simply 
by gluing linear systems together. We have pointed out that an advantage of 
dealing with linear systems is that we can be sure that nothing odd is 
happening in a place where we are not looking. With nearly all the nonlinear 
chaotic examples in the literature this is not the case. 
We have taken note of the fact that the systems describe a family of 
feedback systems, the relevance of which has already been discussed in 14 1. 
Perhaps progress being made in this field will provide tools for studying such 
systems. 
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