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Inhibitory projection neurons in the deep cerebellar
nuclei (DCN) provide GABAergic input to neurons of
the inferior olive (IO) that in turnproduceclimbingfiber
synapses onto Purkinje cells. Anatomical evidence
suggests that DCN to IO synapses control electrical
coupling between IO neurons. In vivo studies suggest
that they also control the synchronyof IOneurons and
play an important role in cerebellar learning. Here we
describe the DCN to IO synapse. Remarkably, GABA
release was almost exclusively asynchronous, with
little conventional synchronous release. Synaptic
transmission was extremely frequency dependent,
with low-frequency stimulation being largely ineffec-
tive. However, due to the prominence of asynchro-
nous release, stimulation at frequencies above 10 Hz
evoked steady-state inhibitory currents. These pro-
perties seem ideally suited to transform the firing rate
of DCN neurons into sustained inhibition that both
suppresses the firing of IO cells and regulates the
effective coupling between IO neurons.
INTRODUCTION
Inhibitory synapses between the deep cerebellar nuclei (DCN)
and cells in the inferior olive (IO) regulate the firing of IO neurons
that play a central role in motor learning. IO neurons provide an
instructive signal for long-term depression of granule cell to Pur-
kinje cell synapses that is thought to be necessary for correcting
inappropriate motor output (Ito, 2001; Raymond et al., 1996;
Thompson, 2005). Gap-junction coupling between IO neurons
promotes synchronous firing in a manner that is thought to allow
coordination of cerebellar learning across muscle groups. Inhibi-
tion from theDCNregulates theactivityof IOneuronsandcontrols
the extent of synchronous firing of IO cells (Lang et al., 1996).
Despite the importance of this synapse to motor control, nothing
was known about the properties of the DCN to IO synapse.
Here we describe the DCN to IO synapse and find that the
properties of this synapse are highly unusual. Most synapses
provide rapid and transient currents as a result of the highly
synchronous release of neurotransmitter that lasts for just a few
milliseconds after action potential invasion (Sudhof and Rizo,1996). Usually, there is also a small asynchronous component
of release (Atluri and Regehr, 1998; Geppert et al., 1994; Goda
and Stevens, 1994) that persists for tens to hundreds of millisec-
onds (Atluri and Regehr, 1998; Barrett and Stevens, 1972; Cohen
and Van der Kloot, 1986; Goda and Stevens, 1994; Hefft and
Jonas, 2005; Lu and Trussell, 2000; Rahamimoff and Yaari,
1973; Van der Kloot and Molgo, 1994; Zengel and Magleby,
1981; Zucker and Lara-Estrella, 1983), and during low-frequency
stimulation asynchronous rates are usually about 1%of synchro-
nous rates (Atluri and Regehr, 1998; Barrett and Stevens, 1972;
Chen and Regehr, 1999; Erazo-Fischer et al., 2007; Goda and
Stevens, 1994). At some synapses, phasic release dominates
at low frequencies and asynchronous release becomes impor-
tant at high frequencies (Hefft and Jonas, 2005; Lu and Trussell,
2000), whereas in one case phasic release is accompanied by
sufficient asynchronous glutamate release to evoke prolonged
spiking in the postsynaptic target (Iremonger and Bains, 2007).
Here we show that the DCN to IO synapse is remarkable in that
it lacks a prominent component of phasic release at all frequen-
cies. This is in sharp contrast to most inhibitory synapses in the
brain that mediate rapid feedback and feedforward inhibition
(Blitz and Regehr, 2005; Gabernet et al., 2005; Lawrence and
McBain, 2003; Luna and Schoppa, 2008; Mittmann et al., 2005;
Pouille and Scanziani, 2001; Tepper et al., 2008).
At the DCN to IO synapse we find that low-frequency stimula-
tion evokes extremely small, unreliable responses that lack
a synchronous component. However, at stimulus frequencies
corresponding to firing rates of DCN neurons seen in vivo (20–
100 Hz) (Gardner and Fuchs, 1975; LeDoux et al., 1998;McDevitt
et al., 1987; Rowland and Jaeger, 2005; Thach, 1970), inhibition
is powerful as a result of both facilitation and a highly prolonged
time course of release. What distinguishes the DCN to IO
synapses described here is the extreme domination of asynchro-
nous release at all frequencies. The slowly developing, sustained
DCN to IO inhibition appears to be specialized to provide
a strong, continuous suppression of the instructive signal
provided by climbing fibers and to regulate the synchronous
firing of IO neurons.
RESULTS
Inhibitory Synapses onto IO Neurons Exhibit
Regional Diversity
We compared the synaptic properties of GABAergic synapses
onto neurons in three regions of the IO. The IO is divided intoNeuron 62, 555–565, May 28, 2009 ª2009 Elsevier Inc. 555
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Asynchronous GABA Release in the IOthe dorsal and ventral principal olives (DPO and VPO), the
dorsal and medial accessory olives (DAO and MAO), and
various smaller subnuclei including the dorsal cap of Kooy
(DCK) (De Zeeuw et al., 1998). The DCK, DAO, and DPO have
been implicated in the vestibulo-ocular reflex (Alley et al.,
1975), eye-blink conditioning (Thompson et al., 1997), and
limb and posture movements (Thach et al., 1992), respectively.
GABAergic projection neurons within the deep cerebellar and
vestibular nuclei appear to provide all of the inhibitory input to
the IO. Lesion of these regions rapidly depletes GAD immuno-
reactivity in the IO (Fredette and Mugnaini, 1991), and it does
not appear that GABAergic interneurons are common within
the IO (De Zeeuw et al., 1998; Fredette et al., 1992; Nelson
and Mugnaini, 1988). Inhibitory projections from a vestibular
nucleus to the DCK have been shown to give rise to conven-
tional synaptic currents (Balaban and Beryozkin, 1994; De
Zeeuw et al., 1993; Gerrits et al., 1985; Urbano et al., 2006),
whereas projections from the DCN to the IO that provide inhibi-
tion within the DAO and the DPO have not previously been char-
acterized.
Inhibitory postsynaptic currents (IPSCs) were recorded from
excitatory projection neurons within the DCK, DAO, and DPO,
Figure 1. Inferior Olive Neurons Receive GABAergic
Synapses with Unusual Slow Properties
(A–C) Schematics of slice preparations illustrate recording and
stimulation sites within the dorsal cap of Kooy (DCK; A, gray),
dorsal accessory olive (DAO; B, gray) and dorsal principal olive
(DPO; C, gray) of the IO.
(D–F) Images of neurons within the DCK (D), DAO (E), and
DPO (F).
(G–I) Representative averaged picrotoxin-sensitive inhibitory
synaptic currents (IPSCs) recorded from DCK (G), DAO (H),
and DPO (I) neurons evoked by 1 (top, left), 20 (middle), or
50 (bottom) Hz trains of 20 stimuli. Average currents for 1 Hz
stimulation are shown (G–I, top, right).
(J–L) Summary plots of the peak (closed circles) and baseline
(open circles) currents for each stimulus for cells collected as
in (G)–(I) (n = 5 cells per region). Data are normalized to the
average peak of the currents during 1 Hz stimulation for
each region. Data are means ± SEM.
and inhibitory synapses were activated by stimu-
lating with glass pipettes placed in the neuropil
(Figures 1A–1C). Because subthresholdmembrane
potential oscillations make it difficult to record
synaptic currents from neurons in the IO of older
animals, and it is difficult to record from DCK
neurons at all in older animals, we initially per-
formed experiments using brain slices from young
rats (P12). Synaptic currents were evoked in the
presence of glutamate receptor antagonists.
Although the chloride reversal potential in unper-
turbed IO cells is 80 mV (Figure S1 available on-
line), in our experiments we used a high chloride
internal solution and the chloride reversal potential
was either20 or 0 mV. All of the synaptic currents
recorded in the various regions of the IO were
blocked by picrotoxin (50 mM), indicating that they were medi-
ated by GABAA receptors.
The appearance of neurons and the synaptic properties differ
markedly in different regions of the IO. DCK neurons have
a bipolar appearance that differs substantially from the highly
branched dendrites of DAO and DPO neurons that tend to curve
back toward the soma (Figures 1D–1F) (Foster and Peterson,
1986; Urbano et al., 2006). As shown previously (Urbano et al.,
2006), neurons in the DCK receive conventional fast
GABAergic synapses (Figure 1G). Trains consisting of 20 stimuli
at 1, 20, or 50 Hz evoked synaptic responses that exhibited small
stochastic variability in their amplitudes, but inhibitory synapses
onto DCK cells neither facilitated nor depressed strongly
(Figure 1G). In contrast, IPSCs recorded from DAO and DPO
neurons were strongly frequency dependent. Stimulation at
1 Hz produced very little current (Figures 1H and 1I, top), while
stimulation with 20 or 50 Hz trains produced much larger
currents. Responses evoked by high-frequency stimulation
had a prominent slow component and did not return to baseline
between stimulation (Figures 1H and 1I). Traces have been
aligned by stimulation time resulting in different timescales for
each trace. Scale bars are provided for comparison of the time556 Neuron 62, 555–565, May 28, 2009 ª2009 Elsevier Inc.
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Asynchronous GABA Release in the IOcourse of responses. The properties of inhibitory responses
evoked by trains are summarized by plotting the peak ampli-
tudes of the IPSC following each stimulus in the train (Figures
1J–1L, closed circles), and the amplitudes of the synaptic current
just prior to stimulation (Figures 1J–1L, open circles). The ampli-
tudes arenormalized to the IPSCamplitudeevokedby1Hzstimu-
lation. The lack of use-dependent plasticity in the DCK was
Figure 2. GABA Release onto DPO Neurons Is Unusually Frequency
Dependent and This Characteristic Is Not Developmentally
Restricted
(A–D) IPSCs evoked by 1, 2, 5, 10, 20, 50, or 100 Hz trains of 20 stimuli were
recorded from DPO neurons in slices from P23–25 rats. T-type calcium and
Ih currents were pharmacologically blocked to prevent subthreshold mem-
brane potential oscillations from obscuring IPSCs.
(A) Representative averaged traces of currents recorded from a DPO cell are
shown. Tick marks indicate stimulation times.
(B) Summary plots of the peak (closed circles) and baseline (open circles)
currents for each stimulus normalized to the average peak for 1 Hz stimulation
(n = 5 cells) are shown.
(C) Representative traces of the average evoked IPSC following each of the
last ten stimuli from the cell in (A) are shown.
(D) A summary plot of the average peak (closed circles) and average baseline
(open circles) of the last ten stimuli in the train at each frequency for cells in (B).
Data are means ± SEM.apparent (Figure 1J). The prominence of facilitation and the large
sustained DC component of the synaptic current during high-
frequency stimulation were apparent in both the DAO and the
DPO (Figures 1K and 1L). Previous work has shown that DCK
cells lack many of the defining characteristics of IO neurons,
including low-threshold calcium currents, Ih currents, and
subthreshold membrane potential oscillations (Urbano et al.,
2006). Given the differences in the intrinsic properties of DCK
versus DAO and DPO neurons, it is therefore particularly inter-
esting that the GABAergic inputs onto DCK cells also differ
greatly from those onto DAO and DPO cells.
Thus, GABAergic synapses in the IO have heterogeneous
release characteristics. Most notably, DAO and DPO neurons
receive unusual strongly facilitating synapses, with synaptic
currents evoked by high-frequency trains having an exception-
ally large sustained component, in contrast to DCK neurons
that receive conventional inhibitory synapses.
Inhibitory Synapses in the DPOHave Unusual Properties
We went on to determine whether the properties of inhibitory
synapses in the DAO and DPO shown in Figure 1 reflect an
immature developmental state or whether they are also present
in older animals (P23–25) where forms of learning dependent
upon the IO, such as eye-blink conditioning, can be observed
(Nicholson and Freeman, 2003). One of the difficulties in studying
synapses in the DAO and DPO is that the membrane potential
of these cells oscillates and this property becomes more prom-
inent with age (Bleasel and Pettigrew, 1992). Previous work has
shown that the low-threshold calcium and Ih currents contribute
to this phenomenon (Bal and McCormick, 1997; Llinas and
Yarom, 1981a, 1981b, 1986). We found that blocking T-type
calcium channels (50 mM NiCl) and HCN channels (2 mM
CsCl) did not affect inhibitory synaptic currents recorded from
young animals, reversibly suppressed subthreshold membrane
potential oscillations, and thereby allowed us to examine the
properties of inhibitory synapses in more mature animals
(Figure S2).
Inhibitory synapses onto DPO cells from P23–25 animals were
similar to those in young animals. IPSCs onto DPO cells were
evoked with 20 stimuli at 1, 2, 5, 10, 20, 50, and 100 Hz (Figure 2).
The synapses showed strong facilitation, and IPSCs were
greatly enhanced as the stimulus frequency was increased. In
addition, as the stimulus frequency was increased beyond
5 Hz the transient peak currents evoked by each stimulus were
accompanied by a DC shift in the baseline current. Stimulation
at 50 and 100 Hz produced currents that were dominated by
summation of the responses to individual stimuli (Figure 2). As
shown in Figure 2C,when the time courses of the traces between
the stimuli are compared, the contribution of phasic release is
exceedingly small. Although current traces shown in Figure 2A
appear to have a phasic component at stimulation frequencies
from 1 to 20 Hz, this is an artifact of the compression of the time-
scale. Thus, as in younger animals, more mature DPO cells
receive inhibitory inputs with pronounced facilitation that have
an exceptionally large shift in the DC baseline when stimulated
at high frequency. Furthermore, we found that synapses onto
cells in the DAO (P23–25) exhibited IPSCs that were similar to
those observed in the DPO (n = 4 cells, data not shown).Neuron 62, 555–565, May 28, 2009 ª2009 Elsevier Inc. 557
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Asynchronous GABA Release in the IOFigure 3. GABA Release onto DPO Neurons Is Asynchronous
(A) Averaged traces from a representative cell in which IPSCs were evoked
with 1 Hz stimulation (left) and spontaneous IPSCs (sIPSC; right) were
recorded prior to each stimulation trial. One Hertz stimulation resulted in an
IPSC with a tdecay of 38 ms (red; left). The average sIPSC had a tdecay of
6 ms (red; right).
(B–G) IPSCs were evoked with trains of 180 stimuli at 1 Hz. Stimulus intensity
was adjusted to allow identification of unitary events, which is possible
because events are not time locked to stimulation. (B) Raw traces from a repre-
sentative cell are shown (gray) with their average (black). Arrowhead indicates
stimulation time. (C) Consecutive individual trials from (B) are shown. Tick
marks indicate the event times as determined by our analysis routine. (D) A
histogram (left) of the event amplitudes from (B) is shown. Raw traces of
nonoverlapping events from (B) are shown (gray; D, right, top) with their
average (black). The average event is shown (black; D, right, bottom) with an558 Neuron 62, 555–565, May 28, 2009 ª2009 Elsevier Inc.Release at Inhibitory Synapses in the DPO
Is Asynchronous
Several mechanisms could contribute to the properties of the
recorded IPSCs. One possibility is that the prominent gap-junc-
tion coupling between cells in the IO alters the apparent proper-
ties of release. We tested this possibility by examining inhibition
in mice without connexin 36, which are known to lack electrical
coupling in the IO (Deans et al., 2002; Long et al., 2002). Inhibi-
tory synaptic currents recorded from connexin 36-deficient
DPO cells are similar to those recorded in rats (Figure S3), indi-
cating that the slow properties of IPSCs recorded from IO cells
do not result from filtering through gap junctions.
Another concern is that the properties of the evoked synaptic
currents might arise somehow from stimulation within the IO. We
therefore performed experiments in which DCN inputs were acti-
vated with a stimulus electrode placed outside of the IO
(Figure S4). In these experiments, it was necessary to use hori-
zontal slices, which were better suited to preserving the DCN
fibers within the slice. We found that IPSCs activated by stimu-
lating outside of the IO have similar properties to those recorded
with local stimulation (Figure S4).
It is also possible that prominent asynchronous release might
contribute to the observed properties of evoked synaptic
currents. Examination of the time course of the average re-
sponse to many trials of 1 Hz stimulation (Figure 3A, left) sug-
gested that release was not time locked to stimulation. This was
even more apparent when the decay t was compared between
these evoked responses (tdecay = 38 ms) and spontaneous
IPSCs (tdecay = 6 ms; Figure 3A, right). We therefore examined
transmission under conditions that allowed us to detect the
timing of each evoked quantal event. IPSCs were evoked with
low-intensity stimulation at 1 Hz for 3 min. Individual unitary
events had conventional characteristics with fast rise times
and fast decay time constants (time to peak = 1.6 ms, tdecay =
6 ms) (Figure 3D, right). Individual quantal events were observed
for tens of milliseconds after stimulation (Figures 3B and 3C).
Such asynchronous release has been observed at many other
synapses. It is highly unusual, however, that a phasic component
of release is not apparent (Figures 3E–3G). At most conventional
synapses, even those where asynchronous release has been
studied, release rates are approximately 100 times higher in
the first few milliseconds than they are 10 ms later (Atluri and
Regehr, 1998; Barrett and Stevens, 1972; Chen and Regehr,
1999; Erazo-Fischer et al., 2007; Goda and Stevens, 1994).
The histogram of the number of events detected as a function
of time could be approximated with an exponential decay with
a time constant of 32 ms (Figure 3G). Moreover, even when
external calcium concentration was increased to 3 mM, the
time course of GABA release was unaltered and phasic release
was not apparent (Figure S5). Thus, release of GABA onto
DPO cells during low-frequency stimulation occurs asynchro-
nously without a phasic component.
exponential fit to the decay (red; tdecay = 6 ms). (E) A raster of the event times
for the data in (B). (F) A histogram of the events per trial for the data in (B) (bin
width = 2.5 ms). (G) A summary histogram of experiments (n = 10 cells) as per-
formed in (B)–(F) with an exponential fit to the decay (red; tdecay = 32 ms).
Data are means ± SEM.
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We also examined the mechanism underlying the prominent
steady-state component of synaptic current observed during
high-frequency trains. IPSCs were stimulated with trains of
20 stimuli at 1, 5, 10, 20, 50, and 100 Hz and the time constant
of decay of the IPSC was determined using exponential fits
(Figure 4A). The time constant was significantly different at 1
and 5 Hz from 10, 20, 50, and 100 Hz (one factor ANOVA, p <
0.05; Figure 4B). The time constant went from 37 ± 1 ms at 1
and 5Hz to 68 ± 8ms at 10, 20, 50, and 100 Hz. This prolongation
of the time course of the IPSC contributes to the strong
frequency dependence of this synapse.
Two different mechanisms could account for the prolongation
of the IPSC decay: (1) GABA could pool and lead to a prolonged
extracellular GABA signal or (2) asynchronous release could be
further prolonged. Previous studies at other synapses have
shown that neurotransmitter pooling can occur during high-
frequency, high-intensity stimulation resulting in extracellular
spillover and prolongation of synaptic currents (Bergles et al.,
1999; Carter and Regehr, 2000; Tzingounis and Wadiche,
2007). This predicts that the prolongation of the time course of
IPSC decay following high-frequency trains will be dependent
upon the stimulus intensity. Conversely, if the time course of
asynchronous release is further prolonged during high-frequency
trains, this should be apparent in the timing of individual release
events observed following high-frequency stimulation.Wedistin-
guished between these two possibilities by examining GABA
release during 50 Hz trains. IPSCs were evoked with 20 stimuli,
and low stimulus intensities were used to allow detection of
Figure 4. GABA Release Is Further Slowed during
>5 Hz Trains
(A and B) IPSCs were evoked with trains of 20 stimuli at 1, 5,
10, 20, 50, and 100 Hz. (A) Representative averaged trace of
50 Hz trials is provided with an exponential fit to the decay
(red; tdecay = 53 ms). (B) A bar plot of the decay t for 1, 5,
10, 20, 50, and 100 Hz trains is shown (n = 5 cells).
(C–J) IPSCs were evoked with trains of 20 stimuli at 50 Hz. (C)
Raw traces from a representative cell are shown (gray) with
their average (black). Stimulus intensity was adjusted to allow
identification of unitary events. Tick marks indicate stimulation
times. (D) A bar plot of the decay t for low- and high-intensity
stimulation with 50 Hz trains. (E) A raster of the event times for
the data in (C). (F) A raster of event times for quanta released
during the interstimulus interval for the last ten stimuli during
each trial in (E). (G) A histogram of the events per trial for the
data in (E) (bin width = 10 ms). (H) A histogram of the event
times for (F) (bin widths = 1 ms). (I) A summary histogram of
experiments (n = 6 cells) as performed in (C) with an exponen-
tial fit to the decay (red; tdecay = 65 ms). (J) A summary histo-
gram of event times during the interstimulus interval for the last
ten stimuli during each trial as in (H) for the data in (I). An expo-
nential fit to the decay (red; tdecay = 2ms) is provided. Data are
means ± SEM.
unitary events (Figure 4C). Representative indi-
vidual trials are shown in Figure S6. The mean
synaptic charge evoked with low-intensity stimula-
tion was 11.3 ± 1.9 pC versus 110.1 ± 21.7 pC for
currents evoked with high-intensity stimulation.
Thedecay timecourse of the averageof the lowstimulus intensity
trains (tdecay = 62 ± 7 ms) was similar to that for high-intensity
stimulation (tdecay = 70 ± 12 ms) at this frequency (Figure 4D).
Interestingly, similar to events evoked with 1 Hz trains, event
times compiled over many trials did not indicate obvious primary
phasic release events time locked to stimulation (Figures 4E, 4G,
and 4I). To more carefully examine whether a phasic release
event could be resolved, we compiled the event times immedi-
ately following each of the last ten stimuli of each train (Figures
4F, 4H, and 4J). Interestingly, a very small phasic component
(6% of total events) could be resolved (Figure 4J). To determine
if a prolongation of the release rate could account for the slowing
of currents during 50 Hz trains, we fit the decay of the average
event time histogram with an exponential fit. We found that the
decay of release was roughly double that for 1 Hz stimulation
(tdecay = 65 ms versus 32 ms) (Figures 3G and 4I). Thus, stimula-
tion with trains with a frequency of >5 Hz results in IPSCs with
a prolonged decay. Furthermore, this prolonged decay results
from a further slowing of release at this inhibitory synapse.
Another important property of these synapses is that they
exhibit paired-pulse facilitation, consistent with the initial proba-
bility of release being low.We examined the time course of facili-
tation at this synapse using pairs of stimuli with time intervals
ranging from 10 ms to 2 s (Figures 5A and 5B). Maximum facili-
tation (paired-pulse ratio, PPR of 2.6 ± 0.2) occurred for stimuli
separated by 100 ms, and considerable facilitation was present
even for intervals of 1 s. Even though themagnitude of facilitation
was not exceptionally large, facilitation at this synapse was
unusually slow to develop and long lasting.Neuron 62, 555–565, May 28, 2009 ª2009 Elsevier Inc. 559
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Asynchronous GABA Release in the IOResidual calcium is known to play an important role in facilita-
tion at other synapses (Zucker and Regehr, 2002). We examined
the role of residual calcium in facilitation at DPO synapses by
introducing EGTA into presynaptic boutons. EGTA buffers
calcium and limits the duration and amplitude of residual
calcium, but because it binds calcium slowly it has little effect
on the high local calcium signal near open calcium channels
that is responsible for the rapid neurotransmitter release that
occurs at most synapses. Bath application of the membrane-
permeant form of EGTA (EGTA-AM) led to EGTA accumulation,
thereby strongly affecting the properties of transmitter release.
As shown for a representative experiment, EGTA (Figure 5C)
reduced the magnitude of the initial evoked IPSCs by approxi-
mately 50%, while reducing the time to peak. EGTA had an
even larger effect on the second IPSC. EGTA greatly attenuated
the magnitude of facilitation (Figure 5D). Because our internal
recording solution contained the high-affinity fast-binding
calcium chelator BAPTA (20 mM), these effects resulted from
changes in presynaptic calcium buffering. Thus, the magnitude
of facilitation is dependent upon residual calcium signaling.
The effect of EGTA on the time course of the evoked IPSC
(Figure 5C) suggests that residual calcium plays an important
role in the asynchronous release of neurotransmitter at this
synapse. We examined the time course of evoked transmitter
release by examining the effect of EGTA on the timing of unitary
events evoked by low-frequency stimulation. IPSCswere evoked
at 1 Hz for 3min prior to EGTA-AM application (t =3–0min). We
then applied EGTA-AM and repeated the 1 Hz, 3 min stimulation
1 min (t = 1–4 min), and 5 min (t = 5–8 min) after commencing
EGTA-AM application. Responses with this timing, but in control
conditions were stable (Figure 6A). EGTA did not affect the peak
release observed shortly after stimulation (0.27 ± 0.09 events/
bin/trial compared to 0.28 ± 0.09 events/bin/trial). In contrast,
EGTA decreased the number of late events following stimulation
(Figures 6B–6D) and the time constant of decay of the averaged
histogram of timing of unitary events decreased from 31 to 6 ms
(Figure 6D). Thus, the prolonged GABA release during low-
frequency trains of presynaptic action potentials is dependent
upon residual calcium signaling.
DISCUSSION
Here we describe the properties of the DCN to IO synapse. The
most remarkable aspect of this synapse is that it consists almost
exclusively of asynchronous release. As a result of this slow
release combined with a low initial probability of release,
synaptic currents evoked at low-frequency are extremely small.
However, at high frequencies, summation of quantal events
occurs resulting in a prominent current that carries little informa-
tion regarding the timing of presynaptic activity. These proper-
ties seem ideally suited to transform the firing rate of DCN
neurons into steady-state synaptic inhibition within the IO.
Release at the DCN to IO Synapse Is Almost
Exclusively Asynchronous
At all synapses, the quantal events have a more rapid rise and
decay time than averaged evoked responses, largely as a result
of asynchrony in the release of neurotransmitter (Chen and Re-
gehr, 1999; Diamond and Jahr, 1995; Isaacson and Walmsley,
1995; Katz and Miledi, 1965). In some circumstances, additional
prolongation of evoked responses can result from pooling of
neurotransmitter (Bergles et al., 1999; Carter and Regehr,
2000; Tzingounis and Wadiche, 2007). Here we see an extreme
mismatch between the time course of quantal events and the
time course of average evoked responses that can be entirely
accounted for by the timing of transmitter release.
In contrast to other synapses, there appears to be no compo-
nent of synchronous release at stimulus frequencies of 20 Hz and
below. Furthermore, even when extracellular calcium was
elevated to 3 mM, which is expected to provide higher local
presynaptic calcium levels that might promote rapid vesicle
fusion, there seems to be no contribution from synchronous
Figure 5. Slow IPSCs ShowProlongedResidual Calcium-Dependent
Facilitation
(A andB) Pairs of IPSCswere evoked (Dt = 10, 20, 40, 100, 150, 200, 400, 1000,
1500, and 2000ms). (A) Representative averaged traces of paired pulses given
with a Dt of 150, 400, and 1000 ms are shown. Tick marks indicate stimulation
times. (B) A summary plot of paired-pulse ratios (PPR) is provided (n = 5–10
cells per point).
(C and D) Baseline responses were recorded with aDt of 10 and 150ms before
application of EGTA-AM (100 mM) after which responses were recorded with
a Dt of 10, 40, 150, 400, and 1000 ms. (C) Representative averaged traces
are shown before (gray) and after (black) EGTA-AM application. Tick marks
indicate stimulation times. (D) A summary plot of PPRs in control (black
open circles; data from B), baseline prior to EGTA-AM (gray) and EGTA-AM
(black closed circles; n = 5 cells) conditions. Data are means ± SEM.560 Neuron 62, 555–565, May 28, 2009 ª2009 Elsevier Inc.
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Asynchronous GABA Release in the IOrelease for 1 Hz stimulation (Figure S5). This stands in marked
contrast to other synapses that have been studied, where both
synchronous and asynchronous release are present. The contri-
butions of asynchronous and synchronous release can be char-
acterizedbydetermining for eachcomponent either the fractional
contribution to overall synaptic charge or the peak release rate.
Asynchronous release typically contributes less than 10% of
the overall synaptic charge for low-frequency stimulation (Atluri
and Regehr, 1998; Chen and Regehr, 1999; Goda and Stevens,
1994), and in one case it has been shown to contribute half of
all synaptic charge (Iremonger and Bains, 2007). But because
synchronous release is so brief, the differences in the peak
release rates are much more pronounced, and the peak rates
of synchronous release are typically about 100 times that of asyn-
chronous release (Atluri and Regehr, 1998; Barrett and Stevens,
1972; Chen and Regehr, 1999; Erazo-Fischer et al., 2007; Goda
andStevens, 1994). Thus, theDCN to IO synapse is extraordinary
in the lack of a prominent synchronous component of release.
The lack of a prominent synchronous release component is
equally as unusual as the exaggerated asynchronous release
at this synapse. The molecular mechanisms underlying synchro-
nous and asynchronous release are distinct (Geppert et al.,
1994; Nishiki and Augustine, 2004; Saraswati et al., 2007; Xu
et al., 2007; Yoshihara and Littleton, 2002). In addition, the
calcium signals that trigger these phases of release differ: high
calcium near open voltage-gated calcium channels triggers
synchronous release (Chad and Eckert, 1984; Fogelson and
Zucker, 1985; Matthews, 1996; Roberts et al., 1990; Simon
and Llinas, 1985), whereas residual calcium signals of tens to
hundreds of nanomolar trigger asynchronous release (Zucker
and Regehr, 2002). Thus, there are two possible mechanisms
for the lack of a prominent synchronous component. One
possible reason is that this synapse may lack the calcium
sensors involved in synchronous release (Xu et al., 2007). The
properties of this synapse are similar to those of synapses in
which fast synaptotagmins have been deleted through genetic
manipulations (Geppert et al., 1994; Xu et al., 2007). The second
possibility is that the molecular machinery is similar to that
present at other synapses but that the local calcium signals
that drive synchronous release are absent because of strong
calcium buffering or because calcium channels and release sites
are separated by relatively large distances. The sensitivity of the
late synaptic release to slow calcium buffering with EGTA
suggests that residual calcium signaling dominates release
dynamics at this synapse.
Factors that Contribute to the Frequency Dependence
of Release
Several aspects of this synapsemake it particularly well suited to
conveying inhibitory responses when DCN neurons fire at fre-
quencies observed in vivo (Gardner and Fuchs, 1975; LeDoux
et al., 1998; McDevitt et al., 1987; Rowland and Jaeger, 2005;
Thach, 1970). One aspect is the delayed release of neurotrans-
mitter. For 1 Hz stimulation, release rates decay with a time
constant of 32 ms, and there is no sign of a rapid component
of synchronous release.We have shown that when DCN neurons
fire with an interspike interval close to this time constant the
synaptic currents summate, resulting in a DC-like current. This
occurs at relatively low frequencies compared to neurons in
the auditory system, where neurons fire hundreds of times
a second (Lu and Trussell, 2000). This is consistent with the
time course of delayed release and summation being matched
to each cell’s firing rate. Another important point is that for
high-frequency stimulation the time course of delayed release
is further prolonged (Figure 4). Finally, these synapses exhibit
robust and long-lasting facilitation that allows synaptic
responses to build during trains. Together these factors allow
DCN to IO synapses to encode high-frequency stimulation
above 20 Hz as relatively steady currents whereas frequencies
below 5 Hz produce relatively modest responses.
Although the asynchronous release is dominant at all frequen-
cies at this synapse, during 50Hz stimulation there is a very small
Figure 6. Slow Release of GABA Results
fromPresynapticResidualCalciumSignaling
(A–D) Unitary IPSCs were evoked in response to
1 Hz stimulus trains as in Figure 3. (A) Histogram
plots of mean event times per trial with exponential
fits to the decay (red) are shown in control condi-
tions from Dt = 3–0 min (left; tdecay = 35 ms),
Dt = 1–4 min (middle; tdecay = 34 ms), and Dt = 5–
8 min (right; tdecay = 35 ms). (B–D) Recordings
were performed as in (A) with EGTA-AM (100 mM)
application begun at Dt = 0 min. (B) Raster plots
of event times are shown for a representative
example. (C) Histogramplots of event times per trial
for the data shown in (B) are provided. (D) Histo-
gram plots of mean event times per trial with expo-
nential fits to the decay (red) are shown in baseline
conditions from Dt = 3–0 min (left;
tdecay = 31ms), and atDt = 1–4min (middle; tdecay =
16ms) and Dt = 5–8 min (right; tdecay = 6 ms) during
EGTA-AM application begun at Dt = 0 min as in (B)
and (C). Histogram bin widths = 2.5 ms. Data are
means ± SEM.Neuron 62, 555–565, May 28, 2009 ª2009 Elsevier Inc. 561
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release (Figure 4J). This is very different behavior than has
been described at other synapses where asynchronous release
is less prominent at low-frequency and high-frequency stimula-
tion desynchronizes release (Atluri and Regehr, 1998; Hefft and
Jonas, 2005; Lu and Trussell, 2000; Scheuss et al., 2007).
However, even for 50 Hz stimulation this rapid component of
release accounts for only 6% of total release and as a result
contributes to only minor fluctuations in current amplitude.
Functional Consequences of Asynchronous Release
at Other Synapses
Previous studies have suggested two main functional roles for
asynchronous release. First, asynchronous release can prolong
the influence of a presynaptic neuron, as in the dentate gyrus
where high-frequency stimulation evokes release with an asyn-
chronous component that leads to long-lasting inhibition (Hefft
and Jonas, 2005). For excitatory synapses in the hypothalamus,
prolonged glutamate release allows brief high-frequency bursts
of activity in neurons to trigger prolonged spiking in their targets
(Iremonger and Bains, 2007), which may promote peptide
release from the target cell. Second, asynchronous release can
allow some synapses to function in two distinct ways, where
timing matters at low frequency, but where precise timing is
unimportant at high frequencies. This is illustrated by an auditory
synapse where phasic release is prominent at stimulus frequen-
cies of 50 Hz and below, while asynchronous release dominates
above 100 Hz (Lu and Trussell, 2000). This can lead to a relatively
smooth inhibitory tone with minimal influence of the precise
timing of individual action potentials at high frequencies. Here
we describe a synapse where desynchronization of release
also appears to be important. However, in contrast to the emer-
gence of asynchrony at high frequencies, at the DCN to IO
synapse asynchrony is preserved throughout all activation
frequencies, and the synapse does not make a transition from
phasic to asynchronous release.
Functional Consequences of the DCN to IO Synapse
The properties of the DCN to IO synapses we describe here have
important implications for cerebellar processing. Activity in the
IO leads to activation of climbing fiber synapses between IO
neurons and Purkinje cells in the cerebellar cortex that provides
an instructive signal for long-term depression of granule cell to
Purkinje cell synapses that is necessary for adaptation of incor-
rect motor output (Ito, 2001; Raymond et al., 1996; Thompson,
2005). The slowly developing, sustained DCN to IO inhibition
appears to be specialized to provide a strong, continuous
suppression of climbing fiber activity. This sort of suppression
is important in eye-blink conditioning, where DCN to IO inhibition
mediates a crucial feedbackmechanism by actively suppressing
the instructive signal provided by IO activity after learning has
occurred (Bengtsson and Hesslow, 2006; Hesslow and Ivarsson,
1996; Kim et al., 1998).
Neurons within the IO fire at very low frequency, and the timing
of their firing must be regulated in order to produce appropriate
motor learning. DCN synapses influence when IO neurons fire,
but several properties of IO neurons and DCN synapses suggest
that they must do this in a very different way than conventional562 Neuron 62, 555–565, May 28, 2009 ª2009 Elsevier Inc.fast inhibitory synapses. First, IO neurons have intrinsic proper-
ties that suppress burst firing (Urbano et al., 2006), so that there
is no need for rapid inhibition. Second, intrinsic interneurons are
exceedingly rare within the IO (De Zeeuw et al., 1998; Fredette
et al., 1992; Nelson and Mugnaini, 1988), suggesting that rapid
feedback and feedforward inhibition do not play an important
role in controlling the firing of IO neurons. Finally, as we show
here, inhibitory input from the DCN lacks phasic release and is
well adapted to controlling IO output in a sustained manner.
Another defining feature of IO neurons is that they are strongly
electrically coupled by gap junctions (Llinas et al., 1974; Sotelo
et al., 1974). Consequently, populations of IO neurons tend to
fire synchronously (Bell and Kawasaki, 1972; Sasaki et al.,
1989; Welsh et al., 1995), which is thought to allow coordination
of cerebellar learning across muscle groups. The observation
that the genetic disruption of gap-junction coupling results in
deficits in locomotion as well as eye-blink conditioning (Van
Der Giessen et al., 2008) suggests that synchronous firing medi-
ated by electrical coupling of IO neurons is crucial to many
aspects of cerebellar function. Anatomical and systems-level
studies suggest that the DCN to IO synapse plays an important
role in regulating the synchronous firing of cells within the IO.
The observation that GABAA receptor blockade within the IO
promotes synchronous firing of IO neurons in vivo suggests
that GABAA receptors normally tend to reduce the extent of
gap-junction coupling (Lang, 2002; Lang et al., 1996). The highly
unusual ultrastructural arrangement of inhibitory synapses onto
IO neurons, in which half of the inhibitory synapses within the
IO occur within glomerular structures containing multiple gap-
junction-connected dendritic spines (de Zeeuw et al., 1989; de
Zeeuw et al., 1990; De Zeeuw et al., 1998), is consistent with
inhibitory synapses regulating gap-junction coupling.
The unusual properties of the DCN to IO synapses are there-
fore important not only for direct inhibition of individual IO cells,
it is also likely that they regulate the degree of coupling between
IO neurons, thereby regulating their tendency to fire synchro-
nously. The properties of DCN to IO synapses described here
suggest that low rates of DCN firing would result in very little inhi-
bition, strong electrical coupling, and a high degree of synchro-
nous firing. As the firing rate of neurons in the DCN increases, the
inhibition onto IO cells also increases. This would tend to both
suppress firing within IO cells and decrease coupling. The
slow, sustained inhibition provided by the DCN to IO synapse
iswell suited to providing amore stable decoupling of IO neurons
than transient shunting provided by conventional phasic release.
Thus, ironically, it is the prominent asynchronous release at the
DCN to IO synapses that may regulate the degree of synchro-
nous firing in IO neurons.
EXPERIMENTAL PROCEDURES
Tissue Preparation
Sprague Dawley rats were either transcardially perfused under ketamine/xyla-
zine with an ice-cold sucrose solution consisting of (in mM) 82.7 NaCl, 23.8
NaHCO3, 71.2 sucrose, 23.7 glucose, 2.4 KCl, 1.4 NaH2PO4, 6.8 MgCl2, and
0.5 CaCl2 or decapitated under isoflurane anesthesia. Brains were quickly
removed and placed in ice-cold sucrose solution. The brainstem was isolated
and placed on its dorsal surface on an agar block. The agar block was cut so
that the brainstem would lean forward 30 toward the blade when placed
Neuron
Asynchronous GABA Release in the IOupright on the slicing pedestal. 250 mm thick sections containing the IO
were cut and transferred to the recording solution that consisted of (in mM)
125 NaCl, 26 NaHCO3, 25 glucose, 2.5 KCl, 1.25 NaH2PO4, 1 MgCl2, and
2 CaCl2. Slices were incubated for 45 min at 32
C and then allowed to cool
to room temperature. All solutionswere bubbledwith 95%O2/5%CO2. Experi-
ments were performed at 34C–35C using an in-line heater (Warner, Ham-
den, CT). Recording solution flow rates were 3.5–4 ml/min. P12 rats were
used for experiments in Figure 1. IPSCs in Figure 1 are mediated by GABAA
receptors as they are the difference of control traces and traces recorded in
picrotoxin (50 mM). Currents recorded in the presence of picrotoxin were in
general small. P23–25 rats were used for all other experiments unless noted.
Images of neurons in Figure 1 were collected on a two-photon microscope
using Alexa 594 (50 mM) added to an internal recording solution that consisted
of (inmM) 135Kmethane sulfonate, 10HEPES, 2Mg-ATP, 0.4 Na-GTP, and 14
phosphocreatine (tris) and was adjusted to 310 mOsm and pH = 7.3. All
procedures involving animals were approved by the Harvard Medical Area
Standing Committee on Animals.
Electrophysiology
Whole-cell voltage-clamp recordings were obtained from neurons using a
Multiclamp 700A (Molecular Devices, Union City, CA). Recording pipettes
had a resistance of 1.9–3.2 MU when filled with internal recording solution.
Cells were held at 70 mV. The internal recording solution for voltage-clamp
experiments in Figure 1 consisted of (in mM) 66 Cs methane sulfonate,
38 CsCl, 20 CsBAPTA, 4 CaCl2, 15 HEPES, 0.2 EGTA, 1 MgCl2, 15 TEA-Cl,
2 Mg-ATP, 0.3 Na-GTP, 10 phosphocreatine (tris), and 2 QX-314 and was
adjusted to 315 mOsm and pH = 7.3. The internal recording solution for all
other voltage-clamp experiments consisted of (inmM) 110CsCl, 20 CsBAPTA,
4 CaCl2, 15 HEPES, 0.2 EGTA, 1 MgCl2, 15 TEA-Cl, 2 Mg-ATP, 0.3 Na-GTP,
10 phosphocreatine (tris), and 2 QX-314 and was adjusted to 315 mOsm
and pH = 7.3. IPSCs were evoked in the presence of NBQX (5–10 mM) to block
AMPA receptors, R-CPP (5 mM) to block NMDA receptors, CGP 55845 (2 mM)
to block GABAB receptors, strychnine (1 mM) to block glycine receptors and
AM251 (2 mM) to block CB1 receptors.
Vehicles were balanced across solutions during bath application of phar-
macology. DMSO concentrations were below 0.001%. CGP 55845, NBQX,
R-CPP, AM251, and picrotoxin were purchased from Tocris Cookson (Ellis-
ville, MO). EGTA-AM, Alexa 488, Alexa 594, and CsBAPTA were purchased
from Invitrogen (Carlsbad, CA). All other chemicals were purchased from
Sigma (St. Louis, MO). Connexin 36 knockout mice were kindly provided by
Dr. David Paul of Harvard Medical School.
Data Acquisition and Analysis
Recordings were filtered at 3 kHz and sampled at 20 kHz with a 16-bit A/D
converter (ITC-18, InstrutechCorp., PortWashington,NY). All analysiswasper-
formed using custom macros written in Igor Pro (Wavemetrics, Lake Oswego,
OR). Stimulus artifacts were blanked for clarity within all figures. Statistical
significancewas determinedwith t tests andANOVAs. Student Newman-Keuls
tests were used for post hoc analysis. Statistical significance was defined as
p < 0.05. All data are expressed as means ± SEM.
SUPPLEMENTAL DATA
Supplemental Data include six figures and can be found with this article online
at http://www.neuron.org/supplemental/S0896-6273(09)00321-3.
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