Let F ∈ C 1 (Ω, C) be a not necessarily open function on a Euclidean manifold Ω such that F obeys the strong maximum modulus principle in a bilateral sense defined in the paper and does not attain weak local minimum on a submanifold M ⊂ Ω. We prove that the polynomial ring C[F ] satisfies the strong maximum modulus principle on M. We also give a sufficient condition for subspaces of polyanalytic functions to have constant modulus spaces containing only constants.
Introduction
The paper consists of two parts. In the first part of this paper (Section 2) we provide polynomial rings generated by not necessarily open functions which obey the strong maximum modulus principle such that this principle is preserved. The second part (Section 3) concerns constant modulus families and conditions for reduction to constants. The maximum principle referred to in the first part is the following. Definition 1.1 Let M, K be real or complex Euclidean manifolds. A family of continuous functions A ⊂ C(M, K) is said to obey the strong maximum modulus principle if whenever f ∈ A attains weak local maximum it holds true that f is constant. By a weak local maximum at a point p 0 ∈ M, we mean that there exists a domain U ⊂ M, p 0 ∈ U, such that max z∈U |f (z)| ≤ |f (p 0 )| , and for simplicity we denote by |·| the norm in both M and K. When K = R we replace |f | by f .
Our first main result is given in Section 2.1 and concern cases of not necessarily open functions F ∈ C 1 (M, K) where M, K are real or complex manifolds (spaces generated by open functions are more tractable, see Observation 2.1). In particular we give sufficient conditions on F such that for K = C the polynomial ring C[F ] satisfies the strong maximum modulus principle (see Theorem 2.7).
In the second part (Section 3) we consider functions which have composition with generalizations of the norm, which are globally constant and conditions for rings where each member must be constant. In connection to this we also give a sufficient condition for subspaces of polyanalytic functions to have constant modulus spaces containing only constants, see Proposition 3.5.
Preliminaries on Section 3
Let M be a Euclidean manifold, K = R n or C n , and let f ∈ C(M, 2 ) > 0, for (x 1 , x 2 ) = (0, 0), and f (0, 0) = 0, thus f does not attain weak local maximum at any point.
A transversality condition
For basics on transversality 1 see e.g. Hirsch [6] . Observation 1.3 Let M, K be real or complex Euclidean manifolds and let f ∈ C 1 (M, K). Assume that ∀p ∈ M there is a real C 1 -curve γ ⊂ M passing p such that f | γ (which is necessarily connected because of continuity, i.e. it is either the point {f (p)} or a curve in
where ∂B(|f (p)|) denotes the sphere in K. Then f obeys the strong maximum modulus principle.
Of course it is the transversality condition which is the main obstacle. Example 1.4 Consider first the perhaps simplest case, namely M a (real or complex) Euclidean manifold and K = R. Because by continuity the restriction of f to any real curve p ∈ γ ⊂ M has connected image, we have that either f is constant along that curve or the image contains an open interval
, so f obeys the strong maximum modulus principle. The condition that f (γ) ∩ ∂B(|f (p)|) here simply reduces to (because ∂B(|f (p)|) is simply the end points of an in- 
Remark 1.5
The conditions of Observation 1.3 are not necessary for the strong maximum principle to hold. Namely if there exists p ∈ M through which there passes no submanifold γ along which the image of f intersects ∂B 0 (|f (p)|) transversally then the image of f must attain either a weak local maximum or a weak local minimum at p, so Observation 1.3 gives an equivalence to satisfying the strong maximum modulus principle only for maps which never attain either weak local maximum nor weak local minimum unless they are constant (e.g. linear maps).
Sometimes we shall use the term strictly increasing to one side along a curve γ passing p and by this we mean that is γ is parametrized according to (−1, 1) t → z(t) and |f (z(t))| is strictly increasing on t ∈ [0, 1). Note that given p ∈ M, if there does not exists any such curve then the function must attain weak local maximum (since the modulus would necessarily be non-increasing in every direction) thus reduce to a constant by the strong maximum modulus principle.
Maximum modulus polynomial rings
We begin with an observation. 
satisfies the strong maximum modulus principle.
Question: Let M, K be Euclidean manifolds. Does there exists interesting polynomial rings over the field C which obey the strong maximum modulus principle and contain a non-open map?
Since such a ring 2 containing one non-open map f automatically contains at least all of C[f ] our primary concern is this smallest necessary case.
The not necessarily open case
Let M be a real or complex Euclidean manifold, K = C n and define the componentwise product f · g :
This binary operator is componentwise C-linear. We can thus turn the C-vector space C(M, K) into a C-algebra by defining multiplication by a complex scalar µ ∈ C according to µf := (
Observation 2.2 Let M be a real or complex manifold, and let f ∈ C(M, C). λ · f k , λ ∈ C obeys the strong maximum modulus principle whenever f does (in the sense that it does not attain weak local maximum unless it is 2 In this text we shall use the term polynomial ring a generalized sense, i.e. R[f ] is a ring consisting of the set of polynomials over f with coefficients in another ring R, i.e. R is not required to be a field. In the case of R = C this makes no difference but we can speak of polynomial rings over C n or over O(M ) (the set of holomorphic maps).
constant). To see this note that if f is identically zero or a nonzero constant the statements trivial so assume f to be nonconstant, thus does not attain weak local maximum. Then for a fix complex number λ ∈ C we have that λ · f k increases in modulus whenever f k does. For f 2 the statement follows from the fact that |f
The last equality is a consequence of the fact that for z ∈ C, |z 2 | = |z| 2 . Iteration yields the result for f k where k is any finite positive integer, namely λf
, and since |f | does not attain weak local maximum there exists a real curve γ p ⊂ M passing p, say given by a parametrization t → z(t) ∈ M, t ∈ (−1, 1), z(0) = p. such that |f (z(t))| strictly increases to one side of t = 0. This means that also every factor of |f (z(t)| 2k increases to the same side of p along γ p thus |λ|
cannot be a weak local maximum on M.
The statement of Observation 2.2 breaks down if one tries to generalize to the cases n > 1. Already in the case of real valued λ this can easily be seen.
which certainly obeys the strong maximum modulus principle since,
never attains weak local maximum. However for for λ = (
we have,
which attains strict local maximum at the origin |f (0, 0)| 2 = 5.
More affirmative results can be obtained using the transversality condition.
is said to satisfy the strong maximum modulus principle bilaterally if for every point p, either f (p) is a local minimum or there exists two local
We automatically have that such a function function f satisfies the usual strong maximum modulus principle, indeed by Remark 1.5 it is sufficient that f (γ p,j ) ∩ f (p) ∂B 0 (|f (p)|) for at least one j = 1, 2. For real dimension ≥ 2 note that two C 1 -curves (of nonconstant modulus in K, i.e. not lying on a sphere) passing a point p on the unit sphere can have transversal intersection at p but both belong to B 0 (F (p)).
3
Example 2.
5 Clearly any open map f ∈ C 1 (M, K) for M, K real or complex manifolds both of real dimension ≥ 2, satisfies the strong maximum modulus principle bilaterally. This includes all (nonconstant) holomorphic functions when M, K are complex manifolds, and we pointed out in the introduction that the space of open nonholomorphic functions is rich.
The following example shows that the phenomenon of bilaterally increasing also occurs without the assumption of C 1 -smoothness but we shall in this text only use the notion of strong maximum modulus principle bilaterally with respect to the C 1 -smooth case.
, where x 3 denotes the least upper integer. We have |f
} along which |f | strictly increases and such that their image under f yield two transversal curves in the target space thus f satisfies the strong maximum principle and always at least in two directions however f is not continuous.
Statement and proof of the main theorem
Theorem 2.7 Let Ω be a real or complex smooth manifold and let F ∈ C 1 (Ω, C) satisfy the strong maximum modulus principle bilaterally and assume it does not attain weak local minimum on a submanifold M ⊂ Ω. Then the polynomial ring C[F ] satisfies the strong maximum modulus principle on M .
Proof. Consider the translation G = cF k + c where c ∈ C. Since F obeys the strong maximum modulus principle bilaterally we have given p ∈ M either |F (p)| is a weak local minimum or there exists two C 1 -curves γ p,1 , γ p,2 passing p along which |F | increases (in the same direction as F ) and their images under F are C 1 -curves which intersect transversally at F (p), and therefore also cF k = |c| |F | k (recall n = 1) increases (in the same direction as |F | does) along both of γ p,1 , γ p,2 through p. By assumption p is not a weak local minimum for |F |.
Lemma 2.8 Any polynomial of the form P (F )(z) = c + cF k (z) c , c ∈ C, not only satisfies the strong maximum modulus principle but given any p ∈ M, |P (F )| increases (in the same direction as |F | does) along at least one of γ p,j , j = 1, 2 and (P (F ))(γ p,1 ) ∩ (P (F ))(p) (P (F ))(γ p,2 ).
rotation preserves transversality translation in general at least one will remain transversal to the sphere Figure 1 : Rotations will not disrupt transversality to the spheres involved of one curve whereas translation by a complex number in general will. But for the pair F (γ p,j ), j = 1, 2 translation will preserve the property of increasing (in modulus) along at least one of the two curves F (γ p,j ), j = 1, 2 (here we are assuming that we first pick two γ p,j in case there are more choices of pairs of curves satisfying the condition). For simplicity we have drawn the two curves with almost orthogonal intersection, but it is sufficient that they intersect transversally.
2 ) be a vector in C such that RX
(1) (RX (2) ) is the tangent space at F (p) of the local real curve F (γ p,1 ) (F (γ p,2 ) ). Now the tangent space of the translation c + F (γ p,j ) at the point c +F (p) is also spanned by
, j = 1, 2 thus the translations of the local curves intersect transversally at c + F (p) (see Figure 1) . This means that for any c ∈ C, c = 0 we have (because multiplication by a complex constant in C simply amounts to a rotation followed by a scaling, thus preserves transversality of two C 1 -curves) c + cF = c c c + F , which is a complex multiple of a translation of F satisfies that,
Because of this transversality X (j) , j = 1, 2 cannot both belong to the tangent space of the sphere ∂B 0 (|c + cF (p)|) at c + cF (p) because they each have complementary dimension to the sphere (note that this is only true for n = 1 in higher dimension one would need to introduce the notion of being n-lateral instead of bilateral, to obtain an analogue statement).
We now affirm the preservation of the transversality condition satisfied by F,
, so it indeed holds true that,
Let us parametrize F (γ p,j ), j = 1, 2 (sufficiently near F (p) such that F k (γ p,j ), j = 1, 2 can also be assumed local C 1 -curves) according to,
where α, β are C 1 ((−1, 1), M ) . We shall assume M has real dimension L, i.e. α(t) = (α 1 (t), . . . , α L (t)) , β(t) = (β 1 (t), . . . , β L (t)) . We have
and similarly,
Now consider F k and let Y (1) = y
2 ) be a vector in C such that RY (1) (RY (2) ) is the tangent space at F k (p) of the local real curve (F k )(γ p,1 ) ((F k )(γ p,2 )). We have that,
and similarly for y
which in turn implies (since F (p) = 0 would imply a local minimum so we can assume
are not real multiples of each other as soon as
are not real multiples of each other. This implies that
) since we then know that the modulus of F k increases (in the same direction as F ) along γ p,j , j = 1, 2. For the sake of completeness we prove the aforementioned (perhaps easy) relation. Let us first consider the simple case k = 2. We have Re(
hence the i:th component of ∇(
This takes care of the case k = 2. Next we use induction in k ≥ 2. Assume
This completes the induction. Thus we conclude that if Y (1) and Y (2) are spanning tangent vectors at F k (p) for the curves F k (γ p,1 ) and F k (γ p,2 ) respectively it holds true that they can only be real multiples of each other when X
(1) and X (2) are real multiples of each other, which is excluded, hence we have,
Now repeating the same arguments for translation, but with F replaced by cF k , c ∈ C, k-a finite integer, we obtain that
, for at least one j = 1, 2.
(15) This proves Lemma 2.8.
To complete the proof we shall now use induction in N ≥ 2. Assume that for any sum of N − 1 monomials (Q(F ))(z) = N −1 j=1 a j F k j (z), a j ∈ C, with k j , 1 ≤ j ≤ N − 1 positive integers, it holds true that Q increases along at least one of γ p,j , j = 1, 2 and (Q(F ))(γ p,1 ) has transversality intersection with (Q(F ))(γ p,2 ) at (Q(F ))(p) (for the case N = 2 this follows from Lemma 2.8). Let d N ∈ C * , let k N be a positive integer, assume w.l.o.g. that
We can rewrite this as,
By what we have already done we know that d 1 F k 1 increases along both γ p,j , j = 1, 2 and by the induction hypothesis we have (because P (F ) is the sum of N − 1 monomials in F ) that |P | not only increases along at least one of γ p,j , j = 1, 2, say γ p,1 , but also satisfies that (P (F ))(γ p,2 ) has transversal intersection with (P (F ))(γ p,1 ) at (P (F ))(p). Hence by (i) it holds true that P , which is a translation of P , must increase (in the same direction as |F |) along at least one of γ p,j , j = 1, 2, thus |P (F )| cannot attain weak local maximum at p. By induction no polynomial in F with coefficients in C can attain weak local maximum at p. This completes the proof.
Corollary 2.9 If F ∈ C(Ω, C n ) and there exists 1 ≤ l ≤ n such that F l ∈ C(Ω, C) satisfies the strong maximum modulus principle bilaterally and does not attain weak local minimum on a submanifold M ⊂ Ω, and
satisfies the strong maximum modulus principle on M .
Proof. Since F l satisfies the strong maximum modulus principle Theorem 2.7 applies to F j , 1 ≤ j ≤ n, to yield that C[F j ] satisfies the the strong maximum modulus principle. Now every member
By the proof of Theorem 2.7 (i.e. the case n = 1) it holds true not only that (P (F )) j : M → C obeys the strong maximum modulus principle, but further if it is not constant, that there exists through each p ∈ M a curve γ p such that |F l | and |(P (F )) j | both increase to at least one (and the same) side of p along γ p (note that the same l can be used independent of 1 ≤ j ≤ n). If it is constant we must have that F l is constant thus also F is constant in which case we are done since polynomials over a constant are again constant thus obey the strong maximum modulus principle. So we can assume F l is nonconstant. Hence every term of |P (F )| 2 = n j=1 |(P (F )) j | 2 , is nonconstant (since every time one was constant that forced F l to be constant) and increases (to the same side of p as F l ) along γ p , thus the sum is strictly increasing to one side of p along γ p , thus P (F ) cannot attain weak local maximum at p unless it is constant. Observation 2.10 Let M, K be real or complex Euclidean manifolds, let Ω M be a domain and denote by M ⊂ C 1 (M, K) the subspace of functions which satisfy the strong maximum modulus principle bilaterally and do not attain weak local maximum on Ω. Any function f : M → K which can be uniformly approximated on a neighborhood 5 of Ω by a family {P j } j∈N , P j ∈ M, satisfies on any subdomain ω ⊆ Ω, max z∈ω |f (z)| = max z∈∂ω |f (z)|. The proof of this observation is quite simple so we give it as an appendix.
Constant modulus spaces

Polyanalytic functions
A higher order generalization of holomorphic functions in one variable are the so called polyanalytic functions. For preliminaries on polyanalytic of order q (q-analytic) functions see the survey article Balk [3] and the references therein Definition 3.1 (q-analytic function) Let 0 ∈ U ⊂ C be a domain. A function f on U of order n is called q-analytic (or polyanalytic of order q) at 0 if it has the form,
If a q−1 ≡ 0 then q is called the exact order. f (z) ∈ C q (U ) is q-analytic on U (where q is a positive finite integer) iff,
(see Balk [3] , p.198).
The following characterization is known due to Balk [2] .
Theorem 3.2 (Balk [2])
A polyanalytic function of order n in a domain Ω ⊂ C has a constant modulus iff f is representable in the form f (z) = λ · P (z)/P (z) where P (z) is a polynomial of degree not higher than n − 1, and λ is a constant.
In the holomorphic (i.e. 1-analytic) case the reduction of constant modulus spaces to spaces of constants is a consequence of the combination of the two conditions,
When the first condition is generalized to ∂ q ∂z q f (z) = 0 it is natural to ask for sufficient strengthening of the second condition for preserving the reduction of constant modulus spaces to spaces of constants.
Observation 3.3
If Ω C is a domain and f ∈ C q (Ω) then,
implies that f ≡constant on Ω.
Proof. This is a consequence of the case q = 1. It is sufficient to prove the result near a point p ∈ Ω and w.l.o.g. we assume p = 0 ∈ Ω. By definition we know that f can be represented on an open U ⊂ Ω as f (z) =
thus the condition (ii) of Eqn. (20) implies that the holomorphic function a q−1 (z) has constant modulus on U and therefore a q−1 ≡constant. Iteration of this process yields that each a j ≡constant, 0 ≤ j ≤ q − 1, thus f ≡constant on U. Furthermore we can repeat this for each p ∈ Ω i.e. find an open U p on which f ≡constant. Since Ω is relatively compact the is a finite cover consisting of open sets on which f is constant. Since Ω is a domain f reduces to a global constant on Ω.
Note that the representation P (z)/P (z), for a complex polynomial P only defines a polyanalytic function on a domain which must depend upon the zeros of P .
, for a fix p 1 ∈ C. Clearly |f (z)| ≡ 1 and P (z) is a holomorphic polynomial of degree one but f (z) does not define a polynalytic function at p 1 . Recall that any polyanalytic function is continuous (it is a finite sum of finite products of holomorphic and antiholomorphic functions) Assume for simplicity p 1 = 0, let z := x + iy and rewrite f (z) =z
x 2 +y 2 . Approaching the origin along the line x(t) = t, y(t) = 0 we have lim t→0 f (x(t) + iy(t)) = 0, whereas approach along the line x(t) = t, y(t) = t we have lim t→0 f (x(t) + iy(t)) = 1 − lim t→0
is not continuous at the origin.
Given the characterization of Theorem 3.2 we may relax the condition (ii) of Eqn.(20).
Proposition 3.5
Let Ω ⊂ C be a domain. Any function f (z) of constant modulus on Ω satisfying,
must reduce to a constant on Ω.
Proof. Let f (z) = P (z)/P (z), for a polynomial P of degree at most q − 1.
If we find a sufficient condition for any such f to reduce to a constant then obviously any λ · f, λ ∈ C is also a constant thus Theorem 3.2 will imply that such a condition will be sufficient for the reduction of constant modulus spaces to constants. Let the degree of P be 0 ≤ r ≤ q − 1. If r = 0 we are done since then f is then holomorphic and of constant modulus thus a constant. So let 1 ≤ r ≤ q − 1. By the fundamental theorem of algebra we can for some points p 1 , . . . , p r write,
Since Ω does not contain any zeros of P (z), f is complex differentiable on Ω and we can calculate,
Assume in order to arrive at a contradiction that
we obtain (recall that Ω does not contain any zeros of P (z)),
Since the sum in the right hand side defines a holomorphic function on Ω this implies that r j=1
≡constant on the open subset Ω ⊂ C, which is impossible. 
Rings with canonical fix or constant modulus spaces
Since f is not holomorphic on Ω we can find an open subset U 1 ⊂ Ω on which (by continuity) ∂f ∂z is nowhere zero. This requires
on determining conditions for a nonnegative function can be the modulus of the trace of certain holomorphic functions is due to Shikorov 
where g m has only isolated zeros. This completes the proof.
Note that Proposition 3.7 does not say that O(Ω) is maximal with respect to for the property of interest, only that ring extensions in C ∞ (Ω) cannot have nonholomorphic functions which need to be checked for verifying the property. We mention that there are results on modulus of boundary values of holomorphic functions due to Shikorov [9], Jacewicz [7] . Shikorov [9] gives sufficient conditions for for a positive function on the unit circle in C to be the modulus a some Λ n ω -function (we do not repeat the definition here).
