1. Motivation. Many variants of the notion of automaton have appeared in the literature. We find it convenient here to adopt the notion of E. F. Moore [7] . Inasmuch as Rabin-Scott [9] adopt this notion, too, it is convenient to refer to [9] for various results presumed here. In particular, Kleene's theorem [5, Theorems 3, 5] is used in the form in which it appears in [9] . It is often perspicacious to view regular expressions, and this notion is used in the sense of [3] .
In general, we are concerned with the problems of automatically designing an automaton from a specification of a relation which is to hold between the automaton's input sequences and determined output sequences. These "design requirements"
are given via a formula of some kind. The problems with which we are concerned have been described in [l] . With respect to particular formalisms for expressing "design requirements"
as well as the notion of automaton itself, the problems are briefly and informally these: (1) to produce an algorithm which when it operates on an automaton and a design requirement produces the correct answer to the question "Does this automaton satisfy this design requirement?", or else show no such algorithm exists; (2) to produce an algorithm which operates on a design requirement and produces the correct answer to the question "Does there exist an automaton which satisfies this design requirement?", or else show no such algorithm exists; (3) to produce an algorithm which operates on a design requirement and terminates with an automaton which satisfies the requirement when one exists and otherwise fails to terminate, or else show no such algorithm exists. Interrelationships among problems (1), (2), (3) will appear in the paper [l] . This paper will also indicate the close connection between problem (1) and decision problems for truth of sentences of certain arithmetics. The paper [l ] will also make use of certain results concerning weak arithmetics already obtained in the literature to obtain answers to problems (1) and (3) . Thus C. C. ELGOT [January [l] , in part, concerns applications of logic to automata theory. In the following pages, we shall give some applications of automata theory to logic. More particularly, we shall use automata theory to produce decision procedures for the truth of sentences of certain weak arithmetics.
Theorem 5.3 provides a uniform and surprisingly powerful technique for proving that various operations on sets of finite sequences preserve regularity.
2. Some basic notions. Definition, (a) An 7-automaton is a quadruple 31= (S, f, d, D) where 7 is a finite nonempty set (the input states or the alphabet), S is a finite nonempty set (the internal states), fis a function,/:
7X5->5 (the transition function), ¿£S (the initial internal state), and DQS (D may be called the output of 31).
(b) 7(31) is the set of all sequences (io, h, • • • , t'n-i), m^O, such that there is a sequence (s0, ii, • • • , in) satisfying: (1) f(ik, Sk) = sk+u 0 è k è n -1, sk 6 S, û G I,
io = d.
7"(3l) is the set of tapes [9] accepted by 31 or the behavior of 31. The null sequence A£7(3l) if and only if ¿£7). 3. Two characterizations of automata behavior. Let Vj be the set of all finite sequences of elements of 7 (including the null sequence A). If a, ßQ Vi, then a-ß is the subset of Vi obtained by concatenating a sequence from a with a sequence from ß; a*= {AjVJaWa-aUa-oi-aVJ • • ■ . A subset of Vi is I-regular if and only if it is obtainable from 0 and the unit sets, jfl},a£7 by a finite number of applications of U, -, *. Otherwise stated: The class of 7-regular sets is the smallest class containing 0, [a], a£7, and closed under W, •, *. An 7-regular expression is constructed out of symbols denoting each {c}, a£7, 0 (the empty set), and U, -, *. [Note that 0*= {A}.] A set is regular if it is 7-regular for some 7. (Cf. [3, p. 182] and [9, p. 17] .) 91 and a p: I->/, yields a /-automaton fflp such that /(3lp) = ^(/(9l)).)
From the point of view of regular expressions: the projection of a regular set is obtained by replacing each symbol a (denoting {a}) by £(a) (denoting {Pia)}).
The following theorem strengthens a result of Medvedev [6, p. 11, rem 2].
3.6. Theorem.
(1) Every regular set is obtainable from a finite number of sets of the types :
(a) Va : the set of all finite A -sequences iincludmg the null sequence) where A is any finite set inonempty), (b) Esia, b) : the set of all sequences uabv where a, ¿>(E-B and u, k£ Vb and where B is any finite inonempty) set, by a finite number of applications of symmetric difference, intersection, and projection.
(2) Each Va, EBia, b) is regular.
Otherwise stated: Given a regular set a there is a Boolean ring polynomial iin +, C\), an assignment of sets chosen from (a), (b), and a projection p such that if +, O are interpreted as symmetric difference and intersection respectively and if ß is the set denoted by this polynomial under this assignment, then piß) = a.
Furthermore, if a regular expression is given which denotes a, then the polynomial, the assignment, and the projection may all effectively be determined. If R is a binary relation over a set A, then the set of all Rsequences is regular.
Proof. Follows from (iv), (2). by a finite number of applications of Boolean ring operations and projections is obtainable from the same sets by Boolean ring operations followed by a single projection (and these sets are exactly the regularjets).
Proof. Same as proof of 3.6.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use If m is a finite sequence, b is a letter, and, for some n, u = vbM, in iterations of b), n^O, and v does not terminate with b, then uh = v. This is called right truncation of u by b. If a is a set of finite sequences, then a*= {uh\ «G«) (right truncation of a by ¿>). The meaning of left truncation is analogous.
Notice that AGcc* if and only if {b} *C\a^-0.
(b) ia*)» = a*-(a*-{A})U{A}.
Proof, (a) Let /(m) be the length of the finite sequence u. Let pbiu) mean « terminates with the letter b. Let ov be the restriction of / to the domain {0, 1, 2, • • • , x} ; <rr may be identified with the rX(x+l) matrix whose i'th column is f (i) . Moreover ar is a 1-1 correspondence between all rX °° matrices of zeros and ones whose columns are ultimately zero and remain zero and all those rXi matrices of zeros and ones, i 2:0, whose last (rightmost) column is not the all zero r-tuple. Call these rXi matrices admissible. (The matrix with zero columns is admissible.) Thus with each formula A of L\ is associated a set Tr(A) of admissible r Xi matrices, i^O, where A is a formula without free individual variables and the number of free set variables is less than or equal to r. is Ur-regular and one can effectively find a regular expression which denotes TriA).
(b) For every regular set aÇ Vur of admissible sequences there is a formula EiA) of L\ such that TriEiA)) =a, where E is a string of existential set quantifiers, A is free of set quantifiers, and the only terms in A are of the form x, x'.
Corollary.
Let a be an arbitrary I-regular set. Let p be a 1-1 mapping of I into U°. Then pia) is a U^-regular set i"isomorphic" to a, i.e., the set is a in coded form) and so there is a formula A of L\ such that TTiA) = pia).
Remark. It will be convenient to abbreviate formulas of L\ by replacing an r-tuple of finite set variables by a function variable interpreted as having as its domain the naturel numbers and range an element of Ur and satisfying (/(*))<= l^tfG^i as well as the property Vx/(x) = OrAA" iy>xDfiy) =0r), where 0r is the r-tuple of all zeros, so that any such function is associated with a finite sequence of elements of Ur. where G is a set variable not occurring free in C. Assume A [Fu F2, • ■ ■ , Fr] has the property that every set quantifier has as its scope the entire formula to the right of it.
Notice that in applying (1) or (2) to A the number of set quantifiers to the right of the x-quantifier is reduced by one. Thus, if V» [A,] is the rightmost individual quantifier which has set quantifiers to the right of it, by iterating (1) and (2) a finite number of times one obtains a formula A' in which the ^-quantifier appears to the right of all set quantifiers. Moreover, the number of individual quantifiers with set quantifiers to the right is one less in A' than in A. Thus one ultimately obtains a formula B equivalent to A and having the desired properties. Call a formula normal if it is a disjunction of conjunctions of (1) principal formulas, (2) atomic formulas, (3) negations of (1) It remains only to show that TriA) is regular for A a principal formula. To simplify the exposition we point out that the principal formulas can, without loss of generality, be taken to be of the form
where each occurrence of rj is independently G or G-This follows from the fact that (assuming m>\)
Let A be V» [fix) =aAfix') =b] (cf. Remark 5.3). Case I. aE Ur and 6G t/?. Then
TriA) = U*-{a}-{b}-iiU*-U°r) V{a}).
Case II. aG^ and &=0r. Then TriA) = (/7*-{<z})U(í/*-{aj-{6}-í/*-C/°). Note that {A} =TiiA,x$F).
Corollary to 5.3 (a)(3). Ehrenfeucht's theorem iunpublished).
The set of true sentences of L\ is effective.
Proof. It may be assumed (5.4) that the given sentence is of the form
where A is a formula in which at most the set variable F occurs free. Thus, one can effectively find an automaton 91= (S, /, d, D) with one input state (sometimes called an input-free automaton or autonomous automaton) which represents (a) (or (b)).
If the automaton has n internal states, then the (unique) input sequence of length n will determine a sequence of internal states starting with d of length w + 1. At least one internal state must occur more than once in this sequence so that Zo(9l) is nonempty if and only if an sED occurs in this sequence.
5.9. For each finite set F of natural numbers let t(F) = J^kef 2". Then r is a 1-1 correspondence between the class of all finite subsets of the natural numbers and the natural numbers.
where A represents "exclusive or". Thus:
Corollary(4).
(1) The first order theory of addition of natural numbers is decidable. Statement (1) with "natural numbers" replaced by "integers" was established by Presburger; statement (1) itself was established by Hubert and Bernays. The proof of (1) indicated here appears to be simpler than either of the two proofs mentioned, both of which make use of the theory of congruences.
5.10. For each n, m^I, consider the 22n M-place predicates
where each occurrence of r¡ is independently replaced by G or G• Call the class of all these predicates (P. Then every first order formula in (P is equivalent to one in L\ (without free individual variables) and vice versa. Let r(P be the Corollary.
The first order arithmetic theory based upon t(P is decidable and this theory strictly contains the elementary theory of addition of natural numbers in the sense that while addition is definable in the theory of t(?, not every predicate in t(P is definable in the first order theory of addition.
Proof. r{Vx [xGFAx'GFA^yGFD(y = xVy = x')]} is the set 3, 6, 12, 24, • • • , i.e., the set {3X2n}nio-This set is not definable in the first order theory based upon + because the sets definable in this latter theory are exactly those whose characteristic function is ultimately periodic while the set {3X2"}"s0 does not have this property.
(Cf. [4, last paragraph, §3] .) The rest of the argument is contained in 5.9.
5.11. Corollary 1. The first order theory of finite sets of natural numbers based upon C\, ffi (symmetric difference), 0, =, and the unary operation F->F' defined by x G F' if and only ifVx^yAyGF v is decidable. Furthermore, the relations on finite sets definable in L\ are exactly the same as those definable in this theory.
Proof. The operation C\, @, ' and the relations F = G and F = 0 are definable in L\. The principal formula Vx [xGGiAx'GGiAxGGiAx'GG2\ has as its counterpart in this new theory the formula (i.e., the set of ordered pairs of finite sets defined by this formula is the same as that given by the formula below) :
Similarly for other principal formulas. The unary operation F->F' may be replaced by the property F=F' without changing the strength of the system.
Corollary
2. The first order theory of natural numbers based upon t(P\), t( ©), =, +, and the property Pin) of being of a power of 2 is decidable where XTÍ(~\)y = z <=> t~1x C\ r~ly = t~1z, xri®)y = z <=> t~1x @ r~xy = T'h.
Notice that P(w)<=>t-1m is a unit set and the property of being a unit set is definable in L\.
Note, too, that we have, in particular, a proper strengthening of Presburger's result, viz., the first order theory of natural numbers based upon addition and the property of being a power of two is decidable and the property of being a power of two is not definable in the Presburger system. 5.12. Let L\ be the system consisting of the formulas ¿i with individual variables interpreted as ranging over integers rather than natural numbers and set variables ranging over finite sets of integers. (1) if it is of length one, it is of the form (a, 0); (2) if it is of length two, it is of the form {a, l)(a, 0); Corollary 2. The first order theory I? of the Boolean algebra of all quasifinite sets of natural numbers (based, say, upon U, f\ ~) with operator F' (cf. 5.11) is decidable. More generally, the relations on quasi-finite sets definable in U are exactly the same as those definable in L\.
Proof. Similar to 5.11. 5 .16. Let L\ be the system consisting of the formulas Li with individual variables ranging over all the integers and set variables ranging over quasifinite sets of integers.
Theorem.
There is a decision procedure for the truth of sentences of L\.
Proof Conversely, assume aQVAXB and a satisfies (1), (2), (3), (4) . Without loss of generality assume BQUT for an appropriate r. Let ai = piia), l^i^r, where pi(a, C\, c2, ■ ■ • , c¿, • • • , cr) = (0, Ci), aEA, and, for all j, c,E {0, 1}. Let 9l, = (5" fi, di, Di), l=i = r, be A -automata such that F(9l¿) =Ki(aî) (6) This was pointed out to me by J. B. Wright. Because of condition (3), for all i, l^i^r, Ki(ai)f}K2(ai) = 0 and because of (4), Ki(ai)\JK2(ai) = VA. Now, 3(31) satisfies (1), (2), (3), (4) Since 0*-lU{A} denotes this set if "0" denotes {(1, 0)} and "1" denotes {(1, 1)}, a is regular and 7.1 (1) is satisfied. It is obvious that 7.1 (3), (4) Now a satisfies 7.1 (2), (3), (4) . We wish to show a is not regular. If a were regular, then y = ai\VAxM is regular. Further, y is isomorphic to ßL. Hence to show a is not regular, it is sufficient to show ßL is not regular. Suppose ßL were regular; then, assuming a, bEU2, for some formula (3), |/, h\ Ea for some h. Consider an arbitrary n, \f, g\ \ n= \f, g'\ \ n for some \f, g'\ Ea. Since / \ n =/' \n, it follows that h \n = g' \n = g \n (using condition (2)). Thus, g = h and our claim is established (based only upon conditions (2) and (3)). Let 91 be an .¿4/.B-automaton. It is obvious that lim 3(91) satisfies (2) and (3). Hence, the "claim" of the previous argument establishes that (lim 3(91) ) L = 3(91) so that (1) is satisfied.
8. Solvability-synthesis algorithms. The fundamental solvability-synthesis theorem that we have obtained is given in 8.1. A reformulation is given (2) For arbitrary ¿3Ç VA, lim /3 = lim(Int ß).
Proof. Let /Glim a. For all n^O, / \ nEa and pif \n)Epa. Now pf Ep lim a and {pf}L = {pif \ n): w^O}. Hence pfEtimipa). Thus, ^(lim a) Qlimipa).
We shall now show lim(^a)ç:^(lim o¡) (6) . Suppose gGlim(^a). Let a' =ar\\Jnso P~lig \ n). Note that a' is open because a is. Then a' contains an infinite number of elements. For uEa', let pa> (w) be the number of elements in a' of which u is an initial segment. Now AGa'Ap«'(A)= <». We define agQa' inductively. Let AEag. Suppose uEae as well as every initial segment of m and suppose pa>iu) = «>. Let ai, a2, ■ ■ ■ , o" be an enumeration of the elements of A. If m is an initial segment of v but ut*v, then, because a' is open, v is an initial segment of either uai, ua2, • • • , ua". Since pa'(«) = », for some i, Pa'iuüi) = oo. Let k be the first such i and place uak in aa. Thus asç F¿ is an infinite set simply ordered by the relation "initial segment of". It is thus unambiguous to define/(w) = w(n), where uEag has n in its domain. It follows, for all m, f \ mEa0Qa and pif \ m)=g \ m. Thus /Glim a, pf=g and gEp lim a.
The proof of (2) is immediate from the definition of lim and Int. 8.5. Lemma. Let ßQAN be the set of all infinite R-sequences f such that f \ n is an element of a given set E of sequences of length n, where R is an n-ary relation over A. Then (1) \\mißL)=ß, and if p is a projection, (2) ipß)L = pißL), (3) \imiipß)L) = pß, (4) ßL and pißL) are regular sets and a regular expression denoting them may effectively be obtained. Chapter IV. Nonexistence of Certain Algorithms 10. Let L2 be the class of well-formed formulas constructed out of individual variables and monadic predicate variables, by means of the successor operation ('), addition (+), =, propositional connectives, and first order quantification.
Let L\ be the system consisting of L2 with the individual variables ranging over natural numbers and the monadic predicates range over properties of natural numbers which are ultimately false and remain false (we could have used finite set variables instead, as in 5) and the unary and binary (nonlogical) operations interpreted as indicated and the logical operators and = interpreted in standard fashion.
It will be convenient, as a device for abbreviation similar to 5.3 remark, to employ unary function symbols (we shall use "i") in formulas such as i(x)=a where aEA and i is a finite set of symbols. By coding A, i.e., putting A into 1-1 correspondence with a set of r-tuples of zeros and ones, for appropriate r, the function symbol "i" may be replaced by a sequence of r distinct monadic predicate variables. To say i is free means that the associated r monadic predicate variables are free. If a = abc is a word (finite sequence) , a, b, cEA, then i(x)i(x + l)i(x+2) = awill abbreviate i(x) = a Ai(x + 1) = bAiix+2)=c.
Notice that in L\: Then F=Fii, m) is modified by conjoining Axmix)Z)Dip)Ap(x) and prefixing the conjunction by Vp. In the formula F, wherever one wishes to express x<y, one writes Vu x-\-u = yApiu).
10.5. Let L\ be the system consisting of the class of formulas L2 with individual variables interpreted over natural numbers and predicates interpreted over ultimately periodic sets (a set of natural numbers is ultimately periodic if its characteristic function is).
Corollary. The set of satisfiable formulas of L\ is effectively enumerable but not effective. The degree of unsolvability of this set is maximum among all recursively enumerable sets.
Proof. That the set of satisfiable formulas is effectively enumerable follows from the Presburger result. The rest of the statement follows from the fact that the property of a predicate of being finite is definable in L\ and from 10.2.
A similar result holds for "integers" in place of "natural numbers". 
