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Abstract
We discuss the branching problem for generalized Verma modules
Mλ(g, p) applied to couples of reductive Lie algebras g¯
i
→֒ g. The analysis
is based on projecting character formulas to quantify the branching, and
on the action of the center of U(g¯) to explicitly construct singular vectors
realizing part of the branching. We demonstrate the results on the pair
Lie G2
i
→֒ so(7) for both strongly and weakly compatible with i(Lie G2)
parabolic subalgebras and a large class of inducing representations.
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1 Introduction
For an embedding of reductive complex algebraic Lie groups, G¯
j→֒ G with Lie
algebras g¯ and g, the branching rules of generalized Verma g-modules over g¯ are
a central problem of representation theory, harmonic analysis and geometry.
To our best knowledge, the most general treatment of the problem is given in
[11], [12]. The article [11] restricts to a couple of reductive Lie algebras (g, i(g¯))
and a parabolic subalgebra p ⊂ g compatible with i(g¯), and the question of dis-
crete decomposability of an element in the Bernstein-Gelfand-Gelfand parabolic
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category Op over g¯ is achieved by employing the geometrical properties of the
double coset NG(i(g¯))\G/P . Here NG(i(g¯)) denotes the normalizer of i(g¯) in
G.
We assume that g is a semisimple Lie algebra, i(g¯) is reductive in g and
i(b¯) ⊂ b ⊂ p, where b¯ and b are Borel subalgebras of respectively g¯ and g. Let
Mλ(g, p) be the generalized Verma g-module induced from the irreducible finite
dimensional p-module with highest weight λ. We define the branching problem
ofMλ(g, p) over g¯ to be the problem of finding all b¯-singular vectors inMλ(g, p),
that is, the set of all vectors annihilated by image of the nilradical of b¯ on which
the image of the Cartan subalgebra of b¯ has diagonal action.
The branching problem can be split into two closely related sub-problems.
First, prove that Mλ(g, p) has (finite or infinite) Jordan-Ho¨lder series over g¯,
enumerate the b¯-highest weights µ appearing in the series, and give their multi-
plicity as a function of µ and λ. Second, for each µ, compute explicitly a basis
for the b¯-singular vectors of weight µ.
In the present article, under certain technical assumptions, we reduce the
first step of the branching problem to the problem of understanding a single
central character block in CategoryOp¯. More precisely, we express the character
of Mλ(g, p) over g¯ as a sum of characters of Mµ(g¯, p¯) over g¯ and so reduce the
branching rules ofMλ(g, p) over g¯ to those ofMµ(g¯, p¯) over g¯. We also conjecture
that our technical assumptions are not necessary, and conjecturally our result
on multiplicities holds in full generality.
For the second step of the branching problem, with additional assumptions,
we show how to find explicitly the highest weight b¯-singular vectors at a certain
“top level” g¯-submodule of Mλ(g, p), and give sufficient conditions for this “top
level” to equal the entire Mλ(g, p).
We illustrate our results on the pilot example Lie G2
i→֒ so(7). Finally,
we present tables with b¯-singular vectors and multiplicities for a large set of
inducing representations for the pair Lie G2
i→֒ so(7).
We recall that for an arbitrary g-module M , the Fernando-Kac subalgebra
of g associated to M is the Lie subalgebra of elements that act locally finitely
on every vector v ∈M . As the Fernando-Kac subalgebra associated toMλ(g, p)
is p, it follows that the Fernando-Kac subalgebra of g¯ associated to Mλ(g, p)
equals i−1(i(g¯) ∩ p). Then our requirement that p contains the image of a
Borel subalgebra of g¯ implies the discrete decomposability of Mλ(g, p) over i(g¯)
(Lemma 3.2).
Our viewpoint of the branching problem differs from that of [11] in that
we assume that i(b¯) ⊂ p. If we drop the requirement i(b¯) ⊂ p, it appears
that there is no good understanding of the simple g¯-modules with Fernando-
Kac subalgebras of the form i−1(i(g¯) ∩ p). Even more, there appears to be no
complete understanding of the structure of the Lie algebra i−1(i(g¯)∩p). We note
that if p does not contain an image of the Borel subalgebra of g¯, we can restrict
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our attention to a maximal reductive in g¯ subalgebra g¯1 with the property that it
has a Borel subalgebra whose image is contained in p. If g¯1 6= {0}, the branching
problem of Mλ(g, p) over g¯1 is well-posed, and the results of our paper apply to
g¯1
i→֒ g.
Let p ⊃ b be a parabolic subalgebra of g and define the parabolic subalgebra
p¯ ⊂ g¯ by i(p¯) = i(g¯) ∩ p. Let Mλ(g, p) be the generalized Verma g-module
equipped with g¯-module structure induced by i. Then one can write Mλ(g, p)
as a direct limit of certain g¯-submodules Mn so that the h¯-character chMn of
Mn decomposes as a sum of the form
chMn :=
∑
mn(µ, λ)ch(Mµ(g¯, p¯)) .
Under the technical Condition A given in Definition 3.5 below, we prove that
the coefficients mn(µ, λ) in the above expression have limits m(µ, λ) (allowing
m(µ, λ) = +∞). We do not know of an example where Condition A fails and
we may conjecture that it is a consequence of our assumption p ⊃ b ⊃ i(b¯).
If Condition A holds, in Theorem 3.10 we prove that either all non-zero
m(µ, λ) are simultaneously equal to +∞, or they are all simultaneously finite,
and in the latter case we give a formula computing them. For our pilot example
Lie G2
i→֒ so(7), Theorem 3.10 implies that p(1,0,0) is the only proper parabolic
subalgebra of so(7) with finite branching over i(Lie G2), i.e., branching for which
m(µ, λ) 6= 0 for only finitely many µ. We note that this gives an example in
which an infinite dimensional g-module has finite branching over a subalgebra
i(g¯) of rank strictly smaller than the rank of g.
On Condition A, in Theorem 3.12, we explain how to compute m(µ, λ) as
a piecewise quasi-polynomial in the coordinates of µ and λ and give an upper
bound for the degrees of the piecewise quasi-polynomials. In our pilot example
Lie G2
i→֒ so(7), the degree in question is 1.
We prove that Condition A holds for all parabolic subalgebras p weakly com-
patible with i(g¯). In particular, Condition A holds for a parabolic subalgebra p
compatible with i(g¯) in the sense of [11, Section 3]. As we have assumed that
i(b¯) ⊂ b ⊂ p, it follows that all parabolic subalgebras p of so(7) are weakly
compatible with i(Lie G2) (of them only 4 are strongly compatible, Corollary
5.3), and therefore Condition A holds for all parabolic subalgebras relative to
the pair Lie G2
i→֒ so(7).
In Section 4 we discuss the problem of explicitly constructing b¯-singular
vectors in Mλ(g, p). Under additional assumptions given in Theorem 4.5, we
use the Harish-Chandra isomorphism theorem and the corresponding elements
in the center of U(g¯) to find a certain a set of singular vectors that realize the
“top level” (see (21)) of the branching problem. For a fixed dimension of the
inducing finite dimensional p-module, our assumptions on λ exclude a certain
Zariski-closed subset of h∗, however allowing the Zariski-closed subset to be the
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entire h∗. Corollary 4.6 gives a sufficient criteria for Mλ(g, p) to decompose as
a direct sum of (in general, reducible) generalized Verma g¯-modules.
In our pilot example Lie G2
i→֒ so(7), in the case of the parabolic subalgebra
p(1,0,0), the technical assumptions on λ exclude finitely many values for a fixed
dimension of the inducing p(1,0,0)-module. Except for these values, in Theorem
5.5 we give explicit bases of the b¯-singular vectors ofMλ(so(7), p(1,0,0)) for which
m(µ, λ) 6= 0 for the 6 one-parameter families λ = x1ω1, x1ω1 + ω2, x1ω1 + ω3,
x1ω1 + 2ω2, x1ω1 + ω1 + ω2, x1ω1 + 2ω3. In Corollary 5.7, we prove that, ex-
cept for the (explicitly computed) exceptional values for x1 from the preceding
Theorem, at least 5 out of the 6 families of b¯-singular vectors give a decom-
position of Mλ(so(7), p(1,0,0)) as a direct sum of generalized Verma modules
Mµ(Lie G2, p¯(1,0)).
In Tables 8-13, for p 6= p(1,0,0), we tabulate the “top level” sets of b¯-singular
vectors in Mλ(so(7), p) for certain one or two-parameter families of the highest
weights λ. For the finite dimensional branching p ≃ so(7), Table 8 gives the
vectors realizing the branching of all irreducible finite dimensional so(7)-modules
over Lie G2 for highest weight with fundamental coordinate sum less than or
equal to 2.
A geometric motivation of the present study may be given as follows. Let
G, G¯ be the connected and simply connected Lie groups with Lie algebras g, g¯.
Let P be the parabolic subgroup of G with Lie algebra p. Then there is a well-
known equivalence between invariant differential operators acting on induced
representations and homomorphisms of generalized Verma modules, realized by
the natural pairing
IndGP (Vλ(L)
∗)×Mλ(g, p)→ C, (1)
where Vλ(L) denotes the finite-dimensional irreducible L-module obtained by
exponentiating Vλ(l), Vλ(L)
∗ is its dual, and IndGP denotes induction. As a
consequence, the singular vectors constructed in the article induce invariant dif-
ferential operators acting between induced representations of j(G¯). It is quite
interesting to construct these invariant differential operators, in particular their
curved extensions as lifts to homomorphisms of corresponding semiholonomic
generalized Verma modules. More information on the relationship between con-
formal geometry in dimension 5 and filtered structure on the tangent space
(i.e., a distribution) related to exceptional Lie group G2, can be found in [6]
and references therein.
We end this section by proposing a series of (open to our best knowledge) sub-
problems that could eventually lead to a solution of the branching problem. The
central g¯-characters (the constants by which the center of U(g¯) acts on cyclic g¯-
modules) that appear in g¯-submodules ofMλ(g, p) that afford a central character
are exhausted by the central g¯-characters of Mµ(g¯, p¯) for which m(µ, λ) > 0.
Therefore, one needs to first find all b¯-singular vectors vµ of h¯-weight µ in
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Mλ(g, p), for which m(µ, λ) > 0. In other words, one needs to extend the
results of the current paper beyond the “top-level” branching given in Theorem
4.5, and in addition explore what happens when the Zariski-open Condition B
fails. To achieve this task, it appears most natural to use iterated translation
functors. Here, by translation functors we broadly mean the decomposition into
indecomposables of the g¯-moduleMµ(g¯, p¯)⊗g/g¯ as a function of the coordinates
of the highest weight µ.
Next, one must solve a problem involving a single central character block in
the Bernstein-Gelfand-Gelfand category Op¯ - namely, find all b¯-singular vectors
of Mµ(g¯, p¯). In general, Mµ(g¯, p¯) has b¯-singular vectors other than the highest
one, whose weight is of the form w(µ+ρg¯)−ρg¯, where w is in the Weyl group of g¯.
In the case of p¯ = b¯, the multiplicities of these vectors are 0 or 1 by [5, Chapter
7]; for a general p¯ one could use Kazhdan-Lusztig polynomials to compute the
multiplicities in question. Next, one should compute the b¯-singular vectors in
Mµ(g¯, p¯) explicitly. For p¯ = b¯, an algorithm for this has been described in [9,
Chapter 4]. For a general p¯, one can use the approach of analysis of generalized
Verma modules developed in [12], based on distribution Fourier transform. Here
the analysis should be a lot more involved as one must account both standard
and non-standard generalized Verma module homomorphisms (see [13]). Non-
standard homomorphisms have been classified only for parabolic subalgebras
with commutative nilradicals ([3]) and maximal parabolic subalgebras ([15]),
both cases just for scalar generalized Verma modules.
In addition to the branching of the generalized Verma module Mµ(g¯, p¯) over
g¯, one has to solve one final problem arising from the embedding g¯
i→֒ g. More
precisely, given a b¯-singular vector vµ of h¯-weight µ in Mλ(g, p), one needs to
decide whether vµ generates a g¯-submodule isomorphic to Mµ(g¯, p¯), or a proper
quotient module (if the latter is the case, one also needs tools to understand
which quotients are generated).
2 Notation and preliminaries
We fix the base field to be C. For an arbitrary Lie algebra t we denote by U(t)
its universal enveloping algebra and by ad we denote the adjoint action in t and
U(t). Given a t-module M , we say that a vector v ∈M is t-singular if the one-
dimensional vector space Cv is preserved by t (i.e., if Cv is a one-dimensional
t-submodule of M).
For a semisimple Lie algebra g, the quadratic Casimir element c1 ∈ U(g) is
defined as
∑
i eifi, where {ei}, {fi} are two bases of g, dual with respect to the
Killing form K(e, f) := Tr(ade ◦ adf).
Let g and g¯ be reductive Lie algebras. We recall that a subalgebra g′ of g is
called reductive in g if any irreducible finite-dimensional g-module is a semisim-
ple g′-module (i.e., decomposes as a direct sum of irreducible g′-modules). Let
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i be an embedding g¯
i→֒ g such that i(g¯) is reductive in g. Let h¯ be a Cartan
subalgebra of g¯. Since the base field is C and i(g¯) is reductive in g, we can
extend i(h¯) to a Cartan subalgebra h ⊃ i(h¯) of g.
We denote by ∆(g) the root system of g with respect to h and by ∆(g¯)
the root system of g¯ with respect to h¯. Then g and g¯ have the vector space
decompositions
g = h⊕
⊕
β∈∆(g)
gβ , g¯ = h¯⊕
⊕
α∈∆(g¯)
g¯α ,
where gβ (respectively, g¯α) are the ∆(g)- (respectively, ∆(g¯)-) root spaces. The
Killing form on g (respectively g¯) induces a non-degenerate symmetric bilinear
form on h∗ (respectively h¯∗); we rescale this form on each simple component
of g (respectively, [g¯, g¯]) so that the long roots have length
√
2 for types An,
Bn, Dn, E6, E7, E8, length 2 for types Cn and F4, and length
√
6 for type
G2. We denote the so obtained bilinear form on h
∗ (respectively, h¯∗) by 〈•, •〉g
(respectively, 〈•, •〉g¯). For any weight β ∈ h∗ (respectively α ∈ h¯∗) we define
hβ ∈ h (respectively h¯α ∈ h¯) to be the dual element of β, i.e., we require
that [hβ, gγ ] = 〈β, γ〉ggγ (respectively [h¯α, g¯γ ] = 〈α, γ〉g¯g¯γ ) for all gγ ∈ gγ
(respectively g¯γ ∈ g¯γ).
We define an embedding
ι : h¯∗ →֒ h∗
by requiring
[i(h¯γ), gβ ] = 〈ι(γ), β〉ggβ
for all β ∈ ∆(g) and all γ ∈ h¯∗. There exists a positive integer D such that
D〈α1, α2〉g¯ = 〈ι(α1), ι(α2)〉g for all α1, α2 ∈ h∗; the integer D is called Dynkin
index of the embedding g¯
i→֒ g, [?]. Let
pr : h∗ → h¯∗
denote the canonical projection map naturally induced by i.
We say that a g-module M is a h-weight module if it has a vector space de-
composition into countably many one-dimensional h-submodules. All g-modules
discussed in the current paper are h-weight modules, in particular so is every
finite dimensional completely reducible g-module as well as every generalized
Verma g-module. Given a a h-weight g-module M , denote by Weightsh(M)
the ordered (dimM)-tuple of elements of h∗ consisting of the h-weights of M
with multiplicities. In the case that dimM <∞, we order weights in increasing
graded lexicographic order with respect to coordinates given in a simple basis
of the ambient Lie algebra. Define SupphM to be the set of h-weights of M .
Given a g-module M with action ·, we equip M with a g¯-module structure
by requesting that an element g¯ ∈ g¯ act on an element m ∈ M by i(g¯) ·m. In
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particular, g is a g¯ module under the ad ◦ i action of g¯. Given a g-module M
which as a g¯-module is a h¯-weight module, the definitions of h¯ and h imply the
following relation:
β ∈WeightshM ⇒ pr β ∈Weightsh¯M .
For each α ∈ ∆(g¯) and β ∈ ∆(g), we fix a Chevalley-Weyl basis g¯α ∈ g¯α and
gβ ∈ gβ. In a Chevalley-Weyl basis we have that there exist integer structure
constants n¯α1,α2 ∈ Z, nβ1,β2 ∈ Z, for which
[g¯α1 , g¯α2 ] = n¯α1,α2 g¯α1+α2 , [gβ1 , gβ2 ] = nβ1,β2gβ1+β2
[g¯α1 , g¯−α1 ] =
2
〈α1,α1〉g¯
h¯α1 , [gβ1 , g−β1 ] =
2
〈β1,β1〉g
hβ1 ,
(2)
where we define g¯µ := 0, gµ := 0 whenever µ is not a root of the respective root
system. We note that the relations (2) imply that the elements [gα, g−α], gα, g−α
form a standard h, e, f -triple parametrization of the sl(2)-subalgebra they gen-
erate.
Let b¯ ⊃ h¯ be a Borel subalgebra of g¯. As the base field is C, i(b¯) can be
extended to a Borel subalgebra b ⊃ h of g. In the present paper we assume
one such choice of Borel subalgebras b¯ ⊃ h¯, b ⊃ h ⊃ i(h¯), i(b¯) ⊂ b to be fixed.
All parabolic subalgebras p of g are assumed to contain b, and similarly, all
parabolic subalgebras p¯ of g¯ are assumed to contain b¯.
We set n− to be opposite nilradical of n, i.e., the Lie subalgebra generated by
the root spaces opposite to the root spaces lying in n. Set p¯ to be the preimage
of the intersection of p with i(g¯), i.e., set
p¯ := i−1(i(g¯) ∩ p) .
As p¯ contains b¯, it is a parabolic subalgebra of g¯. Set n¯ to be the nilradical of
p¯ and n¯− to be its opposite nilradical.
If g is of rank n, we parametrize the subsets of its positive simple roots by
n-tuples of 0’s and 1’s. A parabolic subalgebra p containing b is parametrized
by indicating which positive simple roots of g are weights of n (those roots are
also called “crossed roots”). For example, the parabolic subalgebra p(1,0,0) of
so(7) stands for the parabolic subalgebra in which the first simple root is crossed
out.
Define l to be the reductive Levi part of p that contains h and similarly
define l¯ to be the reductive part of p¯ that contains h¯. The fact that i(h¯) ⊂ h
implies that i(¯l) = l ∩ i(g¯). As i(¯l) ⊂ l, it follows that i(g¯) ∩ n is a l¯-submodule.
We claim that n− splits as the direct sum of the l¯-module (n− ∩ i(g¯)) and its
complement submodule isomorphic to n−/(n− ∩ i(g¯)) - indeed, this follows as l¯
is reductive in g¯, which is by definition reductive in g.
We set s := [l, l]. We say that a weight λ ∈ h∗ is integral with respect
to s and dominant with respect to s ∩ b if 〈λ, β〉g is a positive integer for all
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positive roots β of l. Given a weight λ ∈ h∗ that is integral with respect to
s and dominant with respect to s ∩ b, we denote by Vλ(l) the irreducible finite
dimensional l-module of highest weight λ. Vλ(l) can be regarded as a p-module
with trivial action of n. We note that as a partial case of our notation, for p ≃ g,
Vλ(g) denotes the irreducible finite dimensional g-module of highest weight λ.
In a similar fashion we define s¯ := [¯l, l¯], the irreducible p¯-module Vµ(¯l) and the
irreducible g¯-module Vµ(g¯).
In order to compute in Vλ(g), for an arbitrary reductive Lie algebra g, we
need to realize the following steps.
1. Produce a set of words u1, . . . , uk ∈ U(g) such that u1 · vλ, . . . , uk · vλ give
a basis of Vλ(g). Let mi := ui · vλ.
2. For each simple generator gα ∈ g, compute the matrix of the action of gα
on the mi’s, i.e., compute the numbers bis for which gα ·mi =
∑
s bisms.
In order to deal with 1), we use a non-commutative monomial basis of Vλ(g)
as described in [14, §1]. More precisely, the elements ui are chosen to be
non-commutative (non-PBW ordered) monomials in the simple Chevalley-Weyl
generators, whose exponents are given by the set of adapted strings Sλw described
in the Definition after [14, Lemma 1.3]. In order to solve 2), we use the
Shapovalov form, [21], [10]. The algorithm we used for solving 1) and 2) is
described in [10]. The explicit computations in Section 5 were carried out with
the help of a C++ program written for the purpose, [18], and we omit all
computation details.
For λ ∈ h∗ integral with respect to s and dominant with respect to s ∩ b,
define
Mλ(g, p) := U(g)⊗U(p) Vλ(l)
to be the generalized Verma g-module induced from Vλ(l). Similarly define
Mµ(g¯, p¯) := U(g¯) ⊗U(p¯) Vµ(¯l) to be the generalized Verma g¯-module induced
from Vλ(¯l). We have the vector space isomorphism
Mλ(g, p) ≃ U(n−)⊗ Vλ(l) . (3)
Given a vector space V , by S⋆(V ) :=
⊕∞
i=0 S
i(V ) we denote the symmetric
tensor algebra of V , where Si(V ) is generated over C by monomials of the form∑
σ∈Si
vσ(1) ⊗ · · · ⊗ vσ(i).
We now fix notation for the Weyl character formula. We denote the Weyl
group of a reductive Lie algebra t by W(t). To each element β ∈ h∗ we assign
the formal exponent xβ with multiplication xβ1xβ2 = xβ2+β2 and denote by
Q[xγ ]γ∈h∗ the commutative associativeQ-algebra generated by all such elements
with no further relations. We define Q[[xγ ]]γ∈h∗ as the vector space generated
by formal infinite Q-linear combinations of the monomials xα. Similarly, to
each element α ∈ h¯∗ we assign the formal exponent yα with multiplication
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yα1yα2 = yα1+α2 and denote by Q[yγ ]γ∈h¯∗ the commutative associative Q-
algebra generated by all such elements with no further relations.
We define the Q-algebra homomorphism
Pr : Q[xγ ]γ∈h∗ → Q[yγ ]γ∈h¯∗ ,
xγ 7→ ypr(γ) . (4)
Given a weight g-module M with finite-dimensional h-weight spaces M(β),
the character of chM ∈ Q[[xγ ]]γ∈h∗ is defined via
chM :=
∑
β∈Weightsh M
xβ =
∑
β∈Supph M
dimM(β)xβ .
Similarly, for a g¯-module N we define ch to be the character with respect to h¯,
chN :=
∑
α∈Weightsh¯ N
yα .
Definition 2.1 Let a :=
∑
γ∈h∗ a(γ)x
γ ∈ Q[[xγ ]]γ∈h∗. We say that a is pr-
finite if for any weight δ ∈ h¯∗ the set {γ ∈ h∗| pr(γ) = δ and a(γ) 6= 0} is finite
for every δ.
The set of pr-finite elements PrFin ofQ[[xγ ]]γ∈h∗ is a vector subspace ofQ[[x
γ ]]γ∈h∗
containing Q[xγ ]γ∈h∗ . We can extend the map Pr : Q[x
γ ]γ∈h∗ → Q[yγ]γ∈h¯∗ to
a map Pr : PrFin→ Q[[yγ ]]γ∈h¯∗ via
Pr(a) :=
∑
δ∈h¯

 ∑
pr(γ)=δ
a(γ)

 xδ . (5)
We note that if ch(M) is pr-finite, then we have the equality
Pr(ch(M)) = ch(M) . (6)
3 Character formulas and branching laws for gen-
eralized Verma modules
We recall that a finitely generated g¯-module is of finite length if it has finite
Jordan-Ho¨lder composition series over g¯. We recall the following definition, [11].
Definition 3.1 A g¯-module M is discretely decomposable if there is an increas-
ing filtration Mm by g¯-submodules of finite length such that
⋃
nMn = M . Let
p¯ be a parabolic subalgebra of g¯. We say that M is discretely decomposable in
Bernstein-Gelfand-Gelfand parabolic category Op¯ if in addition all modules Mn
from the filtration can be chosen to lie in Op¯.
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Definition 3.1 implies the following.
Lemma 3.2 The generalized Verma moduleMλ(g, p) is discretely decomposable
as a g¯-module in the category Op¯.
Proof. Let v be the b-highest weight vector of Mλ(g, p). Let g ≃ U1 ⊂ U2 ⊂
· · · ⊂ Un ⊂ . . . be the standard filtration of U(g) by degree. Let Mn be the
g¯-module generated by the vector space Un · v. It is a straightforward check
that Mn belongs to category Op¯. The so constructed modules Mn provide the
filtration required by Definition 3.1. 
In [11, Section 3], the branching laws of Mλ(g, p) over g¯ are explored under
the additional assumption that p is compatible with i(g¯), i.e., that p can be
defined using a hyperbolic grading element that lies in i(h¯). If p is a parabolic
subalgebra compatible with i(g¯) we have that i(n¯) ⊂ n. Without the assumption
that p is i(g¯)-compatible this no longer has to hold, see Lemma 5.2.3.(b),(c).
Nevertheless, the following Lemma holds.
Lemma 3.3
1. The map pr maps Supph n surjectively onto Supph¯ n¯.
2. n has an l¯-submodule isomorphic to n¯.
Both claims of the Lemma remain true if we interchange n with n− and n¯ with
n¯−.
Proof. 1. Consider a h¯-weight γ of n¯. Then i(g¯γ) is a C-linear combination
of elements of the weight spaces gβ for which pr(β) = γ. Suppose all pr-
preimages of γ in ∆(g) are roots of l. This implies that i(g¯−γ) is a subspace
of l, which implies that g¯γ ⊂ l¯. Contradiction. Therefore there exists a weight
β ∈ Weightsh n satisfying pr(β) = γ. The first part of the Lemma now follows
from the fact that the h¯-weights of n¯ have multiplicity one (as the root spaces
of g¯ have no multiplicities).
2. Let µ ∈ h¯∗ be a b¯ ∩ l¯-maximal weight of n¯ and let w be a b¯ ∩ l¯-singular
vector of n¯ of weight µ under the adjoint action of l¯ on n¯. Then there exist
complex numbers aβ , for β ∈ ∆(g) and pr(β) = µ, such that
i(w) =
∑
β∈∆(g)
pr(β)=µ
aβgβ . (7)
For a fixed µ, let
I1 := {β ∈ Supph(n)| pr(β) = µ} ,
I2 := {β ∈ Supph(l)| pr(β) = µ} . (8)
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The disjoint union I1 ⊔ I2 equals {β ∈ ∆(g)| pr(β) = µ}. Consider the element
v :=
∑
β∈I1
aβgβ .
We claim that v is non-zero. Indeed, otherwise we would have that i(w) ∈ l and
consequently i(w) ∈ i(¯l), which is impossible.
We claim next that v is b¯ ∩ l¯-singular. Indeed, let m¯ be the nilradical of
b¯. As n is a l¯-module under the ad ◦ i action (as it is a l-module), we have
that [i(m¯ ∩ l¯), v] ⊂ n. On the other hand, [i(m¯ ∩ l¯), i(w)] = 0 and therefore
[i(m¯∩ l¯), v] = [i(m¯∩ l¯), v− i(w)+ i(w)] = [i(m¯∩ l¯), v− i(w)] ⊂ l, where the latter
follows as v − i(w) ∈ l. Thus [i(m¯ ∩ l¯), v] ∈ n ∩ l = {0}. The latter implies that
v is b¯ ∩ l¯-singular as i(h¯) ⊂ h.
For each b¯∩ l¯-maximal weight of n¯, the preceding construction yields a b¯∩ l¯-
singular non-zero vector of the same h¯-weight. As n¯ is multiplicity free as a
l¯-module (as it is multiplicity free as a h¯-module), the construction yields one
set of b¯∩ l¯-singular vectors under the ad ◦ i action generating an l¯-submodule of
n isomorphic to n¯. 
Remark. The complex numbers aβ in (7) depend non-trivially on the
embedding map i. It appears that this dependence is not yet fully understood.
A discussion of the subject can be found in [4].
In view of Lemma 3.3, the following definition of the numbers m(µ, λ) is a
straightforward generalization of the numbers denoted with the same letter in
[11, §3.4, (3.3)].
Definition 3.4 Let λ ∈ h∗ be integral with respect to s and dominant with
respect to s ∩ b. Let N be any l¯-submodule of n− isomorphic to n¯− (under the
ad ◦ i-action). We define
m(µ, λ) := dimHoml¯(Vµ(¯l), Vλ(l)⊗ S⋆(n−/N)) .
As i(¯l) is reductive in g, the l¯-module N has a complement l¯-submodule Q ≃
n−/N . As S
n(n−) is an l¯-module, so is S
n(Q), and we can identify the l¯-module
Sn(n−/N) with S
n(Q).
3.1 The cones C, C′
For an ordered tuple of weights X ⊂ h¯∗, let ConeZ>0(X) denote the set of the
possible finite Z>0-linear combinations of the elements of X .
The following Condition A will play a crucial role in our ability to write
closed form character formulas for Mλ(g, p).
Definition 3.5 [Condition A] We recall that i(b¯) ⊂ b ⊂ p, p¯ := i−1(p) and that
n− is the nilradical opposite to the nilradical of p. Let N be as in Definition 3.4.
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Define the cones C ⊂ C′ by
C := ConeZ>0(Weightsh¯(n−/N))
C′ := ConeZ>0(Weightsh¯(n−)) .
We say that p satisfies Condition A if exactly one of the two holds.
1. 0 ∈ C.
2. 0 /∈ C′.
The failure of Condition A is equivalent to 0 ∈ C′ and 0 /∈ C. We immediately
note that we don’t have an example for which Condition A fails, and we may
conjecture that it always holds. The l¯-module N is not uniquely determined,
but its h¯-weights are (they equal the h¯-weights of n¯−). Consequently the weights
of n−/N are obtained by removing the h¯-weights of n¯− from the h¯-weights of
n− accounting for multiplicities; thus the cone C does not depend on the choice
of N .
Example. As an example of 0 /∈ C′, we may pick p ≃ g to be the full
parabolic subalgebra and g¯ to be any reductive subalgebra (then 0 /∈ C′ = ∅).
As an example of 0 ∈ C′, we can choose subalgebra i(g¯) such that a root β of
g projects to the zero h¯-weight, and chose the parabolic subalgebra p such that
β is not a root of its Levi part. An example for which 0 ∈ C′ but none of the
roots of g projects to zero h¯-weight can be given as follows. Pick g ≃ so(2n+2);
its root system can be given in ε-notation as ∆(so(2n + 1)) := {±εi ± εj |1 ≤
i < j ≤ n + 1}. Declare the roots {εi ± εj |i < j} to be positive, and define
b accordingly. Pick i(g¯) to be the subalgebra generated by the root spaces
{g±εi±εj |2 ≤ i < j ≤ n + 1}; this subalgebra is isomorphic to so(2n). Pick
p ⊃ b to be any parabolic subalgebra for which the root ε1−ε2 is “crossed out”,
i.e., ε1− ε2 is not a root of p. Then the root spaces g−ε1−ε2 and g−ε1+ε2 belong
to n−. Therefore the weight 0 = pr(−2ε1) = pr(−ε1−ε2+(−ε1+ε2)) belongs to
C′, however none of the roots of so(2n+2) projects to zero. Another example of
0 ∈ C′ can be given by g ≃ sl(3) and g¯ ≃ sl(2), with i(sl(2)) equal to the regular
sl(2)-subalgebra of sl(3) and p ≃ b. However, if we pick i(sl(2)) as the principal
subalgebra of sl(3), then our prerequisite requirement that i(h¯) ⊂ h ⊂ b implies
0 /∈ C′ no matter which of the 4 parabolic subalgebras p ⊃ b we choose.
Definition 3.6 We define p to be weakly compatible with i(g¯) if there exists an
element h¯ ∈ h¯ such that γ(i(h¯)) ∈ Q for all γ ∈ ∆(g) and
1. α(h¯) > 0 for all α ∈Weightsh¯ n¯,
2. β(i(h¯)) ≥ 0 for all β ∈Weightsh n.
Lemma 3.7 Suppose p is weakly compatible with i(g¯) (Definition 3.6). Then
Condition A holds, i.e.,
0 /∈ C ⇔ 0 /∈ C′ .
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Proof. (⇐) is trivial; we are proving the other implication. Weightsh¯ n =
−Weightsh¯ n− and therefore there exists an element h¯ ∈ h¯ for which α(h¯) < 0
for all α ∈Weightsh¯ n¯− and for which pr(β)(h¯) ≤ 0 for all β ∈Weightsh n−.
Suppose
0 =
∑
β∈Weightsh n−
nβ pr(β)
for some non-negative numbers nβ > 0. Evaluate both sides of the above ex-
pression on h¯ to obtain that 0 =
∑
β∈Weightsh n−
nβ pr(β)(h¯), where all sum-
mands are non-positive and therefore must be zero. Let γ be a weight with
pr γ ∈ Weightsh¯ n¯−. Then pr γ(h¯) < 0 and therefore nγ = 0. Therefore 0 ∈ C′
implies that 0 ∈ C, which proves the Lemma. 
The notion of a parabolic subalgebra weakly compatible with i(g¯) is a gen-
eralization of the notion of a compatible parabolic subalgebra, as the following
Proposition shows.
Proposition 3.8 Let p be a parabolic subalgebra of g compatible with i(g¯) in the
sense of [11, Section 3]. Then p is weakly compatible with i(g¯) and Condition
A holds.
Proof. By the definition of a parabolic subalgebra compatible with i(g¯) there
exists an element h¯ ∈ h¯ for which β(i(h¯)) > 0 for all β ∈ Weightsh(n). Let
α ∈ Weightsh¯ n. By Lemma 3.3 there exists β ∈ Weightsh(n) with pr(β) = α.
Therefore α(h¯) = pr(β)(h¯) = β(i(h¯)) > 0. 
We recall that Q[[yγ ]]γ∈h¯∗ is not a ring, as products are not necessarily well
defined: for example, the product of
∑∞
n=0 y
nα and
∑∞
n=0 y
−nα. However, if
0 /∈ C′, the vector subspace Q[[yγ ]]C′ given by
Q[[yγ ]]C′ :=
∑
µ∈h¯∗
{
∑
γ∈µ+C′
a(γ)yγ | a(γ) ∈ Q} (9)
is a ring, where the outer
∑
sign stands vector space sum, i.e., the vector space
generated by finite linear combinations of the elements of the vector spaces
under the
∑
sign.
Therefore if 0 /∈ C′ we can write
chS⋆(n−/N) =
∏
α∈Weightsh¯(n−/N)
1
(1− yα)
chS⋆(n−) =
∏
α∈Weightsh¯(n−)
1
(1 − yα) ,
(10)
where 1(1−yα) denotes the multiplicative inverse of (1 − yα) in Q[[yγ ]]C′ , given
by the geometric series sum formula, and the products are taken in the ring
Q[[yγ ]]C′ .
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Let λ ∈ h∗ be dominant with respect to b ∩ s and integral with respect to
s = [l, l], where we recall l is the reductive Levi part of g. As l¯ is reductive
in g, the l¯-module Vλ(l) decomposes as a direct sum of irreducible l¯-modules.
Therefore for µ ∈ h¯∗ we can define the numbers n(µ, λ) as the multiplicity of the
module Vµ(¯l) in Vλ(l). The numbers n(µ, λ) are then computed via the finite
sum
chVλ(l) =:
∑
µ∈h¯∗
n(µ, λ)chVµ(¯l) . (11)
For an arbitrary sequence of elements P1, . . . , Pn, . . . ∈ Q[[yγ ]]γ∈h¯∗ , let
the functions pn : h¯
∗ → Q be defined via Pn :=
∑
γ∈h∗ pn(γ)y
γ . We say
that the sequence P1, . . . , Pn, . . . ∈ Q[[yγ ]]γ∈h¯∗ has a limit if for all γ ∈
h¯∗ the limit limn→∞ pn(γ) exists. If so, we define lim
n→∞
Pn by lim
n→∞
Pn :=∑
γ∈h∗
(
lim
n→∞
pn(γ)
)
yγ .
The following Lemma follows from the definition of ch and the geometric
series sum formula.
Lemma 3.9
1.
∑
µ∈h¯∗
m(µ, λ)chVλ(¯l) = lim
n→∞
(
chVλ(l)
n∑
i=0
ch(Sn(n−/N))
)
= lim
n→∞

chVλ(l) ∏
α∈Weightsh¯(n−/N)
1− ynα
1− yα

 ,
(12)
where the division and multiplication operations are carried out in the
ring Q[yγ ]γ∈h∗, we allow m(µ, λ) = +∞, and for α = 0 we have defined
1−ynα
1−yα |α=0
:= n.
2. Suppose 0 /∈ C. Then∑
µ∈h¯∗
m(µ, λ)chVλ(¯l) = chVλ(l)
∏
α∈Weightsh¯(n−/N)
1
1− yα , (13)
where the inverse and multiplication operations are taken in the ring Q[[yγ ]]C′
defined by (9).
3.2 Character formulas and multiplicity functions m(µ, λ)
In the following Theorem we explore what happens when we apply the map Pr
to the character chMλ(g, p). The observation of the Theorem is that we can
separate the Pr-images of the denominators (1− xβ) in the generating function
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of the character formula according to the (possibly zero) multiplicity with which
pr(β) belongs to Weightsh¯ n¯− and Weightsh¯ n¯−/N .
Theorem 3.10 Let λ ∈ h∗ be a weight dominant with respect to b ∩ s and
integral with respect to s.
1. Suppose 0 /∈ C′. Then we have that chMλ(g, p) is pr-finite and
chMλ(g, p) = Pr(chMλ(g, p)) =
∑
µ∈h¯∗
m(µ, λ)chMµ(g¯, p¯) . (14)
In particular m(µ, λ) ∈ Z≥0.
In the language of [11], in the Grothendieck group of Op¯ of the Bernstein-
Gelfand-Gelfand category K(Op¯) there is equality
chMλ(g, p) =
⊕
µ∈h¯∗
m(µ, λ)chMµ(g¯, p¯) .
2. If 0 ∈ C, we have that if m(µ, λ) 6= 0 then m(µ, λ) = +∞.
Proof. 1. By (3) we have that
chMλ(g, p) =

 ∏
β∈Weightsh(n−)
1
1− xβ

 chVλ(l) , (15)
and similarly
chMµ(g¯, p¯) =

 ∏
α∈Weightsh¯(n¯−)
1
1− yα

 chVλ(¯l) . (16)
By (15) and (10) chMλ(g, p) is pr-finite. Therefore we can compute
Pr

 ∏
β∈Weightsh(n−)
1
1− xβ

 = ∏
β∈Weightsh(n−)
1
1− ypr(β)
=
∏
α∈Weightsh¯(n−/N)
1
1− yα
∏
α∈Weightsh¯(N)
1
1− yα , (17)
where the multiplication is taken in the ring Q[[yγ ]]C′ . The computation
Pr chMλ(g, p)
(15),(17)
=

chVλ(l) ∏
α∈Weightsh¯(n−/N)
1
1− yα

 ∏
α∈Weightsh¯(n¯−)
1
(1 − yα)
(13)
=
∑
µ
m(µ, λ)chVµ(¯l)
∏
α∈Weightsh¯(n¯−)
1
(1 − yα)
(16)
=
∑
µ
m(µ, λ)chMµ(g¯, p¯)
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completes the proof of 1).
2. By (12), for any positive integer n, we have that m(µ, λ) is greater than
or equal to the coefficient of yµ in the expression
chVλ(l)
∏
α∈Weightsh¯(n−/N)
(1 + yα + · · ·+ ynα) .
Consider the expression
A(n) :=
∏
α∈Weightsh¯(n−/N)
(1 + yα + · · ·+ ynα) .
The condition 0 ∈ C implies there exist non-negative integers tα, not simultane-
ously vanishing, with 0 =
∑
α∈Weightsh¯(n−/N)
tαα. If µ =
∑
α∈Weightsh¯(n−/N)
mαα
for some integers mα ≥ 0, the coefficient in front of yµ in A(n) is greater than
or equal to (n −maxαmα)/(maxα tα). Therefore, as n→ ∞, the coefficient in
front of yµ in A(n) tends to ∞. As the character chVλ(l) is polynomial (in the
variables yψj for ψj - the fundamental h¯-weights of g¯) with positive coefficients,
the statement follows. 
For an ordered tuple X ⊂ h¯∗, denote by PX : h¯∗ → Z≥0 ∪ {∞} the vector
(Kostant) partition function with respect toX . More precisely, PX(α) is defined
to be the number of ways to write α as a non-negative integral combination of
the elements of X . For overview of the theory of vector partition functions we
direct the reader to [1] and the references therein.
We conclude this section by expressing the multiplicities m(µ, λ) via vector
partition functions. Vector partition functions can be written in closed form as
piecewise quasi-polynomials, for example using the Szenes-Vergne formula, [17],
and therefore so can the function m(µ, λ). Here, closed form formula means a
formula which can be evaluated with a constant number of arithmetic operations
in the coordinates of µ and λ. Although we do not use it in the remainder of
the paper, we find that Theorem 3.12 is important on its own. As its proof is
constructive, it will allow the use of computers to compute the piecewise quasi-
polynomial functions m(µ, λ). In addition, Theorem 3.12 gives an upper bound
on the growth of m(µ, λ) as a function of µ and λ, as the example at the end of
the section shows.
We give first a definition of piecewise quasi-polynomials.
Definition 3.11 We say that a function p : Cn → Q is an elementary piecewise
quasi-polynomial if there exist
1. A finite set of non-strict linear inequalities with rational coefficients cut-
ting off a (not necessarily bounded) set C ⊂ Rn ⊂ Cn,
2. A rational lattice Λ (i.e., a Z-span of a set of vectors with rational coor-
dinates),
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3. A rational polynomial pC,Λ(y1, . . . , yn), such that
p(y1, . . . , yn) =
{
pC,Λ(y1, . . . , yn) if (y1, . . . , yn) ∈ Λ ∩ C
0 otherwise .
We say that the degree of pC,Λ is the degree of the elementary piecewise quasi-
polynomial p.
We say that a function p is piecewise quasi-polynomial if it can be written
as a finite sum of elementary piecewise quasi-polynomials. We say that p is
of degree d if p can be written as a linear combination of elementary piecewise
quasi-polynomials, each of degree less than or equal to d, and d is the smallest
integer with this property.
Theorem 3.12 Assume the notation of Theorem 3.10 and 0 /∈ C. Then the
multiplicity function m(µ, λ) is piecewise quasi-polynomial (in the coordinates
of µ and λ, i.e., a quasi-polynomial of dim h+ dim h¯ variables). The piecewise
quasi-polynomial is of degree not exceeding the integer 12 (dim g−dim g¯−dim h−
dim h¯).
Proof. Let λ ∈ h∗ be integral with respect to s = [l, l] and dominant with
respect to b∩ s, where we recall that l is the reductive Levi part of p. The Weyl
character formula asserts that
chVλ(l) =

 ∏
−α∈Weightsh(l∩b)
1
1− xα



 ∑
w∈W(l)
sign(w)xw(λ+ρl)−ρl

 ,
where ρl :=
1
2
∑
β∈Weightsh l∩b
β. By (3) and the Weyl character formula we have
that
chMλ(g, p) =

 ∏
α∈Weightsh(n−)
1
1− xα

 chVλ(l)
=

 ∏
−α∈Weightsh(b)
1
1− xα

 ∑
w∈W(l)
sign(w)xw(λ+ρl)−ρl .(18)
Similarly, we get that
chMµ(g¯, p¯) =

 ∏
−α∈Weightsh¯(b¯)
1
1− yα

 ∑
w∈W(¯l)
sign(w)yw(µ+ρl¯)−ρl¯ ,(19)
where ρl¯ :=
1
2
∑
α∈∆+ (¯l) α. Let m− and m¯− be the nilradicals opposite to the
nilradicals of b and b¯ and let M be the h¯-module M := m−/i(m¯−) under the
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ad ◦ i-action. We substitute (19) in (14) from Theorem 3.10, and cancel the
common denominator
∏
α∈Weightsh¯ m¯−
1
1−yα from both sides to obtain
 ∏
α∈Weightsh¯ M
1
1− yα

 ∑
w∈W(l)
sign(w)ypr(w(λ+ρl)−ρl)
=
∑
µ
m(µ, λ)
∑
w∈W(¯l)
sign(w)yw(µ+ρl¯)−ρl¯ , (20)
where µ runs over the weights integral with respect to s¯ = [¯l, l¯] and dominant
with respect to b¯ ∩ s¯.
Set X := Weightsh¯M (with multiplicities) and let PX be the vector partition
function with respect to X .
Fix a weight µ dominant with respect to b¯∩ s¯. In the right hand side of (20),
among all monomials of the formm(µ, λ) sign(w)yw(µ+ρl¯)−ρl¯ , the only monomial
whose exponent is dominant with respect to b¯ ∩ s¯ is m(µ, λ)yµ, obtained for
w = id. Therefore we can compare the coefficients in front of all yγ for which γ
is b¯ ∩ l¯-dominant to get that
m(µ, λ) =
∑
w∈W(l)
µ is b¯∩l¯−dominant
sign(w)PX (µ− pr(w(λ + ρl)− ρl))
=
∑
w∈W(l)
µ is b¯∩l¯−dominant
sign(w)PX (uw(µ, λ) + τw) ,
where we have set
τw := − pr(w(ρl)− ρl), u¯w := − pr ◦w, uw(µ, λ) := µ+ u¯w(λ) .
By standard results on vector partition functions (see [?] and the references
therein), PX is a piecewise quasi-polynomial of degree less than or equal to the
number of elements of X minus the dimension of the ambient vector space, i.e.,
dimM − dim h¯ = dimm− − dim m¯− − dim h¯ = 12 (dim g − dim h) − 12 (dim g¯ −
dim h¯)− dim h¯ = 12
(
dim g− dim g¯− dim h− dim h¯). 
Example. For Lie G2 →֒ so(7), we have that 12 (dim g − dim g¯ − dim h −
dim h¯) = 1 and the piecewise quasi-polynomialm(µ, λ) is linear. For C⊕so(2n+
1) →֒ so(2n + 2), so(2n) →֒ so(2n + 1) and gl(n) →֒ sl(n + 1) we have that
1
2 (dim g−dim g¯−dim h−dim h¯) = 0, and the piecewise quasi-polynomialm(µ, λ)
is bounded by a constant; in those cases, for finite dimensional representations,
we know from the classical branching rules that the constant is 1 (“multiplicity
free branching”).
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4 Constructing b¯-singular vectors in Mλ(g, p)
We recall that Vλ(l) denotes the finite dimensional p-module inducing Mλ(g, p).
By Weyl’s semisimplicity theorem Vλ(l) decomposes as a direct sum of irre-
ducible l¯-modules (we recall that l¯ = i−1(i(g¯) ∩ l)). By (11), the component
Vµ(¯l) of highest weight µ in the l¯-decomposition of Vλ(l) appears with mul-
tiplicity n(µ, λ). By Theorem 3.10, the multiplicity m(µ, λ) of Mµ(g¯, p¯) in
Mλ(g, p) is equal to the l¯-multiplicity of Vµ(¯l) in S
⋆(n−/N) ⊗ Vλ(l). There-
fore m(µ, λ) ≥ n(µ, λ).
With some assumptions, in the present Section we assign to each b¯∩¯l-singular
vector v in Vλ(l) a b¯-singular vector v
′ in Mλ(g, p). More precisely, assuming
that λ satisfies Condition B (Definition 4.4 below), given a weight µ ∈ h¯∗ we
show a method for constructing n(µ, λ) linearly independent b¯-singular vectors
inMλ(g, p). In the particular case that p has a finite branching problem over i(g¯)
(Definition 4.1 below), it follows that n(µ, λ) = m(µ, λ) and the construction
exhausts all b¯-singular vectors of weight µ for which m(µ, λ) 6= 0.
Definition 4.1 We say that the parabolic subalgebra p ⊂ g has a finite branch-
ing problem over i(g¯) if for λ ∈ h∗ there are only finitely many µ ∈ h∗ with
m(µ, λ) 6= 0.
The above definition is equivalent to requesting that Mλ(g, p) has finite Jordan-
Ho¨lder series as a g¯-module. In view of Theorem 3.10, it is also equivalent
to requesting that dim n = dim n¯. Theorem 3.10 furthermore implies that the
definition does not depend on the choice of inducing representation. A non-
trivial example of Definition 4.1 is given by Lie G2
i→֒ so(7) for p ≃ p(1,0,0).
Our construction is carried out in two steps. First, we decompose the induc-
ing finite dimensional representation Vλ(l) over l¯ by producing a spanning set for
the b¯∩ l¯ singular vectors in Vλ(l). Second, we project the obtained b¯∩ l¯-singular
vectors to b¯-singular, using an element in the center of U(g¯).
We need the following definition.
Definition 4.2 Let P ∈ Q[[yγ ]]γ∈h∗ . We say that µ ∈ h¯∗ is b¯-maximal in P if
yµ has non-zero coefficient in P and we have that yµ+α has coefficient zero in
P for all positive roots α of g¯.
We describe a procedure for computing the decomposition (11). Consider the
p-module Vλ(l) inducing Mλ(g, p). We compute chVλ(l) using the Freudenthal
formula with respect to l (see e.g., [7, §22.3, 22.4]). Then we compute the
projection Pr(chVλ(l)) = chVλ(l). Next we find a b¯-maximal weight µ1 in
Pr(chVλ(l)). Then Vµ1 (¯l) appears as a summand in the l¯-decomposition of Vλ(l).
Next we compute chVµ1 (¯l) using the Freudenthal formula with respect to l¯ and
subtract chVµ1 (¯l) from chVλ(l). If we obtain zero, we are done, otherwise we
find another b¯-maximal weight µ2 in the remaining character chVλ(l)−chVµ1 (¯l)
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and subtract chVµ2 (¯l), and so on. On each step of the algorithm, the remaining
character is a finite sum of monomials with non-negative integer coefficients.
Furthermore, on each step the sum of the coefficients of all monomials decreases
strictly, and therefore the algorithm terminates after a finite number of steps.
By recording the intermediate summands chVµ(¯l) appearing in the algorithm,
we obtain the decomposition (11).
We are now in a position to compute the b¯ ∩ l¯-singular vectors of Vλ(l)
using linear algebra and the remarks on finite dimensional representations in
Section 2. Indeed, for each weight µ ∈ h¯∗ with n(µ, λ) > 0, we compute the
intersection of the eigenspaces of the linear operators given by the · action of
i(g¯α), i(h¯α)− µ(h¯α) on Vλ(l), where α runs over the simple positive roots of l¯.
We discuss shortly the center of U(g¯). For an arbitrary semisimple Lie
algebra g¯, the center of U(g¯) is a polynomial algebra (of rank equal to dim h¯),
as follows from the Harish-Chandra homomorphism Theorem ([7, §23.3]) and a
Theorem of Chevalley ([8, Chapter 3]). Let c¯1, . . . , c¯k with k = dim h¯ be a basis
of the center of U(g¯) consisting of homogeneous elements, where c¯1 is chosen to
be the quadratic Casimir element. The elements c¯j are known, a list of their
degrees for each type can be found in [20, page 260]. A discussion of how to
construct a basis c¯1, . . . , c¯k can be found in [2] and the references therein.
For an arbitrary µ ∈ h¯∗, the elements of the center of U(g¯) act by scalars on
the Verma module Mµ(g¯, b¯). Let the constant by which c¯j acts on Mµ(g¯, b¯) be
pj(µ), i.e.,
pj(µ)v = c¯j · v for all v ∈Mµ(g¯, b¯) .
We say that two weights µ and ν in h¯∗ are linked if there exists an element w
of the Weyl group of g¯ such that w(µ + ρg¯)− ρg¯ = ν, where ρg¯ is the half-sum
of the positive roots of g¯. By the Harish-Chandra homomorphism Theorem, µ
and ν are linked if and only if pj(µ) = pj(ν) for j = 1, . . . , dim h¯.
Let Qλ denote the “top level” g¯-submodule of Mλ(g¯, p¯) given by
Qλ := i(U(g¯))⊗i(U(p¯)) Vλ(l) , (21)
where Vλ(l) is equipped with the p¯ action induced from the embedding i. We
note that Qλ lies in the BGG category Op¯.
Before we proceed with the construction of b¯-singular vectors in Qλ, we note
the following.
Proposition 4.3 Suppose the parabolic subalgebra p ⊂ g has finite branching
problem over i(g¯). Let λ ∈ h∗ be dominant with respect to b∩s and integral with
respect to s. Then we have the g¯-module isomorphism
Qλ ≃Mλ(g, p) .
Proof. By Lemma 3.3, the map pr mapsWeightsh n− bijectively ontoWeightsh¯ n¯−.
Let β1, . . . , βl be elements of the ordered tuple Weightsh n−, and let α1, . . . , αl
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be the elements of Weightsh¯ n¯−, such that pr(βi) = αi. Let v1, . . . , vk be a basis
of Vλ(l). By (3) the set
A := {gn1β1 . . . gnlβl · vs|ni ∈ Z≥0, s = 1, . . . , k}
is a vector space basis ofMλ(g, p). Define a partial order ≻ among the monomi-
als gn1β1 . . . g
nl
βl
· vs by requesting that gn1β1 . . . gnlβl · vs ≻ gm1β1 . . . g
ml
βl
· vt if and only
if
∑l
i=1 ni >
∑l
i=1mi. The partial order does not depend on s and t. Consider
the element
m(n1, . . . , nl, s) := i(g¯
n1
α1 . . . g¯
nl
αl
) · vs .
Lemma 3.3 and the finiteness of the branching problem imply the vector space
isomorphism i(n¯) ≃ (n + l)/l. Therefore by the proof of Lemma 3.3, for each
index j there exists a non-zero complex number aj and an element uj ∈ l such
that i(g¯αj) ∈ ajgβj + uj and so
m(n1, . . . , nl, s) = (a1gβ1 + u1)
n1 . . . (algβl + ul)
nl · vs . (22)
Rewrite m(n1, . . . , nl, s) in the monomial basis A. As n− is an ideal in l ⊕ n−,
(22) and the PBW theorem imply that m(n1, . . . , nl, s) has unique ≻-maximal
monomial in the basis A, proportional to gn1β1 . . . g
nl
βl
· vs. Therefore a straight-
forward filtration argument shows that, for fixed P ∈ Z≥0, the linear span of
{m(n1, . . . , ni, s)|
l∑
i=1
ni ≤ P, s = 1, . . . , k}
equals the linear span of
{gn1β1 . . . gnlβl · vs|
l∑
i=1
ni ≤ P, s = 1, . . . , k}
which proves the statement. 
In order to associate b ∩ l-singular vectors of Vλ(l) to b-singular vectors in
Mλ(g, p), we need the following condition on λ.
Definition 4.4 (Condition B) Let λ ∈ h∗ be integral with respect to s = [l, l]
and dominant with respect to b ∩ s. We say that λ satisfies Condition B if for
each pair of h¯-weights µ 6= ν for which n(µ, λ) > 0 and n(ν, λ) > 0, we have
that ν and µ are not linked.
We say that λ satisfies the strong Condition B if for all pairs µ 6= ν with
n(µ, λ) > 0 and n(ν, λ) > 0, we have that p1(µ) 6= p1(ν), where p1(µ), p1(ν) are
the constants given by the action of the quadratic Casimir element c¯1 of g¯ on
Mµ(g¯, b¯), Mν(g¯, b¯).
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We note that, for the two extreme cases, the full parabolic subalgebra p¯ ≃ g¯,
and p¯ ≃ b¯, every possible weight λ satisfies Condition B. Indeed, for the full
parabolic p¯ = g¯, all µ for which n(µ, λ) > 0 are dominant with respect to b¯
and integral with respect to g¯ and therefore cannot be pairwise linked. For
the minimal parabolic p¯ ≃ b¯, the inducing module is one-dimensional and the
condition is trivially satisfied.
Theorem 4.5 Let λ ∈ h∗ be a integral with respect to s = [l, l] and dominant
with respect to b ∩ s. Suppose λ satisfies Condition B (Definition 4.4). Let
µ ∈ h¯∗ such that n(µ, λ) > 0. Then there exists an element d¯ in the center of
U(g¯), such that i(d¯) · (1⊗U(p) vµ) is a non-zero b¯-singular vector in Mλ(g, p) for
any b¯ ∩ l¯-singular vector vµ in Vλ(l) of h¯-weight µ.
Proof. Let h¯ be a grading element that defines p¯, i.e., an element such that
α(h¯) > 0 for α ∈Weightsh¯ n¯ and α(h¯) = 0 for α ∈Weightsh¯ l¯. Let
a := max
n(ν,λ)>0
ν(h¯) .
For each s ∈ Z, let Ws be the sum of all h¯-weight spaces of Vλ(l) of weight
ν for which ν(h¯) ≥ a− s. Then Ws is a p¯-module. Set
Qs := i(U(g¯))⊗i(U(p¯)) Ws , Rs := Qs/Qs−1 ,
where Q−1 := {0}, where Qs are realized as g¯-submodules of Mλ(g, p).
Let
µ(h¯) = a−m .
We will prove by induction on s that for each s < m there exists an element d¯s
in the center of U(g¯) such that i(d¯s) ·Qs = 0 and
i(d¯s) · (1 ⊗U(p¯) vµ) = x(1⊗U(p¯) vµ) mod Qm−1 (23)
for some non-zero complex number x, where the latter computation is carried
out in Rm.
Our induction hypothesis holds trivially for the base case s = −1 with
d−1 := 1. Suppose that there exists an element d¯s−1 that satisfies the induction
hypothesis. Let vν ∈ Vλ(l) be a b¯ ∩ l¯-singular vector of h¯-weight ν for which
ν(h¯) = a − s. As Condition B holds, there exists an element d¯ν such that
d¯ν ·Mν(g¯, b¯) = {0} and d¯ν ·Mµ(g¯, b¯) 6= {0}.
Let m¯ be the nilradical of b¯ and m¯− its opposite nilradical. By the PBW
theorem we have the vector space isomorphism U(g¯) ≃ U(m¯−) ⊗ U(h¯) ⊗ U(m¯)
and we can write
d¯ν =
∑
k
m¯−k h¯km¯
+
k (24)
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for some monomials m¯−k ∈ U(m¯−), h¯k ∈ U(h¯), m¯+k ∈ U(m¯), where the summands
are assumed linearly independent. Consider the action of a summand m¯−k h¯km¯
+
k
in (24) on 1⊗i(U(p¯))vν . As i(m¯∩ l¯)·vν = 0, it follows that whenever the monomial
m+k is not constant it maps 1 ⊗i(U(p¯)) vν to Qs−1. If m−k is a non-constant
monomial, m+k is a non-constant monomial too (as elements of the center of
U(g¯) have zero weight and the summands in (24) are linearly independent). Let
u be the sum of the summands in (24) that lie in U(h¯). As we have chosen
d¯ν to annihilate Mν(g¯, b¯), we have that u · vν = 0. The preceding discussion
now implies that i(d¯ν) · (1⊗i(U(p¯)) vν) ∈ Qs−1 and therefore the product d¯s−1d¯ν
annihilates 1⊗i(U(p¯)) vν . In addition, the above discussion shows
i(d¯ν) · (1⊗i(U(p¯)) vµ) = (1⊗i(U(p¯)) u · vµ) mod Qm−1 (25)
and
(
(1⊗i(U(p¯)) u · vµ) mod Qm−1
)
is a non-zero multiple of ((1 ⊗i(U(p¯)) vµ)
mod Qm−1) as d¯ν ·Mµ(g¯, b¯) 6= {0}. Set d¯s to be the product
d¯s := d¯s−1
∏
n(ν,λ)>0,ν(h¯)=a−s
d¯ν .
Then d¯s is an element with the desired properties, which completes our induction
argument.
We claim d¯ := d¯m−1 satisfies the requirements of the Theorem. Indeed,
i(d¯) · (1⊗U(p) vµ) 6= 0 by the construction of d¯, and if m¯ ∈ m¯, then i(m¯) · (i(d¯) ·
(1⊗U(p) vµ)) = i(d¯) · (i(m¯) · (1⊗U(p) vµ)) = 0. 
The proof of Theorem 4.5 and Proposition 4.3 imply the following.
Corollary 4.6 Suppose the parabolic subalgebra p ⊂ g has finite branching prob-
lem over i(g¯). Let λ ∈ h∗ be dominant with respect to b ∩ s and integral with
respect to s. Suppose λ satisfies Condition B. Suppose in addition n(µ, λ) ≤ 1
for all µ ∈ h∗. Then we have the g¯-module isomorphism
Mλ(g, p) ≃
⊕
n(µ,λ)=1
Mµ(g¯, p¯) .
Proof. By Condition B and the fact that n(µ, λ) = 1, all summands on the right
hand side have pairwise zero intersections. By Proposition 4.3 and Theorem 4.5
each of the modules on the right hand side is contained as a subset in the left
hand side. By Proposition 4.3 the right hand side contains a vector space basis
of Mλ(g, p). This proves the statement. 
We conclude this section with a discussion on Condition B. Let x := (x1,
. . . , xdimh) be indeterminate variables and let z := (z1, . . . , zdimh), zi ∈ Z≥0 be
non-negative integers. Let I be the set of simple roots of g. Let the fundamental
weight that corresponds to the simple root ηi be denoted by ωi.
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Let Il be the subset the elements of I that are roots of l and define
a(x) :=
∑
αi∈I\Il
xiωi
b(z) :=
∑
αi∈Il
ziωi
λ(x, z) := a(x) + b(z) .
(26)
For a fixed value of z, we claim that the set of the λ’s satisfying Condition
B is a Zariski open set in the variables x1, . . . , xdim h. Indeed, as a s-module,
Vλ(x,y)(l) is isomorphic to Vb(z)(s), and therefore the number of values of α for
which n(pr(λ(x, z))−α, λ(x, z)) 6= 0 is a function independent of x1, . . . , xdim h.
For each µ 6= ν ∈ h¯∗ with n(µ, λ(x, z)) 6= 0, n(ν, λ(x, z)) 6= 0, the condition that
µ and ν are not linked is a finite (as W(g¯) is finite) set of linear 6=-inequalities
in the coordinates of µ and ν, which in turn are linear functions in the xi’s.
Therefore for a fixed value of z, Condition B is determined by a finite set of
linear 6=-inequalities in the variables x1, . . . , xdimh and is therefore Zariski open.
We note that it is possible the Zariski open set on the variables x1, . . . , xdim h
is the empty set: this could happen if one of the linear 6=-inequalities is of the
form a 6= 0 for a non-zero constant a.
For a fixed value of z, we claim that the set of λ satisfying the strong Condi-
tion B is also a Zariski open set in the variables x1, . . . , xdim h (which may, again,
be the empty set). Indeed, let αi be the simple roots of g¯, and define qi(x, z)
via pr(λ(x, z)) =:
∑
qi(x, z)αi. The elements qi(x, z) are linear functions of the
xi’s. By the preceding discussion, a weight µ ∈ h¯∗ with n(µ, pr(λ(x, z))) > 0 is of
the form pr(λ(x, z))−αi where αi ∈ h¯∗ runs over some finite set of weights with
coordinates that do not depend on the xi. Therefore for n(µ, pr(λ(x, z))) > 0,
the function p1(µ) is a quadratic polynomial in the variables x1, . . . , xdimh with
quadratic term depending only on λ(x, z). Therefore the function p1(µ)− p1(ν)
is linear function in the variables x1, . . . , xdimh, which proves our claim.
5 The pair Lie G2
i→֒ so(7)
In this section we study the branching problem for the pair Lie G2
i→֒ so(7).
Our original motivation for studying the example of Lie G2
i→֒ so(7) comes
from a natural conformal geometry problem in dimension 5 (notice that so(7)
is the complexification of the conformal Lie algebra in dimension 5). There is
a remarkable connection between the geometry of generic 2-plane fields D on a
manifold M of dimension 5 and pseudo-Riemannian metrics of signature (3, 4)
in dimension 7 whose holonomy is the split real form of G2. The identification
proceeds in two stages. The first step, due to Cartan, is the equivalence of such
fields D to a conformal class of metrics of signature (2, 3) on M . The second
24
step canonically associates to a conformal structure of signature (2, 3) on M
a Ricci-flat metric g˜ of signature (3, 4) on an open subset of (R+ × M × R)
containing (R+ ×M × {0}). Furthermore, the metrics constructed in this way
satisfy Hol(g˜) ⊂ Lie G2, where Hol(g˜) is the holonomy of the metric g˜. We
note that metrics with holonomy reduced to Lie G2 in dimension 7 are not easy
to construct.
On the other hand, a geometrical characterization of the reduction of the
structure group SO(7) down to G2 for a given inducing representation Vλ is
given by invariant differential operators acting on sections of the associated
vector bundles, intertwined by actions of so(7) and Lie G2.
Finally, by (1), we can transform the problem of finding differential invariants
for (so(7),Lie G2),Vλ into an algebraic question on homomorphisms between
generalized Verma modules, which correspond to solutions of the branching
problem. For the homomorphisms constructed in the present Section, we need
to further construct lifts of homomorphisms to the category of semiholonomic
generalized Verma modules. We hope to address this geometrically interesting
topic in a future work.
The example Lie G2
i→֒ so(7) is of special algebraic interest as well. In
the branching problem examples in which the subalgebra is of rank 1 (such as,
for example, the principal sl(2)-subalgebra of sl(3)) the quasipolynomials that
govern the branching via Theorem 3.12 are in one variable. In our point of
view these examples are not sufficiently “generic” - here, we note that there
are fundamental differences in the vector partition function theory in one and
two or more variables. These differences stem from the fact that polynomials in
one variable are a principal ideal domain, which in turn implies “non-generic”
properties such as uniqueness of the partial fraction decompositions used to
compute the vector partition functions.
The pairs of type B2 ≃ C2 →֒ A3 ≃ D3, A3 →֒ B3, A3 →֒ C3 are, by
Theorem 3.12, of quasipolynomial degree 0 = 12 (dim g− dim g¯− dim h− dim h¯),
and we do not consider them sufficiently “generic”. Of the remaining low-
dimensional examples there is only one in which the subalgebra is simple, namely
that of Lie G2
i→֒ so(7).
We note that the finite-dimensional branching laws for the pair (so(7),Lie G2)
were studied in [16]. However, [16] does not address the task of finding explicit
formulas for the b-singular vectors realizing the branching, which is ultimately
needed for the geometric applications described in the preceding paragraph. It
is important to note that formulas for the finite dimensional branching can be
extracted using the infinite-dimensional branching problem. We make use of
this idea in Corollary 5.6 which states that the b¯-singular vector formulas de-
rived in an infinite-dimensional setting in Theorem 5.5 remain valid for finite
dimensional representations as well.
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5.1 Structure of the embedding Lie G2
i→֒ so(7) and the
corresponding parabolic subalgebras
We describe first the structure of so(7) as a Lie G2-module and the parabolic
subalgebras p of so(7) relative to the parabolic subalgebras i(p¯) of i(Lie G2).
We start by fixing a Chevalley-Weyl basis of the Lie algebra so(2n+1). Let
the defining vector space V of so(2n+ 1) have a basis e1, . . . en, e0, e−1, . . . e−n.
Let the defining symmetric bilinear form B of so(2n+1) be given by the matrix
B :=

 0n×n 0n×1 In×n01×n 1 01×n
In×n 0n×1 0n×n

, alternatively defined by B(ei, ej) := 0, i 6= −j,
B(ei, e−i) = 1, B(ei, e0) := 0, B(e0, e0) := 1, or alternatively defined as an
element of S2(V ∗),
B :=
n∑
i=−n
e∗i ⊗ e∗−i = (e∗0)2 + 2
n∑
i=1
e∗i e
∗
−i , (27)
under the identification v∗w∗ := 12! (v
∗ ⊗ w∗ + w∗ ⊗ v∗).
In the basis e1, . . . en, e0, e−1, . . . e−n, the matrices of the elements of so(2n+
1) are of the form

A
v1
...
vn
C = −CT
w1 . . . wn 0 −v1 . . . −vn
D = −DT
−w1
...
−wn
−AT


,
i.e., all matrices C such that CtB+BC = 0. We fix e∗1, . . . e
∗
n, e
∗
0, e
∗
−1, . . . e
∗
−n to
be basis of V ∗ dual to e1, . . . en, e0, e−1, . . . e−n. We identify elements of End(V )
with elements of V ⊗ V ∗. In turn, we identify elements of End(V ) with their
matrices in the basis e1, . . . , en, e0, e−1, . . . , e−n.
Fix the Cartan subalgebra h of so(2n+ 1) to be the subalgebra of diagonal
matrices, i.e., the subalgebra spanned by the vectors ei ⊗ e∗i − e−i ⊗ e∗−i. Then
the basis vectors e1, . . . en, e0, e−1, . . . e−n are a basis for the h-weight vector
decomposition of V . Let the h-weight of ei, i > 0, be εi. Then the h-weight of
e−i, i > 0 is −εi, and an h-weight decomposition of so(2n + 1) is given by the
elements gεi−εj := ei ⊗ e∗j − e−j ⊗ e∗−i, g±(εi+εj) := e±i ⊗ e∗∓j − e±j ⊗ e∗∓i and
g±εi :=
√
2
(
e±i ⊗ e∗0 − e0 ⊗ e∗∓i
)
, where i, j > 0.
Define the symmetric bilinear form 〈•, •〉g on h∗ by 〈εi, εj〉g = 1 if i = j and
zero otherwise.
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The root system of so(2n+1) with respect to h is given by ∆(g) := ∆+(g)∪
∆−(g), where we define
∆+(g) := {εi ± εj |1 ≤ i < j ≤ n} ∪ {εi|1 ≤ i ≤ n} (28)
and ∆−(g) := −∆+(g). We fix the Borel subalgebra b of so(2n+ 1) to be the
subalgebra spanned by h and the elements gα, α ∈ ∆+(g). The simple positive
roots corresponding to b are then given by
η1 := ε1 − ε2, . . . , ηn−1 := εn−1 − εn, ηn := εn .
We recall that the ith fundamental weight ωi ∈ h∗ is defined by 〈ωi, ηj〉g :=
δij
〈ηj ,ηj〉g
2 . The fundamental weights of so(2n+ 1) are then given by
ω1 := ε1
ω2 := ε1 + ε2
...
ωn−1 := ε1 + · · ·+ εn−1
ωn := 1/2(ε1 + · · ·+ εn) .
For the remainder of this Section we fix the odd orthogonal Lie algebra to
be so(7).
We abbreviate the Chevalley-Weyl generator gα ∈ so(7) as gi according
to the Table below. The rows are sorted by the graded lexicographic order
on the simple coordinates of the roots. We furthermore set h1 := [g1, g−1],
h2 := [g2, g−2], h3 := 1/2[g3, g−3].
Table 1: Generators of so(7)
generator root simple coord. root ε-notation
g−9 (−1,−2,−2) −ε1 − ε2
g−8 (−1,−1,−2) −ε1 − ε3
g−7 (0,−1,−2) −ε2 − ε3
g−6 (−1,−1,−1) −ε1
g−5 (0,−1,−1) −ε2
g−4 (−1,−1, 0) −ε1 + ε3
g−3 (0, 0,−1) −ε3
g−2 (0,−1, 0) −ε2 + ε3
g−1 (−1, 0, 0) −ε1 + ε2
h1 (0, 0, 0) 0
h2 (0, 0, 0) 0
h3 (0, 0, 0) 0
g1 (1, 0, 0) ε1 − ε2
g2 (0, 1, 0) ε2 − ε3
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Table 1: Generators of so(7)
generator root simple coord. root ε-notation
g3 (0, 0, 1) ε3
g4 (1, 1, 0) ε1 − ε3
g5 (0, 1, 1) ε2
g6 (1, 1, 1) ε1
g7 (0, 1, 2) ε2 + ε3
g8 (1, 1, 2) ε1 + ε3
g9 (1, 2, 2) ε1 + ε2
Let now g¯ = Lie G2. One way of defining the positive root system of Lie G2
is by setting it to be the set of vectors
∆(g¯) := {±(1, 0),±(0, 1),±(1, 1),±(2, 1),±(3, 1),±(3, 2)} . (29)
We set α1 := (1, 0) and α2 := (0, 1). We fix a bilinear form 〈•, •〉g¯ on h¯, propor-
tional 1 to the one induced by Killing form by setting
( 〈α1, α1〉g¯ 〈α1, α2〉g¯
〈α2, α1〉g¯ 〈α2, α2〉g¯
)
:=(
2 −3
−3 6
)
. In an 〈•, •〉g¯-orthogonal basis the root system of Lie G2 is often
drawn as
α2
α1
. The fundamental weights of Lie G2 relative to the
simple basis {α1, α2} are then given by ψ1 := 2α1+α2, ψ2 := 3α1+2α2. We fix
a basis for the Lie algebra Lie G2 by giving a set of Chevalley-Weyl generators
g¯i, i ∈ {±1, · · · ± 6}, and by setting h¯1 := [g¯1, g¯−1], h¯2 := 3[g¯2, g¯−2] according
to the following table.
Table 2: Generators of Lie G2
generator root simple coord.
g¯−6 (−3,−2)
g¯−5 (−3,−1)
g¯−4 (−2,−1)
g¯−3 (−1,−1)
g¯−2 (0,−1)
g¯−1 (−1, 0)
h¯1 (0, 0)
h¯2 (0, 0)
g¯1 (1, 0)
1For the bilinear form induced by the Killing form of Lie G2, the long root has squared
length 36, so the coefficient of proportionality is 6
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Table 2: Generators of Lie G2
generator root simple coord.
g¯2 (0, 1)
g¯3 (1, 1)
g¯4 (2, 1)
g¯5 (3, 1)
g¯6 (3, 2)
All embeddings Lie G2
i→֒ so(7) are conjugate over C. Following [16], one
such embedding is given via
i(g¯±2) := g±2, i(g¯±1) := g±1 + g±3 . (30)
As g¯±1, g¯±2 generate the Lie algebra Lie G2, the preceding data determines the
map i. The structure constants of Lie G2 are readily available from a number of
computer algebra systems, including ours, and one can directly check that the
map i is a Lie algebra homomorphism. Alternatively, we can use i(g¯±1), i(g¯±2)
to generate a Lie subalgebra of so(7), verify that this subalgebra is indeed 14-
dimensional and simple, and finally use this 14-dimensional image to compute
the structure constants of Lie G2.
Let pr : h∗ → h¯∗ be the map naturally induced by i. Then
pr(ε1 − ε2︸ ︷︷ ︸
η1
) = pr( ε3︸︷︷︸
η3
) = α1 pr(ε2 − ε3︸ ︷︷ ︸
η2
) = α2 , (31)
or equivalently
pr(ω1) = pr(ω3) = ψ1 pr(ω2) = ψ2 .
Conversely, ι : h¯∗ → h∗ (see Section 2) is the map
ι(α2) = 3η2 = 3ε2 − 3ε3 ι(α1) = η1 + 2η3 = ε1 − ε2 + 2ε3 .
The following Lemma gives the pairwise inclusions between the parabolic sub-
algebras of so(7) and the embeddings of the parabolic subalgebras of Lie G2.
Lemma 5.1 For the pair G2
i→֒ so(7), let h, b, p, h¯, b¯, p¯ denote respectively Car-
tan, Borel and parabolic subalgebras with the assumptions that i(h¯) ⊂ h ⊂ b,
i(b¯) ⊂ b ⊂ p, b¯ ⊂ p¯. Then we have the following inclusion diagram for all
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possible values of p, p¯.
p(0,0,0) ≃ so(7)
p(1,0,0)
88♣♣♣♣♣♣♣♣♣♣♣♣
p(0,1,0)
OO
p(0,0,1)
ff◆◆◆◆◆◆◆◆◆◆◆◆
p¯(0,0) ≃ Lie G2
kk❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱
p(1,1,0)
OO 77♣♣♣♣♣♣♣♣♣♣♣
p(1,0,1)
gg◆◆◆◆◆◆◆◆◆◆◆
77♣♣♣♣♣♣♣♣♣♣♣
p(0,1,1)
gg◆◆◆◆◆◆◆◆◆◆◆
OO
p¯(0,1)
ff▼▼▼▼▼▼▼▼▼▼▼
ll❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨❨
p(1,1,1) ≃ b
OO 77♣♣♣♣♣♣♣♣♣♣♣
gg◆◆◆◆◆◆◆◆◆◆◆
p¯(1,0)
kk❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲
OO
p¯(1,1) ≃ b¯
OOkk❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱
AA
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
✂
If a path of arrows exists from one node of the diagram to the other, then the
corresponding parabolic subalgebras lie inside one another. If in the diagram
a direct arrow exists from a parabolic subalgebra p¯ of Lie G2 to a parabolic
subalgebra p of so(7), then p¯ = i−1(i(g¯) ∩ p).
Proof. Since a parabolic subalgebra of a reductive Lie algebra is a direct sum
of root spaces, (30) implies that i(g¯±1) belongs to p if and only if both g±1 and
g±3 belong to p. Similarly we have that i(g¯±2) belongs to p if and only if g±2
belongs to p. This proves the Lemma. 
The following Lemma describes the structure of so(7) as a module over the
Levi part of a parabolic subalgebra of Lie G2. The proof of the Lemma is a
straightforward computation. Recall from Section 2 that h stands for Cartan
subalgebra, p stands for parabolic subalgebra, b stands for Borel subalgebra,
p stands for parabolic subalgebra, l stands for the reductive Levi part of p,
s := [l, l] and n− stands for the nilradical opposite to the nilradical of p.
Lemma 5.2 Let h¯, b¯, s¯, l¯, p¯, n¯− ⊂ Lie G2 depend on the subalgebras h, n−, b, s, l, p ⊂
so(7) as in Section 2. We recall the key requirements that p¯ = i−1(i(g¯)∩ p) and
i(b¯) ⊂ b.
1. Suppose p¯ ≃ p¯(0,0) ≃ Lie G2. Then so(7) decomposes over Lie G2 as the
direct sum of Lie G2-modules Vψ2(Lie G2)⊕Vψ1(Lie G2), where Vψ1(Lie G2)
is the 7-dimensional simple Lie G2-module and Vψ2(Lie G2) ≃ Lie G2
is the adjoint 14-dimensional Lie G2-module. A weight vector basis of
Vψ1(Lie G2) is given by the following table.
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Monomial form embedding
in so(7)
h¯-weight
adi(g¯−1)adi(g¯−2)adi(g¯−1)
2adi(g¯−2)adi(g¯−1) · v 2g−6−4g−7 −ψ1
adi(g¯−2)adi(g¯−1)
2adi(g¯−2)adi(g¯−1) · v 4g−4+2g−5 ψ1 − ψ2
adi(g¯−1)
2adi(g¯−2)adi(g¯−1) · v 4g−1−2g−3 −2ψ1 + ψ2
adi(g¯−1)adi(g¯−2)adi(g¯−1) · v −2h3 + 2h1 0
adi(g¯−2)adi(g¯−1) · v g3 − 2g1 2ψ1 − ψ2
adi(g¯−1) · v g5 + 2g4 −ψ1 + ψ2
v 2g7 − g6 ψ1
2. Suppose p¯ ≃ p¯(0,1). Then l¯ ≃ sl(2) + h¯ and s¯ = [¯l, l¯] ≃ sl(2). The b¯ ∩ s¯-
positive root of s¯ can be identified with α1 and so(7) decomposes over s¯ as
2V 3
2α1
(s¯) ⊕ 2Vα1(s¯) ⊕ 2Vα12 (s¯) ⊕ 3V0(s¯) (the summands are of respective
dimensions 2× 4 + 2× 3 + 2× 2 + 3× 1).
By Lemma 5.1 p ≃ p(0,1,0). Therefore dim n− = 7, i(n¯−) ⊂ n−, and
n− equals the maximal l¯-stable subspace of the nilradical of the opposite
Borel subalgebra of so(7). In addition, n− is isomorphic as an s¯-module
to V 3
2α1
(s¯)︸ ︷︷ ︸
⊂i(n¯)
⊕Vα1
2
(s¯) ⊕ V0(s¯)︸ ︷︷ ︸
⊂i(n¯)
and is spanned respectively by the h¯-weight
vectors {6g−8︸︷︷︸
lowest
,−2g−6 − 2g−7,−g−4 + g−5, g−2}
︸ ︷︷ ︸
⊂i(n¯−)
, {g−6 − 2g−7︸ ︷︷ ︸
lowest
, 2g−4+g−5}
and {g−9}︸ ︷︷ ︸
⊂i(n¯−)
. The coefficients of the preceding elements are chosen so that
ad(i(g¯−1)) sends the highest weight vectors to the lower ones.
The set Weightsh¯(n−/N) equals {−ψ1, ψ1 − ψ2}.
3. Suppose p¯ ≃ p¯(1,0). Then l¯ ≃ sl(2) + h¯ and s¯ = [¯l, l¯] ≃ sl(2). The b¯ ∩ s¯-
positive root of s¯ can be identified with α2 and so(7) decomposes over s¯
as V 3
2α2
(s¯) ⊕ 6Vα2
2
(s¯) ⊕ 6V0(s¯) (the summands are of respective dimen-
sions 1× 3 + 6× 2 + 6× 1). The nilradical of the opposite Borel subalge-
bra of so(7) has a maximal l¯-stable subspace isomorphic as a s¯-module to
3Vα2
2
(s¯)⊕2V0(s¯), spanned respectively by the h¯-weight vectors {−g−9︸ ︷︷ ︸
lowest
, g−8}
︸ ︷︷ ︸
⊂i(n¯−)
,
{g−4 − g−5︸ ︷︷ ︸
lowest
, g−1 + g−3}
︸ ︷︷ ︸
⊂i(n¯−)
, {2g−4 + g−5︸ ︷︷ ︸
lowest
, 2g−1 − g−3}, {g−6 + g−7}︸ ︷︷ ︸
⊂i(n¯−)
, {g−6 +
2g−7}. The coefficients of the preceding elements are chosen so that ad(i(g¯−2))
sends the highest weight vectors to the lower ones.
By Lemma 5.1 p ≃ p(1,0,1), p(0,0,1) or p(1,0,0).
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(a) Let p ≃ p(1,0,1). Then dim n− = 8 and i(n¯−) ⊂ n−. The set
Weightsh(n−/N) equals {−ψ1, ψ1 − ψ2,−2ψ1 + ψ2}.
(b) Let p ≃ p(0,0,1). Then dim n− = 6 and dim(i(n¯−) ∩ n−) = 3. In
addition, n− is isomorphic as a s¯ = [¯l, l¯]-module to 2Vα2
2
(s¯)⊕ 2V0(s¯)
and is spanned by the h¯-weight vectors {−g−9, g−8}︸ ︷︷ ︸
⊂i(n¯−)
, {−g−5︸ ︷︷ ︸
lowest
, g−3},
{g−6 + g−7}︸ ︷︷ ︸
⊂i(n¯−)
, {g−6−2g−7}. The coefficients of the preceding elements
are chosen so that ad(i(g¯−2)) sends the highest weight vectors to the
lower ones.
The set Weightsh(n−/N) equals {−ψ1}.
(c) Let p ≃ p(1,0,0). Then dim n− = 5 and dim(i(n¯−) ∩ n−) = 2. In ad-
dition, n− is isomorphic as a s¯-module to 2Vα2
2
(s¯) ⊕ V0(s¯), spanned
by the h¯-weight vectors {−g−9, g−8}︸ ︷︷ ︸
⊂i(n¯−)
, { g−4︸︷︷︸
lowest
, g−1}, {g−6}. The coeffi-
cients of the preceding elements are chosen so that ad(i(g¯−2)) sends
the highest weight vectors to the lower ones.
Corollary 5.3 All 8 parabolic subalgebras p ⊃ b ⊃ h of so(7) are weakly
compatible with i(Lie G2). Furthermore, p(1,0,1), p(0,1,0), p(1,1,1) and p(0,0,0) are
compatible with i(Lie G2) in the sense of [11, Section 3] and the remaining 4
parabolic subalgebras of so(7) are not.
5.2 Constructing b¯-singular vectors inMλ(so(7), p) for Lie G2
i→֒
so(7)
The remarks after Definition 4.1 and Lemma 5.2 imply the following Corollary.
Corollary 5.4 The parabolic subalgebra p ⊂ so(7) has a finite branching prob-
lem over i(Lie G2) if and only if p ≃ p(1,0,0) or p ≃ so(7) = p(0,0,0).
In the present Section we apply Section 4 to the pair Lie G2
i→֒ so(7). Let
c¯1 be the quadratic Casimir element of U(Lie G2). A formula for a degree 6
homogeneous element, linearly (and algebraically) independent on c31 can be
found in [2].
In order to simplify computations, we only use the quadratic Casimir oper-
ator and the strong Condition B (Definition 4.4). As it turns out in all of our
examples, for a fixed value of z, the set of weights λ(x, z) satisfying the strong
Condition B is non-empty and Zariski open, and therefore includes almost all
values of x1, x2, x3.
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5.3 p(1,0,0) ⊂ so(7)
We devote special attention to the finite branching problem, as here, by Propo-
sition 4.3 the “top level” Qλ equals Mλ(so(7), p(1,0,0)). Furthermore, when-
ever the requirements of Corollary 4.6 are satisfied, the branching problem
of Mλ(so(7), p(1,0,0)) is reduced to problems in single central character blocks
of Category Op¯(1,0) (Corollary 5.7 below). In Theorem 5.5, for p ≃ p(1,0,0)
and highest weight of the form x1ω1, x1ω1 + ω2, x1ω1 + ω3, x1ω1 + 2ω2,
x1ω1+ω1+ω2, x1ω1+2ω3, we produce a spanning set of the b¯-singular vectors
with m(µ, λ) 6= 0, except for finitely many values of the variable x1. Among
those 5 families of weights, except for λ = x1ω1+ω1+ω2 and the finitely many
values of x1 excluded by Corollary 5.7, we prove that the generalized Verma
so(7)-module Mλ(so(7), p(1,0,0)) is a direct sum of generalized Verma Lie G2-
modules Mµ(Lie G2, p(1,0)).
Theorem 5.5 Let vλ be the highest weight vector of the generalized Verma
module Mλ(so(7), p(1,0,0)). We recall ω1 = ε1, ω2 = ε1 + ε2, ω3 = 1/2(ε1 +
ε2 + ε3) are the fundamental weights of so(7). Recall b¯ is the Borel subalgebra
of Lie G2.
1. Suppose λ = x1ω1 + ω2. Then
vλ,0 := vλ
vλ,1 := ((−x1 − 2)g−3g−2 − 4g−4 + 2g−2g−1) · vλ
vλ,2 :=
(
(x21 + 2x1)g
2
−3g−2 + (x1 − 1)g−6
+(−2x1 − 1)g−1g−3g−2 − 2g−4g−1 + 2g2−1g−2
) · vλ
are linearly independent b¯-singular vectors. Moreover, for x1 /∈ {−1,−7/2,−6},
the Lie G2-submodules generated by vλ,i have pairwise empty intersections.
2. Suppose λ = x1ω1 + ω3. Then
vλ,0 := vλ
vλ,1 := (−x1g−3 + g−1) · vλ
vλ,2 := ((2x1 + 5)g−3g−2g−3 − g−6
+2g−4g−3 − 2g−1g−2g−3) · vλ
are linearly independent b¯-singular vectors. Moreover, for x1 /∈ {−5,−3,−1},
the Lie G2-submodules generated by vλ,i have pairwise empty intersections.
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3. Suppose λ = x1ω1 + 2ω2. Then
vλ,0 := vλ
vλ,1 := (−4g−4 + (−x1 − 3)g−3g−2 + 2g−1g−2) · vλ
vλ,2 :=
(
(4x1 − 4)g−6 − 8g−4g−1 + (2x21 + 6x1)g2−3g−2
+(−4x1 − 4)g−1g−3g−2 + 4g2−1g−2
) · vλ
vλ,3 :=
(
(−10x1 − 20)g−4g−3g−2 + 20g−4g−1g−2 − 20g2−4
+(−x21 − 5x1 − 6)g2−3g2−2 + (x21 + 5x1 + 6)g−2g2−3g−2
+(5x1 + 10)g−1g−3g
2
−2 − 10g2−1g2−2
) · vλ
vλ,4 :=
(
(12x21 + 48x1 + 48)g−9 + (6x
2
1 + 24x1 + 24)g−8g−2 + (12x
2
1
+60x1 − 168)g−6g−4 + (3x31 + 24x21 − 72)g−6g−3g−2
+(−6x21 − 30x1 + 84)g−6g−1g−2 + (6x31 + 51x21 + 72x1 − 12)g−4g2−3g−2
+(−18x21 − 138x1 − 84)g−4g−1g−3g−2 + (24x1 + 168)g−4g2−1g−2
+(−24x1 − 168)g2−4g−1 + (1/2x41 + 6x31 + 41/2x21 + 21x1)g3−3g2−2
+(−3x31 − 57/2x21 − 54x1 − 18)g−1g2−3g2−2
+(3x21 + 18x1 + 24)g−1g−2g
2
−3g−2 + (−12x1 − 84)g3−1g2−2
+(9x21 + 69x1 + 42)g
2
−1g−3g
2
−2
) · vλ
vλ,5 :=
(
(8x21 + 24x1 + 16)g−9g−1 + (−24x21 − 72x1 + 112)g−8g−4
+(−8x31 − 36x21 − 12x1 + 56)g−8g−3g−2 + (16x21 + 48x1 − 48)g−8g−1g−2
+(16x21 + 8x1 − 168)g−6g−4g−1
+(−4x41 − 14x31 + 12x21 + 34x1 − 28)g−6g2−3g−2
+(8x31 + 12x
2
1 − 60x1 − 24)g−6g−1g−3g−2 + (−8x21 − 4x1 + 84)g−6g2−1g−2
+(−4x31 + 28x1 − 56)g2−6 + (8x31 + 28x21 − 12x1 − 32)g−4g−1g2−3g−2
+(16x1 + 56)g−4g
3
−1g−2 + (−16x21 − 48x1 + 28)g−4g2−1g−3g−2
+(−16x1 − 56)g2−4g2−1 + (−1/3x51 − 5/2x41 − 5x31 + 5/6x21 + 7x1)g4−3g2−2
+(4/3x41 + 20/3x
3
1 + 5x
2
1 − 25/3x1 − 14/3)g−1g3−3g2−2 + (−8x1 − 28)g4−1g2−2
+(8x21 + 24x1 − 14)g3−1g−3g2−2 + (−4x31 − 14x21 + 2x1 + 8)g2−1g2−3g2−2
+(4x1 + 8)g
2
−1g−2g
2
−3g−2
) · vλ
are linearly independent b¯-singular vectors.
Moreover, for x1 /∈ {0,−1,−4, −3, −9/2,−2,−8, −6,−7,−5,−9}, the
Lie G2-submodules generated by vλ,i have pairwise empty intersections.
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4. Suppose λ = x1ω1 + ω2 + ω3. Then
vλ,0 := vλ
vλ,1 := (−x1g−3 + g−1) · vλ
vλ,2 := (5g−1g−2 + (−2x1 − 4)g−3g−2 + (x1 + 2)g−2g−3 − 5g−4) · vλ
vλ,3 := ((1/6x
3
1 + 5/3x
2
1 + 8/3x1)g
2
−3g−2
+(−1/2x21 − x1)g−3g−2g−3
+(1/6x21 + 4/3x1 − 3)g−6 + (2/3x21 + 10/3x1 − 1)g−4g−3
+(−2/3x21 − 16/3x1 − 3)g−1g−3g−2 + (−x1 − 7)g−4g−1
+(x1 + 7)g
2
−1g−2 + (x1 + 2)g−1g−2g−3) · vλ
vλ,4 := ((1/6x
3
1 + 5/3x
2
1 + 17/3x1 + 6)g−3g−2g−3
+(−1/8x21 − 5/4x1 − 2)g2−3g−2
+(−1/12x21 − 2/3x1 − 9/4)g−6 + (1/2x21 + 35/12x1 + 31/12)g−4g−3
+(−1/6x21 − 11/12x1 − 7/6)g−1g−2g−3
+(−1/6x21 − 13/12x1 − 1/4)g−1g−3g−2
+(−1/3x1 − 23/12)g−4g−1 + (1/3x1 + 23/12)g2−1g−2) · vλ
vλ,5 := ((−x41 − 9/2x31 − 3/2x21 + 7x1)g3−3g−2 + (−3x31 − 3x21
+18x1 − 12)g−6g−3 + (3x31 + 21/2x21 − 9/2x1 − 9)g−1g2−3g−2
+(−3x21 − 15x1 + 18)g−8 + (3x21 + 3x1 − 30)g−6g−1
+(6x21 + 12x1 − 24)g−4g−1g−3
+(−6x21 − 18x1 + 12)g2−1g−3g−2 + (−3x21 − 3x1 + 6)g−1g−3g−2g−3
+(−6x1 − 21)g−4g2−1 + (6x1 + 21)g3−1g−2 + (3x1 + 6)g2−1g−2g−3) · vλ
vλ,6 := ((1/2x
4
1 + 29/4x
3
1 + 153/4x
2
1 + 173/2x1 + 70)g
2
−3g
2
−2g−3
+(1/2x31 + 11/2x
2
1 + 19x1 + 20)g−6g−2g−3
+(−x31 − 11x21 − 38x1 − 40)g−6g−3g−2
+(−1/6x41 − 29/12x31 − 51/4x21 − 173/6x1 − 70/3)g−2g3−3g−2
+(4x31 + 93/2x
2
1 + 349/2x1 + 210)g−4g−3g−2g−3
+(−1/2x31 − 27/4x21 − 121/4x1 − 45)g−4g2−3g−2
+(−2x31 − 93/4x21 − 349/4x1 − 105)g−1g−3g2−2g−3
+(−5/2x21 − 45/2x1 − 50)g−9
+(−5/2x21 − 45/2x1 − 50)g−8g−2 + (5x21 + 45x1 + 100)g2−4g−3
+(−5/2x21 − 45/2x1 − 50)g−6g−4
+(5/2x21 + 45/2x1 + 50)g−6g−1g−2
+(−5x21 − 45x1 − 100)g−4g−1g−2g−3
+(1/2x31 + 27/4x
2
1 + 121/4x1 + 45)g−1g−2g
2
−3g−2
+(5/2x21 + 45/2x1 + 50)g
2
−1g
2
−2g−3) · vλ
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vλ,7 := ((−1/24x61 − 37/48x51 − 265/48x41 − 115/6x31
−129/4x21 − 21x1)g3−3g2−2g−3
+(−1/4x51 − 15/4x41 − 77/4x31 − 147/4x21 − 6x1 + 36)g−6g−3g−2g−3
+(1/8x51 + 15/8x
4
1 + 10x
3
1 + 87/4x
2
1 + 51/4x1 − 9)g−6g2−3g−2
+(−1/12x51 − 7/6x41 − 139/24x31 − 287/24x21 − 17/2x1)g−4g3−3g−2
+(1/8x51 + 2x
4
1 + 187/16x
3
1 + 487/16x
2
1 + 33x1 + 9)g−1g
2
−3g
2
−2g−3
+(−1/4x41 − 9/4x31 − 8x21 − 33/2x1 − 18)g−9g−3
+(−1/4x41 − 3x31 − 53/4x21 − 51/2x1 − 18)g−8g−2g−3
+(1/4x41 + 15/4x
3
1 + 37/2x
2
1 + 69/2x1 + 18)g−8g−3g−2
+(1/8x41 + 3/2x
3
1 + 41/8x
2
1 + 9/4x1 − 9)g2−6
+(−1/4x41 − 11/4x31 − 7x21 + 9x1 + 36)g−6g−4g−3
+(1/4x41 + 3x
3
1 + 21/2x
2
1 + 25/4x1 − 15)g−6g−1g−2g−3
+(−1/4x41 − 13/4x31 − 14x21 − 43/2x1 − 6)g−6g−1g−3g−2
+(−1/4x41 − 29/8x31 − 145/8x21 − 73/2x1 − 24)g2−1g−3g2−2g−3
+(1/2x41 + 29/4x
3
1 + 145/4x
2
1 + 73x1 + 48)g−4g−1g−3g−2g−3
+(−1/12x41 − x31 − 25/6x21 − 27/4x1 − 3)g−1g−2g3−3g−2
+(−1/2x31 − 31/4x21 − 143/4x1 − 51)g−8g−1g−2
+(1/4x31 + 23/8x
2
1 + 87/8x1 + 27/2)g
2
−1g−2g
2
−3g−2
+(1/4x31 + 13/4x
2
1 + 27/2x1 + 18)g
3
−1g
2
−2g−3
+(1/2x31 + 13/2x
2
1 + 27x1 + 36)g−8g−4
+(−1/4x31 − 23/8x21 − 87/8x1 − 27/2)g−4g−1g2−3g−2
+(1/4x31 + 13/4x
2
1 + 27/2x1 + 18)g−6g
2
−1g−2
+(1/2x31 + 13/2x
2
1 + 27x1 + 36)g
2
−4g−1g−3
+(−1/2x31 − 13/2x21 − 27x1 − 36)g−4g2−1g−2g−3
+(−1/4x31 − 13/4x21 − 27/2x1 − 18)g−6g−4g−1
+(−5/4x21 − 35/4x1 − 15)g−9g−1) · vλ
are linearly independent b¯-singular vectors.
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5. Suppose λ = x1ω1 + 2ω3. Then
vλ,0 := vλ
vλ,1 := ((−x1)g−3 + 2g−1) · vλ
vλ,2 :=
(
(2x21 − 2x1)g2−3 + (−4x1 + 4)g−1g−3 + 4g2−1
) · vλ
vλ,3 :=
(
(−2x1 − 8)g−6 + (2x1 + 8)g−4g−3 + (2x21 + 14x1 + 24)g−3g−2g−3
+(−x21 − 7x1 − 12)g−2g2−3 + (−2x1 − 8)g−1g−2g−3
) · vλ
vλ,4 :=
(
(−x21 − 10x1 − 21)g−8
+(−1/2x31 − 7/2x21 − 15/2x1 − 9/2)g−6g−3
+(x21 + 7x1 + 12)g−6g−1 + (x
3
1 + 13/2x
2
1 + 10x1 − 3/2)g−4g2−3
+(−x21 − 7x1 − 12)g−4g−1g−3 + (1/2x41 + 5x31
+33/2x21 + 18x1)g
2
−3g−2g−3
+(−x31 − 19/2x21 − 28x1 − 51/2)g−1g−3g−2g−3
+(3/2x21 + 9x1 + 27/2)g−1g−2g
2
−3
+(x21 + 7x1 + 12)g
2
−1g−2g−3
) · vλ
vλ,5 :=
(
(4/3x31 + 38/3x
2
1 + 118/3x1 + 40)g−9g−3
+(−4/3x21 − 28/3x1 − 16)g−9g−1
+(−4/3x21 − 28/3x1 − 16)g−8g−4
+(4/3x31 + 38/3x
2
1 + 118/3x1 + 40)g−8g−2g−3
+(4/3x31 + 14x
2
1 + 146/3x1 + 56)g−6g−4g−3
+(4/3x41 + 18x
3
1 + 90x
2
1 + 592/3x1 + 160)g−6g−3g−2g−3
+(−2/3x41 − 9x31 − 45x21 − 296/3x1 − 80)g−6g−2g2−3
+(−4/3x31 − 14x21 − 146/3x1 − 56)g−6g−1g−2g−3
+(−2/3x31 − 22/3x21 − 80/3x1 − 32)g2−6
+(−4/3x41 − 52/3x31 − 251/3x21 − 533/3x1 − 140)g−4g2−3g−2g−3
+(4/3x31 + 14x
2
1 + 146/3x1 + 56)g−4g−1g−2g
2
−3
+(−4/3x31 − 14x21 − 146/3x1 − 56)g2−4g2−3
+(−1/3x51 − 11/2x41 − 36x31 − 701/6x21 − 188x1 − 120)g2−3g2−2g2−3
+(2/3x41 + 26/3x
3
1 + 251/6x
2
1 + 533/6x1 + 70)g−1g−3g
2
−2g
2
−3
+(−2/3x31 − 7x21 − 73/3x1 − 28)g2−1g2−2g2−3
) · vλ
are linearly independent b¯-singular vectors. Moreover, for x1 /∈ {−5,−3,−6,
−4,−7/2, −1,−7, 0,−2}, the Lie G2-submodules generated by vλ,i have
pairwise empty intersections.
Proof. Fix the base field to be the field C(x1) of rational functions in the
variable x1.
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We recall l denotes the reductive Levi part of p(1,0,0). Then l ≃ Ch1⊕ so(5),
where the so(5)-part is generated by the simple Lie algebra generators g2, g−2,
g3 and g−3. The finite dimensional l-module Vλ(l), inducing the generalized
Verma module Mλ(g, p), has a basis of the form ui ·vλ, where each element ui is
a product of elements of the form g
sj
−2g
tj
−3, where sj , tj ∈ Z≥0. Such monomial
bases as well as the actions of g2 and g3 on them are given in the following table.
Table 4: Monomial bases of the inducing modules of certain generalized Verma
modules for p(1,0,0) The weights are sorted in increasing gr-lex-order with re-
spect to their coordinates in simple basis (weights that are lower in the table
have gr-lex-higher weight).
Highest weight λ = x1ω1 + ω2 (restricts to natural so(5)-module)
Element weight monomial expression action of g2 action of g3
m1 (x1 + 2)ω1 − ω2 g−2g2
−3g−2vλ m2 0
m2 (x1 + 1)ω1 + ω2 − 2ω3 g2
−3g−2vλ 0 2m3
m3 (x1 + 1)ω1 g−3g−2vλ 0 2m4
m4 (x1 + 1)ω1 − ω2 + 2ω3 g−2vλ m5 0
m5 x1ω1 + ω2 vλ 0 0
Highest weight λ = x1ω1 + ω3 (restricts to spinor so(5)-module)
Element weight monomial expression action of g2 action of g3
m1 (x1 + 1)ω1 − ω3 g−3g−2g−3vλ 0 m2
m2 (x1 + 1)ω1 − ω2 + ω3 g−2g−3vλ m3 0
m3 x1ω1 + ω2 − ω3 g−3vλ 0 m4
m4 x1ω1 + ω3 vλ 0 0
Highest weight λ = x1ω1 + 2ω2
Element weight monomial expression action of g2 action of g3
m1 (x1 + 4)ω1 − 2ω2 g2
−2g
4
−3g
2
−2vλ 2m2 0
m2 (x1 + 3)ω1 − 2ω3 g−2g4
−3g
2
−2vλ 2m3 4m4
m3 (x1 + 2)ω1 + 2ω2 − 4ω3 g4
−3g
2
−2vλ 0 4m5
m4 (x1 + 3)ω1 − ω2 g−2g3
−3g
2
−2vλ m5 6m6
m5 (x1 + 2)ω1 + ω2 − 2ω3 g3−3g
2
−2vλ 0 6m8
m6 (x1 + 3)ω1 − 2ω2 + 2ω3 g2−2g
2
−3g−2vλ 2m7 0
m7 (x1 + 2)ω1 g−2g2−3g−2vλ 2m9 m10
m8 (x1 + 2)ω1 g2−3g
2
−2vλ 2m9 6m10
m9 (x1 + 1)ω1 + 2ω2 − 2ω3 g2
−3g−2vλ 0 2m11
m10 (x1 + 2)ω1 − ω2 + 2ω3 g−3g2
−2vλ 2m11 4m12
m11 (x1 + 1)ω1 + ω2 g−3g−2vλ 0 2m13
m12 (x1 + 2)ω1 − 2ω2 + 4ω3 g2
−2vλ 2m13 0
m13 (x1 + 1)ω1 + 2ω3 g−2vλ 2m14 0
m14 x1ω1 + 2ω2 vλ 0 0
Highest weight λ = x1ω1 + ω2 + ω3
Element weight monomial expression action of g2 action of g3
m1 (x1 + 3)ω1 − ω2 − ω3 g−3g2
−2g
3
−3g−2vλ m2 m3
m2 (x1 + 2)ω1 + ω2 − 3ω3 g3
−3g
2
−2g−3vλ 0 3m5
m3 (x1 + 3)ω1 − 2ω2 + ω3 g2
−2g
3
−3g−2vλ 2m4 0
m4 (x1 + 2)ω1 − ω3 g−2g3
−3g−2vλ 2m6 3m7
m5 (x1 + 2)ω1 − ω3 g2
−3g
2
−2g−3vλ 2/3m6 4m8
m6 (x1 + 1)ω1 + 2ω2 − 3ω3 g3
−3g−2vλ 0 3m10
m7 (x1 + 2)ω1 − ω2 + ω3 g−2g2
−3g−2vλ m10 2m11
m8 (x1 + 2)ω1 − ω2 + ω3 g−3g2−2g−3vλ 2m9 3m11
m9 (x1 + 1)ω1 + ω2 − ω3 g−3g−2g−3vλ 0 m12 +m13
m10 (x1 + 1)ω1 + ω2 − ω3 g2−3g−2vλ 0 4m13
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m11 (x1 + 2)ω1 − 2ω2 + 3ω3 g2
−2g−3vλ 2m12 0
m12 (x1 + 1)ω1 + ω3 g−2g−3vλ 2m14 m15
m13 (x1 + 1)ω1 + ω3 g−3g−2vλ m14 3m15
m14 x1ω1 + 2ω2 − ω3 g−3vλ 0 m16
m15 (x1 + 1)ω1 − ω2 + 3ω3 g−2vλ m16 0
m16 x1ω1 + ω2 + ω3 vλ 0 0
Highest weight λ = x1ω1 + 2ω3
Element weight monomial expression action of g2 action of g3
m1 (x1 + 2)ω1 − 2ω3 g2−3g
2
−2g
2
−3vλ 0 2m2
m2 (x1 + 2)ω1 − ω2 g−3g2−2g
2
−3vλ 2m3 2m4
m3 (x1 + 1)ω1 + ω2 − 2ω3 g2
−3g−2g−3vλ 0 2m5
m4 (x1 + 2)ω1 − 2ω2 + 2ω3 g2
−2g
2
−3vλ 2m6 0
m5 (x1 + 1)ω1 g−3g−2g−3vλ m7 2m8
m6 (x1 + 1)ω1 g−2g2
−3vλ 2m7 2m8
m7 x1ω1 + 2ω2 − 2ω3 g2
−3vλ 0 2m9
m8 (x1 + 1)ω1 − ω2 + 2ω3 g−2g−3vλ m9 0
m9 x1ω1 + ω2 g−3vλ 0 2m10
m10 x1ω1 + 2ω3 vλ 0 0
By Lemma 5.1, p¯ = p¯(1,0) ⊂ Lie G2, and i(s¯) = i([¯l, l¯]) equals the sl(2)-
subalgebra of so(7) generated by g2 and g−2.
We note that Ch2⊕Cg2 is a Borel subalgebra of s¯ = [¯l, l¯]. We can decompose
Vλ(l) over h+ i(¯l) to obtain the decomposition indicated in the following table.
Table 5: Decomposition of Vλ(l) over h + i(¯l). For ν ∈ h∗, we
abbreviate Vν(h+ i(¯l)) as Vν .
λ Decomposition of Vλ over i(¯l) + h
x1ω1 + ω2
Vx1ω1+ω2 ⊕ V(x1+1)ω1
⊕V(x1+1)ω1+ω2−2ω3
x1ω1 + ω3
Vx1ω1+ω3 ⊕ Vx1ω1+ω2−ω3
⊕V(x1+1)ω1−ω3
x1ω1 + 2ω2
Vx1ω1+2ω2 ⊕ V(x1+1)ω1+ω2
⊕V(x1+2)ω1 ⊕ V(x1+1)ω1+2ω2−2ω3
⊕V(x1+2)ω1+ω2−2ω3 ⊕ V(x1+2)ω1+2ω2−4ω3
x1ω1 + ω2 + ω3
Vx1ω1+ω2+ω3 ⊕ Vx1ω1+ω1+ω3
⊕Vx1ω1+2ω2−ω3 ⊕ 2Vx1ω1+ω1+ω2−ω3
⊕Vx1ω1+2ω1−ω3 ⊕ Vx1ω1+ω1+2ω2−3ω3
⊕Vx1ω1+2ω1+ω2−3ω3
x1ω1 + 2ω3
Vx1ω1+2ω3 ⊕ Vx1ω1+ω2
⊕V(x1+1)ω1 ⊕ Vx1ω1+2ω2−2ω3
⊕V(x1+1)ω1+ω2−2ω3 ⊕ V(x1+2)ω1−2ω3
The Ch2 ⊕Cg2-singular vectors realizing the above decomposition are com-
puted as the eigenspace of the action of operator g2 using the fourth column
of Table 4. The resulting Ch2 ⊕ Cg2-singular vectors are given in the following
table.
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Table 6: Ch2 ⊕ Cg2-singular vectors and p1(µ)
Highest weight λ = x1ω1 + ω2
weight sing. vect. projection µ ∈ h¯∗ p1(µ)
(x1 + 1)ω1 + ω2 − 2ω3 m2 (2x1 + 1)α1 + (x1 + 1)α2 1/12x21 + 1/2x1 + 5/12
(x1 + 1)ω1 m3 (2x1 + 2)α1 + (x1 + 1)α2 1/12x21 + 7/12x1 + 1/2
x1ω1 + ω2 m5 (2x1 + 3)α1 + (x1 + 2)α2 1/12x21 + 2/3x1 + 1
Highest weight λ = x1ω1 + ω3
weight sing. vect. projection µ ∈ h¯∗ p1(µ)
(x1 + 1)ω1 − ω3 m1 2x1α1 + x1α2 1/12x21 + 5/12x1
x1ω1 + ω2 − ω3 m3 (2x1 + 1)α1 + (x1 + 1)α2 1/12x21 + 1/2x1 + 5/12
x1ω1 + ω3 m4 (2x1 + 2)α1 + (x1 + 1)α2 1/12x21 + 7/12x1 + 1/2
Highest weight λ = x1ω1 + 2ω2
weight sing. vect. projection µ ∈ h¯∗ p1(µ)
(x1 + 2)ω1 + 2ω2 − 4ω3 m3 (2x1 + 2)α1 + (x1 + 2)α2 1/12x21 + 7/12x1 + 1
(x1 + 2)ω1 + ω2 − 2ω3 m5 (2x1 + 3)α1 + (x1 + 2)α2 1/12x21 + 2/3x1 + 1
(x1 + 2)ω1 −m7 +m8 (2x1 + 4)α1 + (x1 + 2)α2 1/12x21 + 3/4x1 + 7/6
(x1 + 1)ω1 + 2ω2 − 2ω3 m9 (2x1 + 4)α1 + (x1 + 3)α2 1/12x21 + 3/4x1 + 5/3
(x1 + 1)ω1 + ω2 m11 (2x1 + 5)α1 + (x1 + 3)α2 1/12x21 + 5/6x1 + 7/4
x1ω1 + 2ω2 m14 (2x1 + 6)α1 + (x1 + 4)α2 1/12x21 + 11/12x1 + 5/2
Highest weight λ = x1ω1 + ω2 + ω3
weight sing. vect. projection µ ∈ h¯∗ p1(µ)
(x1 + 2)ω1 + ω2 − 3ω3 m2 (2x1 + 1)α1 + (x1 + 1)α2 1/12x21 + 1/2x1 + 5/12
(x1 + 2)ω1 − ω3 −1/3m4 +m5 (2x1 + 2)α1 + (x1 + 1)α2 1/12x21 + 7/12x1 + 1/2
(x1 + 1)ω1 + 2ω2 − 3ω3 m6 (2x1 + 2)α1 + (x1 + 2)α2 1/12x21 + 7/12x1 + 1
(x1 + 1)ω1 + ω2 − ω3 m9 (2x1 + 3)α1 + (x1 + 2)α2 1/12x21 + 2/3x1 + 1
(x1 + 1)ω1 + ω2 − ω3 m10 (2x1 + 3)α1 + (x1 + 2)α2 1/12x21 + 2/3x1 + 1
(x1 + 1)ω1 + ω3 −1/2m12 +m13 (2x1 + 4)α1 + (x1 + 2)α2 1/12x21 + 3/4x1 + 7/6
x1ω1 + 2ω2 − ω3 m14 (2x1 + 4)α1 + (x1 + 3)α2 1/12x21 + 3/4x1 + 5/3
x1ω1 + ω2 + ω3 m16 (2x1 + 5)α1 + (x1 + 3)α2 1/12x21 + 5/6x1 + 7/4
Highest weight λ = x1ω1 + 2ω3
weight sing. vect. projection µ ∈ h¯∗ p1(µ)
(x1 + 2)ω1 − 2ω3 m1 2x1α1 + x1α2 1/12x21 + 5/12x1
(x1 + 1)ω1 + ω2 − 2ω3 m3 (2x1 + 1)α1 + (x1 + 1)α2 1/12x21 + 1/2x1 + 5/12
(x1 + 1)ω1 −2m5 +m6 (2x1 + 2)α1 + (x1 + 1)α2 1/12x21 + 7/12x1 + 1/2
x1ω1 + 2ω2 − 2ω3 m7 (2x1 + 2)α1 + (x1 + 2)α2 1/12x21 + 7/12x1 + 1
x1ω1 + ω2 m9 (2x1 + 3)α1 + (x1 + 2)α2 1/12x21 + 2/3x1 + 1
x1ω1 + 2ω3 m10 (2x1 + 4)α1 + (x1 + 2)α2 1/12x21 + 3/4x1 + 7/6
Let λ¯ := pr(λ) be the projection of λ onto h¯∗. By Theorem 3.10 and Lemma
5.1 (c).3 we have that p(1,0,0) has a finite branching problem over i(Lie G2) and
therefore the coefficient of Vν in Table 5 equalsm(pr(ν), pr(λ)). This correspon-
dence is one to one as no two different weights ν appearing in Table 5 project
to the same weight in h¯∗ by Lemma 5.1 (c).3, as one sees in the third column
of Table 6.
The quadratic Casimir element c¯1 of Lie G2 is given by
36c¯1 = h¯
2
1 + 3h¯1h¯2 + 3h¯
2
2 + 15h¯2 + 9g¯−6g¯6 (32)
+9h¯1 + 9g¯−5g¯5 + 3g¯−4g¯4 + 3g¯−3g¯3 + 3g¯−2g¯2 + 9g¯−1g¯1 ,
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and its embedding i(c¯1) is given by
12i(c¯1) = 3h
2
2 + 3h1h2 + 6h2h3 + h
2
1 + 4h1h3 + 4h
2
3 + 10h3 + 3g−9g9 + 5h1 + 9h2
+3g−8g8 + g−7g6 + g−6g6 + g−7g7 + g−6g7 − g−5g4 + g−4g4
+g−5g5 − g−4g5 + g−3g1 + g−1g1 + g−3g3 + g−1g3 + 3g−2g2 .
Let vµ be the highest weight vector of a Lie G2-highest weight module of
highest weight µ = y1ψ1 + y2ψ2, (we recall ψ1 = α1 + 2α2 and ψ2 = 2α1 + 3α2
are the fundamental weights of Lie G2). Then c¯1 acts on vµ by a constant,
i.e., c¯1 · vµ = p1(µ)vµ (see Section 4). To compute the coefficient p1(µ), in the
expression for c¯1 we carry out the substitutions h¯2 7→ 3y1, h¯1 7→ y2, and set all
terms involving the generators g¯i to zero:
p1(µ) := 1/12y
2
2 + 1/4y1y2 + 5/12y2 + 1/4y
2
1 + 3/4y1 .
Therefore we can compute the action of i(c¯1) on each component of a de-
composition of Mλ(g, p) into b¯-highest modules in the last column of Table 6.
Consider a Ch2 ⊕ Cg2-singular vector m of h-weight µ given in the second
column of Table 6. As the base field is C(x1), the strong Condition B (Definition
4.4) is trivially satisfied: indeed, for pairwise different values of µ, the values
p1(µ) in the fourth column of Table 6 are pairwise different elements of C(x1).
Therefore by Theorem 4.5, the vectors of the form
(∏
ν≻µ(i(c¯1)− p1(ν))
)
·m
are b¯-singular. The vectors vλ,k, given in the statement of the current theorem,
are indeed up to a scalar in C(x1) equal to
(∏
ν≻µ(i(c¯1)− y(ν))
)
· m. Since
the monomials used in the expressions for vλ,i are linearly independent and the
coefficients do not have a common zero, substitutions in the variable x1 yields
non-zero vectors defined over the field C. As the structure constants of so(7)
are identical over all fields of characteristic 0, substitutions of the variable x1
give the desired b¯-singular vectors.
For xi not belonging to the sets listed in the statement of the theorem, the
values of p1(µ) are pairwise different. Therefore for those values the Lie G2-
modules generated by the vectors vi,λ have pairwise empty intersections, which
completes the proof of the Theorem. 
Except for finitely many values of x1, the formulas for b-singular vectors
given in Theorem 5.5 hold in arbitrary highest weight modules of highest weight
λ. In fact, the following observation holds.
Corollary 5.6 Let λ ∈ h∗ be one of the weights given in Theorem 5.5. Let M
be a so(7)-module that has a b-singular vector vλ of h-weight λ. Let the vectors
vλ,i be defined by the same formulas as in Theorem 5.5. For a fixed vλ,i, let x1
be a number different from the numbers indicated in the right column of Table
7 below. Recall b¯ is the Borel subalgebra of Lie G2.
Then vλ,i is non-zero and therefore a b¯-singular vector under the action on
M induced by the embedding Lie G2
i→֒ so(7).
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Table 7: Values of x1 for each vλ,i
λ = x1ω1 + ω3
vector coefficient of vλ in Shλ,i x1 /∈ roots of Shλ,i=
vλ,2 2x
4
1 + 27x
3
1 + 133x
2
1 + 285x1 + 225 -3, -5, -5/2
vλ,1 x
2
1 + x1 0, -1
λ = x1ω1 + ω2
vector coefficient of vλ in Shλ,i x1 /∈ roots of Shλ,i=
vλ,2 2x
4
1 + 13x
3
1 + 25x
2
1 + 14x1 0, -1, -2, -7/2
vλ,1 x
2
1 + 8x1 + 12 -2, -6
λ = x1ω1 + 2ω3
vector coefficient of vλ in Shλ,i x1 /∈ roots of Shλ,i=
vλ,5
4x101 + 152x
9
1 + 2579x
8
1 + 25736x
7
1
+167312x61 + 740582x
5
1 + 2260753x
4
1
+4700490x31+ 6371352x
2
1
+5084640x1+ 1814400
-7/2,-5/2,-3,-5,-4,-6
vλ,4
2x81 + 49x
7
1 + 495x
6
1 + 2678x
5
1
+8368x41 + 15021x
3
1 + 14175x
2
1
+5292x1
0, -1, -3, -4, -7, -7/2
vλ,3 x
4
1 + 17x
3
1 + 106x
2
1 + 288x1 + 288 -3, -4, -6
vλ,2 x
4
1 − x21 0, 1, -1
vλ,1 x
2
1 + 2x1 0, -2
λ = x1ω1 + ω2 + ω3
vector coefficient of vλ in Shλ,i x1 /∈ roots of Shλ,i=
vλ,7
16x141 + 784x
13
1
+17496x121 + 235424x
11
1
+2130569x101 + 13688787x
9
1
+64200218x81+ 222353222x
7
1
+568050249x61+ 1055574499x
5
1
+1383817036x41+ 1208330004x
3
1
+627179616x21+ 145212480x1
-7/2,-3,-4,-6,-5,0,-1,-2,-7
vλ,6
2x101 + 97x
9
1 + 2097x
8
1 + 26595x
7
1
+218973x61 + 1222044x
5
1
+4676800x41+ 12104384x
3
1
+20244528x21+ 19716480x1
+8467200
-7/2,-4,-6,-5,-7,-2
vλ,5
2x101 + 25x
9
1 + 113x
8
1 + 205x
7
1
+53x61 − 230x51 − 168x41 0, 1, -1, -2, -3, -4, -7/2
vλ,4
2x61 + 47x
5
1 + 431x
4
1 + 1978x
3
1
+4804x21 + 5896x1 + 2880
-2, -5, -8, -9/2
vλ,3
2x61 + 47x
5
1 + 411x
4
1 + 1648x
3
1
+3004x21 + 2016x1
0, -2, -7, -8, -9/2
vλ,2 x
2
1 + 9x1 + 14 -2, -7
vλ,1 x
2
1 + x1 0, -1
λ = x1ω1 + 2ω2
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Table 7: Values of x1 for each vλ,i
vector coefficient of vλ in Shλ,i x1 /∈ roots of Shλ,i=
vλ,5
4x101 + 80x
9
1 + 655x
8
1 + 2780x
7
1
+6232x61 + 5870x
5
1 − 2355x41 − 8730x31
−4536x21
0, 1, -1, -2, -3, -4, -7/2, -9/2
vλ,4
2x81 + 65x
7
1 + 870x
6
1 + 6193x
5
1 + 25234x
4
1
+58716x31 + 72216x
2
1 + 36288x1
-9/2,-2,-6,-7,-3,0,-8
vλ,3 x
4
1 + 20x
3
1 + 137x
2
1 + 370x1 + 336 -2, -3, -7, -8
vλ,2 x
4
1 + 9x
3
1 + 23x
2
1 + 15x1 0, -1, -3, -5
vλ,1 x
2
1 + 12x1 + 27 -3, -9
Proof. Let τ denote the transpose anti-automorphism of U(g), i.e., the linear
map of U(g) defined by
τ(g−β) := gβ β ∈ ∆(so(7))
τ(gβ1 . . . gβk) := τ(gβk) . . . τ(gβ1) βj ∈ ∆(so(7))
τ(h) := h h ∈ h .
Let uλ,i ∈ U(so(7)) be an element for which vλ,i = uλ,i · vλ (one such element
is given in Theorem 5.5). Define Shλ,i := τ(uλ,i)uλ,i · vλ. Although we will not
use this, we note that Shλ,i does not depend on the choice of uλ,i (see, e.g.,
[10]).
A short consideration shows that Shλ,i is a multiple of vλ. Up to a rational
scalar this multiple is indicated in the second column of Table 7. The scalar
is chosen so that all polynomials have integral relatively prime coefficients and
the leading coefficient is positive. The roots of the polynomials Shλ,i are all
rational and are indicated in the last column of Table 7 (some of the roots have
multiplicity higher than 1). If Shλ,i does not equal to zero for a given value of
x1, then vλ,i cannot vanish for that value of x1. This proves the statement. 
Corollary 4.6 implies the following. The case of λ = x1ω1 + ω2 + ω3 is
excluded as m(x1ψ1 + ψ2, λ) = 2.
Corollary 5.7 We have the following g¯-module isomorphisms.
1.
Mx1ω1(so(7), p(1,0,0)) ≃Mx1ψ1(Lie G2, p(1,0)) .
2. Suppose x1 /∈ {−1,−7/2,−6}. Then
Mx1ω1+ω2(so(7), p(1,0,0)) ≃ Mx1ψ1+ψ2(Lie G2, p(1,0))
⊕M(x1+1)ψ1(Lie G2, p(1,0))
⊕M(x1−1)ψ1+ψ2(Lie G2, p(1,0)) .
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3. Suppose x1 /∈ {−5,−3,−1} . Then
Mx1ω1+ω3(so(7), p(1,0,0)) ≃ M(x1+1)ψ1(Lie G2, p(1,0))
⊕M(x1−1)ψ1+ψ2(Lie G2, p(1,0))
⊕Mx1ψ1(Lie G2, p(1,0)) .
4. Suppose x1 /∈ {0,−1,−4,−3,−9/2,−2,−8,−6,−7,−5,−9}. Then
Mx1ω1+2ω2(so(7), p(1,0,0)) ≃ Mx1ψ1+2ψ2(Lie G2, p(1,0))
⊕M(x1+1)ψ1+ψ2(Lie G2, p(1,0))
⊕M(x1+2)ψ1(Lie G2, p(1,0))
⊕M(x1−1)ψ1+2ψ2(Lie G2, p(1,0))
⊕Mx1ψ1+ψ2(Lie G2, p(1,0))
⊕M(x1−2)ψ1+2ψ2(Lie G2, p(1,0)) .
5. Suppose x1 /∈ {−5,−3,−6,−4,−7/2,−1,−7, 0,−2}. Then
Mx1ω1+2ω3(so(7), p(1,0,0)) ≃ M(x1+2)ψ1(Lie G2, p(1,0))
⊕Mx1ψ1+ψ2(Lie G2, p(1,0))
⊕M(x1+1)ψ1(Lie G2, p(1,0))
⊕M(x1−2)ψ1+2ψ2(Lie G2, p(1,0))
⊕M(x1−1)ψ1+ψ2(Lie G2, p(1,0))
⊕Mx1ψ1(Lie G2, p(1,0)) .
5.4 Parabolic subalgebras p ⊂ so(7)with non-finite branch-
ing problem over i(Lie G2) and the case p ≃ so(7)
For a parabolic subalgebra p ⊂ so(7), let λ(x, z) be as in Section 4. In the
current Section, for each parabolic subalgebra p ⊂ so(7) other than p(1,0,0), for
z1 + z2 + z3 ≤ 5, zi ∈ Z≥0, we compute the strong Condition B (Definition
4.4). For z1 + z2 + z3 ≤ 2, for each µ ∈ h¯∗ with n(µ, λ(x, z)) > 0 we construct
n(µ, λ(x, z)) b¯-singular vectors in Mλ(x,z)(so(7), p) of weight µ.
As it turns out, the constructed b¯-singular vectors remain b¯-singular inde-
pendent of the strong Condition B, however they may fail to generate the “top
level” Lie G2-module Qλ(x,z) defined by (21).
By direct observation, for any parabolic subalgebra of so(7) and λ(x, z)
with z1 + z2 + z3 ≤ 2, the set of weights λ(x, z) satisfying the strong Condi-
tion B (Definition 4.4) is non-empty. Therefore, if we change the base field to
C(x1, x2, x3), the strong Condition B never fails, as in the field C(x1, x2, x3) a
non-trivial Q-linear combination of the xi is non-zero by definition. Therefore
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for z1 + z2 + z3 ≤ 2, Theorem 4.5 applies over C(x1, x2, x3), and specializa-
tions of the variable xi need to only exclude a proper Zariski-open set for the
xi’s. We present the computation of the b¯-singular vectors in Mλ(x,z)(so(7), p),
z1 + z2 + z3 ≤ 2 over the field C(x1, x2, x3) in Tables 10-13 (for p ≃ p(1,0,0) the
result is already given in Theorem 5.5). The computations use Sections 3 and
4 in a similar fashion to Theorem 5.5 and we do not present details. We note
that by direct observation, the b¯-singular vectors in the tables remain linearly
independent under substitutions of the variables x1, x2, x3 with constants.
The linear 6=-inequalities that determine the strong Condition B (over the
field C) are computed explicitly in Tables 14- 19 (including the case p ≃ p(1,0,0)).
In addition we compute the numbers n(µ, λ(x, z)) for z1 + z2 + z3 ≤ 5 with
coefficients in C(x1, x2, x3), as described in Section 4.
We supplement the infinite dimensional branching by Table 8, where we
list the b¯-singular vectors that decompose the finite dimensional so(7)-modules
z1ω1 + z2ω2 + z3ω3 with z1 + z2 + z3 ≤ 2 over Lie G2. The numbers n(λ, µ) for
the finite dimensional branching can be computed using [16] and we omit the
corresponding table.
5.4.1 Tables of b-singular vectors induced from Vλ(l)
In the first and second columns we write the module Vλ(l), abbreviated as Vλ,
and its dimension. The weight λ ∈ h∗ is taken with coefficients in C(x1, x2, x3).
In the third and fourth columns we list the l¯-summands from the decomposition
of Vλ(l) over l¯ and their dimensions. We abbreviate Vµ(¯l) as Vµ. In the fifth
column we give an b¯ ∩ l¯-singular vector corresponding to each summand Vλ(l).
In the sixth column we give the Casimir projector whose existence is given
by Theorem 4.5, and in the last column we give the corresponding b¯-singular
vector as given by Theorem 4.5. We note that for the case of the full parabolic
subalgebra p ≃ so(7) the last two columns are not applicable. We also note
that the vectors listed in the last column remain b¯-singular independent of the
strong Condition B.
Table 8: Decompositions of finite dimensional so(7)-modules over
Lie G2
so(7) dim. Lie G2 dim. b¯-singular vectors
V0 1 V0 1 vλ
Vω3 8
V0 1
g−1g−2g−3 · vλ
−g−3g−2g−3 · vλ
Vψ1 7 vλ
Vω2 21
Vψ1 7
g−1g−2 · vλ
−1/2g−3g−2 · vλ
Vψ2 14 vλ
Vω1 7 Vψ1 7 vλ
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Table 8: Decompositions of finite dimensional so(7)-modules over
Lie G2
so(7) dim. Lie G2 dim. b¯-singular vectors
V2ω3 35
V0 1
g2−1g
2
−2g
2
−3 · vλ
−g−3g−1g2−2g2−3 · vλ
+2g−2g
2
−3g−1g−2g−3 · vλ
−2g−3g−2g−3g−1g−2g−3 · vλ
+g2−3g
2
−2g
2
−3 · vλ
Vψ1 7
g−1g−2g−3 · vλ
+1/2g−2g
2
−3 · vλ
−g−3g−2g−3 · vλ
V2ψ1 27 vλ
Vω2+ω3 112
Vψ1 7
g2−1g
2
−2g−3 · vλ
−4/5g−3g−1g2−2g−3 · vλ
+2/5g−2g
2
−3g−1g−2 · vλ
−4/5g−3g−2g−3g−1g−2 · vλ
+4/5g−2g−3g−1g−2g−3 · vλ
+2/5g2−3g
2
−2g−3 · vλ
−2/15g−2g3−3g−2 · vλ
Vψ2 14
g−3g−1g−2 · vλ
−3g−1g−2g−3 · vλ
−g2−3g−2 · vλ
+3g−3g−2g−3 · vλ
V2ψ1 27
g−1g−2 · vλ
−2/5g−3g−2 · vλ
+1/5g−2g−3 · vλ
Vψ1+ψ2 64 vλ
V2ω2 168
V2ψ1 27
g2−1g
2
−2 · vλ
−2/3g−3g−1g2−2 · vλ
+2/3g−2g−3g−1g−2 · vλ
+1/5g2−3g
2
−2 · vλ
−1/5g−2g2−3g−2 · vλ
Vψ1+ψ2 64
g−1g−2 · vλ
−1/2g−3g−2 · vλ
V2ψ2 77 vλ
Vω1+ω3 48
Vψ1 7
g−3g−2g−1 · vλ
−3g−2g−3g−1 · vλ
+5g−1g−2g−3 · vλ
−7g−3g−2g−3 · vλ
Vψ2 14
g−1 · vλ
−g−3 · vλ
V2ψ1 27 vλ
Vω1+ω2 105
Vψ2 14
g2−1g−2 · vλ
−g−3g−1g−2 · vλ
+g2−3g−2 · vλ
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Table 8: Decompositions of finite dimensional so(7)-modules over
Lie G2
so(7) dim. Lie G2 dim. b¯-singular vectors
V2ψ1 27
g−2g−1 · vλ
−2g−1g−2 · vλ
+3/2g−3g−2 · vλ
Vψ1+ψ2 64 vλ
V2ω1 27 V2ψ1 27 vλ
48
Table 9: b¯-singular vectors in Mλ(so(7), p(0,1,0)), corresponding to
Vλ(l), where l is the reductive Levi part of p(0,1,0). l¯ denotes the
reductive Levi part of p¯(0,1) ⊂ Lie G2.
Vλ(l) dim. l¯-decomp. dim. b ∩ l-singular vectors Casimir projector Corresp. b¯-singular vectors
Vx2ω2 1 Vx2ψ2 1 −vλ id −vλ
Vx2ω2+ω3 2 Vψ1+x2ψ2 2 −vλ id −vλ
Vω1+x2ω2 2 Vψ1+x2ψ2 2 −vλ id −vλ
Vx2ω2+2ω3 3 V2ψ1+x2ψ2 3 −vλ id −vλ
Vω1+x2ω2+ω3 4
V(x2+1)ψ2 1
−g−1 · vλ
+g−3 · vλ
12(i(c¯1)− (1/4x22 + 5/4x2
+7/6))
2g−1 · vλ
−2g−3 · vλ
V2ψ1+x2ψ2 3 −vλ id −vλ
V2ω1+x2ω2 3 V2ψ1+x2ψ2 3 −vλ id −vλ
Table 10: b¯-singular vectors in Mλ(so(7), p(0,0,1)), corresponding
to Vλ(l), where l is the reductive Levi part of p(0,0,1). l¯ denotes the
reductive Levi part of p¯(1,0) ⊂ Lie G2.
Vλ(l) dim. l¯-decomp. dim. b ∩ l-singular vectors Casimir projector Corresp. b¯-singular vectors
Vx3ω3 1 Vx3ψ1 1 −vλ id −vλ
Vω2+x3ω3 3
V(x3+1)ψ1 1 −g−1g−2 · vλ
12(i(c¯1)− (1/12x23 + 2/3x3
+1))
−g−5vλ − g−3g−2 · vλ
+(x3 + 4)g−1g−2 · vλ
Vx3ψ1+ψ2 2 −vλ id −vλ
Vω1+x3ω3 3
V(x3−1)ψ1+ψ2 2 −g−1 · vλ
12(i(c¯1)− (1/12x23 + 7/12x3
+1/2))
−g−3vλ + x3g−1 · vλ
V(x3+1)ψ1 1 −vλ id −vλ
4
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Table 10: b¯-singular vectors in Mλ(so(7), p(0,0,1)), corresponding
to Vλ(l), where l is the reductive Levi part of p(0,0,1). l¯ denotes the
reductive Levi part of p¯(1,0) ⊂ Lie G2.
Vλ(l) dim. l¯-decomp. dim. b ∩ l-singular vectors Casimir projector Corresp. b¯-singular vectors
V2ω2+x3ω3 6
V(x3+2)ψ1 1 −g2−1g2−2 · vλ
12(i(c¯1)− (1/12x23 + 5/6x3
+7/4))12(i(c¯1)− (1/12x23 + 11/12x3
+5/2))
−8g2−5vλ
−8g−5g−3g−2 · vλ
+8g−7g−2 · vλ
+(8x3 + 40)g−5g−1g−2 · vλ
−4g2−3g2−2 · vλ
+(4x3 + 20)g−3g−1g
2
−2 · vλ
+(−2x23 − 22x3 − 60)g2−1g2−2 · vλ
V(x3+1)ψ1+ψ2 2 −g−1g−2 · vλ
12(i(c¯1)− (1/12x23 + 11/12x3
+5/2))
−2g−5vλ − g−3g−2 · vλ
+(x3 + 6)g−1g−2 · vλ
Vx3ψ1+2ψ2 3 −vλ id −vλ
Vω1+ω2+x3ω3 8
Vx3ψ1+ψ2 2 −g2−1g−2 · vλ
12(i(c¯1)− (1/12x23 + 3/4x3
+7/6))12(i(c¯1)− (1/12x23 + 3/4x3
+5/3))12(i(c¯1)− (1/12x23 + 5/6x3
+7/4))
(4x3 + 26)g−5g−3vλ
−18g−6vλ + (−4x3 − 44)g−7vλ
+(−4x23 − 22x3 − 10)g−5g−1 · vλ
+(4x3 + 26)g
2
−3g−2 · vλ
+(8x3 + 28)g−3g−2g−1 · vλ
+(−4x23 − 38x3 − 66)g−3g−1g−2 · vλ
+(2x33 + 23x
2
3
+71x3 + 48)g
2
−1g−2 · vλ
V(x3+2)ψ1 1
−g−2g−1 · vλ
+2g−1g−2 · vλ
12(i(c¯1)− (1/12x23 + 3/4x3
+5/3))12(i(c¯1)− (1/12x23 + 5/6x3
+7/4))
−18g−5vλ − 18g−3g−2 · vλ
+(−6x3 − 24)g−2g−1 · vλ
+(12x3 + 48)g−1g−2 · vλ
V(x3−1)ψ1+2ψ2 3 −g−1 · vλ
12(i(c¯1)− (1/12x23 + 5/6x3
+7/4))
−g−3vλ + x3g−1 · vλ
5
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Table 10: b¯-singular vectors in Mλ(so(7), p(0,0,1)), corresponding
to Vλ(l), where l is the reductive Levi part of p(0,0,1). l¯ denotes the
reductive Levi part of p¯(1,0) ⊂ Lie G2.
Vλ(l) dim. l¯-decomp. dim. b ∩ l-singular vectors Casimir projector Corresp. b¯-singular vectors
V(x3+1)ψ1+ψ2 2 −vλ id −vλ
V2ω1+x3ω3 6
V(x3−2)ψ1+2ψ2 3 −g2−1 · vλ
12(i(c¯1)− (1/12x23 + 2/3x3
+1))12(i(c¯1)− (1/12x23 + 3/4x3
+7/6))
−4g2−3vλ
+(4x3 − 4)g−3g−1 · vλ
+(−2x23 + 2x3)g2−1 · vλ
Vx3ψ1+ψ2 2 −g−1 · vλ 12(i(c¯1)− (1/12x
2
3 + 3/4x3
+7/6))
−2g−3vλ + x3g−1 · vλ
V(x3+2)ψ1 1 −vλ id −vλ
Table 11: b¯-singular vectors in Mλ(so(7), p(1,1,0)), corresponding
to Vλ(l), where l is the reductive Levi part of p(1,1,0). l¯ denotes the
reductive Levi part of p¯(1,1) ⊂ Lie G2.
Vλ(l) dim. l¯-decomp. dim. b ∩ l-singular vectors Casimir projector Corresp. b¯-singular vectors
Vx1ω1+x2ω2 1 Vx1ψ1+x2ψ2 1 −vλ id −vλ
Vx1ω1+x2ω2+ω3 2
V(x1−1)ψ1+(x2+1)ψ2 1 −g−3 · vλ
12(i(c¯1)− (1/4x22 + 1/4x1x2
+x2 + 1/12x
2
1 + 7/12x1
+1/2))
−g−1vλ + x1g−3 · vλ
V(x1+1)ψ1+x2ψ2 1 −vλ id −vλ
5
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Table 11: b¯-singular vectors in Mλ(so(7), p(1,1,0)), corresponding
to Vλ(l), where l is the reductive Levi part of p(1,1,0). l¯ denotes the
reductive Levi part of p¯(1,1) ⊂ Lie G2.
Vλ(l) dim. l¯-decomp. dim. b ∩ l-singular vectors Casimir projector Corresp. b¯-singular vectors
Vx1ω1+x2ω2+2ω3 3
V(x1−2)ψ1+(x2+2)ψ2 1 −g2−3 · vλ
12(i(c¯1)− (1/4x22 + 1/4x1x2
+5/4x2 + 1/12x
2
1
+2/3x1 + 1))
12(i(c¯1)− (1/4x22 + 1/4x1x2
+5/4x2 + 1/12x
2
1
+3/4x1 + 7/6))
−4g2−1vλ
+(4x1 − 4)g−1g−3 · vλ
+(−2x21 + 2x1)g2−3 · vλ
Vx1ψ1+(x2+1)ψ2 1 −g−3 · vλ
12(i(c¯1)− (1/4x22 + 1/4x1x2
+5/4x2 + 1/12x
2
1
+3/4x1 + 7/6))
−2g−1vλ + x1g−3 · vλ
V(x1+2)ψ1+x2ψ2 1 −vλ id −vλ
Table 12: b¯-singular vectors in Mλ(so(7), p(1,0,1)), corresponding
to Vλ(l), where l is the reductive Levi part of p(1,0,1). l¯ denotes the
reductive Levi part of p¯(0,1) ⊂ Lie G2.
Vλ(l) dim. l¯-decomp. dim. b ∩ l-singular vectors Casimir projector Corresp. b¯-singular vectors
Vx1ω1+x3ω3 1 V(x3+x1)ψ1 1 −vλ id −vλ
Vx1ω1+ω2+x3ω3 2 V(x3+x1)ψ1+ψ2 2 −vλ id −vλ
Vx1ω1+2ω2+x3ω3 3 V(x3+x1)ψ1+2ψ2 3 −vλ id −vλ
5
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Table 13: b¯-singular vectors in Mλ(so(7), p(0,1,1)), corresponding
to Vλ(l), where l is the reductive Levi part of p(0,1,1). l¯ denotes the
reductive Levi part of p¯(1,1) ⊂ Lie G2.
Vλ(l) dim. l¯-decomp. dim. b ∩ l-singular vectors Casimir projector Corresp. b¯-singular vectors
Vx2ω2+x3ω3 1 Vx3ψ1+x2ψ2 1 −vλ id −vλ
Vω1+x2ω2+x3ω3 2
V(x3−1)ψ1+(x2+1)ψ2 1 −g−1 · vλ
12(i(c¯1)− (1/12x23 + 1/4x2x3
+7/12x3 + 1/4x
2
2
+x2 + 1/2))
−g−3vλ + x3g−1 · vλ
V(x3+1)ψ1+x2ψ2 1 −vλ id −vλ
V2ω1+x2ω2+x3ω3 3
V(x3−2)ψ1+(x2+2)ψ2 1 −g2−1 · vλ
12(i(c¯1)− (1/12x23 + 1/4x2x3
+2/3x3 + 1/4x
2
2
+5/4x2 + 1))
12(i(c¯1)− (1/12x23 + 1/4x2x3
+3/4x3 + 1/4x
2
2
+5/4x2 + 7/6))
−4g2−3vλ
+(4x3 − 4)g−3g−1 · vλ
+(−2x23 + 2x3)g2−1 · vλ
Vx3ψ1+(x2+1)ψ2 1 −g−1 · vλ
12(i(c¯1)− (1/12x23 + 1/4x2x3
+3/4x3 + 1/4x
2
2
+5/4x2 + 7/6))
−2g−3vλ + x3g−1 · vλ
V(x3+2)ψ1+x2ψ2 1 −vλ id −vλ
5
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5.4.2 Tables of n(µ, λ)
In the left column we write the module Vλ(l), abbreviated as Vλ. The weight
λ ∈ h∗ is taken with coefficients in C(x1, x2, x3). In the right column we write
the decomposition of Vλ(l) as a direct sum of Vµ(¯l)-modules, µ ∈ h¯∗. For µ ∈ h¯∗
we abbreviate Vµ(¯l) by Vµ. In the row below each pair of columns, we indicate,
for each λ ∈ h∗ with C(x1, x2, x3), the Zariski open conditions on the xi’s which
imply the strong Condition B. We recall that ψ1, ψ2 stand for the fundamental
weights of Lie G2 and ω1, ω2, ω3 stand for the fundamental weights of so(7).
Table 14: Decompositions of inducing p(1,0,0)-modules over l¯, where
l is the reductive Levi part of p(1,0,0) and l¯ is the reductive Levi
part of p¯(1,0) .
Vλ(l) Decomposition over l¯
Vx1ω1 Vx1ψ1
Vx1ω1+ω3 V(x1+1)ψ1 ⊕ V(x1−1)ψ1+ψ2 ⊕ Vx1ψ1
Strong Condition B: (−x1 − 5) 6= 0, (−x1 − 3) 6= 0, (−x1 − 1) 6= 0
Vx1ω1+ω2 Vx1ψ1+ψ2 ⊕ V(x1+1)ψ1 ⊕ V(x1−1)ψ1+ψ2
Strong Condition B: (−x1 − 6) 6= 0, (−x1 − 1) 6= 0, (−2x1 − 7) 6= 0
Vx1ω1+2ω3
Vx1ψ1+ψ2 ⊕ V(x1+2)ψ1 ⊕ V(x1+1)ψ1 ⊕ V(x1−2)ψ1+2ψ2
⊕V(x1−1)ψ1+ψ2 ⊕ Vx1ψ1
Strong Condition B: −x1 6= 0, (−x1 − 1) 6= 0, (−x1 − 7) 6= 0, (−2x1 − 7) 6= 0, (−x1 − 3) 6= 0, (−x1 − 2) 6= 0,
(−x1 − 6) 6= 0, (−x1 − 5) 6= 0, (−x1 − 4) 6= 0, −1 6= 0
Vx1ω1+ω2+ω3
V(x1+1)ψ1+ψ2 ⊕ 2Vx1ψ1+ψ2 ⊕ V(x1+1)ψ1 ⊕ V(x1−1)ψ1+2ψ2
⊕V(x1+2)ψ1 ⊕ V(x1−2)ψ1+2ψ2 ⊕ V(x1−1)ψ1+ψ2
Strong Condition B: −x1 6= 0, (−x1 − 4) 6= 0, (−x1 − 1) 6= 0, (−x1 − 3) 6= 0, (−x1 − 8) 6= 0, (−x1 − 2) 6= 0,
(−2x1 − 9) 6= 0, (−x1 − 7) 6= 0, (−2x1 − 7) 6= 0, (−x1 − 5) 6= 0, −1 6= 0, (−x1 − 6) 6= 0
Vx1ω1+2ω2
Vx1ψ1+2ψ2 ⊕ Vx1ψ1+ψ2 ⊕ V(x1−1)ψ1+2ψ2
⊕V(x1+1)ψ1+ψ2 ⊕ V(x1+2)ψ1 ⊕ V(x1−2)ψ1+2ψ2
Strong Condition B: (−x1 − 1) 6= 0, (−x1 − 5) 6= 0, (−x1 − 8) 6= 0, (−2x1 − 9) 6= 0, (−x1 − 6) 6= 0,
(−x1 − 2) 6= 0, (−x1 − 9) 6= 0, (−x1 − 4) 6= 0, −x1 6= 0, (−x1 − 3) 6= 0, −1 6= 0, (−x1 − 7) 6= 0
Vx1ω1+3ω3
V(x1+1)ψ1+ψ2 ⊕ Vx1ψ1+ψ2 ⊕ V(x1+1)ψ1 ⊕ V(x1+3)ψ1
⊕V(x1−1)ψ1+2ψ2 ⊕ V(x1+2)ψ1 ⊕ V(x1−3)ψ1+3ψ2
⊕V(x1−2)ψ1+2ψ2 ⊕ V(x1−1)ψ1+ψ2 ⊕ Vx1ψ1
Strong Condition B: (−x1 − 9) 6= 0, (−x1 − 4) 6= 0, (−x1 − 1) 6= 0, (−x1 − 3) 6= 0, −x1 6= 0, (−x1 + 1) 6= 0,
(−x1 − 2) 6= 0, (−x1 − 7) 6= 0, (−x1 − 8) 6= 0, (−x1 − 5) 6= 0, (−2x1 − 7) 6= 0, (−5x1 − 19) 6= 0, −1 6= 0,
(−x1 − 15) 6= 0, (−x1 − 6) 6= 0, (−2x1 − 9) 6= 0, (−5x1 − 21) 6= 0
Vx1ω1+ω2+2ω3
Vx1ψ1+2ψ2 ⊕ V(x1+2)ψ1+ψ2 ⊕ 2Vx1ψ1+ψ2
⊕V(x1−2)ψ1+3ψ2 ⊕ 2V(x1−1)ψ1+2ψ2 ⊕ 2V(x1+1)ψ1+ψ2
⊕V(x1+3)ψ1 ⊕ V(x1+1)ψ1 ⊕ V(x1+2)ψ1 ⊕ V(x1−3)ψ1+3ψ2
⊕V(x1−2)ψ1+2ψ2 ⊕ V(x1−1)ψ1+ψ2
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Table 14: Decompositions of inducing p(1,0,0)-modules over l¯, where
l is the reductive Levi part of p(1,0,0) and l¯ is the reductive Levi
part of p¯(1,0) .
Vλ(l) Decomposition over l¯
Strong Condition B: (−x1 − 10) 6= 0, (−x1 − 5) 6= 0, (−x1 − 2) 6= 0, (−x1 − 1) 6= 0, (−x1 − 4) 6= 0,
(−x1 + 1) 6= 0, (−2x1 − 9) 6= 0, (−x1 − 3) 6= 0, −x1 6= 0, (−4x1 − 11) 6= 0, (−x1 − 9) 6= 0, (−x1 − 6) 6= 0,
−1 6= 0, (−x1 − 16) 6= 0, (−x1 − 8) 6= 0, (−x1 − 7) 6= 0, (−x1 − 15) 6= 0, (−5x1 − 26) 6= 0, (−4x1 − 25) 6= 0,
(−5x1 − 19) 6= 0, (−2x1 − 7) 6= 0, (−2x1 − 11) 6= 0
Vx1ω1+2ω2+ω3
2Vx1ψ1+2ψ2 ⊕ Vx1ψ1+ψ2 ⊕ V(x1−2)ψ1+3ψ2
⊕V(x1−1)ψ1+3ψ2 ⊕ 2V(x1−1)ψ1+2ψ2 ⊕ V(x1+1)ψ1+2ψ2
⊕V(x1+2)ψ1+ψ2 ⊕ 2V(x1+1)ψ1+ψ2 ⊕ V(x1+3)ψ1
⊕V(x1+2)ψ1 ⊕ V(x1−3)ψ1+3ψ2 ⊕ V(x1−2)ψ1+2ψ2
Strong Condition B: (−x1 − 10) 6= 0, (−x1 − 5) 6= 0, (−x1 − 2) 6= 0, (−x1 − 7) 6= 0, (−2x1 − 11) 6= 0,
(−x1 − 4) 6= 0, (−x1 − 1) 6= 0, −x1 6= 0, (−x1 − 11) 6= 0, (−x1 − 6) 6= 0, (−x1 + 1) 6= 0, (−2x1 − 9) 6= 0,
(−x1 − 3) 6= 0, (−5x1 − 21) 6= 0, (−4x1 − 11) 6= 0, −1 6= 0, (−x1 − 16) 6= 0, (−x1 − 8) 6= 0, (−x1 − 9) 6= 0,
(−x1 − 17) 6= 0, (−5x1 − 29) 6= 0, (−4x1 − 29) 6= 0
Vx1ω1+3ω2
Vx1ψ1+3ψ2 ⊕ V(x1−1)ψ1+2ψ2 ⊕ Vx1ψ1+2ψ2
⊕V(x1−2)ψ1+3ψ2 ⊕ V(x1−1)ψ1+3ψ2 ⊕ V(x1+1)ψ1+2ψ2
⊕V(x1+2)ψ1+ψ2 ⊕ V(x1+1)ψ1+ψ2 ⊕ V(x1+3)ψ1
⊕V(x1−3)ψ1+3ψ2
Strong Condition B: (−x1−11) 6= 0, (−x1−6) 6= 0, (−x1−2) 6= 0, (−x1−8) 6= 0, −x1 6= 0, (−2x1−11) 6= 0,
(−x1−4) 6= 0, (−x1−1) 6= 0, (−2x1−13) 6= 0, (−x1−5) 6= 0, (−x1−10) 6= 0, (−x1−7) 6= 0, (−5x1−34) 6= 0,
(−x1 − 12) 6= 0, −1 6= 0, (−x1 − 17) 6= 0, (−x1 − 9) 6= 0, (−x1 − 3) 6= 0, (−2x1 − 9) 6= 0, (−x1 + 1) 6= 0,
(−5x1 − 21) 6= 0, (−4x1 − 11) 6= 0, (−4x1 − 33) 6= 0
Vx1ω1+4ω3
Vx1ψ1+2ψ2 ⊕ V(x1+2)ψ1+ψ2 ⊕ Vx1ψ1+ψ2
⊕V(x1+4)ψ1 ⊕ V(x1−2)ψ1+3ψ2 ⊕ V(x1−1)ψ1+2ψ2
⊕V(x1+1)ψ1+ψ2 ⊕ V(x1+1)ψ1 ⊕ V(x1+2)ψ1 ⊕ V(x1+3)ψ1
⊕V(x1−4)ψ1+4ψ2 ⊕ V(x1−3)ψ1+3ψ2 ⊕ V(x1−2)ψ1+2ψ2
⊕V(x1−1)ψ1+ψ2 ⊕ Vx1ψ1
Strong Condition B: (−x1 +2) 6= 0, (−x1 +1) 6= 0, −x1 6= 0, (−x1 − 1) 6= 0, (−x1 − 11) 6= 0, (−2x1 − 9) 6= 0,
(−x1−3) 6= 0, (−4x1−11) 6= 0, (−x1−2) 6= 0, (−x1−10) 6= 0, (−x1−9) 6= 0, (−x1−6) 6= 0, (−x1−4) 6= 0,
−1 6= 0, (−x1 − 5) 6= 0, (−x1 − 13) 6= 0, (−x1 − 15) 6= 0, (−x1 − 8) 6= 0, (−x1 − 7) 6= 0, (−5x1 − 26) 6= 0,
(−4x1 − 25) 6= 0, (−5x1 − 19) 6= 0, (−2x1 − 7) 6= 0, (−7x1 − 31) 6= 0, (−x1 − 20) 6= 0, (−5x1 − 24) 6= 0,
(−2x1 − 11) 6= 0, (−5x1 − 21) 6= 0, (−7x1 − 32) 6= 0, (−x1 − 16) 6= 0
Vx1ω1+ω2+3ω3
V(x1−3)ψ1+4ψ2 ⊕ 2Vx1ψ1+2ψ2 ⊕ V(x1+3)ψ1+ψ2
⊕2Vx1ψ1+ψ2 ⊕ 2V(x1−2)ψ1+3ψ2 ⊕ V(x1−1)ψ1+3ψ2
⊕V(x1+1)ψ1+2ψ2 ⊕ 2V(x1−1)ψ1+2ψ2 ⊕ 2V(x1+1)ψ1+ψ2
⊕2V(x1+2)ψ1+ψ2 ⊕ V(x1+3)ψ1 ⊕ V(x1+1)ψ1 ⊕ V(x1+4)ψ1
⊕V(x1+2)ψ1 ⊕ V(x1−4)ψ1+4ψ2 ⊕ V(x1−3)ψ1+3ψ2
⊕V(x1−2)ψ1+2ψ2 ⊕ V(x1−1)ψ1+ψ2
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Table 14: Decompositions of inducing p(1,0,0)-modules over l¯, where
l is the reductive Levi part of p(1,0,0) and l¯ is the reductive Levi
part of p¯(1,0) .
Vλ(l) Decomposition over l¯
Strong Condition B: (−x1 + 2) 6= 0, (−x1 − 5) 6= 0, (−x1 + 1) 6= 0, (−x1 − 3) 6= 0, (−2x1 − 5) 6= 0, −x1 6= 0,
(−x1 − 1) 6= 0, (−5x1 − 13) 6= 0, (−x1 − 12) 6= 0, (−2x1 − 11) 6= 0, (−x1 − 4) 6= 0, (−x1 − 2) 6= 0,
(−4x1 − 15) 6= 0, (−x1 − 11) 6= 0, (−2x1 − 9) 6= 0, (−x1 − 7) 6= 0, (−5x1 − 21) 6= 0, (−4x1 − 11) 6= 0,
−1 6= 0, (−x1 − 10) 6= 0, (−x1 − 6) 6= 0, (−2x1 − 15) 6= 0, (−x1 − 9) 6= 0, (−5x1 − 29) 6= 0, (−7x1 − 33) 6= 0,
(−x1 − 21) 6= 0, (−x1 − 13) 6= 0, (−x1 − 8) 6= 0, (−x1 − 15) 6= 0, (−5x1 − 26) 6= 0, (−7x1 − 39) 6= 0,
(−x1 − 20) 6= 0, (−4x1 − 29) 6= 0, (−5x1 − 24) 6= 0, (−2x1 − 13) 6= 0, (−4x1 − 25) 6= 0, (−5x1 − 37) 6= 0,
(−7x1 − 37) 6= 0, (−2x1 − 7) 6= 0, (−7x1 − 31) 6= 0, (−5x1 − 19) 6= 0, (−x1 − 16) 6= 0, (−x1 − 14) 6= 0,
(−5x1 − 31) 6= 0, (−x1 − 17) 6= 0
Vx1ω1+2ω2+2ω3
V(x1−3)ψ1+4ψ2 ⊕ Vx1ψ1+3ψ2 ⊕ 3Vx1ψ1+2ψ2
⊕Vx1ψ1+ψ2 ⊕ V(x1+2)ψ1 ⊕ V(x1−2)ψ1+4ψ2 ⊕ 2V(x1−1)ψ1+3ψ2
⊕2V(x1−2)ψ1+3ψ2 ⊕ 2V(x1−1)ψ1+2ψ2 ⊕ V(x1+2)ψ1+2ψ2
⊕2V(x1+1)ψ1+2ψ2 ⊕ V(x1+3)ψ1+ψ2 ⊕ 2V(x1+1)ψ1+ψ2
⊕2V(x1+2)ψ1+ψ2 ⊕ V(x1+3)ψ1 ⊕ V(x1+4)ψ1 ⊕ V(x1−4)ψ1+4ψ2
⊕V(x1−3)ψ1+3ψ2 ⊕ V(x1−2)ψ1+2ψ2
Strong Condition B: (−x1 + 1) 6= 0, (−x1 − 6) 6= 0, −x1 6= 0, (−x1 − 4) 6= 0, (−x1 − 1) 6= 0, (−2x1 − 7) 6= 0,
(−x1 − 12) 6= 0, (−2x1 − 11) 6= 0, (−x1 − 8) 6= 0, (−4x1 − 15) 6= 0, (−5x1 − 26) 6= 0, (−x1 − 2) 6= 0,
(−x1 − 13) 6= 0, (−2x1 − 13) 6= 0, (−x1 − 5) 6= 0, (−x1 + 2) 6= 0, (−x1 − 3) 6= 0, (−2x1 − 5) 6= 0,
(−5x1 − 22) 6= 0, (−5x1 − 13) 6= 0, −1 6= 0, (−x1 − 11) 6= 0, (−x1 − 10) 6= 0, (−x1 − 7) 6= 0, (−2x1 − 17) 6= 0,
(−5x1 − 34) 6= 0, (−2x1 − 9) 6= 0, (−5x1 − 33) 6= 0, (−5x1 − 21) 6= 0, (−4x1 − 11) 6= 0, (−x1 − 21) 6= 0,
(−x1 − 9) 6= 0, (−4x1 − 33) 6= 0, (−x1 − 22) 6= 0, (−4x1 − 29) 6= 0, (−x1 − 20) 6= 0, (−5x1 − 42) 6= 0,
(−7x1 − 44) 6= 0, (−5x1 − 24) 6= 0, (−2x1 − 15) 6= 0, (−5x1 − 29) 6= 0, (−7x1 − 33) 6= 0, (−x1 − 14) 6= 0,
(−x1 − 16) 6= 0, (−5x1 − 31) 6= 0, (−x1 − 18) 6= 0, (−x1 − 17) 6= 0, (−x1 − 15) 6= 0
Vx1ω1+3ω2+ω3
V(x1−3)ψ1+4ψ2 ⊕ 2Vx1ψ1+3ψ2 ⊕ 2Vx1ψ1+2ψ2
⊕V(x1−2)ψ1+4ψ2 ⊕ V(x1−1)ψ1+4ψ2 ⊕ V(x1+1)ψ1+3ψ2
⊕2V(x1−2)ψ1+3ψ2 ⊕ 2V(x1−1)ψ1+3ψ2 ⊕ V(x1−1)ψ1+2ψ2
⊕V(x1+2)ψ1+2ψ2 ⊕ 2V(x1+1)ψ1+2ψ2 ⊕ V(x1+1)ψ1+ψ2
⊕2V(x1+2)ψ1+ψ2 ⊕ V(x1+3)ψ1+ψ2 ⊕ V(x1+3)ψ1
⊕V(x1+4)ψ1 ⊕ V(x1−4)ψ1+4ψ2 ⊕ V(x1−3)ψ1+3ψ2
Strong Condition B: (−x1 + 1) 6= 0, (−x1 − 6) 6= 0, −x1 6= 0, (−x1 − 4) 6= 0, (−2x1 − 13) 6= 0, (−x1 − 1) 6= 0,
(−2x1−7) 6= 0, (−5x1−27) 6= 0, (−x1−13) 6= 0, (−x1−9) 6= 0, (−x1−2) 6= 0, (−x1−5) 6= 0, (−x1−7) 6= 0,
(−x1 − 12) 6= 0, (−2x1 − 11) 6= 0, (−x1 − 8) 6= 0, (−5x1 − 38) 6= 0, (−4x1 − 15) 6= 0, (−5x1 − 26) 6= 0,
−1 6= 0, (−x1 − 11) 6= 0, (−2x1 − 19) 6= 0, (−x1 − 3) 6= 0, (−5x1 − 39) 6= 0, (−x1 − 14) 6= 0, (−2x1 − 15) 6= 0,
(−x1 + 2) 6= 0, (−2x1 − 5) 6= 0, (−5x1 − 22) 6= 0, (−5x1 − 13) 6= 0, (−7x1 − 37) 6= 0, (−x1 − 22) 6= 0,
(−x1 − 10) 6= 0, (−4x1 − 37) 6= 0, (−2x1 − 17) 6= 0, (−5x1 − 34) 6= 0, (−x1 − 23) 6= 0, (−x1 − 17) 6= 0,
(−x1 − 15) 6= 0, (−x1 − 18) 6= 0, (−x1 − 16) 6= 0, (−x1 − 21) 6= 0, (−4x1 − 33) 6= 0, (−5x1 − 47) 6= 0,
(−5x1 − 33) 6= 0, (−2x1 − 9) 6= 0, (−5x1 − 21) 6= 0, (−4x1 − 11) 6= 0, (−7x1 − 47) 6= 0
Vx1ω1+4ω2
V(x1−3)ψ1+4ψ2 ⊕ Vx1ψ1+4ψ2 ⊕ Vx1ψ1+3ψ2
⊕Vx1ψ1+2ψ2 ⊕ V(x1−2)ψ1+4ψ2 ⊕ V(x1−1)ψ1+4ψ2
⊕V(x1+1)ψ1+3ψ2 ⊕ V(x1−2)ψ1+3ψ2 ⊕ V(x1−1)ψ1+3ψ2
⊕V(x1+2)ψ1+2ψ2 ⊕ V(x1+1)ψ1+2ψ2 ⊕ V(x1+2)ψ1+ψ2
⊕V(x1+3)ψ1+ψ2 ⊕ V(x1+4)ψ1 ⊕ V(x1−4)ψ1+4ψ2
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Table 14: Decompositions of inducing p(1,0,0)-modules over l¯, where
l is the reductive Levi part of p(1,0,0) and l¯ is the reductive Levi
part of p¯(1,0) .
Vλ(l) Decomposition over l¯
Strong Condition B: −x1 6= 0, (−x1−7) 6= 0, (−x1−5) 6= 0, (−2x1−15) 6= 0, (−x1−1) 6= 0, (−x1−13) 6= 0,
(−2x1 − 13) 6= 0, (−x1 − 9) 6= 0, (−x1 − 2) 6= 0, (−5x1 − 43) 6= 0, (−x1 − 14) 6= 0, (−x1 − 10) 6= 0,
(−x1 − 6) 6= 0, (−x1 + 1) 6= 0, (−x1 − 4) 6= 0, (−5x1 − 27) 6= 0, (−2x1 − 7) 6= 0, −1 6= 0, (−x1 − 12) 6= 0,
(−x1 − 3) 6= 0, (−2x1 − 21) 6= 0, (−x1 − 8) 6= 0, (−x1 − 11) 6= 0, (−2x1 − 19) 6= 0, (−5x1 − 39) 6= 0,
(−2x1 − 11) 6= 0, (−5x1 − 38) 6= 0, (−4x1 − 15) 6= 0, (−7x1 − 54) 6= 0, (−5x1 − 26) 6= 0, (−x1 − 23) 6= 0,
(−x1 − 15) 6= 0, (−x1 − 18) 6= 0, (−x1 − 16) 6= 0, (−5x1 − 22) 6= 0, (−2x1 − 5) 6= 0, (−x1 + 2) 6= 0,
(−5x1 − 13) 6= 0, (−7x1 − 37) 6= 0, (−x1 − 22) 6= 0, (−4x1 − 37) 6= 0, (−5x1 − 52) 6= 0
Vx1ω1+5ω3
V(x1−3)ψ1+4ψ2 ⊕ Vx1ψ1+2ψ2 ⊕ V(x1+3)ψ1+ψ2
⊕Vx1ψ1+ψ2 ⊕ V(x1+5)ψ1 ⊕ V(x1−1)ψ1+3ψ2 ⊕ V(x1−2)ψ1+3ψ2
⊕V(x1+1)ψ1+2ψ2 ⊕ V(x1−1)ψ1+2ψ2 ⊕ V(x1+2)ψ1+ψ2
⊕V(x1+1)ψ1+ψ2 ⊕ V(x1+3)ψ1 ⊕ V(x1+1)ψ1 ⊕ V(x1+4)ψ1
⊕V(x1+2)ψ1 ⊕ V(x1−5)ψ1+5ψ2 ⊕ V(x1−4)ψ1+4ψ2
⊕V(x1−3)ψ1+3ψ2 ⊕ V(x1−2)ψ1+2ψ2 ⊕ V(x1−1)ψ1+ψ2
⊕Vx1ψ1
Strong Condition B: (−x1 − 13) 6= 0, (−x1 − 5) 6= 0, (−x1 + 1) 6= 0, (−x1 − 3) 6= 0, (−x1 + 2) 6= 0,
(−2x1 − 5) 6= 0, −x1 6= 0, (−x1 − 1) 6= 0, (−5x1 − 13) 6= 0, (−x1 + 3) 6= 0, (−x1 − 2) 6= 0, (−x1 − 11) 6= 0,
(−x1 − 12) 6= 0, (−x1 − 7) 6= 0, (−2x1 − 9) 6= 0, (−5x1 − 21) 6= 0, (−4x1 − 11) 6= 0, (−x1 − 4) 6= 0,
(−7x1 − 29) 6= 0, −1 6= 0, (−x1 − 25) 6= 0, (−x1 − 10) 6= 0, (−2x1 − 11) 6= 0, (−x1 − 6) 6= 0, (−2x1 − 15) 6= 0,
(−x1 − 9) 6= 0, (−5x1 − 29) 6= 0, (−7x1 − 33) 6= 0, (−4x1 − 19) 6= 0, (−4x1 − 15) 6= 0, (−x1 − 15) 6= 0,
(−x1 − 8) 6= 0, (−5x1 − 26) 6= 0, (−7x1 − 39) 6= 0, (−x1 − 20) 6= 0, (−2x1 − 33) 6= 0, (−4x1 − 29) 6= 0,
(−5x1 − 24) 6= 0, (−7x1 − 38) 6= 0, (−2x1 − 13) 6= 0, (−5x1 − 37) 6= 0, (−4x1 − 25) 6= 0, (−7x1 − 37) 6= 0,
(−2x1 − 7) 6= 0, (−7x1 − 31) 6= 0, (−5x1 − 19) 6= 0, (−x1 − 31) 6= 0, (−x1 − 14) 6= 0, (−x1 − 16) 6= 0,
(−5x1 − 31) 6= 0, (−x1 − 17) 6= 0, (−7x1 − 41) 6= 0, (−4x1 − 21) 6= 0, (−7x1 − 32) 6= 0, (−x1 − 21) 6= 0
Vx1ω1+ω2+4ω3
2V(x1−3)ψ1+4ψ2 ⊕ Vx1ψ1+3ψ2 ⊕ 2Vx1ψ1+2ψ2
⊕V(x1+4)ψ1+ψ2 ⊕ 2Vx1ψ1+ψ2 ⊕ V(x1+2)ψ1 ⊕ V(x1−4)ψ1+5ψ2
⊕V(x1−2)ψ1+4ψ2 ⊕ 2V(x1−2)ψ1+3ψ2 ⊕ 2V(x1−1)ψ1+3ψ2
⊕2V(x1+1)ψ1+2ψ2 ⊕ 2V(x1−1)ψ1+2ψ2 ⊕ V(x1+2)ψ1+2ψ2
⊕2V(x1+1)ψ1+ψ2 ⊕ 2V(x1+3)ψ1+ψ2 ⊕ 2V(x1+2)ψ1+ψ2
⊕V(x1+4)ψ1 ⊕ V(x1+3)ψ1 ⊕ V(x1+5)ψ1 ⊕ V(x1+1)ψ1
⊕V(x1−5)ψ1+5ψ2 ⊕ V(x1−4)ψ1+4ψ2 ⊕ V(x1−3)ψ1+3ψ2
⊕V(x1−2)ψ1+2ψ2 ⊕ V(x1−1)ψ1+ψ2
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Table 14: Decompositions of inducing p(1,0,0)-modules over l¯, where
l is the reductive Levi part of p(1,0,0) and l¯ is the reductive Levi
part of p¯(1,0) .
Vλ(l) Decomposition over l¯
Strong Condition B: (−x1 − 14) 6= 0, (−x1 − 6) 6= 0, −x1 6= 0, (−x1 + 1) 6= 0, (−x1 − 4) 6= 0, (−x1 − 1) 6= 0,
(−2x1 − 7) 6= 0, (−x1 − 2) 6= 0, (−5x1 − 18) 6= 0, (−x1 + 3) 6= 0, (−2x1 − 11) 6= 0, (−x1 − 3) 6= 0,
(−x1 + 2) 6= 0, (−4x1 − 9) 6= 0, (−5x1 − 11) 6= 0, (−2x1 − 5) 6= 0, (−x1 − 5) 6= 0, (−x1 − 13) 6= 0,
(−x1 − 8) 6= 0, (−5x1 − 22) 6= 0, (−5x1 − 13) 6= 0, −1 6= 0, (−x1 − 26) 6= 0, (−x1 − 12) 6= 0, (−x1 − 11) 6= 0,
(−2x1 − 13) 6= 0, (−x1 − 25) 6= 0, (−2x1 − 17) 6= 0, (−x1 − 10) 6= 0, (−x1 − 7) 6= 0, (−5x1 − 34) 6= 0,
(−7x1 − 40) 6= 0, (−4x1 − 35) 6= 0, (−5x1 − 33) 6= 0, (−5x1 − 21) 6= 0, (−2x1 − 9) 6= 0, (−7x1 − 29) 6= 0,
(−4x1 − 11) 6= 0, (−8x1 − 39) 6= 0, (−4x1 − 15) 6= 0, (−5x1 − 26) 6= 0, (−4x1 − 19) 6= 0, (−2x1 − 33) 6= 0,
(−x1 − 20) 6= 0, (−5x1 − 42) 6= 0, (−x1 − 9) 6= 0, (−4x1 − 29) 6= 0, (−7x1 − 44) 6= 0, (−5x1 − 24) 6= 0,
(−7x1 − 38) 6= 0, (−2x1 − 15) 6= 0, (−5x1 − 44) 6= 0, (−5x1 − 29) 6= 0, (−7x1 − 33) 6= 0, (−3x1 − 16) 6= 0,
(−x1 − 32) 6= 0, (−x1 − 15) 6= 0, (−x1 − 17) 6= 0, (−5x1 − 36) 6= 0, (−7x1 − 48) 6= 0, (−7x1 − 39) 6= 0,
(−4x1 − 25) 6= 0, (−x1 − 31) 6= 0, (−x1 − 16) 6= 0, (−5x1 − 31) 6= 0, (−7x1 − 46) 6= 0, (−x1 − 18) 6= 0,
(−5x1 − 37) 6= 0, (−7x1 − 37) 6= 0, (−8x1 − 49) 6= 0, (−5x1 − 19) 6= 0, (−3x1 − 17) 6= 0, (−7x1 − 31) 6= 0,
(−x1 − 21) 6= 0, (−2x1 − 35) 6= 0, (−4x1 − 33) 6= 0, (−x1 − 22) 6= 0
Vx1ω1+2ω2+3ω3
V(x1−3)ψ1+5ψ2 ⊕ 2V(x1−3)ψ1+4ψ2 ⊕ 2Vx1ψ1+3ψ2
⊕3Vx1ψ1+2ψ2 ⊕ Vx1ψ1+ψ2 ⊕ V(x1−4)ψ1+5ψ2
⊕2V(x1−2)ψ1+4ψ2 ⊕ V(x1−1)ψ1+4ψ2 ⊕ 2V(x1−2)ψ1+3ψ2
⊕3V(x1−1)ψ1+3ψ2 ⊕ V(x1+1)ψ1+3ψ2 ⊕ 2V(x1+2)ψ1+2ψ2
⊕2V(x1−1)ψ1+2ψ2 ⊕ 3V(x1+1)ψ1+2ψ2 ⊕ V(x1+3)ψ1+2ψ2
⊕2V(x1+3)ψ1+ψ2 ⊕ 2V(x1+2)ψ1+ψ2 ⊕ V(x1+4)ψ1+ψ2
⊕2V(x1+1)ψ1+ψ2 ⊕ V(x1+3)ψ1 ⊕ V(x1+4)ψ1 ⊕ V(x1+2)ψ1
⊕V(x1+5)ψ1 ⊕ V(x1−5)ψ1+5ψ2 ⊕ V(x1−4)ψ1+4ψ2
⊕V(x1−3)ψ1+3ψ2 ⊕ V(x1−2)ψ1+2ψ2
Strong Condition B: (−x1−14) 6= 0, (−x1−6) 6= 0, −x1 6= 0, (−x1−9) 6= 0, (−x1 +1) 6= 0, (−2x1−13) 6= 0,
(−x1 − 4) 6= 0, (−2x1 − 7) 6= 0, (−5x1 − 27) 6= 0, (−x1 − 2) 6= 0, (−5x1 − 18) 6= 0, (−x1 − 5) 6= 0,
(−x1 − 1) 6= 0, (−x1 + 2) 6= 0, (−4x1 − 13) 6= 0, (−5x1 − 16) 6= 0, (−x1 − 15) 6= 0, (−x1 − 7) 6= 0,
(−2x1 − 9) 6= 0, (−x1 + 3) 6= 0, (−2x1 − 11) 6= 0, (−x1 − 3) 6= 0, (−5x1 − 23) 6= 0, (−4x1 − 9) 6= 0,
(−5x1 − 11) 6= 0, (−2x1 − 5) 6= 0, (−7x1 − 27) 6= 0, −1 6= 0, (−x1 − 26) 6= 0, (−x1 − 12) 6= 0, (−x1 − 13) 6= 0,
(−x1 − 11) 6= 0, (−2x1 − 19) 6= 0, (−x1 − 8) 6= 0, (−5x1 − 39) 6= 0, (−x1 − 27) 6= 0, (−2x1 − 15) 6= 0,
(−5x1 − 37) 6= 0, (−5x1 − 22) 6= 0, (−7x1 − 37) 6= 0, (−5x1 − 13) 6= 0, (−4x1 − 19) 6= 0, (−5x1 − 31) 6= 0,
(−2x1 − 17) 6= 0, (−x1 − 25) 6= 0, (−5x1 − 49) 6= 0, (−x1 − 10) 6= 0, (−5x1 − 34) 6= 0, (−7x1 − 40) 6= 0,
(−4x1 − 39) 6= 0, (−5x1 − 38) 6= 0, (−5x1 − 26) 6= 0, (−4x1 − 15) 6= 0, (−4x1 − 35) 6= 0, (−5x1 − 33) 6= 0,
(−5x1 − 21) 6= 0, (−7x1 − 47) 6= 0, (−7x1 − 29) 6= 0, (−8x1 − 39) 6= 0, (−3x1 − 17) 6= 0, (−4x1 − 11) 6= 0,
(−x1 − 32) 6= 0, (−x1 − 17) 6= 0, (−5x1 − 36) 6= 0, (−x1 − 33) 6= 0, (−x1 − 16) 6= 0, (−x1 − 18) 6= 0,
(−5x1 − 42) 6= 0, (−2x1 − 33) 6= 0, (−x1 − 20) 6= 0, (−4x1 − 29) 6= 0, (−7x1 − 44) 6= 0, (−5x1 − 24) 6= 0,
(−8x1 − 57) 6= 0, (−7x1 − 38) 6= 0, (−3x1 − 20) 6= 0, (−x1 − 31) 6= 0, (−7x1 − 55) 6= 0, (−7x1 − 46) 6= 0,
(−x1 − 19) 6= 0, (−5x1 − 44) 6= 0, (−7x1 − 57) 6= 0, (−5x1 − 29) 6= 0, (−3x1 − 19) 6= 0, (−3x1 − 16) 6= 0,
(−7x1 − 33) 6= 0, (−x1 − 21) 6= 0, (−2x1 − 35) 6= 0, (−5x1 − 47) 6= 0, (−4x1 − 33) 6= 0, (−7x1 − 51) 6= 0,
(−x1 − 23) 6= 0, (−x1 − 22) 6= 0, (−2x1 − 37) 6= 0, (−4x1 − 37) 6= 0
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Table 14: Decompositions of inducing p(1,0,0)-modules over l¯, where
l is the reductive Levi part of p(1,0,0) and l¯ is the reductive Levi
part of p¯(1,0) .
Vλ(l) Decomposition over l¯
Vx1ω1+3ω2+2ω3
V(x1−3)ψ1+5ψ2 ⊕ 2V(x1−3)ψ1+4ψ2 ⊕ Vx1ψ1+4ψ2
⊕3Vx1ψ1+3ψ2 ⊕ 2Vx1ψ1+2ψ2 ⊕ V(x1−4)ψ1+5ψ2
⊕V(x1−2)ψ1+5ψ2 ⊕ 2V(x1−2)ψ1+4ψ2 ⊕ 2V(x1−1)ψ1+4ψ2
⊕2V(x1−2)ψ1+3ψ2 ⊕ V(x1+2)ψ1+3ψ2 ⊕ 3V(x1−1)ψ1+3ψ2
⊕2V(x1+1)ψ1+3ψ2 ⊕ V(x1+3)ψ1+2ψ2 ⊕ 2V(x1+2)ψ1+2ψ2
⊕3V(x1+1)ψ1+2ψ2 ⊕ V(x1−1)ψ1+2ψ2 ⊕ 2V(x1+2)ψ1+ψ2
⊕2V(x1+3)ψ1+ψ2 ⊕ V(x1+1)ψ1+ψ2 ⊕ V(x1+4)ψ1+ψ2
⊕V(x1+4)ψ1 ⊕ V(x1+5)ψ1 ⊕ V(x1+3)ψ1 ⊕ V(x1−5)ψ1+5ψ2
⊕V(x1−4)ψ1+4ψ2 ⊕ V(x1−3)ψ1+3ψ2
Strong Condition B: (−x1−15) 6= 0, (−x1−7) 6= 0, (−x1−1) 6= 0, −x1 6= 0, (−x1−10) 6= 0, (−2x1−15) 6= 0,
(−x1−5) 6= 0, (−2x1−9) 6= 0, (−5x1−32) 6= 0, (−x1−2) 6= 0, (−x1+2) 6= 0, (−2x1−13) 6= 0, (−x1−4) 6= 0,
(−x1 + 1) 6= 0, (−5x1 − 28) 6= 0, (−4x1 − 13) 6= 0, (−5x1 − 16) 6= 0, (−4x1 − 17) 6= 0, (−x1 − 6) 6= 0,
(−x1 − 14) 6= 0, (−x1 − 9) 6= 0, (−2x1 − 7) 6= 0, (−5x1 − 42) 6= 0, (−5x1 − 27) 6= 0, (−7x1 − 44) 6= 0,
(−5x1 − 18) 6= 0, −1 6= 0, (−x1 − 27) 6= 0, (−x1 − 13) 6= 0, (−x1 − 12) 6= 0, (−2x1 − 21) 6= 0, (−x1 − 3) 6= 0,
(−5x1 − 44) 6= 0, (−x1 − 16) 6= 0, (−x1 − 8) 6= 0, (−x1 − 26) 6= 0, (−2x1 − 19) 6= 0, (−x1 − 11) 6= 0,
(−5x1 − 54) 6= 0, (−5x1 − 39) 6= 0, (−x1 − 28) 6= 0, (−2x1 − 11) 6= 0, (−x1 + 3) 6= 0, (−5x1 − 23) 6= 0,
(−5x1 − 11) 6= 0, (−4x1 − 9) 6= 0, (−7x1 − 39) 6= 0, (−7x1 − 27) 6= 0, (−8x1 − 41) 6= 0, (−2x1 − 5) 6= 0,
(−4x1 − 43) 6= 0, (−5x1 − 43) 6= 0, (−5x1 − 31) 6= 0, (−4x1 − 19) 6= 0, (−5x1 − 37) 6= 0, (−5x1 − 22) 6= 0,
(−7x1 − 52) 6= 0, (−7x1 − 37) 6= 0, (−5x1 − 13) 6= 0, (−x1 − 33) 6= 0, (−x1 − 18) 6= 0, (−4x1 − 39) 6= 0,
(−5x1 − 38) 6= 0, (−5x1 − 26) 6= 0, (−7x1 − 54) 6= 0, (−4x1 − 15) 6= 0, (−2x1 − 17) 6= 0, (−5x1 − 49) 6= 0,
(−x1 − 25) 6= 0, (−5x1 − 34) 6= 0, (−7x1 − 64) 6= 0, (−3x1 − 22) 6= 0, (−7x1 − 40) 6= 0, (−x1 − 34) 6= 0,
(−x1 − 17) 6= 0, (−x1 − 19) 6= 0, (−x1 − 32) 6= 0, (−7x1 − 62) 6= 0, (−5x1 − 36) 6= 0, (−5x1 − 33) 6= 0,
(−4x1 − 35) 6= 0, (−5x1 − 21) 6= 0, (−7x1 − 47) 6= 0, (−8x1 − 63) 6= 0, (−7x1 − 29) 6= 0, (−3x1 − 17) 6= 0,
(−8x1 − 39) 6= 0, (−4x1 − 11) 6= 0, (−x1 − 23) 6= 0, (−2x1 − 39) 6= 0, (−4x1 − 41) 6= 0, (−2x1 − 35) 6= 0,
(−x1 − 21) 6= 0, (−5x1 − 47) 6= 0, (−4x1 − 33) 6= 0, (−5x1 − 29) 6= 0, (−7x1 − 51) 6= 0, (−8x1 − 65) 6= 0,
(−x1 − 24) 6= 0, (−x1 − 22) 6= 0, (−2x1 − 37) 6= 0, (−5x1 − 52) 6= 0, (−4x1 − 37) 6= 0
Vx1ω1+4ω2+ω3
V(x1−3)ψ1+5ψ2 ⊕ 2V(x1−3)ψ1+4ψ2 ⊕ 2Vx1ψ1+4ψ2
⊕V(x1−2)ψ1+3ψ2 ⊕ 2Vx1ψ1+3ψ2 ⊕ Vx1ψ1+2ψ2
⊕V(x1−1)ψ1+5ψ2 ⊕ V(x1−2)ψ1+5ψ2 ⊕ V(x1−4)ψ1+5ψ2
⊕2V(x1−2)ψ1+4ψ2 ⊕ 2V(x1−1)ψ1+4ψ2 ⊕ V(x1+1)ψ1+4ψ2
⊕V(x1+2)ψ1+3ψ2 ⊕ 2V(x1−1)ψ1+3ψ2 ⊕ 2V(x1+1)ψ1+3ψ2
⊕2V(x1+2)ψ1+2ψ2 ⊕ V(x1+3)ψ1+2ψ2 ⊕ 2V(x1+1)ψ1+2ψ2
⊕V(x1+4)ψ1+ψ2 ⊕ 2V(x1+3)ψ1+ψ2 ⊕ V(x1+2)ψ1+ψ2
⊕V(x1+4)ψ1 ⊕ V(x1+5)ψ1 ⊕ V(x1−5)ψ1+5ψ2 ⊕ V(x1−4)ψ1+4ψ2
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Table 14: Decompositions of inducing p(1,0,0)-modules over l¯, where
l is the reductive Levi part of p(1,0,0) and l¯ is the reductive Levi
part of p¯(1,0) .
Vλ(l) Decomposition over l¯
Strong Condition B: (−x1−15) 6= 0, (−x1−7) 6= 0, (−x1−1) 6= 0, (−x1−10) 6= 0, −x1 6= 0, (−2x1−15) 6= 0,
(−x1−5) 6= 0, (−2x1−9) 6= 0, (−5x1−47) 6= 0, (−x1−2) 6= 0, (−x1−8) 6= 0, (−5x1−32) 6= 0, (−x1+1) 6= 0,
(−5x1 − 33) 6= 0, (−4x1 − 17) 6= 0, (−x1 − 16) 6= 0, (−x1 − 11) 6= 0, (−2x1 − 17) 6= 0, (−x1 − 6) 6= 0,
(−x1 + 2) 6= 0, (−2x1 − 13) 6= 0, (−x1 − 4) 6= 0, (−5x1 − 28) 6= 0, (−4x1 − 13) 6= 0, (−5x1 − 16) 6= 0,
(−7x1 − 46) 6= 0, −1 6= 0, (−x1 − 27) 6= 0, (−x1 − 13) 6= 0, (−x1 − 14) 6= 0, (−x1 − 12) 6= 0, (−2x1 − 21) 6= 0,
(−x1 − 9) 6= 0, (−5x1 − 59) 6= 0, (−x1 − 3) 6= 0, (−5x1 − 44) 6= 0, (−x1 − 28) 6= 0, (−2x1 − 23) 6= 0,
(−2x1 − 7) 6= 0, (−5x1 − 42) 6= 0, (−5x1 − 27) 6= 0, (−7x1 − 59) 6= 0, (−5x1 − 18) 6= 0, (−7x1 − 44) 6= 0,
(−4x1 − 47) 6= 0, (−5x1 − 48) 6= 0, (−x1 − 17) 6= 0, (−2x1 − 19) 6= 0, (−x1 − 26) 6= 0, (−5x1 − 54) 6= 0,
(−5x1 − 39) 6= 0, (−7x1 − 71) 6= 0, (−x1 − 29) 6= 0, (−x1 − 33) 6= 0, (−x1 − 18) 6= 0, (−x1 − 34) 6= 0,
(−x1 − 19) 6= 0, (−2x1 − 11) 6= 0, (−5x1 − 37) 6= 0, (−2x1 − 5) 6= 0, (−7x1 − 52) 6= 0, (−5x1 − 22) 6= 0,
(−7x1 − 37) 6= 0, (−3x1 − 23) 6= 0, (−5x1 − 13) 6= 0, (−5x1 − 23) 6= 0, (−5x1 − 11) 6= 0, (−x1 + 3) 6= 0,
(−4x1 − 9) 6= 0, (−7x1 − 39) 6= 0, (−7x1 − 27) 6= 0, (−3x1 − 19) 6= 0, (−8x1 − 41) 6= 0, (−4x1 − 43) 6= 0,
(−5x1 − 43) 6= 0, (−5x1 − 31) 6= 0, (−4x1 − 19) 6= 0, (−7x1 − 61) 6= 0, (−4x1 − 39) 6= 0, (−5x1 − 38) 6= 0,
(−5x1 − 26) 6= 0, (−7x1 − 54) 6= 0, (−8x1 − 71) 6= 0, (−4x1 − 15) 6= 0, (−x1 − 23) 6= 0, (−2x1 − 39) 6= 0,
(−5x1 − 57) 6= 0, (−4x1 − 41) 6= 0, (−x1 − 22) 6= 0, (−2x1 − 37) 6= 0, (−5x1 − 52) 6= 0, (−4x1 − 37) 6= 0,
(−x1 − 24) 6= 0, (−2x1 − 41) 6= 0
Vx1ω1+5ω2
V(x1−3)ψ1+5ψ2 ⊕ Vx1ψ1+5ψ2 ⊕ V(x1−3)ψ1+4ψ2
⊕Vx1ψ1+4ψ2 ⊕ Vx1ψ1+3ψ2 ⊕ V(x1−4)ψ1+5ψ2
⊕V(x1−2)ψ1+5ψ2 ⊕ V(x1−1)ψ1+5ψ2 ⊕ V(x1−1)ψ1+4ψ2
⊕V(x1+1)ψ1+4ψ2 ⊕ V(x1−2)ψ1+4ψ2 ⊕ V(x1−1)ψ1+3ψ2
⊕V(x1+1)ψ1+3ψ2 ⊕ V(x1+2)ψ1+3ψ2 ⊕ V(x1+3)ψ1+2ψ2
⊕V(x1+1)ψ1+2ψ2 ⊕ V(x1+2)ψ1+2ψ2 ⊕ V(x1+3)ψ1+ψ2
⊕V(x1+4)ψ1+ψ2 ⊕ V(x1+5)ψ1 ⊕ V(x1−5)ψ1+5ψ2
Strong Condition B: (−x1 − 16) 6= 0, (−x1 − 8) 6= 0, (−x1 − 1) 6= 0, (−x1 − 11) 6= 0, (−x1 − 2) 6= 0,
(−2x1 − 17) 6= 0, (−5x1 − 52) 6= 0, (−x1 − 6) 6= 0, (−x1 + 1) 6= 0, (−2x1 − 15) 6= 0, (−x1 − 5) 6= 0, −x1 6= 0,
(−5x1 − 33) 6= 0, (−4x1 − 17) 6= 0, (−x1 − 9) 6= 0, (−x1 − 7) 6= 0, (−x1 − 15) 6= 0, (−x1 − 10) 6= 0,
(−5x1−47) 6= 0, (−2x1−9) 6= 0, (−7x1−66) 6= 0, (−5x1−32) 6= 0, −1 6= 0, (−x1−28) 6= 0, (−x1−14) 6= 0,
(−x1 − 13) 6= 0, (−2x1 − 23) 6= 0, (−x1 − 4) 6= 0, (−5x1 − 64) 6= 0, (−x1 − 17) 6= 0, (−x1 − 12) 6= 0,
(−x1 − 27) 6= 0, (−2x1 − 21) 6= 0, (−5x1 − 59) 6= 0, (−7x1 − 78) 6= 0, (−x1 − 3) 6= 0, (−5x1 − 44) 6= 0,
(−2x1 − 13) 6= 0, (−x1 + 2) 6= 0, (−5x1 − 28) 6= 0, (−4x1 − 13) 6= 0, (−5x1 − 16) 6= 0, (−7x1 − 46) 6= 0,
(−4x1 − 47) 6= 0, (−5x1 − 48) 6= 0, (−4x1 − 51) 6= 0, (−2x1 − 19) 6= 0, (−5x1 − 42) 6= 0, (−2x1 − 7) 6= 0,
(−5x1 − 27) 6= 0, (−7x1 − 59) 6= 0, (−5x1 − 18) 6= 0, (−3x1 − 26) 6= 0, (−7x1 − 44) 6= 0, (−4x1 − 43) 6= 0,
(−5x1 − 43) 6= 0, (−5x1 − 31) 6= 0, (−7x1 − 61) 6= 0, (−4x1 − 19) 6= 0, (−8x1 − 79) 6= 0, (−x1 − 34) 6= 0,
(−x1 − 19) 6= 0, (−x1 − 29) 6= 0, (−x1 − 18) 6= 0, (−x1 − 24) 6= 0, (−2x1 − 41) 6= 0, (−5x1 − 23) 6= 0,
(−5x1 − 11) 6= 0, (−7x1 − 39) 6= 0, (−2x1 − 11) 6= 0, (−4x1 − 9) 6= 0, (−x1 + 3) 6= 0, (−7x1 − 27) 6= 0,
(−3x1 − 19) 6= 0, (−2x1 − 5) 6= 0, (−8x1 − 41) 6= 0, (−x1 − 23) 6= 0, (−2x1 − 39) 6= 0, (−5x1 − 57) 6= 0,
(−2x1 − 25) 6= 0, (−4x1 − 41) 6= 0
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Table 15: Decompositions of inducing p(0,1,0)-modules over l¯, where
l is the reductive Levi part of p(0,1,0) and l¯ is the reductive Levi
part of p¯(0,1) .
Vλ(l) Decomposition over l¯
Vx2ω2 Vx2ψ2
Vx2ω2+ω3 Vψ1+x2ψ2
Vω1+x2ω2 Vψ1+x2ψ2
Vx2ω2+2ω3 V2ψ1+x2ψ2
Vω1+x2ω2+ω3 V(x2+1)ψ2 ⊕ V2ψ1+x2ψ2
Strong Condition B: −1 6= 0
V2ω1+x2ω2 V2ψ1+x2ψ2
Vx2ω2+3ω3 V3ψ1+x2ψ2
Vω1+x2ω2+2ω3 Vψ1+(x2+1)ψ2 ⊕ V3ψ1+x2ψ2
Strong Condition B: −1 6= 0
V2ω1+x2ω2+ω3 Vψ1+(x2+1)ψ2 ⊕ V3ψ1+x2ψ2
Strong Condition B: −1 6= 0
V3ω1+x2ω2 V3ψ1+x2ψ2
Vx2ω2+4ω3 V4ψ1+x2ψ2
Vω1+x2ω2+3ω3 V2ψ1+(x2+1)ψ2 ⊕ V4ψ1+x2ψ2
Strong Condition B: −1 6= 0
V2ω1+x2ω2+2ω3 V(x2+2)ψ2 ⊕ V2ψ1+(x2+1)ψ2 ⊕ V4ψ1+x2ψ2
Strong Condition B: −1 6= 0
V3ω1+x2ω2+ω3 V2ψ1+(x2+1)ψ2 ⊕ V4ψ1+x2ψ2
Strong Condition B: −1 6= 0
V4ω1+x2ω2 V4ψ1+x2ψ2
Vx2ω2+5ω3 V5ψ1+x2ψ2
Vω1+x2ω2+4ω3 V3ψ1+(x2+1)ψ2 ⊕ V5ψ1+x2ψ2
Strong Condition B: −1 6= 0
V2ω1+x2ω2+3ω3 V3ψ1+(x2+1)ψ2 ⊕ Vψ1+(x2+2)ψ2 ⊕ V5ψ1+x2ψ2
Strong Condition B: −1 6= 0
V3ω1+x2ω2+2ω3 V3ψ1+(x2+1)ψ2 ⊕ Vψ1+(x2+2)ψ2 ⊕ V5ψ1+x2ψ2
Strong Condition B: −1 6= 0
V4ω1+x2ω2+ω3 V3ψ1+(x2+1)ψ2 ⊕ V5ψ1+x2ψ2
Strong Condition B: −1 6= 0
V5ω1+x2ω2 V5ψ1+x2ψ2
Table 16: Decompositions of inducing p(0,0,1)-modules over l¯, where
l is the reductive Levi part of p(0,0,1) and l¯ is the reductive Levi
part of p¯(1,0) .
Vλ(l) Decomposition over l¯
Vx3ω3 Vx3ψ1
Vω2+x3ω3 Vx3ψ1+ψ2 ⊕ V(x3+1)ψ1
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Table 16: Decompositions of inducing p(0,0,1)-modules over l¯, where
l is the reductive Levi part of p(0,0,1) and l¯ is the reductive Levi
part of p¯(1,0) .
Vλ(l) Decomposition over l¯
Strong Condition B: (−x3 − 6) 6= 0
Vω1+x3ω3 V(x3+1)ψ1 ⊕ V(x3−1)ψ1+ψ2
Strong Condition B: (−x3 − 1) 6= 0
V2ω2+x3ω3 Vx3ψ1+2ψ2 ⊕ V(x3+1)ψ1+ψ2 ⊕ V(x3+2)ψ1
Strong Condition B: (−x3 − 9) 6= 0, (−x3 − 7) 6= 0, (−x3 − 8) 6= 0
Vω1+ω2+x3ω3
Vx3ψ1+ψ2 ⊕ V(x3−1)ψ1+2ψ2 ⊕ V(x3+1)ψ1+ψ2
⊕V(x3+2)ψ1
Strong Condition B: (−x3 − 1) 6= 0, (−x3 − 8) 6= 0, (−x3 − 2) 6= 0, (−2x3 − 9) 6= 0, −1 6= 0, (−x3 − 7) 6= 0
V2ω1+x3ω3 Vx3ψ1+ψ2 ⊕ V(x3+2)ψ1 ⊕ V(x3−2)ψ1+2ψ2
Strong Condition B: −x3 6= 0, (−x3 − 1) 6= 0, (−x3 − 2) 6= 0
V3ω2+x3ω3
Vx3ψ1+3ψ2 ⊕ V(x3+1)ψ1+2ψ2 ⊕ V(x3+2)ψ1+ψ2
⊕V(x3+3)ψ1
Strong Condition B: (−x3 − 12) 6= 0, (−x3 − 10) 6= 0, (−x3 − 11) 6= 0, (−x3 − 9) 6= 0, (−x3 − 8) 6= 0
Vω1+2ω2+x3ω3
Vx3ψ1+2ψ2 ⊕ V(x3−1)ψ1+3ψ2 ⊕ V(x3+1)ψ1+2ψ2
⊕V(x3+1)ψ1+ψ2 ⊕ V(x3+2)ψ1+ψ2 ⊕ V(x3+3)ψ1
Strong Condition B: (−x3 − 11) 6= 0, (−x3 − 6) 6= 0, (−x3 − 2) 6= 0, (−x3 − 1) 6= 0, −1 6= 0, (−x3 − 17) 6= 0,
(−x3 − 9) 6= 0, (−x3 − 8) 6= 0, (−x3 − 10) 6= 0, (−x3 − 3) 6= 0, (−x3 − 7) 6= 0, (−2x3 − 11) 6= 0
V2ω1+ω2+x3ω3
Vx3ψ1+2ψ2 ⊕ V(x3−2)ψ1+3ψ2 ⊕ V(x3−1)ψ1+2ψ2
⊕V(x3+1)ψ1+ψ2 ⊕ V(x3+2)ψ1+ψ2 ⊕ V(x3+3)ψ1
Strong Condition B: −x3 6= 0, (−x3 − 1) 6= 0, (−x3 − 2) 6= 0, (−x3 − 10) 6= 0, (−x3 − 5) 6= 0, (−x3 − 4) 6= 0,
−1 6= 0, (−x3 − 8) 6= 0, (−x3 − 9) 6= 0, (−x3 − 3) 6= 0, (−2x3 − 11) 6= 0
V3ω1+x3ω3
V(x3−1)ψ1+2ψ2 ⊕ V(x3+1)ψ1+ψ2 ⊕ V(x3+3)ψ1
⊕V(x3−3)ψ1+3ψ2
Strong Condition B: (−x3 − 1) 6= 0, (−x3 − 2) 6= 0, (−x3 + 1) 6= 0, −x3 6= 0, (−x3 − 3) 6= 0
V4ω2+x3ω3
Vx3ψ1+4ψ2 ⊕ V(x3+1)ψ1+3ψ2 ⊕ V(x3+2)ψ1+2ψ2
⊕V(x3+3)ψ1+ψ2 ⊕ V(x3+4)ψ1
Strong Condition B: (−x3 − 13) 6= 0, (−x3 − 14) 6= 0, (−x3 − 15) 6= 0, (−x3 − 11) 6= 0, (−x3 − 12) 6= 0,
(−x3 − 10) 6= 0, (−x3 − 9) 6= 0
Vω1+3ω2+x3ω3
Vx3ψ1+3ψ2 ⊕ V(x3−1)ψ1+4ψ2 ⊕ V(x3+1)ψ1+3ψ2
⊕V(x3+2)ψ1+2ψ2 ⊕ V(x3+1)ψ1+2ψ2 ⊕ V(x3+2)ψ1+ψ2
⊕V(x3+3)ψ1+ψ2 ⊕ V(x3+4)ψ1
Strong Condition B: (−x3 − 14) 6= 0, (−x3 − 2) 6= 0, (−2x3 − 15) 6= 0, (−x3 − 1) 6= 0, (−x3 − 12) 6= 0,
(−x3 − 13) 6= 0, (−x3 − 7) 6= 0, (−x3 − 3) 6= 0, (−x3 − 9) 6= 0, −1 6= 0, (−x3 − 23) 6= 0, (−x3 − 11) 6= 0,
(−x3 − 18) 6= 0, (−x3 − 16) 6= 0, (−x3 − 10) 6= 0, (−x3 − 8) 6= 0, (−2x3 − 13) 6= 0, (−4x3 − 37) 6= 0,
(−x3 − 4) 6= 0
V2ω1+2ω2+x3ω3
Vx3ψ1+3ψ2 ⊕ Vx3ψ1+2ψ2 ⊕ V(x3−2)ψ1+4ψ2
⊕V(x3−1)ψ1+3ψ2 ⊕ V(x3+1)ψ1+2ψ2 ⊕ V(x3+2)ψ1+2ψ2
⊕V(x3+3)ψ1+ψ2 ⊕ V(x3+2)ψ1+ψ2 ⊕ V(x3+4)ψ1
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Table 16: Decompositions of inducing p(0,0,1)-modules over l¯, where
l is the reductive Levi part of p(0,0,1) and l¯ is the reductive Levi
part of p¯(1,0) .
Vλ(l) Decomposition over l¯
Strong Condition B: −x3 6= 0, (−x3−1) 6= 0, (−x3−13) 6= 0, (−2x3−13) 6= 0, (−x3−5) 6= 0, (−x3−2) 6= 0,
−1 6= 0, (−x3 − 12) 6= 0, (−x3 − 7) 6= 0, (−x3 − 3) 6= 0, (−x3 − 22) 6= 0, (−x3 − 10) 6= 0, (−x3 − 11) 6= 0,
(−x3 − 8) 6= 0, (−x3 − 4) 6= 0, (−x3 − 6) 6= 0, (−x3 − 18) 6= 0, (−x3 − 9) 6= 0
V3ω1+ω2+x3ω3
V(x3−3)ψ1+4ψ2 ⊕ Vx3ψ1+2ψ2 ⊕ V(x3−2)ψ1+3ψ2
⊕V(x3−1)ψ1+3ψ2 ⊕ V(x3+1)ψ1+2ψ2 ⊕ V(x3+3)ψ1+ψ2
⊕V(x3+2)ψ1+ψ2 ⊕ V(x3+4)ψ1
Strong Condition B: (−x3 + 1) 6= 0, −x3 6= 0, (−x3 − 1) 6= 0, (−x3 − 2) 6= 0, −1 6= 0, (−x3 − 11) 6= 0,
(−x3−6) 6= 0, (−x3−3) 6= 0, (−x3−5) 6= 0, (−x3−12) 6= 0, (−2x3−11) 6= 0, (−x3−4) 6= 0, (−4x3−15) 6= 0,
(−x3 − 10) 6= 0, (−2x3 − 13) 6= 0, (−x3 − 9) 6= 0
V4ω1+x3ω3
Vx3ψ1+2ψ2 ⊕ V(x3−2)ψ1+3ψ2 ⊕ V(x3+2)ψ1+ψ2
⊕V(x3+4)ψ1 ⊕ V(x3−4)ψ1+4ψ2
Strong Condition B: −x3 6= 0, (−x3 − 1) 6= 0, (−x3 − 2) 6= 0, (−x3 + 2) 6= 0, (−x3 + 1) 6= 0, (−x3 − 3) 6= 0,
(−x3 − 4) 6= 0
V5ω2+x3ω3
Vx3ψ1+5ψ2 ⊕ V(x3+1)ψ1+4ψ2 ⊕ V(x3+2)ψ1+3ψ2
⊕V(x3+3)ψ1+2ψ2 ⊕ V(x3+4)ψ1+ψ2 ⊕ V(x3+5)ψ1
Strong Condition B: (−x3 − 16) 6= 0, (−x3 − 17) 6= 0, (−x3 − 14) 6= 0, (−x3 − 15) 6= 0, (−x3 − 18) 6= 0,
(−x3 − 13) 6= 0, (−x3 − 12) 6= 0, (−x3 − 11) 6= 0, (−x3 − 10) 6= 0
Vω1+4ω2+x3ω3
Vx3ψ1+4ψ2 ⊕ V(x3−1)ψ1+5ψ2 ⊕ V(x3+1)ψ1+4ψ2
⊕V(x3+2)ψ1+3ψ2 ⊕ V(x3+1)ψ1+3ψ2 ⊕ V(x3+3)ψ1+2ψ2
⊕V(x3+2)ψ1+2ψ2 ⊕ V(x3+3)ψ1+ψ2 ⊕ V(x3+4)ψ1+ψ2
⊕V(x3+5)ψ1
Strong Condition B: (−x3 − 9) 6= 0, (−x3 − 17) 6= 0, (−x3 − 2) 6= 0, (−x3 − 15) 6= 0, (−x3 − 3) 6= 0,
(−x3 − 11) 6= 0, (−x3 − 16) 6= 0, (−2x3 − 17) 6= 0, −1 6= 0, (−x3 − 29) 6= 0, (−x3 − 14) 6= 0, (−x3 − 24) 6= 0,
(−x3 − 12) 6= 0, (−2x3 − 41) 6= 0, (−x3 − 13) 6= 0, (−x3 − 8) 6= 0, (−x3 − 4) 6= 0, (−2x3 − 23) 6= 0,
(−x3 − 10) 6= 0, (−x3 − 1) 6= 0, (−x3 − 19) 6= 0, (−2x3 − 15) 6= 0, (−5x3 − 57) 6= 0, (−x3 − 5) 6= 0,
(−4x3 − 41) 6= 0
V2ω1+3ω2+x3ω3
Vx3ψ1+4ψ2 ⊕ Vx3ψ1+3ψ2 ⊕ V(x3−2)ψ1+5ψ2
⊕V(x3−1)ψ1+4ψ2 ⊕ V(x3+2)ψ1+3ψ2 ⊕ V(x3+1)ψ1+3ψ2
⊕V(x3+2)ψ1+2ψ2 ⊕ V(x3+3)ψ1+2ψ2 ⊕ V(x3+1)ψ1+2ψ2
⊕V(x3+4)ψ1+ψ2 ⊕ V(x3+3)ψ1+ψ2 ⊕ V(x3+5)ψ1
Strong Condition B: (−x3 − 16) 6= 0, (−x3 − 8) 6= 0, (−x3 − 1) 6= 0, (−x3 − 2) 6= 0, (−x3 − 6) 6= 0, −x3 6= 0,
−1 6= 0, (−x3 − 28) 6= 0, (−x3 − 14) 6= 0, (−x3 − 13) 6= 0, (−x3 − 10) 6= 0, (−x3 − 4) 6= 0, (−x3 − 15) 6= 0,
(−2x3 − 15) 6= 0, (−x3 − 3) 6= 0, (−2x3 − 17) 6= 0, (−x3 − 34) 6= 0, (−x3 − 17) 6= 0, (−x3 − 19) 6= 0,
(−x3 − 11) 6= 0, (−x3 − 12) 6= 0, (−x3 − 23) 6= 0, (−2x3 − 39) 6= 0, (−x3 − 9) 6= 0, (−x3 − 5) 6= 0,
(−4x3 − 41) 6= 0, (−x3 − 7) 6= 0, (−2x3 − 21) 6= 0, (−5x3 − 44) 6= 0, (−x3 − 24) 6= 0
V3ω1+2ω2+x3ω3
V(x3−3)ψ1+5ψ2 ⊕ Vx3ψ1+3ψ2 ⊕ V(x3−1)ψ1+4ψ2
⊕V(x3−2)ψ1+4ψ2 ⊕ V(x3+1)ψ1+3ψ2 ⊕ V(x3−1)ψ1+3ψ2
⊕V(x3+1)ψ1+2ψ2 ⊕ V(x3+3)ψ1+2ψ2 ⊕ V(x3+2)ψ1+2ψ2
⊕V(x3+3)ψ1+ψ2 ⊕ V(x3+4)ψ1+ψ2 ⊕ V(x3+5)ψ1
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Table 16: Decompositions of inducing p(0,0,1)-modules over l¯, where
l is the reductive Levi part of p(0,0,1) and l¯ is the reductive Levi
part of p¯(1,0) .
Vλ(l) Decomposition over l¯
Strong Condition B: (−x3 + 1) 6= 0, −x3 6= 0, (−x3 − 1) 6= 0, (−x3 − 2) 6= 0, (−x3 − 15) 6= 0, (−x3 − 7) 6= 0,
(−x3 − 5) 6= 0, (−2x3 − 9) 6= 0, −1 6= 0, (−x3 − 13) 6= 0, (−x3 − 8) 6= 0, (−x3 − 4) 6= 0, (−x3 − 27) 6= 0,
(−x3−9) 6= 0, (−x3−12) 6= 0, (−2x3−15) 6= 0, (−x3−6) 6= 0, (−x3−3) 6= 0, (−x3−14) 6= 0, (−x3−19) 6= 0,
(−x3 − 11) 6= 0, (−x3 − 10) 6= 0, (−2x3 − 13) 6= 0, (−5x3 − 31) 6= 0, (−4x3 − 19) 6= 0, (−x3 − 23) 6= 0
V4ω1+ω2+x3ω3
V(x3−3)ψ1+4ψ2 ⊕ Vx3ψ1+3ψ2 ⊕ V(x3−4)ψ1+5ψ2
⊕V(x3−2)ψ1+4ψ2 ⊕ V(x3−1)ψ1+3ψ2 ⊕ V(x3+2)ψ1+2ψ2
⊕V(x3+1)ψ1+2ψ2 ⊕ V(x3+3)ψ1+ψ2 ⊕ V(x3+4)ψ1+ψ2
⊕V(x3+5)ψ1
Strong Condition B: (−x3 − 1) 6= 0, −x3 6= 0, (−x3 − 2) 6= 0, (−x3 + 2) 6= 0, (−x3 + 1) 6= 0, −1 6= 0,
(−x3−7) 6= 0, (−x3−12) 6= 0, (−x3−3) 6= 0, (−x3−4) 6= 0, (−x3−6) 6= 0, (−x3−14) 6= 0, (−2x3−7) 6= 0,
(−5x3 − 18) 6= 0, (−x3 − 11) 6= 0, (−x3 − 5) 6= 0, (−2x3 − 15) 6= 0, (−x3 − 10) 6= 0, (−x3 − 13) 6= 0,
(−2x3 − 13) 6= 0, (−4x3 − 19) 6= 0
V5ω1+x3ω3
V(x3−3)ψ1+4ψ2 ⊕ V(x3−1)ψ1+3ψ2 ⊕ V(x3+1)ψ1+2ψ2
⊕V(x3+3)ψ1+ψ2 ⊕ V(x3+5)ψ1 ⊕ V(x3−5)ψ1+5ψ2
Strong Condition B: −x3 6= 0, (−x3 + 1) 6= 0, (−x3 − 1) 6= 0, (−x3 − 2) 6= 0, (−x3 − 3) 6= 0, (−x3 − 4) 6= 0,
(−x3 + 3) 6= 0, (−x3 + 2) 6= 0, (−x3 − 5) 6= 0
Table 17: Decompositions of inducing p(1,1,0)-modules over l¯, where
l is the reductive Levi part of p(1,1,0) and l¯ is the reductive Levi
part of p¯(1,1) .
Vλ(l) Decomposition over l¯
Vx1ω1+x2ω2 Vx1ψ1+x2ψ2
Vx1ω1+x2ω2+ω3 V(x1+1)ψ1+x2ψ2 ⊕ V(x1−1)ψ1+(x2+1)ψ2
Strong Condition B: (−x1 − 1) 6= 0
Vx1ω1+x2ω2+2ω3 Vx1ψ1+(x2+1)ψ2 ⊕ V(x1+2)ψ1+x2ψ2 ⊕ V(x1−2)ψ1+(x2+2)ψ2
Strong Condition B: (−x1 − 2) 6= 0, −x1 6= 0, (−x1 − 1) 6= 0
Vx1ω1+x2ω2+3ω3
V(x1−1)ψ1+(x2+2)ψ2 ⊕ V(x1+1)ψ1+(x2+1)ψ2 ⊕ V(x1+3)ψ1+x2ψ2
⊕V(x1−3)ψ1+(x2+3)ψ2
Strong Condition B: (−x1 − 1) 6= 0, (−x1 − 2) 6= 0, (−x1 − 3) 6= 0, (−x1 + 1) 6= 0, −x1 6= 0
Vx1ω1+x2ω2+4ω3
V(x1+2)ψ1+(x2+1)ψ2 ⊕ V(x1−2)ψ1+(x2+3)ψ2 ⊕ Vx1ψ1+(x2+2)ψ2
⊕V(x1+4)ψ1+x2ψ2 ⊕ V(x1−4)ψ1+(x2+4)ψ2
Strong Condition B: (−x1 − 2) 6= 0, (−x1 − 3) 6= 0, −x1 6= 0, (−x1 − 1) 6= 0, (−x1 − 4) 6= 0, (−x1 + 1) 6= 0,
(−x1 + 2) 6= 0
Vx1ω1+x2ω2+5ω3
V(x1−1)ψ1+(x2+3)ψ2 ⊕ V(x1+3)ψ1+(x2+1)ψ2 ⊕ V(x1+1)ψ1+(x2+2)ψ2
⊕V(x1−3)ψ1+(x2+4)ψ2 ⊕ V(x1+5)ψ1+x2ψ2 ⊕ V(x1−5)ψ1+(x2+5)ψ2
Strong Condition B: (−x1 − 1) 6= 0, (−x1 − 2) 6= 0, (−x1 − 3) 6= 0, (−x1 − 4) 6= 0, (−x1 + 1) 6= 0, −x1 6= 0,
(−x1 − 5) 6= 0, (−x1 + 2) 6= 0, (−x1 + 3) 6= 0
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Table 18: Decompositions of inducing p(1,0,1)-modules over l¯, where
l is the reductive Levi part of p(1,0,1) and l¯ is the reductive Levi
part of p¯(1,0) .
Vλ(l) Decomposition over l¯
Vx1ω1+x3ω3 V(x3+x1)ψ1
Vx1ω1+ω2+x3ω3 V(x3+x1)ψ1+ψ2
Vx1ω1+2ω2+x3ω3 V(x3+x1)ψ1+2ψ2
Vx1ω1+3ω2+x3ω3 V(x3+x1)ψ1+3ψ2
Vx1ω1+4ω2+x3ω3 V(x3+x1)ψ1+4ψ2
Vx1ω1+5ω2+x3ω3 V(x3+x1)ψ1+5ψ2
Table 19: Decompositions of inducing p(0,1,1)-modules over l¯, where
l is the reductive Levi part of p(0,1,1) and l¯ is the reductive Levi
part of p¯(1,1) .
Vλ(l) Decomposition over l¯
Vx2ω2+x3ω3 Vx3ψ1+x2ψ2
Vω1+x2ω2+x3ω3 V(x3+1)ψ1+x2ψ2 ⊕ V(x3−1)ψ1+(x2+1)ψ2
Strong Condition B: (−x3 − 1) 6= 0
V2ω1+x2ω2+x3ω3 Vx3ψ1+(x2+1)ψ2 ⊕ V(x3+2)ψ1+x2ψ2 ⊕ V(x3−2)ψ1+(x2+2)ψ2
Strong Condition B: (−x3 − 2) 6= 0, −x3 6= 0, (−x3 − 1) 6= 0
V3ω1+x2ω2+x3ω3
V(x3−1)ψ1+(x2+2)ψ2 ⊕ V(x3+1)ψ1+(x2+1)ψ2 ⊕ V(x3+3)ψ1+x2ψ2
⊕V(x3−3)ψ1+(x2+3)ψ2
Strong Condition B: (−x3 − 1) 6= 0, (−x3 − 2) 6= 0, (−x3 − 3) 6= 0, (−x3 + 1) 6= 0, −x3 6= 0
V4ω1+x2ω2+x3ω3
Vx3ψ1+(x2+2)ψ2 ⊕ V(x3+2)ψ1+(x2+1)ψ2 ⊕ V(x3−2)ψ1+(x2+3)ψ2
⊕V(x3+4)ψ1+x2ψ2 ⊕ V(x3−4)ψ1+(x2+4)ψ2
Strong Condition B: (−x3 − 2) 6= 0, (−x3 − 3) 6= 0, −x3 6= 0, (−x3 − 1) 6= 0, (−x3 − 4) 6= 0, (−x3 + 1) 6= 0,
(−x3 + 2) 6= 0
V5ω1+x2ω2+x3ω3
V(x3−1)ψ1+(x2+3)ψ2 ⊕ V(x3+3)ψ1+(x2+1)ψ2 ⊕ V(x3+1)ψ1+(x2+2)ψ2
⊕V(x3−3)ψ1+(x2+4)ψ2 ⊕ V(x3+5)ψ1+x2ψ2 ⊕ V(x3−5)ψ1+(x2+5)ψ2
Strong Condition B: (−x3 − 1) 6= 0, (−x3 − 2) 6= 0, (−x3 − 3) 6= 0, (−x3 − 4) 6= 0, (−x3 + 1) 6= 0, −x3 6= 0,
(−x3 − 5) 6= 0, (−x3 + 2) 6= 0, (−x3 + 3) 6= 0
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