Dominating set problems are among the most important class of combinatorial problems in graph optimization, from a theoretical as well as from a practical point of view. In this paper, we address the recently introduced (minimum) weighted total domination problem. In this problem, we are given an undirected graph with a vertex weight function and an edge weight function. The goal is to find a total dominating set D in this graph with minimal weight. A total dominating set D is a subset of the vertices such that every vertex in the graph, including vertices in D, is adjacent to a vertex in D. The weight is measured as the sum of all vertex weights of vertices in D, plus the edge weights in the subgraph induced by D, plus for each vertex not in D the minimum weight of an edge from it to a vertex in D.
Introduction and motivation
Dominating set problems are among the most important class of combinatorial problems in graph optimization, from a theoretical as well as from a practical point of view. For a given graph G = G(V, E), a subset D ⊂ V of vertices is referred to as a dominating set if the remaining vertices, i.e., V \ D, are dominated by D according to a given topological relation (e.g., they are all adjacent to at least one vertex from D). Dominating set problems (also often called domination problems in graphs) have attracted the attention of computer scientists and applied mathematicians since the early 50s, and their close relation to covering and independent set problems has lead to the development of a whole research area (see, e.g., [25] and [3] for early references on domination problems).
There are many applications where set domination and related concepts play a central role, including school bus routing [32] , communication networks [35] , radio station location [7] , social networks analysis [33] , biological networks analysis [24] , and also chess-problems like the five-queens problem [31] ; see e.g., the book [12] for a comprehensive overview of domination problems. Variants of dominating set problems include e.g., the connected dominating set problem [6] , the (weighted) independent dominating set problem [10, 27] , among others (see, e.g., [17] for further variants of the dominating set problems).
In this paper, we address the recently introduced (minimum) weighted total domination problem (WTDP) which is defined as follows. For referring to the different components of the objective function, we denote i∈D w i as the vertex selection costs, e∈E(D) c e as the internal edge costs and i∈V \D min{c e | e : {i, j} ∈ E and j ∈ N (i) ∩ D} as the external edge costs. Figure 1 gives an exemplary instance of the WTDP, together with its optimal solution. . We note that a solution consisting of all the vertices with weight one would not be feasible, as it is not a total dominating set, but only a dominating set.
We note that in the WTDP, we are not just concerned with the concept of domination, but with the stronger concept of total domination, which imposes that for each vertex v ∈ D, there is also a neighbor of v in D (i.e., the vertices of D also need to be dominated by D). The WTDP was introduced in [22] an is an extension of the (unweighted) total domination problem (TDP), resp., the vertex-weighted total domination problem. In the TDP, the objective function has w i = 1 for all i ∈ V , and c e = 0 for all e ∈ E. The optimal solution of the TDP for a given graph is called its total domination number. The TDP was introduced in the 1980s (see [4] ) and is NP-hard in general graphs (see [20] , for further details). The TDP has a rich history of research focusing on theoretical results, e.g., computational complexity and bounds for the domination number for certain graph classes, we refer the reader to the survey [15] and the book [16] for more details. Applications of total domination include the design of communication networks and the forming of committees [12, 14] .
Contribution and Outline
The WTDP was recently introduced in [22] , where three Mixed-Integer Programming (MIP) formulations to solve the problem were presented and evaluated in a computational study. In this paper, we present two new MIP models for the problem, and design solution frameworks based on them. These solution frameworks also include valid inequalities, starting heuristics and primal heuristics. A genetic algorithm (GA) is also developed, which is based on a greedy randomized adaptive search procedure (GRASP) version of our starting heuristic. We carry out a computational study to assess the performance of our new approaches in comparison to the previous work by [22] . The study reveals that our algorithms are up to 500 times faster and instances with up to 125 vertices can be solved to optimality within a timelimit of 1800 seconds. Moreover, the presented heuristics (i.e., the GA, and just using the GRASP on its own) also work well and often find the optimal, or a near-optimal solution within a short runtime. Furthermore, we also analyze the influence of instance-characteristics on the performance of our algorithms.
The paper is organized as follows. In the reminder of this section, we give a short overview of the models introduced in [22] . In Section 2 we present our two new MIP models, together with valid inequalities. In Section 3 we discuss implementation details of the branch-and-cut algorithms we designed based on our new models, including a description of the starting and primal heuristics. In Section 4, we describe our genetic algorithm. Section 5 contains our computational study, and concluding remarks are provided in Section 6.
Revisiting the models of [22]
In the following, we give a brief overview of the three formulations for the WTDP presented in [22] (we denote them as (MA1), (MA2), (MA3)). We re-implemented these models and included them in our computational study, see Section 5.
Firstly, consider the following set of variables and constraints which are common to all formulations of [22] and that will also be part of our formulations. Let x ∈ {0, 1} |V | be a vector of binary variables, such that x i = 1 if vertex i ∈ V is taking as part of the (total) dominating set, and x i = 0 otherwise. Constraints
ensure that the variables with x i = 1 form a total dominating set. We observe that these constraints are already enough to define the set of feasible solutions. The remaining constraints in the presented models are used to correctly measure the objective function. Let y ∈ {0, 1} |E| be a vector of binary variables associated with the edges E. These variables will be used in all formulations except of (MA3), and they are used differently depending on the considered formulation. In (MA1), (MA2), they are used to measure the contribution of any edge e = {i, j} on the objective function, for both the internal edge costs and the external edge costs. In contrast, in the new formulations presented in Section 2, these variables are only used for the internal edge costs, and the external edge costs are modeled in different ways.
Formulation (MA1) Let z ∈ {0, 1} |E| be a vector of binary variables, such that z e={i,j} = min{x i , x j } for every edge e : {i, j} ∈ E. For a given vertex i ∈ V , let δ(i) ⊂ E be the set of edges incident to i.
Formulation (MA1) is given by:
x ∈ {0, 1} |V | , y ∈ {0, 1} |E| and z ∈ {0, 1} E Formulation (MA2) Let M be a large constant (e.g., the maximum vertex-degree of a given instance). Compared to formulation (MA1), (MA2) gets rid of the z-variables with the help of big-M-type constraints. Formulation (MA2) is given by:
Finally, formulation (MA3) also gets rid of the binary y-variables, with the help of integer variables q ∈ {0, 1, . . . , |V |L} |V | , where L is a large constant, e.g., the maximum edge weight of a given instance. These variables measure for each i ∈ V twice contribution to the objective of all the edgeweights of edges adjacent to i (again, for both the internal and external edge costs). Formulation (MA3) is given by:
x ∈ {0, 1} |V | and q ∈ {0, 1, . . . , |V |L} |V |
Two new Mixed-Integer Programming formulations for the WTDP
In this section we present two alternative formulations that, as we show in Section 5, allow the design of algorithmic strategies that outperform the results presented in [22] .
Formulation (F1) and valid inequalities
Let x ∈ {0, 1} |V | be defined as before, and y ∈ {0, 1} |E| be such that y e:{i,j} = 1 if x i = 1 and x j = 1, and y e:{i,j} = 0, otherwise, for every edge e : {i, j} ∈ E. Let A = {(i, j) ∪ (j, i) | ∀e : {i, j} ∈ E} be the set of bi-directed arcs associated with E, and let c ij = c ji = c e for all e ∈ E. In contrast to (MA1), we associate z with these directed arcs, instead of the undirected edges. Let z ij = 1 if vertex j ∈ V is adjacent to the dominating set vertex i through arc (i, j) ∈ A, and z ij = 0 otherwise. These variables are used to measure the external edge costs. By using such strategy, the resulting formulation resembles to the formulations of the well-known uncapacitated facility location problem (UFL); we can interpret the set of vertices j ∈ D as open facilities, we want the vertices i ∈ V \ D be assigned to the facility with the cheapest assignment cost (see, e.g., [8, 19] for recent references on the UFL). Let δ − (i) and δ + (i) correspond to the set of incoming and outgoing arcs from and to vertex i ∈ V , respectively. Using this notation, the WTDP can be formulated as follows:
Constraints (XZLINK1) ensure for each i ∈ V , that either i ∈ D, or that it is covered by a j ∈ D. Constraints (XZLINK2) link the z-variables and x-variables. Together with the (i,j)∈A c ij z ij -part of the objective function, they ensure that the contribution of vertices i ∈ V \ D is measured correctly (i.e., these are the external edge costs). Finally, constraints (YZLINK) and the e∈E c e y e -part in the objective function make sure that the contribution of edges e : {i, j}, where both i, j ∈ D, is measured correctly (i.e., these are the internal edge costs). We note that both variable-sets y and z can be relaxed to be continuous, as for binary x, these variables are automatically binary.
Valid inequalities
Next, we present three families of valid inequalities for (F1). Separation of these inequalities is discussed in Section 3.1.
are valid for (F1).
Proof. These inequalities are a lifted version of inequalities (XZLINK2). Validity follows from the fact, that in any feasible solution, either the edge e : {i, j} or the arc (i, j) can be contained, and in both cases, this implies that i ∈ D.
Proof. By definition of total domination, for each i ∈ V , at least one adjacent vertex j ∈ N (i) must be in D. Thus, if x i = 1, which means i ∈ D, at least one of the y e -variables for e ∈ δ(i) must be one.
For the next family of valid inequalities, we observe that constraints (YZLINK) together with inequalities y e:{i,j} ≤ x i (which are valid, but redundant in our case due to the minimization objective) and the binary constraints on (x, y) give the boolean quadric polytope (BQP) (see, e.g., [26] ). Thus all inequalities valid for the BQP are also valid for our formulation. We note that there are many graph problems which can be either directly formulated using the BQP, or using the BQP and additional constraints (see, e.g., [1, 2, 23] ). There is a huge number of families of valid inequalities known for the BQP, however, most of them are not useful within a branch-and-cut algorithm as there are no efficient separation procedures known for them (see, e.g., [21] ). We thus just used the following inequalities known as clique inequalities in our algorithm.
Section 3.1 details how these valid inequalities are incorporated into our solution framework.
Formulation (F2) and valid inequalities
In formulation (F2), we use continuous variables q i ≥ 0, i ∈ V to measure the external edge costs. This is done by exploiting a Benders decomposition scheme that allows projecting out the z-variables, similar as it is done for the UFL (see, e.g., [8] ). By doing so, we obtain a polynomial set of optimality cuts, which are detailed next (note that by adding a "dummy-arc"-variable z ii with weight zero to formulation (F1), replacing x i in (XZLINK1) with z ii and adding a constraint z ii ≤ x i the connection to UFL becomes directly evident; in the following, we also provide a combinatorial argument for their correctness without the need for Benders decomposition). For ease of exposition, for a given vertex i, let
Then the cuts for a given i ∈ V are given by
When x i = 0, i.e., i ∈ V \ D, (EXTCOSTS-i) is similar to the Benders optimality cuts for the UFL and, therefore, these inequalities measure the external edge cost for vertex i. When x i = 1, i.e., i ∈ D (and thus i incurs in no external edge cost), the right hand side of the cuts is at most zero, due to −c ki x i and, therefore, they are also correct. By replacing (XZLINK1) and (XZLINK2) with (EXTCOSTS-i), the WTDP can be formulated as
We note that y-variables could also be projected out, however, the resulting optimality cuts would not have the same effective structure as (EXTCOSTS-i). Namely, as each y e={i,j} links two vertices i, j ∈ V , the corresponding Benders subproblem for a fixed x would not decompose for each vertex.
Valid inequalities Inequalities (EXTCOSTS-i) can be lifted by using the y-variables. 
are valid for (F2).
Proof. When the y-variables are zero, the inequalities are similar to (EXTCOSTS-i) and thus clearly valid. Now suppose some y e={l,i} for some 1 ≤ l ≤ k−1 is one. By definition of the variables, this means that both x i and x l are one, and thus on the right-hand-side (rhs) of the cut, we have
Thus, (c ki − c li ) (which is the coefficient of y e ) can be added to the rhs, which then will be zero and the inequality still remains valid. The same reasoning also applies, if more y e -variables are one.
Finally, we observe that inequalities (TDOMY) and (CLIQUE) presented for (F1) are also valid for (F2), as they are in the (x, y)-space.
Implementation details of the branch-and-cut algorithms
In this section, we give implementation details of the branch-and-cut algorithms we designed based on (F1) and (F2).
Initialization and separation of cuts
We first describe how the valid inequalities are incorporated in our frameworks. We note that to design a successful branch-and-cut scheme, it is often crucial to carefully select which cuts to add, e.g., even if in theory the cuts improve the lower bound, they may lead to slow linear programming (LP)-relaxation solution times due to their density or numerical stability, which is detrimental to the node-throughput and thus to the overall performance of the branch-and-cut. We refer to [5, 36, 28] for recent works on theoretical and computational studies on the challenges of cutting-plane selection. In Section 5.2 we also provide computational results obtained when just adding individual families of valid inequalities to the formulations.
The lifted inequalities (XZLINK2L) are added at the initialization, by simply replacing their non-lifted counterpart (XZLINK2). The objective-cuts (EXTCOSTS-i), resp., their lifted version (EXTCOSTS-i-L) in (F2) are added for the five smallest values of c ki for each i ∈ V at initialization, and the remaining ones are then separated on-the-fly by enumeration. Inequalities (TDOMY) are also separated by enumeration.
Clique inequalities (CLIQUE) are separated heuristically. We observe that inequalities (YZLINK) are a special case of (CLIQUE) for |C| = 2. For each edge e = {i, j} ∈ E, we try to construct a violated inequality (CLIQUE) by greedily constructing a clique containing e. Thus, initially, let C = {i, j}. Let (x,ỹ) be the LP-values at the current branch-and-cut node. We sort all vertices k ∈ ∩ i∈C N (i) (i.e., all candidate vertices to grow the clique C) in descending order according to |N (k)| · (x k + ), for = 0.0001. Note that by adding any vertex k to C, the (potential) violation of the constructed clique inequality changes byx k − i∈Cỹ e={i,k} . Thus, we iterate through the sorted list of candidate vertices to increase C, and whenever this value is greater than for a given k, we add it to C, and repeat the procedure for this C. This is done, until no more vertex can be added to C. We then add the clique inequality for this C if it is violated. To speed-up separation, if an edge e is already contained in a clique inequality added during the current round of separation at a branch-and-cut node, we do not consider it in constructing additional clique inequalities.
In order to avoid overloading the LP-relaxation with cuts and to allow for a fast node-throughput in the branch-and-cut, we only separate inequalities at the root node and limit separation to ten rounds. Naturally, to ensure correctness when using (F2) violation of objective-cuts (EXTCOSTS-i), resp., their lifted version (EXTCOSTS-i-L), is also checked whenever an integer solution is obtained during the branchand-cut. As inequalities (TDOMY) and in particular (CLIQUE) can become quite dense, especially if the instance graph has many edges, we use the option UseCutFilter provided by CPLEX (the chosen MIPsolver), when adding these cuts. With this option, CPLEX checks the cut with the same criteria (e.g., density) as it checks its own general purpose cuts, and adds it only if it determines that it is beneficial.
Starting and primal heuristic and local search
We implemented both a starting heuristic and a primal heuristic; the former gets called at the initialization while the latter gets called during the execution of the corresponding branch-and-cut algorithms. Both of these heuristics construct feasible solutions, which we then try to improve by applying a local search procedure The starting heuristic starts out with the solution D H = V consisting of the set of all vertices (which clearly is a feasible solution). We then greedily remove vertices from D H as long as the solution remains feasible. Algorithm 1 details our starting heuristic.
At each iteration, we use a score score i for choosing the vertex to remove; this score gives for each vertex in D H the improvement in objective solution value it would bring if it is removed. When removing a vertex, say i, its vertex weight v i and the internal edge costs w ij for j ∈ D H are not applicable anymore. On the other hand, we need to consider the new external edge cost for covering i and, moreover, we have to consider that all the vertices j ∈ V \ D H that are covered by i up to that iteration now need to be covered by another vertex in D H (thus for covering these vertices we will get new, similar or higher, external edge costs). We note that removing a vertex only causes local changes in the solution structure, thus we do not need to calculate score i for each vertex in D H from scratch in every iteration. In particular, when node i gets removed, the score needs to be re-calculated only for neighboring nodes j ∈ N (i) and for the corresponding neighbors j ∈ N (j) (removing i may change the external edge costs associated with such a j as both i and j share j as neighbor). We observe that verifying if D H is still be a total dominating set after removing i (line 9 of Algorithm 1) can be done efficiently by storing the number N H j = |N (j) ∩ D H | for each j ∈ V , i.e., the number of neighbors of j contained in D H . At the begging of the algorithm execution, it holds N H j = |N (j)|, and whenever a vertex i gets removed in the course of the algorithm, N H j gets decreased by one for each j ∈ N (i). Therefore, D H \ {i} is still a total dominating set, if and only if N H j > 1 for each j ∈ N (i).
The primal heuristic is guided by the (x)-values of the LP-relaxation at the current branch-and-cut node. First, we sort the vertices i ∈ V in descending order according tox i . Afterwards, ties are broken first by degree of the vertices (again in descending order), and if there remain ties, they are broken by vertex-index. Let sorted be the list of sorted vertices, D H = ∅ (the solution to be constructed) and covered = ∅ (the list of vertices covered by D H ). To construct a heuristic solution, we iterate through sorted and whenever |N (i) ∩ (V \ covered)| > 0 for the currently considered vertex i, i.e., i covers a vertex not yet covered by the current partial solution D H , we add i to D H and update covered by covered ∪ N (i). We stop when covered = V , i.e., D H is a total dominating set and thus a feasible solution.
The local search procedure is shown in Algorithm 2. It uses two local search operators, namely adding a vertex i to the current solution D H and removing a vertex i from the current solution D H . The procedures testAddVertex(D H ,i) and testRemoveVertex(D H ,i) revert the change in objective function caused by adding/removing a vertex i. This can be done efficiently, as the changes caused by these moves are of a local nature, as described above (e.g., the test for the change caused by removing i is exactly the calculation of the score-function in Algorithm 1). We first try the add-move, and when this move cannot improve the current solution anymore, we try the remove-move. If it is successful, we go back to trying the add-move, if not, the local search terminates. We iterate through the vertices by their indexes, and if a move is possible, we apply it, and then restart (i.e., we use a first improvement strategy).
Branching priorities
For both (F1) and (F2), once the x-variables are fixed to binary, the values of all the other variables (i.e., (y, z), resp., (y, q)) automatically follow. We thus give branching priorities 100 · |N (i)| to the x-variables in the MIP-solver, CPLEX in our case (while the branching priorities of the other variables were left at their default value, i.e., zero).
A genetic algorithm
Genetic algorithms (GAs) are among the most prominent metaheuristic approaches for solving (combinatorial) optimization problems; we refer the reader to the book [18] for an overview on essential elements of this class of procedures. GAs have been developed for tackling set dominating problems. For instance, a hybrid GA has been developed in [13] for the minimum dominating set problem, where the GA methodology is input : instance (G = (V, E), (c, w)) of the WTDP output: total dominating set D H 1 D H ← V 2 score i ← −∞ // store score function for faster evaluation, −∞ indicates re-calculation needed 3 improvingM oveExists ← f alse 4 do Further examples on GA-based approaches for related problems can be found in [34] for the dominating tree problem, and in [29] for the minimum weight minimum connected dominating set problem.
In their general setting, GAs explore the solution space by keeping a set of feasible solutions, denoted as population. Starting from an initial population, the algorithm iteratively creates a new population (i.e., new solutions) by typically using the following three (randomized) bio-inspired operators: selection, mutation and crossover. The selection operator selects a subset of the current population (according to a fitness value of each solution), from which (usually) pairs of solutions are taken and a crossover operator is applied to combine these pairs to create a new solutions. To these new solutions a mutation operator is applied, which randomly modifies the solution in order to keep the population diverse.
Algorithm 3 gives an outline of the genetic algorithm we developed for the WTDP. The initial population is constructed by using a generalized randomized adaptive search procedure (GRASP) version of our starting heuristic. GRASP is a general technique to generate (diverse) heuristic solutions by randomizing input : total dominating set D H output: total dominating set D H (with potentially better objective function value)
if improvingM oveExists == f alse then For further details on GRASP, the reader is referred to the recent textbook [30] . In order to turn our starting heuristic into a GRASP, we add randomization to the choosing of the vertex with the best score (i.e., lines [22] [23] [24] : If a vertex i has score i > bestScore, we generate a random integer in [0, 99] and only apply lines 22-24 if this integer is larger than a given value cutof f . As crossover operator, we also use modifications of Algorithm 1, resp., the GRASP. In particular, for crossover between two solution D 1 , D 2 , we use the GRASP, and set D H ← D 1 ∪ D 2 as initial solution in line 1. For mutation, we generate a random integer m in a given range [m l , m u ] and then randomly remove m vertices from the current solution D H . After removing these vertices, D H may be infeasible, in order to make it feasible, we apply the same heuristic as our primal heuristic (with just the degree of vertices as sorting criterion, as of course we have no LP-values). After mutation, we also apply the local search procedure described in Algorithm 2. The newly obtained solutions are merged with the current population, and then the populationSize best are selected as the next generation, for a given value of populationSize. As a fitness value for selection, we use the objective function values of the solutions. In order to keep the population diverse, we keep at most one solution for each fitness value and size |D H | in the population (this is done by checking if the current population already contains a solution with the fitness value and size of the currently created solution, and if yes, the solution is discarded). To create the population, we run the GRASP initialP opulationSize times, for a given value of parameter initialP opulationSize and then select the populationSize best solutions.
We used the following parameter values in our implementation, these values were determined using some preliminary computational experiments: initialP opulationSize = 100, populationSize = 40, cutof f = 30, [m l , m u ] = [1, 4] , and nIterations = 20.
Computational results
The branch-and-cut framework was implemented in C++ using CPLEX 12.9 as MIP solver and the genetic algorithm was also implemented in C++. The computational study was carried out on an Intel Xeon E5 v4 CPU with 2.5 GHz and 6GB memory using a single thread. All CPLEX parameters were left at default values (except branching priorities, see Section 3.3), and we set the timelimit for a run to 1800 seconds (similar to the timelimit in [22] ). 
Instance description
Instances similar to the instances of [22] In [22] , the authors created instances to test their formulations. Unfortunately, the instances are not available online, thus we generated our own, following the same procedure as described in [22] . These instances are generated according to the Erdös-Rényi model, where one fixes the number of nodes, |V | and a probability p ∈ [01] that allows to control the edge density of the resulting graph. Edge and vertex weights, c and w, respectively, are random integers between one and five. As in [22] , we considered |V | ∈ {20, 50, 100} and p ∈ {0.2, 0.5, 0.8}, which leads to instance ranging from 20 nodes and 31 edges to 100 nodes and 3943 edges. For each pair (n, p) we generated five instances (instead of one as done in [22] ), using the gnp random graph(n,p)-method from the networkx-package [11] to obtain the Erdös-Rényi graphs. This set has 3 · 3 · 5 = 45 instances. We denote this set of instances as MA, individual instances are addressed as MA−|V | − p − id, where id ∈ {1, . . . , 5}.
New instances To analyze the influence of different weight structures, we generated an additional set of instances, denoted as NEW, as in the MA both are in a similar (small) range. We again used the Erdös-Rényi model, and considered |V | ∈ {75, 100, 125} and p ∈ {0.2, 0.5, 0.8}. We used the following range-combinations for (c, w): ([1, 50], [1, 10] ), ( [1, 25] , [1, 25] ),( [1, 10] , [1, 50] ). For each combination of (|V |, p) and (c, w) we created five instances. Thus, this set has 3 · 3 · 3 · 5 = 135 instances. The instance set is denoted as NEW, individual instances are addressed as NEW−|V | − p − c u − id, where id ∈ {1, . . . , 5} and c u is the upper bound of the considered range for c (i.e., c u ∈ {10, 25, 50}). Both sets of instances we created are available online at https://msinnl.github.io/pages/ instancescodes.html.
Assessing the effect of the valid inequalities
We now analyze the effect of the families of valid inequalities presented in Section 2. In order to test this, we added them individually to the corresponding model of the LP-relaxation of (F1) and (F2), and then also added all of them together. There is an exponential number of cliques; therefore, in order to get an impression of the effect of clique inequalities (CLIQUE), we heuristically calculate edge clique covers (i.e., set of cliques, such that every edge occurs in one of the cliques) using our separation heuristic described in Section 3.1 (using the vertex-degree as sorting criteria), and add the corresponding inequalities induced by the cliques in this cover.
In figure 2 , we give a plot of the obtained LP gaps (over both instance sets), calculated as 100 · (w B − w LP )/w B , where w B is the best solution value we obtained using our approaches, and w LP is the value of the considered LP relaxation. Note that the figure does not give a plot for (F1)+(XZLINK2L),(F2),(F2)+(EXTCOSTS-i-L),(F2)+(TDOMY), (F2)+(CLIQUE). This is, because using the liftings (XZLINK2L), resp., (EXTCOSTS-i-L) on their own had no effect on the value of the LP relaxation. Moreover, the values obtained by (F2),(F2)+(TDOMY), (F2)+(CLIQUE) are just the same as their counterpart with (F1), as in (F2), the z-variables are projected out in a Benders way, and (TDOMY) and (CLIQUE) operate in the (x, y)-space. On the other hand, there is a slight difference between (F1)+all and (F2)+all, with (F1)+all giving slightly lower gaps. An explanation for this is, that once inequalities (TDOMY) and (CLIQUE) are present in the model, the liftings (XZLINK2L), resp., (EXTCOSTS-i-L) also start to have an effect on the bounds (as both (TDOMY) and (CLIQUE) "push" the y-variables, which are the variables added in the lifting).
Overall, we see that both (TDOMY) and (CLIQUE) on their own result in a considerable improvement of the LP gap, e.g., without any inequalities only around 20% of the instances have an LP gap of 20% or less, while adding (TDOMY) or (CLIQUE) increases the number of instances with such a gap to about 30%. Adding all families together gives again a considerable improvement, now for about 50% of instances, the LP gap is 20% or less. When adding all inequalities, the largest LP gap is around 50%, while without adding any inequalities, the largest gap is over 70%. 
Detailed results
In this section, we provide detailed results obtained by the branch-and-cut frameworks based on the formulations (F1) and (F2) described in Section 3, and also the genetic algorithm. A comparison with the models of [22] is also done.
In Table 1 we report the following results for instance set MA. In columns (F1)+ and (F2)+, we report the results attained by our branch-and-cut algorithms. In columns (F1) and (F2) we report the results attained when solving (F1) and (F2) directly with CPLEX, without any of the branch-and-cut ingredients presented in Section 3 (note that in case of (F2), constraints EXTCOSTS-i are separated as they are needed to ensure correctness). In columns (MA1), (MA2), and (MA3) we report the results attained when solving directly by CPLEX the formulations provided in [22] . In this table, we report for each approach the runtime (column t[s]), the objective value of the best obtained solution (column w B ) and the optimality gap (column g[%], calculated as 100 · (w B − LB)/w B , where LB is the obtained lower bound).
The results reported in Table 1 show, that the approaches proposed in this paper (i.e., (F1), (F2), (F1)+ and (F2)+), are considerably more effective than those proposed in [22] : All of our approaches, with the exception of (F1), managed to solve all the instances within the timelimit, while none of the approaches (MA1), (MA2), and (MA3) managed to solve the instances with 100 nodes to optimality (and (MA1), (MA2) also fail for some of the instances with 50 nodes). Moreover, for the instances where our approaches as well as the approaches of [22] can solve the problem, our approaches are up to 500 times faster; see, e.g, instances MA-50-0.5-4, where (F2)+ takes 2 seconds, while (MA3) takes 1201 seconds (and (MA1), (MA2) reach the timelimit). Likewise,the gaps attained by our strategies (when the time limit is reached), are considerable smaller than those attained by the [22] approaches (for instance, while the maximum gap attained by (F1) is 9.06%, the maximum gap attained by (MA3) is 72.53%). When comparing among our approaches, we see that for all but two instances (MA-100-0.8-3 and MA-100-0.8-4), (F2)+ is the fastest, and for these two instances (F2) is the fastest. Not surprisingly, the instances become harder with larger number of vertices, and, also higher density (p) seems to make the instances harder. 1 51 0.00 1 51 0.00 1 51 0.00 1 51 0.00 4 51 0.00 3 51 0.00 2 51 0.00 20 0.2 5 1 55 0.00 1 55 0.00 1 55 0.00 1 55 0.00 3 55 0.00 4 55 0.00 1 55 0.00 20 0.5 1 1 44 0.00 1 44 0.00 1 44 0.00 1 44 0.00 5 44 0.00 4 44 0.00 1 44 0.00 20 0.5 2 1 47 0.00 1 47 0.00 1 47 0.00 1 47 0.00 4 47 0.00 5 47 0.00 1 47 0.00 20 0.5 3 1 46 0.00 1 46 0.00 1 46 0.00 1 46 0.00 6 46 0.00 4 46 0.00 1 46 0.00 20 0.5 4 1 40 0.00 1 40 0.00 1 40 0.00 1 40 0.00 4 40 0.00 3 40 0.00 1 40 0.00 20 0.5 5 1 41 0.00 1 41 0.00 1 41 0.00 1 41 0.00 4 41 0.00 3 41 0.00 1 41 0.00 20 0.8 1 1 37 0.00 1 37 0.00 1 37 0.00 1 37 0.00 3 37 0.00 4 37 0.00 2 37 0.00 20 0. 8 In the following, we focus on the instance set NEW and our solution algorithms to get more insights on the performance of them, in particular, their behavior with respect to different weight structures. In Figure 3 , we present plots of runtimes to optimality, and optimality gaps (for the unsolved instances of the respective approaches) for (F1) (F2), (F1)+ and (F2)+. Figures 3a and 3b give runtimes optimality gaps, respectively, for the complete set of instances NEW, while Figures 3c-3g show results for the different weight structure, i.e., Figures 3c and 3d are for the instances with c u = 10, Figures 3e and 3f are for the instances with c u = 25 and Figure 3g is for the instances with c u = 50 (since all instances are solved to optimality we do not provide an optimality gap plot). Note the different scales on the x-axis of Figure 3g compared to the other runtime-plots. In the plots shown in Figure 3 we see a strong connection between the weight structure and the computational difficulty of the instances. All instances with c u = 50 can be solved by all approaches within the timelimit; furthermore, (F2) and (F2)+ only need at most 100 seconds. However, for both c u = 25 and c u = 10, the situation is strikingly different, in particular, for c u = 10; we can observe that only (F1)+ and (F2)+ manage to solve over 50% of the instances within the timelimit. This behavior might be explained by the fact that, for these instances, edges play a more important role (due to their larger weight range), and thus the problem becomes more similar to a BQP problems and, as it has been shown previously in the literature, problems where a BQP structure plays an important role a often very hard to solve (see, e.g., [1] ). Such hypothesis could be validated by the fact that for these instances, the (F1)+ approach, which includes the valid inequalities (in particular BQP-like inequalities CLIQUE) is the approach working second best (not only when looking at the runtime, but also when looking at the optimality gap for the unsolved instances). Moreover, for instances with c u = 50 (where edge weights are less influential), the second best approach is (F2), which does not contain any valid inequalities. Despite these differences, when considering at all instances, we see that (F2)+ works best, managing to solve around 80% of the instances within the timelimit, followed by (F2) and (F1)+, which both manage to solve around 75% of the instances.
The results reported in Figure 3 are complemented by Tables 2-4 , where we give detailed results of our approaches, including the genetic algorithm (indicated by GA). Moreover, we also report the results obtained when running only the GRAP-part of the GA (i.e., lines 1-5 in Algorithm 3). There is one table for each value of |V | in order to allow an analysis from another point of view. In these tables, we present the runtime (column t[s]; TL indicates timelimit reached, and ML memorylimit), and the objective value of the best obtained solution (column w B ); for the MIP-approaches also the optimality gap (column g[%]), and the number of branch-and-cut nodes (column #nBN ); and for the GA and GRASP also the primal gap compared to the best solution found by the MIP-approaches (column pg[%], calculated as 100 · (w H − w M IP )/w M IP , where w M IP is the value of the best solution found by the MIP-approaches and w H the value of the best solution found by the GRASP, resp., GA).
In the tables, we can see that all our approaches manage to solve all instances with |V | = 75 to optimality. For instances with |V | = 100, (F2)+ solves all but two instances, and for instances with |V | = 125, (F2)+ solves 24 out of 45 instances to optimality within the timelimit. In general, for nearly all instances (F2)+ works best, i.e., either it has the smallest runtime, or, for unsolved instances, it has the smallest optimality gap. For the instances, where (F2)+ is not the best performing approach, (F2) gives the best results. With respect to this, we can see that (F2) only performs better for instances with p = 0.8 (i.e., denser instances). A possible explanation for this could be, that for denser instances, the LPs with added valid inequalities becomes denser, in particular the clique inequalities, as there will also be a lot more cliques for denser graphs. Thus, while adding the valid inequalities improves the bound, the drawback of longer LP solution times and thus the slower node-throughput in the branch-and-cut becomes burdensome. This is also reflected in the number of branch-and-cut nodes enumerated, (F2) often enumerates around ten times as much nodes as (F2)+, while the runtime of both approaches is quite similar (and over all instances, adding the valid inequalities pays off, as only for the dense instances with p = 0.8 the described drawback is having an effect). With respect to (F1) and (F1)+, the situation is similar, i.e., (F1) has a considerably higher node-throughput, but in general (F1)+ performs better. Moreover, when comparing (F1)+ and (F2)+, it can be seen that (F1)+ usually needs less branch-and-cut nodes to prove optimality (when it manages to do so), but is slower than (F2)+, as the "slimmer" formulation of (F2)+ allows for a faster node-throughput (while still being "strong enough" for proving optimality). The largest optimality gap is 25.59% and is obtained for instance 125-0.8-10-2.
From the results reported in the tables, we can also conclude that both heuristics perform quite well. The GRASP takes at most nine seconds (for some of the instances with |V | = 125), and the largest primal gap around 20.21% (instance NEW-125-0.2-10-3), while most of the primal gaps are smaller than 10% and for slightly less than half of the instances, it is zero. The largest primal gaps are obtained for instances with p = 0.2. Likewise, the GA takes at most 86 seconds (for instance NEW-125-0.8-50-5) and only for 30 out of 135 instances, there is a positive primal gap (the largest is 5.26% for instance NEW-75-0.2-10-4, and for most instances with positive primal gap, the gap is under 1%). Interestingly, for none of the unsolved instances, the GA could find an improved solution compared to the best solution found by the MIP approaches. 
Conclusions and future work
In this paper, we presented exact and heuristic solution algorithms for the recently introduced (minimum) weighted total domination problem (WTDP) (see [22] ). The WTDP is a problem from the family of domination problems, which are among the most basic combinatinatorial problems in graph optimization. In the WTDP we are not just concerned with the concept of domination (i.e., finding a vertex-set D ⊂ V for a given graph G = (V, E), such that each vertex is either in D or adjacent to it), but with the stronger concept of total domination, which imposes that for each vertex v ∈ D, there is also a neighbor of v in D (i.e., the vertices of D also need to be dominated by D). In the WTDP, we have a weight function associated with the vertices and edges of the graph. The goal is to find a total dominating set D with minimal weight. The weight counted in the objective is the weight of the vertices selected for D, the weight of the edges between vertices in D, and for each vertex in V \ D, the smallest weight of an edge between it and a vertex in D.
We introduced two new Mixed-Integer Programming models for the problem, and designed solution frameworks based on them. These solution frameworks include valid inequalities, starting heuristics and primal heuristics. In addition, we also developed a genetic algorithm (GA), which is based on a greedy randomized adaptive search procedure (GRASP) version of our starting heuristic.
In a computational study, we compared our new exact approaches to the previous MIP approached presented in [22] and also analyzed the performance of the GRASP and GA. The study revealed that our exact solution algorithms are up to 500 times faster compared to the exact approaches of [22] and instances with up to 125 vertices can be solved to optimality within a timelimit of 1800 seconds. Moreover, the GRASP and GA also works well and often find the optimal or a near-optimal solution within a short runtime. In the study, we also investigated the influence of different instance-characteristics, e.g., density and weightstructure on the performance of our approaches. Instances, where the edge weights are in a larger range compared to the vertex weights turned out to be the most difficult for our algorithms, while high density also plays a role in making instances difficult.
The attained results confirm that domination problems are computationally challenging and, therefore, require the combined effort of MIP-based and heuristic approaches in order to tackle more difficult instances. Therefore, we believe that the development of further modeling and algorithmic advances for domination problem variants is an interesting venue for future work as these problems are relevant both from the methodological and practical point of view.
