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Установлена аналитическая зависимость между кодовыми характери-
стиками обширного класса альтернантных кодов и параметрами симмет-
ричных криптосистем на их основе по схеме Рао-Нама. Показано, что 
криптосистемы на ОРС кодах могут быть взломаны алгоритмом полино-
миальной сложности и криптосистемы на альтернантных кодах (подко-
дах ОРС кодов) также недостаточно стойки. 
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тернантные коды, схема Рао-Нама, криптограмма 
 
Постановка проблемы в общем виде, анализ литературы. Сим-
метричные криптосистемы на алгебраических блоковых кодах (теорети-
ко-кодовые схемы) впервые предложены в работе Рао и Нама [1]. В ос-
нове таких криптосистем лежит маскировка кода с быстрым алгоритмом 
декодирования (полиномиальной сложности) под произвольный (слу-
чайный) линейный код, декодирование которого представляется как вы-
числительно сложная задача. Шифрованная информация (криптограмма) 
в виде вектора с* длины n формируется  по правилу  
с* = I  G + e,                                            (1) 
где вектор с = I  G принадлежит (n, k, d) коду с порождающей матрицей 
G; I – k-разрядный информационный вектор; вектор e – секретный (слу-
чайный) вектор ошибок. 
В работах [2 – 3] исследована возможность одновременного повы-
шения безопасности и помехоустойчивости каналов передачи данных на 
основе использования симметричных криптосистем с алгебраическими 
блоковыми кодами. В тоже время основным недостатком схемы Рао-
Нама является большой объем ключа. Действительно, для хранения сек-
ретной порождающей матрицы (n, k, d) блокового кода над GF(q) необ-
ходимо хранить, в общем случае, n  k q-ичных символов. Параметры 
криптосистемы над GF(2m) определяются следующими выражениями: 
 размерность секретного ключа (в битах) 
mnklK  ;                                             (2) 
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 размерность информационного вектора (в битах): 
lI = k ∙ m;                                                  (3) 
 размерность криптограммы (в битах) 
mnlS  ;                                                (4) 
 относительная скорость передачи 
n/kl/lR SI  .                                           (5) 
В статье рассматриваются теоретико-кодовые схемы, построенные 
на обширных классах альтернантных кодов, теоретически обосновыва-
ется построение симметричных криптосистем с небольшим объемом 
ключевых данных. 
Симметричные криптосистемы на альтернантных кодах. Вос-
пользуемся определением обобщенных кодов Рида-Соломона и их под-
кодов – альтернантных кодов [4 – 5].  
Определение 1. Пусть Х = (Х1, Х2, …, Хn) вектор над GF(q
m), при-
чем все Хi – различные элементы GF(q
m). Пусть также h = (h1, h2, …, hn) 
– вектор над GF(qm) с необязательно различными h i элементами GF(q
m). 
Тогда (n, k, d) обобщенный код Рида-Соломона ОРСk(Х, h) состоит из 
всех векторов вида 
(h1∙F(Х1), h2∙F(Х2), …, hn∙F(Хn)), 
где F(x) – любой многочлен с коэффициентами из GF(qm), степень кото-
рого не превосходит k. Код ОРС является кодом с максимально дости-
жимым кодовым расстоянием, т.е. d = r + 1,  r = n – k. Проверочная мат-
рица ОРСk(Х, h) равна: 
,
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где Yi  GF(q
m), Yi ≠ 0 и ОРС

k(Х, h) = ОРСr(Х, Y). Коды ОРС дают 
механизм построения обширного класса альтернантных кодов [4 – 5].  
Определение 2. Альтернантный (n, k, d) код A(X, h) состоит из всех 
слов кода ОРСk(Х, h) таких, что их  компоненты лежат в поле GF(q). 
Другими словами, A(X, h) равен ограничению кода ОРСk(Х, h) на под-
поле GF(q) и состоит из всех векторов X над GF(q), удовлетворяющих 
равенству H ∙ XT = 0, где H – проверочная матрица ОРСk(Х, h), задавае-
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мая выражением (6). Параметры альтернантного (n, k, d) кода A(X, h) 
связаны соотношением  
n – mr  k  n – r; d ≥ r + 1. 
Альтернантные коды представляют собой обширный класс линей-
ных блоковых кодов и обобщают (содержат как подкласс) все цикличе-
ские коды, коды БЧХ и их обобщения, коды Гоппы, Сривэставы и др. 
[4 – 5]. Зададим симметричную теоретико-кодовую схему Рао-Нама на 
альтернантных кодах.  
Лемма 1. Альтернантный (n, k, d) код над GF(q) определяет сим-
метричную теоретико-кодовую схему Рао-Нама с параметрами (в битах): 
(n – (d – 1)m)  log2(q)   lK+   (n – d + 1)  n  log2(q);            (7) 
(n – (d – 1)m)  log2(q)   lI  (n – d + 1)   log2(q);                 (8) 
lS = n ∙  log2(q);                                              (9) 
(n – (d – 1)m) / n  R   (n – d + 1) / n.                           (10) 
Доказательство. Параметры криптосистемы на алгебраических бло-
кових кодах связаны соотношениями (2) – (5): lK+ = k ∙ n  m; lI = k ∙ m; 
lS = n ∙ m; R = k/n. Параметры альтернантного (n, k, d) кода A(X, h) связа-
ны соотношением: n – mr  k  n – r; d ≥ r + 1, где A(X, h) задан через ог-
раничение кода ОРС над GF(qm). После подстановки получим (7) – (10). 
Результат леммы дает выражения по оценке параметров симмет-
ричных криптосистем на альтернантных кодах. В тоже время из опреде-
ления альтернантных кодов следует, что для однозначного построения 
проверочной матрицы кода необходимо и достаточно определить симво-
лы вектора-шаблона Y = (Y1, Y2, …, Yn). Практически это означает, что 
длина секретных ключевых данных в криптосистеме на альтернантных 
кодах будет определяться числом элементов вектора-шаблона Y, т.е. 
справедлива следующая теорема. 
Теорема 1. Длина секретных ключевых данных в криптосистеме на 
альтернантных (n, k, d) кодах над GF(q), заданных через ограничение 
ОРС кода над GF(qm), определяется выражением (в битах) 
lK+ =  n  m  log2(q).                                   (11) 
Доказательство. Для определения всех коэффициентов провероч-
ной матрицы альтернантного кода (6) необходимо и достаточно опреде-
лить все элементы вектора Y = (Y1, Y2, …, Yn). Размерность вектора 
Y = (Y1, Y2, …, Yn) – n символов из GF(q
m). Следовательно, для того, 
чтобы определить секретный ключ – проверочную матрицу кода потре-
буется n символов из GF(qm) или, что эквивалентно,  n  m  log2(q) бит. 
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Выражения (7 – 10) справедливы для криптосистем, построенных на 
всех кодах из обширного класса альтернантных кодов. Следующая лем-
ма уточняет параметры криптосистем, построенных на кодах Гоппы. 
Лемма  2. Альтернантный (n, k, d) код Гоппы Г(L, G) над GF(q) оп-
ределяет симметричную криптосистему с параметрами:   
lK+ =  n  m  log2(q);                                   (12) 
lI  ≥ (d - 1)  m  log2(q);                                (13) 
lS =  n ∙  log2(q);                                       (14) 
R ≥ (n – (d – 1)m) / n.                                 (15) 
Доказательство. Альтернантный (n, k, d) код Гоппы Г(L, G) над 
GF(q) состоит из всех векторов c = (с1, с2, …, сn) таких, что 
Rc(x)  0 mod G(x), 
где           
 

n
1i i
i
c x
c
)x(R ,  
G(x) – многочлен с коэффициентами из GF(qm) (многочлен Гоппы), 
L = (1, 2, …, n) – подмножество элементов из GF(q
m) таких, что 
G(i)  0 iL [6]. Параметры (n, k, d) кода Гоппы Г(L, G) связаны со-
отношениями: n = L, k ≥ n – mr, r = deg G(x), d ≥ r + 1. Подставим эти 
значения в выражения (2) – (5), с учетом (7) – (10) и (11) получим соот-
ношения (12) – (15). 
Последняя лемма определяет криптосистему на альтернантых кодах 
Гоппы, заданных матричным способом. В тоже время, как показано в 
работах [2 – 3], выражение (12) можно существенно упростить. Для это-
го воспользуемся описанием кода Гоппы, через многочлен Гоппы G(x). 
Справедлива теорема. 
 Теорема  2. Альтернантный (n, k, d) код Гоппы Г(L, G) над GF(q), 
заданный через многочлен Гоппы G(x), определяет симметричную тео-
ретико-кодовую схему Рао-Нама с длиной ключа:   
lK+   d  log2(q);                                       (16) 
Доказательство. Многочлен Гоппы G(x) однозначно задает код 
Гоппы Г(L, G) над GF(q). Действительно, как показано в [4 – 5] прове-
рочную матрицу кода Гоппы можно записать в виде (6), где Y1 = G
-1(1), 
Y2 = G
-1(2), …, Yn = G
-1(n), т.е. все элементы матрицы однозначно зада-
ются значениями многочлена G(x) в элементах вектора L = (1, 2, …, n) – 
подмножества элементов из GF(qm). Этого достаточно, чтобы задать 
симметричную криптосистему Рао-Нама. Секретным ключом в этом 
случае будет выступать многочлен G(x), степень которого равна  
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deg G(x) = r  d – 1 [4 – 5]. Практически это означает, что секретный 
ключ полностью определяется deg G(x) + 1= r + 1  d  значениями коэф-
фициентов многочлена G(x), т.е. выражение (12) перепишется в виде 
lK+  d log2(q), что и завершает доказательство.  
Выводы. Выражения (7) – (16) устанавливают аналитическую зави-
симость между кодовыми характеристиками обширного класса альтер-
нантных кодов и параметрами симметричных криптосистем на их основе 
по схеме Рао-Нама. В тоже время в работе [5 – 7] показано, что крипто-
системы на ОРС кодах могут быть взломаны алгоритмом полиномиаль-
ной сложности. Криптосистемы на альтернантных кодах (подкодах ОРС 
кодов) также считаются недостаточно стойкими.  
Перспективным направлением в развитии теоретико-кодовых 
схем являются криптосистемы на алгеброгеометрических кодах. 
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