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We show that skyrmions on the surface of a magnetic topological insulator may experience an
attractive interaction that leads to the formation of a skyrmion-skyrmion bound state. This is
in contrast to the case of skyrmions in a conventional chiral ferromagnet, for which the intrinsic
interaction is repulsive. The origin of skyrmion binding in our model is the molecular hybridization
of topologically protected electronic orbitals associated with each skyrmion. Attraction between the
skyrmions can therefore be controlled by tuning a chemical potential that populates/depopulates
the lowest-energy molecular orbital. We find that the skyrmion-skyrmion bound state can be made
stable, unstable, or metastable depending on the chemical potential, magnetic field, and easy-axis
anisotropy of the underlying ferromagnet, resulting in a rich phase diagram. Finally, we discuss the
possibility to realize this effect in a recently synthesized Cr doped (Bi2−ySby)2Te3 heterostructure.
I. INTRODUCTION
The surface of a strong three-dimensional topolog-
ical insulator hosts a set of two-dimensional surface
states protected by topology, provided that the surface
does not break the protecting symmetries.1–3 Within
the bulk gap, these states are characterized by a chi-
ral Dirac cone dispersion. When time-reversal symmetry
is broken, these surface states are no longer protected
and may be gapped. In a magnetic topological insu-
lator (MTI), magnetic moments result in broken time-
reversal symmetry. The magnetic moments may cou-
ple to each other through direct or indirect [Ruderman-
Kittel-Kasuya-Yosida (RKKY)] exchange and form an
ordered state.4,5 These moments may also couple to the
electronic subsystem through a Zeeman-like term propor-
tional to the local magnetization. In the case of uniform
out-of-plane ferromagnetic order, the magnetization gives
the surface Dirac electrons a finite mass, resulting in a
gap in the surface-state spectrum.
The gapped surface states can be effectively described
by a massive Dirac model. Therefore, any sign change of
the Dirac mass leads to localized Jackiw-Rebbi modes6–8.
Consequently, when the massive Dirac electrons are cou-
pled to ferromagnetic moments there will be a set of
protected one-dimensional edge states associated with
the boundary between magnetic domains with opposite
magnetization. Such edge states are responsible for the
anomalous quantum Hall effect,9 and are thought to give
rise to butterfly hysteresis in the magnetotransport prop-
erties of magnetic topological insulators.10,11 Magnetic
skyrmions, topological defects in the magnetization, give
rise to similar topologically protected electronic states at
the skyrmion perimeter.12
Magnetic skyrmions are localized topologically sta-
ble configurations of the magnetization for chiral
ferromagnets.13,14 We consider skyrmions in a planar
magnetic system having an easy-axis anisotropy and in
the presence of a finite applied magnetic field perpen-
dicular to the surface (along zˆ), both of which tend to
stabilize the skyrmion phase.14 Far from a skyrmion, the
magnetization, m, is uniformly aligned with the applied
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FIG. 1: (a) The magnetic texture, m = (mx,my,mz)
T , of an
isolated skyrmion, and (b), the probability density, |ψ(r)|2, of
an electronic state bound to the skyrmion. In (a), the color
scale represents mz, ranging from mz = −1 (blue) to mz = 1
(red). Arrows indicate the in-plane component of the mag-
netization, (mx,my)
T . The upper inset shows mz along the
dashed line. The skyrmion radiusR, defined through Eq. (10),
and healing length ξ, defined through Eq. (9), are the radius
and width of the white ring, respectively. The magnetization
plotted in (a) was determined numerically by solving Eq. (5)
using the procedure described in Appendix A with boundary
conditions corresponding to a single skyrmion. In (b) we plot
the probability density of the lowest-energy in-gap electronic
orbital for λ0 = R [with λ0 defined in Eq. (12)]. The wave-
function, ψ, was determined using the procedure described in
Appendix C with the magnetization plotted in (a). Here, ψ
corresponds to the j = 1/2 state of the continuum model [see
Eqs. (13), (14)]. We find numerically that this state has en-
ergy E/∆ = −0.614. The probability density, |ψ|2, along the
slice indicated by the dashed line is plotted in the top panel.
magnetic field, m ‖ zˆ. At the center of a skyrmion, the
magnetization is anti-aligned with the applied magnetic
field, m ‖ −zˆ. Across the perimeter of a skyrmion, mov-
ing radially outward, mz smoothly interpolates between
these boundary conditions as the magnetization vector
tilts in-plane, with the in-plane component of magneti-
zation perpendicular to the to the radial direction rˆ (for
Bloch-type skyrmions) [Fig. 1(a)]. The magnetization
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2vector m(r) at position r wraps the unit sphere as r tra-
verses the entire plane. This wrapping is a manifestation
of the skyrmion’s topological nature; the magnetization
associated with a skyrmion cannot be smoothly deformed
to a uniform ferromagnetic state. This fact, coupled
with a ferromagnetic exchange interaction that prohibits
sharp changes in the magnetization, makes skyrmions ex-
ceptionally stable. This stability is present even if the
skyrmion is higher in energy than the uniform ferromag-
netic phase. In Ref. [12], Hurst et al. consider a topo-
logical insulator surface coupled to a planar magnet that
hosts a skyrmion. They find a discrete set of protected
orbitals bound to the skyrmion [see, e.g., Fig. 1(b)]. Simi-
lar electronic states have also been investigated in related
systems.15,16
In this paper, we consider the interaction between a
pair of skyrmions on the surface of a MTI. In the ab-
sence of the Dirac surface states, a pair of skyrmions
in a chiral ferromagnet experiences a mutually repulsive
interaction at all distances.17 This repulsive interaction
decays exponentially with the inter-skyrmion separation
over the magnetic healing length, ξ. The healing length
is controlled by the applied magnetic field and easy-axis
anisotropy. Once the Dirac electronic system is cou-
pled to the magnetic system, skyrmion-bound electronic
states form. Their wave functions overlap and hybridize
when two skyrmions are close. If an electron occupies
the lowest-lying hybridized electronic state, there will
be an attractive contribution to the skyrmion-skyrmion
interaction from the associated molecular binding en-
ergy. This attractive interaction also decays exponen-
tially with separation and is governed independently by
the skyrmion-bound orbital decay length. Occupation of
the lowest-energy electronic orbital, and hence the at-
tractive interaction, can be controlled by coupling the
electronic system to a reservoir and tuning its chemical
potential. Frustrated magnetic systems, with compet-
ing antiferromagnetic and ferromagnetic couplings, may
show an oscillating repulsive/attractive interaction be-
tween skyrmions as a function of distance, even in the
absence of an electronic system.18,19 In this work, in con-
trast, our focus is on chiral ferromagnetic systems, where
the magnetic interaction is purely repulsive.
A central result of this work is a zero-temperature
skyrmion-skyrmion binding phase diagram, displaying
the stability of bound skyrmion pairs as a function of
the electrons’ chemical potential and magnetic healing
length. The healing length may be controlled through the
applied magnetic field and the easy-axis anisotropy. We
also extend these results to low, but finite, temperature
and establish concrete conditions to realize this effect ex-
perimentally. Understanding and controlling magnetic
skyrmion binding through the electronic system may be
important for both classical skyrmionic devices20 and for
possible qubit implementations.15
The remainder of this paper is structured as follows.
In Section II, we review the theory of individual magnetic
skyrmions. Evaluating the magnetic free energy of a sys-
tem containing two skyrmions as a function of skyrmion-
skyrmion separation reveals a short-range repulsive in-
teraction. In Section III, we consider the electronic sub-
system. Topologically protected electron orbitals bound
to single skyrmions hybridize to form molecular orbitals
in a two-skyrmion system. We determine the grand po-
tential of this system in contact with an electronic reser-
voir as a function of skyrmion-skyrmion separation and
conclude that the electronic system gives rise to an at-
tractive interaction. In Section IV, we analyze the to-
tal skyrmion-skyrmion interaction as a function of tun-
able parameters, finding a phase diagram for skyrmion-
skyrmion binding at zero temperature, and then address-
ing the case of low, but finite, temperature. Finally, in
Section V, we discuss the possibility to realize this effect
in Crx(Bi1−ySby)2−xTe3/(Bi1−ySby)2Te3 and justify the
approximations we have made in the context of this ma-
terial.
II. SHORT-RANGE MAGNETIC REPULSION
In this section, we consider the magnetic subsystem in
isolation to determine the range and character of the in-
trinsic repulsive skyrmion-skyrmion interaction. Starting
from a standard free energy for a planar chiral magnet,
with the addition of an easy-axis anisotropy, we deter-
mine the single-skyrmion magnetization. The skyrmion
is then characterized by two length scales: the radius, R,
and the healing length, ξ [see Fig. 1(a)]. Next, we numer-
ically determine the magnetic free energy of a system of
two skyrmions as a function of inter-skyrmion separation.
This analysis reveals that the magnetic repulsive interac-
tion decays exponentially with inter-skyrmion separation
over the healing length, ξ. If ξ is sufficiently short, the
repulsion will be overcome by a longer-range attractive
interaction due to the electronic subsystem.
The standard free energy for a two-dimensional chiral
magnet stabilizing skyrmions includes the ferromagnetic
exchange interaction, the Dzyaloshinskii-Moriya interac-
tion (DMI), and a perpendicular applied magnetic field.13
We consider this magnetic free energy with an additional
term accounting for an easy-axis anisotropy, which may
stabilize skyrmions in the absence of an applied magnetic
field. The free energy density, f , and total magnetic free
energy, FM , are
f =
J
2
(∇m)2 +Dm · (∇×m)−Bmz −Km2z, (1)
FM =
∫
d2r f. (2)
Here, J > 0 is proportional to the exchange constant, D
arises from the DMI,21,22 B is proportional to the out-
of-plane applied magnetic field, and K is the easy-axis
anisotropy. The magnetic system has a natural inverse
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FIG. 2: Skyrmion stability phase diagram in the K,B plane.
(a) for small K and B, the magnetic system is unstable to-
ward a spin spiral phase. Above this phase boundary (black
line), isolated skyrmions minimize the magnetic free energy.
Colored dots indicate the values of B,K used to perform nu-
merical calculations in the stable phase for Figs. 3,5 below
(see Table I). The phase boundary was determined using the
procedure described in Appendix B. In (b) and (c), we plot
the healing length, ξ, (blue), the skyrmion radius, R, (red),
and the ratio ξ/R (black) as a function of applied magnetic
field (b) and anisotropy (c) for the slices indicated in (a) with
a dashed and dotted line, respectively. The ratio ξ/R, which
must be small for a skyrmion bound state to form, is mini-
mized for small applied field and anisotropy approaching the
phase boundary
length scale κ, and a natural energy scale Bs:
κ =
D
J
, (3)
Bs =
D2
J
. (4)
We neglect fluctuations in |m|, which may be penal-
ized by terms quadratic and quartic in |m| (not explic-
itly included here). Without loss of generality, we set
|m| = 1. For D = 0 and B > 0, the ground state of
the magnetic system is uniform, with m = zˆ throughout
the plane. For finite D and sufficiently large B and/or
K, skyrmions may exist as locally stable features in the
magnetization.14 The presence of a skyrmion in the fer-
romagnetic background may either increase or decrease
the magnetic free energy depending on B and K. A dis-
cussion of the phase diagram of chiral magnets governed
by Eq. (1) is given in Refs. [23,24].
For sufficiently large B and/or K, a magnetic skyrmion
minimizes the magnetic free energy, i.e., it solves
δFM
δm
=0, (5)
with the boundary conditions m(r = 0) = −zˆ and
m(r →∞) = zˆ for positive B. These boundary con-
ditions ensure that the skyrmion is centered at r = 0,
and that the magnetization far from the skyrmion ap-
proaches the value it would have in the uniform ferromag-
netic phase. The magnetization profile of the skyrmion
may be parameterized as
m(r) =
sin [Θ(r)] cos (Wφ+ φ0)sin [Θ(r)] sin (Wφ+ φ0)
cos [Θ(r)]
, (6)
where W is the winding number of the skyrmion, and
φ0 determines its chirality. For D > 0, the specific
form of the DMI considered in Eq. (1) stabilizes spiral-
like (Bloch) skyrmions, with a definite chirality, φ0 =
+ pi/2 ,42 and a definite winding number, W = +1 (see,
e.g., Ref. 25).43 An individual skyrmion satisfies the
equation
δFM
δΘ
= 0, (7)
with the boundary condition Θ (r = 0) = pi, Θ(r →∞) =
0. Away from the skyrmion core, for Θ 1 and κr  1,
Eq. (7) is solved asymptotically by
Θ(r) ∝ K1
(
r
ξ
)
, (8)
where Kn is the modified Bessel function of the second
kind. The healing length,
ξ =
1
κ
√
Bs
B + 2K
, (9)
sets the scale for decay of the in-plane magnetiza-
tion far from the skyrmion. The asymptotic solution
given in Eq. (8) can be further simplified to Θ(r) ∝√
ξ/r exp(− r/ξ ) in the limit r  ξ. The skyrmion
radius, R, may be found numerically by inverting
Θ(R) =
pi
2
(10)
for Θ(r) satisfying Eq. (7). At the skyrmion radius, r =
R, the magnetization is entirely in-plane. The magnetic
texture of an isolated skyrmion is plotted in Fig. 1(a).
Although Eq. (5) has a skyrmion solution for any fi-
nite B or K, this solution does not describe a minimum
in the free energy for sufficiently small B and K. Below
a critical line in the B,K plane, skyrmions are unstable
to a transition towards a spin-spiral phase.25 We numeri-
cally determine this phase boundary, plotted in Fig. 2(a)
(see also Table I) through the procedure described in Ap-
pendices A and B. Above this phase boundary, localized
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FIG. 3: The dependence of the magnetic free energy, FM ,
on skyrmion-skyrmion separation, x, for a pair of skyrmions.
The magnetic free energy was determined numerically by pin-
ning the position of the skyrmions and allowing the remain-
ing magnetic degrees of freedom to relax (see Appendix A
for details). We compare FM (x) for several values of the ap-
plied field, B, and anisotropy, K (colored dots). The single-
skyrmion length scales for each (B,K) as well as the color-
scheme are presented in Table I. The magnetic free energy
relative to its large-separation limit, FM (x) − FM (∞), is fit
with the function K1(x/ξ ) (dashed line) and the proportion-
ality factor F0 is determined independently for each data set.
The healing length, ξ, is set by Eq. (9). Inset: the magneti-
zation profile for B/Bs = 0.1, K/Bs = 0.9 with x/ξ = 9.12.
skyrmions exist as stable minima of the magnetic free en-
ergy. A more extensive review of the theory of magnetic
skyrmions is given in Refs. [13,25].
We now consider a system of two skyrmions separated
by a distance x. Our goal is to establish that the intrinsic
inter-skyrmion interaction is repulsive and short-range,
with length scale ξ. This form of the intrinsic interaction
is expected based on the following reasoning. Far from
the skyrmion core, the magnetization is mostly aligned
with the applied field save for a small in-plane compo-
nent. Two skyrmions repel each other because they favor
opposing in-plane magnetization in the region between
them.17 The magnitude of this in-plane component is
determined by the length scale ξ. We therefore expect a
short-range repulsive interaction between skyrmions with
length scale ξ.
To verify this picture, we treat this problem numer-
ically on a lattice in a similar manner to Ref. [17].
We prepare an initial magnetic configuration with two
skyrmions separated by a specified distance. We then
freeze a magnetic moment within each skyrmion core
and minimize the magnetic free energy with respect to
variations in the remaining moments. Given this re-
laxed magnetization, we calculate the magnetic free en-
ergy and establish the final inter-skyrmion separation, x
for the relaxed configuration. By repeating this calcula-
tion with different initial inter-skyrmion separations, we
determine the magnetic free energy as a function of x.
Further details are given in Appendix A. The results of
this calculation are given in Fig. 3. We find that the
intrinsic magnetic inter-skyrmion interaction is well fit
Color κξ κR B/Bs K/Bs• 0.73 2.85 0.1 0.9
• 0.69 2.35 0.1 1.0
• 0.66 1.94 0.1 1.1
• 0.71 1.84 0.2 0.9
• 0.81 2.14 0.25 0.64
• 0.89 2.14 0.35 0.45
TABLE I: Magnetic-free-energy parameters and single-
skyrmion length scales for the numerical results used through-
out this work. The single-skyrmion length scales, ξ and R,
are determined from B and K through Eqs. (9) and (10).
We choose B and K within the stable region of the skyrmion
phase diagram [see Fig. 2(a)] to tune the ratio ξ/R. We set
λ0 = R when calculating the electronic states to ensure that
the skyrmions host discrete sets of orbitals.
by a modified Bessel function (of first order and second
kind) with the separation, x, scaled by ξ, consistent with
Eq. (8). This agreement holds over several orders of mag-
nitude of interaction strength. For sufficiently large inter-
skyrmion separations, errors in the numerical calculation
of FM (x) become comparable to the interaction energy
[FM (x) − FM (∞)], and we can no longer make numeri-
cal predictions. These results are entirely consistent with
the analogous calculation presented in Ref. [17], where it
was shown that the magnetic healing length determines
the range of the repulsive skyrmion-skyrmion interaction
for K = 0.
In the analysis given above, we have neglected the
long-range magnetic dipolar interaction. This can be
justified for skyrmions with a sufficiently small radius
R (reducing the total moment associated with each
skyrmion) and for a moderate separation x. In Sec. V,
we provide a more detailed justification of this ap-
proximation in the context of a candidate material,
Crx(Bi1−ySby)2−xTe3/(Bi1−ySby)2Te3.
III. ATTRACTIVE INTERACTION
This section addresses the attractive interaction ef-
fected by the electronic system. First, we consider the
electronic structure of the MTI surface resulting from
the hybridization of single-skyrmion orbitals. Next, we
integrate out the electronic subsystem, accounting for an
electronic reservoir at fixed chemical potential, to de-
termine the grand potential as a function of skyrmion-
skyrmion separation. This analysis leads us to conclude
that the MTI surface states can give rise to an attractive
skyrmion-skyrmion interaction.
In the absence of a magnetic subsystem, a three-
dimensional topological insulator surface is characterized
by an odd number of spin-orbit-coupled Dirac cones. We
consider a single Dirac cone centered at k = 0, which is
coupled to the magnetic system through a Zeeman-like
5term proportional to the local magnetization:
HMTI = ~v
∑
k
c†k(k× σ)zck
−∆
∫
d2rψ†rm(r) · σψr, (11)
where ck is a spinor of electronic annihilation operators
in momentum and ψr =
1√
A
∑
k exp(ik · r)ck is its real
space counterpart defined with the system’s area A. Fur-
thermore, v is the Fermi velocity, and ∆ is proportional
to the exchange interaction between the surface electrons
and the magnetic system. These parameters imply a nat-
ural length scale:
λ0 =
~v
∆
, (12)
and a natural energy scale, ∆.
The MTI surface Hamiltonian, Eq. (11), neglects the
magnetic vector potential. This is justified if the U(1)
phase acquired by electrons in the skyrmion-bound or-
bitals is small, i.e., the flux through the skyrmion area
is smaller than the flux quantum. This condition can
be written as R2B˜  Φ0 where B˜ ∝ B is the dimen-
sionful applied magnetic field. For a skyrmion of radius
R = 50 nm, this condition is satisfied for B˜  1 T. Equa-
tion (11) also neglects the direct Zeeman coupling of the
surface electrons to the applied magnetic field. This is
justified if the Zeeman-like exchange coupling to the mag-
netization is large compared to the Zeeman energy. In
Sec. V, we show that this limit is experimentally relevant.
For a uniform magnetization and finite ∆, mz gives
the surface Dirac electrons a finite mass, while the in-
plane components simply shift the Dirac point from k =
0. The resulting massive Dirac cone is characterized by
a finite Berry curvature, with sign determined by the
sign of mz. Thus, gapless states will be found where
mz changes sign.
7,8 These states are given below as the
eigenstates of Eq. (11) with a magnetization given by the
solution of Eq. (7). Since the skyrmion magnetization
has rotational symmetry, the energy eigenstates are a
product of angular and radial functions:
〈r|ψj〉 =
(
ei(j−
1
2 )φ 0
0 ei(j+
1
2 )φ
)
χj(r), (13)
where j is the half-integer total-angular-momentum
quantum number, and χj(r) =
(
χ↑j (r), χ
↓
j (r)
)T
is the
radial wave function. If the in-plane component of the
magnetization is divergenceless, as in the case of Bloch
skyrmions, we may work in a gauge where it does not
enter the radial wave equation:12(
−mz(r) −λ0 ddr − λ0
j+ 12
r
λ0
d
dr − λ0
j− 12
r mz(r)
)
χj(r) =
Ej
∆
χj(r).
(14)
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FIG. 4: Dependence of the in-gap spectrum on skyrmion
radius. The spectrum given in Ref. [12] for ξ = 0 (black
lines) is plotted with the numerically determined spectrum
for B/Bs = 0.1 and K/Bs = 0.9 (blue dots). For R/λ0 ∼ 1,
the skyrmion hosts a discrete set of bound orbitals, while for
R  λ0 the skyrmion hosts a linearly dispersing continuum
of chiral edge states.
For r −R  ξ, the magnetization approaches zˆ and the
asymptotic behavior of the bound-state wavefunction is
χj(r) ∼

√
1− Ej∆ Kj− 12
(
r
λj
)√
1 +
Ej
∆ Kj+ 12
(
r
λj
)
, (15)
where
λj =
λ0√
1−
(
Ej
∆
)2 . (16)
For R & λ0 there is a discrete set of states within the
Dirac mass gap with 〈r|ψj〉 localized to the skyrmion.
Away from the skyrmion, these wavefunctions decay with
length scale λj . Hurst et al. (Ref. 12) provide an explicit
solution for the wavefunctions in the limit ξ = 0 as well as
a transcendental equation for the electronic spectrum as
a function ofR (similar solutions are also given for related
models in Refs. 15,16). We determine the bound states
exactly on a lattice for the full single-skyrmion magne-
tization, msk(r). The magnetization profile, msk(r), is
determined from the solution to Eq. (7) using the ap-
proach discussed in Appendix C. In Fig. 4, we plot the
spectrum from Ref. [12] as a function of R (black lines)
together with the numerically determined spectrum for a
skyrmion with ξ = 0.256R (blue dots).
In a system hosting two skyrmions, the single-skyrmion
orbitals will overlap and hybridize to form molecular or-
bitals. We focus on the lowest-energy electronic state
with j = 1/2 in each skyrmion and construct a two-level
Hamiltonian to describe the orbital hybridization:
HMol =
∑
i=1,2
E0c
†
i ci + t
(
c†1c2 + c
†
2c1
)
, (17)
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FIG. 5: Molecular binding energy relative to the energy of
the single-skyrmion j = 1/2 state as a function of skyrmion-
skyrmion separation. The single-skyrmion orbitals decay into
the magnetic bulk with length scale λ [Eq. (16) with j = 1/2 ],
resulting in a similar decay for t(x). The phenomenological
dependence considered in Sec. IV, E0 − E− = t0K0
(
x
λ
)
,
is plotted with the dashed line. Here, t0 is determined for
each data set independently through a fit to the numerical
results (colored circles, corresponding to the parameters given
in Table I, which are determined using the approach described
in Appendix C). The single-skyrmion orbital decay length, λ,
is calculated using Eq. (16) with the numerically determined
energy of the single-skyrmion orbitals.
where E0 is the energy of the lowest-energy single-
skyrmion orbital and ci annihilates an electron in the
lowest-energy single-skyrmion orbital of skyrmion i. The
tunneling amplitude is given by
t =
〈
ψ1
∣∣M1∣∣ψ2〉 = 〈ψ2∣∣M1∣∣ψ1〉 , (18)
where
∣∣ψi〉 are the lowest-energy (j = 1/2 for R = λ0
and v > 0) single-skyrmion orbitals centered at ri, de-
fined through Eq. (13), and
Mi = −∆
[
msk(r− ri)− zˆ
] · σ (19)
is the ‘atomic potential’ of skyrmion i relative to the fer-
romagnetic background. The tunneling amplitude, t(x),
decays exponentially for x− 2R  λ where λ ≡ λj
for j corresponding to the lowest-energy single-skyrmion
orbital. This parametric dependence comes from the
asymptotic behavior of the single-skyrmion orbitals de-
fined in Eq. (15).
Equation (17) is diagonalized by molecular orbitals
with energies
E± = E0 ± |t(x)|. (20)
We neglect the doubly-occupied state for a skyrmion pair
at a sufficiently small separation x and for a weakly-
screened long-range Coulomb interaction. In Sec. V, we
justify this approximation in the context of recently syn-
thesized Cr doped (Bi2−ySby)2Te3 heterostructures.
2R 2R+ λ
x
µ
E0
2R 2R+ λ xµ
x
µ
E0
0
0
E0 − µ
(a)
(b)
FIG. 6: Two-skyrmion electronic spectrum (E+ and E−,
black) and zero-temperature grand potential (Φ, blue) at (a)
µ > E0 and (b) µ < E0 for the tunneling amplitude given
in Eq. (32). The chemical potential, µ, is plotted in gray.
For µ > E−, the lowest-energy molecular orbital is occupied
and the grand potential is given by Φ = E− − µ. When
µ < E−, the lowest-energy molecular orbital is unoccupied
and the grand potential is simply given by the energy of
the unoccupied state (Φ = 0). The tunneling amplitude,
t = (E+ − E−)/2 , decays exponentially with separation, over
the single-skyrmion orbital decay length, λ.
Figure 5 presents the binding energy as a function of
x for skyrmions with radius R = λ0. The binding en-
ergy is the difference between the lowest-lying molecular
orbital, E−(x), and the single-skyrmion orbital energy,
E0 = E−(∞). The binding energy indeed decays with
length scale λ, and is well fit by t0K0
(
x
λ
)
, as expected
from Eq. (18), and the asymptotic single-skyrmion wave-
functions, given in Eq. (15).
The effective interaction between a skyrmion pair is
determined by integrating out the electronic degrees of
freedom. The electronic state is determined through the
grand potential for a fixed separation x:
Φ(x) =− T ln (Z), (21)
Z =1 + e−
E−−µ
T + e−
E+−µ
T , (22)
Where we set Boltzman’s constant to 1 and assume that
the electronic subsystem is in contact with a reservoir at
temperature T and chemical potential µ. The molecule is
restricted to support N = 0, 1 electrons, consistent with
the discussion following Eq. (20).
The T = 0 behavior of Φ is sketched in Fig. 6. For
µ > E0, the lowest-energy molecular orbital is occupied
at all x and the grand potential is Φ = E−(x) − µ. For
7µ < E0, the lowest-energy molecular orbital crosses the
chemical potential at a separation xµ, above which it
becomes unoccupied. xµ is defined by
E−(xµ) ≡ µ. (23)
For a monotonically increasing energy E−(x) at T = 0,
the grand potential is therefore:
Φ =
{
E−(x)− µ x < xµ
0 x > xµ
. (24)
Since −Φ′(x) < 0, at T = 0, the electronic system ef-
fects an attractive force for x < xµ or when µ > E0. If
this attractive interaction overcomes the short-range re-
pulsive magnetic interaction discussed in Sec. II, a stable
bound skyrmion molecule will form.
IV. PAIR-BINDING PHASE DIAGRAM
The total free energy is given by the sum of the con-
tributions from the electronic system and the magnetic
system,
F (x) = FM (x) + Φ(x). (25)
Based on the possible functional forms of F (x) we iden-
tify four regimes whose nature and boundaries will be dis-
cussed below. The phase diagram is depicted in Fig. 7(a)
and a representative free-energy plot for each phase is
shown in Figs. 7(b)-(e). We denote the regimes of our
model as:
(i) the ‘stable’ regime, where the free energy has a unique
global minimum at finite skyrmion-skyrmion separation.
We denote this separation xB and refer to it as the bond
length. The stable regime is colored green in Fig. 7.
(ii) the ‘stable-hysteretic’ regime, where, in addition to
the global minimum at xB , there is a local minimum as
x→∞. This regime is colored in beige in the Fig. 7.
(iii) the ‘metastable-hysteretic’ regime, where there is a
local minimum at xB and a global minimum at infinite
separation. This phase is blue in Fig. 7.
(iv) the ‘unstable’ regime, where the free energy is a
monotonically decreasing function of separation, and
there is no bound state. This phase is colored white in
Fig. 7.
A. Zero temperature
At zero temperature, the electronic free energy is de-
fined piecewise through Φ = min [E−(x)− µ, 0], as shown
in Eq. (24) and Fig. 6(b). For any pair of µ, ξ, the phase
at zero temperature is determined from the balance of the
repulsive (magnetic) and attractive (electronic) forces at
a finite separation. We recall that the magnetic contri-
bution to the free energy, FM , is always repulsive and
decays quickly over a length scale ξ, while the electronic
contribution is attractive whenever the lower orbital state
is populated and is governed by the length scale λ. More-
over, we note that, for a bound state to form, the repul-
sion should be shorter-range than the attraction, ξ < λ.
We therefore scan ξ < λ and find the phase boundaries
for each ξ as a function of the chemical potential, µ.
(i) The stable phase—if µ is above the lowest molecular
orbital energy, E−, for all separations x, i.e., µ > E0,
then the orbital is always occupied and Φ(x) = E−(x)−µ
for all x. We therefore have both repulsion and attraction
everywhere and a balance of forces occurs at xB satisfying
F ′M (xB) + E
′
−(xB) = 0. (26)
This stable phase is characterized by a free energy with a
unique minimum at xB . In Fig. 7, the regime is bounded
from below by
µ > E0. (27)
(ii) The stable-hysteretic regime—in addition to the
stable regime, there are two other regimes in which a
bound state occurs. As discussed above, when the chem-
ical potential crosses E−(x) at some separation xµ, there
is an attractive force for x < xµ but no attraction for
x > xµ. If the forces balance at a separation where the
lower-energy orbital is populated, i.e., xB < xµ, there
will be a skyrmion bound state. The stable-hysteretic
regime and the stable regime are distinguished by the
behavior of the free energy at large separations. Be-
cause there is no attractive interaction for x > xµ in
the stable-hysteretic regime, there is a free-energy min-
imum as x → ∞. Between the to minima there is a
cusp-like energy barrier at xµ as depicted in Fig. 7(c). In
the stable-hysteretic phase the minimum at xB arises at
a lower free energy than the minimum at x→∞,
F (xB) < F (x→∞), (28)
so the bound state is stable. However, two skyrmions
prepared at large separation experience a repulsive in-
teraction and so remain unbound. This is the hysteretic
behavior alluded to in the name of the phase.
(iii) The metastable-hysteretic regime—the
metastable-hysteretic regime is distinguished from
the stable-hysteretic regime by the relative energies of
the bound and unbound configurations. In this regime
the unbound configuration globally minimizes the free
energy,
F (xB) > F (x→∞), (29)
but the molecular orbital is occupied at the bond length,
xB < xµ. The free-energy minimum at xB is local and
the bound state is therefore metastable. The lower bound
of this phase is found when the molecular orbital is de-
populated at xB , xB = xµ, and the attraction can no
longer overcome the repulsion at any separation.
8(iv) The unstable regime—in this regime, the repulsive
interaction dominates the free energy for all separations.
In this case the only free-energy minimum occurs as x→
∞. This occurs when the molecular orbital is unoccupied
at xB , as defined in Eq. (26), so xB is not a minimum
of the free energy. The unstable phase is defined by the
inequality:
xµ < xB , (30)
and the phase boundary is found by comparing the two
lengths.
In Fig. 7(a), we estimate the phase boundaries as de-
scribed above using the asymptotic behaviour of FM (x)
and Φ(x). In Fig. 3, we show that for x  ξ, 2R, the
magnetic free energy, FM (x) has the asymptotic form
FM (x) ∼ F0K1
(
x
ξ
)
, (31)
where F0 characterizes the strength of the repulsive inter-
action. Similarly, in Fig. 5, we show that the tunneling
amplitude, t(x) at x λ, has the asymptotic form
t(x) ∼ t0K0
(x
λ
)
, (32)
where t0 characterizes the strength of the tunnel split-
ting.
We use the above asymptotic forms to find the bond
length xB , the scale xµ, and the free energy at the mini-
mum F (xB) and use these quantities to draw the phase
diagram in Fig. 7. Moreover, it is possible to approx-
imate the functional form of the free energy further by
taking the asymptotic limit of the above Bessel functions:
FM (x) ∼
√
pi
2
F0
(
x
ξ
)− 12
e−x/ξ x ξ, (33)
E−(x) ∼ E0 −
√
pi
2
t0
(x
λ
)− 12
e−x/λ x λ. (34)
Balancing the derivatives of the two expressions above
and neglecting subleading terms in λ/x and ξ/x, we ob-
tain:
xB ∼ λξ
λ− ξ ln
(√
λ
ξ
F0
t0
)
. (35)
This limit is consistent with our assumption of x λ > ξ
when
F0
t0

√
ξ
λ
. (36)
Equation (35) shows that the bond length becomes
shorter as the ratio ξ/λ is decreased. The minimum of
the free energy can be found by substituting Eq. (35)
into the approximated form of F (x) using Eqs. (31), (32)
0 λ
E0
2R xB
FB
0
2R xB xµ
FB
0
F ∗
2R xBxµ
FB0
F ∗
2R ξ
xµ
0
ξ
µ
x x
x x
(a)
(b)
(d)
(c)
(e)
FIG. 7: (a) Zero-temperature phase diagram describing re-
gions of stable (green), stable-hysteretic (beige), metastable-
hysteretic (blue), and unstable (white) skyrmion pair bind-
ing as a function of the chemical potential, µ, and magnetic
healing length, ξ, for ξ < λ. (b) For large chemical poten-
tial (µ > E0) the lowest-energy molecular orbital is occupied
and the total skyrmion-skyrmion interaction, F = Φ + FM ,
has a unique minimum, F (xB), at a finite skyrmion-skyrmion
separation, xB . Thus, the skyrmions form a bound state.
(c,d) For intermediate chemical potential, the lowest-energy
molecular orbital is occupied for x < xµ, but is unoccupied
for x > xµ. The bound configuration remains locally stable,
but for x > xµ the skyrmion-skyrmion interaction is repul-
sive. Thus, both the bound and unbound configurations will
be long-lived. Which of these configurations is the ground
state is determined by comparing F (xB) and F (x→∞). (e)
For sufficiently low chemical potential, we have xµ < xb, and
the skyrmion-skyrmion interaction is strictly repulsive. The
unbound configuration is then favored. Please note that we
set the unknown F0 such that F (2R) = t0(2R) for each ξ.
9or Eqs. (33), (34). For x  ξ, λ, E−(x) and FM (x) are
approximately exponential giving
F ′M (x) ∼ −
1
ξ
FM (x) E
′
−(x) ∼ −
1
λ
t(x). (37)
This helps simplify the expression for F (xB) as the forces
[−F ′M (x), −E′−(x)] are equal in magnitude and opposite
in sign at the minimum xB . We may therefore write
F (xB) = E−(xB) + FM (xB)− µ, (38)
∼ E−(xB)
(
1− ξλ
)
− µ, (39)
which demonstrates that, as expected, the bound-
configuration minimum is deeper for smaller ratios of ξ/λ.
One should note that these estimates are based on the
asymptotic behavior of t(x) and FM (x) and hence are
accurate only in the limits mentioned above. However,
we stress that a bound state may exist well beyond these
limits. For example, in the limit where ξ  λ we may
view the magnetic repulsion as a hard-shell repulsion.
Therefore, the bound state would form at x = 2R where
the repulsion drops to zero while the attractive force is
given by −E′−(2R) 6= 0.
B. Finite temperature
At finite temperature the free energy changes due to
thermal occupation of the molecular orbital states as well
as thermal fluctuations in the skyrmion separation x and
possible changes in the magnetic free energy. In this sec-
tion we include the temperature only through its effect
on the population of the molecular orbitals. Beginning
in the stable regime at zero temperature, we determine
the conditions for which there may still be a bound state
when the temperature is raised. This may be addressed
qualitatively by plotting F (x) as defined in Eq. (25),
with the finite-temperature Φ given by Eq. (21), see, e.g.,
Fig. 8.
We assess the effect of temperature on the bound state
in the following way. We assume a large chemical po-
tential such that one of the molecular orbitals is always
occupied, µ−E±  T (but we still neglect double occu-
pancy). At finite temperature, the average occupations
of the states with energies E− and E+ shift away from
the zero-temperature limits of 1 and 0. The electronic
free energy, Φ(x) = E¯ − TS, has contributions from
both the entropy S and the average energy E¯. When
T  E+−E−, the populations of the two states are com-
parable, giving S → ln 2, and the average energy also be-
comes independent of x: E¯ → (E+(x) + E−(x)) /2 = E0.
Since Φ becomes x-independent, the attractive force is
suppressed as the temperature is raised. We therefore
define the temperature scale T ∗, controlled by the typi-
cal molecular energy scale at the free-energy minimum:
T ∗ = t(xB). (40)
For T  T ∗, the population of the E− state is signifi-
cantly larger than that of E+, the zero-temperature anal-
ysis applies, and the bound state persists. Above this
temperature, the electronic contribution to the free en-
ergy is suppressed. For T > T ∗ the suppression of the
attractive force is linear in t(x)/T and therefore one may
find a free-energy minimum even above T ∗. Since one of
the molecular states is always occupied under the condi-
tions described above, we can write the partition function
Z = eE0−µ
(
e−t(x)/T + et(x)/T
)
, (41)
and consequently find the attractive force,
f(x) =
T
Z
dZ
dx
= tanh
(
t(x)
T
)
t′(x). (42)
At high temperature, the attractive force f(x) is sup-
pressed, and decays exponentially at half the length scale
(λ/2) relative to the decay length of the low-temperature
attractive force (λ):
f(x) ' t(x)
T
t′(x) ∝ e−2x/λ; T  t(x), x λ. (43)
Although it is suppressed by temperature, the above force
may still overcome the magnetic repulsion at large sepa-
rations provided ξ < λ/2. For ξ  λ/2, we expect to see
a free-energy minimum at T > T ∗ which becomes shal-
low as the temperature is increased. For λ > ξ & λ/2, we
expect the minimum to vanish above T ∗. The two types
of behavior can be seen in Fig. 8.
V. POTENTIAL REALIZATION
A promising candidate material to host skyrmions that
may realize this effect is the topological insulator het-
erostructure Crx(Bi1−ySby)2−xTe3/(Bi1−ySby)2Te3. In
Ref. [26], Yasuda, et al. argue that this heterostruc-
ture hosts a skyrmion ground state for B˜ . 0.1 T at
T . 10 K. Band structure calculations suggest that
this material has an electronic gap of ∆ ≈ 10 meV
and a Fermi velocity of ~v ≈ 500 meV·nm.26 This sug-
gests that skyrmions of radius R & 50 nm would host
skyrmion bound states in this material. Accurate char-
acterization of the actual skyrmion size, e.g., by mag-
netic atomic force microscopy, would be necessary to en-
sure that this condition is fulfilled. For a tunnel coupling
t(2R) = 1 meV, and skyrmion-skyrmion binding energy
' 0.1 meV, skyrmion-skyrmion bound states should form
when T . 1 K.
Throughout this paper, we have neglected the repul-
sive dipolar interaction between skyrmions as well as the
magnetic vector potential. We have also assumed that
double-occupancy of the molecular orbitals is suppressed
by a weakly-screened Coulomb interaction. Here we ar-
gue that these approximations are justified for the het-
erostructure considered in Ref. [26] for skyrmions of ra-
dius R = λ0 = 50 nm and with t(2R) = 1 meV. Such
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FIG. 8: Total free energy as a function of separation at T = 0
(black), T = T ∗/5 (blue), T = T ∗ (grey), and T = 5T ∗ (red).
(a) For ξ = λ/3, there is a well-defined free-energy minimum
for all T , but this minimum is suppressed for T > T ∗. (b) For
ξ = 2λ/3, there is a free-energy minimum only for T  T ∗.
skyrmions will have Ej/∆ ≈ −0.6 for their lowest-energy
single-skyrmion orbitals (see Fig. 4), and will therefore
have an orbital decay length, defined through Eq. (16),
λ ≈ 60 nm.
The repulsive dipolar interaction between skyrmions
will dominate both the short-range repulsive interaction
considered in Sec. II and the short-range attractive inter-
action examined in Sec. III at large separations. We ap-
proximate the dipolar interaction energy as ED ≈ µ0|d|
2
4pix3
where d ≈ piαgsR2lV µB zˆ is the dipole moment due to the
core of a skyrmion. We estimate α ≈ 0.6 as the number
of dopants per unit cell,26 V ≈ 0.59 nm3 as the unit cell
volume,27 l ≈ 2 nm as the depth of the magnetic layer,26
and gs ≈ 1 as the magnitude of the moment of the dopant
atoms. The force due to the dipolar interaction balances
the force due to the attractive interaction at xD satis-
fying Φ′(xD) = E′D(xD), with Φ(x) defined in Eq. (21).
Under the above assumptions, this equality is satisfied
for xD ≈ 450 nm at T = 20 mK. Below this separation,
the repulsive dipolar force may be safely neglected.
In Eq. (11), we have neglected the contribution of the
magnetic vector potential by arguing that the U(1) phase
acquired by an electron in a skyrmion-bound orbital of
radius R = 50 nm is small for B˜  1 T. This is easily
satisfied for B˜ . 0.1 T, the field strength at which the
skyrmion crystal reported in Ref. [26] is stable.
Finally, we assumed that the molecular orbitals sup-
port only N = 0 or 1 electrons because of a large charg-
ing energy. The doubly-occupied state will be irrelevant
if the chemical potential is well below the sum of the
excited molecular orbital energy and the charging en-
ergy, i.e., if E+(x) + U(x) − µ  T , where U(x) is the
charging energy. This is naturally satisfied at all sep-
arations if E0 − µ  T . Thus, the majority of the
phase diagram, Fig. 7(a), is valid even for a vanishing
Coulomb interaction, provided that the temperature is
small compared to the binding energy. For a weakly-
screened Coulomb interaction, U(x) = e
2
4pi
exp(−x/λD )
x ,
where λD is the Debye length and  is the permittivity,
the doubly-occupied state may be neglected for separa-
tions smaller than xC satisfying E+(xC)+U(xC)−µ = T .
Assuming µ = E0, λD = 500 nm,  = 0 (i.e.,
e2
4pi = 1 eV-
nm), and T = 20 mK, we find xC ≈ 2.5 µm.
Based on the length scales estimated above, our anal-
ysis will be applicable provided that the skyrmions are
confined to a sample of size L < min (xC , xD) ≈ 450 nm.
Larger samples may still host stable bound states, but the
neglected effects will dominate the skyrmion-skyrmion
interaction at large separations.
In addition to the promising MTI candidate material
studied in Ref. 26, there may also be other systems where
it is possible to realize this effect, e.g. a TI device func-
tionalized with a magnetic top layer,28,29 or even in a
2-dimensional topological insulator (2DTI) setting. This
can be realized in a 2DTI where there are two massive
Dirac cones of unequal gap sizes (such as the Haldane
model30 with sublattice asymmetry31). If the coupling
to the magnetic system changes the mass of the two val-
leys in the same way, there would be a regime in which
a sign change in the magnetization amounts to a sign
change in the Dirac mass of only one valley. In the pres-
ence of skyrmions this would lead to electronic bound
states of the kind discussed here.
The DMI assumed here is essential to stabilize
skyrmions. This interaction is allowed in the bulk only
for non-centrosymmetric materials. However, an inter-
face may also break inversion symmetry leading to a
robust DMI (see, e.g., Ref. 32 for a review). A mag-
netic thin film on top of a topological insulator may then
naturally lead to the required DMI at the interface,33,34
without the need to specialize to non-centrosymmetric
materials.
VI. SUMMARY AND CONCLUSION
In summary, we have shown that a pair of skyrmions on
the surface of a magnetic topological insulator may expe-
rience a mutually attractive interaction. In the absence
of the topological insulator’s Dirac surface electrons, the
skyrmions will experience a repulsive interaction. The
contribution of the electronic system may be switched on
and off by tuning the chemical potential. For large chemi-
cal potential, the skyrmions form a bound state, while for
low chemical potential they remain unbound. For inter-
mediate chemical potential, both the bound and unbound
states are locally stable. A chemical-potential sweep from
11
low to high and back should therefore lead to hysteretic
binding and unbinding of the skyrmion pair. This hys-
teretic binding may find use in skyrmionic devices,20 ei-
ther as means of information storage, or as means to
couple electronic and skyrmionic degrees of freedom. It
may also be possible to generate GHz spin waves with-
out microwave-frequency magnetic fields via an AC gate
voltage. Such a magnon source could allow direct cou-
pling of conventional and spin-wave circuits. The condi-
tions laid out here for skyrmion binding could further-
more be used to realize stable qubits from the resulting
molecular states.15 Beyond the predictions made here,
the hybridization of skyrmion-bound orbitals may lead to
novel magnetoelectric effects within the skyrmion crystal
phase, and the contribution of the electronic free energy
may modify the skyrmion crystal phase boundary.
There is significant experimental effort in growing and
characterizing magnetic topological insulators capable of
supporting quantized anomalous Hall conductance and
related domain-wall-bound-state phenomena. Current
state-of-the-art Cr doped (Bi2−ySby)2Te3 heterostruc-
tures show signs of a skyrmion crystal phase,26,35,36 while
the recent discovery of easy-axis ferromagnetic van der
Waals materials may lead to a new class of magnetic
topological insulators.28,29 Magnetic topological insula-
tors proximity-coupled to a ferromagnetic thin film have
already been shown to host skyrmions.37 Observing the
effect considered in this work may be a natural next step
toward demonstrating that skyrmion physics on the sur-
face of a topological insulator leads to new and exciting
effects.
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Appendix A: Numerical solution of Eq. (5)
In the main text, we introduce a phenomenologi-
cal form of FM (x), the magnetic free energy for two
skyrmions separated by distance x. Since we have no
exact analytical solution for the free energy, FM (x), or
generally Eq. (5) with arbitrary boundary conditions, we
must numerically determine m(r) and FM (x) to justify
our phenomenological model. We outline our numerical
approach to minimize the magnetic free energy here.
To minimize FM , we evolve m with the partial differ-
ential equation
∂m
∂τ
= H− (m ·H)m (A1)
where τ is the simulation time and
H = −δFM
δm
. (A2)
Eq. (A1) is simply the component of the Landau-
Lifschitz-Gilbert equation38 that leads to relaxation. In
the long-time limit, when ∂m∂τ = 0, the magnetization has
been evolved to a configuration that minimizes FM [m]
under the constraint |m| = 1. We implement boundary
conditions by setting H(r) = 0 for r at boundaries and
choosing the correct initial condition.
To find FM (x), we initialize the magnetization in an
approximate configuration in the two-skyrmion topolog-
ical sector that should be close to the ground state. We
separate the magnetization into a left and a right region
and use the numerical solution of Eq. (7) to prepare a
single skyrmion centered at − x′/2 in the left region.
Similarly, we prepare a skyrmion at x′/2 in the right re-
gion. Then we fix H(± x′xˆ/2) = 0 to pin the skyrmion
cores and evolve the magnetization under Eq. (A1) un-
til dynamics cease. From the resulting magnetization
we can numerically evaluate Eq. (2) to find FM . How-
ever, the pinned skyrmion-skyrmion separation, x′, is not
the distance between the skyrmion centers. Since the
skyrmions repel, they will move away from each other
under Eq. (A1) until the pinned magnetic moments reach
the skyrmion perimeters. We determine the location of
the skyrmion centers, r±, by fitting the final mz with the
ansatz
Θ(r) =2
∑
i∈±
arctan
(
sinh R/ξ
sinh ρi/ξ
)
(A3)
ρ± =|r− r±|, (A4)
where mz = cos Θ. This fitting procedure is justified in
the limit (x− 2R)/ξ  1.
Appendix B: Numerical determination of
single-skyrmion instability phase boundary
In the Sec. II, we argue that the magnetic free en-
ergy is stationary for a skyrmion texture, i.e. Eq. (5)
is solved by Eq. (19), with Θ given by the solution of
Eq. (7). While this is true, for sufficiently low (B,K),
the single-skyrmion texture does not minimize FM . It is
instead a saddle-point solution. In this region of param-
eter space, skyrmions are unstable to transitions towards
a spin-spiral phase. This phase boundary is well known
in the literature,24 and is identified by our numerical sim-
ulations. For (B,K) below the instability phase bound-
ary, we find that Eq. (A1), which minimizes FM under
the constraint |m| = 1, takes an initial single-skyrmion
configurations to a final spiral configurations. To deter-
mine the phase boundary, we determine the lifetime of
the skyrmion configuration, prepared using the numeri-
cal solution of Eq. (7), under evolution with Eq. (A1). We
define the lifetime to be the time elapsed before the mag-
netization deviates from cylindrical symmetry. Specifi-
cally, we calculate the time τ∗ at which the z component
of the magnetization deviates from its azimuthal average
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by a small threshold:∫
dr
(
mz(r, τ
∗)− 〈mz(r, τ∗)〉φ
)2
= δ (B1)
where
〈mz〉φ =
1
2pi
∫
dφmz(r, φ). (B2)
The skyrmion lifetime diverges at the instability phase
boundary. We fit τ∗(B,K) for B,K within the unstable
phase using
τ∗(B,K) = A(K −K∗(B))α (B3)
to determine K∗(B), the critical anisotropy for a given
applied field. The phase boundary plotted in Fig. 7 is
determined by these K∗(B) for varying B. This phase
boundary is consistent with the phase diagram presented
in Ref. [24].
Appendix C: Numerical calculation of in-gap
electronic states
To justify our tight-binding model and verify the an-
alytical single-skyrmion orbitals, we determine the elec-
tronic surface states numerically on a lattice. We can
construct a lattice model whose low-energy excitations
are governed by Eq. (11). Following Ref. [39], we con-
sider an electronic system governed by
H =
∑
k
c†khkck + ∆
∑
i
ψiσ ·miψi, (C1)
where
hk =v[sin(kx)σy − sin(ky)σx]
+ η[2− cos(kx)− cos(ky)]σz. (C2)
The term proportional to η in Eq. (C2) gaps the lattice
model’s Dirac cones at the edge of the Brillouin zone,
leaving low-energy excitations only around k = 0. Thus
for η > ∆, the low-energy, long-wavelength, physics of
this model should be given by Eq. (11).
We used the python package Kwant40 to determine the
electronic structure associated with the magnetization
generated from the simulations described in Appendix
A.
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