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Abstract. We consider a homogenization problem associated with quasi-crystalline multiple inte-
grals of the form
uε ∈ Lp(Ω;Rd) 7→
ˆ
Ω
fR
(
x,
x
ε
, uε(x)
)
dx,
where uε is subject to constant-coefficient linear partial differential constraints. The quasi-crystalline
structure of the underlying composite is encoded in the dependence on the second variable of the
Lagrangian, fR, and is modeled via the cut-and-project scheme that interprets the heterogeneous
microstructure to be homogenized as an irrational subspace of a higher-dimensional space. A key
step in our analysis is the characterization of the quasi-crystalline two-scale limits of sequences of
the vector fields uε that are in the kernel of a given constant-coefficient linear partial differential
operator, A, that is, Auε = 0. Our results provide a generalization of related ones in the literature
concerning the A = curl case to more general differential operators A with constant coefficients, and
without coercivity assumptions on the Lagrangian fR.
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1 Introduction
The theory of homogenization addresses the description of the macroscopic or effective behavior
of a microscopically heterogeneous system. There are multiple applications in the fields of physics,
mechanics, materials science and other areas of engineering, including problems aimed at the modeling
of composites, stratified or porous media, finely damaged materials, or materials with many holes or
cracks.
From the mathematical viewpoint, homogenization is often associated with the study of the asymp-
totic behavior of oscillating partial differential equations, or of minimization problems deriving from
certain oscillating functionals, depending on one or more small-scale parameters that represent the
length scales of the heterogeneities.
A common assumption in the literature is based on the premise that the heterogeneities are evenly
distributed, leading to the mathematical assumption of periodicity in the so-called fast variable, which
encodes the heterogeneities in the mathematical problem. Even though the study of the effective
behavior of periodically structured heterogeneous media has enabled the study of more complex ones,
it is commonly accepted that periodicity is often not the most suited structural hypothesis. This
fact is at the basis of many recent works devoted to the study of the effective behavior of random
heterogenous materials whose small-length-scale properties are described at a statistical level only.
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Here, we are interested in materials with a quasi-crystalline microstructure characterized by small-
length-scale properties that are neither periodic nor random. Quasicrystals, also known as quasiperi-
odic crystals, are ordered structures that do not share the translational symmetry of traditional crys-
tals [47, 48]. A quasi-crystalline pattern can continuously fill an n-dimensional space, but will never
be translational symmetric in more than n− 1 linearly independent directions.
The discovery of quasicrystals was announced in the early 1980s by two groups of crystallogra-
phers, Schechtman, Blech, Gratias, and Cahn [47] and Levine and Steinhardt [37]. At first, this was
received with scepticism, and even hostility, by the the scientific community as quasicrystals violate
the foundations of classical crystallography. However, in 2011, Shechtman was awarded the Nobel
Prize in Chemistry for this discovery. A striking feature of quasicrystals is that their Bragg diffraction
displays peculiar five-, ten-, or twelve-fold symmetry orders in contrast with the rigid crystallography
of periodic crystals. Moreover, the assembly of quasi-crystalline tiling patterns is nonlocal and exhibit
similar patterns at different scales (self-similarity).
There has been a rich discussion and extensive efforts in various mathematical communities to model
quasicrystals; see [6, 12, 36, 40] and related references. A well-established mathematical approach to
study quasicrystals is based on aperiodic tilings of hyperplanes, in which one aims at finding a set of
geometric shapes, called tiles, paving the Euclidean plane without gaps or overlaps, in a non-periodic
manner only (see Figure 1). A systematic, but not exhaustive, scheme to derive such tilings is via the
cut-and-project method, introduce by de Bruijn [23] and further developed by Duneau and Katz [24],
which extends Penrose’s ideas of aperiodic tilings of the plane [45] to higher dimensions (see [7] for a
more detailed description).
Roughly speaking, n-dimensional quasi-crystalline patterns can be modeled by cutting periodic
tilings in an m-dimensional space, with m > n, through an n-dimensional subspace with irrational
slope. To be precise, given an n-dimensional quaiscrystal R and representing by σR : Rn → R a
constitutive property of R, we can find m ∈ N, with m > n, a Y m-periodic function σ : Rm → R with
Y m ⊂ Rm a parallelotope, and a linear map R : Rn → Rm such that
σR(x) = σ(Rx). (1.1)
Here, and in the sequel, we do not distinguish the linear map from its associated matrix in Rm×n, and
denote both by R. For instance, the matrix
R = 1√
2(τ + 2)

1 τ 0
τ 0 1
0 1 τ
−1 τ 0
τ 0 −1
0 −1 τ
 , with τ =
1 +
√
5
2 ,
is associated with the quasi-crystalline phase Al63.5Fe12.5Cu24 (see, for instance, [7]).
In general, there are multiple choices for m, σ, and R, which could lead to some ambiguity in our
asymptotic analysis. However, as proved in [7], the homogenization analysis does not depend on R
provided it satisfies the following diophantine condition
R∗k 6= 0 for all k ∈ Zm\{0}, (1.2)
whereR∗ denotes the transpose ofR. This condition implies that some entries ofR must be irrational,
which justifies the expression irrational slope used above.
Figure 1. A quasi-crystalline heterogeneous microstructure corresponding to the so-
called Penrose tiling of the plane with five-fold symmetry. Image source: wikipedia.
Quasi-crystalline composites and alloys have played a central role in materials science and other areas
of engineering [5, 31, 33]. Indeed, Al-Cu-Fe quasi-crystalline materials in polymer-based composites
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have significantly shown to improve wear-resistance to volume loss, and a two-fold increase in the
elastic moduli. As we mentioned before, the mathematical study of such quasi-crystalline composites
does not fit within the classical periodic homogenization theory. More appropriate in the context
of quasicrystal composites are almost-periodic and stochastic homogenization, which were initiated
with the works of Papanicolaou and Varadhan [44] and Kozlov [34], for partial differential equations,
and Dal Maso and Modica [19] within a variational framework; see also [8, 13, 22] and the references
therein. However, such approaches often lead to untractable formulas that do not take full advantage of
the quasi-crystalline feature of the problem. Instead, we adopt and further develop a homogenization
procedure based on the two-scale-cut-and-project convergence introduced in [7], and recently revisited
in [50].
In this paper, we initiate a research program devoted to the study of quasi-crystalline homoge-
nization problems involving oscillating integral energies under quasi-crystalline oscillating differential
constraints, in the framework of A-quasiconvexity. To be precise, we aim at characterizing the asymp-
totic behavior of integral energies of the form
Fε(uε) :=
ˆ
Ω
fR
(
x,
x
εα
, uε(x)
)
dx (1.3)
as ε → 0+, where εα > 0, with α > 0, represents the length-scale of the tiles featuring the quasi-
crystalline composite. Moreover, Ω ⊂ Rn with, n ∈ N, is an open and bounded set that represents
the container occupied by the composite, and fR is the Lagrangian of the system whose dependence
in the second variable, the fast variable, encodes the quasi-crystalline structure of the composite,
highlighted with the subscript R as in (1.1). Finally, uε is an abstract vector-valued order-parameter
whose physical interpretation might depend on the problem in question. A typical case is that in
which uε is curl-free, uε = ∇vε for some potential deformation vε. However, many applications require
that uε instead satisfies other linear partial differential constraints, such as Maxwell’s equations in the
case of electromagnetism, or, in the case of linear elasticity, uε is the symmetric part of a gradient. A
unified abstract approach to several of these constraints is that of A-free fields, as pioneered by Fonseca
and Müller [28] (see also [16, 17, 46]). To be precise, uε ∈ Lp(Ω;Rd) is subject to quasi-crystalline
oscillating differential constraints such as
Aεuε :=
n∑
i=1
AiR
( ·
εβ
)∂uε
∂xi
(·)→ 0 strongly in W−1,p(Ω;Rl)
or, in divergence form,
Aεuε :=
n∑
i=1
∂
∂xi
(
AiR
( ·
εβ
)
uε(·)
)
→ 0 strongly in W−1,p(Ω;Rl)
with d, l ∈ N and 1 < p <∞, where for every x ∈ Rn, AiR(x) ∈ Lin(Rd;Rl) features a quasi-crystalline
pattern, and β > 0 is a parameter. For the study of homogenization of integral energies with periodic
energy densities and under periodically oscillating A-free differential constraints, we refer the reader
to [9, 20, 21, 27, 35, 39].
As in the periodic setting [20, 21], we expect different asymptotic regimes according the ratio between
α and β. As a starting point to this extensive research project, we first focus here on the case where
β = 0 and AiR is independent of x, in which case uε is subjected to homogeneous first-order linear
partial differential constraints. Precisely, in this manuscript we address the problem of characterizing
the asymptotic behavior as ε→ 0+ of integral energies of the form
Fε(u) :=
ˆ
Ω
fR
(
x,
x
ε
, u(x)
)
dx (1.4)
for u ∈ Lp(Ω;Rd) satisfying Au = 0, where
Au :=
n∑
i=1
A(i)
∂u
∂xi
with A(i) ∈ Rl×d for all i ∈ {1, ...,n}. (1.5)
We refer to Section 2.2 for a rigorous definition of the identity Au = 0, in which case we say that
the vector field u is A-free (see Definition 2.1). A common assumption within studies involving A-
free vector fields is the constant-rank property, which states that there exists r ∈ N such that for all
w ∈ Rn \ {0}, we have
rankA(w) = r, (1.6)
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where A : Rn → Rl×d denotes the symbol of A, and is defined by
A(w) :=
n∑
i=1
A(i)wi (1.7)
for w ∈ Rn. We assume that our operator A satisfies the constant-rank property, and we refer the
reader to [28, 41, 49] for further insights on this property and on A-free fields.
Our asymptotic analysis of the energy integrals in (1.4) under the constraint (1.5) is based on
Γ-convergence techniques, whose key point is to find an integral representation to
Fhom(u) := inf
{
lim inf
ε→0+
Fε(uε) : uε ⇀ u in Lp(Ω;Rd), Auε = 0
}
. (1.8)
To state our main theorem regarding this integral representation, we first introduce the hypotheses on
the Lagrangian, fR : Ω× Rn × Rd → [0,∞):
(H1) (Quasi-crystallinity:) there exist m ∈ N, with m > n, a matrix R ∈ Rm×n satisfying (1.2), and
a continuous function f : Ω×Rm ×Rd → [0,∞) such that the function f(x, ·, ξ) is Y m-periodic
for each (x, ξ) ∈ Ω× Rd, with Y m denoting a paralleletope in Rm, and
fR(x, z, ξ) = f(x,Rz, ξ)
for all (x, z, ξ) ∈ Ω× Rn × Rd.
(H2) (Growth:) there exist p ∈ (1,∞) and C > 0 such that
0 6 fR(x, z, ξ) 6 C(1 + |ξ|p)
for all (x, z, ξ) ∈ Ω× Rn × Rd.
In the proof of the lower bound for the integral representation of Fhom, we will require, in addition,
(H3) (Convexity:) for all (x, y) ∈ Ω× Rm, the function ξ 7→ f(x, y, ξ) is convex and C1.
We refer the reader to Section 2 for a list of the main notations we use in this manuscript. However,
for the readability of our main results, we clarify upfront that Lp#(Y m;Rn) denotes the space of Y m-
periodic functions belonging to Lploc(Rm). Moreover, given a Lebesgue measurable set B ⊂ Rk, with
k ∈ N, we use the notation ffl
B
· in place of 1Lk(B)
´
B
·, where Lk(B) denotes the k-dimensional Lebesgue
measure of B.
Theorem 1.1. Let Ω ⊂ Rn be an open and bounded set, let fR : Ω×Rn×Rd → [0,∞) be a function
satisfying (H1)–(H3), let Fhom be the functional introduced in (1.8), and assume that (1.6) holds. Then,
for all
u ∈ UA :=
{
u ∈ Lp(Ω;Rd) : Au = 0}, (1.9)
we have
Fhom(u) =
ˆ
Ω
fhom(x, u(x)) dx,
where
fhom(x, ξ) := inf
v∈VA
 
Y m
f(x, y, ξ + v(y)) dy
with
VA :=
{
v ∈ Lp#(Y m;Rd) : v is AR∗-free in the sense of Definition 3.11 and
ˆ
Y m
v(y) dy = 0
}
.
(1.10)
Remark 1.2 (On the hypotheses of Theorem 1.1). (i) In the homogenization literature, mea-
surability of f with respect to the fast-variable is often preferred over continuity. As we further discuss
in Section 2.1, measurability of fR requires, in general, Borel-measurability of f . A common approach
to deal with lack of continuity is to combine periodicity with Scorza–Dragoni’s type results that, up to
a set of small measure, allow to reduce the problem to the continuity setting. Here, however, we cannot
use such an argument because a set of small m-dimensional Lebesgue measure, the ambient space for
the fast variable in terms of (the periodic function) f , may not have small n-dimensional Lebesgue,
the ambient space for the fast variable in terms of (the quasi-crystalline function) fR. (ii) The non-
convex case raises non-trivial difficulties in the quasi-crystalline setting, and will be the subject of a
forthcoming work.
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In the Sobolev setting, homogenization of integral energies of the form (1.4) under non-periodic
assumptions was undertaken in [8, 19, 32] in the A = curl case, assuming coercivity. Within the quasi-
crystalline framework, Theorem 1.1 extends these results to the general A-free setting and without
coercivity. We prove Theorem 1.1 in Section 4; the main tools we use here are based on Γ-convergence
and on two-scale convergence adapted to the quasi-crystalline setting, also called two-scale-cut-and-
project convergence. For brevity, and having in mind the relation (1.1), we refer to the two-scale-cut-
and-project convergence as R-two-scale convergence. This notion was introduced in [7] (also see [50])
as an extension of the usual notion of two-scale convergence [1, 43] to enable the study of composites
whose underlying microstructure has a quasi-crystalline feature.
Here, we further extend the study of R-two-scale convergence in two different ways. In [7, 50], the
authors consider sequences in L2 and their arguments are based on Fourier analysis relying heavily on
Parseval’s and Plancherel’s identities. Instead, we consider the more general case of Lp with p ∈ (1,∞).
Moreover, in [7] the authors characterize the limit, with respect to the R-two-scale convergence, of
bounded sequences in W 1,2, while in [50] the authors characterize the limit associated with bounded
sequences in L2 that are divergence-free or curl-free. Here, besides generalizing these results to the Lp
case, we provide a unified approach to all these cases by considering bounded sequences in Lp that are
A-free, in the spirit of [27] concerning the periodic case.
Next, we state our main result regarding the characterization of the limits of bounded sequences in
Lp that are A-free. We refer the reader to Sections 2.2 and 3.1, where we give a precise meaning to
the expressions “A-free” and “(A,AyR∗)-free” that we make use in this statement.
Theorem 1.3. Let R ∈ Rm×n satisfy (1.2). A function u ∈ Lp(Ω×Y m;Rd) is the R-two-scale limit of
an A-free sequence {uε}ε ⊂ Lp(Ω;Rd) if and only if u is (A,AyR∗)-free in the sense of Definition 3.13;
that is,
Au¯0 = 0 and AyR∗ u¯1 = 0 (1.11)
in the sense of Definition 2.1 and Definition 3.11, respectively, where u¯0 :=
´
Y m
u(·, y) dy and u¯1 :=
u− u¯0.
We prove Theorem 1.3 in Section 3.1, where we use similar arguments to those in [27] concerning
the periodic case. We observe that the sufficient part in Theorem 1.3, which guarantees that (1.11)
fully characterizes the R-two-scale limits, is new in the literature even for p = 2 and A = curl or
A = div treated in [7, 50]. Furthermore, in Section 5 we give an alternative proof of Theorem 1.3
for the A = curl case using arguments based on Fourier analysis that differ from those in [7, 50]
because Parseval’s and Plancherel’s identities do not hold for p 6= 2. This alternative proof provides an
equivalent alterative characterization for the R-two-scale limit of bounded sequences inW 1,p, and may
provide useful arguments to study homogenization problems involving quasi-crystalline functionals in
the A = curl case. This alternative characterization can be stated as follows.
Theorem 1.4. Let R ∈ Rm×n satisfy (1.2) and let Y m ⊂ Rm be a parallelotope. Then, a function
v ∈ Lp(Ω × Y m;Rn) is the R-two-scale limit of a sequence {∇vε}ε with {vε}ε bounded in W 1,p(Ω) if
and only if there exist v0 ∈W 1,p(Ω) and v1 ∈ Lp(Ω;GpR) such that
v = ∇v0 + v1,
where
GpR :=
{
w ∈ Lp#(Y m;Rn) : wˆk = λkR∗k for some {λk}k∈Zm ⊂ C with λ0 = 0
}
(1.12)
with wˆk :=
ffl
Y m
w(y)e−2piik·y dy, k ∈ Zm, denoting the Fourier coefficients of w.
Remark 1.5. We recall that if uε ∈ Lp(Ω;Rn) is curl-free in Rn with Ω simply connected, then
there exists vε ∈ W 1,p(Ω) such that uε = ∇vε. Thus, in terms of the notations in the two previous
results with d = n, we have u¯0 = ∇v0 and u¯1 = v1. In particular, (1.12) provides an alternative
characterization of AR∗ - and AyR∗ -free vector fields introduced in Definition 3.11 in the A = curl case
(also see Remark 5.7 for a detailed argumentation).
2 Notation and Preliminaries
Throughout this manuscript, m, n ∈ N are such that m > n, Ω ⊂ Rn is an open and bounded set,
Y m is a parallelotope in Rm, Π ⊂ Rn is a parallelotope in Rn, d, l ∈ N, and p, p′ ∈ (1,∞) are such that
1
p +
1
p′ = 1. Moreover, we assume that ε takes values on an arbitrary sequence of positive numbers
that converges to zero.
6 RITA FERREIRA, IRENE FONSECA, AND RAGHAVENDRA VENKATRAMAN
We use the subscript # within function spaces to highlight an underlying periodicity, in which case
the domain indicates the periodicity cell. For instance, C#(Y m) = {u ∈ C(Rm) : u is Y m-periodic}
and Lp#(Π) = {u ∈ Lploc(Rn) : u is Π-periodic}. Moreover, given a Lebesgue measurable set B ⊂ Rk,
with k ∈ N, we use the notation ffl
B
· in place of 1Lk(B)
´
B
·, where Lk(B) denotes the k-dimensional
Lebesgue measure of B.
Next, we compile the notation and main properties of the cut-and-project maps R and differential
operators A introduced in the Introduction, and that we make use in the sequel.
2.1 Cut-and-project maps R. In this paper, R : Rn → Rm is a linear map, whose associated
matrix in Rm×n is also denoted by R. We do not distinguish between the transpose matrix and the
adjoint of R, and denote both by R∗. We often assume that the criterion (1.2) on R,
R∗k 6= 0 for all k ∈ Zm\{0},
holds, in which case we refer to it explicitly.
As shown in [7], if g : Rm → R is a trigonometric polynomial, then the ergodic mean of g ◦ R,
M(g ◦R), is uniquely defined provided that R satisfies (1.2), in which case we have
M(g ◦R) := lim
τ→∞
1
2τn
ˆ
(−τ,τ)n
g(Rx) dx =
 
Y m
g(y) dy,
where Y m is a parallelotope in Rm representing the periodicity cell of g.
Throughout this manuscript, we consider functions σR as in (1.1). We observe that such definition
raises measurability issues. In fact, we can only guarantee that σR in (1.1) is measurable provided that
σ is Borel-measurable. We conjecture that there are functions σ ∈ L∞(Rm) for which the corresponding
function σR in (1.1) is not measurable. This conjecture is based upon the observation that the pre-
image of a measurable set B ⊂ Rm through R, R−1(B), acts as a projection of the set B onto the
lower-dimensional space Rn; moreover, as it is well-know, the projection of a measurable set may not
be measurable. To overcome this issue, we take in (1.1) the Borel representative of σ.
2.2 Differential operators A with constant coefficients. We consider homogeneous first-order
linear partial differential operators with constant coefficients, A, that map u : Ω→ Rd into Au : Ω→
Rl, of the form
Au :=
n∑
i=1
A(i)
∂u
∂xi
with A(i) ∈ Rl×d for all i ∈ {1, ...,n}.
The formal adjoint of A, which we denote by A∗, maps v : Ω→ Rl into A∗v : Ω→ Rd and is defined
by
A∗v := −
n∑
i=1
(
A(i)
)T ∂v
∂xi
.
We observe that A can be viewed as a bounded, linear operator A : Lp(Ω;Rd) → W−1,p(Ω;Rl) by
setting
〈Au, v〉 :=
ˆ
Ω
u · A∗v dx
for all u ∈ Lp(Ω;Rd) and v ∈W 1,p′0 (Ω;Rl). We observe further that if u ∈ C1c (Ω;Rd) and v ∈ C1c (Ω;Rl),
then ˆ
Ω
Au · v dx =
ˆ
Ω
u · A∗v dx
by integration by parts. Similarly, if u ∈ C1#(Π;Rd) and v ∈ C1#(Π;Rl), thenˆ
Π
Au · v dx =
ˆ
Π
u · A∗v dx.
We assume that A satisfies the constant-rank property, that is, there exists r ∈ N such that for all
w ∈ Rn \ {0}, we have rankA(w) = r, where A : Rn → Rl×d denotes the symbol of A, and is defined
by (1.7). As we mentioned in the Introduction, the constant-rank property is a common assumption
within studies involving A-free vector fields. We refer the reader to [28, 41, 49] for further insights on
this property and on A-free fields, whose notion we recall next.
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Definition 2.1 (A-free fields). (i) Given u ∈ Lp(Ω;Rd), we say that Au exists in Lp(Ω;Rl) if there
exists a function U ∈ Lp(Ω;Rl) such that, for every φ ∈ C1c (Ω;Rl), we haveˆ
Ω
u · A∗φ dx =
ˆ
Ω
U · φdx. (2.1)
In this case, we write Au := U. We say that u is A-free, and write Au = 0, if (2.1) holds with U = 0.
(ii) Given v ∈ Lp#(Π;Rd), we say that Av exists in Lp#(Π;Rl) if there exists a function V ∈ Lp#(Π;Rl)
such that, for every ϕ ∈ C1#(Π;Rl), we haveˆ
Π
u · A∗ϕdy =
ˆ
Π
V · ϕdy. (2.2)
In this case, we write Av := V. We say that v is A-free, and write Av = 0, if (2.2) holds with V = 0.
Remark 2.2 (A applied to vector fields depending on several variables). Whenever a vector
field depends on two or more variables, we index A with the underlying variable to which A is being
applied to the vector field. For instance, if u = u(x, y), then Axu refers to A applied to u as a function
of x with y regarded as a fixed parameter. Similarly, Ayu refers to A applied to u as a function of y
with x regarded as a fixed parameter.
A crucial result in the variational theory of A-free fields is the following A-free periodic extension
lemma, established in [28, Lemma 2.15]. We make repeated use of a similar statement, also proved
in [27, Lemma 2.8], and hence record it here for the readers’ convenience.
Lemma 2.3 (A-free periodic extension). Let Π ⊂ Rn be a parallelotope, let O ⊂ Π be an open
set, let 1 < p < ∞, and assume that A satisfies (1.6). Let {vn} ⊂ Lp(O;Rd) be a p-equiintegrable
sequence in O, with vn ⇀ 0 in Lp(O;Rd) and Avn → 0 in W−1,p(O;Rl). Then, there exist an A-free
sequence {un} ⊂ Lp#(Π;Rd), that is p-equiintegrable in Π, and a positive constat C = C(A) such that
un − vn → 0 in Lp(O;Rd), un → 0 in Lp(Π\O;Rd),
 
Π
un dy = 0,
‖un‖Lp(Π;Rd) 6 C‖vn‖Lp(O;Rd) for all n ∈ N.
Proof. The proof of this lemma with Π = (0, 1)n can be found in [28, Lemma 2.15] and [27, Lemma 2.8].
The case in which Π is an arbitrary parallelotope follows by an affine change of variables. 
3 Cut-and-project-two-scale convergence
The notion of two-scale convergence was first introduced in the L2 setting by Nguetseng [43], and
further developed by Allaire [1]. Initially, it was used to provide a mathematical rigorous justification
of the formal asymptotic expansions that are commonly adopted in the study of homogenization
problems. Posteriorly, the notion of two-scale convergence was extended, in particular, to Lp, L1,
BV , and Besicovitch spaces [3, 11, 13, 26, 38], and also to the multiple-scales case [2, 25, 29], that
enhanced several variational homogenization studies hinged on a Γ-convergence approach, such as
[4, 15, 26, 29, 42].
In this section, we first address the study of the notion of two-scale convergence in the quasi-
crystalline setting, which we refer to as cut-and-project-two-scale convergence (or, for brevity, R-two-
scale convergence), with R as in Section 2.1. We then prove Theorem 1.3.
As we mentioned in the Introduction, the R-two-scale convergence was introduced in [7] (also
see [50]) as an extension of the usual notion of two-scale convergence to enable the study of composites
whose underlying microstructure has a quasi-crystalline feature. Using arguments based on Fourier
analysis, the authors in [7] characterize the limit, with respect to the R-two-scale convergence, of
bounded sequences in W 1,2, while the authors in [50] characterize the limit associated with bounded
sequences in L2 that are divergence-free or curl-free. Here, besides generalizing these results to the
Lp setting, with 1 < p <∞, we provide a unified approach to all these cases by considering bounded
sequences in Lp that are A-free, with A as in Section 2.2. Our arguments are close to those in [27]
concerning the periodic case, and are hinged on properties of A-free vector fields.
We first introduce the definition of R-two-scale convergence in Lp(Ω;Rk). We make use of the
results in this section with k equal to either 1, d, l, or n.
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Definition 3.1 (R-two-scale convergence). We say that a sequence {uε}ε ⊂ Lp(Ω;Rk) R-two-
scale converges to a function u ∈ Lp(Ω× Y m;Rk) if for all ϕ ∈ Lp′(Ω;C#(Y m;Rk)) we have
lim
ε→0+
ˆ
Ω
uε(x) · ϕ
(
x,
Rx
ε
)
dx =
ˆ
Ω
 
Y m
u(x, y) · ϕ(x, y) dxdy (3.1)
and we write uε
R-2sc−−−−−⇀ u.
Remark 3.2 (Uniqueness of R-two-scale limits). There is uniqueness of the R-two-scale limit.
In fact, if {uε}ε ⊂ Lp(Ω;Rk) and u, u˜ ∈ Lp(Ω×Y m;Rk) are such that uε R-2sc−−−−−⇀ u and uε R-2sc−−−−−⇀ u˜,
then ˆ
Ω
 
Y m
(u(x, y)− u˜(x, y)) · ϕ(x, y) dxdy
for all ϕ ∈ Lp′(Ω;C#(Y m;Rk)). Hence, u = u˜ a.e. in Ω× Y m.
Remark 3.3 (On the test functions for R-two-scale convergence). Assume that {uε}ε is a
bounded sequence in Lp(Ω;Rk). Then, {uε}ε R-two-scale converges to a function u ∈ Lp(Ω× Y m;Rk)
if and only if (3.1) holds for all ϕ ∈ C∞c (Ω;C∞# (Y m;Rk)). To prove this statement, it suffices to use
the density of C∞c (Ω;C∞# (Y m;Rk)) in Lp
′(Ω;C#(Y m;Rk)) and the boundedness of {uε}ε in Lp(Ω;Rk).
The next two propositions characterize the relationship between the R-two-scale limit and the usual
weak and strong limits in Lp(Ω;Rk).
Proposition 3.4. Assume that {uε}ε ⊂ Lp(Ω;Rk) is a sequence that R-two-scale converges to a
function u ∈ Lp(Ω × Y m;Rk). Then, uε ⇀ u¯0 weakly in Lp(Ω;Rk), where u¯0(·) :=
ffl
Y m
u(·, y) dy. In
particular, {uε}ε is bounded in Lp(Ω;Rk).
Proof. Let φ ∈ Lp′(Ω;Rk), and set ϕ(x, y) := φ(x) for (x, y) ∈ Ω×Y m. Then, ϕ ∈ Lp′(Ω;C#(Y m;Rk)),
and by (3.1) we have
lim
ε→0+
ˆ
Ω
uε(x) · φ(x) dx = lim
ε→0+
ˆ
Ω
uε(x) · ϕ
(
x,
Rx
ε
)
dx
=
ˆ
Ω
 
Y m
u(x, y) · ϕ(x, y) dxdy =
ˆ
Ω
( 
Y m
u(x, y) dy
)
· φ(x) dx,
and this concludes the proof. 
Proposition 3.5. Let {uε}ε ⊂ Lp(Ω;Rk) and u ∈ Lp(Ω;Rk) be such that uε → u in Lp(Ω;Rk) as
ε→ 0+. Then, uε R-2sc−−−−−⇀ u.
Proof. Let ϕ ∈ Lp′(Ω;C#(Y m;Rk)). Using Hölder’s inequality, the convergence uε → u in Lp(Ω;Rk),
and Proposition 3.7 applied to ψ(x, y) := u(x) · ϕ(x, y), we get
lim sup
ε→0+
∣∣∣∣ ˆ
Ω
uε(x) · ϕ
(
x,
Rx
ε
)
dx−
ˆ
Ω
 
Y m
u(x) · ϕ(x, y) dxdy
∣∣∣∣
6 lim sup
ε→0+
(
‖uε − u‖Lp(Ω;Rk)‖ϕ‖Lp′ (Ω;C#(Y m;Rk))
+
∣∣∣∣ˆ
Ω
u(x) · ϕ
(
x,
Rx
ε
)
dx−
ˆ
Ω
 
Y m
u(x) · ϕ(x, y) dxdy
∣∣∣∣)
= 0. 
The proof of the following version of Riemann–Lebesgue’s lemma may be found in [7, Lemma 2.4].
This lemma will be used in the subsequent proposition, which encodes non-trivial examples of sequences
that R-two-scale converge, and will be useful to prove compactness of bounded sequences in Lp(Ω;Rk)
with respect to the R-two-scale convergence.
Lemma 3.6 (c.f. [7, Lemma 2.4]). Let φ ∈ C#(Y m;Rk), and assume that R satisfies (1.2). Then,
the sequence {φε}ε ⊂ L∞(Ω;Rk) defined by φε(x) := φ
(
Rx
ε
)
, x ∈ Ω, converges weakly-? in L∞(Ω;Rk)
to the constant function φ¯ :=
ffl
Y m
φ(y) dy.
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Proposition 3.7. Let ψ ∈ L1(Ω;C#(Y m;Rk)), and assume that R satisfies (1.2). Then
{
ψ
(·, R ·ε )}ε
is an equiintegrable sequence in L1(Ω;Rk) such that∥∥∥ψ(·, R ·
ε
)∥∥∥
L1(Ω;Rk)
6 ‖ψ‖L1(Ω;C#(Y m;Rk)) =
ˆ
Ω
sup
y∈Y m
|ψ(x, y)|dx (3.2)
and
lim
ε→0+
ˆ
Ω
ψ
(
x,
Rx
ε
)
dx =
ˆ
Ω
 
Y m
ψ(x, y) dxdy. (3.3)
Proof. The proof of (3.2) is immediate. Using this estimate (that holds with Ω replaced by any measur-
able set) and the integrability of the map x ∈ Ω 7→ supy∈Y m |ψ(x, y)|, we conclude that
{
ψ
(·, R(·)ε )}ε is
equiintegrable in L1(Ω;Rk). Finally, the proof of (3.3) follows along the lines of that of [38, Lemma 2.5],
which we detail next.
Step 1. Assume that ψ is of the form ψ(x, y) = ϕ(x)φ(y) with ϕ ∈ L1(Ω) and φ ∈ C#(Y m;Rk).
Then, (3.3) follows from Lemma 3.6.
Step 2. Assume that ψ is of the form ψ(x, y) =
∑j
k=1 ckχAk(x)φk(y), where j ∈ N, ck are distinct
real numbers, Ak are mutually disjoint measurable subsets of Ω, and φk ∈ C#(Y m;Rk). Then, (3.3)
follows from Step 1.
Step 3. Let ψ ∈ L1(Ω;C#(Y m;Rk)). We can find a sequence {ψj}j∈N of step functions as in Step 2
such that ψj → ψ in L1(Ω;C#(Y m;Rk)) as j →∞. Fix j ∈ N; in view of (3.2), we have∣∣∣∣ ˆ
Ω
ψ
(
x,
Rx
ε
)
dx−
ˆ
Ω
 
Y m
ψ(x, y) dxdy
∣∣∣∣
6
ˆ
Ω
∣∣∣∣ψ(x, Rxε )− ψj(x, Rxε )
∣∣∣∣ dx+ ∣∣∣∣ˆ
Ω
ψj
(
x,
Rx
ε
)
dx−
ˆ
Ω
 
Y m
ψj(x, y) dxdy
∣∣∣∣
+
ˆ
Ω
 
Y m
∣∣ψj(x, y)− ψ(x, y)∣∣ dxdy
6
(
1 + [Lm(Y m)]−1)‖ψ − ψj‖L1(Ω;C#(Y m;Rk)) + ∣∣∣∣ ˆ
Ω
ψj
(
x,
Rx
ε
)
dx−
ˆ
Ω
 
Y m
ψj(x, y) dxdy
∣∣∣∣.
Letting ε→ 0+ and using Step 2 first, and then letting j →∞, we obtain (3.3) from the convergence
ψj → ψ in L1(Ω;C#(Y m;Rk)) as j →∞. 
Corollary 3.8. Let ψ ∈ Lp(Ω;C#(Y m;Rk)), and assume that R satisfies (1.2). Then,
{
ψ
(·, R ·ε )}ε
is a p-equiintegrable sequence in Lp(Ω;Rk) that R-two-scale converges to ψ.
Proof. The p-equiintegrability assertion follows from Proposition 3.7 applied to |ψ|p. The R-two-scale
convergence assertion follows from (3.3) with ψ replaced by ψϕ, where ϕ ∈ Lp′(Ω;C#(Y m;Rk)) is an
arbitrary function. 
Using the previous proposition, we establish next a compactness property with respect to the R-
two-scale convergence.
Proposition 3.9. Let {uε}ε ⊂ Lp(Ω;Rk) be a bounded sequence, and assume that R satisfies (1.2).
Then, there exist a subsequence ε′  ε and a function u ∈ Lp(Ω× Y m;Rk) such that uε′ R-2sc−−−−−⇀ u.
Proof. The proof follows along the lines of that of [38, Theorem 14].
To simplify the notation, set X := Lp′(Ω;C#(Y m;Rk)), and denote by X ′ the dual of X. Let
Lε : X → R be the linear map defined, for ϕ ∈ X, by
Lε(ϕ) :=
ˆ
Ω
uε(x) · ϕ
(
x,
Rx
ε
)
dx.
By Hölder’s inequality, we have |Lε(ϕ)| 6 c‖ϕ‖X , where c := supε ‖uε‖Lp(Ω;Rk). Thus, by the Riesz
representation theorem, there exists Uε ∈ X ′ such that 〈Uε, ϕ〉X′,X = Lε(ϕ) for all ϕ ∈ X. Next, we
observe that X is separable and ‖Uε‖X′ = supϕ∈X,‖ϕ‖X61 |〈Uε, ϕ〉X′,X | 6 c. Hence, by the Alaoglu
theorem, there exist a subsequence ε′  ε and a function U ∈ X ′ such that limε′→0+〈Uε′ , ϕ〉X′,X =
〈U,ϕ〉X′,X for all ϕ ∈ X. Passing the inequality
|〈Uε′ , ϕ〉X′,X | = |Lε′(ϕ)| 6 c
(ˆ
Ω
∣∣∣ϕ(x, Rx
ε′
)∣∣∣p′ dx) 1p′
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to the limit as ε′ → 0+, and invoking Proposition 3.7 applied to ψ(x, y) := |ϕ(x, y)|p′ , we obtain
|〈U,ϕ〉X′,X | 6 c
(ˆ
Ω
 
Y m
|ϕ(x, y)|p′ dxdy
) 1
p′
= c
[Lm(Y m)]− 1p′ ‖ϕ‖Lp′ (Ω×Y m;Rk) (3.4)
for all ϕ ∈ X. Finally, using the density of X in Lp′(Ω× Y m;Rk), U can be continuously extended to
Lp
′(Ω×Y m;Rk) with (3.4) valid for all ϕ ∈ Lp′(Ω×Y m;Rk). Consequently, by the Riesz representation
theorem there exists u¯ ∈ Lp(Ω× Y m;Rk) such that, for all ϕ ∈ Lp′(Ω× Y m;Rk),
〈U,ϕ〉X′,X =
ˆ
Ω
ˆ
Y m
u¯(x, y) · ϕ(x, y) dxdy.
In particular, this last identity holds for all ϕ ∈ X, from which we conclude the proof by taking
u := Lm(Y m) u¯. 
Remark 3.10. As shown in [7, Remark 2.8], Proposition 3.9 may fail if there exists k ∈ Zm\{0} such
that R∗k = 0.
3.1 R-two-scale limits of A-free sequences. In this subsection, we characterize the R-two-scale
limits associated with Lp-bounded sequences of A-free vector fields, as stated in Theorem 1.3. As
we will show, this characterization is intimately related to the notion of (A,AyR∗)-free vector fields
introduced below.
Definition 3.11 (AR∗- and AyR∗-free fields). We say that v ∈ Lp#(Y m;Rd) is AR∗-free, and write
AR∗v = 0, if for all ψ ∈ C1#(Y m;Rl), we haveˆ
Y m
v(y) · A∗Rψ(y) dy = 0, (3.5)
where
A∗R := −
n∑
i=1
m∑
m=1
(A(i))TRmi
∂
∂ym
.
We say that w ∈ Lp(Ω;Lp#(Y m;Rd)), with w = w(x, y), is AyR∗-free, and write AyR∗w = 0, if
AR∗w(x, ·) = 0 for a.e. x ∈ Ω.
Remark 3.12 (On the notion of AR∗-free). If v ∈ C1#(Y m;Rd) satisfies (3.5), then integration
by parts yields
0 =
ˆ
Y m
v(y) · A∗Rψ(y) dy = −
ˆ
Y m
v(y) ·
n∑
i=1
m∑
m=1
(A(i))TRmi
∂ψ
∂ym
(y) dy
= −
ˆ
Y m
n∑
i=1
m∑
m=1
R∗imA
(i)v(y) · ∂ψ
∂ym
(y) dy =
ˆ
Y m
n∑
i=1
m∑
m=1
R∗imA
(i) ∂v
∂ym
(y) · ψ(y) dy
for all ψ ∈ C1#(Y m;Rl). Thus, AR∗v = 0 pointwise in Rm, where AR∗ := −
∑n
i=1
∑m
m=1R
∗
imA
(i) ∂
∂ym
.
We observe further that, as a consequence of our analysis in the Appendix (see Remark 5.7), in the
A = curl case, in Rn, we have that v ∈ Lp#(Y m;Rn) is AR∗ -free if and only if v ∈ GpR, where GpR is
given by (1.12).
Definition 3.13 ((A,AyR∗)-free fields). Let w ∈ Lp(Ω;Lp#(Y m;Rd)), and define w¯0 ∈ Lp(Ω;Rd)
and w¯1 ∈ Lp(Ω;Lp#(Y m;Rd)) by setting w¯0 :=
´
Y m
w(·, y) dy and w¯1 := w − w¯0. We say that w is
(A,AyR∗)-free if
Aw¯0 = 0 and AyR∗w¯1 = 0
in the sense of Definition 2.1 and Definition 3.11, respectively.
The next proposition shows that the R-two-scale limit of an Lp-bounded sequence of A-free vector
fields is necessarily (A,AyR∗)-free.
Proposition 3.14. Let {uε}ε be a bounded and A-free sequence in Lp(Ω;Rd). Assume that there
exists a function u ∈ Lp(Ω×Y m;Rd) such that uε R-2sc−−−−−⇀ u. Then, u is (A,AyR∗)-free in the sense of
Definition 3.13.
HOMOGENIZATION OF QUASICRYSTALS 11
Proof. Let φ ∈ C1c (Ω;Rl). Using the fact that each uε is A-free first, and invoking (3.1) applied to
ϕ := A∗φ, we get
0 = lim
ε→0+
ˆ
Ω
uε(x) · A∗φ(x) dx =
ˆ
Ω
 
Y m
u(x, y) · A∗φ(x) dxdy =
ˆ
Ω
u¯0(x) · A∗φ(x) dx (3.6)
where u¯0 :=
´
Y m
u(·, y) dy. Recalling Definition 2.1, (3.6) shows that Au¯0 = 0 in Lp(Ω;Rl).
Next, we prove that AyR∗ u¯1 = 0 with u¯1 := u − u¯0. Let φ ∈ C1c (Ω) and ψ ∈ C1#(Y m;Rl), and set
ϕε(x) := εφ(x)ψ
(
Rx
ε
)
for x ∈ Ω. Then ϕε ∈ C1c (Ω;Rl) with
A∗ϕε(x) = −
n∑
i=1
(A(i))T ∂ϕε
∂xi
(x)
= −ε
n∑
i=1
∂φ
∂xi
(x)(A(i))Tψ
(Rx
ε
)
− φ(x)
n∑
i=1
[
(A(i))T
m∑
m=1
∂ψ
∂ym
(Rx
ε
)
Rmi
]
= −ε
n∑
i=1
∂φ
∂xi
(x)(A(i))Tψ
(Rx
ε
)
− φ(x)
n∑
i=1
m∑
m=1
(A(i))TRmi
∂ψ
∂ym
(Rx
ε
)
.
Hence, arguing as above, we have
0 = lim
ε→0+
ˆ
Ω
uε(x)A∗ϕε(x) dx
= lim
ε→0+
ˆ
Ω
uε(x) ·
(
− ε
n∑
i=1
∂φ
∂xi
(x)(A(i))Tψ
(Rx
ε
)
− φ(x)
n∑
i=1
m∑
m=1
(A(i))TRmi
∂ψ
∂ym
(Rx
ε
))
dx
= −
ˆ
Ω×Y m
u(x, y) ·
(
φ(x)
n∑
i=1
m∑
m=1
(A(i))TRmi
∂ψ
∂ym
(y)
)
dxdy
= −
ˆ
Ω
 
Y m
u(x, y) · φ(x)A∗Rψ(y) dxdy = −
ˆ
Ω
 
Y m
u¯1(x, y) · φ(x)A∗Rψ(y) dxdy,
(3.7)
where in the last equality we used the fact that u¯0 depends only on x and
´
Y m
A∗Rψ(y) dy = 0 by the
periodicity of ψ.
Because (3.7) holds for all φ ∈ C1c (Ω) and ψ ∈ C1#(Y m;Rl) and C1#(Y m;Rl) is separable, we conclude
that AyR∗ u¯1 = 0 in the sense of Definition 3.11. 
The next proposition shows that Proposition 3.14 fully characterizes the R-two-scale limit of an
Lp-bounded sequence of A-free vector fields, as we prove that any (A,AyR∗)-free vector field is attained
as the R-two-scale limit of such a sequence. As we mentioned in the Introduction, this result is new
in the literature even for p = 2 and A = curl or A = div which were treated in [7, 50].
Proposition 3.15. Let u ∈ Lp(Ω;Lp#(Y m;Rd)) be a (A,AyR∗)-free vector field in the sense of Defini-
tion 3.13, and assume that R satisfies (1.2). Then, there exists a bounded and A-free sequence, {uε}ε,
in Lp(Ω;Rd) such that uε
R-2sc−−−−−⇀ u.
Proof. Fix u ∈ Lp(Ω;Lp#(Y m;Rd)), a (A,AyR∗)-free vector field. We have
Au¯0 = 0 and AyR∗ u¯1 = 0 (3.8)
in the sense of Definition 2.1 and Definition 3.11, respectively, where u¯0 :=
´
Y m
u(·, y) dy and u¯1 :=
u− u¯0. Note that for a.e. x ∈ Ω, it holdsˆ
Y m
u¯1(x, y) dy = 0. (3.9)
We will proceed in three steps.
Step 1. Assume that u¯0 = 0 and u¯1 ∈ C1c (Rn;C1#(Y m;Rd)). In this case, (3.9) holds for all x ∈ Ω
and, as observed in Remark 3.12, we have
AR∗ u¯1 = 0 pointwise in Ω× Rm, where AR∗ = −
n∑
i=1
m∑
m=1
R∗imA
(i) ∂
∂ym
. (3.10)
For each ε > 0, define vε ∈ C1c (Rn) by setting
vε(x) := u¯1
(
x,
Rx
ε
)
for x ∈ Rn. (3.11)
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By Corollary 3.8 and Proposition 3.4, together with (3.9), we obtain
{vε}ε is a p-integrable sequence in Lp(Ω;Rd),
vε
R-2sc−−−−−⇀ u¯1,
vε ⇀ 0 weakly in Lp(Ω;Rd).
(3.12)
On the other hand, in view of (3.10) and recalling Remark 2.2, we have
Avε(x) = (Axu¯1)
(
x,
Rx
ε
)
for all x ∈ Ω. Because Axu¯1 ∈ Cc(Rn;C1#(Y m;Rl)), we may invoke Proposition 3.4 and (3.9) once
more to conclude that
Avε ⇀
ˆ
Y m
(Axu¯1)(x, y) dy = Ax
(ˆ
Y m
u¯1(x, y) dy
)
= 0 weakly in Lp(Ω;Rl).
Hence,
Avε → 0 in W−1,p(Ω;Rl). (3.13)
Let Π ⊂ Rn be a parallelotope containing Ω. By Lemma 2.3, we can find a p-equiintegrable sequence
in Π, {uε}ε ⊂ Lp(Π;Rd), and a positive constant depending only on A, C = C(A), such that
Auε = 0 for all ε > 0,
uε − vε → 0 in Lp(Ω;Rd),
‖uε‖Lp(Π;Rd) 6 C‖vε‖Lp(Ω;Rd) for all ε > 0.
(3.14)
To conclude Step 1, we observe that the second condition in (3.12) and (3.14), together with Proposi-
tion 3.5, yield
uε
R-2sc−−−−−⇀ u¯1. (3.15)
Step 2. Assume that u¯0 = 0 and u¯1 ∈ Lp(Ω;Lp#(Y m;Rd)).
For all y ∈ Rm, we extend u¯1(·, y) by zero outside Ω, which we still denote by u¯1. Let {ρj}j∈N ⊂
C∞c (Rn) and {ρ#j }j∈N ⊂ C∞# (Y m) be sequences of standard, symmetric, mollifiers. For each j ∈ N, we
define
u˜j(x, y) :=
ˆ
Rn
ˆ
Y m
u¯1(x′, y′)ρj(x− x′)ρ#j (y − y′) dx′dy′
=
ˆ
Rn
ˆ
Y m
u¯1(x′, y′ + y)ρj(x− x′)ρ#j (y′) dx′dy,
where in the last equality we used the Y m-periodicity of u¯1 along with the symmetry and Y m-periodicity
of ρ#j . By standard mollification arguments, we have u˜j ∈ C∞c (Rn;C∞# (Y m;Rd)) with
‖u˜j‖Lp(Rn;Lp(Y m:Rd)) 6 ‖u¯1‖Lp(Ω;Lp(Y m:Rd)).
Moreover,
AR∗ u˜j = 0 pointwise in Ω× Rm and
ˆ
Y m
u˜j(·, y) dy = 0
by (3.8) and (3.9), together with the Y m-periodicity of u¯1 and Fubini’s theorem.
By Step 1, for each j ∈ N, we can find a p-equiintegrable sequence in Π, {u(j)ε } ⊂ Lp(Π;Rd),
satisfying (3.14)–(3.15) with uε replaced by u(j)ε and, recalling (3.11), vε replaced by
v(j)ε (x) := u˜j
(
x,
Rx
ε
)
for x ∈ Rn.
In particular, we have
lim sup
j→∞
lim sup
ε→0+
ˆ
Ω
∣∣u(j)ε (x)∣∣p dx 6 Cp lim sup
j→∞
lim sup
ε→0+
ˆ
Ω
∣∣∣u˜j(x, Rx
ε
)∣∣∣p dx
= Cp lim sup
j→∞
ˆ
Ω×Y m
|u˜j(x, y)|p dxdy
6 Cp‖u¯1‖Lp(Ω;Lp(Y m:Rd)).
This estimate and the separability of Lp′(Ω;C#(Y m;Rd)) allow us to use a diagonalization argument
as in [25, proof of Proposition 1.11 (p.449)] to find a sequence (jε)ε such that jε →∞ as ε→ 0+ and
uε := u(jε)ε satisfies the required properties.
Step 3. We treat the general case.
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By Step 2, there exists a bounded and A-free sequence, {uε}ε, in Lp(Ω;Rd) such that uε R-2sc−−−−−⇀ u1.
Defining uˆε := u0 +uε, we have Auˆε = 0 and uˆε R-2sc−−−−−⇀ u0 +u1 = u, using (3.8) and Proposition 3.5.

Proof of Theorem 1.3. The statement in Theorem 1.3 in an immediate consequence of Propositions 3.14
and 3.15. 
4 Γ-convergence homogenization
In this section, we prove Theorem 1.1. To this end, we first show in Theorem 4.1 below that the
sequence {Fε}ε, with Fε given by (1.4), Γ-converges to a certain functional, Fhom, with respect to the
weak topology in Lp(Ω;Rd), as ε → 0+. Then, in Proposition 4.6 below, we establish the integral
representation for this Γ-limit as stated in Theorem 1.1.
Theorem 4.1. Let Ω ⊂ Rn be an open and bounded set, let fR : Ω×Rn×Rd → [0,∞) be a function
satisfying (H1)–(H3), let Fε be the functional introduced in (1.4), and assume that (1.6) holds. Then,
the sequence {Fε}ε Γ-converges on UA =
{
u ∈ Lp(Ω;Rd) : Au = 0} as ε → 0+, with respect to the
weak topology in Lp(Ω;Rd), to the functional Fhom defined, for u ∈ UA, by
Fhom(u) := inf
w∈WA
ˆ
Ω
 
Y m
f(x, y, u(x) + w(x, y)) dxdy,
where
WA :=
{
w ∈ Lp(Ω;Lp#(Y m;Rd)) :w is (A,AyR∗)-free in the sense of Definition 3.13,
with
ˆ
Y m
w(·, y) dy = 0
}
.
(4.1)
Precisely, given an arbitrary sequence {εn}n∈N ⊂ R+ converging to 0, the following pair of statements
holds:
1. (Γ-liminf inequality) Let {un}n∈N ⊂ UA be a sequence such that un ⇀ u in Lp(Ω;Rd) for some
u ∈ Lp(Ω;Rd). Then, u ∈ UA and
lim inf
n→∞ Fεn(un) > Fhom(u).
2. (recovery sequence) For every u ∈ UA, there exists sequence {un}n∈N ⊂ UA such that un ⇀ u
in Lp(Ω;Rd) and
lim sup
n→∞
Fεn(un) 6 Fhom(u).
The proof of Theorem 4.1 is obtained as a consequence of Propositions 4.3 and 4.4 below. We begin
with a lemma that will be used in the subsequent proposition, where we establish the recovery sequence
property, and is a simple adaptation of [27, Proposition 3.5-(i)].
Lemma 4.2. Assume that hypotheses (H1)–(H2) hold. Let {εn}n∈N ⊂ R+ be a sequence converging
to 0, and let {un}n∈N, {wn}n∈N ⊂ Lp(Ω;Rd) be two p-equiintegrable sequences such that limn→∞ ‖un−
wn‖Lp(Ω;Rd) = 0. Then,
lim
n→∞
ˆ
Ω
[
fR
(
x,
x
εn
, un(x)
)
dx− fR
(
x,
x
εn
, wn(x)
)]
dx = 0.
Proof. Fix τ > 0. We want to show that there exists n0 = n0(τ) ∈ N such that if n > n0, then∣∣∣∣ˆ
Ω
[
fR
(
x,
x
εn
, un(x)
)
dx− fR
(
x,
x
εn
, wn(x)
)]
dx
∣∣∣∣ 6 τ.
Using the p-equiintegrability of {un} and {wn}, there exists δ = δ(τ) > 0 such that if E ⊂ Ω is a
measurable set with |E| < δ, then
sup
n∈N
ˆ
E
C
(
2 + |un(x)|p + |wn(x)|p
)
dx < τ8 . (4.2)
Moreover, there exists rδ > 0 such that
sup
n∈N
[∣∣{|un| > rδ}∣∣+ ∣∣{|wn| > rδ}∣∣] 6 δ. (4.3)
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Let Ωδ b Ω be such that |Ω\Ωδ| 6 δ. Using the continuity assumption on f and the Y m-periodicity
of f with respect to its second variable, we conclude that f is uniformly continuous on Ωδ×Rm×Brδ(0).
Thus, we can find 0 < δ¯ 6 δ such that, for all x ∈ Ωδ, y ∈ Rm, and ξ1, ξ2 ∈ Brδ(0) with |ξ1 − ξ2| 6 δ¯,
we have ∣∣f(x, y, ξ1)− f(x, y, ξ2)∣∣ 6 τ2|Ωδ| . (4.4)
Finally, by Chebyshev’s inequality, there exists 0 < δ˜ < δ¯ such that if ‖v‖Lp(Ω;Rd) < δ˜, then∣∣{|v| > δ¯}∣∣ 6 δ. (4.5)
We observe further that because limn→∞ ‖un−wn‖Lp(Ω;Rd) = 0, we can find n0 = n0(τ) ∈ N such that
‖un − wn‖Lp(Ω;Rd) < δ˜ for all n > n0.
Thus, for each n > n0 and for A := (Ω \ Ωδ) ∪ {|un| > rδ} ∪ {|wn| > rδ} ∪ {|un − wn| > δ¯}, we
conclude from (H2), (H3), and (4.2)–(4.5) that∣∣∣∣ˆ
Ω
[
fR
(
x,
x
εn
, un(x)
)
dx− fR
(
x,
x
εn
, wn(x)
)]
dx
∣∣∣∣
6
ˆ
A
C
(
2 + |un(x)|p + |wn(x)|p
)
dx+
∣∣∣∣ˆ
Ω\A
[
f
(
x,
Rx
εn
, un(x)
)
dx− f
(
x,
Rx
εn
, wn(x)
)]
dx
∣∣∣∣
6 τ2 +
τ
2|Ωδ| |Ω \A| 6 τ. 
The recovery sequence property in Theorem 4.1 is a simple consequence of the following proposition.
We observe that this result does not require assumption (H3) to hold.
Proposition 4.3. Assume that hypotheses (H1)–(H2) hold, and let UA be the set introduced in (1.9).
Then, for each δ > 0, u ∈ UA, and w ∈ WA :=
{
w ∈ Lp(Ω;Lp#(Y m;Rd)) : w is (A,AyR∗)-free in
the sense of Definition 3.13
}
, there exists a sequence {uε} ⊂ UA such that uε ⇀ u + w¯0 weakly in
Lp(Ω;Rd) as ε→ 0+ and, for all κ ∈ N,
lim
ε→0+
ˆ
Ω
fR
(
x,
x
ε
, uε(x)
)
dx 6
ˆ
Ω
 
Y m
f(x, κy, u(x) + w(x, y)) dydx+ δ, (4.6)
where, recalling Definition 3.13, w¯0 :=
ffl
Y m
w(·, y) dy.
Proof. Fix δ > 0, u ∈ UA, and w ∈ WA. We will proceed in two steps, first assuming extra regularity
on w, and then treating the general case.
Step 1. Recalling the decomposition w = w¯0 + w¯1 introduced in Definition 3.13, assume that
w¯1 ∈ C1(Ω;C1#(Y m;Rd)).
For κ ∈ N and (x, y) ∈ Ω× Y m, define
ψ(x, y) := f(x, κy, u(x) + w(x, y)) = f(x, κy, u(x) + w¯0(x) + w¯1(x, y)).
Using (H1), (H2), the continuity of f , and the regularity of w¯1, we conclude that ψ ∈ L1(Ω;C#(Y m)).
Then, by Proposition 3.7, we have
lim
ε→0+
ˆ
Ω
ψ
(
x,
Rx
ε
)
dx =
ˆ
Ω
 
Y m
ψ(x, y) dxdy;
i.e.,
lim
ε→0+
ˆ
Ω
fR
(
x,
x
ε
, wε(x)
)
dx =
ˆ
Ω
 
Y m
f(x, κy, u(x) + w(x, y)) dydx, (4.7)
where, for x ∈ Ω,
wε(x) := u(x) + w¯0(x) + w¯1
(
x,
Rx
ε
)
.
Arguing as in Step 1 of the proof of Proposition 3.15 with u¯1 replaced by w¯1 in (3.11), and using
the fact that Au+Aw¯0 = 0 by the definition of UA and WA, we conclude that (see (3.12)–(3.13))
{wε}ε is a p-integrable sequence in Lp(Ω;Rd),
wε ⇀ u+ w¯0 weakly in Lp(Ω;Rd),
Awε → 0 in W−1,p(Ω;Rl).
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Then, by Lemma 2.3, we can find a sequence {uε}ε ⊂ Lp(Ω;Rd) such that
{uε}ε is p-integrable,
Auε = 0 in Lp(Ω;Rl),
uε − wε → 0 in Lp(Ω;Rd).
In particular, uε ⇀ u+ w¯0 weakly in Lp(Ω;Rd). Moreover, by Lemma 4.2, we have
lim
ε→0+
ˆ
Ω
fR
(
x,
x
ε
, uε(x)
)
dx = lim
ε→0+
ˆ
Ω
fR
(
x,
x
ε
, wε(x)
)
dx,
which, together with (4.7), concludes Step 1.
Step 2. We treat the general case.
Fix j ∈ N. Arguing as in Step 1 of the proof of Proposition 3.15 with u¯1 replaced by w¯1, we can
find w˜j ∈ C1(Ω;C1#(Y m;Rd)) such that w¯0 + w˜j ∈ WA and ‖w˜j − w¯1‖Lp(Ω;Lp#(Y m;Rd)) 6 1j . Then,
extracting a subsequence of {w˜j}j∈N if necessary, Vitali–Lebesgue theorem and (H1)–(H2) yield
lim
j→∞
ˆ
Ω
 
Y m
f(x, κy, u(x) + w¯0(x) + w˜j(x, y)) dydx
=
ˆ
Ω
 
Y m
f(x, κy, u(x) + w¯0(x) + w¯1(x, y)) dydx.
Hence, we can find jδ ∈ N such thatˆ
Ω
 
Y m
f(x, κy, u(x) + w¯0(x) + w˜jδ(x, y)) dydx
6
ˆ
Ω
 
Y m
f(x, κy, u(x) + w¯0(x) + w¯1(x, y)) dydx+ δ.
To conclude, we invoke Step 1 to find a sequence {uε} ⊂ UA, that depends on δ, u, and w, such
that uε ⇀ u+ w¯0 weakly in Lp(Ω;Rd) as ε→ 0+ and, for all κ ∈ N,
lim
ε→0+
ˆ
Ω
fR
(
x,
x
ε
, uε(x)
)
dx =
ˆ
Ω
 
Y m
f(x, κy, u(x) + w¯0(x) + w˜jδ(x, y)) dydx. 
Next, we establish the Γ-liminf inequality property stated in Theorem 4.1.
Proposition 4.4. Let {εn}n∈N ⊂ R+ be a sequence converging to 0, and let {un}n∈N ⊂ UA be a
sequence such that un ⇀ u in Lp(Ω;Rd) for some u ∈ Lp(Ω;Rd). Then, under the assumptions of
Theorem 4.1, we have u ∈ UA and
lim inf
n→∞ Fεn(un) > Fhom(u). (4.8)
Proof. The condition u ∈ UA follows from the fact that un ∈ UA for all n ∈ N together with the
convergence un ⇀ u in Lp(Ω;Rd). Moreover, by Propositions 3.14 and 3.4, and the uniqueness of
R-two-scale limits (see Remark 3.2), we have un
R-2sc−−−−−⇀ v for a vector-field v that is (A,AyR∗)-free in
the sense of Definition 3.13, with
´
Y m
v(·, y) dy = u(·). In particular, we have the decomposition
v = u+ v1, v1 ∈ Lp(Ω;Lp#(Y m;Rd)), AyR∗v1 = 0,
ˆ
Y m
v1(·, y) dy = 0.
Let {ψj}j∈N ⊂ Cc(Ω;C#(Y m;Rl)) be a sequence converging to v in Lp(Ω × Y m;Rd) and pointwise
in Ω× Y m. By (H3), we have, for all n, j ∈ N,
f
(
x,
Rx
εn
, un(x)
)
> f
(
x,
Rx
εn
, ψj
(
x,
Rx
εn
))
+ ∂f
∂ξ
(
x,
Rx
ε
, ψj
(
x,
Rx
ε
))
·
(
un(x)− ψj
(
x,
Rx
ε
))
.
Integrating this estimate over Ω and passing to the limit as n → ∞, we invoke Proposition 3.7 and
(H2)–(H3) to infer that
lim inf
n→∞ Fεn(un) = lim infn→∞
ˆ
Ω
f
(
x,
Rx
εn
, un(x)
)
dx
>
ˆ
Ω
 
Y m
f(x, y, ψj(x, y)) dxdy +
ˆ
Ω
 
Y m
∂f
∂ξ
(
x, y, ψj(x, y)) ·
(
v(x, y)− ψj(x, y)
)
dxdy
(4.9)
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for all j ∈ N. Letting j →∞ in this inequality, Fatou’s lemma and (H1) yield
lim inf
n→∞ Fεn(un) >
ˆ
Ω
 
Y m
f(x, y, v(x, y)) dydx =
ˆ
Ω
 
Y m
f(x, y, u(x) + v1(x, y)) dydx
> inf
w∈WA
ˆ
Ω
 
Y m
f(x, y, u(x) + w(x, y)) dxdy = Fhom(u). 
Proof of Theorem 4.1. Proving that both the Γ-liminf inequality and the recovery sequence properties
in Theorem 4.1 hold is equivalent to proving that (see [18]) for all u ∈ UA, we have
Fhom(u) = Γ- lim inf
n→∞ Fεn(u) = Γ- lim supn→∞
Fεn(u), (4.10)
where {εn}n∈N ⊂ R+ is an arbitrary sequence converging to 0 and
Γ- lim inf
n→∞ Fεn(u) := inf
{
lim inf
n→∞ Fεn(un) : un ⇀ u in L
p(Ω;Rd) as n→∞, Aun = 0 for all n ∈ N
}
,
Γ- lim sup
n→∞
Fεn(u) := inf
{
lim sup
n→∞
Fεn(un) : un ⇀ u in Lp(Ω;Rd) as n→∞, Aun = 0 for all n ∈ N
}
.
Taking the infimum over all admissible sequences on (4.8), we conclude from Proposition 4.4 that
Γ- lim inf
n→∞ Fεn(u) > Fhom(u). (4.11)
On the other hand, Proposition 4.3 with κ = 1 and w¯0 = 0 yields
Γ- lim sup
n→∞
Fεn(u) 6
ˆ
Ω
 
Y m
f(x, κy, u(x) + w¯1(x, y)) dydx+ δ
for all δ > 0 and w¯1 ∈ WA. Hence, taking the infimum over w¯1 ∈ WA, and then letting δ → 0, we get
Γ- lim sup
n→∞
Fεn(u) 6 Fhom(u). (4.12)
Because Γ- lim infn→∞ Fεn(u) 6 Γ- lim supn→∞ Fεn(u), we obtain (4.10) from (4.11) and (4.12). 
Next, we establish an integral representation for the functional Fhom introduced in Theorem 4.1. To
prove this integral representation, we use the following measurable selection criterion, proved in [27,
Lemma 3.10] (also see [14]).
Lemma 4.5. Let Z be a separable metric space, let T be a measurable space, and let Υ : T → 2Z
be a multi-valued function such that (i) for every t ∈ T , Υ(t) ⊂ Z is nonempty and open, and (ii) for
every z ∈ Z, {t ∈ T : z ∈ Υ(t)} ⊂ T is measurable. Then, Υ admits a measurable selection; that is,
there exists a measurable function, υ : T → Z, such that υ(t) ∈ Υ(t) for all t ∈ T .
Proposition 4.6. Under the assumptions of Theorem 4.1, for all u ∈ UA, we have
Fhom(u) =
ˆ
Ω
fhom(x, u(x)) dx, (4.13)
where
fhom(x, ξ) = inf
v∈VA
 
Y m
f(x, y, ξ + v(y)) dy
with VA given by (1.10).
Proof. Let u ∈ UA. Note that, by (H2), we have
0 6 fhom(x, ξ) 6 C(1 + |ξ|p) (4.14)
for all (x, ξ) ∈ Ω× Rd. Moreover,
x ∈ Ω 7→ fhom(x, u(x)) (4.15)
is a measurable map. In fact, let VA be a countable and dense subset of VA with respect to the (strong)
topology of Lp#(Y m;Rd). We observe that such set VA exists because VA is a subset of the separable
metric space Lp#(Y m;Rd). Then, the continuity of f (see (H1)), Vitali–Lebesgue’s theorem, and (H2)
yield
inf
v∈VA
 
Y m
f(x, y, u(x) + v(y)) dy = inf
v∈VA
 
Y m
f(x, y, u(x) + v(y)) dy,
from which we conclude the measurability of the map in (4.15).
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Fix w ∈ WA. For a.e. x ∈ Ω, we have w(x, ·) ∈ VA; hence, for a.e. x ∈ Ω,
inf
v∈VA
 
Y m
f(x, y, u(x) + v(y)) dy 6
 
Y m
f(x, y, u(x) + w(x, y)) dy.
Integrating this estimate over Ω, and then taking the infimum over w ∈ WA, we conclude thatˆ
Ω
fhom(x, u(x)) dx 6 Fhom(u).
To prove the converse inequality, we first observe that, by (4.14), we may assume that
fhom(x, u(x)) ∈ R for all x ∈ Ω, (4.16)
without loss of generality. Fix δ > 0, and consider the multi-valued function Υδ : Ω → 2L
p
#(Y
m;Rd)
defined, for x ∈ Ω, by
Υδ(x) :=
{
v ∈ VA :
 
Y m
f(x, y, u(x) + v(y)) dy < fhom(x, u(x)) + δ
}
.
Also, let δ¯ ∈ (0, δ) be such that ˆ
E
C(1 + |u(x)|p) dx < δ (4.17)
whenever E ⊂ Ω is a measurable set with Ln(E) < δ¯, where C is given by (H2).
By (4.16), we have Υδ(x) 6= ∅ for all x ∈ Ω. Furthermore, arguing as above, using the continuity of
f , Vitali–Lebesgue’s theorem, and (H2), it can be checked that for each x ∈ Ω, Lp#(Y m;Rd) \Υδ(x) is
a closed subset of Lp#(Y m;Rd). On the other hand, recalling the measurability of the map in (4.15),
we have that
x 7→ h(x) :=
 
Y m
f(x, y, u(x) + v(y)) dy − fhom(x, u(x))− δ
defines a measurable map for each v ∈ Lp#(Y m;Rd). Thus, {x ∈ Ω : v ∈ Υδ(x)} = h−1((−∞, 0)) is
a measurable set for each v ∈ Lp#(Y m;Rd). Consequently, by Lemma 4.5, there exists a measurable
selection, wδ : Ω→ Lp#(Y m;Rd), of Υδ. Moreover, by Lusin’s theorem, wδ ∈ Lp(Ωδ;Lp#(Y m;Rd)) for a
suitable measurable set Ωδ such that Ln(Ω \ Ωδ) < δ¯.
Finally, we define w¯δ ∈ WA by setting w¯δ(x) := wδ(x) if x ∈ Ωδ, and w¯δ(x) := 0 if x ∈ Ω \ Ωδ.
Then, using the definition of Fhom(u), (H2), (4.17), and (4.14), we get
Fhom(u) 6
ˆ
Ω
 
Y m
f(x, y, u(x) + w¯δ(x, y)) dxdy 6 δ +
ˆ
Ωδ
 
Y m
f(x, y, u(x) + wδ(x, y)) dxdy
6 δ(1 + Ln(Ω)) +
ˆ
Ω
fhom(x, u(x)) dx,
from which we conclude the desired inequality by letting δ → 0. 
Finally, we prove Theorem 1.1.
Proof of Theorem 1.1. Theorem 1.1 is an immediate consequence of Theorem 4.1 (also see (4.10)) and
Proposition 4.6. 
5 The curl case
In this section, we prove Theorem 1.4 that provides an equivalent alterative characterization for
the R-two-scale limit of bounded sequences in W 1,p, corresponding to A = curl in Theorem 1.3. In
this case, by Proposition 3.9 and extracting a subsequence if necessary, we have uε
R-2sc−−−−−⇀ u0 and
∇uε R-2sc−−−−−⇀ U0 for some u0 ∈ Lp(Ω× Y m) and U0 ∈ Lp(Ω× Y m;Rn). Next, to study the relationship
between u0 and U0, we use Fourier analysis. As we mentioned before, this is the approach adopted
in [7]; however, the arguments in [7] hinge on the Parseval and Plancherel identities, which are valid in
L2(Ω) only. Instead, our main tool here relies on the following theorem, which may be found in [30].
For simplicity, we take Y m = [0, 1)m, and we use the Einstein convention on repeated indices.
Theorem 5.1. Let w ∈ Lp#(Y m), and define1
wN (y) :=
∑
k∈Zm
|k|∞6N
wˆke
2piik·y, y ∈ Y m, N ∈ N,
1In the literature, wN are called the square partial sums of the Fourier series of w.
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where wˆk :=
´
Y m
w(y)e−2piik·y dy, k ∈ Zm, are the Fourier coefficients of w. Then,∥∥∥ sup
N∈N
|wN |
∥∥∥
Lp(Y m)
6 Cp,m‖w‖Lp(Y m),
lim
N→∞
‖wN − w‖Lp(Y m) = 0,
lim
N→∞
wN (y) = w(y) for a.e. y ∈ Y m,
(5.1)
where Cp,m is a positive constant depending on p and m only. Moreover, for all k ∈ Zm,
|wˆk|p 6 ‖w‖pLp(Y m). (5.2)
Proof. The proof of (5.1) may be found in [30, Thm. 4.1.8 and Thm. 4.3.16]) (see also [30, Def. 3.2.3]).
To prove (5.2), we use Jensen’s inequality and the equality |e−2piik·y| = 1, k ∈ Zm, to obtain
|wˆk|p 6
ˆ
Y m
∣∣w(y)e−2piik·y∣∣p dy = ‖w‖pLp(Y m). 
Remark 5.2. Let w ∈ Lp(Ω;Lp#(Y m)), and define
vN (x) :=
ˆ
Y m
|wN (x, y)− w(x, y)|p dy, x ∈ Ω, N ∈ N,
where wN (x, y) :=
∑
k∈Zm
|k|∞6N
wˆk(x)e2piik·y with wˆk(x) :=
´
Y m
w(x, y)e−2piik·y dy, k ∈ Zm. By (5.1), for
a.e.-x ∈ Ω, we have
sup
N∈N
|vN (·)| 6 C˜p,m
ˆ
Y m
|w(·, y)|p dy ∈ L1(Ω) and lim
N→∞
vN (x) = 0.
Thus, by the Lebesgue dominated convergence theorem, it follows that wN → w in Lp(Ω × Y m) as
N →∞.
Next, we study some properties of the space GpR introduced in (1.12) that will be useful in the sequel.
We first observe that if p = 2, then it can be checked that
G2R =
{
w ∈ L2#(Y m;Rn) : w(y) =
∑
k∈Zm\{0}
λkR
∗ke2piik·y for some {λk}k∈Zm\{0} ⊂ C
}
,
and we recover the space introduced in [7].
Lemma 5.3. Assume that R satisfies (1.2). Then, the vector space GpR introduced in (1.12) is a
closed subspace of Lp#(Y m;Rn).
Proof. Let {wj}j∈N ⊂ GpR and w ∈ Lp#(Y m;Rn) be such that limj→∞ ‖wj −w‖Lp(Y m;Rn) = 0. We want
to show that w ∈ GpR.
For each j ∈ N, let wˆjk and wˆk denote the Fourier coefficients of wj and w, respectively. By (5.2),
we have limj→∞ |wˆjk − wˆk| = 0.
On the other hand, by definition of GpR, for each k ∈ Zm and j ∈ N, there exists λjk ∈ C such that
wˆjk = λ
j
kR
∗k and λj0 = 0. In particular, wˆ0 = 0. Fix k0 ∈ Zm\{0}; by (5.2), for all j, j′ ∈ N, we have∣∣λjk0 − λj′k0 ∣∣∣∣R∗k0∣∣ = ∣∣(λjk0 − λj′k0)R∗k0∣∣ = ∣∣wˆjk0 − wˆj′k0∣∣ 6 ‖wj − wj′‖Lp(Y m:Rn).
Because RT (k0) 6= 0 by (1.2), we conclude that {λjk0}j∈N is a Cauchy sequence in C. Thus, there exists
λk0 ∈ C such that limj→∞ |λjk0 − λk0 | = 0. Consequently, passing the equality wˆ
j
k0
= λjk0R
∗k0 to the
limit as j →∞, we obtain wˆk0 = λk0R∗k0. 
Lemma 5.4. Assume that R satisfies (1.2), and let w0 ∈ Lp#(Y m;Rn) be such thatˆ
Y m
w0(y) · ψ(y) dy = 0 (5.3)
for all ψ ∈ C∞# (Y m;Rn) with ∂ψl∂yτRτl = 0 in Y m, where l ∈ {1, ...,n} and τ ∈ {1, ...,m}. Then,
w0 ∈ GpR.
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Proof. By contradiction, assume that w0 6∈ GpR. Then, using Lemma 5.3, together with (a corollary to)
the Hahn–Banach theorem (see, for instance, [10, Cor. I.8]), there exists v ∈ Lp′#(Y m;Rn) such thatˆ
Y m
v(y) · w(y) dy = 0 (5.4)
for all w ∈ GpR, and ˆ
Y m
v(y) · w0(y) dy 6= 0. (5.5)
We claim that ∂vl∂yτRτl = 0 in the sense of distributions. In fact, let φ ∈ C∞# (Y m), and set w :=
R∗∇yφ. Then, w ∈ Lp#(Y m;Rn), wˆ0 = 0, and wˆk = 2piiφˆkR∗k for all k ∈ Zm\{0}. Thus, w ∈ GpR and
so, by (5.4),
0 =
ˆ
Y m
v(y) · w(y) dy =
ˆ
Y m
Rv(y) · ∇yφ(y) dy,
which shows that 0 = divy(Rv(y)) = divy(v(y)R∗) = ∂vl∂yτRτl in the sense of distributions because
φ ∈ C∞# (Y m) is arbitrary.
Using standard mollification techniques with a Y m-periodic, smooth kernel, we may construct a
sequence {vh}h∈N ⊂ C∞# (Y m;Rn) such that divy(vh(y)R∗) = 0 in Y m and limh→∞ ‖vh−v‖Lp′ (Y m;Rn) =
0. Then, by (5.3) with ψ = vh and Lebesgue dominated convergence theorem, we obtain
´
Y m
w0(y) ·
v(y) dy = 0, which contradicts (5.5). Thus, w0 ∈ GpR. 
Proposition 5.5. Let {uε}ε ⊂ W 1,p(Ω) be a bounded sequence, and assume that R satisfies (1.2).
Then, there exist a subsequence ε′  ε and functions u ∈W 1,p(Ω) and w ∈ Lp(Ω;GpR) such that
uε′
R-2sc−−−−−⇀ u and ∇uε′ R-2sc−−−−−⇀ ∇u+ w.
Proof. By the reflexibility of W 1,p(Ω) and Proposition 3.9, there exist u ∈W 1,p(Ω), u0 ∈ Lp(Ω×Y m),
and U0 ∈ Lp(Ω× Y m;Rn) such that, extracting a subsequence if necessary,
uε ⇀ u weakly in W 1,p(Ω), uε
R-2sc−−−−−⇀ u0, and ∇uε R-2sc−−−−−⇀ U0. (5.6)
By the Rellich–Kondrachov theorem, uε → u in Lp(Ω). Hence, Proposition 3.5 and the uniqueness
of the R-two-scale limit (see Remark 3.2) yield
u ≡ u0.
We are left to prove that U0 in (5.6) is of the form U0(x, y) = ∇u(x)+w(x, y) for some w ∈ Lp(Ω;GR).
Let Φ ∈ C∞c (Ω;C∞# (Y m;Rn)) be such that ∂Φl∂yτRτl = 0 in Ω× Y m, l ∈ {1, ...,n}, τ ∈ {1, ...,m}. Then,
using integration by parts, the second convergence in (5.6), and the fact that u0 ≡ u ∈ W 1,p(Ω), we
obtain ˆ
Ω×Y m
U0(x, y) · Φ(x, y) dxdy
= lim
ε→0+
ˆ
Ω
∇uε(x) · Φ
(
x,
Rx
ε
)
dx
= − lim
ε→0+
(ˆ
Ω
uε(x) divx Φ
(
x,
Rx
ε
)
dx+ 1
ε
ˆ
Ω
uε(x)
∂Φl
∂yτ
(
x,
Rx
ε
)
Rτl dx
)
= − lim
ε→0+
ˆ
Ω
uε(x) divx Φ
(
x,
Rx
ε
)
dx = −
ˆ
Ω×Y m
u(x) divx Φ(x, y) dxdy
=
ˆ
Ω×Y m
∇u(x) · Φ(x, y) dxdy.
Hence, ˆ
Ω×Y m
(
U0(x, y)−∇u(x)
) · Φ(x, y) dxdy = 0
for all Φ ∈ C∞c (Ω;C∞# (Y m;Rn)) such that ∂Φl∂yτRτl = 0 in Ω×Y m. Invoking Lemma 5.4, we conclude for
a.e.-x ∈ Ω, U0(x, ·)−∇u(x) ∈ GpR, which, together with the fact that the map (x, y) 7→ U0(x, y)−∇u(x)
belongs to Lp(Ω× Y m;Rn), concludes the proof. 
The next proposition shows that Proposition 5.5 fully characterizes theR-two-scale limit of bounded
sequences in W 1,p(Ω). To the best of our knowledge, in the framework of R-two-scale convergence,
this result is new in the literature even for p = 2.
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Proposition 5.6. Let u ∈ W 1,p(Ω) and w ∈ Lp(Ω;GpR), and assume that R satisfies (1.2). Then,
there exists a bounded sequence {uε}ε ⊂W 1,p(Ω) such that
uε
R-2sc−−−−−⇀ u and ∇uε R-2sc−−−−−⇀ ∇u+ w.
Proof. We first consider the case in which w ∈W 1,p(Ω;GpR).
For each k ∈ Zm, define
wˆk(x) :=
ˆ
Y m
w(x, y)e−2piik·y dy, x ∈ Ω.
Because w ∈ W 1,p(Ω;GpR), we have wˆk ∈ W 1,p(Ω;Cn) with wˆ0 ≡ 0; moreover, for a.e.-x ∈ Ω, we have
wˆk(x) = λk(x)R∗k for some λk ∈W 1,p(Ω;C) with λ0 ≡ 0.
For each N ∈ N, let w˜N ∈W 1,p(Ω;C∞# (Y m;C)) be the function defined by
w˜N (x, y) :=
∑
k∈Zm
|k|∞6N
1
2piiλk(x)e
2piik·y, (x, y) ∈ Ω× Rm.
Note that the function
wN (x, y) := R∗∇yw˜N (x, y) =
∑
k∈Zm
|k|∞6N
λk(x)R∗ke2piik·y =
∑
k∈Zm
|k|∞6N
wˆk(x)e2piik·y, (x, y) ∈ Ω× Rm,
belongs to W 1,p(Ω;C∞# (Y m;Rn)) and, by Remark 5.2, satisfies
lim
N→∞
ˆ
Ω×Y m
|wN (x, y)− w(x, y)|p dxdy. (5.7)
Finally, for each ε, we define w¯N := Re(w˜N ) and
uε,N (x) := u(x) + εw¯N
(
x,
Rx
ε
)
, x ∈ Ω.
Then, uε,N ∈W 1,p(Ω) with
‖uε,N‖Lp(Ω) 6 ‖u‖Lp(Ω) + ε‖w¯N‖Lp(Ω;C#(Y m))
and
‖∇uε,N‖Lp(Ω;Rn) 6 ‖∇u‖Lp(Ω;Rn) + ε‖∇xw¯N‖Lp(Ω;C#(Y m;Rn)) + ‖wN‖Lp(Ω;C#(Y m;Rn)).
Let ϕ ∈ Lp′(Ω;C#(Y m)) and Φ ∈ Lp′(Ω;C#(Y m;Rn)). By Proposition 3.7, we have
lim
N→∞
lim
ε→0+
ˆ
Ω
uε,N (x)ϕ
(
x,
Rx
ε
)
dx = lim
N→∞
lim
ε→0+
ˆ
Ω
(
u(x) + εw¯N
(
x,
Rx
ε
))
ϕ
(
x,
Rx
ε
)
dx
=
ˆ
Ω×Y m
u(x)ϕ(x, y) dxdy
(5.8)
and, also using (5.7),
lim
N→∞
lim
ε→0+
ˆ
Ω
∇uε,N (x) · Φ
(
x,
Rx
ε
)
dx
= lim
N→∞
lim
ε→0+
ˆ
Ω
(
∇u(x) + ε∇xw¯
(
x,
Rx
ε
)
+ wN
(
x,
Rx
ε
))
· Φ
(
x,
Rx
ε
)
dx
=
ˆ
Ω×Y m
(∇u(x) + w(x, y)) · Φ(x, y) dxdy.
(5.9)
Due to the separability of Lp′(Ω;C#(Y m)) and Lp
′(Ω;C#(Y m;Rn)) and (5.8)–(5.9), we can proceed
as in [25, proof of Prop. 1.11 (p.449)] to find a sequence {Nε}ε such that Nε → ∞ as ε → 0+ and
u˜ε := uε,Nε ∈W 1,p(Ω) satisfies
lim
ε→0+
ˆ
Ω
u˜ε(x)ϕ
(
x,
Rx
ε
)
dx =
ˆ
Ω×Y m
u(x)ϕ(x, y) dxdy
and
lim
ε→0+
ˆ
Ω
∇u˜ε(x) · Φ
(
x,
Rx
ε
)
dx =
ˆ
Ω×Y m
(∇u(x) + w(x, y)) · Φ(x, y) dxdy
for all ϕ ∈ Lp′(Ω;C#(Y m)) and Φ ∈ Lp′(Ω;C#(Y m;Rn)); that is,
u˜ε
R-2sc−−−−−⇀ u and ∇u˜ε R-2sc−−−−−⇀ ∇u+ w.
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The boundedness of u˜ε in W 1,p(Ω) follows from Proposition 3.4.
To conclude, we treat the general case in which w ∈ Lp(Ω;GpR). We claim that there exists a
sequence {w¯N}N∈N ⊂W 1,p(Ω;GpR) such that
lim
N→∞
‖w¯N − w‖Lp(Ω×Y m;Rn) = 0. (5.10)
Assume that the claim holds. Then, by the previous case, for each N ∈ N, there exists a bounded
sequence {uNε }ε ⊂W 1,p(Ω) such that
uNε
R-2sc−−−−−⇀ u and ∇uNε R-2sc−−−−−⇀ ∇u+ w¯N (5.11)
as ε→ 0.
Let ϕ ∈ Lp′(Ω;C#(Y m)) and Φ ∈ Lp′(Ω;C#(Y m;Rn)). Using (5.11) first, and then (5.10), we obtain
lim
N→∞
lim
ε→0+
ˆ
Ω
uNε (x)ϕ
(
x,
Rx
ε
)
dx =
ˆ
Ω×Y m
u(x)ϕ(x, y) dxdy
and
lim
N→∞
lim
ε→0+
ˆ
Ω
∇uNε (x) · Φ
(
x,
Rx
ε
)
dx = lim
N→∞
ˆ
Ω×Y m
(∇u(x) + w¯N (x, y)) · Φ(x, y) dxdy
=
ˆ
Ω×Y m
(∇u(x) + w(x, y)) · Φ(x, y) dxdy.
Finally, arguing as in the previous case, we can find a sequence {Nε}ε such that Nε → ∞ as ε → 0+
and u˜ε := uNεε ∈W 1,p(Ω) satisfies the requirements.
We are left to prove (5.10). As before, for each k ∈ Zm, define
wˆk(x) :=
ˆ
Y m
w(x, y)e−2piik·y dy, x ∈ Ω.
Because w ∈ Lp(Ω;GpR), we have wˆk ∈ Lp(Ω;Cn) with wˆ0 ≡ 0; moreover, for a.e.-x ∈ Ω, we have
wˆk(x) = λk(x)R∗k for some λk ∈ Lp(Ω;C) with λ0 ≡ 0. Then, for each k ∈ Zm, we can find a
sequence {λjk}j∈N ⊂W 1,p(Ω;C), with λj0 = 0, such that λjk → λk in Lp(Ω;C) as j →∞. In particular,
we have
lim
j→∞
(ˆ
Ω
|λjk(x)R∗k − λk(x)R∗k|p dx
) 1
p
= lim
j→∞
|R∗k|
(ˆ
Ω
|λjk(x)− λk(x)|p dx
) 1
p
= 0. (5.12)
Fix N ∈ N; by (5.12), there exits jN ∈ N such that∑
k∈Zm
|k|∞6N
(ˆ
Ω
|λjNk (x)R∗k − λk(x)R∗k|p dx
) 1
p
6 1
N
. (5.13)
Defining
w˜N (x, y) :=
∑
k∈Zm
|k|∞6N
λjNk (x)R
∗ke2piik·y and w¯N := Re(w˜N ),
we have w¯N ∈W 1,p(Ω;GpR); moreover, invoking Remark 5.2 and (5.13), we have
lim sup
N→∞
(ˆ
Ω×Y m
|w¯N (x, y)− w(x, y)|p dxdy
) 1
p
6 lim sup
N→∞
(ˆ
Ω×Y m
|w˜N (x, y)− w(x, y)|p dxdy
) 1
p
6 lim sup
N→∞
[(ˆ
Ω×Y m
|w˜N (x, y)− wN (x, y)|p dxdy
) 1
p
+
(ˆ
Ω×Y m
|wN (x, y)− w(x, y)|p dxdy
) 1
p
]
= lim sup
N→∞
(ˆ
Ω×Y m
∣∣∣∣ ∑
k∈Zm
|k|∞6N
(λjNk (x)− λk(x))R∗ke2piik·y
∣∣∣∣p dxdy) 1p 6 lim sup
N→∞
1
N
= 0,
which concludes the proof of (5.10). 
Remark 5.7. Let Ω ⊂ Rn be a simply connected, bounded, and open set. Applying Proposition 5.6
to u = 0 and w ∈ GpR, we can find a bounded sequence {uε}ε ⊂W 1,p(Ω) such that
uε
R-2sc−−−−−⇀ 0 and ∇uε R-2sc−−−−−⇀ w.
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Then, by Proposition 3.4, we have uε ⇀ 0 in W 1,p(Ω) and
´
Y m
w(y) dy = 0. On the other hand,
using the uniqueness of the R-two-scale limit (see Remark 3.2) and Proposition 3.14 with d = n and
A = curl in Rn, we conclude that that w ∈ Lp#(Y m;Rn) is AR∗ -free in the sense of Definition 3.11.
Conversely, if w ∈ Lp#(Y m;Rn) is AR∗ -free with
´
Y m
w(y) dy = 0, then by Proposition 3.15 there
exists a bounded and A-free sequence, {uε}ε, in Lp(Ω;Rn) such that uε R-2sc−−−−−⇀ u. As we are in the
A = curl case and Ω is simply connected, we can find a bounded sequence, {vε}ε, in W 1,p(Ω) such
that
´
Ω vε(x) dx = 0 and ∇vε = uε. Then, by Proposition 3.4, we deduce that vε ⇀ 0 in W 1,p(Ω).
Finally, Remark 3.2 and Proposition 5.5 yield w ∈ GpR.
Thus, in the A = curl case in Rn, we have that w ∈ Lp#(Y m;Rn) is AR∗ -free in the sense of
Definition 3.11 if and only if w ∈ GpR.
To conclude, we observe that Theorem 1.4 is an immediate consequence of the previous results.
Proof of Theorem 1.4. The claim in Theorem 1.4 follows from Propositions 5.5 and 5.6. 
Acknowledgements
I. Fonseca and R. Venkatraman acknowledge the Center for Nonlinear Analysis where part of this
work was carried out. The research of I. Fonseca was partially funded by the National Science Founda-
tion under Grants No. DMS-1411646 and DMS-1906238. The research of R. Venkatraman was funded
by the National Science Foundation under Grant No. DMS-1411646.
References
[1] Grégoire Allaire. Homogenization and two-scale convergence. SIAM J. Math. Anal., 23(6):1482–1518, 1992.
[2] Gregoire Allaire and Marc Briane. Multiscale convergence and reiterated homogenisation. Proc. Roy. Soc. Edinburgh
Sect. A, 126(2):297–342, 1996.
[3] Micol Amar. Two-scale convergence and homogenization on BV(Ω). Asymptot. Anal., 16(1):65–84, 1998.
[4] Margarida Baía and Irene Fonseca. The limit behavior of a family of variational multiscale problems. Indiana Univ.
Math. J., 56(1):1–50, 2007.
[5] Paul D Bloom, K.G Baikerikar, Joshua U Otaigbe, and Valerie V Sheares. Development of novel poly-
mer/quasicrystal composite materials. Materials Science and Engineering: A, 294-296:156 – 159, 2000.
[6] Enrico Bombieri and Jean E. Taylor. Quasicrystals, tilings, and algebraic number theory: some preliminary connec-
tions. In The legacy of Sonya Kovalevskaya (Cambridge, Mass., and Amherst, Mass., 1985), volume 64 of Contemp.
Math., pages 241–264. Amer. Math. Soc., Providence, RI, 1987.
[7] Guy Bouchitté, Sébastien Guenneau, and Frédéric Zolla. Homogenization of dielectric photonic quasi crystals.
Multiscale Model. Simul., 8(5):1862–1881, 2010.
[8] Andrea Braides. Almost periodic methods in the theory of homogenization. Appl. Anal., 47(4):259–277, 1992.
[9] Andrea Braides, Irene Fonseca, and Giovanni Leoni. A-quasiconvexity: relaxation and homogenization. ESAIM
Control Optim. Calc. Var., 5:539–577, 2000.
[10] Haïm Brezis. Analyse fonctionnelle. Théorie et applications. Collection Mathématiques Appliquées pour la Maîtrise.
[Collection of Applied Mathematics for the Master’s Degree]. Masson, Paris, 1983. Théorie et applications. [Theory
and applications].
[11] Laura Bufford and Irene Fonseca. A note on two scale compactness for p = 1. Port. Math., 72(2-3):101–117, 2015.
[12] John W. Cahn and Jean E. Taylor. An introduction to quasicrystals. In The legacy of Sonya Kovalevskaya (Cam-
bridge, Mass., and Amherst, Mass., 1985), volume 64 of Contemp. Math., pages 265–286. Amer. Math. Soc.,
Providence, RI, 1987.
[13] Juan Casado-Díaz and Inmaculada Gayte. The two-scale convergence method applied to generalized Besicovitch
spaces. R. Soc. Lond. Proc. Ser. A Math. Phys. Eng. Sci., 458(2028):2925–2946, 2002.
[14] Charles Castaing and Michel Valadier. Convex analysis and measurable multifunctions. Lecture Notes in Mathe-
matics, Vol. 580. Springer-Verlag, Berlin, 1977.
[15] Doina Cioranescu, Alain Damlamian, and Riccardo De Arcangelis. Homogenization of nonlinear integrals via the
periodic unfolding method. C. R. Math. Acad. Sci. Paris, 339(1):77–82, 2004.
[16] Bernard Dacorogna. Quasiconvexity and relaxation of nonconvex problems in the calculus of variations. J. Functional
Analysis, 46(1):102–118, 1982.
[17] Bernard Dacorogna. Weak continuity and weak lower semicontinuity of nonlinear functionals, volume 922 of Lecture
Notes in Mathematics. Springer-Verlag, Berlin-New York, 1982.
[18] Gianni Dal Maso. An introduction to Γ-convergence. Progress in Nonlinear Differential Equations and their Appli-
cations, 8. Birkhäuser Boston Inc., Boston, MA, 1993.
[19] Gianni Dal Maso and Luciano Modica. Nonlinear stochastic homogenization and ergodic theory. J. Reine Angew.
Math., 368:28–42, 1986.
[20] Elisa Davoli and Irene Fonseca. Homogenization of integral energies under periodically oscillating differential con-
straints. Calc. Var. Partial Differential Equations, 55(3):Art. 69, 60, 2016.
[21] Elisa Davoli and Irene Fonseca. Periodic homogenization of integral energies under space-dependent differential
constraints. Port. Math., 73(4):279–317, 2016.
[22] Riccardo De Arcangelis. Homogenization of Besicovitch type almost periodic functionals. Appl. Anal., 43(1-2):77–98,
1992.
HOMOGENIZATION OF QUASICRYSTALS 23
[23] Nicolaas Govert de Bruijn. Algebraic theory of Penrose’s non-periodic tilings of the plane. I, II: dedicated to G.
Pólya. Indagationes Mathematicae, 43(1):39 – 66, 1981.
[24] Michel Duneau and André Katz. Quasiperiodic patterns. Phys. Rev. Lett., 54(25):2688–2691, 1985.
[25] Rita Ferreira and Irene Fonseca. Characterization of the multiscale limit associated with bounded sequences in BV .
J. Convex Anal., 19(2):403–452, 2012.
[26] Rita Ferreira and Irene Fonseca. Reiterated homogenization in BV via multiscale convergence. SIAM J. Math.
Anal., 44(3):2053–2098, 2012.
[27] Irene Fonseca and Stefan Krömer. Multiple integrals under differential constraints: two-scale convergence and
homogenization. Indiana Univ. Math. J., 59(2):427–457, 2010.
[28] Irene Fonseca and Stefan Müller. A-quasiconvexity, lower semicontinuity, and Young measures. SIAM J. Math.
Anal., 30(6):1355–1390, 1999.
[29] Irene Fonseca and Elvira Zappale. Multiscale relaxation of convex functionals. J. Convex Anal., 10(2):325–350, 2003.
[30] Loukas Grafakos. Classical Fourier analysis, volume 249 of Graduate Texts in Mathematics. Springer, New York,
third edition, 2014.
[31] Junhong Guo, Tuoya Sun, and Ernian Pan. Three-dimensional nonlocal buckling of composite nanoplates with
coated one-dimensional quasicrystal in an elastic medium. International Journal of Solids and Structures, 185-
186:272 – 280, 2020.
[32] Martin Heida, Stefan Neukamm, and Mario Varga. Stochastic unfolding and homogenization. Preprint, 2018.
[33] S. Kenzari, D. Bonina, J.M. Dubois, and V. Fournée. Quasicrystal–polymer composites for selective laser sintering
technology. Materials & Design, 35:691 – 695, 2012. New Rubber Materials, Test Methods and Processes.
[34] Sergey M. Kozlov. The averaging of random operators. Mat. Sb. (N.S.), 109(151)(2):188–202, 327, 1979.
[35] Carolin Kreisbeck and Stefan Krömer. Heterogeneous thin films: combining homogenization and dimension reduction
with directors. SIAM J. Math. Anal., 48(2):785–820, 2016.
[36] Jeffrey C. Lagarias. Mathematical quasicrystals and the problem of diffraction. In Directions in mathematical
quasicrystals, volume 13 of CRM Monogr. Ser., pages 61–93. Amer. Math. Soc., Providence, RI, 2000.
[37] Dov Levine and Paul Joseph Steinhardt. Quasicrystals: A new class of ordered structures. Physical Review Letters,
53(26):2477–2480, 1984.
[38] Dag Lukkassen, Gabriel Nguetseng, and Peter Wall. Two-scale convergence. Int. J. Pure Appl. Math., 2(1):35–86,
2002.
[39] José Matias, Marco Morandotti, and Pedro M. Santos. Homogenization of functionals with linear growth in the
context of A-quasiconvexity. Appl. Math. Optim., 72(3):523–547, 2015.
[40] Yves Meyer. Quasicrystals, diophantine approximation and algebraic numbers. In Beyond quasicrystals, pages 3–16.
Springer, 1995.
[41] François Murat. Compacité par compensation: condition nécessaire et suffisante de continuité faible sous une hy-
pothèse de rang constant. Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4), 8(1):69–102, 1981.
[42] Stefan Neukamm. Rigorous derivation of a homogenized bending-torsion theory for inextensible rods from three-
dimensional elasticity. Arch. Ration. Mech. Anal., 206(2):645–706, 2012.
[43] Gabriel Nguetseng. A general convergence result for a functional related to the theory of homogenization. SIAM J.
Math. Anal., 20(3):608–623, 1989.
[44] George C. Papanicolaou and Srinivasa. Varadhan. Boundary value problems with rapidly oscillating random co-
efficients. In Random fields, Vol. I, II (Esztergom, 1979), volume 27 of Colloq. Math. Soc. János Bolyai, pages
835–873. North-Holland, Amsterdam-New York, 1981.
[45] Roger Penrose. Pentaplexity: a class of nonperiodic tilings of the plane. Math. Intelligencer, 2(1):32–37, 1979/80.
[46] Pedro M. Santos. A-quasi-convexity with variable coefficients. Proc. Roy. Soc. Edinburgh Sect. A, 134(6):1219–1237,
2004.
[47] Dan Shechtman, Ilan Blech, Denis Gratias, and John W. Cahn. Metallic phase with long-range orientational order
and no translational symmetry. Phys. Rev. Lett., 53:1951–1953, Nov 1984.
[48] Dan Shechtman and Ilan A. Blech. The microstructure of rapidly solidified Al6Mn. Metallurgical Transactions A,
16(6):1005–1012, 1985.
[49] Luc Tartar. Compensated compactness and applications to partial differential equations. In Nonlinear analysis and
mechanics: Heriot-Watt Symposium, Vol. IV, volume 39 of Res. Notes in Math., pages 136–212. Pitman, Boston,
Mass.-London, 1979.
[50] Niklas Wellander, Sébastien Guenneau, and Elena Cherkaev. Homogenization of quasiperiodic structures and two-
scale cut-and-projection convergence. arXiv preprint (arXiv:1911.03560), 2019.
(R. Ferreira) King Abdullah University of Science and Technology (KAUST), CEMSE Division, Thuwal
23955-6900, Saudi Arabia. E-mail: rita.ferreira@kaust.edu.sa
(I. Fonseca) Department of Mathematical Sciences, Carnegie Mellon University (CMU), Forbes Avenue,
Pittsburgh, PA 15213, U.S.A.. E-mail: fonseca@andrew.cmu.edu
(R. Venkatraman) Department of Mathematical Sciences, Carnegie Mellon University (CMU), Forbes
Avenue, Pittsburgh, PA 15213, U.S.A.. E-mail: rvenkatr@andrew.cmu.edu
