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Abstract
In this thesis, I explore the properties of a martingale hypothesis test, and present three
applications of the test that address empirical questions in asset-pricing finance. The mar-
tingale test exploits the lack of correlation between forecast error and the current informa-
tion set. The test is designed to consider all alternatives, including linear and nonlinear
relationships between the forecast error and a current information variable. When the
current information variable is stationary, I follow the transformed empirical process ap-
proach of Koul and Stute (1999) to construct the appropriate test statistics for models with
homoscedastic instantaneous variance and extend their results to models with conditional
heteroscedasticity. When the current information variable is an integrated process, I follow
the approach of Park and Whang (1999), and extend their results to account for estimated
parameters, and derive the asymptotic properties.
In the first application, I construct a test to determine if continuous-time affine diffusion
models provide adequate approximations of observed discrete data, primarily with respect
to the models' short-term forecastability. I apply the martingale hypothesis to test various
parameteric specifications of the conditional means for the affine diffusion models. In the
second application, I propose a unit-root type specification test for stochastic processes
generated by linear functions of nonstationary integrated process, in order to test the ran-
dom walk hypothesis in asset prices. In the third application, I construct a test of forward
unbiasedness in order to relate the price of a futures contract to the future price of the
underlying asset.
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Chapter 1
Introduction
The martingale hypothesis test exploits the uncorrelated relationship between the forecast
residual and the current information set. There are natural applications for the martingale
hypothesis test in asset pricing, where new information can be represented as a component
that is uncorrelated with the current information set. For example, the concepts of no-
arbitrage, efficient pricing, rational expectation all satisfy the martingale hypothesis. To
see this, consider that prices (or alternatively, returns) contain an unpredictable component
and a predictable component. The basic premise behind the test is that if the predictable
component is specified or defined correctly, then the unpredictable component is a zero-mean
martingale. Therefore, this martingale test can be used either to confirm this martingale
relationship or to test the specification of the predictable component.
The test is constructed as the test of correlation between the residual and the space of
nonlinear functions of one current information variable, with its space spanned by indicator
functions. It is designed to detect correlation between the residual and all linear and
nonlinear functions of the current information variable. Two important theoretical works
on the test is provided by Koul and Stute (1999) and Park and Whang (1999). In this thesis,
I explore the properties of a martingale hypothesis test even further. In so doing, I extend
their existing results to construct tests that are appropriate for the specific applications and
derive the corresponding asymptotic properties. The thesis is structured as three papers that
apply the martingale test to address empirical questions in asset-pricing finance. Chapters
2, 3, and 4 correspond to the three papers and chapter 5 concludes.
In chapter 2, I construct a test to determine if continuous-time affine diffusion models
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of short-term interest rate provide adequate approximations of observed discrete interest
rate data, primarily with respect to the models' short-term forecastability. I apply the
martingale hypothesis to test various parametric specifications of the models' conditional
means. I follow the transformed empirical process approach of Koul and Stute (1999)
to construct the appropriate test statistics for models with homoscedastic instantaneous
variance and extend their results to models with conditional heteroscedasticity. The test is
designed to be accurate in testing the specification of the conditional mean function, with
forecastability as its criteria.
In chapter 3, I propose a unit-root type specification test for stochastic processes gen-
erated by linear functions of nonstationary integrated processes as a test for random walk
process in S&P500 index prices. The critical difference between this test which is based
on the martingale hypothesis test, and a unit-root test is that while the unit-root tests are
designed to test against linear stationary autoregressive alternatives, the martingale tests
are designed to test against linear and nonlinear process alternatives. For the asymptotic
prop~rties of the test statistic, I follow Park and Whang (1999) and extend their results to
account for estimated parameters.
In chapter 4, I construct a test of forward unbiasedness in order to study the relationship
between the S&P500 futures index price and the underlying S&P500 index price. The test
is used to determine if the futures price is an unbiased forecast of the index price, at the
maturity date of the futures contract. Two variables, futures price premium and holding
cost, are constructed as information variables and are compared for their abilities to forecast
the risk premium of futures contract.
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Chapter 2
Martingale Hypothesis Test as a
Specification Test for
Affine Diffusion Models
2.1 Introduction
In asset pricing finance, modeling state variables as affine diffusion models with affine func-
tions for the drift and diffusion coefficients results in closed form solutions for certain asset
prices. A natural question of interest is to determine how adequate these models are against
alternatives of more complex, perhaps even nonlinear, diffusion models.
This chapter applies the underlying concept of the martingale hypothesis to construct
a statistic to test the specification of the conditional mean function that is implied by the
different affine diffusion models. To obtain the best estimate of the forecast, it is appropriate
to test the specification of the conditional mean functions. However, in order to explain
the tail properties or to price options and derivatives, it may be more appropriate to test
the entire (conditional) distribution. In this chapter I focus on the specification of the
conditional mean functions and on providing a test that is precise, with careful consideration
paid to parameter estimation and estimation error.
Although the martingale hypothesis test is not a distribution test, it does offer some
insights into diffusion model specification, with regards to its forecastability. With the cor-
rectly specified conditional mean function as the predictable component of future values, the
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unpredictable component, or the realized deviations from the forecasted value (conditional
mean), should exhibit randomness and should be uncorrelated with current information.
The non-random qualities, measured as nonzero correlation, would indicate that there is a
predictable component (some function of the information variable) that is not correctly ac-
counted for. In his chapter on distribution specification, Ait-Sahalia (1996) claims that the
drift functions implied by many of the more simple diffusion specifications do not capture
the nonlinear relationship that is observable in the nonparametric estimates.1 The test I
propose can substantiate claims such as these, focusing primarily on the specification of the
conditional mean.
This test is different from existing tests of the random walk hypothesis, in which the·
serial correlations of returns are tested to see if correlation exists, in a discrete setting.2
Instead, my test is a specification check of the predictable component represented by the
conditional mean function of the continuous model, in order to see if the simple diffusion
model provides a discrete set of forecasts that satisfies the no correlation assumption. Cer-
tainly, a simple model of random walk, in its continuous form of a simple Brownian motion,
could be checked with this martingale hypothesis test. In this sense, the test is more anal-
ogous to the regression-based nR2 test, which is a goodness-of-fit test of the regression of
the residual onto some parametric model of the information variable. But the nonparamet-
ric nature of the martingale hypothesis test does not restrict the alternative hypothesis of
correlation to the specified model, as the regression-based test does.
The structure of the empirical process on which this test is based is similar to that of
Bierens (1990), but is extended to time-series, as is done by Koul and Stute (1999). In
fact, the test is the proposed test of Koul and Stute, extended to account for conditional
heteroscedasticity implied by the diffusion process. I use the transformation approach3
to obtain an asymptotic distribution for the empirical process with estimated parameters.
The two statistics I use, Kolmogorov-Smirnov and Cramer-von-Mises tests, are continuous
1Ait-Sahalia (1996) compares the implied parameteric densities to the nonparametrically estimated den-
sities. For the implied parametric densities, he uses the implied marginal density in one and in another, he
uses what he calls "transitional discrepancies", which is an expression obtained by equating the backward
and forward transition densities. Both methods fail to capture the inter-temporal aspect of the diffusion
process. An alternative would be to use the conditional Kolmogorov test of Andrews (1997) or the transform
approach of Bai (1997).
2This is a definition of the weakest form of random walk hypothesis: of no correlation. The other stronger
forms of random walk assumption is independence (stronger), and Li.d. (strongest).
3This martingale transformation approach first appeared in Khmaladze (1981), and was subsequently
used by many, including Bai (1997), Stute (1997), and Koul and Stute (1999) to name a few.
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functions (sup and integral functions, respectively) of the empirical process, for which the
asymptotic distribution is derived and known. The critical values of the test can be easily
calculated as a function of a known distribution function. An alternate test for correla-
tion is the sample periodogram test of Durlauf (1991), which is applied to the diffusion
specification by Thompson (2000). This test is based on the lack of correlation between
different periods, which would result in the periodogram being rectangular in shape. How-
ever, the periodogram test is not asymptotically distribution free, and therefore requires
bootstrapping. The transformation makes the martignale test free of distributional effects
from estimation.
The purpose of this chapter is to verify the distributional properties of the martingale
hypothesis test extended to account for conditional heteroscedasticity, and to describe a
method of applying this test to test the specification of the conditional mean function. In
the application part of this chapter, I examine the conditional mean functions implied by
the affine single-factor models of short-term interest rates, using consistent estimates of
the parameters.4 In this chapter, I am limited to testing the affine diffusion models, or
more accurately the models for which I know the exact parametric representations of the
conditional mean and variance. This restriction is imposed to keep the test precise, and
avoid issues concerning approximation error of numerical solutions of ordinary differential
equations, when solving for the conditional mean and variance. The test determines whether
the conditional mean functions implied by these affine models are indeed appropriate models
of short-term forecastability, and offers insights as to whether more complex specifications
of the conditional mean and variance are necessary.
This test has other applications in finance. For example, it can be used also to test a
variety of expectation hypotheses: unbiased expectation, return-to-maturity expectation,
yield-to-maturity expectation, and local expectation.5 In chapter 4, I ~pply this· test to
study the forward unbiasedness of stock index futures. There, the test is used to determine
4Chan, Karoulyi, Longstaff, and Sanders (1992) test variety of diffusion-based models with over-
identifying restriction tests for GMM estimation. Although their model set goes beyond the affine diffusion
models that are compared in this chapter, the parameters of their models are estimated using GMM method
based on the first-order Euler approximation. First-order Euler approximation makes the model simple to
estimate, but then the estimated parameters are those of the discretized version of the model and not a
consistent estimate of the continuous model itself.
5Here, I state the different types of expectation hypotheses as they are defined in Ingersoll (1987). An
alternative source for a good discussion of the various expectation hypotheses can be found in Campbell,
Lo, and MacKinlay (1997).
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if index futures returns are unbiased estimators of future spot returns.6 Other financial
applications include testing of continuous CAPM, testing of the specification of stochastic
discount factor in consumption CAPM, and testing models for predictabilility of stock
prices. The implications from the testing of martingale hypotheses in this financial setting
are vast. Testing the CAPM relationship would have repercussions for the definition of the
lower bound for the volatility of the stochastic discount factors of Hansen and Jagannathan
(1991). Testing the unbiasedness of forward bond rates would have repercussions for the
bond term structure models.
Moreover, as a specification test of the conditional mean, the application is not limited
to financial modeling, but can be extended to a variety of other disciplines in order to test
the specification of functions representing an unbiased forecast. In behavioral economics,
one can apply this test to study the specification of parameteric models of individuals;
future actions or decisions based on present characteristics.
The remainder of the chapter is organized as follows. In section 2, the martingale
hypothesis' test statistics are defined, and asymptotic properties are derived and discussed.
Section 3 provides a brief discussion on the power of the test. Section 4 describes the details
on the implementation of the test, which includes parameter estimation methodologies and
the finite sample analog of the transformation of the empirical process. In section 5, I
present the results qf the martingale hypothesis test, as applied to affine diffusion models
of short-term interest rates. Section 6 provides concluding remarks.
2.2 Martingale Hypothesis Test
First define a space with the usual probability triple (On, .rn, P n) in which a time series
variable X t is defined. {.rn : n ~ O} is a right-continuous filtration. Let m be a function
of the parametric family M = {m(.,8) : 8 E 8}, representing the parametric model of the
conditional mean. Let Ut be a residual process of Markovian X t so that:
(2.1)
6This research is in progress.
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The general statement of the martingale (and the null) hypothesis7 is as follows:
This general martingale hypothesis states that the expected value of the residuals is zero
for any value of the variables in :Ft. Moreover, a test can be constructed to examine a more
restrictive hypothesis with a smaller a-field: the"natural" a-field, :11-1' which is a field
generated by the X's {Xt , X t- b X t-2,"'} so that:
(2.3)
This equation states that the residual, X t - m(Xt- ll 80 ), is not correlated with the
space spanned by the past values of X. Using the Markov property of X t , this suggests
that the residual Ut is not correlated with Xt-l. In other words, the forecast residual and
current information are uncorrelated if the null hypothesis is satisfied. If m(Xt-l, 80) is not
correctly specified, and instead provides a biased forecast, then the above equation fails to
hold; the expected value is non-zero. By exploiting this relationship, a general correlation
test of the residual and the space spanned by X t - 1 can be constructed as a test for the null
hypothesis. To represent the complete space spanned by Xt-l, of all linear and nonlinear
functions of X t- 1 , the indicator functions of X t- 1 , I(Xt- 1 < x) are used.s Then, the
martingale hypothesis condition can be written as the a condition of no correlation:
E ([Xt - m(Xt- ll 8o)]1(Xt-1 ~ x)} = 0 (2.4)
which must hold for all values of x. It is from this relationship that Koul and Stute define
an empirical process, Vn,m (x),
1 n
Vn,m(x) := yin L[Xni - m(Xn(i-1) ' 8)]1(Xn(i-1) ::; x)
n . 1t=
(2.5)
7Note that the statement of the martingale hypothesis is different from the usual definition of a martingale
process. In the ordinary definition, if X t is martingale, this implies that E[Xtl.r,,] = X" where t > s. The
martingale hypothesis used here is an extension of this statement, where X s is a known function in .1'". The
term zero-mean martingale will be used to mean a process for which E[Xtl.rs ] = 0 holds true.
SA more general test than this is to relax the Markov assumption and study the correlation between the
residual and all (or fixed number of) past values of Xt-i, i ~ 1. However, the asymtotics involving this
multi-dimensional indicator function becomes too complex, according to Koul and Stute and Khmaladze.
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where {Xni : 1 :S i :S n, n 2': I} is a triangular array that represents the observed process of
X t ·
Under the null hypothesis of a correctly specified m() function, the martingale hypoth-
esis holds and the empirical process is a zero-mean process. However, under the alternative
hypothesis of an incorrectly specified mO function, the martingale hypothesis fails to hold
because the process is no longer zero-mean. Koul and Stute show that with specific assump-
tions, the asymptotic distribution of this empirical process is a Brownian motion process.
Moreover, Koul and Stute show that with estimated parameters, the empirical process can
be transformed using the martingalization transformation of Khmaladze (1981) in order to
maintain the convergence to a Brownian motion process. The transformation (T) is defined
using a dot function, m, which represents the gradient function of the conditional mean
with respect to all estimated parameters:
Tf(x):= f(x) - i:m(y,O)'A-1 (y) x [j m(z,O)l(z 2': y)f(dZ)] G(dy), (2.6)
where A(x) := f m(y, 8)m(y, 8)'l(y 2': x)G(dy) and GO is a distribution function of X.
One of the crucial assumptions of Koul and Stute in defining the appropriate mar-
tingalization transformation is that the conditional variance of the residual is known and
homoscedastic, such that:
(2.7)
and does not depend on x.
In testing the conditional mean function implied by the affine diffusion, this assumption
of constant conditional variance is not always satisfied. I have additional information about
the parameteric form of the conditional variance function for the affine diffusion models.
In some models, the conditional variance is indeed homoscedastic, such that the Koul and
Stute empirical process is appropriate. But in other models, the conditional variance is
conditionally heteroscedastic and is of a known parameteric form. It is for these latter cases
that the proof of the asymptotic distribution by Koul and Stute asymptotics does not hold.
Therefore, I propose an alternative empirical process, which I define as the scaled empirical
process that uses this additional information about the conditional variance function. This
scaled residual empirical process is defined as a residual that is scaled by a function s(., ,),
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which is equivalent to the square-root of conditional variance as follows:
._ 1 ~ [Xni - m(Xn(i-l) ' 8)]
Vn,m,s(x).- ~ L....t (X ) l(Xn(i-l) S x)
v n i=l 8 n(i-l)' l'
(2.8)
The parameter set of conditional variance, 1', mayor may not include parameters of the
conditional mean function: 8.
As lo~g as 80 is a consistent estimate of conditional variance that is bounded away
from zero and infinity, this alternative empirical process will have properties very similar to
the empirical process defined by Koul and Stute. Under the null hypothesis of a correctly
specified mO function, the martingale hypothesis holds, and the scaled residual empirical
process is a zero-mean process. Under the alternative hypothesis of an incorrectly specified
mO function, the martingale hypothesis fails to hold because the process is no longer zero-
mean. I show in the next section that under certain additional assumptions, the asymptotic
distribution of this empirical process is also a Brownian motion process. For notational
simplicity, define a function h(x,1') to be the scaled residual:
h(X X ) .= [Xt - m(Xt- 1 , 8)]t, t-l,1' . (X ).
8 n(i-l)' l'
(2.9)
With a slight abuse in notation, {1'} represents the union of two sets of parameters {8}
from the mO function and {1'} from the 80 function.
The proofs in the next section show that under certain assumptions, the asymptotic
distribution of this empirical process evaluated at the true parameters is a Brownian motion
process. The proofs also show that a transformation very similar in structure to the one
proposed by Koul and Stute can be constructed for this scaled residual empirical process in
order to obtain the desirable asymptotic distributions of a Brownian motion process. The
transformation (T) is defined using a dot function, h, which is the gradient function of the
scaled residual process with respect to all estimated parameters:
Tf(x) := f(x) - i~ h(y,1')'A-1(y) x [j h(z,1')l(z ~ Y)f(dZ)] G(dy),
where A(x) := Jh(Y,1')h(Y,1')'l(y 2:: x)G(dy) and GO is a distribution of X.
(2.10)
Once the transformation is defined and the asymptotic distribution of the transformed
empirical process as a Brownian motion is established, test statistics can be constructed
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using the standard goodness-of-fit statistics on its path, namely Kolmogorov-Smirnov (KS)
and Cramer-von-Mises (CM). These statistics measure the deviations from the null hypoth-
esis of mean zero. Given that the transformed empirical process is a Brownian motion, the
increments of the Brownian motion process, here denoted as Ut , are a Brownian bridge, an
observed path of the Brownian motion process. Under the null hypothesis, Ut is a zero mean
Brownian path, while under the alternative, Ut has a non-zero mean. The two statistics are
defined as continuous functions of this Brownian bridge that measure deviations from zero:
Kolmogorov - Smirnov(KS) := sup IUtl
Cramer - von - Mises(CM) :=11 Ut2dt
(2.11)
(2.12)
The distributional properties of the Brownian motion process can be used to determine
if the observed deviations (measured by these statistics) are within the limits that can
be explained by sampling error. Applying the continuous mapping theorem, the limiting
distributions of the statistics are simply the continuous functions of the Brownian path. To
compare the constructed test statistics to the null hypothesis of Ut of the Brownian path,
critical values of the statistics are obtained from simulating a Brownian motion process.
Since the alternative could be any non-zero mean, either positive or negative, I construct a
two-sided test using the distributions of the test statistics. In the next section, asymptotic
properties of the scaled residual process are established.
2.2.1 Asymptotic Properties
The empirical process of the scaled residuals in equation 2.8 resembles a step-function,
taking values in the Skorokhod space. As n increases to infinity and more X values are ob-
served, the length of the step function decreases. To show asymptotic distribution requires
proving weak convergence in Skorokhod space. This is achieved by proving finite dimen-
sional (or pointwise) convergence and proving tightness (Billingsley, See theorem 1.27 in the
appendix.) All technical discussions and proofs for this section appear in the Appendix. To
prove finite-dimenional convergence, conditions must be specified for the martingale cen-
tral limit theorem to be applied. The two conditions are square integrability of the scaled
residual and the Lindeberg condition for the variance.
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First, begin with a basic assumption containing two components: stationarity9 for X t ,
which is necessary for the convergence of l(Xt - l ::; x), and continuity of its distribution
function.
Assumption 2.1 (Stationarity of X) X t is stationary and ergodic and has a continuous
distribution function G (x ).
Under the null hypothesis of a correctly specified m function, the residual process is a
martingale and the following equation holds for each X t - l
E[Xt - m(Xt - l , 8) IFt-l] = 0 (2.13)
This means that X t - m(Xt - l , 8) is a martingale difference sequence. For the scaled resid-
ual process in equation 2.9 to satisfy square-integrability, the following assumptions are
necessary.
Assumption 2.2 (Square integrable Martingale) In addition to assuming:
E [Xl - m(Xo,8)IXo] = 0
E [(Xl - m(Xo, 8))2] < 00
also assume that:
liminf{s2(Xt _ 1 ,1')} > 0
limsup{s2(Xt_l,1')} < 00
(2.14)
(2.15)
(2.16)
(2.17)
The first two assumptions in 2.2 show the square integrability of the empirical process
in equation 2.5 for each x. The additional assumptions ensure that the denominator is
bounded away from zero and infinity so that that unconditional variance of the scaled
residual process is finite:
(2.18)
9The issue of nonstationarity is considered in another work in progress.
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In fact, conditional on X t- b X t - m(Xt-l> 8) is constant, so that dividing through by
the square root of conditional variance does not affect the martigale property. This means
that h(Xt , Xt-l, "Y) is also a martingale difference sequence with finite variance.
(2.19)
Then, it follows that the scaled r~sidual process is a square integrable martingale for each
x, by the definition of square integrability.
Second, the Lindeberg condition must be confirmed, which means that conditional vari-
ance must be either constant or asymptotically constant. The following remark states that
the Lindeberg condition is satisfied with the scaled residual by construction. The condition
would not be satisfied with the unsealed residual because of its conditional heteroscedastic-
ity assumption.
Remark 2.3 Under the assumption of conditional heteroscedasticity, the conditional Lin-
deberg condition is satisfied for the scaled residual, so that for all € > 0,
(2.20)
The conditional variance of hO is constant by construction, while the conditional vari-
ance of the residual X t - m(Xt- 1 ) depends on X t- 1 and is not the same across X t- 1 , thus
confirming that, in order to apply the martingale central limit theorem, scaling of the resid-
ual with conditional variance is necessary. In other words, under the assumptions of constant
conditional variance, the Lindeberg condition is satisfied with the residual X t - m(Xt-d, so
that scaling is not necessary; but .under the assumptions of conditional heteroscedasticicty,
the Lindeberg condition cannot be satisfied.
I now state a theorem for finite-dimensional convergence.
Theorem 2.4 If assumptions 2.1 and 2.2 hold, then Vn,m,s converges weakly to a multi-
variate normal distribution with mean zero and covariance matrix:
(2.21)
The proof of this theorem is in appendix A and follows from the direct application of the
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martingale central limit theorem.
Next, the following assumptions are higher-order moment conditions that are necessary
for the empirical process to satisfy the uniform tightness condition.
Assumption 2.5 For some 17 > 0 and c5 > 0,
E[h(Xt , X t- b ,),)4] < 00
E[h(Xt,Xt_1,')')4IXoI1+11] < 00
E [h(X11 Xo, ,)2h(X2 , Xl, ,,)2IX d] 1+6 < 00
(2.22)
(2.23)
(2.24)
Finally, I present the main theorem of weak convergence to °a Brownian motion process.
Theorem 2.6 If assumptions 2.1, 2.2, and 2.5 hold, then Vn,m,s(.) converges weakly to a
oBrownian motion, B (7"2 (.)) where
(2.25)
The proof of this follows from the proof of finite-convergence stated in the theorem 2.4 and
from the proof of tightness that uses assumption 2.5.
2.2.2 Asymptotics with Estimated Parameters
The results of the previous section show the asymptotic distribution for the empirical process
with known parameters. In this section, the empirical process with estimated parameters is
considered. The residuals are constructed with the estimated parameters {')'n} that contain
estimation error, rather than with the true parameters {')'o} that contain no error:
(2.26)
To determine the asymptotic distribution of the empirical process with estimated param-
eters, assumptions of continuity and differentiability of the empirical process are used to
reduce the empirical process into the sum of two parts. One part is the empirical process
with true parameters and the other part is the estimation error. To ensure continuity and
differentiability, assumptions are placed on the estimated parameter.
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The asymptotic linearity assumption states that the estimator consists of the sum of
some functions 1, called the influence function. In the case of maximum likelihood estima-
tors, this influence function is the derivative of the log likelihood function with respect to
the parameters.
Assumption 2.7 (Asymptotic Linearity) There exists a function 1 such that the esti-
mator satisfies:
n
vn(I'n - 1'0) = n- I / 2I: l(Xt- l , Xi, 1'0) + op(l)
i=l
and 1 has the following characteristics:
E[l(Xo, Xl, I'o)/Xo] = 0
E[l(Xo, Xl, I'o)l(Xo, Xl, 1'0)'] is positive definite.
(2.27)
(2.28)
(2.29)
The assumption of asymptotic linearity (van der Vaart, 1999) is not a difficult condition to
satisfy; many methodologies such as maximum likelihood and method of moments fall in
this category. Asymptotic linearity is also a very useful property for the estimator, because
by its construction, it ensures continuity and asymptotic normality.
Assumption 2.8 Assume continuity of the scaled residual process, which follows from the
assumption of asymptotic linearity of the estimator. Also, in order to have differentiability,
assume that there exists a gradient function h(., 1'0) that is measurable and satisfies the
following condition, for all k < 00.
(2.30)
Then, the process with estimated parameters I'n can be represented as the sum of one term
with the true parameters 1'0 and another term with the estimation error, as follows:
1 n 1 n .
Vn.i.(x) := yin~ h(Xi, X i-l,yo)l(Xi-l ::; x) + vlnh'n - "YO);;:~ h(Xi. Xi-l,Yo)1(Xi- 1 ::; x)
(2.31)
For consistency, it is obvious that under the null hypothesis of a correctly specified
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conditional mean function, both parts have means of zero. The first term has mean of zero
because hO is zero under the null, as shown in the previous section with known parameters.
The second term has mean of zero as long as the parameters are vn-consistent, which makes
y'Ti(,n -'0) zero. Rewrite the hO function as the following:
h(X X ) = [Xt - m(Xt- 1" )]/Ut
t, t-l" y'
s(Xt - b ,)/Ut
(2.32)
where u; is the true variance at t. The inconsistent estimate of sO - due to a misspecified
sO function - does not affect the mean-zero aspect of the hO function, but does affect the
size of the conditional variance of hO. With regards to the tests, then, the misspecification
of conditional variance does not affect the consistency of the test, but it does affect the size
of the test, which is an important issue in applications.
As for the asymptotic distribution of Vn,h' the first sum is asymptotically normal, fol-
lowing the results from theorems 2.4 and 2.6 as shown in the previous section. Here, the
second sum is also normal, by using the asymptotic normality of the asymptotically linear
estimator.
With the sum of two asymptotiCally normal distributions, the distributional properties
of the the empirical process are obvious, as in the remark below. For clarity, let H(x, ,) =
E [h(Xt , Xt - 1 , ,)I(Xt- 1 :::; x)] , so that equation 2.31 can be written as:
n n
Vn,i.(x) := In~ h(Xi, Xi- I,Yo)l(Xi-1 ::S x) + H(x, "Yo)n-I/2~ I(Xt , Xt-I, "y) (2.33)
Remark 2.9 The empirical process with estimated parameter is asymptotically normal,
with zero mean and with the following covariance function:
E[h2(Xt , Xt-l, ,)]G(x ;\ y) + H'(x, ,) n H(y, ,)
H'(x, ,)E [I(Xt-l :::; y)h(Xt , Xt - 1 , ,)l(Xt , Xt - 1 , ,)]
iJ1(y, ,)E [I(Xt-l :::; x)h(Xt , X t- 1 , ,)l(Xt , Xt-l, I)]
where n is the variance function of the estimator, ,.
The only remaining task in obtaining a clean Brownian motion as an asymptotic dis-
tribution is to use the Khmaladze (1981) transformation as it appears in Koul and Stute.
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To apply the transformation, it is necessary to reduce the covariance function to the form:
G(x /\ y) - B(x)B(y). This is achieved by choosing the function 1 such that the last three
terms in the covariance function collapses into one.
Assumption 2.10
l(Xt , X t- 1,/) = n h(Xt , Xt-1,'y)h(Xt , Xt-l, /)
(J2 - E [h2 (Xt ,Xt-l, /)!Xo = x]
where n is the variance function of the estimator, / and GO is distribution of X.
(2.34)
(2.35)
The first assumption is a restatement of least squares estimator adjusted for conditional
heteroscedasticity. The second assumption of constant conditional variance follows from
construction of hO.
Remark 2.11 In fact, it follows from the construction of function, hO, that the value as-
so~iated with the constant conditional variance is 1. Moreover, after integrating integrating
the constant conditional variance over the distribution of Xo, the unconditional variance is
also 1:
(2.36)
Applying these assumptions, the covariance function simplifies to the form that is necessary
for transformation.
Theorem 2.12 If assumption 2.10 holds, then the empirical process with estimated param-
eter is asymptotically normal with zero mean and the covariance function:
G(x /\ y) - H'(x, /) n H(y, I)'
where n is the variance function of the estimator, / and GO is distribution of X.
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(2.37)
Theorem 2.13 (Transformation with True Parameters) Martingale transformation
(T) is defined as follows:
Tf(x):= f(x) - i:h(y, "Y)'A-1(y) x [j h(z, "Yn)l(z ~ y)f(dZ)] G(dy), (2.38)
where A(x) := f h(Y,~n)h(Y,~n)'1(y ~ x)G(dy) and GO is the distribution of X.
Additional smoothness assumptions of the h() function are required to prove consistency
of the transformation (Tn) with estimated parameters. Here, a distinction is made between
the two transformations: one that is applied to the empirical process Vn,h (x) and defined
with estimated parameters and another transformation (T) that is applied to the empirical
process (Vn,h(X») and defined with true parameters.
Assumption 2.14 (Smoothness Condition and Higher Moments) For some q x q
square matrix it (x, ~o) and a nonnegative function K 1(x, ~O),
E [IIh(Xo, ~o)lIj] Kl (Xo,~o) < 00
E [lIh(Xo,~o)"j] K1(Xo,1'o) < 00
and 'r;jf > 0, there exists a 8 > 0 such that 118 - 80 11 < 0 implies
(2.39)
(2.40)
(2.41)
for G-almost all x. And additionally, for some 17 > 0 and 8 > 0, the following expectations
are all finite,
E {[h(Xt ,Xt- ll ~)lIh(Xt,Xt-l, ~)11]4} < 00 (2.42)
{ . 4 1}E [h(Xt,Xt-l,~)llh(Xt,Xt-l,1')lI] \Xt- 1 ! +71 < 00 (2.43)
E {[h(Xt. Xt- 1 , "Y)lIh(Xt , X t-I. "Y) III2 [h(Xt+l ,Xt. "Y)lIh(Xt , Xt-l, "Y)IIJ2IXtl}1+0 (2.44)
This final theorem enables us to calculate the transforms and empirical processes using
the estimated parameters.
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Theorem 2.15 (Transformation with Estimated Parameters) If assumptions 2.1
through 2.14 hold, then
(2.45)
where B is standard Brownian motion Tn is a transformation, represented by estimated
parameters
~nf(X) := f(x) - L: k(y, 0)'A;;-l(y) X [j k(z, On)l(z ;:: Y)f(dZ)] Gn(dy),
where An(x) := Jh(y, B)h(y, B)'l(y ~ x)Gn(dy).
(2.46)
Therefore, I conclude that the information on the conditional heteroscedasticity could
be included to construct an empirical process that has asymptotic properties very similar
to the work by Koul and Stute. In the next section, I discuss how these results can be used
to test the conditional mean specification of affine diffusion models.
2.3 Power of the Test
The purpose of the martingale hypothesis test is to test the correlation between the fore-
cast residual and information variable. It is analogous to the regression-based test and the
GMM over-overidentifying restriction test. By the regression test I refer to regressing of the
forecast residual on the information variable and some parameteric function of the infor-
mation variable and testing the goodness-of-fit. The fundamental difference that separates
the martingale hypothesis test from other tests is that the alternative model of correlation
of the forecast residual and some function of the information variable does not have to be
specified. The martingale hypothesis test is a nonparameteric test, that tests correlation
between Ut and the entire space of functions of Xt-b represented by indicator functions
I(Xt- 1 :::; x), at different values of x.
The structure of this martingale test is similar to Hansen's test (1982) of over-identifying
restrictions in the GMM framework. The GMM test of over-identifying restriction is based
on correlation, E[HtUt], where Ut is defined as residuals and Ht some other variables (such as
instruments). The null hypothesis is that there are no correlation between the two variables,
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Ut and H t . More generally, GMM test is a test for a specified set of moment conditions. If
the true model of correlation happens to violate one of these specific moment conditions (in
the GMM test setting) or a specified regression model (in the regression-based test setting)
then the martingale test is very likely going to be less powerful. But in the perhaps more
realistic situation where the alternative model of correlation is not known, the martingale
hypothesis test has power in all directions of alternatives. This comes at the cost of not
necessarily being the most powerful test in a certain specific direction.
Further research is necessary to determine in what (nonlinear) direction of alternative
models of correlation this martingale test is most powerful, and whether the two statistics
(Kolmogorov-Smirnov and Cramer-von-Mises) differ in rejecting certain types of alterna-
tives. An additional concern with the martingale hypothesis test that is extended for con-
ditional heteroscedasticity is that the misspecification of the conditional variance function
affects the size of the denominator in the empirical process. Although the consistency of the
test is not undermined - it remains mean zero even if conditional variance is misspecified-,
the power of the test is undoubtedly affected.
2.4 On Implementation
I consider testing the continuous-time diffusion models of the type:
dXt = J.L(Xt- b 8)dt + er(Xt- 1, 'Y)dWt (2.47)
such that the drift coefficient JLO and diffusion coefficient erO are affine functions of Xt-l'
The affine diffusion models have the attractive property that conditional mean and variance
have analytical forms that can be solved from Riccati equations. These conditional mean
and variance are functions of the discrete realizations of the diffusion process; they are one-
period ahead expected mean and variance, conditional on current realized value. It turns
out that the conditional characteristic functions for the affine diffusion model class are in
the form exp(a+,BXt-l) where a and,B are solutions of the Riccati equations (Duffie, Pan,
Singleton, 1999) so that the moments can be computed very easily. See Appendix B for the
Riccati equations and the parameteric models of conditional mean and variance functions.
Table 2.4 is a summary of the diffusion models and their corresponding conditional mean
functions. Note that all of these models are such that the conditional means and variances
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are affine functions of Xt- 1 .
Table 2.1: Affine Diffusion Models
Model Specification Conditional Mean Function
White Noise dr = adZ Xt- 1
Merton dr = adt + adZ Xt- 1 + a
Vasicek dr = K,(8 - r)dt + adZ e-K(Xt _ 1 - 8) + 8
CIR dr = K,(8 - r)dt + (a2r)O.5dZ e-KXt-l + (1 - e-K)8
Pearson, Sun dr = K,(8 - r)dt + (, + a2r)o.5dZ e-KXt-l + (1 - e-K)(8 +,2 /w2 )
Merton with Jump dr = adt + adZ + dJ X t- 1 + a + AJ.-tJ
Notes:
Z is a standard Brownian motion process. .
J is a Poisson jump variable, with jump size that has a normal distribution with mean J.-tJ
and variance oJ and has an intensity (or frequency) represented by A.
To test the parameteric models of these conditional mean functio~susing the Martingale
Hypothesis Test presented in this chapter, several key assumptions need to be satisfied:
namely Assumption 2.8 - the existence and the continuity of the gradient functions ;"0 for
each model, and Assumption 2.7 - the asymptotic linearity, and stationarity of X t .
The assumption on the existence and continuity of the gradient function (which is the
first derivative with respect to each estimated parameter) can be verified by defining the set
of pa~ameter values for which the assumption is satisfied. More specifically, it is important
that the hO do not contain columns of zeros or infinity, or linearly dependent columns, so
that the gradient matrix remains invertible. I define the set of parameter values for which
;"0 are not zeros or infinity. Detailed d~scussion for each model appears in Appendix B. The
assumption on the asymptotic linearity of paramet.er estimates can be verified by obtaining
the Jfi-consistent estimates of parameters {8n'Yn}. To do so, parameters of the diffusion
model are estimated by using the conditional maximum likelihood.
As for stationarity, both white noise model and Merton model are, by construction,
nonstationary. The white noise model is a continuous-time model of an integrated 1(1)
process, or a difference stationary process; and Merton model is a continuous-time model
of a difference-stationary process with a constant. The other models are stationary, as long
as the coefficient on X t- 1 in the conditional mean function is not one; or K, is away from
zero.
Once the parameters are estimated, the empirical process is constructed, by taking the
32
forecast residual and indicator functions of the information variable. The values of the
empirical process Vn,m,s are computed for each different observed value of X t - 1. In other
words, the grid of x values used in the indicator function are the n (less than n if any values
are repeated) unique values of Xt-l. The empirical process is a step function for a finite
set of ohervations. Let Z[l]' Z[2], .•. Z[n] be ordered observations of X t- I , from smallest to
largest. Then the values of the step functions are as follows:
V(x) :=
0, if x < Z[l]
The step-function quality of the empirical process is important in defining the version of
transformation that is applicable for finite sample and estimated parameters. The transfor-
mation as it appears in equation 2'.46 can be translated for finite sample of x values without
changing its definition.
TnV(x)
nL k(Xk, X k- I ,Yn)l(Xk-1 ~ Xj-l)h(Xj ,Xj-ll In) (2.48)
k::::1
= ~1 t [l(Xj-l :::; x) - h(Xj,Xj-l,Yn)'l(Xj-l ~ x)A;;-l(Xj_l)
n . 13=
nL k(Xk, X k-l"n)l(Xk-1 ~ Xj-I)] h(Xj,Xj-l,''Yn) (2.49)
k=l
where h(xt, Xt-I, In) is the k x 1 gradient function, evaluated using estimated parameters,
and An (k x k matrix) is defined below:
(2.50)
For a slight simplicity in notation, assume that the value x of the Xt-I corresponds to the
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ith ordered observation, denoted with the subscript in brackets [i], so that x = Z[i]'
1 ~ [. )' -1
- .~ L...J 1 - h(z[j] , Z[j]-l, "Yn An (Xj-I)
yn . 1J=
nL h,(Xk, Xk-ll "Yn)l(Xk-l 2:: Xj-l)] h(Xj, Xj-I, "Yn)
k=l
(2.51)
where An can be written as follows:
(2.52)
The exact formulae of the hO and hO functions for each model are worked out in Ap-
pendix B. Finally, finite sample versions of the Kolmogorov-Smirnov and Cramer-von-Mises
statistics can be computed, using the transformed empirical process, TnVn,m,s(x).
KS:= maxITnVnms(x)1
x ' ,
eM := L [TnVn,m,s(x)]2
x
(2.53)
(2.54)
For the stationary models, these computed statistics are compared with the first two
columns of the distribution table (Table C.l) in the Appendix. The values in the distribution
table are distribution of the statistics under the assumption of Brownian Motion process, and
are simulated results of 1000 Monte Carlo iterations of 1000 time-series discrete observations
of Brownian Motion process. To satisfy the null hypothesis using a two-sided test of size
5%, the computed statistics should fall between the values in the table corresponding to
2.5% and 97.5%. For two-sided tests of size of 5%, the critical values are 0.454 and 1.489 for
the Kolmogorov-Smirnov statistic, and 0.030 and 0.621 for the Cramer-von-Mises statistic.
For the nonstationary models, these computed statistcs are compared with the distri-
bution table in Park and Whang (1999) computed especially for integrated process. For
two-sided tests of size of 5%, the critical values are 0.649 and 2.670 for the Kolmogorov-
Smirnov statistic, and 0.069 and 2.727 for the Cramer-von-Mises statistic. For the merton
model, it is necessary to consider variance due to estimation of parameters, but for this
chapter it will be assumed to be the true parameter.
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2.5 Application: Short-Term Interest Rate Model
This section shows martingale test results for the single-factor affine diflision models of
short-term interest rates.
2.5.1 Data and Simple Statistics
The one-month yield data of treasury bills are the data of Fama (1984), subsequently main-
tained by CRSP. The yields are averages of bid and ask yields, annualized, and normalized
to the average number of days (30.443 days) in a month, as in Chan, Karoulyi, Longstaff,
and Sanders (1992) in their paper that compares different diffusion models. There are 426
monthly observations, for the period from June 1964 to November 1999. See Figure D-1 for
the one-month Treasury-bill yield data.
The one-week yield data of Eurodollar deposit rates are averages of bid and offer rates
published in the Financial Times and obtained from Datastream. There are 1301 observa-
tions, for the period from January 1975 to December 1999. See Figure D-2 for the one-week
Eurodollar rate data. The Eurodollar rates are used by Ait-Sahalia (1996) and Thompson
(2000) and are considered to be a better proxy for the riskfree rate than the t-bill rates.
Duffee (1994) claims that short-term t-bills show increasingly large idiosyncratic movements
that makes them poor proxies for instantaneous default-free interest rates and suggests use
of Eurodollar rates instead. Pearson and Sun (1994) also argue that one-month treasury
bills have a factor premium while real instantaneous interest rates do not.
Table 2.2: Simple Statistics for Annualized Interest Rates
Type (Frequency) T-bill (Monthly) Eurodollar (Weekly)
Dates 6/1964-11/1999 1/1975-12/1999
Number of Observations 426 1301
Mean 6.12 7.57
Standard Dev. 2.52 3.43
Minimum 2.62 2.94
Maximum 16.95 22.25
Median 5.43 6.56
Variance 6.34 11.76
Skewness 1.44 1.43
Kurtosis 5.42 5.21
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Simple statistics are summarized in Table 2. Skewness and kurtosis are approximately
the same in both the monthly treasury bill data and the weekly Eurodollar rate data. The
mean and me~ian are both slightly higher for the Eurodollar rate which is counter-intuitive
considering the argument of Pearson and Sun that treasury bill rates are not considered
to be entirely riskless. The variance is higher for the weekly data, as would be expected
from the increased frequency of the data. The simple statistics for the monthly treasury
bill data are basically the same even if the observations are restricted to the same period
(1/1975-11/1999) as the weekly data, so that the comparison holds.
2.5.2 Martingale Test Results
Parameter estimates and their standard errors are summarized in Table C.2 in the Appendix.
Before proceeding with the test results, invertibility of hO must be confirmed, by using the
parametric restrictions for the gradient function outlined for each model in Appendix B.
For the Merton model with jump, one of the parameter restrictions could not be satisfied.
The variance estimate for this jump model is not significantly different from zero, which
seems to be a problem with the estimation technique used.
As for the martingale hypothesis test results, Table 2.5.2 summarizes the h()-transformed
results for the affine diffusion model class. The bold typeface values indicate the statistics
for which the null hypotheses can be rejected at the 5% significance level, using the two-sided
test.
Table 2.3: Martingale Test Results
Transformations are constructed from
the gradient of the scaled residual function.
Model
White Noise
Merton
Vasicek
eIR
Duffie-Kan
Merton with Jump
Monthly Data Weekly Data
KS CM KS CM
1.474 0.839 1.065 0.360
20.56 68.61 11.93 25.74
7.508 19.2 3.686 4.662
23.38 7157.3 21.92 158.5
33.87 66.19 58.45 988.1
Notes: The bold typeface values indicate that the null of a
correctly specified conditional mean can be rejected at the 5%
significance level.
36
For the monthly Treasury data; all but the most simple white noise model are rejected at
the 5% significance level. The white noise model cannot be rejected at 5%, 10% or even 20%
significance level. In fact, all models are except the white noise model is rejected at the 10%
significance level with both statistics. This is consistent with the findings of Chan, Karoulyi,
Longstaff and Sanders (1992) where they reject the Merton, Vasicek, and CIR models (the
Duffie-Kan model is not considered) using the over-identification test statistic of the four
moment conditions used in their Euler-approximation based GMM estimation. I remark
that my parameter values are estimated using conditional likelihood and differ slightly
from their parameter values that are estimated with the Euler approximation of moment
conditions, even if the same subset of data is used.10 However, this is not consistent with
the unit-root based analysis of prices and returns, which shows that prices are difference
stationary but returns are not. It is quite possible that martingale hypothesis test cannot
detect over-differencing.
For the weekly Eurodollar rate data, once again, all but the most simple white noise
model are rejected 5% significance level. Again, the white noise model cannot be rejected
at 10% or even at the 20% significance level.
T,he martingale test, results for the homoscedastic variance models are compared with
the statistics proposed by Koul and Stute, to see if scaling with the estimate of constant
variance affect the test. Table 2.5.2 summarizes the results using of the Koul and Stute
martingale tests. The results are similar to the ones in Table 2.5.2. This confirmation serves
as a check for my test statistics
In an attempt to understand why only the white noise model could not reject the null
hypothesis, the empirical process values for the white noise model are plotted against the
information variable in Graphs A and B in Figure D-3 in the Appendix. Comparing to the
empirical process values of the other four models for each data (Graphs A-D in Figure D-4
for monthly Treasury data, Graphs A-D in Figure D-5 for weekly Eurodollar data) it is
difficult to discern why the residuals in A and B in Figure D-3 reject the null hypothesis of
no correlation, while those in A and B of Figure D-4 do not. Graphs A and B in Figure D-4
lOEven with scaling adjustment and using the same 307 observations as in their paper, the simple statistics
are similar but the parameter values are different. My parameter estimates using the Euler-approximation
of moments resemble the results I get with the conditional likelihood estimation. This difference, in not
being replicate their results, may be due to the differences in the optimization technique or tolerance level in
the optimizer. For optimization and scaling purposes, our data express the annualized yield in percentages,
so that a yield of 6 percent appears in our data as 6.0.
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Table 2.4: Koul and Stute Martingale Test Results
Transformations are constructed from
the gradient of the conditional mean function.
with Transformation
Monthly Data Weekly Data
Model KM CM KM CM
White Noise 1.268 0.648 1.053 0.347
Merton 21.13 0.609 12.01 25.97
Vasicek 7.582 19.6 3.636 4.553
Notes: The bold typeface values indicate that the null of a
correctly specified conditional mean can be rejected at the 5%
significance level.
seem to exhibit discernible pattern, that are quite similar to one another. This suggests
that the entire class of affine diffusion models provide similar conditional mean function.
To show the differences in the conditional mean functions across models, the corre-
sponding conditional mean coefficients are computed in Table 2.5.2. Note the fairly large
Table 2.5: Conditional Mean Functions Q + /3Xt- 1
Conditional Mean function parameters are calculated
from our estimated parameters.
Monthly Data Weekly Data
Model a /3 a /3
White Noise 0.000 1.000 0.00000 1.0000
Merton 0.00283 1.000 -0.00087 1.0000
Vasicek 0.00397 0.999 0.00078 0.9999
CIR 0.381 0.938 0.0759 0.989
Duffie-Kan 0.396 0.939 0.0773 0.989
differences in the cm and Duffie-Kan models as compared to other models. By introducing
the linear parameter into the diffusion coefficient, the distributional assumptions seem to
put constraints on the parameters that affect conditional mean functions when compared
to models with constant variance. But overall, the conditional mean functions seem to be
quite similar across models, which may be the reason why all reject.
In their paper, Bliss and Smith (1998) claim that a temporary regime change in U.S.
treasury bill rates for the period between September 1979 and October 1982 explains tem-
porary change in parameters of the diffusion model. I consider the possibility of parameter
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instability, and estimate the parameters and perform the martingale test on a subset of
monthly data, 1983 to present. The test statistics decrease slightly across the board, but
the conclusion is basically the same as with the entire data.
It is possible that both the weekly and monthly data demand a conditional mean function
with higher orders of current rates, perhaps with a more complex diffusion model. The
restrictions from the affine diffusion models do seem too restrictive to produce the correct
specification of the conditional mean function. The need for a more complex (perhaps
nonlinear) relationship of drift and diffusion terms to the current rate may be so, perhaps
because the frequency of data is too long to be modeled by a diffusion model that captures
short-term fluctuations.
2.6 Conclusion
In this chapter, I use the martingale hypothesis test for testing the specification of the
implied conditional mean functions of affine diffusion models. I find that almost all affine
models are rejected for the monthly treasury bill data and the weekly Eurodollar data. Only
the white noise model is not rejected, which suggests that the test may not be sensitive to
over-differencing. It is important to emphasize that the rejection of these models implies
misspecification of the conditional mean function as an unbiased forecast. It is possible that
while the implied conditional mean function does not provide a good forecast, the specified
diffusion model may be an adequate approximation for higher conditional moments or other
characteristics. I conclude this chapter with a discussion on the limitations of this test and
suggestions for improved model specification.
A limitation imposed on the test is that only the models of affine diffusion class are
investigated. To correctly account for estimation error, only models with precise para-
metric functions of conditional mean have been tested. Certainly, as other papers in this
literature have suggested and as this chapter has confirmed, testing models with complex
conditional mean functions will most likely prove fruitful. In the realm of diffusion models,
this would require simulation, either in estimating the parameters of the complex diffusion
models or in estimating the conditional mean functions associated with the model. The
errors from simulation and numerical approximation need to be considered in obtaining
the appropriate critical values. In testing more complex conditional mean functions, both
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continuous-time models and discrete-time models should be considered. There is nothing
in the formulation of the test that restricts its application to continuous-time models. It
would also be interesting to see if the test could be adjusted and applied to models with
stochastic variance.
Another potential problem with the model specification thus far is that in modeling the
short-term interest rate, only the interest rate is used as the current information variable.
Some other macroeconomic indicator, or perhaps even a function of several variables may
be more appropriate state variables. Further research is required either to define, construct
or estimate an alternative state variable.
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Chapter 3
Martingale Hypothesis Test for
Integrated Processes
3.1 Introduction
One of the oldest questions in finance is whether future asset prices are predictable. A form
of predictability - based strictly on past prices and no other variables - has been of particular
interest to finance researchers for decades. Subtle differences in the null hypotheses of non
predictability have been classified as different types of random walk hypotheses based on the
assumptions about the increments of the price process. According to the classification in
Campbell, Lo, and MacKinlay (1997), Random Walk Hypothesis One assumes independent
and identically distributed increments; Random Walk Hypothesis Two assumes independent
but not identically distributed incrementsj Random Walk Hypothesis Three (the weakest)
assumes uncorrelated increments. These categories can also be classified into two broader
categories: the first entails a conditional distribution assumption; that is, independence of
increments translates to the fact that the distribution of asset price conditional on past
prices is identical to the unconditional distribution of asset price. The second entails a
conditional mean assumptionj that is, uncorrelatedness of increments translates to the fact
that conditional mean price is the best unbiased estimator of the future asset price. It is
this second category of the random walk hypotheses that gives rise to the relationship of
the martingale process, and is presented in this chapter as a natural application for the
martingale hypothesis test.
41
The test works as follows. First a conditional mean model is specified. This conditional
mean function is an unbiased forecast of price in the future, which is assumed to be linear in
current price. The main idea is to specify a linear model and test for nonlinear alternatives.!
The increments in the random walk hypothesis are then the residuals, which is the future
price with the predictable component subtracted. An important feature of this example is
that the informational variables (variables in the current information set) are asset prices
and not returns, although the relationship could be rewritten in terms of returns.2 Because
of the 1(1) nature of the asset prices, proved in various finance literature, the properties
of the martingale hypothesis test must consider an integrated process information variable.
Park and Whang (1999) develop a martingale test for integrated processes but their results
hinge on the fact that parameters for the model of unbiased forecast (or conditional mean)
are known. More specifically, their conditional mean function is Xt-l, so that the residual is
simply the difference between the value at t and t-1, or Xt-Xt- 1 . In this chapter, I offer an
extension to the Park and Whang results by considering alternative linear models of Xt- 1.
The new specification allows more freedom in specification, but the errors from estimated
parameters need to be considered in the asymptotic results. Therefore, the contribution of
this chapter is to derive the limiting distribution of the case with integrated variables and
estimated parameters, and to compare the results with those of Park and Whang (1999).
The test statistics have the attractive property of being fairly simple to compute, com-
pared to similar tests of Durlauf (1991). Durlauf's test of correlation is a test of the shape
of the spectral density, which is rectangular under the null hypothesis of no correlation.
His test depends on the smoothing parameter used in the spectral density estimation. As
Park and Whang show with their Monte Carlo simulation to obtain the rejection probabili-
ties under different non-martingale alternatives, the martingale test is much more powerful
against a rich set of non-martingales: not only the linear non-Gaussians that are covered
by Durlauf's tests, but also the nonlinear non-Gaussian alternatives.
This chapter is organized as follows. In section 2, martingale hypothesis test statistics
are defined and the basic properties discussed. Section 3 contains the main results, where
the asymptotic properties are presented and compared to the results of Park and Whang.
1Although assumption of linearity may be restrictive, if we consider predictability of asset prices as a
form of absence of arbitrage, the linearity assumption lends itself nicely to portfolio holdings.
2This issue is revisited in Section 3.4.
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In section 4, the test is applied to S&P index prices. Section 5 presents conclusions.
3.2 Martingale Hypothesis Test
First define a space with a probability triple (On, .rn,P n) in which a time series variable
X t is defined. {.rn : n 2:: O} is a right-continuous filtration. Let the function of the the
conditional mean function be linear in X t- ll with parameter set B = {Q,,B} such that
a + ,BXt - 1 . Then, let Ut be a function of the residual process of the time series X t so that:
(3.1)
The general statement of the martingale (and the null) hypothesis is as follows:
(3.2)
This general martingale hypothesis implies that the expected value of the residuals for each
value of the variables in .rt is zero. Specifically, we construct test statistics that test a more
restrictive hypothesis with a smaller "natural" cr-field, .rf-l' that is a a-field generated by
the X's {Xt , X t - 1 , X t -2,"'} so that:
(3.3)
Let {Xni : 1 ~ i ~ n, n 2:: I} be a triangular array that represents the observed process
of X t . Assuming additionally that X t is Markov3 , the martingale hypothesis is re-written
as follows:
(3.4)
Borrowing from the results of Park and Whang, with integrated X t variable, the empir-
3Note that, although it is more practical to consider a multi-dimensional version where the indicator
function is over a multi-periods of past values, that makes the limiting distribution problem intractable.
Some discussion appear at the end of this section.
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ical process, Vn,m(x), is defined as follows:
1 ~ Xn(i-l)Vn,m(x):= ~ L--[Xni - m(Xn(i-l),fJ)]l( yin ~ x)
yn i=l ()" n
(3.5)
where 10 is an indicator function. Note the difference between this empirical process and
those with the stationary X t variable of Koul and Stute (1997):
1 n
Vn,m(x) := .~ L[Xni - m(Xn(i-l), O)]l(Xn(i-l) ~ x)
yn i=l
(3.6)
The empirical processes in equation 3.5 and 3.6 are both cadlag or RCLL (right-
continuous left-limit) functions with values in Skorokhod space D( -00,00), which with
some transformation can take on values in D[O, 1].4
In this one-dimensional case (x is one dimensional), I show that under specific assump-
tions, the empirical process can be transformed to limit to a Brownian motion process. I
begin with the Skorokhod representation theorem for martingales, Theorem A.l of Hall and
Heyde (1980), to show the existence of a transformation that offers the limiting distribution
of this empirical process. Before I proceed, I make one assumption of finite unconditional
variance:
Assumption 3.16
(3.7)
This assumption, combined with the zero conditional mean in equation 3.4, defines Vn,m(x)
to be a zero-mean, square-integrable process for each x.
Theorem 3.17 (Skorokhod Representation Theorem) Let {Sn = L:~ Xi, :Fn,n ;::: I}
be a zero-mean, square-integrable martingale. Then there exists a probability space sup-
porting {Wt }, W t = L:~=l = Wk, a (standard) Brownia1lc mot~on Wand a sequence of
nonnegative time-change {'il} with :Fn, a a-field generated by WI, ... ,Wn and by' W(t) for
o :5 t ~ 'in such that:
1. {Sn,n;::: I} is equal in distribution to {W('in),n;::: I},
4The definition in Skorokhod space will be necessary to apply a transformation that requires time-
changing the underlying martingale.
44
2. Tn is :Fn -measurable,
3. for each real number r 2:: 1,
where Cr = 2(;\y-1r(r + 1), and
This Skorokhod representation theorem draws a relationship between finding an em-
bedded Brownian Motion process in a square-integrable martingale process (or finding the
right transformation) and time-changing the process by defining a sequence of nonnegative
stopping times: Tl, T2, ... (Revuz and Yor, 1991). The application of this theorem to the
square-integrable process in equation 3.5 proves the theoretical existence of a transforma-
tion. To define a transformation for practical purposes, I need to define the time-changing
parameter, which will be done Section 3.3.
After having established that the asymptotic distribution of the empirical process, Vn,m,
is a time-changed Brownian motion with some transformation, test statistics can be con-
structed as functions of this empirical process. The cumulative mean of the residual, which
is the sample analog of the conditional mean, limits to a Brownian motion process, with its
path defined by the values of the partial means. The test statistics are continuous functions
of the empirical process, so that the limiting distribution of the statistics are continuous
functions of the path, the Brownian bridge. Essentially, the null hypothesis will be re-
jected if the partial sums of the residuals (ordered by the conditioning parameter) exhibit
variance that exceeds what is allowed by sampling error, under the null of a zero-mean
Brownian motion process. For the statistics, I construct goodness-of-fit type test statis-
tics: th~' omnibus type tests of Anderson-Darling and Cramer-von-Mises, and outlier test
of Kolmogorov-Smirnov.
Kolmogorov - Smirnov(KS)
Cramer - von - Mises(CM)
Anderson - Darling(AD)
45
.- sup IUtl
.- [uldt
11 U2._ t dto t(l - t)
(3.8)
(3.9)
(3.10)
where Ut being a Brownian bridge defined on t E [0,1]. In the next section, I derive the
limiting distribution of the empirical process, first for the observed residual process, which
is the Park and Whang (1999) result, and then for the estimated residual process Ut.
I note that in a multi-dimensional version where the dimension of the information vari-
able is greater than one, this convergence to Brownian motion becomes difficult. The multi-
dimensional set of variables correspond to the more realistic cases where (1) the Markov
assumption is relaxed, thus including more than one past variable {Xt-I, X t- 2 , X t - 3 ... }
or (2) a broader o--field is selected, thus including more than one variable. Koul and Stute
(1999), Park and Whang (1999), and Khmaladze (1988) all describe the technical complex-
ity in working with the multi-dimensional case. The limiting distribution of the empirical
process with multivariable indicator function does not converge to a multi-dimensional
Brownian motion process, one would expect to be the natural extension.s An alternative to
a multi-dimensional indicator function is to find a function that maps multi-variables onto
the one-dimensional line, but that is an extension that will not be covered in this chapter.
3.3 Asymptotic Properties
The main theoretical part of this chapter establishes the weak convergence of the empirical
process under different linear models. I first state four existing results that will be used
in the proofs. The numbers after the authors indicate the theorem numbers from their
corresponding reference. Proofs and all technical discussions are located in the Appendix.
This first theorem establishes the convergence to a Brownian motion process. Instead
of proving the finite dimensional convergence and showing the tightness condition in order
to prove weak convergence in this Skohorod space, I use the pre-proven results orHall and
Heyde, as do Park and Whang. Constructing a tightness condition for the identity function
with nonstationary X t would otherwise be very difficult.
This theorem allows for limited variablity in the variance by assuming that the Lindeberg
condition is satisfied. This assumption implies that the average contribution of extreme tails
to the variance goes to zero. The Lindeberg condition is also synonymous with a "uniform
asymptotic negligibility condition": maxl'St'Snn-1(o-ja) -7 °as n -7 00 also holds. These
5 A recent working paper by Dominguez and Lobato (2000) has a simulation-based test for multiple
variable case.
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conditions imply that none of the individual variances is important. (White, 1994).
Theorem 3.18 (Lindeberg Condition and Convergence, Hall and Heyde 4.1) Let
{Sn, Fn, n 2:: I} be a zero-mean, square-integrable martingale with differences en,
let U~ = L:~ e; and set s~ = E(S~) = E(U~).
Define eto be the random elements of C[O, 1] obtained by interpolating between the points
(0,0), (U;;2Ur,U;;lSl)' (U;;2Ui,U;;lS2)J ... (l,U;;lSn). If the Lindeberg condition holds,
namely that as n -t 00, V€ > a
(3.11)
and if s;2U~ ~ v2 > 0 a.s., then
in the sense (C, p), where W (t) is a standard Brownian motion and (C, p) a space of con-
tinuous functions with uniform metric, p.
The next Park and Phillips theorem is a complex form of the continuous mapping
theorem, applied to the continuous Brownian motion process W by first defining regular
transformation.
Definition 3.19 A transformation T is regular if and only if, on every compact set C,
there exists ~, T e and ~e for each € > a satisfying
for all x, y E C such that Ix - yl < ~e1 and
[ (T, - I.) (x)dx -+ 0
as € -t O.
(3.12)
(3.13)
Because the class of regular transformations includes locally bounded monotone functions
and continuous functions, the following theorem will be useful in evaluating the limiting
distributions, that are continuous functions of the Brownian motion process.
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Theorem 3.20 (Park and Phillips 3.2) Xt is 1(1) and if transformation T is regular,
then
(3.14)
as n -+ 00.
This theorem is useful in evaluating term by term convergence of functions of Brownian
motion.
To use the Park and Phillips theorem to evaluate convergence term by term, this next
theorem from Kurtz and Protter is essential.
Theorem 3.21 (Kurtz and Protter 2.2) If (Xn , Yn ) converges in distribution to (X, Y)
in the Skorokhod topology on D Mkm xRm [0,00) then Y is a semimartingale with respect to a
filtration to which X and Yare adopted and (Xn , Yn , JXndYn ) converges in distribution
to (X, Y, JXdY) in the Skorokhod topology on DMkmxRmxRk[O, 00). If (Xn , Yn ) converges
to (X, Y) in probability, then the triple converges in probability.
Theorem 3.21 states that if the distributional convergence results of X n and Yn are known
separately, we can evaluate the converging distribution of JXndYn ·
Finally, theorem 3.22 establishes a relationship between a local martingale M and the
stopping time T, by defining the time-changed Brownian motion called the Dambis-Dubins-
Schwartz Brownian motion (DDS Brownian Motion).
Theorem 3.22 (Dambis, Dubins-Schwartz Brownian Motion, Revuz and Yor 1.6)
If M is a (Ft , P)-continuous local martingale vanishing at 0 and quadratic variation [M] is
such that [M]oo = 00, and if by setting
Tt = inf{s : [M]s > t}, (3.15)
then, B t = MTt is a F t Brownian motion and Mt = B[M]t. (The Brownian Motion B is
called the DDS Brownian motion of M.)
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3.3.1 Observed Residual, Ut
In this section, I reiterate the proof by Park and Whang (1999) that derives the limiting
distribution of the empirical process, where the residual is an observed process, Ut = Pt -
Pt-l· Park and Wang allow for heteroscedasticity in the variance of Ut such that it satisfies
the Lindeberg condition.
Theorem 3.23 (Park and Whang) If Yt is an integrated process 1(1) and Ut has a vari-
ance that satisfies the Lindeberg condition, then:
1 x
7Vn( ~) ~ B 0 [M]x
a yn
(3.16)
where [M]x = fo1 I {Wt < x }dt is a quadratic variation of M x = fo1 I {Wt < x }dWt and 0-2
is the sample variance of Ut.
The proof appears in the Appendix.
The intuition behind Theorem 3.23, as compared to the stationary case, is that because
of the nonstationarity in X t , Pr(Xt- 1 ~ x) is no longer a constant probability, but is itself
a stochastic process. This is why the argument of this Brownian process is a quadratic
variation, and not constant in x.
3.3.2 Estimated Linear Model without a Constant
In this section, I consider the case where the residual process is not observed, but is con-
structed using estimated parameters. Here, I consider a simple linear model of the form
Ut = Xt - (JXt-l and with parameters, (J, estimated using ordinary least squares. Using Ut
to represent residuals with estimated parameters 8:
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Then, the empirical process can be written as follows:
Vn(X) 1 L'" 1(Xt - 1 )=- Ut- <xv:n, v:n,-
1 '"'" X t - 1 ,. 1 '"'" X t - 1 X t - 1
= vn L...- Ut 1( v:n, S; x) + n(B - B); L...- yTi 1( Vii S; x)
(3.17)
(3.18)
This is an extension to the Park and Whang result, with the second component, n(B-
8) ~ I: x:;r/ ' is from the model estimation.
Proposition 3.24 If Xt is an integrated process 1(1), so that the true model is Xt = Xt-l +Ut
and if Ut has a variance that satisfies the Lindeberg condition, then the residuals from the
regression Xt = BnXt-l + et will have the following asymptotic distribution:
Note that this is a stochastic process with a drift.
(3.19)
dV (3.20)
For a possible extension to this asymptotic result, I note that, ifJ;[Wr ]2dr = f; W[M]d[M]
is assumed to hold true under the time-change parameter [M] = f l(Wt ::; x)dt, then,
(3.21)
If this is the case, then there exists some time-changing transformation that transforms this
process into a Brownian process. For now, I use the equation 3.20 to obtain critical values
by bootstrapping.
3.3.3 Estimated Linear Model with a Constant
Here, I consider the case where the estimated model is linear with a constant, so that
Xt = a + BnXt-l + et.
Proposition 3.25 If Xt is an integrated process 1(1), so that the true model is Xt = Xt-l +Ut
and Ut has a variance that satisfies the Lindeberg condition, then the residuals from the
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regression Xt = a + (JnXt-l + €t will have the following asymptotic distribution
(3.22)
(3.23)
(3.24)
(3.25)
Proposition 3.26 IfXt is an integrated process 1(1), and the true model is Xt = a+Xt-l +
Ut and Ut has a variance that satisfies the Lindeberg condition, then the residuals from the
regression Xt = a + (JnXt-l + €t will have the following asymptotic distribution:
~Vn(X) - LUtl(~l $x)
~ 11 l(Wt $ x)dWt + ~2 Z 101 I(Wt $ x)dt
where Xt = I::=l Ui = (Xt- 1 - &) and Z is standard normal~
(3.26)
(3.27)
I find that the limiting distributions of the estimated linear model with a constant depend
on the estimate of the constant.
3.3.4 Critical Values
Table C.I in the Appendix shows the distribution of the statistics under two different cases:
(1) nonstationary with known linear model, from Proposition 3.24t and (2) nonstationary
with estimated linear model without a constant t from Proposition 3.25. The table also
includes distribution results of the stationary case in the first two columns for comparison.
The third case, from Proposition 3.26, which is nonstationary with estimated linear model
with a constant, is in a separate talbe and discussed at the end of this section. All distribu-
tion values are simulated with one thousand Monte Carlo iterations of one thousand time
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series observations. The Anderson-Darling statistic, which is reported only for the nonsta-
tionary estimated linear case, does not seem to provide information any different from the
Cramer-von-Mises statistic, as is claimed by Park and Whang (2000).
In the stationary case, the same critical values are used whether the residual process is
observed or estimated. The empirical process of the estimated parameters is transformed
to achieve the same asymptotic properties (Koul and Stute, 1999). In the nonstationary
case, the critical values are different for observed and estimated cases. It is quite possible
that a transformation similar to the ones in the stationary estimated case may be defined
for nonstationary case. However, for now, the empirical process is simulated as is, to obtain
the critical values for the different scenarios in the nonstationary case. Table C.1 in the
Appendix shows that critical values are generally higher in the nonstationary case, due to
the additional variation from the nonstationarity in the distribution of X t . Comparing the
two nonstationary cases, the distribution values for the estimated case show a shift towards
the left. This seems contradictory to the fact that the ordinary least squares estimates of the
parameter, under the null of an integrated process, are biased downward and should have a
positive effect on the distribution. Perhaps the interaction between terms are negative and
overtakes the positive effect.
Table 3.1: Standard Deviations of Critical Values
Kolmogorov-Smirnov (KS), Cramer-von-Mises (CM)
and Anderson-Darling (AD) Statistics
Stationary INonstationary Obs. I Nonstationary Est. Linear
KS CM KS CM KS OM AD
0.025 0.463 0.031 0.673 0.075 0.506 0.038 0.179
(0.0097) (0.0015) (0.018) (0.0058) (0.011) (0.0019) (0.0083)
0.50 0.810 0.119 1.328 0.505 1.007 0.202 0.962
(0.0097) (0.0037) (0.017) (0.019) (0.017) (0.0099) (0.049)
0.975 1.457 0.580 2.601 2.641 1.975 1.514 8.240
(0.033) (0.034) (0.068) (0.152) (0.047) (0.093) (0.481)
Std dev
Ratio 3.4 22.7 3.8 26.2 4.27 48.9 58.0
Notes:
(1) The standard deviations in parentheses are from repeating the simulation 100 times.
(2) The Standard Deviation Ratio is the ratio of 0.975 deviation to the 0.025 deviation.
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Table 3.1 displays distributional values at 0.025, 0.5, and 0.975, that are averages of one
hundred trials of the simulation used in Table C.l. The corresponding values in Table C.1 are
from one run of the simulation, so that values may differ across tables. The table shows that
the standard deviation between 0.025 and 0.5 are closer together than between 0.5 and 0.975.
To compare the changes in the standard deviations at different points on the distribution,
ratio of the 0.975 standard deviation to the 0.025 standard deviation value is calculated for
each test (see the last row in the table). The results suggest that the Kolmogorov-Smirnov
statistic is much less sensitive to the different trials, hence to the variation in the realized
Brownian motion process. Based on this comparison, the Kolmogorov-Smirnov test seems
to be more reliable than the Cramer-von-Mises test.
Table 3.2 shows the distribution values corresponding to the equation in Proposition 3.26,
for different values of the constant. The variations in the distribution across values of esti-
mated constant seem small.
Table 3.2: Distributions of Statistics for Models with Estimated Constant
Kolmogorov-Smirnov (KS), Cramer-von-Mises (eM)
and Anderson-Darling (AD) Statistics
a = 0.01 I a = 0.000303 I a = 0.00001
KS CM AD KS CM AD KS CM AD
Mean 1.214 0.468 2.331 1.226 0.488 2.439 1.204 0.469 2.349
Std Dev 0.263 0.241 0.199 0.275 0.265 1.362 0.270 0.245 1.252
0.01 0.738 0.143 0.716 0.724 0.137 0.688 0.724 0.140 0.682
0.025 0.787 0.161 0.800 0.768 0.161 0.795 0.775 0.158 0.774
0.05 0.831 0.191 0.916 0.844 0.189 0.929 0.816 0.179 0.894
0.10 0.901 0.224 1.072 0.894 0.220 1.114 0.883 0.219 1.059
0.50 1.189 0.411 2.054 1.193 0.432 2.121 1.164 0.407 2.043
0.90 1.571 0.776 3.868 1.612 0.804 4.071 1.576 0.812 4.041
0.95 1.685 0.938 4.644 1.716 0.964 5.042 1.703 0.964 4.809
0.975 1.845 1.098 5.428 1.858 1.174 5.949 1.813 1.100 5.626
0.99 1.972 1.348 6.530 1.959 1.382 7.102 1.915 1.290 6.462
Note: The values are simulated with 1000 simulations of 1000 observations.
Some of these values can be checked against Shorack and Wellner (1987) for the
stationary case and Park and Whang (1999) for the nonstationary observed case.
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3.4 Application: S&P 500 Index Prices
3.4.1 Data and Simple Statistics
The daily data of market closing prices of the S&P500 index is from Datastream. There are
3475 business day observations for the period spanning October 1985 to June 1999. One-
period returns are calculated as the return from closing price to the next trading day closing
price, with weekends and holidays treated no differently from weekdays, as is done in the
finance literature. Table 3.3 contains simple statistics for returns and log prices. The one-
Table 3.3: Simple Statistics for S&P500 Index
1-Day Return Log Price
Number of Observations 3475 3476
Mean 0.00058 6.10
Standard Dev. 0.01033 0.491
Minimum -0.2283 5.292
Maximum 0.08709 7.225
Median 0.00071 6.033
Skewness -3.5322 0.577
Kurtosis 78.355 2.452
day return variable has a large negative skewness and a very large kurtosis. This skewness
to the left and long tail to the right are 'the typical characteristics of index returns in the
literature (Campbell, Lo, MacKinlay). I confirm the similarity of the weekend returns to the
overnight returns with a simple comparison of the means. The mean (standard deviation)
of one-day returns for the data are 0.000581 (0.00925), which is not significantly different
from the mean (standard deviation) of holidays and weekends, 0.000585 (0.01354).
3.4.2 Stationarity
In this section, the results from Dickey-Fuller and Phillips-Perron unit-root tests for log price
and return variables are presented. The Dickey-Fuller results are summarized in Table 3.4.
The use of Dickey-Fuller unit-root test assumes that there are no serial correlation in
the error term. At the 5% significance level, the null hypothesis of unit-root process cannot
be rejected for the index spot price in levels and in logs, but can be rejected for price
returns, using the most simple form of the Dickey-Fuller test (the first set of results in the
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Table 3.4: Dickey Fuller Tests for Unit-Root
I-Day Return Log Price
3475 3476Observations
(1) Estimate: Yt = PYt-l + Ut
n(p - 1) test of p = 1
(2) Estimate: Yt = a + PYt-l + Ut
n(p - 1) test of P = 1
n(p - 1) test of P = 1 when a ¥= 0
Joint F test of p = 1, a = 0
-3395
-3405
-5777
1669
0.330
1.5985
1.288
5.51
(3) Estimate: Yt = a + PYt-l + at + Ut
n(p - 1) test of p = 1 -2791 8.658
Joint F test of P= 1, 0 = 0 1669 1.82
Note: Rejection at the 5% significance level is indicated here by bold typeface.
table). The rejections are denoted in bold typeface. More interestingly, for the model with
a constant (the second set of results in the table), the null hypothesis of unit-root is rejected
in both variables with statistics of 1669 for returns and 5.51 for log prices. However, the
unit-root in log price cannot be rejected if constant is nonzero, with the statistic value of
1.288. Similarly, in the model with a constant and a time trend (the third set of results in
the table), the null hypothesis of unit-root is rejected in both variables with values of -2791
for returns and 8.658 for log prices. The unit-root cannot be rejected in log price if the time
trend coefficient is zero. Therefore, it seems that the unit-root in log price appears in the
form with a constant: In(pt) = a + In(pt-l) + Ut.
The results of the Phillips-Perron test, with serial correlations and heteroscedasticity
adjusted by the Newey-West corrections for one and five lags6 , are summarized in table 3.5.
Rejection at 5% significance level is indicated by the bold type. In this section, the existing
unit-root tests show that unit-root cannot be rejected from the log price, but could be
rejected from the returns, which confirms similar unit-root analyses done to these time-series
variables in the literature. Here, I conclude that the log price series is difference stationary,
but perhaps a more comprehensive affirmation of difference stationarity would be preferred.
In the case with estimated linear trend, a more powerful test of Elliot, Rothenberg, and
Stock (1996) that uses constrained local-to-unity estimates instead of OLS estimates should
be considered. Another test of difference stationarity that may be of interest is the one by
6Both 10 and 15 lags produce similar results.
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Table 3.5: Phillips Perron Tests for Unit-Root
n(jJ - 1) test of P = 1 I-Day Return Log Price
Estimate: Yt = PYt-l + Ut
with 1 lag
with 5 lags
Estimate: Yt = Q + PYt-l + Ut
with 1 lag
with 5 lags
..3398
..3207
..3408
..3199
0.329
0.330
0.143
0.229
Estimate: Yt = Q + PYt-l + 5t + Ut
with 1 lag ..3538 -0.179
with 5 lags 8831 0.679
Note: Rejection at the 5% significance level is shown here by bold typeface.
McCabe and Tremayne (1995).
3.4.3 Martingale Test Results
In this section, the tests of the random walk hypothesis are constructed and evaluated
following the stationarity assumption established in the previous section; namely that log
prices are 1(1) and the overnight returns are stationary.
Using the 1(1) log prices, Pt, the equations considered are variations of the following
main equation:
(3.28)
where parameters Bp and Qp are either estimated or assumed to be of a certain vall:le. The
random walk hypothesis suggest that the forecast residuals, represented by Ut = Pt-BpPt-l-
Q p are centered around zero, regardless observations selected based on the information
variable, Pt-l. The null hypothesis that is tested using the martingale hypothesis test is
the lack of correlation between the forecast residual and the information variable. With
this particular formulation of the test assuming integrated 1(1) process for the information
variable, the null hypothesis also simultaneously test if B is equal to one.
Similarly, using the stationarity of returns, rt, the equations considered are variations
of the following equation:
(3.29)
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Table 3.6: Martingale Hypothesis Test Results for Log Price
Equation: E[Pt - 8pt-l - alpt-l] = 0 8 a KS CM AD
(1) Ut = Pt - Pt-l 1 0 3.456 3.406 -
(2) Ut = Pt - 8pt-l 1.0000949 0 1.143 0.154 0.620
(3) Ut = Pt - Pt-l - 0 1 0.000581 1.109 0.159 0.682
(4) Ut = Pt - 8pt-l - 0 1.0000455 0.000303 1.125 0.155 0.644
Note: RejectIon at the 5% sIgnIficance level IS IndIcated by bold typeface.
where parameters 8r and Or are either estimated or assumed to be of a certain value.
Again, the null hypothesis that is tested using the martingale hypothesis test is the test
of no correlation between the forecast residual and the stationary information variable.
However, no additional assumption on the value of 8 is jointly tested for the stationary
variable case.
If the log prices are difference stationary with a constant, as suggested by the Dickey-
Fuller test results in the previous section, then particular forms of equation 3.28 and equa-
tion 3.29 should both be satisfied. More specifically that 8p = 1, Br = 0 and op = Or, so
that the following equations can be written:
E[Pt - Pt-l - OIPt-l] - 0
E[rt - Olrt-l] - 0
where the first equation is the martingale hypothesis test using an integrated process as-
sumption for the information variable; and the second equation is the martingale hypothesis
test using a stationary process assumption for the information variable.
The martingale hypothesis test results for equation 3.28 with integrated process assump-
tion are summarized in Table 3.6. The martingale hypothesis for integrated variable test
the joint hypothesis of 8 = 1 and of forecast residuals being uncorrelated with information
variable. At the 5% significance level, the two-sided test requires critical values at the point
0.025 and 0.975 of the limiting distribution. For test (1), Ut = Pt - Pt-ll the critical values
used correspond to the nonstationary observed case in Table C.1, which is 0.649 and 2.670
for the KS test and 0.069 and 2.727 for the CM test. Both tests reject the null hypothesis.
For test (2), Ut = Pt - BPt-l, B is estimated by ordinary least squares and the value is very
close to one. The critical values used for this model correspond to the nonstationary esti-
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mated case in Table C.1, which is 0.649 and 2.670 for the KS test; 0.069 and 2.727 for the
OM test; and 0.179 and 8.240 for the AD test. None of the can reject the null hypothesis.
For test (3), 'Ut = Pt - Pt-l - a, a is the mean of the difference Pt - Pt-l, and assumed to
be known. The critical values used for this model is the same as the ones for model (1).
None of the tests can reject the null hypothesis. For test (4), Ut = Pt - (}Pt-l - a, both
(J and a are estimated by ordinary least squares and the values are very close to one and
zero, respectively. The critical values corresponding to this model depends on the size of a
and are simulated for this particular regression result, in Table 3.2 for a = 0.000303. The
critical values from the simualtion is 0.764 and 1.883 for the KS test; 0.160 and 1.147 for
the CM test; and 0.789 and 5.789 for the AD test. eM test and AD test reject the null
hypothesis, but KS test does not.
To be consistent with the Dickey-Fuller result that the log prices are difference stationary
with a constant, both tests (3) and (4) should not have rejected the null hypothesis but both
tests (1) and (2) should have rejected the null hypothesis. Although test (4) did reject using
CM and AD tests, if one-sided test had been used instead, test would not have rejected.
The one-sided test at the 5% significance level would reject if the statistic exceeds the 0.95
distribution value.
The martingale hypothesis test results for equation 3.29 with stationary process assump-
tion are summarized in Table 3.7. The martingale hypothesis for stationary variable test the
Table 3.7: Martingale Hypothesis Test Results for Returns
Equation: E[Tt - (JTt-l - alTt-l] = 0 (J a KS CM
(1) Ut = Tt 0 0 3.354 1.330
(2) Ut = Tt - a 0 0.00058 1.704 0.988
(3) Ut = Tt - (JTt-l 0.0228 0 3.508 2.155
(4) Ut = Tt - (JTt-l - a 0.0198 0.0006 5.079 4.488
Note: RejectIon at the 5% sIgnIficance level IS IndIcated by bold typeface.
null hypothesis of forecast residuals being uncorrelated with information variable. At the
5% significance level, the two-sided test requires critical values at the point 0.025 and 0.975
of the limiting distribution. The critical values are 0.454 and 1.489 for the KS test and 0.030
and 0.621 for the OM test for all of the tests. The empirical process is transformed for tests
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with estimated (), namely tests (3) and (4), using Khmaladze transformation.7 I find that
all tests (whether observed or estimated) reject the null hypothesis. If log prices are indeed
difference stationary, with white noise increments, the forecast residuals in test (2) should
contain no current information. Instead these results imply that there exists some higher
order correlation between the residual, Ut, and information variable, rt-l' More specifically,
the existence of correlation exists Ut and some nonlinear function of rt-l, suggests that the
predictability in the returns is not entirely accounted for using these simple linear models.
3.5 Conclusion
This chapter developed the asymptotic distribution for a specification test for stochastic
process generated from a linear function of a nonstationary integrated process, when the
true process is integrated degree one. The chapter considered linear models with ordinary
least squares estimates for univariate unit-root process.
In the application of this test to the S&P index, I test the null hypothesis that log
prices are difference stationary with uncorrelated residuals. The conclusion from using the
log' prices as the information variable is that by differencing with a nonzero constant, the
null hypothesis of no correlation between forecast residual and the information variable
cannot be rejected; or at the very least, comes very close to not being rejected. I compare
this result to the test using the index returns as the information variable, which now has the
assumption of stationary information variable. The conclusion from the stationary version
of the test is that the same model of returns rejects the null hypothesis of no correlation
between forecast residual and information variable. The forecast residuals are uncorrelated
with the space of log price information variable, but correlated with the space of index
returns information variable.
This suggests that there may exist some predictable component that is a nonlinear
function of the returns, but not of the log prices. More analysis is neccessary to determine
if this nonlinearity is due to over-rejection in the martingale tests. It would be interesting
to compare how powerful the tests are against certain types of nonlinear alternatives. If this
nonlinear predictability does exist in asset prices, this motivates construction of derivatives
1For details on the martingale tests statistics for stationary variables, see Koul and Stute (1997) and
chapter 2. The construction of empirical process and transformation are explained.
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that take advantage of this preditability. An extension of this work would be to capture the
functional form of preditability in returns that seems to exist. The predictability in ret~rns
can be compared with other known tests such as variance ratios or autocorrelation tests.
I conclude this chapter with two suggestions for extensions of the statistics for integrated
processes. One extension would be to use alternative estimation techniques in estimating pa-
rameters for unit-root type tests. The estimators suggested by Elliot, Rothenberg and Stock
(1996) have been proven more powerful against stationary alternatives. Another extension
would be to consider cointegration relationships rather than just unit-root relationships.
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Chapter 4
Martingale Hypothesis Test as a
Test for Forward U nbiasedness
4.1 lntroduction
Numerous authors have studied the relationship between index futures and the index, in an
. .
attempt to understand the informational content of the futures contract prices. Academic
interest in futures was heightened by the stock market crash of October 1987, when S&P500
index futures were priced well below the alleged fair price for several hours. In this chapter,
I use the concept of forward unbiasedness to relate the price of a futures contract to the
future price of the underlying asset. I propose a test using the relationship between the the
realized returns from the asset and the current information, in a way that has not appeared
in this literature. The test compares the different variables in the current information set,
including the futures contract price, to specify the best predicting model. This test is
a more comprehensive test of the futures-spot price relationship because it tests for the
alternatives of nonlinear. correlation, without having to specify the nonlinearity. While the
regression-based test requires the particular linear or nonlinear alternative to be specified,
this proposed test encompasses all nonlinear alternatives.
Earlier papers in the futures literature focus on comparison of the time-series properties
of futures contract prices and the underlying asset prices. The studies on the persistence
of futures price premium, defined as the difference between the futures contract price and
the underlying asset (prices are in logs), find that the sequence of deviations calculated
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using daily frequency data are highly serially correlated (Modest and Sundaresan 1983,
and Figlewski 1984). Other studies reveal that futures price movement leads spot price
movement (MacKinlay and Ramaswamy 1988, Garbade and Silber 1983). These leads in
the future price movement are explained as the difference in the informational content. The
claim is that index futures prices incorporate information much faster than stock index prices
because trading index futures is much easier than trading an entire portfolio of stocks that
mirror the S&P500 index. Neal (1992) shows that the difference in the two prices, defined
as "basis" or "futures premium", is mean-reverting, suggesting that there exist temporary
periods of catch-up between futures price and the underlying asset price.
In the 1987 stock, market crash, a large price differential between S&P500 index futures
and the index prevailed for several hours (Furbush 1989, Sutcliffe 1999), thus questioning
the mean-reverting qualities of the price differential. This sparked an interest in under-
standing the informational content of futures prices in order to determine if the supposedly
underpriced futures price revealed correct information during the 1987 crash. The large gap
in prices was well beyond the level that could be explained by the no-arbitrage condition
between the futures and the underlying asset. It is believed that subsequently, with the
safety measures implemented by the Security Council and with the increased awareness of
the investors, the efficiency of the futures market has since improved, thus eliminating long
durations of such deviations. The crash-preventing measures include trade halts and some
restrictio~s on program trading in order to avoid types of panic-stricken trade activities,
that may have caused an over-reaction in the futures market in 1987. Recent empirical stud-
ies show that the duration of this futures-index arbitrage opportunity is well under fifteen
minutes (Harris, Sofianos and Shapiro 1994; Furbush 1989; MacKinlay and Ramaswamy
1988; Dwyer, Locke and Yu 1996, Sofianos 1993).
The more recent works add complexity and innovations to the no-arbitrage condition
model, in papers such as Brennan and Schwartz, (1990), Yadav, Pope and Paudyal (1994)
and Dwyer, Locke and Yu (1996). Brennan and Schwartz (1990) model the early exercise
of futures as an option. Yadav, Pope and Paudyal (1994) construct a band around the
prices to account for for fluctuations due to transaction costs. Dwyer, Locke, and Yu (1996)
measure the duration of mispricing by measuring the deviation of the futures price premium
from its daily mean, with a band that takes transaction costs into consideration.
In this chapter, mispricing of futures is defined as a rejection of the forward unbiasedness
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hypothesis expressed in the form of martingale hypothesis. The idea is that prolonged
price deviations would make the prices behave as a non-martingale process. I show that
the martingale hypothesis test can be applied to analyze the time-series properties of the
variables that govern the relationship between the prics of futures and its underlying assets.
Therefore, relating to the previous literature, the testing of forward unbiasedness is an
attempt to find the correct specification for the forecasting model that satisfies the no-
arbitrage condition, under realistic assumptions about risk. Assuming that the duration of
mispricing is shorter than one day, so that prices are efficient at the daily frequency level,
daily frequency data can be used to find the correct forecasting function.
If futures are efficiently and correctly priced, this price is the best predictor for the future
spot price.! Testing of forward unbiasedness in prices is more prevalant in the literature
on exchange rates, in which the informational content of forward rates are investigated.
Fama (1984) studies the forward rate unbiasedness hypothesis by evaluating the regression
of spot price return on the forward contract price premium. He finds a paradox with the
significantly large negative coefficient, which under the null hypothesis should equal one.
Maynard and Phillips (1998) explain this paradox by observing that the level of differencing
necessary for stationarity is different between the independent and the dependent variables
of the regression. They show that this difference could obscure the regression results. Here,
I maintain the assumption of difference stationarity and propose an alternative test for this
forward unbiasedness, using the martingale hypothesis test and compare the results with
the regression-based test. .
In section 2, the forward unbiasedness test is constructed using the martingale hypothesis
test. Section 3 describes the data used in the analysis. Section 4 presents the results and
section 5 concludes.
lThis relationship between futures and spot price is analogous to the relationship between forward con-
tract price and spot price. An important characteristic of the futures contract that is different from the
forward contract is that in addition to the initial margin deposit (which functions like a collateral for the
forward contract), there is the margin settlement. Each day, the future contract holder is required to settle
the price difference in the futures closing price. This is also called "marked to market". The difference be-
tween futures and forward rates become inconsequential, if changes in interest rates movement are assumed
to be known, which can be easily assumed for the next-day interest rate (Sutcliffe, 1993).
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4.2 Constructing the Forward Unbiasedness Test
According to the forward unbiasedness hypothesis, the futures contract price, if efficiently
and correctly priced, contains some information about the future spot price, specifically at
the time of contract maturity. With the assumption that agents are risk-neutral, the futures
price is the best predictor of the spot price at the tin1e of contract maturity. With the more
realistic assumption that agents are risk-averse, the futures price is the best predictor of
the spot price at the time of contract maturity, adjusted by some measure of risk premium
(Magill and Quinzii, 1998). At the same time, by the condition of no-arbitrage, the cost of
holding futures contract versus holding the underlying asset should be equal. In this section,
I show how these conditions provide testable hypotheses relating the current futures contract
price (it) to the spot price at contract maturity (PT, T > t).
4.2.1 Forward Unbiasedness and Futures Price Premium
Begin with the usual definition of a space with a probability triple (nt, F t , Pt) in which
a time-series X t is defined. {Ft : t 2: O} is a right-continuous filtration. The forward
unbiasedness hypothesis defines the futures price with the following equation:
(4.1)
where T is time at which the futures contract expires (T > t), and Yt is some futures risk
premium. Note that under the assumption of risk-neutral agents, the futures price is the
best unbiased estimator of the maturity price of the underlying asset, so that the futures
risk premium Yt is zero. By subtracting and dividing equation 4.1 through by the current
spot price of the index, Pt, the equation 4.1 is re-written as follows:
it - Pt E(PTIFt ) - Pt Yt
---= +-
Pt Pt Pt
(4.2)
With Pt known at time t, E(ptIFt) = Pt, so that equation 4.2 is equivalent to the following:
it - Pt = E [PT - Pt 1F t] + Yt
Pt Pt Pt
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(4.3)
By log linear approximation and by re-defining the futures risk premium as Y = -Yt/Pt,
this equation can be written as follows:
(4.4)
where y is a measure of the futures risk premium, and is approximately equal to -Yt/Pt.
The component In(ft) -In(pt) on the right-hand-side of equation 4.4 will be referred to as
the futures price premium in the remainder of the chapter. I1ere, positive values of Yt
corresponds to negative values of Yt, implying that futures risk value is at a discount. The
risk value is cheaper with futures contract, which would be consistent with the theory that
futures are more liquid.
Recalling that if agents are risk-neutral and y = 0, the equation simplifies to the follow-
ing:
(4.5) .
Before the martingale hypothesis test is constructed based on equations 4.4 and 4.5, I present
an alternative' form of the equation, using the no-arbitrage condition and the holding costs
of futures contracts and the underlying index.
4.2.2 No-Arbitrage Condition and Holding Cost
With the usual simplifying assumptions of constant riskfree interest rate, r, constant div-
idend payment rate, d, and no transaction costs, the relationship between the stock index
price and the index futures price is derived by equating the terminal value of two portfolios:
a portfolio of cash in the amount of futures price today and a portfolio of security with the
continous dividend payment rolled over each period. Defining It to be the futures price and
Pt to be the index price,
It exp(-rr) = Pt exp(-dr)
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(4.6)
where T is the time remaining to maturity of futures contract, and is equal to (T - t) where
T is the time at maturity. Taki~g logs, and re-arranging, we get the following equation:
In(ft) - In(pt) = (r - d)(T - t) (4.7)
Here, the futures premium is expressed as a function of the risk-free interest and dividend
rate. This function, (r - d)(T - t) is henceforth referred to as the holding cost. Assuming
that the time-varying interest rate and time-varying dividend rates are martingale, such
that the future expected value of the rates are equal to current value, E(rt+s) = rt, Vs > 0
the right-hand-side can be replaced by the time-varying holding cost of (rt - ddT. By
substituting into the forward unbiasedness equation 4.4, the alternative form of the equation
becomes:
(4.8)
In the next section, I briefly describe the martingale hypothesis test and how it can be ap-
propriately applied to testing the equations for efficient pricing in the forms of equations 4.4
and 4.8.
4.2.3 Martingale Hypothesis Test
The martingale hypothesis test, in the flavor of Koul and Stute (1999) and Park and Whang
(1999), is constructed as a test of correlation between the forecast residual and current
information. The current information is represented by all non-linear functions of one
current variable. Under the null hypothesis of correct specification of price forecasting
function, the correlation is zero.
Let m be a function of the parametric family M = {m(.,9) : (J E 8}. Let Ut+l be a
function of the residual process of the time-series X t so that:
(4.9)
The general statement of the martingale (and the null) hypothesis is as follows:
(4.10)
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This general martingale hypothesis implies that the expected value of the residuals for each
value of the variables in Ft is zero. In other words, if the m() function correctly extracts
all predictable information out of the variable, Xt+1 , the unpredictable component will be
centered around zero regardless of how the space is partitioned by values in the current
information set, :Ft.
Let {Xni : 1 :::; i :::; n, n 2 I} be a triangular array that represents the observed process
of Xt. Assuming, additionally, that X t is Markov, an empirical process Vn,m(x), is defined
as follows:
1 n
Vn,m(x):= ;;;; 2~)Xni - m(Xn(i-l) ' Bn)]I(Xn(i-l) :::; x)
yn i=l
(4.11 )
where 10 is an indicator function. Under the assumption of stationarity of X t , Koul and
Stute (1999) show that the'this empirical process converges to Brownian motion if the
function mO is known. They also show that the when the function mO is estimated, the
empirical process transformed using the Khmaladze (1977) transformation, also converges
to a Brownian motion. The transformation, T as defined by Koul and Stute (1999) is as
follows:
Tj(x) := j(x) - L:m(y, BJ'A-I (y) x [j m(z, B)I(z 2: y)j(dZ)] G(dy), (4.12)
where A(x) := Jm(y, B)m(y, B)'l(y 2 x)G(dy), m(., B) is a gradient of m() with respect to
B the estimated parameter, and G(x) is the distribution of x. For detailed discussion on
the transformation, asymptotic properties, and necessary assumptions, see Koul and Stute
(1999) and chapter 2.
The statistics used to determine if the empirical process (or the transformed empirical
process in the case of estimated models) follows the Brownian Motion are the Kolmogorov-
Smirnov (KS) statistic, that detects outliers, and the Cramer-von-Mises (CM) statistic,
measures the overall fit. These statistics are continuous functions of that are defined as
follows:
KS := sup IUtl
rl.
eM:= J
o
U;dt
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(4.13)
(4.14)
where Ut is the (transformed) empirical process, which, under the null hypothesis, is a
Brownian motion. The critical values of these statistics are in Table 6 of Kumagai (2001)
or for Kolmogorov-Smirnov statistic, also in Table 1 of Shorack and Wellner (1996).
To apply this test to the equations of forward unbiasedness, the forecasting variable,
X t+1 , is the future return on the S&P500 index, In(PT) -In(pt), and the residual, Ut, is the
unpredictable component of the return. The models that are being tested are the functions
based on current information variables that provide forecasts on the future index return.
More specifically, the appropriate m() equations corresponding to equations 4.4 and 4.8 are
mlO and m20 and are as follows:
ml (t) = In(ft) - In(pt) + Yt
m2(t) = (Tt - dt)(T - t) + Yt
(4.15)
(4.16)
where the result of the test can be interpreted as a specification test for the m() function. Or
equivalently, this test can be a specification test of the Yt functi<;>n, th~ futures risk premium.
By construction, the two equations above should contain the same information about future
expectations. The next section on the data reveal that the time-series propertiess of the two
variables are very different, which suggest that the information may also be very different.
In performing the forward unbiasedness test, the informational content of the two measures,
specifically the futures price premiums and holding cost, as well as asumptions of the futures
risk premium functions, can be analyzed.
4.3 Data and Summary Statistics
For the S&P500 index, the data from Datastream consist of the daily closing price and
daily values of annualized dividend yield for the S&P500 index. There are 3476 business
day observations for the period from September 30, 1985 to June 30, 1999. Returns are
calculated as the return from closing price to closing price, with weekdays and holidays
treated no differently from week nights, as is done in the literature. I confirm that the
mean (standard deviation) of one-day return for the index price is 0.000581 (0.00925),
which is not significantly different from the mean (standard deviation) over holidays and
weekends, 0.000585 (0.01354). The dividend yield are the annualized yield values reported
68
on the Daily basis from Datastream.2
For the S&P500 index futures, the data from Datastream consist of the closing3 futures
price, and futures open interest at closing, also for the period October 1985 to June 1999.
There are 15509 observations of daily closing prices for the futures with maturity date
ranging from December 1985 to June 2001, that traded between -October 1985 to June
1999. Out of the 15509 observations, 25 observations are deleted because the prices are
reported for dates on or after the contract expiration date, resulting in 15254 observations.
Table C.3 in the Appendix shows the number of observations for each futures contract,
identified by the maturity date.
The futures open interest at closing measures the number of outstanding contracts at
the time of closing. Before the 1987 crash, futures' open interest had short several-day peaks
around 35-50 days-to-maturity, where the days-to-maturity are measured as actual number
of days to maturity. Starting from December 1987 maturity, the futures' open interest
exhibit much longer duration peaks, remaining high and flat from 90 days-to-maturity to
about 10 days-to-maturity. This may be an indication that the safety measures made the
futures contract a much more attractive hedging device after 1987.4 The day-to-day changes
in daily closing open-interest, which measure the level of activity in futures trading5 , show
accumulation of futures contract (positive changes) start to appear sometime between 125
to 150 days-to-maturity and sell-off or decumulation (negative changes) are concentrated
between 1 to 25 days-to-maturity (see Figure D-6 in the Appendix).
The maturity price of the S&P500 futures contract is defined as the opening price of the
index on the day of the maturity date, which is the third Friday of March, June, September
2These Datastream dividend yield is the anticipated yield represented as a percent of share value. It is
a function of the previous year's yield and the current share value.
3The closing time corresponding to the index (the floor-trading in New York) and the one corresponding
to the index futures (facilitated by Chicago Mercantile Exchange) are slightly different. The New York
trading floor closes at 4pm Eastern Time, while the futures (open outcry) trading at Chicago Mercantile
Exchange closes at 3:15pm Central Time. Although the futures open outcry trading hours are from 8:30 am
to 3:15pm, the GLOBEX enables investors to trade futures during evening hours. This difference in closing
time (lag of futures closing by 15 minutes) is ignored here in this analysis, but an argument could be made
that the difference could be substantial in terms of amount of information incorporated into the prices.
4In September 1997, Chicago Mercantile Exchange, which facilitates the trades for S&P500 index futures
introduced a new product called the S&P500 index E-mini futures. While one contract of the original futures
are sold for $250 times the index, one contract of the mini-futures are sold for only $50 times the index,
which made it more readily accessible to investors. The number of open interest increased significantly,
but the general patterns in price and in open-interest seem to have remained the same. In this analysis,
post-1997 period are not treated any differently than other periods.
5The day-to-day changes of open-interest at the time of market closing may underestimate the trading
activity on days when the activity level is high but the total change in open-interest is low.
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or December. The S&P500 opening prices are available from Datastream, only for dates
after 1992. As for the maturity price for expiration dates before 1992, the Thursday closing
price is used. This is based on the comparison of Friday opening price and Thursday
closing price for expiration dates after 1992, which revealed very little difference. There are
61 maturity prices, for contract expiration dates of December 1985 to December 2000. Out
of the 15254 daily observations of the futures closing prices, 77 observations have maturity
dates after December 2000. For these observations, the maturity price was not known at the
time the data were extracted and updated, thus resulting in 15407 complete observations
with maturity prices.
For the riskfree rate rt, the annualized value of three-month treasury rate from Datas-
tream is used as a proxy for riskfree rate. A better riskfree rate may be to back out the
riskfree rate for the particular number of days-to-maturity from an estimated yield curve
for government securities with different maturity dates. For now, I use the three-month
treasury rate as a proxy for the annualized rate of risk-free rate, regardless of the time
remaining in the contract until maturity.6
Table 4.1 below shows summary statistics of the variables used in the analyses. Comparing
Table 4.1: Summary Statistics
Variable Description Obs. Mean Std Dev Min Max
Pt Index Price 3476 509.7 285.1 181.9 1372.7
ft Futures Price 15484 606.2 353.7 182.8 1497.2
rt 3-month Treasury 3476 5.410 1.458 2.59 9.09
dt Index Dividend Yield 3476 2.822 .748 1.21 4.41
In(pt+l) - In(pt) Index Return 3475 0.000581 0.0103 -0.228 0.0871
(rt ....: dt) Holding Cost (%) 3476 2.588 1.273 -0.430 5.440
In(ft) - In(pt) Price Premium* 15484 0.0204 0.0198 -0.110 0.260
(rt - dt)(T - t) Holding Cost 15484 0.0172 0.0160 -0.00414 0.0744
In(PT) -In(pt) Index to Maturity 15407 0.0883 0.110 -0.326 0.435
In(PT) - In(ft) Futures to Maturity 15407 0.0682 0.100 -0.340 0.376
Note: *see footnote 3 on possIble problem wIth dIfference In closing tIme of markets.
the summary statistics of price premium to the holding cost, the overall mean and stan-
dard deviations are deceptively similar. However, in section 3.2, it will be shown that the
6Some combination of one-month and three-month treasury bills may be an improvement to just using
the three-month.
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time-series properties of these two variables are very different.
4.3.1 Stationarity
The limiting distribution of the martingale hypothesis test requires assumptions about the
stationarity of the information variable, which in this application is either the price premium
or the holding cost.
First, the Dickey-Fuller test for unit roots is performed for the one-day returns, In(pt+d-
In(pt), and for the log prices, In(pt). The results are summarized in Table 4.2. In the fourth
Table 4.2: Dickey-Fuller Tests for Unit-Root: Index & Futures
Index Price Futures Price
Return In Price Return In Price
Observations 3475 3476 15358 15421
(1) Estimate: Yt = PYt-l + Ut
n(jJ - 1) test of P = 1 -3395 0.330 -16355 1.218
(2) Estimate: Yt = a + PYt-l + Ut
n(jJ - 1) test of P = 1 -3405 1.5985 -16380 0.427
Joint F test of P = 1, a = 0 1669 5.51 8770 12.60
(3) Estimate: Yt = a + PYt-l + at + Ut
n(jJ - 1) test of P = 1 -2791 8.658 -16380 -0.327
Joint F test of P = 1, a= 0 1669 1.82 8769 0.04
(4) Estimate: Yt = a + PYt-l + a(T - t) + Ut
n(jJ - 1) test of P = 1 - - -16381 -46.83
Joint F test of P = 1, a= 0 - - 8771 10.90
Note: Rejection at the 5% significance level is indIcated by bold typeface.
model, the linear trend is replaced by a trend on the number of days-to-maturity for futures.
The null hypothesis of unit root cannot be rejected in one-day returns, but can be rejected
for log prices at the 5% significance level. When the model is estimated with a constant (the
second set of results in the table), the joint test of unit-root and zero constant is rejected for
the log price variables. It seems that the unit-root in log price appears in the form with a
constant: In(pt) = a + In(pt-l) +Ut.7 For the futures prices and returns, the Dickey-Fuller
tests are also performed for subsets of data: by maturity date and by days-to-maturity.
The results are very similar to the overall results reported in the table, rejecting unit-root
1It may be necessary to consider heteroscedasticity and serial correlation in Ut by using Augmented
Dickey-Fuller or Phillips-Perron tests. Also, Elliot-Rothenberg-Stock test may be used as a more efficient
test for test of unit-root with deterministic trend.
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for returns and, for the most part, not rejecting unit-root for log prices.
The Dickey-Fuller test for unit roots is also performed for futures price premium, In(ft)-
In(pt), and the holding cost, (rt - dt)(T - t), with the results summarized in Table 4.3. For
Table 4.3: Dickey-Fuller Tests: Price Premium & Holding Cost
Price Premium Holding Cost
15421 15421Observations
(1) Estimate: Yt = PYt-l + Ut
n(p - 1) test of P = I
(2) Estimate: Yt = Q: + PYt-l + Ut
n(p - 1) test of P = 1
Joint F test of P = 1, Q: = 0
-298
-514
143
-62.2
-28.2
336
(3) Estimate: Yt = a + PYt-l + t5t + Ut
n(p - 1) test of P = 1 -2410 -120
Joint F test of p = 1, t5 = 0 675 , 94.1
Note: Rejection at the 5% significance level is indicated here by bold typeface.
the price premium and holding cost, the null hypothesis of unit root can be rejected under
all different conditions of Dickey-Fuller test. Again, the unit-root, tests are performed for
subsets of data: by maturity date and by days-to-maturity. The results are very similar to
the overall results reported in the above table, mostly rejecting unit-root.
To check stationarity across days-to-maturity and across futures contract, mean and
standard deviation of price premium and holding cost are observed. Graphs A and B in
Figure D-7 show the mean and one standard deviation around the mean for each days-to-
maturity for the two variables, price premium and holding rate respectively. Both variables
display increasing mean and increasing variance as the number of days from maturity date
is increased. The increased variance level on and around 60, 150, and 240 days-tO-maturity
is because the October 1987 stock market crash observations are included for those days-
to-maturity. When the futures prices for Monday, October 19, 1987 and Tuesday, October
20, 1987 are dropped, the variance exhibit a smoother pattern.
Graphs A and B in Figure D-8 show the mean and one standard deviation around the
mean for each futures contract (represented by the maturity date) for the two variables,
price premium and holding rate respectively. For these graphs, only the observations with
days-to-maturity less than 300 were included for each futures contract. The large spikes in
1987-1988 maturity period is, of course, the effect of the October 1987 stock market crash
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on the active futures: December 1987 maturity, March 1988 maturity, and less importantly,
the June 1988 maturity futures. The large increase in the mean in the latter part of the
data is primarily due to the scarcity of data, where the data for time close to maturity is not
available. From these graphs, I assume that stationarity holds for each particular number
of days-to-maturity.
4.3.2 Implied Rate from the No-Arbitrage Condition
Another way to compare the time-series properties price premium and the holding cost is
to construct the implied rate, it, by re-arranging equation 4.7:
. In(h) - In(pt)
'tt = (T - t) (4.17)
If the no-arbitrage condition is satisfied, this implied rate should behave similarly to the
holding cost rate of (rt - dt ). The variances of the two variables, for each value of days-
to-maturity, and correlation of the two variables, again for each value of days-te-maturity
are computed for comparison. In this calculation, the observations related to the October
1987 crash are not included. More specifically, the futures prices for Monday, October 19,
1987 and Tuesday, October 20, 1987 are dropped. Including these observations will simply
add negative correlation spikes and positive variance spikes around 60, 150, and 240 days
to maturity. Figure D-9 shows a very high implied rate variance as contract maturity date
approaches. Graphs A and B in Figure D-10 of the correlations show that high correlation
breaks down as contract maturity date approaches.8 These correlation and variance graphs
seem to indicate that futures price premium are similar to the holding cost rates for days-
to-maturity greater than sixty days, but not for days closer to maturity. Although an
argument could be made that this is because both the interest rate and the dividend rates
would annualized based on longer-term holdings, the magnitude of the variance suggests
that adjustments to shorter term interest and dividend rates are not be great enough to
explain the variations. The test of forward unbiasedness in the next section is an attempt to
compare the informational content of the models with (1) high volatility futures premium
and (2) low volatility holding cost. The test compares their performance as forecasting
8Note that Graphs A and B in Figure D-8 are the same graphs, except that different numbers of obser-
vations close to maturity are dropped. For days-to-maturity less than ten days, the variance is very high (as
high as 7000 for on~ day before maturity) and therefore these variances are not included in the graphs.
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models of the asset returns at contract maturity.
4.4 Test Results
In this section, the results from the martingale hypothesis tests, as well as the results from
the corresponding regression-based tests are presented. The two equations in question are
equations 4.4 (of futures premium) and 4.8 (of holding cost):
E [In(PT) - In(pt)1Ft] = In(ft) - In(pt) + Yt
E [In(PT) - In(pt) 1Ft] = (rt - dt)r + Yt
I concentrate on the test results for 143 different cases, ranging from two to two hundred
days-to-maturity, for the following three reasons. First of all, for days-to-maturity greater
than 330, the data are scarce (See Table C.4 in Appendix, that shows the number of
observations for each days-to-maturity). Second, the open interest data show that the
active trading period for S&P500 index futures is between one and 150 days-to-maturity.
Third, the observations for one day before the maturity dates are not included in the analysis
because too many of the observations (42 out of 53) have the previous days' close as the
maturity price, and therefore a realized index return of zero.
All test statistics are compared with the 95% significance level. For the regression tests,
t-statistics are used to test the coefficients. For the martingale hypothesis tests, the critical
values for the 2-sided tests at the 95% level are 0.454 and 1.489 for the Kolmogorov statistic
and 0.030 and 0.621 for the Cramer-von-Mises statistic. The critical values are computed
from 1000 simulated time-series observations of Brownian motion process, bootstrapped
1000 times to construct an empirical distribution.9
4.4.1 Risk-Neutral Assumption
The simplest form of the test is to assume that futures contract investors are risk-neutral,
so that y = O. The two mO specifications are the futures premium and the holding cost, as
9See Kumagai (2001) and Shorack and Wellner(1994) for critical values at other significance level.
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follows:
ml (t) = In(ft) - In(pt)
m2(t) = (rt - dt)(T - t)
The two forecast residuals series are as follows:
Ul(t) = In(PT) - In(pt) -In(ft) + In(pt)
U2(t) - In(PT) - In(pt) - (rt - dt)(T - t)
(4.18)
(4.19)
(4.20)
(4.21)
With the martingale hypotehsis test, the forecast residuals are tested for correlation with
the futures premium and the holding cost, respectively, to see if the predictable component
of the realized return has been correctly accounted for by the suggested mO functions.
The martingale hypothesis test results are compared with the regression-based test of Fama
(1984), where the coefficients (!31 and (32) from the following regressions are estimated and
tested to see if they are equal to one:
In(PT) - In(pt) = !31 [In(ft) + In(pt)]
In(PT) -In(pt) = ,82 [(rt - dt)(T - t))
(4.22)
(4.23)
The test results are summarized in Table C.5 in the Appendix. The regression tests for
the futures price premium do not reject the null hypothesis of forward unbiasedness at the
95% confidence level for most, except for 38 cases out of 143. In the 38 cases for which the
tests do reject, the r-square of the regression is lower than for its neighboring observations,
as can be seen also in Table C.5. This suggests that the test fails to reject for these 38
cases because the estimates are imprecise. The martingale hypothesis tests for the futures
price premium do reject the null hypothesis at the 95% level for all but five cases, all five of
which are within the last two weeks before contract maturity. For the holding cost models,
both the regression tests and the martingale test reject at the 95% confidence level for all
143 cases.
The rejection in the tests imply that the forecast residual contain some function of the
information variable that is not correctly accounted for.
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4.4.2 Constant Risk Premium Assumption
The alternative to risk-neutrality is to assume some cost of risk attributed to risk-taking
agents. In this section, I consider a risk premium that is constant for each value of days-
to-maturity, so that y = k. Then, the two mO specifications are as follows:
m1 (t) = In(ft) -In(pt) + k1
m2(t) = (rt - dt)(T - t) + k2
(4.24)
(4.25)
where k1 and k2 are estimated as means of the differences, so that the two forecast residuals
have zero mean, by construction. The zero-mean forecast residuals are as follows:
Ul (t) = In(PT) - In(pt) - In(ft) + In(pt) - k1
U2(t) = In(PT) - In(pt) - (rt - dt)(T - t) - k2
The corresponding equations for the regression-based tests are as follows:
in(PT) - in(pt) = a1 + /31 [in(ft) + in(pt)]
in(PT) -in(pt) = a2 + /32 [Crt - dt)(T - t)]
(4.26)
(4.27)
(4.28)
(4.29)
The test results are summarized in Table C.6 in the Appendix. The estimated risk premiums
k1 and k2 are both positive and increase with days-to-maturity, as seen in Graphs A and B
in Figure D-11. The positive risk premiums imply that the futures are priced at a discount
and this is consistent with the claim that futures are more easily traded (more liquid), as
suggested earlier.
The regression tests for the futures price premium do not reject the null hypothesis of
forward unbiasedness at the 95% confidence level for most cases, with the exception of eleven
different days-to-maturities. In fact, these eleven cases are a subset of 38 rejected cases from
the previous section, in the regression without a constant. The eleven cases also include 60
and 151 days-to-maturity, which are affected by the 1987 stock market crash; that will not
reject if the ~onday October 19, 1987 observations are deleted. The martingale hypothesis
tests for the futures price premium do not reject at the 95% level for any except nine cases,
all of which are Kolmogorov-Smirnov rejections, with values very close to the critical value.
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The nine different cases are scattered throughout the different days-to-maturity and do not
overlap with the rejections from the previous regression test.
For the holding cost models, the regression test reject the null hypothesis in all 143
cases. The martingale test reject for all but seven cases, all seven of which are in last
two weeks before maturity. Although the regression test and the martingale hypothesis test
seem to support the unbiased hypothesis with the futures price premium model, the forecast
residual variance in Table C.7 tell a different story. The variance of forecast residuals for
the futures price premium models are, in general, much smaller for the holding cost models.
In fact, the forecast residual variance is smaller for the holding cost models by a magnitude
of 10-4 .
4.4.3 Linear Risk Premium Model Assumption
In this section, I consider a risk premium that is linear in the variables, so that the re-
sulting forecasting model mO is a linear model with estimated parameters. The two mO
specifications are a linear model of either the futures premium or the holding cost, as follows:
mdt) - al + bl [In(ft) - In(pt)]
m2(t) - a2 + b2[(rt - dt)(T - t)]
(4.30)
(4.31)
where al, a2, bl and b2 are estimated by ordinary least squares. These models are identical
to the regressions that were run for the regression-based section in the previous section. Now
the tests are not tests of restricting the coefficients, bl and b2, to equal one, as with the
regression-based tests in the previous section, but they are tests of the residuals assuming
the estimated linear models are correct. The forecast residuals are follows:
Ul (t) - In(PT) -In(pt) - al - b1 [In(ft) - In(pt)]
U2(t) - In(pT) -In(pt) - a2 - b2[(rt - dt)(T - t)]
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(4.32)
(4.33)
This is equivalent to stating that the risk premium is linear models of the futures premium
and the holding cost, such that:
kl (t) = al + (b1 - l)[ln(ft) - In(pt)]
k2(t) - a2 + (b2 - l)[(rt - dt)(T - t)]
(4.34)
(4.35)
The test results are summarized in Table C.8 in the Appendix. For the price premium
model, the martingale hypothesis tests do not reject the null hypothesis for any except
fourteen cases, scattered throughout the different days-to-maturity. For the holding cost
model, the martingale hypothesis tests do not reject for any except thirteen cases, again
scattered throughout the different days-to-maturity. Only in one case, at 53 days from
maturity, do both models reject the null hypothesis. The martingale tests seem to suggest
that linear models satisfy the null hypothesis of no correlation between the forecast residual
and the information variable.
And once again, the forecast residual variances of the holding cost model are much
smaller than the futures price premium model, although the difference is not as great as
with the constant risk premium. Comparing the R2 of the two models, the holding cost
model provides a much better forecast of the index returns. Therefore, the fit of the models
suggest that the holding cost model is a better forecasting model of the future index returns
than the futures price premium.
The bl and b2 coefficients estimated for this section are displayed in Graphs A and B
in Figure D-8, along with the 95% confidence interval of the estimates. These graphs show
that the values of the coefficients fluctuate greatly by days-to-maturity in both of these
models, although the fluctuations are less so in the holding cost model. These fluctuations
seem to suggest that the models are being forced to fit, with regressions. It seems that the
risk premium cannot be represented by a nice linear function of these information variables,
even though the martingale tests are not rejected. In the next section, an alternative of
nonlinear risk premium equation is considered.
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4.4.4 Nonlinear Risk Premium Model Assumption
In this section, I consider a risk premium that is a nonlinear function.
m1 (t) - [In(ft) - In(pt)] + 91 (In(ft) -In(pt))
m2(t) = [(rt - dt)(T - t)] + 92(rt - dt )
(4.36)
(4.37)
where 910 and 920 are estimated nonparametrically using kernel estimation technique, for
each days-to-maturity. The idea here is to back out the implied risk premium function,
to assess its linearity. Because of the nonparametric estimation, the forecast residuals are
zero, so that martingale hypothesis test does not apply.
Figure D-13 shows the kernel estimate of the 910 function, graphed for each days-to-
maturity and for different values of the price premium variable. The looks quite nonlinear
with high values, at all points away from the mean of the price premium. Actually, if
graphied by each days-to-maturity, it is not as u-shaped as it seems: the shape tends to be
either high values at the high price premium or high values at the low price premium, thus
explaining the relatively good fit of the linear approximation for each days-to-maturity.
Figure D-14 shows the kernel estimate of the· 920 function, graphed for each qays-to-
maturity and for different values of the holding cost return (%). The also looks quite
nonlinear, with high values toward the mean value of the holding cost return. In this
case, the graph .is all u-shaped across different values of days-to-maturity. Apparently,
the martingale test of the linear model fit to this shape seems to fail to detect the actual
nonlinearity.
4.5 Conclusion
In testing the forecasting function of index returns - formulated using futures price premium
and holding cost - I find that a linear model of the holding cost seems to be the best
predictor of the return at contract maturity. Recalling that futures price premiums are
much more volatile than holding cost, this suggests that fluctuations in the futures contract
price premium do not seem to predict the index return at the time of contract maturity. I
find that regression based tests are just as helpful in testing the unbiasedness hypothesis in
its simplest form, with risk neutrality and constant risk premium. However, the tests are
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not useful in detecting possible nonlinear correlation between the forecast residual and the
information variable.
However, in observing the nonparametric estimates of the risk premium functions, it
is quite surprising that linear models are not rejected. The nonparametric models display
nonlinearities that are not captured by the test. Although a linear model of the futures
price premium is a plausible approximation of the risk premium, a linear model of the
holding cost is definitely not. Furthermore, since the holding cost model is already a better
forecasting model in linear specification, it would be interesting to see what alternative
specification would improve its forecastability.
An interesting extension of this work would be to use the linear holding cost model
as a basis for establishing the fair price of the futures price, provided that holding cost
model is a better predictor of the index return at maturity. It would be interesting to
compute the futures mispricing, defined as the difference of the estimated price (fair price)
from the holding cost model and actual futures price. This mispricing can be compared to
the mispricing in the existing literature, defined by using the no-arbitrage condition. The
time-series properties of mispricing variables could be studied and compared.
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Chapter 5
Conclusion
In this thesis, I use the martingale hypothesis test for empirical applications in asset pricing
finance. As I construct the tests, attention is paid to provide appropriate critical values for
each application. In testing the specification of short-term interest rate diffusion models, the
martingale tests reject, suggesting nonlinearity in the conditional mean function. In testing
the random walk hypothesis in the S&P500 index price variables, the martingale tests cannot
reject using log prices as the information variable,. suggesting a random walk. However, the
martingale tests do reject using returns as information variable, suggesting components of
predictability. In testing the forward unbiasedness of the S&P500 futures contract price,
martingale tests do not reject, but the nonparametric estimates detect nonlinearity. The
conclusion from all three chapters is that nonlinearities in the correlation between the
forecast residual and the information variable are detected. However, to fully benefit from
the empirical results, it is necessary to investigate the ~xact meaning of these rejections
using the martingale test.
Although the martingale test is powerful against all linear and nonlinear alternative
models, an interesting line of research would be to find the class of nonlinear alternative
models for which this martingale test is powerful. Does the test tend toward over-rejection
or under-rejection? Further research into the power performance of the test under local
alternatives (for example, local to the correct specification of the conditional mean and
variance functions) would be helpful. Perhaps the difference between the Kolmogorov-
Smirnov and Cramer-von-Mises tests play an important role here; it is conceivable that
one statistic is less sensitive to certain alternatives and misspecifications than the other. In
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chapter 4, the martingale test results and the nonparametric estimate seem to contradict one
another. While the nonparametric model displays a nonlinear relationship, the martingale
test of the linear model does not reject.
Further research is necessary to gain sufficient understanding in order to compare the
tests with different stationarity assumptions about the information variable. In chapter 3, I
find that the forecast residuals are correlated with the stationary variable (index returns) but
not with the corresponding non-difference variable (log prices). Whether this correlation is
a result of a truly nonlinear relationship, or a result of the finite-sample distortion of reality,
merits consideration in more detail.
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Appendix A
Proofs
Theorem A.27 (Weak Convergence in Functional Space) The empirical process Gn
weakly converges to G if the finite-dimensional distributions converge weakly (or pointwise
convergence) and if {Gn } is tight.
Proof of Theorem 2.4:
This result follows from applying the martingale central limit theorem to the empirical
process for each x, and proving finite-dimensional convergence by using the Cramer-Wold
device to reduce higher dimensional problems to the one-dimensional case, as in Koul and
Stute.
First I define hni ('Y) to be the martingale difference array. Then for convergence results,
I let i go to infinity while fixing n. In the remark 2.3, I show that the conditional Lindeberg
condition is satisfied by construction. for any fixed x. For all f:
(A.I)
Using the stationarity of X t , I apply the law of large numbers and show that I(Xn,i-l < x)
converges to a constant for any x, which equals G(x),the cumulative distribution function
evaluated at x. I show that the condition on the conditional variance is satisfied:
L E [h~i(T)I(Xt-l < x)IFt-l] !+ TJ2 = G(x)
t
(A.2)
The two conditions satisfy the conditions for the conditional Lindeberg version of the mar-
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tingale central limit theorem in Corollary 3.1 of Hall and Heyde (1980), and the following
sum converges in distribution to normal with mean zero and variance G(x) for each x:
2: h~i(,,)I(Xn,i-l < x) ~ N(O, G(x». (A.3)
By applying the Cramer-Wold device, I see that L:i h~i(,,)I(Xn,i-l < x) is zero-mean
normal with covariance G(x /\ y).
Proof of Theorem 2.6:
To prove weak convergence to a Brownian motion, I first prove tightness. Chentsov's
criterion for tightness is shown to satisfy, following the proof from theorem 1.1 of Stute
(1997). I begin with the lemma that Stute states as part of the proof.
Lemma A.28 Let (ai, (3i), 1 ::; i ::; n, be i.i.d. square-integrable bivariate random vectors
such that E(a) = 0 = E(,B) then,
E{(2: air (2:.8;r} - nE[a;.8iJ + n(n - l)E[a~JE[,8:J (A.4)
+2n(n - 1) (E[ai,Bi])2 (A.5)
< nE[a~,BlJ + 3(n)(n - l)E(a~]E[,B;] (A.6)
To apply this lemma to prove tightness, I first define (ai, (3i) for r ::; s ::; t:
ai = h(Xi , Xi-I, ,,)1(r < X i '- l ::; s)
(3i = h(Xi , Xi-I, ,,)1(s < Xi-I::; t)
(A.7)
(A.8)
Under the null of martingale difference sequence of he), observations of he) are independent
of the past observed X t - 1 , and by construction hO are identically distributed. Then the
condition from the above lemma, (ai, (3i), 1 ::; i ::; n, be Li.d. square-integrable bivariate
random vectors such that E(a) = 0 = E({3), holds in this case. Note that this is different
from claiming that the distributional properties of Qi and (3i are identical and independent
from each other.
Then, by the first condition in assumption 2.5, E { (2: ai)2 CE {3j)2} is finite. And by
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the lemma stated above, I have an inequality:
E { (:~:>if (:L,B;f} S nE[Q~,Br] + 3(n)(n -l)E[Q~]E[,Br]
< 3(n)(n - l)E[af]E[,Sf]
S 3 [[ h2(Xv,Xv-Vy)dv [ h2(Xv, X v- l , 1')dV]
s 3 [l h2 (Xv, Xv-l, 1')dv - 1" h2 (Xv, X v- l , 1')dv]
where the second line follows because E[a[,Sll = 0 from the fact that the indicator functions
are non-overlapping. By defining a function H(t) = 3 J~ h2(Xv , Xv-I, "f)dv, I have written
the sum in the form H (t) - H (r ), so that Chentsov's criteria of uniform tightness is satisfied.
Therefore, together with finite-dimensional convergence proved in theorem 2.4 and
tightness proved above, Vn,m,s converges to Brownian motion by the weak convergence in
functional space.
Theorem A.29 (Koul and Stute, Transformation)
Tf(x) := f(x) - i:m(y, 0)'A-l(y) x [jm(z,O)l(z <:: y)f(dZ)] G(dy), . (A.9)
where A(x) := Jm(y, B)m(y, B)'l(y 2: x)G(dy).
Proof of Theorem 2.12:
Starting from the covariance function in remark 2.9, replace the function 10.
E[h2(Xt ,Xt-l,'Y)]G(X I\y) + H'(x,'Y) n H(y,'Y)
H'(x,,)E [I(Xt-1 ~ y)h(Xt ,Xt - ll 'Y)l(Xt , X t- ll 'Y)]
H'(y, 'Y)E [I(Xt-1 ~ x)h(Xt , X t - I , 'Y)l(Xt , X t- 1 , 1')]
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==
=
E[h2(Xt ,Xt-l, ")')]G(x 1\ y) + if'(x, ")') 11 H(y, ")')
If'(x,")')E [I(Xt- 1 :5 y)h(Xt,Xt- b ")') n h(Xt,Xt-l,")')h(Xt,Xt-l,")')]
If'(y,")')E (I(Xt- 1 :5 x)h(Xt,Xt-b"Y) n h(Xt , Xt-b")')h(Xt , Xt-l,")')]
E[h2(Xt , Xt-l, ")')]G(x 1\ y) + if'(x,,) n H(y,,)
If'(x,,)E [I(Xt - 1 :5 y) 11 h2(Xt,Xt_1, "Y)h(Xt , X t- b ,)]
If'(y,,)E [I(Xt- 1 :5 x) 11 h2(Xt,Xt-1l,)h(Xt,Xt-1l,)]
E[h2(Xt ,X t - b ,)]G(X /\ y) + if'(x,,) n H(y,,)
2 . . 2 . .
- E[h (Xt, X t- 1 , ,)]H'(x,,) n H'(y,,) - E[h (Xt , X t- ll ,)]H'(y,,) n H'(x,,)
G(X 1\ y) - if'(x,,) n H(y, ,).
Proof of Theorem 2.13: The conditions for which this transformation is defined is exactly
the same as in Koul and Stute.
, Proof of Theorem 2.15: This proof is identical to proof of theorem 2.4 in Koul and Stute.
Proof of Theorem 3.23: A sketch of the proof is provided here, to state relevant results
that are necessary in proving the other propositions. For more details of this proof, see
Park and Whang (1999).
First consider the empirical process proposed in equation 5:
1 ~ Xn(i-l)Vn(x):= ~ LJ Ut I ( Vii :5 x)
v n i=l u n
Assumption 3.16 together with the null hypothesis in equation 3.4, defines square-integrability
of Vn,m(x), for each x. Then, Theorem 3.18 is applied, with Sn = E(U~) = nu2 • It follows
that Vn(x) is a Brownian motion process, for each x. Note that Theorem 3.17 proves the
existence of probability space that provides convergence of the partial sum to a Brown-
ian motion process, with the time-change parameter {Til. At this point, this time-change
parameter is known to exist, but is not defined.
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For a set of time-change {Ti}, define a partial sum:
(A.I0)
The following properties of the time-change parameter {Ti} are given by Lemma 4.4 in Hall
and Heyde, so that:
Then, define Wnt using these time-change parameters:
~ {Ti-l Ti}Wnt = L..J W1"k- 1 l -- ~ t <-
1 n n n
(A.I1)
(A.12)
(A.13)
Park and Whang show that convergence of Wnt follows from the continuity of the Brownian
motion sample path, so that: 8UPtE[O,l]IWnt - Wnl .!!.t 0 and W n ~ W. This estabilishes the
convergence of Wnt to Brownian motion process W.
Then, in order to evaluate the empirical process of interest, Theorem 3.20 is used to
show the limiting distribution of the indicator function component, by itself:
n X 1011 i-I d~L l( ~ ~ x) -+ (J'2 l{Wt < x}dt
yn i=l yn °
(A.14)
Next, Theorem 3.21 is applied to combine the residual component with the indicator
function component. The theorem is used to evaluate integrals of the form JXndYn where
the asymptotic distribution of X n and Yn are known.
(A.15)
To characterize the time-change parameter, Park and Whang use the Dambis-Dubins-
Schwartz Brownian motion defined for continuous local martingales. The square-integrable
martingale process is also a local martingale, so that this theorem can be applied to the
process in question. Calculating the quadratic variation of the asymptotic distribution
87
1 x
-;:Vn ( ~) -t B 0 [M):t
0' yn
where [M]a: = f; I{Wt < x}dt. 0
Proof of Proposition 3.24: The equation to evaluate, by parts is:
= _1_" Ut 1(Xt- 1 ~ x)
.;n LJ vn
1 L: (Xt-1 ) (0 0") 1 L: X t-1 (Xt - 1 )
- - Ut1 - ~ x +n - - -- - ~ x
.;n vn "--v-' n yin .;n
, yo , (2)' yo ,
(1) (3)
(A.16)
(A.17)
(A.18)
Each component (1), (2), and (3) is a continuous function of the partial sum of independent
variable u (empirical analog of Brownian motion) so that the continuous mapping theorem,
in the form of Theorem 3.20 can be applied.
Part (1) follows from Theorem 3.23, and the asymptotic distribution is a Brownian
motion B 0 [M]:t with [M]:t = f; I{W(r) < x}dr, or equivalently:
1" Xt-l d (1
.;n LJ Ut1( vn ~ x) -t 0' 10 I{Wt ~ x}dWt
As for part (2), the least-squares estimate is given by
(A.19)
(A.20)
Evaluating the numerator and denominator separately, under the null of 0 = 1, by using
the Park and Phillips theorem,
n-1L:Xt-1Ut = ~f(~)2_~L:u~]
~ ~ [O'2[W1J2 - 0'2]
n-2L:X;_1 ~ u2lfWs]2dS
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(A.21)
(A.22)
(A.23)
By applying the continuous mapping theorem to combine the two:
As for part (3), the Kurtz and Protter theorem is applied:
1 '" X t- 1 X t- 1 d 11
- ~ .~ 1( ~ :5 x) --t (1 WrI{Wr :5 x}dr
n yn yn 0
(A.24)
(A.25)
Finally, using the continuous mapping theorem to evaluate function of limiting process,
equations A.19, A.24, and A.25 are combined.
(A.26)
The limiting distribution is asymptotically distribution free, and can be simulated to get
the critical values for the test statistics. 0
Proof of Proposition 3.25: Using Ut to represent residuals with estimated parameters 8:
Ut = Xt - & - 8Xt-1
= Ut + OXt-1 - & - 8Xt-1
Then, the empirical process to evaluate is, by parts:
Vn(X) = .~ ~ Utl(X~l :5 x)
yn L..J yn
1 L (Xt- 1 ) (0'" ) 1 L Xt- 1 (Xt - 1 )= - UtI --:5 x -n -1 - --1 --:5 xyin vn "-.--' n yin yin
, ... f (2)' v f
(1) (3)
- vn(& - 0) ! '" I(Xt- 1 :5 x)
'---...---" n L..J vn
4' f( ) (;)
Part (1) follows from the Park and Whang result. The fact that the indicator function
is 1(Xt - 1/vn:5 x) which is equal to l(Xt-l/vn:5 x +&/yIn) does not matter, because it
is just a shift.
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Parts (2) and (4) follow from evaluating the regression coefficient in matrix form (see
Hamilton, 1994 for reference):
n(l~ - 1)
0i(& - 0)
(A.27)
(A.28)
Part (3) is the same as part (3) from the proof of Proposition 3.24.
Part (5) is simply a direct application of Park and Whang theorem, so that we get
- 1
1~ Xt-l 10
- LJ 1( .~ :5 x) -+ . 1(Wt :5 x)dt
n yn 0
(A.29)
By combining the five different components, we get the resulting limiting distribution:
(A.30)
(A.31)
(A.32)
(A.33)
where :it = 2:~=1 Ui = (Xt - &) and x = x + a/Vii. 0
Proof of Proposition 3.26: Using Ut to represent residuals with estimated parameters 6:
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Then, the empirical process to evaluate is, by parts:
1 L:'" 1(Xt- 1 )
-- Ut- <xVii Vii-
_ _1_ '" Ut1(Xt - 1 ::; x) +n(B -I).!. '" X t - 1 + °1(Xt - 1 ::; x)Vii LJ Vii '--...-' n LJ Vii Vii
.. 6') J (2)" (i) ..
+ v1i(o - 0) .!. L: l(X~l S x)
~n Vn
(4)" ... J
(5)
(A.34)
(A.35)
(A.36)
Part (1) follows from the Park and Whang result and (3) and (5) are the same as in
Proposition 3.25.
Parts (2) and (4) follow from evaluating the regression coefficient in matrix form (Hamil-
ton, 1994) and here, the linear trend outweighs the stochastic trend, so that we get root-n
consistency:
(A.37)
(A.38)
For part (2), since n3/ 2(B-l) converges to normal according to the above equation, n(O-I)
is in effct a zero-mean normal divided by Vii, which converges to zero as long as 0 and (f
are small enough.
Then, combining part (1) with parts (4) and (5), we get the limiting distribution:
",... (Xt - 1 )
= LJ Ut 1 Vii ::; X
1 - 1~ r l(Wt ::; x)dWt +: r I(Wt ::; x)dtJo (f Jo
(A.39)
(A.40)
where Xt = l:~=l Ui = (Xt - &) and Z is Normal (0, (1204)/36), or equivalently:
where Z is standard normal. 0
91
(A.41)
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Appendix B
Affine Diffusion Models
In this Appendix, details of each model are presented. The specific parameteric functions
for parametric functions for conditional mean and variance, as well as ones for the scaled
residual and its gradient are shown. The conditional mean and variance functions are
derived from the corresponding characteristic function by taking derivatives and evaluating
them at zero. These mean and variance equations are applied to construct the scaled residual
function, in terms of the parameters. The gradient function is constructed by taking the
first derivatives with respect to all parameters.
I use the characteristic function results of Duffie, Pan, and Singleton (1999). to derive
the conditional mean and variance functions. For single-factor affine diffusions, define
I-l(X) = ao + alx
(12(x) = bo + b1x
.\(x) = Co + CIX
(B.l)
(B.2)
(B.3)
where J.LO is the drift, (12 is the diffusion, and .\ is the jump intensity of the affine diffusion
process. The jumps are assumed to be a Poisson process with a stationary jump size
distribution <PO, say, normal with mean J.Lj and variance (1;. Note that in this form, the.
jump intensity may vary with time and with values of x. Then, according to proposition
1 of DPS, the characteristic function is 'l1(u, x, t, T) = eQ (t)+,8(t) where (3 and a satisfy the
complex-valued ordinary differential equations(ODE), also known as Riccati equations. For
a more general form of Riccati equation, of multi-factor Diffusion models and time-varying
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coefficients, see Duffie, Pan and Singleton.
. 1(jet) = al{3(t) - "2{j2(t)b1 - Cl [B ((j(t)) - 1]
. 1 2
a(t) = ao{j(t) - "2{j (t)bo - Co [B ((j(t)) - 1]
(BA)
(B.5)
with B(c) = f exp(cz)d¢(z) , equaling to E[CJ-tj + u2aJ /2] when normal. The last term is
nonzero only for models with jump parameters. I solve the ODE's for each model with
boundary conditions (j(T) = u and aCT) = O.
White Noise Model: dx = adZ
Xt-l
2 2 1"" 2a = Var(Xt - Xt-l) = an = ;;: L..,.(Xt - Xt-d
(B.6)
(B.7)
The scaled residual and the dot functions are:
h(x, a) - X t - X t- 1
a
(B.8)
h(x,a) = [8h] = _Xt - Xt - 18a a2 (B.9)
h exists as long as a 2 is bounded away from zero and infinity.
Merton Model: dx = adt + adZ
8(a) - a
The scaled residual and the "dot functions are:
(B.10)
(B.1l)
h(x,a,a) - X t - X t- 1 - a
a
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(B.12)
h(x, a, a) _ [8h/8a] = [ -a/a ]
ah/aO' Xt-:~-l-Q
h exists as long as a2 is bounded away from zero and infinity and a is finite.
Vasicek Model: dx = It( fJ - x )dt + adZ
(B.13)
m(x, It, fJ)
s2(x,K,a)
(B.14)
(B.15)
The scaled residual and the dot functions are:
8hl8K
(B.16)
h(x, K, fJ, a) -
=
8h/8fJ
8hl8a
(e- It - 1)/s(x, It, a)
-h(x, It, 0', a)/a
(B.17)
(B.18)
h exists as long as 0'2 is bounded away from zero and infinity, 8 is finite, and It is not equal
to zero.
95
Cox-Ingersoll-Ross Model: dx = /'i,(B - x)dt + (w2x)O.5dZ
m(x,/'i"B) = e-KXt_l + (1- e-K)B
s2(x, ", e, w) = w2 [e- K X t - 1(1 - e-') + :" (1 - e-Kj2]
The scaled residual and the dot functions are:
(B.19)
(B.20)
h(x, /'i" B, w) = (B.21)
h(x, Ii, B, w) = [ :~~:: ]
8hj8w
e-K(Xt_1-fJ)
S(X,K,e,W)
1 h( B) 2 Xt_le-K(1-2e-K)+(e/K)(1-e-K)e-K-(fJj2K2)(1-e-K)2
'2 X, /'i" ,w w s2(X,K,6,w)
(B.22)
=
e-K-l 1 h(X,K,O,W) (w2 (1 -K)2)
s(x,K,6,w) - '2 s2(X,K,O,W) 2K - e
-h(x, Ii, B, w)jw
(B.23)
h exists as long as w2 is bounded away from zero and infinity, B is finite, and Ii is bounded
away from zero and infinity.
Pearson-Sun or Duffie-Kan Model: dx = Ii(B - x)dt + (, + w2 x)O.5dZ
m(x, Ii, B) == e-'X t - 1 + (1 - e-') (e + ::) (B.24)
= w2 [e- KX t - 1 (1 - e-K) + ~(1 - e-Kf ] + ,2 e-K(1 - e-K) (B.25)21i /'i,
The scaled residual and the dot functions are:
h(x,Ii,B,w) X t - e-
KX t - 1 - (1 - e-K)(B + ,2/w2)
= V(W2Xt-1 + ,2jli)e-K(1- e- K ) + {(w2B)j(2k)](1 _ e- K )2 (B.26)
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h(x,fi"B",w) =
ahlaK,
8h/8B
8h/8,
8h/8w
(B.27)
=
21' e-~-l 1 h(x,Ii:,8,'Y,W) 21' -li:(l -Ii:)
:-::2-- e-ew s(x,Ii:,8,'Y,w) 2 s2(x,It,8,"Y,w) It
(B.28)
h exists as long as w2 is bounded away from zero and infinity, B is finite, K, is bounded away
from zero and infinity, and , is finite.
Merton Model with Jump: dr = adt + adZ + dJ
In this simple jump model, the jump intensity is a constant, oX, and the jump size is normally
distributed, N(J1.J,aJ).
m(x, a, J1.J, A,) = a + AJ.LJ + Xt-l
s2(x, A, a, a, J1.J, aJ) = a2 + A(aJ + J1.))
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(B.29)
(B.30)
(B.3l)
=oh/oo:
oh/oa
oh/o)..
oh/oj1>]
oh/oCJ]
-1/ j CJ2 + )..(a} + j1>'})
A h(x,A,a,U,J.l.J,uJ) (\ )
- - Aj1>Js(x,A,a,u,J.l.J,uJ) 8 2(X,A,U,J.l.J,UJ)
(B.32)
(B.33)
hexists as long as a 2 and ).. is bounded away from zero and infinity.
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Appendix C
Tables
Table C.1 shows the distribution of the statistics, under the null hypothesis of Brownian
motion process. In the stationary variable case, the critical values for the two-sided test of
size of 5% are 0.454 and 1.489 for the Kolmogorov-Smirnov statistic.
Table C.1: Distributions of Statistics
Kolmogorov-Smirnov (KS), Cramer-von-Mises (CM)
and Anderson-Darling (AD) Statistics
Stationary (1) Nonstationary (2) Nonstationary
Observed Est. Linear
KS CM KS CM KS CM AD
Mean 0.860 0.173 1.400 0.711 1.079 0.383 2.028
Std Dev 0.271 0.158 0.498 0.674 0.406 0.436 2.391
0.01 0.416 0.025 0.573 0.047 0.461 0.033 0.154
0.025 0.454 0.030 0.649 0.069 0.507 0.041 0.187
0.05 0.497 0.035 0.740 0.090 0.552 0.047 0.222
0.10 0.551 0.045 0.838 0.139 0.628 0.061 0.288
0.50 0.810 0.118 1.319 0.496 0.999 0.203 0.994
0.90 1.237 0.381 2.060 1.556 1.630 0.931 5.112
0.95 1.386 0.523 2.335 2.099 1.832 1.324 6.995
0.975 1.489 0.621 2.670 2.727 2.097 1.679 6.120
0.99 1.656 0.730 2.883 3.262 2.219 2.041 11.120
Note: The values are simulated with 1000 simulations of 1000 observations.
Some of these values can be checked against Shorack and Wellner (1987) for the
stationary case and Park and Whang (1999) for the nonstationary observed case.
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Table C.1 summarizes the parameter estimates for the models. (M) indicates estimates of the monthly
data and (W) of the weekly data. The Merton and Vasicek models were estimated using maximum likelihood
of conditional normal density. The Cox-Ingersoll-Ross and Duffie-Kan models were estimated using maxi-
mum likelihood of non-central chi-squared conditional density.l The parameters estimated using conditional
density are very similar to those estimated using the first-order Euler approximation model, a replication
of the GMM method of Chan, Karoulyi, Longstaff and Sanders. For whatever the reasons, the replicated
parameter estimates are different from those of reported their paper, even with seemingly identical data.
The jump-diffusion model was estimated with maximum likelihood of normal distribution, as in Beck-
ers (1981). With the parameter value for 0"2 close to zero and not significantly different from zero, the
transformation cannot be defined.
Table C.1: Parameter Estimates and Standard Errors
Drift coef. Diffusion coef. Jump Parameters
White Noise (M)
- -
0.881
- - - -
White Noise (W)
- -
0.496
- - - -
Merton (M) 0.00283 - 0.881 - - - -
(0.0446) - (0.0151) - - - -
Merton (W) -0.00087 - 0.496 - - - -
(0.0128) - (0.00245) - - - -
K f) 0"
- - - -
Vasicek (M) 0.0644 6.168 0.895 - - - -
(0.0175) (0.942) (0.0157) - - - -
Vasicek (W) 0.0104 7.484 0.4972 - - - -
(0.0034) (1.877) (0.0025)
- - - -
K f) 'Y w - - -
CIR* (M) 0.0642 6.012 - 0.116 - - -
(0.0324) (0.618) - (0.006) - - -
CIR* (W) 0.0110 7.874 - 0.061 - - -
(0.0067) (1.319) - (0.004) - - -
Duffie-Kan* (M) 0.0623 6.168 -0.113 0.182 - - -
(0.0330) (0.691) (0.046) (0.022) - - -
Duffie-Kan* (W) 0.0137 7.484 -0.00809 0.066 - - -
(0.0067) (2.187) (0.00927) (0.007) - - -
K f) 0" .x IJ-J O"J
Merton with Jump (M) 2.624 - 0.000247 - 1.940 0.928 0.756
(0.353) - (0.0018) - (0.068) (0.120) (0.762)
Merton with Jump (W) 3.196
-
8.615e-05 - 1.945 1.155 1.133
(1.39) - (7470) - (0.377) (0.741) (0.480)
Standard errors are in parentheses.
(M) and (W) are monthly and weekly data, respectively.
1For details on the non-central chi-squared conditional density see Cox, Ingersoll, ROSSj see Olver for differe,nt expressions
of Modified Bessel function of the first kindj see Lancaster for non-central chi-squared distribution.
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Table C 2' Number of Observations for Each Futures Contract
· .
Maturity Date Obs. DTM< 300* Maturity Date Obs. DTM<300*
December 20, 1985 58 58 December 17, 1993 252 209
March 21, 1986 120 120 March 18, 1994 250 208
June 20, 1986 183 183 June 17, 1994 238 207
September 19, 1986 246 206 September 16, 1994 252 206
December 19, 1986 245 209 December 16, 1994 252 207
March 20, 1987 251 207 March 17, 1995 250 207
June 19, 1987 244 207 June 16, 1995 252 207
September 18, 1987 250 206 September 15, 1995 251 206
December 18, 1987 247 209 December 15,1995 252 208
March 18, 1988 251 207 March 22, 1996 257 207
June 17, 1988 318 207 June 21, 1996 256 207
September 16, 1988 250 206 September 20, 1996 254 207
December 16, 1988 224 209 December 20, 1996 255 209
March 17, 1989 252 207 March 21, 1997 255 207
June 16, 1989 250 207 June 20, 1997 251 207
September 15, 1989 211 206 September 19, 1997 251 206
December 15, 1989 223 208 December 19, 1997 251 209
March 16, 1990 206 206 March 20, 1998 249 206
June 15, 1990 239 207 June 19, 1998 253 206
September 21, 1990 234 207 September 18, 1998 322 205
December 21, 1990 231 209 December 18, 1998 380 209
March 15, 1991 125 125 March 19, 1999 387 206
June 21, 1991 239 207 June 18, 1999 494 206
September 20, 1991 239 207 September 17, 1999 449 151
December 20, 1991 249 209 December 17, 1999 385 91
March 20, 1992 256 207 March 17, 2000 323 27
June 19, 1992 251 251 June 16, 2000 261 0
September 18, 1992 247 206 September 15, 2000 196 0
December 18, 1992 233 209 December 15,2000 131 0
March 19, 1993 230 207 March 16, 2001 71 0
June 18, 1993 . 246 206 June 15, 2001 6 0
September 17, 1993 251 205
Note: Obs< 300 is the number of observations with days-to-maturity less than 300.
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Table C.3: Number of Observations for Each Days-to-Maturity
I
obs. obs. obs. obs. obs. obs. obs.
1 53 53 55 107 55 161 52 213 54 267 52 319 52
2 55 56 55 108 55 162 55 214 43 268 54 322 51
3 55 57 55 109 44 163 55 217 54 269 54 323 50
4 55 58 55 112 55 164 53 218 54 270 54 324 49
7 55 59 53 113 42 165 49 219 54 273 54 325 50
8 55 60 51 114 55 168 43 220 54 274 54 326 50
9 55 63 55 115 55 169 51 221 54 275 54 329 50
10 55 64 55 116 43 170 52 224 54 276 54 330 50
11 47 65 55 119 55 171 55 225 54 277 54 331 50
14 55 66 55 120 54 172 52 226 54 280 54 332 48
15 55 67 55 121 55 175 47 227 54 281 54 333 46
16 55 70 53 122 55 176 53 228 54 282 54 336 46
17 55 71 55 123 45 177 52 231 54 283 54 337 47
18 43 72 55 126 55 178 54 232 54 284 47 338 47
21 55 73 52 127 55 179 54 233 53 287 54 339 46
22 42 74 49 128 55 182 54 234 54 288 54 340 46
23 55 77 43 129 55 183 54 235 54 289 54 343 43
24 55 78 51 130 55 184 54 238 54 290 54 344 45
25 43 79 52 133 55 185 54 239 54 291 43 345 43
28 55 80 55 134 55 186 54 240 54 294 54 346 42
29 54 81 52 135 55 189 54 241 54 295 43 347 39
30 55 84 47 136 55 190 54 242 52 296 54 350 39
31 55 85 53 137 55 191 54 245 51 297 54 351 32
32 46 86 52 140 55 192 54 246 54 298 42 352 32
35 55 87 55 141 55 193 54 247 54 301 53 353 39
36 55 88 54 142 54 196 54 248 54 302 50 354 39
37 55 91 55 143 55 197 54 249 54 303 53 357 32
38 55 92 55 144 55 198 54 252 51 304 53 358 36
39 55 93 55 147 55 199 54 253 54 305 42 359 35
42 55 94 55 148 55 200 54 254 54 308 52 360 35
43 55 95 55 149 55 203 54 255 53 309 52 361 30
44 55 98 55 150 54 204 42 256 49 310 52 364 23
45 55 99 55 151 53 205 54 259 42 311 52 365 16
46 55 100 55 154 52 206 54 260 50 312 52 366 16
49 55 101 55 155 55 207 43 261 52 315 52 367 14
50 55 102 47 156 55 210 54 262 53 316 52 368 12
51 54 105 55 157 55 211 52 263 51 317 52
52 55 106 55 158 55 212 54 266 46 318 52 371-729 < 10
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Table C 4' Risk Neutral
Note:* RejectIOn at the 5% SIgnIficance level IS mdicated by bold typeface.
..
I Premium Price M0del Holding Cost Model
DTM R2 {31 =1* KS* CM* R2 {32 =1* KS* CM*
1 0.0139 -70.11 2.196 3.061 0.0010
-203.2 6.646 14.470
2 0.0018 -2.763 1.457 0.617 0.0025
-129.7 6.675 14.080
3 0.0231 -0.945 1.273 0.386 0.0025
-92.540 6.683 14.290
4 7.72E-05 -1.798 1.756 1.711 0.0044
-77.040 6.685 14.120
7 0.0294 0.181 2.574 1.997 0.0991
-26.430 6.682 13.280
8 0.0005 -1.427 3.111 3.395 0.0793
-30.900 6.687 13.490
9 0.0009 -0.956 1.590 1.125 0.1499
-16.180 6.688 13.810
10 0.0014 -0.687 1.464 0.879 0.4604 -24.820 6.704 12.780
11 0.0166 0.196 1.239 0.395 0.3706
-17.040 6.268 12.560
14 0.1910 2.819 1.781 0.496 0.3717
-14.950 6.695 13.260
15 0.0323 0.661 2.205 1.364 0.4695 -15.610 6.694 12.890
16 0.0626 1.219 1.930 1.108 0.4114 -12.770 6.700 12.730
17 0.0702 1.379 2.420 1.802 0.4358 -11.210 6.705 12.420
18 0.0647 1.123 2.770 2.703 0.3780 -10.800 5.893 10.030
21 0.0154 0.195 2.711 2.148 0.0801 -11.810 6.692 13.140
22 0.0594 1.049 2.025 1.160 0.2748 -8.705 5.864 9.781
23 0.0657 1.308 2.006 1.494 0.5786 -8.143 6.701 12.700
24 0.0320 0.447 2.455 2.377 0.4377 -13.730 6.692 12.460
25 0.0123 0.058 2.636 3.299 0.6051 -9.711 5.885 10.090
28 0.0215 0.411 2.536 3.067 0.5415 -6.726 6.681 12.260
29 0.0621 1.188 2.544 3.098 0.6253 -7.403 6.591 11.470
30 0.1260 2.043 2.467 1.794 0.8486 -11.180 6.681 11.990
31 0.0896 1.488 2.914 4.075 0.7871 -11.210 6.683 11.690
32 .0.1015 1.444 2.109 1.883 0.7941 -9.331 6.105 9.884
35 0.1676 2.448 3.201 3.513 0.6703 -8.084 6.680 12.560
36 0.1321 2.127 2.744 2.205 0.5920 -6.189 6.672 12.010
37 0.0939 1.705 2.728 2.703 0.8156 -5.306 6.665 11.410
38 0.2209 3.170 2.820 2.128 0.6952 -5.777' 6.668 12.030
39 0.1411 2.248 2.891 2.644 0.7692 -5.621 6.670 11.640
42 0.1530 2.396 3.153 3.544 0.6942 -4.488 6.668 11.660
43 0.1543 2.457 2.743 2.084 0.7393 -4.044 6.661 11.600
44 0.1369 2.230 2.907 2.599 0.7864 -4.066 6.665 11.450
45 0.1595 2.572 3.189 3.040 0.6141 -2.783 6.657 11.240
46 0.2080 3.054 2.833 2.122 0.7007 -4.210 6.640 12.000
49 0.0482 0.782 3.214 3.216 0.3779 -8.736 6.623 11.860
50 0.1612 2.627 3.182 3.294 0.7340 -3.138 6.619 11.300
51 0.1272 2.025 3.514 4.230 0.5572 -7.447 6.591 11.000
52 0.1571 2.429 3.696 3.772 0.4914 -7.010 6.628 11.410
53 0.0307 0.533 3.862 5.933 0.2972 -9.287 6.612 11.130
56 0.0896 1.585 3.623 4.856 0.3304 -7.109 6.609 11.130
57 0.1649 2.587 3.397 3.924 0.5492 -5.223 6.612 11.260
58 0.1005 1.847 3.080 3.825 0.7171 -4.515 6.619 11.200
59 0.0053 -1.025 3.389 4.910 0.0385 -20.490 6.635 11.280
60 0.0022 -2.155 3.295 4.992 0.0140 -24.570 6.471 10.820
63 0.0305 0.728 2.504 2.606 0.4010 -3.926 6.368 10.990
64 0.1315 2.244 2.326 1.965 0.7811 -4.896 6.607 11.070
65 0.0933 1.811 2.775 2.651 0.8755 -3.717 6.613 10.720
66 0.1219 2.193 2.384 1.705 0.9076 -4.713 6.606 10.840
. .
Table C 4 - continued
Note:* RejectIOn at the 5% sIgmficance level IS IndIcated by bold typeface.
Premium Price Model Holding Cost Model
DTM R2 /31 = 1* KS* CM* R2 /32 = 1* KS* CM*
67 0.0577 1.254 2.824 3.434 0.8549 -4.791 6.602 10.570
70 0.0541 1.182 2.761 3.335 0.7461 -4.030 6.532 10.730
71 0.0897 1.698 .2.911 3.176 0.8944 -5.587 6.597 10.820
72 0.0867 1.646 2.795 3.463 0.8417 -5.055 6.614 10.940
73 0.0930 1.661 2.768 2.437 0.8320 -4.862 6.419 10.210
74 0.0932 1.664 2.559 2.500 0.8651 -4.241 6.271 9.933
77 0.0842 1.435 2.680 3.023 0.8375 -3.642 5.867 9.085
78 0.0413 0.819 2.784 3.022 0.8594 -5.047 6.305 9.591
79 0.0875 1.527 2.955 3.013 0.9053 -5.426 6.432 10.140
80 0.0792 1.419 2.507 2.518 0.8594 -5.078 6.638 10.780
81 0.0537 1.014 2.375 2.924 0.8670 -5.834 6.435 10.150
84 0.0469 0.786 2.749 3.048 0.8798 -5.609 6.205 9.760
85 0.0968 1.515 2.614 2.104 0.9128 -6.437 6.506 10.340
86 0.1058 1.595 2.676 2.449 0.9126 -7.961 6.479 10.560
87 0.1232 1.867 2.941 3.512 0.9531 -9.885 6.655 10.900
88 0.1451 2.103 2.836 2.738 0.9256 -7.098 6.581 10.630
91 0.1105 1.744 2.776 3.110 0.8376 -4.416 6.653 11.280
92 0.1505 2.197 2.899 2.686 0.9344 -7.510 6.663 10.820
93 0.1701 2.392 2.973 2.713 0.9257 -7.450 6.673 11.020
94 0.1915 2.620 2.824 2.396 0.9270 -7.654 6.683 11.250
95 0.1909 2.659 2.839 2.630 0.9075 -6.023 6.685 11.300
98 0.1920 2.686 2.846 2.482 0.9312 -6.208 6.681 10.980
99 0.1611 2.260 3.010 3.436 0.8762 -7.496 6.685 11.450
100 0.1908 2.632 2.788 2.940 0.9541 -6.882 6.687 11.060
101 0.2072 2.718 2.720 2.496 0.9469 -10.260 6.702 11.130
102 0.3138 3.520 3.736 4.175 0.9237 -7.139 6.266 10.000
105 0.2927 3.724 2.874 2.114 0.9253 -7.186 6.694 11.410
106 0.2182 2.931 3.178 2.633 0.9474 -8.820 6.695 11.100
107 0.2082 2.832 3.133 2.946 0.9570 -7.490 6.701 11.130
108 0.2126 2.901 3.165 2.765 0.9614 -7.579 6.705 11.100
109 0.1756 2.316 2.809 2.794 0.9446 -5.959 5.968 8.853
112 0.1660 2.434 3.123 3.483 0.8952 -3.349 6.694 11.140
113 0.0798 1.082 1.630 1.181 0.9041 -3.516 5.863 8.625
114 0.1871 2.562 3.136 3.333 0.9591 -7.542 6.699 11.100
115 0.1755 2.377 3.253 3.997 0.9268 -7.919 6.693 10.990
116 0.2815 3.184 3.222 4.044 0.9511 -7.077 5.894 8.814
119 0.2078 2.778 3.095 3.520 0.9507 -6.722 6.681 10.970
120 0.1795 2.459 3.150 4.238 0.9544 -7.073 6.591 10.560
121 0.2764 3.493 3.310 3.665 0.9618 -8.665 6.681 10.850
122 0.2190 2.832 3.523 4.560 0.9680 -10.760 6.682 10.790
123 0.2022 2.444 2.768 2.911 0.9722 -8.876 6.025 8.846
126 0.2829 3.574 3.418 4.123 0.9607 -7.188 6.677 11.100
127 0..2357 3.082 3.210 3.257 0.9522 -6.058 6.671 10.860
128 0.2226 2.951 3.198 3.953 0.9754 -7.606 6.665 10.600
129 0.2243 2.972 3.350 4.282 0.9608 ..5.690 6.671 11.000
130 0.2648 3.371 3.401 3.794 0.9576 ..5.872 6.672 10.940
133 0.2240 2.919 3.674 5.293 0.9573 -5.364 6.671 10.830
134 0.2750 3.479 3.395 4.045 0.9693 -5.543 6.662 10.750
135 0.2795 3.511 3.484 3.677 0.9693 ..6.126 6.666 10.730
. .
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Table C 4 - continued
Note:* Rejection at the 5% significance level IS IndIcated by bold typeface.
Premium Price Model Holding Cost Model
DTM R2 /31 = 1 KS CM R2 /31 = 1 KS CM
136 0.2553 3.294 3.753 4.637 0.9512 -3.911 6.657 10.710
137 0.3046 3.785 3.527 3.788 0.9574 -5.386 6.639 10.900
140 0.2769 3.457 3.628 4.577 0.8636 -4.981 6.623 10.970
141 0.2748 3.531 3.687 5.130 0.9650 -4.414 6.621 10.540
142 0.2843 3.533 3.823 5.039 0.9220 -6.010 6.592 10.430
143 0.2676 3.434 3.947 5.511 0.8936 -4.554 6.631 10.810
144 0.1918 2.641 4.195 7.160 0.8349 -4.436 6.617 10.500
147 0.2307 3.063 4.079 6.741 0.8574 -3.514 6.613 10.500
148 0.2877 3.656 4.099 6.173 0.9311 -4.376 6.615 10.360
149 0.2453 3.195 4.016 6.661 0.9488 -5.265 6.625 10.550
150 0.2854 3.619 3.922 6.193 0.9559 -5.446 6.636 10.640
151 0.0401 0.227 3.707 5.628 0.3059 -9.353 6.470 9.983
154 0.2628 3.342 3.425 3.804 0.8927 -2.131 6.438 10.490
155 0.2637 3.358 3.397 4.262 0.9400 -5.626 6.606 10.800
156 0.2319 3.050 3.509 4.809 0.9674 -6.402 6.611 10.460
157 0.2113 2.849 3.545 4.961 0.9689 -6.943 6.599 10.320
158 0.2188 2.904 3.520 5.345 0.9583 -6.624 6.596 10.290
161 0.2887 3.602 3.848 5.319 0.9364 -4.739 6.458 10.100
162 0.2174 2.860 3.690 5.284 0.9688 -8.322 6.593 10.320
163 0.2271 2.963 3.639 5.779 0.9657 -7.819 6.608 10.310
164 0.2282 2.917 3.507 5.197 0.9574 -6.985 6.495 10.200
165 0.2312 2.867 3.304 4.386 0.9705 -6.913 6.272 9.454
168 0.2577 2.950 4.035 6.379 0.9482 -4.465 5.868 8.285
169 0.2219 2.763 3.603 4.594 0.9669 -7.036 6.306 9.181
170 0.2441 2.995 3.646 5.400 0.9668 -6.477 6.434 9.863
171 0.2527 3.138 3.582 5.219 0.9582 -6.284 6.638 10.500
172 0.2114 2.653 3.272 4.287 0.9540 -6.599 6.434 9.857
175 0.2256 2.584 3.610 5.418 0.9633 -6.739 6.206 9.556
176 0.2513 2.930 3.180 3.945 0.9691 -8.418 6.508 10.130
177 0.2423 2.755 3.352 4.390 0.9673 -9.351 6.480 10.240
178 0.2582 3.033 3.569 5.110 0.9740 -9.108 6.583 10.360
179 0.2541 2.999 3.865 5.513 0.9670 -7.599 6.580 10.330
182 0.2452 2.920 3.729 4.717 0.9436 -5.316 6.576 10.480
183 0.2626 3.063 3.642 4.873 0.9710 -9.029 6.586 10.350
184 0.2755 3.197 3.528 4.490 0.9646 -7.836 6.596 10.500
185 0.2760 3.197 3.~97 4.785 0.9716 -9.038 6.607 10.510
186 0.2917 3.389 3.663 4.658 0.9715 -8.721 6.612 10.600
189 0.3318 3.837 3.618 4.171 0.9609 -6.711 6.608 10.520
190 0.2697 3.163 3.809 5.994 0.9613 -7.495 6.610 10.570
191 0.3252 3.685 3.866 5.666 0.9782 -8.813 6.611 10.510
192 0.3570 3.950 3.765 4.784 0.9695 -9.805 6.626 10.730
193 0.4306 4.415 3.996 4.881 0.9737 -8.966 6.263 9.835
196 0.3902 4.382 3.901 4.848 0.9717 -8.301 6.616 10.600
197 0.3728 4.183 3.869 5.176 0.9722 -9.181 '6.619 10.610
198 0.3534 3.978 3.881 5.256 0.9781 -8.554 6.625 10.650
199 0.3670 4.139 3.901 5.112 0.9799 -8.593 6.628 10.570
200 0.2745 2.861 3.173 3.996 0.9821 -8.180 5.882 8.312
. .
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Table C 5' Constant Risk Premium..
Premium Price Model Holding Cost Model
DTM R2 {31 =1* KS* CM* R2 {31 =1* KS* CM*
1 0.0274 -70.38 2.018 2.275 0.834 -496.6 0.769 0.138
2 0.0030 -2.765 1.281 0.434 0.813 -299.2 0.946 0.201
3 0.0339 -0.972 0.885 0.117 0.813 -213.8 0.880 0.160
4 0.0419 -1.94 1.262 0.48 0.813 -178.2 1.069 0.237
7 0.1326 -0.42 0.653 0.084 0.823 -61.42 1.515 0.621
8 0.2145 -2.507 1.105 0.24 0.817 -70.83 1.199 0.443
9 0.0525 -1.547 0.747 0.227 0.817 -37.64 1.076 0.325
10 0.0432 -1.492 1.006 0.368 0.846 -44.2 1.669 1.108
11 0.0390 -0.501 0.391 0.032 0.838 -33.48 1.127 0.272
14 0.1926 2.106 0.881 0.226 0.826 -30.07 1.459 0.845
15 0.1261 -0.979 0.668 0.157 0.839 -29.09 1.765 1.175
16 0.1011 0.1685 0.808 0.097 0.843 -27.32 1.625 1.133
17 0.1326 0.1024 0.573 0.07 0.856 -25.5 1.966 1.679
18 0.2032 -0.509 0.492 0.033 0.827 -22.88 1.515 0.961
21 0.1449 -0.351 0.728 0.092 0.827 -29.65 1.637 0.726
22 0.1282 0.1043 0.52 0.04 0.831 -21.45 1.555 0.945
23 0.0975 -0.094 0.805 0.074 0.840 -15.96 1.734 1.051
24 0.1174 -1.042 1.029 0.244 0.834 -26.94 1.840 1.314
25 0.2075 -2.373 1.306 0.563 0.833 -15.69 1.522 0.858
28 0.1559 -1.512 0.87 0.231 0.860 -16.48 2.132 1.803
29 0.1588 -0.807 1.025 0.218 0.861 -15.43 2.210 2.184
30 0.1647 -0.253 0.753 0.12 0.899 -11.66 2.371 2.477
31 0.2406 -1.734 0.899 0.282 0.883 -14.29 2.327 2.536
32 0.1566 -0.522 0.863 0.093 0.888 -12.44 1.833 1.850
35 0.2499 -0.261 0.435 0.033 0.849 -13.8 1.882 1.387
36 0.1910 0.3414 0.632 0.074 0.865 -15.03 2.279 1.990
37 0.1614 -0.667 0.578 0.069 0.897 -9.478 2.355 2.572
38 0.2328 1.227 0.787 0.111 0.849 -10.94 1.935 1.787
39 0.2015 -0.151 0.425 0.05 0.886 -10.82 2.415 2.595
42 0.2339 0.1436 0.39 0.034 0.893 -12.49 2.473 2.692
43 0.1922 0.4013 0.692 0.103 0.880 -9.962 2.549 2.691
44 0.1999 -0.077 0.54 0.053 0.906 -10.34 2.397 2.791
45 0.2374 0.5897 0.579 0.072 0.883 -11.04 2.592 3.087
46 0.2294 1.21 0.816 0.203 0.873 -10.75 2.228 2.341
49 0.2186 -1.178 0.647 0.078 0.820 -19.95 2.303 2.134
50 0.2300 0.119 0.729 0.107 0.874 -8.891 2.196 2.338
51 0.2772 -0.329 0.445 0.041 0.863 -17.34 2.486 2.952
52 0.2992 0.2358 0.652 0.107 0.849 -17.11 2.377 2.872
53 0.3166 -1.465 0.554 0.081 0.829 -22.57 2.436 2.537
56 0.2723 -0.061 0.794 0.062 0.834 -18.54 2.433 2.649
57 0.2621 0.4048 0.463 0.052 0.845 -13.4 2.454 2.594
58 0.2151 -0.732 0.675 0.097 0.877 -10.84 2.508 2.817
59 0.2449 -1.847 0.918 0.29 0.803 -47.02 2.417 2.599
60 0.2426 -2.981 1.014 0.298 0.790 -54.59 2.413 2.283
63 0.1539 "·0.887 0.593 0.075 0.821 -12.08 1.908 1.420
64 0.1490 0.4897 0.604 0.085 0.873 -8.871 2.385 2.762
65 0.1365 -0.352 1.089 0.193 0.917 -6.887 2.466 3.236
66 0.1395 0.1843 0.598 0.047 0.925 -5.637 2.605 3.544
Note:* Rejectlon at the 5% slgnlficance level IS IndIcated by bold typeface.
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Table C 5 - continued
Premium Price Model Holding Cost Model
DTM R2 {31 == 1* KS* CM* R2 {31 == 1* KS* CM*
67 0.1644 -1.333 1.287 0.276 0.917 -8.882 2.553 3.445
70 0.1860 -1.452 0.885 0.23 0.877 -9.505 2.380 2.623
71 0.1771 -1.12 0.774 0.131 0.920 -6.991 2.439 3.122
72 0.1797 -0.973 1.202 0.201 0.909 -9.116 2.604 2.856
73 0.1473 -0.383 0.649 0.081 0.909 -9.289 2.391 2.901
74 0.1532 -0.615 0.91 0.116 0.911 -7.088 2.346 2.874
77 0.1958 -1.066 0.861 0.152 0.908 -7.453 2.389 2.435
78 0.1512 -1.548 1.245 0.337 0.913 -8.317 2.525 3.139
79 0.1963 -1.396 0.889 0.198 0.930 -7.016 2.565 3.109
80 0.1491 -0.915 0.8 0.143 0.913 -8.46 2.587 3.391
81 0.1812 -1.743 0.927 0.319 0.914 -8.493 2.427 3.311
84 0.1618 -1.665 1.165 0.444 0.928 -8.659 2.508 3.066
85 0.1445 -0.707 0.781 0.098 0.931 -6.82 2.580 3.468
86 0.1477 -0.656 1.066 0.206 0.926 -6.653 2.649 3.306
87 0.1863 -1.041 1.023 0.261 0.954 -5.336 2.672 4.005
88 0.1923 -0.536 0.428 0.053 0.936 -6.27 2.642 3.559
91 0.1797 -0.677 0.859 0.16 0.909 -8.749 2.747 3.338
92 0.1919 -0.366 0.613 0.064 0.947 -7.199 2.829 4.130
93 0.2048 -0.147 0.566 0.073 0.942 -7.496 2.751 3.785
94 0.2154 0.1426 0.781 0.11 0.941 -7.252 2.733 3.735
95 0.2179 0.0648 0.809 0.099 0.925 -6.276 2.545 3.200
98 0.2202 0.1203 0.591 0.039 0.947 -6.956 2.817 4.042
99 0.2384 -0.849 0.55 0.08 0.910 -8.348 2.647 3.494
100 0.2163 -0.035 0.724 0.049 0.957 -4.808 2.806 4.114
101 0.2230 0.3048 0.479 0.06 0.953 -7.451 2.767 4.160
102 0.3457 0.1989 0.611 0.068 0.936 -6.068 2.423 3.234
105 0.2937 1.898 1.136 0.43 0.934 -5.713 2.449 3.415
106 0.2393 0.2099 0.747 0.137 0.952 -6.164 2.698 4.140
107 0.2297 0.1387 0.446 0.031 0.960 -5.189 2.706 3.871
108 0.2321 0.2607 0.481 0.039 0.965 -5.752 2.795 4.211
109 0.2097 -0.165 0.68 0.097 0.950 -4.693 2.283 2.954
112 0.2420 -0.679 0.534 0.045 0.928 -6.39 2.701 3.736
113 0.1225 -0.698 0.611 0.072 0.929 -5.326 2.140 2.590
114 0.2297 -0.475 0.548 0.063 0.960 -4.428 2.777 4.145
115 0.2510 -0.941 0.819 0.105 0.938 -6.69 2.779 3.985
116 0.3268 -0.143 0.539 0.06 0.953 -4.076 2.430 3.009
119 0.2555 -0.332 0.606 0.071 0.957 -5.885 2.740 4.073
120 0.2558 -0.897 0.918 0.149 0.959 -5.524 2.772 4.042
121 0.2856 0.7346 0.773 0.139 0.963 -4.81 2.693 4.065
122 0.2881 -0.832 0.784 0.109 0.969 -5.531 2.746 4.176
123 0.2511 -0.491 0.652 0.055 0.972 -4.096 2.513 3.422
126 0.3016 0.3903 0.652 0.067 0.961 -3.631 2.635 3.755
127 0.2716 0.0293 0.759 0.078 0.959 -5.695 2.767 4.036
128 0.2621 -0.258 0.943 0.093 0.976 -3.847 2.800 4.420
129 0.2739 -0.492 0.588 0.07 0.961 -2.959 2.681 3.963
130 0.2888 0.289 0.476 0.062 0.960 -4.274 2.567 3.903
133 0.3041 -0.719 0.709 0.142 0.965 -5.884 2.874 4.257
134 0.3009 0.2759 0.56 0.071 0.970 -3.732 2.834 4.324
135 0.3049 0.3743 0.56 0.074 0.972 -4.928 2.793 4.281
Note:* Rejection at the 5% significance level is indIcated by bold typeface.
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Table C 5 - continued
Note:* RejectIon at the 5% SIgnIficance level IS IndIcated by bold typeface.
Premium Price Model Holding Cost Model
DTM R2 {31 = 1* KS* CM* R2 {31 = 1* KS* CM*
136 0.3116 -0.15 0.665 0.057 0.962 -5.496 2.822 4.314
137 0.3232 0.6894 0.547 0.051 0.961 -4.635 2.653 3.820
140 0.3308 0.1484 0.431 0.045 0.905 -7.286 2.705 3.784
141 0.3290 -0.249 0.526 0.052 0.966 -3.085 2.702 4.134
142 0.3543 -0.141 0.391 0.038 0.944 -7.536 2.761 4.227
143 0.3650 -0.464 0.626 0.072 0.926 -7.111 2.657 3.888
144 0.3843 -1.535 1.045 0.223 0.905 -8.615 2.634 3.824
147 0.3735 -0.943 0.913 0.132 0.912 -7.355 2.597 3.846
148 0.3674 -0.345 1.023 0.116 0.944 -5.436 2.641 4.058
149 0.3580 -1.073 0.961 0.222 0.955 -5.121 2.660 4.084
150 0.3669 -0.607 0.625 0.084 0.959 -4.394 2.645 3.945
151 0.3628 -2.491 0.882 0.126 0.800 -20.84 2.540 3.671
154 0.3068 0.1597 0.561 0.069 0.916 -4.445 2.338 2.738
155 0.2990 0.0343 0.807 0.074 0.942 -3.907 2.715 3.716
156 0.2872 -0.46 1.101 0.214 0.968 -3.54 2.680 4.049
157 0.2843 -0.847 0.882 0.162 0.969 -3.139 2.735 4.193
158 0.2963 -0.742 1.242 0.218 0.961 -4.937 2.699 4.097
161 0.3596 -0.365 0.465 0.038 0.943 -4.533 2.647 3.703
162 0.3100 -1.107 0.814 0.146 0.969 -4.039 2.726 4.104
163 0.3214 -0.985 1.028 0.194 0.968 -5.312 2.700 4.223
164 0.3071 -0.698 1.028 0.159 0.962 -5.647 2.741 3.922
165 0.3018 -0.687 0.797 0.112 0.971 -3.891 2.520 3.752
168 0.4105 -1.354 1.274 0.292 0.955 -4.506 2.357 3.187
169 0.2861 -0.534 1.163 0.234 0.968 -4.497 2.769 4.078
170 0.3374 -1.011 0.847 0.143 0.967 -3.73 2.656 3.897
171 0.3117 -0.448 1.013 0.189 0.961 -4.651 2.779 4.144
172 0.3027 -1.012 0.729 0.085 0.957 -4.897 2.623 3.899
175 0.3281 -1.194 1.023 0.324 0.966 -4.798 2.605 3.565
176 0.2980 -0.393 0.609 0.057 0.969 -4.105 2.714 4.057
177 0.3086 -0.845 0.986 0.129 0.967 -4.09 2.676 3.915
178 0.3264 -0.843 1.085 0.199 0.974 -3.115 2.746 4.278
179 0.3447 -1.084 0.704 0.132 0.967 -4.005 2.676 4.120
182 0.3242 -0.734 0.833 0.128 0.951 -5.245 2.755 3.988
183 0.3356 -0.791 0.636 0.098 0.971 -4.759 2.815 4.353
184 0.3415 -0.605 0.641 0.079 0.966 -4.869 2.817 4.195
185 0.3404 -0.632 0.874 0.202 0.972 -4.764 2.810 4.228
186 0.3412 -0.384 0.597 0.061 0.972 -3.804 2.779 4.032
189 0.3580 0.4393 0.551 0.063 0.964 -4.99 2.838 4.141
190 0.3708 -1.153 0.802 0.142 0.963 -4.799 2.727 4.061
191 0.3703 -0.224 0.688 0.141 0.978 -3.419 2.845 4.356
192 0.3851 0.271 0.489 0.043 0.970 -4.894 2.776 4.344
193 0.4477 0.5715 0.828 0.16 0.974 -3.331 2.562 3.703
196 0.4033 0.7984 1.018 0.184 0.972 -3.281 2.703 4.249
197 0.3981 0.3692 0.873 0.221 0.972 -3.825 2.875 4.403
198 0.3890 0.0187 0.669 0.071 0.978 -2.965 2.816 4.272
199 0.3968 0.2678 0.618 0.084 0.980 -3.644 2.816 4.411
200 0.3172 -0.295 0.738 0.124 0.983 -2.515 2.546 3.580
. .
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Table C 6' Forecast Residual Variance· .
Premium Price Model Holding Cost Model
ml (t) =al + bl [In(ft) - In(pt)] m2(t) =a2 + b2[(rt - dd(T - t)]
al =0, al =0, al # 0, al # 0, a2 =0, a2 =0, a2 # 0, a2 # 0,
bl =1 bl # 1 bl =1 b1 # 1 b2 =1 b2 # 1 b2 =1 b2 # 1
1 5.01E-06 5.34E-08 4.98E-06 5.27E-08 6.53E-09 6.54E-09 1.09E-09 1.08E-09
2 8.13E-05 7.14E-05 8.12E-05 7.13E-05 2.53E-08 2.54E-08 4.82E-09 4.76E-09
3 0.000115 0.000113 0.000114 0.000112 5.69E-08 5.71E-08 1.07E-08 1.07E-08
4 0.000216 0.000204 0.000209 0.000195 1.02E-07 1.02E-07 1.92E-08 1.92E-08
7 0.000191 0.000191 0.000171 0.000171 2.82E-07 3.13E-07 5.89E-08 5.55E-08
8 0.000269 0.00026 0.000227 0.000204 3.77E-07 4.10E-07 7.66E-08 7.50E-08
9 0.000308 0.000303 0.0003 0.000287 4.40E-07 5.17E-07 9.65E-08 9.46E-08
10 0.000372 0.000369 0.000368 0.000353 3.42E-07 6.34E-07 1.16E-07 9.76E-08
11 0.000503 0.000502 0.000494 0.000491 4.87E-07 7.73E-07 1.27E-07 1.25E-07
14 0.000623 0.000545 0.000587 0.000544 7.85E-07 1.25E-06 2.31E-07 2.18E-07
15 0.000814 0.000808 0.000742 0.00073 7.64E-07 1.44E-06 2.67E-07 2.33E-07
16 0.000734 0.000714 0.000685 0.000685 9.64E-07 1.64E-06 3.01E-07 2.58E-07
17 0.000789 0.000762 0.000711 0.000711 1.05E-06 1.87E-06 3.41E-07 2.69E-07
18 0.000895 0.00087 0.000745 0.000741 1.25E-06 2.00E-06 3.86E-07 3.47E-07
21 0.000948 0.000947 0.000825 0.000823 2.59E-06 2.82E-06 5.24E-07 4.89E-07
22 0.001141 0.001112 0.001031 0.001031 2.31E-06 3.19E-06 5.78E-07 5.38E-07
23 0.00096 0.000931 0.000899 0.000899 1.42E-06 3.37E-06 6.20E-07 5.40E-07
24 0.001047 0.001044 0.00097 0.000952 2.06E-06 3.66E-06 6.79E-07 6.09E-07
25 0.001071 0.001071 0.000972 0.000859 1.53E-06 3.88E-06 7.54E-07 6.47E-07
28 0.001044 0.001041 0.000935 0.000898 2.25E-06 4.91E-06 9.26E-07 6.89E-07
29 0.001159 0.001129 0.001025 0.001013 1.96E-06 5.22E-06 1.02E-06 7.24E-07
30 0.001269 0.00118 0.001129 0.001128 8.52E-07 5.63E-06 1.06E-06 5.69E-07
31 0.001244 0.001196 0.001052 0.000998 1.30E-06 6.08E-06 1.14E-06 7.11E-07
32 0.001063 0.001017 0.00096 0.000955 1.38E-06 6.72E-06 1.28E-06 7.56E-07
35 0.001264 0.00114 0.001028 0.001027 2.54E-06 7.69E-06 1.45E-06 1.16E-06
36 0.0014 0.001294 0.001208 0.001206 3.32E-06 8.13E-06 1.55E-06 1.10E-06
37 0.001564 0.001485 0.001386 0.001374 1.59E-06 8.59E-06 1.65E-06 8.88E-07
38 0.001555 0.001315 0.001331 0.001295 2.77E-06 9.09E-06 1.74E-06 1.37E-06
39 0.001528 0.001399 0.001301 0.001301 2.19E-06 9.51E-06 1.82E-06 1.09E-06
42 0.001587 0.001437 0.0013 0.001299 3.35E-06 1.10E-05 2.10E-06 1.17E-06
43 0.001775 0.0016 0.001532 0.001528 2.95E-06 1.13E-05 2.19E-06 1.36E-06
44 0.001775 0.001628 0.001509 0.001509 2.55E-06 1.19E-05 2.29E-06 1.12E-06
45 0.001812 0.001617 0.001477 0.001467 4.77E-06 1.24E-05 2.40E-06 1.45E-06
46 0.001948 0.001665 0.001663 0.00162 3.85E-06 1.29E-05 2.55E-06 1.63E-06
49 0.002424 0.002397 0.002018 0.001968 8.96E-06 1.44E-05 2.91E-06 2.59E-06
50 0.002741 0.002435 0.002236 0.002236 3.98E-06 1.50E-05 3.04E-06 1.89E-06
51 0.00305 0.002835 0.002353 0.002348 7.02E-06 1.59E-05 3.10E-06 2.17E-06
52 0.003153 0.002848 0.00237 0.002368 8.32E-06 1.64E-05 3.29E-06 2.47E-06
53 0.00386 0.00384 0.002813 0.002708 1.20E-05 1.70E-05 3.49E-06 2.92E-06
56 0.003646 0.003487 0.002787 0.002787 1.27E-05 1.89E-05 3.89E-06 3.14E-06
57 0.00354 0.003156 0.002797 0.002789 8.83E-06 1.96E-05 4.02E-06 3.03E-06
58 0.004006 0.003772 0.003323 0.003291 5.66E-06 2.00E-05 4.07E-06 2.46E-06
59 0.004005 0.00393 0.003169 0.002984 2.00E-05 2.08E-05 4.15E-06 4.10E-06
60 0.004464 0.004105 0.003638 0.003116 2.09E-05 2.12E-05 4.45E-06 4.45E-06
63 0.004748 0.0047 0.004165 0.004101 1.42E-05 2.38E-05 4.87E-06 4.26E-06
64 0.005156 0.004723 0.004648 0.004628 5.45E-06 2.49E-05 5.14E-06 3.17E-06
65 0.005754 0.00543 0.005183 0.005172 3.21E-06 2.58E-05 5.28E-06 2. 14E-06
66 0.006403 0.005888 0.005773 0.00577 2.44E-06 2.65E-05 5.47E-06 2.00E-06
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Table C 6 - continued
Premium Price Model Holding Cost Model
ml (t) = al + b1[In(ft) - In(pt)] m2(t) = a2 + b2[(rt - dt)(T - t)]
al =0, al =0, al =P 0, al =P 0, a2 = 0, a2 = 0, a2 =P 0, a2 =P 0,
b1 = 1 b1 =P 1 b1 = 1 b1 =P 1 b2 = 1 b2 =P 1 b2 = 1 b2 =P 1
67 0.006308 0.006132 0.005614 0.005438 3.99E-06 2.75E-05 5.70E-06 2.29E-06
70 0.006834 0.006659 0.005958 0.00573 7.65E-06 3.01E-05 5.88E-06 3.69E-06
71 0.006388 0.00607 0.005612 0.005487 3.26E-06 3.09E-05 6044E-06 2046E-06
72 0.006327 0.00603 0.005509 0.005415 5.02E-06 3.17E-05 6A9E-06 2.88E-06
73 ·0.00586 0.005565 0.005247 0.005232 5.35E-06 3.18E-05 6.61E-06 2.90E-06
74 0.006761 0.006399 0.006022 0.005976 4046E-06 3.31E-05 6.54E-06 2.94E-06
77 0.007414 0.007075 0.006377 0.006213 6.31E-06 3.88E-05 7.75E-06 3.59E-06
78 0.006311 0.006229 0.005774 0.005515 5.33E-06 3.79E-05 8.35E-06 3.30E-06
79 0.006001 0.005743 0.005248 0.005059 3.72E-06 3.93E-05 8.03E-06 2.74E-06
80 0.005753 0.00555 0.005206 0.005128 5.78E-06 4.11E-05 8.17E-06 3.57E-06
81 0.006411 0.006286 0.005757 0.005439 5.28E-06 3.97E-05 8.08E-06 3041E-06
84 0.005838 0.005762 0.005366 0.005067 5.32E-06 4.43E-05 8.00E-06 3.19E-06
85 0.00497 0.004764 0.004555 0.004512 3.99E-06 4.57E-05 9.21E-06 3.17E-06
86 0.005444 0.00519 0.004987 0.004946 4.16E-06 4.76E-05 9.17E-06 3.55E-06
87 0.00549 0.005163 0.004885 0.004791 2.29E-06 4.89E-05 9.51E-06 2.24E-06
88 0.00512 0.004732 0.004494 0.004471 3.71E-06 4.99E-05 9.87E-06 3.18E-06
91 0.005393 0.00511 0.004752 0.004712 8.55E-06 5.26E-05 1.03E-05 4.81E-06
92 0.005611 0.005158 0.004919 0.004907 3.50E-06 5.34E-05 1.03E-05 2.84E-06
93 0.005456 0.004942 0.004737 0.004736 4.08E-06 5.49E-05 1.05E-05 3.21E-06
94 0.005468 0.004861 0.004719 0.004717 4.09E-06 5.61E-05 1.05E-05 3.31E-06
95 0.005776 0.005118 0.004948 0.004947 5.32E-06 5.76E-05 1.08E-05 4.33E-06
98 0.006189 0.005471 0.005281 0.00528 4.21E-06 6.12E-05 1.15E-05 3.26E-06
99 0.006398 0.005855 0.005385 0.005315 7.74E-06 6.25E-05 1.17E-05 5.63E-06
100 0.005807 0.005158 0.004995 0.004995 2.92E-06 6.37E-05 1.19E-05 2.74E-06
101 0.005844 0.005152 0.005058 0.005049 3.44E-06 6.47E-05 1.19E-05 3.01E-06
102 0.004945 0.003914 0.003735 0.003732 5.08E-06 6.66E-05 1.10E-05 4.27E-06
105 0.00665 0.005311 0.005651 0.005304 5.25E-06 7.04E-05 1.30E-05 4.68E-06
106 0.0073 0.006314 0.006148 0.006143 3.79E-06 7.20E-05 1.33E-05 3.45E-06
107 0.00692 0.00604 0.005877 0.005875 3.15E-06 7.33E-05 1.35E-05 2.94E-06
108 0.007342 0.006368 0.006218 0.00621 2.91E-06 7.53E-05 1.38E-05 2.63E-06
109 0.009407 0.008385 0.008042 0.008037 4.19E-06 7.56E-05 1.44E-05 3.81E-06
112 0.007618 0.006878 0.006304 0.006251 8.40E-06 8.02E-05 1.49E-05 5.76E-06
113 0.006659 0.006479 0.00625 0.006178 8.08E-06 8042E-05 1.53E-05 6.00E-06
114 0.007245 0.006473 0.006158 0.006133 3040E-06 8.31E-05 1.53E-05 3.29E-06
115 0.007337 0.006653 0.006141 0.006044 6.17E-06 8.43E-05 1.57E-05 5.26E-06
116 0.007483 0.006055 0.005676 0.005673 3.96E-06 8.10E-05 1.56E-05 3.85E-06
119 0.007417 0.006504 0.006125 0.006112 4.39E-06 8.90E-05 1.68E-05 3.82E-06
120 0.007875 0.007081 0.006519 0.006423 4.09E-06 8.98E-05 1.76E-05 3.71E-06
121 0.00758 0.006204 0.006185 0.006125 3.50E-06 9.18E-05 1.73E-05 3A1E-06
122 0.007668 0.006692 0.006177 0.0061 3.02E-06 9.44E-05 1.78E-05 2.97E-06
123 0.008527 0.007527 0.007104 0.007066 2.78E-06 1.00E-04 1.93E-05 2.78E-06
126 0.007915 0.006423 0.006273 0.006255 3.92E-06 9.98E-05 1.89E-05 3.89E-06
127 0.008088 0.006897 0.006573 0.006573 4.83E-06 0.000101 1.93E-05 4.16E-06
128 0.00835 0.007209 0.00685 0.006842 2.52E-06 0.000103 1.97E-05 2.50E-06
129 0.00832 0.007169 0.00674 0.006711 4.11E-06 0.000105 2.00E-05 4.08E-06
130 0.007837 0.006495 0.006293 0.006283 4.48E-06 0.000106 2.02E-05 4.23E-06
133 0.007827 0.006777 0.006135 0.006078 4.70E-06 0.00011 2.10E-05 3.86E-06
134 0.007758 0.006359 0.006139 0.006131 3.37E-06 0.00011 2.12E-05 3.26E-06
135 0.007855 0.006417 0.006206 0.00619 3.45E-06 0.000112 2.16E-05 3.16E-06
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Table C 6 - continued
Premium Price Model Holding Cost Model
ml (t) = al + b1 [In(ft) - In(pt)] m2(t) = a2 + b2[(rt - dt)(T - t)]
al = 0, al = 0, al =I 0, al =I 0, a2 = 0, a2 = 0, a2 =I 0, a2 =I 0,
b1 = 1 b1 =I 1 b1 = 1 b1 =I 1 b2 = 1 b2 =I 1 b2 = 1 b2 =I 1
136 0.008062 0.006734 0.006227 0.006224 5.51E-06 0.000113 2.19E-05 4.35E-06
137 0.007973 0.006326 0.006211 0.006157 4.86E-06 0.000114 2.27E-05 4.44E-06
140 0.008526 0.007005 0.006486 0.006483 1.61E-05 0.000118 2.39E-05 l.13E-05
141 0.009045 0.007374 0.00683 0.006823 4.19E-06 0.00012 2.44E-05 4.08E-06
142 0.009663 0.007849 0.007083 0.00708 9.66E-06 0.000124 2.42E-05 7.00E-06
143 0.009914 0.008163 0.007105 0.007078 1.32E-05 0.000124 2.49E-05 9.15E-06
144 0.01107 0.009824 0.007804 0.007484 2.08E-05 0.000126 2.57E-05 1.19E-05
147 0.01029 0.008789 0.007273 0.007157 1.86E-05 0.00013 2.67E-05 l.15E-05
148 0.0101 0.008123 0.00723 0.007215 9.08E-06 0.000132 2.69E-05 7.44E-06
149 0.01034 0.008721 0.007573 0.007418 6.73E-06 0.000131 2.65E-05 5.90E-06
150 0.01027 0.008295 0.007398 0.007349 5.92E-06 0.000134 2.68E-05 5.51E-06
151 0.01179 0.01178 0.008736 0.007821 9.31E-05 0.000134 2.82E-05 2.68E-05
154 0.01072 0.008825 0.008302 0.008298 l.56E-05 0.000145 2.95E-05 l.23E-05
155 0.01106 0.009175 0.008735 0.008735 8.76E-06 0.000146 3.01E-05 8.40E-06
156 0.0118 0.01009 0.009403 0.009367 4.84E-06 0.000148 3.05E-05 4.78E-06
157 0.01267 0.01104 0.01015 0.01002 4.64E-06 0.000149 3.11E-05 4.64E-06
158 0.01245 0.0108 0.009822 0.009725 6.33E-06 0.000152 3.17E-05 5.92E-06
161 0.01311 0.01049 0.009467 0.009443 9.83E-06 0.000155 3.06E-05 8.78E-06
162 0.01286 0.01119 0.01009 0.009867 5.00E-06 0.00016 3.36E-05 4.98E-06
163 0.01285 0.01108 0.009901 0.00973 5.56E-06 0.000162 3.34E-05 5.25E-06
164 0.01254 0.01081 0.009793 0.009704 6.81E-06 0.00016 3.26E-05 6.12E-06
165 0.0133 0.01139 0.01044 0.01034 4.86E-06 0.000165 3.25E-05 4.78E-06
168 0.01459 0.01214 0.01005 0.009639 9.58E-06 0.000185' 3.69E-05 8.34E-06
169 0.01273 0.01107 0.01022 0.01016 5.87E-06 0.000177 3.91E-05 5.69E-06
170 . 0.01198 0.01021 0.00913 0.008954 6.03E-06 0.000182 3.71E-05 5.93E-06
171 0.01178 0.00999 0.009235 0.009201 7.89E-06 0.000189 3.75E-05 7.40E-06
172 0.0125 0.01101 0.009928 0.009736 8.27E-06 0.00018 3.66E-05 7.70E-06
175 0.01137 0.009954 0.008898 0.008636 7.08E-06 0.000193 3049E-05 6.56E-06
176 0.0103 0.008865 0.008336 0.008312 6.08E-06 0.000197 3.95E-05 6.05E-06
177 0.0102 0.008905 0.008237 0.008125 6.61E-06 0.000202 3.88E-05 6.60E-06
178 0.01074 0.009181 0.008446 0.008337 5.33E-06 0.000205 4.05E-05 5.29E-06
179 0.01068 0.009158 0.008221 0.008046 6.78E-06 0.000206 4.07E-05 6.71E-06
182 0.01055 0.009108 0.008237 0.008155 1.17E-05 0.000208 4.14E-05 l.02E-05
183 0.0108 0.0092 0.008384 0.008288 6.05E-06 0.000209 4.10E-05 5.96E-06
184 0.0107 0.009 0.008236 0.00818 7.51E-06 0.000212 4.12E-05 7.22E-06
185 0.01091 0.00917 0.008417 0.008355 6.09E-06 0.000214 4.10E-05 5.99E-06
186 0.01141 0.009408 0.008773 0.008749 6.21E-06 0.000218 4.15E-05 6.20E-06
189 0.01158 0.009099 0.008773 0.008742 8.78E-06 0.000225 4.31E-05 8.14E-06
190 0.01199 0.01011 0.008928 0.008714 8.82E-06 0.000228 4.35E-05 8042E-06
191 0.01053 0.008415 0.00786 0.007853 5.02E-06 0.00023 4.38E-05 5.01E-06
192 0.01028 0.007973 0.007635 0.007625 7.06E-06 0.000232 4.33E-05 6.97E-06
193 0.009439 0.006671 0.006516 0.006471 6.20E-06 0.000236 3.91E-05 6.20E-06
196 0.01104 0.008144 0.008063 0.007969 6.91E-06 0.000244 4.62E-05 6.91E-06
197 0.01147 0.008664 0.008336 0.008315 6.89E-06 0.000247 4.67E-05 6.89E-06
198 0.01111 0.008595 0.008122 0.008122 5.46E-06 0.00025 4.68E-05 5.44E-06
199 0.01138 0.008638 0.008242 0.008231 5.12E-06 0.000254 4.74E-05 5.12E-06
200 0.01279 0.01074 0.01013 0.01011 4.59E-06 0.000256 5.00E-05 4.49E-06
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Table C 7' Linear Model..
Premium Price Model Holding Cost Model
DTM R2 KS* CM* R2 KS* CM*
1 0.02741 0.922 0.250 0.8343 0.622 0.088
2 0.00300 0.780 0.135 0.8125 0.710 0.108
3 0.03387 0.639 0.098 0.8126 0.770 0.101
4 0.04186 0.754 0.114 0.8126 1.055 0.231
7 0.13260 0.788 0.113 0.8227 0.890 0.194
8 0.21450 1.157 0.382 0.8170 0.930 0.225
9 0.05251 0.412 0.034 0.8171 0.757 0.151
10 0.04320 0.682 0.103 0.8460 0.604 0.068
11 0.03903 0.444 0.033 0.8380 0.823 0.123
14 0.19260 0.633 0.103 0.8259 0.871 0.214
15 0.12610 0.957 0.311 0.8385 0.954 0.190
16 0.10110 0.770 0.099 0.8426 0.767 0.120
17 0.13260 0.542 0.069 0.8559 0.700 0.132
18 I 0.20320 0.353 0.036 0.8268 0.806 0.198
21 0.14490 0.700 0.125 0.8267 1.024 0.220
22 0.12820 0.491 0.036 0.8311 0.923 0.343
23 0.09750 0.769 0.069 0.8398 0.744 0.183
24 0.11740 0.733 0.075 0.8335 1.158 0.377
25 0.20750 0.572 0.091 0.8331 0.587 0.070
28 0.15590 0.479 0.045 0.8597 0.705 0.122
29 0.15880 0.724 0.091 0.8614 0.957 0.212
30 0.16470 0.838 0.123 0.8989 0.677 0.104
31 0.24060 0.579 0.052 0.8831 0.869 0.131
32 0.15660 0.657 0.057 0.8875 0.563 0.054
35 0.24990 0.502 0.033 0.8486 0.744 0.086
36 0.19100 0.501 0.041 0.8649 1.020 0.169
37 0.16140 0.495 0.045 0.8967 0.631 0.050
38 0.23280 0.514 0.050 0.8489 0.778 0.215
139 020 50 0.483 0056 08856 1 018 0 165
I
42 0.23390 0.438 0.040 j 0.8932 0.620 0.070
43 0.19220 0.566 0.078 0.8797 1.059 0.242
44 0.19990 0.568 0.059 0.9060 0.714 0.063
45 0.23740 0.371 0.028 0.8831 1.174 0.332
46 0.22940 0.723 0.096 0.8734 1.219 0.298
49 0.21860 0.989 0.149 0.8199 1.659 0.863
50 0.23000 0.681 0.098 0.8739 0.719 0.070
51 0.27720 0.466 0.041 I 0.8634 1.613 0.922
52 0.29920 0.579 0.078 0.8491 1.360 0.780
53 0.31660 0.403 0.026 0.8286 1.703 1.083
. 56 0.27230 0.782 0.059 0.8343 1.634 1.068
57 0.26210 0.584 0.065 0.8451 1.320 0.556
58 0.21510 0.515 0.050 0.8768 0.827 0.203
59 0.24490 0.615 0.120! 0.8028 2.283 2.298
60 0.24260 0.794 0.107 I 0.7900 2.403 2.263
63 0.15390 0.343 0.028 0.8207 1.028 0.322
64 0.14900 0.782 0.094 0.8727 0.857 0.221
65 0.13650 0.976 0.167 0.9170 0.433 0.020
66 0.13950 0.528 0.035 0.9245 1.151 0.240
Note:* Rejection at the 5% significance level is indicated by bold typeface.
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Table C 7 - continued
Premium Price Model Holding Cost Model
DTM R2 KS* CM* R2 KS* CM*
67 0.16440 0.833 0.069 0.9165 0.641 0.072
70 0.18600 0.609 0.060 0.8774 0.877 0.234
71 0.17710 0.616 0.059 0.9204 0.873 0.116
72 0.17970 0.815 0.063 0.9092 0.594 0.065
73 0.14730 0.654 0.069 0.9090 0.723 0.058
74 0.15320 0.707 0.056\ 0.9113 0.760 0.083
77 0.19580 0.587 0.041 0.9075 0.763 0.096
78 0.15120 0.817 0.170 ! 0.9129 0.455 0.042
79 0.19630 0.795 0.148 0.9304 0.592 0.074
80 0.14910 0.542 0.044 0.9130 1.130 0.195
81 0.18120 0.708 0.061 0.9141 0.951 0.127
84 0.16180 0.853 0.190 0.9280 0.535 0.076
85 0.14450 0.662 0.047 0.9307 0.633 0.048
86 0.14770 0.891 0.143 0.9255 0.897 0.135
87 0.18630 0.720 0.148 0.9542 0.834 0.096
88 0.19230 0.577 0.047 0.9362 0.570 0.059
91 0.17970 0.646 0.120 0.9086 0.808 0.180
92 0.19190 0.560 0.071 0.9469 0.850 0.138
93 0.20480 0.561 0.079 0.9416 0.754 0.080
94 0.21540 0.725 0.094 0.9410 0.810 0.091
95 0.21790 0.785 0.092 0.9247 0.704 0.070
98 0.22020 0.543 0.035 0.9467 0.808 0.130
99 0.23840 0.623 0.075 0.9100 1.216 0.286
100 0.21630 0.710 0.048 0.9569 1.118 0.329
101 0.22300 0.601 0.073 0.9534 1.096 0.224
102 0.34570 0.553 0.062 0.9359 0.759 0.136
105 0.29370 0.618 0.083 0.9336 0.991 0.153
106 0.23930 0.665 0.107 0.9520 0.883 0.112
107 0.22970 0.459 0.029 0.9599 0.921 0.217
108 0.23210 0.417 0.027 0.9651 0.968 0.264
109 0.20970 0.626 0.092 0.9496 0.724 0.059
112 0.24200 0.478 0.060 0.9282 0.868 0.191
113 0.12250 0.511 0.031 0.9287 0.534 0.067
114 0.22970 0.469 0.042 0.9604 1.214 0.385
115 0.25100 0.530 0.069 0.9376 0.713 0.155
116 0.32680 0.503 0.051 0.9525 0.853 0.163
119 0.25550 0.747 0.074 0.9571 0.716 0.083
120 0.25580 0.655 0.058 I 0.9587 0.680 0.120
121 0.28560 0.805 0.121 0.9628 0.556 0.061
122 0.28810 0.686 0.085 0.9686 0.619 0.076
123 0.25110 0.524 0.048 0.9722 0.574 0.095
126 0.30160 0.761 0.066 0.9611 0.903 0.244
127 0.27160 0.749 0.076 0.9589 0.664 0.089
128 0.26210 0.865 0.087 0.9756 0.877 0.134
129 0.27390 0.490 0.049 0.9611 0.993 0.320
130 0.28880 0.506 0.051 I 0.9600 0.985 0.209
133 0.30410 0.588 0.084 \ 0.9649 0.583 0.089
134 0.30090 0.586 0.064 0.9704 0.942 0.184
135 0.30490 0.430 0.051 0.9719 0.875 0.143
. .Note:* ReJectlOn at the 5% significance levells mdlcated by bold typeface.
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Table C.7 - continued
Premium Price Model Holding Cost Model
DTM R2 KS* CM* R2 KS* CM*
136 0.31160 0.610 0.060 0.9615 0.811 0.144
137 0.32320 0.359 0.028 0.9611 1.014 0.299
140 0.33080 0.473 0.044 0.9045 1.163 0.403
141 0.32900 0.466 0.044 0.9660 0.843 0.182
142 0.35430 0.396 0.041 0.9435 1.342 0.441
143 0.36500 0.753 0.096 0.9263 1.067 0.216
144 0.38430 0.712 0.145 0.9052 1.101 0.488
147 0.37350 0.681 0.061 0.9120 0.959 0.405
148 0.36740 0.941 0.110 0.9436 0.863 0.117
149 0.35800 0.599 0.094 0.9551 0.624 0.068
150 0.36690 0.471 0.034 0.9590 0.761 0.136
151 0.36280 0.815 0.117 0.8000 2.229 2.852
154 0.30680 0.501 0.056 0.9155 0.400 0.033
155 I 0.29900 0.818 0.075 0.9424 0.712 0.119
156 . 0.28720 0.957 0.206 0.9678 0.920 0.258
157 0.28430 0.684 0.087 0.9689 0.930 0.208
158 0.29630 1.008 0.139 0.9611 0.481 0.049
161 0.35960 0.610 0.039 0.9432 0.911 0.124
162 0.31000 0.631 0.086 0.9689 0.605 0.072
163 0.32140 0.705 0.081 0.9676 0.846 0.203
164 0.30710 0.821 0.098 0.9617 1.036 0.194
165 0.30180 0.623 0.103 0.9710 0.661 0.072
168 0.41050 0.990 0.156 0.9549 0.668 0.060
169 0.28610 1.018 0.221 0.9679 0.629 0.094
170 0.33740 0.612 0.040 0.9674 0.736 0.131
171 0.31170 0.884 0.158 0.9608 0.443 0.029
172 0.30270 0.599 0.049 0.9571 0.690 0.103
175 0.32810 0.733 0.147 0.9660 0.391 0.031
176 0.29800 0.511 0.049 0.9692 0.850 0.224
177 0.30860 0.753 0.098 l 0.9673 0.855 0.130
178 0.32640 0.825 0.160 I 0.9742 0.761 0.128
179 0.34470 0.505 0.060 I 0.9674 0.414 0.042
182 0.32420 0.848 0.151 0.9511 0.630 0.052
183 0.33560 0.868 0.114 0.9714 0.664 0.066
184 0.34150 0.890 0.111 0.9660 0.673 0.060
185 0.34040 1.131 0.254 0.9720 0.610 0.045
186 0.34120 0.532 0.070 0.9716 0.667 0.091
189 0.35800 0.383 0.032 0.9638 0.506 0.051
190 0.37080 0.473 0.046 0.9630 0.738 0.092
191 0.37030 0.618 0.129 0.9782 0.924 0.227
192 0.38510 0.430 0.036 0.9699 0.975 0.224
193 0.44770 0.608 0.101 0.9737 0.972 0.205
196 0.40330 0.701 0.118 0.9717 0.889 0.191
197 0.39810 0.874 0.185 0.9722 0.519 0.080
198 0.38900 0.673 0.070 0.9782 0.802 0.214
199 0.39680 0.548 0.066 0.9799 0.782 0.209
200 0.31720 0.660 0.102 0.9825 0.496 0.037
Note:* Rejection at the 5% significance level is indicated by bold typeface.
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Figures
Figure 1: One-Month Treasury Bill, Monthly
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Figure D-1: One-Month Treasury Bill Rate, Monthly
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Figure 2: One-Week Eurodollar Rate, Weekly
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Figure D-2: One-Week Eurodollar Rate, Weekly
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Figure 3A: Foreeast Residual and Variable
(Monthly Treasury: White Noise Model)
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Figure 38: ForeeGst Residual and Variable
(Weekly Eurodollar: White Noise Model)
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Figure D-3: A-B Forecast Residual and Variable
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Figure 4A: Forecast Residual and Variable
(Monthly Treasury: Merton Model)
Figure 48: Forecast Residual and Variable
(Monthly Treasury: Vasicek Model)
1816141210864
m Id ,I !
ro __' __
0'
I 2
'<t
ci
((l
ci
ci r.--.,...---r-.....,.---ri--..,--r---r--,..---r---r--....,.....--r--~--.,...-.....,.---.i
N
en ci
a
:J 0
'0 "
"_ 0
en I
Ql
cr N
ci
I
'<t
ci
I
~, " ." I I," I ).. I
o 2 4 6 8 10 12 14 16 18
'<t
ci
'<f; r,--.,...--;,-"""'-""",,---'---,r--'---r.--'---;---"~--r'---'---"r--r--'I
N
C!
N
o
!Il ro
o ci
:J
'0
"iii <D
Ql •
cr 0
Returns Returns
~
I--'
00
Figure 4C: Forecast Residual and Variable
(Monthly Treasury: CIR Model)
Figure 4D: Forecast Residual and Variable
(Monthly Treasury: Duffie-Kan Model)
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Figure D-4: A-D Forecast Residual and Variable for Monthly Treasury Rate
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Figure 5A: Forecast Residual and Variable
(Weekly Eurodollar: Merton Model)
Figure 5B: Forecast Residual and Variable
(Weekly Eurodollar: Vasicek Model)
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Figure 50: Forecast Residual and Variable
(Weekly Eurodollar: Duffie-Kan Model)
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Figure 5C: Forecast Residual and Variable,'
(Weekly Eurodollar: erR Model)
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Figure D-5: A-D Forecast Residual and Variable for Weekly Eurodollar Rate
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Figure D-6: Change in Open Interest, by Days-to-Maturity
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Graph 2A: Mean +/- 1 Std Dev of Price Premium, by Days-to-Maturity
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Graph 28: Mean +/ - 1 Std Dev of Holding Cost. by Days-Io-Maturity
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Figure D-7: A-B Mean and Standard Deviation, by Days to Maturity
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Graph 3A: Mean +/ - 1 Std Dev of Price Premium. by Maturity Dole
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Figure D-8: A-B Mean and Standard Deviation, by Maturity Date
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Graph 4: Corrrelations of Implied Rate and Holding Rate
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Figure D-9: Correlations of Implied Rate and Holidng Rate
Graph 5A: Variante of Implied Rote and Holding Cost (Dver 10 days)
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Graph 58: Variance of Implied Rate and Holding Cost (Over 60 days)
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Figure D-10: A-B Variances of Implied Rate and Holding Rate
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Gr-oph 6A: Estimated Risk Premium for Price Premium Model
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Graph 68: Estimated Risk Premium for Holding Cosl Model
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Figure D-11: A-B Estimated Risk Premium
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Graph 7A: Coefficient b_l ot" Future Price Model
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Graph 78: Coefficient b_2 of Holding Cost Model
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Figure D-12: A-B Estimated Coefficients
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GAUSS Sun Mar 25 21 :43:32 2001
Graph 8: Nonparameteric Estimate of 91()
Figure D-13: Nonmaparametric Estimate of glO
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Graph 9: Nonparametric Estimate of g2()
Figure D-14: Nonparametric Estimate of 920
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