EXECUTIVE SUMMARY
We define big data as large amounts of information, collected about many people, over multiple devices. We define critical big data research as efforts to demonstrate how flaws-ethical or methodological-in the collection and use and of big have implications for social inequality.
There are many critical and creative big data research endeavors around the world. Here we present an annotated catalog of projects that:
• are both critical and creative in their analysis of big data;
• have a distinct Principal Investigator (PI) or clear team; and, • are producing an identifiable body of public essays, original research, or civic engagement projects.
We have catalogued these endeavors with as much descriptive information as possible, and organized projects by the domains of big data critique and creativity in which they are having an impact. We identify some 35 distinct projects, and several dozen individual researchers, artists and civic leaders, operating in 16 domains of inquiry.
We recommend expanding critical and creative work in several domains:
• expanding work in China;
• supporting policy initiatives in Latin America's young democracies;
• expanding work on algorithmic manipulation originating in authoritarian countries;
• identifying best practices for how public agencies in the United States should develop big data initiatives.
INTRODUCTION
There is growing concern about the degree to which digital media and device networks can be used as tools of social control. This concern is expressed in at least two ways. First, social and computer scientists are finding ways to catalog and demonstrate how algorithmic control can be exercised and abused. Second, civic actors are tracking how big data and algorithms can be used to make better policy recommendations, while also tracking how political elites use the tools.
Here we document the great variety of projects to detect and track algorithmic control of public opinion, civic engagement, and public life in countries around the world. More specifically, we look at how algorithmic control manifests in the creation and subsequent use of "big data." In this catalog, we define big data as large amounts of information collected about many people using many devices. In particular, Dalton and Thatcher ask (2014b) :
• What historical conditions lead to the emergence of big data as a form of knowledge? • Who controls 'big data,' its production and its analysis? What motives and imperatives drive their work? • Who are the subjects of big data and what knowledges are they producing? • How is big data actually applied in the production of spaces, places and landscapes? • What is to be done with big data and what other kinds of knowledges could it help produce? Asking critical questions about the socio-cultural implications of big data requires transdisciplinary insight generated among a variety of fields of study, practice, and understanding. Current projects with a focus on critiques of big data have homes in the academy, in policy-oriented think tanks, in commercial enterprise, and in government. It's crucial to note that inquiry into the problems of large-scale information processing and valuation has its foundations in the wide array of papers, conferences, and informal groups focused on critical big data. Put another way, funded and unfunded projects investigating the problems of big data are supplemented by papers and workshops on the topic and vice versa. While this report gives primacy to critical big data projects that have support from internal and external funders, it also provides contextual information on key people and organizations discussing aspects of this subject who might not yet be affiliated with a formal project. So this approach widens understanding on the field of players currently critiquing big data even as it creates a clear view of gaps in study and funding.
The projects included in this report are generally conducted within or via funding from four types of organizations: businesses or economic research consortiums, policy-oriented think tanks, universities, and governmental institutions. For a coherent picture of current inquiry, this report categorizes the critical study of big data into several domains: Projects, research, and writing within each domain are described via associated institutions, funders (if applicable), dates of operation or publication and people involved. The list of projects included in each domain is comprehensive-every project found, funded or not, is included. The list of papers, events, and workshops included complements the listed projects. Papers and events listed feature people or organizations working at the forefront of each domain and are either particularly compelling in terms of findings or useful in uncovering gaps in research and funding.
A. Methodology Preparing this report has involved gathering and analyzing critical work on big data. We defined big data as large amounts of information, collected about many people, over multiple devices. We defined critical big data research as efforts to demonstrate how flaws-ethical or methodological-in the collection and use and of big have implications for social inequality.
The research team examined and included projects and reports produced by foundations (public and private), scientific organizations, think tanks, lone researchers, critical and cultural studies scholars, computer scientists, hackers and hacktivists, civil society groups, firms, government agencies, and military organizations. We searched the databases of the National Science Foundation, European Research Consortium, and grant alert services using relevant key terms. Many projects are linked up either in personnel sharing or co-authoring arrangements, and many of the people who responded to our questions about the state of the field offered leads to new people and projects.
Broadly speaking, the task of studying critical big data can be interpreted in one of two ways. One way is to track work that uses big data to engage with-and ideally solve-critical problems in civil society. For example, The Civic Tech and Data Collaborative supported by the MacArthur Foundation uses big data to improve the lives of low-income people. But work that mobilizes big data for social good, while important, was not the focus of this project.
A second way is to focus on the use of big data itself: its role in either directly harming the research subjects or indirectly harming the public through poor generalizations to larger populations. Big data studies done in this vein ask about the implications of big data, and use a lens of critique to think about the effects of this research on individual autonomy and social equity. This is where our research is focused.
Critiques of big data can also take a few different forms. Gillespie and Seaver's (2015) reading list on critical algorithm studies provides a helpful typology for understanding the different kinds of arguments used to think critically about big data. First, big data research can be criticized for removing human complexity and context. As people are reduced to numbers, we lose sight of the "hows and whys" of their actions in favor of quantifiable behaviors and outcomes. Research of this type can be crudely summarized as simply a critique of big data's accuracy, of how precisely it works.
Second, big data can be criticized because the methods used to create these enormous data sets are still reliant on individual information. Academics, policy workers, lawyers, and journalists regularly point out that businesses and organizations across numerous sectors continue to gather personal data, whether from a credit check or an online search, without individuals' consent. Even data that is "anonymized" can be linked back to individuals fairly easily (de Montjoye, Radaelli, Singh, & Pentland, 2015) . Critique in this area often takes the form of legal and policy responses to data gathering practices that infringe on personal autonomy. For example, big data allows for the accumulation of detailed personal profiles, enabling advertisers or political campaigns to "micro-target" based on information collected through internet browsing or purchasing habits (Auerbach, 2013) . Research of this type can be summarized as a critique of privacy, focused on surveillance and one's right to control their own personally identifiable information.
Third, big data can be criticized because the methods used to analyze these data sets are embedded with values and reflect existing biases . For example, the same predictive analytics that harvest data in order to better recommend products or songs can be used to select job candidates or make predictions about the likelihood that one may commit a crime based on one's social network (boyd, Stroud, 2014) . These practices are, at their core, exclusionary. For example, they may rely on existing categorizations such as "cultural fit"-similarity to those who are already employed by a company-which get programmed into metrics. Research of this type can be summarized as a critique of discrimination, focusing on big data's power to systematically favor groups of people.
Critical big data projects often mobilize multiple forms of critique. However, for the purposes of this project, we are especially concerned with the second and third forms: critiques of privacy and critiques of discrimination. Whether or not big data is accurate has limited bearing on how it is actually used by governments and corporations. The improper collection of personal data can lead to the creation of inaccurate user profiles that impact people's lives. Individual privacy notwithstanding, large-scale data sets are also used by knowledge brokers to draw generalized conclusions. These data sets are often imperfect, but trace data is used nevertheless to inform policy decisions, academic output, and healthcare codes.
B. What We Don't Do Here
It is important to note what we do not attempt in this gap analysis. The excitement about doing something in big data has led many universities and think tanks to announce big data initiatives to organize resources, provide a home for big data scientists, and publicly appear to be advancing big data science. Many such initiatives foster the cross-disciplinary collaboration necessary to make big data methodologies available to those working outside of fields of inquiry driven by statistical methods. But not all have a discernible critical element, and they may even fail to engage their own research teams with the implications of how this data is collected and utilized. These kinds of initiatives are excluded from the catalog.
Research initiatives that do engage critically with big data almost by definition have a dedicated program of reviewing the ethics of big data. For example, the Big Data Strategic Initiative at Cambridge University includes a specific research "theme" dedicated to three critical questions: the ethics of using personal information, access and ownership of data sets, and the impact of research outcomes. The initiative involves over 20 PIs, but from afar it seems to mostly connect existing research personnel and provide them access to supplementary and holdover funding.
C. Confidentiality Statement
All of the information presented here has been obtained via public means, whether through web content or interview. None of the information here is sensitive in nature: neither in terms of owner confidentiality nor of future funding prospects. We have not listed any projects for future funding that are yet to be solidified. In other words, no funder or PI contacted has asked that the information herein be kept private.
CRITICAL BIG DATA CATALOG
Critical theory approaches to studying algorithms, big data, and social control can be powerful in the way they expose ideological projects and relations of control. Yet critical approaches to inquiry are also faulted for cherry picking examples, being rhetorically overly dramatic, and not allowing for safe generalizations. Originally, the process of critical theorizing was tied to creative production-critical observations were not the end in themselves. Critical theory was supposed to generate ideas for better ways of producing content or organizing people and then follow through with actually producing that content and building those organizations. So we take special care here to present examples of research endeavors that are not just generating critical theory research papers but are building new tools, playing with data in genuinely creative ways, or working toward transportable ideas that have the broad possibility of improving public life.
This section identifies the major endeavors, in alphabetical order, that a) are both critical and creative in their analysis of big data b) have a distinct PI or clear team producing c) have a distinct body of essays, original research, or civic engagement projects. Some of these endeavors have the support of major funders, but not all do. Yanni Loukissas Loukissas is director of Georgia Tech's Local Data Design Lab. His work studies big data as a culture form through a combination of ethnography and visualization. His most recent project, Local Data, is a book that aims to highlight the specificity, rather than generality, of data through its engagement with local-data collections (such as the real estate site, Zillow, and NewScape, UCLA's collection of two-hundred thousand local news broadcast transcripts).
FUNDING CRITICAL BIG DATA
This section describes the programs of the most high-profile funders and programs in these domains.
A. Public Funders
The two largest public science funders of critical big data work are the National Science Foundation (NSF) and the European Research Consortium (ERC). While we have been successful in cataloguing individual projects that fit our understanding of critical big data work, it has proven much more difficult to estimate the big organization-wide or sector-wide spending patterns. At the NSF, the bulk of dedicated big data work is conducted by the Computer Science and Engineering Directorate under its "Secure and Trustworthy Computing" program, with a budget of $75 million USD a year. This program includes initiatives to work across social and computer sciences, and other scientific programs additionally spend in this domain. The Social and Behavioral Sciences Division supports singular projects that do big data work and collaborates with other directorates, but has no dedicated program.
The ERC does not have a dedicated program on big data, but has supported several academic projects doing big data work, including Computational Propaganda (Howard), Datactive (Milan), and Responsible Authoritarianism (Stockmann). These are large awards given to individual researchers as career awards and are intended to support basic science. Other ERC programs for workshops and research networks make use of big data but tend to involve industry partners and tend not to be very critical.
On occasion the government "Privacy Commissioners" around the world support original research, either by tasking their internal research staff or by contracting out. Recently, the Privacy Commissioner of Canada released "Data Brokers: A Look at the Canadian and American Landscape". This report reviews the major "data brokers" in the US and Canada. The project is geared to understanding how these brokers are "compiling and selling individuals' personal information." They argue that the use of data for marketing or other purposes raises privacy concerns. These concerns result, in part, from "a lack of transparency and openness and the challenges individuals face in trying to exert control over their information. While Privacy Commissioners in Australia, Canada and the United Kingdom have collaborated on original research, they do not have a large or consistent program of support.
B. Private Funders
The Sloan Foundation was one of the first private funders to invest in critical data research through a project on the Oxford Internet Institute. However its significant investment in US-based data science, described below, does not have a particularly critical big data agenda. The primary funders of critical big data work include the Ford Foundation, MacArthur Foundation, Open Society Foundation, and Knight Foundation, and many of the projects detailed in the Critical Big Data Catalog and in Appendix 1 in the catalogue are supported by one or more of these primary funders.
There are two additional private funders that have made large single investments in particular critical data projects. The Adessium Foundation has several programmatic goals involving the promotion of critical inquiry through big data, primarily involving public life in Europe. Details on what it actually supports in this domain are fleeting, but it does host an annual Data Harvest conference that teaches investigative journalists about using data mining tools. The Omidyar Network has recently committed $4.1m to the Open Data Institute, and while open data initiatives have become an important feature of modern democracies, very few open data initiatives have a strong reputation for critical big data policy analysis. Much of that work falls to other non-governmental organizations, who nonetheless depend on data being open.
C. Centers There are only a handful of "centers of excellence" on critical big data. We define a critical big data research center as an independent organization with multiple staff, multiple funders, and a credible reputation for both supporting original research and disseminating the findings of such research. There are two with a strong record, and two centers to watch. The two existing organizations with the most coherent programs on big data are Data & Society and the Oxford Internet Institute. The first supports many kinds of individual researchers, builders, and public writers. It has a strong reputation for critical inquiry and a demonstrated ability to place opinion writing and commentary essays about the use of big data. The second is a home for several different kinds of critical big data projects. It offers training programs and content to academics, policy makers, and civic groups.
Centers to watch include the new Alan Turing Institute, a UK-based organization that involves government, industry, and academic partners. It has expressed an interest in the policy and ethics of big data, but as a new organization it has little record of discovery. In this domain. The Moore-Sloan Data Science Environments program has seeded several research universities in the US. It has a budget of $38 million USD across several campuses. While this program seeks to support the social and critical aspects of big data research, most of the investment benefits the hard sciences and these centers have yet to demonstrate leadership in critical inquiry.
CONCLUSION: GAPS AND OPPORTUNITIES
In this section, we identify areas where research could have a real-world impact on shaping policy, social norms, or public norms by cultivating critical big data work. While the amount of attention to critical big data work is growing, there is also lots of opportunity for new lines of creativity and critique. Just as important, we argue that the existing lines of inquiry need to be "mainstreamed."
A. Mainstreaming A significant amount of the critical big data work occurs in small teams or with individual researchers who publish in academic journals. The next big step for the broad project of improving our understanding of the political power of algorithms is to get the traditional think tanks, political players, public policy makers, journalists, and the interested public to raise their sophistication with the technical and political issues involved. A way to do this is to "mainstream" the issue by prompting organizations to develop their own in-house research staff, their own small granting efforts, and their own policy competence. Supporting existing organizations (such as the US Institutes of Peace, the National Endowment for Democracy, or the Center for Responsive Politics) through financing and program development advice would allow more mainstream organizations to start working on critical big data. By mainstreaming we mean: a) improving the sophistication of journalists working with big data or writing on it; b) raising the literacy of public policy makers on the findings of critical research; and c) ultimately drawing popular attention to the impact of algorithms on public life.
Although many of the projects we identified in our catalog are multidisciplinary, there is a lack of research that collaborates across sectors. Research that incorporates individuals situated in businesses, governments, and the academy will foster a more nuanced understanding of the ways in which big data is used, and the mechanisms that may (or may not) be in place to make sure it is used acceptably. It will allow for researchers to arrive at critiques and solutions that take into account the actual practices and constraints of institutions that utilize big data-rather than merely critiquing from ethical ideals. Some of the most rigorous thinking about big data is being done by isolated critical theorists, whose powerful ideas aren't being integrated into work done by other academics (social scientists, computational scientists) much less those who are building systems or writing policy. Critical big data research needs teams of researchers to build conceptual bridges and identify shared terms, so that the work being done across paradigms, fields, and sectors can be maximally effective.
What is important to the people who make and implement systems that utilize big data? What tradeoffs occur in the considerations of ethical data practices and how can these trade-offs be made visible? If critical inquiry on big data exposes opportunities and flaws, what is the best route to publicizing findings and giving policy makers actionable evidence? How can we raise the amount and quality of news coverage on algorithmic control? What can we teach civil society groups that are not focused on technology issues about the importance of critical big data work for their own activities?
The two widely recognized centers of excellence for critical big data work, Data & Society and the Oxford Internet Institute, tend to capture the attention of policy makers and journalists, and have been particularly good outlets for mainstreaming critical big data findings.
B. China Our current understanding of algorithms and social control in China is extremely limited. We know that the vast majority of Chinese citizens use a relatively narrow suite of tools that duplicate the technology services and applications offered in other countries. Yet we also know that these tools are built by state agencies with censorship and surveillance as a core design value. Nonetheless, we know little of how algorithmic manipulation occurs over systems like Weibo, Renren, and WeChat. China is important for multiple reasons. First, on the question of algorithms and social control, China's information infrastructure will shape the lives of a billion people. Second, China is the source of algorithmic manipulations-such as social media "bots"-that have an impact on public life in democracies. Third, many of the hardware and software innovations by the Chinese state are being sold to other countries hoping to develop their information infrastructure. This means that the tools for algorithmic control are being exported to other authoritarian regimes that also seek an internet for social control, while Chinese security services retain ultimate control.
What are the specific structures and functions of algorithmic control and big data manipulation in China? How do citizens-and democracy advocates-respond or circumvent and how widespread is critical knowledge of algorithmic control? What are the mechanisms by which the Chinese government uses big data to influence social media and public opinion beyond its borders?
In particular, Silvia Lindtner at the University of Michigan studies makerspaces in China and has an active lab of junior scholars working on critical big data research in that country. Danie Stockmann at Leiden University has also researched the use of big data in Chinese Media and is an expert on political authoritarianism.
C. International Interference in Democratic Republics
A growing number of authoritarian regimes are using algorithms to manipulate not only conversations in their own countries but the public spheres of democracies. Strategies include attacking civil society groups in democracies, muddying international debate on sensitive security issues, and interfering with public opinion during elections.
Which countries try to exercise "soft power" through algorithms and big data? How often, and in what ways, do governments meddle in the public sphere of other countries using big data and algorithms? How is political discourse and good governance in democracies and open societies threatened by algorithmic manipulation originating outside their borders?
D. Civic Engagement in Latin America
There are several countries in Latin America where big data and the internet of things actually represent opportunities for civic engagement. Global attention may be focused on political crises and recalcitrant regimes across Asia, Eastern Europe, and the Middle East, but it is in Latin America that we find relatively stable democracies with political interest in investing in public information infrastructure. There are also some fairly specific opportunities to engage with Latin American civil society groups on the horizon. Chile will be rewriting its Constitution in the next two years, and has signaled interest in crowdsourcing the constitutional process, in addressing privacy issues at the constitutional level, and in investing in e-voting. Cuba is a country with relatively high levels of engineering education that is opening and transitioning. Argentina is home to an active community of hacktivists. Brazil has a unique history of technology-enabled participatory budgeting, an exceptionally vibrant social media user population, a commitment to open source software, a sophisticated level of public interest in a "Marco Civil," and broad values of technology use that differ from those in the United States. If there is a region where making the analysis and findings of critical big data work will be welcomed and translated into policy action, that region is Latin America.
In particular, the Chilean think tank Fundacion Democracia y Desarrollo is run by a popular ex-president who is spearheading the crowdsourcing of constitutional reforms but is too old to run for office himself. The organization has a "Social Lab for Civic Engagement" that brings together some of the country's political, corporate, and civic leaders for conversations about technology and political participation.
E. Public Services and Security
A growing number of public services, including policing, are being caught up in an uncritical drive for big data analysis. There are many kinds of models for making various levels of government more sophisticated in their use of data, but some models must be better than others. One business model (Palantir) is to crowdsource data gathering using publicly accessible records, but then sell real-time data back to municipal governments in Los Angeles after processing the data through proprietary algorithms. The City of Chicago collects vast amounts of information ostensibly through policing operations, but releases some of the data through an open data initiative that helps local entrepreneurs develop hyper local apps. It is not known how much policy oversight there is or ethical review there has been of such efforts to bring data into city government. A study of best practices or a recommended process for "data-flying" cities, perhaps in conjunction with the national conference of mayors, would help set a high standard for transparent and ethical big data involving public housing, policing, and other public services.
How should public agencies engage with private data vendors when exploring new big data projects? What kind of big data training should contemporary policy makers have? When should big data projects and data be developed within public agencies, and when should they be contracted out (and under what terms)?
In particular, sociologists Alison Powell (LSE) and Sarah Brayne (University of Texas) study cities, dataficataion and social inequality.
F. National Security, Domestic and Foreign Affairs
The work of Edward Snowden and Julian Assange brought to light a profusion of new ways in which data, computation, and advanced technology have/are used in intelligence operations domestically and abroad. These revelations were centered on the idea that new varieties of surveillance were invading the privacy of citizens. Essentially, security practitioners were accused of building massive databases of information containing all sorts of communication-with little attention to nuance or relevance. Because concerns stemming from these various leaks center on more acute questions of surveillance and privacy, the role of big data, and its continued application in national and international security settings, is often obscured or supplanted by generalized conversation. More robust conversation about the way big data research affects both domestic and foreign policy is certainly needed. Although the use of big data by corporations has received increasing critical attention, more research is needed on how this information is collected and used by institutions and governments.
How much data collection is too much? What kind of public policy oversight would allow national security agencies to meet reasonable collection goals?
The Electronic Freedom Forum, Center for Democracy and Technology, Privacy International and Global Networking Initiative are among the best non-governmental organizations for tracking these issues and answering these questions. Their normative agenda is not unpalatable, and while they do not have a strong record for doing comprehensive and critical big data analysis, they are organizationally stable enough that they could do some creative work in this domain.
Critical data research is flourishing but needs help turning insights into creative applications. It has proven relatively straightforward (though not easy) to audit algorithms, find fault in the political economy of data, identify the research and policy projects with questionable ethics, and demonstrate the inadequacies of social research that is not self-reflexive.
APPENDIX 1: Domains of big data critique and creativity A. General 1. Description: This domain of inquiry can be viewed as an 'umbrella' conversation about critiques of big data. Rather than examining a particular arena in which big data research has equally particular effects, general inquiry seeks to highlight the wide-ranging problematic associated with reliance on numbered solutions to human problems. This domain is centered on a question such as "What are the social and cultural ramifications of communicating and enacting generalizations drawn from large data sets?" 2. Exemplary B. Automation and Robotics 1. Description: Robotics complicates concepts of big data because robots can be designed to download and execute actions via cloud-based data. Access to large swaths of data could prove useful for robots run by self-learning software, but automated use of such data could also lead to unexpected or dangerous behavior of technologies such as drones, driverless cars, or medical robotics. E. Civil and Human Rights 1. Description: This area of inquiry, related to the ways big data is used or misused in policing, politics, health, and a variety of other arenas, explores how big data might be harnessed in violation of civil or human rights. Several related projects document the rise of data-driven discrimination-wherein social decisions derived via big data analysis lead to unfair treatment of minorities. G. Education 1. Description: Big data is used in educational settings for student placement, testing, aptitude evaluation (for states, regions, districts and students), and a variety of other sub-areas. Critical researchers of these practices study outcomes and effects of these data-reliant education systems but also attempt to understand potential positive futures for the use of big data in school systems. H. Health 1. Description: Research concerned with big data used in healthcare has grown at pace with the industry's switch from paper to digital records. The massive amount of healthcare data in the world leaves pundits concerned with leaks or discriminatory outcomes. What's more, scientists and companies now often use big data in attempts to predict disease outbreaks and healthcare crises. K. National Security and Foreign Affairs 1. Description: The Snowden revelations made it clear that intelligence services in many countries, particularly in the US and UK, build and use large data sets in spying missions and among many sectors of domestic and foreign affairs. Those that criticize this practice often do so under the banner of privacy, meaning that big data's role in security practices is often clouded or misinterpreted. There has been a large amount of work done on governmental practices surrounding the actions of Snowden, Wikileaks, and others. It is crucial, however, that researchers begin to better contextualize the role of data in these practices. O. Urban Life 1. Description: This area of inquiry, connected to the study of the internet of things, explores the way data and computation affect life in everyday settings within cities. Research projects focused on this arena map the ways code and data are used in cityscapes for a variety of purposes and critique potential power imbalances, discriminatory practices, and other socio-cultural outcomes of data-supported cities. 2. Exemplary Projects: The Programmable City, Communities and Culture Network 3. Example Research, Writing, or Other Output a. Mike Boehm, Google's wrong information about MOCA misleads museum-goers, Los Angeles Times, Dec. 14, 2015. b. Zeynep Tufekci and Brayden King, We Can't Trust Uber, New York Times, Dec. 8, 2014.
P. Work and Labor 1. Description: Algorithms and data increasingly serve the function that "middle-management" once did, assigning and reviewing tasks for workers. In the case of Uber, for example, an algorithm assigns drivers to passengers partially based on location-and passengers then rate drivers to ensure quality through data collection . Along with these developments come a host of ethical quandaries. Geolocation puts workers under constant surveillance, allowing employers to know their whereabouts at all times in order to maximize productivity. Ratings systems favor consumers, often having no corrective measure should a worker be given a rating unfairly. And the activities of workers (and consumers) generate valuable, uncompensated, and often personally identifiable data in order to improve algorithmic systems. 
