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A model of a distributed-boundary control system is considered. Assume 
the uncontrolled system possesses an exponential asymptotically stable zero 
solution. We then construct suboptimal feedback controls for the distributed 
and boundary control problems via the direct method of Liapunov. Further- 
more, existence-uniqueness of the synthesized control systems is proven by 
applying the theory of nonlinear semigroups and maximal dissipative sets. 
Applications to diffusion equations are given. 
1. INTRODUCTION 
A standard technique in control system design is to attempt to choose a 
feedback control which maximizes the rate of decay of a certain “energy” 
functional. The technique is often called “control system design via the direct 
method of Liapunov.” For finite-dimensional control systems the technique 
has been discussed in the works of Bass [8], Kalman and Bertram [3], and 
LaSalle [13]. For control systems governed by partial differential equations 
the Liapunov design technique has also been formulated for some specific 
cases in the work of Pritchard [14] and Wang [l 11. In this paper we will 
attempt to implement the Liapunov design technique to a rather general 
class of linear control systems in Hilbert space. Specifically, we will use the 
control system model of Fattorini [12] which is described below. 
Let E, W, H, , H, be Hilbert spaces. Let u be a closed linear operator 
with D(O) C E and R(a) C E and 7 be a linear operator with D(T) C E, 
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R(T) C W, and D(a) L D(T). Let B, E P(H, , E) and B, E B(H, , W). Our 
boundary-distributed parameter control system is then given by 
(1.1) 
In applications E will usually be a space of (ordinary or generalized) func- 
tions defined on a domain Q of R”, (J will be a linear partial differential 
operator on E, 7 a differential operator acting in a.0, HI , and H, will be the 
distributed and boundary control spaces, respectively. The functions 
f,(t) E HI and fs(t) E H, , t >, 0, are the distributed and boundary controls, 
respectively. 
We would like to impose the hypothesis that the uncontrolled system 
(f,(t) = 0, fs(t) = 0) is well-posed and the zero solution is exponentially 
asymptotically stable in E. This is done by making the following assumption. 
ASSUMPTION I. Let D(A) = {x E D(a); 7x = 0}, Ax = crx for x E D(A). 
We assume A is the infinitesimal generator of a C,, semigroup T(t) on E and 
II W)IIP(E,E) < Me+, w > 0, M > 0. 
We would like to view our control system as somehow being a perturbation 
of the asymptotically stable control system 3i = Ax. To do this we will need 
to make 
ASSUMPTION 2. There exists a bounded linear operator B E Z(H, , E) 
so that if g E H, we have Bg E D(o) and +g) = B,g. Also for simplicity we 
will assume uBg = 0 for g E H, . 
I f  x(t) is a solution to (1.1) we can define a function v(t) = x(t) - Bf,(t). 
From Assumption 2 we know ov(t) = ax(t) and TV(~) = 0. Thus u(t) E D(A) 
and (1 .l) has an equivalent representation as 
$4 = 49 + &f&), 
v(t) = x(t) - Bf,(t). 
(1.2) 
Motivated by the above reasoning, we will from this point view (1.2) as our 
fundamental linear boundary-distributed parameter control system. 
We now pose the restriction that the active parts of our controls be bounded. 
Making the orthogonal decompositions 
for 
Hs = MS 0 N(B), HI = MI 0 N(K) 
MS = N(B)l and MI = N(&Y, 
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we see that the boundedness restriction can be formulated as 
Our goal is to synthesize controls for two problems. Specifically, we wish 
to consider the distributed and boundary control problems. In the distributed 
(boundary) control problem we set B, = 0 (BI = 0) and attempt to synthe- 
size a control f,(t) = g&(t)) fs(t) = gs(x(t))) which preserves the property 
of exponential asymptotic stability possessed by the uncontrolled system. 
We also desire that our control law be suboptimal in the sense that it reduces 
the cost of the uncontrolled system, where the cost is given by 
It will be seen that the above synthesis problems do possess formal solu- 
tions. However, in substituting the formal solutions for the synthesized 
feedback control laws into (1.2) it is found that (1.2) becomes a nonlinear 
system of evolution equations of a singular nature. It is thus not at all clear 
whether the synthesized feedback control system (1.2) with 
fr(G = g&(t)) (A(t) = BsWN 
possesses unique solutions. To analyze this problem we will introduce the 
basis concepts of nonlinear semigroup theory as given by Crandall and Pazy 
[I] and show how this theory leads to an existence-uniqueness result for our 
synthesized feedback control system. An interesting feature of the nonlinear 
semigroup approach is the apparent necessity of making the feedback control 
law multivated at certain exceptional points in order to exploit the concept of 
“maximal dissipativity.” For control systems in finite-dimensional spaces the 
idea of a multivalued vector field or contingent differential equation has been 
studied by Hermes [2] and others. The results given here, of course, are 
applicable to partial as well as ordinary differential equations. 
Section 2 will provide preliminary results on linear and nonlinear semi- 
groups. In Section 3 we will provide a derivation of the feedback control for 
the distributed control problem and in Section 4 we provide a similar deriva- 
tion for the boundary control problem. Both Sections 3 and 4 contain 
existence-uniqueness results for the synthesized control system. Section 5 
provides examples. 
4od46/2-8 
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2. PRELIMINARY RESULTS FOR LINEAR AND NONLINEAR SEMIGROUPS 
2.1. Results on Linear Semigroups 
First let us note the following lemma whose proof is an obvious generaliza- 
tion of a theorem of Datko [4]. 
LEMMA 2.1. A necessary and su@i&zt condition that a linear semigroup 
T(t) of class C, on a Hilbert space E satisfy the condition 
where M 3 1 and w > 0 is the existence of a unique hermitian positive dejnite 
bounded linear operator P on E such that the relationship 
(2.1) 
is satisfied for every x1 , x E D(A) (the domain of the injnitesimal generator A 2 
of the semigroup T(t)). 
Since the operator A in (1.1) and semigroup T(t) generated by A satisfy 
the hypotheses of Lemma 2.1, we know that there exists P satisfying the 
conditions of Lemma 2.1. 
We will now construct a new Hilbert space in which to study our control 
problem. 
DEFINITION 2.1. For X, y  E E denote the inner product 
(x, y)F = (Pl’Zx, P1’2y), 
and let F be the Hilbert space given by the completion of E in the F inner 
product. 
Clearly E C F and E is dense in F. One might pose the question as to when 
E = F, i.e., when is the newF-norm equivalent to the E-norm. This question 
has been answered by Pazy [5] in a more general setting. In our case his 
results reduce to the following. 
PROPOSITION 2.1. The F-norm is equivalent to the E-norm if and only ;f  
there exists t,, > 0 and c > 0 such that jJ T(t,-,) x jJE 3 c /) x IIE for every x E E. 
COROLLARY 2.1. If  for t > 0 R(T(t)) (the range of T(t)) is dense in E then 
the F-norm is equivalent to the E-norm if and only if T(t) can be extended to a 
group of bounded linear operators on E (i.e., A is the generator of a group of 
bounded linear operators on E). 
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The new Hilbert space F has the advantage that for x0 E D(A) we have 
for some wr > 0. This implies 
(2.2) 
i.e., T(t) is a negative contraction semigroup on D(A) in the F-norm. It is 
not true, however, that T(t) is a semigroup on F or is even defined on F. So if 
we wish to study (1.2) on F we will have to extend our control problem in 
some natural manner. This is simply done by noting the denseness of D(A) 
in F and using (2.3) to extend T(t) by continuity to a Co negative contraction 
semigroup on F denoted by T,(t). It is interesting to note in passing that we 
have proven the following proposition. 
PROPOSITION 2.2. Let T(t) be a C, semigroup on a Hilbert space E so that 
/I T(t)llzw,,) < Mcwt for M > 1 andw > 0. 
Then there exists a Hilbert space F (given by Definition 2. l), E C F, and a Co 
semigroup T,(t) on F so that T,(t) is an extension of E to F and 
Let A, denote the generator of TJt). Clearly F3 D(A,) I> D(A) and A, is 
an extension of A. We would like to know more about D(A,) and in particular 
whether relation (2.1) is true for A, as well as A. This information is contained 
in the foIlowing lemma. 
LEMMA 2.2. D(A,) C E and (xi , A&, + (A,x, , x~)~ = -(x2, x& for 
all x1 , x2 E D(A,). 
Proof. Let x E D(A,). Then A,x E F and for h > 0 there exists {y,} C E 
so that yn + A,x - AX in F. Set (A - AI)-1 y, = x, . Then (zn} C D(A) and 
(A, - Al) (xn - x) = (A, - hl) (A - ;\I)-ly, - (A, - hl) x. 
Since {(A - AI)-ly,} C D(A) and A, is an extension of A we have 
(A, - Xr) (A - /If)-’ y, = yn . 
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Thus 
(A, - AI) (Xn - x) = yn - (A, - AI) x and (A, - U) (xn - x) - 0 
in F as n -+ co. Since (A, - XI) has a bounded inverse on F we see x, - x 
in F as TZ -+ 00 and consequently Alx, + A,x in F as n -+ co. Now consider 
the equality 
obtained from (2.1). The left side of the equality goes to zero as n, m + CO 
since (Alx,} and {xn} are Cauchy in F. Hence from the equality we see that 
{xn} is Cauchy in E and thus x, --f x in E, x E E, and D(A,) C E. The second 
part of the lemma follows immediately from (2.1) and the fact that we have 
constructed for x E D(A,) a sequence {xn} C D(A) so that x,---f x in E and 
Alx,+AlxinFasn+oo. 
2.2. Results on Nonlinear Semigroups and Dissipative Sets 
The fundamental tool in our analysis will be the concept of a maximal 
dissipative set. An excellent survey of the basic results for maximal dissipative 
sets and their application to nonlinear evolution equations can be found in [l]. 
For completeness we will present some of the basic elements of the theory 
presented in [l] which will then be used in discussing the synthesized feedback 
control systems. 
Let X be a real Hilbert space and denote elements of the Cartesian product 
X x X by [x, y] for vectors x, y  E X. 
DEFINITION 2.1. A subset G of X x X is called dissipative (monotone) if 
(yr - ya , xi - xJx < 0 (30) for [xi , yi] E G, i = 1, 2. A dissipative 
(monotone) set which is not properly contained in any other dissipative 
(monotone) set is called a maximal dissipative (monotone) set. 
We remark that if we identify functions with their graphs, Definition 2.1 
includes the standard definitions of dissipative and monotone functions. The 
advantage of Definition 2.1 is that it allows for possibly multivalued functions 
and makes clear the concept of maximality. In what follows we shall not 
distinguish between (possibly multivalued) functions and their graphs. 
DEFINITION 2.2. Let G be a maximal dissipative set. Then Go, the minimal 
section of G, is the function which assigns to x E D(G) = D(G”) the element 
of least norm in Gx. (D(G) = [x: [x, y] E G for some y>.) We note that Go is 
well defined by virtue of the fact that Gx is closed and convex for x E D(G). 
DEFINITION 2.3. Let @ be a proper convex function on X, i.e., 
@: X + (- co, co] so that @ + co and Q, is a convex function. The subdz@r- 
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ential &D(x) of GQ at x E X is defined by y E N(x) if and only if 
CD(f) > @p(x) + (y, f - x) for all @ in X. 
The following three theorems will be used in our analysis. 
THEOREM 2.1 [l]. Let G be a maximal dissipative set. Then there exists a 
unique semigroup S on D(G) such that GO is the strong generator of S. 
THEOREM 2.2 [l]. Let Gl and G, be maximal dissipative sets. Let 
D(G,) r) D(G,) and for every r > 0 let there exist constants K(r) and C(r), 
K(r) < 1, such that 11 G,Ox /Ix < K(r) 11 G,Ox lIx + C(r) for x E D(G,) and 
11 x 1) < r. Then G, + G, is maximal dissipative. 
THEOREM 2.3 [7]. If @ is a proper convex function on X and @ is lower 
semicontinuous then a@ is maximal monotone. 
We will identify some maximal dissipative sets. 
First, since A, is the infinitesimal generator of a Co negative contraction 
semigroup on F, it follows that A, is dissipative and R(I - A,) = F. It then 
follows from a well-known theorem of Minty [7] that A, is maximal dissi- 
pative. 
Secondly, let H be an arbitrary Hilbert space and let C E DEP(H, X). We 
can define 
@(x) = II c*xllH (2.3) 
0(x) is clearly a proper convex function on X so its subdifferential &D(x) will 
be maximal monotone. This is the content of the following lemma. 
LEMMA 2.3. Let C E 9(H, X) for H, X Hilbert spaces. Then the multiva- 
lued function 
cc*x 
A2x = - 11 c*x jlH ’ x E X\N(C*) 
= {P E R(C); I(P, 2)~ I < II C*x llttfor all z E Xl, x E N(C*) 
is maximal dissipative. Furthermore, 
II 4% llx < II C IImi.x) . 
Proof. Consider the proper convex continuous function on H given by 
W4 = II h IIH . A simple computation shows that &j(h) = II h Ij;;‘h for 
h # 0 and hence 
II 5 IIH 2 II h NH + (II h II;;’ h> 5 - NH 
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for all [ in H. Setting h = C*x, x E X, x Q+ N(C*) shows in particular that 
II c*.z IIH 2 II c*x IIH + (II c*x II;;’ cc*% .a - X)X (2.4) 
for all .a in F. Defining a(x) = [/ C*x llH we see that D(x) is a proper convex 
continuous function on X and by Theorem 2.3 a@ is maximal monotone. 
Also, from inequality (2.4) we see that 11 C*x 11;;’ CC*x E a@(x) for x $ N(C*). 
Since jl C*x II;;’ CC*x is continuous at x, x # N(C*), and a@ is maximal mono- 
tone, a standard continuity argument (e.g., Theorem 2.5 of [I]) shows that 
11 c*x II;;’ cc*x = a@(x) for x +! N(C*). 
For x E N(C*) we see that p E W(x) if and only if Ij C*x IIH > (p, z - x)x 
for all z in X. Equivalently, this means that p E a@(x), x E N(C*), if and only 
if II C*z llH > I@, s)r / for all z in X. In particular, if z E N(C*) then 
(p, .z)r = 0 so p E R(C). Combining our results, we have shown that 
--Aax = a@(x) for all x in X. Since a@ is maximal monotone it follows that 
A, is maximal dissipative. 
Also, we see for x E X\N(C*) that 
II 4x I/x = ‘,,gyF < II c Ilmf,X) . H 
I f  x E N(C*) then for p E Asx we have I(p, xs)r I < II C*x, IIH for all x2 in X. 
Choosing x2 = p, we see 
II P Ilx G II C” llP(X,H, * 
Thus it follows that 
for all x E X. 
Thus our lemma is proven. 
3. THE DISTRIBUTED CONTROL PROBLEM 
For the distributed control problem we set B, = 0 in (1.1) and B = 0 in 
(1.2). Actually, since we prefer to work with the state space F as opposed to 
the state space E, we shall consider the extended distributed control system 
given by 
f(t) = 4x(t) + W,(t). (3.1) 
Here A, is the extension of A defined in Section 2 and BI is now only assumed 
to be an element of 6p(H1 , F). 
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Working in the state space F has advantages from both the viewpoint of 
applicatrons (as will be seen below) and theory. The theoretical usefulness 
is that any feedback controlf,(t) = gl(x(t)) makes (3.1) a system composed of 
an infinitesimal generator of a C, contraction semigroup on F and a perturba- 
tion term. [Recall (1.2) with B = 0 did not have this property on E.] Since 
many of the results on nonlinear semigroup theory are based on perturbations 
of contraction semigroups (e.g., Theorem 2.2), it is highly advantageous to 
have our system in this form. 
We again pose the problem of finding a control f,(t) = g,(a(t)) satisfying 
(1.3a) so that (3.1) retains the property of exponential asymptotic stability 
(now on the space F) and is suboptimal in the sense that the control reduces 
the cost for the cost functional given by (1.4a). Also let us note that since we 
now only assume B, E Y(H, , F) we shall denote by B,* the adjoint of B, 
on F, B,* E Z(F, HI). In this manner we see that n/r, in (1.3a) is given by 
MI = R(B,*). 
As mentioned earlier, our technique is based on the idea of “control 
system design via the direct method of Liapunov.” Let us consider the 
Liapunov functional given by V(x(t)) = /I x(t)lli. Assume for the present 
that.fi(t) is such that there exists a unique continuous function x(t): [0, co) + F 
with x(t) E D(A,) for t > 0 and satisfying (3.1) for almost all t > 0. Then a 
simple computation shows that 
I@) = - Ii 4t)lli + Wr*W,fr(t))rrr a.e. t > 0, (3.2) 
where we have employed Lemma 2.2. Integrating both sides of (3.2) yields 
hfr) = - lrn %(t)) dt + j-f 2(BI*x(t),fI(t))H, dt. 
We wish to minimize J(x,f,) subject to the constraints that the control 
preserves exponential asymptotic stability in F and satisfies (1.3a). I f  the 
control preserves exponential asymptotic stability in F we have 1) x(t)llF - 0 
as t--t cc and 
.hfr) = II dO)ll”F + fin Vr*4t),fr(t)) dt. 
"0 
(3.3) 
Thus J(x,f,) will be minimized if we can find a control which minimizes the 
integral in (3.3), preserves asymptotic stability, and satisfies (1.3a). Finding 
such a control synthesized as a function of the state x(t) is not simple. Instead 
let us attempt to find a suboptimal control by minimizing the integral in (3.3) 
as $x(t) andf,(t) were not related. I f  this were the case a minimizing choice of 
f,(t) would be 
-B,“%(t) 
fr*(t) = II BI*.x(t)ll,, ’ (3.4) 
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Clearly f,*(t) as given by (3.4) satisfies (1.3a). Furthermore, substituting 
this choice of f,(t) into (3.2), we see that v(~(t)) < -w12 /I x(t)llt and thus 
I/ ~(t)jl~ < e-wit 11 x(0)liF. So we see the exponential asymptotic stability in F 
is preserved. Also, since 
J(x, 0) = II Wl2F 7 
we see that (3.3) provides the estimate 
J(x,fi*) = 1(x, 0) - 2 i,R II B*x(t)ll2,, dt. (3-5) 
We have therefore synthesized a feedback control law given by (3.4) which 
preserves exponential asymptotic stability in F and reduces the cost by an 
amount 
The control (3.4) is only suboptimal, however. This is because in minimizing 
the integral in (3.3) we assumed that x(t) and fr(t) were not related. This 
certainly is not true and in particular x(t) andi, are related by the standard 
variation of constants formula. Nevertheless, the control law (3.4) does have 
certain advantages. First, it is easily synthesized as a function of state. 
Second, it preserves the property of exponential asymptotic stability possessed 
by the uncontrolled system. Finally, it provides a simple estimate in (3.5) 
for the cost. 
In the above analysis we have made one basic implicit assumption, i.e., 
in doing our derivation fi(t) was assumed to be chosen so that solutions 
existed and were unique for our control system (3.1). I f  we now return to 
our control system (3.1) and substitute for fr(t) the synthesized suboptimal 
control law f,*(t) given by (3.4) it is not at all clear that a unique solution 
exists for (3.1). I f  a solution x(t) E D(A,) does not exist a.e. t > 0 our results 
will be only formal. Thus the problem of existence and uniqueness of solu- 
tions for (3.1) with controlfl*(t) is now the central issue. 
The synthesized control system is given by 
(3.6) 
This is a nonlinear evolution equation of a singular nature. However, by 
using the nonlinear semigroup theory of Section 2.2 it is not hard to obtain 
the following 
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THEOREM 3.1. Dejne the multivaluedfunction 
BIBI*x 
A3x = - 11 BI*x(t)jlH, ’ 
x E F\N(B,*) 
= (P E WI); I(P, Z)F I < /I BIDE IlH,foy dz EF), x E N(BI*). 
Then for x(0) E D(A,), k(t) E A,x(t) + A3x(t) has a unique solution a.e. t 3 0, 
x(t) E D(A,). Furthermore, x(t) satisfies the equation 
*(t) = (A, + A,)O x(t), a.e. t 3 0. 
Proof. The proof follows immediately from Lemma 2.3 and Theorems 
2.1 and 2.2. 
It is clear that A,x coincides with the singular term of (3.6) at the non- 
exceptional points F\N(B,*). Wh a we have done is prescribe a set-valued t 
definition to the singular term at the exceptional points N(B,*). Let us note, 
however, that for x(t) E N(B,*) we have not synthesized the control f,(t) 
as a function of x(t). To do this we will need to know that A,x E R(B,) for 
x E N(B,*). Since all we know in general is that A,x E R(B,) for x E N(B,*) 
some additional assumption must now be made. This is done in 
COROLLARY 3.1. Assume R(B,) is closed. The feedback control system given 
bY 
f(t) E 44) + &f,*(t) (3.7) 
fr*(t) = - 
4*x(t) 
II BI*x(t)llrf, ’ 
x(t) E F\N(B,*) 
= {h E HI; /I Proj h on R(B,*)IIH, < l}, x(t) E WI*) 
possesses a unique solution x(t) E D(A,) a.e. t 3 0 for x(0) E D(A,). The system 
is exponentially asymptotically stable in F and the cost functional satisjies the 
equality 
J(x,fr*) = 1(x, 0) - 2 Jam II BI*+)lli, dt. 
Furthermore, fi* satisJies (1.3a) where i’MI = R(B,*). 
Proof. If R(B,) is closed then for x E N(B,*), 
A3x = {P E WI); I(P, 4~ I < II BI*Z 11~~ for all x EFI. 
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Equivalently, 
Asx = {B& h E HI; I(h, B1*z), 1 < /I B1*z llH, for all z EF}. 
Thus we see that if for lz E H, , 11 Proj h on R(B,*)JIH1 < 1 then B,h E A,x. 
Conversely, if B,h E Aax, choosing z so that B,*x = Proj h on R(B,*) shows 
I/ Proj h on R(B,*)/lHI < 1. So A,x = Bf, for x E N(B,*) and by Theorem 
3.1 (3.7) possesses a unique solution x(t) E D(A,) a.e. t > 0 for x(0) E I)(A,). 
The rest of the results in the corollary are easily verified by following the 
calculations at the beginning of Section 3. 
Corollary 3.1 states the desired feedback synthesis. Unfortunately, to 
obtain this synthesis we have been forced to assume R(B,) is closed. While 
this assumption is valid in some natural cases, e.g., (i) when B has a bounded 
inverse on R(B), (ii) the case when the control space H, is finite-dimensional, 
it would be desirable to know if this assumption on R(B,) could be eliminated. 
4. THE BOUNDARY CONTROL PROBLEM 
For the boundary control problem we set B1 = 0 in (1.1) and (1.2). As in 
the distributed control problem we prefer to work with the state space F as 
opposed to the state space E so we will consider the extended boundary control 
system given by 
Le.(t) = A+(t), 
u(t) = x(t) - Bf,(t). 
(4.1) 
Here again A, is the extension of A defined in Section 2. 
We again pose the problem of finding a control fs(t) = g.Jx(t)) satisfying 
(1.3b) so that (4.1) retains the property of exponential asymptotic stability on 
the space F and is suboptimal in the sense that the control reduces the cost 
for the cost functional given by (1.4b). We denote by B* the adjoint of B on E. 
In this manner we see that MS in (1.3b) is given by MS = R(B*). 
Unlike the distributed control we cannot immediately derive our feedback 
control by considering the Liapunov functional V(x(t)) = I/ z(t)li”, . It turns 
out that we must make the following simplifying assumption. 
ASSUMPTION 3. Assume A is symmetric on E, --A-l E S(E, E), and 
-A-l is positive definite hermitian. 
This assumption will in applications essentially restrict us to considering 
boundary control problems of parabolic nature. This is unfortunate but it 
seems necessary from the viewpoint of deriving our control from v(x(t)). 
Also, let us note that by the uniqueness result of Lemma 2.1 it follows that 
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P = --A-l/2 for the class of problems we are considering. Because of this 
choice of P we can state the following. 
LEMMA 4.1. For x E E, y  E D(A,) we have -2(A,y, x)~ = (y, z)~ . 
Proof. Let us note that by the definition of F and choice P = --A-l/2 the 
lemma is immediately true for y  E D(A). For y  E D(A,) we have A,y E F. 
Since E is dense in F there exists {wn} C E so that w, --+ A,y in F. Setting 
yn = A-lw ?l, we see {y,} C D(A) and Ayn + A,y in F as n + co. {Ay%} is 
Cauchy in F, and by the inequality 
II Am - AY,Z lb = 4 II A”‘(Y, - Y~)IIE 2 c II in - ynz HE 
we see yn is Cauchy in E. So yn + p in E as n * co. This implies yn -+ p in F 
as n -+ co. Combining this with the facts that A,y, -+ A,y in F as n+ cc 
and that A, is closed (by the Hille-Yosida-Phillips theorem) yieldsp E D(A,), 
A,y = Alp, and hence y  =p. So yn -fy in E and A,y, + A,y in F as 
n --f co. Since -2(Ayn , z)~ = (yn , z)~ we see that the assertion of the lemma 
follows by taking limits as n -+ co. 
Now let us choose our Liapunov function V(x(t)) = 11 ~(t)jl; and assume 
for the present that fs(t) is such that there exists a unique continuous function 
x(t): [0, co) +F with v(t) = x(t) - Bf,(t) in D(A,) for t > 0 and satisfying 
(4.1) for almost all t 3 0. A simple computation shows 
~u(m = - II 4tNi + 2(x(0, BfS(% - II Bf&)lk 
+ WkW Bfs(tNF 
(4.2) 
where we have employed Lemma 2.2. Now using Lemma 4.1 on the last 
term of (4.2) we see that 
@(t)) = - II x(t)lli + (B”W,f&NE. (4.3) 
Now integrating both sides of (4.3) and using the same reasoning as we did in 
Section 3, we see that our suboptimal feedback control will be given by 
B*x(t) 
fs*(t) = - Ij B*x(t)ll+ ’ 
Clearly fs*(t) satisfies (1.3b) and from (4.3) we see that 
II 4t)llF < ePt II ~MF, 
(4.4) 
so exponential asymptotic stability is preserved. Again, since 
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we see (4.3) provides the estimate 
J(xt fs*) = /(x, 0) - Jorn II B*x(t)l/%, dt. (4.5) 
We have therefore synthesized a feedback control law given by (4.4) which 
preserves exponential asymptotic stability in F and reduces the cost by an 
amount 
s m II B*4t)ll%, dt. 0 
Again, by similar reasoning as used in Section 3, the control given by (4.4) is 
only suboptimal. 
In doing the above analysis we once again have made the basic implicit 
assumption that fs(t) was chosen so that solutions existed and were unique 
for our control system (4.1). Since the synthesized control system is given by 
z?(t) = A,v(t) 
BB*x(t) 
(4.6) 
w = w + 1) B*X(t)ljHs 
it is not at all clear that a unique solution will exist for this equation. However, 
using the nonlinear semigroup theory of Section 2.2 we will once again be 
able to obtain the following 
THEOREM 4.1. Dejine the multivalued function 
BB*X 
‘3x = 11 B*x[l,, ’ 
x E E\N(B*) 
= {P E R(B); I(p, & I < II B*z ll~~for all z E El, x E N(B*). 
Then for x(O) E D(A,(I + A3)) C E 
it(t) = Alp(t), v(t) E (I+ 4) 44 
has a unique solution x(t) a.e. t 3 0, x(t) E D&4,(1 + AJ). Furthermore, x(t) 
satisfies the d$erentiaZ equation g(t) = (A,(1 + AJ)O x(t) a.e. t 2 0. 
Proof. Let us first note that for x1 , x2 E D(A,(I + As)) C E we have via 
Lemma 4.1 
(A,(1 + &) XI - &(I + As) x2 > x1 - x2)F 
=- Q ((I+ 4 Xl - (I+ 4) x2 9 Xl - x2) < 0. 
Thus A,(1 + As) is dissipative. 
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To show maximality let us consider the equation 
--A,(z+A,)+A,x+x=y (4.7) 
for y E F. Clearly --A,(Z + AJ + A, is monotone and --A,(Z + As) + As 
will be maximal monotone on F if (4.7) has a solution x EF. Performing the 
factorization 
(1 - A,) (I+ 4) x = y, 
we see since A, is maximal dissipative on F and A, is maximal monotone on E 
(Lemma 3.1) that Minty’s theorem [7] implies 
x = (I + A&l (I - A,)-’ y. 
Again, using Minty’s theorem we see A,(Z + As) - A, is maximal dissipative 
and, by Theorem 2.2, A,(Z + As) is maximal dissipative. Finally, the assertion 
of the theorem follows from Theorem 2.1. 
It is clear that A,x coincides with the singular term of (4.6) at the non- 
exceptional points E\N(B*). What we once again have done is prescribe 
a setvalued definition to the singular term at the exceptional points N(B*). 
Again we note, however, that we have not synthesized the controlf,(t) as a 
function of x(i) for x(t) E N(B*). To do this we will need to know that 
A,x E R(B) for x E N(B*). Since all we know in general is that A,x E @B) 
we will have to make an assumption similar to Corollary 3.1. This yields 
COROLLARY 4.1. Assume R(B) is closed. The feedback control system given 
bY 
Z?(t) = A,v(t) 
44 E 44 - Ws*W 
-B*x(t) 
fs*w = 11 B*X(t)llHS ’ 
x(f) E E\N(B*) 
= {h E Hs: II Proj h on R(B*)IIH, < l}, x(t) E N(B*) 
possesses a unique solution x(t) E D(A,(I + AS)) a.e. 
t > 0 for x(0) E D(A,(I + AJ). 
The system is exponentially asymptotically stable in F and the cost functional 
satisjes the equality 
Furthermore, fs*(t) satisfies (1.3b) where MS = R(B). 
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Proof. The proof is similar to the proof of Corollary 3.1 and is omitted. 
Corollary 4.1 states the desired feedback synthesis. In this case it is not a 
great loss of generality to assume R(B) closed. This is because in most 
natural applications H, is finite-dimensional and R(B) will hence be closed. 
5. EXAMPLES 
H,(Q) denote the standard Sobolev spaces (cf. [9, lo]. 
EXAMPLE 1. Consider the boundary control system given by 
au a2u 
iTt=p O<(<l 
5 = 1. 
In this problem E =L,(O, I), Hs = RI, u = iJ2/af2, D(o) = H,(O, l), 
Bs = [:I, 
ru = for u E D(T) C D(a), 
D(A) = {u E H,(O, 1); TU = O> and Au = a2u/ap for u in D(A). It is easy 
to see that A is selfadjoint on E and by separation of variables we can see 
that A is the infinitesimal generator of a C, semigroup T(t) on E, 
II wb%,E) G Me--wt7 
M > 0, w > 0, and A-l E mY(E, E). 
It is also easy to see that in this problem F = H-,(0, l), By = -y/k for 
j E R’, B*w = - l/k j; v(t) d5 f  or ZI E E, and uBy = 0 for y  E RI. Also 
since D(B) is A1 R(B) is closed and Assumptions l-3 and the closedness 
assumption of Corollary 4.1 are satisfied. It thus follows from Corollary 4.1 
that our suboptimal feedback control is given by 
f *(t> = %n Jo1 u(E, t> dt, I1 ~(6, t) 45 # 0 
0 
= (h E RI; j h j ,( 11, 
I 
’ u(t, t) df = 0. 
0 
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EXAMPLE 2. Consider the boundu~y control system given by 
au a% 
t - a.$2 ' 0<5<1, 
u = 0, t =o, 
u =f(t), 6 = 1. 
In this problem E =L,(O, l), Hs = RI, (T = a2/aP, D(a) 
Bs = [;I, 
Tu= ulc=o 
( 1 u IC=l 
for u E D(T) C D(u). 
H,(O, 11, 
D(A) = {u E H,(O, 1); TU = 0) = H,(O, I) n &r(O, 1) and Au = ~2u/~~ for 
u in D(A). 
It is easy to see that A is self-adjoint on E and the infinitesimal generator 
of a C, semigroup T(t) on E, 
II T(~)II~(E,E) < Me+, 
M > 0, w >o, and A-l E c2’( E, E). 
Also for this problem F = H-,(0, I), By = & for y  E R1, B*v = $ &I(.$) dt 
for v  E E, and aBy = 0 for y  E R1. Also, since O(B) is RlR(B) is closed and 
Assumptions l-3 and the closedness assumption of Corollary 4.1 are satisfied. 
It follows from Corollary 4.1 that our suboptimal control is given by 
= {h E R1; 1 h I < lj, 
s ,: 5u(5,t) d5 = 0. 
EXAMPLE 3. Consider the distributed control system given by 
+u+/(t) on 52, 
u=o on asz. 
where Q is a bounded spatial domain in Rn with sufficiently smooth 
boundary %Q. 
In this problem E = L,(Q). We let A = d where D(A) = H,(Q) n fil(Q). 
In this case it is obvious that A is the infinitesimal generator of a Co semi- 
group T(t), 
II T(tkm,E) < Meewtj M>O, u>O. 
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Also since A is self-adjoint we see P = -+A-l and F = H-,(Q). Letting 
our control space H, be chosen as F we see that B E 9(F, F) is given by I 
(the identity) and B* = I. Since B is invertible R(B) is closed and Theorem 
3.1 implies that our feedback control is given by 
Actually, we can give further results for this system. Defining A, to be 
the extension of d as defined in Section 2, we know u(t) E D(A,) (the solution 
of the extended control problem given in Theorem 3.1) satisfies (3.2). 
Letting h be such that 11 u IIE 3 h 11 u IIF, we see from (3.2) that there is a 
number t, so that for u(0) E D(A,), u(0) # 0, 
44 6 w4), u(t) f 0, 0 e t < t, ) 
u(t) = 0, t 2 t, , 
and 
0 < t, < 2Wfi((h2/2) II q)llF + 1). 
6. ADDITIONAL REMARKS 
We note that problems of the type considered here have also been studied 
within the context of the theory of variational inequalities [9], [lo]. Specifi- 
cally, we refer the reader to Chapters 1 and 2 of [9] where control problems 
of a nature similar to Examples l-3 are studied. 
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