A statistical test of relative similarity is introduced: given independent samples from a target distribution and two candidate distributions, the test determines whether one of the candidate distributions is significantly more similar to the target than the other. The maximum mean discrepancy (MMD) is used as the metric for ranking relative similarity of the distributions, and a powerful, low-variance test is derived based on the joint asymptotic distribution of the MMDs between each target-candidate pair. The purpose of the test is to compare generative models, and to determine which of two models generates samples that are significantly closer to a real-world reference dataset of interest.
BACKGROUND MATERIAL
The theoretical underpinning of our proposed method is based on the Maximum Mean Discrepancy (MMD) Gretton et al. (2006; 2012) . The statistical test T (X, Y ) based on the MMD test statistic is used to distinguish between the null hypothesis H 0 : P x = P y and the alternative H 1 : P x = P y . In this section, we review the theory of the MMD. Definition 1. (Gretton et al., 2012, Definition 2: Maximum Mean Discrepancy (MMD) ) Let F be a class of functions f : X → R and let x and y be random variables defined on a topological space X , with respective Borel probability measures P x and P y . Given observations X m := {x 1 , ..., x m } and Y n := {y 1 , ..., y n } independently and identically distributed (i.i.d.) from P x and P y respectively. Then the population maximum mean discrepancy − MMD − is defined as
Let F be an RKHS, with the continuous feature mapping ϕ(x) ∈ F from each x ∈ X , such that the inner product between the features is given by the kernel function
The asymptotic distribution of the MMD is given by the following, Theorem 1. (Gretton et al., 2012, Lemma 6 & Corollary 16 :
An unbiased empirical estimate of is a sum of MMD 2 (F , P x , P y ) two U-statistics and a sample average,
) converges uniformly at rate 1/ √ m.
Our problem setting is to determine with high significance whether a target distribution is closer to one candidate distribution or an other based on two empirical estimates of the MMD and their variances. In the next section, we develop the joint asymptotic distribution of two dependent MMD statistics. We demonstrate how this joint distribution can be empirically estimated, and use the resulting parametric form to construct a computationally efficient and powerful hypothesis test.
JOINT ASYMPTOTIC DISTRIBUTION OF MMD AND TEST STATISTIC
In this section, we consider two MMD estimates MMD 2 u (F , X m , Y n ) and MMD 2 u (F , X m , Z r ). We first derive the joint asymptotic distribution of these two metrics and use this to construct a statistical test. Theorem 2. We assume that P x = P y , P x = P z and E(k(
The variance of MMD 2 u (F , X m , Y n ) is as in Equation (6). Therefore, we substitute the kernel MMD definition from Equation (3), expand the terms in the expectation, and determine their empirical estimates in order to compute these variances in practice. The covariance term is similarly constructed from σ XY XZ = E{MMD σ XY XZ can be computed in quadratic time.
Based on the empirical distribution from Equation (7), we can now describe a statistical test to solve the following problem:
