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CLOSED COMPLETE SPECIAL AFFINE MANIFOLDS CANNOT
HAVE ANOSOV HOLONOMY
SUHYOUNG CHOI
ABSTRACT. The conjecture of Auslander is that a closed complete affine
manifold must have a virtually solvable fundamental group. We present
some supporting evidence. We will show that a closed manifold with a
complete special affine structure cannot have partially hyperbolic linear
holonomy nor can it have a P-Anosov linear holonomy for any para-
bolic subgroup P of SL±(n,R), provided the Zariski closure of the linear
holonomy is reductive. The principal tools are Gromov’s theory of hy-
perbolic metric spaces, coarse geometry, the spectrum theory of linear
groups by Benoist, and the Anosov representation theory.
1. INTRODUCTION
Let Aff(An) denote the group of affine transformations of an affine space
An whose elements are of form:
x 7→ Ax+v
for a vector v ∈Rn and A ∈ GL(n,R). LetL : Aff(An)→ GL(n,R) denote
the map sending the affine transformations to their linear parts.
We will be considering when M has a complete affine structure; that is,
M is of formAn/Γwhere Γ acts properly discontinuously and freely onAn.
Let dM denote the path metric from a Riemannian metric on M. We let dM
also denote the path metric on M˜ induced from it. SinceAn is identical with
M˜ under the developing map, An has a Γ-equivariant Riemannian metric
dAn giving us a Riemannian metric dM on An/Γ= M. Hence, dM = dAn in
this article. Let dE denote a chosen standard Euclidean metric of An fixed
for this paper.
Let UM denote the space of direction vectors on M, i.e., the space of
elements of form (x,~v) for x ∈M and a unit vector~v ∈ TxM−{O} with the
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projection piM : UM→M. Let UM˜ denote the space of direction vectors on
M˜ covering UM with the deck transformation group pi1(M). Let p˜iM : UM˜→
M˜ denote the projection. Let dUM denote the path-metric on UM obtained
from the natural Riemannian metric on the unit tangent bundle UM of M
obtained from the Riemannian metric of M as a sphere bundle. We will also
use dUM to denote the induced path-metric on UM˜.
A complete isometric geodesic in M˜ is a geodesic that is an isometry of
R into M˜ equipped with M. Some but not all Riemannian geodesics are
isometries. A complete isometric geodesic in M is a geodesic that lifts to
a complete isometric geodesic in M˜. A ray in M˜ is an isometric geodesic
defined on [0,∞).
We consider the subspace of UM where complete isometric geodesics
pass. We denote this subspace by UCM, and call it the complete isometric
geodesic unit-tangent bundle (CGUT-bundle). The inverse image in UM˜
is a closed set denoted by UCM˜. Since a limit of a sequence of isometric
geodesics is an isometric geodesic, UCM is compact and UCM˜ is closed
and locally compact. However, piM(UCM) may be a proper subset of M for
the projection piM : UM→M, and p˜iM(UCM˜) may be one of M˜.
Let ρ : pi1(M)→ GL(n,R) be a homomorphism. There is an action of
pi1(M) on UCM˜×Rn given by
γ · (x,~v) = (γ(x),ρ(γ)(~v)) for x ∈ UCM˜,~v ∈ Rn.
Let Rnρ denote the bundle over UCM given by taking the quotient UCM˜×
Rn by pi1(M). Let ||·||Rnρ denote the fiberwise quadratic norm onRnρ obtained
using partition of unity for example.
Recall that there is a geodesic flow φ on UM restricting to one on UCM,
again denoted by φ . This lifts to a flow denoted by φ of UCM˜. Hence, there
is a flow Φ on UCM˜×Rn again descending to a flow to be denoted by Φ
on Rnρ .
Definition 1.1 (Partial hyperbolicity). Suppose that M is a closed Riemann-
ian manifold. A representation ρ : pi1(M)→ GL(n,R) is partially hyper-
bolic in a bundle sense if the following hold for a Riemannian metric on
M:
(i) There exist nontrivial C0-subbundles V+,V0, and V− in Rnρ with
fibers
V+(x),V0(x),V−(x)⊂ V(x)
for the fiber V(x) of V over each point x of UCM invariant under
the flow Φt of V over the geodesic flow φt of UCM.
(ii) V+(x),V0(x) and V−(x) for each x ∈ UCM are independent sub-
spaces, and their sum equals V(x).
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(iii) For any fiberwise metric on Rnρ over UCM, the lifted action of DΦt
on V+ (resp. V−) is dilating (resp. contracting). That is for coeffi-
cients A > 0,a > 0, A′ > 0,a′ > 0:
(a) ||DΦ−t(v)||Rnρ ,φ−t(m) ≤ Aexp(−at) ||v||Rnρ ,m for v ∈ V+(m) as
t→ ∞.
(b) ||DΦt(v)||Rnρ ,φt(m) ≤ Aexp(−at) ||v||Rnρ ,m for v ∈V−(m)) as t→
∞.
(c) (A dominance property)
(1)
||DΦt(w)||Rnρ ,φt(m)
||DΦt(v)||Rnρ ,φt(m)
≤ A′ exp(−a′t)
||w||Rnρ ,m
||v||Rnρ ,m
for v ∈ V+(m),w ∈ V0(m) as t→ ∞,
or for v ∈ V0(m),w ∈ V−(m) as t→ ∞.
We require additionally that dimV+ = dimV− ≥ 1. Here dimV+ is the
partial hyperbolicity index of ρ for the associated bundle decomposition
V+,V0,V− where dimV+ is maximal and dimV+ = dimV− < n/2, so that
dimV0 ≥ 1. Furthermore, V0 is said to be the neutral subbundle of V. (See
Definition 1.5 of [17] or [10].)
The definition does depend on the Riemannian metric. However, if pi1(M)
is word hyperbolic, then we can replace UCM˜ by a Gromov flow space
which depends only on pi1(M). (See Mineyev [40].)
Theorem 1.2 (Choi-Kapovich). Let M be a closed complete special affine
n-manifold for n ≥ 3. Then the linear part ρ of an affine holonomy homo-
morphism ρ ′ is not a partially hyperbolic representation in a bundle sense
for any Riemannian metric on M.
The idea for proof is to exploit the incompatibility of the contraction
properties of geodesic flows along the stable leaves and the affine holonomy
group that must expand in some directions always.
The following includes the case when ρ is strongly irreducible, i.e., ρ
restricted to every finite-index subgroup is irreducible. (See Section 3.10 of
[12].)
Corollary 1.3 (Choi-Danciger-Kapovich-Stecker). Let M be a closed com-
plete special affine n-manifold with a fundamental group pi1(M) and n≥ 3.
Let ρ : pi1(M)→ SL±(n,R) is a linear part of an affine holonomy homo-
morphism ρ ′. Suppose that the image of ρ has a reductive Zariski closure.
Then the linear part of the holonomy homomorphism ρ is not P-Anosov for
any parabolic group P of SL±(n,R).
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We conjecture that we can drop the reductiveness here. For closed flat
complete pseudo-Riemannian or special symplectic affine manifolds, we
do not need the semisimplicity.
Corollary 1.4 (Choi-Kapovich). Let M be a closed complete special affine
n-manifold with n ≥ 3 and a fundamental group pi1(M) with linear holo-
nomy in SO(k,n−k) for each integer k, 0≤ k≤ n, or SP(m,R) for n= 2m.
Then the linear part of the holonomy homomorphism ρ is not P-Anosov for
any parabolic group P of SL±(n,R).
The above results are clearly true for n= 1,2 by Benzecri [7] since affine
2-manifolds must have Euler characteristic 0. The Auslander conjecture is
proved for closed complete affine manifolds of dimension ≤ 3 by Fried-
Goldman [21], for ones with linear holonomy groups in the Lorentz group
by Goldman-Kamishima [24], and for ones of dimension ≤ 6 by Abels-
Margulis-Soifer [2], [3], [4], and [1]. In particular, they showed that the
linear holonomy is not Zariski dense in SO(k,n− k) for (n− k)− k ≥ 2 in
[4]. Also, there is really interesting work by Bucher-Connell-Lafont [13]
showing that the simplicial norm of a closed complete affine manifold is
zero if there is a translation inside the affine holonomy group.
The existence of properly discontinuous affine action on Rn for large
classes of groups including all cubulated hyperbolic groups were given by
Danciger, Kassel, and Gueritaud [18] where n is somewhat large compare
to the virtual cohomological dimension vcd(G) of the properly acting affine
group G.
Also, there are various recent results on properly discontinuous actions
of affine groups by Danciger-Zhang [19] and Canary-Tsouvalas [14] and
Tsouvalas [45] giving us various obstructions to the existences of proper
affine representations with Anosov linear parts. We showed n > vcd(G) in
this article. Hopefully, there are better lower bounds on n by vcd(G) by
generalizing these theories.
It is well-known that some discrete representations of the surface group
giving us infinite ends of hyperbolic 3-manifolds as quotients of the hy-
perbolic spaces are non-Anosov representations. The discreteness is not
enough to imply an Anosov condition.
We cannot generalize the theorem to non-reductive Zariski closure cases.
In these cases, the linear holonomy of the affine manifolds normalizes non-
trivial unipotent radicals. Perhaps, this can be the direction for further re-
search.
1.1. Outline. In Section 2, we will introduce affine structures, some ba-
sic facts on δ -hyperbolic metric spaces. Suppose that pi1(M) is word-
hyperbolic. Then M˜ has a Gromov hyperbolic Riemannian metric by the
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Svarc-Milnor theorem. First, we show that each affine subspace is uni-
formly properly embedded when M˜ is a complete affine space. We discuss
about the ideal boundary of M˜, identifiable with the Gromov boundary, and
about the complete isometric geodesics in M˜. We relate the space of com-
plete isometric geodesics with the Gromov-Mineyev flow space. Finally, we
show that the set of complete isometric geodesics in M˜ ending at a common
point of the ideal boundary ∂∞M˜ is C-dense in M˜ for some C > 0.
We prove Theorem 1.2 in Sections 3 and 4: We suppose that we have a
partially hyperbolic linear representation for contradiction.
In Section 3, we will define an affine bundle associated with a closed
complete special affine manifold M. In Theorem 3.1, we will modify the
developing section of UCM so that each complete isometric geodesic in M
develops inside an affine space in the neutral directions. The modification
follows from the idea of Goldman-Labourie-Margulis [25].
In Section 4, we will prove Proposition 4.1 that there are at least two
distinct stable affine subspaces where geodesics ending at a point of ∂∞M˜
go under the modified developing map using the coarse geometry idea of
Section 5. However, Proposition 4.3 will show that every geodesic goes to
a single stable affine subspace under the modified developing map, using
the affine geometry and the partially hyperbolic flow property. This contra-
diction proves Theorem 1.2.
In Section 5, we will prove that M˜ cannot be in a bounded neighborhood
of an affine subspace of strictly lower dimension using the coarse geometry.
The uniform contractibility of affine subspaces in M˜ will be used.
In Section 6, we provide the review of the definition of the P-Anosov
property of Guichard-Wienhard [30]. However, we will use the approachs
of Kapovich-Leeb-Porti [33] and Bochi-Potrie-Sambarino [9] using singu-
lar values of the linear holonomy group. We give various associated defini-
tions.
In Section 7, we have the main arguments. In Section 7.1, we will relate
the partial hyperbolic property in the singular value sense with that of the
bundle sense. In Section 7.2, we will show that if the linear part of holo-
nomy representation of a complete affine manifold is P-Anosov, then it is
partially hyperbolic. This involves the fact that 1 has to be an eigenvalue of
each element of the linear holonomy groups of complete affine manifolds
and relating it to singular values using the clever ideas of Danciger and
Stecker using the spectrum theory of Benoist and the work of Potrie-Kassel
[36]. This will prove Corollaries 1.3 and 1.4.
1.2. Acknowledgments. We thank Michael Kapovich with various help
with geometric group theory and coarse geometry. This article began with
some discussions with Michael Kapovich during the conference honoring
5
the 60th birthday of William Goldman at the University of Maryland, Col-
lege Park, in 2016. We thank Jeffrey Danciger and Florian Stecker for help
with P-Anosov properties which yielded the main corollary of the paper.
We also thank Herbert Abels, Virginie Charette, Todd Drumm, William
Goldman, Franc¸ois Gue´ritaud, and Andre´s Sambarino for various discus-
sions helpful for this paper. We also thank KIAS, Seoul, where some of this
work was done during the summer of 2018 when Kapovich visited.
2. PRELIMINARY
2.1. Convergences of geodesics. We say that a sequence of rays (resp.
complete isometric geodesics) li converges to a ray (resp. complete geo-
desic) l if li(t)→ l(t) for each t ∈ [0,∞) (resp. t ∈ R).
By the Arzela`-Ascoli theorem and the properness of M˜, any sequence of
rays (resp. complete isometric geodesics) converges to a ray (resp. com-
plete isometric geodesic) if the sequence of the pairs of their 0-points and
directions at the 0-points converges in UM˜. (See Section 11.11 of [20].)
2.2. (G,X)-structures and affine manifolds. Let G be a Lie group acting
transitively faithfully on a space X . Let M be a manifold of dimension n.
We assume n ≥ 3 in this article. A (G,X)-structure is a maximal atlas of
charts so that transition maps are in G. This is equivalent to M having a pair
(dev,h) where
• h : pi1(M)→ G is a homomorphism called a holonomy homomor-
phism.
• dev : M˜→ X is an immersion, called a developing map, satisfying
dev◦ γ = h(γ)◦dev
for each deck transformation γ ∈ pi1(M).
We recall the way to see this from a bundle sense: Construct Xh = M˜×
X/pi1(M) where the action is given by
g(x,y) = (g(x),h(g)(x)),x ∈ X ,g ∈ pi1(M).
This is a fiber bundle over M with fibers X . Xh is a bundle over M with a
flat connection induced from the product structure. There is a developing
section
s : M→ Xh given by M˜ 3 x 7→ (x,dev(x)) ∈ M˜×X .
The section is transverse to the leaves of flat connection. Conversely, a
transverse section s : M→ Xh gives us a (G,X)-structure. (See [23].)
We say that M is complete if dev : M˜→ X is a diffeomorphism. We have
a diffeomorphism M→ X/h(pi1(M)), and h(pi1(M)) acts properly discon-
tinuously and freely on X . Complete (G,X)-structures on M are classified
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by the conjugacy classes of representations pi1(M)→ G with properly dis-
continuous and free actions on X . (See Section 3.4 of [44].)
Now, we go over to the affine structures. Let An be a complete affine
space. Let Aff(An) denote the group of affine transformations ofAn whose
elements are of form:
x 7→ Ax+v
for a vector v ∈Rn and A ∈ GL(n,R). LetL : Aff(An)→ GL(n,R) denote
map sending each element of Aff(An) to its linear part in GL(n,R).
An affine n-manifold is an n-manifold with (Aff(An),An)-structure. An
affine n-manifold is special if L (Γ) ⊂ SL±(n,R). A complete affine n-
manifold is an n-manifold M of form An/Γ.
The developing map dev is a diffeomorphism if and only if the affine
n-manifold M is complete. Note that the completeness and compactness of
M have no relation for some (G,X)-structures unless G is in the isometry
group of X with a Riemannian metric. (The Hopf-Rinow lemma may fail.)
2.3. Metrics and affine subspaces. Let us recall some definitions: Let
(X ,dX),(Y,dY ) be metrics spaces. A map f : X→Y is called (L,C′)-coarse
Lipschitz if
dY ( f (x), f (x′)≤ LdX(x,x′)+C′ for all x,x′ ∈ X .
A map f¯ : Y → X is a C-coarse inverse of f for C > 0 if
dX( f¯ ◦ f , IX)≤C, and dY ( f ◦ f¯ , IY )≤C.
A map f : X → Y between metric spaces is called a quasi-isometry if it is a
coarse Lipschitz and admits a coarse Lipschitz coarse inverse map.
A metric space is proper if every metric ball has a compact closure. In
other words, dp(·) = d(p, ·) is a proper function. Clearly, a complete Rie-
mannian manifold is a proper metric space.
From Definition 8.27 of [20], we recall: A map f : X → Y between two
proper metric spaces (X ,dx) and (Y,dY ) is uniformly proper if f is coarsely
Lipschitz and there is a function ψ : R+→ R+ such that
dX -diam( f−1(BdY (y,R)))< ψ(R) for each y ∈ Y,R ∈ R+.
Equivalently, there is a proper continuous function η : R+→ R+ so that
dY ( f (x), f (y))≥ η(dX(x,y))) for all x,y ∈ X .
Here, functions satisfying the properties of ψ and η respectively are called
an upper and lower distortion functions.
Recall that M be a closed manifold covered by M˜ with metric dM to be
identified with An with a pi1(M)-invariant metric dAn . That is, dM = dAn
under the identification.
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A metric space (X ,d) is uniformly contractible if for every r > 0, there
exists a real number R(r) > 0 depending only on r so that Bdr (x) is con-
tractible in BdR(r)(x) for any x ∈ X . (See Block and Weinberger [8] and
Gromov [29].)
Proposition 2.1. Suppose that a closed manifold M is covered by An with
invariant path metric dM. Let L be an affine subspace of An with induced
path metric dL from dM. Then L with metric dL is uniformly properly em-
bedded in M˜ =An with metric dM.
Proof. The uniform contractibility for L proved in Theorem 5.2. This prop-
erty indeed gives us the upper distortion function ψ(r) = R(r). 
2.4. Gromove hyperbolic spaces. Let X be a geodesic metric space with
metric d. A geodesic triangle T is a concatenation of three geodesics
τ1,τ2,τ3 where the indices are modulo 3 ones. The thinness radius of a
geodesic triangle T is the number
δ (T ) := max
j=1,2,3
(
sup
p∈τ j
d(p,τ j+1∪ τ j+2)
)
.
A geodesic metric space X is called δ -hyperbolic in the sense of Rips if
every geodesic triangle T in X is δ -thin.
By Corollary 11.29 of [20] as proved by Section 6.3C of Gromov [28],
for geodesic metric spaces, the Gromov hyperbolicity is equivalent to the
Rips hyperbolicity. We will use these concepts interchangeably.
We will assume that pi1(M) is word-hyperbolic for our discussions below.
This is equivalent to assuming that M˜ is Gromov hyperbolic by the Svarc-
Milnor Lemma (see [39] and [43]).
Two rays ρ1 and ρ2 of X are equivalent if t 7→ d(ρ1(t),ρ2(t)) is bounded.
This condition is equivalent to the one that their Hausdorff distance under
d is bounded. Assume that X is δ -hyperbolic. X has a well-defined ideal
boundary ∂∞X as in Definition 3.78 of [20], i.e., the space of equivalence
classes of geodesic rays. (See [16] and [22].) We denote by ∂ (2)∞ X = ∂∞X×
∂∞X−∆ where ∆ is the diagonal set.
We put on M˜∪∂∞M˜ the shadow topology which is a first countable Haus-
dorff space by Lemma 11.76 of [20]. Since it is first countable, we do not
need to consider nets on the space but only sequences to understand the
continuity of the real-valued functions.
We denote by ∂GX the Gromov boundary of a δ -hyperbolic geodesic
metric space X . (See Section 11.12 of [20].) By Theorem 11.104 of [20],
there is a homeomorphism h : ∂∞X→ ∂GX given by sending the equivalence
class [ρ] of a ray ρ to the equivalence class of {ρ(n)}n∈Z+ . We will identify
these two spaces using this map.
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Let p˜i1(M) denote the Cayley graph of pi1(M). The Gromov boundary
∂GM˜ of M˜ and can be identified with the boundary of p˜i1(M) with the word
metric by Theorem 11.108 of [20] and the theorem of Svarc-Milnor [39]
and [43].
For any Gromov hyperbolic geodesic metric space X , the set of GX of
complete isometric geodesics has a metric: for g,h ∈ GX , we define the
metric dGX given by
(2) dGX(g,h) :=
∫ ∞
∞
d(g(t),h(t))2−|t|dt.
(See Gromov [28].) Let GX have this metric topology. GX is clearly locally
closed since the limit of a sequence of isometries fromR is an isometry from
R.
Lemma 2.2. Suppose that M˜ is Gromov hyperbolic. Then there is a quasi-
isometric homeomorphism F : UCM˜→ GM˜ by taking a unit vector ~u at x
to a complete isometric geodesic R→ M˜ passing x tangent to~u.
Proof. There is a map GM˜→UCM˜ given by sending the complete isomet-
ric geodesic g : R→ M˜ to (g(0),~v0) where ~v0 is the unit tangent vector at
g(0). This map is clearly one-to-one and onto. In Section III in [38], the
map GM˜ → M˜ given by g→ g(0) is shown to be quasi-isometry. Hence,
the map followed by a map lifting each g(0) to a vector in the fiber of UCM˜
over g(0) is a quasi-isometry. Clearly, for a sequence {gi} of geodesics in
M˜, if dGX(g,gi)→ 0, then (gi(0),g′i(0))→ (g(0),g′(0)) clearly since other-
wise we easily obtain a positive lower bound of the integral (2).
The inverse map UCM˜→GM˜ is also continuous by the continuity of the
exponential map and considering equations of form (2) where dX(g(t),h(t))
grows sublinearly. We can show the continuity of the integral values under
g and h by cutting off for |t|> N. 
2.5. Flow space GM˜ quasi-isometric to ∂ (2)∞ M˜×R. We assume that pi1(M)
is word-hyperbolic and denote by pˆi1(M) the Gromov-Mineyev geodesic
flow space obtained by the following proposition. For a group Γ, we let Γ˜
denote its Cayley graph. We denote ∂ (2)∞ Γ˜ := ∂∞Γ˜×∂∞Γ˜−{(t, t)|t ∈ ∂∞Γ˜}.
Theorem 2.3 (Theorem 8.3.C of Gromov [27], Theorem 60 of Mineyev
[40]). Let Γ be a finitely generated word hyperbolic group. Then there
exists a proper hyperbolic metric space Γˆ such that:
(i) Γ×R×Z/2Z acts on Γˆ.
(ii) The Γ×Z/2Z-action is isometric.
(iii) Every orbit Γ→ Γˆ is a quasi-isometry.
(iv) The R-action is free, and every orbit R→ Γˆ is a quasi-isometric
embedding. The induced map Γˆ/R→ ∂ (2)∞ Γ˜ is a homeomorphism.
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We shall say that Γˆ is the flow space of Γ. In fact, Γˆ is unique up to
a Γ×Z/2Z-equivariant quasi-isometry sending R-orbits to R-orbits. We
shall denote by φt the R-action on Γˆ and by (τ+,τ−) : Γˆ/R ∼= ∂ (2)∞ Γ˜ the
maps associating to an element of Γˆ the endpoints of its R-orbit. Gromov
and Mineyev identifies Γˆ with ∂ (2)∞ Γ×R with a certain metric, called the
Gromov metric.
Proposition 2.4. Let M be a closed acyclic manifold. Suppose that pi1(M) is
word-hyperbolic. Then there is a quasi-isometric surjective map E : GM˜→
∂ (2)∞ M˜×R whose fibers are compact. The map obtained from composing
with a projection to the first factor is a map given by taking the endpoints
of complete isometric geodesics.
Proof. Choose a basepoint x0 in M˜. For each complete isometric geodesic
g :R→ M˜, let gx0 denote the projection point on g(R) that is of the minimal
distance from x0 and let ∂+g,∂−g ∈ ∂∞M˜ denote the forward and backward
endpoints, and let t(g) ∈ R denote ±d(g(0),gx0) where we use + if g(0) is
ahead of gx0 .
We define E (g) = (∂+g,∂−g, t(g)). The surjectivity follows from Propo-
sition 2.1 of Chapter 2 of [16] since t is a proper map on each complete
isometric geodesic. The compactness of the fiber follows by Lemma 2.6.
Champetier [15] constructs the space Gp˜i1(M) from p˜i1(M) quasi-isometric
to pi1(M) following Gromov. Let x0 denote a base point of M˜. Recall
∂∞M˜ = ∂∞p˜i1(M). Let I : Gp˜i1(M)→ GM˜ be a map given by sending a
geodesic g in p˜i1(M) to a geodesic g′ in M˜ with the same endpoints in ∂∞M˜
with g(0) to a nearest point to the image of g′. The map I′ : GM˜→Gp˜i1(M)
can be defined by taking the geodesic g of M˜ to a geodesic g′ of p˜i1(M) in the
same manner with g(0) going to one of the element of pi1(M)(x0) nearest to
it. Since geodesic in p˜i1(M) is a quasi-geodesic in M˜, and every geodesic in
M˜ is uniformly bounded away from one in p˜i1(M) in the Hausdorff distance
by Theorem 11.72 of [20], GM˜ is quasi-isometric with Gp˜i1(M) by the maps
I and I′ using (2).
We define E ′ : Gp˜i1(M)→ ∂ (2)∞ p˜i1(M)×R as above. By Proposition 4.8
and (4.3) of [15], E ′ sends Gp˜i1(M) to ∂
(2)
∞ p˜i1(M)×R = ∂ (2)∞ M˜×R as a
quasi-isometric homeomorphism. Since E (g, t) and E ′ ◦ I′(g, t) are uni-
formly bounded, the result follows. 
The following shows that UCM˜ can be used as our Gromov-Mineyev
flow space up to some collapsing.
Theorem 2.5. The map E ◦F : UCM˜→ ∂ (2)M×R is a quasi-isometry so
that each complete isometric geodesic in UCM˜ goes to (t1, t2)×R for its
endpoint pair (t1, t2) ∈ ∂ (2)∞ M˜ as an isometry.
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Proof. Proposition 2.4 and Lemma 2.2 imply the result. 
2.6. The C-density of geodesics. A subset A of M˜ is C-dense in M˜ for
C > 0 if dM˜(x,A)<C for every point x ∈ M˜.
We call constant C satisfying the conclusion below the quasi-geodesic
constant.
Lemma 2.6. Let M be a closed acyclic manifold with the induced path
metric dM˜ on M˜ from a Riemannian metric of M. Suppose that pi1(M) is
word-hyperbolic. Then there exists a constant C > 0 so that for every pair
of complete isometric geodesics l1 and l2 in M˜ with same endpoints in the
Gromov boundary ∂∞M˜, every point p ∈ li, satisfies dM˜(p, l j) < C where
i, j = 1,2, i 6= j.
Proof. Since l1 and l2 are both (1,0)-quasi-geodesics, this follows from
Proposition 3.1 of Chapter 3 of [16]. 
Lemma 2.7. Given two rays m and m′ ending at p and q in ∂∞M˜. If p 6= q,
then dM(m(t),m′(t))→ ∞ as t→ ∞.
Proof. Suppose that dM(m(ti),m′(ti)) is bounded for some sequence ti with
ti→ ∞. By Theorem 1.3 of Chapter 3 of [16], dM(m(t),m′(t)) is uniformly
bounded since m′(t) follows m(t) as a quasi-geodesic. If dM(m(t),m′(t)) is
bounded, then p = q. 
Lemma 2.8. Let qi and ri be the forward and backward endpoints respec-
tively in ∂∞M˜ of a complete isometric geodesic li. Suppose that li→ l for a
complete isometric geodesic l. Suppose qi→ q and ri→ r for q,r ∈ ∂∞M˜.
Then l has endpoints q and r.
Proof. Choose a point y ∈ l and let mi be a ray from y to qi and let ni
be a ray from y to ri as obtainable by Proposition 2.1 of Chapter 2 of
[16]. We may assume without loss of generality that li(0)→ y. Let R =
max{dM(y, li(0))|i = 1,2, . . .}.
Considering the geodesic triangles with vertices li(0),qi,y and with two
edges equal to mi and a part of li from 0, we obtain a function t ′i(t) > R of
t > 0 where
(3) dM(li(t),mi(t ′i(t)))≤ 24δ for t > 0, li(t) 6∈ BdMR+24δ (y)
by the δ -hyperbolicity of M˜, and Proposition 2.2 of Chapter 2 of [16].
Let ti,0 ∈ ∂BdMR+24δ (y) is the last time when li(t) leaves the ball. Then
R ≤ t ′i(ti,0) ≤ R+ 48δ by the condition (3). Since dM(mi(t ′i(t)), li(t)) is
within 24δi, and mi is also an isometry, we obtain
(4) (t− ti,0)−R−48δ ≤ t ′i(t)≤ (t− ti,0)+R+48δ .
Moreover, 0≤ ti,0 ≤ 2R+48δ since li(0) ∈ BdMR (y).
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Now mi converges to a ray m from x to q since ∂∞M˜ has the shadow
topology. (See Section 11.11 of [20].) Hence, by taking limits of (3), we
obtain dM˜(l(t),m(t
′(t))) ≤ 24δ for t > 0, l(t) 6∈ BdMR+24δ (y), and a function
t ′(t) of t satisfying (4) with ti,0 replaced by t0,0≤ t0 ≤ 2R+48δ . Hence, l
ends at q as t→ ∞.
Similarly, we can show that l ends at r as t→−∞. 
Let X be a first countable Hausdorff space. Recall that a lower semi-
continuous function f : X→R+ is a function satisfying f (x0)≤ liminfx→x0 f (x)
for each x0 ∈ M˜. A lower semi-continuous function always achieves an in-
fimum. (See [46] for details.) Let C > 0. A function f is C-roughly contin-
uous if
| liminf
x→x0
f (x)− f (x0)| and | limsup
x→x0
f (x)− f (x0)|<C.
If f is lower semi-continuous and satisfies | limsupx→x0 f (x)− f (x0)| <C,
then it is C-continuous.
Let p be a point of the ideal boundary ∂∞M˜. Let Rp denote the union
of complete isometric geodesics in UCM˜ mapping to complete isometric
geodesics in M˜ ending at p. A geodesic of Rp is one of these geodesics in
UCM˜ or M˜. Define a function
fq : M˜→ R+ given by fq(x) := dM˜
(
x, p˜iM
(⋃
Rq
))
,x ∈ M˜.
Let q ∈ ∂∞M˜. The set of complete isometric geodesics ending at q and
passing a compact subset of M˜ is closed under the convergences. (See Sec-
tion 2.1.) There is a complete isometric geodesic l realizing fq(x) for each
x ∈ M˜. That is, for each x in M˜, there is a complete isometric embedded
geodesic l inRq where dM˜(x,y),y ∈ p˜iM(l) realizes the infimum.
Lemma 2.9. fq(x) is a lower semi-continuous function of q.
Proof. Let qi, qi ∈ ∂∞M, be a sequence converging to q. Then fqi(x) equals
dM˜(x, li) for a geodesic li ending at qi. Since li has a distance from x
bounded from above, it has a limiting geodesic l∞ up to a choice of sub-
sequences. (See Section 2.1.) Since we have li(t)→ l∞(t) for each t ∈ R,
we obtain
(5) liminf
i→∞
fqi(x) = dM˜(x, l∞).
By Lemma 2.8, l∞ ends at q. l∞ lifts to a geodesic in Rq. Since fq(x) =
dM˜(x, l) for some geodesic l ending at q, and is the infimum value for all
geodesics l′ inRq, liminfi→∞ fqi(x)≥ fq(x) by (5). 
Lemma 2.10. Let C be the quasi-geodesic constant. Let x ∈ M˜. Then fq(x)
is a C-roughly continuous function of q.
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Proof. Let l be as above realizing fq(x) which is a complete isometric geo-
desic l with an endpoint q and q′ in ∂∞M˜. We can find a complete isometric
geodesic li with endpoint qi ∈ ∂∞M˜ and q′ by Proposition 2.1 of Chapter 2
of [16] where qi→ q.
We claim that li meets a fixed compact subset of M˜: We take a point y on
l so that dM˜(x,y) < fq(x)+ 1. Then we take an isometric geodesic l
′
i from
y to qi by Proposition 2.1 of Chapter 2 of [16]. Let l′′ be a ray in l from y
to q′. By taking a subsequence, we obtain l′i → l′′′ to an isometric geodesic
l′′′ from y. Again, l′′′ ends at q by the shadow topology. Now, l′i is in a
24δ -neighborhood of l′′∪ li by Proposition 2.2 of [16].
Since q,q′ are distinct, the respective rays from y ending at q and q′ do
not have a bounded Hausdorff distance by Lemma 2.7. Let R be a large
number so that
• ∂BdM˜R (y)∩ (l′′′−N24δ (l′′)) contains a point z, and
• BdM˜ε (z) disjoint from N24δ (l′′) for sufficiently small ε , ε > 0.
For sufficiently large i, there is a sequence zi for zi ∈ l′i ∩ ∂BdM˜R (y) where
zi → z. Hence, zi 6∈ N24δ (l′′) for sufficiently large i. Then zi is in a 24δ -
neighborhood of li by the conclusion of the above paragraph. Hence, we ob-
tain dM˜(∂B
dM˜
R (y), li) ≤ 24δ and li meets B
dM˜
R+24δ+1(y) for sufficiently large
i.
Therefore, the sequence of li parameterized with li(0) ∈ BdM˜R+24δ+1(y)
converges to a complete isometric geodesic l′ with the same endpoints as l
up to a choice of a subsequence ji. Since fqi(x)≤ dM˜(li,x) and
dM˜(l ji,x)→ dM˜(l′,x)≤ dM˜(l,x)+C = fq(x)+C
by Lemma 2.6, we obtain limsupi→∞ fqi(x) ≤ fq(x)+C. Lemma 2.9 com-
pletes the proof. 
The set
⋃
q∈∂∞M˜
⋃
Rq is a closed set in UM˜ since it equals UCM˜.
Proposition 2.11. Let M be a closed acyclic manifold. Suppose that pi1(M)
is word-hyperbolic. Let p ∈ ∂∞M˜.
Then every point x of M˜ is in a bounded distance from a complete geo-
desic ofRp for a constant C,C > 0, and piM˜(Rp) is C-dense in M˜.
Proof. For each x ∈ M˜, we claim that fq(x)≤Cx for every q for a constant
Cx > 0 depending on x since ∂∞M˜ is compact: If not, we can find a sequence
qi in ∂∞M˜ so that a sequence of rays ri from x0 to qi converges to a ray r∞
from x0 to a point q∞ of ∂∞M˜ so that fqi(x)→ ∞. (See Lemma 11.77 of
[20].) We have a contradiction by Lemma 2.10 since fq∞(x) is finite.
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We define f : M˜ → R+ by f (x) = supq∈∂∞M˜ fq(x). Here, f is a lower-
semi-continuous function of x by the standard theory. (See [46].) Since
pi1(M) acts on ∂∞M˜, f is pi1(M)-invariant.
Now, f induces a lower-semi-continuous function f ′ : M→R+. Since f ′
is lower-semi-continuous, there is an minimum point x0 ∈ M˜ under f .
In other words, for x0, fq′(x0) < C′ for a constant C′ > 0 independent
of q′, q′ ∈ ∂∞M˜. Hence, fq(γ(x0)) = fγ−1(q)(x0) < C′ for any γ ∈ pi1(M).
For every point x in M˜, fq(x) ≤ fq(γ(x0)) + dM˜(x,γ(x0)) by the triangle
inequality. Since the second term can be bounded by a choice of γ , it follows
that fq(x)<C′′ for a constant C′′ > 0 for every q ∈ M˜. 
3. DECOMPOSITION OF THE VECTOR BUNDLE OVER M AND SECTIONS
OF THE AFFINE BUNDLE.
Let M be a closed complete special affine manifold with a developing
map dev : M˜→An. Let ρ ′ : pi1(M)→Aff(An) denote the associated affine
holonomy homomorphism. Let Γ denote the image. Then M is identified
withAn/Γ by the map induced by dev. We may consider this an identifica-
tion map.
There is a covering map M˜→ M inducing the covering map p : UM˜→
UM. The deck transformation group equals pi1(M).
We form Anρ ′ as the quotient space of UCM˜×An and pi1(M) acts by the
action twisted by ρ ′
γ((x,~v),y) = ((γ(x),Dγ(~v)),ρ ′(γ)(y)) for γ ∈ pi1(M)
for Dγ : UM→ UM the map induced by the differential of γ . There are a
projection Π˜An : UCM˜×An→An inducing
ΠAn : (UCM˜×An)/ρ ′(pi1(M))→An/Γ,
and another one p˜iUCM : UCM˜×An→ UCM˜ inducing
piUCM : (UCM˜×An)/ρ ′(pi1(M))→ UCM.
We define a section s˜ : UCM˜→ UCM˜×An where
(6) s˜((x,~v)) = ((x,~v),dev(x)),(x,~v) ∈ UCM˜.
Since
s˜(g(x,~v)) = (g(x,~v),ρ ′(g)◦dev(x)) for (x,~v) ∈ UCM˜,g ∈ pi1(M),
s˜ induces a section s : UCM → Anρ ′ . We call s the section induced by a
developing map. (See Goldman [23])
There is a flat connection ∇˜ on the fiber bundle UCM˜×An over UCM˜
induced from the product structure. This induces a flat connection ∇ on
Anρ ′ . Let Vφ denote the vector field on UCM along the geodesic flow φ
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of UM. The space of fiberwise vectors on UCM˜×An equals UCM˜×Rn.
Hence, the vector bundle associated with the affine bundle Anρ ′ is R
n
ρ . Let
||·||Anρ ′ denote the fiberwise metric induced from ||·||Rnρ . Now UM˜ have the
Riemannian metric dUM invariant under the action pi1(M).
• Let dfiber denote the fiberwise distance metric on UCM˜×An from
the fiberwise norm ||·||Anρ ′
• Let dAn,fiber denote the fiberwise distance metric on UCM˜×An with
the second factor given the metric dAn = dM.
Both fiberwise metrics are invariant by the pi1(M)-action twisted with ρ ′.
For a metric space (Z,dZ), a homotopy H : Z × I → Z is parallel if
dZ(H(z, t),z) ≤ C for a constant C independent of z, t. A parallel homo-
topy is of course a proper homotopy when Z has a complete metric.
Theorem 3.1. Let M be a closed complete special affine manifold. Suppose
that pi1(M) is word-hyperbolic. Suppose that M has a partially hyperbolic
linear holonomy homomorphism with respect to a Riemannian metric on M
in the bundle sense. Then there is a section s∞ homotopic to the developing
section s in the C0-topology with the following conditions:
• ∇Vφ s∞(x) is in V0(x) for each x ∈ UCM.
• dAnρ ′ (s(x),s∞(x)) is uniformly bounded for every x ∈ UCM.
• dAn(Π˜An ◦ s˜(x),Π˜An ◦ s˜∞(x)) is uniformly bounded for x ∈ UCM˜.
• Π˜An ◦ s˜∞ : UCM˜→An is properly homotopic to dev◦ p˜iM by a par-
allel homotopy for the metric dAn = dM.
• Π˜An ◦ s˜∞ : UCM˜→An is a coarse Lipchitz map with respect to dUM
and dAn .
Proof. We define as in [25]
s∞ := s+
∫ ∞
0
(DΦt)∗(∇−Vφ s)dt−
∫ ∞
0
(DΦ−t)∗(∇+Vφ s)dt.
These integrals are bounded in ||·||Rnρ since the integrands are exponentially
decreasing in the fiberwise metric at t → ∞. (See Definition 1.1.) Then it
is homotopic to s since we can replace ∞ by T,T > 0 and let T → ∞. Also
∇Vφ (s∞) ∈ V0 as in the proof of Lemma 8.4 of [25]. This proves the first
two items.
Let F denote a compact fundamental domain of UM˜. Since the image of
s˜(F)∪ s˜∞(F) is a compact subset of Anρ ′ , we obtain
dAn,fiber(s˜(x), s˜∞(x))<C′,x ∈ F ∩UCM˜ for a constant C′.
By the pi1(M)-invariance, we obtain
(7) dAn,fiber(s˜(x), s˜∞(x))<C′ for x ∈ UCM˜.
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Since
(8) dAn,fiber(s˜(x), s˜∞(x)) = dAn(Π˜An ◦ s˜(x),Π˜An ◦ s˜∞(x)),x ∈ UCM˜,
the third item follows.
Since dev is a diffeomorphism, dev ◦ p˜iM is a proper map. The above
homotopy is also a proper homotopy by (7) and (8).
The final item follows since s∞ is a continuous map: Since M˜ is a Rie-
mannian manifold, so is the sphere bundle UM˜. Each compact subset of
UCM˜ goes to a compact subset of An. We can cover a compact fundamen-
tal domain of UCM˜ by finitely many compact convex normal balls Bi in
UM˜ for i = 1, . . . , f . We define Ki := UCM˜∩Bi, i = 1, . . . , f , which needs
not be connected here. Then we obtain
(9) dAn-diam(ρ ′(g)◦ Π˜A ◦ s˜∞(Ki))≤C for each g ∈ pi1(M) and i
for C independent of i and g.
For each path γ in UM˜, Im(γ)∩UCM˜ can be covered by finitely many
subsets. Let L be the dUM-length of γ . We can break the path into paths
γi, i = 1, . . . ,L/δ of length smaller than the Lebesgue number δ > 0. Now,
Π˜An ◦ s˜∞ ◦ γi goes into a path in An homotopic to a path whose length is
bounded above by C. Hence, the image of γ is contained in a path homo-
topic to a union of paths whose lengths are bounded above by C. Applying
these, we obtain that the map is coarsely Lipschitz with constant C/δ . 
At each point of x of UCM˜, there are vector subspaces to be denoted by
V+(x),V0(x), andV−(x) respectively corresponding toV+(p(x)),V0(p(x)),
and V−(p(x)) under the covering UCM˜×Rn→ Rnρ . Since these are paral-
lel under ∇˜, they are invariant under the geodesic flow Φ on UCM˜ lifting
φ .
Let s˜∞ : UCM˜→An be a continuous lift of s∞. An affine subspace par-
allel to V0(x,~v) at s˜∞(x,~v) is said to be a neutral subspace of (x,~v).
The first item of Theorem 3.1 implies:
Corollary 3.2. Π˜An ◦ s˜∞ restricted to each ray φt(y), t ≥ 0, on UCM˜ lies on
a neutral affine subspace parallel to V0(φt(y)) independent of t.
From now on,
ly := {φt(y)|t ≥ 0} for y ∈ UCM˜
will denote a ray starting from y in UCM˜. The image Π˜An ◦ s˜∞(ly) is in a
neutral affine subspace of dimension equal to dimV0 by Corollary 3.2. We
denote it by A0y or A
0
ly .
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Since dev = Π˜An ◦ s˜, and dev ◦ γ = ρ ′(γ) ◦dev for γ ∈ pi1(M), we have
by a proper equivariant homotopy
(10) Π˜An ◦ s˜∞ ◦ γ = ρ ′(γ)◦ Π˜An ◦ s˜∞ for γ ∈ pi1(M).
By (10), we obtain
(11) ρ ′(γ)(A0ly) = ρ
′(γ)(A0y) = A
0
γ(y) = ρ
′(γ)(A0ly) = A
0
γ(lz)
by Corollary 3.2 and the definition of A0y .
Thus, γ acts on A0y for a point y of a geodesic in UCM˜ where γ acts on.
In particular, if a deck transformation γ acts on ly, then it acts on Aoy .
We will use the Haudorff distances dH on the spaces of subspaces of An
embedded as an open subspace of a projective n-space RPn with Fubini-
Study metric d on RPn
Finally, since s∞ is continuous, the C0-decomposition implies that x 7→A0x
is a continuous function. Hence, in the Hausdorff metric sense, we obtain
(12) A0zi → A0z if zi→ z ∈ UCM˜.
Denote by V+,y the vector subspace parallel to the lift of V+ at y. Simi-
larly, the C0-decomposition property also implies
(13) V±,zi →V±,z
if zi→ z ∈ UCM˜.
4. GEOMETRIC CONVERGENCES
We will denote for any p ∈ UM˜ as follows:
• A0±p the affine subspace containing A0p and all other points in direc-
tions of V±(p) from points of A0p. We will call A0+p an unstable
affine subspace and A0−p the stable affine subspace.
• A±p the affine subspace containing s∞(p) and all other points in di-
rections of V±(p) from it.
Let p ∈ ∂∞M˜ be a point of the boundary of M˜. We definedRp as the set
{~u ∈ UCM˜|~u is tangent to a complete isometric geodesic ending at p}.
For any z ∈Rp, the affine subspace A0φt(z) contains lz and V±(φt(z)) is inde-
pendent of t since they are parallel under the flat connection. Now we begin
the proof of Theorem 1.2.
Proposition 4.1. Let y be a point of Rp on a complete isometric geodesic
ending at p where a deck transformation γ acts on. Then there exists a ele-
ment z ∈Rp so that Π˜An ◦ s∞(y) and Π˜An ◦ s∞(z) respectively lie in distinct
subspaces A0−y ,A0−z , A0−y 6= A0−z .
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FIGURE 1. The proof of Theorem 1.2
Proof. For the proof, we will use the coarse geometry. We can consider dev
an isometry of dM˜ to dAn . We identify M˜ with A
n by dev. So dev is the
identity for this proof. Recalling piUM˜ = Π˜An ◦ s, we obtain that Π˜An ◦ s :
UM˜→ An is a proper map. The image Π˜An ◦ s(Rp) = piUM˜(Rp) in M˜ is
C-dense by Proposition 2.11 for C > 0.
Suppose that the conclusion of the proposition does not hold. Then we
have Π˜An ◦ s∞(z) ∈ A0−y for every z ∈Rp.
The restricted path metric on A0−y from dAn is denoted dA0−y . Let Xp de-
note piM˜(Rp). We first show that Xp and A0−y with dA0−y are quasi-isometric
—(*):
(I) We will prove quasi-isometric inequality (16) first: By Theorem 3.1,
Π˜An ◦ s∞ on UCM˜ is a proper map and is coarsely Lipschitz with respect
to dUM and the path metric on A0−y induced from the Riemannian metric of
dAn restricted to A0−y . We cover Xp by connected normal balls Ki, i ∈ I, of
diameter ≤ R for a constant R in UM˜. The image
K′i := Π˜An ◦ s∞(Ki∩UCM˜)
is a compact subset of A0−y . The dA0−y -diameter of K
′
i is also bounded above
a uniform constant R′. This implies that Π˜An ◦ s∞ is coarsely Lipschitz with
respect to dUM and dA0−y using an argument in the proof of Theorem 3.1.
• We define a map F ′1 : Xp→An given by taking an inverse image of
x in Xp inRp and sending it by Π˜An ◦ s∞.
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• We define F ′0 : Xp → An given by taking an inverse image of x in
Xp in Rp and sending it by Π˜An ◦ s = piM˜. Of course, F ′0 is just an
inclusion map.
• F ′0 and F ′1 are properly homotopic by Theorem 3.1 where F ′1 has the
image in A0−y .
Hence, there is some constant C,D so that
(14) dA0−y (F
′
1(x
′),F ′1(y
′))≤CdAn(x′,y′)+D, for every pair x′,y′ ∈ Xp.
We also have dAn(F ′1(x
′),F ′1(y
′))≤ dA0−y (F ′1(x′),F ′1(y′)) since dA0−y is a path
metric restricted to the subspace.
We may assume that dAn(z′,F ′1(z
′)) ≤ C′ for z′ ∈ Xp by Theorem 3.1.
Hence, by the triangle inequality
(15) dAn(x′,y′)≤ dAn(F ′1(x′),F ′1(y′))+dAn(F ′1(x′),x′)+dAn(F ′1(y′),y′)
≤ dAn(F ′1(x′),F ′1(y′))+2C′ ≤ dA0−y (F
′
1(x
′),F ′1(y
′))+2C′,x′,y′ ∈ Xp
We conclude (I) by (14) and (15):
(16)
dAn(x′,y′)−2C′≤ dA0−y (F
′
1(x
′),F ′1(y
′))≤CdAn(x′,y′)+D for every pair x′,y′ ∈Xp.
(II) We will show that F ′1(Xp) is C-dense in A
0−
y for some constant C: For
every point z ∈ A0−y , we have z′′ in Xp with
dAn(z,z′′)<C′′ for z′′ = piUM˜(z
′) = Π˜An ◦ s(z′)
for a constant C′′ > 0 indepent of z by Proposition 2.11, and hence,
dAn(z,Π˜An ◦ s∞(z′))<C′′+C′′′
by Theorem 3.1. The dAn-diameter of Π˜An ◦ s∞(UpM˜ ∩UCM˜) for each
fiber UpM˜ of UM˜ is bounded above by a uniform constant D by Theorem
3.1. Hence, for every point of z of A0−y
dAn(z,F ′1(Xp))<C
′′+C′′′+D,
and by Proposition 2.1,
dA0−y (z,F
′
1(Xp))<C
(iv)
for a constant C(iv) > 0 independent of z using the upper distortion function.
This concludes (II).
By this and (16), we deduce F ′1 : Xp→ A0−y is a quasi-isometry by Corol-
lary 8. 13 of [20] proving claim (*). Now, Xp with the restricted metric of
dAn is quasi-isometric to An by Proposition 2.11 and the same corollary.
Hence, there is a quasi-isometry F ′1 :A
n→ A0−y .
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Since A0−y is uniformly contractible by Theorem 5.2, this contradicts The-
orem 5.4.

Proof of Theorem 1.2. Suppose that ρ(pi1(M)) is partially hyperbolic rep-
resentation in the bundle sense with index k. By Proposition 2.4, ρ is a
k-Anosov representation in the bundle sense according to the definition in
Section 4.2 of [9]. Proposition 4.5 of [9] implies that ρ is k-dominated. By
Theorem 3.2 of [9] (following from Theorem 1.4 of [35]), pi1(M) is word
hyperbolic.
Since pi1(M) is word-hyperbolic, we can apply all the results in the pre-
vious sections.
We can choose two rays ly and lz inRp y,z ∈ M˜, so that Π˜An ◦ s˜∞(ly) and
Π˜An ◦ s˜∞(lz) are in distinct subspaces A0−ly and A0−lz by Proposition 4.1. This
is a contradiction by Proposition 4.3 to be proved below. 
Remark 4.2. We may have assumed in the above proof that the linear part
homomorphism ρ : pi1(M)→GL(n,R) is injective by Corollary 1.1 of Bucher-
Connel-Lafont [13] since pi1(M) is hyperbolic and hence the simplicial vol-
ume is nonzero by Gromov [26].
For the following, we do not really need the requirement for ly but we are
using it for convenience.
Proposition 4.3. Let y be a point of Rp on a complete isometric geodesic
ly ending at p where a deck transformation γ acts on. Then there is no ray
lz inRp for z ∈UCM˜ ending in p so that Π˜An ◦ s˜∞(ly) and Π˜An ◦ s˜∞(lz) are
in distinct subspaces A0−ly and A
0−
lz where we require that ly projects to a
complete isometric geodesic where a deck transformation γ acts on.
Proof. Under p˜iM, ly and lz respectively go to rays ending at p.
By (11), the holonomy ρ ′(γ) of γ acts on Aoly . We also obtain thatV
e(φt(y))
is independent of t for e =+,−,0, and the linear part of ρ ′(γ) acts on each
of these.
Hence, A0±φt(z) are independent of t.
Choose yi ∈ ly so that yi = φti(y), and zi ∈ lz so that zi = φti(z) where
ti→ ∞ as i→ ∞. Denote by
y′i := Π˜An ◦ s˜∞(yi) and z′i := Π˜An ◦ s˜∞(zi) in An.
We obtain that dUM˜(yi,zi) < R for a uniform constant R by Lemma 11.75
and Theorem 11.104 of [20] since two bordifications of M˜ agree. Since
Π˜◦ s˜∞ is properly homotopic to dev◦ p˜iM by Theorem 3.1, we obtain
(17) dAn(y′i,z
′
i)< R
′
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FIGURE 2. The proof of Proposition 4.3.
for a constant R′ > 0.
Since 〈γ〉 acts on a complete geodesic containing ly, γi(yi) is in a com-
pact subset F of UCM˜ for a sequence γi = γ− ji with ji converging to +∞.
ρ ′(γi)(y′i) is in a compact subset of An for y′i = Π˜M ◦ s˜∞(yi). Choose a sub-
sequence so that
(18) γi(yi)→ y∞ for a point y∞ ∈ F and
ρ ′(γi)(y′i)→ y′∞ for a point y′∞ ∈An.
Since γi is an isometry of dAn = dM, (17) shows
(19) dAn(ρ ′(γi)(y′i),ρ
′(γi)(z′i))< R
′
as i→ ∞ for a constant R′ > 0. Hence, we may assume without loss of
generality that
(20) γi(zi)→ z∞ for a point z∞ ∈ UCM˜ and
ρ ′(γi)(z′i)→ z′∞ for a point z′∞ ∈An.
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By Corollary 3.2, two neutral affine subspaces A0ly and A
0
lz contain Π˜An(s˜∞(y))
and Π˜An(s˜∞(z)) in An respectively. Since the sequence of the dM-distance
between γi(zi) and γi(yi) is uniformly bounded above, (19), (12), and (18)
imply that the sequence of the Hausdorff distance dH between
(21) A0γi(zi) = ρ
′(γi)(A0lz) and A
0
γi(yi) = ρ
′(γi)(A0ly)
is bounded above. Also the sequence of the Hausdorff distance dH between
(22) A0±γi(zi) = ρ
′(γi)(A0±lz ) and A
0±
γi(yi)
= ρ ′(γi)(A0±ly )
is bounded above.
Let ||·||E denote the norm of the Euclidean metric dE on An.
We claim that A0−lz is affinely parallel to A
0−
ly : If not, then there is a vector
~w parallel to A0−lz not parallel to A
0−
ly . Then ~w has a nonzero component
~w+ in V+(yi), and the sequence ρ(γi)(~w+) becomes infinite in terms of the
||·||ρ -lengths in the direction of V+(yi) by condition (iii)(a) of the partial
hyperbolicity (see Definition 1.1). Since γi(yi) is in a compact fundamental
domain F of UCM˜, ||·||ρ is uniformly equivalent to the Euclidean norm ||·||E
associated with dE . Hence,
{||ρ(γi)(~w+)||E}→ ∞.
Moreover, by condition (iii)(c), we obtain that the sequence of directions of
ρ(γi)(~w) converges to that of a vector of V+(y∞) under ||·||E up to a choice
of a subsequence.
Let si denote the complete affine line passing through yi in the direction of
~w. Then ρ ′(γi)(si) geometrically converges to a complete affine line through
y in a direction in V+(y) by the above paragraph. This affine line is in the
geometric limit of ρ ′(γi)(A0−lz ). Hence, the sequence of the angle between
ρ ′(γi)(A0−lz ) containing z
′
i and ρ(γi)(V+(zi)) over z′i converges to zero as
i→∞. This contradicts our partial hyperbolic condition in the bundle sense
since {γi(zi)} is convergent to a point of UCM˜.
Let~v denote the vector in the direction of V+(yi) going from A0−ly to A
0−
lz .
This vector is independent of yi since A0−yi is parallel to A
0−
lz = A
0−
zi . Then
for the linear part Aγi of the affine transformation γi, it follows that∣∣∣∣v′i := Aγi(~v)∣∣∣∣E → ∞
by the two paragraphs ago. Since A0−γi(yi) = ρ
′(γi)(A0−ly ) is fixed under γi, and
A0−γi(zi) = ρ
′(γi)(A0−lz ), we have
K∩ρ ′(γi)(A0−lz ) = /0
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for sufficiently large i for every compact subset K of M˜. This is a contra-
diction to the sentence containing (22). 
5. DIMENSION PRESERVATION IN COARSE TOPOLOGY
The main purpose of this section is to prove the following:
Theorem 5.1 (Choi-Kapovich). Suppose that M is a closed manifold cov-
ered by the affine space An with the metric dM = dAn invariant under
pi1(M). Suppose that pi1(M) is word hyperbolic. Let L be an affine sub-
space with dimL < dimM. Then M˜ is not in a C-neighborhood NdMC (L) of
L for any constant C > 0.
Proof. Proposition 2.1 shows that L is uniformly properly embedded. The-
orem 5.2 shows that L is uniformly contractible. Theorem 5.4 implies the
result since dimL 6= n. 
Theorem 5.2 (Choi-Kapovich). Let L be an affine subspace ofAn of dim≤
n. Let M be a closed complete affine manifold covered by An. Then L is
uniformly contractible with respect to the path metric of the restriction on
L of the Riemannian metric associated with dM = dAn of An induced from
M.
Proof. Let F be a compact fundamental domain of M˜ =An, containing the
origin O. Let L′ be any affine subspace of dimension dimL ≤ n. Let dL′
denote the path metric on L′ induced from the restriction of the Riemannian
metric of dM. Let r be any positive real number. The dL′-ball B
dL′
r (x) in L′
of radius r > 0 for x ∈ F is a subset of BdMr (x) for a dM-ball of radius r with
center x∈ F since the end points of a dL′-path of length < r has dM-distance
< r. Since the
⋃
x∈F BdMr (x) is bounded in dM, there is a constant R(r,F)
depending only on r and F so that BdMr (x) ⊂ BR(r,F)(O) for the Euclidean
ball BR(r,F)(O) of radius R(r,F) with center O.
Let R > 0. The values dL′(x,∂BR(O)∩ L′), x ∈ F , form a continuous
function of the set
{(x,L′)|x ∈ F,x ∈ L′,L′ is an affine subspace of dimension dimL}
with the metric given by dM and dH . Since this space is a compact metric
space, we take C(R) for each R> 0 to be the maximum. Then BR(O)∩L′ ⊂
BdL′C(R)(x)⊂ L′ for x ∈ F and any affine plane L′ containing x ∈ F .
Now, BR(O)∩L′ is convex and is a subset of BdL′C(R)(x)∩L′. Since
BdL′r (x)⊂ BR(r,F)(O),x ∈ F,
BL
′
r (x) is contractible to a point inside B
dL′
C(R(r,F))(x)⊂ L′.
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Since we can put any BdLr (x) for x ∈ L to a dγ(L)-ball with the center in
F by a deck transformation γ of M˜, we obtained the radius C(R(r,F)) for
each r > 0 so that uniform contractibility holds. 
Proposition 5.3 (Connect-the-dots in Block-Weinberger [8]). Suppose that
f : Z → A is a coarse Lipschitz map from a finite-dimensional polyhedron
Z to a uniformly contractible metric space A. Let Z′ ⊂ Z be a subcomplex.
Suppose that f |Z′ is continuous. Then f is of a bounded distance from a
continuous coarse Lipschitz map f ′ : Z→ A where f ′|Z′ = f |Z.
Proof. We simply extend f over each cell using the uniform contractibility
as indicated in [8]. 
Let Z be a metric space. A function f : Z→Z is cobounded if dZ(x, f (x))<
C for a constant independent of x.
Let HnC(X) denote the direct limit lim−→H
n(X ,X−K) for K a compact sub-
set of X . By Theorem 3.35 of [32], we have HnC(X) = Z for any acyclic
n-manifold X .
Theorem 5.4. (Kapovich) Let X be a δ -hyperbolic acyclic smooth manifold
with a complete path metric dX . Let U be a uniformly properly embedded
open smooth cell with induced path metric dU so that U is uniformly con-
tractible with respect to dU . Suppose that the inclusion f : U → X is a
quasi-isometry. Then U must have the topological dimension n.
Proof. First, dU is a complete metric since dX is. There is an inclusion
map f : U → X . We construct a cobounded map g : X → U obtained by
taking a nearest point of U from each point of X . We may assume that
both are continuous by Proposition 5.3 since U is uniformly contractible.
We can find a coarse Lipshitz map H : X × I → X such that H(x,1) = f ◦
g(x),H(x, t) = x for t < 1. Then H can be made to be a continuous coarse
Lipschitz map by Proposition 5.3 since X is uniformly contractible by a
proposition in p. 527 of [8].
Then g∗ ◦ f ∗ : HnC(X)→ HnC(X) is an identity homomorphism by direct
limit arguments since we have a continuous coarse Lipschitz homotopy to
the identity map sending compact sets to compact sets only. Since HnC(X)
contains an infinite cyclic subgroup, so does HnC(U), and dimU < dimX is
not possible. 
6. PARTIAL HYPERBOLICITY AND P-ANOSOV PROPERTIES
6.1. Some background. We follow Chapter 2 of [31]. Let us consider the
semisimple Lie group G. Recall the Cartan decomposition g= t⊕p and θ
the associated Cartan involution. Let a denote a maximal abelian subaglebra
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of p. Let Σ denote the set of roots of g. The Lie algebra
g= g0+ ∑
α∈Σ
gα
where
gα := {X ∈ g|[H,X ] = α(H)X for all H ∈ α}.
And g0 = m+ a where m is the centralizer of t of a. The closures of
connected components of a \∪α∈Σ ker(α) are called Weyl chambers of a.
Choose one of them and denote it by a+.
Let Σ+ denote the set of positive roots. Let ∆ = ∆(g,a+) denote the set
of simple roots. Let B denote the Killing form of p. We define Hα to be
the vector in a so that α(H) = B(H,Hα) for α ∈ Σ. Each subset I of ∆
determines an orthogonal decomposition a= aI⊕aI where aI is the span of
Hα ,α ∈ I and aI the orthogonal complement of aI in a.
We denote by ΣI the subset of Σ vanishing on aI . Let ΣI := Σ−ΣI . Let
ΣI,+ denote ΣI ∩Σ+ and ΣI,+ denote ΣI ∩Σ+. We define
n := ∑
α∈Σ+
gα ,n
I := ∑
α∈ΣI,+
gα ,nI := ∑
α∈Σ+I
gα .
Let N denote exp(n) and NI := exp(nI),NI := exp(nI).
If I is a subset of ∆, let PI denote the normalizer in G of nI .
Theorem 6.1 (Theorem 2.8 [31]). PI is a standard parabolic subgroup.
Every standard parabolic subgroup P′ is of this form. The Lie algebra of PI
is
bI = b+ ∑
α∈ΣI
gα = b+ n¯
I,
where b is the Lie algebra of P = MAN and n¯I = θ(nI). Every Lie algebra
containing b is of this form.
PI is the unique closed subgroup of G containing P with the Lie algebra
bI . In particular, PI1 ⊂ PI2 if and only if I1 ⊂ I2.
For G = SL±(n,R). The maximal abelian subalgebra An of p in this case
is the subspace of diagonal matrices with entries a1, . . . ,an where a1+ · · ·+
an = 0. Let λi : An→ R denote the projection to the i-th factor. Σ consists
of αi j := λi−λ j for i 6= j, and sl(n,R)αi j = {cEi j|c ∈ R}.
A positive Weyl chamber is given by
A+n = {(a1, . . . ,an)|a1 ≥ ·· · ≥ an,a1+ · · ·+an = 0}
Σ+ is given by {λi−λ j|i< j} and ∆ is given {αi := λi−λi+1|i= 1, . . . ,n−
1}.
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6.2. P-Anosov representations. Let (P+,P−) be a pair of opposite para-
bolic subgroups of SL±(n,R), and letF± denote the flag spaces. Let χ de-
note the unique open SL±(n,R)-orbit of the productF+×F−. The prod-
uct subspace χ has two SL±(n,R)-invariant distributions E± := Tx±F± for
(x+,x−) ∈ χ .
Definition 6.2 (Guichard-Wienhard [30]). A representation ρ : pi1(M)→
SL±(n,R) is (P+,P−)-Anosov if there exists continuous ρ-equivariant maps
ξ+ : ∂∞p˜i1(M)→F+, ξ− : ∂∞p˜i1(M)→F− such that:
(i) For all (x,y) ∈ ∂ (2)∞ p˜i1(M) the pair (ξ+(x),ξ−(y)) is transverse.
(ii) For one (and hence any) continuous and equivariant family of norms
(||·||m)m∈pˆi1(M) on
(Tξ+(τ+(m))F
+)m∈pˆi1(M)
(
resp. (Tξ−(τ−(m))F
−)m∈pˆi1(M)
)
:
||e||φ−tm ≤ Ae−at ||e||m (resp. ||e||φtm ≤ Ae−at ||e||m).
We call ξ± : ∂∞p˜i1(M)→F± the Anosov maps associated with ρ : pi1(M)→
G.
We will consider only the case when P+ is conjugate to P− by Lemma
3.18 of [30]. (See also Definition 5.62 of [34]). In this case, ρ is called
P-Anosov for P = P+.
6.3. P-Anosov representations according to Kapovich-Leeb-Porti. Here,
we will discuss on various definitions involved in defining P-Anosov prop-
erty using singular values. We will not give the precise definition of the
P-Anosov property due to Kapovich-Leeb-Porti because of the length but
refer to Definition 5.43 of [34] and various equivalent properties in Theo-
rem 1.1 of [34]. We will use the notation of [34] here. Let σmod denote the
spherical Weyl chamber of the semisimple Lie group G. Recall the notion
of opposition involution ι : σmod → σmod . (See Kapovich-Lee-Porti [35]
and Benoist [5].)
Proposition 5.61 of Appendix 5.11 of [35] explains the equivalence of
the definition of Guichard-Wienhard to that of Kapovich-Leeb-Porti. A
(P+,P−)-Anosov property for ρ is equivalent to that of a Pτmod -Anosov prop-
erty (resp. Pι(τmod)-Anosov property) for P+ = Pτmod (resp. P− = Pι(τmod)) for
ρ and τmod a side in the spherical Weyl chamber σmod determined by P+ and
ι(τmod) is a side in the Weyl chamber σmod determined by P−, according to
Kapovich-Lee-Porti.
We will denote PI by PJ also where J is the subset of {1,2, . . . ,n− 1}
corresponding to I ⊂ ∆ by the correspondence j 7→ α j = λ j−λ j+1. A se-
quential subset of {1,2, . . . ,n− 1} is a sequence increasing by 1 at each
step. Let J be a subset of {1, . . . ,n− 1}. Let S(J) denote the set of all
maximal sequential subset of J.
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For each sequential subset K of J, we denote by block BK in K′×K′
where K′ is K∪{k+1} for the last element k of K. Then we consider a ma-
trix of block diagonal form BJ := ⊕K∈S(J)BK for each maximal sequential
subset K of J. Note that PJ can be understood as the matrix subgroup of
SL±(n,R) where only nonzero entries are in BJ or on the upper triangular
matrix. These follow easily from Theorem 6.1.
Using the terminology of Kapovich-Lee-Porti [35], PJ = Pτmod where
τmod is given as the spherical projection of Cl(a+)∩ aJ , i.e., it is given by
a1 ≥ ·· · ≥ an where ai = ai+1 for i ∈ J. We denote this simplex by τJmod .
Since we require P+ to be conjugate to P−, we have τJmod is equivalent to
ι(τJmod) (See Definition 5.62 in [34].) We may restrict to this case only by
Lemma 3.18 of [30] as stated above. This means that the map {1,2, . . . ,n−
1} to itself given by i→ n− i sends J to itself.
6.4. P-Anosov representations in various forms. Let ρ : pi1(M)→ SL±(n,R)
denote a representation. We order singular values a1(g) ≥ a2(g) ≥ ·· · ≥
an(g) of ρ(g) for g ∈ ρ(pi1(M)). Let w(g) denote the word length of g.
Suppose that there exists an integer k, 1 ≤ k ≤ n− k+ 1 ≤ n, so that the
following hold for a constant A > 0,C > 1:
• ak(ρ(g))/ak+1(g)≥C exp(Aw(g)), and
• an−k(ρ(g))/an−k+1(g)≥C exp(Aw(g)).
In this case, we say that ρ is k-dominated for k ≤ n/2 (see Bochi-Potrie-
Sambarino [9]).
We will use ||·|| to indicate the Euclidean norm in the maximal flat in a
symmetric space X . (See Example 2.12 of [33].) We will use the notation:
~a(g) := (a1(g), . . . ,an(g)) ∈ An and~λ (g) := (λ1(g), . . . ,λn(g)) ∈ An
for the singular values ai(g) and the modulus λi(g) of the eigenvalues of g
for g ∈ SL±(n,R). Now, δ (g) := log~a(ρ(g)), g ∈ G, measures the Weyl-
chamber-valued distance d∆mod(x,ρ(gn)(x)) from x to ρ(g)(x) in X (see Sec-
tion 2 of [33].)
We say that two functions f ,g : Γ→ R are compatible if there exists a
uniform constant C > 1 so that C−1g(γ)< f (γ)<Cg(γ) for γ ∈ Γ.
Lemma 6.3. Let a finitely generated discrete group G have linear holonomy
representation ρ . Then the following are equivalent:
• ρ is P-Anosov in the Guichard-Wienhard sense for some parabolic
group P = PI for an index set I missing k and n− k.
• ρ is Q-Anosov in the sense of Kapovich-Lee-Porti for some para-
bolic group Q = PI for an index set I missing k and n− k.
• ρ is a k-dominated representation for 1≤ k ≤ n/2.
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Proof. The first two items are equivalent by Proposition 5.61 of Appendix
5.11 of [35]. Let τmod be a side of the spherical Weyl chamber σmod so that
P = Pτmod . Let ∆mod denote the Euclidean Weyl chamber corresponding to
σmod . Theorem 1.1 of [34] implies that the P-Anosov property implies the
τmod-URU property and hence the uniform τmod-regularity of ρ . Definition
4.27 of [34] says that every sequence (gn) of distinct elements of ρ(G)
satisfies
(23) liminf
n→+∞
d(δn,∂τmod∆mod)
||δn|| > 0 for δn = d∆mod(x,ρ(gn)(x)),x ∈ X .
Since ρ is τmd-URU, ρ is a quasi-isometric embedding, and g 7→ w(g),
g ∈ pi1(M), is compatible with g 7→ δ (g), g ∈ pi1(M). Since τmod is given
by setting logai = logai+1 for i ∈ I on A+n , and k is missing from I, the k-
domination of Bochi-Potrie-Sambarino [9] holds for some k,1≤ k ≤ n/2.
Finally, a k-dominated representation is n−k-dominated as we can obtain
from taking an inverse map g 7→ g−1. Theorem 8.4 of [9] implies that ρ is
PI-Anosov in the Guichard-Wienhard sense with I missing k and n−k. 
7. THE PROOF OF COROLLARIES 1.3 AND 1.4
7.1. k-convexity. We are assuming that pi1(M) is hyperbolic. Let ρ : pi1(M)→
SL±(n,R) be a representation. We say that the representation ρ is k-convex
if there exist continuous maps ζ : ∂∞p˜i1(M)→ Gk(Rn) and θ : ∂∞p˜i1(M)→
Gn−k(Rn) such that:
(transversality): for every x,y ∈ ∂∞p˜i1(M),x 6= y, we have ζ (x)⊕
θ(y) = Rn, and
(equivariance): for every γ ∈ pi1(M), we have
ζ (γx) = ρ(γ)ζ (x),θ(γx) = ρ(γ)θ(x),x ∈ ∂∞p˜i1(M).
Using the representation ρ , it is possible to construct a linear flow ψt
over the geodesic flow φt of the Gromov flow space ∂
(2)
∞ M˜×R as follows.
Consider the lifted geodesic fow φ˜t on ∂
(2)
∞ M˜×R, and define a linear flow
on E˜ := (∂ (2)∞ M˜×R)×Rn by: ψ˜t(x,~v) = (φt(x),~v) for x ∈ ∂ (2)∞ M˜×R. Now
consider the action of pi1(M) on E˜ given by:
γ · (x,~v) := (γ(x),ρ(γ)(~v)).
It follows that φt induces in a flow on E := Rnρ = E˜/pi1(M).
When the representation ρ is k-convex, by the equivariance, there exists
a φt-invariant splitting of the form Eρ = Z⊕Θ; it is obtained by taking the
quotient of the bundles Z˜(x) = ζ (x+) and Θ˜(x) = θ(x−) for x ∈ ∂ (2)∞ M˜×R
and x+ is the forward endpoint of the complete isometric geodesic through x
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and x− is the backward endpoint of the complete isometric geodesic through
x.
We say that a k-convex representation is k-Anosov in the bundle sense
if the splitting Eρ = Z⊕Θ is a dominated splitting for the linear bundle
automorphism ψt , with Z dominating Θ in the terminology of [9]. This is
equivalent to the fact that the bundle Hom(Z,Θ) is uniformly contracted by
the flow induced by ψt .
Suppose that we further require for a k-dominated representation ρ:
• ap(ρ(g))≥C−1 exp(Aw(g)) for p≤ k.
• ar(ρ(g))≤C exp(−Aw(g)) for r≥ n−k+1 for some constants C >
1,A > 0.
Then we say that ρ is partially hyperbolic in the singular value sense with
index k for k ≤ n/2.
We obtain by Lemma 6.3:
Lemma 7.1. If ρ is partially hyperbolic for an index k, k ≤ n/2, in the
singular value sense, then ρ is PI-Anosov for the index set I missing k and
n− k.
Recall that we can identify ∂∞p˜i1(M) for the Cayley graph p˜i1(M) of
pi1(M) with ∂∞M˜ by Theorem 11.108 of [20]. Hence, we can identify
∂ (2)∞ p˜i1(M) with ∂
(2)
∞ M˜. The Gromov flow space ∂ (2)∞ p˜i1(M)×R is identified
with ∂ (2)∞ M˜×R. By the direct following of Proposition 4.9 of Bochi-Potrie-
Sambarino [9], we obtain:
Theorem 7.2. Let ρ be partially hyperbolic with an index k, k < n/2, in
the singular value sense. Then ρ is partially hyperbolic in the bundle sense
with index k.
Proof. By Lemma 7.1 and Proposition 6.3, ρ is k-dominated.
Bochi, Potrie, and Sambarino [9] construct subbundles Z and Θ of Eρ
where Z dominates Θ and dimZ = k,dimΘ= n− k.
Now, ρ is also n−k-dominated. By Lemma 7.1, we obtain a new splitting
of the bundle Eρ = Z′⊕Θ′ over ∂ (2)∞ M˜×R where dimZ′ = n−k and dimΘ′
is k. Furthermore, Z′ dominates Θ′. Then Z is a subbundle of Z′, and Θ′ is a
subbundle ofΘ by Proposition 2.1 of [9]. We now form bundles Z,Z′∩Θ,Θ′
over ∂ (2)∞ M˜×R. The dominance property (1) of Definition 1.1 follows from
those of Z,Θ and Z′,Θ′.
There are exponential expansions of ai(g) for 1 ≤ i ≤ k by the partially
hyperbolic condition of the premise. Now (iii)(a) of Definition 1.1 follows
since we can prove the exponential expansion in Z under the flow by the
characterizing equation (2.3) of Z in Theorem 2.2 of [9], and the expanding
subspace has at least dimension k. (iii)(b) follows by reversing the flow.
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By the quasi-isometry of UCM˜ with ∂ (2)M˜×R in Theorem 2.5, we con-
struct our pulled-back dominated bundles over UCM˜. 
7.2. Promoting a P-Anosov representation to a strict P-Anosov one.
Suppose that ρ : G→ SL±(R) is a representation of a finitely generated
discrete group G with following properties.
• ρ is PI-Anosov in the Guichard-Wienhard sense for a parabolic
group PI where I is a subset of {1, . . . ,n} not containing k and n−k
for 1≤ k ≤ n/2.
• ai(ρ(g)) ≥ C−1eAw(g) for i ≤ k and a j(ρ(g)) ≤ Ce−Aw(g) for j ≥
n− k+1 for some constants C > 1,A > 0.
Then we say that ρ is a strictly PI-Anosov representation with index k in the
Guichard-Wienhard sense.
Lemma 7.3. Let X be the symmetric space associated with SL±(n,R). Sup-
pose that ρ : G→ SL±(R) is a representation of a finitely generated discrete
group G. Suppose that ρ is P-Anosov and has the image has the reducive
Zariski closure. Then three functions Γ→ R given as follows are compati-
ble:
• g 7→ ∣∣∣∣d∆mod(x,ρ(g)(x))∣∣∣∣ ,g ∈ Γ,
• g 7→ w(g), g ∈ Γ, and
• g 7→
∣∣∣∣∣∣log~λ (g)∣∣∣∣∣∣ ,g ∈ Γ.
Proof. The compatibility of the first two follows since Theorem 1.1 of [34]
implies that the orbit maps are quasi-isometric. The division of the third
function by the second function is uniformly bounded below and above
since ∣∣∣∣∣∣log~λ (g)∣∣∣∣∣∣= lim
n→∞
1
n
||log~a(gn)|| and w(gn) = nw(g)
by Lemma 2.2 of [12].

Theorem 7.4 (Hirsch-Kostant-Sullivan [37]). Let M be a complete affine
manifold. Let ρ be the linear part of the affine holonomy group ρ ′. Then g
has an eigenvalue equal to 1 for each g in the Zariski closure Z(ρ(pi1(M)))
of ρ(pi1(M)).
Proof. We define function f : Z(ρ(pi1(M)))→ R by f (x) = det(x− I) for
each element x. Suppose that f (ρ(g)) 6= 0, g∈ pi1(M). Then ρ(g)(x)+b= x
has a solution for each b by Kramer’s rule. Hence ρ ′(g) has a fixed point,
which is a contradiction. We obtain that f is zero on the Zariski closure,
implying that each element has at least one eigenvalue equal to 1. 
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For a reductive Lie group Z with a Weyl chamber A+, we denote the
Jordan projection by log~λZ : Z → A+. Let Γ be Zariski dense in Z. The
Benoist coneBC Z(Γ) of a linear group Γ⊂ Z is the closure of the set of all
positive linear combinations of log~λZ(g),g ∈ Γ in A+.
Proposition 7.5 (Choi-Danciger-Stecker). Suppose that G is a finitely gen-
erated discrete group that is not infinite cyclic. Suppose that ρ : G →
SL±(n,R) is a PI-Anosov representation for some index set I not contain-
ing k and n− k for 1 ≤ k ≤ n/2. Suppose that ρ(g) for each g ∈ G has an
eigenvalue equal to 1. Suppose that the Zariski closure Z of the image of
ρ is a connected reductive Lie group. Then ρ is partially hyperbolic with
index k in the singular value sense, and k < n/2.
Proof. (I) We begin with some preliminary: Let AZ denote the maximal
R-split maximal torus of Z. Let A+ denote a Weyl chamber of AZ . Every
element of Z has 1 as an eigenvalue 1 since we have det(g− I) = 0 for
g ∈ ρ(G).
The embedding Z ↪→ SL±(n,R) induces a map ι+ : A+→A+n for the Weyl
chamber A+n of SL±(n,R). Let logλ1, . . . , logλn denote the coordinates of
the Weyl chamber A+n . Of course, ι+ ◦ log~λZ|ρ(G) = log~λ |ρ(G).
Let B :=BC Z(ρ(G)) denote the Benoist cone ofL (ρ(G)) in Z. The im-
age ι+(B) is not convex in general. Now, B is a convex cone with nonempty
interior in A+. By Theorem 7.4, for each g ∈ B, there is an index i where
the log of the i-th norm of the eigenvalue equals 0. Let S([1, ...,n]) denote
the collection of subsets of consecutive elements. We define a function
I : B→ S([1, . . . ,n])
given by sending g to the set of consecutive indices where the coordinates
are 0. We have
(24) lim
i→∞
I(xi)⊂ I(x) whenever xi→ x,xi,x ∈ B.
(II) Our first major step is to prove I(B)⊂ [k+1,n−k]: Let ιn denote the
involution of An of SL±(n,R). First, suppose that the rank of Z is ≥ 2, and
hence dimA+ ≥ 2.
A diagonal subspace ∆i, j ⊂An for i 6= j i, j= 1, . . . ,n, is a subspace of the
maximal abelian algebra An given by logλi− logλ j = 0 for some indices
i and j. The inverse images under ι+ in A+ of the diagonal subspaces of
An may meet B. We let IB the maximal collection of indices (i, j), i < j,
where ι−1(∆i, j) contains B, which may be empty. Let I ′B the collection
of indices (k, l), k < l, of ∆k,l not in IB. We call the components of B−⋃
(k,l)∈I ′B ι
−1(∆k,l) the generic flat domains of B. There are finitely many of
these to be denoted B1, . . . ,Bm which are convex domains in B.
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For adjacent regions, their images under I differ by adding or removing
some top or bottom consecutive sets.
We now aim to prove that the following never occurs –(*):
There exists a pair of elements b1,b2 ∈ B where b1 ∈ Bp and
b2 ∈ Bq for some p,q and we have I(b1) has an element ≤ k
and I(b2) has an element > k.
Suppose that this is true. Since B is convex with dimB ≥ 2, there is a
chain of adjacent polyhedral images Bl1 , . . . ,Blm where b1 ∈Bl1 and b2 ∈Blm
where Bl j ∩Bl j+1 contains a nonzero point. For adjacent elements Blp and
Blp+1 , we have by (24)
(25) I(Blp)∪ I(Blp+1)⊂ I(x) for x ∈ Cl(Blp)∩Cl(Blp+1)−{O}.
Considering I(Bl j), j = 1, . . . ,m, and the I-values of the intersections of
adjacent generic flat domains, we have I(b′) 3 k,k+ 1 for some nonzero
element b′ of B. This follows easily by considering the changes on I-values
as we change generic flat domains to adjacent ones according to (25). This
means
(26) logλk(b′) = 0 and logλk+1(b′) = 0.
Since ρ is PI-Anosov, ρ has a uniform k-gap in eigenvalues for k < n/2
by Proposition 1.5 of Kassel-Potrie [36]. This means.
logλk(ρ(g))− logλk+1(ρ(g))>Cw(g)−C′ for C,C′ > 0 and g ∈ G.
Since we can take gn, this equation becomes
(27) logλk(ρ(g))− logλk+1(ρ(g))≥Cw(g)
for each element g in B.
Let S denote a finite set of generators of ρ(G) and their inverses. By
Theorems 1.3 and 1.4 of [12], the sequence 1n log
~λZ(Sn) ⊂ J(S) geomet-
rically converges to a compact convex set J(S) ⊂ A+ (see Section 3.1 of
[12]). Moreover, the cone spanned by 0 and J(S) is the Benoist cone B.
This implies that the set of directions of log~λZ(ρ(G)) is dense in B. (See
also [6]). Since
∣∣∣∣∣∣log~λ (ρ(g)∣∣∣∣∣∣ is compatible with w(g) by Lemma 7.3, we
obtain by (27)
(28) logλk(b)− logλk+1(b)>C for every b ∈ B
going to an element of ι+(B)∩Sn for a constant C > 0.
Since we can assume b′ ∈ Sn for b′ in (26) by normalizing, we see that
there is a contradiction to (26).
Hence, we proved (*), and one of the following holds:
• for all b ∈ B, we have I(b) contains an element ≤ k or
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• for all b ∈ B, we have I(b) have all the elements > k only.
Note that ιn sends ι+(B) to itself since the inverse map g→ g−1 preserves
Z and the set of eigenvalues of g are sent to the set of the eigenvalues of g−1.
In the first case, by the opposition involution, I(ιn(b)) for b ∈ B contains an
element ≥ n−k+1. This again contradicts the above. Hence, we conclude
I(b) ⊂ [k+ 1, . . . ,n] for all b ∈ B. Acting by the opposition involution and
the similar arguments, we obtain I(b)⊂ [k+1, . . . ,n−k] for all b∈ B. Also,
the argument shows [k+1,n− k] 6= /0 and k < n/2.
Suppose that Z has rank 1. Then the maximal abelian group AZ is 1-
dimensional. For each g ∈ AZ , there is an index i(g), ρ(g) for which
logλi(g)(ρ(g)) = 0. Thus, AZ is in the null space of logλi for some index
i. Since g 7→ g−1 preserves AZ , we have logλn−i = 0 on AZ . Since A+ =
AZ ∩A+n , we also have logλn−i = 0 on A+. Hence, I(B) = [i, . . . ,n− i] for
some index i,0 < i≤ n/2. By (27), k < i and we have I(B)⊂ [k+1,n− k].
Also, k < n/2 since [i, . . . ,n− i] = /0 otherwise.
(III) To complete the proof, we show the partial hyperbolicity property:
We let log~aZ|Z→ A+ denote the Cartan projection of Z. We may assume
that
ι+ ◦ log~aZ|ρ(G) = log~a|ρ(G).
Since ρ(G) has a connected reductive Zariski closure, the sequence{
log~a(ρ(gl)))
w(gl)
}
have limit points only in ι+(B) by Theorem 1.3 of [12]. By the conclusion
of step (II), for any sequence {gl},{
min{| logai(ρ(gl))|}i=k+1,...n−k
w(gl)
}
→ 0,
uniformly in terms of w(gl). This implies that
min{ai(ρ(g))}i=k+1,...,n−k ≥ Aexp(−Cw(g))
for any small constant C > 0 and a constant A > 0. By the PI-Anosov
property of ρ and Lemma 6.3, we have
ak(ρ(g))
ak+1(ρ(g))
≥ A′ exp(C′w(g))
for constants A′,C′ > 0. Since
ak+1(ρ(g))≥ ai(ρ(g)), i = k+1, · · · ,n− k, for every g ∈ G,
it follows that
ak(ρ(g))≥ A′′ exp(C′′w(g))
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for some constants C′′,A′′ > 0. Taking inverses also, we showed that ρ ′ is
partially hyperbolic in the singular value sense with index k. 
Proof of Corollary 1.3. Suppose that ρ is P-Anosov in the sense of Guichard-
Wienhard. By Lemma 6.3, ρ is k-dominated representation of index k.
Since we can prove the corollary for any finite index subgroup of pi1(M),
we may assume without loss of generality that the Zariski closure Z of
ρ(pi1(M)) is a connected reductive Lie group. By Theorem 7.4 and Propo-
sition 7.5, ρ is partially hyperbolic in the singular value sense with index k,
k < n/2. By Theorem 7.2, ρ is a partially hyperbolic representation in the
bundle sense with index k. By Theorem 1.2, this is a contradiction. 
Proof of Corollary 1.4. Suppose that the linear part ρ of the affine holo-
nomy homomorphism ρ ′ is P-Anosov for a parabolic subgroup P of SL±(n,R).
If k = 0 or k = n, then our affine manifold is Euclidean and the fundamen-
tal group of a closed Euclidean manifold is of polynomial growth by the
Bieberbach theorem and cannot be hyperbolic. Hence, we may assume
1≤ k ≤ n/2.
Assume k < n/2. From Theorems 5 and 9 of [42], we obtain that singular
values occur in pairs
(29) ai(g),an−i+1(g) =
1
ai(g)
for i = 1, . . . ,k, and
a j(g) = 1 for every j ∈ [k+1,n− k],g ∈ SO(k,n− k)
under an orthogonal change of the coordinate system. (See also Section 7.2
of Borel [11].)
Since the P-Anosov property holds for P= Pτmod for some model simplex
τmod contained in x j = xl = 0 for every j, l ∈ [k+ 1,n− k] in the sense of
Kapovich-Leeb-Porti [34], ρ is p-Anosov for some p for p ≤ k. Hence, ρ
is p-dominated by Proposition 4.5 of [9]. Since k < n/2, the above property
tells us that for i∈ [k+1,n−k] so that ai(ρ(g)) = 1. Since ap+1(ρ(g))≥ 1,
we obtain ap(ρ(g)) ≥ C exp(w(g)) by the p-domination property. Hence,
Lemma 6.3, Theorem 7.2, and Theorem 1.2 imply the result.
Finally, we consider SO(k,k) for n = 2k. This is the last remaining case.
As in the above paragraph, ρ is p-dominated for p≤ n/2. Suppose that p<
n/2. Then ap+1(ρ(g)) ≥ 1 and an−p−1(ρ(g)) ≤ 1 for every g ∈ h(pi1(M))
by (29). Then the result follows as above.
Suppose ρ is k-dominated for k = n/2. Then
(30) ρ(g) = k1(ρ(g))t(ρ(g))k2(ρ(g)) for g ∈ pi1(M)
where ki(ρ(g)) ∈ S(O(k,R)×O(k,R))
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holds, and t(ρ(g)) a positive diagonal matrix with diagonal entries
(31) a1(ρ(g)), . . . ,ak(ρ(g)),
1
ak(ρ(g))
, . . . ,
1
a1(ρ(g))
under the coordinate system of Section 7.2 of Borel [11]. We have
(32) ak(ρ(g))2 ≥C exp(aw(g)) for g ∈ pi1(M) for fixed a > 0,C > 0.
By (32) and and Lemma 2.11 of [12],
log~λ (ρ(g) = lim
m→∞
1
m
log(~a(ρ(g)m)),
we obtain that no eigenvalue equals 1 contradicting Theorem 7.4.
For symplectic group SP(2n), there is a Bloch-Messiah decomposition
SP(2n) =U(2n)DU(2n) where U(2n) =O(2n,R)∩SP(2n), D is the group
of diagonal matrix with entries λ1, . . . ,λn,λ−1n , . . . ,λ
−1
1 in a decreasing or-
der. Hence, the similar argument as SO(k,k) will apply. (See Tables 8 and
9 of Reference Chapter of [41].) 
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