Assessing fiscal sustainability subject to policy changes: A Markov switching cointegration approach by Gabriel, VJ & Sangduan, P
Assessing Fiscal Sustainability Subject to Policy
Changes: a Markov Switching Cointegration
Approach
Vasco J. Gabriel
Department of Economics, University of Surrey, UK and NIPE-UM
Pataaree Sangduan
Bureau of the Budget, Thailand
January 2010
Abstract
We propose a Markov switching cointegration approach to assess long run scal sustain-
ability. This method allow us to simultaneously: 1) test for cointegration in the presence of
signicant scal policy changes; 2) assess the type of scal regime that a country experienced
at a given period and 3) analyse the timing of the transition between the estimated regime
types. Given its exibility, our approach enable us to uncover a richer and more complex
dynamics in the analysis of scal sustainability, which standard linear cointegration methods
fail to capture.
JEL Classication: C22; E62; H60
1 Introduction
A stable and sustainable long-term relationship between government expenditures and revenues
is a key requirement for macroeconomic stability. Given its relevance, this issue has attracted a
great deal of attention, with particular emphasis on testing empirically whether or not a given
countrys scal stance is sustainable. There is, however, a contradiction between the predic-
tions of empirical models, which point to a signicant degree of unsustainability across di¤erent
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countries, and the relative scarcity of episodes of full-scale defaults. It is, therefore, of great
importance to reassess empirical methodologies dealing with the analysis of scal sustainability.
In this paper, we argue that regime changes are a pervasive feature in the empirical analysis
of scal sustainability and that, once an appropriate testing method is put to use, the paradox-
ical ndings of earlier literature virtually disappear. Indeed, failure to detect and account for
parameter shifts is a serious form of misspecication, therefore a¤ecting inference and leading
to poor forecasting performances. This is especially relevant for cointegration analysis, since it
normally involves long time spans of data, which, consequently, are likely to display structural
breaks.
The possibility of regime changes a¤ecting the results of empirical tests has been recognized
early on, namely by Wilcox (1989) and Hakkio and Rush (1991). These authors split their sample
(of US data) at exogenously chosen break dates, but this may be problematic, as subsequent
tests may have their power a¤ected if the chosen date does not correspond to the true one.
The situation when there is no a priori information requires a particular type of analysis, so
the adopted solution has been to endogeneize the break point selection in the testing problem,
maintaining the inference valid. Thus, Haug (1995) - using the tests proposed by Hansen (1992),
Quintos (1995) - allowing for changes in the cointegration rank, and Martin (2000) - employing
a Bayesian approach to detect multiple breaks, use procedures to endogenously select the break
point in the sample (arriving at di¤erent conclusions regarding the existence of structural breaks,
however).
In this paper, we pursue a di¤erent route. We initially test whether or not the long run
relationship has been subject to structural breaks. We do so by employing the tests proposed
by Gregory and Hansen (1996a), as in Baharumshah and Lau (2007), but in addition we extend
these tests to the case of a cointegrating relationship without constant term. We then apply the
method proposed by Gabriel, Psaradakis and Sola (2002) to investigate cointegration subject to
possible changes in regime. As in Hall, Psaradakis and Sola (1997), this formulation is based on
the assumption that cointegration regimes are governed by an unobserved Markov chain process.
According to Gabriel et al. (2002), testing for cointegration may be carried out by means of
standard residual-based tests, using the standardized residuals obtained from Markov switching
estimation1.
Markov switching models have been extensively (and successfully) used to characterize and
account for regime changes that typically occur in economic and nancial time series, such as
1See Davies (2006) and Alexandre et al. (2007) for applications of this technique.
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GDP, stock prices, interest rates, ination rates, or exchange rates, for example (see Kim and
Nelson, 1999 for a survey). Given their exibility, it would be natural to extend their use to model
changes in long run relationships. Hall et al. (1997) and Krolzig (1997), for example, illustrate
the usefulness of such a specication by analysing the Japanese consumption function and co-
movements in international business cycles, respectively. The Markov switching cointegration
approach is also related, from a methodological point of view, with the work of Hansen (2003),
as this author generalizes Johansens cointegrated VAR model by allowing for structural breaks.
This approach o¤ers a number of advantages. First, one can resort to the usual asymptotic
critical values for residual-based tests, as the nite-sample distributions of the standardized
residuals are well approximated by the usual asymptotic distributions. Secondly, previous papers
either consider a single, deterministic break or assume that the break points are known when
cointegration is being tested. Instead, a Markov switching approach is more exible, as it
allows for an unspecied number of breaks, of unknown location. Moreover, information on
the timing of the breaks is a natural by-product of estimation. Thirdly, one can also assume
changes in the variance of the long run relationship. Furthermore, testing for cointegration
arises naturally from the estimation step, since only standard cointegration testing procedures
are used. Specifying long run relationships in this way encompasses a number of empirically
plausible and economically relevant models, including the case of a single permanent regime
change, as discussed below.
The paper is structured as follows. The next section presents the analytical framework for
testing scal sustainability. Section 3 discusses preliminary empirical analysis, followed by the
application of the cointegration tests of Gregory and Hansen (1996a) in section 4. We then use
the Markov switching approach outlined above to test for scal sustainability. A nal section
concludes.
2 Theoretical framework
Tests of scal sustainability are commonly based on the governments intertemporal budget
constraint (IBC) in its present value form. Given (in real terms) government expenditures G,
revenues R, public debt B and the interest rate i, the governments one-period budget constraint
is written as
Gt + (1 + it)Bt 1 = Rt +Bt:
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A similar condition holds for periods t+ 1; t+ 2; ::: with forward substitution yielding the IBC
Bt =
1X
j=0
jk=1
(Rt+j  Gt+j)
(1 + it+k) 1
+ lim
j!1
jk=1
Bt+j
(1 + it+k) 1
; (1)
implying that current government debt Bt must be nanced by the present value of the future
primary surpluses2. Assuming that interest rates are stationary, the above expression can be
conveniently rewritten for empirical purposes as
GGt  Rt =
1X
j=0
j 1(Rt+j  GGt+j) + lim
j!1
j+1Bt+j (2)
where GGt is now government expenditures inclusive of interest payments with discount factor
 = (1 + i) 1:
Given that the variablesGGt and Rt usually display non-stationary behaviour, this provides a
statistical framework for testing sustainability. Indeed, scal sustainability is usually interpreted
as implying that revenues and expenditures must be cointegrated, if each are I(1) processes. In
practice, this amounts to estimate the generic regression equation
Rt = + GGt + ut (3)
and, depending on the cointegration vector [1; ] obtained, one may have three possible scen-
arios for sustainability analysis (Quintos, 1995):
 Strongsustainability, if and only if the I(1) processes Rt and GGt are cointegrated and
 = 1
 Weaksustainability in the case where Rt and GGt are cointegrated, but 0 <  < 1: a
smaller than 1 long-run elasticity of revenue relative to expenditure may be an incentive
for debt default.
 Unsustainability, when   0; implying that decits are being accumulated at a rate
greater than the growth rate in the economy and the IBC would therefore be violated.
The common procedure in the literature3 is to apply cointegration tests to (3) (see Haug,
1991, Hakkio and Rush, 1991 and Ahmed and Rogers, 1995, for example). Recently, however,
Bohn (2007) shows that cointegration provides a su¢ cient, but not necessary condition, for the
IBC to hold. Thus, a failure to nd cointegration between GGt and Rt (or stationarity of
2Ruling out Ponzi games and therefore the second asymptotic term should converge to 0.
3Another possibility it to test for a unit root in Bt (see Hamilton and Flavin, 1986 and Wilcox, 1989).
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Bt) does not necessarily imply that the IBC is rejected and, hence, that a certain economy
experiences unsustainability. In fact, the IBC is consistent with more general formulations
of these variablesstochastic processes that may violate stationarity/cointegration conditions.
Nevertheless, it remains a useful exercise to test for cointegration, given that, if present, it lends
support to the sustainability hypothesis. Moreover, although the above classication may not
be meaningful in the light of Bohns critique, it is still interesting to consider departures from
the benchmark case of  = 1:
Evidence for cointegration in empirical studies is mixed, however. One potential shortcom-
ing of the cointegration methodology outlined above is that the relationship is assumed to be
invariant. Given that scal policy is often subject to abrupt changes, motivated by political
or economic reasons, this may lead to periods of sustained decits, which may have import-
ant implications for the statistical analysis of scal sustainability, resulting in apparent global
unsustainability, as shown in Haug (1995) and Quintos (1995).
Therefore, in what follows, we propose an alternative methodology to deal with potential
changes in scal stances, by assuming that the long run relationship between government rev-
enues and expenditures is subject to Markov-type shifts. We start by looking at the results of
standard cointegration analysis, then testing for cointegration allowing for deterministic shifts
and nally considering Markov-switching cointegration.
3 Preliminary empirical results
While initial studies have focused on the US case and other developed economies (see Payne,
1997, for example), increasing attention has been devoted to the scal stance of developing
countries (see Kalyoncu, 2005, Baharumshah and Lau, 2007 and Payne, Mohammadi and Cak,
2008, for example). However, empirical evidence is ambiguous, suggesting that the cases of weak
sustainability or even unsustainability are very common, particularly for developing economies.
For illustration purposes, we analyse the scal sustainability of the Bahamas, Finland,
France, South Africa, Thailand and the United States. This group encompasses both developed
and developing countries from di¤erent regions. It may be argued that the disparity of the
levels of GDP may lead to di¤erent scal stances and, hence, of scal sustainability among these
countries. Indeed, the countries in our sample illustrate distinct scal experiences - persistent
decits (Bahamas, South Africa), large surpluses alternating with substantial decits (Thailand,
USA) and only occasional departures from a balanced budget (Finland, France). Nevertheless,
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we show that inference problems may occur in testing for sustainability, irrespective of the level
of development of a particular economy. Indeed, this is consistent with previous ndings in the
literature.
We use quarterly data for the relevant variables (in real terms), spanning from 1975 to 2004
and collected from the International Financial Statistics database. Preliminary unit root tests
have largely conrmed that government revenues and expenditures for all countries appear to
follow I(1) processes (results available upon request)4. Thus, we explore cointegration inference
involving these two variables, by estimating the cointegration regression (3) and testing whether
 = 1 or 0 <  < 1 (with the proviso discussed in the previous section).
We employ a residual-based approach to testing cointegration, i.e., we rst estimate (3)
and then ascertain whether the estimated equilibrium errors are stationary or not, by means of
ADF-type and Phillips-Perron-type tests, which are also known as Augmented-Engle-Granger
(AEG) and Phillips-Ouliaris (PO) cointegration test. There are no e¢ ciency losses in pursuing
a single-equation route when compared to the multi-equation method of Johansen (1988), as we
are studying a bivariate relationship with potentially a single cointegration vector. Thus, for
conciseness, we consider the standard OLS estimator of ; as well as the dynamic OLS (DOLS)
estimator of Stock and Watson (1993), which augments the cointegrating regression with p lags
and leads5 of the di¤erenced explanatory variable, in order to correct for second-order biases
usually associated with the simple OLS estimator.
< Insert Table 1 here >
We observe from Table 1 that, in general, the OLS estimates tend to be further away from 1
that the corresponding DOLS estimates (^DOLS). Considering the estimates alone, this would
imply that the Bahamas, Finland and France would, according to Quintos (1995), be classied
as weaklysustainable, with the remaining countries to be considered stronglysustainable. If
one looks at the DOLS results, however, all countries display estimates very close to the strong
sustainability benchmark, with the exception of Finland, with ^ = 0:824:
Note, however, that this analysis is conditional on the existence of cointegration between
expenditures and revenues. Looking at the residual-based tests with OLS residuals, one would
conclude that, according to the AEG test, all countries but the Bahamas would fail to meet
4This suggests that, according to the Bohn (2007) critique, if cointegration is present, the su¢ cient condition
for the sustainability of these scal regimes is met.
5We determine p by testing down the signicance of the extra leads and lags, starting from p = 4:
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the su¢ cient condition for sustainability, given that the statistic fails to reject the null of no
cointegration. Interestingly, however, the PO test indicates that only the US variables would
not be cointegrated.
It appears that the results of conventional methodologies tend to penalize the sustainability
hypothesis, even when the estimated  is close to 1. This could be explained by the fact that
regime shifts tests may lead to loss of power of unit root and cointegration tests and, hence,
the null hypothesis of cointegration is rejected less often than it should. We next test for
cointegration allowing for regime shifts.
4 Testing for sustainability allowing for regime shifts
Gregory and Hansen (1996a and 1996b), generalized the standard cointegration tests by consid-
ering an alternative hypothesis in which the cointegration vector may su¤er a regime shift at an
unknown timing. They analyzed models that accommodate under the alternative hypothesis of
cointegration the possibility of changes in parameters, namely an intercept shift model (C ), a
model with an intercept shift plus trend (C/T ), a regime shiftmodel (C/S ) where both the
constant and slope parameters change (see Gregory and Hansen, 1996a), as well as a regime
shift model where a trend shift is added (C/S/T ) (see Gregory and Hansen, 1996b).
As with the previous tests, Gregory and Hansen (1996a and b) tests are residual-based
cointegration procedures that evaluate if the error term is I(1) under the null of no cointegration.
In this framework, however, since the change point or its occurrence are unknown, the testing
procedures involve computing the usual statistics (AEG, Zt and Z) for all possible break points
 2 J and then selecting the smallest value obtained, since it will potentially present greater
evidence against the null hypothesis of no cointegration6.
Nevertheless, as pointed out by the authors, these tests possess power against other alternat-
ives, namely stablecointegration. Hence, a rejection of the null hypothesis does not necessarily
imply changes in the cointegration vector, since an invariant relationship might be the cause of
the rejection. Also, note that the smallest value of the statistic, if leading to a rejection, can
provide an idea of when a shift might have occurred7.
6 denotes the unknown relative timing of the break point and the trimming region is J = (0:15; 0:85), following
Gregory and Hansen (1996a and b).
7An alternative would be to directly test for nonlinear cointegration, in order to detect departures from the
standard linear cointegration framework (see Corradi, Swanson and White, 2000 and Choi and Saikkonen, 2009,
for example).
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These test statistics have non-standard limiting distributions with no closed form and, there-
fore, critical values were obtained by resorting to simulation methods. In this section, we examine
types of structural breaks that were not previously tabulated by Gregory and Hansen (1996a),
which are the change in slope with stable intercept,
Rt = + 
0
1GGt + 
0
2GGtDt + ut; (S)
as well as a model with change in slope and no constant term,
Rt = 
0
1GGt + 
0
2GGtDt + ut: (Snc)
The vector (Rt; GGt) is assumed to be of I(1) variables, ut should be a stationary disturbance
and Dt is a dummy variable of the type
Dt =
8<: 0; if t > [T ]1; if t  [T ] : (4)
[:] denoting the integer part operator.
For proper comparison, and following Gregory and Hansen (1996a, p. 110), we obtained
critical values for these types of shifts, with a single regressor, using the same response surface:
with 10 000 replications for sample dimensions T = 50; 100; 150; 200; 250 and 300, critical values
at the p percent level are obtained and then the regression
C(p; T ) =  0 +  1T
 1 + error,
is run. The critical values at the 5% signicance level for the (S) model are  4:685 (GH-AEG
and GH-Zt tests) and  39:172 (GH-Z test). For the (Snc) model, the critical values are  4:192
for the GH-AEG and GH-Zt tests, and  30:322 for the GH-Z test, respectively. The critical
values for the (C=S) model, to be used below, are  4:95 and  47:04:
We focus our attention on tests of variants (C=S), (S) and (Snc), as these are the most
relevant for the empirical analysis of scal sustainability. Note that the theoretical restrictions
resulting from IBC preclude a long run relationship with a deterministic trend (an ever-growing
decit or surplus), ruling out the need for (C/T ) and (C/T/S ). On the other hand, the parameter
of interest in our case is , the coe¢ cient determining the degree of sustainability, as there can
be cases where scal regimes deviate from the benchmark case of  = 1, captured in (S).
Furthermore, we also consider the theory-consistent case of no intercept, as the IBC implicitly
assumes zero-decits8.
8The justication for the use of an intercept term in empirical studies is mainly computational.
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The results are shown in Table 2.
< Insert Table 2 here >
Overall, we nd that the null of no cointegration is rejected by the majority of tests, for the
three model variants and across the six countries. We notice that the GH-AEG test rejects the
null less often, while the Z-type tests almost always reject the null. The variant (Snc) is not
rejected for Thailand, while in the case of Finland, only the GH-Zt is able to reject. Otherwise,
for every country, model variants (C=S) and (S) have their nulls rejected by at least two test
statistics. The general conclusion seems to point to the existence of a long-run equilibrium
between government expenditures and revenues, but one that appears to have been subject to
regime shifts.
In this table, we also report the dates corresponding to the smallest value attained by each
statistic. As mentioned above, we can use this as an informal way of dating potential regime
shifts. It is interesting to note that for several statistics, the minimum point appears around the
Asian crisis of 1997-1998, with the rst quarter of 1998 the most often identied date. These
results seem to be consistent with the stylized fact observed in many countries, which have
experienced scal di¢ culties following the Asian turmoil. This seems to be the case for France,
Finland, South Africa and Thailand. In the case of the Bahamas, breaks are also informally
identied in the early 90s, while for the US, 1995 appears to signal a shift in the scal regime.
This coincides with the start of the surplus years of the Clinton Administration.
Thus, it seems appropriate to try to model scal sustainability as potentially being subject
to regime shifts. However, the tests of this section assume that shifts occur in a deterministic
fashion, which is perhaps not very realistic. Also, the timing of the shifts may not be accurate,
as the above procedures will signal the largest break in the series. For the sample period con-
sidered, it is likely that more than one break as occurred, as it contain years of scal di¢ culties,
which at same point appear to have been resolved. Thus, the Gregory-Hansen tests, while being
informative in terms of cointegration inference, do not o¤er a convenient framework to model
long run relationships subject to regime changes. A possible way of allowing for stochastic shifts
is to use a Markov switching approach, as explained in the next section.
9
5 Fiscal sustainability under Markov Switching regime changes
In this section, and following Hall et al. (1997), we propose to use a more general type of
cointegration, where the cointegrating vector is allowed to undergo occasional changes, which
may be the result of sudden changes in policy, economic conditions, technology or institutions.
In order to describe the long run relationship between revenue and expenditures, we will use the
following model,
Rt = (1 + 2st) + (1 + 2st)GGt + (!1 + !2st)ut (5)
where st is a discrete-valued latent random variable indicating the regime operative at time t
and ut is a stationary and ergodic random disturbance with mean 0 and unit variance. The
variable st is assumed to follow a homogeneous rst-order Markov chain with state space f1; 2g
and transition probabilities p = Pr(st = 2jst 1 = 2), q = Pr(st = 1jst 1 = 1): Accordingly,
the cointegrating vector will have two regimes dened by st, f(1; 1); (2; 2)g, while !st =
f!1; !2g; so that we allow the variance of the long run relationship to change stochastically as
well, thus capturing potential low and high volatility regimes.
By allowing the parameters to change, a Markov switching framework allows for di¤erent
scal regimes. Depending on the estimated value of , one may analyse how often and for which
specic periods a given countrys scal stance deviates from the benchmark case of  = 1: De-
partures from this benchmark may occur when private agents expect a future change in policy
that ensures that the IBC is met. This is consistent with the stylized fact that countries ex-
perience periods of expanding decits (due to economic contractions, natural disasters, political
outcomes, etc.), alternating with periods when debt is repaid and budgets are rebalanced.
Note that the Markov switching is a generalization of the Gregory and Hansen (1996a and b)
models discussed above, in that we allow the shifts to be stochastic as opposed to deterministic.
In addition, they can occur more than once and the variance is allowed to change. In fact, the
Gregory-Hansen models correspond to the case where one of the regimes is absorbing, that is,
the staying probability of one of the regimes is 1.
As suggested by Gabriel et al. (2002), one can test for cointegration simply by resorting to
the standard residual-based procedures, but using instead the standardized residuals obtained
from the estimation of the Markov switching cointegrating model. These residuals are computed
as
et =
Rt   [(1 + 1GGt) Pr(st = 1jIt) + (2 + 2GGt) Pr(st = 2jIt)]
[!^21 Pr(st = 1jIt) + !^22 Pr(st = 2jIt)]1=2
; (6)
where Pr(st = ijIt); i = 1; 2, are the lter probabilities from the Markov switching estimation.
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If more than one shift has occurred, the usual residuals will reect this by appearing to be non-
stationary and thus cointegration may not be detected. By allowing for an unspecied number
of regime changes in the estimation step, the standardized residuals will be free of unusual
observations due to breaks, and therefore will replicate the stationary behaviour of the true
errors.
< Insert Figure 1 here >
Estimation of (5) is carried out by maximum likelihood9. We start by analysing the sta-
tionarity of the standardized residuals, computed as in (6) and contrasted in Figure 1 with the
residuals obtained from the simple linear regression (3). We can see that the former appear to
be more stable and, hence, stationary. Indeed, inspection of the DOLS residuals obtained in
section 3 reveals that some countries, in particular Finland, Thailand and the USA, experienced
periods of persistent, but temporally circumscribed, deviation from their average time series
path (decits in the case of the rst two countries, surpluses in the case of the latter). Given
that a linear approach will not be able to model these deviations, the (D)OLS residuals appear
to be non-stationary, as suggested by the cointegration tests in section 3. The Markov switching
approach discussed here allow us more exibility in incorporating the regime changes and thus
reecting them in the inference step.
The stationarity of the standardized residuals can be assessed by residual-based cointegration
tests. Gabriel et al. (2002) show that the asymptotic distributions of these tests provide a good
approximation when standardized Markov switching residuals are used. The critical values
obtained by MacKinnon (1991) for these tests are  3:9001,  3:3377 and  3:0462 for 1%, 5%
and 10% signicance levels, respectively.
< Insert Table 3 here >
Table 3 reports the results of the AEG and PO tests for each country. As before, the lag
length for the AEG test was automatically selected based on a sequential t-testing procedure,
while the bandwidth for the Phillips-Ouliaris test is also data-dependent, based on a Bartlett
9Estimates were obtained with a numerical optimization procedure using the BFGS algorithm. The cor-
responding asymptotic standard errors in Table 4 are heteroskedasticity and autocorrelation consistent (HAC),
computed with the prewhitened quadratic spectral kernel and data-dependent bandwidth, as recommended by
Andrews and Monahan (1992).
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kernel (results do not change if other intermediate procedures are used instead). We can see that
the null hypothesis of no cointegration is always comfortably rejected at the 1% signicance level
for all countries. Thus, comparing with the results of section 3, the conclusion of no cointegration
for most countries suggested by standard tests is now overturned by the Markov switching-based
tests. Indeed, it seems that when we account for regime changes, scal sustainability receives
stronger empirical support.
< Insert Table 4 here >
As mentioned above, another advantage of this framework is that one can interpret changes
in the cointegration vector as shifts in scal regimes. Table 4 displays the parameter estimates
arising from estimation of (5).We compute, in the last two columns, the di¤erence between the
AIC and SIC for the Markov switching and the simple linear model. A negative number indicates
that the non-linear specication is favoured, which is the case for all countries10. In addition,
the estimated regimes appear to be quite persistent, with estimated probabilities well above 0.9.
We also note that, with the exception of Thailand and South Africa, the variance appears to be
the same across regimes.
< Insert Figure 2 here >
Taking each country in turn, we observe that for the Bahamas regime 1 corresponds to a
period of strongsustainability, as the estimate of  is not signicantly di¤erent from 1. However,
in state 2, the long run relationship appears to breakdown, as  becomes close (statistically
speaking) to 0. Looking at the corresponding panel in Figure 2, which displays the ltered
probabilities of regime 1, we can see that periods of instability have mainly occurred in 1984-86
and in 1988-1995, after which cointegration seems to have been resumed.
The same pattern is present in the case of France, in which  drops considerably from 0.9664
to a value statistically close to, or below, 0. The period of scal uncertainty coincides with the
Euro-sclerotic, low growth and high unemployment years of the 90s, which led to increased
pressure on government spending.
In the case of Finland, again regime 1 corresponds to strong sustainability (with  =
1:0365), while regime 2 sees a shift to a weaklysustainable regime, since the  becomes lower,
10See Psaradakis, Sola and Spagnolo (2004) on the usefulness of model selection criteria such as the AIC and
SIC to detect Markov switching behaviour.
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but di¤erent from 1. The ltered probabilities in the corresponding panel of Figure 2 identify the
shift to regime 2 around 1991, which then lasts until 1998. This corresponds to a recessionary
period following the collapse and dismantling of trade with the Soviet Union, accompanied by
an increase in interest rates in Europe, which drove the currency up (under a pegged exchange
rate) and later on to a banking crisis. The economy started to recover from the recession in
late 1993 and the decits started to gradually decline after the scal consolidation programme
initiated in 1995.
A similar pattern of switches between strongand weaksustainability is apparent for South
Africa. For Thailand, the increase in volatility of the scal regime since 1988 drives the procedure
to identify transitions which seem to coincide with switches in the variance rather than in the
strength of scal sustainability. The same e¤ect seems to be present in the case of the US,
although to a lesser extent. Both countries seem to be well within the weaksustainability case,
but the ltered probabilities correctly identify, for the US case, the troublesome periods of the
70s and early 90s already identied in the literature (Hakkio and Rush, 1991, Quintos, 1995
and Martin, 2000), corresponding to a tighter monetary policy and the Reagan Administration
tax cuts policies. This was followed by a period of smaller decits in the late 80s and then the
accumulation of surpluses during the late Clinton Administration years.
Thus, with this approach we are able to uncover a richer and more complex dynamics in
the analysis of scal sustainability, which standard linear cointegration methods fail to capture.
Indeed, the results in section 3 pointed to lack of support for the cointegration case for some
countries. However, we have shown that departures from sustainable scal stances have been,
to a great extent, temporally circumscribed. This suggests that failure to account for multiple
regime changes may a¤ect empirical tests of scal sustainability.
6 Conclusion
There is ample evidence in the literature that policy changes or sudden shifts in economic
conditions may have a substantial impact on the dynamics of scal decits. In statistical terms,
if these changes are left unaccounted for, then a policy that is sustainable overall might appear to
be unsustainable. Indeed, if one uses conventional residual-based procedures, structural breaks
induce an increase in the residuals autocorrelation which may induce an near-unit root type of
behaviour.
By employing cointegration tests specically designed to take potential regime shifts into
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account, we have shown that structural breaks seems to be pervasive in tests of scal sustainab-
ility. However, given that economies may experience periods of limited duration of scal stress,
modelling this by only estimating breakpoints as in Haug (1995) and Quintos (1995) seems to
carry little information other than potential timings of changes. Therefore, we proposed an
alternative and more exible methodology to deal with potential changes in scal regimes. By
employing a Markov switching specication of the long run relationship between revenues and
expenditures, as in Hall et al. (1997), we are able to simultaneously: 1) test for cointegration
using Gabriels et al. (2002) procedure; 2) assess the type of scal regime that a country ex-
perienced at a given period and 3) analyse the timing of the transition between the estimated
regime types.
An alternative to the results presented here would be model the primary surplus/decit
series as a Markov switching process. In principle, similar conclusions would emerge in the
case of economies that switch between stationarity and non-stationarity. However, it should be
noticed that this approach imposes the cointegrating vector [1; 1] throughout and therefore
does not allow to distinguish the cases when deviations from the  = 1 benchmark occur, as the
formulation proposed here does.
There is scope for further renements. As mentioned before, further insight may be gained
if one allows the variance of the long run relationship to follow an independent Markov chain.
This means that the model can be rewritten as a four-state Markov switching model (see Hall
et al. 1997 for an example) and then test the hypothesis of whether changes in the variance and
in the mean follow the same unobserved latent process. However, this is beyond the scope of
the present work, which aims at illustrating the usefulness of this Markov switching approach.
We leave this for future research.
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Table 1: Cointegration analysis
Countries AEG PO ^ ^OLS
Bahamas  3:460  12:575 0:899
(0:042)
0:972
(0:036)
Finland  1:466  3:555 0:813
(0:042)
0:824
(0:046)
France  1:759  8:229 0:825
(0:067)
1:013
(0:059)
South Africa  2:558  7:049 0:929
(0:035)
0:975
(0:031)
Thailand  2:338  3:378 1:005
(0:034)
1:008
(0:033)
United States  2:469  2:736 0:969
(0:026)
0:978
(0:026)
Note:  signicant at 5%,  signicant at 1%; standard errors in brackets
Table 2: Gregory-Hansen tests
C=S S Snc
Countries AEG Z Zt AEG Z Zt AEG Z Zt
Bahamas  3:95
[98:1]
 148:2
[92:3]
 13:46
[93:1]
 3:99
[98:1]
 133:8
[92:3]
 12:32
[92:3]
 4:01
[98:1]
 133:9
[90:4]
 12:32
[93:1]
Finland  2:93
[99:2]
 30:2
[99:3]
 4:48
[99:3]
 3:71
[99:2]
 46:6
[98:1]
 5:67
[98:1]
 3:56
[96:2]
 46:9
[96:3]
 5:67
[96:3]
France  9:26
[98:1]
 100:4
[98:1]
 9:30
[98:1]
 9:04
[98:1]
 97:5
[98:1]
 9:07
[98:1]
 9:42
[98:1]
 102:3
[98:1]
 9:46
[98:1]
South Africa  4:40
[98:1]
 73:9
[98:1]
 7:67
[98:1]
 4:27
[98:1]
 67:3
[98:1]
 7:31
[98:1]
 4:40
[99:1]
 66:4
[98:1]
 7:26
[98:1]
Thailand  2:16
[97:2]
 25:2
[97:1]
 3:79
[97:1]
 3:80
[95:3]
 54:6
[96:2]
 6:16
[96:1]
 4:60
[97:2]
 50:5
[96:2]
 5:85
[96:1]
United States  3:96
[95:1]
 98:9
[95:2]
 8:91
[95:2]
 4:08
[95:1]
 102:4
[95:2]
 9:33
[94:4]
 4:78
[96:1]
 129:7
[97:2]
 12:01
[97:2]
*: rejection of the null hypothesis of no cointegration; potential break dates in square brackets
Table 3: Markov switching cointegration tests
Countries AEG PO
Bahamas  4:608  12:555
Finland  8:593  8:879
France  5:490  8:227
South Africa  4:716  8:445
Thailand  4:709  4:900
United States  8:485  8:463
*: rejection of the null hypothesis of no cointegration
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Table 4: Markov switching cointegration estimates
Countries 1 2 1 2 !1 !2 p q AIC
( ) SIC( )
Bahamas  0:055
(0:069)
1:409
(0:187)
0:979
(0:040)
 0:889
(0:108)
0:152
(0:020)
 0:025
(0:043)
0:934
(0:049)
0:978
(0:024)
 29:82  16:01
Finland  0:858
(1:291)
3:925
(2:495)
1:036
(0:025)
 0:311
(0:038)
4:667
(0:440)
0:972
(0:857)
0:912
(0:047)
0:979
(0:013)
 109:9  96:04
France 0:068
(0:027)
0:899
(0:115)
0:964
(0:046)
 1:309
(0:183)
0:039
(0:003)
 0:005
(0:005)
0:921
(0:046)
0:976
(0:012)
 48:91  35:54
South Africa 14:74
(78:01)
33:57
(83:26)
0:901
(0:133)
 0:196
(0:154)
31:57
(3:492)
 2:757
(4:621)
0:976
(0:020)
0:955
(0:028)
 40:35  26:54
Thailand 660:7
(122:9)
 711:4
(123:9)
0:891
(0:072)
 0:200
(0:077)
238:8
(25:23)
 193:8
(31:41)
0:973
(0:020)
0:975
(0:011)
 159:4  145:6
United States 0:135
(0:182)
0:081
(0:190)
0:744
(0:249)
 0:205
(0:264)
0:089
(0:024)
 0:062
(0:023)
0:961
(0:023)
0:921
(0:034)
 64:11  50:26
Standard errors in brackets; ( ): di¤erence between Markov switching and linear model
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Figure 1: DOLS residuals (above) and standardized MS residuals (below)
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Figure 2: Regime 1 ltered probabilities
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