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Fractional differential equations (FDEs) are generalization
of differential equation of integer order. Recently, FDEs
have gained much attention because it is used to describe
many important phenomena in engineering, physics and
chemistry. For example, ﬂuid ﬂows, signal processing, con-trol theory, ﬁber optics, cosmology and material science [1–
7]. As mentioned in [8], the most important advantage of
using FDEs in many applications is their non-local property.
It is known that some real physical phenomena are depend
not only on its current state, but also upon its historical
state (non-local property), which can be successfully modeled
by using FDEs.
In the literature, many powerful and efﬁcient methods have
been proposed to obtain numerical and analytical solutions for
FDEs. Examples include, Adomian decomposition method,
variational iteration method, fractional difference method, dif-
ferential transform method, homotopy perturbation method,
the exp-function method, the (G0/G)-expansion method, the
fractional sub-equation method, and generalized fractional
sub-equation method [9–19]. Abdel-Salam and Yousif [20]
introduced the fractional Riccati expansion method to obtain
analytical solutions of FDEs to solve the space–time fractional
Korteweg–de Vries (KdV) equation, regularized long-wave
614 E. A-B. Abdel-Salam, E. A. E. Gumma(RLW) equation, Boussinesq equation and Klein–Gordon
equation. Also, Abdel-Salam et al. [21] studied the moving
boundary space–time fractional Burger’s equation. In this
paper, we introduce the improved fractional Riccati expansion
method to solve FDEs with the modiﬁed Riemann–Liouville
derivative deﬁned by Jumarie [22–24]. Recently, Abdel-Salam
and Al-Muhiameed introduced the fractional mapping method
by solving the fractional elliptic equation DaxFðxÞ ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Aþ BFðxÞ2 þ CFðxÞ4
q
and studied the space–time fractional
combined KdV–mKdV equation.
The rest of the paper is organized as follows: some basic
deﬁnitions of fractional calculus and the description of the
improved fractional Riccati expansion method is presented in
Section 2. The proposed method in Section 2 applied to solve
the problems: space–time fractional modiﬁed KdV (mKdV)
equation, space–time fractional modiﬁed RLW (mRLW)
equation, time fractional biological population model and
space–time fractional Klein–Gordon equation, in Section 3.
The paper ends in Section 4 with conclusion.
2. Description of the improved fractional Riccati expansion
method
In this section, we present the improved fractional Riccati
expansion method with constant coefﬁcients to ﬁnd exact ana-
lytical solutions of nonlinear FDEs. The fractional derivatives
are described in sense of the following modiﬁed Riemann–
Liouville derivative deﬁned by Jumarie [22–24] as
Dax fðxÞ¼
1
Cð1aÞ
R x
0
ðxnÞa1½fðnÞ fð0Þdn; a< 0;
1
Cð1aÞ
d
dx
R x
0
ðxnÞa½fðnÞ fð0Þdn; 0< a< 1;
½ f ðanÞðxÞðnÞ; n6 a< nþ1; nP 1;
8><
>:
ð1Þ
which has merits over the original one, for example, the a-
order derivative of a constant is zero. Some properties of the
Jumarie’s modiﬁed Riemann–Liouville derivative are
Daxx
c ¼ Cðcþ 1Þ
Cðcþ 1 aÞx
ca; c > 0; ð2ÞDax½ fðxÞgðxÞ ¼ gðxÞDax fðxÞ þ fðxÞDaxgðxÞ; ð3ÞDaxf ½gðxÞ ¼ f 0g ½gðxÞDaxgðxÞ ¼ Dagf ½gðxÞðg0xÞa: ð4Þ
The above properties play an important role in the improved
fractional Riccati expansion method. The formulas (3) and
(4) follow from the fractional Leibniz rule and the fractional
Barrow’s formula [25]. In addition, Kolwankar obtained the
same formula (3) by using an approach on Cantor space
[26]. Jumarie [27] gave detailed proofs of the above formulas
(see Proposition 3.1 page 1746 and Section 4 (Some Basic For-
mulae for Fractional Derivative and Integral) page 1748). That
is direct results of the equality DaxfðxÞ ¼ Cðaþ 1ÞDxfðxÞ, which
holds for non-differentiable functions. For a given nonlinear
FDE, say, in two variables x and t
Pðu;Dat u;Daxu;D2at u;D2ax u; . . .Þ ¼ 0; ð5Þ
where Dat u and D
a
xu are Jumarie’s modiﬁed Riemann–Liouville
derivatives of u, u= u(x, t), is an unknown function, P is apolynomial in u and its various partial derivatives. Using the
traveling wave transformation:
uðx; tÞ ¼ uðnÞ; n ¼ xþ xt; ð6Þ
where x is a constant to be determined later, the nonlinear
FDE (5) is reduced to the following nonlinear fractional ordin-
ary differential equation (FODE) for u= u(n):
~Pðu;xaDanu;Danu;x2aD2an u;D2an u; . . .Þ ¼ 0: ð7Þ
Suppose that u(n) can be expressed by a ﬁnite power series
of F(n), then
uðnÞ ¼ a0 þ
Xn
i¼1
aiF
i; an – 0; ð8Þ
where ai (i= 0, 1, 2, . . . , n) are constants to be determined
later, n is a positive integer determined by balancing the linear
term of the highest order with the nonlinear term in Eq. (7) and
F= F(n) satisﬁes the following fractional Riccati equation:
DanF ¼ Aþ BFþ CF2; 0 < a 6 1; ð9Þ
where A, B and C are constants. Using the Mittag–Lefﬂer
function in one parameter EaðxÞ ¼
P1
k¼0
xk
Cð1þkaÞ ða > 0Þ, we
obtain the following solution of Eq. (9) (detailed proof of these
cases is in Appendix A).
Case 1: If B2  4AC> 0 and BC „ 0, then
F1 ¼  1
2C
Bþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
tanh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n; a
 h i
;
F2 ¼  1
2C
Bþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
coth 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n; a
 h i
:
Case 2: If B2  4AC< 0 and BC „ 0, then
F3 ¼ 1
2C
Bþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4AC B2
p
tan 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4AC B2
p
n; a
 h i
;
F4 ¼  1
2C
Bþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4AC B2
p
cot 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4AC B2
p
n; a
 h i
:
Case 3: If B2  4AC> 0 and AC „ 0, then
F5 ¼
2Acosh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B24AC
p
n;a
 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B24AC
p
sinh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B24AC
p
n;a
 
Bcosh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B24AC
p
n;a
  ;
F6 ¼
2Asinh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B24AC
p
n;a
 
Bsinh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B24AC
p
n;a
 

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B24AC
p
cosh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B24AC
p
n;a
  :
Case 4: If B2  4AC< 0, AC „ 0, then
F7 ¼
2Acos 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4ACB2
p
n;a
 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4ACB2
p
sin 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4ACB2
p
n;a
 
þBcosh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4ACB2
p
n;a
  ;
F8 ¼
2Asin 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4ACB2
p
n;a
 
Bsinh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4ACB2
p
n;a
 

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4ACB2
p
cos 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4ACB2
p
n;a
  :
Case 5: If A= 0, BC „ 0, then
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C rþ coshðBn; aÞ  sinhðBn; aÞ½ 
F10 ¼ B coshðBn; aÞ þ sinhðBn; aÞ½ 
C rþ coshðBn; aÞ þ sinhðBn; aÞ½  ;
where r is an arbitrary constant and the generalized hyperbolic
and trigonometric functions are deﬁned as
coshðn;aÞ ¼Eaðn
aÞþEaðnaÞ
2
; sinhðn;aÞ ¼Eaðn
aÞEaðnaÞ
2
;
cosðn;aÞ ¼Eaðin
aÞþEaðinaÞ
2
; sinðn;aÞ ¼Eaðin
aÞEaðinaÞ
2i
;
tanhðn;aÞ ¼ sinhðn;aÞ
coshðn;aÞ ; tanðn;aÞ ¼
sinðn;aÞ
cosðn;aÞ ;
cothðn;aÞ ¼ 1
tanhðn;aÞ ; cotðn;aÞ ¼
1
tanðn;aÞ :
Determining the integer n, then substituting Eq. (8) with
Eq. (9) into Eq. (7), collecting all terms with the same order
of F(n), and setting each coefﬁcient of F(n) to zero. This
yields a system of over-determined algebraic equations
for a0, a1. . ., an, and x. Solving this system the constants
a0, a1, . . ., an, and x, can be expressed in terms of constants
A, B, and C. Depending on the chosen values of A, B, and
C, the function f(n) possesses the traveling wave solutions
as given above; then the improved fractional Riccati expan-
sion method (8) has the traveling wave solution of the nonlin-
ear FDEs (5).
Remark 1. If we take A= r, B= 0, and C= 1 in [19], then
the obtained results coincide to the results in [19].
Remark 2. If we take A= A, B= 0, and C= B in [20], the
obtained results recover the results presented in [20].
Remark 3. When a= 1, then the results are similar to those
obtained by [28].u3 ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 3s
2l
s
Bþ
4CA cosh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n; a
 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
sinh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n; a
 
 B cosh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n; a
 
2
4
3
5; ð17Þ
u4 ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 3s
2l
s
B
4CA sinh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n; a
 
B sinh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n; a
 

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
cosh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n; a
 
2
4
3
5: ð18Þ3. Application
3.1. Space–time fractional modiﬁed Korteweg–de Vries equation
The KdV equation is the earliest soliton equation that was
ﬁrstly derived by Korteweg and de Vries to model the evolu-tion of shallow water wave in 1895. The mKdV equation has
many applications, such as quantum ﬁeld theory, solid-state
physics, plasma physics and ﬂuid physics [29–33]. The space–
time fractional mKdV equation is
Dat uþ lu2Daxuþ sD3ax u ¼ 0; 0 < a 6 1; ð10Þ
where l and s are constants. In order to solve Eq. (10) by the
fractional Riccati expansion method, we use the traveling wave
transformation u(x, t) = u(n), n= x+ xt, where x is the
dimensionless velocity of the wave. Then, Eq. (10) is reduced
to the following nonlinear FODE:
xaDanuþ lu2Danuþ sD3an u ¼ 0: ð11Þ
By balancing D3an u with u
2 Danu gives n= 1. Therefore, the
solution of Eq. (11) can be expressed as
u ¼ a0 þ a1F: ð12Þ
Substituting (12) into (11) using (9) and setting the coefﬁ-
cients of Fi(i = 0, 1, 2, 3, 4) to zero, we get
a0 ¼B
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 3s
2l
s
; a1 ¼C
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
6s
l
s
; xa ¼ s
2
ðB2  4ACÞ: ð13Þ
The general formulae for the traveling wave solution of the
space–time fractional mKdV Eq. (10) is
uðx; tÞ ¼ B
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 3s
2l
s
 C
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 6s
l
s
Fðxþ xtÞ; xa
¼ s
2
ðB2  4ACÞ: ð14Þ
By selecting the special values of the A, B, C and the corre-
sponding function F(n), we get the following generalized
hyperbolic solutions of (10):
when B2  4AC> 0 and BC „ 0, we have
u1 ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 3sðB
2  4ACÞ
2l
s
tanh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n; a
 
; ð15Þ
u2 ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 3sðB
2  4ACÞ
2l
s
coth 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n; a
 
: ð16Þ
If B2  4AC> 0 and AC „ 0, we haveIf A= 0 and BC „ 0, we get
u5 ¼ B
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 3s
2l
s
1 2r
rþ coshðBn; aÞ  sinhðBn; aÞ
 
; ð20Þ
616 E. A-B. Abdel-Salam, E. A. E. Gummau6 ¼ B
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 3s
2l
s
1 2 coshðBn; aÞ þ 2 sinhðBn; aÞ
rþ coshðBn; aÞ þ sinhðBn; aÞ
 
: ð21Þ
Also, we can obtain the following generalized trigonometric
solutions:
When B2  4AC< 0 and BC „ 0,
u7 ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 3sð4AC B
2Þ
2l
s
tan 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4AC B2
p
n; a
 
; ð22Þu8 ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 3sð4AC B
2Þ
2l
s
cot 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4AC B2
p
n; a
 
: ð23Þ
If B2  4AC< 0 and AC „ 0, we haveu9 ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 3s
2l
s
B
4AC cos 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4AC B2
p
n; a
 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4AC B2
p
sin 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4AC B2
p
n; a
 
þ B cos 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4AC B2
p
n; a
 
2
4
3
5; ð24Þ
u10 ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 3s
2l
s
B
4AC sin 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4AC B2
p
n; a
 
B sinh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4AC B2
p
n; a
 

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4AC B2
p
cos 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4AC B2
p
n; a
 
2
4
3
5; ð25Þwhere xa ¼ s
2
ðB2  4ACÞ. When a= 1 Eq. (10) reduced to the
well known mKdV equation
ut þ lu2ux þ suxxx ¼ 0: ð26Þ
The solutions (15) and (16) take the form of the following
kink-shaped and singular soliton solutions of the mKdV
equation
u1mKdV ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 3sðB
2  4ACÞ
2l
s
 tanh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
ðxþ xtÞ
 
; ð27Þ
u2mKdV ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 3sðB
2  4ACÞ
2l
s
 coth 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
ðxþ xtÞ
 
; ð28Þ
where x ¼ s
2
ðB2  4ACÞ. The remaining solutions can be
obtained in a similar manner.
3.2. Space–time fractional modiﬁed regularized long-wave
equation
The RLW equation describes approximately the unidirectional
propagation of long waves in certain nonlinear dispersive sys-
tems, has been proposed by Benjamin et al. in 1972. The RLW
and mRLW equations are considered as an alternative to the
KdV and mKdV equations, which are modeled to govern a
large number of physical phenomena such as shallow waters
and plasma waves [34–36]. The space–time fractional mRLW
equation has the form
Dat uþ mDaxuþ lu2Daxu sDat D2ax u ¼ 0; 0 < a 6 1; ð29Þwhere m, l and s are constants. By using the traveling wave
transformation u(x, t) = u(n), n= x+ xt, Eq. (29) is reduced
to the following nonlinear FODE:
ðxa þ mÞDanuþ lu2Danu sxaD3an u ¼ 0: ð30Þ
Thus, the solution of Eq. (29) has the form
u ¼ a0 þ a1F: ð31Þ
Substituting (31) into (30) using (9) and setting the coefﬁ-
cients of Fi to zero, we have
a0 ¼B
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 3ms
lð2þB2s 4ACsÞ
s
; a1 ¼ 2a0C
B
; xa ¼ 2m
4ACs 2B2s :
ð32ÞThen the general formulae of the traveling wave solution of
the space–time fractional mRLW Eq. (29) is
u¼B
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 3ms
lð2þB2s4ACsÞ
s
1þ2C
B
FðxþxtÞ
 
; xa¼ 2m
4ACs2B2s :
ð33Þ
By selecting the special value of the A, B, C and the corre-
sponding function F(n), we get the following generalized
hyperbolic solutions of (29):
when B2  4AC> 0 and BC „ 0, we have
u1 ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 3msðB
2  4ACÞ
lð2þ B2s 4ACsÞ
s
tanh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n; a
 
;
ð34Þ
u2 ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 3msðB
2  4ACÞ
lð2þ B2s 4ACsÞ
s
coth 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n; a
 
;
ð35Þ
where xa ¼ 2m
4ACs2B2s. The remaining solutions can be
obtained in a similar way. When a= 1 Eq. (29) reduced to
the well known mRLW equation
ut þ mux þ lu2ux  suxxt ¼ 0; ð36Þ
The solutions (34) and (35) take the form of the following
kink-shaped and singular soliton solutions of the mRLW
equation
u1mRLW ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 3msðB
2  4ACÞ
lð2þ B2s 4ACsÞ
s
tanh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n
 
;
ð37Þ
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ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 3msðB
2  4ACÞ
lð2þ B2s 4ACsÞ
s
coth 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n
 
;
ð38Þ
where x ¼ 2m
4ACs2B2s.
3.3. Time fractional biological population model
The problem of biological diffusion is an issue of increasing
signiﬁcance in contemporary ecology [37,38]. Mathematical
aspects of the biological problem have been considered in
many papers [39–41]. The time fractional biological population
model has the form
Dat u ¼ Dxðu2Þ þDyðu2Þ þ hðu2  rÞ; 0 < a 6 1; ð39Þ
where h, r are constants, u represents the population density
and hðu2  rÞ represents the population supply due to births
and deaths. By using the traveling wave transformation
u(x, y, t) = u(n), n= kx+ iky+ xt, i2 = 1 [19], Eq. (39)
is reduced to the following nonlinear FODE:
xaDanu hðu2  rÞ ¼ 0: ð40Þ
Thus, the solution of Eq. (40) has the form
u ¼ a0 þ a1F: ð41Þ
Substituting (41) into (40) using (9) and setting the coefﬁ-
cients of Fi to zero, we have
a0¼B
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r
B24AC
r
; a1¼ 2C
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r
B24AC
r
; xa¼ 2h
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r
B24AC
r
:
ð42Þ
The general formulae of the traveling wave solution of the
time fractional biological population model (39) is
u ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r
B2  4AC
r
Bþ 2CFðxþ xtÞ½ ; xa ¼ 2h
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r
B2  4AC
r
:
ð43Þ
By selecting the special values of the A, B, C and the corre-
sponding function F(n), we get the following generalized
hyperbolic solutions of (39):
when B2  4AC> 0 and BC „ 0, we have
u1 ¼ 
ﬃﬃ
r
p
tanh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n; a
 
; ð44Þ
u2 ¼ 
ﬃﬃ
r
p
coth 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n; a
 
ð45Þ
where xa ¼ 2h ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃr
B24AC
p
. The remaining solutions can be
obtained in a similar way. When a= 1 Eq. (39) reduced to
the well known biological population model
ut ¼ ðu2Þxx þ ðu2Þyy þ hðu2  rÞ; ð46Þ
And the solutions (44) and (45) take the form
u1b ¼ 
ﬃﬃ
r
p
tanh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n
 
; ð47Þ
u2b ¼ 
ﬃﬃ
r
p
coth 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n
 
; ð48Þ
where x ¼ 2h ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃr
B24AC
p
.3.4. Space–time fractional Klein–Gordon equation
The nonlinear Klein–Gordon equation appears in relativistic
quantum mechanics [20,42]. It describes the processes involv-
ing particles of spin zero. The nonlinear space–time fractional
Klein–Gordon equation is
D2at u mD2ax uþ lu su3 ¼ 0; 0 < a 6 1; ð49Þ
where m, l and s are constants. By using the traveling wave
transformation uðx; tÞ ¼ uðnÞ; n ¼ xþ xt, Eq. (49) is reduced
to the following nonlinear FODE:
ðx2a  mÞD2an uþ lu su3 ¼ 0: ð50Þ
Thus, the solution of Eq. (49) has the form
u ¼ a0 þ a1F: ð51Þ
Substituting (31) into (30) using (9) and setting the coefﬁ-
cients of Fi to zero, we have
a0¼B
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l
sðB24ACÞ
r
; a1¼ 2a0C
B
; x2a¼ 2lþ mðB
24ACÞ;
B24AC :
ð52Þ
The general formulae of the traveling wave solution of non-
linear space–time fractional Klein–Gordon Eq. (49) is
u¼B
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l
sðB24ACÞ
r
1þ2C
B
FðxþxtÞ
 
; x2a¼ 2lþmðB
24ACÞ
B24AC :
ð53Þ
By selecting the special values of the A, B, C and the corre-
sponding function F(n), we get the following generalized
hyperbolic solutions of (49):
when B2  4AC> 0 and BC „ 0, we have
u1 ¼ 
ﬃﬃﬃ
l
s
r
tanh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n; a
 
; ð54Þ
u2 ¼ 
ﬃﬃﬃ
l
s
r
coth 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n; a
 
; ð55Þ
where x2a ¼ 2lþmðB24ACÞ
B24AC : The remaining solutions can be
obtained in a similar way. When a= 1 Eq. (49) reduced to
the well known nonlinear Klein–Gordon equation
ut  muxx þ lu su3 ¼ 0; ð56Þ
and the solutions (54) and (44) take the form
u1KG ¼ 
ﬃﬃﬃ
l
s
r
tanh 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n
 
; ð57Þ
u2KG ¼ 
ﬃﬃﬃ
l
s
r
coth 0:5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
n
 
; ð58Þ
where x2 ¼ 2lþmðB24ACÞ
B24AC .
4. Conclusions
In this paper, the improved fractional Riccati expansion
method is presented to ﬁnd the analytical solutions of nonlin-
ear space–time FDEs. The obtained solutions are expressed
through Mittag–Lefﬂer type functions. Four examples are
studied to illustrate the efﬁciency of the method. With the best
618 E. A-B. Abdel-Salam, E. A. E. Gummaof our knowledge, some of the obtained results are appear for
the ﬁrst time. The improved fractional Riccati expansion
method can be applied to other FDEs.Appendix A
The product of two power series are given by
X1
n¼0
anx
n
 ! X1
n¼0
bnx
n
 !
¼
X1
n¼0
cnx
n; ðA-1Þ
where cn ¼
P1
k¼0akbnk. If n is a natural number, then
X1
k¼0
akx
k
 !n
¼
X1
k¼0
ckx
k; ðA-2Þ
where co ¼ an0; cm ¼ 1ma0
P1
k¼1ðknmþ kÞakcmk [43,44]. For
simplicity, we suppose that
EaðxaÞEaðxaÞ ¼
X1
k¼0
xak
Cð1þ akÞ
 ! X1
k¼0
ðxaÞk
Cð1þ akÞ
 !
¼M:
ðA-3Þ
From the deﬁnition of cosh(x, a) and sinh(x, a), we can get
the following inequality
cosh2ðx;aÞ sinh2ðx;aÞ¼ 1
4
EaðxaÞ2þ2EaðxaÞEaðxaÞ
h
þEaðxaÞ2EaðxaÞ2þ2EaðxaÞEaðxaÞ
EaðxaÞ2
i
¼EaðxaÞEaðxaÞ¼M:
ðA-4Þ
Dividing by cosh2(x, a) and sinh2(x, a), we have
1 tanh2ðx; aÞ ¼M sech2ðx; aÞ; ðA-5Þ
coth2ðx; aÞ  1 ¼M csch2ðx; aÞ: ðA-6Þ
Similarly, we suppose that
EaðixaÞEaðixaÞ ¼
X1
k¼0
ðixaÞk
Cð1þ akÞ
 ! X1
k¼0
ðixaÞk
Cð1þ akÞ
 !
¼ ~M:
ðA-7Þ
cos2ðx; aÞ þ sin2ðx; aÞ ¼ EaðixaÞEaðixaÞ ¼ ~M: ðA-8Þ
1þ tan2ðx; aÞ ¼ ~M sec2ðx; aÞ; ðA-9Þ
cot2ðx; aÞ þ 1 ¼ ~M csc2ðx; aÞ: ðA-10Þ
The fractional derivatives of the Mittag–Lefﬂer function
take the form
DaxEaðxaÞ ¼
X1
k¼0
Daxx
ak
Cð1þ akÞ
¼
X1
k¼1
Cð1þ akÞxaka
Cð1þ akÞCðakþ 1 aÞ
¼
X1
k¼1
xaðk1Þ
Cðaðk 1Þ þ 1Þ
¼
X1
s¼0
xas
Cðasþ 1Þ
¼ EaðxaÞ; ðA-11ÞDaxEaðxaÞ ¼
X1
k¼0
ð1ÞkDaxxak
Cð1þ akÞ
¼
X1
k¼1
ð1ÞkCð1þ akÞxaka
Cð1þ akÞCðakþ 1 aÞ
¼
X1
k¼1
ð1Þkxaðk1Þ
Cðaðk 1Þ þ 1Þ
¼
X1
s¼0
ð1Þsþ1xas
Cðasþ 1Þ
¼ EaðxaÞ; ðA-12Þ
DaxEaðixaÞ ¼ iEaðixaÞ; ðA-13Þ
DaxEaðixaÞ ¼ iEaðixaÞ: ðA-14Þ
From Eqs. (A-11) to (A-14), we can get the derivatives of
the generalized hyperbolic and trigonometric functions
Dax½sinhðx; aÞ ¼
Dax½EaðxaÞ Dax½EaðxaÞ
2
¼ Eaðx
aÞ þ EaðxaÞ
2
¼ coshðx; aÞ; ðA-15Þ
Dax½coshðx; aÞ ¼
Dax½EaðxaÞ þDax½EaðxaÞ
2
¼ Eaðx
aÞ  EaðxaÞ
2
¼ sinhðx; aÞ; ðA-16Þ
Dax½sinðx; aÞ ¼
Dax½EaðixaÞ Dax½EaðixaÞ
2i
¼ Eaðix
aÞ þ EaðixaÞ
2
¼ cosðx; aÞ; ðA-17Þ
Dax½cosðx; aÞ ¼
Dax½EaðixaÞ þDax½EaðixaÞ
2
¼ Eaðx
aÞ  EaðxaÞ
2i
¼  sinðx; aÞ; ðA-18Þ
By using these inequalities, we proof the ﬁve cases.
Case 1a: If B2  4AC> 0 and BC – 0; D ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B2  4AC
p
,
then
F1 ¼  1
2C
Bþ D tanh 0:5Dx; að Þ½ ;
L:H:S ¼ Dax 
1
2C
Bþ D tanh 0:5Dx; að Þ½ 
 
¼  D
4C
Dax
sinhð0:5Dx; aÞ
coshð0:5Dx; aÞ
 
¼  D
4C
Dax½cosh ð0:5Dx; aÞ1 sinhð0:5Dx; aÞ
¼  D
2
4C
cosh ð0:5Dx; aÞ1Dax½sinhðx; aÞ
h
 sinhðx; aÞ cosh ð0:5Dx; aÞ2Dax½coshðx; aÞ
i
¼  D
2
4C
cosh2ð0:5Dx; aÞ  sinh2ð0:5Dx; aÞ
cosh2ð0:5Dx; aÞ
 
¼  D
2
4C
M
cosh2ð0:5Dx; aÞ
 
;
¼ D
2M
4C
sech2ð0:5Dx; aÞ;
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¼ A B
2C
Bþ D tanh 0:5Dx; að Þ½ 
þ 1
4C
Bþ D tanh 0:5Dx; að Þ½ 2
¼ A B
2
2C
 DB
2C
tanh 0:5Dx; að Þ þ B
2
4C
þ DB
2C
tanh 0:5Dx; að Þ þ D
2
4C
tanh 0:5Dx; að Þ2
¼ A B
2
4C
þ D
2
4C
tanh 0:5Dx; að Þ2
¼ B
2  4AC
4C
þ D
2
4C
tanh 0:5Dx; að Þ2
¼  D
2
4C
1 tanh 0:5Dx; að Þ2
h i
¼ D
2M
4C
sech2ð0:5Dx; aÞ;
Then, the two sides are equal.
Case 2a: If B2  4AC< 0 and BC – 0;D ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4AC  B2
p
,
then
F3 ¼ 1
2C
Bþ D tan 0:5Dn; að Þ½ ;
L:H:S ¼ Dax
1
2C
Bþ D tan 0:5Dx; að Þ½ 
 
¼ D
4C
Dax
sinð0:5Dx; aÞ
cosð0:5Dx; aÞ
 
¼ D
4C
Dax½cos ð0:5Dx; aÞ1 sinð0:5Dx; aÞ
¼ D
2
4C
cos ð0:5Dx; aÞ1Dax½sinð0:5Dx; aÞ
h
 sinð0:5Dx; aÞ cos ð0:5Dx; aÞ2Dax½cosð0:5Dx; aÞ
i
¼ D
2
4C
cos2ð0:5Dx; aÞ þ sin2ð0:5Dx; aÞ
cos2ð0:5Dx; aÞ
 
¼ D
2
4C
~M
cos2ð0:5Dx; aÞ
 
¼ D
2 ~M
4C
sec2ð0:5Dx; aÞ;
R:H:S ¼ Aþ BFþ CF2
¼ Aþ B
2C
Bþ D tan 0:5Dx; að Þ½ 
þ 1
4C
Bþ D tan 0:5Dx; að Þ½ 2
¼ A B
2
2C
þ DB
2C
tan 0:5Dx; að Þ
þ B
2
4C
 DB
2C
tan 0:5Dx; að Þ þ D
2
4C
tan 0:5Dx; að Þ2
¼ A B
2
4C
þ D
2
4C
tan 0:5Dx; að Þ2
¼ 4AC B
2
4C
þ D
2
4C
tan 0:5Dx; að Þ2
¼ D
2
4C
1þ tan 0:5Dx; að Þ2
h i
¼ D
2 ~M
4C
sec2ð0:5Dx; aÞ;
Then, the two sides are equal. By the same manner, the other
formulas can be proved.References
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