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Block maxima methods constitute a fundamental part of the sta-
tistical toolbox in extreme value analysis. However, most of the cor-
responding theory is derived under the simplifying assumption that
block maxima are independent observations from a genuine extreme
value distribution. In practice however, block sizes are finite and ob-
servations from different blocks are dependent. Theory respecting the
latter complications is not well developed, and, in the multivariate
case, has only recently been established for disjoint blocks of a single
block size. We show that using overlapping blocks instead of disjoint
blocks leads to a uniform improvement in the asymptotic variance
of the multivariate empirical distribution function of rescaled block
maxima and any smooth functionals thereof (such as the empirical
copula), without any sacrifice in the asymptotic bias. We further
derive functional central limit theorems for multivariate empirical
distribution functions and empirical copulas that are uniform in the
block size parameter, which seems to be the first result of this kind for
estimators based on block maxima in general. The theory allows for
various aggregation schemes over multiple block sizes, leading to sub-
stantial improvements over the single block length case and opens the
door to further methodology developments. In particular, we consider
bias correction procedures that can improve the convergence rates of
extreme-value estimators and shed some new light on estimation of
the second-order parameter when the main purpose is bias correction.
1. Introduction. Extreme-value theory provides a central statistical
ingredient in various fields like hydrology, meteorology and financial risk
management, which all have to deal with highly unlikely but important
events, see, e.g., Beirlant et al. (2004) for an overview. Mathematically, the
properties of such events can be understood by studying the (multivariate)
tail of probability distributions and the potential temporal dependence of
tail events. Respective statistical methodology typically relies on some ver-
sion of one of two fundamental approaches: the peaks-over-threshold (POT)
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method which considers only observations that exceed a certain high thresh-
old, or the block maxima (BM) method which is based on taking maxima of
observed values over consecutive blocks of observations and treating those
maxima as (approximate) data from an extreme value distribution.
While historically the BM approach was the first to be invented (Gumbel,
1958), the mathematical interest soon shifted towards the POT approach.
POT methods are by now well understood, and there is a rich and mature
literature on various theoretical and practical aspects of such methods, see
de Haan and Ferreira (2006) for a review of many classical results and Drees
and Rootze´n, 2010; Can et al., 2015; Fouge`res et al., 2015; Einmahl et al.,
2016 for recent developments. In the last couple of years, there has been an
increased interest in the theoretical aspects of the BM approach for univari-
ate observations, and recent work in this direction includes Dombry (2015);
Ferreira and de Haan (2015); Dombry and Ferreira (2017); Bu¨cher and Segers
(2018b,a). The case of multivariate observations has received much less at-
tention, and the only theoretical analysis of (component-wise) block maxima
in the multivariate setting that we are aware of is due to Bu¨cher and Segers
(2014). The present paper is motivated by this apparent imbalance of theo-
retical developments for BM methods as compared to POT methods in the
multivariate case.
It is well known that the analysis of multivariate distributions can be de-
composed into two distinct parts: the analysis of marginal distributions and
the analysis of the dependence structure as described by the associated cop-
ula. Classical results from extreme-value theory further show that the possi-
ble dependence structures of extremes have to satisfy certain constraints, but
do not constitute a parametric family. In fact, the possible dependence struc-
tures may be described in various equivalent ways (see, e.g., Resnick, 1987;
Beirlant et al., 2004; de Haan and Ferreira, 2006): by the exponent measure
µ (Balkema and Resnick, 1977), by the spectral measure Φ (de Haan and
Resnick, 1977), by the Pickands dependence function A (Pickands, 1981), by
the stable tail dependence function L (Huang, 1992), by the tail copula Λ
(Schmidt and Stadtmu¨ller, 2006), by the madogram ν (Naveau et al., 2009),
by the extreme-value copula C∞ (see Gudendorf and Segers (2010) for an
overview), or by other less popular objects.
Since statistical theory for estimators of, e.g., the Pickands dependence
function, the stable tail dependence function, or the madogram may be
derived from corresponding results for the empirical copula process (see,
e.g., Genest and Segers, 2009), we focus on constructing estimators for the
extreme-value copula C∞, which can in turn serve as a fundamental build-
ing block for subsequent developments. This approach was also taken in
the above-mentioned reference Bu¨cher and Segers (2014), who analyse the
empirical copula process based on (disjoint) block maxima, and then apply
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the results to obtain the asymptotic behavior of estimators for the Pickands
dependence function.
The basic observational setting that we consider is the same as in Bu¨cher
and Segers (2014): data are assumed to come from a strictly stationary
multivariate time series, and we assume that the copula of the random vector
of component-wise block-maxima converges, as the block length tends to
infinity, to a copula C∞ which is our main object of interest. However, in
contrast to Bu¨cher and Segers (2014), we base our estimators on overlapping
instead of disjoint blocks. While the corresponding theoretical analysis is
more involved due to the additional dependence introduced by overlaps in
the blocks, we show that this always leads to a reduction in the asymptotic
variance of the resulting empirical copula process and smooth functionals
thereof. Another major difference with Bu¨cher and Segers (2014) is that we
consider functional central limit theorems which explicitly involve the block
size as a parameter. This generalization is crucial for various applications,
some of which are considered in Section 3.
As a first simple but useful application, we consider estimators for C∞
which are based on aggregating over various block length parameters, thereby
providing estimators which are less sensitive to the choice of a single block
length parameter. The corresponding asymptotic theory is a straightforward
consequence of the asymptotic theory mentioned before. A Monte Carlo
simulation study reveals the superiority of the aggregated estimators over
their non-aggregated versions in typical finite-sample situations.
A second more involved application concerns the construction of bias-
reduced estimators for C∞ (see Fouge`res et al., 2015; Beirlant et al., 2016 for
recent proposals in the multivariate POT approach for i.i.d. observations).
As is typically done when tackling the problem of bias reduction in extreme
value statistics, the estimators are obtained by explicitly taking into account
the second order structure of the extreme value model in the estimation
step. We are not aware of any results on bias-reduced estimators within
the block maxima framework in general. In fact, even for POT methods
such results do not seem to exist in the multivariate time series setting
(some results on the univariate time series case can be found in de Haan
et al., 2016). As a necessary intermediate step for bias correction, we need
to consider estimation of a second order parameter which naturally shows up
in the second order condition. We show that special care needs to be taken
when estimating this parameter for its use in bias correction, and propose a
penalized estimator which explicitly takes this specific aim into account.
The improvement in both variance and bias of one of the estimators for
C∞ proposed in this paper over the disjoint blocks estimator from Bu¨cher
and Segers (2014) is illustrated in Figure 1.
The idea of using sliding/overlapping block maxima for statistical infer-
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Fig 1. 104×average MSE, squared bias and variance of the disjoint blocks estimator from
Bu¨cher and Segers (2014) and the aggregated bias corrected estimator proposed in this
paper. Data generating process and estimators are as described in Section 4, Model (M2).
ence appears to be quite new to the extreme value community, whence similar
results in the literature actually are rare, even in univariate situations. To
the best of our knowledge, the idea first appeared in the context of esti-
mating the extremal index of a univariate stationary time series, see Robert
et al. (2009); Northrop (2015); Berghaus and Bu¨cher (2018). The only paper
we are aware of in the classical univariate case is Bu¨cher and Segers (2018a),
which is restricted to the heavy tailed case. The idea of basing inference
on multiple block sizes seems to be new, and is possibly transferable to the
univariate case as well.
We further remark that there is a rich and mature literature that deals
with estimation of extreme-value copulas and related objects when observa-
tions from an extreme-value copula are available (see, among many others,
Pickands, 1981, Cape´raa` et al., 1997 for early contributions and Genest and
Segers, 2009,Gudendorf and Segers, 2010 for rank-based methods). However,
the setting in that literature is different from ours since we do not assume
that data from the extreme value copula are available directly.
The remaining parts of this paper are organized as follows: the sliding
block maxima (empirical) copula process, including the block length as an
argument of the process, is considered in Section 2. The applications on ag-
gregated estimators, bias-reduced estimators and estimators of second order
parameters are worked out in Section 3. Some theoretical examples, as well
as a detailed Monte Carlo simulation study are presented in Section 4. All
proofs are deferred to a supplementary material (Zou et al., 2019).
Throughout, for ξ ∈ R, let dξe be the smallest integer greater or equal
to ξ. Let 〈ξ〉 be the largest integer smaller or equal to ξ if ξ ≥ 0 and the
smallest integer greater or equal to ξ if ξ < 0. For u,v ∈ Rd, write u ≤ v
if uj ≤ vj for all j, and u  v if there exists j such that uj > vj . Let
u ∧ v = (min(u1, v1), . . . ,min(ud, vd)). All convergences will be for n → ∞,
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if not mentioned otherwise. The arrow ⇒ denotes weak convergence in the
sense of Hoffman-Jørgensen, see van der Vaart and Wellner (1996).
2. Functional weak convergence of empirical copula processes
based on sliding block maxima. Suppose (Xt)t∈Z = (Xt,1, . . . , Xt,d)t∈Z
is a multivariate strictly stationary process, and that (Xt)nt=1 is observable
data. Let m ∈ {1, . . . , n} be a block size parameter and, for i = 1, . . . , n −
m + 1 and j = 1, . . . , d, let Mm,i,j = max{Xt,j : t ∈ [i, i + m) ∩ Z} be the
maximum of the ith sliding block of observations in the jth coordinate. For
x = (x1, . . . , xd) ∈ Rd, let
Mm,i = (Mm,i,1, . . . ,Mm,i,d)
Fm,j(x) = P(Mm,1,j ≤ x)
Fm(x) = P(Mm,1 ≤ x)
Fm(x) = (Fm,1(x1), . . . , Fm,d(xd))
F←m (x) = (F←m,1(x1), . . . , F←m,d(xd))
Um,i,j = Fm,j(Mm,i,j)
Um,i = (Um,i,1, . . . , Um,i,d),
where G← denotes the left-continuous generalized inverse of a c.d.f. G.
Subsequently, we assume that the marginal c.d.f.s of X1,1, . . . , X1,d are con-
tinuous. In that case, the marginal c.d.f.s of Mm,1 are continuous as well
and
Cm(u) = P(Um,1 ≤ u), u ∈ [0, 1]d,
is the unique copula associated with Mm,1. Throughout, we shall work under
the following fundamental domain-of-attraction condition.
Assumption 2.1. There exists a copula C∞ such that
lim
m→∞Cm(u) = C∞(u), u ∈ [0, 1]
d.
Typically, the limit C∞ will be an extreme value copula (Hsing, 1989;
Hu¨sler, 1990), that is, C∞(u1/s)s = C∞(u) for all s > 0 and u ∈ [0, 1]d and
C∞(u) = exp{−L(− log u1, . . . ,− log ud)}, u ∈ [0, 1]d,
for some stable tail dependence function L : [0,∞]d → [0,∞] satisfying
(i) L is homogeneous: L(s ·) = sL(·) for all s > 0;
(ii) L(ej) = 1 for j = 1, . . . , d, where ej denotes the jth unit vector;
(iii) max(x1, . . . , xd) ≤ L(x) ≤ x1 + · · ·+ xd for all x ∈ [0,∞)d;
(iv) L is convex;
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see, e.g., Beirlant et al. (2004). By Theorem 4.2 in Hsing (1989), this is for
instance the case if the time series (Xt)t is beta-mixing. However, C∞ is
in general different from the extreme value attractor, say C iid∞ , in case the
observations are i.i.d. from the stationary distribution of the time series,
see for instance Section 4.1 in Bu¨cher and Segers (2014). In fact, (block)
maxima calculated from time series naturally incorporate information about
the serial dependence (as, e.g., measured by the multivariate extremal index,
see Section 10.5.2. in Beirlant et al., 2004), whence the BM approach is
typically more suitable when it comes to, e.g., assessing return levels or
periods. In the i.i.d. case, Assumption 2.1 is equivalent to the existence of a
stable tail dependence function L such that
lim
t→∞ t{1− C1(1− x/t)} = L(x), x ∈ [0,∞)
d,
where the copula C1 is naturally extended to a c.d.f. on Rd.
Assumption 2.1 does not contain any information about the rate of con-
vergence of Cm to C∞. In many cases, more precise statements about this
rate can be made, and it is even possible to write down higher order expan-
sions for the difference Cm −C∞. For some of the material in the paper, we
will assume the validity of such expansions. Recall that a function ϕ defined
on the integers is regularly varying if t 7→ ϕ(〈t〉) is regularly varying as a
function (0,∞)→ R.
Assumption 2.2 (Second order condition). There exists a regularly
varying function ϕ : N→ (0,∞) with coefficient of regular variation ρϕ < 0
and a (necessarily continuous) non-null function S on [0, 1]d such that
Cm(u)− C∞(u) = ϕ(m)S(u) + o(ϕ(m)) (m→∞),
uniformly in u ∈ [0, 1]d.
We refer to the accompanying paper Bu¨cher et al. (2019) for a detailed
account on second order conditions in the i.i.d. case. In particular, the latter
paper shows that the block maxima second order condition above follows
from the more common second order condition imposed on a POT-type
convergence to L under fairly general assumptions, see also Equation (6) in
Fouge`res et al. (2015). It was further shown in Bu¨cher et al. (2019) that, in
the i.i.d. case, the function ϕ in the condition above must be regularly varying
(the part can hence be removed from the assumption), that the function S
has certain homogeneity properties and that local uniform convergence on
[δ, 1]d is sufficient for uniform convergence on [0, 1]d. Specific examples in the
i.i.d. and time series case are discussed in more detail in Section 4.1.
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2.1. Estimation in the case of known marginal distributions.. We begin
by estimating C∞ in the case of known marginal c.d.f.s F1,1, . . . , F1,d, which,
on the level of proofs, is a necessary intermediate step when considering
the realistic case of unknown marginal c.d.f.s in the subsequent section. For
block size m′ ∈ {1, . . . , n}, let
Cˆ◦n,m′(u) =
1
n−m′ + 1
n−m′+1∑
i=1
1(Um′,i ≤ u), u ∈ [0, 1]d,(2.1)
denote the empirical c.d.f. of the sample of standardized sliding block max-
ima Um′,1, . . . ,Um′,n−m′+1. Subsequently, we will consider block sizes of the
form m′ = 〈ma〉 with scaling parameter a > 0. The respective centred em-
pirical process we are interested in is
C
♦
n,m(u, a) =
√
n/m{Cˆ◦n,〈ma〉(u)− C〈ma〉(u)}
=
√
n/m
1
ba
ba∑
i=1
{
1(U〈ma〉,i ≤ u)− P(U〈ma〉,i ≤ u)
}
,
where ba = n − 〈ma〉 + 1. For the functional weak convergence results to
follow, we consider C♦n,m as an element of (`∞([0, 1]d×A), ‖ · ‖∞), the space
of bounded function on [0, 1]d×A equipped with the supremum norm, where
A = [a∧, a∨] ⊂ (0,∞) is a fixed interval, the case a∧ = a∨ being explicitly
allowed. We impose the following assumptions on the block length parameter
m = mn and the serial dependence of the time series.
Assumption 2.3. Denote by α(·) and β(·) the α and β mixing coeffi-
cients of the process {Xt}t∈Z, respectively. Assume
(i) m = mn →∞, n/m→∞,
(ii) α(h) = o(h−(1+%)) as h→∞, for some % > 0,
(iii) β(m)(n/m)1/2 → 0,
(iv) α(m)(n/m)1/2+ζ → 0, for some ζ ∈ (0, 1/2).
Condition (i) is a typical condition in extreme value statistics, and in
fact a necessary condition to allow for consistent estimation of C∞. Condi-
tion (ii) is a short-range dependence condition that we introduce merely for
technical reasons associated with our method of proof. At the cost of more
sophisticated proofs, the condition may possibly be relaxed. However, since
the condition is known to be satisfied for many common time series model,
we feel that such a relaxation is not necessarily needed. Assumptions (iii)
and (iv) relate the block length parameter to the serial dependence and allow
for obtaining central limit theorems (alpha-mixing) and proofs of tightness
based on coupling arguments (beta-mixing).
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Theorem 2.4. Under Assumptions 2.1 and 2.3,
C
♦
n,m ⇒ C♦ in `∞([0, 1]d ×A),
where C♦ denotes a tight centred Gaussian process on [0, 1]d × A with con-
tinuous sample paths and covariance function
Cov
(
C
♦(u, a),C♦(v, c)
)
=
∫ 0
−a
(C∞(u1/a))−ξ(C∞(v1/c ∧ u1/a))ξ+a(C∞(v1/c))c−ξ−a dξ
+
∫ c−a
0
(C∞(v1/c))c−a(C∞(v1/c ∧ u1/a))a dξ
+
∫ c
c−a
(C∞(v1/c))ξ(C∞(v1/c ∧ u1/a))c−ξ(C∞(u1/a))ξ+a−c dξ
−(c+ a)C∞(v)C∞(u)
=: γ(v,u, c, a), (a∧ ≤ a ≤ c ≤ a∨,u,v ∈ [0, 1]d).
Perhaps surprisingly, the limiting covariance does not depend on the serial
dependence of the original time series, except through C∞ itself. In the
univariate case this was also observed in Bu¨cher and Segers (2018a).
Remark 2.5. Under a slightly weaker version of Assumption 2.3, Bu¨cher
and Segers (2014), Theorem 3.1, investigated the corresponding empirical
process based on disjoint block maxima with a = c = 1, that is, the process
in `∞([0, 1]d) defined by
u 7→
√
n/m
{ 1
〈m/n〉
〈m/n〉∑
i=1
1(Um,1+m(i−1) ≤ u)− Cm(u)
}
,
and with tight centred Gaussian limit denoted by CD(u). The covariance
function of the limiting process is given by
γD(u,v) = Cov(CD(u),CD(v)) = C∞(u ∧ v)− C∞(u)C∞(v).
A comparison between the covariance functionals γ and γD is worked out in
Section 2.3 below, c.f. Section A.4 in the supplementary material Zou et al.
(2019) for an alternative expression for γ.
Proof of Theorem 2.4. Recall ba = n−〈ma〉+1, let b = b1 = n−m+1
and define
C
♦,b
n,m(u, a) =
√
n/m
1
b
b∑
i=1
(
1(U〈ma〉,i ≤ u)− P(U〈ma〉,i ≤ u)
)
.
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The proof consists of several steps, which are explicitly taken care of in the
supplementary material Zou et al. (2019):
(i) In Lemma A.1 we prove that ‖C♦n,m −C♦,bn,m‖∞ p−→ 0. Hence it suffices
to prove weak convergence of C♦,bn,m.
(ii) In Lemma A.2 we show that C♦,bn,m is asymptotically uniformly equicon-
tinuous in probability with respect to the ‖ · ‖∞-norm on [0, 1]d ×A.
(iii) In Lemma A.5 we prove that the finite-dimensional distributions of
C
♦,b
n,m converge weakly to those of C♦.
Weak convergence of C♦n,m then follows by combining (i)-(iii).
The proofs of Step (ii) and Step (iii) are quite lengthy and technical, but
it is instructive to present the main ideas within the next two remarks.
Remark 2.6 (Proving fidi-convergence). The main steps for proving
weak convergence of the finite-dimensional distributions (see Lemma A.5
for details) are as follows:
(i) Calculation of the limiting covariance functional γ. This is
treated in Lemma A.4, and bears similarities with common long run variance
calculations in classical time series analysis. The integrals in γ are due to
the fact that some of the sliding blocks are overlapping, with the integration
variable ξ controlling the relative position of two overlapping blocks, and
with each of the three integrals corresponding to one of three possibilities
for two blocks to overlap: (1) a block of length a starts before a block of
length c and ends inside, (2) a block of length a lies completely within a
block of length c, or (3) a block of length a starts inside a block of length
c and ends outside. Consider for instance the latter case, which would cor-
respond to 0 < c − a < ξ < c and amounts to consideration of the event
{M1:〈mc〉 ≤ x,M〈mξ〉+1:〈mξ〉+〈ma〉 ≤ y}. The main idea consist of rewriting
this event as
{M1:〈mξ〉 ≤ x} ∩ {M〈mξ〉+1:〈mc〉 ≤ x ∧ y} ∩ {M〈mc〉+1:〈mξ〉+〈ma〉 ≤ y}.
We then use alpha mixing to show that the three events are asymptotically
independent; this eventually gives rise to the three-fold product in the third
integral in the definition of γ with each of the factors corresponding to the
probability of one of the events above.
(ii) Big-Blocks-Small-Blocks technique. The summands of the esti-
mator of interest are collected in successive blocks of (block maxima) ob-
servations, with a ‘big block’ followed by a ‘small block’ followed by a ‘big
block’ etc. The small blocks are then shown to be negligible, while the big
blocks are shown to be asymptotically independent (via alpha mixing). Weak
convergence of the sum corresponding to big blocks can finally be shown by
an application of the Lyapunov Central Limit Theorem.
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Remark 2.7 (Proving asymptotic tightness). The main steps for proving
the tightness part (see Lemma A.2) are as follows:
(i) Getting rid of serial dependence. Based on a coupling lemma for
beta mixing sequences by Berbee (1979) and a blocking argument, prov-
ing tightness of C♦,bn,m may be reduced to proving tightness of two empirical
processes based on row-wise i.i.d. observations. In contrast to classical time
series settings where blocks are based on the original observations, we con-
sider blocks of collections of block maxima corresponding to all block sizes
considered. Blocking vectors of block maxima is needed to deal with the
additional block length parameter in our setting.
(ii) Proving tightness via a moment bound. After the reduction in
step (i), we now deal with row-wise i.i.d. observations and the results in
van der Vaart and Wellner (1996) can be applied. Here, each ‘observation’
corresponds to a block of collections of block maxima mentioned in the
previous step. The moment bound in Theorem 2.14.2 in the latter book
allows to deduce tightness of the corresponding processes from controlling
the bracketing numbers of certain function classes which map collections of
block maxima to pieces in the sum defining C♦n,m(u, a).
(iii) Bounding a certain bracketing number. The last step is based
on some explicit lengthy calculations, which take the precise definition of
the triangular arrays into account, and in particular the fact that the ‘ob-
servations’ are block maxima (with arguments similar to the one given in
Remark 2.6 for the calculation of the limiting covariance).
2.2. Estimation in the case of unknown marginal c.d.f.s. The results in
Section 2.1 are based on the assumption that the marginal c.d.f.s are known.
In practice, this is not realistic and marginals are typically standardized by
taking component-wise ranks of observed block maxima. For x ∈ R, j =
1, . . . , d and block size m′, let
Fˆn,m′,j(x) =
1
n−m′ + 1
n−m′+1∑
i=1
1(Mm′,i,j ≤ x)
and consider observable pseudo-observations from Cm′ defined as
Uˆn,m′,i = (Uˆn,m′,i,1, . . . , Uˆn,m′,i,d), Uˆn,m′,i,j = Fˆn,m′,j(Mm′,i,j)
The observable analog of the estimator Cˆ◦n,m′ in (2.1) is then given by
Cˆn,m′(u) =
1
n−m′ + 1
n−m′+1∑
i=1
1(Uˆn,m′,i ≤ u),
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and we are interested in the asymptotic behavior of the associated empirical
copula process, indexed by u ∈ [0, 1]d and block length scaling parameter
a ∈ A, defined as
Ĉ
♦
n,m(u, a) =
√
n/m{Cˆn,〈ma〉(u)− C〈ma〉(u)}.
Subsequently, the process will be called extended empirical copula process
based on sliding block maxima. Additional assumptions are needed for a
corresponding weak convergence result.
Assumption 2.8. For any j = 1, . . . , d, the jth first order partial deriva-
tive C˙∞,j(u) = ∂C∞(u)/∂uj of C∞ exists and is continuous on {u ∈ [0, 1]d :
uj ∈ (0, 1)}.
Recall that such an assumption is even needed for weak convergence of
the classical empirical copula process based on i.i.d. observations from C∞
(Segers, 2012). For completeness, define C˙∞,j(u) = 0 if uj ∈ {0, 1}. Fol-
lowing Bu¨cher and Segers (2014), we do not need differentiability of Cm for
finite m. Instead, we will work with the functions
C˙m,j(v) := lim sup
h↓0
h−1{Cm(v + hej)− Cm(v)},
where j = 1, . . . , d,m ∈ N,v ∈ [0, 1]d and ej denotes the jth canonical unit
vector in Rd. Note that C˙m,j is always defined and satisfies 0 ≤ C˙m,j ≤ 1.
For the upcoming main theorem of this paper, we will need an additional
assumption on the quality of convergence of Cm to C∞, which will eventually
allow us to move from the known margins to the unknown margins case. Any
of the following three conditions will be sufficient; the first two assumptions
have also been considered in Bu¨cher and Segers (2014) (with kn = mn in
Part (a)), while the third part (a more refined version of (a)) is included
specifically for the bias corrections worked out in Section 3.2, where (a) is
typically not met.
Assumption 2.9 (Quality of convergence of Cm to C∞).
(a) A sequence (kn)n∈N of natural numbers with kn →∞ is said to satisfy
SC1(kn) if
√
n/kn(Ckn − C∞) is relatively compact in C([0, 1]d) (the
space of continuous, real-valued functions on [0, 1]d).
(b) For every δ ∈ (0, 1/2), letting Sj,δ := [0, 1]j−1 × [δ, 1− δ]× [0, 1]d−j,
lim
m→∞ maxj=1,...,d
sup
u∈Sj,δ
|C˙m,j(u)− C˙∞,j(u)| = 0.
(c) A sequence (kn)n∈N of natural numbers with kn →∞ is said to satisfy
SC2(kn) if Assumption 2.2 holds, S is uniformly Ho¨lder-continuous
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of order δ ∈ (0, 1], (n/kn)(1−δ)/2ϕ(kn) = o(1) as n → ∞ and n 7→√
n/kn{Ckn − C∞ − ϕ(kn)S] is relatively compact in C([0, 1]d).
We are now ready to state the main result of this section.
Theorem 2.10 (Functional weak convergence of the extended empirical
copula process based on sliding block maxima). Let Assumptions 2.1, 2.3
and 2.8 hold. If either SC1(〈mnan〉) from Assumption 2.9(a) holds for ev-
ery converging sequence (an)n∈N in A, or if Assumption 2.9(b) holds, or if
SC2(〈mnan〉) from Assumption 2.9(c) holds for every converging sequence
(an)n∈N in A, then
Ĉ
♦
n,m ⇒ Ĉ♦ in `∞([0, 1]d ×A),
where, letting u(j) = (1, . . . , 1, uj , 1, . . . , 1) with uj at the jth coordinate,
Ĉ
♦(u, a) = C♦(u, a)−
d∑
j=1
C˙∞,j(u)C♦(u(j), a).(2.2)
If additionally Assumption 2.2 is met, then Theorem 2.10 shows that the
uniform convergence rate of Cˆn,m to C∞ is given by OP(
√
m/n + ϕ(m)),
where
√
m/n corresponds to the stochastic part, while ϕ(m) is due to the
deterministic difference between Cm and C∞. Assuming for simplicity that
Assumption 2.2 holds with ϕ(m) = mρϕ we find that the best possible con-
vergence rate of Cˆn,m is obtained by setting m  n1/(1−2ρϕ). In Section 3
we will show that this rate can in fact be improved by combining estima-
tors Cˆn,〈ma〉 for several values of a. Establishing the asymptotic properties of
those estimators will require the full power of Theorem 2.10, including the
process convergence uniformly over the block length parameter a.
Remark 2.11. If Assumption 2.2 is met and if
√
n/mϕ(m) = O(1),
then it is easy to show (using regular variation of ϕ) that SC1(〈mnan〉)
from Assumption 2.9(a) holds for every converging sequence (an)n∈N in A.
Similarly, under Assumption 3.1 below and if
√
n/mϕ(m)ψ(m) = O(1), then
SC2(〈mnan〉) holds for every converging sequence (an)n∈N in A.
2.3. A comparison of the asymptotic variances based on disjoint and slid-
ing block maxima. The asymptotic variance of the sliding blocks version of
the empirical copula with known and estimated margins will be shown to be
less than or equal to the asymptotic variance of the corresponding disjoint
blocks versions. Since the asymptotic bias of both approaches is the same,
this suggests that the sliding blocks estimator, when available, should always
be used instead of the disjoint blocks estimator.
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Theorem 2.12. Suppose C∞ is an extreme value copula satisfying As-
sumption 2.8. Let Ĉ♦(u, 1) denote the weak limit of the empirical copula pro-
cess based on sliding block maxima defined in (2.2). Similarly, recall CD(u)
as defined in Remark 2.5 and let
ĈD(u) = CD(u)−∑dj=1 C˙∞,j(u)CD(u(j))
denote the weak limit of the corresponding disjoint blocks version (Theorem
3.1 in Bu¨cher and Segers, 2014). Then, for any u1, . . . ,uk ∈ [0, 1]d, k ∈ N,
Cov
(
Ĉ
♦(u1, 1), . . . , Ĉ
♦(uk, 1)
)
≤L Cov
(
Ĉ
D(u1), . . . , Ĉ
D(uk)
)
and
(2.3) Cov
(
C
♦(u1, 1), . . . ,C
♦(uk, 1)
)
≤L Cov
(
C
D(u1), . . . ,C
D(uk)
)
,
where ≤L denotes the Loewner-ordering between symmetric matrices.
The proof is given in Section A.3. In Figure 2 we depict Var(Ĉ♦(u, 1))
and Var(ĈD(u)), for u = (u, u) with u ∈ [0, 1], for the Gumbel–Hougaard
Copula in (4.1) with shape parameter β = 1 and β = ln 2/ ln(3/2). Note
that when β = 1, the Gumbel–Hougaard Copula degenerates to the inde-
pendence copula on [0, 1]2, i.e., C∞(u1, u2) = u1u2 while β = ln 2/ ln(3/2)
results in a tail dependence coefficient of 1/2. The analytical expressions of
Var(Ĉ♦(u, 1)) and Var(ĈD(u)) for the Gumbel–Hougaard Copula are pre-
sented in Section A.4 in the supplementary material Zou et al. (2019). The
difference between Var(Ĉ♦(u, 1)) and Var(ĈD(u)) is seen to be substantial,
in particular for small values of u.
As a consequence of the previous result, whenever T is a continuous and
linear (real-valued) functional on the space of continuous functions on [0, 1]d
(e.g., the Hadamard derivative of a functional Φ : `∞(T ) → R at C∞,
tangentially to the subspace of continuous functions), then
Var(T (Ĉ♦(·, 1))) ≤ Var(T (ĈD)).
Indeed, by the Riesz representation theorem (Dudley, 2002, Theorem 7.4.1),
T (C) =
∫
[0,1]d Cdµ for some finite signed Borel measure µ on [0, 1]
d, whence
Var(T (C)) =
∫
[0,1]d
∫
[0,1]d
Cov(C(u),C(v)) dµ(u) dµ(v).
The claim then follows by measure-theoretic induction. Examples of inter-
esting functionals T can for instance be found in Genest and Segers (2010),
Section 3, which comprise Blomqvist’s beta, Spearman’s footrule, Spear-
man’s rho and Gini’s gamma.
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Fig 2. Left plot: Var(Ĉ♦(u, u, 1)) (dashed line) and Var(ĈD(u, u)) (solid line) as a function
of u ∈ [0, 1] for C∞(u, v) = uv. Middle plot: same with Gumbel–Hougaard copula with tail
dependence coefficient 1/2. Right plot: Var(ĈD(u, u))/Var(Ĉ♦(u, u, 1)) as a function of
u ∈ [0, 1].
3. Applications of the functional weak convergence. The func-
tional weak convergence result in Theorem 2.10 can be applied to large va-
riety of statistical problems. Classical applications include the derivation of
the asymptotic behavior of estimators for the Pickands dependence function,
see, e.g., Section 3.3 in Bu¨cher and Segers (2014). Throughout this section,
we discuss applications that explicitly make use of the fact that we allow for
various block sizes, allowing one to aggregate over those block sizes, to derive
bias reduced estimators or to even estimate second order characteristics.
Despite not being necessary for the bias correction to work, many of the
results in this section can be formulated in a convenient explicit way under
the assumption of a third order condition.
Assumption 3.1 (Third order condition). Assumption 2.2 holds and
there exists a regularly varying function ψ : N → (0,∞) with coefficient of
regular variation ρψ < 0 and a (necessarily continuous) non-null function T
on [0, 1]d, not a multiple of S, such that, uniformly in u ∈ [0, 1]d,
lim
k→∞
1
ψ(k)
{
Ck(u)− C∞(u)
ϕ(k)
− S(u)
}
= T (u).(3.1)
Under the additional assumption that (Xt)t∈Z is an i.i.d. sequence, it can
be proved that ψ in the above condition must be regularly varying under
mild additional assumptions (it can hence be removed from the assumption).
Lemma 3.2. Assume that the time series (Xt)t∈Z is an i.i.d. sequence. If
Assumption 2.2 holds and additionally there exists a function ψ : N→ (0,∞)
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with ψ(k) = o(1) (k → ∞) and a non-null function T such that (3.1) holds
uniformly in u ∈ [0, 1]d, and if the functions S, S2/C∞ and T are linearly
independent, then ψ is regularly varying of order ρψ ≤ 0.
Next we discuss an additional property of the function ϕ from Assump-
tion 2.2 which allows to quantify the speed of convergence of
rx(k) =
(〈xk〉
k
)ρϕ − ϕ(〈xk〉)
ϕ(k)
(3.2)
(note that convergence to zero of this difference follows from regular variation
of ϕ). This difference will be important in later parts of the manuscript as
it will appear in several bounds that are related to bias correction.
Lemma 3.3. Assume that X ⊂ (0,∞) is compact and that there exists
a non-negative function δ : N → [0,∞) with limk→∞ δ(k) = 0 such that,
uniformly in x ∈X,
(3.3) C〈xk〉(u) = Ck(u1/xk)xk +O(δ(k)), (k →∞),
for any u ∈ (0, 1)d, where xk := 〈xk〉/k. Under Assumption 3.1 we have,
uniformly in x ∈X,
rx(k) =
(〈xk〉
k
)ρϕ − ϕ(〈xk〉)
ϕ(k)
= O
(
ϕ(k) + ψ(k) + δ(k)/ϕ(k)
)
(k →∞).
In the iid case, Equation (3.3) obviously holds with δ ≡ 0. The next result
provides a bound on the difference in (3.3) under mixing conditions.
Lemma 3.4. Let Assumption 2.1 hold with an extreme-value copula C∞.
Further, let (Xt)t∈Z be α-mixing with mixing coefficients α(k) = O(k−(1+%))
for some % > 0. Then (3.3) holds with δ(k) = O(k−(1+%)/(2+%) log k).
3.1. Improved estimation by aggregation over block lengths. Since the
functional weak convergence result in Theorem 2.10 involves a scaling pa-
rameter for the block length, we may easily analyse estimators for C∞ which
are based on aggregating over several blocks. More formally, we consider
the following general construction: for a set M = Mn ⊂ {1, . . . , n} of block
length parameters and a set w = {wn,k : k ∈ Mn} of weights satisfying∑
k∈M wn,k = 1 for all n ∈ N, let
Cˆaggn,(M,w)(u) =
∑
k∈Mn
wn,kCˆn,k(u), u ∈ [0, 1]d.
To derive the asymptotic distribution of this weighted aggregated estimator,
we make the following assumption on the tuple (M,w).
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Assumption 3.5. Let m = mn denote the sequence from Assumption 2.3.
For some closed interval A = [a∧, a∨] ⊂ (0,∞) of positive length, we have
M = Mn = {k ∈ N : k/m ∈ A}
and the weights wn,k satisfy limn→∞mwn,〈ma〉 = f(a) uniformly over A for
some continuous f on A with
∫
A f(a) da = 1.
For instance, given a continuous function f on A that integrates to unity,
we may choose the weights wn,k = f(k/m)/{
∑
`∈Mn f(`/m)}.
Proposition 3.6. Let any of the sufficient conditions in Theorem 2.10
be met and assume that additionally Assumption 3.5 is true. Then, in `∞([0, 1]d),√
n
m
(
Cˆaggn,(M,w)(·)−C∞(·)−
∑
k∈Mn
wn,k{Ck(·)−C∞(·)}
)
⇒
∫
A
f(a)Ĉ♦(·, a) da.
Note that the asymptotic results in Theorem 2.10 imply that the asymp-
totic variance of Cˆn,〈ma〉(u) is proportional to ma/n. For simplicity ignoring
the dependence between Cˆn,k(u) for different k, this motivates the choice
wn,k = k
−1/(
∑
`∈Mn `
−1), which is in fact the solution to the minimization
problem ‘minimize
∑
k(k/n)w
2
n,k over wn,k with
∑
k wn,k = 1’. The cor-
responding function f is f(a) = c/a, with c a normalizing constant such
that the integral over f is one. Despite this being a crude approximation
since Cˆn,k(u) will be strongly dependent for different values of k, it per-
forms reasonably well in simulations where we will see that in many cases
it leads to an improvement in MSE. An alternative approach to choosing
wn,k would consist of estimating the entire variance-covariance matrix of
{Cˆn,k(u) : k ∈ Mn} and minimize a corresponding quadratic form of wn,k.
We leave a detailed investigation of this question to future research.
Finally, note that if the second order condition from Assumption 2.2 holds,
then the deterministic bias term (see also the discussion in the next section)
in Proposition 3.6 can be further decomposed as
Baggn,(M,w)(u) ≡
∑
k∈Mn
wn,k{Ck(u)− C∞(u)}
= ϕ(m)S(u)
∑
k∈Mn
wn,m(k/m){(k/m)ρϕ + o(1)}
= ϕ(m)S(u)
∫
A
f(a)aρϕ da+ o(ϕ(m)).
Note in particular that the asymptotic bias vanishes if ϕ(m)
√
n/m = o(1).
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3.2. Bias correction. Before discussing the general methodology in this
section, we comment on the notion of bias of Cˆn,〈ma〉(u) as an estimator
for the attractor copula C∞(u). The difference Cˆn,〈ma〉(u) − C∞(u) can be
naturally decomposed into two terms
D♦n,m(u, a) = Cˆn,〈ma〉(u)− C〈ma〉(u), B♦n,m(u, a) = C〈ma〉(u)− C∞(u).
The first term captures the stochastic part of Cˆn,〈ma〉(u) − C∞(u) and
may be rewritten as
D♦n,m(u, a) =
√
m
n
Ĉ
♦
n,m(u, a) = OP
(√m
n
)
.
Recall that, by Theorem 2.10, Ĉ♦n,m(u, a) converges to a centered Gaussian
process. For this reason, throughout the remaining part of this paper, when
discussing the bias of an estimator, we mostly concentrate on (versions of)
the deterministic sequence B♦n,m, which might in fact be of larger order than
O((m/n)1/2) and which we will call the approximation part of the bias. Note
that this is a slight abuse of terminology as we never prove results about
E[D♦n,m(u, a)]; however, a similar approach has also been taken in Fouge`res
et al. (2015).
Regarding the approximation part of the bias, note that the fundamental
Assumption 2.1 only guarantees that B♦n,m = o(1). Under the second order
condition from Assumption 2.2 however, we obtain a hold on both the size
and the direction of the bias:
B♦n,m(u, a) = ϕ(〈ma〉)S(u) + o(ϕ(〈ma〉)) = ϕ(m)aρϕS(u) + o(ϕ(m))(3.4)
= O(ϕ(m)).
It is the main purpose of this section to exploit the generality of Theorem 2.10
to construct estimators for C∞ with a smaller order approximation bias.
More precisely, in the current Section 3.2, we present three approaches
on how to reduce the bias under either the preliminary assumption that the
second order coefficient ρϕ is known, or that an estimate ρˆϕ is available. In
the next section, we will then discuss how to obtain such an estimate. For
the remaining parts of Section 3, suppose that the third order condition from
Assumption 3.1 is met, which implies the expansion
(3.5) Cm(u)− C∞(u) = ϕ(m)S(u) + ϕ(m)ψ(m)T (u) + o(ϕ(m)ψ(m)),
m→∞, for the approximation part of the bias of Cˆn,m − C∞.
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3.2.1. Naive bias-corrected estimator. The expansion in (3.5) implies that,
assuming ma ∈ N for simplicity for the moment,
Cma(u)− Cm(u) = {ϕ(ma)− ϕ(m)}S(u) +O(ϕ(m)ψ(m))
= (aρϕ − 1)ϕ(m)S(u) +O(ϕ(m)ψ(m)).
This suggests that the leading bias term ϕ(m)S(u) in Expansion (3.5) can
be estimated by the plug-in version {Cˆm′,n(u)− Cˆm,n(u)}/{(m′/m)ρϕ − 1}
where m′ 6= m is an integer and we set a = m′/m in the expansion above.
Subtracting this estimated bias from the estimator Cˆn,m naturally leads to
the following naive bias-corrected estimator
Cˆbc,nain,(m,m′)(u) = Cˆn,m(u)−
Cˆn,m′(u)− Cˆn,m(u)
(m′/m)ρϕ − 1 .
Note that this estimator is infeasible in practice since ρϕ is unknown. A
feasible estimator denoted by Cˇbc,nain,(m,m′), can be obtained by replacing ρϕ
with an estimator ρˆϕ. In the result below we quantify the impact of such a
replacement under the mild condition ρˆϕ = ρϕ + oP(1), estimators satisfying
this assumption will be presented in Section 3.3 below. Furthermore, it is
worthwhile to mention that Cˆbc,nain,(m,m′) = Cˆ
bc,nai
n,(m′,m) as can be verified by a
simple calculation.
Assuming that m′ = 〈ma〉 for some fixed value a ∈ (0,∞), a 6= 1, the
asymptotic distribution of this estimator is as follows.
Proposition 3.7. Let any of the sufficient conditions in Theorem 2.10
be met. Additionally, suppose that Assumption 3.1 is met and assume that
m′ = 〈ma〉 for some fixed constant 0 < a 6= 1. Then, in `∞([0, 1]d),√
n
m
(
Cˆbc,nain,(m,m′)(·)− C∞(·)−Bbc,nain,(m,m′)(·)
)
⇒ Ĉ♦bc,nai(·, a) := Ĉ♦(·, 1)−
Ĉ♦(·, a)− Ĉ♦(·, 1)
aρϕ − 1 ,
where the bias term Bbc,nain,(m,m′) admits the expansion
Bbc,nain,(m,m′)(u) =
{
ϕ(m)ra(m)
S(u)
aρϕ − 1 + ϕ(m)ψ(m)
1− aρψ
1− a−ρϕ T (u)
}
+ ϕ(m)o
(
ψ(m) + |ra(m)|
)
.
with ra(m) = (〈ma〉/m)ρϕ−ϕ(〈ma〉)/ϕ(m) = o(1) as in (3.2). In particular,
we have
sup
u∈[0,1]d
|Bbc,nain,(m,m′)(u)| = ϕ(m)O
(
ψ(m) + |ra(m)|
)
.
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If moreover ρˆϕ satisfies ρˆϕ = ρϕ + oP(1), then, uniformly in u ∈ [0, 1]d
Cˇbc,nain,(m,m′)(u) = Cˆ
bc,nai
n,(m,m′)(u) +OP
(
|ρˆϕ − ρϕ|{ϕ(m) +
√
m/n}
)
.
Note that the bias term Bbc,nain,(m,m′) is of smaller order than the bias term
B♦n,m of the plain empirical copula based on sliding block maxima, see (3.4).
Moreover, in the i.i.d. case, we can further bound |ra(m)| by O(ϕ(m)+ψ(m)),
see Lemma 3.3 and Remark 3.4.
3.2.2. Improving the naive bias-corrected estimator by aggregation. The
naive bias-corrected estimator is fairly simple since it only considers two
block length parameters m and m′ = 〈am〉. One way to improve this estima-
tor is to consider aggregation over different block lengths; an approach that
was shown to work well in Fouge`res et al. (2015) for estimating the stable
tail dependence function. Many kinds of aggregation are possible, but for the
sake of brevity we will restrict our attention to the following version inspired
by Section 3.1 (which works well in finite-sample settings as demonstrated
in Section 4)
Cˆbc,aggn,(m,M,w)(u) =
∑
k∈Mn
wn,kCˆ
bc,nai
n,(m,k)(u).
Here M = Mn ⊂ {1, . . . n}\{mn} and {wn,k : k ∈Mn} are assumed to satisfy
Assumption 3.5. Similarly to the discussion in Section 3.2.1, let Cˇbc,aggn,(m,M,w)
denote a feasible version of Cˆbc,aggn,(m,M,w), with ρϕ replaced by ρˆϕ.
Proposition 3.8. Let any of the sufficient conditions in Theorem 2.10
be met. Additionally, suppose that Assumption 3.1 is met and that (Mn, {wn,k :
k ∈Mn}) satisfies Assumption 3.5 and 1 /∈ A. Then, in `∞([0, 1]d),√
n
m
(
Cˆbc,aggn,(m,M,w)(·)− C∞(·)−Bbc,aggn,(m,M,w)(·)
)
⇒
∫
A
f(a)Ĉ♦bc,nai(·, a) da,
where the bias term Bbc,aggn,(m,M,w) satisfies
Bbc,aggn,(m,M,w)(u)
=
∫
A
f(a)
{
ϕ(m)ra(m)
S(u)
aρϕ − 1 +ϕ(m)ψ(m)
(1− aρψ)T (u)
1− a−ρϕ
}
da+o(r(m)),
where, recalling ra(m) from (3.2),
r(m) = ϕ(m)
(
ψ(m) + sup
a∈A
∣∣ra(m)∣∣).(3.6)
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In particular
sup
u∈[0,1]d
|Bbc,aggn,(m,M,w)(u)| = O(r(m)).
If moreover ρˆϕ = ρϕ + oP(1) then we have, uniformly in u ∈ [0, 1]d
Cˇbc,aggn,(m,M,w)(u) = Cˆ
bc,agg
n,(m,M,w)(u) +OP
(
|ρˆϕ − ρϕ|{ϕ(m) +
√
m/n}
)
.
3.2.3. Regression-based bias correction. A more sophisticated, regression-
based estimator (inspired by Beirlant et al., 2016, where the POT-case is
tackled) can be motivated by the following consequence of the expansion
in (3.5) and the regular variation of ϕ(·):
(3.7) C〈ma〉(u) = C∞(u) + aρϕϕ(m)S(u) + rm(u), m→∞,
for all a > 0, where rm(u) = o(ϕ(m)). Letting yi,n := Cˆn,ki(u) for suitable
values ki (to be determined below) we find that
(3.8) yi,n = C∞(u) + (ki/m)ρϕϕ(m)S(u) + εi,n
where the remainder εi,n contains both the stochastic error Cˆn,ki(u)−Cki(u)
and the deterministic error from expansion (3.7). This motivates the follow-
ing weighted least square estimator for C∞(u) and Bm(u) = ϕ(m)S(u):
(3.9) (Cˆbc,regn,(M,w)(u), Bˆ
bc,reg
n,(m,M,w)(u))
∈ arg min
(b,c)∈R2
∑
k∈Mn
wn,k{Cˆn,k(u)− b− (k/m)ρϕc}2,
where wn,k and M = Mn ⊂ {1, . . . , n} are as in Section 3.1 with the addi-
tional assumption that the weights wn,k are non-negative. Note that, since
the parameter ρϕ is fixed in the above minimization problem, the value
of Cˆbc,regn,(M,w)(u) does in fact not depend on m and hence we do not need
to consider m as an index in Cˆbc,regn,(M,w)(u). Similarly to the discussion in
Section 3.2.1, let (Cˇbc,regn,(M,w)(u), Bˇ
bc,reg
n,(m,M,w)(u)) denote a feasible version of
(Cˆbc,regn,(M,w)(u), Bˆ
bc,reg
n,(m,M,w)(u)), where ρϕ is replaced by ρˆϕ.
Assuming that Mn contains sufficiently many elements so that the inverse
matrix in the next display exists, the minimization problem above has the
unique closed-form solution(
Cˆbc,regn,(M,w)(u)
Bˆbc,regn,(m,M,w)(u)
)
=
(
µ0,n µ1,n
µ1,n µ2,n
)−1( ∑
k∈Mn wn,kCˆn,k(u)∑
k∈Mn wn,k(k/m)
ρϕCˆn,k(u)
)
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where we defined µv,n :=
∑
k∈Mn wn,k(k/m)
vρϕ , v = 0, 1, 2. To state the
asymptotics of this estimator, define
κv :=
∫
A
f(a)avρϕ da, Tv(u) :=
∫
A
f(a)avρϕĈ♦(u, a) da,
and
Tm,v(u) :=
∫
A
f(a)avρϕ
{
aρϕ+ρψϕ(m)ψ(m)T (u)− ϕ(m)ra(m)S(u)
}
da.
Proposition 3.9. Let any of the sufficient conditions in Theorem 2.10
be met. Additionally, suppose that Assumption 3.1 is met and that (Mn, {wn,k :
k ∈Mn}) satisfies Assumption 3.5. Then, in `∞([0, 1]d),√
n
m
(
Cˆbc,regn,(M,w)(·)− C∞(·)−Bbc,regn,(m,M,w)(·)
)
⇒ κ2T0(·)− κ1T1(·)
κ2κ0 − κ21
,
where the bias term Bbc,regn,(m,M,w) satisfies
Bbc,regn,(m,M,w)(u) =
κ2Tm,0(u)− κ1Tm,1(u)
κ2κ0 − κ21
+ o(r(m)) = O(r(m)),
with r(m) as defined in (3.6). Moreover,√
n
m
(
Bˆbc,regn,(m,M,w)(·)− ϕ(m)S(·)− ΓBn,(m,M,w)(·)
)
⇒ κ0T1(·)− κ1T0(·)
κ2κ0 − κ21
in `∞([0, 1]d), where the bias term ΓBn,(m,M,w) satisfies
ΓBn,(m,M,w)(u) =
κ0Tm,1(u)− κ1Tm,0(u)
κ2κ0 − κ21
+ o(r(m)) = O(r(m)),
and the processes involving Cˆbc,regn,(M,w), Bˆ
bc,reg
n,(m,M,w) converge jointly. If moreover
ρˆϕ = ρϕ + oP(1), then we have, uniformly in u ∈ [0, 1]d
Cˇbc,regn,(M,w)(u) = Cˆ
bc,reg
n,(M,w)(u) +OP
(
r(m) + |ρˆϕ − ρϕ|{ϕ(m) +
√
m/n}
)
.
3.3. Estimating the second order parameter. Estimators for ρϕ can be
obtained by considering the expansion in (3.7). A simple estimator can be
based on the observation that, for any u with S(u) 6= 0 and any a 6= 1,
C〈ma2〉(u)− Cm(u)
C〈ma〉(u)− Cm(u)
=
a2ρϕ − 1
aρϕ − 1 + o(1) = a
ρϕ + 1 + o(1), m→∞.
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Letting mρ = mρ(n) denote a block length parameter (typically chosen of
smaller order than the block length m used for estimating C∞, whence the
different notation here), this suggests the following naive estimator for ρϕ:
ρˆnaiϕ (a,u) = loga
( Cˆn,〈mρa2〉(u)− Cˆn,mρ(u)
Cˆn,〈mρa〉(u)− Cˆn,mρ(u)
− 1
)
.
Proposition 3.10. Let Assumption 3.1 be met and let mρ = mρ(n) be
an increasing sequence of integers such that any of the sufficient conditions
in Theorem 2.10 is met for that sequence. Further assume that (mρ/n)1/2 =
o(ϕ(mρ)). Then, for any u ∈ [0, 1]d with S(u) 6= 0 and any a 6= 1, we have
ϕ(mρ)
√
n
mρ
(
ρˆnaiϕ (a,u)− ρϕ − Γρ,nain,mρ(u, a)
)
⇒ Ĉ
♦(u, a2)− Ĉ♦(u, 1)− (aρϕ + 1){Ĉ♦(u, a)− Ĉ♦(u, 1)}
S(u)aρϕ(aρϕ − 1) log a ,
where
Γρ,nain,mρ(u, a) = ψ(mρ)
T (u)
S(u)
(aρϕ+ρψ − 1)(aρψ − 1)
(aρϕ − 1) log a
+O(ra2(mρ) + ra(mρ) +m
−1
ρ ) + o(ψ(mρ)).
In particular, we have
ρˆnaiϕ (a,u)− ρϕ = OP
( 1
ϕ(mρ)
√
mρ
n
)
+O(m−1ρ + ra2(mρ) + ra(mρ) +ψ(mρ)).
While the estimator ρˆnaiϕ (a,u) defined above is easy to motivate and an-
alyze theoretically, we found in simulations that it does not work well when
the sample size n is small or even moderate (up to n = 5000). This moti-
vated us to consider alternative estimators by treating ρϕ in equation (3.8)
as unknown. Specifically, we considered estimators of the form
(3.10) (bˆ0, bˆ1, ρˆ
reg
ϕ ) ∈ arg min
b0,b1,ρ<0
∑
k∈Mn
wn,k
(
Cˆn,k(u)− b0 − b1(k/mρ)ρ
)2
,
where wn,k and M = Mn ⊂ {1, . . . , n} are as in Section 3.1 with the addi-
tional assumption that the weights wn,k are non-negative. This lead to some
improvement in performance compared to using ρˆnaiϕ , but still did not lead to
very satisfactory results, prompting us to refine the estimator even further.
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Fig 3. Function g for two choices of (a, ρϕ).
To gain an intuitive understanding of the shortcomings of ρˆnaiϕ , ρˆ
reg
ϕ as
plug-in estimators for bias correction, we take a closer look at the properties
of the quantity
C˜nain,(m,〈ma〉)(u; γ) := Cˆn,m(u)−
Cˆn,〈ma〉(u)− Cˆn,m(u)
(〈ma〉/m)γ − 1 ,
which is simply the naive bias-corrected estimator from Section 3.2.1 but
with γ < 0 plugged in instead of the true ρϕ. We next take a close look
at the bias and variance of this ‘estimator’ as a function of γ under the
third order condition from Assumption 3.1. The leading part of the bias is
approximately given by
ϕ(m)S(u)
(
1− a
ρϕ − 1
aγ − 1
)
= ϕ(m)S(u)
aγ − aρϕ
aγ − 1 .
A close analysis reveals that γ 7→ g(γ) := |aγ − aρϕ |/|aγ − 1| is decreasing
on (−∞, ρϕ) with limγ→−∞ g(γ) = aρϕ if a > 1 and limγ→−∞ g(γ) = 1 if
a < 1 and increasing on (ρϕ, 0) with limγ↑0 g(γ) =∞ for a ∈ (0,∞)\{1}, see
Figure 3 for a picture of the graph for two specific choices of a, ρϕ. Hence
the leading bias will never be increased compared to the original estimator if
γ is smaller than ρϕ, but can increase dramatically if γ > ρϕ, especially if γ
gets close to zero. Similarly, the asymptotic variance of the ‘bias correction
part’ {Cˆn,〈ma〉(u)− Cˆn,m(u)}/{(〈ma〉/m)γ−1} can be found to be a strictly
increasing function of γ.
In summary, the above findings suggest a very asymmetric behavior in
the performance of the naive bias corrected estimator with respect to values
of γ that are too large or too small relative to the true parameter ρϕ. This
apparent asymmetry is not taken into account in the minimization prob-
lem (3.10). It thus seems natural to introduce an additional penalty term
which discourages the estimator of ρϕ from being too close to 0. We hence
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consider the estimator
(bˆ0(u), bˆ1(u), ρˆ
pen
ϕ (u)) ∈ arg min
ρ∈[K′,K′′],b0,b1∈R
R̂SSη(b0, b1, ρ;u),
where K ′ < K ′′ < 0 are fixed constants (in the simulations, we choose
K ′ = −2 and K ′′ = −0.1), η ≥ 0 denotes a penalty parameter, and
R̂SSη(b0, b1, ρ;u) = R˜SS(b0, b1, ρ;u) +
η
|ρ| mina0,a1∈R,K′≤κ≤K′′ R˜SS(a0, a1, κ;u),
R˜SS(b0, b1, ρ;u) =
∑
k∈Mm
wn,k{Cˆn,k(u)− b0 − b1(k/mρ)ρ}2.
To motivate the factor mina0,a1∈R,K′≤κ≤K′′ R˜SS(a0, a1, κ;u) in the penalty,
note that, provided this factor is non-zero, an equivalent representation for
the corresponding minimization problem is to minimize
R˜SS(b0, b1, ρ;u)
mina0,a1∈R,K′≤κ≤K′′ R˜SS(a0, a1, κ;u)
+
η
|ρ| .
Since the minimal achievable value of the ratio equals 1, this automatically
provides a scaling for the penalty part η|ρ| and makes this choice attractive
in practice. Finally, observe that the procedure described above produces an
estimator of ρϕ for each value of u. We hence propose to further aggregate
estimators ρˆpenϕ (u) across different values of u ∈ U for some finite set U ⊂
(0, 1)d to obtain the aggregated estimator
ρˆpen,aggϕ,U :=
1
|U |
∑
u∈U
ρˆpenϕ (u).
Next we prove consistency of the estimators defined above.
Proposition 3.11. Suppose that Assumption 2.2 is met with ρϕ ∈ [K ′,K ′′]
and let mρ = mρ(n) be an increasing sequence of integers such that any
of the sufficient conditions in Theorem 2.10 is met for that sequence. Fur-
ther, assume that
√
n/mρϕ(mρ) → ∞, that Assumption 3.5 is met with
mρ instead of m, and that wn,k > 0 for all k, n. Then, for any compact
U ⊂ {u ∈ [0, 1]d : S(u) 6= 0} and any fixed η ≥ 0,
sup
u∈U
|ρpenϕ (u)− ρϕ| = oP(1).
Also, ρˆpen,aggϕ,U = ρϕ + oP(1) for any finite set U ⊂ {u ∈ [0, 1]d : S(u) 6= 0}.
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4. Examples and finite-sample properties. The proposed estima-
tors will be compared in a simulation study. We begin by providing some
details on several examples that will be used in the simulations. For the sake
of simplicity, we only consider the case d = 2 below. For a generic d ≥ 2, see
Examples D.1 and D.2 in the supplementary material Zou et al. (2019).
4.1. Examples.
Example 4.1 (t-Copula, iid case). For degrees of freedom ν ∈ N and
correlation θ ∈ (−1, 1), the t-copula is defined, for (u, v) ∈ [0, 1]2, as
D(u, v; ν, θ) =
∫ t−1ν (u)
−∞
∫ t−1ν (v)
−∞
Γ
(
ν+2
2
)
Γ
(
ν
2
)
piν|P |1/2
(
1 +
x′P−1x
ν
)− ν+2
2
dx2 dx1,
where x = (x1, x2)′, P is a 2×2 correlation matrix with off-diagonal element
θ, and tν is the cumulative distribution function of a standard univariate t-
distribution with degrees of freedom ν. Let L and M be the first-order and
the second-order POT-type limits associated to D. More specifically,
L(x, y) = ytv+1
(
(y/x)1/ν − θ√
1− θ2
√
ν + 1
)
+ xtv+1
(
(x/y)1/ν − θ√
1− θ2
√
ν + 1
)
,
and M = M(x, y) is defined in Section 4 and 4.1 of Fouge`res et al. (2015).
Recall that D∞(e−x, e−y) = e−L(x,y). Let
Γ2(x, y) = x
2(∂L/∂x)(x, y) + y2(∂L/∂y)(x, y).
By Theorem 2.6 of Bu¨cher et al. (2019), Assumption 2.2 holds for (Dm)m∈N
with Dm(u, v) = D(u1/m, v1/m)m. Specifically, when ν = 1, we have ρϕ =
−1, ϕ(m) = (2m)−1, and
S(e−x, e−y) = D∞(e−x, e−y)(Γ2(x, y)− L2(x, y));
when ν = 2, we have ρϕ = −1, ϕ(m) = (2m/3)−1, and
S(e−x, e−y) = D∞(e−x, e−y)
[
(1/3)(Γ2(x, y)− L2(x, y))− (2/3)M(x, y)
]
;
when ν = 3, 4, . . . , we have ρϕ = −2ν−1, ϕ(m) = mρϕ , and
S(e−x, e−y) = −D∞(e−x, e−y)M(x, y).
Example 4.2 (Outer-power transformation of Clayton Copula, iid case).
For θ > 0 and β ≥ 1, the outer-power transformation of a Clayton Copula
is defined as
D(u, v; θ, β) =
[
1 +
{
(u−θ − 1)β + (v−θ − 1)β}1/β]−1/θ, (u, v) ∈ [0, 1]2
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which is to be interpreted as zero if min(u, v) = 0. By Theorem 4.1 in
Charpentier and Segers (2009), D is in the copula domain of attraction of
the Gumbel–Hougaard Copula with shape parameter β, defined by
(4.1)
D∞(u, v) = D(u, v;β) := exp
[
−{(− log u)β+(− log v)β}1/β], (u, v) ∈ [0, 1]2,
which is again to be interpreted as zero if min(u, v) = 0. Further, by Propo-
sition 4.3 of Bu¨cher and Segers (2014), Assumption 2.2 is met with ρϕ = −1,
ϕ(m) = (2m)−1, and
S(u, v) = θΛ(u, v;β),
where, letting x = − log u and y = − log v,
Λ(u, v;β) = D(u, v;β)
{(
xβ + yβ
)2/β − (xβ + yβ)1/β−1(xβ+1 + yβ+1)}.
Example 4.3 (Moving-Maximum-Process). Let D denote a copula and
let (Wt)t∈Z denote an iid sequence from D. Fix p ∈ N and let aij (i =
0, . . . , p; j = 1, . . . , d) denote nonnegative constants satisfying
p∑
i=0
aij = 1 (j = 1, . . . , d).
The moving maximum process (Ut)t∈Z of order p is defined as
Utj = max
i=0,...,p
W
1/aij
t−i,j , (t ∈ Z; j = 1, . . . , d),
with the convention that w1/0 = 0 for w ∈ (0, 1). As suggested by the no-
tation, the random variables Utj are uniformly distributed on (0, 1), whence
a model with arbitrary continuous margins can easily be obtained by con-
sidering Xtj = ηj(Utj) for some strictly increasing (quantile) function ηj :
(0, 1)→ R.
Assume that the copula D is in the (iid) copula domain of attraction of
an extreme-value copula D∞, that is, for any u ∈ [0, 1]d,
Dm(u) = {D(u1/m)}m −→ D∞(u) (k →∞).
Note that Dm is the copula of the componentwise block maximum of size
m, based on the sequence (Wt)t∈N.
As a consequence of Proposition 4.1 in Bu¨cher and Segers (2014), if Cm
denotes the copula of the componentwise block maximum of size m based
on the sequence (Ut)t∈N, then
lim
m→∞Cm(u) = D∞(u), u ∈ [0, 1]
d
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as well, i.e., Assumption 2.1 is met. We prove in the Appendix that if As-
sumption 2.2 is met for (Dm)m (denote the auxiliary function by ϕD and
SD), then it is also met for (Cm)m provided that 1/m = o(ϕD(m)), with
the same auxiliary functions. In case 1/m 6= o(ϕD(m)) additional techni-
cal assumptions are needed and the functions ϕD, SD and ϕ, S might differ.
Details in the general case are omitted for the sake of brevity.
4.2. Finite-sample properties. In this section we compare the estimators
for C∞ introduced in the previous section by means of Monte-Carlo sim-
ulations. We focus on the case d = 2 below; respective results in higher
dimensions are quite similar and do not reveal additional deep insights, see
the cases d = 4, 8 treated in Section D.1 in the supplementary material Zou
et al. (2019). Results for all estimators are reported as follows: each esti-
mator is computed for all values u ∈ U := {.1, .2, . . . , .9}2 and block size
m ∈ {1, . . . , 20} (except for the aggregated versions, for which we specify
the set of block length parameters below). Squared bias, variance and MSE
of each estimator and in each point u ∈ U for sample size n = 1000 was
estimated based on 1000 Monte Carlo replications. For the sake of brevity
we only report summary results which correspond to taking averages of the
squared bias, MSE and variance over all values u ∈ U. We present results
on the following models.
(M1) iid realizations from an Outer Power Clayton Copula with d = 2, θ =
1, β = log(2)/ log(2− 0.25).
(M2) A moving maximum process based on the outer Power Clayton Copula
with d = 2, θ = 1, β = log(2)/ log(2− 0.25) and a11 = 0.25, a12 = 0.5.
(M3) iid realizations from a t-Copula with d = 2, ν = 5, θ = 0.5.
(M4) A moving maximum process based on a t-Copula with d = 2, ν =
5, θ = 0.5 and a11 = 0.25, a12 = 0.5.
(M5) A moving maximum process based on a t-Copula with d = 2, ν =
3, θ = 0.25 and a11 = 0.25, a12 = 0.5.
For the sake of brevity, we do not include an iid version of Model (M5)
because the findings are very similar to the time series case. Further note
that we also investigated other parameter combinations, but chose to only
present results for the above models as they provide, to a large extent, a
representative subset of the results.
Following the heuristics after Proposition 3.6, weights w = {wn,k : k ∈M}
are always chosen as
wn,k = k
−1(∑
`∈M `
−1)−1,(4.2)
with block length sets M = Mn as specified below, possibly depending on
the specific estimator.
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4.2.1. Comparison of estimators without bias correction. We first focus
on the performance of three estimators that do not involve any bias correc-
tion:
• the disjoint blocks estimator CˆDn,m from Bu¨cher and Segers (2014), see
also Section 2.3;
• the sliding blocks estimator Cˆn,m from Section 2.2;
• the aggregated sliding blocks estimator Cˆaggn,(M,w) from Section 3.1, with
block length set M = {m,m+ 1, . . . ,m+ 9} and weights as in (4.2).
The respective results corresponding to Models (M1)-(M5) are shown in Fig-
ure 4. As predicted by the theory, the variance curves are linear in m, with
the disjoints blocks estimator always exhibiting the largest variance, while
the variances of the aggregated and vanilla version of the sliding blocks es-
timator are both smaller and similar to each other. In terms of bias, the
disjoint and vanilla sliding blocks estimators CˆDn,m and Cˆn,m show a very
similar behavior, with only some smaller deviations (in particular visible for
larger block sizes) which may possibly be explained by the fact that the
disjoint blocks estimator does not make use of all observations in case the
block length m is not a divisor of the sample size n = 1000. The aggregated
sliding blocks estimator typically has the smallest bias among the three com-
petitors. Finally, in terms of MSE, the aggregated sliding blocks estimator
again shows the uniformly best performance. Except for Model (M5), the
global minimum of the MSE-curve for Cˆaggn,(M,w) is substantially smaller than
the minima for the other two estimators.
When comparing the five models, we observe a qualitatively similar be-
havior for models (M1)-(M4), with the bias typically being larger in the iid
case than in the time series setting. Model (M5) however exhibits little to
no bias for all block sizes under consideration, even for m = 1. As a conse-
quence, at their minimal MSE, the three estimators yield comparably good
results. The observant reader might also note that the bias in the serially
dependent models seems to be smaller than in the iid case. Intuitively, this
is due to the fact that realizations from moving maximum processes are al-
ready based on maxima and thus it can be expected that their dependence
structure is closer to that of a ‘limiting’ max-stable model described by C∞.
4.2.2. Comparison of bias corrected estimators. In this section, three bias
corrected estimators for the vanilla sliding blocks estimator Cˆn,m are com-
pared with Cˆn,m itself. In all cases, the second order parameter ρϕ is es-
timated through ρˆϕ = ρˆ
pen,agg
ϕ,U , with the parameters of that estimator set
to K ′ = −2,K ′′ = −0.1, η = 1/2, U = {(.1, .1), (.11, .11), . . . , (.5, .5)},M =
{2, . . . , 50} and weights as in (4.2). We consider the following estimators:
• The naive bias corrected estimator Cˇbc,nain,(m,m′) with m′ = 1 and m ≥ 2.
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Fig 4. 104× average MSE, average squared bias and average variance of sliding blocks
estimator, disjoint blocks estimator, and aggregated sliding blocks estimator.
• The aggregated naive bias corrected estimator Cˇbc,aggn,(m′,M,w) with (m′,M) =
(1, {m, . . . ,m + 9}) (where m ≥ 2 is on the x-axis) and with weights
as in (4.2).
• The regression-based bias corrected estimator Cˇbc,regn,(M,w) with M =
{1,m,m + 1, . . . ,m + 9} (where m ≥ 2 is on the x-axis) and with
weights as in (4.2) (recall from the discussion right after (3.9) that
Cˇbc,regn,(M,w) does not depend on the parameter m in that equation).
The choice of small block sizes for the bias correction, in particular m′ = 1,
is motivated by the fact that this choice leads to the best performance in
the simulations we tried. Similar observations were made in Fouge`res et al.
(2015) who recommend using a very large value for the threshold k in the
POT setting.
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estimator, naive bias corrected estimator, and aggregated naive bias corrected estimator.
The results are presented in Figure 5. We observe that the naive bias cor-
rected estimator exhibits, at each fixed block size, a slightly larger variance
and a slightly smaller squared bias than the plain sliding blocks empiri-
cal copula. In terms of MSE, no universal statement regarding the ordering
between the two estimators can be made. Their minimal MSEs (for each sep-
arate model, over all block length parameters) are however quite similar. We
further find that aggregating the naive bias-corrected estimator leads to sub-
stantial improvements for small values of m and no major impact for larger
values of m. This is similar to the findings in the previous section. Compared
with the vanilla sliding block estimator, the aggregated bias corrected esti-
mator shows much less sensitivity to the parameter m in Model (M1)-(M3)
where there is a substantial bias. In Model (M5), where the bias is negligible
compared to the variance, attempts to correct the bias introduce a bit of
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variance leading to a slight increase in MSE for all block sizes. Finally, the
aggregated naive and regression-based bias corrected estimators show very
similar performance.
Based on the simulation results, we would recommend using the aggre-
gated bias corrected estimator among all bias corrected estimators since it
leads to better results than the naive estimator, is reasonably fast to compute
(see Section D.2), and is simpler to implement than the regression-based es-
timator. At the same time, it is less sensitive to the choice of the block size
parameter compared to the estimator without bias correction.
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MULTIVARIATE TIME SERIES EXTREMES”
By Nan Zou, Stanislav Volgushev and Axel Bu¨cher
University of Toronto and Heinrich-Heine-Universita¨t Du¨sseldorf
Proofs from the main paper as well as additional simulations
are provided. Appendix A contains proofs for Section 2, Appendix B
those for Section 3, and Appendix C those for Section 4.1. Additional
simulation results are presented in Appendix D.
APPENDIX A: PROOFS FOR SECTION 2
A.1. Proofs for Section 2.1. To keep things self-contained, we begin by repeating the proof of
Theorem 2.4 from the main text.
Proof of Theorem 2.4. Recall ba = n− 〈ma〉+ 1, b = b1 = n−m+ 1 and
C
♦
n,m(u, a) =
√
n/m
1
ba
ba∑
i=1
(
1(U〈ma〉,i ≤ u)− P(U〈ma〉,i ≤ u)
)
,
C
♦,b
n,m(u, a) =
√
n/m
1
b
b∑
i=1
(
1(U〈ma〉,i ≤ u)− P(U〈ma〉,i ≤ u)
)
.
where (u, a) ∈ [0, 1]d ×A] with A = [a∧, a∨]. Below we provide technical details for the following steps:
(i) In Lemma A.1, we will prove that ‖C♦n,m−C♦,bn,m‖∞ p−→ 0. Hence it suffices to prove weak convergence
of C♦,bn,m.
(ii) In Lemma A.2 we will show that C♦,bn,m is asymptotically uniformly equicontinuous in probability
with respect to the ‖ · ‖∞-norm on [0, 1]d ×A.
(iii) We will prove in Lemma A.5 that the finite-dimensional distributions of C♦,bn,m converge weakly to
those of C♦.
Weak convergence of C♦n,m and hence the theorem then follows by combining (i)-(iii).
A.1.1. Proof of Step (i).
Lemma A.1. Under Assumption 2.3,
sup
(u,a)∈[0,1]d×A
|C♦n,m(u, a)−C♦,bn,m(u, a)| p−→ 0.
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Proof of Lemma A.1. Decompose C♦n,m −C♦,bn,m = B1 +B2, where
B1(u, a) =
√
n/m
1
ba
ba∑
i=1
(
1(U〈ma〉,i ≤ u)− P(U〈ma〉,i ≤ u)
)
−
√
n/m
1
ba
b∑
i=1
(
1(U〈ma〉,i ≤ u)− P(U〈ma〉,i ≤ u)
)
B2(u, a) =
√
n/m
( 1
ba
− 1
b
) b∑
i=1
(
1(U〈ma〉,i ≤ u)− P(U〈ma〉,i ≤ u)
)
.
By Assumption 2.3, we have
sup
(u,a)∈[0,1]d×A
|B1(u, a)| ≤ sup
a∈A
√
n/(mb2a)|ba − b| = O(
√
m/n) = o(1).
Similarly,
sup
(u,a)∈[0,1]d×A
|B2(u, a)| ≤ sup
a∈A
√
n/m
∣∣∣b− ba
bba
∣∣∣b = O(√m/n) = o(1).
which implies the assertion.
A.1.2. Proof of Step (ii): asymptotic equicontinuity..
Lemma A.2. Under the conditions of Theorem 2.4, C♦,bn,m is asymptotically uniformly equicontinuous
in probability with respect to the ‖ · ‖∞-norm on [0, 1]d ×A.
Proof. The proof is based on a blocking technique. For i ∈ N, let M i ∈ R(1+〈ma∨〉−〈ma∧〉)×d be defined
by its entries
(M i)s,j = M〈ma∧〉+s−1,i,j , s = 1, . . . , 1 + 〈ma∨〉 − 〈ma∧〉, j = 1, . . . , d.
In words, (M i)s,j denotes the block maximum of the observations starting at time i with block length
〈ma∧〉+ s− 1, in the jth coordinate. Let `m = (a∨ + 1)m (to be interpreted as a maximal block size)
and let K = b/(2`m) = O(n/m). For simplicity, we shall assume that K and `m are integers. For
k = 1, . . . ,K, let
Ak =
{
2(k − 1)`m + 1, . . . , 2(k − 1)`m + `m
}
,
Bk =
{
(2k − 1)`m + 1, . . . , (2k − 1)`m + `m
}
,
such that A1,B1 . . . ,AK,BK is a partition of {1, . . . , b}. By the coupling lemma in Berbee (1979) and
Doukhan et al. (1995), we can construct inductively a triangular array {M˜ i}i=1,...,b, such that
(A.1)
(i)
{
M˜ i : i ∈ Ak
} d
=
{
M i : i ∈ Ak
}
and
{
M˜ i : i ∈ Bk
} d
=
{
M i : i ∈ Bk
}
for any k = 1, . . . ,K
(ii) P
({
M˜ i : i ∈ Ak
} 6= {M i : i ∈ Ak}) ≤ β(m) and P({M˜ i : i ∈ Bk} 6= {M i : i ∈ Bk}) ≤ β(m)
(iii)
{
M˜ i : i ∈ Ak
}
k=1,...,K
and
{
M˜ i : i ∈ Bk
}
k=1,...,K
are row-wise independent triangular arrays.
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For a ∈ A, i = 1, . . . , b and j = 1, . . . , d, let M˜〈ma〉,i,j denote the (1 + 〈ma〉 − 〈ma∧〉, j)’th entry of
M˜ i; note that M˜〈ma〉,i,j =d M〈ma〉,i,j . Further, let M˜〈ma〉,i ∈ Rd denote the 1 + 〈ma〉−〈ma∧〉’th column
of M˜ i, and let
U˜〈ma〉,i,j = F〈ma〉,j(M˜〈ma〉,i,j),
U˜〈ma〉,i = (U˜〈ma〉,i,1, . . . , U˜〈ma〉,i,d)′.
Finally, for (u, a) ∈ [0, 1]d ×A, let
C˜
♦,b
n,m(u, a) =
√
n/m
1
b
b∑
i=1
(
1(U˜〈ma〉,i ≤ u)− P(U˜〈ma〉,i ≤ u)
)
.
Later we will show that part (ii) of (A.1) implies
(A.2) sup
(u,a)∈[0,1]d×A
|C˜♦,bn,m(u, a)−C♦,bn,m(u, a)| = oP(1).
Hence it suffices to prove asymptotic equicontinuity of C˜♦,bn,m. To this end observe the representation
√
aC˜♦,bn,m(u, a) = Wn,m(u, a) +Vn,m(u, a),(A.3)
where Wn,m and Vn,m are stochastic processes on [0, 1]d ×A defined by
Wn,m(u, a) =
1√
K
K∑
k=1
(Wn,k(u, a)− EWn,k(u, a)),
Vn,m(u, a) =
1√
K
K∑
k=1
(Vn,k(u, a)− EVn,k(u, a)),
where
Wn,k(u, a) =
√
nK
b2m
b∑
i=1
1(M˜〈ma〉,i ≤ F←〈ma〉(u))1(i ∈ Ak),
Vn,k(u, a) =
√
nK
b2m
b∑
i=1
1(M˜〈ma〉,i ≤ F←〈ma〉(u))1(i ∈ Bk).
To prove asymptotic equicontinuity of C˜♦,bn,m it suffices to prove asymptotic equicontinuity and bounded-
ness in probability of Wn,m and Vn,m (note that by assumption the set A is bounded and bounded away
from zero). Since the distribution of both terms is the same, we will focus on Wn,m. For k = 1, . . . ,K
and a ∈ A, let M˜ (k) ∈ R`m×(1+〈ma∨〉−〈ma∧〉)×d be defined as
(M˜
(k)
)i,s,j = (M˜2(k−1)`m+i)s,j ,
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By (i) and (iii) of (A.1) and stationarity, {M˜ (k)}k=1,...,K is a row-wise i.i.d. triangular array. Let GK
denote the empirical process corresponding to those observations. Then
Wn,m(u, a) =
1√
K
K∑
k=1
(Wn,k(u, a)− EWn,k(u, a)) = 1√
K
K∑
k=1
(
fu,a(M˜
(k)
)− Efu,a(M˜ (k))
)
= GKfu,a
where fu,a : R`m×(1+〈ma∨〉−〈ma∧〉)×d → R is defined by
fu,a(x) =
√
nK
b2m
`m∑
i=1
1
(
xi,1+〈ma〉−〈ma∧〉,· ≤ F←〈ma〉(u)
)
.(A.4)
For δ > 0, consider the sequences of functions classes
Fm =
{
fu,a
∣∣∣u ∈ [0, 1]d, a ∈ (Z/m) ∩ [a∧/2, a∨]},
Fm,δ :=
{
fu,a − fv,c
∣∣∣u,v ∈ [0, 1]d, a, c ∈ (Z/m) ∩ [a∧/2, a∨], ‖u− v‖∞ ∨ |c− a| ≤ δ}.
Since for all u,v ∈ [0, 1]d and a, c ∈ A,
Wn,m(u, a)−Wn,m(v, c) = Wn,m(u, 〈ma〉/m)−Wn,m(v, 〈mc〉/m)
=
1√
K
K∑
k=1
(
(fu,〈ma〉/m − fv,〈mc〉/m)(M˜
(k)
)− E(fu,〈ma〉/m − fv,〈mc〉/m)(M˜
(k)
)
)
= GK(fu,〈ma〉/m − fv,〈mc〉/m),
we have, for n sufficiently large so that 〈ma∧〉 > a∧/2,
sup
‖u−v‖∞∨|c−a|≤δ
|Wn,m(u, a)−Wn,m(v, c)| ≤ ‖GK‖Fm,δ+1/m
and similarly
sup
u∈[0,1]d,a∈A
|Wn,m(u, a)| ≤ ‖GK‖Fm .
Hence, the equicontinuity of Wn,m will follow if we can prove that
(A.5) lim
δ↓0
lim sup
n→∞
E
[
‖GK‖Fm,δ+1/m
]
= 0,
while the corresponding boundedness in probability will follow from
(A.6) lim sup
n→∞
E
[
‖GK‖Fm
]
<∞.
To prove (A.5) and (A.6) we shall apply Theorem 2.14.2 in van der Vaart and Wellner (1996) to the
function classes Fm,δ+1/m, Fm and the empirical process GK. Let ‖ · ‖Pm,2 denote the norm
‖f‖Pm,2 =
{
E
[(
f(M˜
(1)
)
)2]}1/2
.
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Let E be an envelope function for Fm and note that 2E is an envelope function for Fm,δ+1/m. Define
a(x) = x‖2E‖Pm,2/
√
1 + logN[ ](x‖2E‖Pm,2,Fm,δ+1/m, ‖ · ‖Pm,2), x > 0,
where N[ ] denotes the bracketing number, see Definition 2.1.6 in van der Vaart and Wellner (1996).
Note that
(A.7) N[ ](,Fm,δ+1/m, ‖ · ‖Pm,2) ≤ N[ ](,Fm −Fm, ‖ · ‖Pm,2) ≤
(
N[ ](/2,Fm, ‖ · ‖Pm,2)
)2
.
By the middle part of Theorem 2.14.2 in van der Vaart and Wellner (1996), if there exists κ > 0 such
that for every f ∈ Fm,δ+1/m,
‖f‖Pm,2 < κ‖2E‖Pm,2,
then
(A.8) E
∣∣∣‖GK‖Fm,δ+1/m∣∣∣
. ‖2E‖Pm,2
∫ κ
0
√
1 + logN[ ](‖2E‖Pm,2,Fm,δ+1/m, ‖ · ‖Pm,2) d+
√
KE
[
2E1{2E >
√
Ka(κ)}
]
.
We begin by observing that, for any fu,a as defined in (A.4), we have
‖fu,a‖∞ = sup
x∈R`m×(1+〈ma∨〉−〈ma∧〉)×d
|fu,a(x)| ≤ `m
√
nK
b2m
≤ √a∨ + 1.
for all sufficiently large n (using that b ≥ n/2, eventually). Hence, we can choose E = √a∨ + 1 as an
envelope function of Fm. Later we shall prove that there exist η1 > 0, η2 > 0, 0 > 0 such that
(A.9) N[ ](‖E‖Pm,2,Fm, ‖ · ‖Pm,2) ≤ −η1 ∀ ∈ (0, 0),
and, for all δ ∈ (0, 0/2) and all sufficiently large n (such that δ + 1/m < 0),
(A.10) sup
f∈Fm,δ+1/m
‖f‖Pm,2 ≤ (δ + 1/m)η2‖2E‖Pm,2.
Now (A.8) together with some simple computations utilizing (A.7), (A.9) and (A.10) shows that for
0 > δ + 1/m > 0
E
[
‖GK‖Fm,δ+1/m
]
.
∫ (δ+1/m)η2
0
√
1 + 2η1| log |d+
√
KP
(
2E ≥
√
Ka((δ + 1/m)η2)
)
.
For fixed δ > 0 the term a((δ + 1/m)η2) is bounded away from 0 uniformly in m while K = Kn → ∞
as n→∞. This implies (A.5).
The bound in (A.6) follows by similar but simpler arguments utilizing the last part of Theorem 2.14.2
in van der Vaart and Wellner (1996). 
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Proof of (A.2). By (i) of (A.1), we have P(U˜〈ma〉,i ≤ u) = P(U〈ma〉,i ≤ u). Hence,
C˜
♦,b
n,m(u, a)−C♦,bn,m(u, a) =
√
n
b2m
b∑
i=1
(1(U˜〈ma〉,i ≤ u)− 1(U〈ma〉,i ≤ u))
=
√
n
b2m
K∑
k=1
b∑
i=1
(1(U˜〈ma〉,i ≤ u)− 1(U〈ma〉,i ≤ u))(1(i ∈ Ak) + 1(i ∈ Bk)).
Now, for fixed k ∈ {1, . . . ,K}, since |Ak| = `m = (a∨ + 1)m, we have
sup
(u,a)∈[0,1]d×A
∣∣∣ b∑
i=1
(1(U˜〈ma〉,i ≤ u)− 1(U〈ma〉,i ≤ u))1(i ∈ Ak)
∣∣∣
≤ (a∨ + 1)m sup
a∈A
1
(
{U˜〈ma〉,i : i ∈ Ak} 6= {U〈ma〉,i : i ∈ Ak}
)
≤ (a∨ + 1)m1
(
{M˜m,i : i ∈ Ak} 6= {Mm,i : i ∈ Ak}
)
.
Similarly,
sup
(u,a)∈[0,1]d×A
∣∣∣ b∑
i=1
(1(U˜〈ma〉,i ≤ u)− 1(U〈ma〉,i ≤ u))1(i ∈ Bk)
∣∣∣
≤ (a∨ + 1)m1
(
{M˜m,i : i ∈ Bk} 6= {Mm,i : i ∈ Bk}
)
.
By (ii) of (A.1) and Assumption 2.3 (iii),
E
[
sup
(u,a)∈[0,1]d×A
|C˜♦,bn,m(u, a)−C♦,bn,m(u, a)|
]
≤ β(m)
√
n
m
→ 0.
The result follows by Markov’s Inequality. 
Proof of (A.9) Consider the functions lu,a,c,uu,a,c : R`m×(1+〈ma∨〉−〈ma∧〉)×d → R defined by
lu,a,c(x) =
√
nK
b2m
`m∑
i=1
1
(
xi,1+〈mc〉−〈ma∧〉,· ≤ F←〈ma〉(u)
)
,(A.11)
uu,a,c(x) =
√
nK
b2m
`m∑
i=1
1
(
xi,1+〈ma〉−〈ma∧〉,· ≤ F←〈mc〉(u)
)
,(A.12)
and note that lu,a,c = uu,c,a.
Further, lu,a,c is increasing in u (coordinate-wise) and a and decreasing in c. Likewise, uu,a,c is
increasing in u (coordinate-wise) and c and decreasing in a. Subsequently, let A′ = [a∧/2, a∨ + 2].
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Lemma A.6 implies that there exist η,K ∈ (0,∞) such that, for all sufficiently large n, all u,v ∈ [0, 1]d
and all a, c ∈ A′ ∩ (Z/m) with |c− a| ≥ m−1/2,∥∥∥lu,a,c − uv,a,c∥∥∥
Pm,2
≤ K(‖u− v‖1/2∞ ∨ |c− a|η),
Let η˜ := min{η, 1/2}/2 ∈ (0, 1/4] and 0 := 1 ∧K−1/η˜ ∈ (0, 1]. Then we have, for all ‖u − v‖∞ ≤ 0
and m−1/2 ≤ |c− a| ≤ 0,
(A.13)
∥∥∥lu,a,c − uv,a,c∥∥∥
Pm,2
≤ K(‖u− v‖∞ ∨ |c− a|)2η˜ ≤ (‖u− v‖∞ ∨ |c− a|)η˜.
To simplify notation, we subsequently write η = η˜. Begin by considering the case  > 2m−η/2. For
h = (h1, . . . , hd+1) ∈ Nd+1 and κ = 〈m1/η〉/m define
D,h =
[
(h1 − 1)κ, h1κ ∧ 1
]
× . . .×
[
(hd − 1)κ, hdκ ∧ 1
]
×
[
(hd+1 − 1)κ+ 〈ma∧〉
m
,
(
hd+1κ+
〈ma∧〉
m
)∧(a∨ + 2)]
Then we have, for sufficiently large n,
[0, 1]d × [a∧, a∨] ⊂ ∪h∈{1,2,...,d1/κe}d×{1,2,...,d(a∨−a∧+1)/κe}D,h
⊂ [0, 1]d × [a∧/2, a∨ + 2](A.14)
Let uh,j = (hj−1)κ, vh,j = hjκ ∧ 1, ah = (hd+1−1)κ+ 〈ma∧〉/m, ch =
(
hd+1κ+ 〈ma∧〉/m
)∧ (a∨+ 2),
and
uh =
(
uh,1, . . . , uh,d
)
, vh =
(
vh,1, . . . , vh,d
)
.
Then (uh, ah) and (vh, ch) are the corners of the cuboid D,h in [0, 1]
d×[a∧/2, a∨ + 2]. For all fu,a ∈ Fm,
by (A.14), there exists h ∈ Nd+1 such that (u, a) ∈ D,h. For such fu,a and h, we have luh,ah,ch ≤
lu,a,a = fu,a = uu,a,a ≤ uvh,ah,ch by the monotonicity properties of l and u. Therefore, Fm is covered
by the collection of brackets
(A.15)
{
[luh,ah,ch ,uvh,ah,ch ] : h ∈ {1, 2, . . . , d1/κe}d × {1, 2, . . . , d(a∨ − a∧ + 1)/κe}
}
.
By construction and by (A.13) [note that D,h ⊂ [0, 1]d ×A′] we have, for any (uh, ah), (vh, ch),∥∥∥luh,ah,ch − uvh,ah,ch∥∥∥
Pm,2
≤ κη ≤ ,
i.e., the collection in (A.15) provides a cover of Fm by  brackets. This implies
(A.16) N[ ](,Fm, ‖ · ‖Pm,2) ≤ 2d+1(a∨ − a∧ + 1)κ−(d+1) ≤ 4d+1(a∨ − a∧ + 1)−(d+1)/η.
Next consider the case  ≤ 2m−η/2. For the constant K from Lemma A.7 let κ := K−22. For
h = (h1, . . . , hd+1), let uh,j = (hj − 1)κ, vh,j = hjκ ∧ 1, and ah = (hd+1 − 1)/m+ bma∧c/m. Then Fm
is covered by the collection of brackets
(A.17)
{
[luh,ah,ah ,uvh,ah,ah ] : h ∈ {1, 2, . . . , d1/κe}d × {1, 2, . . . , dm(a∨ − a∧)+2e}
}
,
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By Lemma A.7, for sufficiently large m,∥∥∥uvh,ah,ah − luh,ah,ah∥∥∥
Pm,2
≤ K‖uh − vh‖1/2∞ = .
Hence, (A.17) is a collection of -brackets that covers Fm. Notice the number of brackets in the collection
(A.17) is bounded by 2d+1κ−dm(a∨ − a∧) ≤ 2d+1+η/2K2d−2d−2/η, for sufficiently large m. Combining
this with (A.16) we have proved that for constants ξ, 0 depending on A, ρ, α(·), d only we have, for any
0 ≤  ≤ 0 (note that for 0 < 1 constants can be absorbed into powers of −1 by changing ξ),
N[ ](,Fm, ‖ · ‖Pm,2) ≤ −ξ.
Combining this with (A.7) completes the proof of (A.9). 
Proof of (A.10). Suppose a, c ∈ (Z/m) ∩ [a∧, a∨] and a ≤ c. Then either |c − a| > m−1/2 or m−1 ≤
|c− a| ≤ m−1/2 or c− a = 0. Now we discuss case by case. Begin by observing that
lu∧v,a,c ≤ fu,a ∧ fv,c ≤ fu,a ∨ fv,c ≤ uu∨v,a,c.
As a consequence,
‖fu,a − fv,c‖Pm,2 = ‖fu,a ∧ fv,c − fu,a ∨ fv,c‖Pm,2
≤ ‖uu∨v,a,c − lu∧v,a,c‖Pm,2(A.18)
= ‖uu∨v,〈ma〉/m,〈mc〉/m − lu∧v,〈ma〉/m,〈mc〉/m‖Pm,2
By Lemma A.6, when c− a > m−1/2, we obtain the upper bound
‖fu,a − fv,c‖Pm,2 ≤ K
(‖u− v‖1/2∞ ∨ |c− a|η).(A.19)
When m−1 ≤ c − a ≤ m−1/2, select a˜, c˜ ∈ [a∧, a∨] such that 2m−1/2 ≥ c˜ − a˜ ≥ m−1/2, c˜, a˜ ∈ Z/m and
a˜ ≤ a ≤ c ≤ c˜. By (A.18) and Lemma A.6,
‖fu,a − fv,c‖Pm,2 ≤ ‖uu∨v,a,c − lu∧v,a,c‖Pm,2
≤ ‖uu∨v,a˜,c˜ − lu∧v,a˜,c˜‖Pm,2
≤ K(‖u− v‖1/2∞ ∨ |c˜− a˜|η)
≤ 2ηK(‖u− v‖1/2∞ ∨m−η/2) ≤ 2ηK(‖u− v‖1/2∞ ∨ |c− a|η/2)(A.20)
where the last inequality uses the fact that |c− a| ≥ 1/m. Finally, by Lemma A.7, when c− a = 0,
(A.21) ‖fu,a − fv,c‖Pm,2 = ‖uv,a,a − lu,a,a‖Pm,2 ≤ K‖u− v‖1/2∞ .
A combination of (A.19), (A.20), and (A.21) gives (A.10) where the constant K can be dropped at the
cost of changing the power of ‖u− v‖ ∧ |c− a| 
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A.1.3. Proof of Step (iii): fidi convergence. We begin by stating and proving two technical results.
Lemma A.3. Suppose that Assumption 2.3(i) and (ii) and Assumption 2.1 are met. Further, let
k = kn be a sequence of positive integers such that
(A.22) k/m→ Ξ ∈ (0, 1].
Then, for all u ∈ [0, 1]d and as n→∞,
(i) Fk(F
←
m (u))→ uΞ,
(ii) Fk(F
←
m (u))→ (C∞(u))Ξ,
(iii) (C∞(u))Ξ = C∞(uΞ).
Proof of Lemma A.3. Let vm be an arbitrary sequence in [0, 1], and vm be an arbitrary sequence
in [0, 1]d. Lemma 2.1 of Leadbetter (1983), together with a straightforward extension to multivariate
time series, shows that if there exists a sequence l = ln such that
(A.23) l = o(m) and α(l)→ 0,
then we have
(A.24)
∣∣(P(Mm/(m/k),0,j ≤ vm))m/k − P(Mm,0,j ≤ vm)∣∣→ 0,
and
(A.25)
∣∣(P(Mm/(m/k),0 ≤ vm))m/k − P(Mm,0 ≤ vm)∣∣→ 0.
See also Lemma 4.1 of Hsing (1989). Let l = ln = 〈m2/3〉. By (A.22) and Assumption 2.3(i),(ii), (A.23)
holds. Now plug in vm = F←m,j(uj). By (A.22) and (A.24),
Fk(F
←
m (u)) =
{
P(Mk,0,1 ≤ F←m,1(u1), . . . ,P(Mk,0,d ≤ F←m,d(u1))
}
=
{
(P(Mm/(m/k),0,1 ≤ F←m,1(u1)))m/k, . . . , (P(Mm/(m/k),0,d ≤ F←m,d(u1)))m/k
}k/m
=
{
P(Mm,0,1 ≤ F←m,1(u1)), . . . ,P(Mm,0,d ≤ F←m,d(u1))
}k/m
+ o(1)
=
{
P(Um,0,1 ≤ u1), . . . ,P(Um,0,d ≤ ud)
}k/m
+ o(1)
= uΞ + o(1).
Then plug in vm = F←m (u). By (A.22) and (A.25),
Fk(F
←
m (u)) = P(Mk,0 ≤ F←m (u)) =
{(
P(Mm/(m/k),0 ≤ F←m (u))
)m/k}k/m
=
{
P(Mm,0 ≤ F←m (u))
}Ξ
+ o(1) =
{
P(Fm(Mm,0) ≤ u)
}Ξ
+ o(1)
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=
{
C∞(u)
}Ξ
+ o(1).
Hence we have shown (i) and (ii) of Lemma A.3. Finally, by part (i) and Assumption 2.1,
Fk(F
←
m (u)) = P(Mk,0 ≤ F←m (u)) = P(F←k (Fk(Mk,0)) ≤ F←m (u))(A.26)
= P(Uk,0 ≤ Fk(F←m (u))) = Ck(Fk(F←m (u)))
→ C∞(uΞ).
and, on the other hand, by part (ii),
Fk(F
←
m (u))→ (C∞(u))Ξ.
This implies (iii).
Lemma A.4. Recall the definition of C♦,bn,m in (??). If Assumption 2.1 and Assumptions 2.3(i),(ii)
are met, then, for any u,v ∈ [0, 1]d and any a∧ ≤ a ≤ c ≤ a∨, we have
Cov(C♦,bn,m(u, a),C
♦,b
n,m(v, c))→ γ(v,u, c, a),
where γ(v,u, c, a) is defined in Theorem 2.4.
Proof of Lemma A.4. For i ∈ N let
Di(u, a) = 1(U〈ma〉,i ≤ v)− P(U〈ma〉,1 ≤ v),
such that
(A.27) Cov
(
C
♦,b
n,m(u, a),C
♦,b
n,m(v, c)
)
) = A1 +A2 +A3,
where Aj = Aj(u,v, a, c) is defined as
A1 =
n
mb2
∞∑
h=−∞
1(−b < h < 0)(b− |h|) Cov(D0(v, c), Dh(u, a)),
A2 =
n
mb2
∞∑
h=−∞
1(0 ≤ h < 〈mc〉 − 〈ma〉)(b− |h|) Cov(D0(v, c), Dh(u, a)),
A3 =
n
mb2
∞∑
h=−∞
1(〈mc〉 − 〈ma〉 ≤ h < b)(b− |h|) Cov(D0(v, c), Dh(u, a)).
Now, for sufficiently large n,
A1 =
n
mb
∞∑
h=−∞
1(−〈ma〉 < h < 0)(1− |h|b−1) Cov(D0(v, c), Dh(u, a))
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+
n
mb
∞∑
h=−∞
1(−b < h ≤ −〈ma〉)(1− |h|b−1) Cov(D0(v, c), Dh(u, a))
=
n
b
∫ 0
−a
(1− |〈mξ〉|b−1) Cov(D0(v, c), D〈mξ〉(u, a)) dξ
− n
mb
Cov(D0(v, c), D0(u, a))
−n
b
∫ −〈ma〉/m
−a
(1− |〈mξ〉|b−1) Cov(D0(v, c), D〈mξ〉(u, a)) dξ
+
n
mb
∞∑
h=−∞
1(−b < h ≤ −〈ma〉)(1− |h|b−1) Cov(D0(v, c), Dh(u, a)).
All but the first term on the right hand side of the previous equation vanish. Indeed
|m−1 Cov(D0(v, c), D0(u, a))| ≤ m−1 → 0,∣∣∣ ∫ −〈ma〉/m
−a
(1− |〈mξ〉|b−1) Cov(D0(v, c), D〈mξ〉(u, a)) dξ
∣∣∣ ≤ a− 〈ma〉/m→ 0,
and, by Assumption 2.3(ii), ,
∣∣∣m−1 ∞∑
h=−∞
1(−b < h ≤ −〈ma〉)(1− |h|b−1) Cov(D0(v, c), Dh(u, a))
∣∣∣
≤ m−1
(
1 +
∑
h>〈ma〉
α(h− 〈ma〉)
)
≤ m−1
(
1 +
∞∑
h=1
α(h)
)
→ 0.
As a result,
(A.28) A1 = (1 + o(1))
∫ 0
−a
(1− |〈mξ〉|b−1) Cov(D0(v, c), D〈mξ〉(u, a)) dξ.
Similarly,
(A.29) A2 = (1 + o(1))
∫ c−a
0
(1− |〈mξ〉|b−1) Cov(D0(v, c), D〈mξ〉(u, a)) dξ,
and
(A.30) A3 = (1 + o(1))
∫ c
c−a
(1− |〈mξ〉|b−1) Cov(D0(v, c), D〈mξ〉(u, a)) dξ.
Suppose ξ ∈ (−a, 0). Notice
(A.31)
Cov(D0(v, c), D〈mξ〉(u, a)) = P(U〈mc〉,0 ≤ v,U〈ma〉,〈mξ〉 ≤ u)− P(U〈mc〉,0 ≤ v)P(U〈ma〉,〈mξ〉 ≤ u).
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For k ∈ N and i ∈ Z, let Mi:(i+k−1) = Mk,i. Since U〈ma〉,i = F〈ma〉(M〈ma〉,i), we can write
(A.32)
P(U〈mc〉,0 ≤ v,U〈ma〉,〈mξ〉 ≤ u) = P(M0:(〈mc〉−1) ≤ F←〈mc〉(v),M〈mξ〉:(〈mξ〉+〈ma〉−1) ≤ F←〈ma〉(u))
= P(V1 ∩ V2 ∩ V3),
where
V1 = {M〈mξ〉:(−1) ≤ F←〈ma〉(u)}
V2 = {M0:(〈mξ〉+〈ma〉−1) ≤ F←〈mc〉(v) ∧ F←〈ma〉(u)}
V3 = {M(〈mξ〉+〈ma〉):(〈mc〉−1) ≤ F←〈mc〉(v)}.
Now we seek to approximate P(V1 ∩V2 ∩V3) by P(V1)P(V2)P(V3) with a clipping technique; see also the
proof of Lemma 5.1 of Bu¨cher and Segers (2018a). Let l = ln = 〈m2/3〉 and define
W1 = {M〈mξ〉:(−l−1) ≤ F←〈ma〉(u)}
W2 = V2
W3 = {M(〈mξ〉+〈ma〉+l):(〈mc〉−1) ≤ F←〈mc〉(v)}
be the clipped events; note that Vj ⊂ Wj . First we show that clipping ‘does not hurt’. Applying (ii) of
Lemma A.3 twice gives
(A.33)
P(W1)− P(V1) = P(M|〈mξ〉|−l,0 ≤ F←〈ma〉(u))− P(M|〈mξ〉|,0 ≤ F←〈ma〉(u))
= F|〈mξ〉|−l(F←〈ma〉(u))− F|〈mξ〉|(F←〈ma〉(u))
= (C∞(u))|ξ|/a − (C∞(u))|ξ|/a + o(1) = o(1).
Similarly,
(A.34) P(W3)− P(V3) = o(1).
Now we apply the clipping technique. First, by (A.33) and (A.34),
(A.35)
|P(V1 ∩ V2 ∩ V3)− P(W1 ∩W2 ∩W3)| = P(W1 ∩W2 ∩W3 ∩ (V1 ∩ V2 ∩ V3)c)
≤ P(W1 ∩ Vc1 ) + P(W2 ∩ Vc2 ) + P(W3 ∩ Vc3 )
= P(W1)− P(V1) + P(W3)− P(V3) = o(1).
Second, by (A.33), (A.34), and since α(l) = o(1) by Assumption 2.3(ii),
(A.36) P(W1 ∩W2 ∩W3) = P(W1)P(W2)P(W3) + o(1) = P(V1)P(V2)P(V3) + o(1)
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Next, similarly as in (A.26), by (i) and (iii) of Lemma A.3, Assumption 2.1 and continuity of C∞,
(A.37)
P(V2) = P
(
M〈mξ〉+〈ma〉,0 ≤ F←〈mc〉(v) ∧ F←〈ma〉(u)
)
= C〈mξ〉+〈ma〉
(
F〈mξ〉+〈ma〉
(
F←〈mc〉(v) ∧ F←〈ma〉(u)
))
= C〈mξ〉+〈ma〉
(
F〈mξ〉+〈ma〉
(
F←〈mc〉(v)
) ∧ F〈mξ〉+〈ma〉(F←〈ma〉(u)))
→ C∞(v(ξ+a)/c ∧ u(ξ+a)/a) =
(
C∞(v1/c ∧ u1/a)
)ξ+a
.
Similarly,
(A.38) P(V1)→ (C∞(u1/a))−ξ, P(V3)→ (C∞(v1/c))c−ξ−a.
By (A.32), (A.35), (A.36), (A.37), and (A.38), for ξ ∈ (−a, 0),
(A.39) P(U〈mc〉,0 ≤ v,U〈ma〉,〈mξ〉 ≤ u)→ (C∞(u1/a))−ξ(C∞(v1/c ∧ u1/a))ξ+a(C∞(v1/c))c−ξ−a.
Similarly, for ξ ∈ (0, c− a),
(A.40)
P(U〈mc〉,0 ≤ v,U〈ma〉,〈mξ〉 ≤ u) = P(M0:(〈mc〉−1) ≤ F←〈mc〉(v),M〈mξ〉:(〈mξ〉+〈ma〉−1) ≤ F←〈ma〉(u))
= P(M0:(〈mξ〉−1) ≤ F←〈mc〉(v))
×P(M〈mξ〉:(〈mξ〉+〈ma〉−1) ≤ F←〈mc〉(v) ∧ F←〈ma〉(u))
×P(M(〈mξ〉+〈ma〉):(〈mc〉−1) ≤ F←〈mc〉(v)) + o(1)
= (C∞(v1/c))ξ(C∞(v1/c ∧ u1/a))a(C∞(v1/c))c−ξ−a + o(1)
= (C∞(v1/c))c−a(C∞(v1/c ∧ u1/a))a + o(1),
and for ξ ∈ (c− a, c),
(A.41)
P(U〈mc〉,0 ≤ v,U〈ma〉,〈mξ〉 ≤ u) = P(M0:(〈mc〉−1) ≤ F←〈mc〉(v),M〈mξ〉:(〈mξ〉+〈ma〉−1) ≤ F←〈ma〉(u))
= P(M0:(〈mξ〉−1) ≤ F←〈mc〉(v))
×P(M〈mξ〉:(〈mc〉−1) ≤ F←〈mc〉(v) ∧ F←〈ma〉(u))
×P(M〈mc〉:(〈mξ〉+〈ma〉−1) ≤ F←〈ma〉(u)) + o(1)
= (C∞(v1/c))ξ(C∞(v1/c ∧ u1/a))c−ξ(C∞(u1/a))ξ+a−c + o(1).
By Assumption 2.1 and the stationarity of (Xt)t,
(A.42) P(U〈mc〉,0 ≤ v)→ C∞(v), P(U〈ma〉,〈mξ〉 ≤ u)→ C∞(u).
Recall (A.27). Now apply the Dominated Convergence Theorem to the right hand side of (A.28), (A.29),
and (A.30). By (A.31), (A.39), (A.40), (A.41), (A.42), and (iii) of Lemma A.3, we get
Cov
(
C
♦,b
n,m(u, a),C
♦,b
n,m(v, c)
)
)→ γ(v,u, c, a)
with γ(v,u, c, a) is defined in Theorem 2.4.
MULTIPLE BLOCK SIZES AND OVERLAPPING BLOCKS 47
Lemma A.5. Under Assumption 2.1 and 2.3 , the finite dimensional distributions of C♦,bn,m converge
weakly to the finite dimensional distributions of C♦.
Proof of Lemma A.5. We apply a big-blocks-small-blocks technique. Assume without loss of gen-
erality that a∨ is an integer (otherwise enlarge a∨, this does not change any of the arguments). For
λ > a∨+1 chosen below, the block size of the big blocks will be proportional to (λ−a∨−1)m, while the
small blocks will have size proportional to (a∨+1)m. By Assumption 2.3(i) and (iv), we have b/m→∞
and α(m)(b/m) = o
(
(b/m)1/2−ζ
)
for some ζ ∈ (0, 1/2). Hence, there exists λ = λn, which can be chosen
to be integer-valued, such that
(A.43) λ = o
(
(b/m)1/2−ζ
)
(A.44) λ→∞,
(A.45) α(m)(b/m) = o(λ).
Let K = b/(λm) and for simplicity assume that K is an integer. For k = 1, . . . ,K, consider big blocks
Ik = {(k − 1)λm+ 1, . . . , (kλ− a∨ − 1)m},
and small blocks
Jk = {(kλ− a∨ − 1)m+ 1, . . . , kλm}.
For a ∈ [a∧, a∨], let
Yn,m(u, a) =
√
n
mb2
b∑
i=1
Di(u, a)(u)1(i ∈ ∪Kk=1Jk).
We may then write
C
♦,b
n,m(u, a) =
√
n
mb2
b∑
i=1
Di(u, a) =
√
n
mb2
b∑
i=1
Di(u, a)1(i ∈ ∪Kk=1Ik) + Yn,m(u, a).
We will now show that Yn,m is negligible. Indeed, let
Yn,m,k(u, a) =
√
n
mb2
b∑
i=1
Di(u, a)1(i ∈ Jk),
then, by stationarity,
Var(Yn,m) = Var
( K∑
k=1
Yn,m,k
)
=
∑
|h|<K
(K − |h|) Cov(Yn,m,1, Yn,m,|h|+1)
≤ 3K Var(Yn,m,1) +
∑
2≤|h|<K
(K − |h|) Cov(Yn,m,1, Yn,m,|h|+1).
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Notice that |Yn,m,k(u, a)| ≤ (a∨ + 1)(mn/b2)1/2. Hence, since λ = λn →∞ by (A.44),
K Var(Yn,m,1) ≤ (a∨ + 1)2Kmnb−2 = (a∨ + 1)2λ−1(1 + o(1)) = o(1).
Moreover, for |h| ≥ 2, by Lemma 3.9 in Dehling and Philipp (2002),∣∣∣Cov(Yn,m,1, Yn,m,|h|+1)∣∣∣ ≤ 4((a∨ + 1)(mnb−2)1/2)2α(σ(Yn,m,1), σ(Yn,m,|h|+1)),
≤ 4(a∨ + 1)2mnb−2α((|h| − 1)λm).
Hence, since λ = λn →∞ by (A.44) and by Assumption 2.3 (ii),∑
2≤|h|<K
(K − |h|) Cov(Yn,m,1, Yn,m,|h|+1) ≤ 4(a∨ + 1)2Kmnb−2
∑
2≤|h|<K
α((|h| − 1)λm)
= 4(a∨ + 1)2λ−1(1 + o(1))
∑
2≤|h|<K
α((|h| − 1)λm) = o(1).
Therefore,
(A.46) lim
n→∞Var(Yn,m) = 0,
and since E[Yn,m] = 0, we obtain that Yn,m = oP(1) as asserted.
Next, we show finite-dimensional convergence ofC♦,bn,m, i.e., for all u1, . . . ,uq in [0, 1]d and all a1, . . . , aq
in [a∧, a∨],
{C♦,bn,m(u1, a1), . . . ,C♦,bn,m(uq, aq)} ⇒ {C♦(u1, a1), . . . ,C♦(uq, aq)}.
By the Crame´r-Wold device, it suffices to show that for all (θ1, . . . , θq) ∈ Rq,
q∑
j=1
θjC
♦,b
n,m(uj , aj)⇒
q∑
j=1
θjC
♦,b(uj , aj).
Recall
(A.47)
q∑
j=1
θjC
♦,b
n,m(uj , aj) =
q∑
j=1
θj
√
n
mb2
b∑
i=1
Di(uj , aj).
Let
Zn =
q∑
j=1
θj
√
n
mb2
b∑
i=1
Di(uj , aj)1(i ∈ ∪Kk=1Ik), Z =
q∑
j=1
θjC
♦(uj , aj).
By (A.46) and (A.47), to show the finite dimensional convergence, it suffices to show that
(A.48) Zn ⇒ Z.
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Let
Zn,k =
q∑
j=1
θj
√
n
mb2
b∑
i=1
Di(uj , aj)1(i ∈ Ik)
and note that Zn =
∑K
k=1 Zn,k. In addition, for k 6= k′, Zn,k and Zn,k′ are based on observations that are
at least m observations apart. As a consequence, Zn,k and Zn,k′ are asymptotically independent. Next,
let ψn(·) and ψn,k(·) denote the characteristic functions of Zn and Zn,k, respectively. By the reasoning
in p. 515 of Bu¨cher and Segers (2014) and (A.45), for any fixed t ∈ R,
(A.49)
∣∣∣ψn(t)− K∏
k=1
ψn,k(t)
∣∣∣ ≤ Kα(m) = b/(λm)× α(m) = o(1).
Let {Z˜n,k}Kk=1 denote row-wise independent random variables with Z˜n,k having the same distribution
as Zn,k for k = 1, . . . ,K. Then
∏K
k=1 ψn,k(t) is the characteristic function of
∑K
k=1 Z˜n,k. If we can prove
that Z˜n =
∑K
k=1 Z˜n,k ⇒ Z, then
∏K
k=1 ψn,k(t) will converge the the characteristic function of Z, and
then (A.49) will imply (A.48).
Now we apply the Lyapunov Central Limit Theorem to {Z˜n,k}. By Lemma A.4, applied with n and
m replaced by n′ = (λ − a∨)m − 1 and m′ = m, respectively (note that n′/m′ → ∞ since λ → ∞ and
that b′ = n′ −m′ + 1 = (λ− a∨ − 1)m) is the length of a big block), we obtain that
(A.50)
s2n = Var(Z˜n) =
K∑
k=1
Var(Z˜n,k) =
K∑
k=1
Var(Zn,k) = K Var(Zn,1)
= K
n
mb2
m′b′2
n′
Var
( q∑
j=1
θjC
♦,b
(λ−a∨)m−1,m(uj , aj)
)
= (1 + o(1)) Var
( q∑
j=1
θjC
♦,b
(λ−a∨)m−1,m(uj , aj)
)
→ Var(Z).
Now, if Var(Z) = 0, then Z˜n ⇒ 0 = Z and we are left with the case s−1n = O(1). Let δ = (1 − 2ζ)/2ζ
with ζ ∈ (0, 1/2) from Assumption 2.3 (iv). By (A.43), λ1+δ(b/m)−δ/2 → 0. By stationarity,
s−2−δn
K∑
k=1
E{|Z˜n,k|2+δ} = s−2−δn KE{|Z˜n,1|2+δ}
≤ s−2−δn K
{
q max
j=1,...,q
|θj |
√
n/(mb2)λm
}2+δ
= s−2−δn q2+δ max
j=1,...,q
|θj |2+δλ1+δ(b/m)−δ/2(n/b)1+δ/2 → 0.
By the Lyapunov Central Limit Theorem,
s−1n
K∑
k=1
Z˜n,k ⇒ N(0, 1).
Since s2n → Var(Z) by (A.50), we obtain (A.48) and the proof is finished.
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A.1.4. Further technical Lemmas for the proof of Theorem 2.4. Throughout this section assume that
the conditions of Theorem 2.4 hold. Recall that the functions l,u are defined in (A.11), (A.12).
Lemma A.6. Let A′ = [a′∧, a′∨] denote an arbitrary closed interval in (0,∞). There exist m0,K <∞
and η > 0, depending on the mixing coefficients α(·), %, the interval A′ and the dimension d only, such
that, for all m ≥ m0, all a, c ∈ A′ with ma,mc ∈ N, 1 ≥ |c− a| ≥ m−1/2 and all u,v ∈ [0, 1]d, we have∥∥∥uv,a,c − lu,a,c∥∥∥
Pm,2
≤ K
(
‖u− v‖1/2∞ ∨ |c− a|η
)
.
Proof of Lemma A.6. Write a∧ = a′∧, a∨ = a′∨ and A = A′. It is sufficient to consider the case
a ≤ c. Recall that K = b/(2`m) and `m = (a∨ + 1)m. Then, since (a, c) 7→ 1(M˜ma,i ≤ F←mc(u)) is
decreasing in a and increasing in c and since b ≥ n/2 for sufficiently large n, we have
(A.51)
∥∥∥uv,a,c − lu,a,c∥∥∥2
Pm,2
=
nK
b2m
E
[{ `m∑
i=1
1
(
(M˜
(1)
i
)1+ma−〈ma∧〉,· ≤ F←mc(v)
)
− 1
(
(M˜
(1)
i
)1+mc−〈ma∧〉,· ≤ F←ma(u)
)}2]
=
nK
b2m
E
[( `m∑
i=1
1(M˜ma,i ≤ F←mc(v))− 1(M˜mc,i ≤ F←ma(u))
)2]
≤ n
2bm
E
[
`m∑
i=1
1(M˜ma,i ≤ F←mc(v))− 1(M˜mc,i ≤ F←ma(u))
]
≤ (a∨ + 1)
(
P(M˜ma,1 ≤ F←mc(v))− P(M˜mc,1 ≤ F←ma(u))
)
= (a∨ + 1)(H1 +H2 +H3),
where
H1 = P(M˜ma,1 ≤ F←mc(v))− P(M˜ma,1 ≤ F←ma(v)),
H2 = P(M˜ma,1 ≤ F←ma(v))− P(M˜ma,1 ≤ F←ma(u)),
H3 = P(M˜ma,1 ≤ F←ma(u))− P(M˜mc,1 ≤ F←ma(u)).
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For H1 note that, by (A.1) (i),
(A.52)
H1 = P(Mma,i ≤ F←mc(v),Mma,i  F←ma(v))
≤
d∑
j=1
[P(Mma,1,j ≤ F←mc,j(vj))− P(Mma,1,j ≤ F←ma,j(vj))]
=
d∑
j=1
[P(Mma,1,j ≤ F←mc,j(vj))− vj ]
=
d∑
j=1
[P(Mma,1,j ≤ F←mc,j(vj))− P(Mmc,1,j ≤ F←mc,j(vj))]
=
d∑
j=1
[P(Mma,1,j ≤ F←mc,j(vj),Mmc,1,j > F←mc,j(vj))]
In what follows, define Mi:i+k−1,j := Mk,i,j . Then
(A.53)
P
(
Mma,1,j ≤ F←mc,j(vj),Mmc,1,j > F←mc,j(vj)
)
= P
(
M0:(ma−1),j ≤ F←mc,j(vj),max(M0:(ma−1),j ,Mma:(mc−1),j) > F←mc,j(vj)
)
= P
(
M0:(ma−1),j ≤ F←mc,j(vj),Mma:(mc−1),j > F←mc,j(vj)
)
Recall % > 0 defined in Assumption 2.3 (ii) and note that the assumption continues to hold with
% ∧ (1/2) instead of %. Throughout the remaining proof we can thus assume without loss of generality
that % ∈ (0, 1/2). For each j = 1, . . . , d, consider the three cases
vj ∈
(
(c− a)%/2, 1
]
and c− a ∈
(
a∧/8, a∨ − a∧
]
∩ [0, 1],(A.54)
vj ∈
(
(c− a)%/2, 1
]
and c− a ∈
[
m−1/2, a∧/8
)
∩ [0, 1],(A.55)
vj ∈
[
0, (c− a)%/2
]
.(A.56)
Given (A.54) or (A.55),
(A.57)
P
(
M0:(ma−1),j ≤ F←mc,j(vj),Mma:(mc−1),j > F←mc,j(vj)
)
≤ P
(
Mma:(mc−1),j > F←mc,j(vj)
)
= P
(
Mmc−ma,1,j > F←mc,j(vj)
)
.
Now bound the right hand side of (A.57). First, focus on (A.54). Then
(A.58) P
(
Mmc−ma,1,j > F←mc,j(vj)
)
≤ 1 ≤ (8/a∧)(c− a).
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Second, assume (A.55). Let K1 = 〈c/{2(c− a)}〉. Then
(A.59)
Fmc,j(x) = P( max
t=1,...,mc
Xt,j ≤ x)
≤ P( max
t=2(k−1)(mc−ma)+1,...,(2k−1)(mc−ma)
Xt,j ≤ x, k = 1, 2, . . . ,K1)
≤
K1∏
k=1
P( max
t=2(k−1)(mc−ma)+1,...,(2k−1)(mc−ma)
Xt,j ≤ x) +K1α(m(c− a))
≤
(
Fmc−ma,j(x)
)K1
+
a∨
2(c− a)α(m(c− a)).
By (A.55) and Assumption 2.3 we have, for all sufficiently large m, say m ≥ m0,1(α(·), %, A, d),
(A.60)
a∨
2(c− a)α(m(c− a)) ≤
a∨
2(c− a)α(〈m
1/2〉) ≤ (8/a∧)%/2 1
2(c− a)m
−(1+%)/2
≤ (8/a∧)%/2 1
2
(c− a)% ≤ 1
2
(c− a)%/2 ≤ vj
2
,
where the second inequality follows from α(〈m1/2〉) = o(m−(1+%)/2) by Assumption 2.3(ii), which makes
possible the values of the constants in this inequality.
By (A.55), (A.59), and (A.60), when m ≥ m0,1(α(·), %, A, d)
(A.61)
P
(
Mmc−ma,1,j > F←mc,j(vj)
)
= P
(
Fmc,j
(
Mmc−ma,1,j
)
> vj
)
≤ P
(
Fmc−ma,j
(
Mmc−ma,1,j
)
> (vj/2)
1/K1
)
= 1− (vj/2)1/K1
≤ (1/K1)(− log(vj/2))
≤ (4/a∧)(− log(vj/2))(c− a)
≤ (4/a∧)(− log((c− a)%/2/2))(c− a)
≤ (4/a∧)(%/2 + log 2)(c− a)1/2,
where we used that −x log(x) ≤ x1/2 for x > 0 in the last inequality. Third, assume (A.56). Then, the
right-hand side of (A.53) can be bounded as follows:
P
(
M0:(ma−1),j ≤ F←mc,j(vj),Mma:(mc−1),j > F←mc,j(vj)
)
≤ P(M0:(ma−1),j ≤ F←mc,j(vj))
= P(Mma,1,j ≤ F←mc,j(vj))
= P(Fmc,j(Mma,1,j) ≤ vj)
≤ P(Fmc,j(Mma,1,j) ≤ (c− a)%/2)(A.62)
Since 1 ≥ c− a ≥ m−1/2 and 0 < % < 1 we see that for
K2 :=
〈1
2
min
{
m(1+%)/(2+%)(c− a)1/4,m(c− a)%/(2+2%)
}〉
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there exists m0,2(α(·), %, A) <∞ such that for all m ≥ m0,2 and all c− a ≥ m−1/2
(A.63)
1
2
da∨/a∧e| log(c− a)|(c− a)−%/2 < K2 < min{m(1+%)/(2+%)(c− a)1/4,m(c− a)%/(2+2%)}.
To see that the first inequality holds for sufficiently large m, one may use that c− a ≥ m−1/2 and the
fact that % ∈ (0, 1) to obtain the bound
m(1+%)/(2+%)(c− a)1/4 ≥ m(1+%)/(2+%)−1/8 ≥ m(1+%)/3−1/8 ≥ m%/4+7/24 ≥ (c− a)−%/2m7/24.
The lower bound for the first expression in the definition of K2 then follows from | log(c−a)| ≤ (logm)/2,
which may be upper bounded by any constant multiple of m7/24 for sufficiently large m. A similar
argument can be used to bound m(c− a)%/(2+2%) from below for sufficiently large m since
m(c− a)%/(2+2%) ≥ m1−%/(4+4%) ≥ m1−%/4 ≥ m3/4 ≥ m%/4m1/2 ≥ (c− a)−%/2m1/2.
Note that by construction inf |c−a|≥m−1/2 K2 →∞,m/ sup|c−a|≥m−1/2 K2 →∞ as m→∞, so that we
can assume (at the cost of potentially changing constants) that K2 and ma/K2 are integers. Observe
that for any l ∈ N with l ≥ c/a and any x ∈ R
Fmc,j(x) ≥ Fmla,j(x) = P
(
∀k = 1, . . . , l : max
t=(k−1)ma+1,...,kma
Xt,j ≤ x
)
= P
(
∀k = 1, . . . , l : max
t=(k−1)ma+1,...,kma−ma/K2
Xt,j ≤ x
)
− P
(
∃k = 1, . . . , l : max
t=kma−ma/K2+1,...,kma
Xt,j > x
)
≥
(
Fma−ma/K2,j(x)
)l − lα(ma/K2)− l(1− Fma/K2,j(x))
≥
(
Fma,j(x)
)l − lα(ma/K2)− l(1− Fma/K2,j(x)).
Hence, for the particular choice l = dc/ae
(A.64) Fmc,j(Mma,1,j) ≥
(
Fma,j(Mma,1,j)
)dc/ae − dc/aeα(ma/K2)− dc/ae(1− Fma/K2,j(Mma,1,j)).
Now we bound the second and the third term on the right hand side of (A.64). By (A.63) and Assumption
2.3(ii) we have, for m ≥ m0,3(α(·), A, %),
(A.65) dc/aeα(ma/K2) ≤ (m/K2)−(1+%) ≤ m−(1+%)
(
m(c− a)%/(2+2%)
)1+%
= (c− a)%/2.
By blocking arguments similar to (A.59), for any x ∈ R,
(A.66) Fma,j(x) ≤
(
Fma/K2,j(x)
)K2/2
+ (K2/2)α(ma/K2).
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By (A.66), Assumption 2.3(ii) and (A.63) we have, for m ≥ m0,4(α(·), A, %),
(A.67)
P
(
dc/ae
(
1− Fma/K2,j(Mma,1,j)
)
> (c− a)%/2
)
= Fma,j
(
F←ma/K2,j
(
1− dc/ae−1(c− a)%/2))
≤ (1− dc/ae−1(c− a)%/2)K2/2 + (K2/2)α(ma/K2)
≤ e−(K2/2)dc/ae−1(c−a)%/2 +K2+%2 m−(1+%)
≤ 2(c− a)1/4.
By (A.64), (A.65), and (A.67) we can further bound the right-hand side of (A.62), for sufficiently large
m ≥ m0,5(α(·), A, %),
(A.68)
P
(
Fmc,j(Mma,1,j) ≤ (c− a)%/2
)
≤ P
((
Fma,j(Mma,1,j)
)dc/ae − dc/aeα(m/K2)− dc/ae(1− Fm/K2,j(Mma,1,j)) ≤ (c− a)%/2)
≤ P
((
Fma,j(Mma,1,j)
)dc/ae − dc/ae(1− Fm/K2,j(Mma,1,j)) ≤ 2(c− a)%/2)
≤ P
((
Fma,j(Mma,1,j)
)dc/ae ≤ 3(c− a)%/2)+ P(dc/ae(1− Fm/K2,j(Mma,1,j)) > (c− a)%/2)
≤ 31/da∨/a∧e(c− a)(a∨/a∧)%/2 + 2(c− a)1/4,
where we used that c−a ≤ 1 for the last inequality. By (A.52), (A.53), (A.58), (A.61), and (A.68) there
exist K1 = K1(α(·), A, %, d) <∞, η1 = η1(α(·), A, %) > 0 such that, for m ≥ m0,6(α(·), A, %, d),
(A.69) H1 ≤ K1(c− a)η1 .
For H2, note that
(A.70) H2 = P(U˜ma,1 ≤ v, U˜ma,1  u) ≤
d∑
j=1
P(uj < U˜ma,1,j ≤ vj) =
d∑
j=1
(
vj − uj
)
≤ d‖u− v‖∞.
For H3, by (A.1),
(A.71)
H3 = P(Mma,1 ≤ F←ma(u),Mmc,1  F←ma(u))
≤
d∑
j=1
P(Mma,1,j ≤ F←ma,j(uj),Mmc,1,j > F←ma,j(uj)).
To bound this term, consider the cases
uj ∈
(
(c− a)%/2, 1
]
and c− a ∈
(
a∧/8, a∨ − a∧
]
∩ [0, 1],(A.72)
uj ∈
(
(c− a)%/2, 1
]
and c− a ∈
[
m−1/2, a∧/8
)
∩ [0, 1],(A.73)
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uj ∈
[
0, (c− a)%/2
]
.(A.74)
For the case (A.74) we have
P
(
Mma,1,j ≤ F←ma,j(uj),Mmc,1,j > F←ma,j(uj)
)
≤ P
(
Mma,1,j ≤ F←ma,j(uj)
)
= uj ≤ (c− a)%/2.
In cases (A.72) and (A.73), we have similarly to (A.57)
P
(
Mma,1,j ≤ F←ma,j(uj),Mmc,1,j > F←ma,j(uj)
)
≤ P
(
Mmc−ma,1,j > F←ma,j(uj)
)
,
and the right-hand side above can be bounded exactly as before. The right hand of (A.71) has the same
form as the right hand of (A.52). Hence there exist K2 = K2(α(·), A, %, d) <∞, η2 = η2(α(·), A, %) > 0
such that for m ≥ m0,7(α(·), A, %, d)
(A.75) H3 ≤ K2(c− a)η2 .
Lemma A.6 follows from (A.51), (A.69), (A.70), and (A.75).
Lemma A.7. Let A′ = [a′∧, a′∨] denote an arbitrary closed interval in (0,∞). There exist m0 =
m0(α(·), d, A′, %) < ∞ and K = K(α(·), d, A′, %) such that, for all m ≥ m0, all u,v ∈ [0, 1]d and all
a ∈ (Z/m) ∩A′, we have ∥∥∥uv,a,a − lu,a,a∥∥∥
Pm,2
≤ K‖u− v‖1/2∞ .
Proof of Lemma A.7. As in the previous proof, write a∨ = a′∨. By (A.51) and (A.70),∥∥∥uv,a,a − lu,a,a∥∥∥2
Pm,2
≤ (a∨ + 1)P(M˜ma,1 ≤ F←ma(v))− P(M˜ma,1 ≤ F←ma(u))
≤ (a∨ + 1)d‖u− v‖∞.
A.2. Proofs for Section 2.2. The following notation is taken from the proof of Theorem 3.5
in Bu¨cher and Segers (2014). Let
D0 := {f : [0, 1]d → R | f continuous and f(u) = 0 for u = (1, . . . , 1)
or if at least one coordinate of u is equal to 0},
denote by DΦ the set of all cdfs on [0, 1]
d whose marginals put no mass at zero and define
Dk,n := {α ∈ `∞([0, 1]d) | Ck + (n/k)−1/2α ∈ DΦ}, 1 ≤ k ≤ n, n ∈ N.
Consider the copula mapping
Φ : DΦ → `∞([0, 1]d), H 7→ H(H−1 , . . . ,H−d ),
where H− denotes the left-continuous generalized inverse function, and let
gk,n : Dk,n → `∞([0, 1]d); α 7→
(
u 7→
√
n/k{Φ(Ck + (n/k)−1/2α)− Φ(Ck)}(u)
)
,
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g : D0 → `∞([0, 1]d); α 7→
(
u 7→ α(u)−
d∑
j=1
C˙∞,j(u)α(u(j))
)
.
In the proof of their Theorem 3.2, Bu¨cher and Segers (2014) established the following result under
conditions (i) and (ii), the proof under condition (iii) is new to this paper.
Proposition A.8. Assume that Assumption 2.1 is met, with C∞ satisfying Assumption 2.8. Let
kn be a strictly increasing sequence of natural numbers with kn = o(n) such that one of the following
conditions is met:
(i) SC1(kn) from Assumption 2.9(a) holds;
(ii) Assumption 2.9(b) holds;
(iii) SC2(kn) from Assumption 2.9(c) holds.
Then, for any sequence αn in Dkn,n with αn → α in (`∞([0, 1]d), ‖ · ‖∞) where α ∈ D0, we have
gkn,n(αn)→ g(α).
Proof. The result under (i) and (ii) was given in the proof of Theorem 3.2 in Bu¨cher and Segers
(2014) and it remains to establish the statement under (iii). We recall some additional notation from
Bu¨cher and Segers (2014): let αnj(uj) = αn(1, . . . , 1, uj , 1, . . . , 1), id[0,1] be the identity function on [0, 1],
Inj(uj) = (id[0,1] +
√
kn/nαnj)
−(uj), and In(u) = (In1(u1), . . . , Ind(ud)).
Similar to the proof of Theorem 3.5 in Bu¨cher and Segers (2014), it suffices to show that
sup
u∈[0,1]d
∣∣∣√n/kn{Ckn(In(u))− Ckn(u)}+ d∑
j=1
C˙∞,j(u)α(u(j))
∣∣∣ = 0,
which in turn follows if we show that
sup
u∈[0,1]d
∣∣∣√n/kn{C∞(In(u))− C∞(u)}+ d∑
j=1
C˙∞,j(u)α(u(j))
∣∣∣→ 0,(A.76)
sup
u∈[0,1]d
|∆n(In(u))−∆n(u)| → 0,(A.77)
sup
u∈[0,1]d
∣∣∣√n/knϕ(kn)[S(In(u))− S(u)]∣∣∣→ 0,(A.78)
where ∆n =
√
n/kn{Ckn − C∞ − ϕ(kn)S}. Note that (A.76) follows by exactly the same arguments as
(A.8) in Bu¨cher and Segers (2014), while the proof of (A.77) is similar to the proof of (A.9) in Bu¨cher
and Segers (2014), using that ∆n is relatively compact in C([0, 1]d). For (A.78), by Ho¨lder-continuity of
S,
|S(In(u))− S(u)| ≤
(
max
j=1,...,d
|Inj(uj)− uj |
)δ
.
By Vervaat’s Lemma, see also formula (4.2) in Bu¨cher and Volgushev (2013),
max
j=1,...,d
|Inj(uj)− uj | = O(
√
kn/n).
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Hence,
sup
u∈[0,1]d
∣∣∣√n/knϕ(kn)[S(In(u))− S(u)]∣∣∣ = O((n/kn)(1−δ)/2ϕ(kn)) = o(1)
by assumption.
We will generalize this proposition by including the additional parameter a ∈ A. Define
D˜k,n := {α ∈ `∞([0, 1]d ×A) : C〈ak〉 + (n/k)−1/2α( · , a) ∈ DΦ ∀a ∈ A},
D˜0 := {α ∈ C([0, 1]d ×A) : α(·, a) ∈ D0 ∀a ∈ A},
g˜k,n : D˜k,n → `∞([0, 1]d ×A), α 7→
(
(u, a) 7→
√
n/k
{
Φ(C〈ak〉 + (n/k)−1/2α( · , a))− Φ(C〈ak〉)
}
(u)
)
,
g˜ : D˜0 → `∞([0, 1]d ×A), α 7→
(
(u, a) 7→ α(u, a)−
d∑
j=1
C˙∞,j(u)α(u(j), a)
)
.
Proposition A.9. Assume that Assumption 2.1 is met, with C∞ satisfying Assumption 2.8. Fur-
ther, let m = mn be a strictly increasing integer sequence with mn = o(n) such that one of the following
conditions is met:
(i) SC1(〈mnan〉) from Assumption 2.9(a) holds for every converging sequence an in A;
(ii) Assumption 2.9(b) holds;
(iii) SC2(〈mnan〉) from Assumption 2.9(c) holds for every converging sequence an in A.
Then, for any sequence αn in D˜mn,n with αn → α in (`∞([0, 1]d × A), ‖ · ‖∞) where α ∈ D˜0, we have
g˜mn,n(αn)→ g˜(α).
Proof of Proposition A.9. We will proceed by contradiction. Assume that g˜mn,n(αn) does not
converge to g˜(α). Then there exists ε > 0, an increasing sequence (nj)j∈N of natural numbers and
sequences (an)n∈N in A, (un)n∈N in [0, 1]d such that
(A.79)
∣∣∣[g˜mnj ,nj (αnj )](unj , anj )− [g˜(α)](unj , anj )∣∣∣ ≥ ε ∀j ∈ N.
By compactness of [0, 1]d × A there further exists a sub-sequence (njr)r∈N such that, as r → ∞,
unjr → u0 ∈ [0, 1]d, anjr → a0 ∈ A. To simplify notation we shall abbreviate njr = n. Since αn → α
uniformly and since α is continuous (thus uniformly continuous as it is defined on a compact set) it
follows that
‖αn(·, an)− α(·, a0)‖∞ ≤ ‖αn(·, an)− α(·, an)‖∞ + ‖α(·, an)− α(·, a0)‖∞ = o(1),
i.e., (βn)n∈N with βn = (mn/〈anmn〉)1/2αn(·, an) is a sequence inD〈anmn〉,n with βn → β = a−1/20 α(·, a0) ∈
D0 uniformly. We may hence apply Proposition A.8 to obtain that
g〈mnan〉,n(βn)→ g(β).
Now, the left-hand side of this display equals√
n/〈anmn〉
{
Φ(C〈anmn〉 + (n/〈anmn〉)−1/2βn)− Φ(C〈anmn〉)
}
=
√
mn/〈anmn〉g˜mn,n(αn)( · , an),
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while the right-hand side is equal to
a
−1/2
0 g˜(α)(·, a0).
As a consequence, since a∧ > 0,
g˜mn,n(αn)( · , an)→ g˜(α)(·, a0),
uniformly on [0, 1]d. Finally, since the mapping g˜ is continuous and since α(·, an) → α(·, a0), it follows
that g˜(α)(·, an)→ g˜(α)(·, a0) so that
lim
n→∞
∥∥∥[g˜mn,n(αn)](·, an)− [g˜(α)](·, an)∥∥∥∞ = 0.
This contradicts (A.79), and thus g˜mn,n(αn)→ g˜(α) as asserted.
Proof of Theorem 2.10. From Theorem 2.4 (for the continuity of sample paths) and a careful
calculation (for the other condition imposed in the definition of D˜0) it is easy to see that there exists a
version of C♦ with sample paths that are in D˜0 almost surely. Hence, Proposition A.9 combined with
the extended continuous mapping theorem (Theorem 1.11.1 in van der Vaart and Wellner, 1996) implies
that √
n/m
(
Cˆaltn,〈ma〉 − C〈ma〉
)
= g˜m,n(C
♦
n,m)⇒ g˜(C♦) = Ĉ♦,
where
Cˆaltn,〈ma〉(u) = Cˆ
◦
n,〈ma〉((Cˆ
◦
n,〈ma〉,1)
−(u1), . . . , (Cˆ◦n,〈ma〉,d)
−(ud)).
Following the lines of the proof of Lemma A.2 in Bu¨cher and Segers (2014) one can further show that
sup
(u,a)∈[0,1]d×A
∣∣∣Cˆaltn,〈ma〉(u)− Cˆn,〈ma〉(u)∣∣∣ = oP(√m/n),
which implies the assertion.
A.3. Proofs for Section 2.3. Before proving Theorem 2.12, we state the following lemma which
provides a crucial technical ingredient.
Lemma A.10. Suppose that, for any n ∈ N, (Xn,i)i=1,2,...,n is an excerpt from a univariate strictly
stationary time series. Suppose m = mn is a sequence of positive integers such that m→∞ and m/n→
0 as n → ∞. For h ∈ N, let Γn(h) = Cov(Xn,i, Xn,i+h) and assume that suph∈Z,n∈N |Γn(h)| < ∞. If
there exists a sequence α(·) such that ∑∞h=1 α(h) <∞ and |Γn(h+mn)| ≤ α(h) for all h = 1, 2, . . . and
n = 1, 2, . . . , then
Var
(√
n/m
1
n
n∑
i=1
Xn,i
)
≤ Var
(√
n/m
m
n
∑
1≤h≤〈n/m〉
Xn,1+m(h−1)
)
+ o(1), n→∞.
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Proof of Lemma A.10. Without loss of generality, we may assume that E[Xn,i] = 0. Observe that
Var
(√
n/m
1
n
n∑
i=1
Xn,i
)
=
1
n
n∑
i,j=1
Γn(|i− j|)
m
=
1
m
∑
|h|<n
(1− |h|/n)Γn(h).
By uniform boundedness and symmetry of Γn(·),
1
m
∑
|h|<n
|h||Γn(h)|
n
=
1
n
∑
|h|≤m
|h|
m
|Γn(h)|+ 2
m
n−m−1∑
k=1
k +m
n
|Γn(k +m)|
≤ O(m/n) + 1
m
O(1)
n−m−1∑
k=1
α(k) = o(1).
Hence
Var
(√
n/m
1
n
n∑
i=1
Xn,i
)
=
1
m
∑
|h|<n
Γn(h) + o(1).
Similarly
Var
(√
n/m
m
n
∑
1≤h≤〈n/m〉
Xn,1+m(h−1)
)
= Var
( 1√〈n/m〉 ∑
1≤h≤〈n/m〉
Xn,1+m(h−1)
)
(1 + o(1))
=
∑
|h|<〈n/m〉
Γn(mh) + o(1).
From now on assume without loss of generality that n/m is an integer and that m ≥ 2. It suffices to
prove that ∑
|h|<〈n/m〉
Γn(mh)− 1
m
∑
|h|<n
Γn(h) =
∑
|h|<n
γn(h)Γn(h) ≥ o(1),(A.80)
where
γn(h) =
{
m−1
m if h = 0 (mod m),
− 1m if h 6= 0 (mod m).
To this end, for n ∈ N, let Un be a random variable uniformly distributed on {0, 1, . . . ,m − 1} and
independent of Xn,i, i = 1, 2, . . . , n. For t ∈ Z, let
φn,t =
{
an if t = Un (mod m),
bn if t 6= Un (mod m),
where an =
(m−1)√
m
, bn = − 1√m . Note that, for any n ∈ N, (φn,t)t∈Z is a second order stationary time
series. More precisely, when h = 0 (mod m),
E[φn,tφn,t+h] =
1
m
a2n +
m− 1
m
b2n =
m− 1
m
,
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while, for h 6= 0 (mod m),
E[φn,tφn,t+h] =
2
m
anbn +
m− 2
m
b2n = − 1
m
,
whence E[φn,tφn,t+h] = γn(h). Next, since Xn,t is centered, we have
(A.81)
0 ≤ Var
( 1√
n
n∑
t=1
φn,tXn,t
)
=
∑
|h|<n
(
1− |h|
n
)
γn(h)Γn(h) =
∑
|h|<n
γn(h)Γn(h)−
∑
|h|<n
|h|
n
γn(h)Γn(h).
By the Dominated Convergence Theorem,
(A.82)
∣∣∣∣ ∑
|h|<n
|h|
n
γn(h)Γn(h)
∣∣∣∣ ≤ ∣∣∣∣ ∑
|h|<m
|h|
n
γn(h)Γn(h)
∣∣∣∣+ ∣∣∣∣2 ∑
m≤h<n
h
n
γn(h)Γn(h)
∣∣∣∣
≤
∑
|h|<m
|h|
mn
∣∣∣Γn(h)∣∣∣+ 2 ∑
1≤h<n−m
h+m
n
∣∣∣Γn(h+m)∣∣∣ = O(m
n
)
+ o(1).
By (A.81) and (A.82), ∑
|h|<n
γn(h)Γn(h) + o(1) ≥ 0,
which is (A.80).
Proof of Theorem 2.12. Since the proofs for the version with known and estimated margins are
similar, we restrict our attention to the case of estimated margins. We need to show that, for any k ∈ N,
w1, . . . , wk and u1, . . . ,uk,
Var
( k∑
j=1
wjĈ
♦(uj , 1)
)
≤ Var
( k∑
j=1
wjĈ
D(uj)
)
.
For the ease of writing, we only consider the case k = 1 and w1 = 1; the general case follows along
similar lines. Let (Xt)t denote an i.i.d. sequence with cdf F1 = C∞. In that case, Assumptions 2.1, 2.3
and 2.9 are trivially met, provided m = mn →∞ and m = o(n), whence we may apply all results from
the proof of Theorem 2.10. Let us next show that
Var
(
Ĉ
♦(u, 1)
)
= lim
n→∞Var
(√
n/m
1
n
n∑
i=1
Vn,i(u)
)
where
Vn,i(u) := 1(Um,i ≤ u)− Cm(u)−
d∑
j=1
C˙∞,j(u){1(Um,i,j ≤ uj)− uj}.
Indeed,
Vn,i(u) = W (u)
>
(
1(Um,i ≤ u),1(Um,i,1 ≤ u1), ...,1(Um,i,d ≤ ud)
)>
=: W (u)cn,i(u)
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where W (u)> = (1,−C˙∞,1(u), . . . ,−C˙∞,d(u)). Now, the covariance matrix of 1b
∑b
i=1 cn,i(u) converges
by Lemma A.4, and the same is true for 1n
∑n
i=1 cn,i(u), since b = n(1 + o(1)) and since the cn,i are
bounded by 1 coordinate-wise. The claim then follows by simple linear algebra.
A similar argument can be used to show that
Var
(
Ĉ
D(u)
)
= lim
n→∞Var
(√
n/m
m
n
∑
1≤h≤〈n/m〉
V1+m(h−1),n(u)
)
;
note that the summands on the right-hand side are independent due to the independence of (Xt)t
Finally, apply Lemma A.10 with Xn,i := Vn,i(u) (note that the condition on the autocovariances is
trivially satisfied with α ≡ 0).
A.4. Analytical expressions for the variances in Figure 2. A tedious but straightforward
calculation shows that one may alternatively express γ(v,u, c, a) from Theorem 2.4, for a∧ ≤ a ≤ c ≤ a∨,
as
γ(v,u, c, a) =
{
0, C∞(va/c ∧ u) = C∞(va/c)C∞(u)
−(c+ a)C∞(v)C∞(u) C∞(va/c ∧ u) = 0 6= C∞(va/c)C∞(u)
and otherwise
γ(v,u, c, a) = C∞(v1−a/c)
[
2a
C∞(va/c ∧ u)− C∞(va/c)C∞(u)
lnC∞(va/c ∧ u)− ln
(
C∞(va/c)C∞(u)
)
+ (c− a)C∞(va/c ∧ u)− (c+ a)C∞(va/c)C∞(u)
]
.
For a = c = 1, the expression further simplifies to
γ(u,v, 1, 1) =

0, if C∞(u ∧ v) = C∞(u)C∞(v),
−2C∞(u)C∞(v), if C∞(u ∧ v) = 0 6= C∞(u)C∞(v),
2
(
C∞(u∧v)−C∞(u)C∞(v)
lnC∞(u∧v)−ln(C∞(u)C∞(v)) − C∞(u)C∞(v)
)
, else.
For the bivariate Gumbel–Hougaard copula C∞ with shape parameter β ≥ 1, it is then straightforward
to show that, for u ∈ (0, 1),
C∞(u, u) = u(2
1/β),
C˙∞,j(u, u) = u(2
1/β−1)21/β−1, (j ∈ {1, 2}),
Var(Ĉ♦(u, u, 1)) = 2
(
C∞(u, u)− (C∞(u, u))2
− lnC∞(u, u) − (C∞(u, u))
2
)
+ 4(C˙∞,1(u, u))2
[(
u− u2
− lnu − u
2
)
+ 1{β > 1}
(
C∞(u, u)− u2
lnC∞(u, u)− 2 lnu − u
2
)]
− 8C˙∞,1(u, u)
(
C∞(u, u)− C∞(u, u)u
− lnu − C∞(u, u)u
)
,
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Var(ĈD(u, u)) = C∞(u, u)− (C∞(u, u))2 + 2(C˙∞,1(u, u))2
(
u− u2 + C∞(u, u)− u2
)
− 4C˙∞,1(u, u)
(
C∞(u, u)− C∞(u, u)u
)
In particular, when β = 1, the Gumbel–Hougaard copula degenerates to the independent copula, and
Var(Ĉ♦(u, u, 1)) = 2
(
u2 − u4
lnu2 − lnu4 − u
4
)
− 4
(
u3 − u4
lnu3 − lnu4 − u
4
)
,
Var(ĈD(u, u)) = u2 − 2u3 + u4.
APPENDIX B: PROOFS FOR SECTION 3
B.1. Proof of Lemma 3.2 and Lemma 3.3. Elementary calculations as in Lemma 2.2 in Bu¨cher
et al. (2019) show that, if Assumption 2.2 and the expansion in (3.3) is met, then
(B.1)
S(us)
C∞(us)
= s1−ρϕ
S(u)
C∞(u)
for all s > 0,u ∈ (0, 1]d.
The following consequence of (3.1), holding for any x ∈ (0,∞) with xk := 〈xk〉/k and for any
u ∈ (0, 1]d, will be used repeatedly:
Ck(u
1/xk)xk − C∞(u1/xk)xk
= xkC∞(u1/xk)xk−1
{
Ck(u
1/xk)− C∞(u1/xk)
}
+
xk(xk − 1)
2
C∞(u1/xk)xk−2
{
Ck(u
1/xk)− C∞(u1/xk)
}2
+ (xk − 1)O(ϕ(k)3)
= xkC∞(u1/xk)xk−1
{
ϕ(k)S(u1/xk) + ϕ(k)ψ(k)T (u1/xk) + o(ϕ(k)ψ(k))
}
+
xk(xk − 1)
2
C∞(u1/xk)xk−2
{
ϕ(k)S(u1/xk) + ϕ(k)ψ(k)T (u1/xk) + o(ϕ(k)ψ(k))
}2
+ (xk − 1)O(ϕ(k)3)
= xkC∞(u)
{
ϕ(k)
S(u1/xk)
C∞(u1/xk)
+ ϕ(k)ψ(k)
T (u1/xk)
C∞(u1/xk)
+ ϕ(k)2
(xk − 1)
2
[ S(u1/xk)
C∞(u1/xk)
]2}
+ (xk − 1)O(ϕ(k)3) + o(ϕ(k)ψ(k))
(B.2)
= xkC∞(u)
{
ϕ(k)
S(u)
C∞(u)
x
ρϕ−1
k + ϕ(k)ψ(k)
T (u1/xk)
C∞(u1/xk)
+ (1 + o(1))ϕ(k)2
(xk − 1)x2ρϕ−2k
2
[ S(u)
C∞(u)
]2}
+ o(ϕ(k)ψ(k)).
(B.3)
For the proof of Lemma 3.3, note that the o-terms in (B.3) are uniform in x ∈X. Next, observe that
Ck(u
1/xk)xk − C∞(u1/xk)xk = Ckxk(u)− C∞(u) +O(δ(k))
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= ϕ(kxk)S(u) + ϕ(kxk)ψ(kxk)T (u) + o
(
ϕ(kxk)ψ(kxk)
)
+O(δ(k))
uniformly in x ∈X, by (3.3) and (3.1). Take the difference of this expansion with (B.3) and note that
by regular variation of ψ we have, uniformly in x ∈X, ψ(〈kx〉) = O(ψ(k)). We obtain{
ϕ(〈kx〉)− ( 〈kx〉k )ρϕϕ(k)}S(u) = O(ϕ(k)ψ(k) + ϕ2(k) + δ(k))
uniformly in x ∈X, which implies Lemma 3.3.
Next let us prove Lemma 3.2. Note that under the i.i.d. assumption on (Xt)t∈Z we have
Ckxk(u)− C∞(u) = Ck(u1/xk)xk − C∞(u1/xk)xk .
By linear independence of S, S2/C∞, T there exist points u1,u2,u3 ∈ (0, 1]d such that the vectors
(S, S2/C∞, T )(ui), i = 1, . . . , 3 are linearly independent. By continuity of S,C∞, T this implies the
existence of an open interval X ⊂ (1/2, 2) with 1 ∈ X such that the determinant of the matrix with
columns (S, S2/C∞, T )(u1/xi ), i = 1, . . . , 3 is bounded away from zero uniformly on x ∈X.
A combination of (B.1) and (B.2) shows that (recall that xk → x)
ϕ(kxk)x
1−ρϕ
k C∞(u)
S(u1/xk)
C∞(u1/xk)
+ ϕ(kxk)ψ(kxk)T (u) + o
(
ϕ(kxk)ψ(kxk)
)
= Ckxk(u)− C∞(u)
= xk
C∞(u)
C∞(u1/xk)
{
ϕ(k)S(u1/xk) + ϕ(k)ψ(k)T (u1/xk) + ϕ(k)2
(xk − 1)
2
S2(u1/xk)
C∞(u1/xk)
(1 + o(1))
}
+ o(ϕ(k)ψ(k)).
Re-arrange terms, recall that xk → x and use regular variation of ϕ to obtain
T (u)C∞(u1/x)
xC∞(u)
=
ϕ(k)
ϕ(kxk)
− x−ρϕk
ψ(kxk)
[
S(u1/x) + rk,1(u, x)
]
+
ψ(k)
ψ(kxk)
[
x−ρϕT (u1/x) + rk,2(u, x)
]
+
ϕ(k)
ψ(kxk)
xk − 1
2
[ S2(u1/x)
C∞(u1/x)
x−ρϕ + rk,3(u, x)
]
+ o(1),(B.4)
where the remainder terms satisfy rk,i(u, x) = o(1), i = 1, 2, 3 uniformly in x ∈X.
Define the vectors
vk(u, x) :=
(
S(u1/x) + rk,1(u, x), x
−ρϕT (u1/x) + rk,2(u, x),
S2(u1/x)
C∞(u1/x)
x−ρϕ + rk,3(u, x)
)>
.
By construction of the points ui and the interval X, there exists M ∈ N such that the determinant
of the matrix Vk(x) with rows vk(u1, x), vk(u2, x), vk(u3, x) is bounded away from zero uniformly in
x ∈X for all k > M . Define the vector
wk(x) :=
( ϕ(k)
ϕ(kxk)
− x−ρϕk
ψ(kxk)
,
ψ(k)
ψ(kxk)
,
xk − 1
2
ϕ(k)
ψ(kxk)
)>
.
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Applying (B.4) with u = ui, i = 1, 2, 3 we find that,
Vk(x)wk(x)→
(T (u1)C∞(u1/x1 )
xC∞(u1)
,
T (u2)C∞(u
1/x
2 )
xC∞(u2)
,
T (u3)C∞(u
1/x
3 )
xC∞(u3)
)>
as k →∞.
Since Vk(x) converges to an invertible matrix, we obtain that wk(x) converges to a vector w(x) with
entries w1(x), w2(x), w3(x) where each entry is a continuous function of x. Since wk(1) = (0, 1, 0) for
all k, it follows that w2(1) = 1. This implies that the limit of ψ(〈tx〉)/ψ(〈t〉) = ψ(xt〈t〉)/ψ(〈t〉) with
xt := 〈tx〉/〈t〉 → x exists and is positive for all x in an open set containing 1. Regular variation of the
function t 7→ ψ(〈t〉) follows by an application of Theorem B.1.3 in de Haan and Ferreira (2006).
B.2. Proof of Lemma 3.4. We begin by proving a couple of preliminary results. All results hold
under Assumptions 2.1 and 2.3 and all convergences are for m→∞, if not mentioned otherwise.
Lemma B.1. Let v ∈ (0, 1] and y, z ∈ N with 2y ≤ z. If
(B.5) (z/(2y))α(y) ≤ v/2,
then, for any j = 1, . . . , d,
P
(
My,1,j ≥ F←z,j(v)
)
≤ 〈z/(2y)〉−1[− log(v/2)].
Proof of Lemma B.1. By Assumption 2.3 we have, for any x ∈ R and j = 1, . . . , d,
(B.6)
Fz,j(x) = P( max
t=1,...,z
Xt,j ≤ x)
≤ P( max
t=2(k−1)y+1,...,(2k−1)y
Xt,j ≤ x, k = 1, 2, . . . , 〈z/(2y)〉)
≤
〈z/(2y)〉∏
k=1
P
(
max
t=2(k−1)y+1,...,(2k−1)y
Xt,j ≤ x
)
+ 〈z/(2y)〉α(y)
=
(
Fy,j(x)
)〈z/(2y)〉
+ 〈z/(2y)〉α(y).
By (B.5) and (B.6),
P
(
My,1,j ≥ F←z,j(v)
)
= P
(
Fz,j
(
My,1,j
) ≥ v) ≤ P((Fy,j(My,1,j))〈z/(2y)〉 + 〈z/(2y)〉α(y) ≥ v)
≤ P
(
Fy,j
(
My,1,j
) ≥ (v/2)1/〈z/(2y)〉) = 1− (v/2)1/〈z/(2y)〉
≤ 〈z/(2y)〉−1[− log(v/2)].
where the last line follows since 1− x ≤ − log x for x ∈ [0, 1].
Lemma B.2. Let v ∈ (0, 1]d. Suppose y = ym and z = zm are N-valued sequences with y = o(z) and
(z/y)α(y)→ 0, then
P
(
My,1  F←z (v)
)
= O(y/z).
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Proof of Lemma B.2. Notice
(B.7) P
(
My,1  F←z (v)
)
≤
d∑
j=1
P
(
My,1,j > F
←
z,j(vj)
)
.
Lemma B.2 follows from Lemma B.1 and (B.7).
Lemma B.3. Suppose ∆ = ∆m is an N-valued sequence satisfying ∆ = o(m) and (m/∆)α(∆) =
o(1). Let
S =
{(
{Jm}m∈N, {bm,j}m∈N,j=0,...,Jm
)
:Jm ∈ N, bm,j ∈ N0, 0 = bm,0 ≤ bm,1 ≤ · · · ≤ bm,Jm ,
∆m < min
j=1,...,Jm
(bm,j − bm,j−1)
}
.
Each element of S should be interpreted as a sequence of ‘numbers of blocks’ and a triangular array of
‘end points of blocks’ in a block-wise partition of the first bm,Jm integers. Then
sup
(J,b)∈S
J−1m
∣∣∣∣P(Mbm,Jm ,1 ≤ F←m (v))− Jm∏
j=1
P
(
Mbm,j−bm,j−1,1 ≤ F←m (v)
)∣∣∣∣ = O(α(∆) + ∆/m).
Proof of Lemma B.3. Observe the decomposition
J−1m
{
P
(
Mbm,Jm ,1 ≤ F←m (v)
)
−
Jm∏
j=1
P
(
Mbm,j−bm,0,j−1 ≤ F←m (v)
)}
= L1 + L2 + L3,
where
L1 = J
−1
m
{
P
(
M(bm,j−1+1):bm,j ≤ F←m (v), j = 1, ..., Jm
)
− P
(
M(bm,j−1+1):(bm,j−∆) ≤ F←m (v), j = 1, ..., Jm
)}
,
L2 = J
−1
m
{
P
(
M(bm,j−1+1):(bm,j−∆) ≤ F←m (v), j = 1, ..., Jm
)
−
Jm∏
j=1
P
(
M(bm,j−1+1):(bm,j−∆) ≤ F←m (v)
)}
,
L3 = J
−1
m
{ Jm∏
j=1
P
(
M(bm,j−1+1):(bm,j−∆) ≤ F←m (v)
)
−
Jm∏
j=1
P
(
Mbm,j−bm,j−1,1 ≤ F←m (v)
)}
.
By Assumption 2.3
(B.8) |L2| ≤ α(∆).
In addition, note that for arbitrary finite events Vk ⊂Wk, k = 1, . . . ,K we have
P(∩kWk)− P(∩kVk) ≤
K∑
k=1
P(Wk)− P(Vk).
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Hence
(B.9) |L1| ≤ J−1m
Jm∑
j=1
∣∣∣∣P(M(bm,j−1+1):bm,j ≤ F←m (v))− P(M(bm,j−1+1):bm,j−∆ ≤ F←m (v))∣∣∣∣.
Since ∆ = o(m) and (m/∆)α(∆) = o(1), by Lemma B.2,
(B.10) sup
(J,b)∈S
∣∣∣∣P(M(bm,j−1+1):bm,j ≤ F←m (v))− P(M(bm,j−1+1):bm,j−∆ ≤ F←m (v))∣∣∣∣ = O(∆/m).
Hence, by (B.9) and (B.10),
(B.11) sup
(J,b)∈S
|L1| = O
(
∆/m
)
.
By (B.10) and since |∏i ai −∏i bi| ≤∑i |ai − bi| if ai, bi ∈ [0, 1] we have
sup
(J,b)∈S
|L3| ≤ sup
(J,b)∈S
J−1m
Jm∑
j=1
∣∣∣∣P(M(bm,j−1+1):bm,j ≤ F←m (v))− P(M(bm,j−1+1):bm,j−∆ ≤ F←m (v))∣∣∣∣
= O
(
∆/m
)
.(B.12)
Lemma B.3 follows from (B.8), (B.11), and (B.12).
Lemma B.4. For fixed v ∈ (0, 1]d (hence C∞(v) > 0) and ` ∈ N, we have∣∣∣∣P(Mml,1 ≤ F←m (v))− (P(Mm,1 ≤ F←m (v)))`∣∣∣∣ = O(m−(1+%)/(2+%)),
where % > 0 is defined in Assumption 2.3(ii).
Proof of Lemma B.4. Applying Lemma B.3 with ∆ = 〈m1/(2+%)〉, J = Jm = `, and bm,j = jm for
j = 0, . . . `, we get∣∣∣∣P(Mml,1 ≤ F←m (v))− (P(Mm,1 ≤ F←m (v)))`∣∣∣∣ = O(α(∆) + ∆/m) = O(m−(1+%)/(2+%)).
Lemma B.5. Let v ∈ (0, 1]d and L = Lm be an N-valued sequence with Lm = o(m(1+%)/(2+%)). Then
max
`=1,...,L
∣∣∣∣P(M〈m/`〉,1 ≤ F←m (v))− (P(Mm,1 ≤ F←m (v)))1/`∣∣∣∣ = O(m−(1+%)/(2+%)).
Proof of Lemma B.5. For fixed ` ∈ N, we have
`−1
(
P
(
Mm,1 ≤ F←m (v)
)− (P(M〈m/`〉,1 ≤ F←m (v)))`) = N1,` +N2,`,
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where
N1,` = `
−1
(
P
(
Mm,1 ≤ F←m (v)
)− P(M`〈m/`〉,1 ≤ F←m (v))),
N2,` = `
−1
(
P
(
M`〈m/`〉,1 ≤ F←m (v)
)− (P(M〈m/`〉,1 ≤ F←m (v)))`).
Applying Lemma B.3 with ∆ = 〈m1/(2+%)〉, Jm ≡ `, and bm,j = j〈m/`〉, we get
(B.13) sup
`=1,...,L
|N2,`| = O
(
m−(1+%)/(2+%)
)
.
Further, if ` ≤ 〈m1/(2+%)〉,
|N1,`| ≤ `−1P
(
M`  F←m (v)
) ≤ P(M`  F←m (v)) ≤ P(M〈m1/(2+%)〉  F←m (v)).
Hence, by Lemma B.1 and Lemma B.2,
(B.14)
max
`=1,...,L
|N1,`| ≤ max
{
max
`=〈m1/(2+%)〉+1,...,L
|N1,`|, max
`=1,...,〈m1/(2+%)〉
|N1,`|
}
≤ max
`=〈m1/(2+%)〉+1,...,L
|N1,`|+ max
`=1,...,〈m1/(2+%)〉
|N1,`|
= max
`=〈m1/(2+%)〉+1,...,L
`−1P
(
M`  F←m (v)
)
+ P
(
M〈m1/(2+%)〉  F
←
m (v)
)
= O(m−1) +O(m−(1+%)/(2+%)) = O(m−(1+%)/(2+%)).
By (B.13) and (B.14),
(B.15) max
`=1,...,L
`−1
∣∣∣∣P(Mm,1 ≤ F←m (v))− (P(M〈m/`〉,1 ≤ F←m (v)))`∣∣∣∣ = O(m−(1+%)/(2+%)).
Next, by the Mean Value Theorem,
(B.16)
∣∣∣∣(P(Mm,1 ≤ F←m (v)))1/` − P(M〈m/`〉,1 ≤ F←m (v))∣∣∣∣
=
∣∣∣∣(P(Mm,1 ≤ F←m (v)))1/` − ((P(M〈m/`〉,1 ≤ F←m (v)))`)1/`∣∣∣∣
= ξ1/`−1`−1
∣∣∣∣P(Mm,1 ≤ F←m (v))− (P(M〈m/`〉,1 ≤ F←m (v)))`∣∣∣∣,
where ξ = ξm,` is a quantity between P
(
Mm,1 ≤ F←m (v)
)
and (P
(
M〈m/`〉,1 ≤ F←m (v)
)
)`. Since ξ ≥
Cm(v)− |Cm(v)− ξ|, by Assumption 2.1 and (B.15),
min
`=1,...,L
ξ ≥ min
`=1,...,L
(
Cm(v)− |Cm(v)− ξ|
)
= Cm(v) + min
`=1,...,L
(
− |Cm(v)− ξ|
)
≥ Cm(v)− max
`=1,...,L
∣∣∣∣P(Mm,1 ≤ F←m (v))− (P(M〈m/`〉,1 ≤ F←m (v)))`∣∣∣∣ = C∞(v) + o(1).
Hence, noting that C∞(v) > 0, we have max`=1,...,L ξ1/`−1 ≤ max`=1,...,L ξ−1 = (min`=1,...,L ξ)−1 = O(1).
Lemma B.5 follows from (B.15) and (B.16).
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Lemma B.6. Let v ∈ (0, 1]d, X = [x∧, x∨] ⊂ (0,∞) a compact interval and
(B.17) J = Jm = 〈1 + %
2 + %
log2m− log2 logm〉.
Then
max
x∈N/2J∩X
∣∣∣∣P(M〈mx〉,1 ≤ F←m (v))− (P(Mm,1 ≤ F←m (v)))x∣∣∣∣ = O( log(m)m−(1+%)/(2+%)).
Proof of Lemma B.6. Let J∨ > 1 be an integer such that x∨ < 2J∨ and note that, for all suffi-
ciently large m, Jm > 0 so that 2J∨−1 > 2−Jm . Without loss of generality we only consider such m from
now on. Each x ∈ N/2J ∩X has a dyadic expansion of the form x = ∑J∨−1j=−J 2jrx(j) with rx(j) ∈ {0, 1}.
Let xi =
∑J∨−1
j=i 2
jrx(j), i = −J, . . . , J∨ − 1 and define xJ∨ = 0. Then
P
(
M〈mx〉,1 ≤ F←m (v)
)− (P(Mm,1 ≤ F←m (v)))x = Q1 +Q2 +Q3,
where
Q1 = P
(
M〈mx〉,1 ≤ F←m (v)
)− ∏
−J≤j≤J∨−1
rx(j)=1
P
(
M〈mxj〉−〈mxj+1〉,1 ≤ F←m (v)
)
,
Q2 =
∏
−J≤j≤J∨−1
rx(j)=1
P
(
M〈mxj〉−〈mxj+1〉,1 ≤ F←m (v)
)
−
∏
−J≤j≤J∨−1
rx(j)=1
P
(
M〈mxj−mxj+1〉,1 ≤ F←m (v)
)
,
Q3 =
∏
−J≤j≤J∨−1
rx(j)=1
P
(
M〈mxj−mxj+1〉,1 ≤ F←m (v)
)
−
(
P
(
Mm,1 ≤ F←m (v)
))x
.
Notice that 2J has an order of (logm)−1m(1+%)/(2+%). Applying Lemma B.3 with ∆ = 〈m1/(2+%)〉 and
bm,j = 〈mxJ∨−j〉, we get
max
x∈N/2J∩X
|Q1| = O
(
(J∨ + J)m−(1+%)/(2+%)
)
= O
(
log(m)m−(1+%)/(2+%)
)
.
Next, since |∏i ai −∏i bi| ≤∑i |ai − bi| for ai, bi ∈ [0, 1], an application of Lemma B.2 yields
max
x∈N/2J∩X
|Q2| ≤ (J∨ + J)P
(
M1,1  F←m (v)
)
≤ (J∨ + J)P
(
M〈m1/(2+%)〉,1  F
←
m (v)
)
= O
(
log(m)m−(1+%)/(2+%)
)
.
Finally, note that(
P
(
Mm,1 ≤ F←m (v)
))x
=
(
P
(
Mm,1 ≤ F←m (v)
))x−J
=
∏
−J≤j≤J∨−1
rx(j)=1
{(
P
(
Mm,1 ≤ F←m (v)
))xj−xj+1}
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Since|∏i ai −∏i bi| ≤ ∑i |ai − bi| for ai, bi ∈ [0, 1], applying Lemma B.4 and Lemma B.5 (recall that
2J is of the order (logm)−1m(1+%)/(2+%)), we obtain
max
x∈N/2J∩X
|Q3| = O
(
(J∨ + J)m−(1+%)/(2+%)
)
= O
(
log(m)m−(1+%)/(2+%)
)
.
This implies Lemma B.6.
Proof of Lemma 3.4. Choose x∧, x∨ ∈ (0,∞) such that X ⊂ [x∧, x∨]. Observe that, uniformly in
x ∈X, we have 〈mx〉/m− x = O(1/m) and m/〈mx〉 − 1/x = O(1/m). Hence, for any fixed u ∈ (0, 1]d,
it holds that supx∈X ‖u1/x − um/〈mx〉‖1 = O(1/m). By Lipschitz continuity of Cm for every m with
Lipschitz constant 1 (note that every Cm is a copula), we thus have supx∈X |Cm(u1/x)−Cm(um/〈mx〉)| =
O(1/m). Finally, since u ∈ (0, 1]d, it follows that infx∈X u1/x ≥ u1/x∨ ∈ (0,∞]d where the infimum and
inequality are understood component-wise. Hence
lim
m→∞ infx∈X
Cm(u
1/x) ≥ lim
m→∞Cm(u
1/x∨) = C∞(u1/x∨) > 0.
Given this bound, a Taylor expansion shows that
sup
x∈X
∣∣∣Cm(u1/x)x − Cm(um/〈mx〉)〈mx〉/m∣∣∣ = O(1/m) = o(m−(1+%)/(2+%) logm).
Hence, in order to prove Lemma 3.4, it suffices to show that
sup
x∈X
∣∣∣C〈mx〉(u)− (Cm(u1/x))x∣∣∣ = O(m−(1+%)/(2+%) logm)
For that purpose, write
C〈mx〉(u)−
(
Cm(u
1/x)
)x
= G1 +G2,
where
G1 = P
(
M〈mx〉,1 ≤ F←〈mx〉(u)
)− P(M〈mx〉,1 ≤ F←m (u1/x)),
G2 = P
(
M〈mx〉,1 ≤ F←m (u1/x)
)− (P(Mm,1 ≤ F←m (u1/x)))x.
We start with G2; and note that all subsequent O-terms are uniform in x ∈ X. Define J = Jm as in
(B.17). Notice G2 = G2,1 +G2,2 +G2,3, where
G2,1 = P
(
M〈mx〉,1 ≤ F←m (u1/x)
)− P(M〈m〈x2J 〉2−J 〉,1 ≤ F←m (u1/x))
G2,2 = P
(
M〈m〈x2J 〉2−J 〉,1 ≤ F←m (u1/x)
)− (P(Mm,1 ≤ F←m (u1/x)))〈x2J 〉2−J
G2,3 =
(
P
(
Mm,1 ≤ F←m (u1/x)
))〈x2J 〉2−J − (P(Mm,1 ≤ F←m (u1/x)))x.
Notice 2J has an order of (logm)−1m(1+%)/(2+%). By Lemma B.2,
|G2,1| = O(2−J) = O
(
(logm)m−(1+%)/(2+%)
)
.
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For large enough m, 〈x2J〉2−J ≥ x∧/2. By Lemma B.6, applied with X˜ = [x∧/2, x∨],
|G2,2| = O
(
(logm)m−(1+%)/(2+%)
)
.
By the Mean Value Theorem and Assumption 2.1,
|G2,3| ≤ 2−J log
(
P
(
Mm,1 ≤ F←m (u1/x)
))
= 2−J log
(
Cm(u
1/x)
)
= O
(
(logm)m−(1+%)/(2+%)
)
.
Hence,
(B.18) |G2| = O
(
(logm)m−(1+%)/(2+%)
)
.
We next turn to G1. Note that plugging-in (1, . . . , 1, uj , 1, . . . , 1) instead of u into the definition of
G2, (B.18) yields
(B.19)
∣∣∣∣P(M〈mx〉,1,j ≤ F←m,j(u1/xj ))− (P(Mm,1,j ≤ F←m,j(u1/xj )))x∣∣∣∣ = O((logm)m−(1+%)/(2+%)),
uniformly in j = 1, . . . , d. We further have
(B.20)
|G1| = P
(
M〈ma〉,1 ≤ F←m (u1/x) ∨ F←〈ma〉(u),M〈mx〉,1  F←m (u1/x) ∧ F←〈mx〉(u)
)
≤
d∑
j=1
P
(
M〈mx〉,1,j ≤ F←m,j(u1/xj ) ∨ F←〈mx〉,j(uj),M〈mx〉,1,j > F←m,j(u1/xj ) ∧ F←〈mx〉,j(uj)
)
=
d∑
j=1
∣∣∣∣P(M〈mx〉,1,j ≤ F←m,j(u1/xj ))− P(M〈mx〉,1,j ≤ F←〈mx〉,j(uj))∣∣∣∣
=
d∑
j=1
∣∣∣∣P(M〈mx〉,1,j ≤ F←m,j(u1/xj ))− uj∣∣∣∣
=
d∑
j=1
∣∣∣∣P(M〈mx〉,1,j ≤ F←m,j(u1/xj ))− (P(Mm,1,j ≤ F←m,j(u1/xj )))x∣∣∣∣.
By (B.19) and (B.20),
(B.21) |G1| = O
(
(logm)m−(1+%)/(2+%)
)
.
Lemma 3.4 follows from (B.18) and (B.21).
B.3. Proofs for Sections 3.1–3.3.
Proof of Proposition 3.6. Observe the decomposition
Cˆaggn,(M,w)(u)− C∞(u)−
∑
k∈Mn
wn,k{Ck(u)− C∞(u)} =
∑
k∈Mn
wn,k{Cˆn,k(u)− Ck(u)}
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which can be rewritten as√
m
n
1
m
∑
k:k/m∈A
{f(k/m) + o(1)}Ĉ♦n,m(u, k/m)
=
√
m
n
1
m
∑
k:k/m∈A
f(k/m)Ĉ♦n,m(u, k/m) +OP(
√
m/n).
Next, by continuity of f and since additionally
sup
u∈[0,1]d
sup
k:k/m∈A
sup
a∈[k/m,(k+1)/m]
|Ĉ♦n,m(u, k/m)− Ĉ♦n,m(u, a)| = OP(1)
by asymptotic equicontinuity of C♦n,m, it follows that√
m/n
1
m
∑
k:k/m∈A
f(k/m)Ĉ♦n,m(u, k/m) =
√
m/n
∫
A
f(a)Ĉ♦n,m(u, a) da+OP(
√
m/n)
uniformly in u ∈ [0, 1]d. By similar but simpler arguments we also have
1
m
∑
k∈Mn
wn,k =
∫
A
f(a) da+ o(1)
and the claim follows by an application of the continuous mapping theorem.
Proof of Proposition 3.7 and 3.8. Begin by observing that√
n
m
(
Cˆn,m(u)−
Cˆn,〈ma〉(u)− Cˆn,m(u)
(〈ma〉/m)ρϕ − 1 −
{
Cm(u)−
C〈ma〉(u)− Cm(u)
(〈ma〉/m)ρϕ − 1
})
= Ĉ♦n,m(u, 1)− Ĉ
♦
n,m(u, a)− Ĉ♦n,m(u, 1)
(〈ma〉/m)ρϕ − 1 .
Since 〈ma〉/m→ a uniformly in a ∈ A and by a simple application of the continuous mapping theorem,
this implies the following process convergence result
[√ n
m
(
Cˆm(u)− Cˆ〈ma〉(u)− Cˆm(u)
(〈ma〉/m)ρϕ − 1 −
{
Cm(u)− C〈ma〉(u)− Cm(u)
(〈ma〉/m)ρϕ − 1
})]
a∈A,u∈[0,1]d
⇒
[
C
♦(u, 1)− C
♦(u, a)−C♦(u, 1)
aρϕ − 1
]
a∈A,u∈[0,1]d
in `∞(A× [0, 1]d).
The expansion for
Cm(u)− C〈ma〉(u)− Cm(u)
(〈ma〉/m)ρϕ − 1 − C∞(u)
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=
{
ϕ(m)ra(m)
S(u)
aρϕ − 1 + ϕ(m)ψ(m)
1− aρψ
1− a−ρϕ T (u)
}
+ ϕ(m)o
(
ψ(m) + |ra(m)|
)
with remainder terms holding uniformly in a ∈ A follows from regular variation of ϕ,ψ and (3.1) after
some tedious but straightforward computations. The claim regarding Cˆbc,nain,(m,m′) in Proposition 3.7 follows
immediately upon setting A = {a} in the previous display. The proof for Cˆbc,aggn,(M,w) in Proposition 3.8 is
very similar to the proof of Proposition 3.6; details are omitted for the sake of brevity.
Next, concerning the claim regarding Cˇbc,nain,(m,m′) in Proposition 3.7, observe the decomposition
Cˇbc,nain,(m,m′)(u)− Cˆbc,nain,(m,m′)(u) =
Cˆn,m′(u)− Cˆn,m(u)
(m′/m)ρϕ − 1 −
Cˆn,m′(u)− Cˆn,m(u)
(m′/m)ρˆϕ − 1
=
Cˆn,m′(u)− Cˆn,m(u)
((m′/m)ρϕ − 1)((m′/m)ρˆϕ − 1)
(
(m′/m)ρˆϕ − (m′/m)ρϕ
)
.
We have
Cˆn,m′(u)− Cˆn,m(u) = Cm′(u)− Cm(u) +
√
m/n{Ĉ♦n,m(u,m′/m)− Ĉ♦n,m(u, 1)}
= O(ϕ(m)) +OP(
√
m/n).
Now the final assertion of Proposition 3.7 follows directly since m′/m→ a 6= 0 and hence (m′/m)ρˆϕ −
(m′/m)ρϕ = OP(|ρˆϕ−ρϕ|). The final assertion of Proposition 3.8 follows after some simple algebra upon
observing that the assertion regarding Cˇbc,nain,(m,m′) holds uniformly over m
′ ∈Mn.
Proof of Proposition 3.9. Begin by observing that, for v ∈ {0, 1, 2},
µv,n =
∑
k∈Mn
wn,k(k/m)
vρϕ =
∫
A
f(a)avρϕda+ o(1) = κv + o(1).
Moreover, for v = 0, 1∑
k∈Mn
wn,k(k/m)
vρϕCˆn,k(u) =
∑
k∈Mn
wn,k(k/m)
vρϕCk(u) +
∑
k∈Mn
wn,k(k/m)
vρϕ{Cˆn,k(u)− Ck(u)}.
Now, under the imposed assumptions of Theorem 2.10,√
n
m
( ∑
k∈Mn wn,k{Cˆn,k(·)− Ck(·)}∑
k∈Mn wn,k(k/m)
ρϕ{Cˆn,k(·)− Ck(·)}
)
⇒
( ∫
A f(a)Ĉ
♦(·, a) da∫
A f(a)a
ρϕĈ♦(·, a) da
)
=
(
T0(·)
T1(·)
)
,
which follows by arguments that are similar to those given in the proof of Proposition 3.6. Next note
that for k ∈Mn we have
ϕ(k) = ϕ(m)
ϕ(k)
ϕ(m)
= ϕ(m)(k/m)ρϕ + ϕ(m)
( ϕ(k)
ϕ(m)
− k
ρϕ
mρϕ
)
= ϕ(m)(k/m)ρϕ +O(ϕ(m)dm,n(A))
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where
dm,n(A) := sup
a∈A
∣∣∣ϕ(〈ma〉)
ϕ(m)
− (〈ma〉/m)ρϕ
∣∣∣.
From this we obtain the expansion (holding uniformly in u)∑
k∈Mn
wn,k(k/m)
vρϕCk(u) =
∑
k∈Mn
wn,k(k/m)
vρϕ{C∞(u) + ϕ(k)S(u) + ϕ(k)ψ(k)T (u) + o(ϕ(k)ψ(k))}
= µv,nC∞(u) + µv+1,nϕ(m)S(u)
+
∑
k∈Mn
wn,k(k/m)
vρϕϕ(k)ψ(k)T (u)
+
∑
k∈Mn
wn,k(k/m)
vρϕϕ(m)
( ϕ(k)
ϕ(m)
− k
ρϕ
mρϕ
)
S(u) + o(r(m))
= µv,nC∞(u) + µv+1,nϕ(m)S(u) +Tm,v(u) + o(r(m));
recall that
r(m) = ϕ(m)O
(
ψ(m) + dm,n(A)
)
by (3.6).
Next observe the representation(
µ0,n µ1,n
µ1,n µ2,n
)−1
=
1
µ2,nµ0,n − µ21,n
(
µ2,n −µ1,n
−µ1,n µ0,n
)
=
1
κ2κ0 − κ21 + o(1)
(
κ2 + o(1) −κ1 + o(1)
−κ1 + o(1) κ0 + o(1)
)
.
Using the latter two representations, we obtain(
µ0,n µ1,n
µ1,n µ2,n
)−1( ∑
k∈Mn wn,kCk(u)∑
k∈Mn wn,k(k/m)
ρϕCk(u)
)
=
(
µ0,n µ1,n
µ1,n µ2,n
)−1{(
µ0,n
µ1,n
)
C∞(u) +
(
µ1,n
µ2,n
)
ϕ(m)S(u) +
(
Tm,0(u)
Tm,1(u)
)
+
(
o(r(m))
o(r(m))
)}
=
(
C∞(u)
Bm(u)
)
+
(
µ0,n µ1,n
µ1,n µ2,n
)−1(
Tm,0(u)
Tm,1(u)
)
+
(
o(r(m))
o(r(m))
)
.
Putting together all of the above results, all claims in Proposition 3.9 except for the one involving
Cˇbc,regn,(M,w) follow.
For the missing proof regarding Cˇbc,regn,(M,w), we begin by noting that, similarly as above,
µˆv,n :=
∑
k∈Mn
wn,k(k/m)
vρˆϕ =
∫
A
f(a)avρϕda+ oP(1)
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(also note that µˆ0,n = µ0,n) and√
n
m
( ∑
k∈Mn wn,k{Cˆn,k(·)− Ck(·)}∑
k∈Mn wn,k(k/m)
ρˆϕ{Cˆn,k(·)− Ck(·)}
)
=
√
n
m
( ∑
k∈Mn wn,k{Cˆn,k(·)− Ck(·)}∑
k∈Mn wn,k(k/m)
ρϕ{Cˆn,k(·)− Ck(·)}
)
+OP(|ρˆϕ − ρϕ|).
We also have ∑
k∈Mn
wn,k(k/m)
vρˆϕ(k/m)ρϕ = µˆv+1,n +OP(|ρˆϕ − ρϕ|).
This implies∑
k∈Mn
wn,k(k/m)
vρˆϕCk(u) =
∑
k∈Mn
wn,k(k/m)
vρˆϕ{C∞(u) + ϕ(k)S(u) +O(ϕ(k)ψ(k))}
= µˆv,nC∞(u) +
∑
k∈Mn
wn,k(k/m)
vρˆϕ(k/m)ρϕϕ(m)S(u) +OP(r(m))
= µˆv,nC∞(u) + µˆv+1,nϕ(m)S(u) +OP(r(m) + ϕ(m)|ρˆϕ − ρϕ|).
where r(m) is defined in (3.6). Moreover(
µˆ0,n µˆ1,n
µˆ1,n µˆ2,n
)−1
=
1
µˆ2,nµˆ0,n − µˆ21,n
(
µˆ2,n −µˆ1,n
−µˆ1,n µˆ0,n
)
=
1
κ2κ0 − κ21
(
κ2 −κ1
−κ1 κ0
)
+ oP(1).
Using this representation yields(
µˆ0,n µˆ1,n
µˆ1,n µˆ2,n
)−1( ∑
k∈Mn wn,kCk(u)∑
k∈Mn wn,k(k/m)
ρˆϕCk(u)
)
=
(
µˆ0,n µˆ1,n
µˆ1,n µˆ2,n
)−1{(
µˆ0,n
µˆ1,n
)
C∞(u) +
(
µˆ1,n
µˆ2,n
)
ϕ(m)S(u) +
(
OP(r(m) + ϕ(m)|ρˆϕ − ρϕ|)
OP(r(m) + ϕ(m)|ρˆϕ − ρϕ|)
)}
=
( C∞(u) +OP(r(m) + ϕ(m)|ρˆϕ − ρϕ|)
ϕ(m)S(u) +OP(r(m) + ϕ(m)|ρˆϕ − ρϕ|))
)
.
Combining the derivations so far and the corresponding expansions for Cˆbc,regn,(M,w) the result follows.
Proof of Proposition 3.10. Define
∆mρ,n(u, a) :=
√
mρ
n
(
Ĉ
♦
n,mρ(u, a)− Ĉ♦n,mρ(u, 1)
)
.
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Recall the definition of ra in (3.2). We have the following expansion
Cˆn,〈mρa2〉(u)− Cˆn,mρ(u)
Cˆn,〈mρa〉(u)− Cˆn,mρ(u)
=
∆mρ,n(u, a
2) + C〈mρa2〉(u)− Cmρ(u)
∆mρ,n(u, a) + C〈mρa〉(u)− Cmρ(u)
=
1
ϕ(mρ)
∆mρ,n(u, a
2) +
(
ϕ(〈mρa2〉)
ϕ(mρ)
− 1
)
S(u) + ψ(mρ)(a2ρϕ+2ρψ − 1)T (u) + o(ψ(mρ))
1
ϕ(mρ)
∆mρ,n(u, a) +
(
ϕ(〈mρa〉)
ϕ(mρ)
− 1
)
S(u) + ψ(mρ)(aρϕ+ρψ − 1)T (u) + o(ψ(mρ))
=
1
ϕ(mρ)
∆mρ,n(u, a
2) +
(
a2ρϕ − 1
)
S(u) + ψ(mρ)(a2ρϕ+2ρψ − 1)T (u) +O(ra2(mρ) +m−1ρ ) + o(ψ(mρ))
1
ϕ(mρ)
∆mρ,n(u, a) +
(
aρϕ − 1
)
S(u) + ψ(mρ)(aρϕ+ρψ − 1)T (u) +O(ra(mρ) +m−1ρ ) + o(ψ(mρ))
=
a2ρϕ − 1 + 1ϕ(mρ)
∆mρ,n(u,a
2)
S(u) + ψ(mρ)(a
2ρϕ+2ρψ − 1)T (u)S(u) +O(ra2(mρ) +m−1ρ ) + o(ψ(mρ))
aρϕ − 1 + 1ϕ(mρ)
∆mρ,n(u,a)
S(u) + ψ(mρ)(a
ρϕ+ρψ − 1)T (u)S(u) +O(ra(mρ) +m−1ρ ) + o(ψ(mρ))
= aρϕ + 1 +
1
aρϕ − 1
{ 1
ϕ(mρ)
∆mρ,n(u, a
2)
S(u)
+ ψ(mρ)(a
2ρϕ+2ρψ − 1)T (u)
S(u)
}
− a
ρϕ + 1
aρϕ − 1
{ 1
ϕ(mρ)
∆mρ,n(u, a)
S(u)
+ ψ(mρ)(a
ρϕ+ρψ − 1)T (u)
S(u)
}
+OP
({
ϕ(mρ)
√
mρ/n
}2)
+O(ra2(mρ) + ra(mρ) +m
−1
ρ ) + o(ψ(mρ)).
A Taylor expansion of x 7→ loga(x) in the point x = aρϕ yields
ρˆnaiϕ (a,u)− ρϕ = loga
( Cˆn,〈mρa2〉(u)− Cˆn,mρ(u)
Cˆn,〈mρa2〉(u)− Cˆn,mρ(u)
− 1
)
− loga(aρϕ)
=
1
aρϕ log a
[ 1
aρϕ − 1
{ 1
ϕ(mρ)
∆mρ,n(u, a
2)
S(u)
+ ψ(mρ)(a
2ρϕ+2ρψ − 1)T (u)
S(u)
}
− a
ρϕ + 1
aρϕ − 1
{ 1
ϕ(mρ)
∆mρ,n(u, a)
S(u)
+ ψ(mρ)(a
ρϕ+ρψ − 1)T (u)
S(u)
}]
+OP
({
ϕ(mρ)
√
mρ/n
}2)
+O(ra2(mρ) + ra(mρ) +m
−1
ρ ) + o(ψ(mρ))
The claim follows from this expansion after rearranging terms.
Lemma B.7. Let U be an arbitrary set and let (Θ, d) be a metric space. Suppose that L ∈ `∞(Θ)
is a deterministic function and (Lˇn)n∈N is a sequence of random elements in `∞(Θ× U). Assume that
L(·) has a unique maximizer θ0 and let
θˇn(u) ∈ arg max
θ∈Θ
Lˇn(θ;u) ∀n ∈ N,u ∈ U ;
note in particular that we do not assume that Lˇn(·;u) has a unique maximizer. If
(B.22) sup
u∈U
sup
θ∈Θ
∣∣∣Lˇn(θ;u)−L(θ)∣∣∣ = oP(1),
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then
sup
u∈U
[
L(θ0)− Lˇn(θˇn(u);u)
]
≤ oP(1).
If, additionally, for all  > 0,
(B.23) sup
θ:d(θ,θ0)≥
L(θ) < L(θ0),
then
sup
u∈U
d(θˇn(u), θ0) = oP(1).
Proof of Lemma B.7. By the definition of θˇn(u) and (B.22),
sup
u∈U
[
L(θ0)− Lˇn(θˇn(u);u)
]
= sup
u∈U
[
L(θ0)− Lˇn(θ0;u) + Lˇn(θ0;u)− Lˇn(θˇn(u);u)
]
≤ sup
u∈U
[
L(θ0)− Lˇn(θ0;u)
]
+ sup
u∈U
[
Lˇn(θ0;u)− Lˇn(θˇn(u);u)
]
≤ sup
u∈U
[
L(θ0)− Lˇn(θ0;u)
]
= oP(1).
By (B.23), for all  > 0, there exists η > 0, such that
(B.24) inf
θ:d(θ,θ0)≥
[
L(θ0)−L(θ)
]
> η.
By (B.24) and the definition of θˇn(uˇ), for all  > 0,{
sup
u∈U
d(θˇn(u), θ0) > 
}
⊂
{
∃ uˇ ∈ U : d(θˇn(uˇ), θ0) ≥ 
}
⊂
{
∃ uˇ ∈ U : L(θ0)−L(θˇn(uˇ)) > η
}
⊂
{
∃ uˇ ∈ U : Lˇn(θ0; uˇ)− Lˇn(θˇn(uˇ), uˇ) + 2 sup
u∈U
sup
θ∈Θ
|Lˇn(θ;u)−L(θ)| > η
}
⊂
{
2 sup
u∈U
sup
θ∈Θ
|Lˇn(θ;u)−L(θ)| > η
}
.
Hence, by (B.22),
P
(
sup
u∈U
d(θˇn(u), θ0) > 
)
≤ P
(
2 sup
u∈U
sup
θ∈Θ
|Lˇn(θ;u)−L(θ)| > η
)
→ 0.
Proof of Proposition 3.11. Let(
b˜0(u), b˜1(u), ρ˜(u)
)
∈ arg min
b0,b1∈R,K′≤ρ≤K′′
R˜SS(b0, b1, ρ;u).
Define (
bˇ0(ρ;u), bˇ1(ρ;u)
)
:= arg min
b0,b1∈R
R˜SS(b0, b1, ρ;u).
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Note that in the minimization problem above ρ is fixed, whence bˇ0(ρ;u) and bˇ1(ρ;u) can be computed
explicitly as the solution of a weighted simple linear regression problem. Recalling that by assumption∑
k∈Mn wn,k = 1 standard results (or a tedious computation) show that
R˜SS(bˇ0(ρ;u), bˇ1(ρ;u), ρ;u) = S˜yy(u)(1− L˜n(ρ;u))
where
S˜yy(u) :=
∑
k∈Mn
wn,k
{
Cˆn,k(u)−
∑
i∈Mn
wn,iCˆn,i(u)
}2
,
S˜xx(ρ;u) :=
∑
k∈Mn
wn,k
{
(k/m)ρ −
∑
i∈Mn
wn,i(i/m)
ρ
}2
,
S˜xy(ρ;u) :=
∑
k∈Mn
wn,k
{
Cˆn,k(u)−
∑
i∈Mn
wn,iCˆn,i(u)
}{
(k/m)ρ −
∑
i∈Mn
wn,i(i/m)
ρ
}
,
L˜n(ρ;u) :=
S˜2xy(ρ;u)
S˜yy(u)S˜xx(ρ;u)
.
From the definitions above it is clear that
min
b0,b1∈R,K′≤ρ≤K′′
R̂SSη(b0, b1, ρ;u)
= min
K′≤ρ≤K′′
(
min
b0,b1∈R
R˜SS(b0, b1, ρ;u) +
η
|ρ|R˜SS(b˜0(u), b˜1(u), ρ˜(u);u)
)
= S˜yy(u) min
K′≤ρ≤K′′
{
1− L˜n(ρ;u) + η|ρ|
(
1− L˜n(ρ˜(u);u)
)}
.
Hence,
ρˆ(u) ∈ arg max
K′≤ρ≤K′′
{
L˜n(ρ;u)− η|ρ|
(
1− L˜n(ρ˜(u);u)
)}
and by similar but simpler arguments
ρ˜(u) ∈ arg min
K′≤ρ≤K′′
R˜SS
(
bˇ0(ρ;u), bˇ1(ρ;u), ρ;u
)
= arg max
K′≤ρ≤K′′
L˜n(ρ;u).
Next observe that by an application of Theorem 2.10, regular variation of ϕ(·), and straightforward
calculations
sup
u∈U
∣∣∣ S˜yy(u){ϕ(m)S(u)}2 −
∫
A
f(a)(aρϕ − µρϕ)2 da
∣∣∣ = oP(1).
sup
u∈U
∣∣∣S˜xx(ρ;u)− ∫
A
f(a)(aρ − µρ)2 da
∣∣∣ = oP(1).
sup
u∈U
∣∣∣ S˜xy(ρ;u)
ϕ(m)S(u)
−
∫
A
f(a)(aρϕ − µρϕ)(aρ − µρ) da
∣∣∣ = oP(1).
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where µρ :=
∫
A a
ρf(a) da. Next define
L(ρ) =
{∫
A(a
ρ − µρ)(aρϕ − µρϕ)f(a) da
}2∫
A(a
ρ − µρ)2f(a) da
∫
A(a
ρϕ − µρϕ)2f(a) da
.
The arguments given above show that
(B.25) sup
K′≤ρ≤K′′
sup
u∈U
|L˜n(ρ;u)−L(ρ)| = oP (1).
Next we show that L satisfies (B.23) with θ0 = ρϕ and Θ = [K ′,K ′′]. Since L is continuous, {ρ ∈
[K ′,K ′′] : |ρ − ρϕ| ≥ } is compact, L(ρ) ≤ 1 by Cauchy-Schwarz, and L(ρϕ) = 1, it suffices to show
that
L(ρ) = 1, only if ρ = ρϕ.
This, however, follows again from Cauchy-Schwarz and linear independence of the functions A 3 a 7→ aρ
and A 3 a 7→ aρ for ρ 6= ρϕ.
Next, apply Lemma B.7 with
Θ = [K ′,K ′′], U = U, Lˇn = L˜n, L = L, θˇn = ρ˜, θ0 = ρϕ.
Condition (B.22) follows directly from (B.25) and hence, by the first part of Lemma B.7 and by the
fact that L˜n(ρ˜(u);u) ≤ 1 by Cauchy-Schwarz, we have
L˜n(ρ˜(u);u) = L(ρϕ) + oP(1) = 1 + oP(1)
uniformly in u ∈ U . This implies
Lˆn(u, ρ) := L˜n(ρ;u)− η|ρ|
(
1− L˜n(ρ˜(u);u)
)
= L(ρ) + oP(1)
uniformly in ρ ∈ [K ′,K ′′],u ∈ U . Hence, we may apply Lemma B.7 again, with
Θ = [K ′,K ′′], U = U, Lˇn = Lˆn, L = L, θˇn = ρˆ, θ0 = ρϕ,
and the result follows by the definition of ρˆ(u).
APPENDIX C: DERIVATIONS FOR SECTION 4
Proof of the claims regarding Example 4.3. By a straight-forward calculation, see also Bu¨cher
and Segers (2014), the copula Cm is given by
Cm(u) =
m∏
s=1−p
D((u
βmjs
j )
d
j=1),
where
βmjs =
αmjs
αmj•
, αmjs = max(aij : i = max(1− s, 0), . . . ,min(m− s, p)}, αmj• =
m∑
s=1−p
αmjs.
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Without loss of generality assume that m > p. For all s = 1, . . . ,m− p, we have
αmjs = Aj := max(a0j , . . . , apj),
whence we may rewrite
Cm(u) =
0∏
s=1−p
D
(
(u
βmjs
j )
d
j=1
)× {D((uBmjj )dj=1)}m−p × m∏
s=m−p+1
D
(
(u
βmjs
j )
d
j=1
)
,(C.1)
where
Bmj =
Aj
αmj•
=
Aj
(m− p)Aj + cj , cj =
0∑
s=1−p
αmjs +
m∑
s=m−p+1
αmjs.
Note that cj does not depend on m.
Now, using the Taylor expansion ux = exp(x log u) = 1 +x log u+O(x2) for x→ 0 (which is uniform
in u bounded away from zero), each factor in the two products on the right-hand side of (C.1) can be
written as
D
(
(u
βmjs
j )
d
j=1
)
= D
(
(1 +
αmjs
(m−p)Aj+cj log uj +O(m
−2))dj=1
)
= 1 +O(1/m),
where we have used Lipschitz-continuity of D and where the O-term is uniform on [δ, 1]d for any δ > 0.
The factor in the middle of the right-hand side of (C.1) can be rewritten as
D
(
(u
Bmj
j )
d
j=1
)m−p
= Dm−p
(
(u
(m−p)Bmj
j )
d
j=1
)
= D∞
(
(u
(m−p)Bmj
j )
d
j=1
)
+ ϕD(m− p)SD
(
(u
(m−p)Bmj
j )
d
j=1
)
+ o(a(m)).
Since we have, again uniform on [δ, 1]d for any δ > 0,
u
(m−p)Bmj
j = uj
{
1− cj
(m− p)Aj + cj log uj +O(m
−2)
}
= uj +O(1/m),
we may use Lipschitz-continuity of D∞ and continuity of SD to obtain that
D
(
(u
Bmj
j )
d
j=1
)m−p
= D∞(u) + ϕD(m)SD(u) + o(ϕD(m)) +O(1/m).
Assembling terms, and additionally assuming that 1/m = o(ϕD(m)), we finally obtain that
Cm(u) = (1 + o(ϕD(m)))
2p
{
D∞(u) + ϕD(m)SD(u) + o(a(m))
}
= D∞(u) + ϕD(m)SD(u) + o(a(m)),
uniformly on [δ, 1]d. In order to obtain the result uniformly on [0, 1]d, one may use similar arguments as
in the proof of Lemma 2.4 in Bu¨cher et al. (2019), explicitly making use of the special structure of Cm
in (C.1) with the middle factor being equal to Dm−p
(
(u
(m−p)Bmj
j )
d
j=1
)
.
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APPENDIX D: ADDITIONAL SIMULATION RESULTS IN HIGHER DIMENSIONS
D.1. Comparison of bias-corrected estimators in higher dimensions. In this section we
compare the performance of the bias-corrected estimators when d = 4, 8. The simulation settings are
similar to those in Section 4.2; specifically, each estimator is computed for all values u ∈ U, where
U = {.25, .50, .75}4 when d = 4 and U = {.25, .75}8 when d = 8, and block size m ∈ {1, . . . , 20} (except
for the aggregated versions, for which we specify the set of block length parameters below). Squared bias,
variance and MSE of each estimator and in each point u ∈ U for sample size n = 1000 was estimated
based on 1000 Monte Carlo replications. For the sake of brevity we only report summary results which
correspond to taking averages of the squared bias, MSE and variance over all values u ∈ U.
When d = 4, 8, as in Section 4.2, we generate data from the t-Copula and the outer-power transfor-
mation of Clayton Copula; see Examples D.1 and D.2 below. In particular, we present results on the
following models:
(M6) iid realizations from an outer Power Clayton Copula with d = 4, θ = 1, β = log(2)/ log(2− 0.25).
(M7) A moving maximum process based on the outer Power Clayton Copula with d = 4, θ = 1, β =
log(2)/ log(2− 0.25) and a1(2k−1) = 0.25, a1(2k) = 0.75, k = 1, 2.
(M8) iid realizations from a t-Copula with d = 4, ν = 5, θ = 0.5.
(M9) A moving maximum process based on a t-Copula with d = 4, ν = 5, θ = 0.5 and a1(2k−1) =
0.25, a1(2k) = 0.75, k = 1, 2.
(M10) A moving maximum process based on a t-Copula with d = 4, ν = 3, θ = 0.25 and a1(2k−1) =
0.25, a1(2k) = 0.75, k = 1, 2.
(M11) iid realizations from an outer Power Clayton Copula with d = 8, θ = 1, β = log(2)/ log(2−0.25).
(M12) A moving maximum process based on the outer Power Clayton Copula with d = 8, θ = 1, β =
log(2)/ log(2− 0.25) and a1(2k−1) = 0.25, a1(2k) = 0.75, k = 1, 2, 3, 4.
(M13) iid realizations from a t-Copula with d = 8, ν = 5, θ = 0.5.
(M14) A moving maximum process based on a t-Copula with d = 8, ν = 5, θ = 0.5 and a1(2k−1) =
0.25, a1(2k) = 0.75, k = 1, 2, 3, 4.
(M15) A moving maximum process based on a t-Copula with d = 8, ν = 3, θ = 0.25 and a1(2k−1) =
0.25, a1(2k) = 0.75, k = 1, 2, 3, 4.
For the sake of brevity, we do not include an iid version of Model (M10) and (M15) because the
findings are very similar to the time series case. Further note that we also investigated other parameter
combinations, but chose to only present results for the above models as they provide, to a large extent,
a representative subset of the results.
We implement the same collection of bias-corrected estimators and choose the same tuning parameters
as in Section 4.2. The results are presented in Figure 6 and Figure 7. Notice that when d = 4, 8, for
u ∈ U, C∞(u) in general gets closer to zero, and as a result the variances of the estimators become
smaller compared to their squared biases. Other than that, when d = 4, 8, the patterns of the bias-
corrected estimators are very similar to the patterns when d = 2; in particular, when d = 4, 8, the
superiority of the aggregated naive and the regression-based corrected estimators is preserved. Overall,
for a generic dimension d, we would recommend using the aggregated bias-corrected estimator among
all bias-corrected estimators since it leads to better results than the naive estimator, is reasonably fast
to compute (see Section D.2), and is simpler to implement than the regression-based estimator.
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Fig 6. 104× average MSE, average squared bias and average variance of sliding blocks estimator, naive bias corrected
estimator, and aggregated naive bias corrected estimator.
Example D.1 (t-Copula, iid case, d ≥ 2). When d ≥ 2, the t-copula is defined as
D(u; ν, θ) =
∫ t−1ν (u1)
−∞
· · ·
∫ t−1ν (ud)
−∞
Γ
(
ν+d
2
)
Γ
(
ν
2
)√
(piν)d|P |
(
1 +
x′P−1x
ν
)− ν+d
2
dx, u = (u1, . . . , ud) ∈ [0, 1]d,
where P is a d × d correlation matrix and tν is the cumulative distribution function of a standard
univariate t-distribution with degrees of freedom ν. When the off-diagonal entries of P all equal θ, with
straightforward calculations, the stable tail dependence function of the d-dimensional t-copula is given
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Fig 7. 104× average MSE, average squared bias and average variance of sliding blocks estimator, naive bias corrected
estimator, and aggregated naive bias corrected estimator.
by
L(x) =
d∑
j=1
xjt(0,P˜−θ211′,ν+1)
(
√
ν + 1
[(xj
x1
)1/ν − θ], . . . ,√ν + 1[( xj
xj−1
)1/ν − θ],
√
ν + 1
[( xj
xj+1
)1/ν − θ], . . . ,√ν + 1[(xj
xd
)1/ν − θ])
where t(0,P˜−θ211′,ν+1) is the cumulative distribution function of a (d−1)-dimensional t-distribution with
mean 0, shape matrix P˜ − θ211′, and degrees of freedom ν−1; 0 is a (d−1)-dimensional column vector
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with all entries 0, 1 is a (d−1)-dimensional column vector with all entries 1, and P˜ is a (d−1)× (d−1)-
dimensional matrix with all diagonal entries 1 and all off-diagononal entries θ.
Example D.2 (Outer-power transformation of Clayton Copula, iid case, d ≥ 2). When dimension
d ≥ 2, the outer-power transformation of a Clayton Copula is defined as
D(u; θ, β) =
[
1 +
{ d∑
j=1
(u−θj − 1)β
}1/β]−1/θ
, u = (u1, . . . , ud) ∈ [0, 1]d.
Notice that D is in the copula domain of attraction of the Gumbel–Hougaard Copula with shape
parameter β, defined by
D∞(u) = D(u;β) := exp
[
−
{ d∑
j=1
(− log uj)β
}1/β]
, u = (u1, . . . , ud) ∈ [0, 1]d.
D.2. Computation time of bias-corrected estimators. Computation times for evaluating each
bias-corrected estimator at a single point u ∈ [0, 1]d for dimensions d = 2, 4, 8 and different sample
sizes and all values of m ∈ {1, . . . , 100} are collected in Table 1 with the R implementation used in our
simulations on a standard laptop. Notice that for even the largest sample size (n = 5000) and dimension
d = 8, the average computation time for the bias-corrected estimators does not exceed 5 seconds. Hence,
in even moderate dimensions and with reasonably large sample sizes, the bias-corrected estimators can
be computed fairly quickly. Further, notice that a substantial proportion of the computation time for
all bias-corrected estimators is used for computing ρˆ. Since ρˆ needs to be computed only once, the
evaluation of estimators at additional points will be much cheaper.
d = 2 d = 4 d = 8
n = 1000 n = 5000 n = 1000 n = 5000 n = 1000 n = 5000
Cˆn,m 6 28 10 45 20 116
Cˆbc,nain,(m,m′) 95 171 107 271 140 448
Cˆbc,aggn,(m′,M,w) 98 181 111 275 145 450
Cˆbc,regn,(M,w) 96 182 117 263 127 452
ρˆ 85 148 98 203 117 302
Table 1
Run time (in seconds) for evaluating a single estimator 100 times at a single point u = (0.5, . . . , 0.5) and for all values
m ∈ {1, . . . , 100} (for Cˆn,m), or for all m′ = 1,m ∈ {1, . . . , 60} (for Cˆbc,nain,(m,m′)), or for all
m′ = 1,M = {m, . . . ,m+ 9},m ∈ {2, . . . , 50} (for Cˆbc,aggn,(m′,M,w)) or for all M = {1,m, . . . ,m+ 9},m ∈ {2, . . . , 50} (for
Cˆbc,regn,(M,w)). Computation times for bias-corrected estimators include the time to compute ρˆ.
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