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FEYNMAN-KAC FORMULA FOR ITERATED DERIVATIVES OF THE
PARABOLIC ANDERSON MODEL
SEFIKA KUZGUN AND DAVID NUALART
Abstract. The purpose of this paper is to establish a Feynman-Kac formula for the moments
of the iterated Malliavin derivatives of the solution to the parabolic Anderson model in terms
of pinned Brownian motions. As an application, we obtain estimates for the moments of the
iterated derivatives of the solution.
Mathematics Subject Classifications (2010): 60H07, 60H15.
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1. Introduction
Consider the following stochastic heat equation (SHE) also referred as the parabolic Anderson
model (PAM):
(1.1)
∂u
∂t
=
1
2
∆u+ uW˙ , x ∈ Rd, t ∈ (0,∞),
where d ≥ 1, and ∆ =
∑d
i=1
∂2
∂x2
i
is the Laplacian operator. We assume that W˙ is a centered
Gaussian noise that is white in time and has an homogeneous covariance in the space variable.
This is to say, informally,
E
(
W˙ (t1, x1)W˙ (t2, x2)
)
= δ0(t1 − t2)Λ(x1 − x2),
where δ0 is the Dirac delta measure at zero, and Λ is a non-negative definite tempered Borel
measure on Rd, satisfying Dalang’s condition (2.2). The initial condition u0 is assumed to be a
signed Borel measure on Rd such that for all c > 0,
(1.2)
∫
Rd
e−c|x|
2
|u0|(dx) <∞.
In particular, the initial data u0 could be the Dirac measure δ0.
There is an extensive literature on the stochastic heat equation driven by an homogeneous
noise. The existence and uniqueness of a mild solution to a nonlinear equation (with the noise
multiplied by a Lipschitz function σ(u)) was first proved in [10] when u0 is a bounded function,
and was extended to the case where u0 satisfies (1.2) in [1] for the case where the noise is a
space-time white noise in d = 1, and in [9] to the case where noise is white in time and satisfies
Dalang’s condition in space. Later the Hölder continuity in the space and time variables were
established in [19, 2]. Using techniques of Malliavin calculus, several authors studied regularity
properties of the density of the solution; see, for instance [7, 9]. When σ(u) = u, that means
for equation (1.1), and u0 is a bounded function, Feynman-Kac formulas for the solution and its
moments were derived in [11].
Recently, assuming u0 = 1, the Malliavin-Stein methodology has been applied to establish
ergodicity in the space variable and to derive quantitative central limit theorems for spatial
averages, see [3, 4, 15, 16]. A basic ingredient for these results is the fact that the p-norm of the
Malliavin derivative of the solution at a given point, ‖Ds,yu(t, x)‖p is bounded by a constant
times the fundamental solution pt−s(x−y) to the heat equation. Motivated by these applications,
the aim of this paper is to establish a Feynman-Kac formula for the moments of the iterated
derivatives of the solution u(t, x) to equation (1.1) and to derive moment estimates.
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Let us introduce some notation. For any integer N ≥ 1, DNrN ,zNu(t, x) denotes the N -th
iterated derivative of u(t, x) in the sense of Malliavin calculus, that is
DNrN ,zNu(t, x) = Dr1,z1 · · ·DrN ,zNu(t, x),
for any z1, . . . , zN ∈ R
d and 0 < r1 < · · · < rN and with the notation rN = (r1, . . . , rN ) and
zN = (z1, . . . , zN ). We will denote by pt(x) the d-dimensional heat kernel:
(1.3) pt(x) = (2πt)
−d/2 exp(−|x|2/(2t)), x ∈ Rd, t > 0.
Our main result, stated below, provides an explicit formula for the moments of order k of the
iterated Malliavin derivatives of u(t, x) in terms of the expectation of an exponential functional
of a k-dimensional pinned Brownian motion.
Theorem 1.1. Let u be the unique solution of (1.1) with initial condition u0 which is a signed
Borel measure satisfying (1.2). Let N ≥ 1 be an integer and z1, . . . , zN ∈ R
d, 0 < r1 < · · · <
rN < t. Then for integer k ≥ 2, we have
E
[(
DNrN ,zNu(t, x)
)k]
=
[
N−1∏
m=1
prm+1−rm(zm+1 − zm)
]k
pkt−rN (x− zN )
×
∫
Rkd
k∏
j=1
u0(dθ
j)
k∏
j=1
pr1(z1 − θ
j)
× E
exp
 ∑
1≤j<l≤k
∫ t
0
Λ(B̂j,x,zN ,θ
j
0,t−rN ,t
(s)− B̂l,x,zN ,θ
l
0,t−rN ,t
(s))ds
 ,
where t− rN = (t − r1, . . . , t − rN ) and B̂
j,x,zN ,θ
j
0,t−rN ,t
, j = 1, . . . , k are independent d-dimensional
pinned Brownian motions starting from x with each component pinned at times t − rm to the
points zm for 1 ≤ m ≤ N , and pinned at θ
j at time t.
Moreover,
E
exp
 ∑
1≤j<l≤k
∫ t
0
Λ(B̂j,x,zN ,θ
j
0,t−rN ,t
(s)− B̂l,x,zN ,θ
l
0,t−rN ,t
(s))ds
 ≤ Ct,k,
where Ct,k is a constant depending only on t and k.
In the above theorem, taking into account that Λ might be a measure, the composition
Λ(B̂j,x,zN ,θ
j
0,t−rN ,t
(s) − B̂l,x,zN ,θ
l
0,t−rN ,t
(s)) needs to be properly defined as a limit in L2(Ω), using an ap-
proximation argument, see Proposition 3.1, part (ii). When Λ(dx) = Λ(x)dx, then this is just
an ordinary composition of the density Λ with the random variable B̂j,x,zN ,θ
j
0,t−rN ,t
(s)− B̂l,x,zN ,θ
l
0,t−rN ,t
(s).
As a consequence of Theorem 1.1, we deduce the following result.
Corollary 1.2. Under the assumptions and notation of Theorem 1.1, we have
(1.4)
∥∥DNrN ,zNu(t, x)∥∥k ≤ C1/kt,k (pr1 ∗ |u0|)(z1)
(
N−1∏
m=1
prm+1−rm(zm+1 − zm)
)
pt−rN (x− zN ).
Here is a survey of previous results related to Corollary 1.2, obtained by alternative methods.
The estimate (1.4) for N = 1 was first proved in [15, Lemma 5.1] for the nonlinear stochastic
heat equation with u0 = 1, driven by a space-time white noise, and later extended to the case
of a Riesz-type covariance in [16, Lemma 2.1] and to the case of a general spatial covariance
satisfying (2.2) in [3, Theorem 4.6]. In the paper [6], the authors have also considered the case
N = 2, but only for the parabolic Anderson model (1.4), the case of a general coefficient σ being
an open problem. Finally, in the case of equation (1.1) with u0 = δ0, the estimate (1.4) for
N = 1 has been obtained in [5, Lemma 2.1].
The paper is organized as follows. After some preliminaries in Section 2, Section 3 is devoted to
establishing a Feynman-Kac formula for the solution to equation (1.1) driven by a regularization
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W ǫ of the noise. In this section we also derive a Feynman-Kac formula for the moments of the
solution to equation (1.1). Finally, Section 4 contains the proof of Theorem 1.1.
2. Preliminaries
2.1. The Set-Up. Firstly, we introduce some notation. The space of Schwartz functions, that
is, the space of infinitely differentiable rapidly decreasing functions on R+ × R
d, respectively on
R
d, will be denoted by S (R+ × R
d), respectively by S (Rd). Then S ′(Rd) will denote the dual
of S (Rd) and its elements are the so-called tempered distributions. The Fourier transform of a
tempered Borel measure ν on Rd is defined by
F (ν)(ξ) =
∫
Rd
e−iξ·xν(dx),
which is a slowly increasing C∞ function.
Let (Ω,F , P ) be a complete probability space, and W a Gaussian noise encoded by a centered
Gaussian family {W (ϕ);ϕ ∈ S (R+ × R
d)} with the covariance structure
E (W (ϕ)W (ψ)) =
〈
ϕ,ψ ∗
(
δ0 × Λ
)〉
L2(R+×Rd)
,(2.1)
where Λ is a nonnegative definite tempered Borel measure on Rd. We assume that the Fourier
transform of Λ, denoted by FΛ = µ, is a measure satisfying Dalang’s condition:∫
Rd
µ(dξ)
1 + |ξ|2
<∞.(2.2)
Let H be the completion of S (R+ × R
d) endowed with the inner product
〈ϕ,ψ〉H =
〈
ϕ,ψ ∗
(
δ0 × Λ
)〉
L2(R+×Rd)
(2.3)
=
∫ ∞
0
∫
R2d
ϕ(s, y)ψ(s, y − y′)Λ(dy′)dyds
=
∫ ∞
0
∫
Rd
Fϕ(s, ·)(ξ)Fψ(s, ·)(ξ)µ(dξ)ds.
The mapping ϕ 7→W (ϕ) defined on S (R+×R
d) can be extended to a linear isometry between
H and the Gaussian space spanned by W . This isometry will be denoted by
W (ϕ) =
∫ ∞
0
∫
Rd
ϕ(s, y)W (ds, dy)(2.4)
for ϕ ∈ H. With this notation in mind, we have E (W (ϕ)W (ψ)) = 〈ϕ,ψ〉H. We will use the
notation W (t, x) as shorthand for W (1[0,t]×[0,x]), so that we can write
E
(
W (t, x)W (t′, x′)
)
=
(
t ∧ t′
) ∫
R2d
1[0,x](y)1[0,x′](y − y
′)Λ(dy′)dy
= (t ∧ t′)
∫
Rd
F1[0,x](·)(ξ)F1[0,x′](·)(ξ)µ(dξ).
Let H0 be the completion of S (R
d) with the inner product
〈φ1, φ2〉H0 =
∫
R2d
φ1(y)φ2(y − y
′)Λ(dy′)dy.(2.5)
In this way, we have H = L2(R+;H0).
For each t ≥ 0, let Ft be the σ-field generated by the random variables W (ϕ) where ϕ has
support in [0, t] × Rd. We say that a random field u = {u(t, x); (t, x) ∈ [0,∞) × Rd} is adapted
if for each (t, x) ∈ [0,∞) × Rd the random variable u(t, x) is Ft measurable.
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Definition 2.1. A random field u = {u(t, x); (t, x) ∈ [0,∞) × Rd} is called a mild solution to
(1.1) with initial condition u0, if u is adapted, jointly measurable with respect to B
(
[0,∞) × Rd
)
×
F , E
(
u(t, x)2
)
<∞ for all (t, x) ∈ (0,∞)× Rd and u satisfies the integral equation
(2.6) u(t, x) = (pt ∗ u0)(x) +
∫ t
0
∫
Rd
pt−s(x− y)u(s, y)W (ds, dy), a.s.
for all (t, x) ∈ 0,∞) × Rd, where the above stochastic integral is to be understood in the sense
defined by Walsh in [20] and extended by Dalang in [10].
2.2. Malliavin Calculus. In this subsection we will recall some basic elements of the Malliavin
calculus associated with W . For more details on the Malliavin calculus, we refer to [18, 17]. For
a smooth and cylindrical random variable F = f(W (ϕ1), . . . ,W (ϕn)), with ϕi ∈ H, 1 ≤ i ≤ n
and f ∈ C∞b (R
n) (f and all its partial derivatives are bounded), we define its Malliavin derivative
as an H-valued random variable defined as
DF =
n∑
i=1
∂f
∂xi
(W (ϕ1), . . . ,W (ϕn))ϕi .
By iteration, we can also define the k-th derivative DkF , which is an element in the space
L2(Ω;H⊗k). For any real p ≥ 1 and any integer k ≥ 1, the Sobolev space Dk,p is defined as the
closure of the space of smooth and cylindrical random variables with respect to the norm ‖ · ‖k,p
defined by
‖F‖pk,p = E(|F |
p) +
k∑
i=1
E(‖DiF‖p
H⊗i
).
We set D∞ := ∩k,p∈ND
k,p.
The following result ensures on the regularity of the solution to equation (1.1) in the sense of
Malliavin calculus.
Proposition 2.1. For any (t, x) ∈ (0,∞)× Rd, u(t, x) ∈ D∞.
Proof. From Part (2) of [9, Proposion 3.2] it follows that u(t, x) ∈ D1,p for all (t, x) ∈ (0,∞)×Rd
and for all p ≥ 1. Because we are dealing with the parabolic Anderson model, the proof of Part
(3) of [9, Proposion 3.2] implies that u(t, x) ∈ D∞ for all (t, x) ∈ (0,∞)× Rd. 
2.3. Brownian bridges. Along the paper, {B̂x,y[a,b](s); s ∈ [a, b]} will denote a d-dimensional
Brownian bridge in the time interval [a, b] that goes from the starting point x at time a to the
end point y at time b. We also set B̂[a,b] := B̂
0,0
[a,b]. We recall that the Brownian bridge B̂
x,y
[a,b] can
be expressed as
(2.7) B̂x,y[a,b](s) = B̂[a,b](s) +
s− a
b− a
y +
b− s
b− a
x, x, y ∈ Rd.
3. Regularization of the Noise
We will introduce the following regularization of the noise W in the space variable. For each
ǫ > 0 and any ϕ ∈ S (R+ × R
d), we define
W ǫ(ϕ) =W (ϕ ∗ pǫ),
where ∗ denotes the convolution in the space variable and pǫ(x) is the d-dimensional heat ker-
nel defined in (1.3). Then, the Gaussian family W ǫ =
{
W ǫ(ϕ);ϕ ∈ S
(
R+ × R
d
)}
has the
covariance structure
E (W ǫ(ϕ)W ǫ(ψ)) =
∫ ∞
0
∫
R2d
(ϕ(s, ·) ∗ pǫ(·)) (y) (ψ(s, ·) ∗ pǫ(·)) (y − y
′)Λ(dy′)dyds
=
∫ ∞
0
∫
Rd
F (ϕ)(s, ξ)F (ψ)(s, ξ)e−ǫ|ξ|
2
µ(dξ)ds,
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that is, the noise W ǫ is white in time and it has a spatial covariance given by
(3.1) Λǫ(x) =
1
(2π)d
∫
Rd
eix·ξ−ǫ|ξ|
2
µ(dξ),
whose Fourier transform is µǫ(dξ) = e
−ǫ|ξ|2µ(dξ). Notice that µǫ is a finite measure and Λǫ is a
bounded smooth function. In this way, we can write
E (W ǫ(ϕ)W ǫ(ψ)) =
∫ ∞
0
∫
R2d
ϕ(s, y)ψ(s, y′)Λǫ(y − y
′)dydy′ds
=
∫ ∞
0
∫
Rd
F (ϕ)(s, ξ)F (ψ)(s, ξ)µǫ(dξ)ds.
As before, we denote by Hǫ the completion of S (R+ × R
d) under the inner product
〈ϕ,ψ〉Hǫ = E(W
ǫ(ϕ)W ǫ(ψ)) .
For a fixed t ∈ R≥0, let f
t : [0, t] → Rd be a continuous function. Then, the map (s, y) 7→
1[0,t](s)pǫ
(
f t(s)− y
)
belongs to the space H since
‖1[0,t](•)pǫ
(
f t(•)− ⋆
)
‖2H =
∫ t
0
∫
R2d
pǫ
(
f t(s)− y
)
pǫ
(
f t(s)− y′ + y
)
Λ(dy′)dyds
=
∫ t
0
∫
Rd
e−ǫ|ξ|
2
µ(dξ)ds = t
∫
Rd
e−ǫ|ξ|
2
µ(dξ)
= t(2π)dΛǫ(0) <∞(3.2)
and we can define the stochastic integral
W
(
1[0,t](•)pǫ
(
f t(•)− ⋆
))
=
∫ t
0
∫
Rd
pǫ(f
t(s)− y)W (ds, dy).
Throughout, we will use the following notation:∫ t
0
W ǫ(ds, f t(s)) :=
∫ t
0
∫
Rd
pǫ(f
t(s)− y)W (ds, dy).
From (3.2) it follows that
∫ t
0 W
ǫ(ds, f t(s)) is a centered Gaussian random variable with variance
t(2π)dΛǫ(0).
The following result will play an important role in the proof of our main result.
Proposition 3.1. Fix an integer k ≥ 2. Let Bj[a,b], j = 1, . . . , k be independent d-dimensional
Brownian bridges in [a, b] from 0 to 0, where [a, b] ⊂ [0, t]. Consider a measurable function
α =
(
αj,l
)
1≤j<l≤k
: [a, b] → Rk(k−1)/2. For each 1 ≤ j < l ≤ k we set
Gj,lǫ :=
∫ b
a
Λǫ(B
j
[a,b](s)−B
l
[a,b](s) + α
j,l(s))ds.
Then the following results hold true:
(i) For each κ ∈ R,
(3.3) sup
ǫ∈(0,1]
sup
α
E
exp
κ ∑
1≤j<l≤k
Gj,lǫ
 = Kt,κ <∞,
where the constant Kt,κ only depends on t and κ.
(ii) For each 1 ≤ j < l ≤ k, the random variables Gj,lǫ converge in Lp(Ω) for all p ≥ 2, as ǫ ↓ 0,
to a limit denoted by Gj,l :=
∫ b
a Λ(B
j
[a,b](s)−B
l
[a,b](s) + α
j,l(s))ds.
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(iii) We have, for all κ ∈ R,
lim
ǫ↓0
E
exp
κ ∑
1≤j<l≤k
Gj,lǫ
 = E
exp
κ ∑
1≤j<l≤k
Gj,l
 ,
where the convergence is uniform in α and in a, b.
Proof. Property (3.3) has been proved in [13, Lemma 4.1]. The convergence in point (iii), as ǫ
tends to zero, follows from [13, Proposition 4.2]. Actually, in Proposition 4.2 of [13], the result
is proved for αj,l(s) = xj − xl, where xj ∈ Rd, j = 1, . . . , k, but the case of a general function
α can be done in the same way. Property (ii) is proved in Proposition 4.3 of [13] for Brownian
motions and with αj,l(s) = xj − xl and the arguments of the proof are also valid for Brownian
bridges and for a general function α. 
Now, we consider the heat equation driven by W ǫ,
(3.4)
∂u
∂t
=
1
2
∆u+ uW˙ ǫ, x ∈ Rd, t ∈ R+,
with initial condition u(0, x) = u0 where u0 is a signed Borel measure satisfying (1.2). An
adapted and jointly measurable random field uǫ = {uǫ(t, x); (t, x) ∈ (0,∞) × Rd} such that
E (uǫ(t, x))2 < ∞ for all (t, x) ∈ (0,∞) × Rd is a mild solution to equation (3.4), if for any
(t, x) ∈ (0,∞) × Rd, the process {pt−s(x − y)u
ǫ(s, y)1[0,t](s); (s, y) ∈ (0,∞) × R
d} is integrable
with respect to W ǫ, and the following holds:
(3.5) uǫ(t, x) = (pt ∗ u0)(x) +
∫ t
0
∫
Rd
pt−s(x− y)u
ǫ(s, y)W ǫ(ds, dy).
It follows from the general theory that this mild solution exists and it is unique. Furthermore,
because the spectral measure is finite, there is a Feynman-Kac representation of the solution,
given in the following lemma. For the sake of completeness we include a proof of the lemma,
based on a duality argument.
Lemma 3.1. For each ǫ > 0, the following random field uǫ(t, x) is the solution to the heat
equation given in (3.4):
uǫ(t, x) = EB
(
u0(B
x
t ) exp
(∫ t
0
W ǫ
(
ds,Bxt−s
)
−
1
2
t(2π)dΛǫ(0)
))
,(3.6)
where Bx is a d-dimensional standard Brownian motion independent of W that starts at x and
EB denotes the mathematical expectation with respect to Bx.
Remark 1. Notice that, because u0 is a signed measure, the composition u0(B
x
t ) is not well
defined. The right-hand side of equation (3.6), can be interpreted in two ways:
(i) We can write
uǫ(t, x) =
∫
Rd
u0(dθ)pt(x− θ))E
B̂
(
exp
(∫ t
0
∫
Rd
pǫ(B̂
θ,x
0,t (s)− y)W (ds, dy)−
1
2
t(2π)dΛǫ(0)
))
,
where {B̂θ,x0,t (s), s ∈ [0, t]} denotes a d-dimensional Brownian bridge in the interval [0, t] from θ to
x. The above integral is well defined almost surely because on one hand
∫
Rd
|u0|(dθ)pt(x− θ)) <
∞ and moreover, from the computations in (4.3), we have
EWEB̂
(
exp
(∫ t
0
∫
Rd
pǫ(B̂
θ,x
0,t (s)− y)W (ds, dy)
))
= e
1
2
t(2π)dΛǫ(0).
(ii) From the results in [7] the random variable u0(B
x
t ) belongs to Meyer-Watanabe space D
−α,p
for any p > 1 and α > 1 − 1p . Furthermore, it can be proved that, conditionally to W , the
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exponential term E := exp
(∫ t
0
∫
Rd
pǫ(B
x
t−s − y)W (ds, dy)
)
is in the space D1,2 as a functional
of the Brownian motion B, with a derivative given by
DrE = E
d∑
i=1
∫ t−r
0
∫
Rd
∂pǫ
∂xi
(Bxt−s − y)W (ds, dy).
Then, the right-hand side of equation (3.6) can be expressed as the following pairing
e−
1
2
Λǫ(0) 〈u0(B
x
t ), E〉D−1,2,D1,2 .
Proof of Lemma 3.1. Let G ∈ L2(Ω,F , P ) be such that G = eW (h)−
1
2
‖h‖2
H for some h ∈ H. From
(3.6), we obtain
E (Guǫ(t, x)) = EW
(
GEB
(
u0(B
x
t ) exp
(∫ t
0
W ǫ
(
ds,Bxt−s
)
−
1
2
t(2π)dΛǫ(0)
)))
= EB
(
u0(B
x
t )E
W
(
exp
(
W (h+ pǫ(B
x
t−• − ⋆))−
1
2
‖h‖2H −
1
2
t(2π)dΛǫ(0)
)))
= EB
(
u0(B
x
t ) exp
(
1
2
‖h+ pǫ(B
x
t−• − ⋆)‖
2
H −
1
2
‖h‖2H −
1
2
t(2π)dΛǫ(0)
))
= EB
(
u0(B
x
t ) exp
(〈
pǫ(B
x
t−• − ⋆), h
〉2
H
))
= EB
(
u0(B
x
t ) exp
(∫ t
0
〈
pǫ(B
x
t−s − ⋆), h(s, ⋆)
〉
H0
ds
))
.
Letting St,x(h) = E
W (Guǫ(t, x)), by the classical Feynmann-Kac’s formula, the above calculation
shows that St,x(h) satisfies the classical heat equation with potential 〈pǫ(x− ⋆), h(s, ⋆)
〉
H0
, and
initial condition u0, i.e.
∂St,x(h)
∂t
=
1
2
∆St,x(h) + St,x(h)〈pǫ(x− ⋆), h(t, ⋆)
〉
H0
.
As a consequence, we have
St,x(h) = (pt ∗ u0)(x) +
∫ t
0
∫
Rd
pt−s(x− y)Ss,y(h)〈pǫ(y − ⋆), h(s, ⋆)〉H0dsdy
= (pt ∗ u0)(x) +
∫ t
0
∫
Rd
pt−s(x− y)E
(
uǫs,y〈pǫ(y − ⋆),Ds,⋆G〉H0
)
dsdy,
where we used DG = hG. In conclusion, we have proved that
E (Guǫ(t, x)) = (pt ∗ u0)(x) + E
(〈
1[0,t](•)
∫
Rd
pt−•(x− y)pǫ(y − ⋆)u
ǫ(•, y)dy,DG
〉
H
)
.
By the fact that the Dalang-Walsh stochastic integral is the adjoint of the Malliavin derivative,
we deduce that
uǫ(t, x) = (pt ∗ u0)(x) +
∫ t
0
∫
Rd
(∫
Rd
pt−s(x− y)pǫ(y − z)u
ǫ(s, y)dy
)
W (ds, dz),
which implies equation (3.5). 
In the next theorem we show that uǫ(t, x) converges to the solution u(t, x) of the stochastic
heat equation (1.1) in Lp(Ω) for all p ≥ 1, and, as a consequence, we derive a Feynman-Kac
formula for the moments of the solution. This type of Feynman-Kac formula has been established
in the literature under different conditions (see, for instance, [11, Theorem 3.6] for the case where
Λ is a function and there is also a correlation in time, or [12] when the noise is white in space
and a fractional Brownian motion with Hurst parameter H > 1/2 in time) assuming that u0
is a bounded function. We will give here a detailed proof based on the approximation scheme
uǫ(t, x), because the necessary computations will be also used in the proof of Theorem 1.1.
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Proposition 3.2. Let uǫ be the solution to equation (3.5) with an initial condition u0 satisfying
(1.2). Then, for any k ≥ 1, we have
(3.7) sup
ǫ>0
E
(
|uǫ(t, x)|k
)
<∞
and the following convergence holds in Lp(Ω) for any p ≥ 1:
lim
ǫ→0
uǫ(t, x) = u(t, x),(3.8)
where u is the solution to the stochastic heat equation (1.1) with initial condition u0. Further-
more, for any integer k ≥ 2, the following Feynmann-Kac formula holds:
E
[
uk(t, x)
]
= E
 k∏
j=1
u0(B
j,x
t ) exp
 ∑
1≤j<l≤k
∫ t
0
Λ(Bjs −B
l
s)ds
 ,(3.9)
where B = {Bj}j=1,...,k is an independent family of d-dimensional standard Brownian motions
and the integrals
∫ t
0
Λ(Bjs −B
l
s)ds are defined according to Proposition 3.1 (ii).
Proof. Set Ψkt,x =:
∏k
j=1 u0(B
j,x
t ). Using Lemma 3.1, we have
E
[
(uǫ(t, x))k
]
= EWEB
Ψkt,x exp
 k∑
j=1
∫ t
0
W ǫ(ds,Bj,xt−s)−
1
2
t(2π)dΛǫ(0)
 ,(3.10)
where B = {Bj}j=1,...,k is a family of d-dimensional independent standard Brownian motions
independent of W and Bj,x = Bj+x. Here again the expectation in (3.10) has to be understood
as in Remark 1. Changing the order of the expectations, yields
E
[
(uǫ(t, x))k
]
= EB
Ψkt,xEW
exp
 k∑
j=1
∫ t
0
∫
Rd
pǫ(B
j,x
t−s − y)W (ds, dy)−
1
2
t(2π)dΛǫ(0)

= E
Ψkt,x exp
1
2
k∑
j,l=1,j 6=l
∫ t
0
∫
R2d
pǫ(B
j,x
t−s − y)pǫ(B
l,x
t−s − y + y
′)Λ(dy′)dyds

= E
Ψkt,x exp
 ∑
1≤j<l≤k
∫ t
0
Λ2ǫ(B
j,x
s −B
l,x
s )ds
 .(3.11)
Integrating with respect to the law of the random vector (B1t + x, . . . , B
k
t + x) whose density is
θ 7→
∏k
j=1 pt(x− θj), the above expectation can be written as follows
E
[
(uǫ(t, x))k
]
=
∫
Rkd
k∏
j=1
u0(dθj)pt(x− θj)
× E
exp
 ∑
1≤j<l≤k
∫ t
0
Λ2ǫ(B̂
j,x,θj
0,t (s)− B̂
l,x,θl
0,t (s))ds
 ,
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where
{
B̂
j,θj,x
0,t , j = 1, . . . k
}
denote a family of d-dimensional Brownian bridges in the interval
[0, t] from x to θj . Now, using the expression (2.7) for Brownian bridges, we can write
E
[
(uǫ(t, x))k
]
=
∫
Rkd
k∏
j=1
u0(dθj)pt(x− θj)
× E
exp
 ∑
1≤j<l≤k
∫ t
0
Λ2ǫ
(
B̂j0,t(s)− B̂
l
0,t(s) +
s(θj − θl)
t
)
ds
 .(3.12)
Now we can proceed with the proof of the proposition. First, we only need to show (3.7) when
k is even. In this case, (3.7) follows from formula (3.12), condition (1.2) and (3.3). Indeed, we
have
E
[
(uǫ(t, x))k
]
≤ ct
(∫
Rd
|u0|(dθ)pt(x− θ)
)k
<∞,
where ct is a finite constant only depending on t.
We claim that uǫ(t, x) converges in Lp(Ω) as ǫ→ 0, for all p ≥ 2. Indeed,
E (uǫ1(t, x)uǫ2(t, x)) =
∫
R2d
2∏
j=1
u0(dθj)pt(x− θj)
× E
(
exp
(∫ t
0
Λǫ1+ǫ2
(
B̂10,t(s)− B̂
2
0,t(s) +
s(θ1 − θ2)
t
)
ds
))
converges, as ǫ1, ǫ2 tend to 0, to∫
R2d
2∏
j=1
u0(dθj)pt(x− θj)E
(
exp
(∫ t
0
Λ
(
B̂10,t(s)− B̂
2
0,t(s) +
s(θ1 − θ2)
t
)
ds
))
thanks to Proposition 3.1. Therefore, this shows the convergence of uǫ(t, x) in L2(Ω) as ǫ→ 0 to
some limit v(t, x). The fact that the convergence is in Lp(Ω) follows from (3.11) and Proposition
3.1 (i). Taking the limit in (3.11) as ǫ tends to zero, and using Proposition 3.1 (iii), we obtain
the Feynman-Kac formula (3.9) for the moments of v(t, x).
It remains to show that v(t, x) coincides with the solution to equation (1.1). By the proof
of the Lemma 3.1, we know that for any random variable of the form G = eW (h)−
1
2
‖h‖2
H with
h ∈ H, uǫ satisfies
E (Guǫ(t, x)) = (pt ∗ u0)(x) + E
(〈∫
[0,t]×Rd
pt−s(x− y)u
ǫ(s, y)pǫ(x− ⋆),Ds,⋆G
〉
H0
)
.
Now letting ǫ→ 0, we see that
E (Gv(t, x)) = (pt ∗ u0)(x) + E (〈vpt−•(x− ⋆),DG〉H) ,
which implies that the process v is also a solution to the equation (1.1), and by uniqueness
v = u. 
4. Proof Theorem 1.1
We have that uǫ(t, x) belongs to D∞ for any (t, x) ∈ (0,∞)× Rd. Moreover, we can compute
its iterated Malliavin derivative using the Feynman-Kac formula (3.6): For any integer N ≥ 1
and for 0 < r1 < · · · < rN < t, z1, . . . zN ∈ R
d,
DNrN ,zNu
ǫ(t, x) = EB
(
u0(B
x
t ) exp
(∫ t
0
W ǫ(ds,Bxt−s)− t(2π)
dΛǫ(0)
) N∏
m=1
pǫ(B
x
t−rm − zm)
)
,
where B is a d-dimensional Brownian motion independent of W and Bxt = Bt + x. Set
Mk,ǫ = E
((
DNrN ,zNu
ǫ(t, x)
)k)
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and
Mk = E
((
DNrN ,zNu(t, x)
)k)
.
After calculations similar to those in (3.11), we get
Mk,ǫ = E
Ψkt,x exp
 ∑
1≤j<l≤k
∫ t
0
Λ2ǫ(B
j,x
s −B
l,x
s )ds
 k∏
j=1
N∏
m=1
pǫ(B
j,x
t−rm − zm)
 ,(4.1)
where Ψkt,x =:
∏k
j=1 u0(B
j
t +x) and the B
j, j = 1 . . . , k are independent d-dimensional Brownian
motions. The k(N + 1)d-dimensional random vector (Bjt−rN + x, . . . , B
j
t−r1 + x,B
j
t + x)1≤j≤k
has the probability density
ϕ(η,θ) =
k∏
j=1
pr1(η
j
1 − θ
j)
(
N−1∏
m=1
prm+1−rm(η
j
m+1 − η
j
m)
)
pt−rN (x− η
j
N ),
with the convention rN+1 = t, r0 = 0. In the above expression, η
j
m denotes the value of the
random variable Bjt−m + x for j = 1, . . . , k and m = 1, . . . , N and θ
j denotes the value of
Bjt + x for j = 1, . . . , k and we make use of the notation η = (η
j
m)1≤j≤k,1≤m≤N ∈ R
k(N+1)d and
θ = (θ1, . . . , θk) ∈ Rkd.
Set ηjN = (η
j
N , . . . , η
j
1) and t − rN = (t− rN , . . . , t− r1). Let
(4.2)
{
B̂
j,x,ηj
N
,θj
0,t−rN ,t
(s), s ∈ [0, t]
}
, j = 1, . . . , k
be a family of k independent d-dimensional Brownian motions, starting at x and pinned at times
t− rN < · · · < t− r1 < t to be equal to η
j
N , . . . , η
j
1, θ
j, respectively.
Now, conditioning on Bjt−rm + x = η
j
m and B
j
t + x = θ
j for m = 1, . . . , N and j = 1, . . . , k,
we can write the expectation in equation (4.1) as follows:
Mk,ǫ =
∫
R(N+1)kd
Ht,rNǫ (η,θ)
 k∏
j=1
N∏
m=1
pǫ(η
j
m − zm)
ϕ(η,θ)u0(dθ)dη,(4.3)
where
(4.4) Ht,rNǫ (η,θ) := E
exp
 ∑
1≤j<l≤k
∫ t
0
Λ2ǫ(B̂
j,x,ηj
N
,θj
0,t−rN ,t
(s)− B̂
l,x,ηl
N
,θl
0,t−rN ,t
(s))ds

and u0(dθ) =
∏k
j=1 u0(dθ
j).
Proposition 4.1. Suppose Λ satisfies the Dalang’s condition (2.2) and k ≥ 2 be fixed. With
the above notation let {B̂
j,x,ηj
N
,θj
0,t−rN ,t
(s), s ∈ [0, t]}, j = 1, . . . , k be a family of k independent d-
dimensional Brownian motions, starting at x and pinned at times t− rN < · · · < t − r1 < t to
be equal to ηjN , . . . , η
j
1, θ
j. For κ ∈ R we set
Ht,rNκ,ǫ (η,θ) =: E
exp
κ ∑
1≤j<l≤k
∫ t
0
Λ2ǫ(B̂
j,x,ηj
N
,θj
0,t−rN ,t
(s)− B̂
l,x,ηl
N
,θl
0,t−rN ,t
(s))ds
 .
Then,
sup
ǫ>0
sup
0<r1<···<rN<t
sup
(η,θ)∈Rk(N+1)d
Ht,rNκ,ǫ (η,θ) <∞
and Ht,rNκ,ǫ (η,θ) converges to
Ht,rNκ (η,θ) =: E
exp
κ ∑
1≤j<l≤k
∫ t
0
Λ
(
(B̂
j,x,ηj
N
,θj
0,t−rN ,t
(s)− B̂
l,x,ηlN ,θ
l
0,t−rN ,t
(s)
)
ds
 ,
as ǫ→ 0 uniformly in η, θ and rN .
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Proof. Consider the decomposition∫ t
0
Λ2ǫ
(
B̂
j,x,ηj
N
,θj
0,t−rN ,t
(s)− B̂
l,x,ηl
N
,θl
0,t−rN ,t
(s))(s)
)
ds =
N∑
m=0
∫ t−rm
t−rm+1
Λ2ǫ
(
B̂
j,x,ηj
N
,θj
0,t−rN ,t
(s)− B̂
l,x,ηl
N
,θl
0,t−rN ,t
(s)
)
ds,
where r0 = 0 and rN+1 = t. For all j = 1, . . . , k, and m = 0, 1, . . . , N ,{
B̂
j,x,ηj
N
,θj
0,t−rN ,t
(s), s ∈ [t− rm+1, t− rm]
}
is a Brownian bridge that starts at ηjm+1 and ends at η
j
m with the convention η
j
N+1 = x and
ηj0 = θ
j. Therefore, using (2.7), for each j = 1, . . . , k, and m = 0, 1, . . . , N we can write, for
s ∈ [t− rm+1, t− rm],
B̂
j,x,ηj
N
,θj
0,t−rN ,t
(s) = B̂jt−rm+1,t−rm(s) +
s− t+ rm+1
rm+1 − rm
ηjm +
t− rm − s
rm+1 − rm
ηjm+1,
where the B̂jt−rm,t−rm+1 are independent d-dimensional Brownian bridges from 0 to 0 in each
interval [t− rm+1, t− rm]. Moreover, the family of processes{
B̂jt−rm+1,t−rm , 1 ≤ j ≤ k, 0 ≤ m ≤ N
}
are independent. For j, l = 1, . . . , k, and m = 0, 1, . . . , N − 1 set
αj,lm (s) =
s− rm
rm+1 − rm
(ηjm − η
l
m) +
rm+1 − s
rm+1 − rm
(ηjm+1 − η
l
m+1)
and αj,lN =
s−rN
t−rN
(ηjN − η
l
N ). Then,
Ht,rNκ,ǫ (η,θ) =
N∏
m=0
Fmκ,ǫ(η,θ),
where for m = 0, . . . , N ,
Fmκ,ǫ(η,θ) := E
exp
κ ∑
1≤j<l≤k
∫ t−rm
t−rm+1
Λ2ǫ
(
Bjt−rm+1,t−rm(s)−B
l
t−rm+1,t−rm(s) + α
jl
m(s)
)
ds
 .
Then by Proposition 3.1 (i) and (iii), we have that for each fixed t > 0 and k ≥ 2,
sup
ǫ>0
sup
0<r1<···<rN<t
sup
(η,θ)∈Rk(N+1)d
Fmκ,ǫ(η,θ) <∞,
and as ǫ→ 0, Fmκ,ǫ converges uniformly in η , θ and rN to
Fmκ (η,θ) := E
exp
κ ∑
1≤j<l≤k
∫ t−rm
t−rm+1
Λ
(
Bjt−rm+1,t−rm(s)−B
l
t−rm+1,t−rm(s) + α
jl
m(s)
)
ds
 .
The proposition follows. 
Proposition 4.1 together with the expression for the moments in (4.3) imply that the family
of random variables {DNrN ,zNu
ǫ(t, x), ǫ ∈ (0, 1]} has uniformly bounded moments of all orders.
The next result provides the limit as ǫ tends to zero of the moment of order k of the iterated
derivative of uǫ(t, x).
Proposition 4.2. Let uǫ be as defined in (3.6). Then for k ≥ 2, we have, with the notation
introduced in Proposition 4.1,
lim
ǫ→0
E
(
(DrN ,zNu
ǫ(t, x))k
)
=
[
N−1∏
m=1
prm+1−rm(zm+1 − zm)
]k
pkt−rN (x− zN )
×
∫
Rkd
k∏
j=1
u0(dθ
j)
k∏
j=1
pr1(z1 − θ
j)E
exp
 ∑
1≤j<l≤k
∫ t
0
Λ
(
B̂j,x,zN ,θ
j
0,t−rN ,t
(s)− B̂l,x,zN ,θ
l
0,t−rN ,t
(s)
)
ds
 .
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Proof. Notice first that, by Proposition 3.1, for fixed zN the expression
Ht,zN (θ) := E
exp
 ∑
1≤j<l≤k
∫ t
0
Λ
(
B̂j,x,zN ,θ
j
0,t−rN ,t
(s)− B̂l,x,zN ,θ
l
0,t−rN ,t
(s)
)
ds

is a bounded function of the variable θ. Thus, the integral in the above expression is well defined
in view of condition (1.2). From (4.3), we obtain
Mk,ǫ = M
(1)
k,ǫ +M
(2)
k,ǫ ,
where
M
(1)
k,ǫ :=
∫
R(N+1)kd
(
Ht,rNǫ (η,θ)−H
t,rN (η,θ)
) k∏
j=1
N∏
m=1
pǫ(η
j
m − zm)
ϕ(η,θ)u0(dθ)dη
and
M
(2)
k,ǫ :=
∫
R(N+1)kd
Ht,rN (η,θ)
 k∏
j=1
N∏
m=1
pǫ(η
j
m − zm)
ϕ(η,θ)u0(dθ)dη,
with Ht,rNǫ (η,θ) defined in (4.4) and
Ht,rN (η,θ) := E
exp
 ∑
1≤j<l≤k
∫ t
0
Λ2ǫ
(
B̂
j,x,ηj
N
,θj
0,t−rN ,t
(s)− B̂
l,x,ηlN ,θ
l
0,t−rN ,t
(s)
)
ds
 .
Convergence of M
(2)
k,ǫ : We claim that
lim
ǫ→0
M
(2)
k,ǫ =
[
N−1∏
m=1
prm+1−rm(zm+1 − zm)
]k
pkt−rN (x− zN )
×
∫
Rkd
 k∏
j=1
pr1(z1 − θ
j)
Ht,zN (θ)u0(dθ).
Indeed, M
(2)
k,ǫ = (G ∗ φǫ) (zN , . . . , zN ), where
G(η) =
∫
Rkd
Ht,rN (η,θ)
 k∏
j=1
pr1(η
j
1 − θ
j)
( N∏
m=1
prm+1−rm(η
j
m+1 − η
j
m)
)
u0(dθ)
with ηjN+1 = x and
φǫ(η) =
k∏
j=1
N∏
m=1
pǫ(η
j
m).
Notice first that G is integrable. In fact, taking into account that Ht,rN (η,θ) is uniformly
bounded by Proposition 4.1, we can write∫
RkNd
|G(η)|dη ≤ C
∫
Rk(N+1)d
k∏
j=1
pr1(η
j
1 − θ
j)
(
N∏
m=1
prm+1−rm(η
j
m+1 − η
j
m)
)
|u0|(dθ)dη
≤ C
(∫
Rd
|u0|(dθ)pt(x− θ)
)k
<∞.
Moreover, again by Proposition 4.1, one can show that G is uniformly continuous in η1N , . . . , η
k
N .
Taking into account that φǫ is an approximation to identity in R
Nkd, we obtain that
(G ∗ φǫ) (zN , . . . zN ) converges to G(zN , . . . , zN ) as ǫ→ 0. So, it only remains to show that the
first term M
(1)
k,ǫ converges to 0 as ǫ goes to 0. This follows from Proposition 4.1 combined with
the dominated convergence theorem. 
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In the next proposition we show that the approximated Malliavin derivatives converge in
Lp(Ω), for each p ≥ 2.
Proposition 4.3. For all 0 < r1, . . . , rN < t and z1, . . . , zN ∈ R
d,
lim
ǫ→0
DNrN ,zNu
ǫ(t, x)
exists in Lp(Ω), for all p ≥ 2. We denote this limit by ΦrN ,zN (t, x).
Proof. First we show that DrN ,zNu
ǫ(t, x) converges in L2(Ω) as ǫ tends to zero. For ǫ1, ǫ2 > 0,
by calculations similar to (4.1) and denoting by B1 and B2 two independent d-dimensional
Brownian motions, we have
E
(
DNrN ,zNu
ǫ1(t, x)DNrN ,zNu
ǫ2(t, x)
)
= E
(
exp
(∫ t
0
Λǫ1+ǫ2(B
1
s −B
2
s )ds
) N∏
m=1
pǫ1(B
1,x
t−rm − zm)pǫ2(B
2,x
t−rm − zm)
)
=
∫
R2(N+1)d
u0(dθ
1)u0(dθ
2)E
(
exp
(∫ t
0
Λǫ1+ǫ2
(
B̂
1,x,η1N ,θ
1
0,t−rN ,t
(s)− B̂
2,x,η2N ,θ
2
0,t−rN
, t(s)
)
ds
))
×
2∏
j=1
N∏
m=1
pǫj(η
j
m − zm)ϕ(η,θ)dη.
Following the same proof as in (4.2) we obtain that E
(
DrN ,zNu
ǫ1(t, x)DrN ,zNu
ǫ2(t, x)
)
converges,
as ǫ1, ǫ2 → 0, to[
N−1∏
m=1
prm+1−rm(zm+1 − zm)
]2
p2t−rN (x− zN )
×
∫
R2d
u0(dθ
1)u0(dθ
2)
2∏
j=1
pr1(z1 − θ
j)E
(
exp
(∫ t
0
Λ(B̂1,x,zN ,θ
1
0,t−rN ,t
(s)− B̂2,x,zN ,θ
2
0,t−rN ,t
(s))ds
))
.
This implies the convergence in L2(Ω). By the boundedness of all moments of all orders, the
convergence is in Lp(Ω) for all p ≥ 2. 
The next step in the proof of Theorem 1.1 is to show that the limit random field ΦrN ,zN (t, x)
appearing in Proposition 4.3 is precisely the iterated derivative DNrN ,zNu(t, x). We recall that
the iterated derivative DNu(t, x) is an H⊗N -valued random variable. In the next result we will
show first that DNuǫ(t, x) converges to DNu(t, x) in L2(Ω;H⊗N ), as N tends to infinity. The
proof of this fact will be based on the Wiener chaos expansion of the solution u(t, x) that we
recall here. The following chaos expansion was shown in [11]1,
u(t, x) = (pt ∗ u0)(x) +
∞∑
n=1
In(fn,t,x),
where In denotes the multiple stochastic integral with respect to the noise W and fn,t,x ∈ H
⊗n
is the symmetric kernel given by
fn,t,x(s, y) := fn,t,x(s1, y1, . . . , sn, yn) =
1
n!
(psσ(1) ∗ u0)(xσ(1))
n∏
i=1
psσ(i+1)−sσ(i)(yσ(i+1) − yσ(i))
for (s1, y1, . . . , sn, yn) ∈ ((0, t) × R
d)n satisfying si 6= sj for i 6= j. In this expression, σ denotes
the permutation of {1, . . . , n} such that 0 < sσ(1) < · · · < sσ(n) < t and we use the convention
1In [11] the initial condition is continuous and bounded, but the result still holds for initial conditions satisfying
(1.2).
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σ(n + 1) = t and yσ(n+1) = x. In the same way, we can derive the Wiener chaos expansion of
uǫ(t, x) with respect to the noise W :
uǫ(t, x) = (pt ∗ u0)(x) +
∞∑
n=1
In(f
ǫ
n,t,x),
where
f ǫn,t,x(s, y) := f
ǫ
n,t,x(s1, y1, . . . , sn, yn) =
1
n!
×
∫
Rnd
(psσ(1) ∗ u0)(w1)
n∏
i=1
psσ(i+1)−sσ(i)(wi+1 − wi)pǫ(yσ(i) − wi)dw1 · · · dwn,
with the same convention about σ mentioned above.
Proposition 4.4. lim
ǫ→0
DNuǫ(t, x) = DNu(t, x) in L2(Ω;H⊗N ).
Proof. Define
gǫn,t,x(s, y) := f
ǫ
n,t,x(s, y)− fn,t,x(s, y).
We know that, in terms of the Wiener chaos expansion, the Malliavin derivative is obtained by
leaving one variable free and multiplying by the order of the chaos. That is,
DNrN ,zN (u
ǫ(t, x)− u(t, x)) =
∞∑
n=N
n(n− 1) . . . (n−N + 1)In−N ((g
ǫ
n,t,x(•, r1, z1, . . . , rN , zN ))),
for any z1, . . . , zN ∈ R
d and 0 < r1 < · · · < rN and with the notation rN = (r1, . . . , rN ) and
zN = (z1, . . . , zN ). This leads to
E
( ∣∣DNrN ,zN (uǫ(t, x)− u(t, x))∣∣2 ) ≤ ∞∑
n=N
nNn!‖gǫn,t,x(•, r1, z1, . . . , rN , zN )‖
2
H⊗(n−N)
,
which implies
E
(∥∥DN (uǫ(t, x)− u(t, x))∥∥2
H⊗N
)
≤
∞∑
n=N
nNn!‖gǫn,t,x‖
2
H⊗n .
Using the notation ξ = (ξ1, . . . , ξn), µ(dξ) =
∏n
i=1 µ(dξ1) and ds =
∏n
i=1 dsi, we have
‖gǫn,t,x‖
2
H⊗n =
∫
[0,t]n
∫
Rnd
∣∣Fgǫn,t,x(ξ)∣∣2 µ(dξ)ds,
where F denotes the Fourier transform in the space variables. Now let us calculate the Fourier
transform of gǫn,t,x:
∣∣Fgǫn,t,x(ξ)∣∣2 = 1(n!)2 (1− e−ǫ∑ni=1 |ξi|2)
n∏
i=1
exp
−(sσ(i+1) − sσ(i))
∣∣∣∣∣∣
i∑
j=1
ξσ(j)
∣∣∣∣∣∣
2 ,
which tends to zero for all ξ ∈ Rnd and for all n ≥ 1, as ǫ→ 0.
By the dominated convergence theorem, in order to show that limǫ→0D
Nuǫ(t, x) = DNu(t, x)
in L2(Ω;H⊗N ), it suffices to check that
I :=
∞∑
n=1
nN
n!
∫
[0,t]n
∫
Rnd
n∏
i=1
exp
−(sσ(i+1) − sσ(i))
∣∣∣∣∣∣
i∑
j=1
ξσ(j)
∣∣∣∣∣∣
2µ(dξ)ds <∞.
We can write
I =
∞∑
n=1
nN
∫
[0,t]n<
∫
Rnd
n∏
i=1
exp
(
−(si+1 − si) |ξ1 + · · · ξj |
2
)
µ(dξ)ds,
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where we used the notation [0, t]n< := {(s1, . . . , sn) : 0 < s1 < · · · < sn < t} and the convention
s0 = 0. This leads to the estimate
I ≤
∞∑
n=1
nN
∫
[0,t]n<
n∏
j=1
(
sup
η∈Rd
∫
Rd
exp
(
−(sj − sj−1)|ξj + η|
2
)
dµ(ξj)
)
ds1 · · · dsn
=
∞∑
n=1
nN
∫
[0,t]n<
n∏
j=1
(∫
Rd
exp
(
−(sj − sj−1)|ξj|
2
)
dµ(ξj)
)
ds1 · · · dsn =:
∞∑
n=1
nNJn,(4.5)
because, as it is easy to check using the spectral measure µ, the above supremum is attained
at η = 0. Let wj := sj − sj−1, dw = dw1 · · · dwn, and At,n := {(w1, . . . , wn) : wj ≥ 0, j =
1, . . . , n and w1 + · · ·+ wn ≤ t}. Then, integral in (4.5 is equal to
Jn =
∫
At,n
∫
Rdn
exp
− n∑
j=1
wj |ξj|
2
dµ(ξ)dw.
To estimate this quantity, set
CM :=
∫
|ξ|≥M
µ(dξ)
|ξ|2
, and DM := µ({ξ ∈ R
d : |ξ| ≤M}).
By Dalang’s condition (2.2), both CM ,DM are finite, and, we can choose M > 0 such that
CM <
1
4 . Thus, by [11, Lemma 3.3], we get
(4.6) Jn ≤
n∑
k=0
(
n
k
)
tk
k!
DkM (2CM )
n−k.
Substituting (4.6) into (4.5), we get
I ≤
∞∑
n=1
n∑
k=0
nN
(
n
k
)
tk
k!
DkM (2CM )
n−k ≤
∞∑
k=0
(2DM t)
k
k!
∞∑
n=k
nN (4CM )
n−k <∞,
which allows us to conclude the proof. 
In the next result we show that DNu(t, x) is actually a function and it coincides with
(rN , zN ) 7→ ΦrN ,zN (t, x), where ΦrN ,zN (t, x) is the limiting random field in Proposition 4.3.
Proposition 4.5. Let ΦrN ,zN (t, x) be as in Proposition 4.3. Then, ΦrN ,zN (t, x) = D
N
rN ,zNu(t, x)
for almost all (rN , zN ) ∈ [0, t]
N
< × R
Nd.
Proof. The proof will be done in two steps.
Step 1: In this step we will show that for any bounded and continuous function Ψ : [0, t]N ×
R
Nd → R, the limit
(4.7) lim
ǫ→0
〈DNuǫ(t, x),Ψ〉L2([0,t]N×RNd) = 〈Φ(t, x),Ψ〉L2([0,t]N×RNd)
holds in L2(Ω). We already know, by Proposition 4.3, that for all 0 < r1 < · · · < rN < t
and for all zN ∈ R
dN the limit limǫ→0D
N
rN ,zNu
ǫ(t, x) = ΦrN ,zN (t, x) holds in L
2(Ω). Then, the
convergence (4.7) holds if
lim
ǫ1,ǫ2→0
E
(∫
([0,t]N< )
2
∫
R2Nd
DNrN ,zNu
ǫ1(t, x)DNsN ,yNu
ǫ2(t, x)Ψ(rN , zN )Ψ(sN , yN )dzNdyNdrNdsN
)
= E
(∫
([0,t]N< )
2
∫
R2Nd
ΦrN ,zN (t, x)ΦsN ,yN (t, x)Ψ(rN , zN )Ψ(sN , yN )dzNdyNdrNdsN
)
.
Set
Mǫ1,ǫ2 = E
(∫
([0,t]N< )
2
∫
R2Nd
DNrN ,zNu
ǫ1(t, x)DNsN ,yNu
ǫ2(t, x)Ψ(rN , zN )Ψ(sN , yN )dzNdyNdrNdsN
)
.
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We have
Mǫ1,ǫ2 =
∫
([0,t]N< )
2
drNdsN
∫
R2Nd
dzNdyNΨ(rN , zN )Ψ(sN , yN )
×
∫
R2(N+1)d
H2,rNǫ1,ǫ2 (η,θ)u0(dθ
1)u0(dθ
2)
(
N∏
m=1
pǫ1(η
1
m − zm)pǫ2(η
2
m − ym)
)
ϕ(η,θ)dη,
where
H2,rNǫ1,ǫ2 (η,θ) =: E
(
exp
(∫ t
0
Λǫ1+ǫ2
(
B̂
1,x,η1N ,θ
1
0,t−rN ,t
(s)− B̂
2,x,η2N ,θ
2
0,t−rN ,t
(s)
)
ds
))
,
where we used the notation introduced in (4.2). From Proposition 3.1, we know that H2,rNǫ1,ǫ2 (η,θ)
is uniformly bounded and converges as ǫ1 and ǫ2 tend to zero, uniformly in η, θ and rN to
H2,rN (η,θ) =: E
(
exp
(∫ t
0
Λ
(
B̂
1,x,η1N ,θ
1
0,t−rN ,t
(s)− B̂
2,x,η2N ,θ
2
0,t−rN ,t
(s)
)
ds
))
.
Moreover,∫
([0,t]N< )
2
drNdsN
∫
R2Nd
dzNdyN |Ψ(rN , zN )Ψ(sN , yN )|
×
∫
R2(N+1)d
|u0|(dθ
1)|u0|(dθ
2)
(
N∏
m=1
pǫ1(η
1
m − zm)pǫ2(η
2
m − ym)
)
ϕ(η,θ)dη
≤ ‖Ψ‖2∞
tN
N !
(∫
Rd
|u0|(dy)pt(x− y)
)2
<∞.
As a consequence,
lim
ǫ1,ǫ2→0
Mǫ1,ǫ2 = lim
ǫ1,ǫ2→0
Nǫ1,ǫ2 ,
where
Nǫ1,ǫ2 =
∫
([0,t]N< )
2
drNdsN
∫
R2Nd
dzNdyNΨ(rN , zN )Ψ(sN , yN )
×
∫
R2(N+1)d
H2,rN (η,θ)u0(dθ
1)u0(dθ
2)
(
N∏
m=1
pǫ1(η
1
m − zm)pǫ2(η
2
m − ym)
)
ϕ(η,θ)dη.
Finally, taking into account that Ψ is continuous and bounded, we deduce the convergence
lim
ǫ1,ǫ2→0
Nǫ1,ǫ2 =
∫
([0,t]N< )
2
drNdsN
∫
R2Nd
dzNdyNΨ(rN , zN )Ψ(sN , yN )
×
∫
R2(N+1)d
H2,rN (zN , yN , θ)u0(dθ
1)u0(dθ
2)ϕ(η,θ)dη,
where
H2,rN (zN , yN , θ) =: E
(
exp
(∫ t
0
Λ
(
B̂1,x,zN ,θ
1
0,t−rN ,t
(s)− B̂2,x,yN ,θ
2
0,t−rN ,t
(s)
)
ds
))
.
This shows that
lim
ǫ1,ǫ2→0
Mǫ1,ǫ2 = E
(∫
([0,t]N< )
2
∫
R2Nd
ΦrN ,zN (t, x)ΦsN ,yN (t, x)Ψ(rN , zN )Ψ(sN , yN )dzNdyNdrNdsN
)
and completes the proof of the convergence (4.7).
Step 2: We want to show that DNu(t, x), which is defined as a random variable taking values in
H⊗N , is actually a function and coincides with ΦN (t, x), for almost all (rN , zN ) ∈ [0, t]
N
< ×R
Nd,
almost everywhere. Because S (RN+ × R
Nd) is dense in H⊗N , it suffices to show that for every
h ∈ S (RN+ × R
Nd), we have
(4.8) 〈DNu(t, x), h〉H⊗N = 〈Φ
N (t, x), h〉H⊗N .
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We know, from Proposition 4.4 above, that 〈DNu(t, x), h〉H⊗N is the limit in L
2(Ω) as ǫ→ 0 of
〈DNuǫ(t, x), h〉H⊗N . Moreover,
〈DNuǫ(t, x), h〉H⊗N =
∫
[0,t]N<
∫
R2Nd
DNrN ,zNu
ǫ(t, x)h(rN , zN − yN )Λ(dyN )dzNdrN .
The function
(4.9) Ψ(rN , zN ) :=
∫
RNd
h(rN , zN − yN )Λ(dyN )
is continuous and bounded because it can be written as
Ψ(rN , zN ) =
∫
RNd
e−izN ·ξFh(rN , ξ)µ(dξ)
and
∫
RNd
|Fh(rN , ξ)|µ(dξ) < ∞. From Step 1 applied to the function Ψ defined in (4.9), we
deduce
lim
ǫ→0
〈DNuǫ(t, x), h〉H⊗N =
∫
[0,t]N<
∫
R2Nd
ΦNrN ,rNh(rN , zN − yN )Λ(dyN )dzNdrN
= 〈ΦN (t, x), h〉H⊗N ,
where the convergence is in L2(Ω). This completes the proof of the proposition. 
Proof of Theorem 1.1. From Proposition 4.5, iterated Malliavin derivative DNrN ,zNu(t, x) coin-
cides with the random field ΦrN ,zN (t, x) for almost all rN and zN . Therefore, using Proposition
4.3 the moment of order k of DNrN ,zNu(t, x) will be the limit as ǫ→ 0 of the moment of order k
of DNrN ,zNu
ǫ(t, x), which has been computed in Proposition 4.2. 
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