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Recovery via Deep Learning with Applications in
MIMO-based Grant-Free Random Access
Ying Cui, Shuaichao Li, Wanqing Zhang
Abstract—In this paper, we investigate jointly sparse signal
recovery and jointly sparse support recovery in Multiple Mea-
surement Vector (MMV) models for complex signals, which arise
in many applications in communications and signal processing.
Recent key applications include channel estimation and device
activity detection in MIMO-based grant-free random access
which is proposed to support massive machine-type communica-
tions (mMTC) for Internet of Things (IoT). Utilizing techniques
in compressive sensing, optimization and deep learning, we
propose two model-driven approaches, based on the standard
auto-encoder structure for real numbers. One is to jointly
design the common measurement matrix and jointly sparse
signal recovery method, and the other aims to jointly design
the common measurement matrix and jointly sparse support
recovery method. The proposed model-driven approaches can
effectively utilize features of sparsity patterns in designing
common measurement matrices and adjusting model-driven
decoders, and can greatly benefit from the underlying state-of-
the-art recovery methods with theoretical guarantee. Hence, the
obtained common measurement matrices and recovery methods
can significantly outperform the underlying advanced recovery
methods. We conduct extensive numerical results on channel
estimation and device activity detection in MIMO-based grant-
free random access. The numerical results show that the proposed
approaches provide pilot sequences and channel estimation or
device activity detection methods which can achieve higher
estimation or detection accuracy with shorter computation time
than existing ones. Furthermore, the numerical results explain
how such gains are achieved via the proposed approaches.
Index Terms—Compressed sensing, jointly sparse support re-
covery, jointly sparse signal recovery, mMTC, grant-free random
access, device activity detection, channel estimation, optimization,
auto-encoder, deep learning.
I. INTRODUCTION
Jointly sparse signal recovery and jointly sparse support re-
covery in Multiple Measurement Vector (MMV) models refer
to the estimation of M jointly sparse N -dimensional signals
and the estimation of the common support ofM jointly sparse
N -dimensional signals, respectively, from L (≪N ) limited
noisy linear measurements based on a common measurement
matrix. When M = 1, they reduce to sparse signal recovery
and sparse support recovery in Single Measurement Vector
(SMV) models, respectively. Two main challenges exist in
The authors are with the Department of Electronic Engineering,
Shanghai Jiao Tong University, Shanghai 200240, China. Email:{cuiying,
lishuaichao,wytxz001}@sjtu.edu.cn. Ying Cui is the corresponding author.
This work was supported in part by the National Key R&D Program of
China under Grant 2018YFB1801102. This paper was presented in part at
IEEE WCNC 2020 [1] and IEEE SPAWC 2020 [2].
jointly sparse signal recovery and jointly sparse support recov-
ery. One is to design a common measurement matrix which
maximally retains the information on jointly sparse signals or
their common support when reducing signal dimension. The
other is to recover the jointly sparse signals or the common
support with high recovery accuracy and short computation
time.
The jointly sparse signal recovery problem and the jointly
sparse support recovery problem arise in many applications
in communications and signal processing [3]–[13]. Recently,
their key applications include channel estimation and device
activity detection in MIMO-based grant-free random access.
Grant-free random access has been widely regarded as one
promising solution for supporting massive machine-type com-
munications (mMTC) for Internet of Things (IoT), which is
one of the three main use cases in 5G [6]–[12]. In mMTC,
there are massive IoT devices in each cell. However, only
a small number of devices are active at a time, and a very
small amount of data is transmitted from each active device.
In grant-free random access, each device is assigned a specific
pilot sequence, all active devices send their pilot sequences,
and each base station (BS) detects the activities of its as-
sociated devices or estimates their channel states, depending
on specific application requirements. Common measurement
matrix design, jointly sparse signal recovery and jointly sparse
support recovery for complex signals correspond to design
of pilot sequences, channel estimation [11], [12] and device
activity detection [6]–[10], respectively, in MIMO-based grant-
free random access, which has gained increasing interest and
attention. In this paper, our primary goals are to address the
aforementioned two challenges in jointly sparse signal recov-
ery and jointly sparse support recovery for complex signals,
and to provide practical solutions with high recovery accuracy
and short computation time for channel estimation and device
activity detection in MIMO-based grant-free random access.
Most existing works on sparse support recovery for SMV
models [14]–[16] and jointly sparse support recovery for
MMV models [6]–[10], [12], [17]–[19] focus on investigating
sparse support recovery methods for a given measurement ma-
trix. For example, optimization-based methods, such as least
absolute shrinkage and selection operator (LASSO) [16], [17],
maximum likelihood (ML) estimation [6], [7] and maximum
a posterior probability (MAP) estimation [8], are adopted for
sparse support recovery. In particular, [16] directly deals with
noisy linear measurements, while [6]–[8], [17] operate on the
covariance matrix of noisy linear measurements. In addition,
2iterative thresholding methods, such as approximate mes-
sage passing (AMP) [9], [10] and expectation maximization
based approximate message passing (EM-AMP) [18], [19],
are adapted to achieve jointly sparse support recovery. Sparse
signal recovery for SMV models [20], [21] and jointly sparse
signal recovery for MMV models [11], [12], [18], [19], [22],
[23] are more widely investigated. Similarly, most existing
studies on sparse signal recovery for SMV models [20], [21]
and jointly sparse signal recovery for MMV models [11], [12],
[18], [19], [22], [23] focus on tackling sparse signal recovery
problems for a given measurement matrix. Classic methods
include optimization-based methods, such as LASSO [20] and
GROUP LASSO [22], and iterative thresholding methods, such
as AMP [11], [12], [21], [23] and EM-AMP [18], [19].
Notice that LASSO [16], [17], [20] and GROUP LASSO
[22] do not rely on any information of signals or noise; ML
[6], [7] relies on the distributions of non-zero components of
signals and noise; MAP [8] and AMP [11], [12], [21], [23]
are based on the distributions of all components of signals
and noise; and EM-AMP [18], [19] requires the forms of
the distributions of all components of signals and noise with
unknown parameters, which are learnt by EM. Furthermore,
note that ML [6], [7], MAP [8], AMP [9]–[12], [21], [23] and
EM-AMP [18], [19] all assume that the components of signals
are independent, and hence their recovery performance may be
unsatisfactory when such assumption is not satisfied. When the
components of signals are correlated and prior distributions
do not have analytic models, neural networks are recently
utilized to exploit properties of sparse signals from training
samples, for the purpose of designing effective sparse signal
recovery methods in such scenario. For instance, [13], [24]–
[29] exploit properties of sparsity patterns of real signals [24]–
[26], [29] and complex signals [13], [27], [28] from training
samples, using data-driven [24], [25], [27] or model-driven
[13], [26], [28], [29] approaches, to improve sparse signal
recovery performance in SMV models. More specifically, [13]
adopts a sequential alternating direction method of multipliers
(ADMM) algorithm (which does not allow parallel compu-
tation and thus cannot make use of the parallelizable neural
network architecture) for solving the LASSO problem, [29]
utilizes a gradient-based algorithm for solving the basis pursuit
problem, and [28] relies on an iterative thresholding algorithm.
It is worth noting that in general, a model-driven approach uses
fewer training samples, has better performance guarantee, and
provides more design insight than a data-driven approach.
Design of the common measurement matrix is seldomly
studied. Very few papers [30], [31] investigate the impact
of the measurement matrix in sparse signal recovery. For
instance, in [30], the authors show that a measurement ma-
trix can preserve sparsity information in sparse signals, if it
satisfies the restricted isometry property (RIP). In addition, in
[31], the authors consider group sparse signals and show that
block-coherence and sub-coherence of a measurement matrix
affect signal recovery performance. However, the results in
[30], [31] may not hold for sparse support recovery.
It has been shown that joint design of signal compres-
sion and recovery methods for real signals [29], [32]–[34]
or complex signals [35], [36] using deep auto-encoders can
significantly improve recovery performance. Note that [29],
[32]–[36] are all for SMV models, and their extensions to
MMV models are highly nontrivial. In addition, note that
neither the neural network for complex signals in [35] nor
direct extensions of the neural networks for real signals in [29],
[32]–[34] to complex signals can achieve linear compression
for complex signals. Thus, how to jointly design the common
measurement matrix and jointly sparse signal or support re-
covery methods in MMV models for complex signals remains
open.
In this paper, we investigate jointly sparse signal recovery
and jointly sparse support recovery in MMV models for
complex signals. Utilizing techniques in compressive sensing,
optimization, and deep learning, we propose two-model driven
approaches, based on the standard auto-encoder structure for
real numbers. Specifically, one is to jointly design the com-
mon measurement matrix and jointly sparse signal recovery
method, and the other aims to jointly design the common mea-
surement matrix and jointly sparse support recovery method,
both for complex signals. A common goal is to effectively
utilize features of sparsity patterns in designing common
measurement matrices and recovery methods and to greatly
benefit from the underlying state-of-the-art recovery methods
with theoretical guarantee. The main contributions of this
paper are summarized as follows.
• The model-driven approach for jointly sparse signal re-
covery consists of an encoder that mimics the noisy
linear measurement process and a model-driven decoder
that mimics the jointly sparse signal recovery process
of a particular method using an approximation part and
a correction part. We further propose two instances for
the model-driven decoder, namely, the GROUP LASSO-
based decoder and the AMP-based decoder. They are
based on an ADMM algorithm for GROUP LASSO
[37] and the AMP algorithm with the Minimum Mean
Squared Error (MMSE) denoiser [12], respectively, and
are effective at different system parameters. Note that the
ADMM algorithm for GROUP LASSO can make use
of the parallelizable neural network structure, while the
block coordinate descent algorithm for GROUP LASSO
in [1], [22] cannot. In addition, note that the LASSO-
based neural networks in [13], [29] and the AMP-based
neural network in [28] are for SMV models.
• The model-driven approach for jointly sparse support
recovery consists of an encoder which is the same as
in the model-driven approach for jointly sparse signal
recovery, a model-driven decoder that mimics the jointly
sparse support recovery process of a certain method
via an approximation part and a correction part, and a
thresholding module that implements binary approxima-
tion to obtain the common support. We also propose
two instances for the model-driven decoder, namely, the
covariance-based decoder and the MAP-based decoder.
They are based on a covariance-based estimation method
[17] and a coordinate decent algorithm for the MAP
estimation [8], respectively, and are suitable for different
system parameters. It is worth noting that the proposed
3covariance-based decoder can achieve much better re-
covery performance than the covariance-based estimation
method in [17] when M is not large. To our knowledge,
this is the first time that the MAP estimation for jointly
sparse support recovery is implemented using a neural
network, thanks to the structure of the coordinate descent
algorithm recently proposed in [8]. Besides, when fol-
lowed by a thresholding module, the AMP-based decoder
for jointly sparse signal recovery can also be used as a
model-driven decoder for jointly sparse support recovery.
• We consider two application examples, namely, chan-
nel estimation and device activity detection in MIMO-
based grant-free random access, and apply our proposed
approaches therein. By extensive numerical results, we
demonstrate the substantial gains of the proposed ap-
proaches over existing methods in terms of both recovery
accuracy and computation time, and show how such gains
are achieved. Specifically, the proposed model-driven
approaches can effectively utilize features of sparsity
patterns in designing the common matrix and adjust-
ing the correction layers of the model-driven decoders;
they benefit from the state-of-the-art underlying recovery
methods via the approximation parts of the model-driven
decoders; and they provide recovery methods with higher
recovery accuracy and shorter computation time, owing to
the careful choices for the numbers of the approximation
layers and correction layers in the model-driven decoders.
Notation
We represent vectors by boldface small letters (e.g., x),
matrices by boldface capital letters (e.g., X), scalar constants
by non-boldface letters (e.g., x or X) and sets by calligraphic
letters (e.g., X ). The notation X(i, j) denotes the (i, j)-th
element of matrix X, Xi,: represents the i-th row of matrix
X, X:,i represents the i-th column of matrix X, and x(i)
represents the i-th element of vector x. Superscript H ,
superscript T and superscript ∗ denote transpose conjugate,
transpose and conjugation, respectively. The notation ‖| · ‖|F
represents the Frobenius norm of a matrix, vec(·) denotes
the column vectorization of a matrix, tr(·) denotes the trace
of a matrix, Cov(·) represents the covariance matrix of a
random vector, ⊙ represents the Khatri-Rao product between
two matrices, I[·] denotes the indicator function, and ℜ(·) and
ℑ(·) represent the real part and imaginary part, respectively.
0m×n and In×n represent the m×n zero matrix and the n×n
identity matrix, respectively. The complex field and real field
are denoted by C and R, respectively.
II. PROBLEMS AND APPLICATIONS
In this section, we first introduce jointly sparse signal
recovery and jointly sparse support recovery in MMV models
for complex signals. Then, we illustrate their application
examples, i.e., channel estimation and device activity detection
in MIMO-based grant-free random access.
The support of a sparse N -dimensional complex signal x ∈
CN is defined as the set of locations of non-zero elements of
x, and is denoted by supp(x) , {n ∈ N|x(n) 6= 0}, where
N , {1, · · · , N}. If the number of non-zero elements of x
is much smaller than the total number of elements of x, i.e.,
|supp(x)| ≪ N , x is sparse. Consider M > 1 jointly sparse
signals xm ∈ CN ,m ∈ M , {1, · · · ,M}, which share a
common support, i.e., supp(xm),m ∈ M are identical. Let
S denote the common support. Denote α(n) , I[n ∈ S].
Equivalently, S can be expressed using α ∈ {0, 1}N , i.e.,
S = {n ∈ N|α(n) = 1}. For all m ∈ M, consider L ≪
N noisy linear measurements ym ∈ CL of xm, i.e., ym =
Axm + zm, where A ∈ CL×N is the common measurement
matrix, and zm ∼ CN (0L×1, σ2IL×L) is the additive white
Gaussian noise. Define X ∈ CN×M with X:,m = xm,m ∈
M, Y ∈ CL×M with Y:,m = ym,m ∈ M and Z ∈ CL×M
with Z:,m = zm,m ∈ M, respectively. More compactly, we
have:
Y = AX+ Z (1)
• Jointly sparse signal recovery in MMV models aims to
estimate M jointly sparse signals xm,m ∈ M (i.e., X)
from M noisy linear measurement vectors ym,m ∈ M
(i.e., Y), obtained through a common measurement ma-
trix A.
• Jointly sparse support recovery in MMV models aims
to identify the common support S (or α) shared by M
jointly sparse signals xm,m ∈ M (i.e., X) from M
noisy linear measurement vectors ym,m ∈ M (i.e., Y),
obtained through a common measurement matrix A.
As important application examples, we consider channel
estimation and device activity detection in MIMO-based grant-
free random access, which is recently proposed to support
massive access in mMTC for IoT [9]–[12], [38]. Consider
a single cell with one M -antenna base station (BS) and N
single-antenna (IoT) devices. For all n ∈ N , let α(n) ∈ {0, 1}
represent the active state of device n, where α(n) = 1
means that device n accesses the channel (i.e., is active),
and α(n) = 0 otherwise. For all m ∈ M and n ∈ N , let
hm(n) ∈ C denote the state of the wireless channel between
them-th antenna at the BS and device n, and view α(n)hm(n)
as xm(n). That is, xm(n) represents the corresponding channel
state if it is not zero. As device activity patterns for IoT
traffic are typically sporadic, xm ∈ CN ,m ∈ M are jointly
sparse with common support S = {n ∈ N|α(n) = 1}. In
grant-free random access, each device n has a unique pilot
sequence an ∈ CL, with length L ≪ N . View A ∈ CL×N
with A:,n = an, n ∈ N as the pilot matrix, which is known
at the BS. In the pilot transmission phase, active devices
synchronously send their pilot sequences to the BS. Then, Y
in (1) represents the received signal at the BS. There are two
potential tasks for the BS in the pilot transmission phase. One
is channel estimation, and the other is device activity detection.
• In channel estimation, the BS aims to estimate the chan-
nel states of all active devices, i.e., hm(n),m ∈M for all
n ∈ N with α(n) = 1, via estimating xm ∈ CN ,m ∈M(
i.e., X
)
from Y. Obviously, channel estimation in
MIMO-based grant-free random access corresponds to
jointly sparse signal recovery in MMV models [6]–[10].
• In device activity detection, the BS tries to estimate
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(a) Proposed approach with GROUP LASSO-based decoder. The approxiamtion part implements U iterations of Algorithm 1.
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(b) Proposed approach with AMP-based decoder. The approxiamtion part implements U iterations of Algorithm 2.
Fig. 1. Proposed model-driven approach for jointly sparse signal recovery.
the device activities, i.e., α(n), n ∈ N , by estimating
the common support S of xm ∈ CN ,m ∈ M from
Y. Apparently, device activity detection in MIMO-based
grant-free random access corresponds to jointly sparse
support recovery in MMV models [11], [12].
There are some applications where devices have no data
to transmit or only very limited data to transmit (which can
be embedded into the pilots [7], [11]). For such applications,
there exits only the pilot transmission phase, and the BS
performs device activity detection in the pilot transmission
phase. There are also applications where each device has
certain amount of data to transmit. For those applications, there
is a subsequent phase following the pilot transmission phase,
namely the data transmission phase, and channel states are
necessary for the BS to receive data from active devices in
the data transmission phase. Hence, in the pilot transmission
phase, the BS directly performs channel estimation rather than
device activity detection.
III. A MODEL-DRIVEN APPROACH FOR JOINTLY SPARSE
SIGNAL RECOVERY
In this section, we propose a model-driven approach, based
on the standard auto-encoder structure for real numbers in deep
learning, to jointly1 design the common measurement matrix
and jointly sparse signal recovery method for sparse complex
signals. As shown in Fig. 1, the model-driven approach con-
sists of an encoder that mimics the noisy linear measurement
process and a model-driven decoder that mimics the jointly
sparse signal recovery process of a particular method. We
further propose two instances for the model-driven decoder
for jointly sparse signal recovery, namely the GROUP LASSO-
based decoder and the AMP-based decoder. An encoder that
is jointly trained with a model-driven decoder provides the
respective common measurement matrix. After training, the
design of the common measurement matrix can be obtained
by extracting the weights of the encoder, and the model-driven
decoder can be directly used for jointly sparse signal recovery.
Note that the obtained design of the common measurement
matrix and model-driven decoder for jointly sparse signal
recovery should be jointly utilized, as a common measurement
matrix designed for one jointly sparse signal recovery method
may not be effective for another.
A. Encoder for Jointly Sparse Signal Recovery
The encoder mimics the noisy linear measurement process
for jointly sparse signals with a common measurement matrix
1Note that the proposed model-driven approach can also be used for
designing a sparse signal recovery method for a given common measurement
matrix via fixing the encoder while training the decoder.
5in (1). To mimic (1) using a standard auto-encoder for real
numbers in deep learning, we equivalently express (1) as:
ℜ(Y) = ℜ(A)ℜ(X) −ℑ(A)ℑ(X) + ℜ(Z) (2)
ℑ(Y) = ℑ(A)ℜ(X) + ℜ(A)ℑ(X) + ℑ(Z) (3)
Two fully-connected neural networks, each with two lay-
ers, are built to implement the multiplications with matrices
ℜ(A) ∈ RL×N and ℑ(A) ∈ RL×N , respectively. For each
neural network, there are N neurons and L neurons in the
input layer and the output layer, respectively; the weight of the
connection from the n-th neuron in the input layer to the l-th
neuron in the output layer corresponds to the (l, n)-th element
of the corresponding matrix; and no activation functions are
used in the output layer. The elements of ℜ(Z) ∈ RL×M
and ℑ(Z) ∈ RL×M are generated independently according to
N (0, σ22 ). As shown in Fig. 1, when ℜ(X) ∈ RN×M andℑ(X) ∈ RN×M are input to the encoder, ℑ(Y) ∈ RL×M and
ℜ(Y) ∈ RL×M can be readily obtained.
B. Model-driven Decoder for Jointly Sparse Signal Recovery
In this subsection, we propose a model-driven decoder that
consists of two parts, namely the approximation part and the
correction part. As illustrated in Fig. 1, the approximation
part which is used to approximate a particular method for
jointly sparse signal recovery has U (≥ 0) building blocks.
We can directly input Y and A to the approximation part
and obtain X(U) as the output. Note that X(U) can be
treated as an approximation of the estimate obtained by the
underlying method, and the approximation error decreases
with U . Two instances for the approximation part will be
illustrated shortly. The correction part which aims to reduce the
difference between the obtained approximate estimation X(U)
and the actual jointly sparse signals X consists of V (≥ 1)
fully connected layers. Specially, the first correction layer has
2N × M neurons with ℜ(X(U)) as the input of the first
N ×M neurons and ℑ(X(U)) as the input of the last N ×M
neurons. The last correction layer has M neurons with Xˆ as
the output. In each of the first V −1 correction layers, rectified
linear unit (ReLU) is chosen as the activation function. In
the last correction layer, there is no activation function. V
influences the training error and generalization error. Note
that U and V should be jointly chosen so that the proposed
model-driven decoder can achieve higher recovery accuracy
(i.e., a smaller gap between Xˆ andX) and shorter computation
time than the underlying method. When U is sufficiently large
and V = 0, the proposed model-driven decoder reduces to a
particular method, and the proposed model-driven approach is
used for designing a common measurement matrix for such
method. When U = 0 and V > 0, the proposed model-driven
approach degrades to a purely data-driven one for joint design
of the common measurement matrix and jointly sparse signal
recovery method.
In the following, we propose two instances of the model-
driven decoder, more precisely, two instances of its approxima-
tion part, based on a carefully designed ADMM algorithm for
GROUP LASSO and the AMP algorithm in [12], respectively.
They are referred as the GROUP LASSO-based decoder and
the AMP-based decoder, and are illustrated in Fig. 1 (a) and
Fig. 1 (b), respectively.
1) GROUP LASSO-based Decoder: In this part, we present
the GROUP LASSO-based decoder. First, we introduce
GROUP LASSO, which is a natural optimization-theoretic
formulation of the jointly sparse signal recovery problem in
MMV models [22]:
min
X
1
2
‖|AX−Y‖|2F + λ
∑
n∈N
‖Xn,:‖2 (4)
where λ ≥ 0 is a regularization parameter. Let X⋆ denote an
optimal solution of this problem. Note that GROUP LASSO
does not rely on any information of sparse signals or noise,
and the difference between X⋆ and the actual jointly sparse
signals X varies with λ. When M = 1, the formulation in (4)
reduces to LASSO [20]. The problem in (4) is convex and can
be solved optimally. Applying standard convex optimization
methods for solving it may not be computationally efficient.
For instance, the computational complexity of the gradient
descent method is both O(N2M), which is prohibitively
high at large N . In [1], [22], the block coordinate descent
method with computational complexity O(LNM) is adopted.
In particular, Xn,:, n ∈ N are updated in a sequential manner.
Although the computational complexity at large N is reduced,
the sequential operations in the block coordinate descent
method cannot make use of the parallelizable neural network
architecture, and hence still has unsatisfactory computation
time.
Next, by carefully exploiting structural properties of the
problem in (4) and using ADMM [37], we develop a fast
algorithm which allows parallel operations and can utilize the
parallelizable neural network architecture. The problem in (4)
can be written as:
min
X,n∈N
1
2
‖
∑
n∈N
A:,nXn,: −Y‖2F + λ
∑
n∈N
‖Xn,:‖2
We follow the approach used for the sharing problem [37].
Specifically, introducing auxiliary variables Bn ∈ CL×M , n ∈
N and extra constraints A:,nXn,: −Bn = 0, n ∈ N , we can
obtain the following equivalent problem in ADMM form:
min
X,Bn,n∈N
1
2
‖
∑
n∈N
Bn −Y‖2F + λ
∑
n∈N
‖Xn,:‖2
s.t. A:,nXn,: −Bn = 0, n ∈ N (5)
By the scaled form of ADMM [37], we can obtain the
update equations in (6), (7) and (8), as shown at the top
of the next page, where k is the iteration index, AX
(k)
=
1
N
∑
n∈NA:,nX
(k)
n,: , B
(k)
= 1N
∑
n∈NB
(k)
n , C
(k) ∈ CL×M
correspond to the dual variables with respect to the constraints
in (5), and ρ > 0 is the augmented Lagrangian parameter. The
problems in (6) and (7) are convex. By setting the gradients of
their objective functions to be zero, we can obtain the optimal
solutions.
Theorem 1 (Optimal Solutions): The optimal solutions of
6X(k+1)n,: = argmin
Xn,:
λ‖Xn,:‖2 + ρ
2
‖A:,nXn,: −A:,nX(k)n,: −B
(k)
+AX
(k)
+C(k)‖2F , n ∈ N (6)
B
(k+1)
= argmin
B
1
2
‖NB−Y‖2F +
Nρ
2
‖B−AX(k+1) −C(k)‖2F (7)
C(k+1) = C(k) +AX
(k+1) −B(k+1) (8)
Algorithm 1 ADMM for GROUP LASSO
1: Set X(0) = 0N×M , B
(0) = 0N×M , C
(0) = 0N×M and
k = 0.
2: repeat
3: For all n ∈ N , compute X(k+1)n,: according to (9).
4: Compute B
(k+1)
according to (10).
5: Compute C(k+1) according to (8).
6: Set k = k + 1.
7: until k = kmax or X
(k) satisfies some stopping criterion.
the problems in (6) and (7) are given by:
X(k+1)n,: =
max
{
1− λ
ρ‖t(k)‖2
, 0
}
t(k)
AH:,nA:,n
(9)
B
(k+1)
=
1
N + ρ
(
Y + ρAX
(k+1)
+ ρC(k)
)
(10)
where t(k) = AH:,n
(
A:,nX
(k)
n,: +B
(k) −AX(k) −C(k)
)
.
Proof 1: First, by setting the gradient of the objective
function of the problem in (6) to be zero, we have:
λ
Xn,:
||Xn,:||2 + ρA
H
:,n
(
A:,nXn,: −A:,nX(k)n,: −B
(k)
+AX
(k)
+C
(k)
)
= 0
Thus,
Xn,: +
λ
ρAH:,nA:,n
Xn,:
||Xn,:||2 =− ρA
H
:,n −A:,nX(k)n,: −B
(k)
+AX
(k)
+C
(k)
.
By the equations in (3)-(5) in [22], we can obtain (9). Next, by
setting the gradient of the objective function of the problem
in (7) to be zero, we have:
N(NB−Y) +Nρ(B−AX(k+1) −C(k)) = 0
Thus, we can obtain (10). Hence, we complete the proof.
The details of the ADMM algorithm are summarized in
Algorithm 1. By Appendix A in [37], we know that X(k)
converges to an optimal solution of the problem in (4), as k →
∞. Algorithm 1 has two parameters, i.e., λ > 0 and ρ > 0,
which influence the recovery accuracy and convergence speed,
respectively. The computational complexity is O(LNM). As
X
(k)
n,: ∈ C1×M , n ∈ N can be computed in parallel and the
size of B
(k) ∈ CL×M is usually not large (due to L ≪ N ),
the computation time of Algorithm 1 can be greatly reduced,
compared to the block coordinate descent algorithm in [1],
Algorithm 2 Generalization of AMP [12]
1: Set X(0) = 0M×N , R
(0) = Y and k = 0.
2: repeat
3: For all n ∈ N , compute X(k+1)n,: according to (11),
as shown at the top of the next page, where τ (k) =√
1
ML‖|R(k)‖|F .
4: Compute R(k+1) according to (12), as shown at
the top of the next page, where (t(n))(k) =
1−ǫ(n)
ǫ(n) (
(τ (k))2+1
(τ (k))2
)M exp
(
−1‖(R(k))HA:,n+(X
(k)
n,: )
H‖22
(τ (k))2((τ (k))2+1)
)
.
5: Set k = k + 1.
6: until k = kmax or X
(k) satisfies some stopping criterion.
[22]. To our knowledge, Algorithm 1 is so far the most efficient
algorithm for GROUP LASSO.
Finally, we introduce the approximation part of the GROUP
LASSO-based decoder, which is to approximate the estimation
obtained by Algorithm 1. Note that the operations for complex
numbers in Algorithm 1 can be easily expressed in terms of
ℜ(A), ℑ(A), ℜ(Y), ℑ(Y), ℜ(B), ℑ(B), ℜ(C) and ℑ(C).
Thus, the operations for complex numbers in Algorithm 1
are readily implemented with operations for real numbers
using a standard neural network. As illustrated in Fig. 1 (a),
each building block of the approximation part of the GROUP
LASSO-based decoder realizes one iteration of Algorithm 1.
We can directly input Y and A to the approximation part to
obtain X(U), which is the estimate of X at the U -th iteration
of Algorithm 1, as the output. Note that λ > 0 and ρ > 0 are
tunable parameters.
2) AMP-based Decoder: In this part, we present the AMP-
based decoder. First, we introduce the state-of-the-art AMP
algorithm with the minimum mean squared error (MMSE)
denoiser [12], which achieves excellent recovery accuracy and
short computation time for large N , M and L.
Note that the AMP algorithm in [12] is for the scenario
where α(n), n ∈ N are independently and identically
distributed (i.i.d.) Bernoulli random variables, each with
probability ǫ ∈ (0, 1) being 1, non-zero elements of X are
i.i.d. complex Gaussian random variables with zero mean and
unit variance, and ǫ is assumed to be known. We slightly
extend it to a more general scenario where α(n), n ∈ N are
independent Bernoulli random variables and the probability
of α(n) being 1 is ǫ(n) ∈ (0, 1). In particular, we generalize
the AMP algorithm in [12] by replacing ǫ in the update for
the estimate of Xn,: with ǫ(n). The details of the generalized
version of the AMP algorithm [12] are summarized in Al-
gorithm 2. In Algorithm 2, X(k) represents the estimation of
7X(k+1)n,: =


1
1+(τ (k))2
(
(R(k))HA:,n + (X
(k)
n,: )H
)
1 + 1−ǫ(n)ǫ(n) (
(τ (k))2+1
(τ (k))2
)M exp
(
−‖(R(k))HA:,n+(X
(k)
n,: )H‖22
(τ (k))2((τ (k))2+1)
)


H
(11)
R(k+1) = Y −AX(k+1) + N
L
R(k)
∑
n∈N
(
1
1+(τ (k))2
IM×M
1 + 1−ǫ(n)ǫ(n) (1 +
1
(τ (k))2
)M exp
(
−‖(R(k))HA:,n+(X
(k)
n,: )H‖22
(τ (k))2((τ (k))2+1)
)
+
1(
(1 + (τ (k))2)(τ (k))2
)2 (t(n))(k)‖(R(k))HA:,n + (X
(k)
n,: )H‖22
(1 + (t(n))(k))2
)
(12)
X at the k-th iteration and R(k) represents the corresponding
residual. Algorithm 2 has N parameters, i.e., ǫ(n), n ∈ N ,
which will influence the recovery accuracy. The computational
complexity of Algorithm 2 is O(LNM).
Next, we introduce the approximation part of the AMP-
based decoder, which is to approximate the estimate obtained
by Algorithm 2. Note that the operations for complex numbers
in Step 4 of Algorithm 2 can be easily expressed in terms of
ℜ(R(k)), ℜ(A:,n), ℜ(X(k)n,: ), ℑ(R(k)), ℑ(A:,n) and ℜ(X(k)n,: ).
Thus, the operations for complex numbers in Algorithm 2 are
readily implemented with operations for real numbers using
a standard neural network. As illustrated in Fig. 1 (b), each
building block of the approximation part of the AMP-based
decoder realizes one iteration of Algorithm 2. We can directly
input Y and A to the approximation part and obtain X(U),
which is the estimate ofX at the U -th iteration of Algorithm 2,
as the output. Note that ǫ(n), n ∈ N are tunable parameters.
C. Training Process for Jointly Sparse Signal Recovery
We introduce the training procedure for our proposed
model-driven approach for jointly sparse signal recovery. Con-
sider I training samples (X[i]), i = 1, · · · , I . Let Xˆ[i] denote
the output of the auto-encoder corresponding to input X[i]. To
measure the difference between Xˆ[i] and X[i], we adopt the
mean-square error (MSE) loss function:
Loss
(
(X[i])i=1,··· ,I , (Xˆ
[i])i=1,··· ,I
)
=
1
NI
I∑
i=1
‖|X[i]−Xˆ[i]‖|2F
We train the auto-encoder using the adaptive moment estima-
tion (ADAM) algorithm [39].2
IV. A MODEL-DRIVEN APPROACH FOR JOINTLY SPARSE
SUPPORT RECOVERY
In this section, we propose a model-driven approach, based
on the standard auto-encoder structure for real numbers in
deep learning, to jointly design the common measurement
matrix and the jointly sparse support recovery method for
sparse complex signals. As shown in Fig. 2, the model-driven
approach consists of an encoder that mimics the noisy linear
2ADAM is an algorithm for first-order gradient-based optimization of
stochastic objective functions. It is well suited for problems that are large
in terms of data and/or parameters due to its high computation efficiency and
little memory requirement.
measurement process, a model-driven decoder that mimics the
jointly sparse support recovery process of a particular method,
and a thresholding module that generates binary approxima-
tions to obtain the common support. The encoder is the same
as that in Section III-B. Thus, in the following, we focus
on elaborating the model-driven decoder for jointly sparse
support recovery and the thresholding module. We propose
two instances for the model-driven decoder for jointly sparse
support recovery, namely the covariance-based decoder and the
MAP-based decoder. As shown in Fig. 2(c), the AMP-based
decoder in Section III-B can also be viewed as an instance for
the model-driven decoder for jointly sparse support recovery
when followed by the thresholding module.3 Analogously, an
encoder that is jointly trained with a model-driven decoder
provides the respective common measurement matrix. After
training, we obtain the design of the common measurement
matrix via extracting the weights of the encoder, and directly
use the model-driven decoder for jointly sparse support recov-
ery together with the obtained common measurement matrix.
Note that a common measurement matrix designed for one
jointly sparse support recovery method may not be effective
for another, and a common measurement matrix designed for
jointly sparse signal recovery may not be effective for jointly
sparse support recovery.
A. Model-driven Decoder for Sparse Support Recovery
In this subsection, we propose a model-driven decoder that
consists of two parts, namely the approximation part and the
correction part. As illustrated in Fig. 2, the approximation
part which is used to approximate a particular method for
jointly sparse support recovery has U (≥ 0) building blocks
and generates α(U) as the output. Generally, the gap bwtween
α
(U) and the actual common support α reduces with U . The
correction part which aims to reduce the difference between
the obtained approximate estimation α(U) and the actual
common supportα consists of V (≥ 1) fully connected layers.
Specially, in each of the first V − 1 correction layers, ReLU
is chosen as the activation function. The last correction layer
has N neurons, and uses the sigmoid function as the activation
function for producing output α˜. Similarly, V influences the
3When used for jointly sparse support recovery, the training process for the
encoder and the AMP-based decoder remains the same as that in Section III.
C for jointly sparse signal recovery. The only difference is that a thresholding
module is used for producing the common support.
8£(ï) 
¬(ï)¬() 
¬(ï) 
¬(ï)£() 
£(ï)£() 
£(ï)¬() 
¬() 
£() ¬() 
£() 
+
-
+
+
+
+
 
(0 ×/) 
Encoder
Autoencoder
Q
1
Q
1
o
o
o
o
1
o
o
N
1
o
o
o
o
¬() 
£() 
Q
1
o
o
v
e
c
t
o
r
v
e
c
t
o
r
¬() 
£() 
¬(t M¤ ) 
L2 
L2+1 
2L2 
+
+
-
+
¬()¬() 
£()£() 
¬()£() 
£()¬() 
(. × .) 
(. × .) 
Decoder
Thresholding module
»å 
»Ý 
(0 × 1) 
(. ×/) 
(. ×/) 
£(t M¤ ) 
(. )
M
 
(. )
M
 
L
1
N
1
o
oo
o
L
1
N
1
o
oo
o
V
Correction part
... ...
... ...
(a) Proposed approach with covariance-based decoder (U = 0).
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(b) Proposed approach with MAP-based decoder. The operations for generating ℜ(YYH/M) and ℑ(YYH/M) are the same as those in Fig. 2(a) and are omitted here.
The approxiamtion part implements U iterations of Algorithm 3.
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(c) Proposed approach with AMP-based decoder. The approxiamtion part implements U iterations of Algorithm 2.
Fig. 2. Proposed model-driven approach for jointly sparse support recovery.
training error and generalization error. As in the model-driven
decoder for jointly sparse signal recovery, U and V are jointly
chosen so that the proposed model-driven decoder can achieve
higher recovery accuracy (i.e., a smaller gap between α˜ and
α) and shorter computation time than the underlying method.
The same rules for the choices of U and V also apply here.
In the following, we propose two instances for the model-
driven decoder for jointly sparse support recovery, based on the
covariance-based estimation method in [17] and the coordinate
descend algorithm for the MAP estimation in [8], respectively.
They are referred as the covariance-based decoder and the
MAP-based decoder, as illustrated in Fig. 2 (a) and Fig. 2 (b),
respectively.
1) Covariance-based Decoder: In this part, we present
the covariance-based decoder, which is motivated by the
covariance-based estimation method for jointly sparse support
recovery [17], but successfully remedies its defect.
First, we introduce the covariance-based method in [17].
Specially, by (1), we have:
YYH/M = (AXXHAH +AXZH + ZXHAH + ZZH)/M
which can be equivalently expressed as:
vec(YYH/M) = A∗ ⊙Arxx + vec(E1) + vec(E2) (13)
where r , (r(n))n∈N ∈ RN , E1 , (E1(k, l))k,l=1,··· ,L ∈
CL×L, and E2 = (AXZ
H + ZXHAH + ZZH)/M . Here,
r(n) =
∑
m∈M
|xn(m)|2/M
E1(k, l) ,
∑
i,j∈N ,i6=j
A(k, i)A∗(l, j)
∑
m∈M
xm(i)x
∗
m(j)
For any given A, if the non-zero elements of X are i.i.d.
9random variables with zero mean, then ym,m ∈M are i.i.d.
random vectors and YYH/M → Cov(ym), E1 → 0L×L
and E2 → σ2IL×L as M → ∞. Thus, when the non-zero
elements of X are i.i.d. random variables with zero mean and
M → ∞, (13) provides linear noiseless measurements of r
with supp(r) = supp(xm),m ∈ M, and hence can be used
for jointly sparse support recovery for X. Based on (13), the
authors in [17] use LASSO for the SMV problem to solve the
MMV problem in the case of very largeM . In Section V-B, we
shall see that the covariance-based method via LASSO in [17]
does not work well for small M (as E1 is nonnegligible and
E2 is non-diagonal at small M ), while the proposed approach
with covariance-based decoder can perfectly resolve this issue.
Next, we introduce the covariance-based decoder. By (13),
we have:
ℜ(YYH)/M = (ℜ(Y)ℜ(YT ) + ℑ(Y)ℑ(YT ))/M (14)
ℑ(YYH)/M = (ℑ(Y)ℜ(YT )−ℜ(Y)ℑ(YT ))/M (15)
Thus, we can obtain ℜ(YYH)/M ∈ RL×L and
ℑ(YYH)/M ∈ RL×L based on the output of the encoder
ℑ(Y) and ℜ(Y), and use them as the input of the covariance-
based decoder. Note that the input has already captured the
concept of the covariance-based method in [17], and the
recovery accuracy increases with M (which can be seen from
the above asymptotic analysis). Thus, we no longer need the
approximation part, i.e., we set U = 0, and rely only on
the correction part to perform the estimation based on the
empirical covariance matrix YYH/M . The first correction
layer has 2L2 neurons with vec(ℜ(YYH)/M) as the input
of the first L2 neurons and vec(ℑ(YYH)/M) as the input of
the last L2 neurons.
2) MAP-based Decoder: In this part, we present the MAP-
based decoder. First, we introduce a coordinate descent al-
gorithm for the MAP estimation which incorporates prior
marginal distributions in sparse patterns [8]. In [8], α(n),
n ∈ N are independent Bernoulli random variables and
the probability of α(n) being 1 is ǫ(n) ∈ (0, 1); ǫ(n),
n ∈ N are known; and non-zero elements of X are i.i.d.
complex Gaussian random variables with zero mean and
unit variance. Then, the prior distribution of α is given
by p(α) ,
∏N
n=1 ǫ(n)
α(n)(1 − ǫ(n))1−α(n). By multiplying
p(α) with the conditional density of Y given α [8], we can
obtain the conditional density of α given Y, and express
the negative log function of it as (16), as shown at the top
of this page, where Γ is a diagonal matrix with diagonal
elements Γ(n, n) = α(n), n ∈ N , Σˆ = YYH/M , and an
additive constant is omitted in (16) for simplicity (without
loss of optimality). Note that the first two terms in fMAP (α)
corresponds to the conditional density of Y, and the last
term in fMAP (α) corresponds to the prior distribution of α
[8]. Thus, we formulate the MAP estimation problem for the
common support recovery as follows:
min
α0
fMAP (α) (17)
Note that this problem is non-convex. By extending the
coordinate descent algorithm for the ML estimation in [8], we
obtain a coordinate descent algorithm for the MAP estimation
Algorithm 3 MAP
1: Set (Σ−1)(0) = 1σ2 IL×L,α
(0) = 0N×1 and k = 0.
2: repeat
3: for n = 1, . . . , N do
4: Calculate (d(n))(k) according to (18), where ∆(k) is
given by (19), as shown at the top of the next page.
5: Update (α(n))(k+1) = (α(n))(k) + (d(n))(k).
6: Update (Σ−1)(k) = (Σ−1)(k) −
(d(n))(k)(Σ−1)(k)A:,nA
H
:,n(Σ
−1)(k)
1+(d(n))(k)A:,n(Σ−1)(k)AH:,n
.
7: end for
8: Update (Σ−1)(k+1) = (Σ−1)(k).
9: Set k = k + 1.
10: until k = kmax or α
(k) satisfies some stopping criterion.
in the problem in (17), which is summarized in Algorithm 3.
In Algorithm 3, α(k) represents the estimate at the k-th
iteration. Following the proof of convergence in [8], we can
show that α(k) converges to a locally optimal solution of the
problem in (17), as k → ∞. The computational complexity
of Algorithm 3 is O(NL2). Algorithm 3 has parameters ǫ(n),
n ∈ N , which will influence the recovery accuracy.
Next, we introduce the MAP-based decoder. As in Sec-
tion IV-A2, we can obtain ℜ(YYH/M) and ℑ(YYH/M).
ℜ(YYH/M), ℑ(YYH/M), ℜ(A) and ℑ(A) are the input
of the MAP-based decoder. The approximation part of the
MAP-based decoder is to approximate the estimate obtained
by Algorithm 3. Note that the operations for complex numbers
in Steps 4, 6 of Algorithm 3 can be easily expressed in
terms of ℜ(Σˆ), ℜ(A), ℑ(Σˆ), ℑ(A) and (Σ−1)(k). Thus, the
operations for complex numbers in Algorithm 3 are readily
implemented with operations for real numbers using a neural
network. As illustrated in Fig. 2 (b), each building block of
the approximation part of the MAP-based decoder realizes
one iteration of Algorithm 3. We can directly obtain α(U),
which is the estimation of α obtained at the U -th iteration of
Algorithm 3, as the output of the approximation part. Note
that ǫ(n), n ∈ N are tunable parameters. The first correction
layer has N neurons with α(U) as the input.
B. Training Process for Sparse Support Recovery
We introduce the training procedure for the model-driven
approach for jointly sparse support recovery. Consider I
training samples (X[i],α[i]), i = 1, · · · , I . Let α˜[i] denote the
output of the neural network corresponding to input X[i]. To
measure the distance between α[i] and α˜[i], we use the binary
cross-entropy loss function given by (20), as shown at the top
of the next page. We train the auto-encoder using the ADAM
algorithm.
C. Thresholding Module for Sparse Support Recovery
Note that even after training, there is no guarantee that
the proposed auto-encoder can produce an output α˜ that is
in {0, 1}N . Thus, we require a hard thresholding module
parameterized by threshold γ to convert the output of the
auto-encoder to the final output of the proposed approach
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fMAP (α) = log |AΓA+ σ2IL×L|+ tr((AΓA + σ2IL×L)−1Σˆ)− 1
M
∑
n∈N
(α(n) log ǫ(n) + (1− α(n)) log(1− ǫ(n)))
(16)
(d(n))(k) = max


− (AH:,n(Σ−1)(k)A:,n)2 + 2M log ( ǫ(n)1−ǫ(n))AH:,n(Σ−1)(k)A:,n +√∆(k)
−2
M log
(
ǫ(n)
1−ǫ(n)
)
(AH:,n(Σ
−1)(k)A:,n)2
,−(α(n))(k)

 (18)
∆(k) =
((
AH:,n(Σ
−1)(k)A:,n
)2
+
2
M
log
(
ǫ(n)
1− ǫ(n)
)
AH:,n(Σ
−1)(k)A:,n
)2
+
4
M
log
(
ǫ(n)
1− ǫ(n)
)(
AH:,n(Σ
−1)(k)A:,n
)2(
AH:,n(Σ
−1)(k)A:,n −AH:,n(Σ−1)(k)Σˆ(Σ−1)(k)A:,n −
1
M
log
(
ǫ(n)
1− ǫ(n)
))
(19)
Loss
(
(α[i])i=1,··· ,I , (α˜
[i])i=1,··· ,I
)
=
1
NI
I∑
i=1
∑
n∈N
−
(
α(n)[i] log(α˜(n)[i]
)
+
(
1− α(n)[i]
)
log
(
1− α˜(n)[i]
)
(20)
αˆ ∈ {0, 1}N . We adopt the hard thresholding module pro-
posed in our previous work [36], and present the details
here for completeness. Let α˜ ∈ RN denote the input of the
thresholding module. Then, αˆ(n) , I[α˜(n) ≥ γ], n ∈ N .
Consider I training samples (X[i],α[i]), i = 1, · · · , I . Let
PE(γ) ,
1
NI
∑I
i=1 ‖α[i] − αˆ[i]‖1 denote the error rate for
the given threshold γ. We choose the optimal threshold γ∗ =
argminγ PE(γ) as the threshold for the hard thresholding
module.
V. NUMERICAL RESULTS
In this section, we conduct numerical experiments on device
activity detection and channel estimation in MIMO-based
grant free random access, respectively, which are illustrated in
Section II. We generate the jointly sparse signal X ∈ CN×M
with xm(n) = α(n)hm(n),m ∈ M, n ∈ N according to
hm(n) ∼ CN (0, 1),m ∈ M, n ∈ N . To demonstrate the
ability of the proposed approaches for effectively utilizing
the properties of sparse patterns, we consider three types of
distributions of α, i.e., the independent case, the correlated
case with a single active group, and the correlated case with
i.i.d group activity. In the independent case, N devices are
divided into two groups, i.e., N1 and N2, of the same size
with the devices in Ni accessing the channel in an i.i.d.
manner with access probability Pr[α(n) = 1] = pi, n ∈ Ni,
where i = 1, 2; and let p = p1+p22 denote the average access
probability. In the correlated case with a single active group,
N devices are divided into G groups of the same size N/G;
the active states of the devices within each group are the
same; only one of the G groups is selected to be active
uniformly at random; and 1/G can be viewed as the access
probability p. In the correlated case with i.i.d. group activity,
N devices are divided into G groups of the same size N/G;
the active states of the devices within each group are the
same; and all groups access the channel in an i.i.d. manner
with group access probability p. Note that the two correlated
cases are particularly constructed to test performance for
channel estimation and device activity detection, respectively.
We generate the additive white Gaussian noise Z ∈ CL×M
according to Z:,m ∼ CN (0L×1, σ2IL×L),m ∈ M, where
σ2 = 0.1. We consider two choices for N , i.e., N = 100 and
N = 1000.
We compare the proposed model-driven approaches with the
state-of-the-art methods. Specifically, all the baseline schemes
adopt the same set of pilot sequences for the N devices
whose entries are independently generated from CN (0, 1).
For fair comparison, we require ‖an‖2 =
√
L in training
the architectures of the proposed approaches, as in [36].
The proposed approaches adopt the common measurement
matrices obtained from the encoders of the respective trained
architectures as pilot sequences, and use the decoders of
the respective trained architectures for recovery. The sizes
of training samples and validation samples for training the
architectures of the proposed approaches and the size of
testing samples for evaluating the proposed approaches and
the baseline schemes are selected as 9 × 103, 1 × 103 and
1× 103, respectively. The maximization epochs, learning rate
and batch size in training the proposed architectures are set
as 1 × 105, 0.0001 and 32, respectively. When the value of
a loss function on the validation set does not change for five
epoches, the training process is stopped and the corresponding
parameters of the auto-encoder are saved.4
4When N = 100, the training times for NN, AMP-NN, GROUP LASSO-
NN and MAP-NN are about 10 minutes, 10 minutes, 30 minutes and 30
minutes, respectively. When N = 1000, the training time for AMP-NN is
about 1 hour. Note that we use a computer node with one 16-core AMD Ryzen
processor, one Nvidia RTX 2080 GPU and 32 GB of memory. In grant-free
random access for static devices, the distributions of sparse signals and noise
do not vary much. Hence, the obtained designs are effective for a relatively
long time duration, and the training cost is neglegible.
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A. Channel Estimation
In this subsection, we present numerical results on chan-
nel estimation in MIMO-based grant-free random access.
We evaluate the proposed model-driven approach with the
GROUP LASSO-based decoder, i.e., GROUP LASSO-NN,
and with the AMP-based decoder, i.e., AMP-NN, and three
baseline schemes, namely GROUP LASSO [1], [22], AMP
[12] and ML-MMSE [6]. GROUP LASSO conducts channel
estimation using the block coordinate descent algorithm [1],
[22]; AMP conducts channel estimation using the AMP algo-
rithm with MMSE denoiser based on the known (average)
access probability p [12]; ML-MMSE uses the coordinate
descent algorithm for the ML estimation in [6] to detect
device activities, and then uses the standard MMSE method
to estimate the channel of the devices that have been detected
to be active. The underlying assumptions for the baseline
schemes have been illustrated in Section I. The computational
complexities for GROUP LASSO, AMP and ML-MMSE are
O(LNM), O(LNM) andO(NL2), respectively. Considering
computational complexity, we evaluate GROUP LASSO-NN
only at N = 100, but evaluate AMP-NN at N = 100 and
N = 1000.5 We set U = 200 and V = 3 for the proposed
GROUP LASSO-based decoder, and set U = 50 and V = 3
for the proposed AMP-based decoder. Those choices are based
on a large number of experiments and the tradeoff between
performance and computation time. For ease of comparison,
the total numbers of iterations for the block coordinate descent
algorithm for GROUP LASSO, the AMP algorithm and the
block coordiante descent algorithm for ML are chosen as 200,
50 and 55, respectively.6 We numerically evaluate the MSE
1
NT
∑T
t=1 ‖|X[t]−Xˆ[t]‖|2F and computation time (on the same
server) of each scheme using the same set of T = 103 testing
samples.
Fig. 3 (a), (b), (c), (d) and Fig. 5 (a), (b), (c), (d) illustrate the
MSE versus the undersampling ratio L/N , access probability
p, antenna number M and access ratio p1/p2 in the indepen-
dent case at N = 100 and N = 1000, respectively. Fig. 4 and
Fig. 6 (a), (b), (c) illustrate the MSE versus the undersampling
ratio L/N , access probability p and antenna numberM in the
correlated case with a single active group at N = 100 and
N = 1000, respectively. From all these figures, we make the
following observations. The MSE of each scheme always de-
creases with L/N and increases with p. In each case, the MSEs
of all schemes except for AMP decrease with M at N = 100,
and the MSE of each scheme decreases with M at N = 1000.
The trend for AMP at N = 100 is abnormal, as AMP is
not suitable for small N . In the independent case, the MSEs
of GROUP LASSO-NN and AMP-NN decrease with p1/p2,
while the MSEs of the baseline schemes almost do not change
with p1/p2. This phenomenon indicates that our proposed
5When N is large, it takes a large number of iterations for Algorithm 1 to
converge to a reasonable estimate. Thus, we do not adopt GROUP LASSO-
NN at N = 1000.
6Note that when increasing the numbers of iterations for GROUP LASSO
and AMP, the corresponding computation times will increase, but the MSEs
are still larger than those of GROUP LASSO-NN and AMP-NN, respectively.
That is, GROUP LASSO-NN and AMP-NN can achieve smaller MSEs with
shorter computation times than GROUP LASSO and AMP, respectively.
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Fig. 3. The independent case at N = 100. ǫ1 =
2
N
∑
n∈N1
ǫ(n)
and ǫ2 =
2
N
∑
n∈N2
ǫ(n), where ǫ(n), n ∈ N, play the role of the
access probabilities in Algorithm 2, and are extracted from the trained
AMP-based decoder.
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Fig. 4. The correlated case with a single active group at N = 100.
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Fig. 5. The independent case at N = 1000.
model-driven approach can exploit the difference in device
activity probabilities to improve recovery accuracy, as shown
in Fig. 3 (e). Our proposed GROUP LASSO-NN and AMP-NN
always outperform the underlying GROUP LASSO and AMP,
respectively, demonstrating the advantage of the proposed
model-driven approach in designing effective measurement
matrices and adjusting correction layers for improving signal
recovery accuracy. The gains in the correlated case with a sin-
gle active group are larger than those in the independent case.
In the independent case, the gains are larger at larger p1/p2.
Note that larger gains appear when more features of sparsity
pattens exist and can be utilized by the proposed model-
driven approach. In the independent case with N = 1000,
the MSEs of AMP-NN and AMP are close. The reason is
that no specific sparsity patterns can be utilized for AMP-NN,
and AMP already achieves very excellent recovery accuracy
at large N . GROUP LASSO-NN outperforms AMP-NN when
N and L/N are small, while AMP-NN outperforms GROUP
LASSO-NN when N and L/N are large. In most cases, ML-
MMSE has the smallest MSE, at the cost of computation time
increase (due to ML) [6]. In the correlated case with a single
active group, when N = 1000, AMP-NN achieves the smallest
MSE. This is because the underlying AMP functions well for
large N and the encoder and correction layers of AMP-NN
effectively utilize the sparsity patterns for further improving
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Fig. 6. The correlated case with a single active group at N = 1000.
signal recovery accuracy.
Fig. 5 (e) shows the coherence of our learned measurement
matrix in the independent case and Gaussian matrix versus the
undersampling ratio L/N at N = 1000. Fig. 6 (d), (e) show
the block-coherence across groups and sub-coherence within
one group of our learned measurement matrix in the correlated
case with a single active group and Gaussian matrix versus
the undersampling ratio L/N at N = 1000. The definitions
of coherence, block-coherence and sub-coherence of a matrix
can be found in [31]. Roughly speaking, the coherence and
sub-coherence of a matrix reflect the orthogonality of all the
columns and orthogonality of all the columns within one
group, respectively, and block-coherence reflects the overall
orthogonality between two groups of columns. Note that the
measures for Gaussian matrix are obtained by averaging over
10000 realizations. The measures for the learned measurement
matrix in the correlated case with a single active group are
averaged over all groups. From Fig. 5 (e) and Fig. 6 (e),
we can observe that the learned measurement matrix of our
proposed AMP-NN have smaller coherence and sub-coherence
than Gaussian matrix. This is to more effectively differentiate
devices that are always active simultaneously, so as to achieve
higher signal recovery accuracy. From Fig. 6 (d), we can see
that the learned measurement matrix of our proposed AMP-
NN have larger block-coherence than Gaussian matrix. This
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Fig. 7. Computation time in the independent case.
is to give higher priority to the differentiability of the devices
that are always active simultaneously, at the sacrifice of the
differentiability of the devices that never activate at the same
time.
Fig. 7 illustrates the computation time versus the under-
sampling ratio L/N in the independent case at N = 100
and N = 1000.7 From Fig. 7, we can make the following
observations. The computation time of each scheme increases
with L/N . GROUP LASSO-NN has shorter computation time
than GROUP LASSO. The gain derives from the fact that
Algorithm 1 allows parallel computation. GROUP LASSO
and ML-MMSE have much longer computation time than the
other schemes, especially at large N . Thus, they may not be
applicable for channel estimation in practical mMTC (with
large N ). AMP-NN and AMP have the similar computation
time (which is the shortest), as they have the same number of
iterations and V = 3 is quiet small.
B. Device Activity Detection
In this subsection, we present numerical results on device
activity detection in MIMO-based grant free random access.
We evaluate the proposed model-driven approaches with the
covariance-based decoder, i.e., NN, and the MAP-based de-
coder, i.e., MAP-NN, both at N = 100, and with the AMP-
based decoder, i.e., AMP-NN, at N = 100 and N = 1000.8
We consider four baseline schemes, namely AMP (which uses
p as the activity probabiltiy) [12], ML [6], GROUP LASSO
(which adopts the block coordinate descent algorithm) [22]
and covariance-based LASSO (which adopts the coordinate
descent algorithm) [17]. The computational complexities for
AMP, ML, GROUP LASSO and covariance-based LASSO are
O(LNM), O(NL2), O(LNM), and O(LNM), respectively.
We set U = 0 and V = 3 for NN, set U = 55 and V = 3
for MAP-NN, and set U = 50 and V = 3 for AMP-NN. The
choices are based on a large number of experiments and the
tradeoff between performance and computation time. For ease
of comparison, the total numbers of iterations for the block
7Note that in our setup, the computation time of a scheme in the indepen-
dent case is identical to that in the correlated case.
8When N is large, training the proposed NN needs a large number of
samples, and it takes a large number of iterations for Algorithm 3 to converge
to a reasonable estimate. Thus, we do not adopt NN and MAP-NN at N =
1000. By numerical results, we find that i.i.d. Gaussian pilots are quite suitable
for Algorithm 3 and the proposed approach cannot find better measurement
matrix for the MAP-based decoder.
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Fig. 8. The independent case at N = 100, ǫ1 =
2
N
∑
n∈N1
ǫ(n)
and ǫ2 =
2
N
∑
n∈N2
ǫ(n), where ǫ(n), n ∈ N , playing the role of
the access probabilities in Algorithm 3, and are extracted from the
trained AMP-based decoder.
coordiante descent algorithm for ML, the AMP algorithm, the
block coordinate descent algorithm for GROUP LASSO and
the block coordiante descent algorithm for covariance-based
LASSO are chosen as 55, 50, 200 and 200, respectively. We
numerically evaluate the average error rate of device activity
detection 1NT
∑T
t=1 ‖α[t] − αˆ[t]‖1 and computation time (on
the same server) of each scheme over T = 103 testing samples.
Fig. 8 (a), (b), (c), (d) and Fig. 10 (a), (b), (c), (d) illustrate
the error rate versus the undersampling ratio L/N , access
probability p, antenna number M and access ratio p1/p2 in
the independent case at N = 100 and N = 1000, respectively.
Fig. 9 (a), (b), (c), (d) and Fig. 11 (a), (b), (c), (d) illustrate
the error rate versus the undersampling ratio L/N , access
probability p, antenna number M and number of groups G
in the correlated case with i.i.d. group activity at N = 100
and N = 1000, respectively. From Fig. 8 (a) and Fig. 9 (a),
we see that covariance-based LASSO performs much worse
than Group LASSO and AMP at small M , as explained in
Section IV-A. Given its unsatisfactory recovery performance,
we no longer compare with covariance-based LASSO in
the remaining figures. From all these figures, we make the
following observations. For each scheme, we observe similar
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Fig. 9. The correlated case with i.i.d. group activity at N = 100.
0.11 0.115 0.12 0.125 0.13 0.135 0.14 0.145 0.15
10-7
10-6
10-5
10-4
10-3
10-2
10-1
AMP-NN
AMP
GROUP LASSO
ML
(a) Error rate versus L/N at p = 0.1,
M = 16, p1/p2 = 3.
0.11 0.115 0.12 0.125 0.13 0.135 0.14 0.145 0.15
10-7
10-6
10-5
10-4
10-3
10-2
10-1
AMP-NN
AMP
GROUP LASSO
ML
(b) Error rate versus p at L/N = 0.15,
M = 16, p1/p2 = 3.
4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 64
10-7
10-6
10-5
10-4
10-3
10-2
10-1
AMP-NN
AMP
GROUP LASSO
ML
(c) Error rate versus M at L/N = 0.11,
p = 0.1, p1/p2 = 3.
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Fig. 10. The independent case at N = 1000.
trends with respect to L/N , p andM , as in Section V-A. Here
we focus on the trends with respect to G. Note that correlation
decreases with G. When N = 100 and N = 1000, the error
rate of GROUP LASSO almost does not change with G, and
the error rate of ML always decreases with G. WhenN = 100,
the error rates of NN and MAP-NN increase with G, as not
much correlation can be utilized by the proposed model-driven
approach for improving support recovery accuracy when G
is large. Our proposed MAP-NN and AMP-NN outperform
ML and AMP, respectively, under all considered parameters,
demonstrating the advantage of the proposed model-driven
approach in designing effective measurement matrix and cor-
rection layers for improving support recovery accuracy. When
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Fig. 11. The correlated case with i.i.d. group activity at N = 1000.
N = 100, MAP-NN outperforms NN in the independent case,
as Algorithm 3, which is designed under the independent
assumption, is very effective in such case. WhenN = 100, NN
outperforms MAP-NN in the correlated case with i.i.d. group
activity, as NN can better utilize the correlation information in
such case. When N = 100, our proposed MAP-NN and NN
have the smallest error rate in the independent case and in the
correlated case with i.i.d. group activity, respectively. When
N = 1000, ML achieves the smallest error rate in the inde-
pendent case, and AMP-NN achieves the smallest error in the
correlated with i.i.d. group activity. The reasons are as follows.
ML achieves higher support recovery accuracy than AMP at
the cost of computation time increase. However, AMP-NN
can utilize correlation information to improve support recovery
accuracy in the correlated case with i.i.d. group activity.
Fig. 11 (e), (f) show the block-coherence across groups and
sub-coherence within one group for all devices of our learned
measurement matrix in the correlated case with i.i.d. group
activity and i.i.d. Gaussian matrix versus the undersampling
ratio L/N at N = 1000. From Fig. 11 (e), (f), we can see
that the learned measurement matrix in our proposed AMP-
NN have smaller block-coherence and sub-coherence than
i.i.d. Gaussian matrix, demonstrating the contribution of the
designed measurement matrix to the gain of AMP-NN over
AMP.
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Fig. 12. Computation time in the independent case.
Fig. 12 illustrates the computation time versus the under-
sampling ratio L/N in independent case at N = 100 and
N = 1000. From Fig. 12, we can make the following obser-
vations. The proposed AMP-NN and MAP-NN have similar
computation time to AMP and ML, respectively. Because
AMP-NN and AMP have the same number of iterations, MAP-
NN and ML have the same number of iterations, and V = 3
in AMP-NN and MAP-NN is quiet small. When N = 100,
our proposed NN has the shortest computation time, as the
covariance-based decoder does not require an approximation
part. When N = 1000, AMP and our proposed AMP-NN
have the shortest computation time. GROUP LASSO and ML
have much longer computation time than the other schemes,
especially at largeN . Thus, they may not be suitable for device
activity detection in practical mMTC (with large N ).
VI. CONCLUSION
In this paper, we propose two-model driven approaches,
each consisting of an encoder and a model-driven decoder,
using the standard auto-encoder structure for real numbers in
deep learning. One aims to jointly design the common mea-
surement matrix and jointly sparse signal recovery methods
for complex signals, and can be used in the joint design of
pilot sequences and channel estimation methods in MIMO-
based grant-free random access. The other is to jointly design
the common measurement matrix and jointly sparse support
recovery methods for complex signals, and can be applied to
the joint design of pilot sequences and device activity detection
in MIMO-based grant-free random access. We propose the
Group LASSO-based decoder and AMP-based decoder, as
key instances for the model-driven decoder for jointly sparse
signal recovery. In addition, we propose the covariance-based
decoder, MAP-based decoder and AMP-based decoder, as
important instances for the model-driven decoder for jointly
sparse support recovery. These decoders are all based on
the state-of-the-art recovery methods. The proposed model-
driven approaches can greatly benefit from the underlying
advanced methods with theoretical performance guarantee
via the approximation parts of the model-driven decoders.
They can also effectively utilize features of sparsity patterns
in designing the encoders for obtaining effective common
measure matrix and adjusting the correction parts of the
model-driven decoders. Last but not the least, they can provide
higher recovery accuracy with shorter computation time than
the underlying advanced recovery methods. We conduction
extensive numerical results on channel estimation and device
activity detection in MIMO-based grant-free random access.
The numerical results show that the proposed approaches can
achieve better detection and estimation accuracy with shorter
computation time than the state-of-the-art recovery methods,
including Group LASSO, ML and AMP, etc. Furthermore,
the numerical results explain how such gains are achieved via
the proposed approaches. The obtained results are of critical
importance for achieving massive access in mMTC.
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