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Abstract: This study is to investigate the feasibility of least square method
in fitting non-Gaussian noise data. We add different levels of the two typical
non-Gaussian noises, Le´vy and stretched Gaussian noises, to exact value of the
selected functions including linear equations, polynomial and exponential equa-
tions, and the maximum absolute and the mean square errors are calculated for
the different cases. Le´vy and stretched Gaussian distributions have many appli-
cations in fractional and fractal calculus. It is observed that the non-Gaussian
noises are less accurately fitted than the Gaussian noise, but the stretched Gaus-
sian cases appear to perform better than the Le´vy noise cases. It is stressed
that the least-squares method is inapplicable to the non-Gaussian noise cases
when the noise level is larger than 5%.
Keywords: Least square method, non-Gaussian noise, Le´vy distribution, stretched
Gaussian distribution, least square fitting
1. Introduction
Non-Gaussian noise is universal in nature and engineering.1−3 In recent
decades, non-Gaussian noise has widely been studied, especially in signal de-
tection and processing, 4−5 theoretical model analysis, 6 and error statistics. 7 It
is known that the Gaussian distribution is the mathematical precondition to use
the least square method.4However, it is often directly used to process such non-
Gaussian noise data, which may give wrong estimation. 8 Thus, this study is to
quantitatively examine the applicability of the least square method to analyze
non-Gaussian noise data.
Generally, non-Gaussian noise has detrimental influence on the stability of
power system, and also can stimulate systems to generate ordered patterns.9−10
To our best knowledge, Le´vy and stretched Gaussian noises are two kinds of
typical non-Gaussian noise, which are frequently used in fractional and fractal
calculus.11−12 Le´vy noise has been observed in many complex systems, such
as turbulent fluid flows,13 signal processing,14 financial times series,15−16 neural
networks.17We also note that the parameters estimation for stochastic differen-
tial equations driven by small Le´vy noise were investigated.18 Compared to the
Le´vy noise the stretched Gaussian noise is less studied, but its corresponding
stretched Gaussian distribution has been explored,19 such as in the motion of
flagellate protozoa,20 SoL interchange turbulence simulation,21 anomalous diffu-
sion of particles with external force,22 not mentioned too much. It also should
be pointed that processing of non-sinusoidal signals or sound textures has be-
come an important research topic,23 and the derived algorithms significantly
improve the perceptual quality of stretched noise signals.19
It is well known that the least square method is a standard regression ap-
proach to approximate the solutions of over determined systems, which is most
frequently used in data fitting and estimation.24 The core concept of the least
square method is to identify the best match for the system by minimizing the
square error.25 Supposed that the data points are (x1, y1), (x2, y2) (x3, y3), ..., (x200, y200),
where x represents the independent variable and y is the dependent variable.
The fitting error d characterizes the distance between y and the estimated
curvef (x), i.e., d1 = y1− f (x1) , ..., dn = yn− f (xn). The best fitting curve is
to minimize the square error δ = d21 + d
2
2 + ... + d
2
n =
n∑
i=1
[yi − f (xi)]2, where
the errors di are usually modeled by Gaussian distribution.
26
Field data are often polluted by noise27 and the Gaussian noise is the classical
one, whose probability density function obeys Gaussian distribution. We have
mentioned above that several types of noise data obey non-Gaussian distribution.28
To examine the feasibility of the least square method in fitting non-Gaussian
noise data, we generate the non-Gaussian random numbers as the noise, and
then add different levels of the noise to the exact values of the selected func-
tions including linear equations, polynomial and exponential equations as the
observed values. By using the least square method, the maximum absolute
and mean square errors are calculated and compared in the Gaussian and non-
Gaussian applications.
The rest of the paper is organized as follows. In Section 2, we introduce the
Gaussian distribution, Le´vy distribution, stretched Gaussian distribution, and
the methods we use to analyze the noise data. In Section 3, we give the results
and discussion. Finally, a brief summary is provided.
2. Theory and methods
2.1 Gaussian distribution
Gaussian distribution is also called as normal distribution, which is often
encountered in mathematics, physics and engineering. The probability density
function of Gaussian distribution is:
f (x;µ, σ) =
1√
2piσ2
exp
(
− (x− µ)
2
2σ2
)
, (1)
2
where µ and σ respectively represent mean and standard deviation. When µ = 0
and σ = 1, it degenerates into the standard Gaussian distribution. Figure1 gives
four different cases of Gaussian density function.
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Figure 1. The probability density functions of Gaussian distribution.
2.2 Le´vy distribution
Le´vy distribution, named after Paul Le´vy, is a rich class of probability dis-
tributions. The Gaussian and Cauchy distributions are its special cases. It is
usually defined by its characteristic function φα,β (k;µ, σ).
29
φα,β (k;µ, σ) = F {fα,β (k;µ, σ)} = exp
[
iµk − σα |k|α
(
1− iβ k|k|ω (k, α)
)]
,
(2)
where
ω (k, α) =
{
tan piα2 (α 6= 1, 0 < α < 2)
− 2pi ln |k| (α = 1)
, (3)
stability index 0 < α ≤ 2, skewness parameter −1 ≤ β ≤ 1, scale parameter
σ > 0, and location parameter µ ∈ ℜ. α and β respectively determine the
properties of asymptotic decay and symmetry. The standard Le´vy distribution
can be obtained by the following transformation.
pα,β(k;µ, σ) =
1
σ
pα,β(
x − µ
σ
; 0, 1). (4)
Whenβ = 1, µ = 0, the probability density function of the Le´vy distribution
is stated as:
f (x;µ, c) =
√
c
2pi
(
−e
− c
2x
x1.5
)
, (5)
where x ≥ 0, µ is the location parameter and c is the scale parameter. Different
cases of Eq.(5) are illustrated in Figure 2.
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Figure 2. The probability density functions of Le´vy distribution.
2.3 Stretched Gaussian distribution
The stretched Gaussian distribution has widely been used to describe anoma-
lous diffusion and turbulence, especially in the porous media with fractal structure.30
The solution to the fractal derivative equation in characterizing the fractal me-
dia has the form of stretched Gaussian distribution,31whose probability density
function is defined as:
fβ (x) =
β
21+1/βΓ (1/β) σ
exp
(
−1
2
∣∣∣∣x− aσ
∣∣∣∣
β
)
, (−∞ < x <∞, β > 0) .
(6)
where β is the stretched exponent. Whenβ = 2 and a = 0, it becomes to
the standard Gaussian distribution. Figure 3 shows three cases of stretched
Gaussian density function.
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Figure 3. The probability density functions of stretched Gaussian
distribution.
2.4 Generation of noise data
4
In this study, the noise data are obtained based on the above mentioned
Gaussian and non-Gaussian random variables, which can be generated by using
the inverse function method32 and the selection method.33 Specifically, Cham-
bers, Mallows, Stuck proposed the CMS method in Le´vy random variables
simulation, 34 which is the fastest and most accuracy method. By using the
CMS method, some variables need to be defined first.
V = pi
(
U1 − 1
2
)
,
W = − lnU2,
L =
{
1 + β2 tan2
(piα
2
)}1/2α
,
θ0 =
1
α
arctan
(
β tan
(piα
2
))
,
where U1 and U2are two independent uniform distribution on interval (0, 1).
When α 6= 1, the Le´vy random number is
X = L
sin {α (V + θ0)}
{cos (V )}1/α
.
[
cos (V − α (V + θ0))
W
](1−α)/α
. (7)
When α = 1,
X =
2
pi
{(pi
2
+ βV
)
tanV − β ln
( pi
2W cosV
pi
2 + βV
)}
. (8)
The general Le´vy random numbers can be obtained based on some known
properties.35
For the stretched Gaussian distribution, we use the acceptance rejection
method to generate its random numbers. 33
2.5 Methods
Both linear and nonlinear functions estimation are considered by using the
least square method, in which the model function f : Rm → R is estimated as
yi = f (xi) + εi (i = 1, 2, ..., n) , (9)
where n is the number of observations, yi ∈ R the response variable, xi ∈ Rm
the explanatory variable, the noise
εi = rand× a% (a = 1, 5, 10, 15, 20) . (10)
In this study, we consider the casen = 200, then the observed values y1, y2, ..., y200
can be constructed by adding the values of the random numbers to the exact
5
values of the selected functions including linear equations, polynomial and ex-
ponential equations, finally the maximum absolute error and the mean square
error are calculated for the above different cases in conjunction with the least
square method.
We give the following abbreviations in noise date processing for convenience:
FA: Gaussian noise least square error fitting, µ = 5, σ = 0.5.
FB: Le´vy noise least square error fitting, α = 1.8, β = 0, µ = 1, σ = 0.
FC: Stretched Gaussian noise least square error fitting,β = 2.5, a = 1, σ = 3.
Rerr1: Maximum absolute error: max |F (xi)− f (xi)|.
Rerr2: Mean square error:
√
n∑
i=1
{F (xi)−f(xi)}
2
n .
3. Results and discussion
In this section, we apply the least square method to fit various noise-polluted
data by adding different levels of Gaussian and non-Gaussian noise to exact
values of the selected functions including linear equations, polynomial and ex-
ponential equations, and give a brief discussion.
a) The simplest typical model is the linear function.
f (x) = ax+ b, (a 6= 0) . (11)
Here we select the following case as example:
f (x) = 5x. (12)
Tables 1 to 5 give the estimated parameters and the errors for five different
levels of noise in the linear case. We can observe that the Gaussian noise fit-
ting data maximum absolute error is in the range of (0.0005, 0.0177), the mean
square error is in the range of (6.8544e− 15, 1.5782e− 8). The maximum ab-
solute and the mean square errors of Gaussian noise are the least and Le´vy
distribution noise are the largest, with the relationship expressed as:
Rerr1 (FA) < Rerr1 (FC) < Rerr1 (FB) , (13)
Rerr2 (FA) < Rerr2 (FC) < Rerr2 (FB) . (14)
The corresponding fitting curves are depicted in Figures 4-8. We can find
that the results of Gaussian noise fitting have the best accuracy, and the stretched
Gaussian noise fitting curves are closer to those of the Gaussian noise compared
with the results of Le´vy noise data fitting.
Table 1. The estimated results for 1% noise in the linear case.
function a b Rerr1 Rerr2
f 5 0 0 0
FA 4.9901 0.0005 0.0005 6.8544e−15
FB 4.9973 −0.0073 0.0076 3.0886e−9
FC 5.0087 −0.0011 0.0011 2.9304e−13
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Figure 4. Linear model fitting to 1% noise.
Table 2. The estimated results for 5% noise in the linear case.
function a b Rerr1 Rerr2
f 5 0 0 0
FA 5.0195 −0.0009 0.0010 1.0324e−13
FB 5.0138 0.0102 0.0116 1.4090e−8
FC 5.0635 −0.0119 0.0109 6.4216e−9
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Figure 5. Linear model fitting to 5% noise.
Table 3. The estimated results for 10% noise in the linear case.
function a b Rerr1 Rerr2
f 5 0 0 0
FA 5.0504 −0.0032 0.0032 6.5200e−12
FB 4.9793 0.0104 0.0104 7.7237e−9
FC 5.1412 −0.0181 0.0101 1.9163e−8
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Figure 6. Linear model fitting to 10% noise.
Table 4. The estimated results for 15% noise in the linear case.
function a b Rerr1 Rerr2
f 5 0 0 0
FA 4.8624 0.0064 0.0074 2.6201e−10
FB 4.9193 0.0482 0.0482 3.8108e−6
FC 5.1177 −0.0322 0.0322 4.9674e−7
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Figure 7. Linear model fitting to 15% noise.
Table 5. The estimated results for 20% noise in the linear case.
function a b Rerr1 Rerr2
f 5 0 0 0
FA 4.8533 0.0177 0.0177 1.5782e−8
FB 5.0199 0.1645 0.1665 7.5012e−4
FC 5.1050 −0.0355 0.0355 8.5735e−7
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Figure 8. Linear model fitting to 20% noise.
b) A polynomial can be constructed by means of addition, multiplication
and exponentiation to a non-negative power, which is usually written as the
following form with a single variable x,
f (x) = anx
n + an−1x
n−1 + ...+ a2x
2 + a1x+ a0, (15)
wherea0, a1, ..., an−1, anare constants. We select three parameters polynomial
function.
F (x) = ax2 + bx+ c (a 6= 0) . (16)
Here the following case is used as example:
y = 4x2 + 3x+ 2 (a 6= 0) . (17)
Tables 6 to10 give the estimated parameters and the errors for five differ-
ent levels of noise in the polynomial case. The corresponding fitting curves
are depicted in Figures 9-13. Gaussian noise fitting maximum absolute error is
in the range of (0.0019, 0.0170), and the mean square error is in the range of
(3.2095e− 13, 2.2722e− 9). We notice that Eq. (13) and Eq. (14) also satisfied
here. From Figures 9-13, the results of Gaussian noise fitting are the best, and
the stretched Gaussian noise fitting curves are better than the results of Le´vy
noise data fitting.
Table 6. The estimated results for 1% noise in the polynomial case.
function a b c Rerr1 Rerr2
f 4 3 2 0 0
FA 3.8776 2.0197 2.9991 0.0019 3.2095e−13
FB 3.9672 2.0072 3.0042 0.0046 4.1653e−10
FC 3.8480 2.0262 2.9995 0.0013 7.4921e−14
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Figure 9. Polynomial model fitting to 1%noise.
Table 7. The estimated results for 5% noise in the polynomial case.
function a b c Rerr1 Rerr2
f 4 3 2 0 0
FA 3.7673 2.0500 2.9974 0.0026 1.1552e−12
FB 4.6455 1.8825 3.0166 0.0190 3.4974e−8
FC 4.7226 1.8644 2.9985 0.0079 1.1658e−9
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Figure 10. Polynomial model fitting to 5%noise.
Table 8. The estimated results for 10% noise in the polynomial case.
function a b c Rerr1 Rerr2
f 4 3 2 0 0
FA 4.4244 1.8693 3.0071 0.0071 7.7917e−11
FB 4.6928 1.8345 3.0367 0.0367 7.6032e−7
FC 3.5281 2.1336 2.9754 0.0246 9.9390e−8
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Figure 11. Polynomial model fitting to 10%noise.
Table 9. The estimated results for 15% noise in the polynomial case.
function a b c Rerr1 Rerr2
f 4 3 2 0 0
FA 4.9474 1.7866 3.0070 0.0128 5.1818e−10
FB 4.3098 1.9391 3.0338 0.0379 1.1459e−6
FC 4.4846 1.9551 2.9692 0.0318 5.2768e−7
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Figure 12. Polynomial model fitting to 15%noise.
Table 10. The estimated results for 20% noise in the polynomial case.
function a b c Rerr1 Rerr2
f 4 3 2 0 0
FA 6.1102 1.6197 3.0086 0.0170 2.2722e−9
FB 3.0272 2.2146 3.0432 0.0550 7.1629e−6
FC 4.0612 2.0446 2.9506 0.0494 3.8487e−6
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Figure 13. Polynomial model fitting to 20%noise.
c) Non-linear equations can be divided into two categories, one is polynomial
equation, and the other is non-polynomial equation. In this part, we select the
four parameters exponential function.
F (x) = ae3x + be−t − ct+ d (a 6= 0) . (18)
Here the following case is used as example:
f (x) = 0.5e3x + 0.2e−t − t+ 1
3
. (19)
Tables 11 to 15 give the estimated parameters and the errors for five differ-
ent levels of noise in the exponential function case. The corresponding fitting
curves are shown in Figures 14-18. The Gaussian noise fitting data maximum
absolute error is in the range of (0.0013, 0.0091), the mean square error is in
the range of (2.5659e− 14, 1.5559e− 9). And the results of exponential cases
have similar patterns with those shown in the linear and polynomial cases.
Table 11. The estimated results for 1% noise in the exponential case.
function a b c d Rerr1 Rerr2
f 0.5 0.2 1 1/3 0 0
FA 0.4651 0.8096 0.3043 −0.2412 0.0013 2.5659e−14
FB 0.4887 0.4365 0.7425 0.1168 0.0087 4.3599e−9
FC 0.4889 0.3664 0.8068 0.1795 0.0015 7.7919e−13
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Figure 14. Exponential model fitting to 1% noise data.
Table 12. The estimated results for 5% noise in the exponential case.
function a b c d Rerr1 Rerr2
f 0.5 0.2 1 1/3 0 0
FA 0.4282 1.5436 −0.5101 −0.9386 0.002 2.1618e−12
FB 0.5493 −0.7494 2.0662 1.2535 0.0211 1.5321e−7
FC 0.6557 −3.1130 4.5957 3.4751 0.0156 3.6588e−9
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Figure 15. Exponential model fitting to 5% noise data.
Table 13 The estimated results for 10% noise in the exponential case.
function a b c d Rerr1 Rerr2
f 0.5 0.2 1 1/3 0 0
FA 0.7448 −4.4825 6.2056 4.7692 0.0137 3.2450e−9
FB 0.3697 2.9448 −1.9627 −2.3200 0.0545 6.0328e−6
FC 0.8745 −6.9997 9.0002 7.1302 0.0284 6.2251e−8
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Figure 16. Exponential model fitting to 10% noise.
Table 14. The estimated results for 15% noise in the exponential case.
function a b c d Rerr1 Rerr2
f 0.5 0.2 1 1/3 0 0
FA 0.1986 5.1211 −4.7226 −4.2859 0.0097 2.0389e−10
FB 0.5151 −0.6695 1.8449 1.1120 0.0867 3.3841e−5
FC 0.4250 1.1082 −0.1989 −0.5301 0.0303 1.8103e−7
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Figure17. Exponential model fitting to 15% noise.
Table 15 The estimated results for 20% noise in the exponential case.
function a b c d Rerr1 Rerr2
f 0.5 0.2 1 1/3 0 0
FA 0.3164 3.9831 −3.1994 −3.2706 0.0091 1.5559e-9
FB 0.3339 3.7390 −2.8727 −2.9547 0.0873 4.5904e−5
FC 0.6920 −3.3436 4.9695 3.6399 0.0451 1.8947e−6
14
0.05 0.1 0.15 0.2
0.9
0.95
1
1.05
1.1
1.15
1.2
1.25
1.3
1.35
1.4
x
y
 
 
f
FA
FB
FC
Figure 18. Exponential model fitting to 20% noise.
To summarize all the above results, we can find that the maximum absolute
and the mean square errors for the Gaussian noise cases are the smallest, but
the values for the Le´vy noise cases are the biggest, i.e.,
Rerr1 (FA) < Rerr1 (FC) < Rerr1 (FB) , (20)
Rerr2 (FA) < Rerr2 (FC) < Rerr2 (FB) . (21)
It can be observed from Figures 4 to 18, that the results of Gaussian noise
fitting have the best accuracy, and the stretched Gaussian noise fitting curves
are closer to those of the Gaussian noise compared with the results of Le´vy noise
data fitting. Thus, the least square method is less accurate when it is applied to
the non-Gaussian noise data fitting compared with the cases of Gaussian noise,
especially when the noise level is larger than 5%.
This study mainly verifies the least square method is inapplicable to non-
Gaussian noise when the noise level is high. To extend the results in more
complicated systems, a mathematical proof to the conclusion should be derived
in future study.
The second goal of our further work is to modify the least square method
in fitting non-Gaussian noises. Actually the core concept of the least square
method is to minimize the square error δ =
n∑
i=1
[yi − f (xi)]2, i.e., in the linear
case,
δ =
n∑
i=1
[yi− ax− b]2, (22)
to compute the minimum value of Eq. (22), the main task is to set the first-order
derivatives of the parameters to be zero.{
∂δ
∂a = 0
∂δ
∂b = 0
. (23)
The solutions of Eq. (23) are the target values of the parameters a and b.
Combining our previous work on fractional and fractal derivatives, 30,36 we can
employ the fractional and fractal derivatives to generalize Eq. (23), and the
15
corresponding fitting errors can be defined by using the following power law
transform:
xˆ = xβ . (24)
4. Conclusions
This study examines the feasibility of least square method in fitting various
noise data polluted by adding different levels of Gaussian and non-Gaussian
noise to exact values of the selected functions including linear equations, poly-
nomial and exponential equations. The maximum absolute error and the mean
square error are calculated and compared for the different cases. Based on the
foregoing results and discussions, the following conclusions can be drawn:
1. The fitting results for the non-Gaussian noise are less accurate than those
of the Gaussian noise, but the stretched Gaussian cases appear to perform better
than the Le´vy noise cases.
2. The least-squares method is inapplicable to the non-Gaussian noise data
when the noise level is larger than 5%.
3. A theoretical proof and improved least mean square methods for non-
Gaussian noise data are under intense study.
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