This paper introduces a new and comprehensive dataset on "alternative" banks in EU and OECD countries. Alternative banks (e.g. ethical, social or sustainable banking) experienced a recent increase in media interest and have been hailed as an answer to the financial crisis but no research exists on their stability. This paper studies whether alternative banks differ from conventional banks in terms of riskiness. For this I construct a comprehensive dataset of alternative banks and compare their riskiness with an adequately matched control group of conventional banks using mean comparison and panel regression techniques. The main result is that alternative banks are significantly more stable (in terms of z-score) than their conventional counterparts. The results are robust to different estimation methods and data specifications. Alternative banks also have lower loan to asset ratios and higher customer deposit ratios than conventional banks.
Introduction
Following the worldwide financial crisis that started in 2007, ethical and social banks have received increased and favorable attention in the media and by depositors. Their growing clientele sees them as a possible answer and reaction to the financial crisis (Weber and Remer, 2011) . Mainly due to their increased popularity with small depositors ethical banks in Europe have doubled their assets between (Benedikter, 2011 . However, no comprehensive empirical evaluations of these banks exists. The small literature on social banking offers a few general descriptions of the business model of social banks (Benedikter, 2011; Weber and Remer, 2011) but there exists no comprehensive study that I am aware of that evaluates the stability of alternative banks in comparison to conventional banks. This may be due to the fact that despite their rapid growth, banks with an alternative business model remain a niche phenomenon and their impact on the financial system is accordingly small. Since the importance of social banks has nevertheless increased in the last few years and may continue to rise (Köhler, 2010) , this paper aims to fill this gap in the literature by providing a comprehensive analysis of the behavior of alternative banks in EU and OECD countries, especially during and since the financial crisis.
In the context of this paper the focus of the analysis lies on two areas of interest from the perspective of financial stability. First, bank riskiness and second, bank outcomes in the global financial crisis. Concerning the first point, bank riskiness, from a theoretical perspective, alternative banks could be more or less risky than conventional banks. On the one hand, alternative banks could be less risky as they are generally risk-averse, focused on the real economy and tend to avoid speculative activities. On the other hand, alternative banks could be more risky, if, for example, they generate less profits that can be used to re-build capital buffers after crisis events or they may be exposed to higher credit default risk if the "worthy causes" among their borrowers are not financially sound. In the second area of research, the development of alternative banks in and since the financial crisis, there are also two simultaneous effects. First, alternative banks are exposed to the general adverse effects of a troubled economy, second, they experience a period of accelerated growth due to an increase in customer deposits. Although most social banks did very well during the financial crisis, their rapid growth since could be a threat to their business model (Remer, 2011) . For example, a strong influx of deposits may be difficult to match with a sufficient number of borrowers that fulfill the two criteria of being social or ethical as well as financially sound.
Accessing a large variety of sources, I develop a first and comprehensive overview of alternative banks in EU and OECD countries. I use balance sheet data from Bankscope to empirically evaluate their stability. Methodologically, I follow the literature on the evaluation of Islamic banking (see e.g. Beck et al., 2013; Čihak and Hesse, 2010) in comparing conventional and alternative banks. I match the alternative banks with a comparable set of conventional banks by size, country of origin, type of bank (commercial, savings or cooperative) and years of data observed. Matching is based on year 2006, that is, before the outbreak of the global financial crisis.
The main result is that alternative banks are significantly more stable than their conventional counterparts. This result is robust to different estimation methods and data specifications. Following the outbreak of the global financial crisis alternative banks also experienced a rapid growth in deposits and total assets. This occurred simultaneously with potential negative effects of the financial crisis. Therefore the effects of the crisis on bank stability are not easily distinguishable from the effects of the inflow of deposits. Results for the effects of the financial crisis on the stability of alternative banks are therefore less clear-cut. This paper contributes to the literature on social and ethical banking in several ways.
It introduces a comprehensive dataset of alternative banks and it matches alternative banks with an appropriate control group of conventional banks. This dataset is then used to address two research questions. First, it evaluates if alternative banks differ from their conventional counterparts in terms of risk. Second, it studies the stability and growth of alternative banks during and since the global financial crisis.
The remainder of this paper is organized as follows. Section 2 develops a definition of alternative banking, introduces the related literature and explores theoretically how the riskiness of alternative banks may differ from conventional banks. Section 3 describes the alternative bank dataset and the matching of the conventional bank control group. 3
Section 4 presents regression results on bank stability and robustness tests. Section 5 concludes. A detailed methodological section may be found in the appendix.
2 Alternative banking and stability 2.1 Definition of an alternative bank This paper defines "alternative banks" as those banks that pursue ethical, social, sustainable, environmental or other "added social value" goals as a core part of their business strategy. Banks with religious affiliations or roots are included as well if they follow a special code of ethics, engage in preservation of the environment or make similar adjustments to their business model.
The related literature offers no consistent terminology. Often, the terms "ethical" or "social" are used to discuss the same banks. I resort to the more general umbrella term "alternative" but also use the terms "ethical" or "social" when referencing specific literature. The above definition of alternative banks is close in spirit to Weber and Remer (2011, p. 2) who define "social banking as banking that aims to have a positive impact on people, the environment and culture". Many social banks follow a "dual bottom line" approach, that is, in their business decisions they aim for their own benefit as well as the benefit of the society. This can mean, for example, that they extend credit according to ethical or environmental criteria. San-Jose et al. (2011) find that the the hallmark of an "ethical" bank is that it is striving for economic and social profitability, that is, having a dual bottom line.
These definitions show that there is some heterogeneity among alternative banks. They have different origins such as social reform movements, environmental preservation movements, or may hold themselves to ethical, christian or anthroposophical values (see Weber and Remer, 2011 for an overview). Although alternative banks have these different origins and have varying ways of doing business there is one unifying characteristic that makes it possible to group them together for analysis: This is their (explicit or implicit) dual-or triple bottom line approach which implies that alternative banks 4 have different goals than conventional banks.
For the purpose of this study, I exclude banks engaging in microfinance, alternative banks in developing countries, and guarantee or business-development banks. Although they do share some characteristics with the alternative banks, they operate in completely different business environments. Alternative banks must further be distinguished from savings banks or cooperative credit unions which were also originally founded in the spirit of helping their members or disadvantaged groups in general. Although, today most savings and cooperative banks do not explicitly take ethical considerations into account, many alternative banks are organized as cooperatives and there may exist some overlap with this banking type. To account for this, the banking type of the alternative banks (commercial, savings or cooperative) is controlled for in the further analysis. The country of origin of the bank is also controlled for, because characteristics of, for example, cooperative banks, also differ between countries.
Related literature
Although the global financial crisis drew much attention toward sustainable forms of banking and spurred interest in social banking in general society, the academic literature on social banking remains very small. This is also due to the very small size of the alternative banking sector. In Germany, for example, social and ecological banks have a market share of 0.2% of the private banking sector but 16 million of Germans are potentially interested in these types of banks (zeb, 2012) . As alternative banks are seen as one answer to the financial crisis, this warrants study of their stability.
Weber and Remer (2011) Becchetti and Garcia, 2008; Harvey, 1995) .
The relatively small size of the empirical ethical banking literature may also be due to several methodological challenges: first, no comprehensive overview of alternative banks exists, second, the econometric problems posed by their small sample size, and third, the question of an appropriate control group.
The methodological challenges to studying alternative banks are similar to those of studying Islamic banking. While for the former, to the best of my knowledge, no papers that compare between banking groups exist, the latter is studied in the academic literature. Specifically, the performance of Islamic banks during the financial crisis received attention in several studies (Bourkhis and Nabi 2013; Hasan and Dridi 2011) .
Islamic banks are comparable to social banks in that they both subscribe to a certain set of (religious or moral) rules that constrain their behavior and may differentiate them from conventional banks in a number of ways. In both cases there are religious or ethical/moral motivation for the bank's actions. Some similarities in the study of Islamic banks and social banks are that they have less or no focus on interest rates, that they are a small but quickly growing sector and that their business model differs from conventional banks. The methodological challenges are also similar due to the limited number of alternative banks which leads to few observations and the question of the choice of a suitable control group. That is why this paper takes a similar methodological approach as some of the Islamic banking literature. Specifically, I rely on matching to obtain a comparable group of conventional banks (Bourkhis and Nabi, 2013 ) and use of robust estimation techniques (Čihak and Hesse, 2010) .
Riskiness and stability of alternative banks

Riskiness of alternative banks
From a theoretical perspective, alternative banks could be more or less risky than conventional banks. In general, alternative banks are relatively risk-averse and serve pri-6 marily the real economy. They avoid risky activities, such as highly structured financial products and speculative proprietary trading. They may also hold larger capital buffers than do their conventional counterparts. Several of the ethical and social banks studied here are organized in a network of banks that follow sustainable standards, the Global Alliance for Banking on Values (GABV). Members of the GABV must comply with their "sustainable banking principles". These include among others the triple-bottom line approach ("profit, people, planet"), serving the community and the real economy, focusing on long-term relationships with clients, transparency and a long-term, selfsustaining business model 1 . These principles demonstrate that alternative banks aim to engage in little risk taking but they could still be equally risky or riskier than conventional banks because they may be subjected to unique risks stemming from their business model.
Social banks may be exposed to higher credit default risk and concentration risk due to the specialized nature of their lending. For example, an environmental bank that grants a lot of credit to the renewable energy sector would be strongly affected by the curtailment of renewable energy subsidies. Also, some of the ethical lending might be inherently riskier as these "worthy causes" could be less well capitalized than typical borrowers. Then again, alternative banks are specialists in their field and therefore possess specific know-how that allows them to correctly assess the riskiness of a project.
They are skilled in monitoring these creditors and some alternative banks provide business advice to their creditors that could lower riskiness, especially with inexperienced creditors (e.g. small and medium enterprises, first-time home buyers). Supporting this line of thought, Acharya et al. (2006) find that a sectoral specialization of banks is linked to better monitoring and higher quality of the loan portfolios. Additionally, social banks also engage in relationship lending that lessens information asymmetries.
Also, as the customers of alternative banks chose their bank specifically for its ethical or social business strategy, the reputation risk of an alternative bank is likely to be higher than that of a conventional bank. The higher potential costs of a scandal should lead to more prudent business decisions and a clear focus on compliance.
It is a challenge for alternative banks to find highly qualified personnel who identify 1 Sustainable Banking Principles are summarized from www.gabv.org 7 with the banks' values (von Passavant, 2011) . The possibility exists that some of the employees of social banks have little experience in financial business and risk management. Employees and management of social banks usually accept wages that are below the industry average and bonus payments are small or nonexistent. This eliminates moral hazard and should lead to greater risk-aversion as well as less procyclical lending behavior than in conventional banks.
The stability of the bank can also be affected by its ability to generate profits. As alternative banks have other objectives besides generation of profit, it is likely that their profitability will be lower than that of conventional banks. One determinant of bank profitability is the interest rates setting of alternative banks. These are not purely set according to refinancing costs and risk premia, but also take social or environmental considerations into account. In alternative banks, interest rates are often, at least partially, set according to social standards. For example, Cornée and Szafarz (2013) present data on business loans made by a French alternative bank and show that the bank charges interest rates that are below market rates for loans to social projects.
While this furthers the social goals of the bank, it may also have less capacity to build up capital buffers or re-build capital after adverse events. Still, part of this loss of interest income may be offset by the banks customers who also receive lower interest payments on their deposits. Two recent surveys explore the interest rates and riskiness of ethical banking in Germany. A survey study by the management consultancy zeb (2012) finds that German residents state that they would forgo 1.3% in remuneration to invest their money ethically. Irrespective of the questionable reliability of survey answers, one can state that clients of an ethical or social bank make a conscious choice to place their money there and are willing to forgo some part of their remuneration.
A survey of German financial experts finds that these believe that social banks take fewer risks (Köhler, 2010) . To summarize, there are multiple factors that could lead alternative banks to be more risky or less risky than conventional banks and these factors could balance each other out.
Stability of alternative banks in the global financial crisis
The stability of social banks during and since the financial crisis is of special interest due 8 to the view that alternative banks could be an answer to the financial system fragility made apparent in the global financial crisis (Fessmann, 2013) . There exist multiple and simultaneous channels through which the global financial crisis may have affected the stability of alternative banks. First, through the interbanking system and worsening financial markets conditions. Second, through the recession in the real economy. Third, through the rapid influx of customer deposits since the outbreak of the crisis.
Concerning the first channel, as alternative banks are predominantly financed by small depositors and largely independent from the interbank market (Scheire and De Maertelaere, 2009 ) they are mostly shielded from contagion and should therefore be more stable in times of crisis. They do not engage in speculative activities which could incur high losses in market downturns. Second, in real terms, alternative banks should enjoy greater stability than their conventional peers due to their emphasis on relationship lending, long-term funding and refusal to engage in high-risk business. Some of their lending, for example to social projects (pre-schools etc.) is less exposed to the business cycle than the manufacturing sector but may also be particularly affected in case of public spending cuts. Although most social banks emerged strengthened from the financial crisis (Remer, 2011) , they were not immune to economic developments. For example, two of the 12 banks studied in Scheire and De Maertelaere (2009) no longer exist as of 2014.
Concerning the third channel, before the crisis ethical and social banking was mainly a niche phenomenon. Their rapid growth since then could be a threat to their business model. In conventional banks, strong growth of credit volume is associated with heightened bank risk (Köhler, 2015) . This could lead to difficulties if the organizational structure of the banks are not equipped to handle this rapid influx of deposits.
Also, rapid growth could destabilize the banks and pose a threat of dilution of core principles and values if, for example, not enough socially beneficial and economically sustainable projects can be found to match the increased inflow of deposits. Remer (2011) notes that this may be the case for some social banks. Specifically, in economically uncertain times and in a low interest-rate environment, a sudden increase in deposits and therefore total assets cannot immediately be translated in revenuegenerating loans or other investments. Social banks find it more difficult to obtain 9 equity capital than to obtain deposits (Becchetti, 2011) . With capitalization remaining constant, capitalization-based risk-measures (leverage, z-score) will automatically report an increase of the banks riskiness.
Data and Methodology
A new dataset of alternative banks
Comprehensive list of alternative banks
To the best of my knowledge, this is the first paper that studies alternative banking in OECD and EU countries using a comprehensive set of banks. In a first step, a comprehensive list of banks that are identified or self-identify as alternative is compiled Since the increase in popularity of social or ethical banking following the global financial crisis, one concern with the classification of alternative banking may be the threat of green-washing. There is the possibility that terms like "ethical" or "sustainable" are used mainly for marketing purposes. Ordinary commercial banks may seek to improve their reputation by publically announcing ethical standards that are mainly geared towards the media and potential customers. The credibility and efficiency of these announcements may then be doubtful. In the construction of the alternative bank dataset, special care is paid to weed these banks out. Specifically, a bank can only be included in the group of alternative banks if it clearly states that its business model is substantially changed through its convictions. That is, the bank implicitly or explicitly has a dual bottom line. One possible caveat when relying on information collected from bank websites (CSR reports, mission statements, bank self descriptions) to obtain the information on bank characteristics and behavior, might be that banks simply do not distribute information about the social or ethical behavior they engage in. However, as banks have an incentive to inform their clients and potential clientele about their services and unique selling points (according to the principle "Do good and talk about it"), they have an incentive to provide detailed information about the implementation of their ethics guidelines. That is why it is reasonable to assume that if a bank does not mention a specific type of alternative or socially desirable behavior, it does not engage in it.
Therefore, banks are only included in the list if their ethics guidelines are strict and comprehensive enough to actually change the business structure of the bank. This may for example be the case if the bank is turning down business opportunities or avoiding market segments due to ethical considerations. Each bank website is checked individually for the manner in which the banks values manifest in the business model.
In case of banks that are no longer active, I resort to alternative information sources such as newspaper articles or internet archives.
For the banks included in the alternative bank dataset, this "alternative" behavior can take many different forms. Many banks adapt their investment and their lending to their business goals. Some have negative lists, that exclude certain areas of business from their activity, while others have positive lists and may, for example, only lend to 11 socially or environmentally beneficial projects. Many of the alternative banks are very environmentally conscious, for example, they use exclusively renewable energy sources, compensate their CO 2 emissions or regularly audit their use of resources. Several alternative banks pursue their goals through the setting of interest rates. The interest rate on loans may be partially determined by the type of project financed. Discounts are given to social projects or ecological building renovations. Customers may also, for example, choose to forgo part of the interest rates they would receive on deposits to provide social or ecologial projects with subsidized interest rates on loans. While most banks seek to be profitable, some explicitely state that they do not seek to maximize their profit. Often, part of the profit is donated. Employee remuneration may be competitive but may also be lower than in conventional banks. To stave off excessive payments to management, some banks define a maximum spread between highest-and lowest-earning employees while other banks make no or quite small bonus payments.
These findings complement the work by San-Jose et al. (2011) who discuss the problem of identifying banks that are "truly" ethical and identify characteristics that distinguish ethical banks from conventional banks. They conclude that ethical banks distinguish themselves through high transparency and allocation of assets to create additional social profit.
Data sources and description
The final list of banks contains 65 banks. For 54 of these multiple years of balance sheet data are available in Bankscope 1 . The database may contain unconsolidated as well as consolidated bank balance sheets from the same bank. This could lead to double counting (see e.g. Buch and Neugebauer, 2011 
Control group of conventional banks
As alternative banks make up only a tiny fraction of the banking market, there is a large number of conventional banks that could be used to compare bank riskiness and financial crisis performance. Using all other banks as a control group is not feasible due to the small number of banks of interest. That is why I follow the matching literature and use pre-matching in the presence of a large and potentially heterogeneous control group (Imbens, 2014, Angrist and Pischke 2008) . This pre-matching is implemented only to 13 obtain an appropriate and less heterogeneous control group, not to obtain treatment effects that could be interpreted causally. Similar matching approaches are also used in the Islamic banking literature (Bourkhis and Nabi, 2013) and in the evaluation of socially responsible investment funds (Becchetti et al., 2014) .
The matching process follows two steps. First, the total number of banks is reduced to banks that have similar characteristics as the alternative banks and are therefore good potential controls. Specifically, to serve as a potential control, the conventional bank must be active in the same country as the alternative bank and have balance sheet data available for a long enough time frame (2006) (2007) (2008) (2009) . Only banks enter that are of the same banking type as the alternative bank (commercial, savings and cooperative) 1 .
Banks that were part of large mergers are also dropped 2 . Banks must further be deposittaking, as all alternative banks are deposit taking. This leaves 3278 banks in the potential control group.
Second, the alternative banks are matched to conventional banks that closely resemble them using nearest neighbor matching. The banks are matched based on characteristics that are chosen to be important for the behavior and stability of the bank (e.g. bank size) and the business environment the bank acts in (e.g. country) but at the same time these characteristics should not be overly influenced by the status of the bank as being an alternative bank. Therefore, matching is done based on country of origin of the bank, bank size proxied by total assets, bank type (savings, cooperative or commercial) and
the last year that the bank is observed in the dataset. The home country of the bank has effects on bank riskiness mainly through the macroeconomic environment but possibly also through national ideosyncracies in accounting standards or banking supervision.
Bank size is linked to bank capitalization and riskiness in multiple ways. Larger banks often have more sophisticated risk management techniques that allow them to keep lower capital ratios. Also, large banks may be more directly affected by turmoil on international financial markets. Smaller banks are typically less diversified and do not usually refinance themselves on the interbank market and therefore keep higher capital buffers (Jokipii and Milne, 2011) . Bank type has also been linked with bank riskiness.
For example, cooperative banks are found to be more stable than commercial banks (Hesse and Čihak, 2007) .
To preserve the panel structure of the data, banks are matched in one specific year rather than matching each alternative bank with different banks each year. Banks are matched in the year 2006 in order of them to be unaffected by the outbreak of the financial crisis in summer 2007. Following a suggestion by Abadie et al. (2004) , each bank is matched with four conventional controls. Using four controls yielded good mean-squared errors in simulations (Abadie and Imbens, 2002) . See the appendix for a detailed technical description of the matching process and a discussion of multiple robustness checks of the matching methodology.
Bank risk measures and control variables
Bank risk measures
The main bank risk measure is the z-score. It is defined as the fraction of the return on assets (ROA) plus the capital asset ratio (CAR) of the bank divided by its standard deviation of the return on assets.
I calculate the standard deviation over all years that the bank is present in the sample. The z-score states how many standard deviations the banks' return on assets can decline until the bank becomes insolvent. When the returns of the bank are normally distributed the z-score is the inverse of the probability of insolvency of the bank (Beck et al., 2009) . A higher z-score therefore means greater bank stability. The z-score is well-established in the empirical banking literature (see e.g. Boyd and Runkle 1993;
Laeven and Levine 2009) and has been used in similar studies analyzing the Islamic banking sector (Čihak and Hesse, 2010) .
The two time-varying components of the z-score, ROA and CAR are affected differently by the financial crisis. First, the return on assets should decrease in times of crisis.
This effect may be even stronger for alternative banks as they experienced a high inflow of assets. In a low interest-rate environment this increase in deposits would not generate the same returns as the old deposits. Second, the capital asset ratio may fall in the financial crisis if the bank experiences losses that reduce capital. In case of the alternative banks, it might also fall due to an inflow in deposits.
Although the z-score is a very widely used measure of banking stability, it can be quite high if the bank has very stable earnings over time. This leads to a very low volatility in ROA and therefore to a very high z-score. As this may happen in the sample studied here and due to the effect of deposit inflows on the z-score, I consider several alternative risk measures. First, I follow Čihak and Hesse (2010) and implement two modified zscores that are based on downward volatility of return on assets rather than the overall volatility of return on assets. From a bank stability perspective, only downward spikes in return on assets are relevant. In the first modified z-score, downward volatility is proxied by the absolute value of the average negative deviations of the bank-specific ROA from its mean. In the second modified z-score, the downward volatility is proxied by the squared negative deviations of the bank-specific ROA from its mean (Hesse and Čihak, 2007) . Lastly, I use the Regulatory Capital Ratio of banks, which is defined as the banks' total regulatory capital over its risk-weighted assets. While regular capital ratios are lowered by a strong inflow of deposits, which increases total assets without immediately increasing capital, the risk-weighted ratios are less affected by this.
Due to the relatively small size of all alternative banks, stock-market based risk measures cannot be employed. Information on non-performing loans (NPLs) is available for only about one-fifth of the banks sampled, which makes it unsuitable as a risk measure.
Also, risk measures based on NPLs are often unreliable if troubled banks extend further credit to troubled creditors to avoid write-offs. Another possible venue of analysis of banking risk would be a comparison of bank failure rates via probit models or similar methods. However, due to very low numbers of observations this has to be left to future research.
Bank control variables
The regression equation includes an array of bank control variables. Many of them are adopted from the literature on riskiness of Islamic banks (see e.g. Čihak and Hesse, 2010) or have been found significant in explaining differences in bank riskiness. First, bank size is proxied by log total assets. Second, the banks' loans to assets ratio is included a measure of the banks balance sheet composition and its focus on traditional lending business. In some specifications the loan to deposit ratio is also included. It indicates how well the bank is able to transform deposits into interest-bearing loans.
Third, the cost to income ratio is a measure of efficiency of the bank. Less efficient banks will generate lower returns and may also be worse at risk management. However, it may be not a meaningful efficiency measure for alternative banks that do not aim to generate income from their business. Fourth, the income diversity measure introduced by Laeven and Levine (2007) is an indicator on how much the bank generates its income via granting of loans rather than other activities. This measure is also used by Čihak and Hesse (2010) . A bank with diverse income sources can be more stable in times of low interest rates but it can also indicate that the bank is not focussing on traditional banking business. A high share of non-interest income has been linked with higher stability in German retail-oriented banks (Köhler, 2014) . Lastly, the ratio of customer deposits to total assets is another indicator of traditional banking activity. Less reliance on wholesale deposit funding and the interbank market can be protective in crises and shows that the bank is closely connected to its community.
Descriptive statistics of the matched dataset
This section offers an overview of alternative banks and describes the matched dataset, which is used in the later regression analysis. Among the 34 alternative banks are 13 commercial banks, 15 cooperative banks, five savings banks and one building society.
These alternative banks are headquartered in 12 different EU and OECD countries 1 .
The average size of an alternative bank is 4474 Million USD (Table 1) . With a median size of 1763 Million USD, the size distribution is quite skewed. to income ratio is ususally a measure of bank efficiency. The significantly higher cost to income ratio of alternative banks could therefore indicate that alternative banks are less efficient, but it could also be due to the fact that not all alternative banks are income-maximizing. The income diversity indicator shows that alternative banks have significantly less diverse income sources than conventional banks. This is probably due to their focus on core banking activities.
The ratio of customer deposits to total assets is significantly higher in alternative banks (77%) than in conventional banks (65%). This is to be expected due to the focus of alternative banks on the real economy. Without controlling for any other variables, the average z-score of alternative banks is significantly higher than that of conventional banks. In this sample of banks, z-scores in general are rather high, because many banks are rather well capitalized (high CAR). Additionally, the return on assets is rather low for both the alternative banks and for the matched sample when compared to the return on assets of all banks including large commercial and investment banks. For the second risk measure, the regulatory capital ratio, there is no significant difference between banking groups.
Figure 1 in the appendix shows the amount of total assets of the alternative banks and the matched conventional banks over time. Both banking groups experience increases in total assets over time, but since the outbreak of the financial crisis in 2007, the total assets of alternative banks have grown at a much higher rate than that of the matched conventional banks. This is in line with Benedikter (2011) who states that total assets of ethical banks in Europe doubled between 2007 and 2010. The slight decrease of average total assets in 2012 is due to the fact that two rather large alternative banks exit the sample in 2011. Due to concerns that the growth in total assets may be driven by mergers or by large banks I restrict the data to banks that are available in the dataset from 2002-2012 and not involved in large mergers since the outbreak of the crisis. Figure 2 confirms the higher growth of alternative banks using the median total assets of this restricted sample.
The amount of customer deposits held by alternative banks is also steadily increasing and higher than that of the control group (Figure 3 ). This stronger increase in customer deposits after the financial crisis is again robust when using the restricted dataset ( Figure 4) . When looking at the development of current customer deposits (Figures 5 and 6) the increased inflow of deposits since the outbreak of the financial crisis becomes even more apparent.
Regressions and results
Riskiness of alternative banks
The following regressions evaluate the riskiness of alternative banks in comparison with conventional banks.
The dependent variable is the bank risk of bank i in year t. It is proxied by the z-score in the baseline specification. The effect of being an alternative bank (or not) is captured in the regression with the dummy variable "Alt. Bank" that equals one if the bank is an alternative bank and zero if it is a conventional bank. If the alternative banks had, for example, lower z-scores (were less stable) than the conventional banks, the dummy variable would have a negative coefficient sign in the regression. B is a vector of bank specific variables discussed in the previous section. It includes indicator variables of bank type (savings bank, cooperative or commercial bank), bank size proxied via log total assets, a measure of income diversity and the cost to income ratio as a measure of cost efficiency. It also includes the ratio of customer deposits to total assets and the ratio of loans to total assets, which has been shown to be significantly lower in alternative banks than in conventional banks ( Table 2) . Some specifications add the loan deposit ratio as a measure of conversion of deposits into loans. To account for country-specific characteristics and macroeconomic effects, the regression specification also includes country and year fixed effects. The inclusion of bank fixed effects is not possible as the status of being an alternative bank is also fixed over time. That is why the regression is implemented using pooled ordinary least squares (OLS) following Čihak and Hesse (2010) . Table 5 presents results for the baseline specification. In all specifications, the alternative bank status is associated with a significantly higher z-score and therefore greater stability. Larger banks and banks with a higher fraction of customer deposit funding are also more stable. Banks with more diverse income are less stable. As the cost to income ratio is insignificant in all regression specifications, it is not included in further regressions.
Year fixed effects (columns 6 and 7) were found to be jointly insignificant and are also dropped.
Robustness to different risk measures
In Table 6 the regression is repeated using different specifications of the z-score. Column
(1) includes a z-score calculated using the expected ROA, proxied by a moving average of the past 3 years rather than the current ROA, which leaves results virtually unchanged.
From a perspective of financial stability only negative deviations from the average ROA are of interest (Čihak and Hesse, 2010) . Columns (2) and (3) therefore report regression results using two z-scores based on downward volatility. Here, the alternative banks show even greater stability than conventional banks. This indicates that alternative 20 banks are especially risk-averse. In column (4) the z-score is winsorized at the 1% and 99% level due to the concern that the regression results might be driven by outliers.
Again, results are robust. However, the regression results using the regulatory capital ratio as a risk measure (columns 1 and 2 of Table 11 ) show no significant relationship between regulatory capital and alternative banking status. One caveat is that this alternative risk measure is only available for about one third of the banks in the sample.
Robust regression methods
Least squares regression methods are especially vulnerable to outliers due to the squared error term. In the case of alternative banking, the distribution of regression covariates is affected by some outliers. However, these are not data errors, rather this is due to the inherent heterogeneity of alternative banks. To ensure that the previous regression results do not depend on a few individual banks, I repeat the baseline regression using two different estimation techniques that are robust to outliers. Čihak and Hesse (2010) use the same robust regression techniques due to similar considerations for Islamic banks. Columns (1) and (2) in Table 7 present results using a weighted regression method that is robust to outliers. Specifically, the outlier-robust estimator described in Hamilton (2012) identifies outliers in an iterative procedure and assigns them lower weights in the regression. Columns (3) and (4) present results using a median least squares regression. In both specifications, the coefficient values of the alternative bank indicator are somewhat lower but still positive and highly significant.
As an additional robustness check, equation 2 is modified by lagging all bank-specific explanatory variables by one year. This should mitigate potential issues of endogeneity.
The results in table 8 show that the main result as well as the coefficients of bankspecific variables are very robust to the inclusion of lagged bank specific variables.
As lagging the bank-specific variables leaves the main results unchanged but further reduces a rather small dataset, lagged terms are only included as a robustness exercise.
Inclusion of interaction terms
The regression results could be biased due to the presence of the bank characteristics, if they too are influenced by alternative banking status. As some of the bank specific variables collected in the vector B may be directly influenced by the alternative banking status, the above regression equation is modified to a fully interacted model where each regressor is interacted with the alternative bank dummy. This follows Čihak and Hesse (2010) who also include interaction variables of bank characteristics with the bank type when the bank characteristic differs between bank types.
Results are presented in Table 9 . While some of the interaction with bank characteristics are highly significant they leave the main result unchanged. The coefficient values of the alternative bank indicator remain very similar and highly significant. This indicates that the alternative bank indicator captures other stabilizing features of the banks that are not directly controlled for in the regression. These differences could be due to the different business culture of alternative banks, for example, a conservative loan portfolio, high-quality loan monitoring or a particularly dedicated staff.
Stability of alternative banks in the global financial crisis
The second area of research is the question if alternative banks were affected differently by the financial crisis. As the higher growth rates of alternative banks since the onset of the financial crisis have already been explored graphically in the previous section, this section focuses on the effect of the crisis on bank stability. This is evaluated by introducing a crisis indicator in the regression and interacting it with the alternative bank dummy. The use of a crisis dummy and the inclusion of interaction terms to capture crisis effects is typical in the literature (Beck et al., 2013) . Two different crisis indicators are used, both based on GDP. As the alternative banks, as well as their matched counterparts, are comparatively small banks and few are active traders on financial markets, the financial crisis should most likely affect them via the real economy.
The first measure, a crisis intensity measure, is the yearly loss of GDP, in percent, of the country where the bank is located. If the GDP grows, the crisis measure equals zero.
This measure indicates the presence of a crisis for all countries in 2009 and for some 22 countries in 2003, 2004, 2008, 2010 and 2012 . The second crisis measure is a dummy that equals one if the home country of the bank experienced negative GDP growth that
year.
When using the z-score as a risk indicator I find no significant effect of the interaction term between the alternative bank dummy and the crisis indicator. The crisis indicator itself displays a negative, but not significant coefficient. In terms of z-score, there is no additional difference between alternative and conventional banks in times of crisis. This may be due to the multiple effects of the financial crisis on the z-scores of alternative banks discussed in section 2.3. Specifically, an inflow of deposits would c.p. increase total assets and therefore lower z-scores. That is why, in the following, a risk-weighted risk measure that should be less affected by capital inflows is used. However, the interaction of both crisis measures with the alternative bank dummy is positive and significant in all specifications. This indicates that alternative banks proved more resilient in terms of regulatory capital in times of crisis than conventional banks. Due to the limited sample size for the regulatory capital ratio and the fact that no significant results are obtained using the z-score, results must be viewed as preliminary. When repeating these regressions using robust and quantile regression methods they loose significance. When interpreting the results it must not be forgotten that the control group consists of other small banks, many of them cooperative and savings banks, most of which were also not at the center of the financial crisis. The fast growth of alternative banks since the global financial crisis may obscure the pure crisis effects on the banks. While the final effect of the rapid growth of alternative banks remains to be seen, they were not less stable than the control group during the crisis.
Conclusion
This paper studies the riskiness of alternative banks in general and, specifically, during the financial crisis. This is the first study, I am aware of, to compile a comprehensive dataset of alternative banks and evaluate their riskiness compared to an adequate control group of conventional banks. The main result is that alternative banks, such as social and ethical banks, are significantly more stable than conventional banks. This result is confirmed using a wide array of robustness checks and is robust to different specifications of the main risk measure. The results are further confirmed using several robust regression methods. There is some evidence that in times of economic crisis alternative banks also prove more resilient in terms of regulatory capital than their conventional counterparts. The fast growth of alternative banks during and after the financial crisis makes bank risk measures based on total assets, such as the z-score, difficult to interpret. One avenue for further research is the analysis of alternative bank stability using risk measures that are less affected by bank growth.
When interpreting the results one must nevertheless keep in mind that the number of alternative banks used in the analysis is by necessity quite small. This is mostly due to the very small number of alternative banks in general and the limited number of years that they were included in Bankscope. It must also be noted that by using balance sheet-generated risk measures, all results necessarily suffer from some survivorship bias.
Some alternative banks did fail during the financial crisis and/or had to merge after financial difficulties. This, of course, also holds for conventional banks. A separate analysis of bank failure probabilities could be an avenue for future research assuming that the sample size of bank failures increases over time.
As alternative banks hold only a tiny fraction of banking system assets in Europe, the direct effect of alternative banking on financial stability is accordingly small. However, 24 by their sheer existence alternative banks show that different ways of conducting banking business are possible, which may influence how other market participants act in turn. Supporting this line of thought, Becchetti et al. (2013) develop a model where profit maximizing firms may find it optimal to adopt measures of corporate social responsibility when socially responsible, not profit maximizing, firms enter the market.
Therefore, the fact that alternative banks do exist may be a positive influence the behavior of conventional banks.
As a final note, it must be added that this paper studies alternative banking from a view of stability. Positive effects on the social economy, the environment and the society in general cannot be quantified here but are nevertheless a central aspect of alternative banking.
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A Appendix
A.1 Matching methodology and robustness
Matching methodology
As alternative banks make up only a tiny fraction of the banking market, there is a large number of conventional banks that could be used to compare bank riskiness and financial crisis performance. Using all other banks as a control group is not feasible due to the small number of banks of interest. That is why I follow the matching literature and use pre-matching in the presence of a large and potentially heterogeneous control group (Imbens, 2014; Angrist and Pischke, 2008) . Notably, this means that the pre-matching process should not be associated with the matching methods used for obtaining causal inference in the context of treatment evaluation (e.g. propensity score matching).
The alternative banks are matched to conventional banks that closely resemble them in basic characteristics using nearest neighbor matching. The banks are matched based on characteristics that are chosen to be important for the behavior and stability of the bank (e.g. bank size) and the business environment the bank acts in (e.g. country) but at the same time these characteristics should not be overly influenced by the status of the bank as being an alternative bank. Matching is done based on country, bank specialization (savings, cooperative or commercial), bank size and the last year the bank was available in Bankscope. The bank specialization is assigned by Bankscope based on the annual report of the bank. One alternative bank is, most likely erroneously, classified as a "finance company" in Bankscope and reclassified as a cooperative bank for the analysis. One British alternative building society is classified as a "Real Estate and Mortgage bank" in Bankscope and is matched with other British building societies.
Bank size is proxied by total assets in 2006, that is, before the outbreak of the financial crisis. Of the banks that are available long enough for the regression analysis, three are not available until the end of the sample. One bank leaves the sample in 2009, two others in 2011. As one of the matching variables is the last year that the bank was observed in the dataset, these are matched with banks that left the dataset at a similar time. Both alternative banks and conventional banks in the matched dataset 26 are observed in Bankscope for 12 or 13 years, on average.
The matching process is implemented using the Stata command nnmatch. The nearest neighbor matching minimizes the Mahalanobis distance between the covariates. The
Mahalanobis distance is invariant to scale and accounts for correlation of the matching variables (see e.g. Härdle and Simar, 2012) .
To specify, this means that matching is done directly on the covariates and not on, for example, the propensity score. In the context of this paper, the more direct method is preferred as matching is employed only as a pre-matching and not for causal inference and there are few and mostly categorical covariates used for matching. For country and bank type exact matching is specified. This means in practice that these variables enter the weighting matrix with their original weight multipied with 1000 (Abadie et al., 2004) . Banks are matched with replacement which leads to higher quality matching than without replacement (Abadie and Imbens, 2002) . Following a suggestion by Abadie et al. (2004) , each alternative bank is matched with four conventional controls which yielded good mean-squared errors in simulations.
Robustness of results to matching specifications
This matched dataset is used for all regressions except in Table 10 which presents a series of robustness checks of matching specification and data choice. Column (1) presents results for only the 1997-2011 period. The year 2012 is omitted from the regression because two alternative banks left the sample in that year. Column (2) repeats the matching using a sample that controls for mergers and panel attrition. Both the alternative banking groups as well as the other banks were involved in mergers and acquisitions during the time studied. In the baseline specification, only banks involved in large mergers are dropped from the sample. In column (2) banks are excluded from the alternative and in the control group if they experienced a total assets growth of 50% or more since 2006 (Duprey and Lé, 2014) . Before 2006, banks are only subjected to the merger control following the baseline specification as some alternative banks experienced self-sustained growth greater than 50% just after founding. Bank mergers and acquisitions are one cause of sample attrition. Riskier banks could be more involved in take-overs, either as a receiving entity if they are more prepared to engage in potentially risky take-overs or as candidates for a takeover if past risk-taking destabilized their financial position. In order to control for possible effects of sample attrition, the dataset used in column (2) also includes only banks with data available from 2003 through 2012 or longer. Column (3) does not use exact matching for country and bank type. While these are important variables in term of bank risk, the exact matching could lead to insufficient weight being placed on bank size. Columns (4) and (5) check whether the results are robust to the number of banks being matched and report results on 1:6 and 1:3 matching, respectively. Column (6) implements a bias adjustment that "adjusts the difference within the matches for the differences in their covariate values" (Abadie et al., 2004, p. 298) . As this bias only occurs when more than one continuous variable is included in the matching or when the potential sample is too small, this bias adjustment is not included in the baseline specification (Abadie and Imbens, 2002) .
The matched dataset in column (7) Table   10 the coefficient values remain of similar size and significant. Results therefore do not depend on the exact construction of the dataset.
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A.2 Data description and summary statistics This figure reports the total assets of alternative and conventional banks in an outlier -robust modification of above figure. It reports the median total assets of a dataset that is restricted to banks that are available in the dataset from 2002-2012 and not involved in large mergers since the outbreak of the crisis. This figure reports the current customer deposits of alternative and conventional banks in an outlier -robust modification of above figure. It reports the median customer deposits of a dataset that is restricted to banks that are available in the dataset from 2002-2012 and not involved in large mergers since the outbreak of the crisis. (2) and (3) use on downward volatility measures rather than overall volatility measures in the calculation of the z-score. Column (2) uses the absolute downward deviations and column (3) the squared downward deviations of the ROA, following Hesse and Čihak (2007) . Column (4) reports results using a z-score that is winsorized at the 1% and 99% level. Robust standard errors are in brackets. The p-values are as follows: *** p<0.01, ** p<0.05, * p<0.1 (1) and (2) report results using a estimation techniques robust to outliers in the data (see Hamilton, 2012 for a description). Columns (3) and (4) This table reports the regression estimates of equation 3 using OLS (columns 1 and 2) and robust regression methods (columns 3 and 4). The dependent variable is the z-score. Robust standard errors are in brackets for OLS regressions. Standard errors are in brackets for robust regressions. The p-values are as follows: *** p<0.01, ** p<0.05, * p<0.1 All bank control and interacted variables are demeaned for ease of interpretation (See Balli and Sørensen, 2013; Brambor et al., 2006) . The table reports robustness tests of the regression results of equation 2 using different modifications of the dataset in each column as detailed in the data appendix. The dependent variable is the z-score. OLS regression with robust standard errors in brackets.
A.4 Regression results
The p-values are as follows: *** p<0.01, ** p<0.05, * p<0.1 (1) and (2). Columns (3-6) report regression estimates of equation 4 which includes a measure of economic crisis as detailed in the header. The dependent variable is the Regulatory Capital Ratio. OLS regression with robust standard errors in brackets. The p-values are as follows: *** p<0.01, ** p<0.05, * p<0.1
