This paper solves the deficit irrigation scheduling problem assuming that rainfall arrivals obey a Neyman-Scott cluster model. The implied dependence between storms is represented by derived conditional distributions of the occurrence of rainfall based on the history of past storm arrivals. This new result is used on a physicostochastic model of the soil moisture history which in turn leads to an optimal control algorithm for making irrigation decisions. The decision of when and how much to irrigate now depends on measured soil moisture, available irrigation water, and time since the last rainfall occurrence.
cluster centers. In the secondary level, for each cluster center at ti, there is the actual associated number of rainfall events, Ni( I t•), or cluster members. The RGM's can be, for example, cyclonic belts persisting over a region, or fronts sweeping over a given area [Kavvas and Delleur, 1975] .
The probability generating functional (pgfl) of the N-S cluster process is (2) where gn, is the probability generating function (PGF) of the random variable representing the number of cluster members (rainfall events) in a cluster centered at time t•, fr(0 is the probability density function (pdf) of time positions of the cluster members within each cluster, and # is the parameter of the 
Equation (8) represents the multivariate PGF for the above random vector when the random variable N( ) is distributed according to the N-S cluster model; p(t) and pi(t) represent the probability that a rainfall event, whose RGM occurred at time t, falls within the time intervals indicated by the upper and lower limits of the integral. From this definition, it is clear that the nature of the pdf, fr(0, determines the memory of the rainfall process.
The probability of any event can be obtained from (5) and (8). However, in this case, and as opposed to the Poisson process in which a complete stochastic description is obtained at the expense of the independence assumption, the N-S cluster model renders a general cluster dependence structure. In fact, the model expressed in (2), (5), and (8) has the Poisson process as one of its particular cases.
In this work, as by Kavvas and Delleur [1981] , it is assumed that the random variable characterizing the number of rainfalls in a given cluster Ni follows a geometric distribution with parameter p. It is well known that the PGF of the geometric distribution is [Parzen, 1962] pz gN'(z) = 1 -(1 -p)z Izl < 1
The distribution of the time positions of the individual rainfalls within their respective clusters, T, is assumed to be negative exponential with parameter •, so that
fr(• --t) = • exp I---•(•' --t)-I • --t > 0 (ll) fr(• -t) = 0 otherwise
The assumption of an exponential distribution for ¾ implies that no matter how far in the future from the time of occurrence of an RGM, there always exists a positive probability that a rainfall occurring at that time has been generated by the RGM which occurred in the infinite past. The reader is referred to Ramirez and Bras [1982] or VereJones [1970] for details.
FORECASTING AND CONDITIONAL PROBABILITY DISTRIBUTIONS OF THE N-S MODEL
Just as a point process can be described in two different ways, either in terms of its counting properties or in terms of its interval properties, forecasting problems for point processes are also of two different kinds. The first kind corresponds to the problem of finding the distributions of the number of events in future time intervals. The second kind corresponds to the problem of finding the distributions of the time to and between various configurations of events. It is this last kind of problem that is dealt with in this work. The function of interest is the conditional distribution function (CDF) of the time to the next rainfall event, given some or all of the past of the process. The immediate past, in particular the time which has elapsed since the preceding rainfall event, is of utmost importance.
The following assumptions are in order: (1) the process is stationary, (2) the process has single occurrences, (3) the process has finite rate of occurrence, and (4) the complete stochastic structure of the process is known. All four assumptions hold true in the case of the N-S cluster model. Before proceeding, denote the finite dimensional distributions of the point process N( ) as 
which gives the probability that the time X to the next rainfall event is greater than x conditional on the history H of the process.
In order to arrive at the desired CDF's, consider the worst situation or simplest case, namely, the situation when no information about the past of the process is available. According to this, (15) reduces to the unconditional probability:
Using the duality between the counting properties and the interval properties of a point process, (16) can be rewritten as
Now, consider the case when the available information about the past of the process is that a period of time • has elapsed without any rainfall events occurring. For this case, Soil moisture content (SMC) at the root zone is discretized, in the state space, from saturation SMC, to permanent wilting point (PWP). The discretization follows that of Bras and C6rdova [1981] . It is a variable interval discretization whose index ranges from one at saturation to rn at PWP. The length of each interval is such that under unforced conditions (no infiltration inputs), it takes one day for the depletion processes to drive the SMC from the upper bound to the lower bound of each interval, and rn days to drive it from saturation to PWP. According to this, the pdf of the terminal soil moisture content, for all soil moisture states, can be expressed as a transi- 
where P is the unit price of crop yield, Y• is the contribution of decision stage k to total yield, fi is unit cost of irrigation water, 7 is the fixed cost of irrigation (labor cost), and Un is the volume of irrigation water applied at decision stage k, PC are production costs different from irrigation costs, and 
where Qk is the set of feasible irrigation decisions at stage k and U•* is the optimal irrigation decision at stage k. In the work of C6rdova and Bras [1981] and in order to justify the use of the Poisson process for the storm arrivals an independent storm event had to be defined. This was done by determining a minimum interstorm time that would yield a coefficient of variation equal to one in the implied one parameter exponential distribution. Neglecting seasonality in the precipitation process throughout the year, Restrepo-Posada and Eagleson [1982] determined that the minimum interstorm time was 17.7 hours for Denver, Colorado.
In this work, the objective is not to define a storm event that fits the assumptions of a prespecified model; rather, a logical storm event is defined, and then a precipitation model is fitted to the resulting time series. An interval size of 24 hours (1 day) is then used to define a rainfall occurrence. A storm event occurs in the middle of the day whenever the total precipitation on the given day is greater than 0.254 mm (0.01 inches).
The entire growing season (120 days) was divided into 15 consecutive 8-day-long periods to carry out the rainfall data analysis with respect to intensity and duration. First-and second-order moments for intensity and duration, as well as the number of storm events for each 8-day period, were obtained.
Comparing the number of storms in each of the 15 periods as well as the mean and variance of the storm intensity and duration, five arbitrary statistically homogeneous precipitation periods were defined. These homogeneous precipitation periods are as shown in Table 1 . This means that although as stated in previous sections, the precipitation process is considered homogeneous (stationary) with respect to the storm arrivals, it is considered inhomogeneous with respect to the storm characteristics intensity and duration. Using the method of moments, an exponential distribution was fitted to storm intensity and storm duration in each homogeneous precipitation period. Also, for the sake of comparison, a homogeneous Poisson model was fitted to the process of storm arrivals. The parameters obtained for the analyzed data are as shown in Table 2 .
Rainfall Arrivals Model Parameters
Three parameters are needed when the rainfall arrivals are modeled as a Neyman-Scott cluster process of the kind considered here. These are the parameter # of the Poisson distribution for the parent process or rate of occurrence of RGM's. identify local short-term trends in the process. For instance, if during any given period, several days have passed without any storm occurring, the probability of rain should increase. However, when the number of days without rain keeps increasing, the model should be able to interpret this information as an indication of a drought, thus the probability of future rain should decrease.
In the framework of the CDF's expressed in (34) and (37), the above characteristic can be interpreted as follows. As • increases, that is, as the number of days since the last rainfall event increases, the model should detect a possible drought and yield a decreasing probability of rain in the future. This behavior can be observed in Figure 4 obtain optimal irrigation decisions. It is shown that for the case study, the added complexity of the precipitation model apparently results in a substantial improvement in the representation of the process, although this does not lead to significant differences in the theoretical expected maximum net benefits when compared to the homogeneous Poisson model. This implies that the time constant of the soil-plant system overwhelms the persistence of the Denver rainfall data.
The results of this work do not allow any conclusion as to which model is a better representation of the underlying precipitation process. Under the N-S assumption it is shown that the conditional information contained in the history of precipitation arrivals has a net economic worth. This economic worth is represented in additional net benefits at the end of the growing season. This net worth is by no means negligible and will increase steadily with time as the demand for water and food increases. However, it is also shown that the difference in optimal expected net benefits can be quite large depending on whether precipitation is modeled as a Poisson process or as a N-S process. Since for this data set both models appear to be at least as good as each other, the large expected opportunity loss of choosing the wrong model indicates that the crucial issue of actually determining the true underlying precipitation process is of paramount importance for resource allocation and decision making. the next rainfall event could be derived. However, the situations considered here were simple. In fact, only the time since the last rainfall event is accounted for. It is desirable to include more complex situations, when more than one event in the past is considered. In this way, the emphasis is not so much on the drought conditions but also on the wet conditions. The derivation of CDF's accounting for more complex situations seems possible by defining Palm-type functions of higher order. Rarn#:ez and Bras [1982] give an example. However, from the onset, the complexity of the expressions obtained, as well as the implementation of a control model able to use the added information, makes this a difficult task.
