Simulation and Optimization in Supply Chain  by Brinza, Georgiana
 Procedia Economics and Finance  3 ( 2012 )  635 – 641 
2212-6716 © 2012 The Authors. Published by Elsevier Ltd.
Selection and peer review under responsibility of Emerging Markets Queries in Finance and Business local organization.
doi: 10.1016/S2212-5671(12)00207-9 
Emerging Markets Queries in Finance and Business
Simulation and optimization in Supply Chain
Georgiana Brinzaa,*
aAcademy of Economic Studies, Institute of Doctoral Studies, Bucharest, Romania
Abstract
In our current times, small companies follow a pre-defined path on the market: they start their activity, they prosper and, in
the end, most of them lose their competitiveness and leave the market. The small companies cannot compare themselves
with the big companies, as the big ones can upgrade their technologies and processes at lower prices, without time
consuming and with available financials to change the direction when the actions taken deviate from what was planned.
That is why small companies suffer from disadvantages on the market. To overcome these situations and start competing,
especially these days, small companies must incorporate creativeness in their way of thinking and acting. It is mandatory 
for small companies to design the daily activities performed based on new technology, historical data, updated know-how 
etc., mostly because technology is more and more present, products have less life days, or the global trend is heading to
globalization and integration.
In this paper a small ice cream store will be analyzed. There will be applied multiple linear regression and simulation 
techniques and the result will provide a good view over the things needed for a small company to have efficient operations.
Nevertheless, as any other good analysis, the paper will include some take away notes and proposals for future analysis.
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1. Introduction 
In an environment in a continuous change small businesses are frequently seen to start, activate and finally 
lose their competitiveness. In the small business cases these steps seem to be shorter as they are affected by the 
big businesses, which can see what is new and can include it in their activities at cheaper prices. This is why 
small businesses need to be more creative in order to compete. It is mandatory for the small business to start 
integrating technology in their operations, as it becomes more and more available. This paper discusses a 
seasonal small business, an Ice Cream store. Located in the beach town of Costinesti, the store is open only 13 
weeks each year. Finding a way to maximize the resources available while minimizing both inventory and 
excess staff might help keeps this small business running long into the future.  
2. Literature review 
 viable and show a 
reasonable profit. The current trend for any business to maintain successful operations is for it to utilize current 
technologies. In June 1994, the Boeing 777 was built with computer-aided design tools that were linked among 
2,200 computers. They were able to design and even simulate the assembly of the plane, which was something 
that was never before seen Wheatley, 2008. Supply chain, inventory, and demand simulation software are three 
different business processes that actually influence one another. The supply chain can be defined as having 
items flowing from one stage of supply to the next, both within the business and outside, in a seamless fashion 
Kanaka, 2008. The supply chain is more of a high-level optimization. It has a varied focus, including decisions 
such as warehouse location, truck usage, and choice of supplier. Inventory optimization is more focused on just 
how much inventory a company should maintain to make the most profit. Both supply chain and inventory 
software need an accurate forecast of demand to be implemented properly and that is why we begin with 
demand planning software. Seasonal demand, which is dynamic, is a difficult thing to predict but it is worth the 
supply chain is identifying whether or not seasonal demand is an actual force that affects the company or if the 
seasonal demand is a result of business practices. This false sense of seasonal demand could be caused by 
businesses over-compensating for what they believe is a pattern in demand for their products. For example, a 
order to satisfy current demand and obtain a level of inventory that would satisfy the supposed demand Bradley 
and Amtzen, 1999. In other words, businesses should produce what is currently needed while inventory levels 
are obtained for what will be required later. Supply chain management and optimization are very complex and 
intricate issues that continue to grow both in importance and acceptance, and are unique to each company that 
adopts these ideals. New technologies are critical to obtaining an optimal supply chain for businesses. There 
are, however, obstacles that complicate matters. Inventory levels and seasonal or stochastic demand heavily 
influence decision making for supply chain management and optimization. Any seasonal business has the 
challenge of determining how the issue of inventory optimization should be utilized. The inventory needs to be 
optimized not only for the weekly demands, but also the seasonal demand as a whole, in this case 13 weeks in 
the summer. This business needs to optimize the necessary amount of supplies, water ice, ice cream, and other 
products, taking into consideration the fluctuations of customers throughout the week and throughout the high 
and low seasons. The business must also consider that once the summer season comes to an end, remaining 
supplies are minimized. Several years of recorded data were available for review and analysis to build a model 
as well as forecast sales. To optimize inventory investment, a business needs to account for all of the variability 
in the supply chain. There are many different factors in a seasonal business that can determine a demand for a 
given time period. An ice cream 
or friendly promotional activities within walking distance, as well as various other factors. This is what makes 
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forecasting the demand so difficult, and can directly impact the inventory for a given time period. It is 
important that the forecasts are as accurate as possible because some of the inventory in the shop (ice cream) is 
volatile and can only be stocked for a certain period of time. Additionally, consideration must also be given to 
the fact that there are certain days that an inventory invoice must be placed to ensure timely delivery. This is 
important because a product shortage can negatively impact the business and drive away potential customers. 
The provided data is very useful for forecasting sales and inventory for specific periods (e.g., holiday or time of 
season), but certain factors such as weather must be factored differently. 
3. Regression  
In order to create a simulation model for the ice cream business the first step is to plan the demand 
accurately; without a demand planning activity the simulation will not show anything but simple numbers. To 
achieve this, we used for our model the ice cream business and we put high efforts in forecasting the demand. 
We used for planning demand the multiple linear regression analysis, for which we used sales data the summers 
of 2009, 2010 and 2011. Before doing the regression, we assessed the data with a moving average that showed 
the need to have clean data. In order to be able to compare the sales data we had to map the date to the 
corresponding week day. If June 20th fell on a Thursday one year and on a Friday the next year then if we 
would use average numbers they will be affected by the Friday high sales volume. We grouped the sales data in 
clusters on weekdays, for the 13 weeks length of the summer. 
 
 
Fig. 1. Sales volume trend for summer 2009 
.  
At the beginning were analyzed the yearly data. From the above picture can be noticed that in 2009  there 
were gaps coresponding to the periods when the store was closed (open only on weekends). The sales data rise 
until they reach a peak and after that they begin to decline. In order to see if this trend is only a one year trend 
we need to analyze also other years. From the 2010 sales data we can collect the following conclusions: we 
have the same trend of rising and then declining, but we can see a different summer end than in 2009. There is 
not a gradually end of sales volume due to the fact that the store was not open at all in September. The total 
sales value increased compared to 2009 as the highest income increased with 100$ in 2010. Finally, if we 
compare 2011 sales data with the previous 2 we see similar trends in center area. The increase and then gradual 
decrease matches 2009. However, there is a spike set of data points at the beginning that lasted longer into the 
summer of 2011 than in any other summer. The manager confirmed that this situation was caused by the fact 
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that weekly rentals decreased, leading to homeowners spending long weekends at the shore later into the prime 
season and causing very busy weekends and very slow weekdays. Having these trends we began making some 
suppositions needed before beginning the regression. We asked the staff to list the factors they consider with 
high impact on sales. And one of the main factors we decided to test was holidays; noticing the huge spike at 
the beginning of summer, we assumed that all summer holidays would have the same effect. Also, we 
considered that another factor with a great impact on the sales volume would be the day of the week. Saturdays 
and Sundays would presumably have higher sales than the weekdays. This is why we wanted to see if the 
weekend days have a high impact on sales by creating a regression variable to separate every weekday. From 
Figure 1 and 3 it is obvious that the weekends have a high impact on the sales. From Figure 1 can be seen that 
we have a 7 day pattern followed by the increases and decreases. From Figures 2 and 3 we see that we have 
similar trends, but not exactly the same.  
 
Fig. 2, Sales volume trend for summer 2010 
 
. 
 
Fig. 3. Sales volume trend for summer 2011 
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The final consideration we took in our regression was the impact of the years evolution on the sales. Our first 
assumption was that there would be no particular impact from year to year on sales. In order to test this 
hypothesis before performing the regression we drew the graph with sales data from 2009 to 2011 in an attempt 
to identify any sloping pattern from the last 3 years. Analyzing Figure 4 we can see that we had an actual 
increase in the sales data over the last 3 years. With a correlation of only 0.37, we did not think it was extremely 
significant but it is definitely something that could impact sales and that needed to be considered in our 
regression and sales forecast. The  independent variables for the initial regression are year, weekday, week of 
summer and holiday (yes/no). The dependent variable was the store sales. Although we obtained mixed results, 
we managed to find some factors with high impacts. Because the p-value for year was low we know now that 
the year variable had a significant impact. Holiday, as expected, did have a significantly low P-value and 
explained much of the variation on the days that were deemed holidays. Different weeks of the summer had 
also a significant impact on the sales, while having an increasing relationship. 
 
 
 
Fig. 4. Sales trend using summer data from 2009 to 2011 
From the regression results we see that the coefficient of determination R2 = 0.509 shows that together these 
factors explained a lot of the variation of sales throughout the summer. This means that 50.9% of the variation 
in sales can be explained by the factors chosen. Only some of the days of the week proved significant. Notice 
from the output that Sunday was used as the reference variable to the other days of the week. The conclusion 
regarding the weekday is that Monday, Tuesday, Thursday and Friday all had significantly lower sales in 
comparison with Sunday (using a 10% significance level). Wednesday and Saturday, however, were not 
significant when compared to Sunday, as can be seen by their high P-values. There seemed to be no real reason 
as to why Wednesday was not significant as compared to Sunday. After contacting an employee, we discovered 
that this was because Sunday and Wednesday are Family nights at the ice cream store. Wednesday on its own 
might have been significant but the trivia made it very comparable to Sunday sales. One important take away 
note from here is that the model would fit for now but if the family night were ever to change, the forecast for 
Wednesday would most likely become inaccurate. Having some significance discovered, we decided to look for 
other factors in the data that might increase our overall correlation while deleting the insignificant factors. 
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There was more work to be done with the particular day of the week. By deleting Saturday and Wednesday, the 
other days could be compared to a combination of the three missing days. After taking out these high P-valued 
items, we were able to lower the degrees of freedom of our model while barely losing any of our explained 
variation. We made some improvements on our model by deleting the higher P-values, but we still felt that our 
model was insufficiently explaining the variation in sales throughout the summer. Therefore, we observed a 
clear pattern of seasonality by re-analyzing the yearly graphs. The graph shows that the sales data starts out 
low, and then increases until mid-summer, followed by an end-of-summer decrease. After checking with the 
employees we concluded the first 4 weeks of summer to be low season, the next 6 weeks to be high season and 
the final 3 weeks to be low season. This seems to be a good representation of seasonality when looking at 
Figures 1 through 3. After factoring a high and low season into our model and examining if they had a 
significant impact on sales, we obtained new results. 
The sales variation explained by the independent factors increased from 50.9% to 74%, which implies a very 
strong correlation of 0.86 between the independent variables and sales. All the items in our regression have very 
low P-values and all are below 10% - the level of significance chosen. High season versus low season was a 
great input to our model as it really increased the amount of variation while adding an extremely low P-value to 
our model. Meanwhile, the standard error was relatively small. 
 
4. Conclusions 
 
Finally, in order to provide an even better analysis we need to address some other key points. One of the 
main factors that would have been important to analyze is weather, which would certainly have an impact on 
sales.  We would assume 
that good weather is going to have a significant impact on sales as compared to a rainy and cold day. We think 
that adding weather as an independent factor would have absorbed much more of the variation out of the 
current model and lead to a more accurate demand forecast. Even if we could not include this factor in our 
model, it is more than sufficient for the future analysis of this seasonal business. 
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