Bayesian joint models with INLA exploring marine mobile predator-prey and competitor species habitat overlap by Sadykova, Dinara et al.
Bayesian joint models with INLA exploring marine mobile predator-
prey and competitor species habitat overlap
Sadykova, D., Scott, B. E., De Dominicis, M., Wakelin, S. L., Sadykov, A., & Wolf, J. (2017). Bayesian joint





Publisher's PDF, also known as Version of record
Queen's University Belfast - Research Portal:
Link to publication record in Queen's University Belfast Research Portal
Publisher rights
Copyright 2017 the authors.
This is an open access article published under a Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/),
which permits unrestricted use, distribution and reproduction in any medium, provided the author and source are cited.
General rights
Copyright for the publications made accessible via the Queen's University Belfast Research Portal is retained by the author(s) and / or other
copyright owners and it is a condition of accessing these publications that users recognise and abide by the legal requirements associated
with these rights.
Take down policy
The Research Portal is Queen's institutional repository that provides access to Queen's research output. Every effort has been made to
ensure that content in the Research Portal does not infringe any person's rights, or applicable UK laws. If you discover content in the
Research Portal that you believe breaches copyright or violates any law, please contact openaccess@qub.ac.uk.
Download date:06. Nov. 2017
Ecology and Evolution. 2017;1–15.	 	 	 | 	1www.ecolevol.org
Received:	2	December	2016  |  Revised:	5	April	2017  |  Accepted:	8	May	2017
DOI:	10.1002/ece3.3081
O R I G I N A L  R E S E A R C H
Bayesian joint models with INLA exploring marine mobile 
predator–prey and competitor species habitat overlap



































of	 physical	 habitat	 covariates	 and	 selected	 either	 competing	 species	 or	 predator–
prey	interactions.	Out	of	a	range	of	six	ecologically	important	physical	and	biologic	





shown	 that	 the	 INLA	method	 is	well-	suited	 for	modeling	 spatially	 correlated	 data	
with	excessive	zeros	and	is	an	efficient	approach	to	fit	complex	joint	spatial	models	
with	nonlinear	effects	of	 covariates.	Our	approach	has	demonstrated	 its	 ability	 to	
define	joint	habitat	selection	for	both	competing	and	prey–predator	species	that	can	
be	 relevant	 to	 numerous	 issues	 in	 the	 management	 and	 conservation	 of	 mobile	
	marine	species.
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1  | INTRODUCTION
The	marine	 environment	 is	 changing	 rapidly	 due	 to	 climate	 change	
(Burrows	 et	al.,	 2011)	 and	 increasing	 anthropogenic	 activities	













reduce	variability	by	assuming	a	shared	spatial	 structure	 (referred	 in	
this	paper	as	“common	spatial	trends”)	 informed	by	more	data	 (Illian	
et	al.,	2013;	Reynolds	et	al.,	2009).	Identifying	common	spatial	trends	





(Illian	 et	al.,	 2013).	Considering	 joint	models	 and	nonlinear	 relation-









with	 integrated	nested	Laplace	approximation	 (INLA)	 that	substan-
tially	reduce	the	computational	cost	of	fitting	complex	spatial	mod-
els	 (Rue,	 Martino,	 &	 Chopin,	 2009)	 and	 applied	 the	 methodology	
to	 the	 single-	species	 and	 joint-	species	 spatial	 and	 spatiotemporal	
hurdle	 and	 zero-	inflated	models.	We	 fit	 these	models	 to	 the	 spa-












2011;	Scott	 et	al.,	 2010;	Sharples,	 Scott,	&	 Inall,	 2013).	This	 study	
sets	out	to	identify	which	of	the	bio/physical	variables	play	the	most	







The	study	area	was	defined	as	 covering	 the	North	Sea	and	 the	UK	
continental	 shelf	 as	 the	 area	 between	 48°	 and	 62°	North	 and	 10°	
West	and	12°	East.
2.2 | Study species
2.2.1 | Grey and harbor seal usage density maps
The	seal	usage	density	maps	(Fig.	S1	in	Appendix	S1,	top	panel)	rep-
resent	estimated	at-	sea	distributions	of	grey	seals	(Halichoerus grypus)	



















2.2.4 | Seabird observational at- sea survey data
The	European	 seabird	 at	 sea	 database	 (ESAS)	 presents	 ship-	based	
survey	observations	of	common	guillemot	(Uria aalge),	black-	legged	
kittiwake	 (Rissa tridactyla),	 and	 northern	 gannet	 (Morus bassanus)	
(Fig.	 S3	 in	 Appendix	 S1,	 right	 panel)	made	 over	 a	 period	 of	more	
than	30	years	 (1979–2011)	 (Kober	et	al.,	2010,	2012).	The	dataset	
includes	a	trip,	position,	and	full	dates.	For	this	analysis,	we	extracted	




summer	 (July,	 August,	 September,	 and	 October)	 months	 covering	
breeding	 and	 non-	breeding	 behavioral	 periods.	 Due	 to	 the	 ESAS	
dataset	having	some	areas	with	much	more	frequent	survey	effort	
than	 others,	 we	 constructed	 a	 survey	 effort	 variable	 that	 deter-
mines	how	many	times	each	grid	cell	was	visited	(with	the	grid	size	


























Again	 due	 to	 such	 high	 number	 of	 zeros	 in	 the	 observational	 data,	
we	created	sandeel	density	maps	(×102)	(Fig.	S4	in	Appendix	S1,	left	
panel)	 in	 7	×	7	km	 grid	mesh	 across	 the	 16-	year	 data	 (1989–2005)	







ecosystem	 model	 (Edwards,	 Barciela,	 &	 Butenschön,	 2012;	 O’Dea	
et	al.,	 2012;	Wakelin,	Artioli,	 Butenschön,	&	Holt,	 2017).	 These	 are	
a	subset	of	variables	that	are	expected	to	change	with	both	climate	
change	 (Holt,	 Butenschon	 et	al.,	 2012;	 Holt,	 Hughes	 et	al.,	 2012;	
Wakelin	et	al.,	2015)	and	potentially	as	a	consequence	of	large-	scale	
energy	 extraction	 for	 renewable	 energy	 (De	Dominicis	 et	al.,	 2017;	
Van	der	Molen	et	al.,	2016)	and	also	that	capture	key	changes	in	habi-
tats	(Figs.	S5,	S6	in	Appendix	S1):	bottom	temperature	(BT)	(°C),	maxi-
mum	 chlorophyll_a	 (CHL)	 (mgC/m3),	 net	 primary	 production	 (NPP)	




All	 the	variables	were	 given	on	 a	 regular	7	×	7	km2	 grid	 for	 two	
seasons.	The	first	season	(“spring	season”)	represents	spring	and	early	
summer	 (breeding/juvenile	 development	 periods	 for	 many	 species)	
and	includes	March,	April,	May,	and	June.	The	second	season	(“sum-
mer	 season”)	 representing	 post-	breeding	 and	 includes	 July,	 August,	
September,	 and	 October.	 All	 the	 data	 were	 given	 as	 climatological	
means	across	25	years	(1989–2014).
2.4 | Data manipulations








kittiwake)	were	 transferred	 to	 a	 regular	 7*7	km2	 grid	 using	 bilinear	
interpolation	 for	 computational	 optimization	purposes.	Grids	with	 a	
finer	resolution	(6*6	km,	5*5	km,	and	1*1	km)	have	been	checked	for	
representative	species	(black-	legged	kittiwake,	grey	seals,	and	harbor	





2.4.3 | Combining species and bio/physical datasets
The	 point	 locations	 of	 the	 density	 and	 usage	maps	 based	 on	 the	
7*7	km2	 grid	matched	 the	 locations	 of	 the	 bio/physical	 variables	
based	 on	 the	 regular	 7*7	km2	 grid.	 For	 the	 observation	 data	 and	
the	 abundance/density/usage	 maps	 with	 finer	 resolution	 grids,	
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3  | METHODS
3.1 | Integrated nested Laplace approximation
Integrated	nested	Laplace	approximation	(INLA)	is	a	computationally	











have	 been	 developed	 to	 manage	 high	 occurrence	 of	 zeros	 in	 the	
observed	 data.	 Both	models	 can	 be	 considered	 as	mixture	models;	
however,	these	models	have	an	important	difference	in	how	zero	ob-











3.2.1 | Zero- inflated spatiotemporal model
A	 zero-	inflated	 model	 (Lambert,	 1992)	 is	 a	 mixture	 distribution	 of	
a	Poisson	 (negative-	binomial)	 distribution	 and	a	point	mass	 at	 zero.	
Here,	we	present	a	zero-	inflated	Poisson	model.	A	full	description	of	






where λst,i	 is	a	Poisson	mean	function,	pst,i	 is	a	zero-	inflation	param-
































sampling)	 are	 represented	by	ts,i	 and	ηs,i	 respectively.	We	 fit	 smooth	





















and	 are	modeled	 by	 a	Gaussian	 field	 through	 the	 stochastic	 partial	





consist	 in	 defining	 the	 continuously	 indexed	Matern	 Gaussian	 field	
(GF)	(Blangiardo,	Cameletti,	Baio,	&	Rue,	2013;	Lindgren	et	al.,	2011)	
as	a	discreetly	 indexed	 spatial	 random	process	 (GMRF)	using	piece-	
wise	linear	basis	functions	defined	on	a	triangulation	of	the	domain	of	
interest.	SPDE	provides	a	representation	of	the	whole	spatial	process	
that	varies	continuously	 in	 the	considered	domain	 (Blangiardo	et	al.,	
2013;	Lindgren	et	al.,	2011).	Figure	1	shows	the	mesh	that	was	used	
to	approximate	the	spatial	 fields.	Note	that	 the	mesh	was	extended	
beyond	 the	 study	 area	 (where	 there	 are	 no	 physical	 boundaries)	 to	
avoid	a	boundary	effect	where	a	variance	 is	 twice	 large	 than	within	
the	domain.	The	SPDE	 is	 rather	 complex	 approach	 and	 its	 explana-




(instead	 of	 being	 aggregated	 into	 cells),	 and	 the	 approach	 provided	
inference	about	the	entire	process	defined	on	continuous	domain	of	
interest	(Lindgren,	2013).
When	 the	 model	 is	 fitted	 jointly	 to	 few	 species,	 the	 spatial	
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3.2.2 | Hurdle spatial and spatiotemporal models
A	hurdle	model	is	a	two-	component	model	and	these	two	components	
























.	Here,	ϕ	 is	 a	 precision	 parameter.	Then,	








	 for	 the	 spatiotemporal	





	 is	 defined	 by	 equation	(1b).	 These	 lin-
ear	 predictors	 for	 the	 spatial	 non-	temporal	 models	 are	 defined	 by	





























in	consideration.	The	 results	were	nearly	 identical	 and	 therefore	we	
show	 only	 eight-	neighbors	 results	 (see	 section	4	 below).	 For	 more	
details	about	the	Besag–York–Mollie	 (BYM)	specification,	see	Besag	
et	al.	(1991),	Rue	and	Held	(2005),	and	Bivand	et	al.	(2015).












3.2.4 | Joint modeling a covariate with misalignment
The	predictive	joint	modeling	with	misalignment	(Chapter	7	in	Krainski	
et	al.,	2015)	was	applied	to	the	seabird	and	sandeel	observations,	her-







	 denote	 a	 response	 (observations,	 abun-


















































































els	 to	 predict	 bio/physical	 variables	 on	 the	 species	 locations.	More	
information	on	 the	predictive	 joint	modeling	with	misalignment	and	
a	detailed	example	of	R	code	can	be	found	in	Krainski	et	al.	(2015).
3.3 | Model terms and priors
3.3.1 | Linear versus nonlinear effects of the  
covariates
We	compared	models	with	nonlinear	effects	of	 covariates	with	 the	





















priors	 have	 to	 be	 chosen	 very	 carefully	 to	 avoid	 overfitting	 (Illian,	
Sørbye,	&	Rue,	2012).	This	 is	particularly	crucial	when	working	with	























herring	 single-	species	models’	 results	based	on	 the	priors	discussed	









Spatial	 confounding	 between	 the	 spatially	 structured	 effects	 (ran-
dom	effects)	and	fixed-	effect	covariates	showed	that	it	can	be	strong	







Due	 to	 the	 size	of	 the	datasets	 and	 limitations	 in	 computer	power,	
we	first	examined	the	single-	species	models	to	select	the	best	habitat	
models	for	each	species.	We	considered	all	possible	combinations	of	
covariates	 (bio/physical	 variables)	 excluding	 the	 combinations	 with	
highly	(>0.6)	correlated	variables	(e.g.,	BT	was	strongly	correlated	with	
NPP	and	PEA.	NPP	was	also	highly	correlated	with	PEA).	The	good-




We	 performed	 all	 computations	 using	 the	 R-	INLA	 package	
(Lindgren	&	Rue,	2015;	Rue	et	al.,	2009,	2014).
4  | RESULTS
4.1 | INLA and spatiotemporal zero- inflated and 
hurdle models
Using	 INLA	methods	 enabled	 us	 to	 fit	 these	 complex	 zero-	inflated	




than	 the	hurdle	 spatiotemporal	models	 for	 the	count	 temporal	data	
with	excess	zeros.	The	zero-	inflated	negative	binomial	models	(ZINB)	
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models	with	 the	negative	binomial	 distribution	 (NB)	models	 (results	
not	shown).	It	was	found	out	that	ZINB	models	fitted	better	than	NB	
models	providing	the	lower	DIC	values.
The	 residual	 plots	 (not	 shown)	 for	 the	 single-	 and	 joint-	species’	
models	did	not	show	any	significant	residual	spatial	structure	indicat-
ing	 that	 the	models	 probably	 explain	 all	 the	 spatial	 structure	 in	 the	
data.
4.1.1 | Prior choice
All	 the	 single-	species	models,	 excluding	 two	herring	 (across	 years)	
models	for	two	age	classes,	showed	the	same	best	model	selection	
results	(Table	1),	but	different	DIC	values	(not	shown).	Age	1	herring	




covariates	 or	 based	 on	 the	 penalized	 complexity	 prior	 framework,	
which	 included	NPP,	SP,	 and	DVV	 (Table	1).	Ages	2	and	3	herring	
model	that	was	based	on	the	default	priors	showed	the	same	DIC-	
best	 model	 results	 (Table	1)	 replacing	 the	 DVV	 variable	 with	 SP,	
whereas	the	one	based	on	the	penalized	complexity	priors	included	
only	 CHL	 and	 NPP	 variables.	 Although	 the	 herring	 single-	species	






penalized	 complexity	 priors,	 and	 the	 priors	when	 the	 spatial	 effect	
	operated	at	a	similar	scale	as	the	selected	covariates).
4.2 | Model selection
4.2.1 | Important single- species habitat variables
DIC-	based	single-	species	model	selection	results	are	found	in	Table	1.	
Only	 the	best-	supported	models	are	shown	and	 they	have	DIC	dif-


















grey	 seals,	 sandeels,	 and	kittiwake)	 showed	 smallest	DIC	with	RW1	
priors	on	CHL,	SP,	and	BT.
Bio/physical	habitat	preferences	are	found	in	Table	2.	These	pref-













ond	most	 important	variable	was	 the	DVV,	where	we	 can	 only	 rely	
on	the	estimates	inside	the	[−1,	1]	values	as	there	were	narrow	95%	
credible	 intervals	of	 the	mode/mean	estimated	effects	within	 those	
value	and	a	lack	of	the	animal	data	outside	that	interval	[−1,	1].	BT	has	
the	 strongest	 estimated	effect	on	harbor	 seals	 and	harbor	porpoise	
(2005);	CHL	on	ages	2	and	3	herring.	Some	variables	showed	almost	
no	or	moderate	effect	(see	Table	S2	in	Appendix	S1).
4.2.2 | Single model selection: linear versus nonlinear 
effects of the covariates
The	 linear–nonlinear	model	 comparison	 implemented	 for	 the	 single-	






This	model	 selection	 results	 also	 demonstrate	 that	NPP	 plays	 a	
vital	 role	 in	determining	habitat	preferences	 (for	six	out	of	eight	se-
lected	marine	species)—either	as	linear	or	nonlinear	covariate,	which	




(Table	1)	 are	 shown	 as	 our	 research	 interest	 focuses	 on	 inference	
about	 those	 nonlinear	 smooth	 functions	 and	 detection	 of	 the	 bio/
physical	species	habitat	preferences	that	can	only	be	obtained	using	
nonlinear	effects.
4.2.3 | Joint model outcomes: common spatial trends
The	estimated	common	spatial	 trends,	 in	other	words,	 residual	 spa-
tial	 autocorrelation	 unexplained	 by	 covariates,	 for	 competing	 and	
8  |     SADYKOVA et Al.
Species Model L
Covariates
DICBT CHL NPP PEA SP DVV
Grey	seals BMa G −189,481.2
Harbour	seals H,BMa G −119,244.0
H,BMa B
Porpoises,	1994 BMa G −146,944.0









Herring	(ages	2	and	3) H,BMa G 1,612.6
H,BMa B
Sandeels,	density H,BMa G −9,9650.3
H,BMa B
Sandeels,	observations H,SM P −7,5449.8
H,SM B
Sandeels,	observations ZIP,SM Z −7,5491.1
Sandeels,	observations ZIP,SM N −75,536.2
Northern	gannet,	density BMa G −180,365.5
Northern	gannet,	obs. H,SM P −46,043.1
H,SM B
Northern	gannet,	obs. ZIP,SM Z −46,090.8





Common	guillemot,	obs. H,SM P −57,765.4
H,SM B
Common	guillemot,	obs. ZIP,SM Z −57,801.2
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between	 the	 highest	 and	 lowest	 spatial	 effect	 values).	 Considering	
























were	 able	 to	 identify,	 from	 the	 selection	 of	 important	 bio/physical	
habitat	variables	that	will	change	with	climate	change	and	large-	scale	
anthropomorphic	activity,	common	spatial	 trends	 for	a	 range	of	 im-
portant	competing	and	prey–predator	species.
Using	INLA	methodology	has	a	number	of	advantages,	such	as	low	
computational	 cost,	where	MCMC	 algorithms	 need	 hours	 and	 days	
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issue	 is	 that	 although	 the	R-	INLA	package	 is	 updated	 regularly,	 not	
every	model	type	is	currently	available	through	the	R-	INLA	interface	
(Martins,	Simpson,	Lindgren,	&	Rue,	2013).








As	we	also	mentioned	 in	 the	 “hurdle	 spatial	 and	 spatiotemporal	
models”	section,	using	SPDE	is	an	efficient	approach	for	both	point-	
reference	 data	 and	 confounding	 data	 to	 model	 spatially	 smooth	
TABLE  2 Bio/physical	habitat	preferences	from	BYM	models	for	spatial	effect
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continuous	 domains.”	 Thus,	 the	 SPDE	 approach	might	 be	 preferred	




5.1.1 | Linear versus nonlinear effects of the  
covariates
In	 this	paper,	we	selected	models	with	nonlinear	effects	due	to	our	
research	 focus	 on	 the	 detection	 of	 the	 bio/physical	 species	 habi-































However,	 it	should	be	noted	that	using	 linear	effects	or	 treating	
some	of	 the	effects	as	 linear	 is	 reducing	computational	 time	signifi-




when	 dealing	 with	 relatively	 small	 number	 of	 points	 (Illian	 et	al.,	
2012).
The	authors	strongly	recommend	to	use	either	the	penalized	com-
plex	prior	framework	as	 it	might	give	 improved	control	on	the	 influ-




















































a	strong	significant	spatial	dependence.	 If	 the	 last	case	 is	true,	 then	
this	is	intriguing	as	the	seal	species	had	less	bio/physical	variables	in	
common	(only	NPP)	than	the	bird	species	did	(NPP,	PEA,	and	DVV).	




For	 the	 common	 trends	 in	 predator–prey	 combinations,	 there	
were	significant	 spatial	dependences	 for	most	of	 the	other	14	pairs	
(Figures	4	and	5).	The	stronger	spatial	dependences	between	preda-
tor–prey	species	pairs	were	those	that	shared	significant	relationships	
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as	 information	 may	 be	 “borrowed”	 across	 different	 datasets	 (Illian	
et	al.,	2013).	These	 joint	models	are	becoming	 increasingly	common	
(Illian	et	al.,	2013;	King,	Morgan,	Gimenez,	&	Brooks,	2009).
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