In this paper, we explore the applicability of K-means and Fuzzy C-Means clustering algorithms to student allocation problem that allocates new students to homogenous groups of specified maximum capacity, and analyze effects of such allocations on the academic performance of students. The paper also presents a Fuzzy set and Regression analysis based Dynamic Fuzzy Expert System model which is capable of dealing with imprecision and missing data that is commonly inherited in the student academic performance evaluation. This model automatically converts crisp sets into fuzzy sets by using C-Means clustering algorithm method. The comparative performance analysis indicates that the student group formed by Fuzzy C-Means clustering algorithm performed better than groups formed by K-Means, classical fuzzy logic clustering algorithms and Bayesian classifications.
Introduction
Student academic performance evaluation involves several components, each based on number of imprecise judgments arising due to human (teacher/tutor) interpretation. Both arithmetical and statistical methods have been used for aggregating information from these assessment components in educational domain. These commonly used methods have some limitations. For example, in a scenario, two student's scores are 50, 60, 70, and 70, 60, 50 in three tests, respectively. The average mark obtained by each is 60 without any indication of their intelligence level. However, data indicate that one student is improving while other is deteriorating consistently (i.e. one student is learning consistently). Recently, methods have been developed for the application of fuzzy set theory in student performance evaluation and concept maps construction which provides adaptive learning guidance to students. Learning achievement evaluation needs solution of subjective judging problem, difficulty and complexity of questions faced by the teachers [1] . Concept maps construction for adaptive learning guidance to students requires consideration of achievement similarity between concepts [2] .
The main aim of educational institutions is to provide student with the evaluation reports regarding their test/ examination as best as possible with minimum errors. Some factors other than academic have been reported to creates/pose barrier to students attaining and maintaining their high performance [3] . Grouping or clustering of students using cognitive as well as affective factors and then defining the performance measure may be a realistic approach. Fuzzy evaluation method (FEM) for applying fuzzy sets in students' answer script evaluation [4] may serve the purpose. The fuzzy marks awarded to student's answer scripts can be represented by fuzzy sets. In a fuzzy set, the grade of membership of an element u i in the universe of discourse U belonging to a fuzzy set is represented by a real value between zero and one. The present study argued that the arithmetical and statistical techniques for classification and grading student academic performance have several limitations and are least appropriate to evaluate knowledge and skills. The present paper includes the role of fuzzy logic, fuzzy system, various characteristics of fuzzy logic system, linguistic variables, rules and membership functions and the implementation of performance analysis methodology with the help of fuzzy logic system. Reasoning based on fuzzy models and fuzzy clustering methods may yield alternative methods having potential to handle various kinds of imprecise data and improve the degree of judgments.
Some works related to academic performance evaluation based on Fuzzy sets and other soft computing techniques have been developed. Methods based on fuzzy sets and fuzzy rule base to assign grades to students and calculate the students' academic performance are available [5] [6] . Non-classical performance evaluation methods (such as fuzzy logic, a mathematical technique of set-theory) can also be applied to many forms of decision-making including research on engineering and artificial intelligence [7] . A fuzzy system, a mathematical model, that analyzes input values in terms of logical values in addition to numerical values. In fuzzy logic applications non-numeric linguistic variables are often used to facilitate the expression of rules and facts. The performance appraisal system can be examined using Fuzzy Logic Approach [8] as in the present study. Cascaded fuzzy inference system based on specific performance appraisal has been used to generate the performance qualities of some non-teaching staff of Universities [9] [10] . A novel fuzzy qualitative classification system for academic performance evaluation using the link analysis methodology has been developed. Unlike the conventional approach, fuzzy rules based model involve variables, classes and their relations as elements of social network that can be modeled as a weighted graph [11] . Hameed has presented a more reliable system of student evaluation based on Gaussian membership functions [12] where three fuzzy nodes system (each nodes applies fuzzification, fuzzy inference, and defuzzification) has been considered (i.e. difficulty, importance and complexity of questions). Expert system technology using Fuzzy Logic is very interesting for qualitative facts evaluation; model of fuzzy expert system based on various key performance attributes is available to evaluate teacher's performance [13] . Also the fuzzy method has been applied in evaluation of student's oral presentation which involves application of membership function graph to identify the membership value of each satisfaction level [14] [15] . Fuzzy logic based engineering student's evaluation for practical is studied in [16] [17] . Such student's performance in three sub-components showed difference in outcome compared to classical approach. The fuzzy based approach to circumvent the performance evaluation of the student based purely upon the numeric grading without entailing the human judgmental component [18] . Evaluations of Government officer's performance with the help of various parameters have been carried out by applying fuzzy inference system (FIS) [19] . This help in formulation of mapping from a given input. The fuzzy logic systems enable one to validly predict distance student's performance according to the expert opinion [20] [21] . FIS for student academic performance evaluation is based on Fuzzy Logic Techniques where performance depends on exam results and it is evaluated as success or failure [22] . Methods to measure the performance of the students in junior high school [23] , performance of teachers [24] , and determination of grades to the students [25] are available. System considering the difficulty, the importance and the complexity of each question before determining a final grade [26] has also been worked out. Considerable attention has been given to adopt fuzzy approaches for evaluation of teaching performance by using computer particularly in Intelligent Tutoring Systems (ITS) and Computer Assisted Instruction (CAI) [27] [28]. Fuzzy approaches have been proposed for determination of student's understanding level of certain sub-August 2015 | Volume 2 | e1623 jects in context of ITS, and student performance based on several criteria with a strong suggestion that the method be applied to CAI. Currently, much attention has been given to such aspects globally. This includes evaluation of journal grades, evaluation of vocational education performance, collaborative assessment, and performance appraisal system of academic in higher education. Data Mining (DM) or Knowledge Discovery in Databases (KDD) is an approach for shorting useful information from large data [29] . DM applies various methods in order to discover and extract patterns from stored data, and is widely used in educational field to find out hidden patterns. Educational data mining is focus of research for studying the behavior of students based upon their past performance [30] - [33] .
Fuzzy Logic
Fuzzy logic is branch of logic specially designed for representing knowledge and human reasoning in such a way that it is amenable to processing by a computer. Thus, it is applicable to artificial intelligence, control engineering, and expert systems. The more traditional propositional and predicate logic do not allow for degrees of imprecision, indicated by words of phrases such as poor, average and good. Instead of truth values such as true or false, it is possible to introduce a multivalued logic consisting of Unsatisfactory, Satisfactory, Average, Good, and Excellent. Fuzzy systems implement fuzzy logic, which uses sets and predicates of this kind. As the classic logic is the basic of ordinary expert logic, fuzzy logic is also the basic of fuzzy expert system. Fuzzy expert systems, in addition to dealing with uncertainty, are able to model common sense reasoning which is very difficult for general systems. One of the basic limitations of classic logic is that it is restricted to two values, true or false and its advantage is that it is easy to model the two-value logic systems and also we can have a precise deduction. The major shortcoming of this logic is that, the number of the two-value subjects in the real world is few. The real world is an analogical world not a numerical one. We can consider fuzzy logic as an extension of a multi-value logic, but the goals and application of fuzzy logic is different from multi-value logic since fuzzy logic is a relative reasoning logic not a precise multi-value logic. In general, approximation or fuzzy reasoning is the deduction of a possible and imprecise conclusion out of a possible and imprecise initial set.
Fuzzy Set
A fuzzy set A in a universe of discourse X is defined as the following set pairs µ is called the degree of belongingness or membership value or degree of membership of x X ∈ in the fuzzy set A. We write (1) in the following form:
For brevity; however, we often equate fuzzy sets with their membership functions, i.e., we will often say fuzzy sets.
Example: Suppose X = {6, 2, 0, 4}. A fuzzy set of X may be given by A = {0.2/6, 1/2, 0.8/0, 0.1/4}.
K-Means Clustering Technique
The K-means clustering technique is an iterative algorithm in which items are moved among sets of clusters until the desired set is related. A high degree of similarity among elements in clusters is obtained, while a high degree of dissimilarity among elements in different clusters is achieved simultaneously. The K-Means clustering technique is used to classify data in a crisp sense. Define a family of sets { } , 1, 2, 3, ,
 as a partition of X, where the following set-theoretic forms apply to those partitions:
Again, where
, , , , , n X x x x x =  a finite set space is comprised of the universe of data samples, and C is the number of cases, or partitions, or clusters, into which we want to classify the data. We note the obvious, 2 C n ≤ < (4) where C = n classes just places each data sample into its own class.
Here the objective function (or classification criteria) to be used to classify or cluster the data. The objective
where U is the partition matrix, v is a vector of cluster centers and ik d is a Euclidean distance measure between the k th data sample k x and ith cluster centre i v , is given by
The algorithm is given below:
Step-I: Start with some initial configuration of prototypes , 1, 2, 3, ,
, choose them randomly).
Step-II: We compute the value for ik d or the distance from the sample k x (a data set) to the centre, i c , of the i th class, using Equation (4).
Step-III: Construct a partition matrix by assigning numeric values to U according to the following rule:
Step-IV: Update the prototype by computing the weighted average, which involves the entries of the partition matrix:
Until convergence criteria is met.
Fuzzy C-Means (FCM) Clustering Technique
The fuzzy C-Means algorithm (FCM) generalizes the classical fuzzy logic algorithm to allow a point to partially belong to multiple clusters. It produces a constrained soft partition. The extended objective function, denoted J, is
where U is a fuzzy partition of the dataset X formed by 1 2 , , , k C C C  . The parameter m is a weight that determines the degree to which partial members of a cluster affect the clustering result. The FCM tries to find a good partition by searching for prototypes v i that minimize the objective function J m . The FCM algorithms also need to search for membership functions
can be a local minimum of the objective function J only if the following conditions are satisfied:
Bases on these formulae, FCM updates the prototypes and the membership function iteratively using Equa-tions (10) and (11) until a convergence criterion is reached. The algorithm is given below:
X: An unlabeled data set. C: the number of clusters to form. m: the parameter in the objective function.
ε : A threshold for the convergence criteria.
Initialize prototype { } 1 2 , , , .
Compute membership function using Equation (10) . Update the prototype, v i in V using Equation (11) .
Bayesian Classification
Bayesian Classifiers are statistical classifiers. They can predict class membership probabilities, such as the probability that a given tuple belongs to a particular class. Bayesian classifiers assume that the effect of an attribute value on a given class is independent of the values of the other attributes. This assumption is called class conditional independence. Bayesian classification is based on Bayes' theorem, described below: Let X be a data tuple. In Bayesian terms, X is considered evidence. It is described by measurements made on a set of n attributes. Let H be some hypothesis, such as that the data tuple X belongs to a specified class C. For classification problems, we want to determine ( ) P H X , the probability that the hypothesis H holds given the evidence or observed data tuple X. In other words, we are looking for the probability that tuple X belongs to class C, given that we know the attribute description of X. ( ) P H X is the posterior probability of H conditioned on X and ( ) P H is the prior probability of H. The Bayes' theorem is given below:
The Bayesian classifier works as follows: 1) Let D be a training set of tuples and their class labels. Each tuple is represented by n-dimensional attributes vector,
, n X x x x =  , depicting n measurements made on the tuple from n attributes, respectively, 1 2 , , , .
n A A A  2) Suppose that there are m classes, 1 2 , , , .
Given a tuple, X, the classifier will predict that X belongs to the class having the highest posterior probability, conditioned on X belongs to the class i C if and only if
P C X is maximized is called maximum posterior hypothesis.
3) As ( ) P X is constant for all classes, only ( ) ( ) i i P X C P C need be maximized. If the class prior probabilities are not known, then it is commonly assumed that the classes are equally likely, that is,
and we would therefore maximize ( ).
i P X C Otherwise, we maximize ( ) ( ).
i i P X C P C 4) Given data sets with many attributed, it would be extremely computationally expensive to compute ( ).
i P X C
In order to reduce computation in evaluate ( ), i P X C the naïve assumption of class conditional independence is made. This presumes that the values of the attributes are conditionally independent of one another, given the class label of tuple. Thus,
5) In order to predict the class label of X, ( ) 
Fuzzy Logic, K-Means, Fuzzy C-Means and Bayesian Methods
This section includes implementation and testing of the student's academic performance evaluation to achieve the objective(s) of research work proposed by using classical Fuzzy Logic based expert system, Bayesian, KMeans and Fuzzy C-Means and hybrid clustering (Subtractive Clustering, Subtractive Clustering-Fuzzy C-Means and Subtractive Clustering-Adaptive Neuro Fuzzy Inference System) methods. The proposed methods for student academic performance evaluation have been implemented in MATLAB. The marks, their associated original grade and level of achievement (i.e. very high, high, average, low and very low) are shown in Table 1 . The dataset used for training and testing is a data set of 2050 student's marks for Semester-1, Semester-2 and Semester-3 ( Table 2 and Table 3 ). Out of total data sets, 2000 data sets have been used for training purpose and rest 50 used for testing purpose. These data sets have been collected from affiliated colleges of Uttar Pradesh Technical University, UP, Lucknow, India. We are considering grade and level of achievement as our own convention.
The proposed model was tested with the 17 new student's marks for testing purpose ( Table 4) . 
Fuzzy Logic Based Fuzzy Expert System
The rule based Fuzzy Expert System (FES) model (fuzzy-1 and fuzzy-2) for academic performance evaluation has been proposed. This model is based on classical fuzzy logic. The inputs (three) showed same triangular membership functions which indicate replacement of Semester-1 with Semester-3 would not change performance value (0.35, 0.45, and 0.75) and (0.75, 0.45, and 0.35) in Fuzzy-1 (see Table 5 of 16 th and 17 th students). If, symmetry or value range of the membership functions is dissimilar, one semester shows greater influence on performance value than the other. For example, let's change the membership functions and value range of Semester-3, while retaining the original criteria for Semester-1 and Sem-2 examination (Fuzzy-2). Aim of this study arrangement in Sem-3 examination is penalize scores below 0.50 and to reward scores above 0.50. Comparisons of classical, fuzzy-1 and fuzzy-2 methods for student academic performance evaluation are given in Table 5 . A student successful in the classical assessment method will also be successful in the fuzzy-1. Comparison of the classical method with fuzzy-2 revealed differences in the performance values. In case of scores <0.50, the performance value of fuzzy-2 is smaller than that of classical method; however, for scores >0.50, the performance value is greater than that of classical method (e.g. 7 th student scoring 0.45 in sem-1, 0.433 in sem-2 and 0.54 in Sem-3 and unsuccessful in the classical and Fuzzy-1 methods, got success in the fuzzy-2). There is no change for scores of 0.50, because this is the boundary of the limit values (e.g. 8 th student). The linear relationship among classical, fuzzy-1 and fuzzy-2 can be seen in the Figure 1 .
The accuracy of proposed model for both training and testing data has been tested by the Root Mean Square Error (RMSE) ( Table 6 ). Noticeable are the RMSE of fuzzy-2 model (0.1217) and RMSE of fuzzy-1 model (0.1312) for training data sets demonstrating benefits of fuzzy-2, obviously. In case of testing data, the lower RMSE for fuzzy-2 model compared to fuzzy-1 model further demonstrates the benefits of fuzzy-2. August 2015 | Volume 2 | e1623 
K-Means and FCM Methods
The data sets are divided into various clusters using K-Means and FCM methods with the help of MATLAB software. The students have been classified in five groups (Clusters): very high, high, average, low and very low. K-means and FCM methods work on finding the cluster centers by trying to minimize objective function. An error measure is then calculated for model validation. The root mean square error (RMSE) is used for this purpose. Comparison of Statistical, Fuzzy-2, K-Means and FCM method are shown in Table 7 . Noticeable is the 16 th student, getting 0.35 marks in sem-1, 0.45 marks in sem-2 and 0.75 marks in sem-3 and assigned performance index as 0.52 in statistical method ( Table 9) . Similarly 17 th student getting 0.75 marks in sem-1, 0.45 marks in sem-2 and 0.55 marks in sem-3 assigned performance index 0.52. These two students assigned performance index (0.54 and 0.45 in fuzzy-2 method; 0.68 and 0.42 in FCM method, respectively). It may be concluded that 16 th student has improved consistently, while 17 th student has deteriorated consistently. Therefore, the fuzzy C-Means clustering technique method is more suitable than the statistical, classical fuzzy and K-Means methods for academic performance evaluation. In this model, the numbers of fuzzy rules are very less in comparison to existing classical Fuzzy Expert System. Root Mean Square Error (RMSE) is employed to evaluate the accuracy of the model identification. The RMSE of FCM is 0.1012, RMSE of K-Means model goes to 0.1191, RMSE of fuzzy-2 model goes to 0.1217 and RMSE of fuzzy-1 model goes to 0.1312 for training data sets (Table 8) , which demonstrates the benefits of FCM model obviously. RMSE of FCM is 0.1073, RMSE of K-Means model goes to 0.1099, RMSE of fuzzy-2 model goes to 0.1182 and RMSE of fuzzy-1 model goes to 0.1401 for testing data sets, which demonstrates the benefits of FCM model obviously.
The performances of objective function (K-Means and FCM Methods) for students' academic performance evaluation are shown in Figure 2 and Figure 3 . The objective function evolutions suggest that FCM method is better than K-means method. 
Bayesian Approach
The predicted class label of students using Bayesian classification with the help of training data is given in Table 9 . There are 14 data sets belonging to the class first, 14 data sets belonging to class second, 14 data sets belonging to class third and 8 data sets belonging to class fail. The training data sets are described by attributes like end semester marks, class test grade, seminar performance, assignment, general proficiency, attendance, and lab work. The class label attributes and class types have four distinct values namely first, second, third and fail. The allocation of any new student is shown in Table 10 . August 2015 | Volume 2 | e1623 The need to maximize ( ) i P X C , for 1, 2,3, 4, i = ( ) i P C , the prior probability of each class can be computed based on the training data set. The Bayesian classifier more reliably predicts the new student belonging to class "first". In the same manner any new student can be fitted to their respective class based on the performance. This research work focuses on the development of fuzzy logic and fuzzy C-means based fuzzy expert system to determine academic performance. Also presented is a new method for a new student allocation based on Bayesian approach. A difference in outcomes is seen between the classical and proposed fuzzy logic based expert systems methods when results are evaluated from fuzzy expert system. While the classical method adheres to a constant mathematical rule, evaluation with fuzzy logic has great flexibility and reliability. The proposed fuzzy C-Means based Fuzzy Expert System automatically converted the crisp data into fuzzy set and also calculates the total marks of a student who appeared in semsester-1, semester-2 and semester-3 examination. A simple and qualitative methodology to compare the predictive power of clustering algorithm and the Euclidean distance is evident as result of this work. The Fuzzy C-Means clustering models have improved on some limitation of the existing traditional methods, such as average method and statistical method. The Fuzzy C-Means algorithm is best model for modeling academic performance in an educational domain. However, due to multiple iterations and various Eigen vectors the FCM method suffers from heavy computational burdens and is time-consuming. Apart from this, it is also highly sensitive to the initialization which usually requires a priori knowledge of the cluster numbers to form the initial cluster centers. Such limitations can be mitigated by the Subtractive clustering based Tskagi-Sugeno (T-S) fuzzy model and combined Subtractive clustering with FCM called hybrid SC-FCM method.
Conclusion/Advantages and Disadvantages of the Proposed Algorithm
This research work focuses on the development of fuzzy logic based expert system and fuzzy C-means based fuzzy expert system to academic performance. We devised a new method to new student allocation based on Bayesian approach. A difference in outcomes is seen between the classical and proposed fuzzy logic based expert systems methods when results are evaluated from fuzzy expert system. While the classical method adheres to a constant mathematical rule, evaluation with fuzzy logic has great flexibility and reliability. The proposed FCM based Fuzzy Expert System automatically converted the crisp data into fuzzy set and also calculated the total marks of a student appeared in semsetr-1, semester-2 and semester-3 examination. A simple and qualitative methodology to compare the predictive power of clustering algorithm and the Euclidean distance is evident as result of this work. The FCM clustering models have improved on some limitation of the existing traditional methods, such as average method and statistical method. The FCM method is best model for modeling academic performance in educational domain compared the classical fuzzy logic. However, due to multiple iterations and various Eigen vectors, the FCM method suffers heavy computational burdens and is time-consuming.
