Network theory provides novel concepts that promise an improved characterization of interacting dynamical systems. Within this framework, evolving networks can be considered as being composed of nodes, representing systems, and of time-varying edges, representing interactions between these systems. This approach is highly attractive to further our understanding of the physiological and pathophysiological dynamics in human brain networks. Indeed, there is growing evidence that the epileptic process can be regarded as a large-scale network phenomenon. We here review methodologies for inferring networks from empirical time series and for a characterization of these evolving networks. We summarize recent findings derived from studies that investigate human epileptic brain networks evolving on timescales ranging from few seconds to weeks. We point to possible pitfalls and open issues, and discuss future perspectives.
I. INTRODUCTION
Over the past decade, network theory has contributed significantly to improving our understanding of spatially extended, complex dynamical systems, with wide applications in diverse fields, ranging from physics to biology and medicine [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . The human brain is an open, dissipative, and adaptive dynamical system, which can be regarded as a network of interacting subsystems. Due to its complex structure, its immense functionality, and -as in the case of brain pathologies -due to the coexistence of normal and abnormal functions and/or structures, the brain can be regarded as one of the most complex and fascinating systems in nature. The neocortex of humana thin, extended, convoluted sheet of tissue with a surface area of approx. 2600 cm 2 , and thickness 3-4 mm [16, 17] contains up to 10 10 neurons, which are connected with each other and with cells in other parts of the brain by about 10 12 synapses [18] . The length of all connections amounts to 10 7 -10 9 m. The highly interconnected networks in the brain can generate a wide variety of synchronized activities, including those underlying epileptic seizures, which often appear as a transformation of otherwise normal brain rhythms.
With 50 million affected individuals worldwide [19, 20] , epilepsy represents one of the most common neurological disorders [21] , second only to stroke. Epilepsy is defined as a disorder of the brain characterized by an enduring predisposition to generate epileptic seizures and by the neurobiologic, cognitive, psychological, and social consequences of this condition [22] . For about 30 % of epilepsy patients, seizures remain poorly controlled despite maximal medical management [23] [24] [25] [26] . There is thus a strong need for new curative treatments [27, 28] .
An epileptic seizure is defined as a transient occurrence * klaus.lehnertz@ukb.uni-bonn.de of signs and/or symptoms due to abnormal excessive or synchronous neuronal activity in the brain [22, 29] . Epileptic seizures may be accompanied by an impairment or loss of consciousness, psychic, autonomic or sensory symptoms, or motor phenomena. Generalized-onset seizures are believed to instantaneously involve almost the entire brain [29] , while focal-onset seizures appear to originate from a circumscribed region of the brain (epileptic focus [30, 31] ). These simplistic concepts of focal and generalized seizures, however, are being challenged by increasing evidence of seizure onset within a network of brain regions (epileptic network) [32] [33] [34] [35] . This supports a new approach to classification of seizures and epilepsies [36] . The concept of an epileptic network comprises anatomically, and more importantly, functionally connected cortical and subcortical brain structures and regions. Since the timescale between onset and offset of a seizure is orders of magnitude smaller than that of any plausible change in the underlying structural components (such as neurons, axons or dendrites), seizures (and other related pathophysiological dynamics) may emerge from, may spread via, and may be terminated by network constituents that generate and sustain normal, physiological brain dynamics during the seizure-free interval.
Understanding the emergence of epilepsy and seizures from epileptic brain networks calls for approaches that take into account the interplay between the dynamic properties of nodes and the network structures connecting them. When investigating epileptic brain networks, nodes are usually assumed to represent distinct brain regions and edges represent interactions between them, and these nodes and edges constitute a functional network. Epileptic brain networks are evolving functional networks since their edges may change on various timescales, depending on physiological and pathophysiological conditions.
In this review, we summarize recent conceptual and methodological developments that aim at an improved inference and characterization of evolving epileptic brain networks. We highlight areas that are under active investigation and that promise to provide new insights into the complex spatial and temporal dynamics of these networks. We review frequently used approaches to infer functional networks from multichannel recordings of neural activities (Section II) as well as network and node characteristics that are most commonly used for investigating epileptic brain networks (Section III). In Section IV we summarize findings obtained from studies that aim at characterizing evolving epileptic brain networks with respect to various physiological and pathophysiological conditions. Finally, in Section V we draw our conclusions and give an outlook.
II. INFERRING FUNCTIONAL BRAIN NETWORKS
Functional brain networks are supposed to reflect the interaction dynamics between brain regions. Representing the complex system brain as a network, however, requires identification of nodes and edges. This is a challenging issue given the complex structural and functional organization of the brain -from the level of single neurons via microcolumns (containing some tens of neurons) and macrocolumns (consisting of some tens of microcolumns) to the level of brain regions, lobes, and functional brain systems -as well as methodological limitations in assessing this organization [37] [38] [39] [40] [41] [42] [43] [44] [45] . Brain regions (nodes) are usually associated with sensors that are placed to sufficiently capture the node dynamics. When characterizing edges, one is faced with the problem that the underlying equations of motion are not known and that interactions between brain regions cannot be measured directly. Thus, usually time series analysis techniques are employed to quantify linear or nonlinear interdependencies between observables of brain regions.
A. Acquiring time series of neural activity
There are currently three recording techniques that are mainly used to obtain time series of neural activity, namely electroencephalography (EEG), magnetoencephalography (MEG), and functional magnetic resonance imaging (fMRI). Each of these techniques assesses different aspects of neuronal activity and has its own spatial and temporal resolution as well as its way of associating brain regions to network nodes.
With EEG [46] and MEG [47] , electric and magnetic correlates of neural activities outside the head are measured with sensors that are placed according to standard schemes. In some epilepsy patients undergoing presurgical evaluation [30] , sensors are placed intracranially, which allows for directly recording neural activities from within deeper brain structures and from the surface of the brain (iEEG) [48] . In the following we use EEG for both, surface and intracranial EEG. For all recording techniques, volume conduction and dense spatial sampling can give rise to mostly unavoidable influences like transitivity and common sources (see Section II B), which need to be addressed in subsequent analysis steps. For EEG the recording montage together with the choice of a reference electrode is a notoriously ill-defined problem [49] [50] [51] . An important advantage of EEG is the ability to perform recordings over extended periods of time (days to weeks), such that a wide spectrum of physiological and pathophysiological activities can be captured. EEG and MEG sample brain activities with a time resolution of a few milliseconds, and sensor placement limits spatial resolution besides the mentioned influences.
With fMRI [52] neural activity is assessed indirectly via associated changes in blood oxygenation. While this can be captured with very high spatial resolution, the temporal resolution is orders of magnitude lower than with EEG or MEG.
B. Estimating interactions from time series
A plethora of analysis techniques is available to estimate strength and direction of interactions from time series. These estimators originate from synchronization theory, nonlinear dynamics, information theory, statistical physics, and from the theory of stochastic processes (for an overview, see Refs. [53] [54] [55] [56] [57] [58] [59] [60] ). Here we highlight some of the more recent developments and improvements.
When analyzing interactions between several systems, one may be faced with the problem of transitivity: many estimators do not allow for distinguishing between direct and indirect interactions [39, 61] and therefore spurious edges between network nodes may be inferred. This issue has been addressed through the use of partialization techniques [62] [63] [64] [65] [66] [67] [68] but their suitability for analyses of empirical data remains to be shown. Another frequently arising difficulty is due to the problem of common sources [39, 43] : sensors which are spatially close are likely to pick up very similar activities. This can lead to spuriously high estimates of strengths of interactions but can probably be avoided using more advanced estimators for phase synchronization [69, 70] . Other developments that promise to further advance characterization of interactions include an optimized mixed state-space embedding [71] , improved phase determination [72] [73] [74] [75] [76] , bivariate surrogates [77] [78] [79] [80] , usage of ranks for nonlinear interdependencies [81] , cross-frequency decomposition [82] , improved recurrence estimators [83] , multivariate and delayed information transfer [84] [85] [86] [87] [88] , and approaches that characterize interactions even for transient dynamics [89] [90] [91] . We note that up to now there are no commonly accepted approaches to estimate interactions and their properties from time series.
The human brain is certainly a non-stationary system, but for most estimators at least approximate stationarity is required. Therefore it is advisable to perform a time-resolved analysis, which is carried out via a slidingwindow approach. A trade-off has to be made between approximate stationarity and the required statistical accuracy for the calculation of the estimator. Typically, windows spanning several tens of seconds of brain activity are assumed to be acceptable [92] [93] [94] . For each of these windows, an interaction matrix I containing estimates of interactions between all pairs of n sampled brain regions is obtained. The entry I ij denotes the estimate of an interaction property between nodes i and j (i, j ∈ {1, . . . , n}) of a network.
C. Constructing functional networks
From the interaction matrix, binary or weighted as well as undirected or directed networks can be derived. However, only few methods for directed functional networks exist and most network characteristics rely on (weighted) undirected networks.
An undirected binary network can be represented by a symmetric adjacency matrix A ∈ {0, 1} n×n whose entry A ij is 1 if there is an edge between nodes i and j, and 0 otherwise. A commonly used approach is to consider these nodes as connected if the strength of interaction I ij exceeds some threshold T :
The value of T is either chosen fixed [95] [96] [97] or properties of the resulting functional networks are investigated over a range of values of T [98, 99] . The threshold T may also be determined adaptively [100, 101] , e.g., by choosing its maximal value such that the resulting network is not unconnected [102] . Another strategy is to consider an edge to exist if the corresponding interaction is significant according to some statistical test [103] [104] [105] [106] . An undirected weighted network can be described by a weight matrix W ∈ R n×n + . Often, all edges are considered to exist, such that W fully describes a network and no adjacency matrix A needs to be taken into account. For weighted networks, we will restrict ourselves to such complete networks in the following. The easiest way to derive the weight matrix from the interaction matrix is to let the edge weights be identical to the respective strengths of interaction: W ij = I ij . In order to eliminate the influence of the mean strength of interaction (Ī = 2 n i=1 i−1 j=1 I ij / (n (n − 1))) on the resulting functional network, the mean weight may be set to 1:
Most normalizations of network characteristics also eliminate this influence, e.g., most null models (see Section III B) constrain the mean edge weight. The influence of all properties of the distribution of the estimated strengths of interactions can be eliminated by assigning weights from a given distribution using ranks [107] .
Again, edge weights can be considered to be 0 (or edges to be non-existent), if the respective interaction estimate is not significant [108] .
III. CHARACTERIZING NETWORKS
To characterize functional networks, methods from graph theory are employed. Some of these methods are based on concepts that have been developed and used since the 1970s for social network analysis and have since been refined and proven worthy as an important tool for understanding networks in various scientific fields; others have been developed only recently. While we restrict ourselves to those characteristics that are most commonly used for the analysis of epileptic brain networks, a plethora of other characteristics and modifications of existing ones have been suggested [4, 5] .
A. Network characteristics
In a binary network, the degree k i of a node i is defined as the number of its neighbors (k i := n j=1 A ij ). Its weighted counterpart is the strength s i := n j=1 W ij . To simplify notation, we define A ii := 0 ∀ i and W ii := 0 ∀ i in the following.
The binary clustering coefficient C i of node i is defined as the rate, at which its neighbors are connected to each other:
Its mean over all nodes is the clustering coefficient C of the network. Note that this is different from the rate at which nodes with a common neighbor are connected (transitivity), which is also used sometimes [109] [110] [111] .
Several suggestions have been made on generalizing the clustering coefficient to weighted networks [112] . Most of these may, however, be infeasible for application to complete weighted networks, since the clustering coefficient is always 1 or irremovably discontinuous, if edge weights tend to 0 [112] .
The clustering coefficient may be artificially increased for functional networks due to spatially close sensors picking up activities from common sources and due to the incapability of most estimators to distinguish between direct and indirect interactions [39, 43, 61] (see also Section II B).
While the definition of the shortest path d ij between two nodes in a binary network is straightforward, in a weighted network, the question arises how to define the "length" of a single edge. Usually the inverse of the edge weight W −1 ij is used. Disconnected networks, i.e., networks with d ij = ∞ for some i and j, pose a problem, since this would render the mean shortest path L of the network to be ∞. This problem can be avoided by employing a network construction scheme that does not allow for unconnected networks (see also Section II C). Another way of dealing with unconnected networks is to regard the harmonic mean over the shortest paths d ij instead of the arithmetic one, or more precisely its inverse, the efficiency. Shortest paths may be underestimated due to spurious shortcuts that may arise, e.g., from statistical fluctuations, common sources, and indirect interactions [37, 39] .
Assortativity quantifies whether nodes preferentially connect to nodes with a similar degree [113] . For binary networks, the assortativity a is defined as the correlation coefficient over {(k i , k j )|A ij = 1, 1 ≤ i, j ≤ n}: [45] .
Synchronizability describes the stability of the globally synchronized state of a network [115, 116] . With λ n denoting the largest eigenvalue of the Laplacian L of the network (L ij := k i δ ij − A ij , where δ is the Kronecker delta) and λ 2 denoting the second smallest (the smallest being 0), the eigenratio of the network is defined as S = λ n /λ 2 . Given some node dynamics, if S exceeds a certain threshold, the synchronized state of the network is unstable. Note that the terminology used in this context is highly inconsistent, e.g., "synchronizability" has been used as a name for S [15] as well as for S −1 [99] . Centralities [117] [118] [119] [120] estimate the importance of a node in a network. Degree centrality Z D i is defined as the degree or the strength of node i. Nodes connected to many other nodes are called hubs and are assumed to be more important than other nodes.
Closeness centrality is defined as the inverse of the average of shortest paths between node i and all other nodes in a network:
is zero for all nodes. Alternatively, Z C i can be estimated for the subnetwork a specific node is part of, by averaging over only those nodes that can be reached from that node.
Betweenness centrality of node i is defined as:
where H jl is the number of shortest paths between nodes j and l, and η jl (i) is the number of these shortest paths that pass through node i.
B. Normalizations and null models
When interpreting the aforementioned network characteristics, there are some factors whose influence one might consider spurious and want to eliminate.
For example, in most studies of binary functional networks, the total number of edges is considered spurious for two reasons: first, it strongly depends on the threshold used for network construction (see Section II C). Second, it reflects the average level of strength of interaction over all pairs of nodes, which may be a meaningful quantity, but can be assessed without the network approach. The usual way to eliminate this influence is to take into account the expectation of the network characteristic under consideration for null-model networks which have the same number of edges as the original network, but are otherwise random. For these Erdős-Rényi random graphs [121] , the expected value of some characteristics, e.g., the clustering coefficient, is known, while others have to be estimated analytically or via Monte Carlo-simulated instances of the null model (surrogates). For binary networks further methods are available to analytically or numerically obtain the expectation of characteristics for null models that also constrain the degrees [122] [123] [124] [125] [126] or more complex properties [127] .
Complete weighted networks are not influenced by a choice of threshold and the influence of the average level of strength of interaction can be eliminated during network construction (see Section II C). However, there are other influencing factors, which one might consider spurious: e.g., the weighted generalization of the clustering coefficient proposed in Ref. [128] uses the maximum edge weight for normalization and may therefore be dominated by this quantity [129] . But even without this normalization, this clustering coefficient and the mean shortest path length may be dominated by the standard deviation of the edge weights [129] . As for binary networks these influences can be spotted and even eliminated by contrasting the characteristics for a network under investigation with those for respective null models. For weighted networks, surrogates that preserve the weights [130] or the strengths [129, 131] as well as analytical approaches [132] are available.
Recently, it has been proposed to also take into account the way networks are inferred and compare the results of the whole analysis procedure to those for null-model time series [42, 67] .
IV. CHARACTERIZING EVOLVING EPILEPTIC NETWORKS
Since the concept of an epileptic network comprises anatomically and functionally connected brain structures, in the following we report on and summarize findings obtained from studies that aim at assessing structural and functional network alterations associated with epilepsy.
Structural alterations. Structural imaging techniques such as magnetic resonance imaging (MRI) are widely used to identify cerebral lesions that might be associated with epilepsy [133] . MRI-based techniques such as voxel-based morphometry [134] , diffusion tensor imaging [135] [136] [137] , or cortical thickness correlations [138] have often revealed structural abnormalities that extend well beyond the possibly epileptogenic lesion, indicating widespread changes [139, 140] . These mostly subtle alterations in tissue integrity are thought to play a crucial role in epilepsy as they may significantly modify the global topology of structural and functional networks [141] . These findings, however, have to be interpreted with care, given the many inconsistencies between studies [140, 142] . Structural changes associated with epilepsy usually evolve on time scales much larger than the epileptic dynamics (epileptic discharges, seizures, etc.) and are thus assumed to be static phenomena. It should be noted though that measurements repeated serially over time could in principle capture evolving structural changes related to, e.g., the natural history of the disease or treatment interventions.
Functional alterations. Several characteristics of evolving epileptic networks have been assessed to improve understanding of seizure dynamics, which might help to answer the still unsolved issues of seizure initiation, spread, and termination in humans [143, 144] .
Refs. [42, 102, [145] [146] [147] [148] [149] report the respective nullmodel-normalized clustering coefficient (C) and the respective null-model-normalized mean shortest path length (L) to exhibit a concave-like temporal evolution during focal seizures (with or without secondary generalization), during absence seizures (primary generalized seizures), and during status epilepticus (which may be defined as non-terminating seizure activity characterized by epileptiform EEG patterns and concurrent behavioral changes [150] ). Interestingly, these consistent findings have been achieved despite the use of different estimators for the characterization of interactions. When interpreted within the framework of the Watts-Strogatz model [151, 152] , the evolution of network characteristics is indicative of a movement from a more random (before seizure; lowerC andL) toward a more regular (during seizure; higherC andL) and then toward a more random (seizure ending and after seizure) functional topology. For the 100 seizures from 60 patients investigated in Ref. [102] , the authors report the eigenratio (see Section III A) to significantly increase during the seizure but to decrease already prior to seizure end. The decreased eigenratio may catalyze the emergence of a globally synchronized state of the epileptic brain, which could probably be regarded as a seizure-terminating mechanism [147, [153] [154] [155] [156] [157] . For the same data, Ref. [45] reports on a concave-like temporal evolution of assortativity, indicating that epileptic networks exhibit a more assortative topology during seizures than before or after seizures. Positive assortativity values have recently been reported for other functional brain networks [66, 158] and indicate that networks are likely to have a comparatively resilient core of mutually interconnected high-degree nodes [113] .
There are by now only a few studies that investigated the temporal evolution of node-specific characteristics of epileptic networks during seizures [95, 159, 160] . Findings range from an increased betweenness and degree centrality of few nodes at seizure onset to an evolution of the betweenness centrality of focal and non-focal nodes that starts more or less stable and decreases towards seizure end. If highest values of centralities had been observed for focal nodes, these nodes have been interpreted as network hubs facilitating seizure activity. Highest values of centralities were, however, not necessarily confined to the epileptic focus, and the results varied over the different centralities. Similar findings have recently been obtained for the temporal evolution of degree, closeness, and betweenness centrality of nodes of functional brain networks from healthy subjects recorded during different physiological conditions [107] .
Findings that have been achieved so far for evolving epileptic networks during seizures appear quite intriguing, given the similarity of topological evolution across different types of epilepsies, seizures, medication, age, gender, and other clinical features. This might point to comparable biophysical mechanisms underlying initiation, spread, and termination of focal and generalized seizures. Nevertheless, improving our understanding of mechanisms underlying seizure generation also requires knowledge about characteristics of evolving epileptic networks during the seizure-free interval. Several studies report on an altered functional brain topology in epilepsy patients even during the seizure-free interval when compared to healthy controls [98, 108, 110, 141, [161] [162] [163] . However, findings have mostly been achieved from analyses of neural activities recorded over comparably short periods of time (a few tens of seconds up to a few minutes). By now, the evolution of epileptic networks over longer periods (days to weeks) has been monitored in few studies only. In Ref. [148] evolving epileptic networks have been derived from long-term, multichannel iEEG data from 13 epilepsy patients. The recording duration totaled more than 2100 h (range: 90-267 h) during which 75 seizures and one status epilepticus occurred. For timeresolved estimates of mean shortest path lengths and clustering coefficients, large fluctuations over time could be observed, however, with some periodic temporal structure, which could be attributed -to a large extentto daily rhythms. For some patients contributions on timescales longer than one day could be observed, which can possibly be attributed to changes of the anticonvulsant medication during presurgical evaluation. Relevant aspects of the epileptic process acting on timescales from seconds up to a few hours (such as clinical and subclinical seizures, possible seizure precursors, epileptiform activities during the seizure-free interval, as well as their interferences with physiological processes) contributed to a much lesser extent to the temporal variability of the network characteristics (cf. Fig. 1 ). Interestingly, despite [148] ). The weight matrices were obtained via Wij = Iij /Ī, where I denotes the interaction matrix derived using the mean phase coherence (see Ref. [148] for details). Red vertical lines mark electrical seizure onsets; seizures lasted for about half a minute. First row: temporal evolution of the surrogate-normalized clustering coefficientC := (C − C0) /C0, where
3 Wij W jk W ki and C0 is the mean over C of 4096 weight-preserving surrogates [130] . Second row: the same for the normalized mean shortest path lengthL (using dij := W −1 ij ). Third row: temporal evolution of the betweenness centrality Z B of a node associated with the epileptic focus (blue, dashed line) and of a node associated with a brain region distant from the epileptic focus (black, solid line). Fourth row: the same for the degree centrality Z D . The variability of all characteristics is dominated by daily rhythms (around 24 hours; see the corresponding Lomb-Scargle periodograms on the right). Note the change of the order of node importance over time, assessed consistently by both centralities. All time series were smoothed using a Gaussian kernel with σ = 5 min for better legibility.
being less pronounced, alterations of the network characteristics during the pre-seizure period pointed to a loss of functional long-range connections prior to seizures. It remains to be shown if these alterations allow for unequivocally judging whether a more random network configuration promotes seizure generation, as proposed earlier in Refs. [145, 146] .
Large fluctuations of network characteristics have also been observed in another study [164] that investigated evolving epileptic networks derived from iEEG data recorded from six patients over periods of approximately 24 h. Time-resolved analyses of several network characteristics revealed sparse, fractured, and modular network topologies with large temporal variability. Within this variability the authors observed the emergence of persistent structures (probability of edge appearance in time) on short timescales (approx. 100 s) with high consistency across cognitive states and days of recording. Similar findings have recently been reported for evolving brain networks of healthy subjects [165] .
Our preliminary findings (Fig. 1) indicate that nodespecific characteristics (e.g., centralities) also exhibit large long-term fluctuations, which might reflect daily rhythms. These findings also indicate that the epileptic focus is not consistently the most important node, but importance may drastically vary over time. This is in contrast to previous studies [159, 160] that reported on highest centrality values for the epileptic focus, which might be due to considering short-lasting (some tens of seconds to a few minutes) iEEG recordings only.
V. CONCLUSION AND OUTLOOK
We summarized recent conceptual and methodological developments aiming at an improved inference and characterization of human epileptic brain networks and reported on findings obtained so far for evolving epileptic networks on timescales ranging from a few seconds to days and weeks. In a work of this scope it is inevitable that some contributions may be over-or underemphasized, depending upon the points to be made in the text.
There is converging evidence for properties of evolving brain networks during epileptic seizures to indicate -when interpreted within the framework of the WattsStrogatz model [151, 152] -a movement from a more random toward a more regular and back toward a more random functional topology, with highest resilience and least stability of the synchronous state during the more regular topology. These findings may provide clues as to how seizures self-terminate and as to how to control epileptic networks, which may fertilize research into alternative therapeutic options. During the seizure-free interval, large fluctuations of network-and node-specific properties of epileptic brain networks have been observed recently that, to a large extent, can be attributed to daily rhythms. Since relevant aspects of the epileptic process appear to contribute only marginally to these fluctuations, the entanglement of physiological and pathophysiological dynamics may affect properties of evolving brain networks and thus be a confounding variable that hinders progress in improving our understanding of seizure generation in epileptic brain networks. Clearly, more work is necessary to better understand the dynamics of the seizure-free interval.
Additional insights might be achieved from computational models of epilepsy [166] [167] [168] . Results from a number of simulation studies [169] [170] [171] [172] [173] [174] [175] [176] [177] [178] [179] [180] [181] already emphasize the crucial role of complex network topologies for the initiation, spread, and termination of seizure-like activity and point to intricate interactions between network structure and intrinsic properties of neurons [182, 183] , which, however, remain poorly understood. Progress along this line can be expected from recently developed recording techniques that allow sampling of neural activities in humans with high temporal resolution on sub-millimeter spatial scales [184] [185] [186] [187] [188] [189] [190] .
Inferring evolving brain networks from multichannel recordings of neural activities is notoriously difficult, given the challenges associated with defining nodes in spatially extended dynamics systems [39, 191] together with the challenges associated with defining edges from interaction estimates (such as indirect interactions, common sources, multiple timescales, as well as statistical and robustness issues). Despite the availability of a number of improved or newly developed bivariate and multivariate time series analysis techniques, it remains to be investigated whether these techniques or other methods to map between time series and complex networks [192] [193] [194] [195] [196] [197] [198] [199] allow for an improved network inference. Last but not least, there is a strong need for improved network characteristics and null models (and corresponding surrogates), allowing for a more robust classification of weighted and/or directed evolving brain networks, and for statistical tests allowing for a robust comparison of networks across studies together with reliable estimates for the significance of findings.
We are confident that further developments will allow for an improved inference and characterization of evolving epileptic brain networks, which will advance the understanding of the dynamical disease epilepsy and may guide new developments for diagnosis, treatment, and control.
