Introduction
We are interested in the expression in Monadic Second-order (MS) logic of properties of graphs and hypergraphs, and also in the definition by MS formulas of their relevant "structures". We take "structure" as a generic term that can cover several notions like that of a tree-decomposition of width at most k of a graph ( [Cou5, Lapoire] ), or the representation of a planar drawing of a planar graph (by rotation schemes, see [Cou12] ), the modular decomposition of a graph [MR, Cou10] , a linear order of a given graph satisfying certain properties [Cou10] , a depth-first spanning tree ( [Cou8, Cou14] ) just to take a few examples.
Certain graphs have a unique such structure: for instance, every graph has a unique modular decomposition, every 3-connected graph has a unique decomposition in 3-connected components, (a result by Tutte [Tu] used in [Cou11] ), every planar 3-connected graph has a unique planar representation, by a theorem of Whitney (used in [Cou12] ). It seems that structures are easier to define by MS formulas when they are unique. The constructions are otherwise more difficult [Lapoire] or impossible (for instance one cannot define by MS formulas a linear order on a set).
We study here the notion of modular decomposition of a hypergraph (which can be found in [MR] ) and prove that it is MS definable. To be precise, we consider finite hypergraphs with unordered hyperedges of unbounded rank. Each of them has a unique modular decomposition, which is a tree, the nodes of which consist of certain prime subhypergraphs of the considered hypergraph. Roughly speaking, a hypergraph is prime if it cannot be obtained from smaller hypergraphs by substitutions to vertices. A hypergraph can be considered as a bipartite graph in a standard way, but its modular decomposition is not the modular decomposition of the corresponding bipartite graph.
We prove that it is definable by Monadic Second-order (MS) logical formulas. We take advantage of the fact that the logical structure representing a hypergraph has an element in its domain for each hyperedge. In the case of graphs considered in [Cou10] where we used logical structures the domains of which consist only of vertices, we were unable to define the modular decomposition without using an auxiliary linear order. In the present case, we need no such order.
We focus then our attention on convex hypergraphs, i.e., on those the vertices of which can be linearly ordered in such a way that the hyperedges form intervals. We prove that a prime hypergraph has at most one (up to reversal) linear order witnessing its convexity. Our main result says that this unique linear order can be defined by MS formulas.
Using other results, we deduce that, for any set of convex bipartite graphs (i.e., those corresponding to convex hypergraphs), if it has a decidable monadic theory, then it has bounded clique-width. This yields a new case of validity of a still open conjecture made by Seese ([Seese] ) and formulated in terms of clique-width by means of results by Courcelle and Engelfriet [CE] .
Previous cases were considered in [Seese, Cou8, Cou14] . The notion of cliquewidth and a discussion of this conjecture can be found at the beginning of Section 4.
-Preliminaries
For monadic second-order logic and relational structures, we refer the reader to the appendix and to previous papers, and in particular to the survey [CouS] and to [Cou10] where modular decompositions of graphs are also considered.
We will consider finite hypergraphs where each hyperedge is a nonempty set of vertices. These sets are not ordered, hence hypergraphs are undirected.
To a hypergraph H with set of vertices V and set of hyperedges E corresponds a directed bipartite graph Bip(H) with set of vertices V U E and an edge from x to e iff x is in V and is a vertex of e (e ∈ E). The requirement that hyperedges are nonempty implies that the corresponding vertices of Bip(H) are not isolated. A vertex v of V in Bip(H) can be isolated.
Trees will be rooted and directed in such a way that every node is reachable from the root by a unique directed path. A tree will be represented by a structure <N T , suc T > where N T is the set of nodes and suc T ⁄ N T × N T is the successor (or son) relation in T. (It is convenient to call nodes the vertices of certain graphs which are trees).
If A is a set and ~ is an equivalence relation on A then a cross-section of ~ is a set B ⁄ A which contains one and only one element of each equivalence class of ~. Thus B is isomorphic to A/~ in a canonical way. If A is a part of a relational structure and ~ is definable by an MS formula, then, cross-sections of ~ can be characterized by MS-formulas. It follows that the transformation of A into A/~ can be defined by an MS definable transduction (see the appendix or [CouS] ).
For sets α, β we write α ⊥ β iff they overlap, i.e., α -β ≠ Ø, β -α ≠ Ø and α ∩ β ≠ Ø.
If G is a loop-free undirected graph, a module of G is a set X of vertices such that every vertex not in X is adjacent either to no vertex of X or to all of them. A module M is strong if no other module overlaps it. The strong modules form a tree for inclusion, which is the modular decomposition of the graph. The modular decomposition of a graph can be constructed in linear time [CH] , its definability in MS logic is considered in [Cou10] .
-Modular decomposition of hypergraphs
We consider finite undirected hypergraphs, defined as 3-tuples H = <V H , E H , inc H > where V H is the finite set of vertices, E H is the finite set of hyperedges (V H UE H = Ø), inc H ⁄ V H × E H is the incidence relation ; we assume that each e ∈ E H belongs to some pair in inc H .
We let H(a) = {v ∈ V H / (v, a) ∈ inc H } for a ∈ E H . This set is thus nonempty. We may have
Card(H(a)), the cardinality of H(a).
Let H and K be hypergraphs. We write
is the subhypergraph of H induced by X. We denote the hypergraph <{x }, Ø, Ø> by 1 x .
Let H, K be hypergraphs. We write
We say that G is the result of the substitution of K in H for x. It is easy to see that :
if x ∈ V H and y ∈ V K and both handsides are well-defined. We will use the notation We omit the easy proof. A hypergraph is an atom if it is nonempty, connected and * -atomic.
In the example of Figure 1 ,
Convention: We will draw hypergraphs as bipartite graphs, with vertices represented by black dots and hyperedges by white ones.
We are interested in canonical expressions of atoms of the form P[H 1 /x 1 ,...,H k /x k ] where P is as small as possible.
We introduce the notion of a module . Let H be a hypergraph. A module in H is a subset X of V H such that for every a ∈ E H , we do not have
In the hypergraph H of Figure 1 , {u,v} and {t,w} are modules. In the hypergraph H' of Figure 2(a) below (see Example (2.9)), the set {5,6,7} is a module. It is not a module of the (bipartite) graph representing H' (and actually shown in Figure 2 (a) since represent hypergraphs as bipartite graphs.)
A hypergraph H is prime if it is an atom, is not of the form 1 x , has no hyperedge of rank 1 and no other modules than V H , Ø and the singletons. (In particular, for any two vertices, there is a hyperedge containing one of them and not the other.)
The smallest prime hypergraph is ⁄---o---⁄---o---⁄ because no hypergraph with one or two vertices is prime. (If we delete from K of Figure 1 the hyperedge b, we obtain this prime hypergraph.)
We omit the proof. A module X in a hypergraph H is strong if no other module overaps X, i.e., for every module Proof : There exists a maximal proper module Y such that X ⁄ Y . We prove that it is strong. Let Z be a module with
Since H is connected, there is a hyperedge a ∈ E H such that 
Clearly k ≥ 2. Hence P ≠ 1, P is an atom (otherwise H would not be an atom), it has no hyperedge or rank 1 (since K i contains all hyperedges a of H such that H(a) ⁄ C i ). It remains to prove that P has no module M such that 1
of H that contains properly at least two of the modules C 1 ,..., C k . This contradicts the maximality of C 1 ,..., C k . Hence, we get that P is prime. Proof : If X = V H or is a strong module of H i then it is a strong module of H.
Let us conversely assume that H
Conversely, let X be a strong module of H, X ≠V H . Let X i = X ∩ V H i . It is a strong module of H i . If two of these sets are not empty, say X 1 and X 2 , 
Proof : Case (1) follows from Lemma (2.7), Case (2) is immediate from the definitions.
We consider Case (3). By Lemma (2.2.2) H can be written in a unique way as A * H' where
is not connected we are in Case (3.1). If V H ' is singleton then Case (2) applies to H. Hence we cannot have this case here. The last case is when H' is connected and is * -atomic. Then Proposition (2.6) applies and yields Case (3.2). The characterizations of Comp(H) follow from the definitions and Lemmas (2.7) and Proposition (2.6).
Á
From Theorem (2.8) we get a tree T = T(H) representing this decomposition and defined as follows:
the leaves of T are the components with a single vertex, (4) for every component C ∈ Comp(H), V C not singleton, we have the following cases where, in each case, C 1 ,..., C k are the sons of C :
In cases (4.1) and (4.2), we will denote D by Full(C) and we call it the set of full hyperedges of C.
We recall that, by Lemma (2.1), a hypergraph P as Case (3) of Theorem (2.8) is isomorphic to a subhypergraph of H that is prime. Hence, all hypergraphs P occurring at nodes of the modular decomposition T(H) of a hypergraph H are prime subhypergraphs of H.
(2.9) Example: We now consider the formalization of this definition in MS logic. Our objective is to build from |H| 2 a structure
Hence this structure contains |H| 2 and, in addition, a structure representing T(H) together with the relation between the nodes of T(H) and the corresponding components of H . transformations of logical structures defined by MS formulas, we refer the reader to the appendix or to survey papers like [CouT, CouS] ).
We let E 1 ⁄ E H be the set of hyperedges a such that H(a) is a strong module of cardinality at least 2, and for a, b ∈ E 1 we let a ~1 b iff H(a) = H(b). There is a bijection between E 1 / ~1 and the components C of H of the form (4.2) and those of the form (4.1) with Full(C) ≠ Ø. Hence, one can select a cross-section X of ~1, X ⁄ E 1 and we get in this way a representation of the nodes of T(H) of these two forms.
We let E 2 = E H -E 1 -{the hyperedges of rank 1}. For each a ∈ E 2 we let C(a) be the smallest strong module containing a. It is necessarly of the form (4.1), and
would not be the smallest strong module containing a).
The elements of Y can be used to define the nodes C of type (4.1) such that Full(C) = Ø. Note that X ∩Y =Ø.
It remains to define the nodes of type (4.3), i.e., those corresponding to the strong modules that are not connected. The connected strong modules are represented by the elements of the set Z = X UY UV H . We denote by M(x) the module represented by x ∈ Z. We let Z 3 ⁄ Z be the set of x ∈ Ζ such that M(x) is some C i in the unique strong module of the form C 1 7 ... 7 C k k ≥ 2. We will denote by N(x) this strong module. We let x ~3 y iff N(x) = N(y).
A cross-section U of ~3 , U ⁄ Z 3 can be used to represent the strong modules that are not connected (i.e. , those of the form (4.3) in Theorem (2.8)). If x ∈ U, then the module it represents is N(x). Finally the structure Dec(H) can be constructed with domain:
) represents the node of T(H) corresponding to M(u) and (u, 3) represents the node N(u).
It is easy to see that comp T(H) and suc T(H) are definable by an MSformulas. We conjecture that the complexity of constructing the modular decomposition of a hypergraph is linear, by a suitable adaptation of the algorithm for graphs (CH] ).
-Convex hypergraphs
An ordered hypergraph (H, ≤), i.e., a hypergraph H given with a linear order ≤ on V H , is convex if H(a) is an interval for each a ∈ E H . We say that a hypergraph H is convex if (H, ≤) is convex for some linear order ≤. We say that such an order witnesses the convexity of H.
An undirected bipartite graph is convex if it is of the form UBip(H) for a convex hypergraph H. These graphs are characterized by forbidden induced subgraphs (see Tucker [Tck] ) but we will not use such characterization. The complexity of recognizing them is linear (Booth, Lueker [BL] 
(2) Assume (H, ≤) is convex, X ⁄ V H is a strong module which is not an interval. Hence, there exist x, y ∈ X and z ∈ V H -X with x < z <y . We will use the following obvious
Fact : If two intervals have a non-empty intersection, their union is an interval.
There is no a ∈ E H such that
Assume that x and y belong to the same connected component of H. There exists a sequence a 1 , a 2 ,..., a n with
UH(a i ) is an interval for all i. Hence, z belongs to the interval H(a 1 )U ... UH(a n ) by the above Fact, hence to X. Contradiction.
We now assume that H is not connected. Then H can be written H 1 7 H 2 7 H 3 7 ...7 H k with x ∈ H 1 , y ∈ H 2 . By Lemma (2.7), the only strong module overlapping two connected components is V H . Hence z ∈ X. Again we get a contradiction. We need some notation. We recall that for sets α, β we write α ⊥ β iff they overlap, i.e., α -β ≠ Ø, β -α ≠ Ø and α ∩ β ≠ Ø.
Let V be linearly ordered by ≤. If α, β ⁄ V, , we write α < β iff α ∩ β = Ø and x < y for every x ∈ α, y ∈ β. We write x |y|z iff either x < y < z or z < y < x. This ternary relation should be read y is between z and x. With its extension to pairwise disjoint sets we obtain the following obvious :
A hyperpath in a hypergraph H is a nonempty sequence of hyperedges (a 1 , a 2 ,...,a n ) such that, if n ≥ 2 :
(3.5) Lemma : If H is a connected hypergraph (not necessarly convex), if x, y ∈ V H , there exists a hyperpath (a 1 ,...,a n ) in H with x ∈ H(a 1 ),..., y ∈ H(a n ).
Proof : See [Cou14] . The proof is actually straightforward.
Á
Proof of proposition (3.3): Let (H, ≤) be convex with min and max as least and greatest elements. By Lemma (3.5), there exists a hyperpath (a 1 ,...,a n ) such that min ∈ H(a 1 ), max ∈ H(a n ). Assume (H, ≤') is convex where ≤' is another linear order. Consider the following sets (for simplicity we write a i instead of H(a i ) :
(Some of these sets may be empty: see the following example). They form a partition of V H in ≤-intervals. Let B be the set of these intervals that are nonempty. It is linearly ordered under <. It follows from Lemma (3.4) that B is also linearly ordered under <' with same betweenness relation, (i.e., the ternary relation defined as ... | ... | ... ) since this relation is definable from set inclusions.
Example :
Figure 4
We have a 3 -(a 2 U a 4 ) = Ø.
We continue the proof. Without loss of generality we can assume that a 1 -a 2 <' a n -a n-1 . If this is not the case, we replace <' by the opposite order. Hence < and <' coincide on B since they are both characterized by the same set inclusions and a 1 -a 2 is smaller than a n -a n-1 for the both of them.
It remains to prove that < and <' coincide on each set of B. This is trivial if each set of B is singleton. Let b ∈ B have cardinality ≥ 2. Since H is prime, b is not a module hence H(a) ⊥ b for some a ∈ E H . Let us choose one such a and consider the set B' the set of sets The set B' is again linearly ordered by <, and also, in the same way, by <' since the relative order of b' and b " under < and <' are defined by set inclusions (by Lemma (3.4 Again, we need some definitions. A chain is a sequence (a 1 , a 2 ,...,a n ) of hyperedges such that H (a i ) ⊥ H(a i+1 ) for each i = 1,..., n -1. (A hyperpath is thus a chain).
)). (Letting
Let m, x, y be pairwise distinct elements of V H . An (m, x, y)-separating chain is a chain (a 1 , a 2 ,...,a n ) such that :
where a is the first element, (ii) {x, y} ⊥ H(b) where b is the last element, (iii) no subsequence a i 1 , a i 2 ,...,a i k with i 1 < i 2 < ... < i k has properties (i) and (ii).
It is clear that, from a chain statisfying properties (i) and (ii), one can extract an (m, x, y)-separating chain.
(3.8) Lemma : Let H be a hypergraph . Let (a 1 ,...,a n ) be an (m, x, y)-separating chain with n ≥ 2.
(1) We do not have H(a i ) ⊥ H(a j ) for any i < i+2 ≤ j.
(2) We do not have H(a i ) ⁄ H(a j ) for any i < j ≤ n.
Proof : (1) If we have H(a i ) ⊥ H(a j ) for some i < i+2 ≤ j then we can delete a i+1 , ...,a j-1 this contradicts condition (iii) of the definition of separating chains.
(2) Assume we have H(a i ) ⁄ H(a j ) for some i < j ≤ n. Let (i, j) be the lexicographically first pair with
If m ∈ H(a j ), then we can delete a 1 ,..., a j-1 from the chain, contradicting (iii).
Hence i > 1
. Since H(a i-1 ) ⊥ H(a i ), we have H(a i-1 ) ∩ H(a i ) ≠ Ø and H(a i-1 ) ∩ H(a j ) ≠ Ø. We have H(a i-1 ) -H(a j ) ≠ Ø by the minimality of i and H(a j ) -H(a i-1 ) ≠ Ø (otherwise H(a j ) ⁄ H(a i-1 ) hence H(a i ) ⁄H(a i-1 )), contradicting the hypothesis H(a i ) ⊥ H(a i-1 )).
Hence no such pair (i, j) can exist.
Á (3.9) Lemma : Let H be a hypergraph, let (a 1 ,...,a n ) be an (m, x, y)-separating
Proof : Let us assume H(a j ) ⁄ H(a i ) and i < i + 2 ≤ j, where j is minimal with these properties. Since
. Since we cannot have H(a i ) ⁄ H(a j-1 ) (by (3.8.2)) or H(a i ) ⊥ H(a j-1 ) (by (3.8.1)) we have H(a j-1 ) ⁄ H(a i ). But this contradicts the choice of j.
Hence j = i + 2 and H(a i-2 ) ⁄ H(a i ). Assuming false the conclusion, let k be the smallest integer such that k > i +2 and
We
cannot have H(a i ) ⁄ H(a k ) by Lemma (3.8.2). Hence H(a i ) ⊥ H(a k ) but this contradicts Lemma (3.8.1).

Á
An index i + 1 such that H(a i+2 ) ⁄ H(a i ) is called a turn.
(In the example of Figure 5 below; 3,7 and 10 are turns.)
!------! a 1 !------------------------------------------------------------
Figure 5 (1) Each subsequence (a 1 ,...,a i 1 ), (a i 1 ,...,a i 2 ), ..., (a i k-1 ,...,a i k ), (a i k ,..., a n ) is an hyperpath.
(2) For each j we have H(a i j+1 ) U ... U H(a n-1 ) U H(a n ) ⁄ H(a i j-1 ) .
(3) Assume that y ∈ H(a n ), x { H(a n ). If x { H(a 1 ) U ... U H(a n ), then k = 0 and y < x ; otherwise : (3.1) either x ∈ H(a i k -1 ), and x < y if k is odd, and y < x if k is even, (3.2) or x ∈ H(a n-1 ), and y < x if k is odd, and x < y if k is even.
Proof : (1) By Lemmas (3.8) and (3.9), if
and there is a turn between i and j. Hence if a subsequence (a i , a i+1 ,..., a j ) has no turn we have H(a p ) ∩H(a q ) = Ø for i ≤ p < p+1 < q ≤ j and this sequence is a hyperpath.
(2) Immediate consequence of Lemma (3.9).
(3) Observe that H(a 1 ) U ... U H(a n ) = H(a 1 ) U ... U H(a i 1 ) by Lemma (3.9).
First case:
x { H(a 1 ) U ... U H(a n ), then k = 0 because otherwise, (a 1 ,...,a n ) could be shortened into (a 1 ,...,a i 1 ).
Since H(a 1 ) U ... U H(a n ) is an interval that contains m = min H and y , and that does not contain x , we have y < x. See Figure 6 (a). Second Case: x ∈ H(a 1 ) U ... U H(a n-1 ) and y ∈ H(a n ). Let j be the largest index such that x ∈ H(a j ), j < n. Then y ∈ H(a j+1 ) U ... U H(a n ). We must have y ∈ H(a j ) otherwise (a 1 , a 2 , ...,a j ) is a shorter (m, x, y) -separating chain. Subcase 1: y ∈ H(a j+1 ). Hence y ∈ H(a j ) ∩ H(a j+1 ) and n = j + 1.
We may have k = 0 or i k ≤ j with k even and, in both cases, Figure 6 (c).
Subcase 2: y { H(a j+1 ). This means that H(a
Hence by Lemma (3.9), we have H(a j+2 ) ⁄ H(a j ) hence j + 1 is a turn say i p .
Note that x { H(a t ) for all t > j and y { H(a t ) for j + 1 ≤ t < n (otherwise the (m, x, y)-chain could be shortened into (a 1 ,...,a t ).) It follows that i p is the last turn, i.e., p = k, and j = i k -1. Now there are two cases.
If k is odd then x < z for all z ∈ H(a t ), t > j, hence x < y . (See Figure  6 (d) ). If k is even then z < x for all such z and y < x . See Fig. 6(e) .
The last lemma has shown that, if we know an (m, x, y)-separating chain, we can compare x and y . Now we prove the existence of separating chains.
Let a ∈ E H , where H is any hypergraph, and H(a) has at least two vertices. Let E(a) be the set of hyperedges b such that there is a sequence (a 1 , a 2 , a 3 , ...,a n ) with a 1 = a, a n = b,
With this notation we have :
(3.11) Lemma : The set W(a) is a module of H.
There exists a smallest i such that We first make an observation. For every x, y with x ≠ y, x ≠ m, y ≠ m, there exists an (m, x, y)-separating chain. We prove this as follows.
Since H is prime there exists a ∈ E H such that H(a) ⊥ {x, y}. We let W(a) be as in Lemma (3.11) . Hence W(a) is a module with at least 2 vertices (because H(a) overlaps a set, hence must have at least two elements). Hence W(a) = V H and m ∈ W(a). Hence there exists a sequence a 1 ,...,a n , a n = a, m ∈ H(a 1 ) with H(a i ) ⊥ H(a i+1 ) for all i. By removing some elements if necessary, we make it into an (m, x, y)-separating chain.
One can write an MS 2 -formula with free variables m, x, y expressing the following:
(1) m, x, y are pairwise distinct vertices (2) there exists a subset A of E H such that (*) there is a ∈ A with m ∈ H(a), there is b ∈ A with {x, y} ⊥ H(b), (a, b) belongs to the restriction to A of the reflexive and transitive closure of the relation ⊥ , (**) no proper subset of A satisfies (*).
It follows then that the elements of A as specified by (2) form an (m, x, y)-separating chain.
An MS formula ρ (A, m, x, y , u, v) can express that u is before v on this chain. Another formula ρ'(A, B, C, m, x, y ) can express that B U C is the set of turns of this chain, that B is the set of odd turns, and C is the set of even turns.
An MS formula ϕ(m, x, y) can be written, that uses ρ and ρ' as subformulas, and expresses, under the assumption that m is the least element of V H , that x < y. This formula ϕ translates the conditions of Lemma (3.10). Note that ϕ works properly under the assumption that H is prime and m is the least element of V H under a linear order ≤ such that (H, ≤) is convex.
We let µ(m) be the formula that holds iff :
"the relation R defined by x R y iff x = m or x = y or x ≠ y ≠ m, x ≠ m, and ϕ(m, x, y) " is a linear order on V H for which (H, R) is convex. "
We can thus take for ω(m, x, y) the formula: Proof: We let θ(m) express that the considered hypergraph is prime (which needs no reference to any order on the vertices) and that µ(m) holds.
Assertions (1)- (3) hold by Proposition (3.7).
Á
-Decidable monadic theories of sets of bipartite graphs
We say that a set of finite graphs has a decidable MS 1 -theory (resp. MS 2 -theory) if there exists an algorithm that decides whether a given MS 1 (resp. MS 2 ) closed formula is true for some graph in this set.
Seese has proved ( [Seese] ) that a set of graphs having a decidable MS 2 -theory has bounded tree-width and he has conjectured that a set having a decidable MS 1 theory is of the form τ(B) where B is a set of finite trees and τ is a (1,1)-definable transduction (See Appendix for definitions).
This conjecture has been proved for specific classes of graphs [Seese, Cou8, Cou14] . By results of [CE] , a set of graphs is of the form τ(B) as above iff it has bounded clique-width. We review this notion studied in detail in [CO] .
A k-graph is a simple graph given with a coloring of its vertices by colors 1, ..., k. (We do not require that neighbor vertices have different colors, we only require that every vertex has one and only one color). We use operations on these graphs: (1) disjoint union of two graphs, denoted by 7 , (if the two argument graphs are not disjoint, we replace one of them by a disjoint copy), (2) unary opertion ρ i->j that replace every color label i by j, and (3) unary operation α i,j that adds to a graph new directed edges from any vertex with color i to any vertex with color j (since we consider simple graphs, a new edge from x to y is added only if it is not already there.) If we want to construct undirected graphs, we use instead: (3') unary operation η i,j that adds to a graph new undirected edges between any vertex with color i and any vertex with color j (a new edge is added only if it is not already there.)
The clique-width of a graph is the minimum number of colors in an algebraic expression defining this graph and built with these operations from the elementary graph consisting of one vertex colored by 1.
We denote by cwd(G) the clique-width of a graph G. Trees have cwd at most 3, and the cographs (see for instance [Cou10] ) are the graphs of cwd at most 2. The set of all graphs of cwd a most any fixed k has a decidable MS 1 -theory. The conjecture by Seese is thus a kind of converse.
Here, we will consider this conjecture for the class B of directed bipartite graphs of the form Bip(H) for some hypergraph. The transformation Bip is a (2,1)-definable transformation which is a bijection (up to isomorphisms of structures in the usual way) and its inverse is (1,2)-definable. (For a hypergraph H, |H| 2 = <V H U E H , inc H > and for a graph G, |G| 1 = <V G , edg G >; we have thus |H| 2 = |Bip(H)| 1 ).
The substitution H = G [K/x] where H, G, K are bipartite graphs is defined by :
Hence it is defined only if x a vertex of G that corresponds to a vertex of Bip -1 (G) (and not to a hyperedge).
The notions of a prime bipartite graph, a convex bipartite graph, a module in a bipartite graph follow immediately via Bip from the corresponding notions for hypergraphs. We will consider in some detail the convex bipartite graphs.
A useful tool will be the representation of a convex hypergraph (H, ≤) by a labeled directed graph D = DG(H, ≤) defined as follows. We let :
and y is the successor of x with respect to ≤, or x is the smallest element of H(y), or x is the largest element of H(y).
It follows that D is a directed graph of indegree at most 2. We consider p D as a labeling relation. We let
The structure |H| 2 = <V H U E H , inc H > can be reconstructed from |DG(H, ≤)| 1 as follows : The transformation of |DG(H, ≤)| 1 into |H| 2 is an MS transduction, it will be denoted by γ. There also exists an MS transduction mapping (|H| 2 , ≤) to |DG(H, ≤)| 1 for every convex hypergraphs (H , ≤).
If H is prime and convex, then (|H| 2 , ≤) is MS definable from |H| 2 hence |DG(H, ≤)| 1 is definable from |H| 2 by an MS-transduction that we will denote by δ. (It associates two structures with |H| 2 because two opposite orders can witness the convexity of H).
We let C denote the set of pairs (Bip(H), ≤) where (H , ≤) is convex. From δ we obtain a bijection β of C onto a class of graphs G as follows :
It is (1,1)-definable as a composition of two definable transductions :
where H = Bip -1 (G, ≤) . If G is prime, then ≤ is MS-definable from |G| 1 (see Section 3) hence we have also a (1,1)-definable transformation β'
It maps |G| 1 to two graphs β(G, ≤) because there are exactly two possible linear orders ≤. Its reciprocal is a function, also (1,1)-definable. Proof : Let L be a set of bipartite convex prime graphs identified with hypergraphs by Bip as explained in Section 1. Assume L has a decidable MS 1 -theory. Then it image β'(L) also has a decidable MS 1 -theory (by Theorem (A.1) of Appendix). Since the graphs in β'(L) have indegree at most 2, it follows from the results of [Cou14] that they also have a decidable MS 2 -theory, hence they have bounded tree-width ( [Seese, Cou8] ). Hence they have also bounded clique-width ( [CO] ). Since L = β' -1 (β'(L)), this set is the image of a set of graphs of bounded clique-width under a (1,1)-definable transduction, hence it also has bounded clique-width (this follows from [CE] ).
Á
The following fact shows that Proposition (4.1) is not trivial. Proof : Let L be the set of all prime convex bipartite graphs, let M be its image under β'. If L had a decidable MS 1 -theory, then M would have bounded tree-width, by the proof of Proposition (4.1).
However, consider a complete graph K with n vertices. Let V be its set of vertices, linearly ordered as {v 1 , v 2 ,...,v n }. Let E be the set of edges of K. One has in M the incidence graph of K, namely, a graph H with set of vertices V U E and an edge from x to y iff y is in E and x is one of the vertices of y. The graph K is a minor of this graph, hence H has tree-width at least the tree-width of K which is n -1.
Hence, the set M has unbounded tree-width. Proof : For the first assertion, a trandusction τ 2 on hypergraphs can be constructed so as to work as follows.
Let H be a hypergraph. The transduction τ 2 takes as parameter two sets X and Y subject to the following monadic second-order conditions
(3) for every proper subset U of X with at least two elements, we have (H(a)∩X ) ⊥ U for some a ∈ Y (so that the subhypergraph induced by X and Y has no proper module, hence is prime).
As output, τ 2 produces the structure <X UY , R> where R is the restriction of inc H to X UY. We can obtain in this way all prime subhypergraphs of H .
A corresponding transduction for bipartite graphs (defined via the bijection Bip) is denoted by τ 1 . Á (4.4) Proposition : Let L be a set of convex bipartite graphs having a decidable MS 1 -theory. Then
(1) its set of subgraphs that are prime (as bipartite graphs) has a decidable MS 1 -theory and bounded clique-width.
(2) L has bounded clique-width.
Proof : Let L be as in the statement. It follows that τ 1 (L) (where τ 1 is as in Lemma (4.3) ) is the set of its prime subgraphs and also has a decidable MS 1 -theory. Since its elements are convex (because convexity is preserved by taking subhypergraphs), they have bounded clique-width by Proposition (4.1). Let m be an upperbound. It remains to prove that the substitution operation of bipartite graphs does not increase clique-width.
For defining bipartite graphs we consider expressions that produce labelled graphs such that the vertices corresponding to hyperedges in the transformation Bip have a special label say §, not used by the others. We let cwd'(G ) be the least number of labels used in the construction of such a special expression defining G. A routine proof yields:
We have easily :
(where this substitution corresponds to hypergraph substitution via Bip, see the beginning of this section) we have:
For proving the last assertion, it is enough to substitute for the constant denoting x in a expression denoting G the expression ρ*(f ) where f is an expression that defines H and ρ* is a sequence of operations of the form ρ p→1 that renames into 1 all the labels of H which are not the special label §. (We recall that every vertex is defined in an expression as a singleton subgraph with label 1. This label is changed in the expression by the operations of the form ρ p→i .)
The prime subgraphs of the graphs in L have bounded cwd hence bounded cwd' (by (1)), hence so have all graphs in L by (2), (3), (4), hence they also have bounded cwd by (1) again.
Remark:
The proof of Proposition (4.4) yields slightly more. Let l k be the family of bipartite graphs (l k ⁄ B), the prime subgraphs of which are either convex or uniformly k-sparse. Then a subset L of l k having MS 1 -theory has bounded clique-width.
This so because by the results of [Cou14] , if a set of uniformly k-sparse graphs has a decidable MS 1 -theory, then it has also a decidable MS 2 -theory, hence bounded tree-width and also bounded clique-width.
Uniformly k-sparse bipartite graphs form a somewhat natural family: A bipartite graph is uniformly k-sparse iff the corresponding hypergraph is mrank-degree-bounded, for some m. A hypergraph H is m-rank-degreebounded if by definition: E H = A UB , the hypergraph <V H , A> has rank at most m (each hyperedge has at most m vertices) and the hypergraph <V H , B> has degree at most m (each vertex belongs to at most m hyperedges.)
The proof is easy. (For (2) , we use the fact that a graph is uniformly ksparse iff it has an orientation of indegree at most k. A proof of this wellknown lemma is given in [Cou14] ).
This fact gives a concrete understanding of uniform sparseness for bipartite graphs. A natural candidate is the class of bipartite graphs we obtain by replacing intervals wrt a linear order on vertices by paths of a tree on vertices. The corresponding hypergraphs have considered in [Fou] .
Appendix: A review of definitions concerning monadic second-order logic.
Let R be a finite ranked set of symbols where each element r in R has a rank ρ(r) in N + . A symbol r in R is a ρ(r)-ary relation symbol. An R-(relational) ) (where r is in R and n = ρ(r)), and formulas are formed with propositional connectives and quantifications over the two kinds of variables. For every finite set W of object and set variables, we denote by l(R,W) the set of all formulas that are written with relational symbols from R and have their free variables in W. If S is an R-structure, if ϕ [ l(R,W), and γ is a W-assignment in S, (i.e., γ(X) is a subset of D s for a set variable X, and γ(x) [ D s for an object variable x ; we write this γ : W --. S to be short), we write (S,γ) ϕ if and only if ϕ holds in S with the values of the free variables of ϕ being defined by γ. We write S ϕ in the case where ϕ has no free variable.
Graphs and hypergraphs can be represented in several ways by relational structures. For a directed graph G, we let |G| 1 = <V G , edg G > and |G| 2 = <D G , inc G > where, D G := V G ∪ E G , edg G is the set of pairs (x,y) such that some edge links x to y; and inc G is the set of triples (e,x,y) such that the edge e links x to y. If G is undirected, the definitions are similar with "x and y ", instead of "x to y" . Thus edg G is symmetric.
An MS 1 -formula (MS 2 -formula) is an MS-formula written with the relation symbol edg (the relation symbol inc). It is intended to express a property of a structure of the form |G| 1 (|G| 2 ), where G is a graph (or a hypergraph as in Sections 3 or 4).
We will use transformations of relational structures, called definable transductions of relational structures. (See [CouT] ).
Let R and Q be two finite ranked sets of relation symbols. Let W be a finite set of set variables, called here the set of parameters. A (Q,R)-definition scheme is a tuple of formulas of the form where j=(i 1 ,...,i t ) and t = ρ(q).
(By (S,γ,d 1 ,...,d t ) θ (q,j) , we mean (S,γ') θ (q,j) , where γ' is the assignment extending γ, such that γ'(x i ) = d i for all i = 1,...,t and similarly for (S,γ,d) ψ i .) Since T is associated in a unique way with S, γ and ∆ whenever it is defined, i.e., whenever (S,γ) ϕ, we can use the functional notation def ∆ (S,γ) for T.
The transduction defined by ∆ is the relation: def ∆ := {(S,T)/ T = def ∆ (S,γ) for some W-assignment γ in S} ⁄ s(R)6s(Q).
A transduction f ⁄ s(R)6s(Q) is definable if and only if it is equal to def ∆ for some (Q,R)-definition scheme ∆. We also consider def ∆ as a mapping from s(R) to the power set of s(Q) by letting def ∆ (S) = {T / (S,T) [ def ∆ }.
These definitions apply to graphs and hypergraphs via their representation by relational structures as explained above. We say that a binary relation R on graphs or hypergraphs is (i,j)-definable, where i and j belong to {1,2} if and only if the transduction {(|H| i , |H'| j ) / (H, H') [ R } is definable.
Theorem (A.1) below says that if T = def ∆ (S,µ) then the monadic second-order properties of T can be expressed as monadic second-order properties of (S,µ).
Let ∆ = (ϕ, ψ 1 ,..., ψ k , (θ w ) w[ Q*k ) be a (Q,R)-definition scheme, written with a set of parameters W. Let V be a set of set variables disjoint from W. For every variable X in V, for every i = 1,...,k, we let X i be a new variable. We let V' := {X i / X [ V, i =1,...,k }. For every mapping η: V' -. p(D S ), we let η k : V -. p(D S 6{1,...,k }) be defined by: η k (X) = η(X 1 )6{1} " ..." η(X k )6{k}. (Note that every mapping from V to p(D S 6{1,...,k }) is of this form.) With these notations we can state the Backwards Translation Theorem ( [CouS, CouT, Cou8] ):
(A.1) Theorem: For every formula β in l(Q,V), one can construct a formula β' in l(R, V'"W) such that, for every S in s(R), for every assignment µ :W -. S, for every assignment η : V' -. S, we have :
def ∆ (S,µ)is defined (if it is, we denote it by T), η k is a V-assignment in T, and (T, η k ) β if and only if (S, η"µ) β'.
From this proposition, we get that the composition of two definable transductions is a definable transduction, and that if a class L of relational structures has a decidable monadic theory and if τ is a definable transduction, then τ(L) has also a decidable monadic theory. See [Cou8] for more details.
