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A Spectral Analysis of Business Cycle Patterns in UK Sectoral Output 
 
Abstract     This  paper  studies  business  cycle  patterns  in  UK  sectoral  output.  It  analyzes  the 
distinction between white noise processes and their non white noise counterparts in the frequency 
domain and further examines the associated features and patterns for the process where white 
noise conditions are violated. The characteristics of these sectors, arising from their institutional 
features that may influence business cycles behavior and patterns, are discussed. The study then 
investigates the output of UK GDP sectors empirically, revealing their similarities and differences 
in their business cycle patterns.  
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1.  Introduction 
 
This paper examines business cycle patterns in UK GDP sectors in the frequency domain. It 
analyses the spectra of sectoral output and focuses on the way empirical spectra behave across 
GDP sectors. This approach offers a different means of research through inspecting the degree 
to which the time series deviates from a white noise process or its integral, a pure random walk, 
an indication of the relative importance of the cycle in the time series. Moreover, the pattern in 
the spectrum explains how the time series deviates from a pure random walk. This is helpful as 
cycles themselves differ from one type to another. Therefore, not only the weight of cycles in the 
time series, but also the behavior of cycles, may be made known through such scrutiny. Analysis 
in the frequency domain, or spectral analysis, is particularly helpful in the study of the relative 
contribution of each of the components in the time series variable, which establishes the overall 
pattern and behavior of the variable. Therefore, while generating no more information than we 
have in the time domain, the approach in the frequency domain may present a fuller picture of 
business cycle fluctuations, because it uses and processes the information in a more effective way 
for this type of investigation. 
 
It is to a large extent accepted that most economic time series are non stationary in their 
levels. However, it is not enough to decide whether an economics time series is stationary or 
non stationary.  Even  if a  time  series  is  non stationary  in  its  level,  its  behavior  can  be  quite 
different,  depending  on  the  serial  correlation  structure.  If  there  is  positive  serial  correlation 
overall, the effect of shocks would be compounding. Some economic and financial time series 
may consist of both stationary and non stationary components and, consequently, there might be 
mean reverting tendency. Therefore, the appropriate question to be asked and answered is not 
whether a time series is stationary or not. Instead, the right questions are: (a), as rightly pointed 
out by Campbell and Mankiw (1987a,b) and Cochrane (1988), how large is the random walk 
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component  in  the  time  series;  and  (b),  beyond  that,  the  patterns  of  departure  from  a  pure 
random walk or its difference, a white noise process, in the time series. 
 
The distinction between white noise processes and their non white noise counterparts of 
general stationary processes of I(0), or between their respective integrals, pure random walks and 
general non stationary processes of I(1), is of prime importance in finance at least for the sake of 
a weakly efficient financial market. In general economic research terms, patterns of violation of 
white noise conditions reveal the characteristics or behavior of the process under investigation, 
which is of considerable empirical relevance to economic policy and strategy, those related to 
business cycles in particular. First formal research of white noises and white noise conditions in 
the frequency domain can be attributed to Grenander and Rosenblatt (1953, 1957), which has 
been followed by a few of later studies, e.g., Priestley (1981, 1996). In his investigation of the 
departure of economic time series from a pure random walk process, Cochrane (1988) adopts an 
approach that appears to be in the time domain but indeed is a special case in the frequency 
domain  at  the  zero  frequency  point.  It  is  not  exaggerated  to  claim  that  the  first  studies  of 
business cycles were in the frequency domain, in as early as the first half of the 20
th century, 
when the notion of business cycles started to attract attention from economists and governments 
alike in their search for an understanding of the patterns in economic activity and a possible 
therapy  for  mitigating  the  damage  caused  by  severe  economic  downturn.  Although  most 
empirical studies since then have been in the time domain, the significance of the frequency 
domain method in business cycle studies has been gradually acknowledged in the last decade. For 
example, Baxter and King (1999) develop several approximate band pass filters in the frequency 
domain and apply these filters to the measurement of business cycles. The research by King and 
Watson (1996) on the relationship between money, prices, interest rates and business cycles is 
also in the frequency domain. More recently, A’Hearn and Woitek (2001) resort to the frequency 
domain method of spectral analysis to examine business cycles in 13 countries, using annual 
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historical industrial output (industrial production) data from around 1865 to 1913. It can be 
observed that applications of the frequency domain method in economics and finance have been 
scarce  and  the  progress  has  been  slow.  The  present  paper  attempts  to  contribute  to  the 
development of this important analytical approach in general and its application in business cycle 
studies in particular. 
 
The  present  paper  raises  and  attempts  to  answer  these  questions:  (a)  Does  sectoral 
output follow a pure random walk? (b) If not, what patterns do they exhibit? (c) What are the 
economic explanations and the institutional background for a particular business cycle pattern to 
be associated with a particular sector? and (d) How do sectors behave differently and similarly?  
 
The rest of the paper is organized as follows. Section 2 reviews the developments in 
business cycle studies in the literature, and further discusses the rationale of spectral analysis of 
persistence in sectoral output. Section 3 examines the statistical distributions of time series, in 
particular,  near  white  noise  processes  in  the  frequency  domain,  presenting  and  discussing 
patterns  of  violation  of  white  noise  conditions.  Section  4  provides  a  brief  inspection  and 
discussion of the institutional features of the sectors that are concerned with the extent to which 
a sector is subject to the influence of a range of specific factors: regulatory requirements and 
government policy, foreign competition, dependence on demand, and the role of innovations 
and supply in the creation of demand. Section 5 carries out empirical investigations of business 
cycle  patterns  in  UK  sectoral  output,  reporting  empirical  findings  and  discussing  their 
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2.  Review of the literature on business cycles and the rationale of spectral analysis of 
persistence in sectoral output 
 
The term “business cycle” is itself controversial in its definitions and measurement, arising from 
the differences in research methodologies, investigating techniques, application purposes, and 
policy considerations. The conventional definition states that business cycles are periodic but 
irregular up and down movements in economic activity, measured by fluctuations in real GDP 
and other economic variables. A full business cycle is identified as a sequence of four phases: 
contraction, trough, expansion, and peak, whereas the time span between, for example, two 
peaks, varies from time to time, so do the magnitude of peaks or troughs. Further analysis 
involves more details of business cycles such as large peaks/troughs and small peaks/troughs 
occurring  at  different  time  intervals,  indicating  business  cycle  components.  For  example, 
Schumpeter’s (1939) long waves and the accompanied notions of long cycles, medium cycles and 
short cycles are alternations of states of economic activity or business conditions in different 
lengths of time period, which amounts to a decomposition of business cycle components in 
accordance with their frequencies of occurrences. In an extreme case of the decomposition of 
cycle components, the longest “cycle” is the trend and the rest is the cycle, as in Beveridge and 
Nelson (1981), Watson (1986) and Clark (1987). 
 
Business  cycle  theory  after  Schumpeter  has  developed  in  three  strands:  Keynesian 
business cycle theory, monetary business cycle theory, and real business cycle theory. The latter 
two are equilibrium business theories and have dominated the business cycle literature since the 
1970s. Equilibrium theories regard short term deviation of output from trend to be consistent 
with a state of equilibrium. Real business cycle and monetary business cycle models view the 
cycle as the result of propagation of a series of random shocks. Monetary business cycle theory 
emphasizes  the  monetary  aspects  of  shocks,  while  real  business  cycle  theory  highlights  the 
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importance of real shocks. Within the monetary tradition, the theory differs between that of the 
monetarists  who  consider  the  observed  component  of  the  monetary  shocks  causes  the 
fluctuation, and the new classical model, developed by Lucas (1975), Barro (1976) and Sargent 
and Wallace (1975, 1976) who argue that what matters is the unanticipated changes in monetary 
growth. As a disequilibrium theory, Keynesian models treat rigidity or frictions in the economy, 
such as sticky wages and prices, as the cause of disequilibrium and cycles that are generated via 
mechanisms of multiplier accelerator interaction (Haberler 1946, Hansen 1951, Fischer 1977). 
While Keynesian theory does not rule out real shocks as the source of business cycles, it typically 
attributes cyclical deviations to aggregate demand shocks. 
 
In the development of business cycle theory, Lucas’ new classical monetary business 
cycle model has played an important role in reviving business cycle research in the 1970s and 
marks a major change from the Keynesian approach to business cycle modeling that regards the 
cycle  as  an  essential  disequilibrium  phenomenon.  Subsequently,  the  monetary  business  cycle 
approach has evolved into the real business cycle that emphasizes the importance of real shocks 
(Kydland and Prescott 1982). The widespread rejection of monetary business cycle theory, due 
to its reliance on implausible claims of information deficiencies, resulted in the proliferation of 
research on real business cycles in the 1980s. Early influential contributions to the real business 
cycle literature are those of Kydland and Prescott (1982) and Long and Plosser (1983). They 
retain  the  monetary  business  cycle  approach  and  rational  expectations  hypothesis,  while 
assuming  that  all  information  concerning  the  path  of  the  general  price  level  is  publicly and 
costlessly available. The signal extraction problem that is a key ingredient of monetary business 
cycle models is therefore discarded and, consequently, unanticipated temporary monetary shocks 
are of no importance. The rejection of monetary business cycle models means that the real 
business  cycle  approach  has  to  look  at  the  real  economy  for  both  disturbances  and  the 
propagation mechanism. Other prominent contributions to business cycle theory can be found 
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in Barro (1977, 1978), Nelson and Plosser (1982), McCallum (1983, 1989a,b), King and Plosser 
(1984), King and Rebelo (1993), and King et al. (1991). 
 
Accompanying  these  alternative  business  cycle  theories  is  the  empirical  literature 
concerned with the test of these theories and models, with the results and conclusions being 
often inferred from the identification of time series properties and patterns in output, which may 
nevertheless be influenced by the interpretation of identified properties and patterns, shaped by 
the way in which estimation procedures are implemented, and inspired by the views and beliefs 
of the researcher. While a few of empirical studies are attached to a specific theory, many would 
encompass different schools of business cycles and compare alternative models under various 
circumstances, and a substantial portion of the empirical literature since the 1980s does not 
subscribe to any of the theories explicitly.  
 
On  the  one  hand,  in  justifying  the  soundness  of  competing  theories,  one  common 
method  is  to  decompose  the  disturbances  into  responses  to  demand  and  supply  shocks. 
Blanchard (1989) and Blanchard and Quah (1989) study the sources of shocks and claims that 
aggregate demand shocks are dominant in the short run while supply shocks largely contributes 
to long run variation. Shapiro and Watson (1988) find that short run variation in hours worked is 
mainly due to aggregate demand shocks, while technology shocks explain most of the variation 
in output. Eichenbaum and Singleton (1986) investigate the post war US business cycles via 
equilibrium  business  cycle  theories,  to  examine  whether  the  empirical  evidence  for  the  US 
supports  the  view  that  the  business  cycle  is  not  a  monetary  phenomenon.  Davidson  and 
Mackinnon (1981, 1982) carry the studies on alternative business cycle theories through non 
nested hypothesis tests.  
 
7IÉSEG Working Paper Series 2008-FIN-2 
 
 
On the other hand, attention has been mainly paid to the time series characteristics and 
patterns  of  output  data.  Nelson  and  Plosser  (1982) have  classified  the  models  of  economic 
fluctuations into two entirely different groups: models for deterministic trends and models for 
random walks, and they favor the latter. The processes of deterministic trends and random walks 
are generally referred to as trend stationary and difference stationary respectively in the time 
series analysis literature. These two processes behave quite differently. Prior to the 1980s, the 
general view on economic time series was that economic variables could be decomposed into a 
secular or growth component and a cyclical component. The secular component was assumed 
not to fluctuate much over the short term but rather move slowly and smoothly relative to the 
cyclical component. This has led to de trending of time series by regression on time, with the 
residuals being interpreted as the cyclical component to be explained by business cycle theory. A 
less restricted version of deterministic trends is obtained through applying the HP filter (Hodrick 
and Prescott 1980, 1997) where the trend, though deterministic, can be non linear and track the 
time series to varied degrees depending on the chosen values of the filter’s parameter. Nelson 
and Plosser (1982) have questioned this view of trends. Using an unobserved component model 
that decomposes fluctuations into a secular or growth component and a cyclical component, 
they find that the time series of the US economy used in the study are non stationary stochastic 
processes with no tendency to return to a trend line. Therefore, they infer that shocks to the 
former, which are associated with real disturbances, contribute substantially to the variation in 
the  observed  series.  The  implications  are  that  models  focusing  on  financial  and  monetary 
disturbances as a source of purely transitory fluctuations may never be successful in explaining a 
large fraction of variation and that stochastic variation due to real factors is an essential element 
of any model of economic fluctuations. Watson (1986) and Clark (1987) are in line with the latter 
view and approach of decomposition of trends and cycles. 
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  Another approach to examining trends and cycles is the measurement of persistence in 
output data. Since, by definition, the effect of shocks to trends is permanent or persistent and 
that to cycles is temporary or transitory, the degree of persistence amounts to an assessment of 
the relative composition of trend components and cycle components in output data. Campbell 
and Mankiw (1987a,b) and Cochrane (1988) put forward the concept of persistence in economic 
time series analysis. Their persistence measure is the ratio of two variances of a time series: the 
variance in a longer period and a one period variance, which is achieved through different means. 
Cochrane (1988) resorts to a non parametric method where the measure is indeed the spectrum 
of the time series at the zero frequency point; whereas Campbell and Mankiw (1987a,b) apply 
ARIMA procedures for the same purpose. The persistence measure is one for a pure trend or a 
pure  random  walk  process,  and  it  is  smaller  than  one  when  the  time  series  also  contains 
transitory cycle components. The persistence measure is zero for a stationary time series, i.e., 
there are only transitory cycle components in the time series.  
 
At the sectoral level, Long and Plosser (1987) study sectoral shocks versus aggregate 
shocks  in  business  cycles.  They  argue  that  the  observed  co movements  do  not  necessarily 
indicate the presence of a common or aggregate disturbance. It has been shown that even if 
random  productivity  shocks  are  independent  across  sectors,  the  self interested  responses  of 
economic  agents  to  productivity  disturbances  in  real  business  cycle  models  will  cause  co 
movement of activity measures from different sectors. Long and Plosser’s methodology is factor 
analysis with an emphasis on identifying aggregate against sectoral disturbances. The implication 
of  their  findings  is  that  the  contribution  of  common  shocks  to  the  co movement  between 
sectors will appear to be greater than their true contribution; therefore the role of common or 
aggregate shocks may be over estimated. To play down the role of aggregate disturbances is a 
recognition of, or stress on, the importance of disaggregate or sectoral analysis, on which the 
present study focuses. Moreover, there is another problem associated with the use of aggregate 
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output data in business cycle research, revealed by the findings of Engle (1984) who has analysed 
the  effect  of  a  few  types  of  aggregation:  sums  of  time  series,  products  of  time  series,  and 
temporal aggregation of time series. The first type is equivalent to spatial or sectoral aggregation. 
In  general,  aggregation  results  in  correlation  even  if  the  individual  series  are  not  correlated, 
indicating that the cycle component may be exaggerated to a certain degree in aggregate output 
data. 
 
  Analysis of the above studies shows that the methodologies of the post 1980 studies are 
generally based on the beliefs that the trend component is as equally important as the cycle 
component of business cycles, and it is fairly likely that the former may be more important than 
the latter. This reflects the views of real business cycle theorists who stress the role of real 
disturbances or shocks to the trend of business cycles that has long run effects, in contrast to 
those  studies  focusing  on  transitory  fluctuations  attributed  to  financial  and  monetary 
disturbances. Consequently, the treatment of time series data with regard to trends and cycles is 
even handed, involving decomposition of trends and cycles that separates trends from cycles, 
instead of de trending that removes trends from business cycle data. Other types of empirical 
research  share  the  same  views.  For  example,  the  persistence  measure  of  Cochrane  (1988) 
considers the importance of trends and cycles from a relative perspective. The findings of these 
studies generally confirm the important roles of real disturbances to the trend in business cycles 
and output fluctuations, in line with the adopted methodologies and the prior views. This leads 
to convince people that, as the trend component is important in business cycles, other types of 
investigations, such as those in the present paper concerned with the relative contributions of 
trends and cycles and executed in the frequency domain, must be attempted.  
 
  The above analysis of the literature has elucidated the focuses and the shift of focuses of 
business cycle studies over the past decades. We, in this study, put an emphasis on associated 
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empirical tests and general findings since they are not merely passive responses to the shift of 
research focuses; they drive the shift of focuses of business cycle studies as well. More attention 
has been paid to verifying, modifying, or rejecting earlier claims that were mostly theoretical 
arguments,  using  then  newly  developed  econometric  procedures.  The  empirical  studies  rely 
heavily on these econometric procedures to reveal the time series characteristics of business 
cycles and to make inference regarding a specific theory or theories under certain circumstances 
that are often as subtle as the theories are. Due to this, while people’s understanding of business 
cycles has advanced greatly, a considerable portion of the findings in the empirical literature is 
convincing only under fairly restricted economic, data, and test procedure, conditions, leaving 




3.  Frequency domain analysis of the patterns of violation of white noise conditions 
 
Spectral analysis, or studies in the frequency domain, is one of the unconventional subjects in 
time series econometrics. Analysis in the frequency domain does not bring in new or additional 
information, it is simply an alternative method with which information is observed, processed 
and abstracted. Analysis in the frequency domain is particularly useful to the examination of 
cyclical  movements  in  prices,  returns,  and  output.  As  the  name  suggests,  it  models  and 
investigates time series variables according to their frequency components, therefore, has the 
advantages  to  distinguish  patterns  featuring  e.g.,  shorter  and  longer  cycles,  and  to  reveal 
characteristics ascribing to higher and lower frequencies. This is sometimes helpful. Depending 
on the characteristics of the issues, analysis in one domain may be more powerful than in the 
other.  For  example,  cycles  are  better  and  more  explicitly  observed  and  represented  in  the 
frequency domain. It is worthwhile pointing out that correlations in the time domain and cross 
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spectra  in  the  frequency  domain  deal  with  the  relationship  between  two  time  series  from 
different perspectives and have defined links.  
 
3.1.  Statistical distributions in the frequency domain of near white noise processes 
 
Let us assume a time series X(t) possesses the usual properties that it is stationary, is continuous in 
mean square, and has higher moments up to the fourth moment, then the spectrum of the process, 
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For a pure white noise process, C0 obeys a c
2 distribution with E{C0}=N, Var{C0}=2N; 
and Ct obey normal distributions with E{Ct}=0, Var{Ct}=N, for t =1,...N 1. In the following, we 
show how a white noise process is distributed in the frequency domain, and the conditions on 
which a particular process can be accepted as a white noise process. We call such a process near 
white noise processes in contrast to a pure theoretical white noise. It can be shown, as a theorem, 
that: 
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See Appendix for proofs. 
 
There are two major conclusions from the above result: (a) a Gaussian process in the time 
domain with its variance being constant at every time point is also Gaussian in the frequency 
domain; but (b), its variance in the frequency domain is a function of w, it peaks at the point w  = 
p/2 and is zero at the two ends w  = 0 and w  = p. The property in (b) is in contrast to its time 
domain counterpart.  
 
3.2.  Patterns of violation of white noise conditions 
 
This part discusses and abstracts typical patterns in time series where white noise conditions are 
violated. Behavior of a particular process will be examined, in accordance with its frequency domain 
characteristics,  which  is  of  more  empirical  relevance.  From  Equations  (3)  and  (4),  three 
propositions can be developed with regard to patters of violation of white noise conditions, 
setting against the benchmark of a white noise process.  
 
Proposition 1. Lower frequency components stochastically dominate higher frequency components 
in  the  frequency  range  (v1,  v2)  if 2 1 , 0 ) ( v w v w x < < > .  Lower  frequency  components 
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stochastically consistently dominate higher frequency components if  p w w x < < > 0 , 0 ) ( , and the 
time series is said to possess the features of the compounding effect. 
 
By definition and according to theorem 1,  ) (w x  is the difference between the integral of 
the process under examination and the integral of a pure white noise process, being scaled by N, 
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1
d I N Lim p N .  Figure  1  shows  the  features  of  such 
stochastic processes. The top panel of the figure is the time domain response to a unit size shock of 
a time series with compounding features, against a random walk response. The dashed line indicates 
the evolution path of the time series if no shocks have ever occurred. The middle panel is a typical 
spectrum for such time series, and the bottom panel is the  ) (w x  statistic for such time series. The 
spectrum in Figure 1 is a monotonous decrease function of w, with  p w w x < < > 0 , 0 ) ( , and 
p w w xw < < < 0 , 0 ) (
' ' , where  ) (
' ' w xw  is the second order derivative of  ) (w x  with respect to w.
1 
Stochastically  consistent  dominance  has  a looser  requirement than  a  spectrum  of  monotonous 
function.  
 
{Figure 1 about here} 
 
Proposition 2. Higher frequency components stochastically dominate lower frequency components 
in  the  frequency  range  (v1,  v2)  if 2 1 , 0 ) ( v w v w x < < < .  Higher  frequency  components 
stochastically consistently dominate lower frequency components if  p w w x < < < 0 , 0 ) ( , and the 
time series is said to possess mean reverting tendencies. 
 
                                                 
1  [ ] p w w xw 2 1 ) ( ) (
2
1 ' - = p I N , ) ( ) (
' ' ' 2
1
w w xw p I N = . 
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Figure 2 shows the features of such stochastic processes. The top panel of the figure is the 
time domain response to a unit size shock of a time series with mean reverting tendencies, against a 
random walk response. The dashed line indicates the evolution path when there are no shocks to 
the time series. The middle panel is a typical spectrum for such time series, and the bottom panel is 
the  ) (w x  statistic for such time series. The spectrum in Figure 2 is a monotonous increase function 
of w, with  p w w x < < < 0 , 0 ) ( , and  p w w xw < < > 0 , 0 ) (
' ' . Stochastically consistent dominance 
has  a  looser  requirement  than  a  spectrum  of  monotonous  function.  Relevant  discussions  for 
Proposition 1 apply.  
 
{Figure 2 about here} 
 
Proposition 3. Higher (lower) frequency components do not stochastically consistently dominate 
lower (higher) frequency components if there exist sub sets of frequencies 
+ w , 
- w  and 
0 w  that 
+ Î > w w w x , 0 ) ( , 
- Î < w w w x , 0 ) (  and 
0 , 0 ) ( w w w x Î = ; and the time series is said to possess 
the features of mixed complexity. 
 
Figure 3 demonstrates the features of such stochastic processes. Relevant discussions for 
Proposition 1 apply. Figure 3(a) shows a case where there are more powers in the medium range 
frequencies, while Figure 3(b) shows a case where there are more powers in the low and high 
frequencies. The top panel of the figures is the time domain response to a unit size shock of a time 
series with the features of mixed complexity, against a random walk response. The dashed line 
indicates the evolution path when there are no shocks to the time series. The middle panel is typical 
spectra for such time series, and the bottom panel is the  ) (w x  statistics for such time series. 
 
{Figure 3 about here} 




4.  Institutional features of the sectors and business cycle patterns 
 
Prior to formal empirical analysis of the response patterns of sectoral output in business cycles, a 
brief inspection and discussion of the institutional features of the sectors  would be helpful. 
These features are concerned with the degree and/or extent to which a sector is subject to the 
influence of a range of specific factors. Only those institutional features that are most relevant to 
a sector’s distinct response patterns in business cycles are considered: regulatory requirements 
and government policy; intensity of foreign competition; dependence on demand; and the role of 
innovations, and subsequently supply, in the creation of demand in new forms or shapes. A 
regulated industry’s output and prices are not driven entirely by market forces, so its business 
cycle patterns can be different from those of unregulated industries. Government policy includes 
the impact of both domestic and foreign government policy, as well as the common policy of 
groups of nations, such as the EU and OPEC. Similar to the regulative effect, the output and 
prices of a sector that is subject to government policy to a large extent would behave rather 
differently from those sectors that are less influenced by government policy. In general, a sector 
with a higher degree of influence by regulation and government policy would show relatively 
more  persistent  response  patterns  in  business  cycles,  other  things  being  equal.  Foreign 
competition in this research considers the impact of foreign competition on the domestic output 
of a sector and does not cover foreign ownership. For example, it is not taken into account 
whether the energy sector is 60 percent owned by foreign multinationals or 100% owned by 
domestic  companies;  the  criterion  is  the  proportion  of  the  final  product  that  is  produced 
domestically, instead of being imported, or export in the case of competition abroad. A country 
may virtually have no manufacturing while its residents consume the same amount or more of 
manufactured goods as the residents in other countries. However, this does not apply to some 
sectors, e.g., construction, which must employ a proportional workforce to produce proportional 
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output  domestically,  at  least  in  the  case  of  the  UK.  A  sector  subject  to  intensive  foreign 
competition would endure incessant challenges from abroad and, depending on its competitive 
advantages or disadvantages, would experience steady and continual shrinkage or expansion. 
Either way, the consequence is that its response patterns in business cycles are more persistent 
or with compounding effects. A sector that is largely demand led show less persistent, mean 
reverting,  response  patterns  in  business  cycles  as  it  is  subject  to  demand  shocks  that  are 
temporal. Finally, a sector in which individual companies’ survival and growth are featured by 
innovations and the reliance on innovations to create and generate demand in new forms or 
shapes is subject to supply shocks and demonstrates relatively more persistent response patterns 
in business cycles.  
 
The seven main sectors used in the study are: Agriculture, Forestry and Fishing (A&B); 
Manufacturing  (D);  Electricity,  Gas  and  Water  Supply  (E);  Construction  (F);  Distribution, 
Hotels, Catering and Repairs (G&H); Transport, Storage and Communication (I); and Services 
(J Q, including business services and finance, and government and other services). The Mining 
and  Quarrying  sector  (C)  is  excluded,  as  its  weight  in  UK  GDP  is  minimal  and  has  being 
declining  over  decades;  and  more  importantly,  its  change  has  been  mainly  influenced  by 
unconventional economic forces and other factors. The Services sector is examined as a whole as 
well  as  in  two  parts  of  Business  Services  and  Finance  (J&K)  and  Government  and  Other 
Services (L Q), since the attributes and features of these two types of services are rather different 
and,  consequently,  may  possess  different  response  patterns  in  business  cycle  fluctuations. 
However, the two disaggregate services series only came into existence in the first quarter of 
1983, instead of the first quarter of 1955 for the seven main sectors. For comparison purposes, 
the aggregate Services sector is also investigated for the period starting in the first quarter of 
1983, in addition to the period starting in the first quarter of 1955.  
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{Table 1 about here} 
 
  We summarize the features of the  sectors in  Table 1, in accordance with the above 
analysis. For example, sector A&B, Agriculture, Forestry and Fishing, is highly influenced by 
government policy, e.g., the French government’s subsidy policy in agriculture and the EU’s 
common agriculture policy. It endures severe foreign competition and is largely demand led; new 
product or flavor, e.g., GM food, does not have a significant impact on consumption and new 
demand. From the perspectives of government policy and foreign competition, the sector is 
expected to show higher persistence in its business cycle patterns; however, from its perspectives 
of demand and supply, the sector would exhibit  less persistent, or mean reverting, patterns. 
Taking  all  these  features  into  consideration,  the  business  cycle  patterns  of  the  Agriculture, 
Forestry  and  Fishing  sector  are  a  matter  of  empirical  investigation.  In  general,  sector  D, 
Manufacturing, is not subject to strict regulatory requirements and government policy. However, 
its exposure to foreign competition is high. Demand is critical for the sector’s output, so are 
innovations  and  R&D,  the  supply  side  factors,  to  maintain  and  generate  new  demand  and 
compete  with  imported  foreign  manufactured  goods.  Overall,  the  Manufacturing  sector  is 
expected to exhibit higher persistence in its business cycle patterns. Sector E, Electricity, Gas 
and  Water  Supply,  or  the  energy  sector,  is  a  regulated  industry.  Its  exposure  to  foreign 
competition is low, though the sector is foreign owned to a large extent, its final products and 
supply to consumers are mainly domestically based. It is a typical demand led sector, with the 
role of supply side factors in establishing output levels being minimal. From the perspective of 
regulation,  the  sector  is  expected  to  show  higher  persistence  or  compounding  effects  in  its 
business  cycle  patterns;  however,  from  its  perspective  of  foreign  competition  and  that  of 
demand and supply factors, the sector would exhibit less persistent, or mean reverting, patterns. 
Consequently and overall, the energy sector would exhibit less persistent, random walks with 
mean reverting tendency or mixed complicity, patterns in business cycles, as the compounding 
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effect  would  be  largely  overpowered  by  mean reverting  tendencies.  Except  that  regulatory 
requirements are low, sector F, Construction, possesses the features similar to the energy sector, 
and is expected to show less persistent, or random walks with mean reverting, response patterns 
in  business  cycles.  Sector  G&H,  Distribution,  Hotels,  Catering  and  Repairs,  is  also  typical 
demand led with low regulatory requirements. Moreover, demand for goods and services in parts 
of this sector is highly variable due to the nature of such consumptions, and the variability in 
demand is as durable as business cycles. It faces medium to high degrees of foreign competition 
in a subtler way, with the hotel industry being the most explicit. From the perspective of foreign 
competition, the sector would exhibit higher persistence or compounding effects in its business 
cycle patterns; but the high variability in demand and the high durability of the variability in 
demand indicate that, though a demand led industry, the effect of demand/supply factors is not 
simply mean reverting, but can be rather persistent or mixed. Therefore, this sector is expected 
to exhibit some weak compounding effect with mixed complicity in its response patterns in 
business cycles. Sector I, Transport, Storage and Communication, also falls into the reign of 
regulation.  It  relies  on  innovations,  R&D  and  investment  in  infrastructure,  the  supply  side 
factors,  heavily.  Nevertheless,  its  exposure  to  foreign  competition,  in  the  sense  of  non 
domestically produced final products and services, is low. Overall, this sector is expected to 
exhibit  higher  persistence  in  its  business  cycle  patterns  due  to  a  high  degree  of  regulatory 
requirements and the contribution of the supply side factors. Sector J Q, the Services sector, is 
divided into Business Services and Finance, J&K, and Government and Other Services, L Q. 
The Business Services and Finance sector, the only major sector in which the UK enjoys certain 
comparative advantages, is subject to severe foreign competition and witnessed some decline in 
the  last  two  decades,  following  the  steady  decline  in  the  Manufacturing  sector.  Supply  side 
factors, such as innovations and new methods of doing business, are as critical as demand to the 
survival and growth of the companies in this sector. Consequently, the sector is expected to 
show  higher  persistence  in  its  response  patterns  in  business  cycles.  Lastly,  sector  L Q, 
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Government and Other Services (social services and other non profitable services), is expected 
to be rather different from most of the other sectors. It is subject to least foreign competition, 
but is directly linked to government policy. Nevertheless, the way in which the sector is affected 
by government policy is different. In addition, the sector is supply driven, not demand led, but 
the supply driven mechanism is rather different from that in the other sectors, which is not 
mainly  to  do  with  technology  shocks,  such  as  innovations  and  R&D,  but  with  government 
policy. It is not a steady proportion of GDP either as government spending does not necessarily 
increase when GDP increases or government spending may increase when GDP falls. So the 
behavior of the sector does not mirror that of GDP. Despite all these complications, one thing is 
sure: the sector experiences relatively infrequent shocks than the other sectors. As a result, its 
output series could look fairly stable and, consequently, stationary in its appearance. Therefore, 




5.  Data, empirical study and discussions 
 
5.1.  Data sets and summary statistics 
 
The data sets used in this study are UK aggregate GDP and output in seven main GDP sectors, 
the institutional features of which have been examined in the previous section. The data sets 
form the aggregate GDP and seven main GDP sectors start in the first quarter, 1955, end in the 
first quarter, 2002, and are seasonally adjusted at the 1995 constant price. The data sets for the 
two sub sectors within the Services sector start from the first quarter in 1983.  
 
{Table 2 about here} 




  Summary statistics of these sectors’ output and GDP are provided in Table 2. Sector 
J&K,  Business  Services  and  Finance  (from  1983),  sector  I,  Transport,  Storage  and 
Communication, and sector E, Electricity, Gas and Water Supply, enjoy a greater than average 
growth rate, though the Business Services and Finance sector has experienced a decrease in its 
growth rate. One of the prominent casualties in the Business Services and Finance sector is the 
shift  and  outsourcing  of  work  to  India  and  other  English  speaking  countries  to  conduct 
administrative  work  and  insurance  business,  such  as  insurance  claims.  On  the  list  of  the 
companies  have  been  Prudential,  Norwich  Union,  and  Goldman  Sachs.  The  shift  and 
outsourcing has offset the legendary success of exports in education and related services to a 
measurable  extent,  due  to  the  same  reason  of  the  English  language  being  one  of  the  most 
commonly spoken languages in the world. The lowest growing sectors are A&B, Agriculture, 
Forestry and Fishing, and D, Manufacturing. The Manufacturing sector has also gone through a 
decline in its growth during this period, along with sector F, Construction. As being analyzed 
above,  sector  L Q,  Government  and  Other  Services  (from  1983),  has  the  most  smoothed 
growth, with its standard deviation in growth being the smallest and much smaller than that for 
all the other sectors. The most volatile sector is E, Electricity, Gas and Water Supply, followed 
by F, Construction, and A&B, Agriculture, Forestry and Fishing.  
 
5.2.  Empirical results and discussions 
 
The estimated  ) (w x statistics for sectoral output and GDP are plotted in the middle panel of 
Figures 4 13. We use confidence intervals to examine and assess the features of the process, 
which is easily perceptible. In addition, output series themselves are exhibited in the top panel 
and spectra are presented in the bottom panel of these figures. We examine the  ) (w x statistic 
and inspect the associated patterns for the GDP sectors in relation to their institutional features 
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reviewed earlier. Four sectors show the features of compounding effects to varied degrees. They 
are sector A&B, Agriculture, Forestry and Fishing; sector D, Manufacturing; sector I, Transport, 
Storage  and  Communication;  and  sector  J&K,  Business  Services  and  Finance.  This  finding 
confirms our previous analysis of their institutional characteristics and the ways in which they are 
subject to the influence of a range of factors in relation to business cycle patterns. However, an 
empirical examination of these sectors’ output data further renders us specific insights into the 
sectors. Among the four sectors, compounding effects in response to shocks are confirmed 
overwhelmingly  in  sector  A&B  and  sector  J&K  in  that  the  near  white  noise  conditions  are 
significantly violated – as shown in Figure 4 and Figure 11,  ) (w x  statistics are positive in the 
whole frequency range and the majority of  ) (w x  are substantially above the upper band of the 
95% confidence interval. In the case of sector D,  ) (w x  are positive in the whole frequency range 
but only a small part of  ) (w x  are beyond the upper band of the 95% confidence interval, 
revealed by Figure 5. For sector I, it is observed in Figure 9 that most of  ) (w x  are positive and 
only a small part of  ) (w x  are beyond the upper band of the 95% confidence interval. So, 
compounding effects are not as strong in sector D and sector I as in sector A&B and sector 
J&K. Since these sectors possess the features of compounding effects in their response to shocks 
in business cycles, the consequence of good as well as bad events or incidents, policy related or 
technology based, would accumulate in the course to affect the performance of these sectors, 
with the Agriculture, Forestry and Fishing sector and the Business Services and Finance sector 
being hit the most. 
 
As  shown  by  Figure  10(b)  and  Figure  11,  sector  J Q,  the  aggregate  Services  sector, 
possesses a similar business cycle pattern with sector J&K, Business Services and Finance, for 
the period staring from the first quarter of 1983. The aggregate Services sector is examined for 
this period for two reasons. Firstly, data for sector J&K, Business Services and Finance, and data 
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for sector L Q, Government and Other Services, are only available since 1983. Since the two 
sub sectors  are  rather  different,  there  is  a  need  to  study  them  individually.  For  comparison 
purposes, their aggregate is also examined in the same period. Secondly, as exhibited by Figure 
10(a), there appears to be some problems in the data for the aggregate Services sector in the full 
period starting from the first quarter of 1955. There are regular cyclical oscillations observed in 
the spectrum, which is reflected in its  ) (w x  statistics as well. As a result, our analysis is based on 
the period starting from the first quarter of 1983 for the Services sector. 
 
Sector E, Electricity, Gas and Water Supply, and sector F, Construction, demonstrate 
random walk like behavior – it is observed in Figure 6 and Figure 7 respectively that all the 
values of the  ) (w x  statistic are confined to the 95% confidence interval and the near white noise 
conditions are not violated. Between the two, the Construction sector exhibits a weak mean 
reverting  tendency,  while  the  Electricity,  Gas  and  Water  Supply  sector  displays  some  weak 
features of mixed complexity, to a statistically insignificant degree. These findings reinforce our 
analysis of the two sectors’ institutional features and confirm our early conjectural explanation 
that, between the two sectors, the Construction sector would display relatively less persistent 
response patterns in business cycles due to its lower regulatory requirements. 
 
Sector  G&H,  Distribution,  Hotels,  Catering  and  Repairs,  is  associated  with  a  mixed 
complicity response pattern in business cycles and exhibits some compounding effect to a certain 
extent also, as being demonstrated by Figure 8. Almost half of  ) (w x  statistics are positive and 
half of  ) (w x  statistics are negative, though only the positive part of  ) (w x  violate the near white 
noise conditions and are beyond the upper band of the 95% confidence interval. Some of the 
negative  ) (w x  statistics are close to, but yet to reach, the lower band of the 95% confidence 
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interval.  These  findings  fit  into  the  institutional  characteristics  of  the  Distribution,  Hotels, 
Catering and Repairs sector fairly appropriately.  
 
Sector  L Q,  Government  and  Other  Services,  as  expected,  exhibits  a  business  cycle 
pattern rather different from that in all other sectors, revealed by Figure 12. It possesses mean 
reverting tendencies to such an extent that is almost for a stationary time series. All the values of 
the  ) (w x  statistic are negative, most of them having violated the near white noise conditions and 
being below the lower band of the 95% confidence interval. We have observed earlier in Table 2 
that the sector has the most smoothed growth, with its standard deviation in growth being much 
smaller than that for all the other sectors, mainly arising from the sector’s characteristics of 
experiencing  infrequent  shocks  in  business  cycles.  Smoothed  growth,  or  a  small  standard 
deviation in growth, does not necessarily mean a lower degree of persistence or close to being 
stationary. It is infrequent shocks that, to a large extent, contribute to the features demonstrated 
by the Government and Other Services sector.  
 
{Figures 4 - 13 about here} 
 
  The  behavior  of  the  aggregate  GDP  must  reflect  the  business  cycle  features 
demonstrated by GDP sectors that are dominated by persistent, sizeable compounding effects in 
their response to shocks in business cycles. It is observed in Figure 13 that the majority of  ) (w x  
statistics are positive, with a few of them being beyond the upper band of the 95% confidence 
interval or having violated the near white noise conditions. Although the result from the analysis 
of the aggregate GDP makes known its business cycle response patterns and features, which 
match the outcome and conclusion of sectoral analysis, it is sectoral analysis and, in particular, 
the analysis of the institutional background and characteristics of the sectors, that reveals how 
different sectors behave differently in business cycles and why a specific sector exhibits a specific 
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business  cycle  pattern,  and  lays  theoretical  cornerstones  for  GDP’s  overall  business  cycle 
features. This contribution makes the present study distinct in the literature. 
 
 
6.  Conclusion 
 
In this paper business cycle patterns in UK GDP sectors have been examined. The paper has 
developed  a  frequency  domain  approach  to  analyzing  the  distinction  between  white  noise 
processes and their non white noise counterparts in the frequency domain. It has then examined 
the associated features and patterns for the process where white noise conditions are violated, 
and classified and summarized these features and patterns in a way that is of empirical relevance 
to business cycle research. The characteristics of GDP sectors, arising from their institutional 
features that may influence business cycles behavior, have been discussed, in conjunction with 
the classified frequency domain patterns. Empowered by this analytical approach, the present 
study has then investigated the output of UK GDP sectors empirically, revealing their features 
and contrasting their similarities and differences in their business cycle response patterns. 
 
This empirical research differs from previous business cycle studies focusing on trend 
cycle decompositions. Technically, our method is to examine the way in which a time series 
deviates from a white noise process (or its integral, a pure random walk)   how the deviation 
takes  specific  forms,  to  identify  and  classify  empirically  relevant  business  cycle  patterns  and 
features. Theoretically, our analysis is centered on the extent to which a sector is subject to the 
influence of a range of specific factors, paying attention to the institutional background and 
features that are most relevant to a specific sector’s distinct response patterns in business cycles, 
including  regulatory  requirements  and  government  policy,  intensity  of  foreign  competition, 
dependence on demand, and the role of innovations and supply in the creation of demand in 
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new forms. The effort to establish a close association between the summarized sectoral business 
cycle features and the classified frequency domain patterns makes the present study not only 
empirically relevant but also theoretically revealing.  
 
It is concluded that it is the inspected aspects of the institutional features of the sectors 
that contribute to the specific business cycle response patterns of the sectors. Business cycle 
patterns do not merely demonstrate some stylized phenomena of time series data; they have 
profound economic and institutional foundations. In view of that, practices, such as business 
cycle forecasts focusing on data analysis alone, no matter how complicated and advanced they 
are, are of little help. Research that scrutinizes the influence on the sectors of specific factors 
helps link sectoral business cycle patterns, arising from their institutional characteristics, to their 
time  series  behavior,  and  tells  a  fundamental  story  about  business  cycle  evolution  and 
development.  
 
  It is demonstrated and confirmed that UK output predominantly possesses persistent, 
sizeable compounding effects in its response to shocks in business cycles, as evidenced by the 
results  for  GDP  and  four  out  of  seven  main  sectors.  Business  cycle  response  patterns  and 
features of the aggregate GDP fit, as expected, into the outcome and conclusion of sectoral 
analysis. The results and findings, together with their reflective implications, help make fuller use 
of accessible knowledge and advance our understanding of the causes and progression of output 
fluctuations. 
 





A'Hearn, B. and Woitek, U. (2001), More international evidence on the historical properties of 
business cycles, Journal of Monetary Economics, 47, 321 346. 
Bartlett, M.S. (1950), Periodogram analysis and continuous spectra, Biometrika, 37, 1 16. 
Barro, R.J. (1976), Rational expectations and the role of monetary policy, Journal of Monetary 
Economics, 2, 1 32. 
Barro,  R.J.  (1977),  Unanticipated  money  growth  and  unemployment  in  the  United  States, 
American Economic Review, 67, 101 115.  
Barro, R.J. (1978), Unanticipated money, output, and the price level in the United States, Journal 
of Political Economy, 86, 549 580. 
Baxter, M. and King, R.G. (1999), Measuring business cycles: approximate band pass filters for 
economic time series, Review of Economics and Statistics, 81, 575 593. 
Beveridge, S. and Nelson, C.R. (1981), A new approach to decomposition of economic time 
series  into  permanent  and  transitory  components  with  particular  attention  to 
measurement of the 'business cycles', Journal of Monetary Economics, 7, 151 174. 
Blanchard,  O.J.  (1989),  A  traditional  interpretation  of  macroeconomic  fluctuations,  American 
Economic Review, 79, 1146 1164. 
Blanchard, O.J. and Quah, D. (1989), The dynamic effects of aggregate demand and supply 
disturbances, American Economic Review, 79, 655 673. 
Campbell, J.Y. and Mankiw, N.W. (1987a), Are output fluctuations transitory? Quarterly Journal of 
Economics, 102, 857 880. 
Campbell,  J.Y.  and  Mankiw,  N.W.  (1987b),  Permanent  and  transitory  components  in 
macroeconomic fluctuations, American Economic Review, 77 (Papers and Proceedings), 111 
117. 
27IÉSEG Working Paper Series 2008-FIN-2 
 
 
Clark, P.K. (1987), The cyclical component of the U.S. economic activity, Quarterly Journal of 
Economics, 102, 797 814. 
Cochrane, J.H. (1988), How big is the random walk in GDP?, Journal of Political Economy, 96, 893 
920. 
Davidson, R. and MacKinnon, J.G. (1981), Several tests for model specification in the presence 
of alternative hypotheses, Econometrica, 49, 781 793. 
Davidson, R. and MacKinnon, J.G. (1982), Some non nested hypothesis tests and the relations 
among them, Review of Economic Studies, 49, 551 565.  
Eichenbaum, M.S. and Singleton, K.J. (1986), Do equilibrium real business cycle theories explain 
post war United States business cycles? National Bureau of Economic Research Working Paper 
No:1932. 
Engle, E.M.R.A. (1984), A unified approach to the study of sums, products, time aggregation 
and other functions of ARMA processes, Journal of Time series Analysis, 5, 159 171. 
Fischer, S. (1977), Long term contracts, rational expectations, and the optimal money supply 
rule, Journal of Political Economy, 85, 191 205. 
Grenander, U., and Rosenblatt, M. (1953), Statistical spectral analysis arising from stationary 
stochastic processes, Annals of Mathematical Statistics, 24, 537 558. 
Grenander, U., and Rosenblatt, M. (1957), Statistical Analysis of Stationary Time Series, Wiley, New 
York. 
Haberler, G. (1946), Prosperity and Depression, United Nations, New York. 
Hansen, A.H. (1951), Business Cycles and National Income, Norton, New York. 
Hodrick, R.J. and Prescott, E.C. (1980), Post war U.S. business cycles: an empirical investigation, 
Working Paper, Carnegie Mellon University, Pittsburgh. 
Hodrick, R.J. and Prescott, E.C. (1997), Post war U.S. business cycles: an empirical investigation, 
Journal of Money Credit and Banking, 29, 1 16. 
28IÉSEG Working Paper Series 2008-FIN-2 
 
 
King, R.G. and Plosser, C.I. (1984), Money, credit, and prices in a real business cycle, American 
Economic Review, 74, 363 380. 
King, R.G. and Rebelo, S.T. (1993), Low frequency filtering and real business cycles, Journal of 
Economic Dynamics and Control, 17, 207 231. 
King, R.G., Rebelo, S.T., Stock, J.H. and Watson, M.W. (1991), Stochastic trends and economic 
fluctuations, American Economic Review, 81, 819 840. 
King, R.G. and Watson, M.W. (1996), Money, prices, interest rates and the business cycle, Review 
of Economics and Statistics, 78, 35 53. 
Kydland, F.E. and Prescott, E.C. (1982), Time to build and aggregate fluctuations, Econometrica, 
50, 1345 1370. 
Long, J.B. and Plosser, C.I. (1983), Real business cycles, Journal of Political Economy, 91, 39 69. 
Long, J.B. and Plosser, C.I. (1987), Sectoral vs. aggregate shocks in the business cycle, American 
Economic Review, 77, 333 336.  
Lucas, R.E. Jr. (1975), An equilibrium model of the business cycle, Journal of Political Economy, 83, 
1113 1144. 
McCallum, B.T. (1983), The role of overlapping generations models in monetary economics, 
Carnegie-Rochester Conference Series on Public Policy, 18, 9 44. 
McCallum, B.T. (1989a), Monetary Economics: Theory and policy, Macmillan, New York.  
McCallum,  B.T.  (1989b),  New  classical  macroeconomics:  a  sympathetic account, Scandinavian 
Journal of Economics, 91, 223 252. 
Nelson, C.R. and Plosser, C.I. (1982), Trends and random walks in macroeconomic time series: 
some evidence and implications, Journal of Monetary Economics, 10, 139 162. 
Pesaran, M.H., Pierse, R.G. and Lee, K.C., (1993), Persistence, cointegration and aggregation: a 
disaggregated analysis of output fluctuations in the US economy, Journal of Econometrics, 56, 
67 88. 
29IÉSEG Working Paper Series 2008-FIN-2 
 
 
Priestley, M.B. (1996), Sprectral Analysis and Time Seties 9
th priting (1
st priting 1981), Academic 
Press, London. 
Sargent, T.J. and Wallace, N. (1975), "Rational" expectations, the optimal monetary instrument, 
and the optimal money supply rule, Journal of Political Economy, 83, 241 254.  
Sargent, T.J. and Wallace, N. (1976), Rational expectations and the theory of economic policy, 
Journal of Monetary Economics, 2, 169 183.  
Schumpeter,  J.A.  (1939),  Business  Cycles:  A  Theoretical,  Historical  and  Statistical  Analysis  of  the 
Capitalist Process, McGraw Hill Book Co., Inc., New York and London.  
Shapiro, M.D. and Watson, M.W. (1988), Sources of business cycle fluctuations, Yale Cowles 
Foundation Discussion Paper No: 870. 
Watson, M.M. (1986), Univariate detrending methods with stochastic trends, Journal of Monetary 
Economics, 18, 49 75. 
 
 
30IÉSEG Working Paper Series 2008-FIN-2 
 
  
Appendix: Proof of the theorem 
 
The integral spectrum of the time series process, or the integral of the spectrum of equation (1), is: 
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Previous studies
2 treat C0 as a stochastic variable in the time domain, but a constant in the 
frequency  domain  irrespective  of  the  value  of  w.  There  is  a  problem  mainly  concerning  the 
boundary condition: C0 can be greater or smaller than N at point w = p, which does not guarantee 
F(p)= ½ [F(p) is half of the total power], the requirement that the power of the standardized time 
series is unity (the second term on the right hand side of equation (6) is zero at point w = p). We 
resort to the Kolmogorov Smirnov theorem for a realistic representation of the distribution of C0. 
 
The distribution of the first term on the right hand side can be obtained by applying the 
Kolmogorov Smirnov theorem. Define: 
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where  ) ( ) ( s v t v n n -  is the number of successes in N independent trials, with probability t – s of 
success  in  each  trial;  { } 1 0 ) 0 ( = = n v P ,  { } 1 ) 1 ( = = N v P n ;  { } ) ( ) ( ) ( s t N s v t v E n n - = - , 
[ ] { } [ ] ) ( 1 ) ( 2 ) ( ) (
2 s t s t N s v t v E n n - - - = - ,  1 0 £ < £ t s ; 
                                                 
 
2 e.g., Bartlett (1950), Grenander and Rosenblatt (1953), and Priestley (1996). 
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[ ][ ] { } 0 ) ( ) ( ) ( ) ( 2 2 1 1 = - - s v t v s v t v E n n n n ,  1 0 2 2 1 1 £ < £ < £ t s t s .  Then,  the  m variable 
distribution of the random variables  ) ( ),..., ( 1 m n n t z t z ,  1 ... 0 1 £ < < £ m t t  is Gaussian, and 
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we have: 
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Equations (A7a) – (A7c) imply: 
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Equation (A8) indicates that the first term on the right hand side of equation (A2) is in fact  ) (
* w n z . 
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Let us now consider the distribution of the second term on the right hand side. It can be 
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Therefore: 



















Lim s = = ∑
-
=
¥ ®   (A11) 
Finally, bringing the results into equation (A2) yields: 
  ) ( 3 ) (
* w w x n z =   (A12) 
The above proves the theorem. 
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Table 1. Institutional features of sectors  
  A&B  D  E  F  G&H  I  J&K  L Q 
Regulation/policy  H  L  H  L  L  H  L  H 
Foreign competition  H  H  L  L  H  L  H  L 
Demand  H  H  H  H  H  H  H  L 
Supply  L  H  L  L  L  H  H  H 
 
 
Table 2. Summary statistics 
  A&B  D  E  F  G&H  I  J&K  L Q  J Q  GDP 
Mean  0.3810  0.3298  0.7864  0.4682  0.5732  0.7903  0.8945  0.4673  0.6188  0.6001 
Std  2.3046  1.7676  4.2544  2.7480  1.4162  1.5019  0.9018  0.3678  0.7042  1.0121 
Acc  0.0018   0.0110  0.0012   0.0110  0.0004  0.0051   0.0026  0.0020   0.0010  0.0013 
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Figure 4. Business Cycle Patterns: Sector A&B 
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Figure 5. Business Cycle Patterns: Sector D 
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Figure 6. Business Cycle Patterns: Sector E 
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Figure 7. Business Cycle Patterns: Sector F 
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Figure 8. Business Cycle Patterns: Sector G&H 
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Figure 9. Business Cycle Patterns: Sector I 
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Figure 10(a). Business Cycle Patterns: Sector J-Q (1955-2002) 
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Figure 10(b). Business Cycle Patterns: Sector J-Q (1983-2002) 
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Figure 11. Business Cycle Patterns: Sector J&K 
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Figure 12. Business Cycle Patterns: Sector L-Q 
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