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Supposem,n, andk arepositive integers, and let 〈·, ·〉be the standard
innerproducton the spacesRp,p>0.RecentlyPatehas shownthat if
D is anm×n non-negative realmatrix, and u and v are non-negative
unit vectors inRn andRm, respectively, then
〈(DDt)kDu, v〉 ≥ 〈Du, v〉2k+1,
with equality if and only if 〈(DDt)kDu, v〉 = 0, or there exists α>0
such that Du = αv and Dtv = αu. This extends to non-symmetric
non-squarematrices a 1965 result of Blakley and Roy, and resolves a
special caseof agraph theoretic inequality conjecturedbySidorenko.
We generalize the above, obtaining pure matrix inequalities involv-
ing the Frobenius inner product, 〈·, ·〉f . In particular, we show that
if k is a positive integer, and D, X , and Y are non-negative matrices
that arem×n, n × p, andm × p, respectively, then
⎛
⎝
p∑
i=1
‖xi‖ ‖yi‖
⎞
⎠
2k
〈D(DtD)kX, Y〉f ≥ (〈DX, Y〉f )2k+1,
where X has columns x1, x2, . . . , xp, Y has columns y1, y2, . . . , yp,
and‖·‖ is the 2-norm.Necessary and sufficient conditions for equal-
ity are also given.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
We let Rm×n and Cm×n denote, respectively, the set of all m× n real matrices, and the set of
all m×n complex matrices provided with the Frobenius inner product, 〈·, ·〉f , defined by 〈A, B〉f =
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∑m
i=1
∑n
j=1 aijbij = trace(AB∗) for all A = [aij], and B = [bij] in Cm×n. If B ∈ Cm×n, then Bt
denotes the transpose of B, and B∗ denotes the conjugate transpose of B. The set of all m×n non-
negative real matrices, a primary focus, is denoted byR
m×n+ , and we letRn+, essentiallyRn×1+ , denote
the set of all non-negative real vectors of length n. The notations Rn and Cn will have their usual
meanings, and we equip these vector spaces with standard inner product, denoted by 〈·, ·〉; thus, if
x = (x1, x2, . . . , xn)t , and y = (y1, y2, . . . , yn)t are in Rn, then 〈x, y〉 = ∑ni=1 xiyi, while if x and y
are in Cn, then 〈x, y〉 = ∑ni=1 xiy¯i. The norm associated with 〈·, ·〉, the 2-norm, is denoted by ‖ · ‖,
and ‖ · ‖f is the norm associated with 〈·, ·〉f .
In the 1965 paper “A Hölder Type Inequality for Symmetric Matrices with Non-negative Entries"
Blakely and Roy [1] proved
Theorem 1. Suppose n and k are positive integers. If D is a symmetric member ofR
n×n+ , then
〈Dku, u〉 ≥ 〈Du, u〉k, ∀u ∈ Rn+ such that ‖u‖ = 1, (1)
with equality, when k ≥ 2, if and only if 〈Dku, u〉 = 0, or there exists α>0 such that Du = αu.
In [4] this author published the following considerably stronger result wherein it is not assumed
that D is symmetric or even square. Moreover, the single unit vector u appearing in Theorem 1 has
been replaced by a pair of vectors u and v.
Theorem 2. If m, n, and k are positive integers, and D is a member ofR
m×n+ , then
( ‖u‖ ‖v‖)2k〈(DDt)kDu, v〉 ≥ 〈Du, v〉2k+1, (2)
for all u ∈ Rn+, and v ∈ Rm+, with equality if and only if 〈(DDt)kDu, v〉=0, or there exists positive numbers
ξ and α such that Du = (ξα) v, and Dtv = (ξ/α) u.
The numberα referenced in the necessary and sufficient condition for equality in Theorem2 simply
must be ‖u‖/‖v‖, as the condition Du = (ξα)v implies that 〈Du, v〉 = (ξα)‖v‖2, and the condition
Dtv = (ξ/α)u implies that 〈Du, v〉 = 〈Dtv, u〉 = (ξ/α)‖u‖2, and these two together imply that
(ξα)‖v‖2 = (ξ/α)‖u‖2, which, since ξ >0, is equvalent to the statement that α = ‖u‖/‖v‖.
When it is assumed that ‖u‖=‖v‖=1, Theorem 2 becomes
Theorem 3. If m, n, and k are positive integers, and D is a member ofR
m×n+ , then
〈(DDt)kDu, v〉 ≥ 〈Du, v〉2k+1, (3)
for all unit u ∈ Rn+, and all unit v ∈ Rm+, with equality if and only if 〈(DDt)kDu, v〉=0, or there exists a
positive number ξ such that Du = ξ v and Dtv = ξ u.
2. New results
As noted above our results involve the Frobenius inner product 〈·, ·〉f . Recall that if A ∈ Cm×n,
B ∈ Cn×p, and C ∈ Cm×p, then
〈AB, C〉f = 〈A, CB∗〉f = 〈B, A∗C〉f . (4)
This isbecause 〈AB, C〉f = trace(ABC∗) = trace(A(CB∗)∗) = 〈A, CB∗〉f , and 〈AB, C〉f = trace(ABC∗) =
trace(BC∗A) = trace(B(A∗C)∗) = 〈B, A∗C〉f . Employing (4) we may rewrite (3) as
〈(DDt)kD, vut〉f ≥ (〈D, vut〉f )2k+1. (5)
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Mindful of inequality (2), expression (5) leads us to search for an inequality of the form
H(A)〈(DDt)kD, A〉f ≥ (〈D, A〉f )2k+1 (6)
that would hold for all A ∈ Rm×n+ , where H(·) is a function fromRm×n to [0,∞). Actually, we obtain
a result somewhat more general than (6).
If x1, x2, . . . , xp are in C
n, then we let [x1, x2, . . . , xp] denote the n×p matrix whose ith column
vector is xi for each i ∈ {1, 2, . . . , p}. If X = [x1, x2, . . . , xp], and Y = [y1, y2, . . . , yp], where each
yi ∈ Cm, then F(X, Y) denotes ∑pi=1 ‖xi‖ ‖yi‖. The following lemma contains the bulk of our main
result. It differs from Theorem 4, our main result, only because we assume that neither X nor Y has a
column of zeroes.
Lemma 1. Suppose m, n, k and p are positive integers, and D∈Rm×n+ . If X∈Rn×p+ , Y ∈Rm×p+ , and neither
X nor Y has a column of zeroes, then
(F(X, Y))2k 〈D(DtD)kX, Y 〉f ≥
(〈DX, Y〉f )2k+1, (7)
with equality if and only if 〈D(DtD)kX, Y〉f is 0, or there exists a positive number ξ , and a p×p diagonal
matrix  with positive diagonal such that DX = ξ Y, and DtY = ξX−1.
Proof. We first prove the inequality. Let X = [x1, x2, . . . , xp], and Y = [y1, y2, . . . , yp], where each
xi ∈ Rn+, and each yi ∈ Rm+. Let  = D(DtD)k = (DDt)kD, and note that
〈X, Y 〉f = 〈 [x1, x2, . . . , xp], [y1, y2, . . . , yp] 〉f =
p∑
i=1
〈xi, yi〉. (8)
Since no xi or yi is 0,F(X, Y), whichwe denote by c, must be positive. Normalizing, we set x˜i=xi/‖xi‖,
y˜i = yi/‖yi‖, and ρi = ‖xi‖ ‖yi‖/c for all i, 1≤ i ≤ p. Then, each ρi > 0, and∑pi=1 ρi = 1; moreover,
(1/c)〈xi, yi〉 = ρi〈x˜i, y˜i〉. Mindful of these details, we combine (8) and Theorem 3 to obtain that
(1/c)〈X, Y〉f = (1/c)
p∑
i=1
〈xi, yi〉 =
p∑
i=1
ρi〈x˜i, y˜i〉 ≥
p∑
i=1
ρi(〈Dx˜i, y˜i〉)2k+1. (9)
Since k≥1, the function z → z2k+1 is strictly convex on [0,∞); so, by Theorem 90 of [3], essentially
Jensen’s inequality, we obtain that
p∑
i=1
ρi
(〈Dx˜i, y˜i〉)2k+1 ≥
⎛
⎝
p∑
i=1
ρi〈Dx˜i, y˜i〉
⎞
⎠
2k+1
=
⎛
⎝
p∑
i=1
(‖xi‖ ‖yi‖c−1)〈Dx˜i, y˜i〉
⎞
⎠
2k+1
= (1/c)2k+1
⎛
⎝
p∑
i=1
〈Dxi, yi〉
⎞
⎠
2k+1
= (1/c)2k+1(〈DX, Y〉f )2k+1.
(10)
In conjunction, (9) and (10) say that (1/c)〈X, Y〉f ≥ (1/c)2k+1(〈DX, Y〉f )2k+1, which is equivalent
to
(F(X, Y))2k 〈D(DtD)kX, Y 〉f ≥
(〈DX, Y〉f )2k+1. (11)
This completes the proof of the inequality (7).
To verify that the stated conditions are necessary and sufficient for equalitywe assume that neither
X nor Y has a column of zeroes. We verify sufficiency first. If 〈X, Y〉f = 0, then, since we know that〈DX, Y〉f ≥ 0, the inequality (7), which we have just finished proving, implies that
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0 = (F(X, Y))2k 〈D(DtD)kX, Y 〉f ≥
(〈DX, Y〉f )2k+1 ≥ 0,
which, in turn, implies that 〈DX, Y〉f = 0. Thus, if 〈X, Y〉f = 0, then both sides of (7) reduce to
0. If 〈X, Y〉f = 0, and there exists a positive number ξ , and a positive p× p diagonal matrix 
such that DX = ξY and DtY = ξX−1, then (DtD)X = ξ(DtY) = ξ 2X(−1) = ξ 2X; thus,
(DtD)kX = ξ 2kX , and D(DtD)kX = ξ 2kDX = ξ 2k+1Y. Let  = diag(λ1, λ2, . . . , λp). We need
expressions for the λi. For each iwe have Dxi = ξλiyi and Dtyi = ξλ−1i xi; thus, 〈Dxi, yi〉 = ξλi‖yi‖2,
and 〈xi,Dtyi〉 = 〈Dxi, yi〉 = ξλ−1i ‖xi‖2. Consequently, ξλi‖yi‖2 = ξλ−1i ‖xi‖2, which, since ξ > 0,
tells us that λi = ‖xi‖/‖yi‖ for each i. Let c denote F(X, Y) as above, and note that 〈Y, Y〉f =∑p
i=1 λi‖yi‖2 =
∑p
i=1 ‖xi‖‖yi‖ = c. Since D(DtD)kX = ξ 2k+1Y, the left side of (7) is
(F(X, Y))2k〈D(DtD)kX, Y〉f = c2k〈D(DtD)kX, Y〉f = c2kξ 2k+1〈Y, Y〉f = c2k+1ξ 2k+1. (12)
On the other hand, 〈DX, Y〉f = ξ 〈Y, Y〉f = cξ , so the right side of (7) is also c2k+1ξ 2k+1. The stated
conditions are therefore sufficient for equality in (7).
To establish necessity we assume that (7) is an equality, and note that this implies that both (9) and
(10) must reduce to equality. But each ρi>0, so equality in (9) implies that 〈x˜i, y˜i〉 = (〈Dx˜i, y˜i〉)2k+1
for each i such that 1≤ i≤ p. If there exists one integer j such that 1≤ j≤ p, and 〈x˜j, y˜j〉 = 0, then
the corresponding term 〈Dx˜j, y˜j〉 must be 0, which, because of the conditions for equality in Jensen’s
inequality [3, Theorem 95], and because (10) is an equality, implies that all of the 〈Dx˜i, y˜i〉 must be
zero. But then 0 = ∑pi=1 ρi〈Dx˜i, y˜i〉 = (1/c)〈X, Y〉f ; that is, 〈X, Y〉f = 0. Thus, if some one of
the 〈x˜j, y˜j〉 is 0, then all are 0, and 〈X, Y〉f = 0. We assume therefore that there is no j such that〈x˜j, y˜j〉 is 0. Then, because of the equality assumption in (7) no one of the 〈Dx˜i, y˜i〉 is 0. On account
of the condition for equality in Theorem 3 we know that there exists positive numbers ξ1, ξ2, . . . , ξp
such that for each i such that 1 ≤ i ≤ p, we have both Dx˜i = ξiy˜i, and Dty˜i = ξix˜i. For each i let αi
denote ‖xi‖/‖yi‖. Then, each αi is positive, and we have
Dxi = αiξiyi , and Dtyi = α−1i ξixi ∀i ∈ {1, 2, . . . , p}. (13)
From (13)we deduce that 〈Dxi, yi〉 = ξi‖xi‖ ‖yi‖ for each i. Alternately, ξi = 〈Dx˜i, y˜i〉 for each i. But, as
before, equality in (10) implies that the 〈Dx˜i, y˜i〉 are all the same; that is, we have ξ1 = ξ2 = · · · = ξp.
Letting ξ denote the common value of the ξi, we may restate (13) as
Dxi = αiξyi , and Dtyi = α−1i ξxi ∀i ∈ {1, 2, . . . , p}, (14)
which, if we let  denote the diagonal matrix diag(α1, α2, . . . , αp), may be restated as
DX = ξY, and DtY = ξX−1. (15)
This completes the proof of Lemma 1. 
To obtain Theorem 4, our main result, we will strengthen Lemma 1 by eliminating the assumption
that neither X nor Y has a column of zeroes. By continuity, inequality (7) is still true when X or Y has
columns of zeroes. It is the necessary and sufficient condition for equality that requires adjustment. To
state Theorem4 in such away that it obviously reduces to Lemma1when neither X nor Y has a column
of zeroes, we associate with each X = [x1, x2, . . . , xp] ∈ Cm×p and Y = [y1, y2, . . . , yp] ∈ Cn×p a
p×p diagonal (0,1)-matrix PX,Y such that (PX,Y )ii = 1 if and only if neither xi nor yi is 0. If xi = 0 and
yi = 0 for all i ∈ {1, 2, . . . , p}, then PX,Y = Ip, the p×p identity matrix, and Theorem 4 reduces to
Lemma 1.
Theorem 4. Suppose m, n, k and p are positive integers, and D∈Rm×n+ . If X∈Rn×p+ , and Y ∈Rm×p+ , then
(F(X, Y))2k 〈D(DtD)kX, Y 〉f ≥
(〈DX, Y〉f )2k+1, (16)
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with equality if and only if 〈D(DtD)kX, Y〉f is 0, or there exists a positive number ξ , and a p×p diagonal
matrix  with positive diagonal such that DXP = ξYP, and DtYP = ξXP−1, where P = PX,Y .
Proof. As noted above, Lemma 1 and continuity imply that (16) is truewhen either X or Y has columns
of zeroes. We turn to the necessary and sufficient condition for equality, considering sufficiency first.
Clearly, we have equality in (16) when 〈D(DtD)kX, Y〉f = 0, since both sides of (16) reduce to zero
in this case. This follows from (16) which has already been established. So, we assume that DXP =
ξYP, and DtYP = ξXP−1 where ξ > 0, and  is a p×p diagonal matrix with positive diagonal.
A key point is that if B is any m×n matrix whatever, then 〈BXP, YP〉f = 〈BX, Y〉f . Now, we have
Dt(DXP) = Dt(ξYP) = ξ(DtYP) = ξ(ξXP−1) = ξ 2XP; thus, (DtD)k(XP) = ξ 2kXP , and
D(DtD)k(XP) = ξ 2kDXP = ξ 2k+1YP. This implies that
〈D(DtD)kX, Y〉f = 〈D(DtD)kXP, YP〉f = ξ 2k+1〈YP, YP〉f . (17)
Let = diag(λ1, λ2, . . . , λp), let J denote the set of all i ∈ {1, 2, . . . , p} such that neither xi nor yi is
zero, and let c = F(X, Y) as above. Then, for i ∈ J we have λi = ‖xi‖/‖yi‖, so
〈YP, YP〉f =
∑
i∈J
λi‖yi‖2 =
∑
i∈J
(‖xi‖/‖yi‖)‖yi‖2
=∑
i∈J
‖xi‖ ‖yi‖ =
p∑
i=1
‖xi‖ ‖yi‖ = F(X, Y) = c. (18)
On account of (17) and (18)wehave 〈D(DtD)kX, Y〉f = ξ 2k+1c; thus (F(X, Y))2k 〈D(DtD)kX, Y 〉f , which
is the left side of (16), is c2k+1ξ 2k+1. On the other hand,
〈DX, Y〉f = 〈DXP, YP〉f = ξ 〈YP, YP〉f = ξc, (19)
so, the right side of (16), namely (〈DX, Y〉f )2k+1, is also ξ 2k+1c2k+1. The stated conditions are therefore
sufficient for equality.
Now, assume that (16) is an equality. We will use Lemma 1. As above, let J denote the set of all
i ∈ {1, 2, . . . , p} such that neither xi nor yi is zero. If J is empty, then 〈D(DtD)kX, Y〉f = 0, so we
assume that J is non-empty. Let q = |J|, and let X˜ denote the n×qmatrix obtained from X by deleting
columns of X corresponding to integers j ∈ {1, 2, . . . , p} \ J. In other words, we delete column j from
X if either xi or yi is the zero vector. Define them×qmatrix Y˜ correspondingly. Applying Lemma 1 we
deduce that
(F(X˜, Y˜))2k 〈D(DtD)kX˜, Y˜ 〉f ≥
(〈DX˜, Y˜〉f )2k+1. (20)
Because of the way X˜ and Y˜ are obtained from X and Y it is clear that
F(X˜, Y˜) = F(X, Y), 〈D(DtD)kX˜, Y˜ 〉f = 〈D(DtD)kX, Y
〉
f , and 〈DX˜, Y˜〉f = 〈DX, Y〉f . (21)
Therefore, equality in (16) implies that (20) is an equality, which, on account of Lemma 1, implies that
〈D(DtD)kX˜, Y˜ 〉f = 0, or there exists a positive number ξ , and a q×q diagonal matrix ˜ with positive
diagonal such that
DX˜ = ξ Y˜˜, and DtY˜ = ξ X˜˜−1. (22)
In the former casewemust, on account of (21), have 〈D(DtD)kX, Y〉f =0. In the latter casewemust have
(˜)ii = ‖x˜i‖/‖y˜i‖ for each i ∈ {1, 2, . . . , q}. Let  = diag(λ1, λ2, . . . , λp), where λi = ‖xi‖/‖yi‖
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if neither xi nor yi is 0, and λii = 1 otherwise. To obtain ˜ from  we simply delete the columns
corresponding to the members of {1, 2, . . . , p}\ J. But this is exactly how we obtain X˜ from X , and
Y˜ from Y . Moreover, XP is obtained from X by replacing all columns corresponding to members of
{1, 2, . . . , p}\J with columns of zeroes, and YP is obtained from Y in the same way. Therefore, (22) is
equivalent to
DXP = ξYP, and DtYP = ξXP−1. (23)
In essence, equality in (16) places no constraint upon columns of X and Y consisting entirely of zeroes.
This is because such columns contribute nothing to the three major terms appearing in (16). This
completes the proof of Theorem 4. 
Theorem 4 is a true extension of Theorem 2, as it reduces to Theorem 2when p = 1. By specializing
Theorem 4 we obtain other interesting results. For example, if we set p= n, and let X be In, then we
obtain the following.
Theorem 5. Suppose m, n, and k are positive integers, and D∈Rm×n+ . If Y = [y1, y2, . . . , yn]∈Rm×n+ ,
then
⎛
⎝
n∑
i=1
‖yi‖
⎞
⎠
2k 〈
D(DtD)k, Y
〉
f ≥
(〈D, Y〉f )2k+1. (24)
with equality if and only if 〈D(DtD)k, Y〉f is 0, or there exists ξ > 0, and n×n diagonal matrix  with
positive diagonal such that DtDP = ξ 2P , and Y = DP, where P is the (0,1)-diagonal matrix such that
Pii = 1 if and only if yi = 0.
Proof. That the inequality (24) holds follows immediately from Theorem 4. It is the case for equality
that requires some explanation. According to Theorem4with p = n and X = In, equality in (24) occurs
if and only if
〈
D(DtD)k, Y
〉
f = 0, or
DP = ξYP, and DtYP = ξP−1, (25)
where ξ , , and P is as described in the theorem. Let ˆ = ξ−1−1, and note that YP = Y . But (25)
implies that DtDP = ξ(DtYP) = ξ 2P(−1) = ξ 2P , and DPˆ = DP(ξ−1−1) = YP = Y .
Since these calculations are reversible, the conditions (25) are equivalent to the conditions stated in
the theorem with  replaced by ˆ. 
The condition DtD = ξ 2In is very restrictive, for it asserts that the non-negative matrix D has
orthogonal columns. This would mean that no row of D could have more than 1 non-zero entry. If Y
has no zero columns, then P = In, and the condition Y = DP reduces to Y = D, where  is
diagonal with positive diagonal; thus, if Y has no zero columns, then D has no zero columns, and we
must have n≤m. If m = n, and Y has no columns of zeroes, then the condition for equality in (24), if
〈D(DtD)k, Y〉f = 0, is that D = ξQ , and Y = Qˆ, where ξ > 0, Q is a permutation matrix, and ˆ is
an n×n diagonal matrix with positive diagonal.
The appearance of the factor 2k + 1 in Theorems 2 and 3 suggest that these theorems are simply
the odd versions of some more general result. This may be true, however, it is not easy to guess what
this more general result is, for the obvious conjecture, namely that there exists an inequality of the
form
H(X, Y)
〈
(DtD)kX, Y
〉
f ≥
(〈DX, Y〉f )2k, (26)
where H is some function that is non-negative, and positive when neither X nor Y has a column of
zeroes, is simply false. The problem is that it is possible to choose X and Y such that 〈(DtD)kX, Y〉f = 0,
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but 〈DX, Y〉f = 0. To see this consider the special casem = n = 2. Let
D =
⎡
⎣ 0 1
0 1
⎤
⎦ , X =
⎡
⎣ 1 0
0 1
⎤
⎦ , and Y =
⎡
⎣ 0 1
0 0
⎤
⎦ . (27)
Then, simple calculations reveal that
(DtD)k =
⎡
⎣ 0 0
0 2k
⎤
⎦ , (28)
so 〈(DtD)kX, Y〉 = 〈(DtD)k, Y〉 = 0. But, 〈D, Y〉 = 1. There is, therefore, no inequality like (26).
Theorem 4 has many corollaries some of which are obtainable without reference to Theorem 4. For
example, if we invoke Theorem 4 whenm=n=p, and X=Y = In, we obtain
Corollary 1. If n and k are positive integers, and D ∈ Rn×n+ , then
n2ktrace
(
D(DtD)k
) ≥ (trace(D))2k+1, (29)
with equality if and only if D = ξ In for some ξ ≥ 0.
For example, if Dwere the diagonal matrix diag(d1, d2, . . . , dn), where di ≥ 0 for each i, then (29)
would say that
n2k
n∑
i=1
d
2k+1
i ≥
⎛
⎝
n∑
i=1
di
⎞
⎠
2k+1
, (30)
but this inequality follows immediately from Hölder’s inequality, or from convexity considerations.
If we set Y = D in Theorem 5 we obtain
Corollary 2. If m, n, and k are positive integers, and D = [d1, d2, . . . , dn]∈Rm×n+ , then⎛
⎝
n∑
i=1
‖di‖
⎞
⎠
2k
trace
(
(DtD)k+1
) ≥ (trace(DtD))2k+1, (31)
with equality if and only if DtD = ξ 2In for some ξ ≥ 0.
Inequality (31) is mysterious in that I do not see how to obtain it independently of Theorem 5.
However, if D = diag(d1, d2, . . . , dn), where each di ≥ 0, then inequality (31) becomes⎛
⎝
n∑
i=1
di
⎞
⎠
2k ⎛
⎝
n∑
i=1
d
2k+2
i
⎞
⎠ ≥
⎛
⎝
n∑
i=1
d 2i
⎞
⎠
2k+1
, (32)
which is not difficult to demonstrate using Hölder’s inequality.
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