In this paper, we establish a new third order iterative method for solving nonlinear equations. The efficiency index of the method is 1.442 2 which is the equal to the Halley's and Householder methods. By using some examples the efficiency of the method is also discussed.
Introduction
Our problem, to recall, is solving equations in one variable. We are given a function f , and would like to find at least one solution to the equation f (x) = 0. Note that, a prior, we do not put any restrictions on the function f ; we do need to be able to evaluate the function: otherwise, we cannot even check that a given solution x = α is true, that is, that f (r) = 0.. In reality, the mere ability to be able to evaluate the function does not suffice. We need to assume some kind of "good behavior". The more we assume, the more potential we have, on the one hand, to develop fast algorithms for finding the root. At the same time, the more we assume, the fewer functions are going to satisfy our assumptions! This is a fundamental paradigm in Numerical Analysis.
We know that one of the fundamental algorithm for solving nonlinear equations is so-called fixed point iteration method [4] .
In the fixed point iteration method for solving the nonlinear equation f (x) = 0, the equation is usually rewritten as
where
Considering the following iteration scheme:
and start with a suitable initial approximation x 0 , we build up a sequence of approximations, say {x n }, for the solution of the nonlinear equation, say α. The scheme will converge to the root α, provided that (i) the initial approximation x 0 is chosen in the interval [a, b], (ii) g has a continuous derivative on (a, b), [4] ). The order of convergence for the sequence of approximations derived from an iteration method is defined in the literature, as Definition 1.1. Let {x n } converge to α .If there exist an integer constant p, and real positive constant C such that
then p is called the order and C the constant of convergence.
To determine the order of convergence of the sequence {x n }, let us consider the Taylor expansion of g(x n )
Using (1.1) and (1.2) in (1.3) we have
and we can state the following result [4] .
It is well known that the fixed point method has first order convergence. During the last many years, the numerical techniques for solving nonlinear equations has been successfully applied (see for example [1] , [2] , [3] and the references there in).
In [3] , Babolian and Biazar modified the standard Adomian decomposition method for solving nonlinear equation f (x) = 0 to derive a sequence of approximations to the solution, with nearly superlinear convergence. However their method requires the computation of higher-order derivatives of the nonlinear operator involved in the functional equation.
In [5] we have Algorithm 1.1. For a given x 0 , we can calculate the approximation solution x n+1 by the iteration scheme
This method has second order convergence and then applied to solve some problems in order to assess its validity and accuracy.
be an iterative method of order r fpr finding a simple or multiple root of a given function f (sufficiently many times differentiable). Then the iterative method defined by
) Let ψ be an iterative function such that ψ and its derivatives ψ, ψ , ψ , · · · , ψ (r) are continuous in the neighborhood oa a root α of a given function f . Then ψ defines an iterative method od order r if and only if
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New Modified Iteration Method
Consider the nonlinear equation
We assume that α is simple zero of f (x) and x 0 is an initial guess sufficiently close to α. The equation (2.1) is usually rewritten as
We have in [5] new iterative method (1.4) having secend order convergence. Following the approach of [6] , in (1.5) taking φ 2 (
, we get
After simplification above equation takes the form
This formulation allows us to suggest the following iteration method for solving nonlinear equation (2.1).
Algorithm 2.1. For a given x 0 , calculate the approximation solution x n+1 by the iteration scheme
, g (x n ) = 1.
Convergence Analysis
Now we discuss the convergence analysis of Algorithm 2.1. = g(x) ) has a simple root α ∈ D, where g(x) : D ⊂ R → R be sufficiently smooth in the neighborhood of the root α, then the order of convergence of the Algorithm 2.1 is at least 3.
Proof. For
, and using the software Mathematica, we can easily deduce that
Now it can be easily seen that, that G(α) = α, G (α) = 0, G (α) = 0, and
= 0. Hence according to Theorem 1.3, the Algorithm 2.1 has third order convergence.
Applications
Now we present some examples [3] to illustrate the efficiency of the developed method namely Algorithm 2.1. We compare the Fixed Point Method (FPM) and New Iterative Method (NIM) with Algorithm 2.1. 
Conclusions
A new modified iteration method for solving nonlinear equations is established. By using some examples the performance of the method is also discussed. The method is performing very well in comparison to the fixed point method and new iterative method [5] . The method can be studied for functional equations, and can be extended to a system of nonlinear equations.
