A wait-free hierarchy maps object types to levels in {1, 2, 3,...} U {co}, and has the following property:
each other through shared objects. A process interacts with a shared object by invoking an operation on the object and receiving a response from the object.
Shared objects are typed. The type of an object specifies the operations that may be invoked on the object, and, more importantly, specifies the behavior of the object in the special case when operations are applied without overlap (Z.e., an operation is invoked on the object only after a response is returned to the previous invocation). The latter specification is often referred to as the sequential specification of the type. For example, the type binary register specifies that an object of this type supports the operations read, write O, and write 1, and has the following sequential specification: a read operation returns the most recent value written.
As a second example, the type consensus specifies that an object of this type supports the operations propose O and propose 1, and has the following sequential specification: every operation returns the value proposed by the first operation. queue, stack, test&set, and compare&swap are a few other examples of object types. (We will use the type-writer font for object types.)
In a concurrent system, it is possible that operations applied by different processes on the same object overlap.
As noted above, the type of an object does not specify the behavior of the object in the presence of such overlapping operations. Thus, it is necessary to resort to some additional criterion in order to fully specify the behavior of an object in the presence of overlapping operations. A common criterion, and the one used in this work, is linearizabilitg [HW90] . By this criterion, each operation, spanning over an interval of time from the invocation of the operation to its response, must appear to take effect at some instant in this interval.
In most systems, simple shared objects, such as registers and test&set objects, are supported in hardware, but more complex objects, such as queues, stacks, and 
1.

2.
For all object types T, an object of type T can be implemented for N processes using registers and consensus objects that can be shared by N processes. This is the universality result of Herlihy.
The consensus number of a shared object C) is the maximum number N such that a consensus object can be implemented for N processes using What other properties are important in a hierarchy?
We argue below that robustness is one. A hierarchy is robust if for every type T and every finite set S of types, the following holds: if T is at level N and each type in S is at level N -1 or lower, then it is impossible to implement an object of type T, for N processes, using any number and any combination of objects belonging to the types in S. Robustness guarantees that there are no clever ways of putting weak objects together to implement a strong one. The following example illustrates the significance of robustness in analyzing the power of multi-processor systems. Consider two systems S1 and Sz. Suppose that S1 supports registers and test&set objects, and S2 supports registers with 3-register assignment (a process can write to any three registers in one atomic operation We believe that resolving the robustness of this hierarchy is an important open problem in wait-free synchronization. If it is robust, then, as already noted, the power of a system supporting multiple types of shared objects can be inferred simply from the power of each individual type. If, on the other hand, there is no robust wait-free hierarchy, then it will be possible to combine weak objects to implement strong ones. In particular, it opens up the possibility of implementing universal objects from non-universal objects! This paper is the first to formalize and study robustness. The technical arguments involved in proving the impossibility result that k weak-sticky objects cannot implement a consensus object for k -t 2 processes are the largest number of processes (possibly infinite) that can achieve consensus asynchronously [13] by applying operations to a shared X. It is impossible to construct a non-blockkg implementation of any object with consensus number n from objects with lower consensus numbers in a system of n or more processes, although any object with consensus number n is universal (it supports a wait-free implementation of any other object) in a system of n or fewer processes."
21n proving this, we show the following result which is interesting in its own right.
There exist two types such that consensus among even two processes cannot be achieved using objects of either type, but consensus among any number of processes can be achieved using the two types of objects together. for all types T and all finite sets S of types, the following holds: if h(T) = IV and VT' G S : h(T') < N, then there is no implementation of T from S for IV processes. The reader should note the difference between tightness and robustness. The trivial wait-free hierarchy which maps every object type to level 1 is obviously robust, but not tight.
The wait-free hierarchy h; (to be defined soon) is tight, but it is not known whether it is robust.
In the remainder of this section, we define some natural wait-free hierarchies, and highlight some simple properties of these hierarchies.
In the following definitions, the subscript indicates whether the definition allows just 1 or many objects of the argument type.
The superscript r indicates that the definition allows the 1.
3.
4.
use of registers. Since m # n, we are left with two cases to consider.
l.rn <n.
Since g is a coarsening of h; and g(T) = n, it follows that h~(T)~n. Thus, by Proposition 3.4, T is universal for n processes. In particular, there is an implementation of T" from {T, register} 2.
for n processes. Since h('Z') = m < n = h(T"), h
is not robust. This is a contradiction.
m>n.
From the above, g(T') = m. Thus, level m of g is not empty. This, together with m > n, implies that n s h~(l') < m. This implies, by Proposition 3.4, that 2' is not universal for m processes.
Since h(T) = m, it follows that his not a wait-free hierarchy. This is a contradiction.
• Figure 3 .
Lemma
4.1
The implementation Zn in Figure   3 is a correct implementation of consensus from {weak-sticky, register} for processes PI, P2,. . . . Pn.
Zn requires (n -1) weak-stick~objects and 2(n -1) registers.
Corollary 4.1 h~(weak-st icky) = co.
Next we prove a lower bound: any solution to nprocess wait-free consensus using weak-sticky objects and registers requires at least n-1 weak-sticky objects, regardless of how many registers are available. We prove this result by reducing the problem of "achieving consensus among n processes (not necessarily in a wait-free manner) when processes may communicate only via registers and at most one of the processes We claim that at most (n -2) processes block on 0.
This follows from the following facts:
1. n-2 base objects of O are l-trap. So at most one process blocks on each of these.
2. No process blocks on the remaining base objects of 0, the registers Rl, R2, . . . . Rm.
3. 0 is derived from a wait-free implementation. The main result of this section is that hm is not robust.
We prove this result by presenting an infinite family of object types, named DAD(k), k E {2,3,4,... } U {co}, with the following properties:
1.
2.
There is an implementation of consensus from {DAD(k), register} for k processes, but not for k + 1 processes.
There is no implementation of consensus from DAD(/c) for two processes.
Property
(1) implies that h~(DAD(k)) = k. Property 3. 4.
5.
6.
7. The next lemma states that it is impossible to implement a consensus object for two processes using just DAD(k) objects. Intuitively, DAD(k) objects are so weak that a process cannot use these objects to leave its "foot marks" behind. 
