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We report the computational investigation of a series of ternary X4Y2Z and X5Y2Z2 compounds
with X={Mg, Ca, Sr, Ba}, Y={P, As, Sb, Bi}, and Z={S, Se, Te}. The compositions for these
materials were predicted through a search guided by machine learning, while the structures were
resolved using the minima hopping crystal structure prediction method. Based on ab initio calcu-
lations, we predict that many of these compounds are thermodynamically stable. In particular, 21
of the X4Y2Z compounds crystallize in a tetragonal structure with I-42d symmetry, and exhibit
band gaps in the range of 0.3 and 1.8 eV, well suited for various energy applications. We show that
several candidate compounds (in particular X4Y2Te and X4Sb2Se) exhibit good photo absorption
in the visible range, while others (e.g., Ba4Sb2Se) show excellent thermoelectric performance due to
a high power factor and extremely low lattice thermal conductivities.
I. INTRODUCTION
Computational approaches are being employed at an
increasing rate to discover and design novel materials
with tailored properties to tackle global environmental
challenges. Traditionally, two approaches are frequently
employed for these efforts: while high-throughput density
functional theory (DFT) calculations (1–6) are popular
to explore the chemical space, crystal structure predic-
tion schemes (CSP) (7) are used to determine the ground
state configuration at a given composition by globally
minimizing the (free) energy.
Very recently, novel methods based on materials infor-
matics and machine learning (ML) models have emerged
to assist the search for materials with improved prop-
erties in industrially relevant applications. Trained on
available materials data either from experimental obser-
vations or DFT datasets (like the OQMD (1, 2), Ma-
terials Project (3), and AFLOWlib (4)), most of these
ML models aim at predicting promising chemical sub-
spaces for materials with favorable properties (8). Ex-
amples include models for melting temperatures (9), ma-
terials thermodynamics (10–17), mechanical properties
of alloy systems (18–20), superconductivity (21), forma-
tion of metallic glasses (22), and electronic properties of
semiconductors and insulating materials (23–27).
Despite these promising developments, a major draw-
back of such ML schemes is that they often predict
promising chemical compositions without providing any
information on the underlying crystal structure. How-
ever, the knowledge of the atomic arrangement in a crys-
tal lattice is crucial for any further computational as-
sessment from first principles calculations. Hence, it is
desirable to augment any ML prediction of composition
alone in some way with a determination of the corre-
sponding ground state crystal structure to (a) validate
the ML model and (b) to facilitate further computational
investigations in terms of materials properties.
To tackle this issue, we combine recently developed
ML models by Meredig et al. (11) and Ward et al. (25)
to predict the formation enthalpies and band gap ener-
gies with a sophisticated CSP scheme, the minima hop-
ping method (MHM) (28, 29). The MHM takes as the
input the chemical composition from the ML model and
optimizes the potential energy, providing promising can-
didates for the ground state structure. We apply this ap-
proach on a subset of complex, ternary chemistries that
are predicted by the ML to exhibit finite band gaps in
a particularly promising range for many energy applica-
tions, including photovoltaics, photocatalysis, and ther-
moelectrics. We predict a class of ternary compounds
with X4Y2Z composition that are both thermodynami-
cally stable and have band gaps between 0.3 and 1.8 eV.
Our calculations show that several compounds are in-
deed promising for photovoltaic applications, most no-
tably X4Y2Te and X4Sb2Se, with a strong overlap of the
absorption and solar spectrum. At the same time, several
candidates exhibit large power factors and low thermal
conductivities due to the underlying structural complex-
ity, rendering them promising candidates as thermoelec-
tric materials. In fact, Ba4Sb2Se shows an extremely low
thermal conductivity of κ = 0.61 Wm−1K−1 at 300 K,
close to the best thermoelectric material known to date,
SnSe (30, 31).
II. METHODS
A. Machine learning model
Machine learning models are composed of a set of train-
ing data, a representation that converts the training data
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2into a form suitable for machine learning (i.e., tensors),
and a machine learning algorithm. For this work, we use
the training set, representation, and algorithms described
in Ref. 25. Specifically, we use the formation enthalpy
and band gap energy data from the Open Quantum Ma-
terials Database (OQMD) (1, 2) to train our models.
From the entire OQMD, we only use the lowest energy
structure at each composition - a total of 228,649 en-
tries. Our representation is composed of 145 different
attributes of the composition of each entry, such as the
mean melting temperature of the constituent elements
and whether the compound is charge-balanced. We use
a hierarchical machine learning model based on decision
trees that was found in Ref. (25) to predict the band
gap energies, and the Random Forest algorithm (32) to
predict formation enthalpies. All models are created us-
ing the Material Agnostic Platform for Informatics and
Exploration (Magpie) (25), and are available as Supple-
mentary Information to this paper and on GitHub. (33)
B. Structural searches
We employ the Minima Hopping Method (MHM) (28,
29) to explore candidate structures for the most promis-
ing compositions proposed by the ML model. The MHM
implements a reliable algorithm to explore the low-lying
portions of a potential energy surface solely given the
chemical composition. Consecutive, short molecular dy-
namics (MD) escape trials are employed to overcome en-
ergy barriers, followed by local geometry optimizations.
The Bell-Evans-Polanyi principle is exploited by align-
ing the initial MD velocities along soft-mode directions
in order to accelerate the search (34, 35). In the past,
the MHM has been successfully employed to predict or
resolve the structure of a wide class of materials (36–43).
C. Formation enthalpies and electronic struture
The training data for the ML model is generated from
DFT in a high-throughput fashion and is freely available
in the OQMD. All DFT calculations are performed with
the Vienna Ab initio Simulation Package (VASP) (44–
46) within the projector augmented wave (PAW) formal-
ism (47, 48) in conjunction with the PBE parameteri-
zation of the generalized gradient approximation to the
exchange correlation functional (49). We use Γ-centered
k-point meshes with ≈ 8000 k-points per reciprocal atom
and a plane-wave cutoff energy of 520 eV. All structural
relaxations are carried out by taking into account the
atomic and cell degrees of freedom until the force com-
ponents on the atoms were within 0.01 eV/A˚, and stresses
were within a few kbar. Similarly, the phases resulting
from the structural searches are refined with the same
DFT settings to obtain comparable formation energies
on the same technical footing.
The band gaps used to train the ML model are based
on the PBE functional. Although semi-local functionals
are known to underestimate the band gaps, the overall
correlation with respect to different materials chemistries
is well reproduced, i.e., the error is systematic and cor-
responds to a constant shift of the band gap values.
To analyze the chemical bonding, we study the Crystal
Orbital Overlap Population (COOP), which decomposes
the electronic density of states into bonding and anti-
bonding contributions. For this purpose, we use the the
ADF Band package (50–53), which employs basis sets of
numerical atomic orbitals together with Slater-type or-
bitals. We use double zeta polarized ZORA basis func-
tions (ZORA-DZP). This basis set is found to be suffi-
ciently converged by carefully inspecting the band struc-
tures. Ab initio COOPs obtained from linear combina-
tion of atomic orbitals (LCAO) are especially sensitive to
numerical issues arising from basis set over-completeness
due to linear dependencies in construction of the over-
laps.
D. Optical properties
The optical absorption properties for selected can-
didate materials are evaluated by computing the fre-
quency dependent dielectric function (ω), using the
Heyd-Scuseria-Ernzerhof (HSE06) hybrid functional (54–
57). We employ a cutoff energy of 270 eV and a 6×6×6
k-point mesh, and include at least 124 virtual bands (cor-
responding to more than twice the number of occupied
states).
E. Electronic transport
The electronic transport properties are computed by
solving the Boltzmann transport equation within the con-
stant relaxation time approximation using the Boltztrap
code (58). This approximation is commonly applied for
doped semiconductors and assumes that the electronic
relaxation time varies little with energy on the scale of
kBT (59). The PBE band structures are resolved on a
35× 35× 35 k-point mesh. Typical values for the relax-
ation time is around τ = 10−14 s (60). Here, we use a
constant relaxation time of τ = 3.4 × 10−14 s in accor-
dance with the work of Bilc et al. (61).
F. Lattice dynamics
Phonons are computed by using the finite difference
approach to obtain the second order interatomic force
constants. Supercells of dimension 2×2×2 are used, and
all calculations are performed with the Phonopy pack-
age (62).
The thermal transport calculations are carried out by
taking into account three-phonon interactions. We use
3the recently developed compressive sensing lattice dy-
namics (63) (CSLD) technique to obtain the third order
force constants (FC). For every compound, the FC are
fitted to atomic forces from 40 randomly displaced su-
percells containing 756 atoms, using a cutoff energy of
400 eV and a Γ-only k-points setting. Cutoff radii of
14 A˚ and 5 A˚ are used to truncate the 2- and 3-body
interactions, respectively. The FC are subsequently fed
into the ShengBTE package (64) to iteratively solve the
linearized Boltzmann phonon transport equation.
III. RESULTS AND DISCUSSION
A. Discovery of New Ternary Semiconductors
Our initial search for new semiconducting materials
is guided by the compounds predicted to be stable by
the ML model of Meredig et al. (11). One of the com-
pounds predicted to be stable is Ba2As2S5. As shown in
Fig. 1(a), we are able to confirm this earlier prediction
using the newer ML models from Ward et al. (25). We
then evaluate all Ba-As-S compositions with less than 12
atoms per formula unit to detect other potentially-stable
materials in this system. We find that there exists a sec-
ond region of stable compounds in the proximity of the
Ba–As binary system. We then evaluate the Ba–As–S
system with the band gap energy ML model from Ward et
al. (25) and find that a large fraction of this ternary sys-
tem is predicted to have band gaps of approximately 1 eV
(see Fig. 1(b)). Both the stability and band gap energy
predictions indicate that the Ba–As–S system contains
promising, yet-undiscovered semiconducting materials.
Given the two composition regions of interest, we then
explore the literature to further refine a list of candidate
materials. We find that Ba2As2S5 is an already known
material that was however not present in the OQMD at
the time our training set was assembled. This result pro-
vides strong confidence that our ML models indeed yield
reliable predictions. On the other hand, to the best of
our knowledge, there exist no experimental evidence of a
ternary compound near the Ba– and As–rich portion of
the phase diagram. To generate a first list of candidates,
we enumerate compositions that correspond to the com-
mon oxidation states of Ba2+, As3– and S2– . Starting
with the smallest possible formula units (f.u.) to ren-
der CSP computationally tractable, we are left with the
ternary compositions Ba4As2S and Ba5As2S2, with num-
ber of atoms per f.u. of 7 and 9, respectively.
Based on this initial assessment, we perform MHM cal-
culations with two f.u. for the two systems Ba4As2S and
Ba5As2S2. In addition, we also explore the combination
of all elemental substitutions in X4Y2Z and X5Y2Z2 with
X={Mg, Ca, Sr, Ba}, Y={P, As, Sb, Bi}, and Z={O, S,
Se, Te}, i.e., 64 distinct compositions. Each of the MHM
runs is terminated after finding some 100 distinct struc-
tures (corresponding to roughly 200 MHM iterations).
For many systems of similar size, this number of itera-
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FIG. 1. (a) Stability and (b) band gap energy of various com-
positions in the Ba–As–S ternary system predicted using ML
models. The stability is determined by first predicting the for-
mation enthalpy of a composition using ML, and then measur-
ing the hull distance obtained from the OQMD. We find two
regions with negative formation enthalpies, which indicates
the presence of a potential compound currently missing from
the convex hull of the OQMD. The band gap energy model
predicts that a significant fraction of the Ba–As–S compounds
have band gap energies of approximately 1 eV. Panel (c) shows
the convex hull construction based on DFT energies, including
all experimentally observed phases and the putative ground
states from MHM simulations for Ba4As2S and Ba5As2S2.
Blue and orange circles denote thermodynamically stable and
unstable phases, respectively.
tions might not be sufficient to conclusively determine
the ground state structure. Therefore, in a second step,
we adopt a high-throughput substitutional search to val-
idate our predictions. For this purpose, we select the
lowest energy candidates within each of the MHM runs
in the 64 distinct compositions as prototype structures.
These prototypes are then decorated with the elements of
the remaining 63 compositions before performing a sin-
4FIG. 2. The structural details of the X4Y2Z compounds with
I-42d symmetry, predicted through the MHM simulations.
Here, Ba4As2S serves as a representative compound. Panels
(a), (b) and (c) show the crystal structure from three differ-
ent perspectives with the distorted, corner sharing tetrahedra
of XY4 (BaAs4, blue) and XZ4 (BaS4, yellow) in a polyhe-
dral representation. Panel (d) shows the two enantiomeric
networks formed by the X (Ba) atoms.
gle, local geometry relaxation with refined parameters.
Among those, the lowest energy structure X4Y2Z and
X5Y2Z2 are selected as the final candidate phases for the
putative ground states.
To evaluate the thermodynamic stability of the candi-
dates, we rely on the DFT phase stability by taking into
account all phases that have been computed in a high-
throughput fashion in the OQMD (1, 2). The database
includes both experimentally observed phases reported
in the ICSD as well as a wealth of hypothetical com-
pounds, created by new decorations of frequently ob-
served structural prototypes from the ICSD. The ener-
gies of all phases are subsequently used to construct the
convex hulls for each of the X–Y–Z systems. The Gibbs
triangle convex hull for the Ba–As–S system is shown
in Fig. 1(c), and analogous figures for all other ternary
systems can be found in the Supplementary Materials.
In several systems we find that either X4Y2Z or
X5Y2Z2, and in some cases even both compositions, are
predicted to be thermodynamically stable. The only
exceptions are Ba–Bi–S, Ba–Bi–Se, Ba–Sb–S, Ca–Bi–S,
Ca–Bi–Se, Ca–Sb–S, Sr–Bi–S, Sr–Bi–Se, Sr–Sb–S, and
all magnesium containing compounds, Mg–Y–Z. Hence,
phases where the Y and Z elements are two or more pe-
riods apart have a tendency to be unstable. Further, we
notice a general trend that X4Y2Z compounds are more
stable than their X5Y2Z2 counterparts, i.e., a X5Y2Z2
compound only lies on the convex hull of stability if also
the corresponding X4Y2Z compound is thermodynami-
cally stable. The only exception is Ca5Sb2Se2 which is
sufficiently low in energy to push Ca4Sb2Se away from
the hull. Therefore, we henceforth focus on the charac-
terization of the X4Y2Z phases only.
Many of the oxide compounds X4Y2O have been exper-
imentally reported, and are known since the early 1970’s.
Ca4Y2O (65–67), Sr4Y2O (68–70), and Ba4Y2O (68, 69,
71) with Y={P, As, Sb, Bi} crystallize all in a K2MgF4
structure type with I4/mmm symmetry (some with mi-
nor distortions). Our MHM simulations recover this
structure type for most of the oxides, or slight distortions
thereof, giving us confidence that the structural searches
are well converged. For the sulfides, selenides and tel-
lurides, however, we find a diverse set of ground state
structures for the distinct chemical compositions (the pu-
tative ground state structures at every composition can
be found in the Supplemental Materials. This difference
in behavior is expected due to the very strong metal-oxide
bonding (giving rise to well defined, deep thermodynamic
wells around the ground states) compared to the weaker
metal-sulfide, metal-selenide, and metal-telluride inter-
actions which lead to a higher density of configurational
states in sulfides, selenides and tellurides.
B. Structure and Bonding
One particular structure with I-42d symmetry appears
especially frequently in our search. In fact, the majority
of the phases crystallize in this structure, which is shown
in Fig. 2. Here, we use Ba4As2S as a representative pro-
totype to discuss the detailed structural features on be-
half of all ground state phases in this particular structure
type. The tetragonal structure has cell dimensions of a =
b = 9.963 A˚ and c = 10.021 A˚. The Ba cation occupies
the 16e Wyckoff position at (0.43407, 0.81113, 0.43683),
while the As and S atoms occupy the 8d and 4a sites at
(0.62758, 1/4, 1/8) and (0, 0, 0), respectively. Each S atom
has four nearest neighbors with a Ba–S bond length of
3.231 A˚, which is slightly larger than in BaS with the
rocksalt structure (3.1935 A˚). On the other hand, each
As atom has four Ba atoms in close proximity, two at
a distance of 3.242 A˚, and two at 3.265 A˚. These val-
ues compare well with the bond distance of 3.292 A˚ in
the experimentally reported Ba4As2.67 compound with
an anti-Th3P4 structure type. The four Ba atoms sur-
rounding each cation form strongly distorted, almost flat
tetrahedra, which are shown as yellow and blue polyhedra
in the panels (a), (b) and (c) of Fig. 2. These tetrahedra
are linked by sharing corners to form a network structure.
The I-42d structure of Ba4As2S is closely related to the
experimentally reported, cubic Ba4As2.67 phase with I-
43d symmetry (72). Note that Li et al. classify Ba4As2.67
as a Zintl compound (72), with isolated As anions (73),
but another way to interpret this compound is as a simple
salt: A nominal composition assuming Ba2+ As3– would
be Ba3As2, but the conventional cell contains 16 Ba
atoms, resulting more conveniently in (Ba4As2.67)4. Li et
5al. interpret the structure as Ba atoms forming two
enantiomeric networks, isostructural to the ones shown
in panel (d) of Fig. 2. The As atoms on the other hand
occupy the total 12 combined As and S sites of the cor-
responding Ba4As2S structure in the voids of the Ba net-
work. These sites however only have 8⁄9 occupancy (0.866
in experiment) to achieve the correct charge balance. In
other words, the X4Y2Z compounds can be interpreted
as Th3X4 in the inverse Th3P4-type structure, where the
average charge of -2.67 of the anions is achieved by sub-
stituting the Th-site with two and one elements of mixed
oxidation states -2 and -3 (here, Y and Z), respectively.
Hence, the X4Y2Z compounds are mixed-anion analogs of
Ba4As2.67. These anion substitutions result in the tetrag-
onal distortion away from the cubic symmetry.
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FIG. 3. The electronic structure of Ba4As2S. The band
structure on the left is colored based on the band character
from atomic projections, while the Crystal Orbital Overlap
Population (COOP) is shown on the right. The grey line
denoted with “Total” represents the total density of states
(DOS).
Following the classification of Li et al., we can also in-
terpret the X4Y2Z compounds as Zintl (valence) phases
with isolated anions Y and Z (according to the stoi-
chiometry and assumed oxidation states), where the al-
kaline earth metals donate their valence electrons to the
semimetals (here the pnictogens and chalcogens) to sat-
isfy the octet rule. Hence, we can expect semiconduct-
ing/insulating properties throughout. Fig. 3 shows the
electronic band structure of Ba4As2S as a representa-
tive prototype, with colors indicating the band character
based on atomic projections. The band gap is direct,
with the valence band maximum (VBM) and conduction
band minimum (CBM) located at Γ. The valence bands
stem dominantly from As p-type orbitals, with slight con-
tributions from Ba with p and d-type character. The S p
states are buried further below the Fermi level, at around
-2.5 eV. The conduction bands stem primarily from the
Ba d states.
We do not expect strong (covalent) bonding in these
I-42d structures, but a predominantly ionic behavior.
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FIG. 4. The band gaps of the X4Y2Z compounds computed
with the PBE functional. The three panels represent values
for X=Ca, Sr and Ba. In every panel, the x-axis corresponds
to the Z elements, here {S, Se, Te}. The y-values of the center
of every circle corresponds to the band gap maginitude, while
the diameter represents the chemical element on the Y-site,
here {P, As, Sb, Bi}. The color of the circles indicates the
stability of the ground state structures at every composition
(i.e., the convex hull distance), taking into account all rele-
vant phases available in the OQMD. Finally, the presence of a
black, filled dot at the center of the circles indicates that the
ground state crystallizes in the tetragonal I-42d structure.
Nevertheless, we inspect the orbital interactions via the
COOP, since they will still play a role to some extent.
In the right panel of Fig. 3 we show the COOP for the
Ba4As2S compound computed with the ADF Band pack-
age (50–53). These COOP are obtained by directly ana-
lyzing the contributions from the LCAO basis set, which
are employed by the ADF Band package. In contrast
to plane wave codes, no atomic projections are required
in ADF Band, and therefore one can expect more accu-
rate results. The bonding behavior is very similar to the
one for Sr4Bi3 in the cubic anti-Th3P4 structure type re-
6ported by Li et al. (72), however with a shifted Fermi
energy: here, the bonding states are completely filled
below the Fermi level, while the anti-bonding states lie
above the band gap. Again, note how the valence bands
stem predominantly from the Ba–As interactions, while
the Ba–S leads only to significant bonding contributions
at energies of −2 eV.
Although the overall features of the band structure are
very similar for all X4Y2Z compounds (e.g., they all ex-
hibit direct gaps at Γ), the magnitude of the band gaps
changes significantly with the chemistry. Fig. 4 shows a
graphical representation of the band gaps together with
the thermodynamic stability. Each panel corresponds to
an element for X, namely X={Ca, Sr, Ba}. Within each
panel, the y-axis defines the band gap, while the x-axis
and the size of the circles indicates the element on the
Z and Y sites, respectively. Finally, the color of the cir-
cles shows the hull distance, a measure of thermodynamic
stability.
In the literature we find few reported synthesis of
some of these ternary Zintl compounds. In an attempt
to react Ca5Sb3 with S, Hurng et al. (65) synthesized
Ca4Sb2.4S0.4 in a defective cubic anti-Th3P4 structure
type, very close to the nominal stoichiometry of Ca4Sb2S.
However, based on our calculations, the ground state
structure at the composition Ca4Sb2S is not the corre-
sponding, ternary tetragonal I-42d structure, but a mon-
oclinic structure with P21/m symmetry, which is ener-
getically favorable by 27 meV/atom. Further, we see
from the color scheme in Fig. 4 that Ca4Sb2S, even in
its monoclinic structure, is thermodynamically unstable
with respect to decomposition into competing phases, as
indicated by the positive hull distance of 12 meV/atom.
Hulliger (75) reported the synthesis of ternary europium
compounds in the inverse Th3P4 structure type (Eu4Y2Z
with Y={P, As, Sb, Bi} and X={S, Se, Te}) as well as
Ca4Bi2Te, Sm4Bi2Te and Yb4Bi2Te.
Based on these findings we can draw two conclusions:
First, although the DFT formation energies at 0 K allows
us to assess if a certain phase is thermodynamically sta-
ble or not, it does not uniquely provide us with an answer
if it is synthesizeable, especially at finite temperatures.
In particular, Ca4Sb2S is thermodynamically unstable at
0 K based on DFT, but nevertheless experimentally syn-
thesizeable. Second, some phases that we determine to
be unstable in the tetragonal I-42d structure might in
fact be accessible experimentally, stabilized due to en-
tropic effects and structural disorder. E.g., the energetic
penalty of ∆E = 39 meV/atom between the I-42d phase
of Ca4Sb2S and the convex hull corresponds to a temper-
ature of T = ∆E/kB = 452 K, an energy difference that
can be readily overcome at synthesis conditions.
We also identify three general chemical trends. First,
the band gap decreases as we move down in the periodic
table for the X site. Similarly, the band gap decreases as
we move down in the periodic table for the Y site. This
behavior can be directly attributed to the decreasing elec-
tronegativity of the Y elements: the valence bands, which
stem from their corresponding p states, are pushed up in
energy with respect to the conduction bands. Finally,
there is a less prominent tendency of converging band
gap values as we move down in the periodic table for
the Z site. Most importantly, we see that understanding
these trends from chemical substitutions on the three dis-
tinct sites allows the tuning of the gap in a range between
0.3 and 1.8 eV.
Note that we analyze here the band gaps using the
semi-local PBE functional, which is known to systemat-
ically underestimate the true gap energies. However, we
also neglect the relativistic effects of spin-orbit coupling
(SOC), which overall lowers the gap energies, especially
for the compounds containing very heavy elements like
bismuth (see Supplemental Materials). Hence, the two ef-
fects somewhat cancel each other out. Further, we show
PBE results for consistency, since the training data for
the ML models are trained on data generated within the
same DFT footing.
C. Properties for Energy Applications
As semiconductors, this range of band gaps is espe-
cially of interest for energy applications, and we will
specifically discuss two of them in detail, namely pho-
tovoltaics and thermoelectrics. For the former, the
Shockley-Queisser limit determines the ideal gap for a
single p-n junction photovoltaic cell at a value of 1.34 eV,
resulting in a maximal (theoretical) efficiency of 33.7%.
Further, the direct nature of the band gap (both the
VBM and the CBM are located at Γ, see Fig. 3) would
allow for an efficient photo absorption, one of the major
drawbacks of silicon solar cells that currently dominate
the photovoltaic market (diamond silicon has an indi-
rect band gap and hence requires phonon-assisted photo-
absorption).
To assess how well the X4Y2Z compounds are suited
for photovoltaic applications, we compute their absorp-
tion spectra and compare them with the solar spectrum.
Semi-local functionals frequently underestimate the band
gap, thereby also underestimating the absorption edge.
We therefore compute the absorption using the hybrid
HSE06 functional, which has been shown to improve the
band gaps for many materials classes (76). In Fig. 5 we
show the imaginary part of the frequency dependent di-
electric function, which is computed on a 6×6×6 k-point
mesh. Although this mesh might seem rather coarse, we
performed careful convergence tests and determined that
the overall features of the spectrum are well captured. In
particular, we compare our results to G0W0 results and
by solving the Bethe-Salpeter equation (see Supplemen-
tal Materials). Note, however, that we did not include
the effect of spin-orbit coupling, which lowers the band
gaps, especially for the bismuth-containing compounds
(see Supplemental Materials).
As expected, the compounds that exhibit the best ab-
sorption behavior over a wide photon energy range in the
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FIG. 5. The absorption spectra of the X4Y2Z compounds in the I-42d structure. The imaginary part of the dielectric function
 is shown with respect to the incident photon energy on top of the solar spectral irradiance (74)
solar spectrum are the ones with overall low band gaps,
mainly containing Te. The best candidates are X4Y2Te
and X4Sb2Se, with an absorption edge in the range of
1.2-2.0 eV and a high absorption peak around 1.8-3.0 eV,
well below the UV regime. Hence, these materials might
be well suited for photovoltaic applications, especially as
thin films due their direct band gaps and the associated
high absorption efficiency.
Zintl phases have been recently intensely studied as
promising candidates for thermoelectric applications (77,
78). In general, the Carnot conversion efficiency of ther-
moelectric materials is governed by the figure of merit
ZT = S2σT/(κe + κL), where T is the absolute tem-
perature, S is the thermopower, σ is the electrical con-
ductivity, while e and κL are the electronic and lattice
thermal conductivities, respectively (79). Optimal values
for the power factor σS (PF) can be achieved in heav-
ily doped semiconductors with a carrier concentration
in the range of 1 × 1019 cm−1 (80, 81), with a narrow
band gap which gives rise to large values of σ, while a
sharp increase in the DOS around the Fermi level leads
to an enhanced S according to Mott’s theory (82). Due
to their chemical and structural complexity, Zintl com-
pounds exhibit inherently low lattice thermal conductiv-
ities together with favorable power factors (83–85). For
example, the so-called 9-4-9 system represents Zintl com-
pounds with A9M4+xPn9 stoichiometry (A={Yb, Eu,
Ca, Sr}; M={Mn, Zn, Cd}, Pn={Sb, Bi}) and was
originally discovered in the 1970s, but only recently has
it drawn attention for thermoelectric applications (86).
Through careful tuning of the carrier concentration in the
inexpensive Ca9Zn4+xSb9 compound, a high value of zT
has been recently reported up to zT = 1.1 at 875 K (87).
In terms of the electronic properties, the band struc-
ture of Ba4As2S in Fig. 3 shows that many local extrema
exist in a small energy range below the Fermi level at low-
symmetry k-points. These degenerate energy levels give
rise to the sharp increase in the DOS around the Fermi
energy. p-doping could be readily achieved either through
partially substituting the Y-site with group 13 or 14 ele-
ments, or by carefully tuning the Y/Z ratio on the anion
sites towards values larger than 2. Similar arguments
apply for the other X4Y2Z compounds, where band de-
generacies are found not only for the valence but also
the conduction bands (e.g., Ca4Sb2Te, see Supplemental
Materials). Analogously, n-doping can be achieved by
tuning the Y/Z ratio towards values below 2. The experi-
mentally reported room-temperature Seebeck coefficients
of 140 and 230 µV/K (both p-type) for Eu4As2Te and
Sm4Bi2Te in the anti-Th3P4 structure type (75) indicate
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FIG. 6. The power factors σS2 of the X4Y2Z compounds in the I-42d structure as a function of temperature and electronic
chemical potential µ. Solid, dark lines represent values computed at a temperature of 300 K, while the color gradient shows
the results at higher temperatures in intervals of 100 K. The maximal temperature (lightest color) corresponds to 800 K.
that similar values can be achieved for the compounds
studied in the present work.
Within the relaxation-time approximation of the elec-
tronic Boltzmann equation, the electrical conductivity σ
and the electronic thermal conductivity κe depend in the
constant relaxation time τ . An accurate computation
of τ from first principles is challenging, and depends on
the scattering mechanisms with phonons, carriers, de-
fects, and grain boundaries. Nevertheless, we can gain
some (qualitative) insight without explicitly computing
τ , but by approximating it with values commonly ob-
served in doped semiconductors, in the range of 10−14 s.
Here, we use τ = 3.4×10−14 s throughout, a value which
was initially obtained by Bilc et al. by fitting the elec-
trical resistivity to experimental data for Fe2VAl1–xMx ,
M ={Si, Ge} (61). The electronic bands are resolved
on a dense 35 × 35 × 35 k-point mesh, with the PBE
exchange-correlation functional. Fig. 6 shows the power
factors σS2 computed with the Boltztrap package as
a function of doping and temperature. The values of
σS2 range between 2 and 5 mWm−1K−2 at 300 K and
p-doping, comparable to other state-of-the art thermo-
electric materials, while values of up to 10 mWm−1K−2
are predicted for n-doping. These values further increase
with temperatures that are close to operating conditions
of thermoelectric generators.
Due to the above-mentioned issues in accurately es-
timating τ , it is difficult to directly determine the fig-
ure of merit ZT . However, we can use the Wiedemann-
Franz law to rewrite ZT in terms of the Lorentz factor
L = κe/Tσ by factorizing ZT into a purely electronic
part, S2/L, and the electronic fraction of the total ther-
mal conductivity, κeκe+κL
ZT =
S2
L
κe
κe + κL
<
S2
L
=: ZTe.
In this way, the relaxation time cancels between the nu-
merators and denominators, assuming that τ is wave vec-
tor independent. If we additionally neglect the effect of
κL, the value of ZTe = S
2/L provides a convenient mea-
sure for the upper limit of ZT . Fig. S1 in the Supple-
mental Materials shows ZTe as a function of doping and
temperature for all compounds with the I-42d symmetry
ground state structure. Overall, the results show that
values of ZT ≈ 1 can be achieved with a careful doping
in the appropriate regime.
In terms of lattice dynamics, Fig. S2 in the Supplemen-
tal Materials shows the phonon dispersion and the partial
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FIG. 7. The lattice thermal conductivities κ of the X4Y2Z compounds in the I-42d structure as a function of temperature.
Note that at very high temperatures, the validity of the Boltzmann transport equation breaks down as the phonon mean free
paths become shorter than the smallest interatomic distances.
phonon DOS of Ba4As2S as a representative prototype,
where every band is colored according to the amplitudes
of the atomic eigendisplacements. There are three clearly
distinct frequency regimes that are separated by pseudo
gaps in the DOS. (a) The very low frequencies up to
about 2 THz are dominated by Ba vibrations (on the X-
sites), with some mixing of As (Y-site) contributions at
2-3 THz. (b) Between 4 and 5 THz we observe phonon
bands that stem mainly from As (Y-site) vibrations. (c)
The highest frequency modes at above 5 THz stem al-
most entirely from the S (Z-site) vibrations.
In addition to the phonon spectrum, we require higher
order anharmonic contributions to the potential energy
which give rise to phonon-phonon interaction to assess
the lattice thermal conductivity κL. Using the recently
developed CSLD technique, we fit the third order force
constants, and use them to solve the linearized Boltz-
mann phonon transport equation using the ShengBTE
package. The resulting lattice thermal conductivities are
shown in Fig. 7 as a function of temperature.
Typical for Zintl compounds, the values of κL are over-
all very low, and less than ≈ 2 Wm−1K−1 for all com-
pounds at 300 K. We notice two general chemical trends:
1. κL decreases with the increasing mass of the X-
element. This behavior can be readily attributed
to the overall decrease in the vibrational frequen-
cies of the acoustic modes, which carry the majority
of the heat. The phonon dispersion and the partial
phonon DOS in Fig. S2 (Supplemental Materials)
shows that the low-frequency modes are dominated
by the vibration of the X-elements, hence it is not
surprising that it strongly affects the thermal con-
ductivity.
2. Given fixed X and Z elements, the value of κL de-
creases with increasing mass of the Y-element. We
can attribute this correlation to the strong influ-
ence of the Y-elements on the low-frequency, acous-
tic phonons: the phonon band structures shows a
mixing of Y and X-element vibrations. The higher
the mass of the Y element, the stronger the mixing.
The lowest thermal conductivity is observed for
Ba4Sb2Se with κL = 0.61 Wm
−1K−1 at 300 K, which is
close to the value of the best currently known thermoelec-
tric material, SnSe (κL = 0.47 Wm
−1K−1)(30, 31). Note
that we only report the intrinsic, bulk thermal conduc-
tivities here. Doping and structural engineering through
10
nano structuring can further reduce the values of κ. In
fact, we expect that, when synthesized, the anionic sites
might exhibit some degree of disorder, which could fur-
ther reduce the thermal conductivity while preserving the
favorable electronic properties.
IV. CONCLUSIONS
In summary, we present the properties of a class of
ternary semiconducting compounds, which we discovered
by effectively leveraging a machine learning model to pre-
dict the composition/band gap and a structure prediction
scheme to assess their underlying ground states. Using
ab initio calculations, we study in detail the properties
of this class of materials with X4Y2Z composition. The
most prominent ground state structure that we identify
has I-42d symmetry and is closely related to the binary
anti-Th3P4 structure type with cubic symmetry.
Our calculations show that the electronic structure of
these compounds can be tuned through chemical sub-
stitution, leading to band gaps that are suited for a
wide range of energy applications. The direct band
gaps and the favorable absorption spectra of X4Y2Te
and X4Sb2Se are especially promising for photovoltaic
applications. Further, the high band degeneracy in the
valence/conduction bands lead to high power factors,
which, together with the low lattice thermal conduc-
tivities, renders these materials potentially attractive in
thermoelectric generators.
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