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Abstract 
The Clock Drawing Test is one of the most widely used screening tools for cognitive impairment and 
dementia. Since its introduction, more than fifteen scoring systems have been developed to assess the clock 
drawings. However, very little research has been conducted to study the significance of the elements (features) 
of the clock drawings for the correct diagnosis of dementia. This paper employs a feature selection method 
called Feature Interaction Maximization (FIM) to identify the most significant visual features of the test, which 
can be associated with dementia. The proposed approach is tested with a dataset of 648 clock drawings 
produced by dementia patients and healthy individuals. The results are compared with other methods used by 
medical experts. Furthermore, the paper compares the FIM method with an alternative feature selection method 
based on Information Gain. The results show that the FIM method selects features with higher discriminative 
power which leads to a deeper understanding of the Clock Drawing Test.  
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1. Introduction  
The term ‘dementia’ is used to describe the loss of cognitive ability, which is usually progressive and 
eventually severe and which affects memory, attention, problem-solving, and communication skills. People of 
any age can be affected by dementia, but it is most common among elderly people. One in six people over 80, 
and one in fourteen people over 65 suffer from some type of dementia [1]. A 2005 report from the Alzheimer's 
Society estimates that more than 683,597 people in the UK suffer from dementia (1.1% of the entire UK 
population). This number is expected to increase to 940,110 by 2021 and 1,735,087 by 2051, which shows an 
increase of   38% over the next 15 years and 154% over the next 45 years [1]. 
Until recently, early diagnosis of dementia had been a low priority as the disease was considered untreatable 
and irreversible. With more effective treatments becoming available, early diagnosis has become more 
important as it is the first step in understanding and managing the condition. Due to its simplicity, sensitivity, 
and specificity, the Clock Drawing Test (CDT) has become, in the last 30 years, one of the most widely used 
screening tools for assessing the degree of cognitive impairment [2, 3]. 
 
* Corresponding author. Tel.: +44-29-20875720; fax: +44-29-20874716. 
E-mail address:Setchi@Cardiff.ac.uk. 
13 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of KES International
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
903 Mohamed Bennasar et al. /  Procedia Computer Science  22 ( 2013 )  902 – 911 
The CDT is used as a measure of spatial dysfunction. It requires a wide range of perceptual and intellectual 
skills, which makes it a good screening tool to assess comprehension, planning, visuospatial ability, visual 
memory, motor programming and execution, concentration, abstraction, and response inhibition [4]. In this test,  
individuals  are asked to draw the face of a clock, mark in the hours, and then draw the clock hands to indicate 
a specific time (for example, “5 minutes to 3 o’clock”). The drawings are then assessed using various scoring 
systems with a different degree of complexity, ranging from a simple binary rating to complex qualitative and 
quantitative assessments [4]. Research shows a high correlation between the results obtained via CDT and 
those acquired by other more detailed and time-consuming cognitive screens. The CDT has the additional 
advantage of being well accepted by patients [5].  
Research indicates that patients with more severe dementia show more deficits in the clock drawing task, as 
compared to those with mild impairment [6]. Therefore, it might be expected that there are distinctive features 
which can be measured and used to classify the drawings. More than fifteen well validated scoring systems 
have been developed to capture the defects in the clock drawings associated with dementia. These systems use 
qualitative, quantitative, or mixed methods based on strict and well- structured protocols and a history of 
findings and experts’ opinion [7]. 
This paper introduces a new approach to the automatic analysis of the elements of the clock drawings and 
suggests that the proposed approach can provide a deeper understanding of the CDT results by employing filter 
feature subset selection. The approach was evaluated using 648 clock drawings provided by the Memory Clinic 
at Llandough Hospital in Cardiff, UK. This work is a part of a project aimed at developing a clinical decision 
support system for early detection of dementia. It aims at assisting clinicians at the point of care with detecting 
early symptoms of dementia.  
The rest of the paper is organised as follows. Section 2 describes the CDT, whilst Section 3 reviews feature 
selection and related work. Section 4 briefly presents the novel Feature Interaction Maximization method used 
to identify the most discriminative features in the clock drawings, outlines the experiment conducted, and 
presents the results. Finally, Section 5 concludes the paper.  
2. Clock Drawing Test (CDT) 
 
There are two types of clock drawing test administration. In the first type, the subject is provided with a 
plain sheet of paper and asked to draw a clock face, place the numbers on it and set the hands on a specific 
time. In the second type, called the pre-drawn clock test, the individual is given the same task but is also 
provided with a pre-drawn circle. The CDT makes an impression of being a simple task. However, in reality it 
is a complex task that requires many brain functions to be employed in order to complete the task. Therefore, 
any loss of the required functionality in the brain is reflected in the resulting clock drawings [6]. Figure 1 
shows examples of drawings produced by patients during their screening. 
Several scoring systems have been proposed to analyse the errors in the clock drawings [5, 6, 8, 9, 10, 11]. 
Specialists agree that the ideal CDT scoring system must be brief, quick, easy to score, generalisable, and 
highly predictive of dementia [3]. A recent comparative study identified that the scoring systems developed by 
Shulman et al. in 1986 [5], Mendez et al.in 1992 [9], and Sunderland et al.in 1989 [10] have the best diagnostic 
accuracy [7]. It was also suggested that the scoring system proposed by Tuokko et al. in 1992 [11] has a high 
discrimination power in detecting dementia [12], although this system has been also criticised for its 
complexity [3]. 
A few studies have studied the significance of the elements (i.e. features) of the clock drawings for the 
correct diagnosis of dementia. Lessing et al. [9] have studied the features indicating errors in the clock 
drawings in an attempt to reduce the number of features and to select the most important features that indicate 
dysfunction. Their study, combining three scoring systems [9, 11, 13], has identified a list of 24 features. The 
six most important features reported in [9] are: wrong time, no hands, missing numbers, number substitution, 
repetition, and refusal to draw a clock. Jouk and Tuokko [3] have studied Tuokko’s scoring system [11] to find 
the most important features out of the 24 features that the scoring system employs. The experiment uses 356 
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clock drawings including 80 cases of dementia and 276 classified as normal. A binary value is used for the 
dementia status (0= normal, 1= dementia). The authors employed logistic regression to find the significant 
features in the clock drawings. The experiment conducted has highlighted the five most significant features: 
missing numbers, repeated numbers, number orientation, extra marks, and number distance. Both studies [3, 9] 
assume that the features are independent and study the relation between dementia states and each feature 
individually. 
 
a b c 





Fig.1. Examples of clock drawings drawn by patients at the Llandough hospital: (a) Normal, (b) Alzheimer’s disease, (c) Alcoholic 
Dementia, (d) Mild Dementia, (e) Mixed Dementia, (f) Vascular Dementia and (g) Parkinson’s disease. 
 
3. Feature selection and related work  
 
Feature selection is another approach used to determine the significance of features in diagnosis tasks. It 
plays an important role in classification algorithms and is particularly useful in dimensionality reduction for 
selecting the features with high discriminative power and discarding those that are irrelevant and/or redundant 
[14]. 
There are three groups of feature selection methods: wrapping, embedded, and filter methods [15]. The 
wrapping methods are classifier-dependent; they employ a classifier to assist the goodness of a selected subset 
according to its classification accuracy. These methods are computationally very expensive and might suffer 
from over-fitting [16]. The embedded methods are also classifier-dependent. They are different from the 
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wrapping methods as they use feature selection as part of the learning stage. The disadvantage of the embedded 
methods is that they are very specific to the learning algorithm [14].   
The filter methods are classifier-independent; they select the subset feature that maximises a specific goal 
function. The filter methods are simple and computationally efficient. They use a variety of measures to find 
the feature significance. Examples include Pearson correlation coefficients [17], Fisher’s discriminate ratio 
[18], Scatter criterion [19], Single Variable Classifier [20], Mutual Information [21], and the Relief Algorithm 
[22, 23]. 
Information measure is one of the widely used measures in filtering methods. It determines the amount of 
information that features share with the class label [24]. Mutual Information (MI) is the quantity of shared 
information between two variables. Strongly related variables share high MI while zero Mutual Information 
shows that they are independent. 
The value of MI can be calculated using entropy. It is the amount of uncertainty about a random variable. 
Suppose 1{ ,  }NF f f }}  is a discrete variable, and 1{ , .., }MC c c }  is a class label. If the probability 
density function is   ip f  the entropy of F  then it is defined as: 






F fH p fp
 
 ¦  (1)  
As mentioned earlier, MI is the amount of shared information between two random variables, which means 
that MI is the reduction of uncertainty by a random variable if the other one is known. MI is defined as: 
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If the clock drawing is considered a multivariate dataset, where F  are the features of the drawings, and C  
is the diagnosis of the patient, the significance of the drawing element for the correct diagnosis can be 
measured using MI. 
Mutual Information (also known as Information Gain, IG) is also a measure of correlation. The feature with 
the highest MI is considered the most significant feature for the diagnosis; its main limitation is the assumption 
of independence between features, which is not always true. Therefore, many feature subset selection methods 
based on information theory have been proposed. Feature Interaction Maximization (FIM) [25] is one of the 
recently developed filter feature selection methods based on interaction information.  
 
       ( ; ; ) , ; ; ;j i j i j iI F F C I F F C I F C I F C    (4) 
Interaction information can be positive, zero, or negative. It is positive when the two features together can 
provide information which is provided by each of them individually; it is negative when both of them provide 
the same information, and zero when the two features are independent in the context of the diagnosis label [26].  
The proposed approach employs the ‘maximum of the minimum’ criterion. The feature selected by the FIM 
method is defined as follows: 
     arg  max( ; ( ; ; ))
si f S i sFIM
f I f C min I f f C   (5)  
The method selects a feature and takes into consideration those which have already been selected. In 
particular, each step in the method selects the feature, which has a high MI with the class label and high 
interaction with the features within the selected subset.  
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The method employs the following forward greedy search: 
   
1. (Initialisation) Set F m  “initial set of n features;” S m  “empty set”. 
2. (Computation of the MI with the output class) for each feature  if F compute ( ; ).iI C f  
3. (Choice of the first feature) Find the feature if  that maximizes  ( ; )iI C f ; set  \ { };iF F fm  
set   { }iS fm . 
4. (Greedy selection) Repeat until  S k : 
 a) (Computation of the interaction information between variables) for all pairs of variables 
 ; ;i sI f f C  with , , i sf F f S   compute   ; ;i sfI f C , if it is not already available. 
b) (Selection of the next feature) Choose feature 
   arg  max( ; ( ; ; ))
si f S i sFIM
f I f C min I f f C  . 
 5. Output the set S  containing the selected futures. 
4. Experimental setup   
 
This section introduces the clock drawing data used. Next, it describes the experiment conducted.  Finally, it 
presents the produced results. 
4.1  Clock drawing data  
The data used in this study is provided by the Memory Clinic at Llandough Hospital in Cardiff, UK. The 
data consists of 648 clock drawings, accompanied by the age of the patient, their gender, and diagnosis. The 
data was  collected between 1991 and 2009 as part of the patients’ examination procedure. The dataset includes 
twenty-seven different types of dementia. Following medical advice, the less frequent types are grouped 
together in this study in one class. As a result, seven distinctive classes were identified within the dataset: 
Alzheimer Disease (AD), vascular Dementia (VaD), Normal, Mild Cognitive Impairment (MCI), Functional 
disorder (depression and anxiety), Other Degenerative Dementia (ODD) (Parkinson’s disease, Dementia with 
Lewy Bodies, and fronto-temporal dementia), and other types of dementia (e.g. tumour, alcoholism, and head 
injury, etc.). Figure 2 shows the data distribution of each class.  
This paper focuses on studying the significance of the clock elements in discriminating between normal and 
demented cases. Therefore, the data is split into two groups; normal and abnormal. The first group is formed 
using the drawings of healthy individuals and patients with functional problems; the rest of the data is treated as 
abnormal. All clock drawings were scanned and then several morphological image processing tasks were  
employed to enhance the quality of the clock drawing images.  
This study employs 47 visual features (see Appendix A) that are defined after a comprehensive analysis of 
the medical literature [6, 9, 10, 11, 13].  This includes the majority of the features employed in the most 
common CDT scoring systems; new geometrical features are also added to the list based on additional data 
analysis.   
4.2  Experiment  
Two alternative methods, Information Gain (IG) and Feature Interaction Maximisation (FIM), are used in 
the experiment to select the most significant features. The feature set, which leads to a more accurate diagnosis 
in the classification experiment, is the one considered to be more informative. The continuous features in the 
dataset are discretised using a recently developed unsupervised discretisation method based on adjustable 
intervals [27]. The features selected by IG and FIM are used to train three classifiers, Naïve Bayes, K-nearest 
Neighbor, and SVM from the Matlab Statistics Toolbox, and the average classification accuracy achieved is 
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used as a performance measure of the selected subset. The classification accuracy is tested using 10 times 5-
fold cross-validation; training and testing are performed after adding each feature to the subset. Therefore, the 
produced accuracy reflects the discriminative power of the whole subset after adding the new selected feature 











Fig.3. Evaluation framework 
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4.3  Results 
Figure 4 shows the result of applying the IG method, which has computed the amount of information that 
each feature in the clock drawing shares with the class label (i.e. diagnosis). The features are represented in the 
figure according to their order in Appendix A.  
The figure shows that 15 out of the 47 features in Appendix A do not share significant information with the 
class. The ten features that individually contribute to the diagnosis and share a lot of information with the class 
are: the position of the minute hand, angle between clock hands, correct time, ratio between hands, 
displacement of the minute hand from the target number, numbers within the middle area of the clock face, 
maximum angle between numbers, maximum size of numbers, arrows on hands, and numbers within the outer 
area of the clock face.  
Fig.4. Amount of information which features share with the diagnosis (class label) 
 
The ten most important features selected by the FIM method are: the position of the minute hand, maximum 
size of numbers, minimum size of numbers, numbers within the middle area, ratio between hands, arrows on 
hands, the numbers whose orientation is more than 25 degrees, maximum angle between numbers, distance 
between the hands intersection and the centre, and the minimum angle between the numbers. It is clear that the 
features selected by FIM are different from those identified by IG. As explained in Section 3, FIM selects 
features to build the subset one by one; the feature selected is relevant to the class and not redundant to the 
features already selected within the subset.  
The result of the FIM method was compared with the IG result in terms of average classification accuracy 
(see Figure 5). The classifiers have been trained on the selected features, starting from a single feature and 
finishing with all 47 features. The average accuracy of FIM on a subset of 5 features is 84.59%; with 10 
features the accuracy reaches the highest average accuracy, which is 86.36%. Some features share high 
information with the class but are not selected by the FIM method. The figure shows that the FIM method has 
selected a better subset in terms of its discrimination power than the one selected by the IG method: with ten 
features the difference in the average classification accuracy between them is 1.96 %, while when using only 5 
features this difference is extended to 5.65%.  
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Fig.5. Average classification accuracy based on the features selected by the FIM and IG methods 
5. Conclusion  
This paper presents the results of research aimed at identifying the most important features (elements) in the 
clock drawing test for the purpose of discriminating between normal and abnormal cases. The study uses a 
novel approach to study the significance of the clock features (elements). The results of the experiments with 
648 patient drawings indicate the ten most important features which provide   a high classification accuracy. 
These are: the position of the minute hand, maximum size of numbers, minimum size of numbers, numbers 
within the middle area, ratio between hands, arrows on clock hands, the numbers with orientation more than 25 
degrees, maximum angle between numbers, distance between the hands intersection and the center, and the 
minimum angle between the numbers.  
The results also show that the FIM feature selection method, when tested with the CDT data, outperforms 
Information Gain, which is a popular feature selection method. That means that the features that share high 
individual mutual information do not necessarily provide the best subset, which has the best classification 
accuracy.  
Future work includes research on identifying the most informative features to discriminate between different 
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Appendix A. Features extracted from the clock drawing 
1. Number of numbers within area 1 (outer area). 
2. Number of numbers within area 2 (middle area).  
3. Number of numbers within area 3 (inner area). 
4. Number of numbers within quadrant 1. 
5. Number of numbers within quadrant 2. 
6. Number of numbers within quadrant 3. 
7. Number of numbers within quadrant 4. 
8. Minimum size of the numbers mm2. 
9. Maximum size of the numbers mm2. 
10. Ratio between the maximum number size and minimum size. 
11. Number of numbers outside the contour. 
12. Minimum angle between numbers. 
13. Maximum angles between numbers. 
14. Number of numbers whose orientation is over 25 degree. 
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15. Number of numbers left out from the drawing. 
16. Number of duplicated numbers. 
17. Sequential numbers are written following 12 (13, 14, 15 …). 
18. Numbers not in sequence. 
19. Numbers 3 and 11 not present. 
20. Arabic numbers used. 
21. Direction of written numbers. 
22. Self correction of numbers. 
23. Minute hand is present. 
24. Hour hand is present. 
25. More than two hands are drawn. 
26. Self correction of hands. 
27. Time is correct. 
28. Time is indicated by writing minute number next to the hour number or next to 11. 
29. Straight line is used between the two numbers. 
30. Displacement of hour hand or mark from the target number. 
31. Displacement of minute hand or mark from the target number. 
32. Hands connected with target number. 
33. Arrows on hands. 
34. Displacement of arrows less than 4mm. 
35. Arrows are pointing in the wrong direction. 
36. Presence of superfluous. 
37. Hands are joint or within 12 mm. 
38. Position of minute hand. 
39. Position of hour hand. 
40. Angle between clock hands. 
41. Ratio between hands. 
42. Presence of stem of clock hands (near to the centre) is left out. 
43. Time is written across the clock. 
44. Time is written outside the clock. 
45. Picture of a human face is drawn on clock. 
46. Presence of written words. 
47. Distance between the position of hands intersection and the centre. 
 
 
