In 2015 we began a sub-challenge at the EndoVis workshop at MICCAI in Munich using endoscope images of exvivo tissue with automatically generated annotations from robot forward kinematics and instrument CAD models. However, the limited background variation and simple motion rendered the dataset uninformative in learning about which techniques would be suitable for segmentation in real surgery. In 2017, at the same workshop in Quebec we introduced the robotic instrument segmentation dataset with 10 teams participating in the challenge to perform binary, articulating parts and type segmentation of da Vinci R instruments. This challenge included realistic instrument motion and more complex porcine tissue as background and was widely addressed with modifications on U-Nets and other popular CNN architectures [1] .
Abstract-In 2015 we began a sub-challenge at the EndoVis workshop at MICCAI in Munich using endoscope images of exvivo tissue with automatically generated annotations from robot forward kinematics and instrument CAD models. However, the limited background variation and simple motion rendered the dataset uninformative in learning about which techniques would be suitable for segmentation in real surgery. In 2017, at the same workshop in Quebec we introduced the robotic instrument segmentation dataset with 10 teams participating in the challenge to perform binary, articulating parts and type segmentation of da Vinci R instruments. This challenge included realistic instrument motion and more complex porcine tissue as background and was widely addressed with modifications on U-Nets and other popular CNN architectures [1] .
In 2018 we added to the complexity by introducing a set of anatomical objects and medical devices to the segmented classes. To avoid over-complicating the challenge, we continued with porcine data which is dramatically simpler than human tissue due to the lack of fatty tissue occluding many organs.
I. INTRODUCTION
Robot-assisted minimally invasive surgery (MIS) has revolutionized patient care, bringing the advantages of laparoscopic surgery such as trauma reduction and shorter recovery times to an increased number of procedures and patients. This has been achieved in part by dramatically improving the surgeon's precision and control over the anatomy with dexterous articulated instruments and high fidelity 3D vision [2] .
The next paradigm in improving surgeon capabilities is to extend their perception through the fusion of multiple data sources, such as pre-and intra-operative medical imaging modalities, with the endoscopic view (see Figure 1 ). To display this type of data selectively and intelligently, avoiding cluttering the surgeon's view with information that is not valuable, a critical step is to understand what object are currently in view of the endoscope and which parts of the image they represent. This can lead to a higher-level understanding of what type of anatomy a surgeon is currently interacting with or observing or alternatively which task they are performing.
To achieve this, a pixel-wise segmentation of the images captured by the endoscopic camera is required and the stateof-the-art for this type of technique is to use deep convolu- tional neural networks (CNNs) [3] , [4] . These models require huge amounts of data to train and evaluate effectively and a significant limitation within the medical community is lack of high quality labelled data. This has led to the performance advances that have been demonstrated across the mainstream computer vision community to not be frequently observed in medicine, particularly surgery.
To address this shortcoming, in 2017 we released a dataset and challenge to assess the state-of-the-art for surgical image segmentation [1] . 10 datasets of porcine endoscope images where the da Vinci R instruments were segmented into different articulating parts as well as providing labels for the different instrument types. 10 different teams submitted methods and the challenge was won by a team using a modified U-Net architecture [5] . The accuracy of the binary and parts based methods for many of the participants exceeded 0.7 mIoU. Although this score would not be sufficient to consider the problem solved, the results on instruments demonstrated arXiv:2001.11190v2 [cs.CV] 3 Feb 2020 that the scope could be expanded to include more classes without overcomplicating the problem. This led to the creation of the robotic instrument segmentation sub-challenge of the Endoscopic Vision (EndoVis) challenge 1 at MICCAI 2018.
II. DATA A. Challenge Overview
The goal for participants was to perform semantic segmentation of surgical images into a set of medical device classes and a set of anatomical classes. The medical devices were separated into da Vinci instruments, using the same shaft, wrist and jaws division that were used in the 2017 challenge; drop-in ultrasound probes; suturing needles; suturing thread; suction-irrigation devices and surgical clips. This set comprised all non-biological objects that appeared in the images. The anatomical classes were the kidney parenchyma; the kidney fascia and perinephric fat, which we termed 'covered kidney', and small intestine. All other anatomical objects in the scene were grouped into a background class.
The different classes to be segmented in our challenge. The instrument and ultrasound probes were common classes with our 2017 dataset. All other classes were new to this challenge.
B. Data Collection
The entire challenge dataset was made up of 19 sequences which were divided into 15 training sets and 4 test sets. Each sequence came from a single porcine training procedure recorded on da Vinci X or Xi system using specialized recording hardware. Sections of the procedure which contained significant camera motion or tissue interaction were extracted and subsampled to 1 Hz. Similar frames were manually removed until the sequence contained 300 frames. Each frame consists of a stereo pair with SXGA resolution 1280×1024 and intrinsic and extrinsic camera calibrations that were acquired during endoscope manufacture. 1 https://endovissub2018-roboticscenesegmentation.grand-challenge.org
C. Data Annotation
The data was annotated by a team of trained technicians at Intuitive in Sunnyvale, CA using in-house software to generate polygons around each semantic class. Quality control was provided by in-house veterinarians. We labelled only the left eye in the stereo pair to reduce annotation time.
Annotating anatomical data introduced multiple new challenges compared with annotating instruments in our previous challenges where the object classes are very clearly defined. Anatomical data requires a much more complex labelling protocol to resolve ambiguities and achieve a consistent labelling while still respecting higher level objectives for building the segmentation system.
For instance, an anatomical segmentation is likely useful if it can identify gross structures such as organs, yet in surgery these structures are often partially covered in connective tissue and fat. To address this issue, we introduced the label 'covered kidney' as we hoped to provide special treatment to connective tissue and fat that lies on top of an important anatomical structure by effectively combining two labels together to create a new label. However, this type of label can create complications to describe within a consistent protocol. Figure 4 shows a situation where the fascia is stretched so that it temporarily no longer lies on the tissue surface. An additional complication is that for many camera views of anatomical structures, it may be difficult or impossible for a skilled annotator to make identifications. Instead they need to see an extended sequence of images where the structure can be viewed from different angles and distances. This is complicated by the fact that many out-of-the-box annotation tools consider images independently and do not provide any way to easily view a video sequence within the annotation workflow.
III. PARTICIPATING METHODS

A. Konika Minola
Method 1 was from Satoshi Kondo of Konika Minola Inc, Japan. They used a ResNeXt-101 [4] architecture with Squeeze-Excitation blocks [6] and pre-training on the Ima-geNet dataset [7] . The images are downsampled to half resolution for training. 200 epochs are used with stochastic gradient descent, weighted cross entropy loss and a learning rate of 0.1 using cosine annealing. Translation, rotation, resizing, flips and contrast are the augmentation set and no post-processing is applied to the image.
B. National Center for Tumor Diseases
Method 2 was from Sebastian Bodenstedt, Sefan Leger and
Stephanie Speidel at the National Center for Tumor Diseases, Dresden, Germany. Their method was to use a U-Net [8] style architecture with a VGG 19 encoder [9] pre-trained on ImageNet. Data augmentation was applied through hue, saturation, brightness and contrast jitter.
C. Digital Surgery
Method 3 was from Rahim Kadkhodamohammadi, Imanol Luengo, Felix Fuentes Evangello Flouty and Danail Stoyanov at Digital Surgery Ltd., UK. Their model was based on DeepLab V3+ [3] . This uses multi-scale feature extraction using Xception [10] and atrous convolution followed by deconvolution layers to predict class labels. They predicted two sets of scoremaps: the 10 classes provided with the dataset and 5 classes constructed by merging semantically related classes. Their network was trained by optimizing the loss:
where B is the set of boundary pixels, N is the number of pixels in the image, d(a, b) defines the Euclidean distance and d max is the max distance to the boundaries in the batch. Their inference time is 1 FPS on a NVIDIA GeForce 1080 Ti.
D. Norwegian University of Science and Technology
Method 4 was from Ahmed Mohammed and Marius Pedersen from Norwegian University of Science and Technology, Norway and was based on their network, StreoScenNet [11] . Their proposed architecture consists of two ResNet [12] encoder blocks and stacked convolutional decoder network connected with a novel sum-skip connection. This architecture was designed to prevent performance loss from domain shift, by pre-training one encoder with ImageNet. The input to the network is a pair of left and right frames, one to each encoder, and the output is a single mask of the segmented regions for the left frame. It is trained end-to-end and the segmentation is achieved without the need of any pre-or post-processing. The source code can be downloaded from https://github.com/ahme0307/streoscene.
E. Indian Institute of Technology, Madras
Method 5 was from Avinash Kori, Varghese Alex and Ganapathy Krishnamurthi at the Indian Institute of Technhology, Madras, India. They addressed the problem by splitting the task into segmentation of robotic tools and organs and training separate networks for each task. They used a 77 layered fully convolutional dense network architecture and trained the network with a combination of weighted cross entropy and dice loss using the Adam optimizer with a learning rate of 0.001 and a decay rate of 0.1. As a post-processing step, conditional random field (CRF) inference was performed on the logits to reduce false positives.
F. Ostbayerische Technische Hochschule Regensburg
Method 6 was from David Rauber, Robert Mendel, Christoph Palm at Ostbayerische Technische Hochschule Regensburg, Germany. They trained DeepLab V3+, initialized with ResNet-50 pre-trained on ImageNet, using leave-oneout cross-validation. They trained 40 epochs with the 2017 MICCAI data using a learning rate of 1 × 10 −5 and the Adam optimizer, followed by 20 epochs using the 2018 data with a learning rate of 1 × 10 −4 and then 20 epochs using a learning rate of 1×10 −5 , both with the Adam optimizer. They performed data augmentation by splitting the image into 5 subimages of size 640 × 512 using the 4 corners and center of the image. They then applied random scale in the range [0.5, 1.5], random rotation in the range [−90, 90], random brightness in 
I. IRCAD
Method 9 was from Guinther Saibro of IRCAD, France. They also trained a DeepLab V3+ model for this task. The data augmentations they applied was affine transformations, noise and color transformation, applying 20 augmentations for each image.
J. National Taiwan University
Method 10 was from Chi-Sheng (Daniel) Shih and Hsun-An Chiang at the National Taiwan University, Taiwan. Their method is based on PSPNet [14] and they divide the classes of the challenge into semantically similar groups. They first divide into artificial objects and anatomical objects, these classes are then divided into surgical instruments and other artificial objects, and kidney, small intestine and other anatomical objects. From there, these grouped classes were subdivided into the true labels. They also provided a data augmentation technique called collage, which combines parts from different images to form a new training sample.
K. Yale University (MEDYI)
Method 11 was from Juntang Zhuang and Junlin Yang at Yale University, USA. They trained a modified U-Net with a ResNet-101 backbone. Training was performed using SGD with initial learning rate of 0.01, and it decays at epoch 20 and epoch 30 by 0.1. Focal loss was combined with weighted cross entropy loss. An ensemble of 4 models were trained and aggregated with majority voting to obtain the final prediction.
L. ODS.ai
The Open Data Science team submission was from Vladimir Iglovikov and Anton Dobrenkii. They trained a WideResnet38 encoder using an InPlace activated batch norm (ABN) [15] , with DeepLab V3 [16] as the decoder. They used focal loss with γ = 2 using SGD with momentum and a learning rate of 0.035 for 100 epochs. To preprocess the images, they cropped to 712 × 712 and performed random spatial and photometric augmentations.
M. Rediminds Inc.
The submission from Rediminds Inc., USA was from Madhu Reddiboina and Anubhav Reddy. They trained 3 U-Net models to complete the task. A single model was designed to predict background, instrument and kidney as superclasses, this was trained with a learning rate of 0.001 and a decay factor of 0.5 using the Adam optimizer and a cross entropy loss. Another model was trained to predict the instrument shaft, clasper and wrist along with the suturing clips. This model was trained in the same way as the first except the Jaccard index was used as the loss. A final model predicted the instrument wrist and clamp trained with the Dice loss. These models predicted a final label for each pixel as an ensemble.
N. Johns Hopkins University (JHU)
The submission from Johns Hopkins University, USA was from Xingtong Liu, Cong Gao and Mathias Unberath. They trained a Pix2Pix model [17] to perform the segmentation, with a U-Net as the generator. They used class weighted cross entropy, L1 loss and adversarial loss to train the model as well as pretraining it as a re-colorization network. Data augmentation was performed by resizing the images to 256 × 256 as well as performing standard flips, crops, scalings, rotations and translations along with HSV jitter. To generate predictions they simulated new data by apply random spatial and photometric perturbations to each input sample, then reversing those transformations on the prediction and perform ensemble voting on the multiple outputs.
O. Daegu Gyeongbuk Institute of Science and Technology (DGIST)
The submission the Medical Image and Signal Processing Lab at DGIST, South Korea was from Myeonghyeon Kim, Chanho Kim, Chaewon Kim, Hyejin Kim, Gyeongmin Lee, Ihsan Ullah, Miguel Luna and Sang Hyun Park. They trained a U-Net with 5 levels of 2 3 × 3 convolutional layers, ReLu activation and 1 max pooling layer each. The loss function of the model was defined with categorical cross entropy and the model was trained using Adam optimizer with the learning rate: 0.001/(1+0.002×epoch). Each times was downsampled to 384 × 480 and then standardized. The model was trained for 600 epochs.
P. National University of Singapore (NUS)
The submission from NUS, Singapore was from Mobarakol Islam. No additional details were supplied about the submission.
Q. Team Banana
The submission for Team Banana was not accompanied by any data about the team or details about the submission.
IV. RESULTS
The methods were evaluated using the mean intersection over union (IoU) metric, a current standard for assessing segmentation scores in computer vision literature [18] . The IoU for a single class is defined as
where TP is the number of true positive predictions for a class label, FP is the number of false positives and FN is the number of false negatives. To compute the mean IoU we use the arithmetic mean of the IoU for all classes that are present in a given frame. If we are considering a set of classes and none are present in the frame, we discount the frame from the calculation. We compute this score for each frame and average over all frames to get a per-dataset score. When computing overall scores we weight each score by the size of the dataset.
A. Test Dataset 1
Test dataset 1 contains a single zoomed out sequence panning across the liver and stomach before arriving at the kidney parenchyma. The kidney has the fascia and perirenal fat removed and the surgeon dissects a single small piece of kidney tissue with a monopolar scissor instrument. The resected cavity is then sutured up using 2 large needle driver instruments. The numerical results for this dataset are displayed in Table I and show that 3 teams scored above 0.9 IoU for the kidney class and an average score of 0.674, just below the score on the kidney for the best performing dataset, which was dataset 3. Most of the sequence focused on a single close up view of an exposed parenchyma, which is far easier to recognize compared with the fascia covered kidney. Most teams struggled at the start which had a exploratory sequence and camera view obstruction by the cannula.
B. Test Dataset 2
Test dataset 2 maintains a close up view of a kidney which is initially covered by renal fascia and perirenal fat and this is gradually removed using a monopolar curved scissor and fenestrated bipolar forceps instrument. The numerical results are shown in Table II . The parenchyma is segmented more accurately than the 'covered kidney' label with more than 2x the average mean IoU. The qualitative results in Figure  7 illustrate that this class is often mistaken for background and vice-versa.
C. Test Dataset 3
Similarly to test dataset 1, test dataset 3 has a close-up sequence of the parenchyma which has been exposed by the removal of the fascia and fat. The instruments in the sequence are a large needle driver and a large needle driver. The camera moves from the center of the parenchyma to focus on a hilar exposure. is looks like a straightforward sequence with many frames showing a complete close-up view of the kidney however the scores are quite poor, mostly likely due to the heavily covered surface of the kidney.
D. Test Dataset 4
Test dataset 4 begins from a zoomed out view of a kidney which is occluded by fascia and fat with a large amount of small and large intestine at the bottom of the image. The camera then moves directly over the kidney where a Maryland Bipolar Forceps instrument and a Prograsp Forceps instrument are used to scan the surface with a drop in ultrasound probe. The camera and instruments are then moved to the liver where the US probe is used again. Liver is categorized as background in our dataset. The numerical results for test dataset 4 are shown in Table IV and the qualitative results are shown in Figure 9 . The results for the kidney classes were the worst across all of the test datasets, which is expected given that most of the kidney surface is covered. Fig. 9 : Qualitative results for test dataset 4 showing frames 10, 55, 125 and 237 alongside the ground truth images and submission images from randomly chosen teams.
