We construct two-frequency-dependent Gauss quadrature rules which can be applied for approximating the integration of the product of two oscillatory functions with di erent frequencies ÿ 1 and ÿ 2 of the forms,
Introduction
The need often arises for evaluating the deÿnite integral of a function that has no explicit antiderivative or whose antiderivative is not easy to obtain. Newton-Cotes and Gauss rules which are based on polynomials are commonly used to get the integral approximation. However, these classical rules do not work e ectively for approximating the integration of oscillatory functions with frequency in the sense that the accuracy of the classical rules deteriorates rapidly as the frequency increases.
In fact, the most well-known method to obtain the classical Gauss rule is based on the orthogonal polynomials. An attempt to use this rule for simpliÿed oscillatory integrands is described in Section 2.10.4 of [1] and its consequence consists of a set of two quadrature rules which resulted from a severe restriction, that is a positive weight function. Under the situation, the classical approach is hopeless in the e orts to derive a single rule from oscillatory integrands. Thus, we have opted to investigate exponentially ÿtted techniques toward the goal to get the single rule for oscillatory integrands.
Fundamental concepts of exponentially ÿtted quadrature rules on oscillatory integrand were recently given in [5] and such topics were further advanced to overcome the mentioned deterioration of the accuracy of the classical rules coexisting with oscillatory integrands [7] . Moreover, by adding the values of the ÿrst derivative of the integrand to Newton-Cotes-type rule for approximating the integration of oscillatory functions, the accuracy of the rule was improved [9] . Another subject which generalized the approach of [9] by admitting that the pointwise values of higher order derivatives up to pth order were also available, was examined in [10] . In the context of the above exponential-ÿtting-based results, extended Newton-Cotes rule depending on two parameters was constructed when the abscissas of the rule were assumed known [8] . The quadrature rules for rapidly oscillatory integrands under di erent construction were also presented in [2, 3] .
In particular, the exponentially ÿtted Gauss rules depending on one frequency which were studied in [7] , showed a characteristic property of the weights leading to a decreasing error: The values of the weights tend to zero as the frequency increases. In this paper, the one-frequency-based Gauss rule is newly extended into the version with two frequencies in the sense that the latter tends to the former as one frequency approaches the other frequency and that the latter gives better accuracy for approximating the integration of the product of two oscillatory functions than the former. It is also examined if some features of the former including the above-mentioned characteristic property of the weights continue to exist in the place of the latter.
In Section 2, we construct the system of nonlinear equations to provide two-frequency-dependent rules. In Section 3, we explain about the regularization procedure to avoid the singularity of the Jacobian matrix of nonlinear system of equations which is induced as one frequency approaches the other frequency. In Section 4, error analysis of one-and two-frequency-dependent rules is compared. In Section 5, examples are presented to illustrate better accuracy of two-frequency-dependent rule than of other rules.
Two-frequency-dependent rule
We consider two oscillatory functions with di erent frequencies ÿ 1 and ÿ 2 of the forms,
where f i; j are assumed to be smooth enough to be approximated by polynomials. The product y(x) of the two functions y 1 (x) and y 2 (x) is written as
where ! 1 = ÿ 1 − ÿ 2 , ! 2 = ÿ 1 + ÿ 2 and
(f 1; 1 f 2; 2 − f 1; 2 f 2; 1 );
(f 1; 1 f 2; 2 + f 1; 2 f 2; 1 ):
It shows that the ÿnal form of the product is a sum of two oscillatory functions with frequencies ! 1 and ! 2 . Therefore, this result leads to constructing quadrature rules for the sum of two oscillatory integrands with di erent frequencies instead of constructing for the product of y 1 (x) and y 2 (x), y 1 (x) × y 2 (x), itself with two frequencies ÿ 1 and ÿ 2 . We assume that the frequencies ! 1 and ! 2 are positive, otherwise just rearrange ÿ 1 and ÿ 2 .
Following the exponentially ÿtted approach of [5] , we introduce the functional L(y(x); h; C),
where C is the vector of coe cients w k and x k ; C = (w 1 ; w 2 ; : : : ; w N ; x 1 ; x 2 ; : : : ; x N ). When the values of the frequencies are assumed known, the problem consists in determining the weights w k and the nodes x k from the conditions L(x n−1 exp(±i!x); h; C) = 0 (! = ! 1 ; ! 2 and n = 1; 2; : : :)
because the functions sin(!x) and cos(!x) are linear combinations of exponential functions exp(±i!x). That is, 2N unknowns w k and x k should be determined by solving the system of nonlinear equations (4) in w k and x k . Let n * 1 denote the maximum value of n with respect to the frequency ! = ! 1 in need when getting such 2N unknowns. Likewise, the maximum value of n for ! = ! 2 will be denoted by n * 2 . There is no theoretical restriction on the values to be chosen for n * 1 and n * 2 except that n * 1 + n * 2 = N . However, not all choices are equally convenient. The ÿnal form of y(x), (2), is playing a crucial role in the advantageous selection of n * 1 and n * 2 . If h 1 (x), h 2 (x) behave like constant and h 3 (x), h 4 (x) do like polynomials of degree two, it is certainly su cient to take n * 1 = 1 and n * 2 = 3. This is the selection that is low cost and acceptable. As a result, integral approximation obtained from the selection of n * 1 ¿ 1 and n * 2 ¿ 3 (that is, N = n * 1 + n * 2 ¿ 4) will be at least as accurate as the one from the low cost selection of n * 1 = 1 and n * 2 = 3. But, there will be no big di erence of accuracy between them.
For n = 1 we have
where
Likewise,
Functions (Z); Á 0 (Z); : : : which were ÿrst deÿned in Section 3.4 of [4] are given for the rest of this paper. Deÿnition 1. Deÿne functions and Á s by (i)
(ii)
(iii) for Z = 0 let 
The functions deÿned in Deÿnition 1 satisfy the following two properties [4] .
(i) Power series:
(ii) Di erentiation with respect to Z:
Á s+1 (Z); s = 0; 1; 2; : : : :
Let us introduce the following notations:
Then, we get:
Now, the two equations L(exp(± x); h; C) = 0 are obviously equivalent to
From the relations,
Eqs. (4) are equivalent to
with respect to Z, respectively (m = 0; 1; : : :).
In the classical Newton-Cotes rule, the weights w k are symmetric if symmetrically positioned nodes x k are taken with respect to the origin. In fact, this property is justiÿed by Hermite interpolation theory [11, Chapter 3] . The same property is preserved in the exponentially ÿtted rules as long as the nodes are symmetrically positioned [10] . In accordance with such results, we take symmetric weights and symmetrically placed nodes with respect to the origin in the system of nonlinear equations (19). As an advantageous result, the second equation of (19) is automatically satisÿed with ! = ! 1 and ! 2 . Therefore the set of 2N equations is reduced to only N e ective equations. That is, only N of 2N equations are e ective for the calculation of the coe cients w k and x k . In Section 5, we will focus on the even N case with equal values of n * 1 and n * 2 for symmetric weights and symmetrically placed nodes. Accordingly, we have n * 1 = n * 2 = N=2. Other cases will not be investigated. But, the odd N case with equal values of n * 1 and n * 2 can be also considered in the frame of exponentially ÿtted approach. This means introducing n * 1 = n * 2 = (N − 1)=2 and adding one more condition because N=2 is not an integer for odd N and
As explained in [5] , the condition is simply L(1; h; C) = 0. Thus, this odd N case also leads to N equations for the calculation of the coe cients w k and x k .
A regularization procedure
Much more important for application is the case of asymptotic ! 1 and ! 2 , that is either ! 2 → ! 1 or ! 1 ; ! 2 → 0. By the nature of exponentially ÿtted method, two-frequency-dependent quadrature rules tend either to one-frequency-dependent rules in the limit ! 2 → ! 1 or to the classical Gauss rules in the limit ! 1 ; ! 2 → 0. The essence of the transition is understood by manipulating the original two equations:
where 1 = i! 1 and 2 = i! 2 . As 2 → 1 , the above two equations become identical and thus the standard Jacobian matrix (additionally explained in Section 5) of the nonlinear system becomes singular. To avoid the problem, we need a proper regularization procedure. That is, from (20) and (21), we have
and this equation tends to
Furthermore, when 1 and 2 approach the zero (equivalently, ! 1 ; ! 2 → 0), (20) and (23) tend to the following two equations:
respectively. In conclusion, the original two equations (20) and (21) tend to the same system of nonlinear equations as we need to obtain the classical Gauss rule which is exact for y(x) = 1; x.
As an analogue of the process mentioned above, the regularization technique is re ected on the ÿrst equation in (19) with ! = ! 1 and ! 2 in a way that the following two equations, for m = 0,
give
From Taylor series for Á 0 (Z) and (Z) and the di erentiation property (14), Eq. (27) becomes
For detailed stages of the procedure involving more equations, the method which was introduced in [6] is applied to prevent the Jacobian matrix of the nonlinear system from being singular. Through completing the whole stages of the procedure, the N equations which are obtained from the ÿrst equation of (19) for m = 0; 1; : : : ; N=2 − 1 with respect to ! = ! 1 and ! 2 , are newly arranged in such a manner using the Taylor series for Á s (Z) and (Z) and the di erentiation property (14) as the two equations (25) and (26) result in (28). When the regularization procedure, for example (27), is actually implemented in the computer programming, a threshold value is introduced to compute Z 1 and Z 2 -dependent quantities in the quotient form in (27) by their own form when
and by truncated Taylor series of (28) when
Error analysis
The classical method [5, 9] of performing the error analysis states that the functional L is written
Because the series expansion in (29) was basically constructed on Taylor series, in other words, on using polynomials, we need a di erent approach to generate the error form for exponentially ÿtted quadrature rules. The basic concepts [5] of error analysis about one-frequency-based rule are extended into as follows. L(exp( x); h; C) = 0 and = i! (or L(exp(− x); h; C) = 0) suggest that the series expansion of L in (29) necessarily contain a factor of the form (D − ) (or (D + )). In general, L(x n exp(± x); h; C) = 0 implies that the necessary factor is (
as the natural generalization of the classical expansion (29). Consider the two-frequency-dependent case N = 2 and n * 1 = n * 2 = 1 in which we have L(exp(± 1 x); h; C) = 0; (32)
Then, the error is expressed as
For any combination of n * 1 and n * 2 satisfying the relation n * 1 + n * 2 = N , general form of the error is given by
When taking y(x) ≡ 1 in (35), we get
and
Therefore, we have Theorem 2. Let E be the ÿrst nonvanishing term of the error of two-frequency-dependent quadrature rule. Then,
Let us examine more about the factor (
n * 2 y(x) in (39). The fact that the product y(x) in (2) is expressed by the sum of two oscillatory functions, plays an important role in the followings. Let us rewrite the sum as y(x)=r 1 (x)+r 2 (x) where r 1 (x)=h 1 (x) cos(! 1 x)+h 2 (x) sin(! 1 x) and r 2 (x) = h 3 (x) cos(! 2 x) + h 4 (x) sin(! 2 x). Then, we have
and the largest exponent of
n * 2 r 2 (x)) is n * 1 (or n * 2 ), respectively, because there are some cancellations in (D 2 + ! (42), it is now explained why the two-frequency-based rule is more accurate in error estimates than one-frequency-based rule. To facilitate the discussion, we assume ! 1 ¡ ! 2 (equivalently ! 1 =! 2 ¡ 1). As the two frequencies increase, (a) of (42) obviously decreases but (b) of (42) has a component (! 2 =! 1 ) 2n * 1 −2k2 greater than 1. However, as long as there is a constant satisfying the relation 1 ¡ ! 2 =! 1 ¡ , we have
and thus (b) also decreases. Likewise, the same conclusion is reached when ! 1 ¿ ! 2 . This useful property of two-frequency-based rule is not shared with one-frequency rule. If we take one-frequencybased rule, say, ! 1 -dependent rule, then it means taking n * 2 = 0 and so n * 1 = N in the ÿrst error term E in (39). As a result, not all terms of (42) tend to the zero. That is, (b) of (42) becomes (! 2 =! 1 ) 2N −2k2 , k 2 = 0; 1; : : : ; N . These ÿndings are reinforced by examples in the next section.
Example and discussion
After ÿnishing the mentioned regularization procedure, let us assume that the system of nonlinear equations expressed by terms of Á s has the form f 1 (C) = 0; f 2 (C) = 0; : : : ; f N (C) = 0;
where each function f i (i = 1; 2; : : : ; N ) can be thought of as mapping a vector C (=(C i ) = (w 1 ; w 2 ; : : : ; w N1 ; x 1 ; x 2 ; : : : ; x N2 ) where N 1 + N 2 = N ) of N -dimensional space R N into the real line R. This system of N nonlinear equations in N unknowns can alternatively be represented by deÿn-ing a function F, mapping R N into R N by
System (44) is now equivalent to F(C) ≡ 0. We use the standard Newton's method for the solution of the nonlinear system which is generally expected to give quadratic convergence. This method is stated as
where the N × N matrix J is the Jacobian matrix, J ij (C) = @f i (C)=@C j (i; j = 1; 2; : : : ; N ), C (0) is the starting value and k ¿ 1.
According to the results of [7] , one-frequency-dependent Gauss rules show a tendency that, when the frequency is increased, the weights become smaller and smaller toward the zero while the nodes tend to occupy slanted positions to the end points of [ − 1; 1] for symmetric weights and symmetrically placed nodes. As for the two-frequency-based rules, what are the properties of the weights and nodes? In order to answer such a question, we investigated the cases of N = 2; 4; 6 satisfying the relation n * 1 = n * 2 for symmetric weights and symmetrically placed nodes. Their output shows that the tendency of the one-frequency-dependent rule is also preserved when the nonlinear system (44) is solved in a correlated way of w 1 and w 2 , w 1 = and w 2 = + c (c is a nonnegative constant and ¿ 0). Thus, the decreasing weights, one of the preserved results, imply that L * 0 (h; C) becomes bounded by 2h. This fact leads us to a conclusion that the ÿrst nonvanishing term E in (39) ÿnally decreases. For some particular values of ! 1 h and ! 2 h (i.e., for some values of h if ! i is chosen, or some values of ! i if h is chosen), it may happen that the value of the determinant |J | of the Jacobian matrix is zero and then the weights and nodes will exhibit a pole behavior around the critical values of ! i h. Those critical values have been detected for the two-frequency-dependent rules, but these have appeared at |(! 1 − ! 2 )h| ¿ const for a positive number const. For example, for N = 6 the ÿrst critical value appeared at |(! 1 − ! 2 )h| ¿ 5. Moreover, the number const tends to increase as the number N of nodes increases.
We consider the case of x=1 and h=0:1 in (3) for y 1 (x)=cos((ÿ 1 +1)x) and y 2 (x)=cos((ÿ 2 +1)x). Note that for each i = 1; 2, y i (x) comes when f i; 1 (x) and f i; 2 (x) in (1) As shown in the ÿgures, the two-frequency-based rule gives more accurate approximation for the integral than the one-frequency-based rule. Such a gain in accuracy is obtained technically from the regularization procedure between two frequencies and theoretically from the error analysis. In practice, the solution of the nonlinear system (44) was obtained by MATLAB [12] when the absolute value of each function f i in (44) was less than 10 −15 , that is |f i | ¡ 10 −15 (i = 1; 2; : : : ; N ). Furthermore, the Newton method (46) was applied to generate all the ÿgures until at least nine signiÿcant decimal digits of the weights and nodes remain unchanged from the criterion of the relative error. The Newton method requires an initial guess for the solution of (44). The classical Gauss rule can provide the ÿrst initial set for the case = 0 and its output can be the next initial set as increases. Standard solvers in any library of mathematical softwares can be also used to solve the nonlinear system because each equation in system (44) is analytically expressed by the series of the functions Á s (Z), as already investigated in Section 3. When we illustrate Figs. 3 and 4 (also Figs. 1 and 2) , for the whole range of the condition number of the Jacobian matrix J is bounded by 10 6 for N = 4 and 10 11 for N = 6. But the number can be easily reduced by a well-known way: We make a diagonal matrix D = (d ij ) i; j=1; 2; :::; N whose diagonal element d ii is the reciprocal of the largest absolute value of elements in each i-row of J . After multiplying both sides of J X = F t in (46) by the diagonal matrix D, the maximum bound 10 6 and 10 11 are reduced, in a remarkable change, to 10 2 and 10 4 for N = 4; 6, respectively. Based on the theoretical expectations and the numerical results that we investigated above, the new version is a reliable and e cient tool for evaluating integrals of the product of two oscillatory functions.
