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Preámbulo
Este doumento es la primera parte de los apuntes del urso de dotorado "Métodos
analítios y análisis de señal"del Máster Universitario en Tenologías y Sistemas de
Comuniaiones de la ETSIT-UPM.
El objetivo del urso es reforzar los reursos matemátios de los ingenieros de teleomu-
niaión para failitar la realizaión de la tesis dotoral.
En esta primera parte se intenta failitar el uso del álgebra lineal omo herramienta en
esta rama de la ingeniería. Esta parte del urso se divide en tres partes:
En los primeros temas, básiamente de repaso y nivelaión, se aproveha para
estableer onexiones entre oneptos de álgebra lineal y de teoría de la señal.
A ontinuaión se estudian el análisis de omponentes prinipales, la desomposi-
ión en valores singulares y varias versiones del problema de mínimos uadrados,
temas que probablemente onstituyen las herramientas fundamentales para abor-
dar problemas de análisis de señales en términos de subespaios y distanias eulí-
deas. Los fundamentos proporionados permiten abordar de forma senilla otros
problemas omo el análisis disriminante lineal y el esalado multidimensional.
En los últimos temas se estudian las uestiones fundamentales relativas a la imple-
mentaión de algoritmos matriiales, omo son iertas fatorizaiones matriiales
y los oneptos de ondiionamiento y estabilidad.
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Capítulo 1
Introduión al álgebra matriial
1.1. Espaios vetoriales. Bases
En este apítulo inluimos algunas uestiones básias de álgebra matriial que resultarán
útiles en los desarrollos del urso.
Un espaio vetorial V sobre un uerpo K es un onjunto uyos elementos denominare-
mos vetores dotado de dos operaiones: la suma de vetores, que representaremos on el
símbolo de suma habitual, y el produto de vetor por un elemento del uerpo (esalar),
que representaremos on un punto o sin operador. Las operaiones deben veriar las
siguientes propiedades (representando en negrita los vetores):
(1) (u+ v) +w = u+ (v +w) (asoiativa)
(2) u+ v = v + u (onmutativa)
(3) u+ 0 = u para todo u (existenia de elemento neutro)
(4) Para todo u existe −u tal que u+ (−u) = 0 (existenia de elemento simétrio)
Las propiedades anteriores (1), (3) y (4) son las que araterizan a un grupo, y la (2) la
que lo hae un grupo onmutativo.
(5) α(βu) = (αβ)u
(6) 1u = u
(7) α(u+ v) = αu+ αv (distributiva).
Ejemplos de espaios vetoriales son Rn (sobre R) y Cn (sobre C) deniendo la suma y
el produto por esalar de la forma natural. Otros ejemplos: El onjunto de las funiones
de variable real, el de las funiones ontinuas de variable real, el de las seuenias. En
la prátia, a la hora de omprobar si un onjunto es un espaio vetorial lo primero
que hay que veriar es que las operaiones estén bien denidas, es deir, que uan-
do multipliamos por un esalar o uando sumamos dos elementos no nos salimos del
onjunto.
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Un subespaio vetorial o variedad lineal es un subonjunto de un subespaio vetorial
que a su vez es subespaio vetorial.
Un sistema de generadores es un onjunto de vetores tal que ualquier vetor del espaio
se puede poner omo ombinaión lineal de los elementos del onjunto (suma (nita) de
elementos del onjunto multipliados por esalares). Un sistema libre de vetores (o de
vetores linealmente independientes) es un onjunto en el que ningún elemento se puede
poner omo ombinaión lineal de los demás, o, equivalentemente, en el que la únia
forma de onseguir el 0 omo ombinaión lineal es tomar todos los esalares igual a
ero.
Una base es un onjunto ordenado que es a la vez sistema de generadores y sistema libre.
Tiene la propiedad de que todo vetor tiene una representaión únia omo ombinaión
lineal de los vetores de la base. Esta representaión se denomina oordenadas del vetor.
Se puede demostrar que si un espaio vetorial tiene una base nita, entones todas sus
bases son nitas y tienen el mismo número de elementos. Llamamos a este número
dimensión del espaio.
Espaios de dimensión nita son, además de los Kn, el onjunto de las seuenias pe-
riódias de periodo N o el de las señales de tiempo ontinuo periódias de periodo T
formadas por freuenias menores que W .
Cuando un espaio no es dimensión nita, se die que es de dimensión innita. Es fáil
enontrar ejemplos de espaios de dimensión innita en los espaios de señal.
En Kn se dene la base anónia {e1, . . . , en}, en la que ei es el vetor on todos los
elementos iguales a ero exepto el i-ésimo, que vale uno.
1.2. Apliaiones lineales
1.2.1. Apliaiones lineales y matries
Una apliaión lineal u homomorsmo entre dos espaios vetoriales U y V es una
apliaión f de U en V on la propiedad
f(αu+ βv) = αf(u) + βf(v).
A partir de esta deniión es inmediato que f está determinada por las imágenes de los
vetores de una base {u1, . . . ,un} de U :
x =
n∑
i=1
xiui ⇒ f(x) =
n∑
i=1
xif(ui).
Se omprueba fáilmente que la omposiión de apliaiones lineales es otra apliaión
lineal y que la inversa de una apliaión lineal, si existe (es deir, si la apliaión es
biyetiva), también es una apliaión lineal.
Si en un espaio vetorial U sobre K, de dimensión n, jamos una base, la funión
que asigna a ada vetor sus oordenadas respeto de la base es una apliaión lineal
biyetiva de U en Kn que nos permite en ierto modo identiar U on Kn. Sin embargo
no onviene olvidar que la identiaión es un tanto arbitraria, pues viene dada por la
base, aunque en algunos asos pueda haber bases que resulten naturales y hagan que
la identiaión sea (o pareza) más natural. El ejemplo trivial es la base anónia de
Kn.
Usando bases en los espaios de partida y de llegada, toda apliaión lineal entre espaios
vetoriales de dimensiones n y m se puede ver omo una apliaión lineal de Kn en
Km, aunque su determinaión onreta depende (perdón por la insistenia) de las bases
utilizadas.
Si f es una apliaión lineal de Kn en Km, denimos la matriz m × n asoiada omo
una tabla de m las y n olumnas uyas olumnas son las imágenes de los vetores de
la base anónia de Kn.
Denimos el produto de una matriz A, m× n, por un vetor de Kn, omo el vetor de
Km dado por
(
a1 · · · an
)︸ ︷︷ ︸
A

x1..
.
xn


︸ ︷︷ ︸
x
= x1a1 + . . .+ xnan.
Obsérvese que si A es la matriz de la apliaión lineal f : Kn → Km, tenemos
f(x) = Ax,
lo que justia la deníión de la matriz y del produto de matriz por vetor.
Podemos visualizar el produto de una matriz por un vetor omo un nuevo vetor
generado omo ombinaión lineal de las olumnas de la matriz on oeientes dados
por el vetor.
Si U tiene dimensión n y V tiene dimensión m, la apliaión lineal f : U → V tiene,
omo hemos diho, una apliaión asoiada denida Kn en Km, que dependerá de las
bases elegidas. Por tanto podemos hablar de la matriz de la apliaión f respeto de
estas bases.
Un aso importante de apliaión lineal de Kn en Kn es el dado por un ambio de base
en un espaio vetorial. Si B y B′ son dos bases de U , la apliaión que asoia a las
oordenadas respeto de B, xB ∈ Kn, de un vetor x ∈ U sus oordenadas respeto de
B′, xB′ ∈ Kn, es una apliaión lineal de Kn en Kn. De auerdo on la deniión de
matriz asoiada a una apliaión lineal de Kn en Km, las olumnas de la matriz de la
apliaión del ambio de base serán las oordenadas respeto de B′ de los vetores que
en la base B tienen por oordenadas los vetores de la base anónia, es deir, de los
vetores de la base B.
Utilizaremos las siguientes deniiones y notaión: Una matriz diagonal es la que tiene
todos los elementos igual a ero exepto los de la diagonal prinipal, que son los que
tienen los dos índies iguales). I es la matriz identidad (matriz uadrada on unos en
la diagonal prinipal y eros en el resto). Si A es una matriz, A⊤ es su traspuesta (la
que obtenemos poniendo las olumnas omo las), A¯ su onjugada y A∗ su traspuesta
onjugada. Una matriz es uadrada si tiene tantas las omo olumnas, simétria si
oinide on su traspuesta y hermítia si oinide on su transpuesta onjugada. Una
matriz triangular superior (inferior) es la que tiene sólo eros debajo (enima) de la
diagonal prinipal.
1.2.2. Produto de matries
Consideramos las apliaiones lineales
Kn
f−→ Km g−→ Kp.
Si A =
(
a1 · · · an
)
es la matriz de f y B =
(
b1 · · · bm
)
la de g, denimos la matriz
produto BA omo la de la apliaión ompuesta g ◦ f . La olumna k de BA será
g(f(ek)) = g(ak) = Bak.
Por tanto podemos visualizar el produto BA omo una nueva matriz uya olumnas
son ombinaiones lineales de las de B mediante oeientes dados por una olumna
de A:
AB = A
(
b1 . . . br
)︸ ︷︷ ︸
B
=
(
Ab1 . . . Abr
)
. (1.1)
Y en el aso de que la segunda matriz sea una matriz olumna (vetor),
(
a1 · · · an
)︸ ︷︷ ︸
A

x1..
.
xn


︸ ︷︷ ︸
x
= x1a1 + . . .+ xnan, (1.2)
Igualmente útiles son las versiones transpuestas de estas fórmulas. La primera nos die
que el produto de una matriz la por una matriz es un vetor la ombinaión lineal
de las las de la matriz on pesos indiados por los oeientes del vetor.
(
y1 . . . ym
)b
∗
1
.
.
.
b∗m

 = (y1b∗1 + . . .+ ynb∗n) . (1.3)
La segunda nos da el produto de dos matries en términos de las las de la primera:
a
∗
1
.
.
.
a∗r

B =

a
∗
1B
.
.
.
a∗rB

 . (1.4)
El produto de dos matries se puede alular mediante la fórmula siguiente. SiA = (aij),
B = (bij) y AB = (cij),
cij =
∑
k
aikbkj.
De la asoiatividad de la omposiión de apliaiones se desprende la asoiatividad del
produto de matries.
Una propiedad inmediata es (AB)⊤ = B⊤A⊤. Otra propiedad importante es que el
produto se puede alular por bloques, es deir, que si A y B se desglosan en submatries
Aij y Bij formadas seleionando iertas las y olumnas de la matriz global, siempre
que los produtos entre submatries estén denidos, el produto AB se puede alular
apliando la fórmula del produto a los bloques. Por ejemplo, si dos matries 4 × 4 se
subdividen en matries 2× 2 Aij y Bij , tenemos(
A11 A12
A21 A22
)(
B11 B12
B21 B22
)
=
(
A11B11 + A12B21 A11B12 + A12B22
A21B11 + A22B21 A21B12 + A22B22
)
.
1.2.3. Rango y núleo de una matriz. Matriz inversa
La imagen (range) imA de una matriz A es el subespaio generado por sus olumnas.
El núleo (nullspae, kernel) kerA de la matriz es el onjunto de vetores que tienen
imagen ero.
El rango (rank) de una matriz es la dimensión de su imagen. Coinide on la dimensión
del subespaio generado por sus las (es deir, el rango de una matriz oinide on el
de su traspuesta). El rango más la dimensión del núleo es igual al número de olumnas
(estas armaiones serán onseuenia inmediata del teorema de desomposiión en
valores singulares).
Una matriz m × n es de rango máximo si tiene el máximo rango posible dadas sus
dimensiones, es deir, el mínimo de m y n.
Si una matriz uadrada A, m × m, es de rango máximo, entones la dimensión de su
imagen es m, es deir, es todo el espaio. En partiular podremos expresar ada vetor
de la base anónia omo ombinaión lineal de las olumnas de A. De aquí se desprende
que existe una matriz B tal que AB = I. B es la matriz inversa de A, que se nota A−1,
y que también veria A−1A = I. De heho las ondiiones AB = I y BA = I resultan
ser equivalentes.
Una matriz uadrada on inversa se llama regular, y en aso ontrario se die que es
singular.
Se pueden demostrar las propiedades siguientes:
(1) (AB)−1 = B−1A−1,
(2) (A−1)⊤ = (A⊤)−1,
(3) (A−1)∗ = (A∗)−1.
Notaremos estas última matries, respetivamente, omo A−⊤ y A−∗.
Ejeriios
1.1. (a) Si p y q son vetores olumna de uatro omponentes linealmente independientes, alular el
rango de la matriz pq⊤ − qp⊤.
(b) Esribir esta matriz omo un produto de matries.
1.2. Utilizando la interpretaión del produto de matries, demostrar que el produto de dos matries
triangulares superiores es otra matriz triangular superior.
1.3. Dado el vetor v ∈ R3, obtener la matrizMv tal que Mvx = v×x para ualquier vetor x. Indiar
el la imagen y el núleo de la matriz.
1.4. (a) Se die que dos subespaios E y F de V son omplementarios uando el menor subespaio que
ontiene a ambos es V y su interseión es {0}. Demostrar que si E y F son omplementarios todo
vetor de V se puede expresar de forma únia omo suma de un vetor de E y otro de F .
(b) Una apliaión lineal P de V en V es una proyeión uando veria P 2 = P .
Demostrar que el núleo y la imagen de una proyeión se ortan en {0}. Indiaión: Tomar un y = Px
que esté en el núleo y la imagen y demostrar que es ero
() Demostrar que ada vetor se puede esribir de forma únia omo suma de un vetor del núleo de
P y un vetor de su imagen. Indiaión: Esribir x omo x = Px+ (x− Px).
(d) Demostrar que si E y F son subespaios de V que se ortan en {0} y expanden V , existe una únia
proyeión que tiene a E y F , respetivamente, omo núleo y rango. (Indiaión: Comprobar que la
proyeión restringida a su imagen es igual a la identidad.) Esta proyeión se die que es la proyeión
sobre F paralela a E.
(d) Demostrar que si P es una proyeión, también lo es I − P . ¾Qué relaión existe entre los núleos
y los rangos de estas proyeiones?
1.3. Formas bilineales, sesquilineales y uadrátias
Una forma bilineal ψ es una apliaión de V 2 en K lineal en ambas variables. Se die
que es simétria si ψ(u,v) = ψ(v,u).
En el aso de espaios vetoriales sobre C hay que distinguir las formas bilineales simé-
trias de las formas sesquilineales simétrias onjugadas, que verian:
(1) ψ(αu+ βv,w) = αψ(u,w) + βψ(v,w),
(2) ψ(u,v) = ψ(v,u),
y, omo onseuenia,
(3) ψ(u, αv + βw) = α¯ψ(u,v) + β¯ψ(v,w).
Es fáil omprobar que una forma bilineal ψ está determinada por las imágenes de los
pares de vetores de una base y que una forma bilineal en Kn se puede expresar omo
ψ(u,v) = v⊤Mu,
donde M es simétria si lo es ψ (y vieversa). De heho, si M = (mij), mij = ψ(ei, ej).
Una forma bilineal denida sobre otro espaio se puede expresar de la misma forma
tomando una base. En ese aso los oeientes de M son las imágenes de los pares de
vetores de la base.
Análogamente, una forma sesquilineal simétria onjugada denida sobre Cn está de-
terminada por las mismas imágenes y se puede esribir omo
ψ(u,v) = v∗Mu, M = (mij), mij = ψ(ei, ej).
Una forma uadrátia es una apliaión f de V en K denida a partir de una forma
bilineal simétria o de una forma sesquilineal simétria onjugada ψ omo
f(u) = ψ(u,u).
Obsérvese que en el aso de que f derive de una forma sesquilineal simétria onjugada,
sólo puede tomar valores reales, puesto que la simetría onjugada implia ψ(u,u) =
ψ(u,u).
Respeto de una base, f está, obviamente, dada en el primer aso por una expresión de
la forma
f(u) = u⊤Mu,
on M simétria, y en el segundo por una de la forma
f(u) = u∗Mu,
on M hermítia. Una forma bilineal simétria (o sesquilineal simétria onjugada) está
unívoamente denida por su forma uadrátia asoiada (puesto que ésta determina la
matriz M).
Las formas uadrátias on valores en R se lasian en denida negativa, semidenida
negativa, nula, semidenida positiva, denida positiva o indenida según tomen, para
vetores no nulos, respetivamente, valores siempre negativos, negativos o nulos, nulos,
positivos o nulos, siempre nulos o positivos y negativos.
1.4. Determinantes
Una forma multilineal alternada es una apliaión de V r (r ≤ n) en K que es lineal en
ada una de sus variables (multilineal) y uyo valor ambia de signo si se interambian los
valores de dos variables (alternada). Una forma multilineal alternada denida sobre V n
(es deir, que se ome n vetores y produe un esalar) está unívoamente determinada
por el valor que asigna a una base ualquiera de V .
El determinante de una tupla de n vetores de Kn es la forma multilineal alternada que
asoia la unidad a la base anónia.
El determinante de una matriz uadrada A, que se nota omo |A| o omo det(A), es
el determinante de sus vetores olumna. Las prinipales propiedades del determinante
son:
(1) |AB| = |A||B|
(2) |A⊤| = |A|
(3) A regular ⇔ |A| 6= 0.
1.5. Autovalores y autovetores
Una apliaión lineal de un espaio vetorial en sí mismo se denomina endomorsmo.
Los autovetores de un endomorsmo f son vetores no nulos on la propiedad
f(v) = λv.
Se die entones que el esalar λ es el autovalor asoiado al autovetor.
Si A es la matriz del endomorsmo de Kn, un autovetor v on autovalor λ estará en
el núleo de A − λI. Por tanto A − λI es singular, luego su determinante es nulo. Por
tanto los autovalores de A son raíes del polinomio |A−λI|, que se denomina polinomio
araterístio.
Autovetores on distintos autovalores son linealmente independientes.
Cada raíz simple tiene asoiado un autovetor, que está denido salvo onstante multi-
pliativa. Una raíz de multipliidad n tiene asoiado un espaio vetorial de dimensión
m ≤ n. Se die que n es la multipliidad algebraia del autovalor y que m es su multi-
pliidad geométria.
Dos propiedades que relaionan los autovalores de una matriz on funiones de sus oe-
ientes son las siguientes:
(1) El produto de los autovalores es igual al determinante de la matriz.
(2) La suma de los autovalores es igual a la traza de la matriz (suma de los elementos
de la diagonal prinipal).
Estas propiedades son onseuenia de las relaiones de Cardano apliadas a los oe-
ientes del polinomio araterístio.
1.6. Busando las matries más senillas
Dado que las matries de las apliaiones lineales y las formas uadrátias dependen
tanto de la apliaión o de la forma en sí omo de las bases que tomemos, se plantea la
uestión de si podemos tomar bases respeto de las uales las matries tengan la forma
más senilla posible, que es la diagonal. Consideraremos tres asos por separado.
1.6.1. Apliaiones lineales entre espaios distintos
Veamos en primer lugar ómo afetan los ambios de base a la matriz de una apliaión
lineal.
Si la apliaión f : U → V tiene matriz A respeto de iertas bases iniiales, y luego
ambiamos estas bases de forma que los ambios de base vienen dados en U y en V ,
respetivamente, por las euaiones x′ = Cx, y′ = Dy, podemos obtener fáilmente la
matriz de f respeto de las nuevas bases. Notando por y′ las oordenadas respeto de
la nueva base de la imagen del vetor on nuevas oordenadas x′, tenemos
y′ = Dy = DAx = DAC−1x′
luego la matriz respeto de las nuevas bases es A′ = DAC−1.
Más adelante veremos que siempre podemos enontrar bases on matries de ambio
que hagan A′ diagonal. Será una onseuenia inmediata del teorema de desomposiión
en valores singulares.
1.6.2. Diagonalizaión
Si f es un endomorsmo sólo podemos jugar on un ambio de base, por lo que omo
resultado de la disusión anterior tendremos A′ = CAC−1. Dos matries relaionadas
omo lo están en este aso A y A′ se die que son semejantes.
Al tener menos grados de libertad para transformar A en A′ que en el aso en que los
espaios iniial y nal son distintos, no se puede apliar el resultado anterior. De heho,
existen endomorsmos para los que A′ no se puede haer diagonal. Se die que una
matriz es diagonalizable si existe un ambio de base que la hae diagonal, es deir, si
es semejante a una matriz diagonal. Entones las olumnas de M son autovalores de
A y los elementos orrespondientes de D los autovalores asoiados. Obsérvese que una
matriz es diagonalizable si y sólo si existe una base de autovetores del endomorsmo
asoiado.
Por tanto una matriz es diagonalizable si y sólo si las multipliidades geométrias de los
autovalores oiniden on las algebraias.
Si A se diagonaliza on una matriz V unitaria se die que A es unitariamente diagona-
lizable. Se demuestra que las matries unitariamente diagonalizables oiniden on las
matries normales, que son las que verian AA∗ = A∗A.
En el aso general la forma más senilla que podemos obtener en estos asos es la forma
anónia de Jordan, que en el aso omplejo es una matriz diagonal on algunos unos
enima de la diagonal prinipal. La obtenión de la forma anónia de Jordan require
aritmétia exata, omo la que utilizamos uando haemos álulos simbólios, puesto
que las perturbaiones aleatorias derivadas de la impreisión numéria onvierten on
seguridad una matriz no diagonalizable en otra diagonalizable. No obstante, la forma
anónia de Jordan tiene interés prátio en el estudio de fenómenos en los que la
estrutura del problema dé lugar neesariamente a matries no diagonalizables.
1.6.3. Formas uadrátias
Ahora onsideramos una forma uadrátia asoiada a una forma sesquilineal simétria
onjugada. El ambio de base dado por u = Cu′ da lugar a un ambio en la matriz de
la forma uadrátia que podemos obtener fáilmente:
u∗Mu = u′
∗
C∗MCu′ ⇒ M ′ = C∗MC.
Como veremos, siempre se puede enontrar una transformaión de este tipo que hae
M ′ diagonal.
Ejeriios
1.5. Si una matriz uadrada se puede esribir omo A = V DV −1, donde D es diagonal, entones las
olumnas de V son autovetores de A y los elementos orrespondientes de D los autovalores asoiados.
1.6. Se denomina fatorizaión de Shur de una matriz uadrada a una fatorizaión de la forma
A = QTQ∗,
donde Q es unitaria y T es triangular superior.
(a) Comprobar que si u es un autovetor unitario de A y U es una matriz unitaria on u omo primera
olumna, el produto U∗AU es de la forma
(
λ b∗
0 C
)
. Comprobar que si C = V T ′V ∗, on V unitaria
y T ′ triangular superior, y Q = U
(
1 0∗
0 V
)
, entones Q∗AQ es triangular superior.
(b) Demostrar que toda matriz uadrada admite una fatorizaión de Shur. Indiaión: Operar por
induión en la dimensión de la matriz y utilizar el apartado anterior.
1.7. (a) Demostrar que una matriz normal triangular superior es neesariamente diagonal. Indiaión:
Operar por induión.
(b) Demostrar que si una matriz es normal, la matriz triangular que aparee en su desomposiión de
Shur es normal.
() Demostrar que una matriz es unitariamente diagonalizable si y sólo si es normal.
1.8. Demostrar que la matriz A =
(
1 1
0 1
)
no es diagonalizable.
1.9. Las matries irulantes son las que representan onvoluiones irulares, y son de la forma
A =


c1 c2 . . . cm
cm c1 . . . cm−1
.
.
.
.
.
.
.
.
.
c2 c3 . . . c1

 .
Demostrar que sus autovetores son
vk =
(
1 ω(k−1) ω(k−1)2 . . . ω(k−1)(m−1)
)T
, ω = ej2pi/m, k = 1, . . . ,m,
y onluir que son unitariamente diagonalizables. ¾Qué relaión existe entre la DFT y la diagonalizaión
de una matriz irulante?
1.7. Espaios on produto esalar
1.7.1. Deniiones y propiedades básias
En este apartado repasamos la estrutura matemátia que nos permite, entre otras osas,
deir si un vetor es grande o pequeño, y si dos vetores están lejos o era (es deir, la
estrutura que hae posible Barrio Sésamo).
Veamos primero algunas estruturas más elementales relaionadas.
Un espaio métrio es un onjunto dotado de una distania, que es una funión d que
asigna un valor real a ada par de elementos del onjunto, on las propiedades
(1) d(x, y) = d(y, x) (simetría)
(2) d(x, z) ≤ d(x, y) + d(y, z) (desigualdad triangular)
(3) d(x, y) = 0⇔ x = y.
Una apliaión de un espaio vetorial V on valores en R+ es una norma si veria las
siguientes propiedades:
(1) ‖u+ v‖ ≤ ‖u‖+ ‖v‖
(2) ‖αu‖ = |α|‖v‖
(3) ‖v‖ = 0⇔ v = 0.
Un espaio vetorial dotado de una norma se denomina espaio normado. La norma
hae que el espaio vetorial sea también un espaio métrio.
Un produto esalar es una apliaión de V × V → C que veria
(1) 〈u,v〉 = 〈v,u〉 (simetría onjugada).
(2) 〈αu+ βv,w〉 = α 〈u,w〉+ β 〈v,w〉.
(3) 〈u,u〉 ≥ 0 y 〈u,u〉 = 0⇔ u = 0.
De (1) y de (2) se dedue
〈u, αv + βw〉 = α¯ 〈u,v〉+ β¯ 〈u,w〉.
Estas propiedades se pueden resumir diiendo que un produto esalar es una forma
sesquilineal simétria onjugada denida positiva.
Otras propiedades derivadas de las anteriores son
u ⊥ v ⇒ ‖u+ v‖2 = ‖u‖2 + ‖v‖2 (teorema de Pitágoras).
‖u+ v‖2 + ‖u− v‖2 = 2 (‖u‖2 + ‖v‖2) (identidad del paralelogramo).
Un espaio on produto esalar es un aso partiular de espaio normado, on la norma
‖u‖ =
√
〈u,u〉.
Reíproamente, una norma deriva de un produto esalar si y sólo si veria la igualdad
del paralelogramo. En ese aso el produto esalar se puede denir a partir de la norma
mediante la identidad de polarizaión:
〈u,v〉 = 1
4
(‖u+ v‖2 − ‖u− v‖2 − i(‖u+ iv‖2 − ‖u− iv‖2)).
En Cn se dene el produto esalar anónio omo
〈u,v〉 = v∗u.
1.7.2. Sistemas ortonormales y matries unitarias
Se die que dos vetores son ortogonales si su produto esalar es ero, y ello se representa
omo u ⊥ v.
Un vetor es unitario si su norma es uno. Un onjunto de vetores unitarios ortogonales
dos a dos se denomina sistema ortonormal. Los vetores de un sistema ortonormal son
linealmente independientes.
Si {qi} es una base ortonormal, las oordendas de un vetor v respeto de ella se pueden
obtener omo
vi = 〈v,qi〉
Para omprobarlo basta esribir v en términos de la base y multipliar esalarmente
ambos miembros de la euaión por qi.
Las bases ortonormales failitan el álulo de produtos esalares. Si (ui) y (vi) son,
respetivamente, las oordenadas de los vetores u y v respeto de una base ortonormal,
〈u,v〉 =
n∑
i=1
uiv¯j,
de donde
‖u‖2 =
n∑
i=1
|ui|2.
Una matriz uadrada es unitaria si sus olumnas forman un sistema ortonormal. En el
aso real se denominan ortogonales. Se demuestra fáilmente que las matries unitarias
tienen las siguientes propiedades:
1. Una matriz es unitaria si y sólo si su transpuesta onjugada oinide on su inversa.
2. Si Q es unitaria, Q∗ y Q⊤ también lo son. Por tanto, sus las onjugadas (y sin
onjugar) forman un sistema ortonormal.
3. Una matriz es unitaria si y sólo si preserva el produto esalar.
4. El produto de dos matries unitarias es también una matriz unitaria.
Ejeriios
1.10. Demostrar las propiedades enuniadas de las matries unitarias.
1.11. (a) Demostrar que los vetores de un sistema de vetores ortogonales son linealmente indepen-
dientes.
(b) Se onsidera una base ortonormal (es deir, formada por vetores ortogonales dos a dos y de norma
unidad) B = {q1, . . . ,qn}. Hallar la matriz R tal que Rx son las oordenadas de x en la base B.
(Indiaión: desarrollar x en términos de los qi y premultipliar por q
∗
k).
1.7.3. Proyeiones ortogonales
Dado un subespaio E de un espaio vetorial de dimensión nita V el onjunto de
vetores ortogonales a todos los de E es otro subespaio vetorial que se denomina
omplemento ortogonal de E, y se representa por E⊥.
Consideramos el subespaio S generado por el sistema ortonormal {u1, . . . ,um}. Se
dene la proyeión ortogonal de v sobre S omo el vetor PS(v) ∈ S tal que la diferenia
(error de proyeión) v − PS(v) es ortogonal a S. Veamos que PS(v) existe y es únio.
Si existe, tendrá una expresión de la forma
PS(v) = α1u1 + . . .+ αmum.
Esribiendo
v = PS(v) + (v− PS(v)) = α1u1 + . . .+ αmum + (v − PS(v)) ,
tenemos
〈v,ui〉 = αi.
Por tanto
PS(v) = 〈v,u1〉u1 + . . .+ 〈v,um〉um.
Por tanto la proyeión ortogonal, si existe, es únia. Pero falta omprobar que el vetor
así denido tiene la propiedad de ortogonalidad deseada. Para ello basta omprobar que
el error de proyeión es ortogonal a todos los vetores de la base:
〈v − PS(v),ui〉 = 〈v,ui〉 − 〈PS(v),ui〉 = 〈v,ui〉 − 〈v,ui〉 = 0.
Esta proyeión tiene también la propiedad de asignar a ada vetor x el vetor de S
más erano. En efeto, omo x− PSx es ortogonal a S, dado ualquier otro y ∈ S,
‖x− y‖2 = ‖x− PSx + PSx− y‖2 = ‖x− PSx‖2 + ‖PSx− y‖2 ≥ ‖x− PSx‖2
donde se ha utilizado el teorema de Pitágoras.
En términos matriiales, omo 〈x,ui〉 = u∗ix, tenemos
PSx =
M∑
i=1
ui(u
∗
ix) =
M∑
i=1
(uiu
∗
i )x =
(
M∑
i=1
uiu
∗
i
)
x =
(
u1 . . . vM
)u
∗
1
.
.
.
v∗M

x.
De auerdo on esta fórmula, las matries de las proyeiones ortogonales son hermítias.
Reíproamente, ualquier matriz de proyeión (es deir, tal que P 2 = P ) hermítia P
es una matriz de proyeión ortogonal, pues si x ∈ kerP , y = Pz ∈ ImP ,
〈x,y〉 = y∗x = z∗P ∗x = z∗Px = z∗0 = 0.
1.7.4. Ortogonalizaión de Gram-Shmidt
A partir de ualquier onjunto nito de vetores podemos obtener mediante el algoritmo
de Gram-Shmidt un sistema ortonormal que genera el mismo subespaio que el onjunto
iniial.
El algoritmo onsiste en ir añadiendo vetores al sistema ortonormal tomando vetores
suesivos del onjunto iniial, restándoles su proyeión ortogonal sobre el subespaio
generado por los vetores ya almaenados en el sistema ortonormal y normalizando el
resultado, uando éste es no es nulo.
Utilizando ortogonalizaión de Gram-Shmidt se puede demostrar que ualquier sistema
ortonormal puede ompletarse hasta formar un sistema ortonormal más grande que sea
base de todo el espaio Cn. De esta forma obtenemos una base adaptada al subespaio
S denido por el sistema ortonormal iniial en el sentido de que sus primeros vetores
son base ortonormal de S y los restantes base ortonormal de S⊥. Utilizando una base
de esta forma se omprueba que en un espaio de dimensión nita (S⊥)⊥ = S y que
dimensión (S) + dimensión (S⊥) = n.
1.8. Proyeiones en general
El onepto general de proyeión no requiere de un produto esalar. Lo inluimos aquí
para que se sepa por qué las proyeiones ortogonales tienen neesidad de apellido.
Dos subespaios E y F de V son omplementarios si verian
(a) span{E ∪ F} = V .
(b) E ∩ F = {0}.
La propiedad (a) signia que ualquier vetor de V se puede esribir omo
x = xE + xF , xE ∈ E, xF ∈ F.
Además, omo onseuenia de la propiedad (b), esta desomposiión es únia (ejeri-
io 1.12).
Si tomamos una base {u1, . . . ,um} en E y una base {v1, . . . ,vn} en F , un vetor x de
V se podrá esribir omo
x = x1u1 + . . .+ xmvm︸ ︷︷ ︸
xE
+ x′1v1 + . . .+ x
′
nvn︸ ︷︷ ︸
xF
.
Luego la unión de las bases es una base de V y la apliaiones que asignan a ada x su
vetores xE y xF son apliaiones lineales, on matries muy senillas y muy fáiles de
alular a partir de la fórmula anterior). La apliaión lineal PE denida por PEx = xE
se denomina proyeión sobre E paralela a F , y la denida por PFx = xF se denomina
proyeión sobre F paralela a E. Obviamente tenemos la propiedad
PE + PF = I. (1.5)
Ejeriios
1.12. Demostrar que E y F son subespaios omplementarios del espaio V , todo vetor de V se puede
esribir de forma únia omo suma de un vetor de E más otro de F . Indiaión: Utilizar la propiedad (b)
de la deniión.
1.9. Normas
Una norma en un espaio vetorial V es una apliaión de V en R+ y se veria
1) ‖u+ v‖ ≤ ‖u‖+ ‖v‖
2) ‖αu‖ = |α|‖u‖
3) ‖x‖ = 0⇔ x = 0
Deniendo d(u,v) = ‖u− v‖ tenemos un espaio métrio.
Se veria
xn → x, yn → y ⇒ αxn + βyn → αx+ βy.
Dos normas ‖ · ‖1, ‖ · ‖2 son equivalentes si existen onstantes c1, c2 tales que para todo
vetor x
c1‖x‖1 ≤ ‖x‖2 ≤ c2‖x‖1.
Si una seuenia onverge a un límite en una norma, onverge al mismo límite también
en las normas equivalentes a ella.
En Cn se denen las normas p, p ≥ 1, y la norma ∞ omo
‖x‖p =
(
n∑
k=1
|xk|p
)1/p
‖x‖∞ = ma´x
k=1,...,n
|xk|.
Una norma p y la norma ∞ son equivalentes en Cn:
‖x‖pp =
n∑
k=1
|xk|p ≤ n ‖x‖p∞ ,
‖x‖p∞ ≤
n∑
k=1
|xk|p = ‖x‖p ,
luego
‖x‖∞ ≤ ‖x‖p ≤ n1/p ‖x‖∞ .
De heho se puede demostrar que en un espaio de dimensión nita dos normas uales-
quiera son equivalentes.
Una norma deriva de un produto esalar si y sólo si veria la igualdad del paralelogra-
mo:
2
(‖x‖2 + ‖y‖2) = ‖x + y‖2 + ‖x− y‖2 .
Entones el produto esalar se puede reuperar a partir de la norma mediante la fórmula
〈x,y〉 = 1
4
(‖x + y‖2 − ‖x− y‖2 + i ‖x+ iy‖2 − i ‖x− iy‖2) ,
que se denomina identidad de polarizaión.
Capítulo 2
Matries hermítias
2.1. Deniión y propiedades básias
Como hemos indiado anteriormente, las matries hermítias son las matries que oini-
den on su traspuesta onjugada. Si son reales, equivalen a las simétrias. Las siguientes
propiedades son fáiles de demostrar:
(1) Tienen autovalores reales.
(2) Autovetores on distintos autovalores son ortogonales.
2.2. Diagonalizaión de matries hermítias
Las matries hermítias tienen bases ortonormales de autovetores y, por tanto, son
unitariamente diagonalizables.
Vamos a demostrar esto último por induión. Para matries 1×1 es trivialmente ierto,
porque todas las matries de este tamaño son diagonales. Suponemos que toda matriz
hermítia n× n se puede fatorizar omo
A = QDQ∗ (2.1)
on Q unitaria y D diagonal real. Veamos que si A es hermítia (n + 1) × (n + 1)
también existe una fatorizaión análoga. Para ello onstruimos una matriz unitaria
Q1 = (q1, . . . ,qn+1) de forma que su primera olumna, q1, sea un autovetor de A on
autovetor λ. Entones
Q∗1AQ1 = Q
∗
1
(
Aq1 . . . Aqn+1
)
= Q∗1
(
λq1 . . . Aqn+1
)
=
(
λ v∗
B
)
.
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Pero v = 0 por ser la matriz simétria. Como B es n × n, B = Q2DQ∗2 para ierta D
diagonal real y Q2 unitaria, luego
Q∗1AQ1 =
(
λ
B
)
=
(
λ
Q2DQ
∗
2
)
=
(
1
Q2
)(
λ
D
)(
1
Q2∗
)
de donde despejando A obtenemos la fatorizaión busada (2.1), que garantiza, de
auerdo on 1.6.2, que existe una base ortonormal formada por autovetores de A,
onretamente por las olumnas de Q.
Veamos ahora la uniidad de la fatorizaión. Supongamos que tenemos dos fatoriza-
iones
A = Q1D1Q
∗
1 = Q2D2Q
∗
2
on Di = diag(λ
(i)
1 , . . . , λ
(i)
n ), λ
(i)
1 ≥ . . . ≥ λ(i)n . Entones, omo los elementos de la matriz
diagonal son los autovalores de A repetidos según su multipliidad, ambas matries Di
deben ser iguales, y λ
(1)
k = λ
(2)
k = λk.
En uanto a las matries Qi = (q
(i)
1 , . . . ,q
(i)
n ), los q
(i)
k deben ser autovetores unitarios
on autovalor λk. La relaión más general es que los onjuntos de olumnas de ada Qi
asoiados al mismo autovalor son bases ortonormales del mismo subespaio (el subespa-
io asoiado al autovalor). En partiular, las olumnas asoiadas a un autovalor simple
λk veriarán q
(1)
k = ckq
(2)
k , on |ck| = 1.
2.3. Clasiaión de matries hermítias
Las matries hermítias no nulas se lasian en los tipos disjuntos siguientes:
(1) Denidas positivas: Si para todo x 6= 0, x∗Ax > 0.
(2) Semidenidas positivas: Si para algunos x 6= 0, x∗Ax > 0 y para otros x∗Ax = 0.
(3) Denidas negativas: Si para todo x 6= 0, x∗Ax < 0.
(4) Semidenidas negativas: Si para algunos x 6= 0, x∗Ax < 0 y para otros x∗Ax = 0.
(5) Indenidas: Si para algunos x 6= 0, x∗Ax < 0, y para otros x∗Ax > 0.
Se demuestra que estos tipos se orresponden respetivamente on los asos
(1) Todos los autovalores positivos.
(2) Algunos autovalores positivos y otros nulos.
(3) Todos los autovalores negativos.
(4) Algunos autovalores negativos y otros nulos.
(5) Algunos autovalores positivos y otros negativos.
Ejeriios
2.1. Demostrar las siguientes propiedades de las matries hermítias:
(a) Tienen autovalores reales.
(b) Autovetores on distintos autovalores son ortogonales.
2.2. Demostrar las siguientes propiedades de las matries hermítias:
(a) Si A es hermítia, V AV ∗ también lo es.
(b) Si A es hermítia y triangular, A es diagonal.
() Demostrar que toda matriz hermítia es unitariamente diagonalizable (indiaión: utilizar la fato-
rizaión de Shur (ejeriio 2.6) (no utilizar el ejeriio 2.7)).
2.3. Demostrar la orrespondenia indiada en el texto entre los tipos de matries hermítias y los signos
de sus autovalores.
2.4. Demostrar que las matries de la forma A = B∗B son denidas positivas o semidenidas positivas.
2.5. (a) ¾Cuáles son los autovalores de una matriz triangular?
(b) ¾Qué relaión existe entre los autovetores y los autovalores de A y los de A−1? ¾Y entre los de A
y los de A+ µI?
Capítulo 3
Análisis de omponentes prinipales
3.1. Resultado fundamental
Si X es una variable aleatoria real de dimensión n de media nula on matriz de ova-
rianzas ΣX = E[XX
⊤], denimos su varianza total omo
VT [X] = E[‖X‖2] = tr(ΣX).
Queremos enontrar un subespaio V de dimensión m < n tal que la varianza total de
la variable aleatoria Y = PVX sea máxima.
Veamos que este subespaio es el generado por los m autovetores de ΣX de mayores
autovalores.
Para demostrar esta propiedad obtenemos en primer lugar una expresión onveniente
de la antidad a maximizar. Si los vetores {v1, ...,vm} son una base ortonormal del
subespaio busado V , la proyeión ortogonal sobre este subespaio vendrá dada por
Y = PVX, PV =
(
v1 . . . vm
)︸ ︷︷ ︸
≡ B

v
T
1
.
.
.
vTm


︸ ︷︷ ︸
≡ B⊤
Tenemos maximizar
E[‖Y‖2] = E[Y⊤Y] = E[tr(Y⊤Y)] = E[tr(YY⊤)] = tr(E[YY⊤]) = tr ΣY ,
donde ΣY ≡ E[YY⊤] = E[PVXX⊤P⊤V ] = PVE[XX⊤]P⊤V = PVΣP⊤V .
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Como Σ es una matriz simétria denida positiva, existe una base ortonormal formada
por autovetores suyos. Sean (ui)i=1,...,n estos autovetores, on autovalores λ1 ≥ λ2 ≥
. . . ≥ λn ≥ 0. Vamos a esribir los vetores que busamos en términos de esta base:
vi =
n∑
j=1
vijuj .
Matriialmente
B =
(
v1 . . . vm
)
=
(
u1 . . . un
)︸ ︷︷ ︸
U

v11 . . . vm1. . .
v1n . . . vmn


︸ ︷︷ ︸
A
Como los ui son un sistema ortonormal real, U es ortogonal. Como hemos tomado la
base vi ortonormal, las olumnas de la matriz A también son un sistema ortonormal o,
lo que es lo mismo, A está formada por m olumnas de una matriz ortogonal:
A⊤A = B⊤UU⊤B = B⊤B = Im
Vamos a expresar la antidad a maximizar en funión de estas matries:
E[‖Y‖2] = tr(ΣY ) = tr(PVΣP⊤V ) = tr(UAA⊤ U⊤ΣU︸ ︷︷ ︸
Λ
AA⊤U⊤) = tr(A⊤ΛA)
= tr(ΛAA⊤) =
n∑
j=1
λja
⊤
j aj =
n∑
j=1
λj‖aj‖2,
donde los a⊤j son las las de A.
Podemos esribir esta antidad omo
n∑
j=1
λjcj, (3.1)
donde cj = ‖aj‖2 =
m∑
i=1
v2ij. (3.2)
Cada cj son suma de los m primeros oeientes al uadrado de la la j de una matriz
ortogonal, luego
0 ≤ cj ≤ 1, (3.3)
y la suma de los cj es la suma de los uadrados de los oeientes de las m primeras
las de la matriz, y por tanto,
n∑
j=1
cj = m. (3.4)
Por tanto podemos plantearnos maximizar (3.1) on las restriiones (3.3) y (3.4) y ver si
esta soluión se orresponde on alguna eleión de oeientes de vetores ortonormales
vij .
Con vij = δij , lo que orresponde a tomar los vi = ui, i = 1, . . . , m, tenemos c1 = . . . =
cm = 1, cm+1 = . . . = cn = 0, luego
n∑
j=1
λjcj =
m∑
j=1
λj
La funión que queremos maximizar no puede tomar valores mayores que estos, pues
para una eleión arbitraria de oeientes ci que veriquen las restriiones (3.3) y (3.4),
n∑
j=1
λjcj −
m∑
j=1
λj =
m∑
j=1
λj(cj − 1) +
n∑
j=m+1
λjcj
≤
m∑
j=1
λj(cj − 1) + λm+1
n∑
j=m+1
cj︸ ︷︷ ︸
= m−
m∑
j=1
cj =
m∑
j=1
(1− cj)
=
m∑
j=1
(c1 − 1)︸ ︷︷ ︸
≤ 0
(λj − λm+1)︸ ︷︷ ︸
≥ 0
≤ 0.
3.2. Variaiones sobre el tema
3.2.1. Minimizaión de la varianza total
De forma análoga podríamos omprobar que el subespaio U de dimensión r que mini-
miza E[‖PUX‖2] es el generado por los autovetores de Σ on menores autovalores, y
entones E[‖PUX‖2] =
∑n
i=n−r+1 λi.
Visto de otra forma, omo PW⊥ = I − PW ,
X = PWX+ PW⊥X⇒ ‖X‖2 = ‖PWX‖2 + ‖PW⊥X‖2
⇒ E[‖X‖2] = E[‖PWX‖2] + E[‖PW⊥X‖2],
luego si W maximiza E[‖PWX‖2] entre los subespaios de dimensión m, U = W⊥ mini-
miza E[‖PUX‖2] entre los subespaios de dimensión n−m. Y omo W es el subespaio
generado por los autovetores de mayores autovalores, W⊥ es el subespaio generado
por los autovetores restantes, que son los de menores autovalores.
3.2.2. Obtenión de euaiones lineales
También podemos estar interesados en hallar las m euaiones lineales que satisfaen
un ierto onjunto de datos, de los que tenemos observaiones ruidosas que modelamos
mediante la variable X ∈ Rn, de matriz de ovarianzas Σ.
Los oeientes de estas euaiones son un subespaio vetorial W de Rn. Vamos a
busar una base ortonormal ui de este subespaio. Si esribimos estas euaiones omo
u⊤i X = 0, i = 1, . . . , m,
paree razonable intentar minimizar
E
[
m∑
i=1
(u⊤i X)
2
]
= E[‖PWX‖2].
Así que este es el problema de análisis de omponentes prinipales ambiando la maxi-
mizaión por minimizaión de la funión. La soluión orresponderá por tanto a los m
autovetores de menores autovalores.
3.2.3. Análisis de omponentes prinipales y estimaión de má-
xima verosimilitud
Observemos en primer lugar que ‖PW⊥X‖ es la distania d(X,W ) del vetor X al
subespaio W (porque es la norma del error de proyeión de X sobre W , que es la
mínima distania entre X y un punto de W ).
Por tanto el subespaio W generado por los autovalores de mayores autovetores mini-
miza E[d2(X,W )]. Esto permite dar al análisis de omponentes prinipales una inter-
pretaión en términos de estimaión de máxima verosimilitud.
Supongamos un onjunto de puntos Xˆi ∈ Rn, i = 1, . . . , r que sabemos que están en un
subespaio vetorial W , desonoido, de dimensión onoida m, y de los que tenemos
observaiones ruidosasXi = Xˆi+Zi, donde los Zi son realizaiones de variables aleatorias
independientes gaussianas de media nula y omponentes independientes de varianza σ2.
Entones la densidad de probabilidad de la observaión ondiionada a los valores de
los parámetros desonoidos es
f(X1, . . . ,Xr|Xˆ1, . . . , Xˆr) = k exp−
∑r
i=1 ‖Xi − Xˆi‖2
2σ2
,
luego la estimaión de máxima verosimilitud onsistirá en enontrar unos Xˆi que veri-
quen la restriión, es deir, que estén en un subespaio de dimensiónm, y que minimien∑r
i=1 ‖Xi − Xˆi‖2.
Si suponemos que el subespaio es W , la soluión sería X˜i = PWXi, y el valor de la
funión de oste sería
k exp−
∑r
i=1 d
2(Xi,W )
2σ2
.
En onseuenia, el W óptimo será el proporionado por el análisis de omponentes
prinipales.
3.3. Apliaión a onjuntos disretos de datos
Si disponemos de un onjunto disreto de M datos Xi de dimensión n y queremos
enontrar un subespaio de dimensión inferior sobre el que proyetarlos onservando la
mayor parte de la energía podemos apliar la teoría que aabamos de desarrollar sin
más que identiar este onjunto de datos on observaiones de una variable aleatoria
uya matriz de ovarianzas podemos estimar por
Σ =
1
M
M∑
i=1
XiX
⊤
i =
1
M
AA∗.
donde
A =
(
X1 . . . XM
)
.
Como AA∗ es una matriz n× n, si la dimensión n del onjunto de datos es muy grande
el álulo de autovetores puede ser muy ostoso. Sin embargo, si M < n este álulo
se puede simpliar basándose en el álulo de autovalores y autovetores de A∗A, que
es M × M , puesto que, omo es fáil omprobar, si u es autovetor de A∗A, Au es
autovetor de AA∗ on el mismo autovalor. Esta orrespondenia entre autovetores
preserva la ortogonalidad y proporiona todos los autovetores de AA∗ on autovalor no
nulo.
Si U = (u1, . . . ,um) y Λ = diag(λ1, . . . , λm) son las matries de autovetores unitarios
y autovalores de A∗A, la matriz de V = (v1, . . . ,vm) de autovetores unitarios de AA
∗
es, utilizando que vi = Aui/
√
λi,
V = AUΛ−1/2,
on lo que las oordenadas de los datos en la base de los vi son
V ∗A = Λ−1/2U∗A∗A = Λ−1/2U∗UΛU∗ = Λ1/2U∗.
Por tanto los autovetores de A∗A nos dan diretamente las oordenadas de los datos
en la base de omponentes prinipales.
Ejeriios
3.1. Utilizando el programa para alular el ACP de bloques de una imagen, trabajar on una imagen
de 640 × 480 y on bloques de 32×32 y estudiar ómo varía la energía ontenida en n oeientes en
funión del número de omponentes on que nos quedamos. Expliar por qué la gráa termina siendo
onstante.
3.4. Análisis disriminante lineal
Ahora onsideramos datos de distintas lases on distintas distribuiones. Conretamen-
te, tenemos C lases, la probabilidad de que un dato perteneza a la lase c es Pc y los
datos de esta lase presentan una media µc y una matriz de ovarianzas Σc. Notamos
omo µ la media global de los datos.
Para un onjunto de datos omo este se denen las siguientes matries de dispersión:
Matriz de dispersión total:
ST = E
[
(X− µ)(X− µ)T ] .
Matriz de dispersión intra-lases
SW =
C∑
c=1
PcE
[
(X− µc)(X− µc)T |c
]
=
C∑
c=1
PcΣc.
Matriz de dispersión entre lases
SB =
C∑
c=1
Pc(µc − µ)(µc − µ)T .
Se omprueba (ejeriio) que
ST = SW + SB.
Queremos enontrar una direión sobre la que proyetar los datos tal que maximie
la varianza entre lases de los datos proyetados, on la restriión de que la varianza
intra-lases de los datos proyetados sea un valor onstante.
Si v es un vetor unitario que dene la direión que busamos, los datos proyeta-
dos orresponderán on la variable aleatoria esalar vTX. Los datos de ada lase se
proyetarán sobre datos on media vTµc y varianza v
TΣcv, y la media global será v
Tµ.
La varianza entre lases será por tanto
σ2B =
∑
c
Pc(v
Tµc)(v
Tµc)
T = vT
(∑
c
Pcµcµ
T
c
)
v = vTSBv,
y análogamente la varianza intralases será (ejeriio)
σ2W = v
TSWv.
El problema es por tanto
maximizarv v
tSBv on la restriión v
TSWv = te,
uya lagrangiana es
vtSBv + λv
TSWv.
Igualando el gradiente a ero queda
SBv = λSWv⇔ S−1W SBv = λv,
luego v es un autovetor de S−1W SB.
Este problema de autovalores se puede transformar en un problema de autovalores de
matriz simétria mediante la transformaión v′ = S
1/2
B v (ejeriio).
3.5. Esalado multidimensional
Partiendo de las distanias dij entre ada par de un onjunto de datos queremos asignar
a ada dato un vetor de oordenadas en Rn, on n lo más pequeño posible, de forma
que se preserven las distanias entre los datos.
Para ello, partimos de la matriz
A = (aij), aij = −1
2
d2ij
y, deniendo la matriz
H = I − 1
n
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alulamos la matriz
B = HAH.
El resultado que nos resuelve el problema es el siguiente [5℄.
El problema tiene soluión si y sólo si B es (semi)denida positiva.
En ese aso la soluión del problema viene dada por la fatorizaión
B = UDUT = RRT , R = UD1/2.
Las oordenadas que busamos son las las de R y orresponden a un onjunto de
datos de media nula.
Capítulo 4
Desomposiión en valores singulares
4.1. Teorema de desomposiión en valores singulares
El teorema de desomposiión en valores singulares (singular value deomposition (SVD))
asegura que toda matriz admite una desomposiión de la forma
A = USV ∗
donde U y V son matries ortogonales y S es diagonal de las mismas dimensiones que
A y on elementos reales no negativos que se denominan valores singulares de A y son
únios. Además, si un valor singular σi no se repite, los vetores orrespondientes de las
olumnas de U y V son únios salvo por el signo. Las olumnas de U y V se denominan
respetivamente vetores prinipales por la izquierda y por la dereha de A.
Consideramos la apliaión f de Cn en Cm de matriz A (m × n). Tomamos una una
base ortonormal {vi}i=1,...,n del espaio de partida formada por autovetores de la matriz
hermítia A∗A y denominamos σ2i a sus autovalores asoiados (que sabemos que son
reales no negativos. Consideramos los vi ordenados de forma que los σi son dereientes.
Para ada σi 6= 0 denimos ui = Avi/σi. Estos vetores son también un onjunto
ortonormal:
u∗iuj =
1
σiσj
v∗iA
∗Avj =
1
σiσj
v∗i (A
∗Avj) =
1
σiσj
v∗i (σ
2
jvj) = δij .
Añadiendo vetores ortonormales a este onjunto hasta ompletar una base ortonormal
de Cm obtenemos los vetores {ui}i=1...,m. La apliaión en estas bases es diagonal, pues
f(vi) = σiui.
Por tanto la matriz A se puede esribir omo el produto de las matries de ambio de
base por una matriz diagonal:
A = USV ∗.
Para omprobar la uniidad de los elementos de la SVD, observamos que si A = USV ∗,
A∗A = V S⊤SV es una diagonalizaión de A∗A. De ahí se desprende la uniidad de los
σi y que si un σi no se repite, su vi, por ser el autovetor orrespondiente, es únio salvo
por un fator de esala ci de módulo unidad. Además ui = Avi/σi, luego ui también
está determinado unívoamente salvo por la misma onstante ci.
Ejeriios
4.1. Calular la SVD de las matries A =
(
3 0
0 −2
)
, B =
(
1 1
1 1
)
y representar gráamente los
vetores obtenidos sobre la irunferenia unidad y su imagen.
4.2. ¾Qué relaión existe entre la SVD de una matriz hermítia y su diagonalizaión?
4.2. Norma de una matriz
Entre las posibles normas que se pueden tomar en el onjunto de las matries m × n
onsideraremos la norma induida por las normas eulídeas en los espaios iniial y nal,
es deir, denimos
‖A‖ = sup
x∈Cn
‖Ax‖
‖x‖ = sup‖x‖=1
‖Ax‖.
Por tanto ‖Ax‖ ≤ ‖A‖‖x‖. Es fáil omprobar que
‖A‖ = σ1,
donde σ1 es el mayor valor singular de A. Si A es regular, ‖A−1‖ = 1/σn, donde σn es el
menor valor singular de A. Otra propiedad inmediata es que ‖AB‖ ≤ ‖A‖‖B‖.
En oasiones se utilizan otras normas de matries, omo la norma de Frobenius, denida
por
‖A‖F =
√∑
i,j
|aij|2 =
√
tr(AA∗).
Cuando hagamos referenia a una norma sin indiar a uál nos referiremos a la norma
induida por la norma eulídea.
Es inmediato que estas normas de una matriz son invariantes por multipliaión de la
matriz por ualquier lado por una matriz unitaria. Utilizando esta propiedad,
‖A‖F =
√√√√ r∑
i
σ2i .
Como son dos normas sobre un espaio de dimensión nita, son equivalentes. De heho,
de la relaión anterior,
‖A‖ ≤ ‖A‖F ≤
√
r‖A‖
La norma induida no deriva de un produto esalar, pero la norma de Frobenius lara-
mente orresponde al produto 〈A,B〉 = tr(AB∗).
4.3. Apliaiones y propiedades de la SVD
4.3.1. Núleo y rango de una matriz
La SVD nos proporiona bases ortonormales del núleo y la imagen de una matriz. Una
base ortonormal del núleo es la dada por los vetores singulares por la dereha que
orresponden on valores singulares nulos. Una base ortonormal de la imagen es la dada
por los vetores singulares por la izquierda que orresponden a valores singulares no
nulos.
4.3.2. Aproximaión de una matriz por otra de rango inferior
Dada la matriz A, m × n, de rango r ≤ mı´n{m,n}, podemos esribirla omo suma de
matries de rango uno en términos de su SVD:
A =
r∑
k=1
σkukv
∗
k, σ1 ≥ σ2 ≥ · · · ≥ σr > 0.
La mejor aproximaión de rango q < r de A en términos de la norma induida es
Aq =
q∑
k=1
σkukv
∗
k
y
‖A−Aq‖ = σq+1.
Lo demostramos por reduión al absurdo. Supongamos que existiera una matriz B
m× n de rango menor o igual que q tal que ‖A− B‖ < σq+1.
El núleo de B es un subespaio W de dimensión n− rank(B) ≥ n− q, y para w ∈ W
‖Aw‖ = ‖(A− B)w‖ ≤ ‖A− B‖‖w‖ < σq+1‖w‖.
Pero existe un subespaio V de dimensión q+1 (el generado por v1, . . . ,vq+1) en el que
para todo vetor v = α1v1 + . . .+ αq+1vq+1 ∈ V
‖Av‖2 = (σ1α1)2 + . . .+ (σq+1αq+1)2 ≥ σ2q+1‖v‖2
⇒ ‖Av‖ ≥ σq+1‖v‖.
Pero omo W tiene dimensión mayor o igual que n− q y V tiene dimensión q + 1, W y
V tienen que ortarse no trivialmente, on lo que existirá algún vetor no nulo x para
el que al mismo tiempo
‖Ax‖ < σq+1‖x‖ y ‖Ax‖ ≥ σq+1‖x‖,
que es la ontradiión que busamos.
El heho de que ‖A− Aq‖ = σq+1 se omprueba diretamente.
Ejeriios
4.3. Utilizando la SVD, demostrar
(a) El rango de una matriz es igual al de su traspuesta.
(b) La dimensión de la imagen más la dimensión del núleo es igual al número de olumnas (indiar
qué vetores son base ortonormal de su núleo y qué vetores lo son de su imagen).
() A∗A y AA∗ tienen los mismos autovalores.
(d) Si una matriz uadrada preserva la norma, es unitaria.
4.4. Se dene la norma ‖A‖ de una matriz A omo el máximo valor de ‖Ax‖ uando ‖x‖ = 1. Demostrar
que ‖A‖ = σ1 (mayor valor singular de A).
4.5. Demostrar que si A es una matriz uadrada regular n × n, la matriz singular más erana es la
que se obtiene sustituyendo el menor valor singular σn por ero en la SVD de A. Indiaión: La matriz
propuesta está a distania σn de A. Por la deniión de norma, para demostrar que ‖A − B‖ ≥ σn
basta enontrar un vetor unitario v tal que ‖(A−B)v‖2 ≥ σn. Tomar un vetor del núleo de B.
4.6. Indiar, utilizando la SVD de A = USV ∗, ómo se puede obtener la diagonalizaión de AA∗ si
se onoe la diagonalizaión de A∗A. Indiaión: Tener en uenta la relaión AV = US. Teniendo en
uenta la seión 3.3, expliar ómo se podría apliar de una forma prátia ACP al aso en el que se
dispone en un bano de datos de 1000 imágenes de aras de personas, ada una de 1000×1000 píxeles
y se desea proyetar los datos de ada imagen sobre un espaio de dimensión 50 antes de apliar un
algoritmo de reonoimiento automátio.
4.7. Obtener mediante SVD bases ortonormales del núleo y la imagen de las matries
A =
(
1 2
1 2
)
, B =
(
1 2 0
1 1 1
)
, C =

1 21 1
0 1

 .
Capítulo 5
Problemas de mínimos uadrados
5.1. El problema de mínimos uadrados
Si A es una matriz retangular m× n, m > n, de rango máximo, para un b ∈ Cn dado
la euaión
Ax = b (5.1)
no tendrá en general soluión. Solo la tendrá uando b sea ombinaión lineal de las
olumnas de A. Sin embargo siempre podemos busar el vetor x que más se aerque a
satisfaer la euaión, es deir, que minimie
‖Ax− b‖2.
Esta es la soluión del problema (5.1) en el sentido de mínimos uadrados.
Busamos por tanto un x que dé lugar a una ombinaión lineal de las olumnas de
A, {ai}, que esté lo más era posible de b. Esta ombinaión lineal no es otra osa
que la proyeión ortogonal de b sobre la imagen de A. Por tanto el x busado veria
b−Ax ⊥ ai, y de aquí obtenemos x
A∗(b− Ax) = 0⇒ A∗Ax = A∗b. (5.2)
Las euaiones (5.2) se denominan euaiones normales. Como A es de rango máximo,
A∗A es invertible (omo se ve, p. ej., usando SVD), luego
x = (A∗A)−1A∗b.
La matriz
A+ = (A∗A)−1A∗ (5.3)
se denomina pseudoinversa (de Moore-Penrose) de A.
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La aproximaión a b que obtenemos es
Ax = A(A∗A)−1A∗b.
Así que de paso hemos obtenido que P = A(A∗A)−1A∗ es la matriz de la proyeión
ortogonal sobre la imagen de A.
Ejeriios
Ejeriios
5.1. Dada la señal disreta h(n) = 1, n = −1, . . . , 1, obtener un ltro FIR x(n), n = −3, . . . , 3 tal que
x ∗ h− δ tenga la menor energía posible (x es la aproximaión FIR de siete oeientes en el sentido de
mínimos uadrados al ltro inverso de h).
5.2. Hallar la fórmula de la seudoinversa (5.3) de A en términos de su SVD.
5.2. Soluión de menor norma de euaiones indeter-
minadas
Ahora onsideramos un sistema de euaiones lineales (5.1) en que A es una matriz
retangular m × n de rango máximo, pero ahora m < n. Ahora existirá un número
innito de soluiones, pues a ada soluión podemos sumar un elemento del núleo de
A, de dimensión n − n > 0 y obtendremos otra soluión. De heho es fáil omprobar
que el onjunto de soluiones es exatamente
x0 + kerA = {x0 + v, v ∈ kerA},
donde x0 es una soluión onreta.
Los subonjuntos de este tipo de un espaio vetorial, es deir, los que son de la forma
{v0+V } on V un subespaio, se denominan variedades anes. El onjunto de soluiones
es por tanto una variedad afín de Cn. Nos planteamos ahora hallar entre todas estas la
soluión de menor norma.
El espaio de soluiones está dado por las euaiones
f∗i x = bi
donde los vetores la f∗i son las las de A y los bi a los oeientes de b.
Si x0 es una soluión, las demás soluiones se obtienen sumando a x0 un vetor ortogonal
a los fi, es deir, un elemento del núleo de A. De aquí se desprende que si x0 es ortogonal
al núleo, x0 es la soluión de menor norma (pues ualquier otra soluión x0+v, v ∈ kerA
tendrá norma al uadrado ‖x0‖2+ ‖v‖2). Así que x0 está en omplemento ortogonal del
núleo de A:
kerA = {f1, . . . , fm}⊥ = span {f1, . . . , fm}⊥
x0 ∈ (kerA)⊥ = span {f1, . . . , fm}⊥⊥ = span {f1, . . . , fm}
luego podemos esribir x0 omo
x0 =
m∑
i=1
cifi = A
∗c, c = (c1, . . . , cm)
⊤.
Por tanto
AA∗c = b⇒ c = (AA∗)−1b⇒ x0 = A∗(AA∗)−1b.
Para ver que AA∗ es regular se puede utilizar la SVD de A. La matriz
A+ = A∗(AA∗)−1 (5.4)
es la seudoinversa de A.
Ejeriios
5.3. Hallar la fórmula de la seudoinversa (5.4) de A en términos de su SVD.
5.4. Realizar un programa que ltre paso bajo una imagen y luego obtenga una aproximaión a la
imagen original a partir de la ltrada.
El ltrado (onvoluión) se realizará por las y la imagen resultante estará formada por aquellos píxeles
de la imagen ltrada que sean ombinaión lineal de píxeles de la imagen original, sin que intervengan
en su álulo los eros on que se extiende la imagen iniial para realizar la onvoluión (si la imagen
tiene M olumnas y el ltro tiene una longitud N , la imagen ltrada tendráM +N−1 olumnas). Este
proeso se puede modelar omo la multipliaión de ada la de la imagen original por una matriz on
las linealmente independientes. Para la reuperaión aproximada de la imagen original se obtendrá la
imagen de menor energía que pueda dar lugar a la imagen ltrada.
5.3. Sistemas de euaiones generales
Dada la matriz A, m × n, de rango r ≤ mı´n{m,n}, y b ∈ Cm, busamos los x ∈ Cn
que minimizan ‖Ax− b‖.
Apliando la SVD a A = UΣV ∗,
‖Ax− b‖ = ‖UΣV ∗x− b‖ = ‖Σ V ∗x︸︷︷︸
x′
−U∗b︸︷︷︸
b′
‖,
vemos que podemos busar los x′ que minimizan
‖Σx′ − b′‖2 =
r∑
k=1
|σkx′k − b′k|2 +
m∑
k=r+1
|b′k|2,
que obviamente son los
x ∈ {(b′1/σ1, . . . , b′r/σr, x′r+1, . . . , x′n), x′r+1, . . . , x′n ∈ C}
es deir, los elementos de la variedad afín
(b′1/σ1, . . . , b
′
r/σr, 0, . . . , 0︸ ︷︷ ︸
(n− r)
)
︸ ︷︷ ︸
x′0
+ span{er+1, . . . , en},
uyo elemento de menor norma es x′0 = Σ
+b′, si denimos Σ+ omo la matriz que se
obtiene al transponer Σ y sustituir sus elementos no nulos por sus inversos. Esta soluión
orresponde a
x0 = V x
′
0 = V Σ
+U∗︸ ︷︷ ︸
A+
b.
La matriz A es la seudoinversa de A.
Ejeriios
5.5. Dar una fórmula de la seudoinversa de una matriz genéria utilizando la SVD de la matriz.
5.4. Mínimos uadrados reursivos
Consideramos una seuenia de problemas omo el de la seión 5.1 en la que sue-
sivamente se van añadiendo nuevas las a la matriz A. Esta seuenia de problemas
modela la situaión en la que la informaión aera del vetor inógnita se va obtenien-
do de forma suesiva y en ada instante se desea tener una aproximaión de su valor
orrespondiente a los datos disponibles.
Nuestra seuenia de problemas es
Akxk = bk, Ak =

f
∗
1
.
.
.
f∗k

 , bk =

b1..
.
bk

 . (5.5)
Sabemos que las soluiones en el sentido de mínimos uadrados son
xk = (A
∗
kAk)
−1A∗kbk,
pero el álulo de las matries (A∗kAk)
−1
se puede simpliar si onoemos su valor en
las iteraiones anteriores. La lave está en la relaión
A∗kAk =
k∑
r=1
frf
∗
r ⇒ A∗kAk = A∗k−1Ak−1 + fkf∗k
y en el lema de inversión o fórmula de Sherman-Morrison
(B + xy∗)−1 = B−1 − B
−1xy∗B−1
1 + y∗B−1x
(5.6)
que se demuestra en [9℄ (y es válida siempre que B y B + xy∗ sean regulares, lo que
ourre en partiular si B es regular y x y y son suientemente pequeños), que nos
permite alular fáilmente (A∗k+1Ak+1)
−1
a partir de (A∗kAk)
−1
.
Vamos a obtener la fórmula de xk+1 a partir de datos a partir de xk, (A
∗
kAk)
−1
, y de los
nuevos datos fk+1, bk+1. Deniendo Pk = (A
∗
kAk)
−1
, tenemos
xk+1 = (A
∗
k+1Ak+1)
−1A∗k+1bk+1 = (A
∗
kAk + fk+1f
∗
k+1)
−1
(
Ak
f∗k+1
)∗(
bk
bk+1
)
=
(
Pk −
Pkfk+1f
∗
k+1Pk
1 + f∗k+1Pkfk+1
)
︸ ︷︷ ︸
Pk+1
(A∗kbk + bk+1fk+1).
(5.7)
Deniendo el vetor de Kalman
kk+1 =
Pkfk+1
1 + f∗k+1Pkfk+1
(5.8)
queda
xk+1 = xk − kk+1f∗k+1xk︸ ︷︷ ︸
Pk+1A
∗
kbk
+bk+1Pk+1fk+1. (5.9)
Por otra parte, usando la fórmula de reursión de Pk+1 (en (5.7)) obtenemos la relaión
Pk+1fk+1 = kk+1,
que utilizada en (5.9) nos lleva a
xk+1 = xk + kk+1(bk+1 − f∗k+1xk). (5.10)
El siguiente algoritmo permite alular eazmente la soluión de (5.5) para k+1 utili-
zando el resultado xk y la matriz Pk. Se puede esperar a tener una matriz Ak uadrada
para omenzar, o utilizar la iniializaión heurístia x0 = 0, P0 = δ
−1I, δ pequeño.
En ada etapa, on los nuevos datos bk+1, fk+1,
(1) alular kk+1 usando (5.8),
(2) alular xk+1 usando (5.10),
(3) alular Pk+1 = Pk − kk+1f∗k+1Pk.
Ejeriios
5.6. En este ejeriio se onsidera la implementaión de un igualador adaptativo (ver gura 5.1). Im-
plementar el algoritmo de mínimos uadrados reursivos para el álulo del ltro FIR h(n) (n =
0, . . . ,m− 1) que uando proese la señal de entrada f(n) (n ≥ 0) genere una salida que aproxime de
la mejor forma posible la señal deseada y(n) (n ≥ 0). En este aso tendremos una nueva euaión en
los oeientes h(n) por ada nuevo par de datos (f(n), y(n)), n ≥ m− 1.
De auerdo on la fórmula de la onvoluión h(n) =
∑m−1
r=0 h(r)f(n − r) la primera euaión será
y(m− 1) = h(0)f(m− 1) + . . .+ h(m− 1)f(0).
Apliarlo al aso en el que la señal reibida es f = z ∗ g + e, g(n) = 1/3, n = 0, 1, 2, z(n) es una señal
aleatoria de muestras gaussianas independientes de media nula y varianza unidad, e(n) es otra señal del
mismo tipo, independiente de la anterior y de varianza 0.1, y queremos reuperar una versión retardada
de z(n) mediante el ltro h(n), n = 0, . . . , 9.
Apliar el programa para el álulo de una aproximaión de longitud m = 15 al ltro inverso del ltro
g(n) = 1/3, n = 1, . . . , 3. Se utilizará una señal de ruido blano r(n) que será proesada por el ltro
g(n) dando lugar a la señal f(n). La señal y(n) será una versión retrasada de la señal r(n).
5.5. Mínimos uadrados totales
Partimos de nuevo de la euaión
Ax = b
Canal
Retardo
Igualador
ruido
+
−
Figura 5.1: Esquema de igualador adaptativo.
en la que A, es m × n, m > n, de rango máximo. Suponemos que no tiene soluión,
es deir, b no pertenee a la imagen de A. El problema de mínimos uadrados totales
onsiste en hallar la perturbaión de menor norma apliada tanto a A omo a b que haga
que el sistema tenga soluión. Con más preisión, la euaión puede esribirse omo
(
A b
)( x
−1
)
= 0.
La euaión perturbada es
((
A b
)
+
(
E w
))( x
−1
)
= 0.
Queremos hallar la matriz de perturbaión de menor norma que haga que el sistema
tenga soluión, y obtener la soluión orresponiente. Se puede demostrar que la matriz
perturbada que busamos es la que se obtiene de la SVD de
(
A b
)
anulando su menor
valor singular, σn. El vetor busado
(
x
−1
)
estará en el núleo de la matriz perturbada,
siendo por tanto proporional al vetor singular por la dereha vn orrespondiente al
valor singular anulado.
Ejeriios
5.7. Consideramos el problema de ajustar una reta que pase por el origen a un onjunto de puntos
observados (xi, yi). Comprobar que
Si apliamos mínimos uadrados a la euaión xa = y, donde x = (x1, . . . , xm)
T
, y = (y1, . . . , ym)
T
,
y a es la inógnita, obtenemos la soluión que minimiza la suma de las distanias en vertial al
uadrado de ada punto a la reta. ¾Qué tendríamos que haer para minimizar la suma de las
distanias en horizontal al uadrado?
Si apliamos PCA para minimizar
∑m
i=1(αxi + βyi)
2
on la restriión α2 + β2 = 1, estamos
minimizando la suma de las distanias al uadrado a la reta. Conluir que la soluión (α, β) que
obtenemos es un vetor unitario del núleo de la matriz de rango inferior más erana a (x y)
en la norma de Frobenius (denida en la seión 4.2).
Si apliamos mínimos uadrados totales, obtenemos la misma reta que en el aso anterior. Este
resultado se entiende mejor omprobando que para una matriz de rango uno la norma induida
y la norma de Frobenius oiniden.
5.6. Regresión ortogonal
Ahora onsideramos el problema de la obtenión de la reta en el plano eulídeo que
minimiza la suma de las distanias al uadrado de una serie de puntos pi. Utilizando
oordenadas homogéneas notamos estos puntos omo pi = (xi, yi, 1) y la reta omo
l1x+ l2y + l3 = 0, es deir, de oordenadas homogéneas l = (l1, l2, l3), normalizadas de
forma que l21 + l
2
2 = 1. Entones la distania de pi a la reta se puede esribir omo
di =
|l1xi + l2yi + l3|√
l21 + l
2
2
= |l⊤pi|.
Por tanto queremos minimizar
∑
i
l⊤pip
⊤
i l = l
⊤
(∑
i
pip
⊤
i
)
︸ ︷︷ ︸
E
l
on la restriión
1 = l21 + l
2
2 = l
⊤

1 1
0


︸ ︷︷ ︸
J
l.
Por el teorema de los multipliadores de Lagrange sabemos que los posibles extremos
ondiionados veriarán
∇ (l⊤El− λl⊤Jl) = 2(E − λJ)l = 0.
Un vetor l que verique esta ondiión tendrá un oste C = l⊤El que podemos alular
por la relaión
l⊤ (E − λJ)l︸ ︷︷ ︸
0
= C − λ⇒ C = λ.
Por tanto las oordenadas de la reta que busamos están en el núleo por la dereha
de E − λJ donde λ es la menor raíz de la euaión |E − λJ | = 0.
Ejeriios
5.8. Modiar la ténia de regresión ortogonal para obtener la mejor aproximaión por un plano de un
onjunto de puntos en el espaio eulídeo tridimensional.
5.7. Mínimos uadrados y estimaión estadístia. Mí-
nimos uadrados robustos
La ténia de mínimos uadrados se justia desde un punto de vista probabilístio
omo la estimaión de máxima verosimilitud de un vetor x a partir de observaiones
esalares bi obtenidas omo
bi = a
∗
ix + ei
donde las ei son variables aleatorias gaussianas independientes de media nula y la misma
desviaión típia σ.
En efeto, omo la funión de densidad de probabilidad del vetor e = (e1, . . . , em) es
f(e) =
1
(2π)m/2σm
e
−‖e‖
2
2σ2 .
el vetor e más verosímil será el de menor normal, y orresponderá on el valor x que
minimie
m∑
i=1
|ei|2 =
m∑
|bi − a∗ix|2 = ‖b− Ax‖2
donde A es la matriz uyas las son las a∗i .
En la prátia es freuente que una ierta proporión de los datos (outliers) no esté ge-
nerado de auerdo on este modelo, sino que esté afetado de otras perturbaiones on
mayor varianza. La ténia de RAndom SAmple Consensus (RANSAC) está pensada
para tratar este problema [2, p. 116℄. La idea básia onsiste en apliar mínimos uadra-
dos a un subonjunto de los datos que esté libre de outliers. Para onseguirlo haemos
un ierto número de estimaiones de x on el número mínimo posible de muestras, es
deir, la dimensión de x, n.
Suponiendo que disponemos de m observaiones, el número N de subonjuntos de ta-
maño m que tenemos que tomar para que la probabilidad de que al menos uno esté libre
de outliers sea p (se suele tomar p = 0,99) es
N =
log(1− p)
log[1− (1− ǫ)m] . (5.11)
El algoritmo que presentamos supone que onoemos a priori la desviaión típia σ de
las observaiones que se ajustan al modelo gaussiano (inliers) pero no la proporión ǫ
de outliers. Llamamos t al valor tal que la probabilidad de que |ei| sea menor que t sea
α (típiamente α = 0,95). Dado un valor de x suientemente erano al verdadero,
el número de observaiones tales que |a∗ix − bi| < t nos da una estimaión del número
de inliers de la muestra, suponiendo que los outliers están on gran probabilidad más
alejados.
El algoritmo es el siguiente. La idea es estimar en ada iteraión el parámetro ǫ utilizando
el umbral t y parar uando el número de iteraiones supere N para este ǫ dado por (5.11).
Iniializar N=∞, numero_iteraiones= 0.
Mientras N>numero_iteraiones,
• Elegir al azar una muestra de m observaiones.
• Estimar el número de inliers usando el umbral t.
• Estimar la proporión de outliers ǫ = 1−(número de inliers)/(número de puntos).
• Realular N = mı´n{N, N(ǫ)}, donde N(ǫ) está dado por (5.11).
• Inrementar numero_iteraiones.
Apliar mínimos uadrados a los inliers del subonjunto para el que se ha enon-
trado un mayor número de ellos.
Ejeriios
5.9. Demostrar la fórmula (5.11).
5.10. Generar un onjunto de 100 datos (ai, bi) donde los ai tienen distribuión uniforme entre 0 y 1
y bi = aix1 + x2 + ei on probabilidad 0,95 y bi = aix1 + x2 + 10ei on probabilidad 0,05, siendo
x1 = x2 = 1 y las ei variables gaussianas de media nula y desviaión típia 0.1. Estimar (x1, x2) a
partir de los pares (ai, bi) mediante mínimos uadrados y mediante el algoritmo RANSAC.
Capítulo 6
Condiionamiento de un problema
6.1. Número de ondiión de un problema
El número de ondiión absoluto de un problema nos informa de ómo varía el resultado
f(x) del problema si se perturban un poo los datos x. Se dene omo
ond absxf = l´ım
ǫ→0
sup
‖δx‖≤ǫ
‖f(x+ δx)− f(x)‖
‖δx‖ . (6.1)
Si la funión es difereniable en x se demuestra que el límite es la norma de la matriz
jaobiana de f , ‖Dfx‖ (ver apéndie 6.7).
Vamos a obtener una expresión que nos permite en algunos asos importantes alular
el número de ondiión absoluto sin neesidad de derivar una expresión explíita de f
(aunque no la usaremos hasta 6.3). Deniendo y(t) = f(x(t)), por la regla de la adena,
y′(0) = Dfx(0)x
′(0).
Si x(t) = x + te, y′(0) = Dfxe, y por tanto
‖Dfx‖ = sup
‖e‖=1
‖Dfxe‖ = sup
‖e‖=1
‖y′(0)‖
⇒ ond absxf = ‖Dxf‖ = sup
‖e‖=1
‖y′(0)‖. (6.2)
El interés de esta fórmula radia en que y′(0) se puede obtener a vees sin neesidad de
la expresión explíita de f .
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El número de ondiión relativo se dene de forma análoga, pero mediante un oiente
de errores relativos:
ondxf = l´ım
ǫ→0
sup
‖δx‖≤ǫ
‖f(x+ δx)− f(x)‖
‖f(x)‖
‖δx‖
‖x‖
=
‖x‖
‖f(x)‖ond absxf. (6.3)
6.2. Número de ondiión de una matriz regular
El número de ondiión κ(A) de una matriz A on núleo trivial (es deir, núleo {0}, o
sea, on olumnas linealmente independientes, uadrada o no) nos da una idea de ómo
puede variar en términos relativos, omo máximo, el produto Ax uando x sufre una
perturbaión. Corresponde al número de ondiión relativo del problema de multipliar
la matriz por un vetor x (f(x) = Ax), tomando el aso peor omo valor de este vetor:
ondxf = l´ım
ǫ→0
sup
‖δx‖≤ǫ
‖Aδx‖
‖Ax‖
‖δx‖
‖x‖
=
‖x‖
‖Ax‖ sup‖δx‖≤ǫ
‖Aδx‖
‖δx‖ =
‖x‖
‖Ax‖σ1
κ(A) = sup
x
ondxf = σ1 sup
x
‖x‖
‖Ax‖ =
σ1
ı´nf
x
‖Ax‖
‖x‖
=
σ1
σn
= ‖A‖‖A−1‖.
Obsérvese que si intentásemos apliar esta deniión a matries on núleo no trivial (es
deir, on olumnas linealmente dependientes, omo por ejemplo ualquier matrizm×n,
m < n), el denominador ı´nfx
‖Ax‖
‖x‖
valdría ero, on lo que el número de ondiión de la
matriz sería +∞ si A no es la matriz nula, y no estaría denido si A es la matriz nula.
En adelante, salvo que lo indiquemos expresamente, onsideraremos solamente matries
on olumnas linealmente independientes.
Dos propiedades inmediatas son
(1) κ(A) =
σ1
σn
≥ 1,
(2) κ(A) = κ(A−1).
El inverso del número de ondiión se puede interpretar omo la distania d de la ma-
triz al onjunto de las matries de rango inferior normalizada por la norma (valga la
redundania) de la matriz:
1
κ(A)
=
σn
σ1
=
d
‖A‖ .
El número de ondiión de la matriz aota superiormente el número de ondiión relativo
de la multipliaión de una matriz por un vetor respeto de perturbaiones de la matriz,
es deir, del problema f(A) = Ab. En efeto,
ondAf = sup
δA
‖(δA)b‖
‖Ab‖
‖δA‖
‖A‖
=
‖A‖
‖Ab‖ supδA
‖(δA)b‖
‖δA‖ =
‖A‖‖b‖
‖Ab‖ ≤
σ1
σn
. (6.4)
6.3. Condiionamiento de la resoluión de un sistema
lineal
El número de ondiión de una matriz regular es también el número de ondiión relativo
del problema de hallar y tal que Ay = b uando b es exato pero A puede estar
perturbada (es deir, f(A) = A−1b).
Podemos obtener este resultado utilizando la fórmula (6.2). En nuestro aso,
(A+ tE)y(t) = b, Ay(0) = b,
Derivando respeto de t y notando y ≡ y(0),
Ey(t) + Ay′(t) = 0⇒ Ey(0) + Ay′(0) = 0⇒ y′(0) = −A−1Ey.
Utilizando la primera de las siguientes relaiones, fáiles de demostrar,
sup
‖E‖=1
‖AEx‖ = ‖A‖‖x‖,
sup
‖E‖=1
‖AEB‖ = ‖A‖‖B‖,
tenemos
sup
‖E‖=1
‖y′(0)‖ = sup
‖E‖=1
‖A−1Ey‖ = ‖A−1‖‖y‖
⇒ ondAf = ‖A‖‖y‖ ‖A
−1‖‖y‖ = κ(A).
Ejeriios
6.1. Calular el número de ondiión de la matriz de desonvoluión del ejeriio 5.4.
6.4. Condiionamiento del problema de mínimos ua-
drados
Volvemos al problema planteado en la seión 5.1 para estudiar su ondiionamiento.
En esta seión seguimos básiamente [1℄.
Estudiamos primero la sensibilidad del problema respeto de perturbaiones en el vetor
b (f(b) = (A∗A)−1A∗b = y).
Conoemos el número de ondiión de este problema (euaión (6.4)). Si θ es el ángulo
que forma b on su proyeión ortogonal sobre el rango de A, Ay (ver gura 6.4),
tenemos que ‖b‖ = ‖Ay‖/ cos θ, luego
ondbf =
‖(A∗A)−1A∗‖‖b‖
‖y‖ =
‖(A∗A)−1A∗‖‖Ay‖
‖y‖ cos θ
= ‖(A∗A)−1A∗‖︸ ︷︷ ︸
σ−1n
‖A‖︸︷︷︸
σ1
1
cos θ
‖Ay‖
‖A‖‖y‖ =
κ(A)
cos θ
‖Ay‖
‖A‖‖y‖
≤ κ(A)
cos θ
.
0
b
θ
a1
a2
x1a1 + x2a2
Figura 6.1: Elementos del problema de mínimos uadrados para A = (a1, a2), y =
(x1, x2)
⊤
.
Veamos ahora ómo se modia la soluión y si lo que se perturba ligeramente es la
matriz A (f(A) = (A∗A)−1A∗b = y). Si añadimos δA = tE a la matriz A, on ‖E‖ = 1,
la soluión del problema y(t) veria
(A + tE)⊤(A+ tE)y(t) = (A + tE)⊤b.
Derivando respeto de t y partiularizando en t = 0 nos queda
E⊤Ay + A⊤Ey + A⊤Ay′(0) = E⊤b⇒ y′(0) = −(A∗A)−1A∗Ey + (A∗A)−1E⊤r,
donde
r = b− Ay
es el error de la proyeión ortogonal de b sobre la imagen de A. Tenemos
ondAf =
‖A‖
‖y‖ sup‖E‖=1
‖y′(0)‖ ≤ ‖(A∗A)−1A∗‖‖A‖+ ‖(A
∗A)−1‖‖A‖‖r‖
‖y‖ .
El primer sumando vale κ(A). Para el segundo sumando observamos que ‖r‖ = ‖Ay‖ tan θ,
luego y
‖(A∗A)−1‖‖A‖‖r‖
‖y‖ = ‖(A
∗A)−1‖‖A‖‖Ay‖ tan θ‖y‖
= κ(A)2 tan θ
‖Ay‖
‖A‖‖y‖
y tenemos
ond = κ(A) + κ(A)2 tan θ
‖Ay‖
‖A‖‖y‖ ≤ κ(A) + κ(A)
2 tan θ.
6.5. Condiionamiento de la soluión de menor norma
de sistemas indeterminados
Consideramos el problema de la seión 5.2, en el que queremos hallar el vetor y de
menor norma que es soluión del sistema Ay = b, on A m× n, m < n, de rango m. S
Sabemos que y = A∗(AA∗)−1, luego el ondiionamiento respeto de perturbaiones en
b (problema f(b) = y) será el del produto de la matriz A∗(AA∗)−1 por b, que por la
seión 6.2 vale
ondf =
‖y‖
‖b‖σ1(A
∗(AA∗)−1) =
‖y‖
‖b‖σ
−1
m (A)
y está aotado por
κ(A∗(AA∗)−1) =
σ1(A
∗(AA∗)−1)
σn(A∗(AA∗)−1)
=
σ−1n (A)
σ−11 (A)
=
σ1(A)
σn(A)
= κ(A).
Para el ondiionamieno respeto de A partimos de las euaiones
y(t) = (A‘tE)∗c(t), (A+ tE)(A + tE)∗c(t),
on E unitaria, que derivamos respeto de t y partiularizamos en t = 0. Después de
eliminar c(0) y c′(0) obtenemos (ordenando los términos omo en [1℄)
y′(0) = [I − A∗(AA∗)−1A]E∗(AA∗)−1b− A∗(AA∗)−1Ey.
Utilizando
‖I − A∗(AA∗)−1A‖ = 1
y
‖y‖ = ‖A∗(AA∗)−1b‖ ≥ σm(A)‖(AA∗)−1b‖ ⇒ ‖(AA∗)−1b‖ ≤ ‖y‖
σm(A)
tenemos
‖y′(0)‖ ≤ ‖[I − A∗(AA∗)−1A]E∗(AA∗)−1b‖+ ‖A∗(AA∗)−1Ey‖
≤ ‖I − A∗(AA∗)−1A‖‖E∗‖‖(AA∗)−1b‖+ ‖A∗(AA∗)−1‖‖E‖‖y‖
≤ ‖y‖
σm(A)
+
‖y‖
σm(A)
= 2
‖y‖
σm(A)
luego
ondf =
‖A‖
‖y‖ ‖y
′(0)‖ ≤ 2 σ1(A)
σm(A)
= 2κ(A∗).
Obsérvese que no apareen términos en κ2 omo en el problema estándar de mínimos
uadrados.
6.6. Condiionamiento del problema de autovalores de
matries hermítias
Queremos obtener el número de ondiión del problema que asigna a una matriz uno
de sus autovetores (suponemos que todos los autovetores son distintos, que es el aso
genério). Para ello partimos, en la línea de [1, 7.2.2℄, de
Ay = λy, y∗y = 0,
y tomamos una matriz simétria E de norma unidad y onsideramos las euaiones
(A+ tE)y(t) = λ(t)y(t), y(t)∗y(t) = 1
que derivando y tomando t = 0, on y ≡ y(0), nos dan
Ey + Ay′(0) = λ′(0)y + λy′(0), y′(0)∗y = 0.
Multipliando la primera euaión por y∗ obtenemos (utilizando que A es hermítia)
y∗Ey = λ′(0)
que nos proporiona el número de ondiión absoluto del problema f(A) = λ,
ond absAf = sup
‖E‖=1
|λ′(0)| = 1.
Por otra parte tenemos
(A− λI)y′(0) = (y∗Ey)y− Ey
luego
‖(A− λI)y′(0)‖ ≤ 2‖y‖ = 2.
Si A es tiene autovalores λi, A− λI tiene autovalores λi − λ y los mismos autovetores
que A. Si λ tiene multipliidad uno, la menor ampliaión de la norma de un vetor
ortogonal a y al multipliarlo por A− λI es
mı´n
λi 6=λ
|λi − λ|,
on lo que
‖(A− λI)y′(0)‖ ≥ mı´n
λi 6=λ
|λi − λ|‖y′(0)‖
luego el número de ondiión del problema f(A) = y veria
ond absAf = sup
‖E‖=1
‖y′(0)‖ ≤ 2
mı´nλi 6=λ |λi − λ|
.
6.7. Apéndie
Veamos que si f es difereniable, su número de ondiión absoluto en x es
l´ım
ǫ→0
sup
‖δx‖≤ǫ
‖f(x+ δx)− f(x)‖
‖δx‖ = ‖Dfx‖.
Deniendo g(δx) =
‖f(x+ δx)− f(x)−Dfx(δx)‖
‖δx‖ , la difereniabilidad de f en x equi-
vale a que l´ımδx→0 g(δx) = 0, y por lo tanto l´ımǫ→0 sup‖δx‖<ǫ g(δx) = 0. Tenemos
‖f(x+ δx)− f(x)‖
‖δx‖ =
‖Dfx(δx) + f(x+ δx)− f(x)−Dfx(δx)‖
‖δx‖ ≤
‖Dfx(δx)‖
‖δx‖ +g(δx)
Por tanto
sup
‖δx‖<ǫ
‖f(x+ δx)− f(x)‖
‖δx‖ ≤ sup‖δx‖<ǫ
‖Dfx(δx)‖
‖δx‖ = ‖Dfx‖.
Por otra parte,
‖f(x+ δx)− f(x)‖
‖δx‖ ≥
‖Dfx(δx)‖
‖δx‖ − g(δx)
luego
sup
‖δx‖<ǫ
‖f(x+ δx)− f(x)‖
‖δx‖ ≥ sup‖δx‖<ǫ
‖Dfx(δx)‖
‖δx‖ − sup‖δx‖<ǫ
g(δx)
y tomando límites,
l´ım
ǫ→0
sup
‖δx‖<ǫ
‖f(x+ δx)− f(x)‖
‖δx‖ ≥ ‖Dfx‖ − l´ımǫ→0 sup‖δx‖<ǫ
g(δx) = ‖Dfx‖.
Ejeriios
6.2. Comprobar que ond(A) = ond(A+).
6.3. Comprobar que ‖(A∗A)−1‖‖A‖2 = κ(A)2 y que ‖(A∗A)−1A∗‖‖A‖ = κ(A).
6.4. Poner un ejemplo de un problema de mínimos uadrados Ax = b on A matriz 3×2 on valores
altos de κ(A) y θ. Estudiar experimentalmente qué ratios máximos enontramos entre errores relativos
del resultado y errores relativos de perturbaiones, primero en A y lueog en b.
Capítulo 7
Fatorizaión QR
7.1. Motivaión
En este apítulo vemos ómo toda matriz regular se puede fatorizar mediante algoritmos
omputaionalmente eientes omo
A = QR
donde Q es unitaria y R triangular superior. Una apliaión evidente es la resoluión de
euaiones lineales, puesto que Ax = b se transforma en
Rx = Q∗b,
que se puede resolver despejando suesivamente xn, xn−1, . . . , x1 (retrosustituión) (sin
alular R−1).
La fatorizaión QR es también permite la soluión de problemas de mínimos uadrados
(seión 5.1). En efeto,
‖Ax− b‖2 = ‖QSx− b‖2 = ‖Sx−Q∗b︸︷︷︸
bˆ
‖2 = ‖
(
R
0m−n,n
)
x−
(
bˆ1,...,n
bˆn+1,...,m
)
‖2
= ‖Rx− bˆ1,...,n‖2 + ‖bˆn+1,...,m‖2.
que se minimiza obviamente on x = R−1bˆ1,...,n. Como A es de rango máximo, R es
regular, y además R−1bˆ1,...,n se puede alular por retrosustituión.
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7.2. Fatorizaión QR y ortogonalizaión de Gram-
Shmidt
Consideramos fatorizaiones de matries uadradas de la forma
A = QR
donde Q es ortogonal y R es triangular superior, y, más generalmente fatorizaiones de
matries m× n, m ≥ n de la forma
A = Q
(
R
0m−n,n
)
︸ ︷︷ ︸
S
donde Q es una matriz ortogonal m×m y R es triangular superior n× n.
Estas fatorizaiones siempre existen. Si notamos por ak las olumnas de A y por qk las
de Q tenemos
(
a1 . . . an
)
=
(
q1 . . . qn
)


r11 r12 . . . r1n
r22 . . . r2n
.
.
.
rnn

 ,
es deir (ver fórmulas 1.2 y 1.1)
a1 = r11q1
a1 = r12q1 + r22q2
. . .
an = r1nq1 + . . .+ rn−1,nqn−1 + rn−1,nqn.
Observamos que
ak = r1kq1 + . . .+ rk−1,kqk−1︸ ︷︷ ︸
P〈q1,...,qk−1〉ak
+ rkkqk︸ ︷︷ ︸
P〈q1,...,qk−1〉⊥ak
.
Por tanto podemos obtener los vetores qk y los oeientes rkl a partir de los vetores
ak mediante ortogonalizaión de Gram-Shimidt, que se orresponde on el siguiente
algoritmo, en el que en la etapa k alulamos la k-ésima olumna de Q y de R.
q1 =
a1
‖a1‖ , r11 = ‖a1‖.
Para k = 2, . . . , n
• Para j = 1, . . . , k − 1, rjk = q∗jak.
• q˜k = ak −
∑k−1
j=1 rjkqj .
• qk = q˜k‖q˜k‖ , rkk = ‖q˜k‖.
Si en alguna iteraión del algoritmo el nuevo vetor ak pertenee al subespaio generado
por los a1, . . . , ak−1 (q˜k = 0), basta tomar un qk ualquiera ortogonal a los q1, . . . ,qk−1
y rkk = 0 para ontinuar el algoritmo. Si, por el ontrario, las olumnas de A son
linealmente independientes, obtendremos una matriz R on elementos reales positivos
en la diagonal prinipal.
El algoritmo anterior es numériamente inestable (sensible a los efetos derivados de la
representaión nita de los números reales), por lo que resulta preferible el algoritmo
de Gram-Shmidt modiado, en el que ada vez que se obtiene un nuevo vetor qk se
resta a todos los vetores ak que quedan por proesar su proyeión ortogonal sobre el
subespaio generado por qk. De esta forma alulamos en ada iteraión k una olumna
de Q y una la de R. El algoritmo, para matries uadradas regulares, es el siguiente.
Iniializamos a
(0)
k = ak, k = 1, . . . , n.
Para k = 1, . . . , n,
• qk = a
(k−1)
k
‖a(k−1)k ‖
, rkk = ‖a(k−1)k ‖.
• Para j = k + 1, . . . , n,
◦ rkj = q∗ka(k−1)j .
◦ a(k)j = a(k−1)j − rkjqk.
El oste omputaional de ambos algoritmos es aproximadamente
2
3
mn2 ops (ada op
(oating point operation) equivale a una suma y un produto en oma otante) [10,
p. 60℄.
Si m > n hay que añadir olumnas a la matriz de la izquierda hasta formar una matriz
uadrada ortogonal. Para ello basta tomar vetores aleatorios y alular las proyeio-
nes de ada uno de ellos sobre el omplemento ortogonal del espaio generado por las
olumnas ya generadas.
La fatorizaión QR de una matriz de rango máximo no es únia salvo que exijamos que
R tenga elementos positivos en su diagonal prinipal. De heho, es fáil omprobar que
en ualquier fatorizaión de matries podemos multipliar la olumna k de la primera
matriz por una onstante zk y la la k de la segunda matriz por z
−1
k y obtenemos otra
fatorizaión. Dado que en el el aso de la fatorizaión QR las olumnas de la primera
matriz son unitarias, los zk deben ser de módulo unidad. Se puede demostrar que los
oeientes zk unitarios son el únio elemento que puede difereniar dos fatorizaiones
QR de una matriz de rango máximo.
Ejeriios
7.1. Demostrar que si A = QR = Q˜R˜ son dos fatorizaiones QR de la matriz de rango máximo A,
on Q =
(
q1 . . . qn
)
, Q˜ =
(
q˜1 . . . q˜n
)
, R =

r⊤1. . .
r⊤n


, R =

r˜⊤1. . .
r˜⊤n


, entones existen onstantes de
módulo unidad zk tales que q˜k = zkqk y r˜k = z
−1
k rk. Indiaión: Operar por induión, demostrándolo
primero para k = 1 y luego, suponiéndolo ierto para k, demostrándolo para k + 1.
7.2. Implementar el algoritmo de Gram-Shmidt modiado para matries uadradas regulares.
7.3. Reexiones de Householder
Una reexión respeto de un hiperplano es una transformaión lineal que deja invariantes
los vetores del hiperplano y que transforma ada vetor ortogonal al hiperplano en su
opuesto.
Las reexiones de Householder son reexiones respeto de un hiperplano que transforman
un vetor dado x en un vetor proporional al vetor de la base anónia e1 (gura 7.1).
x
v′
Hvx = ‖x‖e1Hv′x = −‖x‖e1
v
Figura 7.1: Reexión de Householder.
La expresión de la matriz Hv de la reexión respeto del hiperplano ortogonal al vetor
v es
Hv = I − 2vv
∗
v∗v
, (7.1)
y la reexión que lleva x a sgn(x1)‖x‖e1 orresponde al hiperplano perpendiular al
vetor
v = x + sgn(x1)‖x‖e1. (7.2)
De las dos posibilidades (la que transforma x en e1 y la que lo lleva a −e1) es preferible
la indiada en la fórmula, porque evita la posibilidad de que v sea la diferenia entre
dos vetores muy eranos y por tanto su álulo presente muho error relativo.
Al ser isometrías, están dadas por matries ortogonales. Permiten realizar la fatoriza-
ión QR de una matriz a base de ir transformando los vetores olumna en vetores on
eros por debajo de la diagonal prinipal. Para una matriz 3× 3:
× × ×× × ×
× × ×

→

× × ×0 × ×
0 × ×

→

× × ×0 × ×
0 0 ×

 .
En ada paso se utiliza una matriz ortogonal que aplia una reexión de Householder al
subvetor olumna que queda de la diagonal prinipal haia abajo:(
Rk A
0 B
)
→
(
I 0⊤
0 Hv
)(
Rk A
0 B
)
=
(
Rk A
0 HvB
)
.
La triangularizaión de Householder tiene un oste omputaional aproximado de 2mn2−
2
3
n3 ops [10, p. 75℄.
Ejeriios
7.3. Demostrar las fórmulas (7.1) y (7.2).
7.4. Implementar el algoritmo de fatorizaión QR mediante reexiones de Householder para matries
uadradas regulares.
Capítulo 8
Otras fatorizaión de matries
8.1. Fatorizaión LU
8.1.1. Resoluión de sistemas de euaiones lineales mediante
fatorizaión LU
El onoido algoritmo de eliminaión de Gauss para resolver sistemas de euaiones
lineales
Ax = b
da lugar a la fatorizaión de la matriz iniial de la forma
A = LU
donde L (lower) en una matriz triangular inferior on unos en la diagonal prinipal y U
(upper) es una matriz triangular superior.
Una vez obtenida la fatorizaión, la soluión del sistema
LUx = b (8.1)
se realiza en dos etapas, obteniéndose primero y = Ux y luego x. Al tratarse de matries
triangulares, basta apliar dos vees retrosustituión.
La fatorizaión LU de una matriz regular A = (aij)i,j=1,...,n existe si y sólo si todas las
submatries ((aij)i,j=1,...,m, m < n, (submatries prinipales) son regulares [3, p. 158℄.
Ejeriios
8.1. Calular aproximadamente el número de operaiones neesario para resolver el sistema (8.1).
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8.1.2. Fatorizaión LU básia
En ada etapa del algoritmo se utiliza una la de la matriz para sumarsela, multipliada
por oeientes adeuados, a las demás las para ir formando olumnas de eros por
debajo de la diagonal prinipal.
Lo vemos on un ejemplo (de [7, p. 279℄) (repasar primero las fórmulas (1.3) y (1.4)).
A =

2 4 −56 8 −1
4 −8 −3


B12 =

2 4 −50 −4 16
4 −8 −3

 =

 1 0 0−3 1 0
0 0 1

A
B13 =

2 4 −50 −4 16
0 −16 7

 =

 1 0 00 1 0
−2 0 1

B12
B23 =

2 4 −50 −4 16
0 0 −57

 =

1 0 00 1 0
0 −4 1

B13
(8.2)
Reapitulando, tenemos
U = B23 =

1 0 00 1 0
0 −4 1


︸ ︷︷ ︸
M2

 1 0 00 1 0
−2 0 1



 1 0 0−3 1 0
0 0 1


︸ ︷︷ ︸
M1 =

 1 0 0−3 1 0
−2 0 1


A. (8.3)
donde hemos utilizado que el produto las matries que rean eros en una olumna se
obtiene simplemente aumulando los oeientes, lo ual es onseuenia direta de la
interpretaión del produto de matries omo la atuaión de la matriz de la izquierda
sobre las las de la de la dereha (fórmula (1.4)). De la misma forma se razona que
la inversa de estas matries se obtiene simplemente ambiando de signo los oeientes
fuera de la diagonal prinipal, lo que lleva a
A =

1 0 03 1 0
2 0 1



1 0 00 1 0
0 4 1

U.
El produto de este tipo de matries se alula simplemente aumulando los elementos
por debajo de la diagonal prinipal, puesto que(
I1
A I2
)(
I1
B
)
=
(
I1
A B
)
. (8.4)
Apliado a nuestro ejemplo,
A =

1 0 03 1 0
2 4 1


︸ ︷︷ ︸
L
U.
Ejeriios
8.2. Calular de forma aproximada el número de operaiones de la fatorizaión LU de una matriz
n× n.
8.1.3. Fatorizaión LU on pivoteo
Si el primer oeiente no nulo de la la que vamos a utilizar para rear una olumna de
eros debajo de ella es muy pequeño, puede que el oeiente on el que vamos a mul-
tipliar la la sea muy grande, y esto lleve, en el álulo subsiguiente, a sumar números
muy grandes on número muho más pequeños. Y uando utilizamos una representaión
on un número limitado de deimales esto puede llevar a que al sumar los dos números el
resultado sea igual al más grande. En este apartado seguimos [7, p. 280℄ (ver también [7,
problema 5.1-4℄).
Para minimizar estos errores de redondeo resulta onveniente utilizar omo olumna
anuladora la que presente mayor oeiente. Esto se implementa oneptualmente
premultipliando la matriz por una matriz de permutaión adeuada. Estas matries
orresponden a permutaiones de las las de la matriz identidad y tienen el efeto de
permutar las las de la matriz a la que premultiplian. En nuestro aso las permutaiones
son transposiiones (interambios de dos elementos) y su misión es interambiar la la
k (anuladora) on la la n, n ≥ k, on oeiente (n, k) de mayor valor absoluto.
Si en la fatorizaión de una matriz 4 × 4 tuviéramos que utilizar transposiiones ten-
dríamos en lugar de de (8.3)
U = M3P3M2P2M1P1A,
donde las Pi son las matries de permutaión (transposiiones) y lasMi son las matries
que van produiendo eros en las olumnas deseadas.
El pivoteo impide la onseuión de una fatorizaión LU, pero sigue permitiendo una
fatorizaión de la forma PA = LU , donde P es una matriz de permutaión, que se
obtiene omo sigue. Como las transposiiones verian P−1i = Pi,
U = M3P3M2P2M1P1A = M3(P3M2P3)P3P2M1P1A
= M3︸︷︷︸
M ′3
(P3M2P3)︸ ︷︷ ︸
M ′2
(P3P2M1P2P3)︸ ︷︷ ︸
M ′1
(P3P2P1)︸ ︷︷ ︸
P
A
PA = M ′1
−1
M ′2
−1
M ′3
−1︸ ︷︷ ︸
L
U.
L es triangular inferior omo onseuenia de que las matries M ′i mantienen la estru-
tura de las Mi Ejeriios
(ejeriio 8.3).
Ejeriios
8.3. Realizar la fatorizaión PA = LU de la matriz A de (8.2). Expliar por qué el produto las
matries M ′i sigue siendo la estrutura de las Mi, lo que permite apliar (8.4).
8.2. Fatorizaión de Cholesky
La fatorizaión LU de una matriz hermítia denida positiva es un aso partiular im-
portante, que se requiere por ejemplo al resolver un problema de mínimos uadrados
mediante las euaiones normales. También apareen en la soluión numéria de eua-
iones en derivadas pariales. Podemos aprovehar la simetría de la matriz para reduir
el oste del algoritmo y de paso obtener una fatorizaión simétria on mejores pro-
piedades numérias. Esta es la fatorizaión de Cholesky. En esta seión seguimos [10,
ap. 23℄.
La fatorizaión de Cholesky de una matriz hermítia denida positiva A = (aij), n×n,
es de la forma
A = LL∗ (8.5)
donde L es triangular inferior on entradas no negativas en la diagonal prinipal.
Supongamos primero que a11 = 1. Apliando eliminaión gaussiana a la primera olumna
de A nos queda (
1
−w I
)
︸ ︷︷ ︸
B1
(
1 w∗
w K
)
︸ ︷︷ ︸
A
=
(
1 w∗
K −ww∗
)
.
Visto que B1 tiene la virtud de poner los eros que queremos en la primera olumna
de la matrix, probamos a multipliar A por la dereha por B∗1 on la esperanza de que
ponga eros de forma simétria en primera la. Y, efetivamente,
B1AB
∗
1 =
(
1
−w I
)(
1 w∗
w K
)(
1 −w∗
I
)
=
(
1
K −ww∗
)
,
es deir,
A =
(
1 w∗
w K
)
= B−11 AB
−∗ =
(
1
w I
)(
1
K −ww∗
)(
1 w∗
I
)
.
Si a11 6= 1 , on un pequeño ajuste tenemos, deniendo α = √a11 (raíz uadrada positiva
(no puede ser a11 < 0 o no real, pues A no sería denida positiva)), tenemos
A =
(
a11 w
∗
w K
)
=
(
α
w/α I
)
︸ ︷︷ ︸
H
(
1
K −ww∗/a11
)
︸ ︷︷ ︸
C
(
α w∗/α
I
)
︸ ︷︷ ︸
H∗
.
La matrizA1 = K−ww∗/a11 es denida positiva por serlo C, que es igual aH−1A(H−1)∗.
Si n = 2, ya hemos terminado, pues A1 es un número real positivo y la fatorizaión (8.5)
es inmediata. Si n > 2, apliamos la misma ténia a la matrix A1, (n− 1)× (n− 1), y
así suesivamente hasta que obtenemos la fatorizaión deseada.
La implementaión se puede realizar almaenando solamente la parte triangular inferior
de la matriz y apliando a esta parte eliminaión gaussiana. Con ello se onsigue reduir
aproximadamente a la mitad el número de operaiones de la fatorizaión LU, on lo
que el oste omputaional de la fatorizaión de Cholesky es ∼ 1
3
m3.
La fatorizaión de Cholesky on elementos positivos en la diagonal prinipal de L es
únia.
La fatorizaión de Cholesky también puede resultar ventajosa en términos de oste
omputaional, en relaión a la fatorizaión QR, en la resoluión de problemas de
mínimos uadrados uando la matriz A∗A es muho más pequeña que la matriz A.
Capítulo 9
Cálulo de autovetores y autovalores
9.1. Introduión
El álulo de autovalores de matries genérias no se puede haer mediante algoritmos
que terminen en un número prejado de pasos porque ello sería ontraditorio on la
imposibilidad de resolver en radiales las euaiones generales de grado mayor o igual a
ino [10, p. 191℄.
Dado que los autovalores de una matriz apareen en la diagonal prinipal de la matriz
triangular de su fatorizaión de Shur (A = QTQ∗, Q unitaria, T triangular superior),
la obtenión de esta fatorizaión es también equivalente al álulo de los autovalores
de la matriz.
Sin embargo ualquier matriz se puede fatorizar en un número nito de pasos omo
A = QHQ∗
donde Q es unitaria y H es Hessenberg superior, es deir, tiene eros por debajo de la
diagonal por debajo de la diagonal prinipal. Para ello se van apliando por la izquierda
reexiones de Householder que pongan eros en las subolumnas deseadas. Al apliarlas
también por la dereha estos eros se respetan porque las reexiones no afetan a las
primeras las igual que al apliarlas por la izquierda no afetan a las primeras olumnas
(lo que no ourriría si las reexiones de Householder fueran las que van onvirtiendo la
matriz en triangular superior).
Si apliamos este proeso a una matriz hermítia, H será hermítia además de Hessen-
berg superior, luego será tridiagonal.
Algunos algoritmos de álulo de autovalores omienzan por fatorizar de esta forma la
matriz y luego aplian proesos iterativos para onseguir una matriz triangular superior
similar a H .
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9.2. Loalizaión de autovalores
El teorama de los írulos de Gershgorin aota regiones del plano omplejo en las que se
enuentran los autovalores de una matriz. Conretamente, dada A = (aij), onsideramos
las omponentes onexas de la unión de los írulos Ci de entro aii y radio
∑n
j=1
j 6=i
|aij |
(írulos de Gershgorin). El teorema establee que si una omponente onexa es unión
de m írulos, entones ontiene m autovalores ontados on sus multipliidades (on lo
que el onjunto de los autovalores está ontenido en la unión de todos los írulos).
Para demostrarlo veamos primero que el onjunto de los autovalores está ontenido en
la unión de los írulos. Si el autovetor x = (x1, . . . , xn) tiene autovalor λ y xk es el
oeiente de x mayor valor absoluto, la aotaión se dedur de la omponente k de la
euaión Ax = λx:
n∑
j=1
akjxj = λxk ⇔
n∑
j=1
j 6=k
akjxj = (λ− akk)xk
⇒ |(λ− akk)xk| = |λ− akk| |xk| ≤
n∑
j=1
j 6=k
|akj| |xj|
⇒ |λ− akk| ≤
n∑
j=1
j 6=k
|akj| |xj ||xk| ≤
n∑
j=1
j 6=k
|akj|.
Para demostrar la armaión fuerte del teorema onsideramos la urva de matries
B(t) = D + t(A − D), t ∈ [0, 1], donde D = (dij) es la matriz diagonal dada por
dii = aii. Haremos uso de la ontinuidad de los autovalores on los oeientes de
la matriz (onseuenia de la ontinuidad de las raíes de los polinomios respeto de
sus oeientes). Obsérvese que B(0) es la diagonal de A, B(1) = A y los írulos de
Gershgorin Ci(t) de B(t) tienen entro aii y radio tri, donde ri es el radio del írulo
para A.
El teorema es ierto para la matriz B(0), puesto que los autovalores son los elementos de
la diagonal de A y los írulos, de radio ero, son estos valores, y ada omponente onexa
orresponderá a un valor aii, on tantas omponentes onexas omo valores distintos haya
en la diagonal de A. Para la matriz B(1) = A sabemos que los autovalores están en la
unión de los írulos.
Ahora dividimos la unión de los írulos de Gershgorin de B(t) en dos omponentes
disjuntas, deniendo K(t) = ∪mk=1Cik(t), K ′ = ∪m
′
k=1Ci′k(t). Cada una será unión de
iertas omponentes onexas y lo que queremos demostrar es equivalente a que K(t)
ontiene m autovalores y K ′(t) ontiene m′. Ahora nos jamos en una urva ontinua
λk(t) dada por un autovalor de B(t), on λk(0) = akk, k ∈ {i′1, . . . , i′m′} y llamamos d(t)
a la distania entre λk(t) y K(t). Supongamos que, ontrariamente a lo que queremos
demostrar, λi(1) ∈ K(1). Entones d(0) = d0 > 0 y d(1) = 0. Y observemos que
d(K(1), K ′(1)) = d1 > 0 y que d(K(t), K
′(t)) es no reiente, on lo que d0 ≥ d1 > 0.
Como d(t) es ontinua y toma los valores d0 y 0, en algún instante t0 deberá tomar el
valor intermedio d1/2. Pero entones para t0 no está ni en K(t0) ni en K
′(t0), lo que
sabemos que no puede ourrir. Por tanto hemos demostrado que las urvas omo λk(t)
permaneen en la omponente K(t) o K ′(t) que les ha toado iniialmente, de lo que se
onluye el resultado busado.
9.3. Iteraión en las potenias y algoritmos relaiona-
dos
9.3.1. Iteraión en las potenias
Esta ténia [10, p. 204℄ permite obtener el mayor autovalor (en valor absoluto) de una
matriz hermítiaA, suponiendo que sea simple, mediante la siguiente iteraión, que parte
de un vetor unitario aleatorio v(0), que no debe ser ortogonal al autovetor asoiado al
autovalor busado.
w = Av(k−1), (9.1)
v(k) = w/‖w‖, (9.2)
λ(k) = v(k)∗Av(k). (9.3)
La seuenia de los λ(k) onverge al autovalor busado. Tomando una base ortonormal
de autovetores, qi, partimos del vetor
v(0) = a1q1 + . . .+ anqn
en el que suponemos a1 6= 0. Es fáil omprobar que
v(k) =
Akv(0)
‖Akv(0)‖ =
a1λ
k
1q1 + . . .+ anλ
k
nqn√
|a1|2λ2k1 + . . .+ |an|2λ2kn
,
y de aquí se obtiene (ejeriio)
|λ(k) − λ1| ≤ C
(
λ2
λ1
)2k
,
‖v(k) − (±q1)‖ ≤ C ′
(
λ2
λ1
)k
.
(9.4)
Ejeriios
9.1. Demostrar la aotaión (9.4) indiando un valor explíito para la onstante C.
9.3.2. Iteraión inversa
Sabemos que si µ no está entre los autovalores λk de A, la matriz (A− µI)−1 tiene los
mismos autovetores que A y autovalores 1/(λk − µ). Si onoemos un valor µ que esté
más era de λK que de ualquier otro autovalor, la antidad 1/(λK − µ) será muho
más grande que las otras 1/(λk − µ). Por tanto, apliando iteraión en las potenias a
(A− µI)−1 onseguiremos una onvergenia
|λ(k) − λ1| ≤ C
∣∣∣∣ µ− λJµ− λK
∣∣∣∣2k
donde λJ es el siguiente autovalor más erano a µ.
El algoritmo modiado sustituye (9.1) por la resoluión de
(A− µI)w = v(k−1).
9.3.3. Iteraión en el oiente de Rayleigh
Este algoritmo deriva del anterior si sustituimos el parámetro jo µ por la estimaión
λ(k) que disponemos del autovalor. Se puede demostrar que exepto para un onjunto
de vetores iniiales de probabilidad ero (si los elegimos uniformemente en la esfera
unidad) el algoritmo onverge a un autovalor y, si el vetor iniial está suientemente
era del autovetor al que onverge, la onvergenia es úbia [10, p. 206℄.
9.3.4. Iteraión en las potenias para matries no hermítias
Los algoritmos anteriores también son válidos para matries no hermítias, pero el orden
de onvergenia uadrátio se onvierte en lineal. Veamos ómo sería en este aso el
algoritmo de iteraión en las potenias. Supongamos que la matriz A tiene una base
de autovetores uj , on autovalores λj , |λ1| > |λ2| ≥ . . . ≥ |λn|. Entones el vetor de
partida se puede esribir omo
x0 =
n∑
j=1
ajuj .
La iteraión va a onsistir
xk+1 = Axk, λ
(k+1) =
xm,k+1
xm,k
,
donde xm,k es la omponente m del vetor xk en la base anónia. Esta omponente se
elige arbitrariamente, pero es aonsejable tomar la omponente de mayor valor absoluto
después de varias iteraiones. Claramente
xk =
n∑
j=1
ajλ
k
juj = λ
k
1
[
a1u1 +
n∑
j=2
(
λj
λ1
)k
ajuj
]
luego
λ(k+1) = λ1
a1um,1 +
∑n
j=2
(
λj
λ1
)k+1
ajum,j
a1um,1 +
∑n
j=2
(
λj
λ1
)k
ajum,j
y de ahi
|λ(k+1) − λ1| ≤ C
∣∣∣∣λ2λ1
∣∣∣∣k
(ver [4℄).
9.4. Algoritmo QR
Aunque sólo onsideraremos el aso hermítio, el algoritmo QR proporiona los auto-
valores de la matriz si es regular, diagonalizable y la matriz de sus autovetores tiene
fatorizaión LU sin pivoteo (es deir, si sus menores prinipales son no nulos) [8, p. 378℄.
En las fatorizaiones QR tomamos R on diagonal real positiva, de forma que esta
fatorizaión es únia.
Algoritmo QR
Iniializamos A1 = A.
Para k = 1, 2, . . .
• Calulamos la fatorizaión Ak = QkRk.
• Calulamos el produto Ak+1 = RkQk.
Si A, on fatorizaión de Shur A = QTQ∗, veria las ondiiones enuniadas ante-
riormente, la seuenia Ak onverge a T y la seuenia de los produtos Q1Q2 · · ·Qk
onverge a Q. Por tanto, si A es hermítia, estas seuenias de matries onvergen, res-
petivamente, a una matriz diagonal dada por los autovalores de A y a la matriz de los
autovetores orrespondientes.
Veamos la motivaión intuitiva de esa armaión para el aso hermítio. La demostraión
general se enuentra, por ejemplo, en [8, p. 378℄.
Supondremos además que los autovalores de A verian |λ1| > |λ2| > . . . > |λn|.
Consideremos la fatorizaión QR de Ak para k elevado. Esribimos
Ak = AkI =
(
Ake1 · · · Aken
)
y desarrollamos los vetores de la base anónia en términos de la base dada por los
autovetores q1, . . . ,qn de A:
ei = αi1q1 + . . .+ αinqn,
on lo que
Akei = αi1λ
k
1q1 + . . .+ αinλ
k
nqn.
Para k suientemente grande podremos aproximar las olumnas de Ak por
Ake1 ≈ α11λk1q1
Ake2 ≈ α21λk1q1 + α21λk1q1
. . .
Aken = αn1λ
k
1q1 + . . .+ αnnλ
k
nqn.
on lo que su ortogonalizaión de Gram-Shmidt dará los autovetores de A, y por tanto
para k suientemente grande
Ak = Q(k)R(k) ⇒ Q(k) ≈ (q1 · · ·qn) .
Observemos ahora que nuestro algoritmo nos proporiona las fatorizaiones QR de las
potenias de A. En efeto, tenemos
A = A1 = Q1R1
Q2R2 = A2 = R1Q1 = Q
∗
1AQ1
Q3R3 = A3 = R2Q2 = Q
∗
2A2Q2 = Q
∗
2Q
∗
1AQ1Q2
· · ·
QkRk = Ak = Rk−1Qk−1 = Q
∗
k · · ·Q∗1AQ1 · · ·Qk
mientras que
A = Q1R1
A2 = Q1(R1Q1)R1 = Q1Q2R2R1
A3 = Q1(R1Q1)Q2R2R1 = Q1Q2(R2Q2)R2R1 = Q1Q2Q3R3R2R1
. . .
Ak = Q1Q2 · · ·QkRkRk−1 · · ·R1
· · ·
es deir,
Q(k) = Q1Q2 · · ·Qk, R(k) = RkRk−1 · · ·R1.
y Ak = Q
(k)∗AQ(k) se aproximará a la diagonalizaión de A según Q(k) tiende a la matriz
de sus autovetores.
9.5. Coste omputaional
El oste omputaional de ada iteraión de los algoritmos de iteraión en las potenias
es O(n2) (multipliaión matriz-vetor).
El de ada iteraión inversa es O(n3) (resoluión de un sistema lineal), pero se redue a
O(n2) si la matriz se fatoriza omo QR o LU.
Si A es simétria y se onvierte antes en tridiagonal mediante transformaiones de Hou-
seholder, ada iteraión pasa a tener un oste O(n).
Por lo que respeta al algoritmo QR, reordamos 10.4 que tanto el produto de dos
matries omo la fatorizaión QR tienen un oste O(n2).
La onvergenia del algoritmo QR es lineal on onstante ma´xj
|λj+1|
|λj |
[10, p. 218℄, pero
esta onstante se mejora on la versión modiada del algoritmo onoida omo algorit-
mo QR on desplazamientos [10, p. 219℄, que integra en el esquema la idea de la iteraión
inversa (seión 9.3.2).
Ejeriios
9.2. Implementar ualquiera de los algoritmos de este apítulo.
Capítulo 10
Estabilidad de algoritmos numérios
10.1. Modelo de aritmétia de oma otante
Los álulos en un ordenador onvenional que opera en oma otante se puede modelar
por las siguiente suposiiones, en las que interviene un parámetro araterístio ǫm (ǫ
de la máquina):
Cada número x se representa mediante un valor
fl(x) = x(1 + ǫ), |ǫ| < ǫm.
El resultado de ada operaión aritmétia ∗ (suma, resta, multipliaión, división)
entre dos números x e y que el ordenador representa de forma exata (x = fl(x), y =
fl(y)) veria
x ∗fl y = (x ∗ y)(1 + ǫ), |ǫ| < ǫm.
10.2. Estabilidad y retroestabilidad
Se die que un algoritmo f˜ que implementa la funión f es estable si existen C y C ′
tales que
‖x˜− x‖
‖x‖ ≤ Cǫm ⇒
‖f˜(x)− f(x˜)‖
‖f(x˜)‖ ≤ C
′ǫm.
Se die que un algoritmo f˜ que implementa la funión f es retroestable (bakward stable)
si, para ada vetor de datos x, f˜(x) es tal que existe un vetor x˜ erano a x en el sentido
de que para ierto C jo
‖x˜− x‖
‖x‖ ≤ Cǫm,
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tal que
f˜(x) = f(x˜).
Por tanto un algoritmo retroestable nos da la soluión exata a un problema ligeramente
perturbado respeto del que queremos resolver.
Por ejemplo, si x = A es una matriz regular y f˜(x) = (Q˜, R˜) son las matries de su
fatorizaión QR, si el algoritmo es retroestable obtenemos matries tales que
Q˜R˜ = A+∆A, ‖∆A‖ = ‖Q˜R˜− A‖ ≤ Cǫm‖A‖.
Si x = A es la matriz regular del sistema Ay = b, y = f(A) y y˜ = f˜(A), el resultado
veriará
(A+∆A)y˜ = b⇒ ‖Ay˜ − b‖ ≤ ‖∆A‖‖y˜‖ ≤ Cǫm‖A‖‖y˜‖.
En uanto a la distania entre el resultado obtenido y el exato tenemos, usando (6.1),
que
‖f˜(x)− f(x)‖
‖f(x)‖ =
‖f(x˜)− f(x)‖
‖f(x)‖ ≤ ondxf
‖x˜− x‖
‖x‖ ≤ C ondxf ǫm.
10.3. Algunos resultados sobre estabilidad de algorit-
mos
Estos resultados se enuentran enuniados, unos demostrados y otros no, en [10℄.
La fatorizaión QRmediante reexiones de Householder es retroestable [10, p. 116℄.
En uanto a la resoluión de sistemas de euaiones
• La resoluión de un sistema triangular de euaiones (retrosustituión) es
retroestable [10, p. 121℄.
• La resoluión de un sistema de euaiones mediante fatorizaión QR es re-
troestable [10, p. 117℄.
• La fatorizaión LU es inestable para algunas matries (raras) [10, p. 165℄.
• Tanto la fatorizaión de Cholesky omo la resoluión de sistemas de eua-
iones basada en ella son retroestables.
En uanto a la resoluión del problema de mínimos uadrados:
• Mediante triangularizaión de Householder es retroestable [10, p. 138℄.
• Mediante ortogonalizaión de Gram-Shmidt modiado no lo es, pero el
algoritmo puede modiarse para que lo sea [10, p. 140℄. Sin embargo, requiere
un número algo mayor de operaiones.
• Mediante SVD es también retroestable [10, p. 142℄.
• Sin embargo, la resoluión direta de las euaiones normales puede ser ines-
table [10, p. 141℄.
El algoritmo QR es retroestable [10, p. 223℄.
10.4. Resumen de algoritmos de fatorizaión
El uadro 10.1 resume las araterístias de los algoritmos de fatorizaión que hemos
estudiado.
Fatorizaión Algoritmo Operaiones Estabilidad
A = QR, A ∈Mm×n, Gram-Shmidt mod. 2mn2 No
Q ∈ Om, R ∈ Um×n Householder 2mn2 − 23n3 RE
A = LU , A ∈ Mn×n Elim. gaussiana 2
3
n3 No
L ∈ Ln×n1 , U ∈ Un×n
A = LL∗, A ∈ H+n Fat. Cholesky
1
3
n3 RE
L ∈ Ln×n
Cuadro 10.1: Fatorizaiones de matries que se implementan mediante algoritmos on
un número nito de operaiones.Mm×n: matries m×n, On: matries ortogonales n×n,
Um×n: matries triangulares superioresm×n, Lm×n: matries triangulares inferioresm×
n, Lm×n1 : matries de L
m×n
on unos en la diagonal prinipal, H+n : matries hermítias
(semi)denidas positivas, RE: retroestable.
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