This paper concerns uniform regularity estimates for a family of Stokes systems with rapidly oscillating periodic coefficients. We establish interior Lipschitz estimates for the velocity and L ∞ estimates for the pressure as well as a Liouville property for solutions in R d . We also obtain the boundary W 1,p estimates in a bounded C 1 domain for any 1 < p < ∞.
Introduction and Main Results
The primary purpose of this paper is to establish uniform regularity estimates in the homogenization theory of Stokes systems with rapidly oscillating periodic coefficients. More precisely, we consider the Stokes system in fluid dynamics,
in a bounded domain Ω in R d , where ε > 0 and
with 1 ≤ i, j, α, β ≤ d (the summation convention is used throughout). We will assume that the coefficient matrix A(y) = a αβ ij (y) is real, bounded measurable, and satisfies the ellipticity condition: We point out that estimate (1.5) should be regarded as a Lipschitz estimate for the velocity u ε and L ∞ estimate for the pressure p ε down to the microscopic scale ε, even though no smoothness assumption is made on the coefficient matrix A(y). Here we have taken a point of view that solutions should behave much better on mesoscopic scales due to homogenization and that the smoothness of coefficients only effects the solutions below the microscopic scale (see this viewpoint in the recent development on quantitative stochastic homogenization in [2, 16] and their references). Indeed, under the additional assumption that A(y) is Hölder continuous, 6) where λ ∈ (0, 1] and τ > 0, we may deduce the full uniform Lipschitz estimate for u ε and L ∞ estimate for p ε from Theorem 1.1, by a blow-up argument (see Section 5). , and the constant C depends only on d, µ, λ, τ , and ρ.
We remark that for the standard second-order elliptic system L ε (u ε ) = F , uniform interior Lipschitz estimates as well as uniform boundary Lipchitz estimates with Dirichlet conditions in C 1,α domains, were established by M. Avellaneda and F. Lin in [3] , under conditions (1.3), (1.4) and (1.6) . Under the additional symmetry condition A * = A, the boundary Lipschitz estimates with Neumann boundary conditions in C 1,α domains were obtained by C. Kenig, F. Lin, and Z. Shen in [17] . This symmetry condition was recently removed by S.N. Armstrong and Z. Shen in [1] , where the uniform Lipschitz estimates were studied for second-order elliptic systems in divergence form with almost-periodic coefficients.
The proof of Theorem 1.1, given in Sections 3 and 5, uses a compactness argument, which was introduced to the study of homogenization problems by M. Avellaneda and F. Lin [3, 4] . Let (u ε , p ε ) be a weak solution of the Stokes system (1. . By the compactness argument with an iteration procedure, which is more or less the L 2 version of the compactness method used in [3] , we are able to show that if 0 < ε < θ ℓ−1 ε 0 for some ℓ ≥ 1, then 8) where 0 < σ < ρ, and E β j (ε, ℓ), G(ε, ℓ) are constants satisfying |E ℓ j (ε, ℓ)| + |G(ε, ℓ)| ≤ C (see Lemma 3.4) . In (1.8), P β j (y) = y j (0, . . . , 1, . . . ) with 1 in the β th position and χ = (χ β j (y)) is the so-called corrector associated with the Stokes system (1.1). We remark that estimate (1.8) may be regarded as a C 1,σ estimate for u ε in scales larger than ε. This estimate allows us not only to deduce the Lipschitz estimate for the velocity u ε down to the scale ε, but also to derive the L ∞ estimate for the pressure p ε (see Sections 3 and 5) . We should point out that p ε is related to ∇u ε by singular integrals that are not bounded on L ∞ ; Lipschitz estimates for u ε in general do not imply L ∞ estimates for p ε . Also, observe that the L 2 formulation in (1.8) appears to be necessary, as the correctors are not necessarily bounded without smoothness conditions on A. We further note that as a consequence of (1.8), we establish a Liouville property for Stokes systems with periodic coefficients (see Section 4) .
In this paper we also study the uniform boundary regularity estimates for (1.1) in C   1 domains. The following theorem, whose proof is given in Section 6, may be regarded as a boundary Hölder estimate for u ε down to the scale ε.
Theorem 1.3. Suppose that A(y) satsifies conditions (1.3) and (1.4). Let Ω be a bounded
(1.9)
Suppose that 0 < ε ≤ r < R and 0 < ρ < 1. Then
where C ρ depends only on d, µ, ρ, and Ω. 
4). Also assume that
where n denotes the outward unit normal to ∂Ω. Then the solutions 12) satisfy the estimate
, (1.13)
where C q depends only on d, q, A and Ω.
The proof of Theorem 1.4 is given in Sections 7 and 8. We mention that W 1,p estimates for elliptic and parabolic equations with continuous or VMO coefficients have been studied extensively in recent years. We refer the reader to [8-10, 12, 18, 19, 23] as well as their references for work on elliptic equations and systems, and to [3, 6, 10, 13, 14, 17, 25] for uniform W 1,p estimates in homogenization. We end this section with some notation and observation. We will use − E f = 1 |E|´E f to denote the L 1 average of f over the set E. We will use C to denote constants that may depend on d, A, or Ω, but never on ε. Note that our assumptions on A are invariant under translation. Finally, the technique of rescaling (or dilation) will be used routinely in the rest of the paper. For this, we record that if (u ε , p ε ) is a solution of (1.1) and
where π(x) = rp ε (rx), h(x) = rg(rx), and G(x) = r 2 F (rx).
(1.15)
Homogenization Theorems and Compactness
In this section we give a review of homogenization theory of the Stokes systems with periodic coefficients. We refer the reader to [7, pp.76 -81] for a detailed presentation. We also prove a compactness theorem for a sequence of Stokes systems with (periodic) coefficient matrices satisfying the ellipticity condition (1.3) with the same µ.
Let Ω be a bounded Lipschitz domain in
is a weak solution of the Stokes system (1.1) in Ω, if div(u ε ) = g in Ω and for any ϕ ∈ C
(Ω) and h ∈ H 1/2 (∂Ω; R d ) satisfy the compatibility condition (1.11). Then there exist a unique u ε ∈ H 1 (Ω; R d ) and p ε ∈ L 2 (Ω) (unique up to constants) such that (u ε , p ε ) is a weak solution of (1.1) in Ω and u ε = h on ∂Ω. Moreover,
where C depends only on d, µ, and Ω.
Proof. This theorem is well known and does not use the periodicity condition of A. First,
. By considering u ε − h, we may assume that h = 0. Next, we choose a function
(Ω) (see [11] for a proof of the existence of such functions). By considering u ε − U, we may further assume that g = 0. Finally, the case h = 0 and g = 0 may be proved by applying the Lax-Milgram Theorem to the bilinear form a ε (u, v) on the Hilbert space
where φ = (φ α ) and ψ = (ψ α ). By applying the Lax-Milgram Theorem to the bilinear form a per (ψ, φ) on the Hilbert space
where
.., 0) with 1 in the β th position. As a result,
, which are called the correctors for the Stokes system (1.1), such that The homogenized system for the Stokes system (1.1) is given by
where L 0 = −div( A∇) is a second-order elliptic operator with constant coefficients.
Remark 2.2. The homogenized matrix A satisfies the ellipticity condition
for any ξ = (ξ 
Remark 2.3. Let χ * = (χ * β j ) denote the matrix of correctors for the system (1.1), with A replaced by its adjoint A * . Note that by definition, χ * β j ∈ V per (Y ) and
where a * per (ψ, φ) = a per (φ, ψ). It follows that
This, in particular, shows that A * = A * .
Theorem 2.4. Suppose that A(y) satisfies conditions (1.3) and (1.4). Let Ω be a bounded
We remark that Theorem 2.4 is more or less proved in [7] , using Tartar's testing function method. Our next theorem extends Theorem 2.4 to a sequence of systems with coefficient matrices satisfying the same conditions and should be regarded as a compactness property of the Stokes systems with periodic coefficients. Its proof follows the same line of argument found in [7] for the proof of Theorem 2.4, and also uses the observation that if {h k } is a sequence of 1-periodic functions with h k L 2 (Y ) ≤ C and ε k → 0, then
Theorem 2.5. Let {A k (y)} be a sequence of 1-periodic matrices satisfying the ellipticity condition (1.3) (with the same µ). Let Ω be a bounded Lipschitz domain in
where A k is the coefficient matrix of the homogenized system for the Stokes system with coefficient matrix
This would imply that (u 0 , p 0 ) is a weak solution of (2.10) in Ω. It also implies that the whole sequence ξ k converges weakly to
where χ k * β j (and π k * β j used in the following) are the correctors for the Stokes systems with
it follows that the first term in the right hand side of (2.12) equals
Using the fact that div(ψu
we see that the first term in the right hand side of (2.12) goes to zero. In view of the estimate
it is easy to see that the third term in the right side of (2.12) goes to ξ 0 , P β j ∇ψ . To handle the second term in the right hand side of (2.12), we note that by (2.9),
ij ), and we have used the observation (2.8). This, together with the fact that
shows that the second term in the right hand side of (2.12) goes to
where we have used integration by parts. To summarize, we have proved that as k → ∞,
Thus, the right hand side of (2.11) converges to
where the first equality follows by taking the limit in (2.11) with φ = P β j ψ. In view of (2.13) we obtain
The proof is complete.
Interior Lipschitz estimates for u ε
For a ball B = B(x 0 , r) = x ∈ R d : |x − x 0 | < r in R d , we will use tB to denote B(x 0 , tr), the ball with the same center and t times the radius of B.
We start with a Cacciopoli's inequality for the Stokes system, whose proof may be found in [15] .
where C depends only on d and µ. . Then there exist ε 0 ∈ (0, 1/2) and θ ∈ (0, 1/4), depending only on d, µ, σ and ρ, such that
whenever 0 < ε < ε 0 , and (u ε , p ε ) is a weak solution of
in B(0, 1).
Proof. We prove the lemma by contradiction, using the same approach as in [3] for the elliptic system L ε (u ε ) = F . First, we note that by the interior C 1,ρ estimates for solutions of Stokes systems with constant coefficients,
for any θ ∈ (0, 1/4), where (u 0 , p 0 ) is a weak solution of
in B(0, 1/2) and A 0 is a constant matrix satisfying the ellipticity condition (2.7). We emphasize that the constant C 0 in (3.4) depends only on d and µ. Since 0 < σ < ρ, we may choose θ ∈ (1/4) such that
We claim that there exists ε 0 > 0, depending only on d, µ, σ and ρ, such that the estimate (3.2) holds with this θ, whenever 0 < ε < ε 0 and (u ε , p ε ) is a weak solution of (3.3) in B(0, 1). Suppose this is not the case. Then there exist sequences {ε k }, {A k (y)}, {u k } and {p k } such that ε k → 0, A k (y) satisfies (1.3) and (1.4),
max − B(0,1)
and
where (χ kβ j ) denotes the correctors for the Stokes systems with coefficient matrices A k (x/ε). Note that by (3.8) and Caccipoli's inequality (3.1), the sequence {u k } is bounded in
Thus, by passing to a subsequence, we may assume that
Similarly, in view of (3.8) , by passing to subsequences, we may assume that g k → g 0 in L ∞ (B(0, 1)) and
Since A k satisfies the ellipticity condition (2.7), we may further assume that
, by taking the limit in (3.9), we obtain
Finally, we note that
Clearly, we may assume´B (0,1/2) p k = 0 by subtracting a constant. Thus, by passing to a subsequence, we may assume that
with convergence of u k , F k , g k , and A k , allows us to apply Theorem 2.5 to conclude that
. As a result, in view of (3.4), (3.10) and (3.11), we obtain
which contradicts (3.6). This completes the proof. 
This will be used in the next lemma.
Lemma 3.4. Let 0 < σ < ρ < 1 and
. Let (ε 0 , θ) be the constants given by Lemma 3.2. Suppose that 0 < ε < θ k−1 ε 0 for some k ≥ 1, and
(3.13) Moreover, the constants E(ε, ℓ) satisfy
14)
where C depends only on d, µ, σ and ρ, and
Proof. The lemma is proved by an induction argument on ℓ. The case ℓ = 1 follows directly from Lemma 3.2, with
(see Remark 3.3) . Suppose that the desired constants exist for all positive integers up to some ℓ, where 1 ≤ ℓ ≤ k − 1. To construct E(ε, ℓ + 1), we consider
Note that by the rescaling property of the Stokes system, 17) in B(0, 1). Since (ε/θ ℓ ) ≤ (ε/θ k−1 ) < ε 0 , we may apply Lemma 3.2 to obtain
. We now estimate the right hand side of (3.18) . Observe that by the induction assumption,
Also note that since 0
In view of (3.17) and (3.16), we have 0,1) ) .
Thus we have proved that the right hand side of (3.18) is bounded by 0,1) ) .
Finally, we note that the left hand side of (3.18) may be written as
Observe that by Cacciopoli's inequality (3.1),
where we have used the estimates for the right hand side of (3.18) for the last inequality. This, together with the estimate of E(ε, 1), gives (3.14) and (3.15) . To see (3.16), we note that by (3.20) and (3.17),
This completes the proof.
The following theorem may be viewed as the Lipschitz estimate for u ε , down to the scale ε.
Theorem 3.5. Suppose that A(y) satisfies the ellipticity condition (1.3) and is 1-periodic. Let (u ε , p ε ) be a weak solution of
where ρ ∈ (0, 1),
, and C depends only on d, µ, and ρ.
Proof. By covering B(x 0 , r) with balls of radius ε we only need to consider the case r = ε.
By translation and dilation we may further assume that x 0 = 0 and R = 1. Thus we need to show that if 0 < ε ≤ (1/2),
We will see that this follows readily from Lemma 3.4. Indeed, let (ε 0 , θ) be given by Lemma 3.2. The case θε 0 ≤ ε ≤ (1/2) follows directly from the Cacciopoli's inequality. Suppose 0 < ε < θε 0 . Choose k ≥ 2 so that θ k ε 0 ≤ ε < θ k−1 ε 0 . It follows from Lemma 3.4 that
This, together with the Cacciopoli's inequality, implies that
from which the estimate (3.23) follows.
A Liouville property for Stokes systems
In this section we prove a Louisville property for global solutions of the Stokes systems with periodic coefficients. We refer the reader to [5] for the case of the elliptic systems L 1 (u) = 0 (also see [20, 21] and their references for related work).
Theorem 4.1. Suppose that A(y) satisfies the ellipticity condition (1.3) and is 1-periodic.
for some C u > 0, σ ∈ (0, 1), and for all R > 1. Then
for some constants H ∈ R d , H ∈ R, and E = (E β j ) ∈ R d×d . In particular, the space of functions (u, p) that satisfy (4.1) and (4.2) is of dimension
Proof. Let 0 < σ < σ 1 < 1 and (ε 0 , θ) be the constants given by Lemma 3.2 for 0 < σ 1 < ρ < 1. It follows from Lemma 3.4 by rescaling that if L ε (u ε ) + ∇p ε = F and div(u ε ) = g in B(0, R) for some R > ε/ε 0 , then if ℓ ≥ 1 and 0 < ε < ε 0 θ ℓ−1 R, there exist constants
. Now let u satisfy the conditions in the theorem. Fix k such that θ k+1 < ε 0 . Choose
for some constant C independent of k and k 0 . Since σ 1 > σ, we may let k 0 → ∞ in (4.5) to conclude that for each k large, there exist constants
Finally, we observe that ∇u = (∇P This implies that E kβ j = E ℓβ j for any k, ℓ large; and as a consequence, we also obtain H k = H ℓ for any k, ℓ large. Thus we have proved that (4.3) holds for some H ∈ R d and for some C u > 0, σ ∈ (0, 1), and for all R > 1. It follows from Theorem 4.1 that (u, p) must be constant. for some C u > 0, integer N ≥ 2, σ ∈ (0, 1), and for all R > 1. In particular, by using the difference operator ∆ i φ = φ(x + e i ) − φ(x) repeatedly, one may deduce from the observation in Remark 4.2 that
where E(ν, α) is constant and w ν,α (x) is 1-periodic. Here ν = (ν 1 , ν 2 , . . . , ν d ) is a multiindex and
d . We will pursue this line of research elsewhere.
L
∞ estimates for p ε and proof of Theorem 1.1
In this section we prove an L ∞ estimate for p ε , down to the scale ε. We also gives the proof of Theorem 1.1 and Corollary 1.2.
Theorem 5.1. Suppose that A(y) satisfies the ellipticity condition (1.3) and is 1-periodic. Let (u ε , p ε ) be a weak solution of
, and C depends only on d, µ and ρ.
Proof. By translation and dilation we may assume that x 0 = 0 and R = 1. Note that
Thus, in view of Theorem 3.5, it suffices to show that − B(0,r) p ε − − B(0,1) p ε is bounded by the right hand side of (5.2). This will be done by using the C 1,σ estimate for u ε down to the scale ε in Lemma 3.4.
Let (θ, ε 0 ) be the constants given by Lemma 3.2. By (5.3) we may assume that 0 < ε ≤ r < ε 0 . Let θ k ε 0 ≤ ε < θ k−1 ε 0 and θ t ε 0 ≤ r < θ t−1 ε 0 for some 1 ≤ t ≤ k. The terms − B(0,r) p ε − − B(0,θ t ) p ε and − B(0,1) p ε − − B(0,θ) p ε can be handled by using (5.3). To deal with − B(0,θ t ) p ε − − B(0,θ) p ε , we writê
where E(ε, ℓ) = (E β j (ε, ℓ)) ∈ R d×d are constants given by Lemma 3.4. Note that by Lemma 3.4,
where 0 < σ < ρ < 1, and 6) in B(0, 1). Observe that
Using (5.3), 5.6), Cacciopoli's inequality and (5.5), we see that the first two terms in the right hand side of (5.7) is bounded by
where we also used
Finally, we note that since π β j is 1-periodic,
where π
This, together with the estimate of the first two terms in the right hand side of (5.7), shows that the left hand side of (5.4) is bounded by
Proof of Theorem 1.1. The estimate for ∇u ε in (1.5) is given by Theorem 3.5, while the estimate for p ε is contained in Theorem 5.1.
Proof of Corollary 1.2. Under the Hölder continuous condition (1.6), it is known that solutions of the Stokes systems are locally C 1,α for α < λ (see [15] ). In particular, it follows that if (u, p) is a weak solution of −div(A(x)∇u) + ∇p = F and div(u) = g in B(y, 1) for some y ∈ R d , then
where 0 < ρ < 1,
, and the constant C depends only on d, µ, ρ, and (λ, τ ) in (1.6).
To prove (1.7), by translation and dilation, we may assume that x 0 = 0 and R = 1. Now suppose (u ε , p ε ) is a weak solution of (1.1) in B(0, 1). The estimate (1.7) for the case ε ≥ (1/8) follows directly from (5.9), as the matrix A(x/ε) satisfies (1.6) uniformly in ε. For 0 < ε < (1/8), we use a blow-up argument and estimate (5.9) by considering u(x) = ε −1 u ε (εx) and p(x) = p ε (εx). This leads to 10) for any y ∈ B(0, 1/2). In view of Theorem 3.5 we obtain
Finally, we note that for any y ∈ B(0, 1/2),
where we have used (5.10), (5.11), Theorem 5.1, and (5.3) for the last inequality. This completes the proof.
6 Boundary Hölder estimates and proof of Theorem 1.3
In this section we establish uniform boundary Hölder estimates for the Stokes system (1.1) in C 1 domains and give the proof of Theorem 1.3.
(6.1) We will always assume that ψ(0) = 0 and
where M > 0 is a fixed constant and ω(r) is a fixed, nondecreasing continuous function on [0, ∞) and ω(0) = 0.
for some 0 < ε < r < r 0 , where g ∈ C η (D r ), h ∈ C 0,1 (∆ r ) and h(0) = 0. Then for any 0 < ε ≤ t < r,
where C depends only on d, µ, ρ, η, r 0 , and (M, ω) in (6.2).
It is not hard to see that Theorem 1.3 follows from Theorem 6.1 and the following boundary Cacciopoli's inequality whose proof may be found in [15] .
Theorem 6.2. Suppose that A satisfies the ellipticity condition (1.3). Let
where C depends only on d, µ, and M.
To prove Theorem 6.1 we need an analogue of Theorem 2.5 in the presence of boundary.
Theorem 6.3. Let {A k (y)} be a sequence of 1-periodic matrices satisfying the ellipticity condition(1.3). Let D(k) = D(r, ψ k ) and ∆(k) = ∆(r, ψ k ), where {ψ k } is a sequence of
where ε k → 0, f k (0) = 0, and
Then there exist subsequences of {A k }, {u k }, {p k }, {ψ k }, {g k } and {h k }, which we will still denote by the same notation, and a constant matrix A 0 satisfying (2.7), a function ψ 0 satisfying ψ 0 (0) = 0 and (6.2),
Proof. We first note that (6.7) follows from (6.2) and (6.6) by passing to subsequences. To prove (6.8), let Ω ⊂ Ω ⊂ D(r, ψ 0 ). Observe that if k is sufficiently large, Ω ⊂ D(r, ψ k ). We now apply Theorem 2.5 in Ω to conclude that 
. That u 0 = h 0 on ∆(r, ψ 0 ) in the sense of trace follows from the fact that v k ⇀ v 0 weakly in
With the help of Theorem 6.3 we prove Theorem 6.1 by a compactness argument in the same manner as in [3] .
Lemma 6.4. Let 0 < ρ, η < 1. Then there exist constants ε 0 ∈ (0, 1/2) and θ ∈ (0, 1/4), depending only on d, µ, ρ, η, and (M, ω) in (6.2), such that
Proof. We will prove the lemma by contradiction. Let σ = (1 + ρ)/2 > ρ. Using the boundary Hölder estimates for solutions of Stokes systems with constant coefficients, we obtain
if 0 < r < (1/4) and (w, p 0 ) satisfies
where A 0 is a constant matrix satisfying the ellipticity condition (2.7). The constant C 0 in (6.12) depends only on d, µ, ρ, η, and (M, ω) in (6.2). We now choose θ ∈ (0, 1/4) so small that 2C 0 θ σ < θ ρ . (6.14)
We claim that the lemma holds for this θ and some ε 0 > 0, which depends only on d, µ, ρ, η, and (M, ω). Suppose this is not the case. Then there exist sequences
Note that by Cacciopoli's inequality (6.5), the sequence { u k H 1 (D(1/2,ψ k )) } is bounded. In view of Theorem 6.3, by passing to subsequences, we may assume that
Observe that by (6.15) and (6.17),
It follows that w = u 0 satisfies (6.13). However, by (6.16),
Thus, by (6.12), we obtain θ ρ ≤ C 0 θ σ , which contradicts the choice of θ. This completes the proof.
Lemma 6.5. Fix 0 < ρ, η < 1. Let ε 0 and θ be constants given by Lemma 6.4 
Proof. We prove the lemma by an induction argument on k. The case k = 1 follows directly from Lemma 6.4. Now suppose that the estimate (6.19) is true for some k ≥ 1. Let 0 < ε < ε 0 θ k . We apply Lemma 6.4 to the function
Observe that ψ k satisfies (6.2) uniformly in k, and
Since θ −k ε < ε 0 , by the induction assumption,
We are now ready to give the proof of Theorems 6.1 and 1.3.
Proof of Theorem 6.1. By considering the function u ε (rx) in D(1, ψ r ), where ψ r (x ′ ) = r −1 ψ(rx ′ ), we may assume that r = 1. Note that ∇ψ r ∞ = ∇ψ ∞ ≤ M and
The bounding constants C will depend on r 0 , if r 0 > 1. Let ε ≤ t < 1. We may assume that t < ε 0 θ, for otherwise the estimate is trivial. Choose k ≥ 1 so that ε 0 θ k+1 ≤ t < ε 0 θ k . Since ε < ε 0 θ k−1 , it follows from Lemma 6.5 that
This finishes the proof. for 0 < r < c 0 R < R 0 . By translation we may assume that x 0 = 0. Next, we may assume that in a new coordinate system, obtained from the current system through a rotation by an orthogonal matrix with rational entries,
where ψ is a C 1 function satisfying ψ(0) = 0 and (6.2). Here we have used the fact that for any d×d orthogonal matrix O and δ > 0, there exists a d×d orthogonal matrix T with rational entries such that O − T ∞ < δ. Moreover, each entry of T has a denominator less than a constant depending only on d and δ (see [22] ). Finally, we point out that if (u ε , p ε ) is a solution of the Stokes system (1.1) and u β (x) = T γβ v γ (y), p(x) = q(y), where T = (T ij ) is an orthogonal matrix and y = T x, then 
, and h(y) = g(x). Note that the matrix B(y) is periodic, if T has rational entries (a dilation may be needed to ensure that B is 1-periodic). These observations allow us to deduce estimate (6.20) A − −
B(y,t)
A ≤ ω 1 (r), (7.1) where ω 1 is a (fixed) nondecreasing continuous function on [0, ∞) and ω 1 (0) = 0. The following two lemmas provide the local W 1,p estimates.
Lemma 7.1. Suppose that A(y) satisfies the ellipticity condition (1.3) and smoothness condition (7.1). , 1) ) be a weak solution to
in B(0, 1). Then |∇u| ∈ L q (B(0, 1/2)) for any 2 < q < ∞, and
3)
where C q depends only on d, µ, q, and ω 1 in (7.1).
Lemma 7.2. Suppose that A(y) satisfies (1.3) and (7.1).
) for any 2 < q < ∞, and
where C q depends only on d, µ, q, (M, ω) in (6.2), and ω 1 in (7.1).
We remark that W 1,p estimates for elliptic equations and systems with continuous or VMO coefficients have been studied extensively in recent years. In particular, estimates in Lemmas 7.1 and 7.2 are well known for solutions of div A(x)∇u) = 0 (see [8] [9] [10] 19, 23] and their references). The proof for the elliptic systems, which uses a real-variable argument as well as regularity estimates for elliptic systems with constant coefficients, extends to the case of the Stokes systems. Therefore we shall omit the proof of Lemmas 7.1 and 7.2. 
in B(x 0 , r) for some x 0 ∈ R d and r > 0. Then for any 2 < q < ∞,
Proof. By translation and dilation we may assume that x 0 = 0 and r = 1. We may also assume ε < (1/4). The case ε ≥ (1/4) follows directly from Lemma 7.1, as the coefficient matrix A(x/ε) satisfies (7.1) uniformly in ε. Let u(x) = ε −1 u ε (εx) and p(x) = p ε (εx). Then (u, p) satisfies (7.2) in B(0, 1). It follows that
, where we have used Theorem 1.1 for the second inequality. By translation the same argument also gives
for any y ∈ B(0, 1/2). Estimate (7.6) now follows from (7.7) by covering B(0, 1/2) with balls {B(y k , ε/2)}, where y k ∈ B(0, 1/2).
The next theorem, whose proof may be found in [24] , provides a real-variable argument we will need for the W 1,p estimates.
Suppose that for each ball B ⊂ 2B 0 with |B| ≤ c 1 |B 0 |, there exist two measurable functions F B and R B on 2B, such that |F | ≤ |F B | + |R B | on 2B,
where C 1 , C 2 > 0, 0 < c 1 < 1, and c 2 > 2. Then F ∈ L p (B 0 ) and
where C depends only on d, C 1 , C 2 , c 1 , c 2 , p and q.
We are now ready to prove the interior W 1,p estimates for the Stokes system (1.1).
Theorem 7.5. Suppose that A(y) satisfies conditions (1.3), (1.4) and (7.1).
Proof. By translation and dilation we may assume that x 0 = 0 and r = 1. Note that the estimate for p ε in (7.11) follows easily from the estimate for ∇u ε . Also we may assume that g = 0 by considering u ε − ∇w, where w is a scalar function such that ∆w = g in B(0, 1) and w = 0 on ∂B(0, 1). To apply Theorem 7.4, for each B = B(y, t) ⊂ B(0, 3/4) with 0 < t < (1/64), we write u ε = v ε + z ε , where v ε ∈ H 1 0 (4B; R d ) and
Also, since L ε (z ε ) + ∇(p ε − π ε ) = 0 and div(z ε ) = 0 in 4B, we may apply Lemma 7.3 to obtain
13) whereq = q + 1 and we have sued (7.12) for the last inequality. Finally, let F = |∇u ε |, F B = |∇v ε | and R B = |∇z ε |. Note that |F | ≤ |F B | + |R B | on 4B, and in view of (7.12) and (7.13), we have proved that
This allows us to use Theorem 7.4 to conclude that
for any x 0 ∈ B(0, 1/2), which gives the desired estimate for ∇u ε by a simple covering argument.
8 Proof of Theorem 1.4
In this section we establish uniform boundary W 1,p estimates and gives the proof of Theorem 1.4. Throughout this section we will assume that A satisfies conditions (1.3), (1.4) and (7.1) and that Ω is a bounded C 1 domain. We begin with a boundary Hölder estimate. for any x, y ∈ B(x 0 , R/2) ∩ Ω, where 0 < ρ < 1 and C depends only on d, ρ, A and Ω.
Proof. By translation and dilation we may assume that x 0 = 0 and R = 1. The case ε ≥ (1/4) follows directly from the local boundary W 1,p estimates in Lemma 7.2 by Sobolev imbedding. To treat the case 0 < ε < (1/4), we note that if 0 < r < ε, we may deduce from Lemma 7.2 by rescaling that for any x ∈ B(0, 3/4) ∩ Ω. Choosing ρ ∈ (0, 1) so that (1 − ρ)q < 1, we obtain estimate (8.6) by substituting (8.9) into the right hand side of (8.8).
The following theorem gives the boundary W 1,p estimates for the Stokes system (1.1). where C q depends only on d, µ, q, ω 1 in (7.1), and Ω.
Proof. This theorem follows from Lemmas 7.3 and 8.2 by a real-variable argument in the same manner as in the proof of Theorem 7.5. We omit the details and refer the reader to [23] .
Finally, we give the proof of Theorem 1.4
Proof of Theorem 1.4. Since h ∈ B .
Thus, by considering u ε −H, we may assume that h = 0. Note that if u ε , v ε ∈ W 1,2 8.12) in Ω, then
This allows us to use a duality argument that reduces the theorem to the estimate
for 2 < q < ∞, where L ε (u ε ) + ∇p ε = div(f ), div(u ε ) = g in Ω, and u ε = 0 on ∂Ω. Finally, by covering Ω with balls of radius r 0 = c 0 diam(Ω), we may deduce from Theorems 7.5 and 8.3 that
where we have used the estimate in Theorem 2.1 as well as q > 2. Also, note that
