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Abstract
We describe a spatial augmented reality system that enables superimposed projection of an internal
image on a real object with color correction. Our system is a projector-camera system, which consists of a
camera, a projector, and a PC. At first, we generate a first projection image from the internal image of CG
and a camera image of the real object captured by the camera. The first projection image is generated to
avoid the pattern of the real object by importance map which is generated camera image. Next, we project
the first projection image on the real object, and again capture an image of the real object with the internal
image. At last, we update the projection image with color correction on CIELUV color space and project
the image on the real object. This system will be able to visualize the internal structures on various objects
easily because this system is reproduced on real object enhances a sense of depth. By using this effect,
our system are enable to use various application such as support of work by the visibility of the complex
internal structure.
内容概要
本研究では，物体の内部透過画像を実物体に重畳投影することを可能とする空間型拡張現実感
(Spatial Augmented Reality)システムを提案する．システムは，プロジェクタ-カメラシステムの一種
で，Kinect，プロジェクタ，PCで構成されている．はじめに，内部構造が描かれたCGモデルとKinect
によって撮影した投影対象の実物体が写っている画像から内部透過表現の目標画像と初期投影画像
を生成する．目標画像は CGモデルとカメラ画像，重要度マップから求めた透過率によって求める．
重要度マップはカメラ画像より Canny edge detectionを用いて求めたエッジ画像と，同じくカメラ画
像より求めた Saliency Mapから求める．初期投影画像は重要度マップから求めた透過率から生成す
る．この画像は投影対象の実物体の模様部分にプロジェクタの光が当たらないようにする．続いて，
初期投影画像を実物体に投影し，再び実物体の画像を撮影する．撮影した画像は，CIELUV色空間
上で目標画像と比較する．最後に，初期投影画像を CIELUV色空間上で色補正行い，色補正した画
像を新たに実物体上に投影することで実物体上での内部透過の再現を行う．このシステムは，オブ
ジェクト上で内部構造を容易に視認することができると考えている．これによって，複雑な内部構造
の修理や学習の作業の支援のようなアプリケーションに利用できるといった利点がある．
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1 序論
拡張現実感 (AR)[12]とはコンピュータにより現実環境に情報を付加する技術，または拡張された
現実環境そのものである．ARは様々な分野で使われている．交通の分野では，車や歩行者が道に迷
わないためのナビゲーション支援のアプリケーション，ゲームやエンタテインメントの分野では，現
実世界と CGを融合する表現手法，広告の分野では，チラシや広告についているマーカーを撮影し
て，商品の動いているものを見るアプリケーション等がある．そして将来，観光・旅行案内の分野
で，Googleグラスを用いて歩きながら観光名所のガイドを見るサービスや，医療現場の補助や学習
のための ARが開発されている．今後は日常生活やビジネスで ARが活用される場面が増え，その利
用場面に応じた多くのインターフェイスが開発されると考えてられる．
実生活で ARが使われているインターフェイスは主に二つあり，一つ目は透過型ディスプレイ型と
呼ばれる画面の向こう側に拡張情報を投影するインターフェイスである．主に Googleグラスや車窓
ディスプレイ,スマートフォンアプリ等がこれにあたる．二つ目はディスプレイ対面型と呼ばれる対
面するディスプレイ面側に取り付けられたカメラから取得した映像に拡張情報を付加し，鏡のように
見ることができるインターフェイスである．Kinect Fitting Roomなど洋服や眼鏡の試着システム等で
よく利用されているものである．実生活ではディスプレイを用いた上記２つの手法が主に使われてい
るが，両手法を用いたシステムでは対応する AR体験にあったディスプレイが必要であり，体験者側
にデバイスの装着，ARを体験するための場所が決められてしまうなど，デバイスのコストや，体験
者側に負担がかかるがかかるシステムが多い．そこでデバイスの装着についての体験者の負担を減
らすため，プロジェクタを用いて現実世界の物体に拡張情報を重畳投影するタイプのインターフェイ
スを用いる．重畳投影とは，プロジェクタを用いて，外壁面や立体物などの，スクリーンのような理
想的な反射特性を持たない物体に対して，投影するときに用いられる技術である．
上記の背景から，体験者がデバイスの装着せずに，実生活で役に立つAR体験の実現として，内部
透過表現を生成する AR技術を実物体上で再現できる空間型拡張現実感 (Spatial Augmented Reality)
[1]のシステムを提案する．内部透過画像とは，X線 CT画像のような一般的な内部構造の画像に加
え，物体の内部が透けて見えているような効果を付加した画像である．物体の透過の再現するため
に，プロジェクタを用いて，内部透過画像を実物体に重畳投影することで，物体の透過を再現する．
内部投影画像は，投影対象物の色に応じた色補正を行うことで，よりリアルな表現を目指す．
提案手法を用いることで，利用者が，製造現場や建築現場などで，建物内の配管や機械の内部構造
を容易に確認ができ，作業員の手や視線を邪魔することなく指示がすることができるため，修復作業
や組み立て作業の補助が行うことができる，他には，実物を見ながら，物体の内部構造の仕組みを見
ることができるため，ディスプレイや紙など使わずに物体の内部の学習を可能にするなどの応用先が
あり，表示画像の容易な変更や，動作のある内部構造の表現も容易に可能といった利点がある．
本稿では，提案手法のフローチャートと画像の生成の流れ，フローチャート内の目標画像と初期投
影画像の生成手法，投影画像の補正処理について記述する．続いて，提案手法の実験について述べ，
最後に考察とまとめについて述べる．
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2 関連研究
内部透過表現に関しては，Zollmannら [2]が２次元画像に対する”Ghosted View’を提案している．
この手法は，カメラ画像から透過率を求めるため重要度マップを計算し，その計算した重要度マッ
プからカメラ画像の透過率を計算する．そして計算した透過率を用いて CGモデルとカメラ画像を
合成して内部構造の透過表現を実現している．論文では道路と配管の CGモデル，建物と部屋の CG
モデルを合成することで内部透過画像である”Ghosted View’を生成している．Kalkofenら [3]は，３
Dモデルの曲率，実物体画像とその重要度マップ，内部 3Dモデルの形状を用いて，立体物に対して
の”Ghosted View”を提案している．論文では車の模型画像とタイヤとエンジンの CGモデル，心臓
の模型と心臓の構造が描かれた CGモデルを ARマーカーを用いて位置合わせをおこなった上で，透
過画像を表現することを可能としている．本研究でもこの手法の内部透過画像の作成を参考にする．
重畳投影に関しては Rasker ら [4] が，白色物体への CG のプロジェクションマッピングとして，
“ Shader Lamps”を提案している．この研究は複数台のプロジェクタを用いて投影物体の固有の色，
テクスチャ，素材の色を考慮した投影画像をオブジェクトに投影させる技術である．この手法を用い
ることで，白いタージマハールの模型や白い花瓶の上に Raskerら手法で画像を投影することで，模
型の模様を再現する投影方法を提案している．また白色のスクリーンでない見かけに応じた透過映
像を実物体に投影する手法として，Ashdownら [10]の研究では CIELUV色空間 [5]上で色値の範囲
を投影対象上での均一な空間に変換し，計算した色値の輝度範囲内と元画像の輝度範囲を基に投影
画像の輝度値を計算し，それを投影画像とすることで，表面反射や環境光が異なる状況で投影した場
合に発生するプロジェクタ投影画像のばらつきの補正をおこなった．この研究では，水玉の模様上
の表面上に合わせた投影画像の補正を行い，水玉の模様上の表面に投影することで，表面の模様に
応じた画像の表現を可能にした．カメラを用いた投影画像の制御に関する研究として，Nayarらの研
究 [11]があり，カメラの画像を事前に決定した情報に一致させる光学補償を再現している．投影し
た画像からカメラを用いて補正のための測定値を取得し，測定値を用いて投影画像を補正し，投影対
象の表面に応じた画像をプロジェクタで投影を行っている．この研究により，カメラで得た情報から
投影画像の品質を最小限に抑える手法を提案した．
上記“Ghosted View”は，画像生成技術のみの提案のため，タブレット端末等のディスプレイデバ
イスの使用が必須である．また実物体上での投影は多様な場所での利用を考慮する必要があるので，
照明や実物体の色の影響に強い投影，そして投影対象の物体のずれや動きに強い画像の補正を行う
必要がある．この 2つの課題を解決するため，プロジェクタを用いて内部透過画像を実物体に重ね合
わせ，実物体の中に内部構造が存在するというリアルな表現を行うことができる手法を提案する．
本研究では“Ghosted View”の手法で用いた内部透過画像の生成手法とAshdownが用いたCIELUV
色空間上での投影画像の補正の手法を基に物体の内部透過画像を実物体に重畳投影表示を行い，実
物体上での内部透過画像の再現を行う．
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3 提案手法の流れ
実物体の内部透過を実現するために，我々は箱の中にあるものを観測者がデバイスを使わずに箱
が透けて中身が見えるという状態を再現する手法を提案する．提案する手法として，投影対象の箱の
模様と CGモデルが重ならないようにする，投影対象の箱の色に応じた投影画像の色補正を行うと
いう 2点を実装する．この 2点を実装することで観察者に内部透過画像の奥行き感を観測者に理解
でき，箱の中に中身があるように感じさせることができる．それを実装するために我々は，”Ghosted
View”で用いる重要度マップによる投影領域の補正と，CIELUV色空間上での実物体の色に応じた投
影画像の色補正を行う．提案手法のフローチャートを図 1に示す．初めに，Kinectで取得した投影対
象物である箱を撮影した画像 (図 1の Camera Image)と，プロジェクタ視点からレンダリングした箱
の内容物と箱の内壁が描かれた CGモデルの画像 (図 1の CG Image)を使い，画像補正のための目標
画像 (図 1の Goal Image)と初期投影画像 (図 1の First Projection Image)を生成する．続けて，箱に
合わせて投影画像のアフィン変換を行い，初期投影画像を投影する．そして初期投影画像の投影後の
箱の画像と目標画像の比較から，初期投影画像の調整を行い，調整した画像 (図 1の Final Projection
Image)を改めて箱に投影することで実物体上での内部透過の再現をおこなう．図 1の目標画像と初期
画像の生成（Generate Goal Image and First Projection Image）と投影画像の補正処理 (Generate Final
Projection Image)については次節で述べる．
図 1: 提案手法のフローチャート
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3.1 目標画像と初期投影画像の生成手法の流れ
目標の内部透過画像と初期投影画像の生成処理の流れを図 2に示す．２つの画像の生成には CG
モデル (図 2の CG Image)，Kinectで取得した投影対象物を撮影した画像 (図 2の Camera Image)を
用いて目標画像の生成と初期投影画像の生成を行う．この処理は投影対象物に描かれている文字，模
様，輪郭部分に CGが重なることを避け，模様の奥側に CGモデルがあるようにプロジェクタで投影
する．撮影した画像から透過率を計算するための重要度マップ (図 2の Importance Map)を使うこと
で，実物体の模様部分を除いた部分の透過率を計算し，それを CGモデル画像に反映することで初期
投影画像 (図 2の First Projection Image)と，カメラ画像と CGモデルの合成によって求める内部透過
の目標画像 (図 2の Goal Image)を生成する．この処理の詳細は 4章で述べる．
図 2: 目標画像生成と初期投影画像生成のフローチャート
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3.2 投影画像補正手法の流れ
投影画像補正処理の流れを図 3に示す．初めに初期投影画像を投影した投影対象物に投影した画像
(図 3の Camera Image after Projection)と目標画像 (図 3の Goal Image)を CIELUV色空間 [5]の値で
比較 (図 3の Compare)することで，目標画像と実物体の LUV色空間の値が異なる点の x; y 座標に
対応した初期投影画像上の点の位置 (図 3の Diff Image)を求める．そして投影前の実物体の表面の
画像 (図 3の Camera Image)の CIELUV色空間での値を基に，初期投影画像 ((図 3の First Projection
Image)の CIELUV色空間の値を再計算する．再計算する点は上記で図 3の Diff Image上の，目標画
像と実物体の CIELUV色空間の値が異なる点の x; y 座標である．そして補正後の投影画像 (図 3の
Final Projection Image)を投影対象の実物体に投影することで，内部透過画像の奥行き感と箱の色に
応じた内部透過画像表示を行い，箱が透けて中身があるように見せることができる内部透過を再現
する．この処理の詳細は 5章で述べる．
図 3: 投影画像補正のフローチャート
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4 目標画像生成手法
Zollmanらの手法 [2]と Kalkofenらの手法 [3]に基づいて，目標画像と初期投影画像を生成する．
2つの画像の生成には，カメラ画像の画素ごとの透過率計算が必要となる．画素ごとの透過率計算に
は，重要度マップを用いて計算する．本研究では，初めに，重要度マップを生成し，続いて，重要度
マップM(x; y)から物体の透過率 (x; y)を計算する．そして Kinectからリアルタイムで得たカメラ
画像 O(x; y)と CGモデルをレンダリングした CG画像 C(x; y)と物体透過率 (x; y)から内部透過
画像 G(x; y)を生成する．図 2の重要度マップの生成処理 (Generate Importance Map)と目標画像と
初期投影画像の生成 (図 2の Generate Goal Image and First Projection Image)の処理について次節で述
べる．
4.1 重要度マップの生成
画素ごとの透過率の計算のために重要度マップを求める．重要度マップの求め方のフローチャート
を図 4に示す．
図 4: 重要度マップM(x; y)生成処理のブロック図
カメラ画像 O(x; y)から重要度マップM(x; y)を生成するため，カメラ画像に Canny Edge[6]フィ
ルタをかけた画像 E(x; y)，カメラ画像から Saliency Image[8]を求めて，求めた画像に対して領域分
割を行い，その領域ごとに二値化を行った画像 (Saliency Map) S(x; y)を中間画像として生成する．
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各中間画像を用いて，式 (1)の条件で重要度マップM(x; y)を求める．
M (x; y) =
8>><>>:
E(x; y); if E(x; y) > 0
S(x; y); elseif S(x; y) > 0
0; otherwise
(1)
重要度マップの白い部分M(x; y) = 1:0の部分が投影画像と箱が重ならない領域となり，重要度マッ
プの黒い部分M(x; y) = 0:0の部分が透過処理を用いた投影画像と箱が重なる領域となる．本論文で
は重要度マップの構成のための， Canny Image E(x; y)，Saliency Image S(x; y)の生成手法について
述べる．
4.1.1 Canny Image
Canny Imageはキャニー法 [6]を用いてエッジ検出を行った画像である．エッジ検出とは画像の明
るさの鋭敏な変化を検出することで物体の境界を見つけることである．エッジ検出には様々な手法が
あるが，キャニー法はノイズに強く，かつ，処理が軽いため，カメラで取得した画像でもリアルタイ
ムでエッジの検出が可能である．
Canny Imageの求め方は２値化画像にガウス関数の導関数から勾配を求め，その勾配の局所的な最
大値を探して，その部分をエッジとして検出することでエッジをし，それを画像にしたものである．
本研究では目標画像上の物体の形状を保つためエッジ部分を E(x; y) = 1:0とし，エッジでない分部
分を E(x; y) = 0:0として Canny Imageを生成した．本研究では Open CVを用いて Kinectで撮影し
た画像からエッジを検出した．キャニー法を用いて投影対象物体の箱のエッジを検出した画像を図 5
に示す．
図 5: E(x; y)の画像
図 5のように，箱のエッジを取り出すことができた．今回は箱とカメラの距離があまり離れていな
いため模様のエッジが抽出できていないが，ある程度の模様の大きさがあれば箱の模様部分のエッジ
も抽出できる．箱のエッジ部分を取り出し，エッジ部分を透過処理をしないことで，目標画像生成時
に投影対象の物体の形状を保つことができる．しかし，Canny Imageでは物体内の模様が抽出できて
いないため，箱の模様を用いた奥行情報に利用することができない．そこで箱の模様の領域の抽出を
行うために，Saliency Mapを用いる．
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4.1.2 Saliency Map
Saliency Mapとは静止画像やビデオから，画像の注目度の強さを表したマップのことで，画像処理
によって多くの手法が提案されている．注目度とは人が興味を引く領域を抽出し，数値化したもの
で，それが検出できれば映像編集や作成において役に立つといわれている．本研究では，Achantaら
の手法 [7]をもとに S(x; y)の生成方法を図 6示す．
初めに，カメラ画像 O(x; y)の輝度値，色情報から Saliency Image[8](図 6の Saliency Image)を生
成する．続いて，カメラ画像 O(x; y)をMean-shift法 [12]を用いて領域分割する．Saliency Imageを
Felzenszwalbら [9]の手法を基に k個にクラスタリング，各領域の画素の平均値 Sk を求める．最後
に，Saliency Image全体の画素平均値 S を基準に Sk を二値化したものを S(x; y) (図 6の Binary of
Saliency Image)とする．
図 6: Saliency Image
S(x; y)は物体内の文字や模様部分の領域を抽出できているので，その部分のプロジェクタ投影領
域を除くことが可能である．続いて図で書かれている項目の詳細を説明する．
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 Saliency Image : Kinectで取得した箱を撮影した画像から，Saliency Imageを求めて画像化した
ものである．抽出方法としては入力画像を色情報，輝度情報，エッジや動きなどの特徴を抽出
し，それらの階層的データの特徴を融合することで求められる，本稿では画像の輝度値と RGB
情報から注目度を算出し，それを Saliency Imageとして抽出した．Saliency Imageを生成した
画像を図 7に示す．図 7のようにグレースケール画像で表され，箱の後ろの壁，箱，箱の文字
を区分することができた．
図 7: Saliency Image
 Divided int k by Mean Shift : Saliency ImageをMean Shift法 [13]を用いて k個に領域分割する．
Mean Shift法は，d次元空間内の点群が分布しているとき，その密度の極大点 (node)を発見す
る手法であり，点群クラスタリング等に用いられる．
 Calculate the averagevalue S in entire image：物体領域内の文字や模様部分の領域を抽出 Saliency
Imageの二値化のために，Saliency Imageの全画素の平均値 Sを求める．この Sは画像の二
値化のための基準値となる．
 Calculate the average pixel value Sk of each area k：上記の処理によって生成した Saliency Image
の画像と，Mean Shift法によって分割した k個の領域の情報を用いて，Saliency Imageの画素
値を領域 k内の画素値の平均値 Sk の値にする．この処理を行うことでカメラ画像を用いても
安定した箱の領域，文字の領域を検出することができる．
 Binary of Saliency Image：Saliency Image全画素の平均値 S と領域 k内の画素値の平均値 Sk
を用いて，Saliency Imageの二値化を行う．二値化の計算手法は Sと Sk を用いて以下の条件
式 (2)で計算する．
S (x; y) =
8<: 1:0; if Sk > 2 S0:0; otherwise (2)
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Binary of Saliency Imageまでの処理結果 S(x; y)を図 8に示す．
図 8: 二値化 Saliency Imge(S(x; y))
図 8の画像は物体領域内の文字部分 (図 8の白い部分)の領域を抽出できている．画像上の白い部
分が投影画像の物体にあたらない領域となり，箱の表面と箱の中身の奥行きを表現する．
4.1.3 重要度マップの生成
4.11, 4,12の処理で求めた 2つの画像を基に，重要度マップを生成した．4.1の処理によって生成し
た重要度マップを図 9に示す．
図 9: 重要度マップM(x; y)
図 9のように，箱の形状，箱の文字が抽出できている．この重要度マップM(x; y)を用いて目標画
像の生成と初期投影画像の生成を行う．
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4.2 目標画像と初期投影画像の生成
図 10に内部透過画像G(x; y)(図 10のGoal Image)と初期投影画像 P0(x; y)(図 10の First Projection
Image)生成方法のブロック図を示す．
図 10: 目標画像 G(x; y)と初期投影画像 P0(x; y)の生成処理のブロック図
内部透過画像 G(x; y)生成のため，物体透過率 (x; y)を決める必要がある．物体透過率は重要度
マップM(x; y)と初期透過率 tから次式を用いて物体透過率 (x; y)を求める．
(x; y) = t (1:0 M(x; y)): (3)
初期透過率 t は物体をどのくらい透過させるかを決める値で，重要度マップ M(x; y) の白の部分
(M(x; y) = 1:0)を物体上で透過させない分部 (x; y) = 0:0とするため式 (3)の計算を行う．次に，
物体透過率 (x; y)，カメラ画像 O(x; y)と CGモデルの描かれた画像 C(x; y)を用いて式 (4)に示す
ように合成し，目標画像 G(x; y)を生成する．
G(x; y) = (1:0  (x; y))O0(x; y) + (x; y) C(x; y) (4)
目標画像 G(x; y)はカメラ画像 O(x; y)と CG画像 C(x; y)をアルファブレンディング [14]した画像
である．箱の画像と箱の内部構造が描かれた CGの画像にアルファ値を掛け合わせることで半透明な
画像を生成し，その 2枚の画像を合成する．合成した画像が実物体上で透過表現を行うための目標画
像となる．目標画像 G(x; y)を図 11に示す．
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図 11: 目標画像 G(x; y)
G(x; y)の画像の結果から，C(x; y)の領域を取り出した投影画像 P0(x; y)を生成する．P0(x; y)の
計算手法を式 (5)に，処理結果後の投影画像 P0(x; y)を図 12に示す．
P0(x; y) = (x; y) C(x; y) (5)
図 12: 初期投影画像 P0(x; y)
初期投影画像 P0(x; y)は CGモデルの描かれた画像 C(x; y)に物体透過率 (x; y)をかけた値で，
重要度マップM(x; y)によって文字領域のみ (x; y) = 0:0になるため，文字領域部が黒色，それ以
外は C(x; y)に (x; y)をかけた色で表現された画像となっている．そして画像 P0(x; y)を投影対象
の箱に合わせて投影する．投影する時は，投影対象の箱の平面と投影画像が平行になるようにプロ
ジェクタ本体で台形補正をかけ，アフィン変換により投影画像に拡大縮小，平行移動を行い箱の平面
に一致するように投影し，Kinectで投影後の実物体 On(x; y)を撮影する．
12
5 投影画像の補正手法
実物体への投影は通常のスクリーン上への投影と異なり，物体本来の色，文字や模様，物体固有の
反射率，白色照明下の影響などを考慮する必要がある．本稿では，透過映像を投影後，カメラから得
た情報をリアルタイムで処理し，物体本来の見かけに応じた投影画像の強調，制御を行うことで，実
物体上での見かけに応じた透過映像を実物体に投影する手法を用いる．画像補正の手法は Ashdown
らの手法 [10]を基づいて，投影画像の補正を行う．本章では 5.1節で，色空間の変換と画像の比較に
ついて説明し，5.2節で色彩の調整，5.3節で輝度範囲の調整，5.4節で輝度の調整，そして 5.5節で
補正画像の投影について記述する．
5.1 色空間の変換と画像の比較
投影後の実物体画像と目標画像の比較と画像補正のために，初期投影画像を投影したカメラ画像
On(x; y)，目標画像 G(x; y)，投影前のカメラ画像 O0(x; y)，初期投影画像像 P0(x; y)の 4つの画像
を白色照明下の影響に強い CIELUV色空間 [5]に変換する．そして変換した画像を用いて画像補正
を行う．本論文では，CIELUV色空間について，計算方法，画像の比較について説明する．
5.1.1 CIELUV色空間
CIELUV色空間 [5]，[15],，[16]とは，国際照明委員会 (CIE)が 1976年に定めた人間の感じる色
の差が空間の距離に比例する色空間のことである．色の明るさの情報を Lで表し，赤緑ないし黄青
の色相を表わす色成分 u; v 色度座標で表すことにより，3次元の座標 (L; u; v)を持つ均等色空間を
構成する，CIELAB色空間と同様に一定の色差感覚で定めることができるため主に工業界でよく使
われている．色の表現は R;G;Bの 3種類の色の組み合わせで実現できるが，3色の強さ (三値刺激)
を設定し，色の定量化を行う時，RGB色空間では負の強さを設定しない限り表せない色がある．そ
のため，XYZ色空間という負の値を持たない色空間を設定し，その色空間内での色差を均一にする
ために CIELUV色空間と CIELAB色空間が使われた．CIELUV色空間と CIELAB色空間の違いは，
評価方法による色の均一性の違いである．色空間がどのくらい均一であるかの評価は，MacAdamの
楕円，マンセルの等色相・等クロマ線による評価が有名である．
MacAdamの楕円 [26]はある色を中心（楕円の中心の色)として，その色と区別することができな
い色の範囲を色度図上に表現したものである．この図の評価がよければ，細かな色の変化を指定でき
る．理想的な均一色空間の場合は色空間上の楕円が，すべて同じ大きさの楕円になる．MacAdamの
楕円の図を 13に示す．
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図 13: MacAdamの楕円
マンセルの等色相・等クロマ線は，日本工業規格 (JIS)で規格化されている尺度であるマンセル表
色系上で線を引き，色合い，彩度ごとに区分した図形である．この図の評価がよければ，色の大き
な変化でも正確に指定することができる．理想的な均一色空間の場合は，等色相線は 36度ずつの 10
本の放射線に，等クロマ線はきれいな同心円になる．等色相・等クロマ線の図を図 14に示す．
図 14: マンセル等色相・等クロマ線
以上の評価方法を用いて，CIELUV色空間と CIELAB色空間を 2つの評価方法で比較した結果，
MacAdamの楕円は CIELUV色空間の方が理想的な色空間の図に近い結果となり，マンセルの等
色相・等クロマ線は CIELAB 色空間の方が理想的な色空間の図に近い結果がでた．その結果から
CIELUV色空間は比較的小さい色の差を用いるときに，CIELAB色空間は比較的大きい色の差を用
いるときに向いている．そのため色を混ぜるという加法混色を用いるためには小さな色の変化を計
算するため，CIELUV色空間が適しているといえる．加法混色とは，色光の三原色（RGB色空間の
場合は (R;G;B)）光を，混ぜることに明度が加算され，三色の組み合わせや光の強弱などで，原理
的にあらゆる色を再現することである．TVや PCのモニタなどは加法混色の表現にあたる．
今回はプロジェクタで投影した実物体をカメラで撮影する，プロジェクタの光を反射させた実物体
を撮影する，画像補正という小さな値の計算を行う，投影対象の本来の色の影響を考慮することから
CIELUV空間を用いて画像補正手法を用いた．
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5.1.2 RGB→ LUVの計算
CIELUV色空間への変換は，初めに，RGB画像を CIEXYZ色空間 [5]の画像に変換する式 6を用
いて RGBから CIEXYZ色空間に変換する．そしてその CIEXYZ色空間の画像から式 (7)を用いて
CIELUV色空間に変換する．なお L; u; vの値の範囲はそれぞれ [0, 1.0]とする．2664
X
Y
Z
3775 =
2664
0:412453 0:357580 0:180423
0:212671 0:715160 0:072169
0:019334 0:119193 0:950227
3775
2664
R
G
B
3775 (6)
Lt = 1:16(Y=Yn) 1=3  0:16
u = 13L(u0   u0n); u0 = 4X=(X + 15Y + 3Z)
v = 13L(v0   v0n); v0 = 9Y=(X + 15Y + 3Z)
(7)
本研究では色空間は OpenCVを用いて RGB画像→ LUV画像に変換している．Open CVで RGB色
空間を CIELUV色空間に変換した値は 0  L  100,  134  u  220,  122  v  140の範囲となっ
ている．L; u; v の値の範囲はそれぞれ [0, 1.0]とするため，OpenCVによって求めた値 (Ln; un; vn)
から式 (8)を用いて，(L; u; v)を求めた．
L = Ln=100:0
u = (un + 134:0)=(220:0  ( 134:0))
v = (vn + 140:0)=(140:0  ( 122:0))
(8)
CIELUV色空間に変換後，目標画像G(x; y)，投影後の実物体が写ったカメラ画像 On(x; y)，投影前
の実物体が写ったカメラ画像 O0(x; y)，初期投影画像 P0(x; y)の 4枚の画像を CIELUV色空間に変
換する．次に，CIELUV色空間上での比較について説明する．
5.1.3 カメラ画像と目標画像の比較
初めに，初期投影画像を投影したカメラ画像 On(x; y)と目標画像 G(x; y)の比較をする．カメラ
画像と目標画像を RGB色空間から CIELUV色空間に変換する．変換した 2つの画像から，(L; u; v)
の値が異なる点を探し，値が異なる点の x; y座標に対応した初期投影画像 P0(x; y)上の位置 (x1; y1)
として，(L; u; v)の値が異なる点の個数を pixelsと点の位置 (x1; y1)を記録する．本研究では 4章で
求めた重要度マップによって生成した初期投影画像の黒い部分 P0(x; y) = 0を除いた部分から位置
と個数を計算する．これにより比較対象点を減らすことができるため，正確な補正値になりやすいと
考えている．今回，画像 O0(x; y)の場合は投影前のカメラ画像 O0(x; y)の箱の位置から緑色の文字
部分を除いた位置が比較対象となる．その位置 (x1; y1)に対応した，初期投影画像を投影したカメラ
画像 On(x; y)と目標画像 G(x; y)の部分の画像の (L; u; v)の比較を行う．初期投影画像 P0(x; y)上
の (x1; y1)の位置にあたる画素の値を P0(x1; y1)=(L0; u0; v0)とし，初期投影画像 P0(x1; y1)の点の
色彩の調整 (u1; v1)と輝度 (L1)の補正を行う．
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5.2 色彩の調整
投影画像の色彩の調整手法として，5.2で求めた初期投影画像 P0(x1; y1)上の CIELUV色空間上で
の画素値 (u0; v0)の値を調整する式 (9)を使う．式 (9)で用いられる (s; a; b)の値を変えていくことで
色彩の調整を行う． 24u1
v1
35 = s
24u0
v0
35+
24a
b
35 (9)
(u1; v1)を決める値 (s; a; b)を求めるために，CIELUV色空間の u; v がとれる範囲 0～1.0を 2次
元のグラフとして定め，そのグラフを使い投影対象物の色がその uv空間上でどの位置にあたるかに
よって (s; a; b)を求める．(s; a; b)を求めるために，上記の uv空間内上で RGB色空間表わせる色の
範囲と表せない色の範囲に分けその境界に境界線を引いた線と初期投影画像 P0(x1y1)上の CIELUV
色空間上での画素値 (u0; v0)の値の中から目標画像と値が異なる初期投影画像の点 P0(x1y1)の全点
を用いる．
2次元上の uv空間に境界線を引いた画像を図 15で示す．境界線は六角形を形成し，境界線の内
側が RGBで表せる色の範囲である．図 15の六角形の角は RGB空間上の赤 (R;G;B) = (255; 0; 0)，
マゼンダ (R;G;B) = (255; 0; 255)，青 (R;G;B) = (0; 0; 255)，シアン (R;G;B) = (0; 255; 255)，緑
(R;G;B) = (0; 255; 0)，黄色 (R;G;B) = (255; 255; 0)となっており，RGB空間で表現された 6色を
CIELUV空間に変換した値の (u; v)の値 (赤 (u; v) = (0:872; 0:678)，マゼンダ (u; v) = (0:616; 0:119)，
青 (u; v) = (0:351; 0:036)，シアン (u; v) = (0:179; 0:476)，緑 (u; v) = (0:143; 0:944)，黄色 (u; v) =
(0:400; 0:941))にあたる点となっている．
図 15: uv空間図 ([10]より引用)
初めに，上記の 6本の境界線と，初期投影画像P0(x1y1)上のLUV空間上での画素値 (u0; v0)の点と
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直線の距離から，lanu0+ lbnv0+ lcn = 0として決める．この式の (lan; lbn; lcn)の値から (l2a+ l2b = 1:0)
となるような，(la; lb; lc)を求める．(la; lb; lc)は式 (10)で示す．
la =
s
l2an
l2an + l
2
bn
lb =
s
l2bn
l2an + l
2
bn
lc =
s
lcn
l2an + l
2
bn
(10)
(la; lb; lc)を求めたあと，その値を用いて，行列 (la; lb; lc)T とする．
式 (9)の計算式と，(la; lb; lc)を使い，(u1; v1)の点と境界線との距離の関係から，
la(u0 + a) + lb(v0 + b) + lc (11)
と表される．さらに上記の式をベクトルによる表現，
r m+ lc (12)
の形に変える．rは (lau0 + lbv0; la; lb)，mは (s; a; b)T となる．mの値を変化させていくことで，
(s; a; b)の値を変化させていく．時間 kの時のmを用いて， k + 1のときのmの値を式 (13)， (14)
で求める．
mk+1 =mk   [HE(mk)] 1rE(mk) (13)
E = c1(1  s)2 + c2(a2 + b2) + 1
n
X
pixels
X
lines
ec3(rm+lc) (14)
E はカメラ画像 Oから求めた通常のスクリーン上の投影と投影後の実物体画像の誤差を表した関数
である．E の結果が最小になるように式 (13)を計算する．HE(mk)はエラー関数 E のヘッセ行列
[17]，rE(mk)はエラー関数 E の勾配である．HE(mk)を式 (15)で，rE(mk)の式 (16)に示す．
HE = 2
2664
c1 0 0
0 c2 0
0 0 c2
3775+ c32n X rrTe(c3rm+lc) (15)
rE(mk) = 2
2664
 c1(1  s)
c2a
c2b
3775+ c3n X re(c3rm+lc) (16)
初期値として  = 1，lines = 6，n = pixels lines，c1 = 3，c2 = 20，c3 = 4，m0の時の (s; a; b)
の値を s = 1:0，a = 0:0，b = 0:0とし，式 (13)で求めたmk+1 を用いて式 (9)から (u1; v1)を求め
る．投影画像の色彩 (u1; v1)を求めた後，投影画像の輝度値 L1を求める．そのために，(u1; v1)上で
表現できる輝度の最大値 Gh と最小値 Gl を求める．
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5.3 輝度範囲の決定
5.2 で求めた値 (u1; v1) に応じた L1 の値を計算する．計算のために (u1; v1) の時の輝度値の最
大値 Gh，と最小値 Gl を求める．Gh，Gl は，5.2 の図 15 で用いた RGB 空間上で赤 (L; u; v) =
(0:532; 0:872; 0:678)，マゼンダ (u; v) = (0:603; 0:616; 0:119)，青 (u; v) = (0:322; 0:351; 0:036)，シア
ン (u; v) = (0:911; 0:179; 0:476)，緑 (u; v) = (0:877; 0:143; 0:944)，黄色 (u; v) = (0:971; 0:400; 0:941))
にあたる点を角とした六角形を形成する６点とRGB空間上の白点 (1.0, 0.378, 0.534)と黒点 (0.0, 0.378,
0.534)(図 16の六角形の中心の点)からなる，(u; v)を平面，Lを高さとした 12面体のような図形を使
い，Gh，Glの値を求める．計算方法としては図 16のように六角形内に三角形を作り，図上で (u1; v1)
の点が，どの三角形内にあるかで場合分けを行い，Gh，Gl を決定する．
図 16: 図 15を三角形を 6領域に区分したもの
図16の三角形の内側に (u1; v1)がある場合，その三角形を形成する3点を (Lc1; uc1; vc1)，(Lc2; uc2; vc2)，
(Lc3; uc3; vc3)とする．そして 3点の輝度値 Lc1; Lc2; Lc3の値の平均値からGh，Glを求める．ただ
し白点と黒点が三角形を形成する 3点に含まれる場合， Gh を求める場合は Lcn = 1:0， Gl を求め
る場合は Lcn = 0:0とする．図 15の図形の外側に (u1; v1)がある場合は，図 16を形成する 6点か
ら (u1; v1)の点に一番近い点の Lの値を Gh， Gl とする．Gh， Gl を求めた後，投影画像の輝度値
L1 を求める．
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5.4 輝度の調整
5.3で求めた Gh，Gl から， Px1;y1 上の画素の輝度値 L0 を (u1; v1)に応じた輝度値 L1 の値を式
(17)で計算する．
L1 = F
l + (Fh   F l)L0 (17)
F l， Fh は，初期投影画像の点 Px1;y1 上の 1画素の輝度値 L0 の表示限界で，初期値を F l = 0:0，
Fh = 1:0として，初期投影画像上の 1画素ごとに決められる． F l，Fh は 5.3の処理で求めた Gl，
Ghの値から Ashdownらの手法を基に Fl，Fhを変化させていき，式 (18)，(19)を用いて調整後の輝
度値 L1 を求める．
F l = F l   d1
2
@r
@F l
  d2
2
@t
@F l
  d3
2
@w
@F l
(18)
Fh = Fh   d1
2
@r
@Fh
  d2
2
@t
@Fh
  d3
2
@w
@Fh
(19)
Fl; Fhは，Px1;y1 を中心に図 17のようなフィルタを用いて，Px1;y1 点の周囲の Fl，Fhの値を用いて
計算する．
図 17: F l，Fh のフィルタ
式 (18)，(19)で用いた値 r，t，wは，F l; Fh; Gl; Gh を用いて式 (20)，(21)，(22)で求める．
r(L1) =
8>><>>:
(L1  Gl)2; if L1 < Gl
(L1  Gh)2; else if L1 > Gh
0; otherwise
(20)
t = (F l)2 + (Fh   1)2 (21)
w = e(F
l Fh) (22)
各定数として d1 = 0:01， d2 = 0:0001， d3 = 0:0001， d4 = 6:0とする．(L1; u1; v1)を求めた後，
補正後の値 (L1; u1; v1)になった投影画像 P0(x; y)を CIELUV色空間から RGB色空間に変換して，
補正後の投影画像を投影する．
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5.5 補正画像の投影
5.2， 5.3， 5.4 で計算した投影画像 (L1; u1; v1)を CIELUV色空間から RGB 色空間に変換する．
変換式は 5.1で求めた式と逆の式を用いて CIELUV色空間から RGB色空間に変換する．本研究で
は Open CV を用いて変換するため， L; u; v の値のとる 0～1.0 の範囲を元の範囲 (0  L  100,
 134  u  220,  122  v  140)の範囲に戻す必要がある．そのために式 (8)の変換の逆の式 (23)
を用いる．
Ln = L 100:0
un = (u (220:0  ( 134:0)))  134:0
vn = (v  (140:0  ( 122:0)))  140:0
(23)
式 (23)を計算後，色空間を LUV→ XYZに変換，さらに XYZ→ RGB色空間に戻す． XYZから
RGB色空間の変換を式 (eq:eq5.51)に示す．LUV→ RGBへの変換も OpenCVによる変換を行った．2664
R
G
B
3775 =
2664
3:240479  1:53715  0:498535
 0:969256 1:875991 0:041556
0:055648  0:204043 1:057311
3775
2664
X
Y
Z
3775 (24)
そして変換した画像を実物体に対して投影する．画像補正による投影画像の見かけの変化を図 18
示す．
図 18: uv調整を行った投影画像 Pn
投影後も 4章の処理を繰り返し行い，(s; a; b)，(Fh; Fl)の値を計算して，より目標画像に近い色合
いになるような (s; a; b)，(Fh; Fl)値を計算する．そして目標画像と投影後のカメラ画像の比較を行
いながら，箱の内部透過表現を再現する．
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6 実験
6.1 システム構成
観測者がデバイスを持たずに箱の中身を見るという状態を再現するために，初期投影画像の生成，
比較のための目標画像生成，実物体への投影，投影後の実物体の色情報の取得が可能なプロジェク
タ-カメラシステム [20]によるシステムる構成を行った．図 19に提案システムのシステム構成図を
示す．PCはMac Book Pro 13インチ (CPU: Intel Core i5，メモリ: 4GB)，カメラは Kinect for Xbox
360，プロジェクタは BenQのＭＷ 817STを使用した．カメラで取得した画像をＰＣでリアルタイム
の処理を行い，上記の提案手法で生成した投影画像をプロジェクタで投影する．プロジェクタは短焦
点モデルの物を使い，プロジェクタの輝度は 3000ルーメンのものを用いている．カメラは投影対象
の物体の位置も取得をして位置に応じた処理もできるように，デプスセンサを搭載した Kinectを用
いる．なお，今回はカメラ位置，投影対象の物体は固定のため，デプスセンサは使用していない．
図 19: システム構成図
図 19のシステムを実際に構築した画像を図 20に示す．図 20では Kinectと投影対象の箱の高さに
固定し，プロジェクタは位置，高さ，角度の調節できる装置を作り，それぞれ調整ができる装置を
作った．
図 20: 実際に作り上げた実験装置
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6.2 実験環境
図 19のシステム構成のもと，箱の文字が書かれている面に投影画像があたるように箱の位置，カ
メラ，プロジェクタを固定，提案手法に基づき実験を行った．投影対象物体は (図 19の Object)は図
21のような柄つきの段ボール箱を投影対象物とする．柄つきの段ボールには緑色の大きな文字が描
かれている．
図 21: 投影対象物体 (図 19の Object)
投影対象とカメラとの距離は 70cm，高さは投影対象物に合わせ画像の中心に投影対象物が収まる
ようにカメラを設置した．プロジェクタはカメラの後ろ側に設置し，投影画像が投影対象物にあたる
ように位置を合わせた.使用言語は C++，APIとして Open Frameworks[18]を用いた．
初期透過率 t = 0:8に定め，CGモデルは図 22のようなサイコロと箱の内側が描かれた CGモデル
の画像を使用した．
図 22: 実験で使用した画像
以上の条件で重要度マップにより生成した投影画像による実物体の見え方の変化，CIELUV色空
間上での補正後の投影画像による実物体の見え方の変化の 2つの項目によって評価した．
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6.3 重要度マップにより生成した投影画像による実物体の見え方
重要度マップにより生成した投影画像による実物体の見え方の評価のため，透過率  = 0:8として
カメラで取得した実物体の画像と内部構造が CGで描かれた画像をアルファブレンディングを用い
て合成した画像，図 12で示した初期投影画像の２種類を箱に投影し，箱の見かけを比較した．プロ
ジェクタと同じ視点から撮影した実物体の画像を図 23に示す．
図 23: 左)アルファブレンディングのみを用いた画像，右) 4章で生成した投影画像
左の図は箱の表面に描かれた”U”の部分にサイコロの色が混ざってしまい，箱の表面と投影画像の
CGが合成した色になっている．箱の文字領域の部分は箱全体の色に比べて色が濃いため，中にある
CGが見えにくくなるが，合成した表現では文字領域部分のサイコロの目の色が，文字領域でない部
分と比べて濃くなっていることがわかる．そのため，箱の表面とサイコロの位置関係が把握しにく
い，サイコロの色が観測者に正確に把握できない等がおこる．そこで右図のように，重要度マップを
用いることで，箱の表面の中で目立つ部分を抜き出し，目立つ部分以外の場所に投影を行った．図
23の 2枚の画像の文字部分を拡大した図を図 24に示す．
図 24: 左)図 23左図の拡大図，右)図 23右図の拡大図
拡大図からみると，文字部分に CGが被っていないことがわかる．さらに．箱の領域内の投影させ
ない領域により，文字部分のサイコロの目の色が投影されなくなり，箱の色と混ざった色領域がなく
すことができた．この処理を行ったことで，サイコロの手前側に文字があるように表現されている．
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6.4 CIELUV空間上での補正後の投影画像による実物体の見え方
CIELUV空間上での補正後の投影画像による実物体の見え方の評価のため，図 12で示した初期透
過画像を実物体 (図 21)に投影した画像と図 18で示した補正後の画像物体に投影した画像の見かけ
の比較を行った．初めにプロジェクタと同じ視点から撮影した実物体の画像を図 25に示す．
図 25: 左) 4章で生成した画像，右) 5章で生成した画像
図 25の左が初期投影画像を実物体に投影した画像で，右が補正後の投影画像を実物体に投影した
画像である．画像補正前と比べ，投影画像が濃い色になり，CGで描かれた箱の内側の壁が補正前の
投影と比べてはっきり見えるようになった．投影画像の補正によると投影画像の変化を図 26に示す．
図 26: uv補正による投影画像の変化
図 26の比較から，通常の画像より青みかかった色合いの投影画像となった．その画像から投影対
象の箱の色と投影画像の合成により図 25右のような画像が生成した．その画像を用いることで，色
補正により実物体の色と投影画像の色と合成して画像を表現することで，投影対象の色合いに応じ
た投影画像の補正をかけて内部透過画像を表現することができた．
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続いて図 25で示した 2つの画像と目標画像 11にどれくらい近づけたかを目標画像との比較をす
る．比較対象は画像上の内壁の 1部分と内容物のサイコロの色の比較を行う．内壁の色合いの比較画
像を図 27,サイコロの比較画像を図 28に示す．
図 27: 左)目標画像,中央)補正後の投影画像,右)初期投影画像の内壁の角部分を拡大した図
図 27の補正後の投影画像 (中央の画像)に移っている内壁は，初期投影画像 (右の画像)の内壁と比
べ，角の部分がわかりやすくなり，箱の内壁が見やすくなっている．しかし目標画像 (左の画像)と
比べ箱の表面の色が全体的に赤くなっている．
図 28: 左)目標画像,中央)補正後の投影画像,右)初期投影画像の内壁の角部分を拡大した図
図 27の補正後の投影画像 (中央の画像)に移っているサイコロは，初期投影画像 (右の画像)と，目
標画像のサイコロの色と比べて，段ボールの葉の模様が目立たない色合いになったが，目標画像と比
べ青みがかかった色になった．
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7 考察
5.2，5.3の結果により，通常投影と比べ，サイコロの手前側に文字があるように表現されたこと，
投影画像が内壁がはっきりと見え，実物体上の色に応じた投影画像になっているのが確認できた．2
つの処理を行た画像の比較を 29に示す．
図 29: 左)アルファブレンディングのみの処理を行った CGモデルの画像を投影した箱右)4章,5章の
処理をおこなったと CGモデルの画像を投影した箱
そしてサイコロの手前側に文字があるように表現されたことにより，サイコロの 3次元上奥行きを
再現できると考えている．奥行きの再現は重要度マップによる文字部分に CGが重ならないことで，
サイコロの手前に文字が写っているように見える状態を再現できたことが考えられる．内壁がはっき
りと見えることは，実物体上への投影のための色補正を行ったことにより内壁の投影画像の色と実物
体上の色が混ざることで，投影画像の色を再現し，実物体上の色に応じた投影画像できたと考えてい
る．そのため投影画像が全体的に青みがかかっていると考えている．
サイコロが通常より青みがかかっていること，内壁に赤みがかかっていることの原因には 2つの理
由が考えられる．一つはカメラの解像度の影響，もう一つは実物体の箱の内壁部分の画像補正の影響
である．今回使用したカメラは Kinect for xbox 360を用いて実験を行った．しかし，Kinectで取得し
た画像は 640× 480の低解像度の状態で画像処理を行っているため，高解像度のカメラと比べ，取得
した画像があまり良い状態でない．それが理由で画像補正時に内壁に赤みがかかったと考えている．
箱の内壁部分の画像補正の影響については，投影画像上にサイコロより内壁の面積が広いことが
考えられる．サイコロが描かれた投影画像に内壁を入れた理由は，投影画像上の中のサイコロの奥行
き感を増やすために投影画像にサイコロと内壁を追加しました．追加したことで，画像の奥行感は出
たが，画像補正の比較する点も増えたため，サイコロよりも内壁の投影画像を基準に (s; a; b)の値が
決められてしまった．そのため，サイコロの色合いが変化したためだと考える．それを解決するため
には，内壁とサイコロを別々に画像補正をするなどの画像処理が必要となる．
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箱の内壁のない状態での実験として，図 30のダンボール箱を投影対象とし，図 31左の内容物を
同じシステムを用いて，箱を透過させて見せるということを別実験として行った．
図 30: 投影対象の箱
図 31: 左)投影対象の物体右)投影用の CGモデルが描かれた画像
箱の内壁は用意せず内容物の画像のみの投影画像 (図 31右)で本研究の手法を用いて投影した画像
と透過処理のみを行った画像を図 32に示す．
図 32: 左)処理前右)処理後
図 32を比較して左の画像より右の画像の方が箱の文字に CGが重なっていない，内容物が箱上で
はっきり写っていることがわかる．そのため画像補正の手法は内容物と箱の内壁の 2つに分けて画像
補正を行った方がよいと考えている．
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8 結論
実物体に内部透過 CGモデルを重畳表示することによって，実物体の内部透過表現を可能とする
空間型 ARシステムを提案した．そして内部透過の実現のため，箱の中にあるものを観測者がデバ
イスを使わずに箱が透けて中身が見えることを再現した．提案する手法として，投影対象の箱の模
様と CGモデルが重ならないようにする，投影対象の箱の色に応じた投影画像の色補正を行うとい
う 2点の手法を実装した．2点の実装結果として，投影対象の箱の模様と CGモデルが重ならないよ
うにする手法は，重要度マップを用いることで，文字部分が CGと被らないようにすることができ，
文字部分と CG部分の奥行きがわかることで，箱の表面と箱の中身の位置関係がわかるようになり，
奥行きが再現できるようになった．実物体の色に応じた投影対象の箱の色に応じた投影画像の色補正
を行う手法は，CIELUV色空間上で，実物体上の見かけに応じた投影画像の補正手法を行い，実物
体の上の色合いに応じた投影画像の生成を行った．
上記 2つの手法を行ったことで通常の投影と比べてよりリアルな表現を持った内部透過表現を実
物体上へ重畳投影するシステムが実現できた．しかし，画像補正の手法に関しては内部構造の CGモ
デルの色の影響を受けやすく，投影画像の補正の手法に関しては，内容物と箱の内壁の 2つに分けて
画像補正するなど他の画像補正の手法などについて考慮する必要がある．
現システムの課題は重要度マップの生成のために，実物体の色や光の影響を大きく受けるため，安
定した計算が難しいことが課題である．そのため各種光の影響を受けない重要度マップの生成が必要
である．Saliency Mapの生成手法としては，階層的セグメンテーションを用いた，Saliency Mapに
よる領域の抽出 [19]などを用いて抽出する手法を用いることで，安定した実物体の模様の抽出でき
ると考えている．投影画像の補正の手法では実生活で利用する場合に，平面な部分に投影すること
はなく，立体物で利用するための手法を考慮する必要がある．投影面が平面でない場合を考慮した
場合の投影画像の生成する手法 [21, ]によって平面でない投影対象にプロジェクタで投影すること
でより立体的な内部透過を再現を行うこと，リアルタイムでカメラ取得した投影画像と目標画像と
比較してよりきれいな投影画像を実物体に表示する手法 [24]についての実装を行うことで改善され
ていくいくと考えている．また，今回用いたカメラは旧型の Kinect(Kinect for Xbox 360)を用いたた
め，新型の Kinect(Kinect for Windows v2センサー)[27]を用いることでより目標画像に近い表現がで
きると考えている．新型の Kinectは旧型の Kinectと比べ，カラー画像の解像度があがったため，旧
型の kinectよりきれいな画像が可能である．また，Depthデータの精度も向上と，Depthデータの取
得範囲が 0.5m～8.0mまで向上しているため，投影対象の実物体の位置を把握することで，投影画像
のアフィン変換，投影画像補正の処理に使うことができると考えている．2015年 2月現在では Open
Frameworks上での Kinect for Windows v2センサーのプラグインが存在しているため，上記のカメラ
を用いて同様の実験を用いることができる．
今後は，上記の課題を解決するとともに，投影画像補正にかかる処理時間の長さと，動いている物
体に向けてのプロジェクタ投影の手法 [25]，異なる視点での投影のための複数台のプロジェクタを使
い，実物体に向けて投影 [23]する手法を行い，物体の動きによって投影画像を変えて内部構造が動
いて見えるように見せるシステム，複数人の視点どこから見ても透過しているように見せるシステ
ムにするなどより実用性の高いシステム構築を目指していきたい．
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