Introduction
============

To date, most genetic studies designed to map trait loci have focused on single traits. However, both small-scale studies of experimental crosses of model organisms and large-scale clinical and epidemiological studies in humans often include data collection for multiple traits. For example, studies of human obesity might include multiple measures of obesity, such as the body mass index, percent fat mass, and waist circumference, that are moderately to strongly correlated. Studies might also have measures for related traits, such as hypertension, serum lipids, and type 2 diabetes. Statistical advantages of performing joint analysis of correlated traits include increased power to detect loci and increased precision of parameter estimation (Jiang and Zeng, [@B19]; Zhu and Zhang, [@B54]). Biological advantages of performing joint analysis of correlated traits include the ability to address the issue of pleiotropy (one locus influencing multiple correlated traits) vs. tight linkage (linked loci each influencing one of the traits; Almasy et al., [@B1]; Liu et al., [@B29]) as well as the ability to investigate endophenotypes (Wojczynski and Tiwari, [@B45]) intermediate between a gene and a trait, e.g., serum metabolites, as a step toward understanding how biochemical pathways relate to complex traits.

Many methods for multiple trait analysis in genetics were first employed in linkage analysis, often from experimental crosses. These traditional multivariate methods are easily adapted to genome-wide association data from human studies. Recently, graphical-based methods for jointly analyzing multiple traits have been developed based on network theory. The application of network theory to genetics has given rise to systems genetics, which is the study of networks of interactions between genes and traits as well as networks of interactions among traits, ideally integrating functional data into the genotype--phenotype map (Ayroles et al., [@B2]; Nadeau and Dudley, [@B32]). I describe both non-graphical- and graphical-based methods for multiple trait analysis, focusing on methods already implemented in freely available software.

Univariate Analysis
===================

Suppose one trait is measured for *i* = 1,2,...,*n* unrelated individuals. The generalized linear model takes the form *E*(**y**) = **μ** = *f*^−1^(**Xβ**), in which *E*(**y**) are the expected values for a single measure for the *n* individuals, **Xβ** are the linear predictors, and *f* is the link function. For continuous traits, the link function is identity, **μ** = **Xβ**. For binary traits, e.g., case (*y*~i~ = 1) or control (*y*~i~ = 1) data, the link function is the logit function, $\ln\left( \frac{\mu}{1 - \mu} \right) = \textbf{X}\beta\text{.}$ Probit regression can also be used for traits that are binomially distributed. The probit model is a latent variable model of the form **y**\* = **Xβ**, in which *y*~i~ is an indicator for the latent variable $y_{\text{i}}^{*}$ and defined by

y

i

=

1

if 

y

i

\*

≥

0

0

otherwise

.

The latent variable $y_{i}^{*}$ is known as the liability and is assumed to be normally distributed. Extensions for polytomous variables include the multinomial logit and probit models for nominal or unordered categorical dependent variables and the ordered logit and probit models for ordered categorical dependent variables.

Dimension Reduction
===================

A general class of approaches to deal with multiple traits is to first perform dimension reduction on the traits. Dimension reduction techniques include principal components analysis and linear discriminant analysis. Principal components analysis seeks to identify linear combinations of the variables that explain the most variance in the data, whereas linear discriminant analysis seeks to identify linear combinations of the variables that discriminate between classes or disjoint subgroups of the data. Weller et al. ([@B44]) proposed multiple analysis of univariate, uncorrelated eigentraits derived by eigen decomposition of the covariance matrix for the original traits. Korol et al. ([@B25]) proposed eigen decomposition of the phenotypic covariance matrix in order to reduce the multiple traits into a single variable, but over short genomic intervals to account for the natural stratification of a sample by genotype. Elston et al. ([@B8]) transformed the traits to their principal components, performed univariate regression analysis on each principal component, and then summed the squared non-negative univariate *t*-statistics, assuming that this sum asymptotically follows a mixture of χ^2^ distributions. The major limitation of these approaches is that it is not always possible to find a canonical transformation guaranteeing that all loci influence only one canonical trait.

Principal components analysis of heritability (Ott and Rabinowitz, [@B33]) can be used to extract the eigenvector explaining the most heritability (Lange et al., [@B27]; Wang et al., [@B43]; Klei et al., [@B22]). If the number of traits exceeds the number of individuals, as in a typical gene expression experiment, a ridge penalty can be added to prevent overfitting (Wang et al., [@B43]).

Canonical correlation analysis is a multivariate generalization of the Pearson product--moment correlation (Hotelling, [@B15]). Ferreira and Purcell ([@B9]) use canonical correlation analysis between a marker and a set of traits to extract the linear combination of traits that explain the most covariance. Their test is based on Wilk's lambda and approximately follows the *F*-distribution.

Multivariate and Graphical Models
=================================

Graphical models represent a synthesis of multivariate probabilistic theory and graph theory. The former provides the mathematical details of the relationships among the multiple traits, which are either correlations or conditional dependencies. The latter provides visualization and algorithmic efficiencies, which are increasingly important as the number of traits increases beyond three or four.

Suppose there are *t* = 1,2,...,*T* continuous traits measured for *i* = 1,2,...,*n* individuals. We can specify a system of equations as
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in which **y**~t~ is the vector of phenotypic values for trait *t*, **μ**~t~ is the grand mean for trait *t*, **X**~t~ is the matrix of predictors for trait *t*, **β**~t~ is the vector of regression coefficients for trait *t*, and ε~t~ is a vector of zero-mean, normally distributed random errors. The traditional multivariate model assumes that **X**~1~ = **X**~2~ = ... = **X**~T~ (e.g., see Knott and Haley, [@B23]).

The likelihood function for the joint distribution of correlated phenotypes can be difficult to specify, particularly for mixed outcomes. Liang and Zeger ([@B28]) and Zeger and Liang ([@B51]) proposed an extension of generalized linear models called generalized estimating equations. Generalized estimating equation models do not rely on assumptions of standard parametric distributions such as multivariate normality. In the absence of a joint error model, this approach assumes only that the marginal distributions of the outcomes follow univariate generalized linear error models. The user is required to specify the mean function, the variance function, and the "working" correlation matrix. Sandwich estimators of SE for parameter estimates are generally robust to misspecification of the working correlation matrix. Generalized estimating equation models allow for dependence within clusters of observations, such as may occur with panel data. In genetics, generalized estimating equations are commonly used as an alternative to generalized linear mixed models to model the random effect of family (Lange et al., [@B26]).

Seemingly unrelated regression extends ordinary least squares estimation to a system of linear equations with correlated error terms (Zellner, [@B52]; Verzilli et al., [@B40]; Banerjee et al., [@B3]). The model assumes that the residual errors are identically and independently distributed for each individual *within* each trait but allows for the residual errors to be correlated for an individual *across* traits. For the system of equations $y_{\text{it}} = \mu_{\text{t}} + X_{\text{it}}^{\prime}\beta_{\text{t}} + \varepsilon_{\text{it}}$, $\left. \varepsilon_{\text{it}} \right.\sim N\left( {0,\sigma_{\text{t}}^{2}} \right),$ and $\text{Cov(}\varepsilon_{\text{it}},\varepsilon_{\text{i}\prime\text{t}}\text{)~=~0}$ for *i* ≠ *i*′ and all *t* but $\text{Cov(}\varepsilon_{\text{it}},\varepsilon_{\text{it}^{\prime}}\text{)} \neq \text{0}$ for *t* ≠ *t*′ and all *i*. In contrast to the traditional multivariate model, different traits can have different sets of predictors.

A major difficulty in formulating analyses for multiple traits is evident in the difference between traditional multivariate analysis and seemingly unrelated regression: parameter estimation may include unconstrained effects for each independent variable or may include constrained effects for some or all independent variables. These possibilities reflect different alternative hypotheses to be compared to the global null hypothesis. Ideally, the analyst would specify one of these alternative hypotheses *a priori* but sometimes interest may be in more than one or even all of the alternative hypotheses. To deal with this situation, which raises considerable uncertainty about how to appropriately correct for multiple comparisons, Stephens ([@B37]) suggested using Bayesian model averaging, allowing the data to indicate which hypothesis is most strongly supported.

Less work has been done with non-parametric tests for multiple traits. Zhang et al. ([@B53]) described a rank-based approach using the generalized Kendall's τ and corresponding *U*-statistics. This approach can handle mixed outcomes but does not consider covariates.

Bivariate normal regression analyzes two normally distributed dependent variables jointly as functions of possibly different sets of independent variables. The joint outcome is described by two continuous variables that follow the bivariate normal distribution:
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in which μ~1~ is the mean for *y*~1~, μ~2~ is the mean for *y*~2~, $\sigma_{1}^{2}$ is the variance of *y*~1~, $\sigma_{2}^{2}$ is the variance of *y*~2~, and ρ is the correlation between *y*~1~ and *y*~2~. Generalized estimating equations have been described for two quantitative traits in single marker analysis (Yang et al., [@B48]).

Bivariate logistic regression analyzes two binary dependent variables jointly as functions of possibly different sets of independent variables. The joint outcome follows a Bernoulli distribution:
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with the constraint that π~00~ + π~10~ + π~01~ + π~11~ = 1. These joint probabilities are modeled with three parameters: the marginal probability *P*(*y*~1~ = 1) = π~10~ + π~11~, the marginal probability *P*(*y*~2~ = 1) = π~01~ + π~11~, and the odds ratio that relates the two dependent variables $\frac{\pi_{00}\pi_{01}}{\pi_{10}\pi_{11}}$. The bivariate probit regression model also analyzes two binary dependent variables jointly as functions of possibly different sets of independent variables. The joint outcomes are described by two latent continuous variables that follow the bivariate normal distribution:
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in which μ~1~ is the mean for $y_{1}^{*}$, μ~2~ is the mean for $y_{2}^{*}$, ρ is the correlation between $y_{1}^{*}$ and$y_{2}^{*}$, and
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Bivariate analysis of a continuous trait and a binary trait is more challenging but has been described. Liu et al. ([@B29]) used a mixed linear--probit model for the joint outcome (*y*~i1~,*y*~i2~), in which *y*~1~ is the continuous trait and *y*~2~ is the binary trait, assuming the bivariate normal distribution
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Liu et al. ([@B30]) combined two extended generalized estimating equations under the seemingly unrelated regression framework, using an identity link for the continuous trait and a logit link for the binary trait. The main difficulty with this approach is specifying the correlation between the continuous and binary traits, and the authors rely on extended generalized estimating equations to provide an "association parameter" as an alternative to the correlation coefficient. In the mixed linear--probit model, the correlation ρ is between two normal distributions and therefore is more easily interpretable than the association parameters in generalized estimating equations. Using generalized estimating equations, Prentice and Zhao ([@B35]) also used the identity link for the continuous trait and the logistic link for the binary trait. Fitzmaurice and Laird ([@B10]) factorized the joint likelihood into the product of the marginal distribution of the binary outcome and the conditional distribution of the continuous outcome given the binary outcome. Factorization takes advantage of conditional dependencies and is the basis of calculating the joint probability distribution of a network, as described below.

A graph is a set of nodes and edges. In multiple trait analysis, nodes represent traits and edges represent the relationships between traits. There are many ways to define whether an edge should be drawn between two nodes. For example, one could compute correlation coefficients for all pairs of traits and connect two nodes with an edge if the correlation coefficient is larger than some threshold value. The resulting correlation graph is referred to as a relevance network (Butte and Kohane, [@B4]). In the absence of a threshold, all edges exist and can be assigned weights equal to the corresponding correlation coefficients. The graph-guided fused lasso approach makes use of these types of graphs (Kim and Xing, [@B21]). Alternatively, one could use pairwise mutual information to construct a relevance network (Butte and Kohane, [@B5]). An adjacency matrix, also known as a proximity matrix, is a matrix-based representation of a graph. Generally, an adjacency matrix is an integer-valued matrix in which the elements indicate which nodes are connected by edges, but conventions for allowed values of elements can vary according to the type of graph. Adjacency matrices can be used as variables in generalized linear models after vectorization.

Tree-based approaches include classification trees and regression trees, which are both based on recursive partitioning of a sample into homogeneous disjointed subgroups (Hastie et al., [@B13]). In gene mapping, tree-based approaches have been used more with multiple independent variables (Kooperberg and Ruczinski, [@B24]; Yu et al., [@B50]; Pan et al., [@B34]) than with multiple dependent variables. Chen et al. ([@B6]) used classification trees to identify candidate genes affecting fasting plasma glucose in offspring while also considering body mass index, blood pressure, and maternal triglyceride levels.

A Bayesian network is a directed acyclic graph in which the nodes represent random variables and edges represent conditional dependencies between random variables (Heckerman, [@B14]). A set of random variables is a Bayesian network with respect to the graph if each variable is conditionally independent of its non-descendants given its parents. The joint probability distribution for an entire network requires the evaluation of conditional dependencies and can be simplified by factorization. To illustrate, consider the Bayesian network in Figure [1](#F1){ref-type="fig"}A (Stephens, [@B37]). Node *M* represents the genetic marker of interest, node *D* represents the subset of traits directly associated with the marker, node *I* represents the subset of traits indirectly associated with the marker, and node *U* represents the subset of traits unassociated with the marker. *M* and *U* are parent nodes for *D*. *D* and *U* are parent nodes for *I*. *M* and *I* are conditionally independent given *D*. *U* is independent of *M*. The joint probability distribution of this network factorizes as *P*(*M*, *D*, *I*, *U*) = *P*(*M*) *P*(*D*\|*M*, *U*) *P*(*I*\|*D*, *U*) *P*(*U*). In the corresponding adjacency matrix, rows represent parent nodes and columns represent child nodes (Figure [1](#F1){ref-type="fig"}B). An edge's presence is indicated by 1 and its absence is indicated by 0. The adjacency matrix is asymmetric because the graph is directed.

![**(A)** A Bayesian network consisting of a marker *M*, traits *D* directly associated with *M*, traits *I* indirectly associated with *M*, and traits *U* unassociated with *M*. Edges represent conditional dependencies, with the arrow pointing from the parent node to the child node. **(B)** The adjacency matrix corresponding to the graph in **(A)**. **(C)** A dynamic Bayesian network for a cycle using an underlying Bayesian network that is acyclic.](fgene-03-00001-g001){#F1}

A major limitation of Bayesian networks is that directed acyclic graphs disallow feedback loops. One workaround is to use a Markov network, also called a Markov random field, in which the edges are undirected and in which loops are permitted. Alternatively, dynamic Bayesian networks are Bayesian networks for use with time series data (Murphy and Mian, [@B31]). By representing all nodes at more than time point and drawing edges from nodes at earlier times to nodes at later times, dynamic Bayesian networks can model feedback loops while using an underlying acyclic Bayesian network (Figure [1](#F1){ref-type="fig"}C). A widely used example of a dynamic Bayesian network is a hidden Markov model (Rabiner, [@B36]). Another alternative is structural equation modeling, which uses correlations to evaluate edges rather than conditional dependencies but which allows for cycles (Wright, [@B46]; Valente et al., [@B39]).

*Post Hoc* Summaries
====================

Methods for analysis of summary-level data of multiple univariate analyses have been described. Karasik et al. ([@B20]) compared the number of shared associated markers from single trait analyses to the total number of non-associated markers; an excess of shared associated markers given the number expected by chance was considered evidence of pleiotropy. Cotsapas et al. ([@B7]) developed the Cross Phenotype Meta-Analysis statistic to assess if the distribution of association *p*-values from single trait analyses showed that a marker was associated with at least some but not necessarily all of the traits. Yang et al. ([@B49]) used cross-validation to improve O'Brien's linear combination test (Xu et al., [@B47]) when effect sizes for a single marker are heterogeneous for the multiple traits. Huang et al. ([@B16]) developed the Pleiotropy Index to quantify the number of traits with low association *p*-values at a specified region in the genome, accounting for linkage disequilibrium between markers in the region, and estimated the statistical distribution of the Pleiotropy Index under the global null hypothesis of no phenotype--genotype association for any of the traits. Gupta et al. ([@B12]) used biclustering of markers associated with at least one trait from multiple univariate analyses to identify clusters of markers having similar effects on clusters of traits. These approaches are necessarily limited by the power and precision of the univariate analyses upon which they are based.

Software
========

Software for many multivariate and graphical models is freely available (Table [1](#T1){ref-type="table"}). The R package Zelig is particularly noteworthy for its inclusiveness and flexibility (Imai et al., [@B18]).

###### 

**Software freely available for multiple trait analysis**.

  Topic                              Package        URL
  ---------------------------------- -------------- --------------------------------------------------------------------
  Structural equation modeling       lavaan         <http://cran.r-project.org/web/packages/lavaan/index.html>
                                     OpenMx         <http://openmx.psyc.virginia.edu/2010/09/openmx-100>
                                     sem            <http://cran.r-project.org/web/packages/sem/index.html>
  Bivariate outcomes                 Zelig          <http://cran.r-project.org/web/packages/Zelig/index.html>
  Seemingly unrelated regression     Zelig          <http://cran.r-project.org/web/packages/Zelig/index.html>
  Generalized estimating equations   geepack        <http://cran.r-project.org/web/packages/geepack/index.html>
                                     Zelig          <http://cran.r-project.org/web/packages/Zelig/index.html>
  Generalized linear models          Zelig          <http://cran.r-project.org/web/packages/Zelig/index.html>
  Adjacency matrices                 Zelig          <http://cran.r-project.org/web/packages/Zelig/index.html>
  Display of graphs                  diagram        <http://cran.r-project.org/web/packages/diagram/index.html>
                                     Dynamicgraph   <http://cran.r-project.org/web/packages/dynamicGraph/index.html>
                                     giRaph         <http://cran.r-project.org/web/packages/giRaph/index.html>
                                     gRbase         <http://cran.r-project.org/web/packages/gRbase/index.html>
                                     igraph         <http://cran.r-project.org/web/packages/igraph/index.html>
                                     mathgraph      <http://cran.r-project.org/web/packages/mathgraph/index.html>
                                     network        <http://cran.r-project.org/web/packages/network/index.html>
                                     RBGL           <http://www.bioconductor.org/packages/release/bioc/html/RBGL.html>
  Graphical models                   bnlearn        <http://cran.r-project.org/web/packages/bnlearn/index.html>
                                     catnet         <http://cran.r-project.org/web/packages/catnet/index.html>
                                     deal           <http://cran.r-project.org/web/packages/deal/index.html>
                                     ergm           <http://cran.r-project.org/web/packages/ergm/index.html>
                                     GeneNet        <http://cran.r-project.org/web/packages/GeneNet/index.html>
                                     GFlasso        <http://cogito-b.ml.cmu.edu/gflasso>
                                     ggm            <http://cran.r-project.org/web/packages/ggm/index.html>
                                     gRain          <http://cran.r-project.org/web/packages/gRain/index.html>
                                     gRapHD         <http://cran.r-project.org/web/packages/gRapHD/index.html>
                                     gRbase         <http://cran.r-project.org/web/packages/gRbase/index.html>
                                     gRc            <http://cran.r-project.org/web/packages/gRc/index.html>
                                     mimR           <http://cran.r-project.org/web/packages/mimR/index.html>
                                     pcalg          <http://cran.r-project.org/web/packages/pcalg/index.html>
                                     SIN            <http://cran.r-project.org/web/packages/SIN/index.html>

Conclusion
==========

Multivariate approaches are generally more efficient than multiple univariate approaches in the presence of correlated outcomes and when outcomes depend on different sets of independent variables and predictors (Teixeira-Pinto and Normand, [@B38]). Generalized estimating equations are robust to misspecified correlation structures but will be outperformed by multivariate approaches if the parametric form of correlation is correctly specified. Multivariate analysis can prevent problems arising from missing data and interpretation that may complicate multiple univariate analyses when different sets of individuals are included. Traditional multivariate analysis can simplify the multiple comparisons issue but more flexible approaches such as seemingly unrelated regression can exacerbate the problem. Bayesian model averaging represents one solution to this problem.

The extent of pleiotropy has direct bearing on the genetic architecture of diseases and traits. The frequency distribution of the degree of pleiotropy tends to be L-shaped, i.e., a small number of genes affect many traits and most genes affect a small number of traits (Wagner and Zhang, [@B41]). If loci are under balancing selection due to antagonistic pleiotropy (negative covariance), susceptibility alleles may be common in human populations (Wang et al., [@B42]). This scenario is consistent with autoimmune diseases being relatively amenable to genome-wide association studies (Wang et al., [@B42]). On the other hand, if purifying selection removes deleterious mutations from highly connected "hub" genes, then susceptibility alleles may preferentially reside in functionally and topologically peripheral genes that are non-essential and are less likely to be pleiotropic, as may be the scenario for metabolic disorders (Goh et al., [@B11]).

Multiple trait analysis with genetic association data is full of promise in the context of systems genetics. Foremost, both data and methods currently exist to allow researchers to move beyond single trait analysis and address higher order questions of biology, evolution, and genetics. Additionally, metabolic networks, regulatory networks, and signaling networks are all examples of flow networks (Hyduke and Palsson, [@B17]). A future direction is to use network theory to integrate genetic epidemiological data with these types of flow networks to better understand the genotype--phenotype map.
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