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RESUMEN
El ana´lisis de la influencia social nos permite estudiar la manera de determinar la opi-
nio´n de las personas utilizando como medio el intercambio de informacio´n. Dentro de
esta disciplina, la identificacio´n l´ıderes de opinio´n tiene como finalidad identificar a las
personas que ejercen un mayor nivel de influencia. La identificacio´n de l´ıderes de opinio´n
se usa en campan˜as de marketing viral, sistemas de recomendacio´n de productos y en
sistemas de deteccio´n de anomal´ıas en redes de telefon´ıa mo´vil. Debido a que los medios
sociales se han transformado en la fuente de datos ma´s representativa y relevante para
entender el comportamiento de las personas, el ana´lisis de influencia se ha convertido
en una de las tecnolog´ıas ma´s importantes en las industrias modernas de informacio´n y
servicios.
Existen diversos me´todos para identificar a los l´ıderes de opinio´n. En este trabajo se plan-
tea un algoritmo h´ıbrido para cuantificar la influencia de acuerdo a atributos esta´ticos y
de interaccio´n de los usuarios pertenecientes a un red social. Los algoritmos h´ıbridos re-
quieren la representacio´n de las interacciones de los usuarios mediante grafos. Por ello, se
implemento´ un algoritmo de construccio´n, de segmentacio´n y de visualizacio´n de grafos
con el objeto de abordar los desaf´ıos que involucra identificar y cuantificar la influencia
de los usuarios en grandes redes sociales.
El procedimiento fue aplicado en mensajes que tratan sobre el calentamiento global,
recolectados desde la plataforma de Twitter con el objetivo de representar en un grafo,
a los usuarios interesados en el tema. Los l´ıderes de opinio´n seleccionados a partir del
algoritmo propuesto representan mejor la influencia ganada a trave´s del proceso de
difusio´n.
Este documento consta de 6 Cap´ıtulos: El cap´ıtulo 1 busca definir el problema y el en-
foque adoptado en este trabajo. El Cap´ıtulo 2 describe los diversos conceptos, me´todos,
procesos y herramientas utilizados en el ana´lisis de influencia social tanto en el presente
trabajo y estudios relacionados. El Cap´ıtulo 3 describe los trabajos previos que busquen
identificar l´ıderes de opinio´n en grandes redes sociales. El Cap´ıtulo 4 describe el procedi-
miento de ana´lisis de influencia social desarrollado. El Cap´ıtulo 5 describe los resultados
obtenidos en la ejecucio´n del procedimiento propuesto. Finalmente, el Cap´ıtulo 6 pre-
sentamos las conclusiones y recomendaciones obtenidas producto de trabajo realizado.
“La vida es elegir, puedes elegir ser una v´ıctima o cualquier otra cosa que te propongas.”
Dan Millman
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En este cap´ıtulo, se describe la necesidad de aplicar un modelo de procedencia de di-
fusio´n de informacio´n en la identificacio´n de lideres de opinio´n. Adema´s, se presenta la
aproximacio´n a dicho problema realizada como parte de la presente tesis. Asimismo, se
detallan los objetivos de este trabajo y los resultados que se espera obtener.
1
Cap´ıtulo 1. Generalidades
1.1. Identificacio´n del problema
El poder de influir en las opiniones e intere´s de las personas juegan un rol importante en
los diferentes entornos de colaboracio´n. Por consiguiente, el estudio de la influencia de
usuario es de gran intere´s de los investigadores en diferentes a´reas de como marketing [1],
gobierno [2], investigacio´n [3], entre otros. Al inicio, los investigadores utilizaron te´cnicas
cualitativas, como la observacio´n, encuestas y grupos de discusio´n. Sin embargo, los
resultados capturan una visio´n general de la opinio´n de las personas. El uso de me´todos
cuantitativos cobro´ importancia gracias al trabajo realizado por Lazarsfeld et al.[4]. En
su momento, los me´todos cuantitativos ayudaron en la definicio´n de me´tricas para medir
la influencia de las personas. No obstante, este me´todo estaba limitado al estudio de la
influencia en pequen˜os grupos de personas involucradas en un evento particular, como
las elecciones presidenciales, los canales de ventas, entre otros; debido a los altos costos
que implicaba preparar y ejecutar encuestas por evento.
Hoy, el estudio de la influencia de usuarios es una tarea compleja en aspectos de volu-
men, variedad, velocidad y veracidad [5] de la informacio´n generada por los usuarios.
Desde la aparicio´n de las plataformas de redes sociales Twitter1 (fundada el 2003) y
Facebook2 (fundada el 2004), las personas cambiaron la interaccio´n f´ısica por la interac-
cio´n virtual. La interaccio´n virtual, a diferencia de la f´ısica, genera grandes volu´menes
de datos a trave´s del intercambio de informacio´n entre los usuarios; sean fotos, mu´sica,
v´ıdeos y mensajes u otro tipo de datos, con el fin de expresar su punto de vista acerca
de eventos ocurridos en su entorno social. Por lo tanto, las plataformas de redes sociales
sean convertido en la principal fuente de informacio´n para conocer a los usuarios.
Dada la importancia de estudiar la influencia de los usuarios y la generacio´n continua
de grandes volu´menes de datos, los investigadores afrontan nuevos retos en el ana´lisis
de influencia social en grandes volu´menes de datos, Social Big Data [6]. A partir de ello,
varios investigadores esta´n proponiendo nuevos me´todos y algoritmos bajo el enfoque
distribuido-paralelo, como los empleados por Zhou et al. [7] y Peng et al. [8]. Sin embargo,
existen otros retos ma´s importantes no abordados.
Los usuarios reaccionan de diferentes formas por cada mensaje, por lo tanto, en una red
social es importante conocer el sentido (positivo o negativo) en que son influenciados
los usuarios por los l´ıderes de opinio´n. Adema´s, las redes sociales reales son complejas
y esta´n conformadas por mu´ltiples tipos de entidades, enlaces, atributos esta´ticos y de
interaccio´n [9]. Por lo tanto, es necesario contar con un proceso para analizar la influencia





procedencia de datos es un concepto clave que permite identificar el origen de los datos
y sus movimientos durante el tiempo [10]. En el contexto de ana´lisis de influencia social,
no necesariamente los usuarios influyentes son autores de la informacio´n que difunden,
por lo tanto, identificar a los usuarios que crean o comparten informacio´n influyente o
viral es un factor clave en la generacio´n de influencia en las redes sociales de usuarios.
Por lo mencionado, en el presente trabajo se plantea un proceso de ana´lisis de influencia
social, incluyendo la procedencia de la informacio´n influyente y el sentido de la influen-
cia (positivo y negativo) aplicable a una red social heteroge´nea. A trave´s del proceso
propuesto, identificaremos a los l´ıderes de opinio´n (usuarios ma´s influyentes) utilizando
un algoritmo h´ıbrido implementado en Apache GraphX3.
1.2. Objetivo general
El objetivo general del presente trabajo es implementar un proceso que permita la iden-
tificacio´n de usuarios influyentes en una red social utilizando un algoritmo h´ıbrido en
un entorno de procesamiento en paralelo (Big Data).
1.3. Objetivos espec´ıficos
Los objetivos espec´ıficos para este trabajo son:
OE1: Implementar un componente de software para la extraccio´n y almacenamiento de
comentarios de redes sociales basados en microblogs.
OE2: Representar los usuarios de una red social mediante una estructura de datos que
sea soportado por un lenguaje de programacio´n de alto nivel.
OE3: Seleccionar las comunidades de usuarios significativas.
OE4: Seleccionar los l´ıderes de opinio´n a partir de caracter´ısticas esta´ticas y las inter-
acciones entre los usuarios.






a) Para el OE1, obtener un conjunto de tweets cuyo contenido esta´ relacionado al
calentamiento global.
b) Para el OE2, un algoritmo para la construccio´n de una red social, que permita
construir un grafo dirigido a partir del conjunto de datos del resultado esperado 1.
c) Para el OE3, un algoritmo de deteccio´n de comunidades de usuarios, que permita
segmentar la red social e identificar comunidades significativas.
d) Para el OE4, un algoritmo h´ıbrido, que permita identificar a los l´ıderes de opinio´n
en cada comunidad significativa.
e) Para el OE5, un componente software de visualizacio´n de grafos, que permita
analizar la influencia ejercida por los l´ıderes de opinio´n.
1.5. Justificacio´n
De acuerdo a estudio realizados por Hootsuite [11] en el 2018, el 42 % de la poblacio´n
mundial utilizan activamente los medios sociales para compartir informacio´n dentro de
sus redes sociales. Debido a ello, las plataformas de medios sociales se han convertido
en la fuente de datos ma´s relevante para conocer e interactuar con los usuarios que se
encuentran conectado a internet.
Este punto de vista es compartido por otros investigadores, quienes utilizan las redes
sociales existentes en las plataformas de medios sociales para interactuar y generar co-
laboracio´n entre los usuarios o´ como fuente de informacio´n para afrontar eventos parti-
culares. Por ejemplo, Avvenuti et al. [12] utilizan la plataforma de Twitter como fuente
de informacio´n para identificar los dan˜os provocados por el terremoto ocurrido en Italia
en la ciudad de Finale Emilia en el 2015. Por otro lado, Gao et al. [13] plantean el uso
de las plataformas de medios sociales para apoyar las tareas de asistencia, coordinacio´n
y difusio´n de informacio´n, con el fin afrontar las situaciones de emergencias ocasionadas
por los desastres naturales. Ambos trabajos, manifiesta la importancia de contar con
la informacio´n oportuna para reaccionar correctamente ante una situacio´n cercana y
en identificar agentes de cambio que faciliten la difusio´n de informacio´n a la poblacio´n
vulnerable.
Por lo tanto, en el presente trabajo se enfoca en afrontar los retos relacionados al ana´lisis
de influencia social en grandes volu´menes de datos, considerando la procedencia de
la informacio´n, la heterogeneidad de entidades en las redes sociales y el sentido de la
4
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influencia propagada. Adema´s, proponemos un algoritmo h´ıbrido (atributos esta´ticos
y de interaccio´n) para cuantificar la influencia de los usuarios con el fin de identificar
l´ıderes de opinio´n que apoyen en la difusio´n oportuna de informacio´n.
Debido a la diversidad de eventos que ocurren en la sociedad, la participacio´n de los
usuarios e informacio´n generada en los medios sociales, en el presente trabajo se toman
ciertas consideraciones explicadas en la siguiente seccio´n.
1.6. L´ımites del proyecto
Debido a la amplia gama de temas o to´picos discutidos por los usuarios de redes sociales,
el presente trabajo esta limitado a estudiar a los usuarios interesados en el calentamiento
global. Este tema fue elegido porque es un problema mundial, y por el afa´n personal de
contribuir en la identificacio´n de los l´ıderes de opinio´n (los usuarios ma´s influyentes) que
puedan impulsar la generacio´n de consciencia sobre el tema.
En el trabajo estudiamos la red social generada por los usuarios de Twitter que comentan
sobre el calentamiento global. Por lo tanto, la poblacio´n de estudio esta limitado a los da-
tos recolectados por el API de Streaming de Twitter [14], del 03/07/2018 al 23/09/2018.
De acuerdo con Piper [15], los tweets recolectados mediante el API de Streaming repre-
sentan el 100 % de la poblacio´n total de tweets generados en la plataforma de Twitter
entre las fechas indicadas, en constraste al ana´lisis realizado en la seccio´n 5.1.
Por u´ltimo, los recursos utilizados en el proceso de experimentacio´n esta limitado al uso
de una computadora porta´til de trabajo de 16 GB de memoria RAM y 8 unidades de
CPU. Adema´s, debido al uso simulta´neo de Apache Spark, como motor de procesamiento
distribuido en memoria, y Apache Hadoop, como almacenamiento distribuido de datos,
los recursos disponibles para el procesamiento de nuestros datos se reducen a 8 GB de
memoria RAM y 6 unidades de CPU.
1.7. Aportes del proyecto
El presente trabajo hace e´nfasis en la importancia del estudio de la influencia social en
grandes redes sociales. Por consiguiente, nuestro principal aporte es la definicio´n de un
proceso de ana´lisis de influencia social en grandes redes sociales heteroge´neas, definido
en la seccio´n 2.3, a trave´s del cual aportamos artefactos y definiciones reutilizables para
futuros trabajos. Primero, se propone un componente software para extraer continua-
mente datos desde la plataforma de Twitter, a trave´s de la seleccio´n de to´picos. Segundo,
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se propone el uso del modelo de procedencia de datos PROV-DM [16] para representar
la red social a trave´s de un grafo dirigido con nodos y enlaces heteroge´neos, con el fin
de caracterizar la difusio´n de informacio´n e analizar la influencia indirecta. Tercero, se
propone un algoritmo h´ıbrido distribuido para cuantificar la influencia directa e indirec-
ta que ejercen los usuarios dentro de las comunidades existentes en el grafo heteroge´neo
previamente construido. A pesar de contar con l´ımites para el procesamiento distribuido
de datos, el algoritmo propuesto esta´ definido para que pueda procesar datos en paralelo
y distribuidos en una o ma´s ma´quinas con Apache Spark4. Por u´ltimo, se propone un
componente software para visualizar los resultados de la construccio´n de la red social
y la identificacio´n de comunidades significativas; y estudiar el comportamiento de los





En este cap´ıtulo, exploramos los conceptos entorno a la identificacio´n de usuarios in-
fluyentes en redes sociales describiendo algunas de las principales te´cnicas existentes
sobre medicio´n de influencia. Asimismo, profundizamos en los conceptos de los modelos,
herramientas de procesamiento distribuido y te´cnicas complementarias, utilizadas en el
proceso de ana´lisis de influencia social propuesto.
2.1. L´ıder de opinio´n
Es la persona, grupo o entidad que tiene la capacidad de influir en la opinio´n otras
personas, debido a ciertas cualidades tales como: experiencia, habilidad y/o reputacio´n.
No se consideran a priori, l´ıderes de opinio´n; a las personas, grupos o entidades que
ejercen un cargo de l´ıderes, tales como jefes de empresa o jefes de Estado [17].
2.2. Ana´lisis de influencia social
El estudio de la influencia social (SNA, por sus siglas en ingle´s) se ha convertido en la in-
vestigacio´n ma´s importante sobre las redes sociales, como Facebook, Twitter, LinkedIn1
y Google Plus2, debido a que se convirtieron en las fuentes de datos ma´s representativas
y relevantes para estudiar el comportamiento de las personas [6].
El ana´lisis de influencia social esta conformado por procesos y me´todos, de miner´ıa de
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de lenguaje natural, web sema´ntica, ontolog´ıas y procesamiento de grandes volu´menes de
datos (Big Data), en busca de cuantificar la influencia de cada usuario y como identificar
a los usuarios ma´s influyentes en una red social.
Muchos de los estudios sobre la influencia social se realizaron con datos de las plataformas
de redes sociales como Facebook, Twitter y Sina Weibo3, e incluyen tareas de ana´lisis y
procesamiento de datos, evaluacio´n de influencia, identificacio´n de usuarios influyentes,
modelado de la difusio´n de informacio´n y principalmente, en la cuantificacio´n de la
influencia de los usuarios [9].
Actualmente, existen diversas formas para calcular la influencia que ejerce un usuario
de una red social [18]. Esta diversidad de propuestas se debe a dos factores: un proble-
ma conceptual y a la naturaleza de los datos utilizados en el ana´lisis. Desde el punto
vista conceptual, de acuerdo de la definicio´n de “usuario influyente”, los usuarios se
categorizan en: l´ıder de opinio´n, influenciador y comentarista por el tipo de actividad
e impacto producido [19]; usuario emisor o pasivo de acuerdo a su popularidad [20]; y
usuario principal, usuario regular, usuario zombie o usuario aislado por la transferencia
de influencia [21].
Por otro lado, otras propuestas depende de los datos utilizados en el ana´lisis. Zhu et al.
[22] utilizan datos recolectados de Pinterest4 para calcular la influencia de los usuarios a
trave´s del atributo de publicacio´n de contenido (pin) y el atributo de comparticio´n de un
pin que otro usuario a publicado (repin). Cheng et al. [23] utilizan datos recolectados de
la pagina de noticias deportivas Mobile015 para calcular la influencia utilizando como
atributos: el nu´mero total de art´ıculos publicados por un usuarios (article num), la
probabilidad de que un art´ıculo sea correspondido por otro usuario (replied by prob),
el grado de experiencia de un usuario publicando contenido de un dominio espec´ıfico
(expert deg) y la probabilidad de que los art´ıculos de un usuario respondan a otros
usuarios (reply prob). Por otro lado, Peng et al. [8] usan datos de telecomunicaciones
(SMS/MMS) para crear un grafo bidireccional que permita obtener los atributos de
interaccio´n necesarios en el ca´lculo de la influencia.
Los trabajos anteriores evidencian que el estudio de la influencia social esta´ fuertemente
relacionada a las caracter´ısticas de la red social estudiada. Por ende, los atributos utili-
zados para calcular la influencia en una red social X no pueden utilizarse para calcular
la influencia en una red social Y, debido a la ausencia de datos (atributos) y a las di-
versas formas de analizar una red social (a trave´s de atributos y/o estructuras). Por lo
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de sus atributos esta´ticos, atributos de interaccio´n y ambos tipos de atributos (enfoque
h´ıbrido).
A continuacio´n se describen los algoritmos de ca´lculo de influencia social, clasificados de
acuerdo al tipo de atributos que utilizan en sus ca´lculos.
2.2.1. Influencia en base a atributos esta´ticos
Este conjunto de algoritmos utilizan los atributos esta´ticos del usuario o de los objetos
generados en la red social (mensajes, texto, v´ıdeos o ima´genes) extra´ıdo de las fuentes
de datos. Los atributos esta´ticos reflejan un valor en un instante de tiempo espec´ıfico,
atributos como: nombre, fecha de creacio´n e identificador u´nico de usuario, son ejemplos
t´ıpicos de esta clase de atributos. Principalmente, son utilizados por investigadores que
utilizan te´cnicas de aprendizaje de ma´quina, estad´ısticas, miner´ıa de datos y procesa-
miento de lenguaje natural en el estudio de redes sociales.
Por ejemplo, Ding et al. [24] usan los atributos: nu´mero de usuarios que siguen cada
usuario y nu´mero de usuarios seguidos por cada usuario, obtenidos de la red social Sina
Weibo6, para identificar a los 100 usuarios ma´s influyentes aplicando el algoritmo de
agrupacio´n K -means. En total se procesaron datos de 5 025 cuentas de usuarios perte-
necientes a estudiantes de la Universidad de Shanghai. Erlandsson et al. [25] aplican el
me´todo de reglas de asociacio´n para identificar a los usuarios ma´s influyentes. Utiliza
los datos recolectados desde pa´ginas pu´blicas de Facebook y los filtra por los atributos
como: estado del usuario, nu´mero de usuarios, nu´mero de post y el nu´mero de comenta-
rios. Lin et al. [26] utilizan como atributos: el nu´mero comentarios enviados y el nu´mero
de respuestas a los comentarios enviados de cada usuario identificado entre los 4 406
registros extra´ıdos desde Sina Weibo. Para el ca´lculo de la influencia, proponen el algo-
ritmo DBSCAN [27], el cual aplica una te´cnica de agrupacio´n sin necesidad de indicar
el nu´mero de grupos para identificar a los usuarios ma´s influyentes.
2.2.2. Influencia en base a atributos de interaccio´n
Los atributos de interaccio´n, son aquellos atributos que representan la interaccio´n que
realiza un determinado usuario con otros usuarios u objetos en una red social. Para ello,
los algoritmos utilizan un grafo dirigido o no dirigido para representar la red social de
usuarios a estudiar. El uso de los grafos permiten generar los atributos de interaccio´n
presente entre los usuarios. Por ejemplo: el grado de centralidad de un nodo usuario u,
6Sina Weibo: http://e.weibo.com/
9
Cap´ıtulo 2. Marco conceptual
perteneciente a un grafo homoge´neo (grafos con nodos de un solo tipo), representa el
nu´mero de usuarios que interactu´an directamente con el usuario u.
Khan et al. [28] utilizan datos de los tweets extra´ıdos desde Twitter sobre la protesta
de un pol´ıtico pakistan´ı Imran Khan, para crear un grafo homoge´neo donde cada nodo
representa a un usuario. A partir del grafo de usuarios, define la influencia de un usuario
v como la suma de tres me´tricas de centralidad: el grado de centralidad, la centralidad
de intermediacio´n y la centralidad de cercan´ıa del nodo usuario. De acuerdo a valor
obtenido de la suma de las tres me´tricas mencionadas, a cada usuario se le asigna el
valor de su influencia y a partir de ella se identifican a los l´ıderes de opinio´n en el grafo
de usuarios.
A partir de los dos tipos de atributos explicados anteriormente, se realizaron trabajos
combinando los atributos esta´ticos y de interaccio´n en la definicio´n de la influencia de
los usuarios. Este nuevo enfoque se explicara´ en el siguiente apartado.
2.2.3. Influencia en base de atributos esta´ticos y de interaccio´n
Este conjunto de algoritmos utilizan un enfoque h´ıbrido porque utiliza los atributos
esta´ticos y atributos de interaccio´n de los usuarios para calcular la influencia.
En este grupo encontramos el trabajo realizado por Wei et al. [29], quienes usando 96 281
registros de usuarios de la red social Sina Weibo, calculan los atributos de interaccio´n:
nu´mero de seguidores, nu´mero de comentarios enviados entre usuarios, y el atributo
esta´tico: contenido del comentario en cada registro de usuario que sirven de entrada en
su algoritmo propuesto para calcular la influencia recibida por cada usuario. Chen et
al. [30], utilizando datos pu´blicos del servicio de microblog de Tencent Weibo7, plantean
la funcio´n de influencia global en una red de usuarios, como se aprecia en la Ecuacio´n 2.1:








Donde la influencia global de un usuario v se calcula como la suma entre dos componen-
tes: la proporcio´n de sus seguidores (Followers(v)) del total de usuarios en la red (N) y el
resultado obtenido de sumar por cada usuario v’ seguidor del usuario v : la influencia re-
lativa entre los usuarios v y v’ (RI(v,v’)) multiplicado por la influencia global que ejerce
el usuario v’ (Influence(v’)) entre sus seguidores (Followers(v’)). Adema´s, se define una
variable lambda (λ) para indicar la relevancia de cada componente.
7Tencent Weibo: http://t.qq.com/
10
Cap´ıtulo 2. Marco conceptual
Por otra parte, Hajian et al. [31] utilizan una grafo dirigido para representar a los usua-
rios como nodos y las relaciones entre los usuarios como enlaces. A partir del grafo de
usuarios, definen la influencia de un usuario v como se aprecia en la Ecuacio´n 2.2.




|F (v)| + δ(v)×MOI(v) (2.2)
Donde la influencia de un usuario v (IR(v)) se define como la suma de dos componentes:
la relacio´n entre la suma de la influencia de todos los seguidores del usuario v y el total
sus seguidores, y la magnitud de la influencia ejercida por el usuario v (MOI, por sus
siglas en ingle´s), obtenida a partir de la relacio´n de afecto con sus seguidores (ROA,
por sus siglas en ingle´s). La relevancia de cada componente se indica a trave´s de la
popularidad del usuario v en la grafo (δ(v)). Los l´ıderes de opinio´n son seleccionados del
grupo de usuarios con valores IR ma´s altos.
En cada uno de los trabajos revisados, se emplea un conjunto de tareas para transfor-
mar los datos obtenidos desde una plataforma de red social en una lista de usuarios
influyentes.
2.3. Proceso de ana´lisis de influencia social
El proceso de analizar la influencia social en un red social requiere de un conjunto
ordenado de pasos para la obtencio´n de conocimiento. Con este fin, varios autores definen
sus propios procesos [23, 32–34], no obstante, consideramos la arquitectura de ana´lisis de
influencia social propuesto por Peng et al. [9], junto con el flujo de ana´lisis de datos con
Big Data propuesto por Labrinidis y Jagadish [35], en la definicio´n de nuestro proceso
de ana´lisis de influencia social en grandes redes sociales como se puede apreciarse en la
Figura 2.1.
Figura 2.1: Proceso de ana´lisis de influencia social.
Fuente: Basado en Labrinidis y Jagadish [5].
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Por lo tanto, en el presente trabajo se realiza el ana´lisis de influencia social aplicando las
seis etapas operacionales y una etapa de soporte explicadas en las siguientes subsecciones.
2.3.1. Recoleccio´n de datos desde redes sociales
Es la etapa ma´s importante en el ana´lisis de la influencia social e involucra la conexio´n
a las plataformas de redes sociales a trave´s de un API para extraer los mensajes com-
partidos entre los usuarios. En nuestro trabajo elegimos Twitter como fuente de datos
para extraer los mensajes creados y compartidos entre sus usuarios. La extraccio´n de
los mensajes (de ahora en adelante denominado tweet), se realizara´ a trave´s del API
de Streaming de Twitter [14]. A diferencia de las otras APIs de Twitter, el API de
Streaming genera una comunicacio´n persistente con un programa cliente permitie´ndole
extraer los tweets creados y compartidos por los usuarios que reaccionan a los eventos
ocurridos en sus entornos.
Tabla 2.1: Relaciones de Twitter entre usuarios y tweets.
Fuente: Fabia´n Riquelme and Pablo Gonza´lez-Cantergiani [18].
En Twitter existen cuatro tipos de relaciones: usuario-usuario, usuario-tweet, tweet-tweet
y tweet-usuario. En cada tipo de relacio´n participan dos entidades: usuario y tweet, a
trave´s de una o muchas acciones definidas entre ellas, como se muestra en la Tabla 2.1.
Por ejemplo, un usuario puede mencionar a otros usuarios pero no puede mencionar un
tweet o´ un tweet puede ser posteado por un usuario pero no postear otro tweet. Estas
acciones nos permitira´n entender el contexto en que se establecen las relaciones entre los
objetos usuarios y tweets en la red social estudiada. Los objetos usuario y tweet tiene
un lista pre-establecida de atributos definidos, ver detalle en el Ape´ndice A. Finalmente,
los tweets recolectados se guardan a trave´s nuestro procedimiento de almacenamiento
de datos.
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2.3.2. Pre-procesamiento de datos
En esta fase se remueve la informacio´n irrelevante y redundante con el fin de proporcionar
una mejor representacio´n de la informacio´n que reduzca el costo computacional en la
aplicacio´n de los algoritmos de aprendizaje de maquina.
2.3.2.1. Seleccio´n de atributos
Esta te´cnica busca reducir el nu´mero de atributos sin modificaciones a trave´s de la iden-
tificacio´n y eliminacio´n de atributos innecesarios o redundantes para obtener atributos
relevantes. Aplicar esta te´cnica tiene beneficios directos como la reduccio´n de los tiempos
de lectura de datos y la reduccio´n de complejidad en la construccio´n del modelo.
2.3.2.2. Seleccio´n de instancias
Existen casos en donde no se puede obtener datos consistentes en los atributos relevantes
debido a la presencia de valores perdidos, especiales, ano´malos e inconsistentes. Para este
tipo de situaciones, se empleara´ la te´cnica de seleccio´n de instancias. La cua´l consiste
en eliminar los registros inconsistentes a trave´s de expresiones lambda [36].
La descripcio´n de los atributos obtenidos de los tweets, la eliminacio´n de atributos y el
filtrado de tweets incompletos se detalla en la Seccio´n 4.2.
2.3.2.3. Sanitizacio´n de atributos
La sanitizacio´n es el proceso utilizado para manejar los datos confidenciales o sensibles
contenido en los tweets obtenidos desde el API de Streaming de Twitter. Los atributos
de los tweets se clasificaran como sensibles, si permite identificar al usuario autor del
tweet con un cierto nivel de esfuerzo.
Como parte de los atributos sensibles, estudiados en la Seccio´n 4.2, existe un identificador
u´nico de los tweets y usuarios creados en Twitter. Estos atributos requieren un trata-
miento especial debido a su importancia en el proceso de construccio´n de la red social y
para mostrar los resultados. Por lo tanto, los atributos identificadores pasara´n por una
funcio´n hash no criptogra´fica para ocultar su valor real y proporcionar un identificador
u´nico diferente al valor original.
En esta etapa utilizamos el algoritmo de Murmurhash3 creada por Appleby [37], el cua´l
genera un valor hash de 64 bits. Murmurhash3 no pertenece a la clase de algoritmos
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de criptograf´ıa fuerte; por el contrario, se enfoca en proporcionar una valor hash bien
distribuido y ra´pido. Con 64 bits, Murmurhash3 puede generar 2N/2 valores hash de N
bits, por lo tanto, podemos generar 4 294 967 296 valores hash antes de generar una
colisio´n.
Murmurhash3 se encuentra implementado en diferentes lenguajes de programacio´n como
Go8, Python9, Java10 y Scala11; siendo esta u´ltima la implementacio´n utilizada en el
presente trabajo por ser el mismo lenguaje de programacio´n utilizado en GraphX de
Apache Spark.
2.3.3. Seleccio´n de la me´trica de evaluacio´n
Esta etapa se centra en la extraccio´n de un conjunto de me´tricas para caracterizar con
precisio´n el comportamiento de los usuarios en una red social, ya que estas medidas de
evaluacio´n son u´tiles para cuantificar la influencia social de cada usuario.
Las me´tricas de evaluacio´n utilizadas en el presente trabajo y en otros trabajos men-
cionados son: la centralidad de grado, la centralidad de Bonacich y la centralidad de
intermediacio´n, adema´s se define el concepto de componentes conectados. A continua-
cio´n detallamos cada uno de las me´tricas mencionadas.
2.3.3.1. Centralidad de grado
Esta me´trica define la centralidad como el nu´mero enlaces que posee un usuario con los
dema´s usuarios. Formalmente, dado un grafo G = (N,E), donde N es su conjunto de
nodos y E su conjunto de enlaces, la centralidad de grado de un nodo i ∈ N , se define





Donde n es el nu´mero de nodos j distintos al nodo i ∈ N , αij asume el valor de 1, si
existe el enlace (i, j) ∈ E y el valor 0, si no existe. En el caso de grafos dirigidos, se
pueden definir dos medidas de centralidad de grados diferentes, correspondientes a los
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2.3.3.2. Centralidad de Bonacich
Esta me´trica define la centralidad como la suma de todas las conexiones entre un nodo
i con todos los nodos j que se encuentran conectados con e´l a trave´s de un camino, al
mismo tiempo que se penaliza los caminos con factor de atenuacio´n β ∈ (−1, 1). De
acuerdo a la propuesta de Bonacich [38], la centralidad de un nodo i ∈ N se obtiene




(α+ CBON (j))αji (2.4)
Donde n es el nu´mero de nodos j distintos al nodo i ∈ N , α es una constante de
normalizacio´n y β determina que´ nodos j del grafo influyen en el ca´lculo de la centralidad
del nodo i. Si β es pequen˜o (atenuacio´n alta), los nodos j ma´s cercanos al nodo i influyen
en el valor de centralidad, si β es grande (atenuacio´n baja), los nodos de los caminos
encontrados influyen en el valor de la centralidad y si β = 0, la centralidad de Bonacich
coincide con la Centralidad de grado.
2.3.3.3. Centralidad de intermediacio´n
Esta me´trica cuantifica la frecuencia o el nu´mero de veces que un nodo actu´a como un
puente a lo largo del camino ma´s corto entre otros dos nodos en un grafo. Propuesto por
Freeman [39], la centralidad de intermediacio´n (Betweenness Centrality, traduccio´n del







Donde bjk es el nu´mero de caminos ma´s cortos desde el nodo j hasta el nodo k, y bjik el
nu´mero de caminos ma´s cortos desde j hasta k que pasan a trave´s del nodo i.
2.3.3.4. Componentes Conectados
Son los subgrafos conectados de un grafo no convexo. Cada subgrafo esta conformado
por un conjunto de nodos conectados a trave´s de un o varios enlaces ∈ E.
En la Figura 2.2 se tiene 3 componentes conectados. El primero esta´ formado por el
nodo A, el segundo esta´ formado por los nodos B, C y D, y el tercer componente esta´
formado por los nodos E y F.
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Figura 2.2: Grafo no convexo.
Fuente: Elaboracio´n propia.
Tanto las me´tricas de centralidad como la aplicacio´n del algoritmo para obtener compo-
nentes conectados requiere de un grafo como estructura representativa de una red social.
El modelado de una red social como un grafo a partir de los tweets se describira´ en la
siguiente subseccio´n.
2.3.4. Modelado de red social
Esta etapa se centra en la construccio´n de la red social a trave´s del mapeado de los datos.
En este apartado se revisara´ los me´todos de Red completa y Bola de nieve mencionados
en [40].
2.3.4.1. Me´todo de bola de nieve
Este me´todo reconstruye una red a partir de un nodo o conjunto de nodos centrales. Por
ejemplo, si se tiene un conjunto de nodos de tipo usuario, se selecciona un nodo usuario
del conjunto, denominada nodo principal, y se procede a mapear todos los nodos de tipo
usuario y tweet interconectada al nodo principal. Luego, los nuevos nodos de tipo usuario
identificados se agregan al conjunto de nodos inicial y se selecciona el siguiente nodo
principal para repetir el proceso. El proceso continua hasta que no se pueda identificar
nuevos nodos o hasta que se cumpla un criterio de paro.
Este me´todo es u´til en el rastreo de grupos de nodos especiales y para estudiar las
interacciones de los nodos fuertemente conectados. Sin embargo, tiene la limitante de
no poder mapear los nodos o grupos de nodos no conectados (es decir, aislados), siendo
una caracter´ıstica importante en el ana´lisis de redes sociales.
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2.3.4.2. Me´todo de red completa
Este me´todo permite construir una red social con toda la informacio´n recolectada, inclui-
do los nodos o grupos de nodos aislados. Se requiere un conjunto de nodos, identificados
dentro de los tweets recolectados. Cada nodo identificado se busca y mapea todos los
enlaces existentes con los dema´s nodos identificados.
Si bien este me´todo recopila todos los enlaces existe entre los nodos, es costoso y dif´ıcil
de ejecutar [40]. Sin embargo, se vuelve manejable si dividimos la bu´squeda en bloques.
En el proceso de construccio´n se puede mapear dos tipos de redes sociales: la red social
de seguidores y la red social de actividades. La red de seguidores se genera al mapear
los enlaces permanentes entre los nodos inactivos. El crecimiento de este tipo de red
es lento. Contrariamente, la red de actividades se centra en la interaccio´n activa de los
nodos y presenta un crecimiento ra´pido, particularmente cuando se comparte contenido
viral.
2.3.5. Ana´lisis de influencia social
Para calcular la influencia de los usuarios de nuestro grafo heteroge´neo dirigido, defini-
mos un algoritmo h´ıbrido en funcio´n de los atributos esta´tico del objeto Tweet y a los
atributos de interaccio´n del objeto User, seleccionados.
El algoritmo tiene como objetivo cuantificar la influencia que trasmite un usuario a otros
usuarios a trave´s de sus tweets. En este contexto, un usuario reacciona a la opinio´n de
otro usuario a trave´s de la generacio´n de otro tweet. En el presente trabajo, consideramos
que un tweet puede generarse en dos situaciones:
Si concuerda completamente con el contenido del tweet, el usuario retuitea el tweet.
Si concuerda parcialmente con el contenido del tweet y agrega contenido comple-
mentaria al tweet original, el usuario cita al tweet.
En caso el contenido de un tweet sea del agrado de otro usuario, el otro usuario reaccio-
nara´ con un “me gusta” en el tweet, pero esta reaccio´n no genera un nuevo tweet. Por
lo tanto, las reacciones de like esta´ fuera del alcance del presente trabajo.
En la definicio´n del algoritmo no se consideran los atributos esta´ticos: nu´mero de se-
guidores del usuario (followers count) y nu´mero de amigos del usuario (friends count),
debido a que son atributos cuyos valores esta´n relacionados a un contexto ma´s general.
En otras palabras, si un usuario tiene 125 seguidores, no necesariamente son seguidores
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interesados en el tema del calentamiento global, sino pueden ser seguidores ganados al
publicar tweets respecto a un tema ajeno al estudiado. Si bien, el beneficio de tener n
seguidores en Twitter permite propagar n veces cada vez que se crea un nuevo tweet,
no asegura que todos los seguidores reaccionen igual al tweet.
Los criterios y conceptos descritos en esta seccio´n son la base considerada para la defi-
nicio´n del algoritmo h´ıbrido planteado en la Seccio´n 4.5.
2.3.6. Visualizacio´n de resultados
Esta etapa se enfoca en mostrar de forma gra´fica los resultados obtenidos en la etapa
anterior. No obstante, la visualizacio´n de grafos de gran taman˜o es una tarea desafiante
desde el punto de vista computacional, existiendo dos tecnolog´ıas: la visualizacio´n con
motores de renderizado especializado, como Unreal Engine 12 y Unity 13, o la visualiza-
cio´n con librer´ıas de renderizado web. Este u´ltimo, lo conforman librer´ıas JavaScript que
utilizan navegadores web, como Opera, Mozilla Firefox y Google Chrome, para visualizar
datos. Entre las principales librer´ıas y entornos de visualizacio´n web tenemos:
a) Neo4j Browser: utiliza el lenguaje Cypher para generar grafos de manera secuen-
cial mediante la librer´ıa de javascripts D3.js [41]. Dado que Neo4j Browser es un
componente integrado a la base de datos NoSQL Neo4j, se requiere migrar los
datos a su entorno para visualizar los resultados.
b) GraphLab: es un framework enfocado en la ejecucio´n de algoritmos de aprendizaje
de ma´quina en entornos distribuidos [42]. Implementado en Python y optimiza sus
operaciones internas a trave´s de C++, proporciona un modelo de ana´lisis de grafos
y algoritmos pre-definidos para su ejecucio´n. No obstante, su uso requiere de una
licencia acade´mica el cua´l solo permite la visualizacio´n de mil ve´rtices.
c) D3.js: librer´ıa de javascript para la manipulacio´n de documentos web basados en
datos. Tiene mu´ltiples ejemplos y buena documentacio´n. Sin embargo, al utilizar la
interfaz DOM para el manejo de objetos (nodos y ve´rtices) ralentiza la visualizacio´n
de grafos grandes [43].
d) Linkurious.js: librer´ıa javascript disen˜ada para la exploracio´n interactiva de grafos
grandes en la web. Se basa de la librer´ıa Sigma.js y agrega caracter´ısticas adi-
cionales. Adema´s, permite la visualizacio´n de ma´s de 100 millones de ve´rtices,
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datos orientadas a grafos como Neo4j, JanusGraph, AllegroGraph y Startdog [44].
No obstante, su uso requiere de una licencia comercial.
e) Vivagraph.js: librer´ıa de javascript de co´digo libre disen˜ada para la visualizacio´n de
grafos utilizando los formatos WebGL, SVG o CSS. Proporciona una exploracio´n
interactiva a trave´s del rastreo y renderizado de los cambios realizados en el grafo.
Su disen˜o permite la extensio´n de sus funcionalidades y admite diferentes motores
de renderizado gra´ficos y algoritmos de otras librer´ıas [45].
En las etapas de pre-procesamiento de datos, modelado de red social y ana´lisis de influen-
cia social se generan datos intermedios que deben persistir durante nuestro proceso de
ana´lisis. Debido a ello, tambie´n se considera una capa de almacenamiento en el presente
experimento, explicada en el siguiente subseccio´n.
2.3.7. Almacenamiento de datos
Esta etapa esta enfocada en el almacenamiento de los datos intermedios generadas en el
proceso de ana´lisis de influencia social.
Para la etapa de recoleccio´n de datos utilizamos MongoDB [46] por la naturaleza del
dato estudiado, el tweet. El Streaming API de Twitter recolecta los tweets en formato
JSON (JavaScript Object Notation) y el nu´mero de atributos varia de acuerdo a la
disponibilidad de sus valores, es decir, los tweets recolectados no tienen una estructura
fija, ver Figura 2.3. Por lo tanto, una base de datos NoSQL orientada a documentos
como MongoDB nos permite almacenar los tweets de forma ra´pida y fa´cil.
Figura 2.3: Comparacio´n de estructuras JSON de los tweets.
Fuente: Elaboracio´n propia
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En este punto es natural considerar el uso de base de datos orientada a grafos, como
JanusGraph [47] o Neo4j. Sin embargo, tales herramientas no presentan una integracio´n
completa con el componente GraphX de Apache Spark.
2.4. Modelo de procedencia de datos
El concepto de procedencia es un historial de entidades, actividades y personas involucra-
das en la produccio´n de piezas de datos, el cual permite evaluar su calidad y veracidad.
Este tipo de datos se encuentran representados por una conjunto de esta´ndares, definidos
por el W3C Provenance Working Group. En el contexto de este trabajo, utilizaremos el
modelo de procedencia de datos (PROV-DM, por sus siglas en ingles) [16].
Figura 2.4: Componentes del PROV-DM.
Fuente: W3C Provenance Working Group [16]
El PROV-DM representa la procedencia con 6 componentes como se presenta en la
Figura 2.4. No obstante, en este trabajo se limita al uso de los componentes: Entidades
(C1), Derivaciones (C2) y Agentes (C3) para el ana´lisis de redes sociales. En PROV-
DM, las entidades son definidas como objetos f´ısicos o digitales sin comportamiento
inteligente. La derivacio´n es la transformacio´n de una entidad a otra entidad. Y un
agente corresponde a una persona, organizacio´n u software con responsabilidad con otro
agente, entidad o actividad. En nuestro trabajo, las entidades son representadas por los
tweets, las derivaciones con la creacio´n de nuevos tweets debido a una cita, copia de otro
tweet y los agentes son representados por los usuarios que crean los tweets.
Adicionalmente, para mapear una red social con los componentes de PROV-DM, es
tambie´n necesario definir los tipos de tweets generados por una derivacio´n. En te´rminos
generales, definimos tres tipos de tweets:
a) Mensaje original, denota un mensaje que no ha sido derivado de otro mensaje, sino
su contenido ha sido creado directamente por un agente.
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b) Mensaje copia, denota un mensaje que ha sido derivado de otro mensaje creado
en el pasado y con un copia exacta su contenido. En nuestro contexto, este tipo de
mensaje se genera al retuitear (actividad) otro tweet (original, copia o modificado)
realizado por un agente para expresar que comparte su opinio´n; ya sea original,
copia o modificado.
c) Mensaje cita, denota un mensaje que ha sido derivado de otro mensaje creado en
el pasado con o ninguna modificacio´n en su contenido. En nuestro contexto, un
agente emite este tipo de mensaje cuando cita (actividad) otro tweet para expresar
que comparte o no su opinio´n; ya sea original, copia o modificado.
Figura 2.5: Ejemplo de mapeo de la red social utilizando el modelo PROV-DM.
Fuente: Elaboracio´n propia
Este modelo es ampliamente utilizado en diferentes dominios. Jacob et al. [48], en el
estudio de videojuegos, emplean el modelo para mapear los ciclos de juegos generados
en las sesiones de los jugadores con el fin de identificar bucles malos que provocan el
abandono del juego. En cambio, Corsar et al. [49] plantean el modelo para mapear la
procedencia de las fuentes de datos externos del sistema de pasajeros en tiempo real,
planteado para asegurar la calidad de la informacio´n proporciona a usuario objetivo.
Ambos trabajos utilizan el modelo PROV-DM para estudiar la procedencia de sus datos
de estudio.
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Un ejemplo de su aplicacio´n se muestra en la Figura 2.5, donde se muestra el resultado
de mapear los datos de una red social en un grafo heteroge´neo dirigido (dos o ma´s tipos
de nodos). De acuerdo al modelo PROV-DM, la relacio´n de una entidad (tweet) y un
agente (usuario) se mapea con un enlace de tipo wasAttributeTo; y la relacio´n entre
entidades, con un enlace de tipo wasDerivedFrom.
En nuestro trabajo, utilizaremos el modelo para mapear las relaciones de los datos reco-
lectados desde Twitter. Para abstraer la complejidad de crear un grafo de propiedades
dirigido heteroge´neo, utilizaremos el componente GraphX de la plataforma de procesa-
miento distribuido de Apache Spark, la cual se explica en la siguiente seccio´n.
2.5. Apache Spark
Con el gran nu´mero y ra´pido crecimiento de los datos, los me´todos y te´cnicas tradicio-
nales de aprendizaje de ma´quinas requieren adaptarse al paradigma de Big Data para
analizar grandes volu´menes de datos. Por tal motivo, surgen diversas herramientas en
cada una de las capas de Big Data [50], entre los cuales tenemos a Apache Hadoop y
Apache Spark.
Apache Spark es un marco de trabajo de procesamiento distribuido de co´digo libre
desarrollado por la Universidad de California, Berkely AMPLab. Apache Spark mantiene
la escalabilidad lineal y la tolerancia de fallas de MapReduce, pero extiende tres aspectos
importantes. En primer lugar, tiene un motor avanzado Gra´fico Ac´ıclico Dirigido (DAG,
por sus siglas en ingle´s). El motor optimiza el plan de ejecucio´n de las operaciones,
dividie´ndolos en etapas de tareas en el programador DAG, el cual canaliza operaciones
similares. En segundo lugar, habilita un conjunto de transformaciones que facilitan el
preprocesamiento de los datos. En tercer lugar, Spark procesa los datos en memoria a
trave´s de los Resilient Distribuited Datasets (RDD, por sus siglas en ingle´s). Un RDD
es una abstraccio´n de almacenamiento que permite partir y distribuir los datos a trave´s
de un grupo de computadoras para realizar tareas en paralelo, ejecutando operaciones
hasta 100 veces ma´s ra´pido que Apache Hadoop.
En su versio´n 2.2.1, Spark cuenta con 4 componentes: Spark SQL, Spark Streaming,
MLlib y GraphX, como se muestra en la Figura 2.6, empleadas en diferentes capas de
Big Data. En particular, utilizamos GraphX como marco de procesamiento paralelo de
grafos para analizar grandes redes sociales.
GraphX es un sistema de computo de grafos que se ejecuta encima del marco de pro-
cesamiento paralelo de datos de Spark, proporcionando as´ı un u´nico entorno de trabajo
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Figura 2.6: Componentes de Apache Spark.
Fuente: https://spark.apache.org
para realizar las tareas de pre-procesamiento, construccio´n e implementacio´n de algorit-
mos de grafos para el ana´lisis de redes sociales, a diferencia de otros marcos enfocados
solamente en el disen˜o, implementacio´n y aplicacio´n de algoritmos de grafos [51].
GraphX proporciona el objeto Graph para construir un grafo, mediante dos RDDs:
VertexRDD y EdgeRDD. VertexRDD almacena las propiedades de los nodos con un
identificador u´nico (ID). EdgeRDD almacena las propiedades de los enlaces junto con
sus identificadores de nodo origen y nodo destino, como se muestra en la Figura 2.7.
Mediante esta representacio´n, GraphX admite ma´s operaciones de ca´lculo sobre grafos
que otros sistemas de procesamiento de grafos no admiten fa´cilmente, como agregar
nuevas propiedades a los nodos, as´ı como analizar resultados de ca´lculo de grafos como
parte de unas operaciones como mapeado, agrupacio´n o transformacio´n.
Figura 2.7: VertexRDD y EdgeRRD almacenan los datos de un grafo en Graphx.
Fuente: Elaboracio´n propia
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Figura 2.8: Representacio´n tabular de la particio´n Vertex-Cut in GraphX.
Fuente: Elaboracio´n propia
Como sistema de computo de grafos distribuido, GraphX proporciona un particiona-
miento y almacenamiento eficiente de grafos a trave´s la estrategia de particio´n por corte
de ve´rtice. Debido a que los grafos del mundo real tienen ma´s enlaces que ve´rtices, es
ma´s eficiente mover los atributos de los ve´rtices hacia los enlaces.
La particio´n por corte de ve´rtice (vertex-cuts, por su traduccio´n en ingle´s) asignan en-
laces de manera uniforme a los ma´quinas y permiten que los ve´rtices abarquen varias de
ellas con el fin de asegurar el ca´lculo equilibrado. En la Figura 2.8 se muestra el corte de
ve´rtice para un mismo grafo. Se divide el grafo en dos particiones virtuales: Particio´n 1,
Particio´n 2. Dentro del objeto Graph, EdgeRDD se divide con un identificador de par-
ticio´n (PID, por sus siglas en ingle´s) asociado a cada registro. VertexRDD se divide con
PID asociado a cada registro y codifica la asignacio´n del ID del ve´rtice a las particiones
de EdgeRDD que contienen los enlaces adyacentes.
Finalmente, GraphX permite la creacio´n y adaptacio´n de algoritmos para aprovechar
el paradigma del procesamiento paralelo, a trave´s de Pregel API. Pregel API propor-
ciona una abstraccio´n de mensajer´ıa paralela as´ıncrona (BSP, por sus siglas en ingle´s)
restringida a la topolog´ıa de los grafos [52].
Dada las caracter´ısticas y abstracciones mencionadas, en el trabajo optamos por utilizar
Spark y GraphX en las etapas de procesamiento, modelado, almacenamiento y ana´lisis
de redes sociales.
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2.6. Ana´lisis de sentimientos con VADER
Es un modelo de ana´lisis de sentimientos de texto basado en reglas lexicales. VADER
evalu´a el sentimiento de cada palabra de un texto existente en el le´xico usado por
VADER, para calcular el sentimiento expresado en el texto. Por cada texto analizado,
VADER produce 4 me´tricas de sentimiento, ver Ecuacio´n 2.6. Las tres primeras me´tricas
miden que tan positivo, neutral y negativo es un texto, y toman valores decimales entre
0 y 1. La u´ltima me´trica es compuesto, conocida como puntuacio´n compuesta pondera
normaliza, que es la combinacio´n de las tres primeras me´tricas, normalizado para tomar
valores entre -1 (muy negativo) y 1 (muy positivo).
V ADER(m) = [positivo, neutral, negativo, compuesto] (2.6)
Para el ca´lculo de las me´tricas, VADER utiliza una lista de caracter´ısticas le´xicas que
incluyen jergas (por ejemplo, wu), emoticones (por ejemplo, :) :L), emojis codificados
en utf-8 e iniciales y acro´nimos (por ejemplo, lol). Esto, permite a VADER obtener
resultados excepcionales en la evaluacio´n del contenido compartido en redes sociales,
superando las calificaciones realizadas por intervencio´n humana [53]. En el presente
trabajo se utilizara´ la me´trica compound para medir con un solo valor el sentimiento
expresado en el contenido de los tweets.
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Las redes sociales en l´ınea y el ana´lisis de influencia son a´reas de investigacio´n populares
centrados en el estudio del rol de los usuarios en el proceso de difusio´n de informacio´n.
La habilidad de influir a otros usuarios tambie´n puede estudiarse utilizando otras a´reas
de trabajo relacionadas.
En este cap´ıtulo se describen trabajos recientes orientados a realizar la identificacio´n
de usuarios influyentes mediante algoritmos h´ıbridos. Adema´s, se indican el enfoque
utilizado, los atributos seleccionados y los resultados obtenidos.
Dependiendo de la red social, la definicio´n de influencia difiere. Por ejemplo, Peng
et al.[54] estudian la influencia utilizando un red social, representada por un grafo
G(V,E,W) dirigido, construido a partir de 20 millones de mensajes SMS/MMS gene-
rados por 0,4 millones de usuarios durante un periodo de tres semanas en Octubre 2012
de una de las redes celulares ma´s grandes de China. En el grafo de la Figura 3.1, Peng et
al. utilizan los nodos (V ) para representar a los usuarios, los enlaces (E ) representa un
env´ıo de SMS entre dos usuarios mo´viles, y el peso del enlace (W ) es el nu´mero menor
de SMS enviados entre los usuarios. En base al grafo no dirigido, Peng et al. proponen
su algoritmo basado en entrop´ıa de informacio´n.
El algoritmo calcula la influencia en base a la influencia directa e indirecta. La influencia
directa DIi de un nodo i se calcula como la suma de la entrop´ıa de los SMS enviados
entre el nodo i y los nodos que reciben un SMS del nodo i. En cambio, la influencia
indirecta IIik se calcula como la suma del producto de la influencia directa de los nodos
intermedios existentes entre la relacio´n de profundidad 1 entre el nodo i y un nodo k.
Por ejemplo del grafo de la Figura 3.1, la influencia total del nodo A se obtiene de la
suma de la influencia directa DIAB, DIAD y DIAC con la suma de la influencia indirecta
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Figura 3.1: Grafo no dirigido ponderado basado en el nu´mero de interacciones efectivas
entre dos nodos.
Fuente: Sancheng Peng et al. [54].
IIAF , IIAG y IIAE ; de los nodos con la cual tiene un relacio´n de profundidad 1. Para
proteger la privacidad de los usuarios, Peng et al. remueven el contenido de los mensajes
SMS y reemplaza el identificador u´nico de los tele´fonos celulares por un pseudoco´digo.
Finalmente, Peng et al. utilizan el modelo de epidemia como modelo de propagacio´n de
influencia para evaluar su algoritmo basado en entrop´ıa de informacio´n con los algorit-
mos Degree y Random, a trave´s de la difusio´n de influencia. Por cada algoritmo, Peng
et al. obtienen tres conjuntos de usuarios influyentes. Para cada conjunto de nodos se
calcula el nu´mero de nodos influenciados por los nodos influyentes, obteniendo el algo-
ritmo basado en entrop´ıa de informacio´n una mayor difusio´n de influencia, ver Figura
3.2.
Otras de las a´reas empleadas para identificar usuarios influyentes es el aprendizaje de
reglas de asociacio´n propuesto por Borg et al.[25]. Los autores capturan datos de 195
grupos y pa´ginas pu´blicas de Facebook, la cua´l consiste en ma´s de 56 millones de post,
560 millones de comentarios, 7,3 millones de like y 820 millones de usuarios. A partir
de los datos, se genera 46 170 reglas con una confianza mayor al 95 % para los datos
de la pa´gina de Facebook OccupyTogether, con una exactitud de 0,886 y una precisio´n
de 0,291. Los usuarios influyentes son clasificados segu´n la frecuencia con la que apa-
recen en las reglas generadas. Para validar sus resultados, los autores lo compara con
la lista de usuarios influyentes obtenidos con los me´todos de centralidad PageRank y la
centralidad de grado, como se aprecia en la Tabla 3.1. De acuerdo a la tabla, del 50 %
de los usuarios influyentes existente en la pa´gina de OccupyTogether, el 95 % los usua-
rios influyentes identificados con los me´todos de centralidad de grado y PageRank son
similares. Por otro, los usuarios influyentes obtenidos por el me´todo basado en reglas de
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Figura 3.2: Comparacio´n de difusio´n de influencia de los algoritmos Random, Degree
y Entropy con diferentes k = (100, 200, 300, 500, 700, 900, 1100) nodos influenciadores
(l´ıderes de opinio´n).
Fuente: Peng et al. [54].
asociacio´n (ASR, por sus siglas en ingle´s) presentan una semejanza de 51 % comparado
con la centralidad de grado y del 53 % comparado con la centralidad PageRank.
Tabla 3.1: Comparacio´n de la similitud de usuarios influyentes para la pa´gina Oc-
cupyTogether.
Fuente: Borg et al. [25].
Utilizando otra perspectiva, Chen et al.[23] proponen el algoritmo OLMiner para buscar
lideres de opinio´n (los usuarios ma´s influyentes) en grandes redes sociales. Para ello,
OLMiner divide el procesamiento en 5 partes: la verificacio´n de granularidad de datos,
la construccio´n de un grafo para representar la red social, la deteccio´n de comunidades
de usuarios, la generacio´n de candidatos a lideres de opinio´n y, finalmente, la seleccio´n
de los l´ıderes de opinio´n (ver Figura 3.3).
Chen et al. utilizan 6 928 art´ıculos relacionados a la marca de carros LEXUS y 6 418, a
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Figura 3.3: Marco de trabajo de OLMiner.
Fuente: Yi-Cheng Chen et al. [23].
la marca AUDI, un total de dos dataset recolectados del forum Mobile011. Por cada da-
taset, Chen et al. construyen un grafo homoge´neo dirigo G(V,E,W), donde cada usuario
es representado por un nodo v ∈ V, cada relacio´n comentario articulo entre dos usuarios
v y u es representado con un enlace e ∈ E y el peso de los enlaces se asigna a trave´s
del calculo de similaridad entre los nodos adyacentes u y v (sim(u,v)). Finalizado la
construccio´n del grafo, utiliza el algoritmo de agrupacio´n H clustering [55] utilizando los
atributos para centralizar el trabajo de identificacio´n dentro de comunidades significa-
tivas. Para identificar una comunidad significativa, Chen et al. utilizan la Ecuacio´n 3.1,
donde una comunidad cj es significativa (cj ∈ C), si el nu´mero de nodos de la comunidad
nj es mayor o igual a la proporcio´n entre la cantidad de nodos de todas las comunidades
y el k nu´mero de lideres de opinio´n deseados.






Para generar los candidatos a lideres de opinio´n, Chen et al. emplean el algoritmo de
agrupacio´n k-means [56] utilizando las caracter´ısticas de cada nodo usuario: total de
art´ıculos publicados, la probabilidad de que otro usuario comente un articulo, el grado
de experiencia en el to´pico y la probabilidad de responde art´ıculos de otros usuarios.
A cada grupo obtenido ckij se calcula el score de agrupacio´n score(ckij), considerando
los 4 atributos mencionados. A partir del score, se seleccionan los l´ıderes de opinio´n.
Para evaluar los resultados obtenidos, Chen et al. utilizan la me´trica de propagacio´n de
influencia en los lideres de opinio´n identificados por el algoritmo OLMiner y el algoritmo
de agrupacio´n att clustering. En la Figura 3.4 se observa que los k l´ıderes de opinio´n
obtenidos por el algoritmo OLMiner logran influenciar a una mayor cantidad de nodos
1Mobile01: https://www.mobile01.com/
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en el proceso de propagacio´n de la difusio´n, en comparacio´n a los l´ıderes de l´ıderes de
opinio´n identificados por el algoritmo att clustering.
Figura 3.4: Propagacio´n de influencia generada por los algoritmos OLMiner (l´ınea
naranja) y att clustering (l´ınea celeste) con variaciones en el nu´mero de k l´ıderes de
opinio´n.
Fuente: Chen et al. [23].
Utilizando el mismo enfoque, Jia et al. [1] plantean un esquema de identificacio´n de
usuarios influyentes a trave´s de tres pasos: la caracterizacio´n de atributos esta´ticos de
los usuarios, la generacio´n de grupos centralizados de usuarios utilizando el algoritmo
K-means [56] y, por u´ltimo, la aplicacio´n del algoritmo PageRank [57] en cada grupo de
usuarios. Jia et al. utilizan datos de telefon´ıa celular de una regio´n de China. No indican-
do el volumen de los datos, Jia et al. dividen los datos de los usuarios en tres categor´ıas:
datos de identidad (´ındice, ciudad, nivel de servicio, indicador de usuario contratado,
edad y ge´nero), datos de consumo (cuota mensual, tipo de paquete, duracio´n de llamada,
volumen de tra´fico, precio de celular y tipo de servicio) y datos de preferencias (marca
de celular, modelo de celular, a´rea de residencia, horario de atencio´n preferido, apli-
cacio´n preferida e intere´s del usuario). Creando un vector de caracter´ısticas para cada
usuario, se aplica el algoritmo de agrupacio´n K-means para generar grupos de usuarios
con alta correlacio´n. Aplicando el algoritmo PageRank, ver Ecuacio´n 3.2, la influencia
de un usuario i (Pr(ui)) esta definido como la suma de la influencia de cada usuario j
que recibio´ una llamada del un usuario i, todo divido por el nu´mero de llamadas que el
usuario j realizo a otros usuarios del mismo grupo. N es el total de usuarios agrupados










Para validar su algoritmo, Jia et al. comparan el rendimiento entre una campan˜a de
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publicidad tradicional y otra, utilizando el 50 % de los usuarios ma´s influyentes obtenidos
por el algoritmo. En la Figura 3.5 se aprecia que la tasa de las visitas a los productos es
mayor al emplear los usuarios con alto poder de influencia en cada semana despue´s de
lanzamiento de la campan˜a publicitaria.
Figura 3.5: Tasa de conversio´n generada por una campan˜a publicitaria tradicional
(rojo) y una, empleando el algoritmo propuesto (azul).
Fuente: Jia et al. [1].
Por otro parte, para Sun et al. [58] los l´ıderes de opinio´n intercambian informacio´n
en mu´ltiples redes o relaciones al mismo tiempo. Por ende, los autores proponen un
grafo homoge´neo multi-relacional dirigido G(V,E,R, F ) para identificar a los usuarios
ma´s influyentes considerando los mu´ltiples enlaces ∈ E existentes entre dos nodos ∈
V . Adema´s, R es el vector de relaciones existente entre los nodos y F es el mapeo
entre los enlaces ∈ E que conforman cada vector de relaciones ∈ R. Un ejemplo de la
estructura propuesta se observa en la Figura 3.6, donde cada usuarios comparte dos
tipos de relaciones (r1, r0) por cada enlace. El s´ımbolo  indica la inexistencia de una
relacio´n entre los nodos. A partir del grafo, se construye una matriz de importancia de
D a partir de la matriz de adyacencia del grafo y los vector R. Se aplica la multiplicacio´n
iterativa de matriz R y D para simular el proceso de sen˜alizacio´n (planteado por Sun et
al.) para finalmente, calcular el grado de importancia de los nodos usuarios.
Para evaluar el algoritmo, se obtiene los datos generados por 30 453 usuarios de la red
social Douban.com2 durante un periodo de dos d´ıas. A partir de los datos, construye un
grafo homoge´neo multi-relacional dirigido de 30 453 nodos, 55 865 enlaces y 1 789 567
comentarios de libros. Sun et al. comparan su algoritmo con los algoritmos PageRank [57]
2Douban: https://www.douban.com/
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Figura 3.6: Grafo multi-relacional de 4 nodos usuarios.
Fuente: Sun et al. [58].
y HITS [59]. Adema´s, realiza una votacio´n manual de l´ıderes de opinio´n para comparar
la exactitud de los tres algoritmos evaluados.
Tabla 3.2: Comparacio´n de los resultados obtenidos de los algoritmos PageRank, HITS
y el propuesto por Sun et al. con una votacio´n manual.
Fuente: Sun et al. [58].
De acuerdo a la Tabla 3.2, la lista de los veinte l´ıderes de opinio´n ma´s influyentes
obtenidos por el algoritmo propuesto son son ma´s cercanos a los resultados obtenidos en
la votacio´n manual de l´ıderes de opinio´n, logrando mayor exactitud que los algoritmos
PageRank y HITS.
Considerando el procesamiento de grandes volu´menes de datos, Zhou et al.[7] elaboran
un algoritmo distribuido utilizando Apache Spark para medir la influencia de los usuarios
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de la red social Sina Weibo. Zhou et al. emplean datos de 1 262 518 usuarios y 114 286
565 mensajes obtenidos durante un periodo de dos an˜os, Abril 2013 - Marzo 2015. Los
datos son etiquetados con el valor de influencia calculado a partir del nu´mero de reaccio´n
que recibe un usuarios por sus mensajes. Por ejemplo, el usuario u logra 13, 8, 7, 5 y 1
reacciones con sus mensajes A, B, C, D y E, respectivamente, por lo tanto el valor de su
influencia es 4 porque el nu´mero de reacciones baja en su quinto mensaje. De manera
similar, el usuario j tiene una influencia de 3 porque las reacciones a sus mensajes bajan
en su cuarto mensaje, ver Tabla 3.3.
User A B C D E User influence score
useri 13 8 7 5 1 4
userj 12 9 3 1 0 3
Tabla 3.3: Ca´lculo de la influencia de los usuarios de Sino Weibo.
Fuente: Zhou et al.[7]
Cada usuario es etiquetado con un valor de acuerdo a su influencia. Para Zhou et al., la
influencia de cada usuario se define por sus propiedades y sus actividades pasadas, las
cuales definen a cada usuario como un conjunto de trece caracter´ısticas estad´ısticas y
seis caracter´ısticas de to´pico. De los datos, se obtiene como caracter´ısticas estad´ısticas
del usuario: el nu´mero de seguidores, el nu´mero de amigos, el nu´mero de favoritos,
el nu´mero de usuarios que se siguen mutuamente, el nu´mero de mensajes (enviados,
reenviados), el nu´mero de amigos importantes, un indicador si existe una direccio´n URL
en las propiedades del usuario, un indicador si el usuario ha sido verificado por Sina
Weibo3, el taman˜o del nombre de usuario, el taman˜o de descripcio´n, la fecha de registro
del usuario, el ge´nero del usuario y el ratio del nu´mero de seguidores con el nu´mero de
amigos. Adema´s, de los mensajes se obtienen seis caracter´ısticas estad´ısticas: el nu´mero
de hashtags, enlaces, menciones y palabras del mensajes, ima´genes y el taman˜o del
mensaje.
Para obtener las caracter´ısticas del to´pico, Zhou et al. proponen el algoritmo de fusio´n
de frases para juntar el contenido de todos los mensajes de un usuario en un u´nico do-
cumento. Luego, aplicando el algoritmo Latent Dirichlet Allocation [60] (LDA por sus
siglas en ingle´s) todos los documentos son utilizados para identificar to´picos de conversa-
cio´n y la distribucio´n del intere´s de los usuarios en cada to´pico. Las trece caracter´ısticas
estad´ısticas de los usuarios junto con las seis de los mensajes son utilizados como atri-
butos para generar los modelos de regresio´n Random Forest, Decision Tree y Gradient
Boosting, implementados en el componente MLlib de Apache Spark [61], utilizando co-
mo etiqueta la influencia de los usuarios previamente calculados y el 80 % de los datos
3Sina Weibo: https://www.weibo.com
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para entrenamiento y el 20 % restante para la validacio´n los resultados. Como resultado,
Jun Zhou demuestra que la incorporacio´n de las caracter´ısticas de los to´picos de los




Procedimiento para identificar los
l´ıderes de opinio´n
El objetivo del procedimiento descrito en este cap´ıtulo es cuantificar la influencia que
genera los usuarios dentro de sus redes sociales. Para esto, se plantea utilizar un algoritmo
h´ıbrido basado en el estudio de los atributos esta´ticos y los atributos de interaccio´n de
los usuarios. Por un lado, los atributos de interaccio´n no esta´n de forma expl´ıcita entre
los datos recolectados de Twitter, por lo que es necesario un proceso de construccio´n de
redes sociales. Por otro lado, para proteger la privacidad de los usuarios se requiere un
proceso de sanatizacio´n y preprocesamiento de los atributos sensibles.
Con este fin, el procedimiento se ha divido en siete etapas de manera ana´loga a lo
explicado en la Seccio´n 2.3. La primera es la extraccio´n de tweets desde Twitter. Una
vez obtenido los tweets, pasan por una etapa de preprocesamiento de datos, se realiza
la sanitizacio´n de atributos sensibles y, luego, se realiza un ana´lisis univariante para la
seleccio´n de atributos. Una vez que se tengan seleccionado los atributos, se aplica el
algoritmo de construccio´n de red social basado en el modelo procedencia de datos y
aplicando el me´todo de red completa. El proceso de ana´lisis de influencia social, esta
dividida a su vez en dos etapas: la primera es excluir a los usuarios con poca participacio´n
en la generacio´n de interaccio´n con un algoritmo de deteccio´n de comunidades. Una
vez que las comunidades con pocos miembros de usuarios sean excluidas, se aplica el
algoritmo h´ıbrido propuesto para cuantificar la influencia que ejerce cada usuario desde
comunidad. Finalmente, del resultado del algoritmo h´ıbrido se selecciona a los l´ıderes de
opinio´n.
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4.1. Extraccio´n de tweets desde Twitter
El procedimiento de extraccio´n de tweet es una tarea completamente de programacio´n,
primero se realiza una integracio´n con API de Streaming de Twitter a trave´s la li-
brer´ıa Twitter4j, programada en el lenguaje de programacio´n Java. La Figura 4.1 y el
Algoritmo 1 dan el esquema y los pasos del procedimiento seguido. Para conectar al
API de Streaming de Twitter, la librer´ıa Twitter4j requiere la creacio´n de un objeto
TwitterStream con las credenciales de autenticacio´n oAuth, generadas en el portal de
administracio´n de aplicaciones de Twitter1. La extraccio´n de tweets es responsabilidad
del objeto StatusListener, y se crea con las palabras claves definidas en la lista T para
filtrar los tweets. Luego, se crea una cadena de conexio´n a MongoDB con las credenciales
de conexio´n de Conn para almacenar los tweets extra´ıdos (lineas 1-3, Algoritmo 1).
Figura 4.1: Proceso de extraccio´n de tweets a trave´s de API Streaming de Twitter.
Fuente: Elaboracio´n propia.
El objeto sListener establece una conexio´n continua con Twitter para extraer en casi
tiempo real los tweets en formato JSON, tweetjson, que tengan en su contenido una
de las palabras claves definidas en la lista T (l´ıneas 1-3, Algoritmo 1). Se extraen los
atributos de tweetjson para crear los objetos usuario y tweet, respectivamente. Los nue-
vos objetos creados son almacenados en la base de datos tweetsDB utilizando el objeto
dRepository (lineas 4-9, Algoritmo 1).
Para la ejecucio´n del Algoritmo 1, definimos como palabras claves una lista T con la frase
”calentamiento global” traducido en trece idiomas diferentes, seleccionados de acuerdo
al idioma oficial de las potencias mundiales segu´n el Producto Bruto Interno2 (PBI,
1Twitter Application Management: https://apps.twitter.com/
2World Economic Outlook Database: http://statisticstimes.com/economy/countries-by-projected-
gdp.php
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segu´n sus siglas en ingle´s). La recoleccio´n de tweets inicio el 03/07/2018 y finalizo el
23/09/2018. En los 82 d´ıas de recoleccio´n se obtuvieron 1 589 131 objetos JSON, cada
objeto contiene entre uno a tres objetos Tweet y User. En total, se obtienen 953 692
objetos User y 1 620 314 objetos Tweet desde los objetos JSON procesados.
Algoritmo 1: Extraccio´n de tweets - API Streaming Twitter
Input : T: lista de las palabras claves sobre el ”Calentamiento Global”;
oAuth: lista de credenciales de Twitter;
Conn: lista de credenciales a la base de datos MongoDB
Output: tweetsDB: base de datos tweets
1 tStream ← crear el objeto TwitterStream con las credenciales de oAuth;
2 sListener ← crear el objeto StatusListener con las palabras de T;
3 dRepository ← crear el objeto DataRepository con las credenciales de Conn;
4 mientras sListener hacer
5 tweetjson ← extraer un tweet publicado con las palabras de T;
6 usuario ← extraer los atributos del objeto Usuario de tweetjson;




Si bien, el presente experimento se enfoca en recolectar tweets creados o compartidos
con respecto al tema del calentamiento global, el algoritmo puede replicarse en otros
contextos. Una vez que tenemos los tweets almacenados, podemos uniformizarlos.
4.2. Preprocesamiento de tweets
A partir de los tweets almacenados se realiza un ana´lisis de frecuencia de la variable lang
que representa el idioma del contenido del tweet, revisar Ape´ndice A. En la Tabla 4.1
se muestra el resultado obtenido del ana´lisis de frecuencias y evidencia que los tweets
escritos en ingles representan el 82.29 % del total tweet recolectados, le siguen los tweets
en espan˜ol (6.43 %), portugue´s (5.65 %), france´s (3.06 %), indefinido (1.42 %) y en otros
idiomas (3.14 %), respectivamente. Por lo tanto, los tweets en ingle´s son seleccionados
como nuestra poblacio´n de estudio por su predominancia en la generacio´n de contenido
relacionado al calentamiento global.
Definido la poblacio´n de tweets en idioma ingle´s, los objetos User y Tweet existentes
pasan por el proceso de seleccio´n de atributos, tambie´n conocida como seleccio´n de ca-
racter´ısticas o seleccio´n de variables, y la seleccio´n de instancias. Para la seleccio´n de
atributos, se realiza un ana´lisis estad´ıstico de los valores de los atributos en las instancias
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Idioma Co´digo BCP 47 Frecuencia Absoluta Frecuencia Relativa
English en 1 300 981 80.29 %
Spanish fr 104 194 6.43 %
Portuguese es 91 586 5.65 %
French pt 49 626 3.06 %
Others 50 933 3.14 %
Undefined 22 994 1.42 %
Total 1 620 314 100.0 %
Tabla 4.1: Distribucio´n de frecuencia del atributo lang del objeto Tweet.
Fuente: Elaboracio´n Propia.
de los objetos User y Tweet. El resultado del ana´lisis para los atributos del objeto User
se muestra en la Tabla 4.2-A, y para el objeto Tweet, en la Tabla 4.2-B.
Atributos % Valores Faltantes
id 0 %
name 4.8 %
created at 0 %
location 32.63 %
followers count 0.69 %
friends count 0.51 %
(a)
Atributos % Valores Faltantes
id 0 %
source 0 %
created at 0 %
text 0 %
lang 0 %
retweet count 95.09 %
favorite count 95.91 %
in reply to user id 91.09 %
in reply to status id 90.36 %
quoted status id 70.22 %
current user retweet 100 %
(b)
Tabla 4.2: Estad´ıstico de valores faltantes en las instancias de los objetos User (A) y
los objetos Tweet (B).
Fuente: Elaboracio´n propia.
De acuerdo a la Tabla 4.2, no se considerara´ el atributo location del objeto usuario porque
no es significante para nuestro trabajo. En el objeto tweet no se considera´n los atributos
retweet count, favorite count, in reply to user id, current user retweet, in reply to status id
y quoted status id del objeto Tweet porque aproximadamente el 90 % de los valores re-
gistrados en sus instancias son vac´ıos o nulos, por consiguiente, en el proceso de seleccio´n
de atributos se etiquetan como atributos eliminados. Los atributos id, created at, name,
followers count y friends count se etiquetan como atributos de estudio.
Con respecto a seleccio´n de instancias o registro, ninguna instancia Tweet y User se
eliminan. Los atributos de estudio con valores nulos o vac´ıos, como por ejemplo follo-
wers count y friends count del objeto User, se completan con el valor mı´nimo aceptado
dependiendo del tipo de datos almacenado.
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Para proteger los valores de los atributos sensibles de los objetos User y Tweet, se
emplea el algoritmo de Murmurhash3 [62]. El algoritmo se aplicara´ en los atributos id
del objeto User y los atributos id y text del objeto Tweet. Los atributos identificadores
(id) son atributos muy sensibles porque permite la identificacio´n los propietarios de los
tweets; sin embargo, son necesarios para identificar a los l´ıderes de opinio´n dentro de la
poblacio´n de estudio.
Al final de esta etapa, los atributos id, created at, followers count y friends count del
objeto User, y los atributos id, source, created at, text y lang del objeto Tweet son
nuestros atributos de estudio y servira´n de entrada en la elaboracio´n de la red social,
detallado en la siguiente seccio´n.
4.3. Construccio´n de la red social
Para la construccio´n de la red social se utilizo´ el lenguaje de programacio´n funcional
Scala [63] en su versio´n 2.11 en conjunto con el framework de procesamiento paralelo de
grafos GraphX [64].
En el procesamiento de los objetos JSON se identifican tres tipos de estructuras: tweet
original, tweet generado copia y tweet generado por cita, ver Figura 4.2. Un tweet es
generado por copia si tiene el atributo retweetedStatus, un tweet es generado por cita
tiene el atributo quotedStatus y un tweet es original si no cuenta con ningu´n atributo
anteriormente mencionado. Utilizando los atributos retweetedStatus y quotedStatus se
definen tres formas de interaccio´n: tweet original, tweet copia y tweet cita. La Figura
4.3 muestran las estructuras de las interacciones utilizando la nomenclatura del modelo
PROV-DM. En ella, el enlace WasAttributeTo representa la creacio´n de un objeto Tweet
por parte de un objeto User. La cita o copia de un objeto Tweet a partir de otro objeto
Tweet se representa con el enlace WasDerivedFrom, no existiendo una relacio´n directa
entre dos objetos User.
De acuerdo al Algoritmo 2, los objetos User y Tweet pasan por un proceso de transfor-
macio´n de acuerdo al tipo de nodo:
Para crear un nodo User a partir de un objeto User : el valor del atributo id pasa
por la funcio´n Murmurhash3 para generar un valor nume´rico, ocultando la identi-
dad de los usuarios de Twitter. Por otra parte, se crea el atributo created at para
almacenar la fecha de creacio´n de la cuenta del usuario y el atributo influence score
para almacenar el valor nume´rico de la influencia ejercida por el usuario.
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(a)
(b) (c)
Figura 4.2: Las estructuras JSON de los tweets: original (A), copia o retweet (B) y
cita (C).
Fuente: Elaboracio´n propia.
Para crear un nodo Tweet a partir de un objeto Tweet : se aplica ana´lisis de sen-
timiento al atributo text utilizando el me´todo VADER. Se crea el atributo sen-
timent score para almacenar el resultado del ana´lisis de sentimiento, el atributo
created at para guardar la fecha de creacio´n del tweet y el atributo influence score
para almacenar el valor nume´rico de la influencia ejercida por el tweet.
Por otro lado, en la creacio´n de los enlaces WasAttributeTo y WasDerivedTo se realiza
un proceso para asignar un peso w a la relacio´n de dos nodos. Los enlaces WasAttribu-
teTo se le asigna un peso de 0. En cambio, los pesos de los enlaces WasDerivedTo se
calculan en base al valor del atributo sentiment score (sc, por sus siglas en ingle´s) de los
nodos Tweet enlazados aplicando la Ecuacio´n 4.1.
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(a) (b) (c)
Figura 4.3: Las estructuras de grafos de los tweets: tweet original (A), tweet copia




sci − scj , si sci > scj
1 , si sci = scj
1 + scj − sci , si sci < scj
(4.1)
El peso de un enlace WasDerivedTo, wij ∈ W entre los nodos Tweet i e j se define de
acuerdo al valor de sus atributos sci e scj . Si el sci es mayor a scj , w, el peso wij es
igual a sci− scj . Si sci e scj son iguales, el peso wij es igual a 1. Y si scj es mayor a sci,
el peso wij es igual a scj − sci.
En el Algoritmo 2, cada objeto JSON es procesado de acuerdo a la estructura que pre-
senta. Si type pattern es igual a 700, se procesara´ un tweet original, donde se crean un
nodo User y un nodo Tweet relacionados por un enlace WasAttributeTo con peso 0
(l´ınea 5-11, Algoritmo 2). Si type pattern es igual a 710, se procesara´ un tweet copia con
dos pares de nodos User y Tweet, cada uno con una relacio´n WasAttributeTo con peso
0 y una relacio´n WasDerivedFrom entre los nodos Tweet t y tr, con un peso asignado
por la Ecuacio´n 4.1 (l´ıneas 12-23, Algoritmo 2). Si type pattern es igual a 701, se pro-
cesara´ un tweet cita con dos pares de nodos User y Tweet, cada uno con una relacio´n
WasAttributeTo con peso 0 y una relacio´n WasDerivedFrom entre los nodos Tweet t y
tq, con un peso asignado por la Ecuacio´n 4.1 (l´ıneas 25-36, Algoritmo 2). Por u´ltimo,
Si type pattern es igual a 711, se procesara´ un tweet donde exista una copia y cita a
la vez, con 3 pares de nodos User y Tweet, cada uno con una relacio´n WasAttributeTo
con peso 0 y dos relaciones WasDerivedFrom, una entre los nodos Tweet t y tr y la otra
entre los nodos Tweet tq y tr, con pesos asignados de acuerdo a la Ecuacio´n 4.1 (l´ıneas
37-54, Algoritmo 2). Como salida del algoritmo, se obtiene el grafo dirigido heteroge´neo
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G(V,E,W ). Los datos de los nodos y enlaces del grafo obtenido se almacenara´n en el di-
rectorio HDFS /graph/t vertex y /graph/t edge, respectivamente, y estara´n disponibles
para la fase de deteccio´n de comunidades significativas, explicada en la siguiente seccio´n.
Algoritmo 2: Construccio´n de red social.
Input : T : lista de registros de los tweet en formato JSON
Output: G(V,E,W): una red social
1 V ← ∅; E ← ∅; W ← ∅;
2 para cada tweetjson ∈ T hacer
/* Validar el patron del tweetjson */
3 type pattern ← getTypePattern(tweetjson);
/* Procesar un tweet original */
4 si type pattern == 700 entonces
5 u ← getUserNode(tweetjson); t ← getTweetNode(tweetjson);
6 (t, u) ← getWasAttributeTo(tweetjson);
7 V ← V ∪ u, t;
8 E ← E ∪ (t, u);
9 W ← W ∪ 0;
10 fin
/* Procesar un tweet copia */
11 si type pattern == 710 entonces
12 u ← getUserNode(tweetjson); t ← getTweetNode(tweetjson);
13 (t, u) ← getWasAttributeTo(tweetjson);
14 retweetJson ← tweetJson.get(retweetedStatus);
15 ur ← getUserNode(retweetJson); tr ← getTweetNode(retweetJson);
16 (tr, ur) ← getWasAttributeTo(retweetJson);
17 (t, tr) ← getWasDerivedFrom(tweetjson, retweetJson);
18 V ← V ∪ u, ur, t, tr;
19 E ← E ∪ (t, u), (tr, ur), (t, tr);
20 wt,tr ← peso asignado por la Ecuacio´n 4.1;
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24
/* Procesar un tweet cita */
25 si type pattern == 701 entonces
26 u ← getUserNode(tweetjson); t ← getTweetNode(tweetjson);
27 (t, u) ← getWasAttributeTo(tweetjson);
28 quotedJson ← tweetJson.get(quotedStatus);
29 uq ← getUserNode(quotedJson); tq ← getTweetNode(quotedJson);
30 (tq, uq) ← getWasAttributeTo(quotedJson);
31 (t, tq) ← getWasDerivedFrom(tweetjson, quotedJson);
32 V ← V ∪ u, uq, t, tq;
33 E ← E ∪ (t, u), (tq, uq), (t, tq);
34 wt,tq ← peso asignado por la Ecuacio´n 4.1;
35 W ← W ∪ wt,tq ;
36 fin
/* Procesar un tweet copia, cita */
37 si type pattern == 711 entonces
38 u ← getUserNode(tweetjson); t ← getTweetNode(tweetjson);
39 (t, u) ← getWasAttributeTo(tweetjson);
40 retweetJson ← tweetJson.get(retweetedStatus);
41 ur ← getUserNode(retweetJson); tr ← getTweetNode(retweetJson);
42 (tr, ur) ← getWasAttributeTo(retweetJson);
43 quotedJson ← tweetJson.get(quotedStatus);
44 uq ← getUserNode(quotedJson); tq ← getTweetNode(quotedJson);
45 (tq, uq) ← getWasAttributeTo(quotedJson);
46 (t, tr) ← getWasDerivedFrom(tweetjson, retweetJson);
47 (tr, tq) ← getWasDerivedFrom(retweetJson, quotedJson);
48 V ← V ∪ u, ur, uq, t, tr, tq;
49 E ← E ∪ (t, u), (tr, ur), (tq, uq), (t, tr), (tr, tq);
50 wt,tr ← peso asignado por la Ecuacio´n 4.1;
51 W ← W ∪ wt,tr ;
52 wtq ,tr ← peso asignado por la Ecuacio´n 4.1;
53 W ← W ∪ wtq ,tr ;
54 fin
55 fin
Output: G(V, E, W)
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Algoritmo 3: Deteccio´n de comunidades
Input : G(V,E,W ): una red social.
Output: Cs: conjunto de comunidades significativas
1 C ← ∅; Cs ← ∅;
2 graph ← G(V,E,W );
/* Algoritmo Componente Conectado */
3 G cc ← graph.connectedComponents();
4 VL ← extraer los ve´rtices etiquetados de G cc;
5 list cc ← extraer las etiquetas u´nicas de VL;
6 para cada label cci ∈ list cc hacer
7 vi ← extraer los ve´rtices v ∈ VL etiquetados con label;
8 ei ← extraer los enlaces e(vs, vd) ∈ E, donde vi = vs o´ vi = vd;
9 wi ← 0;
10 C ← C ∪ G(vi, ei, wi);
11 fin
12 Lc ← ∅;
13 para cada ci ∈ C hacer
14 li ← contar la cantidad de ve´rtices en ci;
15 Lc ← Lc ∪ li
16 fin
17 QLc ← calcular los cuantiles de los li u´nicos ∈ Lc;
18 Cqalta ← seleccionar las ci cuya li ∈ Qalta.;
19 Cqcritica ← seleccionar las ci cuya li ∈ Qalta.;
20 Cs ← seleccionar las ci ∈ Qalta|Qcritica con el mayor nu´mero de ve´rtices User ;
Output: Cs
4.4. Deteccio´n de comunidades significativas
Una comunidad es un subgrafo C ∈ G, conformado por nodos User y Tweet altamente
interconectados. Sin embargo, no se requiere analizar todas las comunidades C para
identificar lideres de opinio´n. Las comunidades son agrupan en comunidades significativas
Cs y no significativas Cns, de acuerdo al nu´mero de nodos User.
En el Algoritmo 3, se identifican todas las comunidades C existentes en el grafoG(V,E,W )
a partir del algoritmo Componentes fuertemente conectados, produciendo un grafo Gcc
donde cada ve´rtice es etiquetado por el identificador de la comunidad donde pertenece
(l´ıneas 2-3, Algoritmo 3). Luego, se extraen todos los ve´rtices etiquetados VL y se crea
una lista u´nica de identificadores de comunidades list cc. A partir de ella, se filtran los
nodos o ve´rtices User y Tweet para crear el conjunto de comunidades C (l´ıneas 4-11,
Algoritmo 3).
Con el conjunto de comunidades C se crea la lista Lc contabilizando el nu´mero de
nodos ni existente en cada comunidad ci. La lista Lc almacena los taman˜os (cantidad de
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nodos) de cada comunidad, elimina´ndose los valores repetidos (l´ıneas 12-16, Algoritmo
3). Se realiza un ana´lisis de cuartiles a lista Lc para segmentar las comunidades en cuatro
regiones de prioridad de ana´lisis: baja, moderada, alta y cr´ıtica. Las comunidades ci cuyo
taman˜o li pertenezca a la regio´n Qalta, regio´n de prioridad alta, y a Qcritica, regio´n de
prioridad cr´ıtica; son elegidas para seleccionar las comunidades significativas de acuerdo
al nu´mero de nodos User presente en cada comunidad (l´ıneas 17-20, Algoritmo 3). Como
resultado del algoritmo, se obtiene el conjunto de comunidades significativas Cs del grafo
G(V,E,W ).
Para la implementacio´n del algoritmo de deteccio´n de comunidades se utilizo´ el lenguaje
de programacio´n funcional Scala y el algoritmo Connected components implementado
en GraphX. Los datos de los nodos y enlaces de cada comunidades significativas csi ∈
Cs sera´n almacenadas en el directorio HDFS /graph/community cs/cs id/t vertex/ y
/graph/community cs/cs id/t edge/, respectivamente; donde cs id es el identificador
de comunidad significativa, y estara´n disponibles para la identificacio´n de los l´ıderes de
opinio´n explicada en la siguiente seccio´n.
4.5. Identificacio´n de l´ıderes de opinio´n
Inspirado en el modelo de procedencia de datos (PROV-DM, por sus siglas en ingles), se
propone un modelo de interaccio´n para cuantificar la influencia global ejercida en una
red social. En este modelo, la influencia es ejercida de forma directa e indirecta a trave´s
de la difusio´n de tweets, como se muestra en la Figura 4.4.
Con respecto al esquema, existen tres usuarios Ui, Uj y Uk relacionados por la interaccio´n
de sus tweets Ti, Tj y Tk. El proceso de interaccio´n se da de la siguiente manera: Si el
contenido del tweet Ti, cuyo propietario es el usuario Ui, es de intere´s para el usuario
Uj y provoca la creacio´n del tweet Tj por una accio´n de retweet o quoted, el usuario Ui
transfiere parte de su influencia al usuario Uj . Si el usuario Uk genera el tweet Tk en base
la contenido difundido por el tweet Tj , el usuario Ui influye en el Uk a trave´s del usuario
Uj . Por lo tanto, el usuario Ui influye directamente en el usuario Uj e indirectamente en
el usuario Uk.
La influencia que puede ejerce un usuario en una red social por interaccio´n estara´ con-
formada por la transferencia directa (ID) o indirecta (II) de su influencia. Adema´s,
otro factor a considera es la reputacio´n del usuario, la cua´l incentiva la transferencia de
influencia mas no es un factor determinante.
45
Cap´ıtulo 4. Procedimiento para identificar los l´ıderes de opinio´n
Figura 4.4: Esquema de interaccio´n del usuario en la red social.
Fuente: Elaboracio´n propia.






Donde, Nr=1 es el nu´mero total de usuarios j que interactu´an con el usuario i por
medio de tweets que tienen una distancia r igual a 1, y wij es el peso del enlace
WasDerivedFrom entre los nodos tweets. El denominador de la Ecuacio´n 4.2 es la
ma´xima suma de pesos wuv entre los nodos tweet de un usuario v en reaccio´n a los tweet
del usuario u con un distancia r de 1.
Cuando la distancia entre los tweets entre dos usuarios es mayor a 1, se calcula la in-
fluencia indirecta transmitida entre los nodos tweets. La influencia indirecta que ejerce





Donde, Nr>1 es el nu´mero total de usuarios j que interactu´an con el usuario i por
medio de tweets que tienen una distancia r mayor a 1, y wij es el peso del enlace
WasDerivedFrom entre los nodos tweets. Por lo tanto, una mayor distancia entre los
nodos usuarios conlleva una mayor poder de influencia para el usuario i.
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As´ı, la influencia global que ejerce un usuario i dentro de una comunidad cs esta´ definida
en la Ecuacio´n 4.4.
Ii = αIDi + (1− α)IIi (4.4)
Donde se utiliza el atributo esta´tico text del tweet para generar el peso w entre los tweets
y los atributos de interaccio´n del usuario generadas en el proceso de construccio´n de la
red social. El para´metro α es un valor entre 0 y 1 que indica la relevancia dada a los dos
tipos de influencia estudiadas.
Para la implementacio´n del algoritmo de identificacio´n de l´ıderes de opinio´n se utilizo´
el lenguaje Scala en su versio´n 2.11 en conjunto con GraphX. El proceso algoritmo
para calcular la influencia de los usuarios se muestra en Algoritmo 4. En resumen, para
obtener a los n lideres de opinio´n de cada comunidad cp identificada en la red social, se
utilizan la Ecuacio´n 4.4 para cuantificar la influencia global de los usuarios.
Algoritmo 4: Seleccio´n de Lideres de Opinio´n.
Input : Cs: conjunto de comunidades significativas.;
α: nu´mero especificado por el usuario.;
k: nu´mero de l´ıderes de opinio´n por comunidad significativa cs.
Output: OLcs: conjunto de l´ıderes de opinio´n en cada comunidad significativas cs.
1 OLcs ← ∅;
2 para cada cs ∈ Cs hacer
3 Lcand ← ∅;
4 para cada ui ∈ cs hacer
5 di ui ← calcular influencia directa con la Ecuacio´n 4.2;
6 ii ui ← calcular la influencia indirecta con la Ecuacio´n 4.3;
7 ig ui ← calcular la influencia global con la Ecuacio´n 4.4 y el para´metro α;
8 Lcandcs ← Lcandcs ∪ (ui, ig ui)
9 fin
10 LOLcs ← extraer los primeros k usuarios con mayor ig u de Lcandcs ;
11 OLcs ← OLcs ∪ LOLcs ;
12 fin
Output: OLcs
Para mostrar los resultados obtenidos de la ejecucio´n de los algoritmos definidos, se
construye un componente visual, cuya implementacio´n se detalla en la siguiente seccio´n.
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4.6. Visualizacio´n de resultados
Como se explico´ en la Seccio´n 2.3.6, existen varias librer´ıas JavaScript para visualizar
datos mediante grafos. Sin embargo, no todas las librer´ıas se encuentran optimizadas
para visualizar grandes volu´menes de nodos y enlaces. De acuerdo a Andrei Kashcha
[65], la librer´ıa VivaGraphJS [45] presenta el mejor rendimiento para visualizar ma´s de
1 000 nodos, con sus respectivos enlaces. Por lo tanto, para mostrar nuestros resultados,
utilizamos la librer´ıa VivaGraphJS3 dentro del entorno de ejecucio´n proporcionado por
Node.js4 en su versio´n 6.12.2, debido a la facilidad de desarrollar componentes JavaScript
ejecutables.
En la Figura 4.5 se muestra los pasos a seguir para visualizar los resultados obtenidos
en el estudio de la identificacio´n de l´ıderes de opinio´n. Para renderizar la red social, Vi-
vaGraphJS leera´ un archivo graph twitter.json con los datos de los nodos User y Tweet,
y los enlaces WasAttributeTo y WasDerivedFrom. El archivo graph twitter.json se ge-
nera por la clase ExportRddProcess.scala, implementado en Scala, para transformar los
resultados del Algoritmo 4 al formato JSON esperado, ver un ejemplo del formato en
el Ape´ndice B. As´ı, a trave´s del programa GraphVisual, que implementamos utilizando
Node.js, se representara´ nuestra red social estudiada como un grafo, donde los nodos
amarillos representan a los usuarios y los nodos verdosos, a los tweets.
Figura 4.5: Proceso de visualizacio´n de grafos.
Fuente: Elaboracio´n propia.
En el experimento se utilizara´ el presente proceso para mostrar los resultados obtenidos
de la ejecucio´n de los algoritmos de construccio´n de red social, la deteccio´n de comuni-
dades y el ca´lculo de influencia de los usuarios. En la Figura 4.6 se puede apreciar el
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proceso. La red social tiene un total de 26 184 nodos (13 897 nodos Tweet y 12 287 User)
y 26 920 enlaces (13 897 enlaces WasAttributeTo y 13 023 enlaces WasDerivedFrom).
Figura 4.6: Representacio´n gra´fica de red social mediante un grafo dirigido de 26 184
nodos y 26 920 enlaces.
Fuente: Elaboracio´n propia.
En resumen, en el presente cap´ıtulo se describieron los criterios y algoritmos utilizados
para obtener los resultados esperados en el trabajo de investigacio´n. Luego de imple-
mentar con los componentes y algoritmos mencionados, se procede a realizar la experi-




El objetivo del presente capitulo es de aplicar a los datos extra´ıdos de Twitter, la cons-
truccio´n del grafo que represente nuestra red social estudiada, la segmentacio´n del grafo,
la identificacio´n de los lideres de opinio´n como se ejemplifica en la Figura 5.1.
Figura 5.1: Disen˜o del experimento conformada por ocho tareas (casilla s de color
blanco) agrupadas en cuatro fases(casillas de color blanco).
Fuente: Elaboracio´n propia.
Los procedimientos se ejecutaron sobre una computadora porta´til con procesador Intel
Core i7 2.40 GHz, 16 GB de RAM y sistema operativo Ubuntu1 16.04 LTS. Para la
visualizacio´n de grafos se utilizara´ el navegador web Mozilla Firefox Quantum 61.0.1.
1Ubuntu: https://www.ubuntu.com/
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En las siguientes secciones se describe la ejecucio´n de los procedimientos y algoritmos
establecidos en cada fase del experimento disen˜ado en la Figura 5.1. En la seccio´n 5.1
se describe la extraccio´n los objetos User y Tweet a partir de los objetos JSON reco-
lectados desde Twitter. En el seccio´n 5.2; se describe la transformacio´n de los objetos
User y Tweet en nodos User, nodos Tweet, enlaces WasAttributeTo y enlaces WasDeri-
vedFrom, para construir el grafo que representara´ la red social estudiada. En la seccio´n
5.3 se describe la extraccio´n de las comunidades significativas del grafo construido y,
en la seccio´n 5.4 se identifican a los l´ıderes de opinio´n de cada comunidad significativa.
Finalmente, en la seccio´n 5.5 se compara los resultados del algoritmo propuesto con el
algoritmo PageRank [57] en te´rminos del nu´mero ma´ximo de nodos influenciados por los
l´ıderes de opinio´n identificados en cada algoritmo.
5.1. Extraccio´n de datos
El conjunto de datos utilizados en el experimento consta de 1 589 131 objetos JSON
extra´ıdos desde Twitter. Considerando solo los objetos JSON que tengan un tweet en
ingle´s en su contenido, se crean 768 287 objetos User y 1 326 146 objetos Tweet. El
objeto Tweet esta definido por sus atributos: id, text, lang y created at ; y el objeto User
por sus atributos: id y created at, como se observa en la Tabla 5.1.
Atributos Tipo Objeto
id Long User




created at String Tweet
Tabla 5.1: Atributos relevantes de los objetos User y Tweet.
Fuente: Elaboracio´n propia
Luego, se realizo´ el ana´lisis temporal del atributo created at del objeto Tweet para definir
si los datos obtenidos desde Twitter representan una muestra significativa del total de
tweets relacionados al tema del calentamiento global generados en Twitter. El ana´lisis
demostro´ que la tasa de recoleccio´n de tweets por minuto no supera los 3 500 tweets por
minuto, ver Figura 5.2. Por lo tanto, de acuerdo a Andy Piper [15], el conjunto de datos
utilizados en el experimento representa el 100 % de datos generados por los usuarios que
reaccionaron al tema Calentamiento Global, entre el 03/07/2018 y el 23/09/2018.
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Figura 5.2: Nu´mero de tweets recolectados por minuto.
Fuente: Elaboracio´n propia.
Definidos los atributos de los objetos User y Tweet, se inicia la fase de creacio´n de la
red social, explicada en la siguiente seccio´n.
5.2. Construccio´n de red social
En esta fase se ejecuto´ el Algoritmo 2 para generar el grafo G(V,E, V ) que represente la
red social de usuarios interesados en el calentamiento global. El Algoritmo 2 crea enlaces
WasAttributeTo y WasDerivedFrom a partir de los objetos JSON procesados en la fase
anterior. Al finalizar la ejecucio´n del algoritmo se obtuvo lo siguiente:
768 287 nodos User y 1 326 146 nodos Tweet, ∈ V .
1 326 146 enlaces WasAttributeTo y 996 957 enlaces WasDerivedFrom, ∈ E.
Enlaces con pesos w ∈W , asignados de acuerdo a la Ecuacio´n 4.1.
Para mostrar las interacciones creadas a partir del Algoritmo 2 se ejecuto´ el programa
GraphV isual. Sin embargo, debido a recursos computacionales limitados, se creo´ un
grafo Go100 con 100 000 objetos JSON. El grafo obtenido se muestra en la Figura 5.3.
El grafo Go100 esta conformado por 83 372 nodos User y 103 396 nodos Tweet. Adema´s,
entre los nodos User y Tweet se creo´ 103 396 enlaces WasAttributeTo y 74 084 enlaces
WasDerivedFrom entre los nodos Tweet. Adema´s, los nodos User son representados con
color amarillo y los nodos Tweet, con color verdoso. Como se aprecia en la Figura 5.3,
en el grafo Go100 existen grupos de nodos conformados por nodos User y Tweet que
tienen un mayor taman˜o (nu´mero de nodos) en comparacio´n a otros grupos de nodos
posicionados alrededor, formando una corona.
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Figura 5.3: Grafo Go100 con 57,748 nodos y 53,150 enlaces.
Fuente: Elaboracio´n propia.
Luego de obtener el grafo original G, se procedio´ a segmentar el grafo en comunidades
significativas para reducir el costo de computo en cuantificar la influencia de los nodos
User, como se explica a continuacio´n.
5.3. Segmentacio´n de red social
Para esta fase se utilizo´ el grafo G(V,E,W ) obtenido del proceso de construccio´n de
la red social, obteniendo comunidades o´ mo´dulos significativos dentro del grafo. Aplica-
mos los pasos del Algoritmo 3, identificando 116 808 comunidades (o grupos) de nodos
User y Tweet. Luego, identificadas las comunidades significativas, se aplico´ el ana´lisis
de cuartiles con el fin de asignar prioridades a las comunidades identificadas segu´n su
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concentracio´n (nu´mero) de nodos. Aplicando la funcio´n cuartil a la lista ordenada de













g1 g2 ... g26 g27 g28 g29 ... g52 g53 g54 g55 ... g79 g80 g81 g82 ... g106 g107
2 3 ... 27 28 29 30 ... 54 56 57 58 ... 104 105 110 115 ... 1096 1768477
1.◦ Cuartil = 28.5 2.◦ Cuartil = 57.0 3.◦ Cuartil = 107.5
Tabla 5.2: Clasificacio´n de prioridades de taman˜o de comunidades ci.
Fuente: Elaboracio´n propia
taman˜os de las comunidades Lci , se obtuvieron tres cuartiles: Q1 = 28.5, Q2 = 57.0 y Q3
= 107.5, ver Tabla 5.2. A partir de ello, se distribuyo´ las comunidades en cuatro priori-
dades, de acuerdo a la concentracio´n de nodos usuarios. Las comunidades son etiquetas
en comunidades de prioridad baja, moderada, alta y cr´ıtica. Para nuestro trabajo, se
selecciono´ las comunidades de prioridad alta y cr´ıtica debido a la mayor probabilidad
de encontrar l´ıderes de opinio´n dentro de grupos con mayor concentracio´n de nodos
usuarios.
Seleccionado los grupos, se analizo´ la concentracio´n de nodos usuarios de las comuni-
dades de prioridad cr´ıtica, evidencia´ndose que la comunidad c1 es la comunidad ma´s
significativa del grafo G, ver Figura 5.4. Como la concentracio´n de usuarios de la co-
munidad c1 es mucho mayor que las presentadas en otras comunidades, se realizo´ un
segundo ana´lisis sin considerar a la comunidad c1. Los resultados obtenidos se muestran
en la Figura 5.5, donde se muestra el ana´lisis de frecuencia de usuarios en las comu-
nidades de prioridad cr´ıticas (barras de color rojo en la Figura 5.5) y las comunidades
de prioridad alta (barras de color azul en la Figura 5.5). Como resultado del segundo
ana´lisis, se identifico´ como comunidades significativas a las comunidades: c6, c11, c20,
c26, c27, c30, c35, c43 y c45.
Finalmente, juntando el primer y segundo ana´lisis realizado, el conjunto de comunidades
significativas del grafo G se define como:
Cs = {c1, c6, c11, c20, c26, c27, c30, c35, c43, c45} (5.1)
Adema´s, se identifico´ que la comunidad Cs1 tiene el mayor nu´mero de nodos y enlaces;
630 365 y 1 138 112 respectivamente. Lo sigue la comunidad c6 conformada por 145 nodos
Usuario, 163 nodos Tweet, 163 enlaces WasAtttributeTo y 160 enlaces WasDerivedFrom;
la comunidad c11 con 89 nodos Usuario, 116 nodos Tweet, 116 enlaces WasAtttribute-
To y 108 enlaces WasDerivedFrom; la comunidad c20 con 74 nodos Usuario, 77 nodos
Tweet, 77 enlaces WasAtttributeTo y 73 enlaces WasDerivedFrom; la comunidad c26 con
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Figura 5.4: Ana´lisis de frecuencia de usuarios en las comunidades de prioridad cr´ıtica
(color rojo).
Fuente: Elaboracio´n propia.
Figura 5.5: Ana´lisis de frecuencia de usuarios en las comunidades de prioridad cr´ıtica
(color rojo) y de prioridad alta (color azul).
Fuente: Elaboracio´n propia.
61 nodos Usuario, 63 nodos Tweet, 63 enlaces WasAtttributeTo y 60 enlaces WasDeri-
vedFrom; as´ı sucesivamente como se muestra en la Tabla 5.3.
Cada comunidad significativa Csi es representada por un grafo GCsi a partir de sus
nodos y enlaces almacenados en los RDD’s. Los datos de cada comunidad significativa
Csi se almacenan en rutas HDFS distintas. Por ejemplo: la ruta HDFS asignada para
la comunidad cs1 es /graph/community/cs1/; por lo tanto, los datos de los nodos se
guardan en la ruta /graph/community/cs1/t vertex y los datos de los enlaces, en la
ruta /graph/community/cs1/t edge.
Para visualizar las comunidades significativas Csi, nuestro componente de visualizacio´n
apunta a las rutas HDFS de cada comunidad. En la Figura 5.6 se muestran las repre-
sentaciones gra´ficas de 9 de las 10 comunidades significativas de la Tabla 5.3 que se
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1 1 630 365 1 138 112 1 768 447 1 138 112 996 889 2 135 001
2 6 145 163 308 163 160 323
3 11 89 116 205 116 108 224
4 20 74 77 151 77 73 150
5 26 61 63 124 63 60 123
6 27 59 59 118 59 56 115
7 30 52 55 107 55 52 107
8 35 44 63 107 63 49 112
9 43 45 45 90 45 44 89
10 45 43 46 89 46 45 91
Tabla 5.3: Me´tricas de nodos y enlaces en las 10 comunidades ma´s significativas.
Fuente: Elaboracio´n propia.
obtuvieron al aplicar nuestro componente visual. Como se menciono´ en secciones ante-
riores, los usuarios son representados con nodos de color amarillo y los tweets, con nodos
de color verdoso.
Debido a que aplicamos el procesamiento gra´fico de los grafos en el navegador web Mo-
zilla Firefox2 y Google Chrome3, el nu´mero de nodos y enlaces procesados esta limitado
a aproximadamente 250 000 nodos y 300 000 enlaces. Por lo tanto, en la Figura 5.6 no
se incluye la visualizacio´n de la comunidad significativa Cs1.
La identificacio´n de comunidades significativas Cs da inicio al ca´lculo de la influencia
ejercida por cada nodo User, cuya ejecucio´n se explica en la siguiente seccio´n.
5.4. Identificacio´n de l´ıderes de opinio´n
Cada comunidad significativa obtenida en el proceso anterior sirve de entrada al pro-
cedimiento de identificacio´n de l´ıderes de opinio´n para cuantificar la influencia de cada
usuario en su determinada comunidad. La ejecucio´n del Algoritmo 4 retorno´ un ranking
de los usuarios ma´s influyentes en base a su influencia directa e indirecta. En la ejecucio´n
del Algoritmo 4 se utilizo´ un α = 0.5 para balancear la influencia directa e indirecta.
Los resultados obtenidos se muestran en la Tabla 5.4.
En caso que un nodo User influyera a otros nodos usuarios utilizando nodos Tweet
diferentes, se considera como influencia directa o indirecta, el tweet con la mayor in-
fluencia acumulada. Por ejemplo, en la comunidad significativa Cs45, el nodo de usuario
identificado con el co´digo -855007560151068198 utiliza 5 nodos tweets diferentes para








Figura 5.6: La representacio´n gra´fica de las comunidades significativas: GCs6 (A),
GCs11 (B), GCs20 (C), GCs26 (D), GCs27 (E), GCs30 (F), GCs35 (G), GCs43 (H) y GCs45
(I).
Fuente: Elaboracio´n propia.
ma´s influyentes obtenidos en cada comunidad significativa Csi y esta´n sombreados de
color gris. Adema´s, se identifico´ que las comunidades significativas Cs20, Cs26 y Cs43
solo tienen un l´ıder de opinio´n.
De acuerdo a los resultados obtenidos, observamos que el algoritmo propuesto mostro´ la
participacio´n oculta de nodos usuarios no considerados en estudios centrados en calcular
la influencia directa. Por ejemplo, en la comunidad significativa Cs35, el usuario iden-
tificado con el co´digo 7993878106633819059 se convierte en l´ıder de opinio´n si solo se
considera su influencia directa. En cambio, si adicionalmente consideramos la influencia
indirecta, el usuario -8550075601510681981 se convierte en el usuario de mayor influencia
dentro de la comunidad significativa Cs35. Este mismo cambio se aprecia en la comuni-
dad significativa Cs45 entre los usuarios 9140203086483427515 y -6301844523572966283.
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6 1793992859971553135 1 1 1
6 8173025407379598472 0.08 0.46 0.27
6 3716013776701647659 0.07 0.45 0.26
6 6128976145273286571 0.06 0.45 0.255
6 -7399896575803150135 0.05 0.45 0.25
6 7362866210696515113 0.05 0.45 0.25
6 6707547958452661761 0.02 0.45 0.235
6 -1491771540576983153 0.02 0.45 0.235
6 7806644684165941728 0.01 0.45 0.23
11 -6960804210000046898 1 1 1
11 3596611392670047601 0.1 1 0.55
20 -7012288462872525403 1 1 1
26 -5568738118831847322 1 1 1
27 6891054584377253686 1 1 1
27 6066187218255139633 0.57 1 0.785
30 -898340183019586312 1 0.88 0.94
30 -6539193335341611866 0.46 1 0.73
35 -8550075601510681981 0.7 1 0.85
35 7993878106633819059 1 0.53 0.765
35 3157963772436753634 0.09 0.69 0.39
35 -8584689512450977976 0.08 0.56 0.32
35 -7937633325400586379 0.04 0.31 0.175
35 -2446178784232109486 0.04 0.27 0.155
43 -9061945922882526848 1 1 1
45 6431509402151977296 1 0.44 0.72
45 9140203086483427515 0.05 1 0.525
45 -6301844523572966283 0.38 0.32 0.35
Tabla 5.4: Lista de los usuarios ma´s influyentes en 9 de las 10 comunidades ma´s
significativas.
Fuente: Elaboracio´n propia.
Para interpretar el resultado obtenido, se visualiza el comportamientos de los usuarios
de la comunidad significativa Cs35 en la Figura 5.7. En la Figura, se logra apreciar que
la influencia del usuario -8550075601510681981 se propaga a trave´s de la creacio´n de
solo 3 tweets (nodos de color verdoso). Adema´s, los usuarios influenciados comparten
la idea u opinio´n expresada por el usuario -8550075601510681981 porque presentaron
un peso wij = 1,9 entre sus nodos tweets, significando una influencia positiva sobre el
tema del calentamiento global. Por otro lado, los mensajes compartidos por el usuario
7993878106633819059 influyen negativamente en los usuarios de la comunidad, wij =
0,74.
La consideracio´n de la influencia indirecta en la determinacio´n de los usuarios ma´s
influyentes modifica en un 33 % las posiciones de los l´ıderes de opinio´n, con un para´metro
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Figura 5.7: Representacio´n gra´fica de la influencia ejercida por el usuario -
8550075601510681981 (enmarcado de color morado) y el usuario 7993878106633819059
(enmarcado de color naranja) en la comunidad significativa Cs35.
α de 0.5. Sin embargo, el ratio puede ser mayor si en nuestro ana´lisis priorizamos la
influencia indirecta sobre la influencia directa, asignando valores α mayores a 0.5.
5.5. Evaluacio´n de resultados
En esta seccio´n se compara los resultados obtenidos con otras investigaciones relaciona-
das. Como se observo en el Estado del Arte, Cap´ıtulo 3, los algoritmos revisados esta´n
fuertemente relacionados a los atributos utilizados para cuantificar la influencia, y en
otros casos, por la estructura de datos utilizada para representar la red social estudiada.
Por lo tanto, para comparar nuestro trabajo utilizaremos la me´trica de difusio´n de in-
fluencia, la cual se decide el mejor algoritmo en base a la mayor cantidad de nodos que





Prioridad baja 116 611 1 051 309
Prioridad moderada 125 447
Prioridad alta 46 210
Prioridad cr´ıtica 29 159
Tabla 5.5: Comparacio´n del nu´mero de comunidades ci calculado en el grafo propuesto
GUT y el grafo PageRank GU .
Fuente: Elaboracio´n propia.
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Como en otros trabajos de investigacio´n [58] y [25], compararemos nuestros resultados en
relacio´n al algoritmo PageRank [57]. Sin embargo debido a que el algoritmo PageRank
se aplica en grafos homoge´neos, es decir en grafos con un solo tipo de nodo, aplicamos
nuestro proceso de ana´lisis en un grafo homoge´neo GU generado solamente con datos de
los usuarios.
En el nuevo proceso de ana´lisis, en el grafo homoge´neo GU se obtuvo mayor nu´mero de
comunidades en cada uno de los segmentos estudiados del grafo heteroge´neo GUT , ver
Tabla 5.5. El incremento de comunidades se debe a que el grafo GU solo utiliza datos
propios de los usuarios para estudiar su influencia, ignorando la participacio´n de los





6 1793992859971553135 129 134
6 8173025407379598472 7 7
11 -6960804210000046898 1 1
11 3596611392670047601 102 102
20 -7012288462872525403 73 73
26 -5568738118831847322 60 60
27 6891054584377253686 35 35
27 6066187218255139633 21 21
30 -898340183019586312 37 37
30 -6539193335341611866 15 15
35 -8550075601510681981 13 14
35 7993878106633819059 31 31
43 -9061945922882526848 44 44
45 6431509402151977296 31 44
45 9140203086483427515 1 45
Tabla 5.6: Comparacio´n de nu´mero de nodos influenciados por los l´ıderes de opinio´n,
obtenidos al aplicar el algoritmo PageRank y el algoritmo propuesto.
Fuente: Elaboracio´n propia.
Para contrastar los cambios que genera la inclusio´n del estudio de la procedencia de
influencia, se comparo´ el nu´mero de nodos usuarios que los l´ıderes de opinio´n, identifica-
dos por los algoritmos evaluados, logran influenciar en cada comunidad significativa Csi.
Tomando como referencia a los nodos usuarios etiquetados como l´ıderes de opinio´n por
nuestro algoritmo propuesto, aplicamos el algoritmo PageRank a estos nodos usuarios
y con los resultados obtenidos, comparamos el nu´mero de nodos usuario influenciados
en los dos enfoques en la Tabla 5.6. Como se evidencia en la tabla, la consideracio´n de
la procedencia de influencia permitio´ identificar un mayor nu´mero de usuarios influen-
ciados y la reaccio´n generada por cada tweet compartido. Por ejemplo, con el algoritmo
PageRank la cuantificacio´n de la influencia del usuario 9140203086483427515 esta ba-
sada en los datos generados por la interaccio´n con un u´nico usuario en cambio, con el
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enfoque propuesto, se cuantifica en base a todos los usuarios que reaccionan a contenido
expresado en los tweets, sea de forma positiva o negativa.
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Cap´ıtulo 6
Conclusiones y trabajos futuros
En este cap´ıtulo indicamos las conclusiones del trabajo realizados, los casos de uso
donde se puede aplicar nuestro algoritmo y los siguientes trabajos futuros para mejorar
los resultados obtenidos.
6.1. Conclusiones
En el trabajo se presenta cuatro contribuciones. Primero, la definicio´n de un proceso de
miner´ıa de grafos grandes (Big Graph Mining, por su traduccio´n al ingle´s) para estu-
diar la influencia en grandes volu´menes de nodos y ve´rtices. Segundo, la integracio´n del
modelo de procedencia de informacio´n PROV-DM en el estudio de la influencia social,
permitiendo representar la interaccio´n de los usuarios de Twitter en un grafo heteroge´neo
compuesto por dos tipos de nodos: User y Tweet. Este nuevo enfoque nos permitio´ es-
tudiar a los tweets como objetos conductores de influencia hacia otros usuarios, adema´s
en la generacio´n del grafo, permite representar la traza de como se propaga la influen-
cia de cada usuario dentro de su comunidad, proporcionando mayor informacio´n para
cuantificar su influencia total. Tercero, el desarrollo de un algoritmo para cuantificar la
influencia de los usuarios, dentro de un gran grafo heteroge´neo, en base a la influencia
directa e indirecta presente en sus trazas de difusio´n de influencia. Por u´ltimo, el desa-
rrollo de un componente software para realizar ana´lisis visual con el fin de interpretar los
resultados obtenidos por nuestro algoritmo; empleando para ello la librer´ıa VivaGraphJS
y el navegador web Google Chrome.
Por otro lado, la comparacio´n del algoritmo propuesto con el algoritmo PageRank de-
mostro´ que la informacio´n proporcionada por la influencia indirecta no solo permite
cuantificar con mayor precisio´n a los l´ıderes de opinio´n, sino tambie´n permite identificar
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grupos de usuarios con la capacidad de maximizar la influencia positiva o negativa den-
tro de las comunidades sociales virtuales. Este grupo de usuarios pueden emplearse para
propagar informacio´n de manera oportuna, organizada y eficiente entre las comunida-
des de usuarios conectados a un medio social, en actividades de preparacio´n, reaccio´n y
recuperacio´n frente a una situacio´n de emergencia y desastre.
6.2. Trabajos Futuros
Se sugiere identificar ma´s entidades involucradas en la propagacio´n de la influencia dentro
de las comunidades de usuarios, para utilizar el modelo PROV-DM completo en la
representacio´n de la red social ma´s cercana a la realidad. Adema´s, replicar el experimento
utilizando datos de otras plataformas de redes sociales como Facebook, Instagram1 y
Pinterest para estudiar la transcendencia de la influencia de los l´ıderes de opinio´n entre
dos o ma´s redes sociales en un contexto homoge´neo (to´picos relacionados).
Adema´s, se sugiere mejorar el componente visual utilizando motores gra´ficos dedica-
dos como Unity o Unreal Engine para obtener grafos grandes que permitan mostrar el
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Ape´ndices A
Ape´ndice I: Atributos de objetos
de Twitter
Atributo Tipo Descripcio´n
id Long Identificador u´nico.
source String Medio utilizado para postear el tweet.
created at String Fecha y hora UTC de creacio´n del tweet.
text String Contenido del tweet en formato UTF-8.
lang String Identificador de idioma del contenido del tweet.
retweet count Int Nu´mero de veces que el tweet ha sido retuiteado.
favorite count Int
Nu´mero de veces que el tweet ha sido del agrado
de los usuarios.
in reply to user id Long
Si el tweet se genero´ para responder a otro tweet,
el atributo contiene el identificador del autor del
tweet original.
in reply to status id Long
Si el tweet se genero´ para responder a otro tweet,
el atributo contiene el identificador del tweet
respondido.
quoted status id Long
Si el tweet se genero´ para citar otro tweet, el atributo
contiene el identificador del tweet citado.
current user retweet Int
Identificador del tweet del usuario retuiteado por el
mismo usuario.
retweeted status Tweet
Si el tweet se genero´ por retuitear otro tweet, el
atributo contiene el objeto del tweet retuiteado.
quoted status Tweet
Si el tweet se genero´ para citar otro tweet, el atributo
contiene el objeto del tweet citado.




id Long Identificador u´nico de la cuenta de usuario.
name String
Nombre de la cuenta de usuario, no necesariamente
un nombre real.
created at String Fecha y hora UTC de creacio´n de la cuenta del usuario.
location String
Localizacio´n de la cuenta de usuario, no necesariamente
una localizacio´n real.
followers count Int Nu´mero de usuarios que siguen al usuario.
friends count Int Nu´mero de usuarios que sigue el usuario.
Tabla A.2: Atributos del objeto usuario de Twitter.
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Ape´ndices B
Ape´ndice II: Estructura de tweet
en formato JSON
Figura B.1: Ejemplo de formato JSON para VivagraphJS.
Fuente: Elaboracio´n propia.
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