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In the history of life on earth, Evolutionary Transitions in Individuality (ETIs) have
played a transformative role, increasing complexity and creating new hierarchies of orga-
nization. Examples of ETIs–in which previously independent individuals form groups and
forgo their autonomy in the creation of new, higher-level individuals–include the formation
of chromosomes from unlinked replicators, multicellular organisms from single cells, and
eusocial colonies from solitary insects. In this thesis, I address the fundamental role of
structure in two aspects of ETIs: the mechanics and geometry in the evolution of increased
size in nascent multicellular clusters, and the role of interaction topology in the evolution
of specialization.
The first step in the evolution of multicellularity–an example of an ETI–is thought to be
the formation of large clusters. In the first part of my thesis, we show that the size of exper-
imentally evolved snowflake yeast clusters is limited by the accumulation of internal stress
during growth. We then show that snowflake yeast mitigate this challenge and increase their
size by reducing intercellular contacts within the cluster. This is achieved by a geometric,
cell-level change that further work reveals is among the most efficient routes to increased
size, suggesting that physically-imposed geometric constraints may guide the evolution of
increased size in nascent multicellular clusters. Additionally, we evolved snowflake yeast
under various physical selection protocols to study the role of the environment on their
evolutionary trajectory.
In the second part of my thesis, I turn to a universal hallmark of ETIs, the evolution of
functionally-specialized individuals–that is, members of the group that exclusively perform
a specific function. Such specialization often results in an increase of fitness for the group,
but renders specialists dependent on the rest of the group for survival, thus completing the
shift in the level of individuality from the individual to the collective. To explore the role
of interaction topology, we created an individual based model in which individuals interact
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via specified networks. We found that certain sparse topologies allow complementary spe-
cialists to be linked, thus favoring the evolution of specialization for a much wider range of





The nearly 4-billion-year history of life on earth has been characterized by an ever-changing
and increasingly complex struggle for existence. This is the struggle by which natural
selection has rewarded those organisms which, through innovation, cooperation, or mere
chance, gain a competitive advantage within their environment [1]. Thus, our biological
history could be written in terms of advantage-bestowing variations which resulted in the
origin and destruction of countless species.
While a complete history of evolutionary adaptations is unattainable due to their im-
mense number and gaps in the fossil record, we can nonetheless learn a great deal about
the history of life on earth by focusing on the most transformative changes. Among the
most fundamental of these major evolutionary transitions are those involving the formation
of new levels of individuality from previously independent units. Known as Evolutionary
Transitions in Individuality (ETIs), such transitions have occurred in numerous systems of
varying size and complexity, including at the molecular (eukaryogenesis), cellular (multi-
cellularity), and community levels (eusociality) [2]. Regardless of nomenclature or catego-
rization, these transitions have played a large role in forming lifes hierarchical structure [3,
4], and thus have indisputably caused qualitatively momentous shifts in the nature of life
on earth.
While the fundamental advantages bestowed by ETIs–such as improved reproductive
efficiency, protection from predation and toxins, and improved access to resources [2]–
are largely agreed upon, how they take place is much less clear. How do independent
individuals suddenly forgo their autonomy in the formation of a new level of individuality?
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What conditions favor the commencement of such a remarkable process? What features
are general to all ETIs, and which are unique?
According to a traditional division of the scientific disciplines, these questions clearly
fall in the realm of biology. However, to consider them apart from the physical forces at
play would be to greatly obscure our understanding thereof. While the fundamental jig-
gling and wiggling of atoms [5] takes place at a length scale too far removed to be directly
relevant, various physical principles play fundamental roles in ETIs. For example, emer-
gent behavior associated with marginally connected particles on a wide range of relevant
length scales has long been a topic of interest in soft matter physics [6]. Therefore, the
study of ETIs is best conducted without concern for traditional disciplinary boundaries.
In this thesis, I present interdisciplinary work on the role of structure in ETIs. First,
using experimental evolution, we explore the physical underpinnings of the evolution of
increased group size, a critical first step in the evolution of multicellularity [3, 7, 8, 9,
10]. To obtain large size, groups of cells must overcome fundamental challenges that result
from their novel physical structure. Independent advances in model biological systems and
our understanding of the physical principles that govern cellular interactions set the stage
for a deeper understanding of the mechanics and structure of nascent multicellular clus-
ters. I then take a general, system-agnostic perspective, and use modeling and simulation




The evolution of multicellularitywhich has occurred at least 25 independent timesis a clas-
sic example an ETI [9, 11]. Multicellularity transformed life on earth, as individual cells
came together to form larger, multicellular organisms, and in doing so forfeited their ability
to exist independently. Thus the evolution of multicellularity is demarcated by a shift in the
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unit of selection from the cell to the multicellular group [3, 12, 13, 14]. This shift has often
been attributed to high relatedness within groups [15, 16, 17, 18, 19], which minimizes
within group competition and facilitates the heritability of group-level adaptations [20, 21,
22]. Others, however, posit that relatedness does not favor specialzation [23]. And while
a universal definition of what it means to be multicellular rather than a clump of multi-
ple cells is not yet agreed upon, a common characteristic of multicellular organisms is the
presence of function-specific cells. Such specialization benefits the group by increasing
its overall efficiency, and is an characteristic feature of multicellularity as single cells are
required to perform all tasks related to survival, such as feeding and reproduction.
The first step in the transition to multicellularity long preceding the evolution of spe-
cialization or complexity is believed to have been the formation of simple clusters [3, 7, 8,
9, 10]. Cluster formation confers protection from predation [24, 25] or environmental tox-
ins exposure[26], or increased cooperative efficiency [27, 28]. However, direct experimen-
tal investigation of this evolutionary transition have historically been challenging, largely
because these transitions occurred approximately a billion years ago, and the evolutionary
path to multicellularity has been obscured by extinction in most extant lineages [11, 29].
Recently, however, the veil of mystery over the evolution of multicellularity has been
eroded by several complementary advances, including the genetic reconstruction of early
events [30], experiments comparing extant multicellular taxa to their unicellular relatives
[31, 32], and experimental evolution of novel multicellular organisms [33, 34, 35, 27]. Yet
each of these approaches has limitations: phylogenetic maps have missing pieces and lack
information on environmental factors, while the similarity between model systems and true
ancestors of extant species is impossible to ascertain.
Nonetheless, the tractability and simplicity of experimental evolution has provided a
particularly valuable arena for the study of the first step in the evolution of multicellularity.
While model systems may not provide a direct window into our past, they can nonetheless




Figure 1.1: (a) Upon cluster formation, groups of cells probe the universe on new, longer
length scales too large to have been relevant for their unicellular ancestors. (b) Internal
force due to crowding during growth; existing cell is displaced from its equilibrium position
by the addition of a new (dark orange) cell. (c) A group of cells in a graduated flow field,
such as at may be found in a moving body of water. This is an example of an external force
that may challenge cluster formation, growth, or evolution.
with phylogenetic analysis, experimental research has illuminated the transition from single
cells to clusters with functional specialization in volvocine algae [36, 37, 38]. Additionally,
the work of the Ratcliff lab and others has shown that under selection for large size, the bak-
ers yeast Saccharomyces cerevisae readily evolves simple multicellular clusters. Detailed
study of these simple snowflake clusters has provided profound insight into the genotypic
and phenotypic changes associated with early multicellularity [33, 34, 35, 39].
Despite these advances, a critical aspect of cluster formation had been largely over-
looked: how does physical structure affect the function and evolutionary trajectory of
nascent multicellular clusters? As they probe the universe on new length scales (Fig. 1.1a),
clusters of cells experience physical forces–both internal and external (Fig. 1.1b, c)–that
act on length scales that were too long to be relevant to their single-celled ancestors. These
evolutionarily novel forces may limit cluster size by breaking intercellular bonds, or other-
wise impeding the evolution of further complexity.
The structure of multicellular groups also plays a critical role in the transition of indi-
viduality from the low-level units to the group. Upon group formation, constituent cells
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are subjected to novel selective pressures acting at the group level. Frequently, these forces
are in conflict with selection at the individual-level [21], and group structure is a key factor
in determining the interplay between these levels of selection [40]. Furthermore, it is not
obvious how simple multicellular clusters that lack developmental control networks can
evolve novel multicellular complexity; that is, without evolved intercellular communica-
tion, how can selection acting exclusively at the group level effect adaptive changes which
necessarily take place at the level of the cell?
1.2.2 Physical structure
We first explored the physical underpinnings of increased group size in snowflake yeast–a
strain of diploid saccharomyces cerevisiae that remain attached to their parent after budding
via a circular chitin bond. [33, 34, 35]. Snowflake yeast clusters–which get their name from
their fractal-like structure–grow via the addition of new cells and reproduce via fracturing
(Fig. 1.2). Over seven weeks (∼ 291 generations) of daily selection for large size [33],
snowflake clusters evolve to increase their radius 70%. Using microscopy and mechanical
measurements, we discovered that this increase in cluster radius is the result of delayed
fracturing, which occurs due to stress that accumulates within the cluster during growth.
The mechanism of this reduction in stress is a structural change within snowflake clus-
ters. As is the case with non-living ellipsoidal packings [41], the aspect ratio of cells within
the clusters plays a significant role in how they pack together–in the case of snowflake
yeast, packing fraction (that is, the volume of cells enclosed within a given region divided
by the total volume of the enclosing region) decreases as cells become more elongated.
With more available space, clusters consisting of more elongated cells experience fewer
intercellular interactions, and thus a slower rate of internal stress accumulation. Modeling
of snowflake yeast clusters with a geometric simulation confirms that an increase in cellular
aspect ratio slows the accumulation of internal stress that limits cluster size [42].



















Figure 1.2: (a) Transmission image of a juvenile snowflake yeast cluster. (b) 3D confocal
image of a moderate-sized snowflake yeast cluster. (c) A large cluster before and after
fracture.
more efficient route to large size than increasing the strength of intercellular bonds. As
cells reproduce, internal stress in the cluster increases rapidly, so increasing bond strength
provides diminishing returns in increasing cluster size. Changing cellular aspect ratio,
however, has a significant effect on the rate at which stress accumulates within the cluster.
Thus, changing cellular geometry is a significantly more efficient route to large size than
increased intercellular adhesion. Even modifying the geometric arrangement of cellular
connections within clusters had a larger effect on cluster size than increasing bond strength
[43]. While separating geometric effects from biological processes in the determination of
causation is often impossible [44], it appears likely that the superior efficiency of modifying
cluster structure over bond strength may have been a guiding force in the early stages of
multicellular evolution.
We have shown how fundamental physical constraints play a critical role in the evo-
lution of multicellularity. Simultaneously, we have gained fundamental insight into the
parameters that control the packing efficiency of ellipsoidal particles bounded in a fractal-
like network. While bodies of work on ellipsoidal packing and fractal networks exist inde-
pendently [41, 45, 46], snowflake yeast provided a unique system in which to study their
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combination. Beyond their independent contributions to physics and biology, these dis-
coveries regarding the physical underpinnings of the size increase in nascent multicellular
clusters demonstrate the intertwined and inseparable nature of biology and physics [47].
1.2.3 Environmental influence
So far, our studies have been limited to snowflake yeast that evolve large size under selec-
tion for settling in liquid media [33, 34, 35]. While this system has proven to be a powerful
tool for studying the first steps in multicellular evolution [3, 7, 8, 9, 10, 33, 34, 35, 42, 43],
it is necessarily far more simple than selection in vivo, where numerous, often competing
selective pressures are at play [48]. To explore the effect of a more challenging physical
environment on the evolutionary trajectory of snowflake yeast, we developed a selection
protocol in which clusters are compressed prior to size selection. Large clusters are sus-
ceptible to fracture; thus compression largely deprived them of their competitive advantage
under selection for large size.
We find that the same large size is achieved under both selection regimes over eight
weeks of evolution. However, the population dynamics differ significantly in the two
regimes, with gradual, consistent changes observed in the presence of compression, in con-
trast to the more abrupt change observed under negatively-frequency dependent selection.
Ongoing work on this project is aimed at understanding how the presence of compression




Our work on snowflake yeast focused on the physical mechanism of increased cluster size,
a critical step in the early evolution of simple multicellularity [3, 7, 8, 9, 10]. While several
conflicting definitions of true multicellularity exist, a feature generally often associated
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with complex multicellularity is the presence of functionally specialized cells [49, 50].
Functional specialization occurs when cells within a group become experts at one function
(e.g. viability or fecundity) to the neglect of other functions requisite for survival. Thus in
a group consisting solely of specialized cells, the level of individuality has shifted entirely
from the cell to the multicellular organism [3, 4]. While such a transition can substantial
increase the fitness of the group, many questions remain about how cells–that have been
existed as individuals for millions of years–can suddenly come together and forgo their
individuality for the benefit of the group.
This shift in the of the level of organismal individuality that results from specialization
of the lower-level units is not unique to multicellularity; rather, it is a hallmark of all ETIs
[51]. Additional examples of ETIs include the formation of the genome from unlinked
replicators, eukaryogenesis, and eusocial insect colonies [52, 53]. Some even speculate
that corporations [54] and humans [55] are specialized units in the high-level entity of
modern society. Regardless of the system in question, many fundamental questions remain
about the conditions that favor these transformational evolutionary transitions.
Much of the previous work on ETIs has employed simple models in which individu-
als face a trade-off between two functions (such as viability and fecundity), both of which
are necessary for survival [56, 57, 58, 59, 60]. Such models reveal that as group size in-
creases, functional specialization becomes increasingly adaptive [58, 61, 8] and requires a
super-linear return on functional investment [62, 61, 63, 64, 57, 65]–that is, as an individ-
ual invests more of its limited resources in a specific function, its fitness return from that
function increases to a disproportionately large degree.
The majority of prior work, however, has focused on systems in which all individuals
interact with each other, and thus failed to consider the critical role of group interaction
structure [62, 61, 63, 64, 57, 65]. Our work demonstrates that this is a critical feature of
groups of interacting individuals; how the products of specialization are shared among indi-
viduals is a key aspect in determining the adaptivity of specialization. In a well-mixed pop-
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ulation or fully-connected group, the fitness benefit of increased investment in one function
are complemented by the loss of production of the other; hence the need for super-linear
returns. However, not all interactions within the group contribute equally to fitness, so the
adaptivity of specialization depends essentially on the interaction topology of the group.
1.3.2 Topological structure
To explore the role of topology in the evolution of specialization, we created an individual-
based evolutionary simulation in which individuals must perform two generic functions.
Groups of individuals interact via specified topologies and are selected on collective fit-
ness. Here, topology refers simply to the interactions between individuals; while these
interactions may be imposed by physical structure (Fig. 1.3), here we consider interac-
tions of any type. We found that for certain biologically-relevant topologies, specialization
can be achieved even for linear and sublinear functional returns. This is a significant result
because it sheds light on how individuals that have evolved as generalists (for which sublin-
ear returns are adaptive) for millions of years may undergo the transition to multicellularity.
Thus this work contributes to a growing body of work suggesting that ETIs may have been
more readily accessible than previously thought [33, 10, 49, 66].
1.4 Discussion
Evolutionary transitions in individuality are largely responsible for the complex hierarchy
of life on earth today; likewise, our approach to understanding these transitions has it-
self been hierarchical in its scope and focus. We began with a very focused and specific
problem–the evolution of increased size in snowflake yeast. In our exploration of the early
steps of multicellularity–one example of an ETI–we discovered fundamental principles of
cellular packings that likely apply to all similarly structured systems. We then took the
opposite approach, and considered ETIs from an abstract perspective, allowing us to gain


































Figure 1.3: Physically-imposed group topology; an image of a juvenile snowflake yeast
cluster (a) and a schematic illustrating the topology of the group defined by its intercellular
bonds (b). While our study of topological structure is not limited to physically-imposed
topologies, spacial proximity between individuals often promotes interaction.
This work combines experimental, computational, and theoretical approaches to a com-
plex problem. Without the snowflake yeast model system–in which the first steps toward
multicellularity are recapitulated in the lab–we could have only speculated at the mechan-
ics underpinning increased size. Correspondingly, without a computational model to test
the role of cellular aspect ratio on cluster volume fraction and internal energy accumula-
tion, untangling various effects and validating our hypothesis would have been far more
challenging, if not impossible. Furthermore, evolutionary simulations allowed us to make
discoveries about theoretical requirements for the evolution of specialization that would
have been impossible had our methods been confined to laboratory experiments.
Finally, the success of this work in elucidating fundamental features of ETIs is a testa-
ment to the power of combining various scientific perspectives. Drawing primarily from the
disciplines of soft matter physics and evolutionary biology, this work also used tools and
techniques from materials science, graph theory, and topology. This eclectic combination
has yielded significant progress in our understanding not only of evolutionary transitions,
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but also of the general structures at play therein, such as the packing of ellipsoidal particles
in fractal networks and the role of topology in the evolution of groups of interacting indi-
viduals. While work in each of these areas is far from complete, our combination of tools
from a wide variety of disciplines has yielded fundamental insights into the workings and
history of the natural world.
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CHAPTER 2
CELLULAR PACKING, MECHANICAL STRESS, AND THE EVOLUTION OF
MULTICELLULARITY
2.1 Chapter Summary
The evolution of multicellularity set the stage for sustained increases in organismal com-
plexity [3, 7, 8, 9, 10]. However, a fundamental aspect of this transition remains largely
unknown: how do simple clusters of cells evolve increased size when confronted by forces
capable of breaking intracellular bonds? Here we show that multicellular snowflake yeast
clusters [33, 34, 35] fracture due to crowding-induced mechanical stress. Over seven weeks
(∼ 291 generations) of daily selection for large size, snowflake clusters evolve to increase
their radius 1.7-fold by reducing the accumulation of internal stress. During this period,
cells within the clusters evolve to be more elongated, concomitant with a decrease in the
cellular volume fraction of the clusters. The associated increase in free space reduces the
internal stress caused by cellular growth, thus delaying fracture and increasing cluster size.
This work demonstrates how readily natural selection finds simple, physical solutions to
spatial constraints that limit the evolution of group size–a fundamental step in the evolu-
tion of multicellularity. This work was conducted in collaboration with Jennifer T. Pentz,
Elyes C. Graba, Colin G. Brandys, William C. Ratcliff and Peter J. Yunker and first pub-
lished in Nature Physics on November 27, 2017.
2.2 Introduction
The first step in the transition to multicellularity–prior to the origin of cellular division of
labour, genetically regulated development and complex multicellular forms–was the evo-
lution of simple multicellular clusters [3, 7, 8, 9, 10]. Long before simple clusters of cells
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can evolve traits characteristic of complex multicellularity, they must contend with physi-
cal forces–both internal and external–that are capable of breaking cell-cell bonds and thus
limit cluster size. This physical challenge is critical for several reasons. First, large size
is a likely prerequisite to the evolution of complex multicellularity [7, 8]. Second, these
forces act on long length scales that were probably irrelevant to a single-cell ancestor, and
are thus evolutionarily novel. Finally, it is unclear how simple multicellular clusters that do
not yet possess genetically regulated developmental systems can evolve novel multicellular
morphology.
Direct experimental investigation of the early steps in the transition to multicellularity
has been challenging, largely because these transitions occurred long ago, and the evolu-
tionary path to multicellularity has been obscured by extinction in most extant lineages
[11, 29]. Recently, however, this constraint has been circumvented through experimental
evolution of novel multicellular organisms [33, 34, 35, 27], genetic reconstruction of early
events [30] and experiments comparing extant multicellular taxa with their unicellular rel-
atives [31, 32].
2.3 Results
To examine the biophysical basis of the evolution of increased size in a nascent multi-
cellular organism, we employed the tractable snowflake yeast model system [33, 34, 35].
Multicellular snowflake clusters evolved from the unicellular bakers yeast Saccharomyces
cerevisiae under daily selection for rapid settling speed in liquid media [33]. The resulting
snowflake growth form is the consequence of a single mutation in the ACE2 gene [35].
This mutation prevents cell separation after budding division, and hence causes the growth
of fractal-like groups of cells (Fig. 1a). Snowflake yeast readily adapt to selection for large
size, settling 28% more rapidly [34] by increasing their average radius at fracture by a fac-
tor of 1.7 ± 0.4 (Fig. 1bd) after eight weeks of selection (∼ 330 generations). Although













































Figure 2.1: SNOWFLAKE YEAST EVOLVE LARGER SIZE. (a) Snowflake yeast form
fractal-like branched clusters, imaged via fluorescence microscopy. The numbers indicate
the relative generational age of cells in this cluster. (b) Bright-field images of snowflake
yeast fracturing into two independently viable clusters. (c) Over seven weeks (∼ 291 gen-
erations) of selection for large size, snowflake yeast clusters increase their average maxi-
mum radius by a factor of 1.7. (d) Three-dimensional confocal images show that week-8
snowflake yeast (right) contain a greater number of larger, more elongate cells than week-1
(left). The error bars in c denote one standard error of the mean; ∗∗∗∗P < 0.0001.
axis is, on average, 23% larger–this change is insufficient to explain the observed increase
in cluster size. For the present study, we utilize genotypes isolated from evolving popula-
tions after 1, 4, 6 and 8 weeks of selection, as first reported in Ratcliff et al. [33]. Cluster





Snowflake yeast clusters grow by the budding of existing cells, and reproduce by frac-
turing into two or more independently viable clusters (Fig. 1b). Fracturing limits cluster
size, so elucidating the evolution of larger size in snowflake yeast requires first understand-
ing the fracture process. Unfortunately, clusters at the point of spontaneous fracture are
too large and dense for light to penetrate, so directly imaging all cells during fracture with
optical microscopy is impossible. We circumvented this limitation by using a combined
atomic force-brightfield microscope (AFM Workshop LS-AFM) to image and compress
individual clusters. Cluster sizes were measured via bright-field microscopy before com-
































































































Figure 2.2: SNOWFLAKE YEAST FRACTURE DUE TO GROWTH-INDUCED ME-
CHANICAL STRESS (a) Sample AFM forcedisplacement scan of an individual cluster.
The sharp reduction in force (arrow) is indicative of a fracturing event. (b) Normalized
energy input versus cluster radius for week 1 (blue) and week 8 (red) clusters, with linear
extrapolations to the point of zero energy input markedthese extrapolated sizes correspond
to expected spontaneous fracture sizes, and are in agreement with independent measure-
ments thereof. Energy input normalized by the maximum measured value. The inset shows
force at fracture, normalized by the average. (c) Normalized compressive modulus versus
percentage of strain at fracture for week-1 (blue) and week-8 (red) clusters. Compressive
modulus normalized by the maximum measured value. (d) Mean experimentally measured
volume fraction for week-1 (blue) and week-8 (red) clusters. Error bars indicate standard
error of the mean; ∗∗∗∗P < 0.0001.
which the applied force was recorded. Precise forcedisplacement curves were collected for
clusters of week-1 (newly multicellular) and week-8 genotypes. Fracture events are readily
discernible in these curves by a sudden reduction in applied force of 20% or more (Fig.
2a), allowing for measurements of the applied force and energy input at fracture for a wide
range of cluster sizes. Note, the energy input is the work done by the cantilever, calculated
by estimating the integral of the force-displacement curve from zero displacement up to the
point of fracture.
The applied force at fracture remained relatively constant across both genotypes and
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all cluster sizes (Fig. 2b, week 1 versus week 8 t = 0.55, P = 0.60, two-tailed t-test).
This differs from the behaviour of normal bulk materials, wherein the applied force at
fracture–and the number of bonds that must fail to cause fracture–scales with sample size.
With snowflake yeast, however, the fractal-like branching structure dictates that breaking
a single bond is sufficient to fracture a cluster. These intercellular bonds fail when the
force required to further strain them exceeds their ultimate strength6. Thus, the constant
force at fracture suggests that bond strength does not vary significantly with cluster size or
genotype, in agreement with independent confocal measurements of bond size (Appendix
A Fig. A.3a).
These mechanical measurements also show that as cluster size increases, energy input
at the point of fracture decreases approximately linearly for both week-1 and week-8 clus-
ters, but with different slopes (F3,13 = 29.2, P < 0.0001, main effect of cluster radius in
an analysis of covariance with normalized energy input at fracture as the response vari-
able and yeast strain as the cofactor, overall r2 = 0.9. The interaction with the cofactor
was highly significant, P < 0.0001, indicating that two strains have different regression
slopes). This behaviour deviates from that of normal bulk materials, in which the energy
input required for fracture increases with size. Strikingly, these linear trends extrapolate to
cross zero energy input at cluster sizes that are within one standard deviation of mean spon-
taneous fracture sizes (Appendix A Fig. A.5a). As a decrease in energy input at fracture
is often a sign of residual stress in a material [67], this suggests that strain accumulation
during growth plays a dominant role in determining fracture size (the comparison between
snowflake yeast and bulk materials is further explored in appendix A). We thus sought to
investigate whether fracture occurs due to the local accumulation of internal mechanical
stress.
By directly observing the fracture process with bright-field microscopy, we found that
the propagule–the smaller of two pieces post-fracture–has a mean radius 61% and 62%
of the cluster radius prior to fracture, for week 1 and week 8, respectively (Appendix A
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Fig. A.2a). This indicates that fracture events tend to occur deep in the cluster interior.
Since we cannot directly observe these events, we instead confined clusters between glass
plates with a separation of ∼ 15µm, and focused on cells that were not in contact with
the glass plates. In doing so, we could directly observe stress relaxation associated with
intercellular bond failure (see, for example, Appendix A Fig. A.2d). Finally, we measured
the compressive modulus of clusters of both genotypes. Previous studies demonstrated
that the elastic modulus of individual yeast cells is relatively constant with respect to cell
size[68]; if individual snowflake yeast cells behave similarly, the compressive modulus
may be expected to increase if interior volume fraction increases [69, 70]. It is important
to note that the distribution of cells within clusters is very heterogeneous [35, 71]; cells in
the cluster interior are much more crowded than those at the periphery (Fig. 1b,d). We
find that week-1 and week-8 snowflake yeast genotypes follow similar trend lines relating
compressive modulus to percentage of strain at fracture (Fig. 2c) where percentage of
strain is the distance the cluster is compressed divided by the cluster diameter–indicating
that clusters closer to fracture are stiffer. Although indirect, these measurements are all
consistent with fracture occurring due to the accumulation of internal stress from cellular
growth.
To directly test whether fracture causes clusters to release accumulated stress, we uti-
lize a microscopy-strain-gauge test, common in materials science [67]. Specifically, we
measure the volume of the cluster before fracture, and the combined volume of the cluster
(the larger piece post-fracture) and its propagule after fracture. If cells experience little or
no mechanical stress, the total volume should remain constant or increase after fracture.
However, if clusters experience repulsive mechanical stress due to cellular crowding, then
branches of cells may be mechanically straightened, and the total volume should decrease
after fracture as these branches are allowed to relax. Analysis of fracture events reveals that
the total volume of the cluster and propagule–measured using the effective radius defined
above–decreases to 94% for both genotypes (P = 0.010 and P = 0.005, for the compar-
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ison to the null hypothesis that total volume after fracture is 100%, for week 1 and week
8, respectively, two-tailed t-tests). This decrease in total volume after fracture is consistent
with the presence of internal stresses from cellular crowding.
Having established that cluster size is limited by fracture-inducing internal stress, we
next investigated whether the large cluster-forming week-8 genotype had evolved mech-
anisms to ameliorate internal stress. While this could be achieved in a myriad of ways,
the simplest include raising the fracture threshold or reducing the cellcell interactions that
generate stress. While the former is not observed (Appendix A Fig. A.3a), the latter may
well result from the measured decrease in volume fraction; that is, the total volume of cells
in a cluster divided by the total volume of the cluster itself (Fig. 2d). We find that from
week 1 to week 8, the volume fraction of clusters decreases substantially, from 0.32± 0.04
to 0.22 ± 0.03 (t = 8.3, P = 6 × 1010, two-tailed t-test). Decreasing volume fraction
may decrease the number of contacts between cells, reducing the amount of internal stress,
as previously observed in collections of grains [70] and unicellular yeast [69]. Thus, by
reducing the number of cellcell interactions in week-8 clusters, decreasing volume fraction
may also reduce the rate of internal stress accumulation.
How have week-8 clusters evolved a lower volume fraction? A simple cell-level change
appears to be largely responsible. Although all S. cerevisiae cells are ellipsoidal [72], week-
8 cells possess, on average, an 8% larger majorminor aspect ratio than week-1 cells (Fig.
3a; t = 26, P = 3×10136). Particle shape has been shown to affect numerous systems from
randomly packed colloids to biofilms [41, 73]; here we examine the role of cellular aspect
ratio on packing within the fractal pole-budding geometry of snowflake yeast. As previous
exhaustive experiments [35] have validated that the fractal-like snowflake yeast growth
form holds for week-1 and week-8 clusters of any size, the role of cell shape becomes
a question of geometry. Diploid snowflake yeast grow through axial budding, producing
daughter cells on the pole opposite their own mother [33, 35]. Thus, for cells of equal
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Figure 2.3: SNOWFLAKE YEAST EVOLVE TO MITIGATE MECHANICAL
STRESSES BY INCREASING VOLUME FRACTION. (a) Experimentally measured frac-
tion of cells with aspect ratio below for week-1 (blue) and week-8 (red) genotypes. (b)
Volume fraction from experiment versus volume fraction from simulation. Week-4 (yellow
circle) and week-6 (green circle) samples are included as well. Linear fit slope = 0.998,
r2 = 0.94; error bars indicate standard error. (c) Visual comparison of a confocal image
of a snowflake (top) and a simulation-generated snowflake (bottom). (d) The simulation
(continuous lines, averaged over 100 unique trials) accurately predicts the number of cells
in a cluster observed in experiments (circles, each symbol is a measurement from a dif-
ferent cluster) as a function of radius for both genotypes. (e) Simulated energy input re-
quired to fracture versus cluster radius. The critical energy threshold was selected using
the experimental value for week-8 spontaneous fracture size. Yellow diamonds show the
experimentally measured spontaneous fracture size; error bars indicate standard error.
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results in less cellular crowding and hence a decrease in volume fraction. Additionally,
because the minimum cellcell spacing is set by the relatively invariant diameter of the
circular intracellular chitin bond (Appendix A Fig. A.3b), as aspect ratio increases, the
amount of deformation of minimally separated cells decreases–this may also contribute to
the reduced rate of internal stress accumulation in week 8 clusters.
To formally investigate the effect of cell shape on volume fraction, we created a geo-
metric model of the snowflake yeast growth form. Beginning from a single cell, new cells
are added generation-by-generation; daughter cells are placed at a stochastic location with
a polar angle of 45◦±10% with respect to the distal pole of the parent cell (Appendix A Fig.
A.8a). Each generation, all cells in the cluster attempt to double. Cells, but not budding
sites, may overlap; if a forbidden location is selected, no daughter cell is created and the
parent cell does not attempt to reproduce again until the next generation (Appendix A Fig.
A.8b). All cells have the same volume, and aspect ratio is randomly seeded from the exper-
imentally measured distributions. Although this model lacks dynamics, simply changing
the aspect ratio distribution in the simulation recapitulates the change in volume fraction
observed experimentallythe slope of the best linear fit between experimental and simulated
volume fractions is 0.998, with r2 = 0.94 (Fig. 3b). To better validate our approach, we
also measured the distribution of aspect ratios and global volume fractions for genotypes
from week 4 and week (Appendix A Fig. A.6); it is interesting that the difference between
week 8 and week 6 is much greater than that between week 6 and week 4, but a constant
rate of change is not expected as evolution is highly stochastic and nonlinear [74, 75].
This simple model also exhibits remarkable agreement with experiment across several
additional properties of snowflake yeast clusters. It reproduces clusters of cells that are
structurally similar to snowflake yeast (Fig. 3c), and in addition to volume fraction, cor-
rectly predicts the number of cells as a function of radius (Fig. 3d,N = 100 for simulations
of week 1 and week 8, N = 21 for week-1 experiments, N = 26 for week-8 experiments).
Furthermore, we measured the square of the linear overlap between neighbouring cells,
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essentially the sum of their radii minus their centre-to-centre separation (Appendix A Fig.
A.8b). Linear overlap squared is a proxy for elastic energy storage from internal stress, as
cells that overlap in the simulation would have displaced each other in a real cluster, and
under a harmonic model the energetic cost is proportional to the displacement squared. For
clusters created from the week-1 and week-8 aspect ratio distributions, the mean cumu-
lative squared overlap at fracture sizes predicted by the linear extrapolation of the AFM
data differs by only 6.5%, with standard error of the means of 2.2% and 2.1% for week 1
and week 8, respectively (week-1 versus week-8 cluster radius at fracture-inducing overlap
squared, P = 4.9 × 10−63, two-tailed t-test). Thus, subtracting the cumulative squared
overlap in the simulations from this threshold value (which gives the energy input required
to fracture) produces a plot in which relative trends are consistent with the AFM experi-
ments (Figs. 2b and 3e), and gives estimates of the spontaneous fracture size within error
bars of experimentally measured values (Appendix A Fig. A.5a).
Finally, we investigated packing on a single parent cell; only the original cell adds
daughters, but it does so until all available space is occupied. Intriguingly, week-8 parent
cells can accommodate an average of only ∼ 5% more daughter cells than week-1 parent
cells. However, the total squared overlap of the week-8 daughter cells is ∼ 31% smaller
than that of week-1 daughter cells. This indicates that as aspect ratio increases, the amount
of internal stress in a cluster decreases, even if the number of cells increases slightly
2.4 Discussion
By changing only the aspect ratio distributions from which new cells are seeded, our min-
imal model captures the observed phenotypic properties of evolving snowflake yeast. De-
spite the presence of numerous layers of biological complexity, these independent tests of
our geometric model suggest that it captures critical aspects of snowflake yeast structure.
While future experiments capable of directly probing the effect of cell shape on packing
are necessary to prove causation, results from the current experiments and simulations offer
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compelling evidence that cellular elongation plays a significant role in delaying snowflake
fracture by decreasing the rate of internal stress accumulation (a more detailed discussion
of the evidence for this claim is included in Appendix A).
Multicellularity has evolved in at least 25 independent lineages across a remarkable
range of ecologies [9, 11]. Despite this diversity, there is general agreement that, at least
initially, these lineages were under strong selection for increased size, due to ecological
stresses such as predation [24, 25], toxin exposure[26] or for improved extracellular co-
operation [27, 28]. Our work shows how a simple multicellular entity can overcome fun-
damental physical constraints on size, converging on a solution reminiscent of work on
non-living ellipsoidal packings [41].
Snowflake yeast are an example of fixed-geometry multicellularity; cells have little
ability to move within the organism after they are formed. This type of multicellularity has
evolved numerous times (for example, land plants, red, brown and green algae, and fungi),
and is one in which simple clusters of cells have relatively few ways in which they can
generate novel multicellular morphology. While we observed a change in cell shape, one
could imagine that, within the context of a specific multicellular geometry, novel multicel-
lular traits could also be generated through changes in the strength of cellular attachment,
budding angle or cell age-specific growth rates. Multicellular development, a key trait in
the origin of complex multicellularity, may readily evolve in nascent multicellular lineages
when these traits are plastically expressed in a location specific manner.
While no single model system can represent the diversity of routes to multicellular-
ity, our work nonetheless highlights the central (and probably conserved) role that evolv-
ing novel materials properties play during this major evolutionary transition. Further, it
demonstrates the physical basis of multicellular adaptation, showing how simple cell-level
changes can guide the emergence of novel collective-level traits. The connections between
evolution and mechanical fracture, biological fitness and volume fraction serve as another
demonstration of the intertwined nature of biology and physics [47].
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CHAPTER 3
GEOMETRY, PACKING, AND EVOLUTIONARY PATHS TO INCREASED
MULTICELLULAR SIZE
3.1 Chapter Summary
The evolutionary transition to multicellularity transformed life on earth, heralding the evo-
lution of large, complex organisms. Recent experiments demonstrated that laboratory-
evolved multicellular snowflake yeast readily overcome the physical barriers that limit
cluster size by modifying cellular geometry [42]. However, it is unclear why this route
to large size is observed, rather than an evolved increase in intercellular bond strength.
Here, we use a geometric model of the snowflake yeast growth form to examine the ge-
ometric efficiency of increasing size by modifying geometry and bond strength. We find
that changing geometry is a far more efficient route to large size than evolving increased
intercellular adhesion. In fact, increasing cellular aspect ratio is on average ∼ 13 times
more effective than increasing bond strength at increasing the number of cells in a clus-
ter. Modifying other geometric parameters, such as the geometric arrangement of mother
and daughter cells, also had larger effects on cluster size than increasing bond strength.
Simulations reveal that as cells reproduce, internal stress in the cluster increases rapidly;
thus, increasing bond strength provides diminishing returns in cluster size. Conversely, as
cells become more elongated, cellular packing density within the cluster decreases, which
substantially decreases the rate of internal stress accumulation. This suggests that geomet-
rically imposed physical constraints may have been a key early selective force guiding the
emergence of multicellular complexity. This work was conducted in collaboration with
Elyes C. Graba, Colin G. Brandys, Thomas C. Day, William C. Ratcliff and Peter J. Yunker
and published in Physical Review E on May 14, 2018.
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3.2 Introduction
The evolution of multicellular organisms from single-celled ancestors set the stage for un-
precedented increases in complexity, especially in plants and animals [7, 76]. In nascent
multicellular organisms, size and complexity are strongly related [8, 7]; recent work has
highlighted the potential for a size-complexity evolutionary feedback loop [76]. How-
ever, it is unclear how early, simple multicellular organisms evolved to be larger. Newly
multicellular organisms lack genetically-regulated development, growing instead through
the stochastic replication of physically-attached individual cells. At high cell densities,
stochastic growth can result in large intercellular forces [69], fragmenting groups and lim-
iting multicellular size [42]. Thus, mitigating internal mechanical stress is one of the first
evolutionary challenges faced by nascent multicellular organisms. Though the transition to
multicellularity occurred independently in at least 25 separate lineages [9, 11], we know lit-
tle about the physical properties of early multicellular lineages due to their ancient origins
and limitations of the fossil record.
Nonetheless, there are two clear routes to increased size in nascent multicellular clus-
ters of cells whose size is limited by the accumulation of internal stress: an organism could
evolve to withstand larger intercellular stresses, or, it could evolve to accumulate inter-
cellular stresses at a slower rate during growth. The former strategy would likely involve
evolving stronger intercellular bonds, while the later would involve changes to structural
geometry. Geometrically-imposed physical constraints play key roles in the organization
of numerous microbial systems, including growing biofilms and swarming or swimming
communities [73, 77, 78, 79]. Separating geometric effects from biological processes is
nontrivial [44], however, and little is known about how simple multicellular systems re-
spond to selection for increased size.
Recently, model systems of simple multicellularity have allowed the early steps of this
transition to be studied in the lab with unprecedented precision [33, 29, 27, 80]. In the
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case of ‘snowflake yeast’ [33], simple multicellular clusters of Saccharomyces cerevisiae
are subjected to daily selection for large size; they rapidly evolve to double their maximum
number of cells per cluster in just seven weeks [42]. Snowflake yeast cluster size is lim-
ited by the fracturing of intercellular bonds under growth-induced stresses (Figure 3.1a).
Larger size at fracture is accomplished primarily by a simple change to cluster geome-
try: over ∼ 291 generations, snowflake yeast evolved to have more elongated cells. This
increase in cellular aspect ratio decreases the cellular packing fraction, slowing the accu-
mulation of internal stress and delaying fracture [42] (Figure 3.1b). Cellular elongation is a
parallel evolutionary trait, evolving independently in replicate populations [34, 42]. How-
ever, it remains unclear why this evolutionary route to large size is repeatedly observed: do
snowflake yeast clusters modify geometry because it is more effective than increasing the
strength of cell-cell bonds, or for proximate reasons relating to the model system (e.g., it
may be easier to modify geometry than bond strength)?
To investigate the roles of geometry and bond strength in the evolution of nascent mul-
ticellularity, we employ a geometric model of experimentally-evolved snowflake yeast [33,
34, 35], introduced and experimentally validated in Jacobeen et. al., 2018 [42]. We find
that modifying packing geometry, and thus slowing the accumulation of internal stresses,
is a far more efficient route to large size than increasing intercellular bond strength. This
result is likely general, as cells are capable of imparting tremendous forces during growth
[69], and the resulting cell-cell forces increase rapidly in jammed aggregates. Thus, evolv-
ing physical robustness by modifying multicellular geometry may have been a key early
selective force guiding the emergence of multicellular complexity.
3.3 Background
We simulate the growth of snowflake yeast clusters with a simple, three-dimensional geo-
metric model [42] based on their fractal-like growth pattern [33]. The model is purely struc-






















































Figure 3.1: (a) 2D schematic of snowflake yeast growth morphology, showing fracture due
to cellular crowding. Inset: 3D confocal image of a snowflake yeast cluster. (b) Changes
over 7 weeks of experimental evolution in mean values of snowflake yeast cluster size,
cellular aspect ratio, and cluster volume fraction. (c-e) describe the geometric simulation
of cluster growth; (c) new cells are added on the surface of their parent at an attachment
site (yellow star) defined by the polar angle θ from the major axis of the cell; this angle is
referred to as the ’angle of attachment’. (d) Rotating θ around the major axis of the cell
defines a ring on its surface along which daughter cells may be randomly placed (dashed
line); this ring is termed the ’budding ring’. (e) The length of the double line illustrates the
linear overlap between two cells.
measured structural properties of snowflake yeast [42] (for more details on experimental
validation of the model, please see the Appendix B).
3.3.1 Model
Snowflake yeast cells reproduce via budding [33]; daughter cells remain attached to their
mothers, creating a biologically and physically tractable multicellular cluster (Fig. 3.1a). In
our simulation, cells are modeled as prolate spheroids (ellipsoids in which two ‘equatorial’
radii are equal and less than the polar radius), with major-minor axis aspect ratio α. Each
generation, all cells in the cluster attempt to reproduce by adding a daughter cell of identical
volume on their surface. Daughter cells are placed at a specified angle from the polar axis,
called the angle of attachment, θ, where θ is the acute angle between the parent cell’s major
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axis and a vector that originates at the geometric center of the cell and passes through the
point on its surface at which the daughter cell attaches (Fig. 3.1c). Thus, daughter cells are
randomly placed along a ‘budding ring’ on their parent’s surface (Fig. 3.1d). Additionally,
cells other than the basal cell have an 80% chance of spawning at the pole opposite their
parent (that is, with θ = 0) on their initial reproduction attempt. Cellular bodies may
overlap (Fig. 3.1e), but the center-to-center separation may not be less than 50% of their
small diameter; this constraint is analogous to disallowing the overlap of bud scars (i.e.,
attachment sites). If the randomly selected attachment site would cause too much (>50%)
overlap, the daughter cell is not created and the parent cell misses their chance to reproduce
that generation.
Varying θ and α facilitate changes to cluster geometry. To vary bond strength, we first
calculate the deformation energy (u) between the bodies of neighboring cells. That is
uij = (d− ri − rj)2 (3.1)
where d is the center-to-center distance between overlapping cells, and ri and rj are the
equatorial radii of two neighboring cells. uij = 0 for non-overlapping cells, and the total







where N is the number of cells in the cluster. In a real cluster, cells would bend at their
cell-cell bonds rather than overlap, so linear overlap acts as a proxy for deformation and
squared overlap is a proxy for deformation energy, or internal stress within the cluster (us-
ing a Hertzian, rather than a harmonic model for deformation energy does not qualitatively
change the results of this simulation [42]). As clusters fracture due to an asymmetric ac-
cumulation of internal stress concentrated in the core of the cluster [42] (Fig S1d), we use
a U threshold (Uc) to limit cluster size. Snowflake clusters fracture when their internal
27
stress exceeds the ultimate strength of the cell-cell bonds; thus, changing Uc is analogous
to changing bond strength.
As previously reported in Jacobeen et. al., 2018 [42], this geometric model recapitu-
lates many key structural features observed in experiments. Experimentally evolved iso-
lates were modeled by randomly picking each new cell’s α from experimentally measured
distributions. These simulations revealed that as mean cellular α increases, cluster volume
fraction decreases. In fact, simulations closely replicate experimental observations: sim-
ulated and experimentally measured packing fractions are within 5% of each other for all
four genotypes studied (the validation of the model via comparison with experimental re-
sults is detailed in Chapter 2 and revisited in Appendix B). As internal stress limits cluster
size by fracturing intercellular bonds, the decrease in volume fraction due to cellular ge-
ometry modification likely plays a large role in the evolved increase in cluster volume over
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Figure 3.2: (a) Interpolated heat map of the mean number of cells in a cluster as a function
of cellular aspect ratio (α) and deformation energy threshold (Uc). (b) Mean number of cells
per cluster versus α for Uc (dark orange, bottom), 1.5Uc (medium orange, middle), and 2Uc
(light orange, top). (c) Mean number of cells per cluster versus Uc for α = 1.0 (dark gray,
bottom), α = 1.5 (medium gray, middle), and α = 2.0 (light gray, top). Each data point is
the average of 100 independent simulations. Error bars indicate standard deviation.
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Figure 3.3: (a) As a cluster grows, total deformation energy, U ,increases as well. This
increase is rapid when α = 1 (dark gray, left), moderate for α = 1.5 (medium gray,
middle), and slowest for α = 2 (light gray, right). Each overlapping data point is the
average of 100 independent simulations. (b) Linear packing fraction for 5 daughter cells
on a single mother cell as a function of aspect ratio for θ = 54◦.
To directly compare the efficiency of increasing cluster size via cellular elongation
and increased bond strength, we first simulated clusters with a wide range of α and Uc
values (we set θ = 54◦, as cluster size is maximized for this value). We varied α and Uc
between 1.0 and 2.0 in steps of 0.1, and simulated 100 clusters for each pair of parameters
(Fig. 3.2a). The mean number of cells per cluster increases rapidly with increasing α for
any value of Uc (Fig. 3.2a and b). In contrast, the mean number of cells increases much
more slowly with increasing Uc (Fig. 3.2a and c). Thus increasing α is a more efficient
path to large size than increasing Uc.
While increasing α always increases cluster size more then increasing Uc, the size of
this disparity varies. For example, the smaller α is, the more beneficial it is to increase α
than Uc. In fact, for clusters of spherical cells (α = 1.0), it is on average ∼ 59 times more
effective to increase α than to increase Uc (i.e., for small α, there is almost no discernible
gradient along the Uc axis (Fig. 3.2a)). Thus, there is an especially large incentive to
increase aspect ratio at least a little above 1.0. Further, increasing Uc always enlarges the
incentive for increasing α; this is visible in Fig. 3.2a as the strength of the vertical gradient
increases with Uc. Though the relative superiority of increasing α over Uc varies over
the studied range of parameters – generally decreasing significantly with increasing α and
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increasing with Uc – it is always at least 2.5 times more effective to increase α, and on
average ∼ 13 times more cells are added for an increase of .1 in α than for an increase of
the same magnitude in Uc.
Why is increasing aspect ratio a more efficient route to large size than increasing bond
strength? To investigate, we measured the deformation energy in simulated clusters as a
function of the mean number of cells. U increases ∼quadratically with N for any value
of α (Figure 3.3a). Thus, increasing Uc yields sub-linear returns (N ∼
√
Uc). However,
increasing α causes U to increase at a slower rate, allowing more cells to be added before
Uc is reached. The linear relationship between N and α (Fig. 3.2c) further demonstrates
the superior returns on increasing α rather than Uc.
To understand how cellular aspect ratio affects internal stress accumulation, we cal-
culated the linear packing fraction (i.e., the occupied fraction of the budding ring) of 5
non-overlapping daughter cells on a parent cell for θ = 54◦ (5 cells was chosen because it
is the maximum number that can be placed at θ = 54◦ for all values of α between 1 and
2) (Figure 3.3b). Considering that daughter cells maximize their available space when they
are oriented perpendicular to the long axis of their parent, linear packing fraction φ, is
φ =
n · 2 · rmin
2 · π · (rθ + α · rmin)
(3.3)
where n is the number of daughter cells, rmin is the minor radius, and rθ is the radius at θ.
Larger α daughter cells have smaller widths; smaller widths make it less likely for any two
cells to overlap. Thus, more cells must be added to clusters with large α to obtain the same
packing fraction - and U - as clusters with small α.
We also investigated other geometric parameters, to determine if the effects of α repre-
sented an isolated case. We varied θ between 30◦ and 90◦ in increments of 12◦ and again
varied Uc from 1.0 to 2.0 in steps of 0.1. For each pair of parameters, 100 independent
simulations were conducted with α = 1.5, and the resulting mean values are shown in the
interpolated heat map in figure 3.4a. As previously mentioned, cluster size is maximized
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when θ = 54◦ for all values of Uc (note, θ = 54◦ is within the experimentally observed
range [42]). This is due to a trade-off between local and global packing effects. The number
of cells that can pack on a single parent increases with θ–up to θ = 90◦–because the cir-
cumference around which daughters are packed is largest at θ = 90◦. However, branches
within a cluster interfere with each other less for smaller values of θ; 54◦ is the angle
where the trade-off between these competing affects is maximized. Additionally, changing
θ (moving it closer to θ = 54◦) is generally a more efficient route to increase cluster size
than increasing Uc, especially if θ is far from θ = 54◦. However, since an optimal value
of θ exists (unlike with α), when θ is close to 54◦, increasing Uc is more beneficial. Note,
the optimum angle is near the so-called ’magic angle’, θ = 54.7◦[81], suggesting that the
snowflake yeast structure is analogous to packing cells in cones (see SI for more details).
Finally, we investigated the effect of heterogeneity in geometric parameters. Along
with providing another geometric parameter to check, monodisperse values of α and θ
are biologically unrealistic, as real snowflake yeast clusters feature polydispersity in both
parameters [42]. First, a single pair of α and θ parameters was chosen; we selected α = 1.5
because it is in the center of the range of values studied and is within the experimentally
observed range, and θ = 54◦ because it is the optimum value of θ. Variance is introduced
in the form of a truncated Gaussian distribution centered on each selected parameter. For
every cell added, the value of each parameter is chosen from a self-centered Gaussian
distribution; however, if the value selected lies outside the relevant range (1.0 - 2.0 for
α, 30◦ to 90◦ for θ), another value is randomly selected. We simulated 100 independent
clusters for Gaussians with standard deviations of 0.05, 0.10, and 0.20 of the mean θ or α.
We find that variance in both α and θ has little effect on cluster size when it is relatively
small (standard deviation / mean≤ 0.1); larger variances, however, (> 0.1) decrease cluster
size (Figure 3.4b). The inverse relationship between size and large variance is expected for
θ; any deviation from the optimal value naturally leads to smaller clusters. However, the
relationship between N and alpha is highly linear (figure 3.2b), meaning that the detriments
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of smaller aspect ratio cells must outweigh the benefits of longer aspect ratio cells within
these disordered clusters. If the standard deviation in alpha decreases from 0.2 to 0.1, the
resulting increase in cluster size is the same as that caused by an increase in α of ∼ .04 or
and increase in Uc of ∼ .26, again supporting the idea that modifying geometry provides a
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Figure 3.4: (a) Interpolated heat map of the mean number of cells in a cluster as a function
of angle of attachment (θ) and deformation energy threshold (Uc). (b) Effect of variance
in the angle of attachment(θ) and cellular aspect ratio(α) on cluster size. The number of
cells in a cluster versus the standard deviation of the truncated Gaussian distribution for
θ (blue, upper) and α (orange, lower). Each data point is the average of 100 independent
simulations. Error bars indicate standard deviation.
3.5 Discussion
Evolutionary benefits stemming from size are thought to be a key driver of early multicel-
lularity [9, 76], affording protection from common threats to microbial life (e.g., predation
and toxin exposure [26, 25, 24]). However, how large physical size could be achieved by
newly multicellular organisms has remained poorly understood. Recent work revealed that
snowflake yeast evolve increased size via modifications to cellular geometry[42]; here,
we offer evidence for why this route was observed. Geometric modeling reveals that
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modifying geometry – via three different parameters – is a significantly more effective
means to achieve larger cluster size than increasing bond strength. Internal stress increases
rapidly with cellular reproduction, so investing in bond strength produces diminishing re-
turns. Conversely, modifying cell shape, budding angle, or the variance of these quantities
changes how cells pack, slowing the accumulation of internal stress.
Our results highlight the absolute limit of spatial constraints. Two cells cannot overlap,
so at high cell density the addition of new cells rapidly increases internal stress. The optimal
strategy is not to increase bond strength in the face of vanishing free space, but to pack more
efficiently so free space remains available longer. The rapid increase in internal stress with
increasing cell number is reminiscent of the jamming transition of athermal grains, for
which pressure increases with increasing packing fraction [82, 83]. Previously reported
experiments on unicellular yeast demonstrated that reproduction in dense cellular packings
can exert pressures on the order of 1 MPa [69]. Thus, a ∼ 3µm diameter bud scar may
experience forces on the order of 10 µN. This is orders of magnitude larger than the ∼ 100
pN force necessary to break mammalian intercellular bonds [84, 85] or tear bacteria from
a biofilm [86]. Thus, resisting forces from growth at high cell density would require major
innovations on known intercellular adhesion mechanisms.
While snowflake yeast is a lab-evolved model system, it possesses a number of features
generally agreed to be common to naturally occurring nascent multicellular organisms.
Snowflakes develop clonally, growing through mother-daughter cell adhesion with regular
genetic bottlenecks[33, 35]. This facilitates multicellular adaptation, as it limits the poten-
tial for within-organism genetic conflict and promotes the emergence of novel, heritable
multicellular traits [87]. Snowflake yeast readily adapt as multicellular individuals, evolv-
ing to be more complex by gaining novel multicellular traits [34, 33, 88]. Indeed, complex
multicelluarity (i.e., metazoans, land plants, red algae, brown algae and fungi) has only
evolved in organisms that develop clonally[49]. Our geometric arguments are easily gener-
alized to other organisms with fixed-geometry morphology. Interestingly, this appears to be
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the dominant path to complexity: all independent transitions to complex multicellularity,
with the exception of animals, grow with rigidly connected cells in a fixed-geometry body
plan. Taken together, our results demonstrate that biophysical interactions play a critical
role in the evolutionary transition to multicellularity.
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CHAPTER 4
EVOLUTION OF LARGE CELLULAR CLUSTERS RESILIENT TO
PHYSICALLY CHALLENGING ENVIRONMENT
4.1 Chapter Summary
Recent experiments have revealed that clonal snowflake yeast clusters readily evolve large
size under selection for settling in liquid media. To explore the effect of a more challeng-
ing environment on the evolutionary trajectory of snowflake yeast, we created selection
protocol in which clusters are compressed prior to being subjected to size selection. We
find that the same large size is achieved under both selection regimes over eight weeks
of evolution. However, the population dynamics differ significantly in the two regimes,
with gradual, consistent changes observed in the presence of compression, in contrast to
the more abrupt change observed in the control, compression-free population. This work
is an ongoing collaboration with Thomas C. Day, Colin G. Brandys, William C. Ratcliff
and Peter J. Yunker. Upon my departure from the lab in December of 2018, any outstading
work will be concluded by Thomas Day, who will be co-first author on the publication.
4.2 Introduction
In recent studies of the evolution of multicellularity, ’snowflake’ yeast clusters under selec-
tion for settling in liquid media respond by readily increasing their size via morphological
changes at the cell level [34, 35, 42]. This selection–which rewards clusters that perform
well in a race against time to the bottom of a vial (Fig. 4.1a,b)–imposes strong selection
for large size, and results in rapid morphological changes that increase fitness. While this
system has proved to be a powerful tool for studying the first steps in multicellular evolu-
tion [3, 7, 8, 9, 10, 33, 34, 35, 42, 43], it is necessarily far more simple than selection in
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vivo, where numerous, often competing selective pressures are at play [48].
To explore how snowflake yeast respond when facing more complex selection, we
added a step to the size selection protocol designed to challenge the evolution of larger
clusters. This was achieved by compressing the clusters prior to subjecting them to selec-
tion for large size (Fig. 4.1a). Large clusters are susceptible to fracture by compression
(Fig. 4.1c); as size selection was performed immediately after compression, large clus-
ters that were fractured were deprived of their competitive advantage. Thus this protocol
imposed a more complex challenge to the evolution of large size.
4.3 Results
To study how snowflakes respond to this selection with compression–as opposed to size
selection alone–we evolved six replicate populations under both the ’compression’ and
’control’ protocols. These protocols are identical except that the former includes compres-
sion, while the later consists of size selection alone. Evolution was initiated on populations
of nascent snowflake yeast clusters that had been genetically created by knocking out the
ace2 gene as described in. Ratcliff et. al.[35]. We found that under both treatments, the
largest clusters follow similar trajectories of increasing size (Fig 2a). This was unexpected,
given that the presence of compression in the selection protocol fractures the vast majority
of large clusters (Fig. 4.1c).
While the largest clusters evolve increased size similarly, the overall population dy-
namics differ significantly between compression and control strains. After two weeks of
evolution, no significant differences are observable in their size distributions (Fig. 4.2b).
After five weeks, however, the control populations have shifted to significantly larger mean
sizes than the compression strains, even though their maxima are similar (Fig. 4.2c). And
after eight weeks, the compression strains have nearly ’caught up’ in size to the control
strains (Fig. 4.2d).

























































Figure 4.1: (a) Schematic of selection process for settling speed (gray path) and settling
speed with crushing (orange path). (b) Histogram of cluster size distribution within a popu-
lation after each step of the size selection protocol. (c) Histogram of cluster size distribution
within a population after each step of the protocol with compression.
the cause of the substantial difference in population dynamics? First we tested the eight
week evolved populations from both protocols for compressive resistance, and found them
to be similar to each other and to their common ancestor in susceptibility to compression.
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Figure 4.2: (a) Largest 2% of clusters in the population as a function of weeks of evolution
for compression (orange) and control (gray) populations. The solid line represents the mean
across 6 replicate populations, and the shaded area is the standard deviation. (b) Histograms
of mean cluster size distribution for control (b) and compression (c) strains over 8 weeks of
evolution. (d-f) Comparison of mean cluster size distribution histograms for control (gray)
and compression (orange) populations at 2, 5 and 8 weeks of evolution.
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CHAPTER 5
TOPOLOGICAL CONSTRAINTS IN THE ORIGINS OF ADAPTIVE
SPECIALIZATION
5.1 Chapter Summary
Within-organism division of labor (e.g., cellular differentiation) is a key innovation under-
lying the origins of biological complexity, and is thus a hallmark of major evolutionary
transitions. Despite its importance, little is known about the conditions under which spe-
cialization becomes adaptive. Long-standing theory posits that specialization will only
evolve when the benefits of dividing labor exceed its costs (i.e., when there is a superlinear
return on investment). Here we show that this result, while intuitive, is not general. Using
an individual-based model and evolutionary algorithms, we examine how the manner in
which entities within a group interact, defined mathematically by their network topology,
affects the evolution of specialization. We show that by preferentially linking individuals
investing primarily in complementary functions, a broad class of sparse networks strongly
favor specialization–even when returns on investment are sub-linear. Furthermore, we find
that the temporal consistency of group structure plays a critical role in facilitating the evolu-
tion of specialization by promoting complimentary interactions. Thus, for certain sparsely
and consistently connected interaction network topologies, specialization can evolve under
a broader class of benefit return functions than previously thought. Our results highlight
the importance of restricted social interactions in the evolution of cooperation, and pro-




The hierarchical organization of life is largely the outcome of evolutionary transitions in
individuality (ETIs), in which new levels of organization emerge from the integration of
lower-level biological units [3, 4]. A common feature of ETIs is the evolution of spe-
cialization / division of labor between lower-level units [51], such as mitochondria with
eukaryotic cells [2, 52, 53], and cellular differentiation in multicellular organisms [49, 50].
Thus specialization and functional integration are a key step in the evolution of organismal
complexity. The mechanisms leading to the emergence and further evolution of functional
integration, however, remain poorly understood [89].
The leading hypothesis for the evolution of specialization is that the integration of func-
tionally diverse units has to yield higher fitness than the case in which the units are gener-
alists to be favored by evolution [3, 90, 91, 92, 93, 94, 95, 96, 97, 98]. In economic terms,
this means specialization will evolve only when it is a cost-effective strategy. Formally,
this implies that functional specialization will only be favored by natural selection when
the returns on investment in the specialized units are super-linear (that is, an increase in
investment in a function yields a disproportionately large return), and therefore linear or
sub-linear functional returns disfavor the evolution of specialization [62, 61, 63, 64, 57,
65].
A general feature of all ETIs is a shift in the level of individuality from the lower-
level unit to the collective, regardless of the system or specific ‘tasks’ at hand [51, 99,
100]. However, many studies involving the evolution of functional specialization have
focused on the reproductive division of labor in multicellular organisms [56, 57, 58, 59,
60], or are focused on comparative and morphological aspects of biological functions [101,
102, 103, 104]. Here, rather than focus on a specific type of specialization, we explore
the general case of functional integration of specialized units within groups under various
interaction topologies. While such topology may be imposed by physical structure, in
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general it simply refers to the interactions between individuals within the group. This
system-agnostic approach has yielded considerable insight into the critical, yet generally
overlooked role of group structure in the evolution of specialization [105, 106].
In this paper, we show that network topology plays a key role in the evolution of spe-
cialization during major evolutionary transitions. Under a broad class of sparse, durable
networks, complete functional specialization can be adaptive even when returns from divid-
ing labor are sub-linear. Further, we show that specialization-promoting networks readily
result from simple biophysical mechanisms underlying group formation in natural systems.
Our results provide new insight into the conditions under which natural selection can fa-
vor the evolution of mutual-interdependence of units within a group, through functional
specialization, a key step in evolutionary transitions.
5.3 Model
To study the evolution of specialization in groups of interacting individuals, we developed
a minimal individual-based model, in which individuals may perform two functions, both
of which are necessary for survival. For generality, we refer to these functions as A and B;
they may represent any number of distinct functions, such as germ/soma differentiation in
multicellular organisms [62], division of labor in social organisms [104], or photosynthe-
sis/nitrogen fixation in multicellular cyanobacteria [107]. As both functions are necessary
for survival; fitness can be modeled as a multiplicative function of A and B, and non-
interacting individuals must perform both functions [61, 108]. In our model, the values of
A and B represent the individual’s fitness benefit from each function, which is calculated
by raising their investment in each to a ‘specialization power’, α. That is, A,B = (IA,B)α,
where resources are constrained by IA + IB = 1 for each individual. All members of the
group are given the same value of α.
Using this model, we study how the interactions within a group change the way in-
dividual investment in A and B maximize group fitness. When there are no interactions
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between individuals, the fitness of the group is simply the sum of the self-interaction fit-
ness values of its constituent members, AiBi, where i is an index representing different
individuals. When there are interactions between individuals, this sum includes interaction
terms AiBjβ, where i and j are indices representing the interacting individuals, and β is
the fraction of their functional output that individuals share in the interaction, or functional
interaction strength. Like α, the value of β is the same for all members of the group. To
ensure that increasing the number of individuals or connections in the group does not spu-
riously increase fitness through multiple-counting, each individual’s functional production
is divided between itself and its connections. For additional details on the simulation, see
section ’simulation: structure’ in the supplement.
We started with populations of groups whose constituents invest equally in parameters
A and B. During each round of selection, the fittest groups replicate ten times to replace
the less fit groups. During replication, each individual in the group redistributes its invest-
ments by a random amount up to 10% of its total available resources (figure 1a). If this
redistribution either increases group fitness, or decreases it by less than 1%, it is preserved;
otherwise the distribution from the previous round is retained. To quantify the degree of
specialization within each group, we define a mean quantity called ‘specialization’ that
ranges from 0 (for groups consisting of individuals investing equally in functions A and
B) to 1 (for groups consisting of individuals investing exclusively in either function; see
section ’specialization’ in the supplement for additional information).
We evolved populations of 100 groups for 100 steps; these parameters were sufficient
for all of the populations we considered to reach equilibrium (Fig. S2). Note that we
are interested in the final configuration of the groups, and not the evolutionary dynamics;
we find that while their dynamics may differ, a variety of approaches allow the system to
reach the same equilibria (see section ’Simulation: Evolution Parameters’ in the supple-
ment for details). We chose a group size of n = 10 for several reasons. While division of
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Figure 5.1: EVOLUTION PROTOCOL. (a) We simulated evolution in a population of N
groups consisting of n individuals initially investing equally in parameters A and B. Each
individual then redistributes its investment distribution by a random amount between 0 and
10 percent of its total available resources. (b) Selection is performed on groups; the fittest
10% of groups are selected and reproduced (with resource redistribution) 10 times to create
a new population (c).
super-organismality), the example of eukaryogenesis provides evidence that small num-
bers of functional units can readily be integrated [2, 10, 109]. Thus, our choice of n = 10
serves as a midway point between the hundreds of individuals observed in simple multi-
cellular organisms and eusocial insect colonies, and the handful of individuals involved in
eukaryogenesis. Additionally, previous work has demonstrated that specialization becomes
increasingly favored as groups become larger [58, 61, 8], so studying small groups ensures




5.4.1 Topological Structure of Groups
We initially consider the simplest group topologies: groups with no connections and groups
that are maximally connected. They represent, respectively, the case in which all individu-
als within the group are autonomous and the case in which every individual interacts with
all others (i.e. a ‘well-mixed’ group). In each case we vary the return on investment, α,
between 0.1 and 2.0, and the functional interaction strength, β, between 0.0 and 1.0, both in
increments of 0.1. In the absence of interactions, individuals cannot benefit from functions
performed by others and therefore must perform both functions A and B; hence special-
ization is thus not favored, and does not evolve (figure 2a). In the fully connected case, a
high degree of specialization is observed for many values of α and β (figure 2b). Consis-
tent with classic results [62, 61, 63, 64, 57, 65], specialization is only achieved in the fully
connected case for α > 1. Note that when complete specialization is achieved, the self-
fitness terms (AiBi) in the fitness sum necessary go to zero; mathematically, this means
that group fitness no longer depends on the fitness of individuals. This is analogous to the
shift in individuality from the lower-level units to the higher-level organism associated with
evolutionary transitions in individuality [65].
Next, we consider a simple sparse network in which each individual within a group
is connected to only 2 other individuals (Fig. 2c); we refer to this as the two-neighbor
topology. Surprisingly, specialization evolves even when the returns on investment are sub-
linear, i.e., when there are diminishing returns on further investment. In our simulations,
this topology leads to an alternating chain of specialists in A and B. We can maximize the
range of parameters for which specialization is possible by connecting each of the even-
numbered individuals in the group to all of the odd-numbered ones, and vice-versa (Fig.
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Figure 5.2: TOPOLOGICAL STRUCTURE OF GROUPS (a) Dependence of specializa-
tion on functional interaction strength and specialization power in groups without individ-
ual interactions; in the absence of interactions, individuals must perform both functions,
and specialization does not evolve. (b) In the fully-connected group, however, special-
ization only evolves–but only when the returns from division of labor are super-linear (to
the right of the orange line). (c) When each member of the group is connected to only
two other members, however, specialization evolves even more readily–in some cases even
when the returns from specialization are sub-linear (α < 1). (d) The range of parameters
over which specialization is possible is maximized when even numbered individuals are
connected to all odd numbered individuals, and vice-versa. Simplified schematics illustrate
topological structure for groups of 6 individuals. All results reported for stable equilibrium
configurations of the system.
connected, but rather when connections are fairly sparse.
The benefit of specialization, despite sub-linear returns on investment, is not the result
of ‘double counting’ the products of each individual’s functional production by sharing it
without consumption; a normalization step in the simulation prevents this by distributing
each individual’s products across its connections. Neither is it a result of group-size, as
control simulations with 100 individuals revealed similar results (Fig. S2). Rather, it is
the result of topologies that preferentially connect complementary specialists. In a well-
mixed population or fully-connected group, the fitness benefit of increased investment in
one function are complemented by the loss of production of the other; hence the need for
super-linear returns. Not all interactions within the group contribute equally to fitness, how-
ever, as the value of those between individuals investing preferentially in opposite functions
are increased by specialization, whereas those between individuals favoring the same func-
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tion are decreased. Thus if the interactions that would be diminished by specialization do
not exist, the cost to specialization is reduced, and even sub-linear returns on investment
are sufficient for functional specialization to be adaptive.
5.4.2 Connection Types
To explore the role of topology in the evolution of specialization, consider a group of
generalists and a group of specialists with α = β = 1 interacting via identical topologies.
The fitness ratio Wspc
Wgen





< 1, respectively). In a group of generalists, each connection increases fitness by
an equal amount (Fig. 3a, top). This is because each identical individual invests equally
in both parameters, so the product AiBjβ is the same for any pair (i.e., any i, j where
i 6= j). For a group of specialists, however, the fitness contribution of connections depends
on the identity of individuals who are connected; connections between A and B specialists
increase group fitness, but connections between like specialists (A − A or B − B) do not
(Fig. 3a, bottom).
The effect of adding like- versus unlike-specialist connections in a 10-individual group
with α = β = 1 is shown in figure 3b; if unlike-specialist connections are exclusively added
first, the ratio Wspc
Wgen
quickly rises above 1, and continues to rise until only like-specialist
connections remain and are added (Fig. 3b, orange line). If connections are added in
the opposite order, with like-specialist connections added first, Wspc
Wgen
never exceeds 1 and
specialization is never favored (Fig. 3b, purple line). This is because for α > .5, unlike-
specialist connections contribute more to fitness than do generalist connections, so adding
specialist connections increases the ratio Wspc
Wgen
, while adding like-specialist connections de-
creases it (see supplement section ’Connection Types’ for more details). Randomly adding
connections also results in a situation that–on average–never favors specialization (Fig.
3b, gray line). Additionally, as the total number of possible beneficial interactions scales























Figure 5.3: CONNECTION TYPES (a) Schematics show connection structure for a sim-
plified 6-individual system, with generalists on the top (purple nodes) and specialists on the
bottom (red and blue nodes). Dashed lines indicate interaction terms that do not contribute
to fitness. (b) The ratio Wspc
Wgen
for a group of 10 individuals with α = β = 1 for all i,j. If
connections that contribute to Wspc are exclusively added first to a group of non-interacting
individuals, specialization rapidly becomes favored (orange line). On the other hand, if
connections that contribute only to Wgen are exclusively added first, specialization is never
favored (purple line). If connections are randomly added, specialization can be favored,
but on average it is not (gray line). Beginning with the two-neighbor topology and adding
random connections reveals that this configuration is stable for the evolution of specializa-
tion (green line). Error bars indicate standard deviation across 1000 trials. Examples of
two-neighbor (’specialization topology’) chains of cells (c) and branching fractals (d) that
are observed in early multicellularity fossil records [111, 112].
optimally connected.
Thus a group of interacting individuals will evolve specialization if its connections
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allow for unlike specialists to be preferentially linked (given that α and β are sufficiently
large). This is the case for scenario in which each individual is connected to two neighbors–
such emergent patterns resulting in alternating A and B specialists result in a Wspc
Wgen
ratio
greater than 1. Furthermore, two-neighbor connected configurations are relatively stable for
the evolution of specialization; randomly adding additional connections to such networks
decreases the ratio Wspc
Wgen
, but it does so asymptotically to the crucial value of 1, so that
specialization remains favored on average (Fig. 3b).
Using this analytic approach, we can calculate the relative fitnesses of generalists and
specialists interacting via any topology, and thus determine whether specialization will be
favored. Alternately, we may consider a given topology and determine the parameters for
which individuals interacting thereby may evolve specialization. Consider, for example,
the case in which each individual is connected to two neighbors. If we set β = 1, the
fitness contribution of each individual in a group of generalists is
wi = 3 · a · Aαi Bαj (5.1)
where a is the normalization constant, and Ai = Bi = .5 for all i, j. The factor of 3
comes from the fact that resources are shared among 3 individuals (individual i and its two
neighbors).
For specialists, the fitness contribution is given by
wi = a · Aαi Bαi = 1a (5.2)
where Ai is the specialty of the individual i, and Bj the specialty of the individuals to
which it is connected; hence Ai and Bj are both equal to 1. There is no factor of three
here because the number of unlike-specialist bonds equals the number of individuals in the
group.
We can find the minimum value of α for which specialization can evolve for the two-
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≈ .79, in agreement with our simulation results in figure 2c. Note that
for this two-neighbor configuration, the value of αcritical does not depend on the size of the
group.
Finally, it is worth highlighting that in addition to being a simple representation of
the role of topology in the evolution of specialization, the two-neighbor configuration has
significant biological relevance. A first step in the evolution of multicellularity is the for-
mation of groups off cells [3, 7, 8, 9, 10]. Simple groups readily form through cell division
without cytokynesis forming either 2D filaments (figure 3c) or branching patterns (figure
3d) [111, 112, 107, 33]. Cases from experimental evolution show that a single mutation
can be enough to produce this phenotype [35, 113]. These cellular configurations (figures
3c and 3d) are equivalent from our topological perspective, resulting in sparse connection
topologies that strongly favor differentiation. Specifically, they favor specialization and
exchange with directly attached cells (parents and offspring). While these topologies differ
slightly from the two-neighbor configuration because they have one fewer bond than cells,
this difference rapidly becomes negligible with increasing n. We have previously reported
that simple and easily accessible routes to multicellular group formation can readily evolve
in response to selection for organismal size [33], and this process may also strongly favor
the evolution of cellular differentiation [114, 115, 116, 9].
5.4.3 Temporal Consistency
While group topology plays a critical role in the evolution of specialization, our above
models made a crucial assumption: that the composition of groups was constant across
generations other than variation created by redistribution of investment. This reflects the
life history of simple groups that grow through ‘staying together’; creating new groups
through fission / fragmentation [117]. However, what if the composition of the group is not
constant, but instead membership changes within a single life-cycle, as with aggregative
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multicellularity [118, 119, 120]? To explore the role of temporal consistency of interac-
tions in the evolution of specialization, we simulated a scenario in which the topology is
constant–each individual is connected to two neighbors–but the neighbors are randomly se-
lected each round. As shown in figures 4a and b, the addition of temporal variance on this
topology significantly impedes the evolution of specialization. This occurs because when
neighbors are randomly chosen, on average only 50% of connections are unlike-specialist
connections–that is, connections between individuals who took steps toward specializing
in opposite tasks in the previous round. Specialization can only occur if the fitness benefits
of unlike-specialist connections outweigh those of like-specialist connections, and this can
only occur for well-mixed groups when α > 1. Thus, randomly selecting neighbors pre-
vents the evolution of specialization when functional returns are sub-linear. Note that be-
cause the two-neighbor topology is quite stable (even if a few unlike-specialist connections
are removed, or a few like-specialist connections are added, it still favors specialization;
Fig. 3b), it will favor specialization as long as the probability of preferentially forming
unlike specialist connections is sufficiently high.
Specialization is further impeded when the existence of interactions is temporally unsta-
ble. If we prevent individuals from interacting every other round, only partial specialization
evolves, even when the network topology would otherwise strongly promote specialization
(Fig. 4c). This is because without consistent interactions, complete specialization is disin-
centivized by the need to perform both functions when connections are absent. This effect
is not restricted to the two-neighbor topology; it is also observed when groups alternate
between having no connections and being fully connected (figure 4d). Thus, the temporal
component of group structure also plays an important role in determining the equilibrium
configuration of groups by restricting the parameter space in which the evolution of func-










































































Figure 5.4: TEMPORAL STRUCTURE OF GROUPS. (a) Heat map of specialization as a
function of specialization power and functional interaction strength for two constant neigh-
bors. When two neighbors are randomly chosen each round, specialization is impeded (b).
(c) When groups alternate between having constant neighbors and having no interactions,
only partial specialization is achieved. (d) This effect is not unique to the two-neighbor
topology; when alternating between the fully connected (Fig. 2b) and unconnected (Fig.
2a) scenarios, individuals must optimize fitness in two environments, and again only partial
specialization is achieved.
5.5 Discussion
During an evolutionary transition in individuality (ETI), formerly autonomous units evolve
into functionally-integrated parts of a new higher-level organism [65, 59]. ETIs are an
important subset of major evolutionary transitions, as they are both a major route through
which organisms evolve greater complexity [121, 122], and create the hierarchically-nested
pattern of life seen on Earth [3, 4, 116]. Division of labor among component parts has
long been thought to play a central role in ETIs, for good reason: groups of interacting
organisms can often benefit from specialization of component parts, and once specialized,
members of groups are often prevented from resuming a free-living existence [59, 108,
123]. Specialization thus can play a causal role in the shift in biological individuality to
higher-level units [57, 64, 58].
Evolutionary game theory [92, 124, 125] argues that functional specialization should
only evolve when greater investment in trade concomitantly increases absolute productiv-
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ity (i.e., the returns from specialization are super-linear) [3, 90, 91, 92, 93, 94, 95, 96,
97, 98]. While this idea is intuitive, it is also overly restrictive. In this paper, we explore
how social interactions within groups, measured by their network topology, affect the evo-
lution of specialization. Indeed, when all individuals within groups interact (with equal
functional interaction strength), benefits must be super-linear for specialization to evolve
(figure 2b) [3, 90, 92, 62]. Yet for a broad class of sparsely-connected networks, in which
individuals interact primarily with trading partners dividing labor appropriately, complete
specialization can evolve even when the fitness function is sub-linear (figure 2 c&d).
Rather than being unusual, networks favoring specialization readily arise as a conse-
quence of physical processes structuring simple groups [105]. For example, septin defects
during cell division create groups with simple 2 or 3D graph structures (figure 3 c&d),
where cells are connected only to parents and offspring [111, 112, 33, 34]. If cells share
resources only with physically-attached neighbors, then the physical topology of the group
describes its interaction topology, and these networks strongly favor specialization. Indeed,
one of the earliest transitions to multicellularity occurred as early as 2.42 billion years ago
in chain-forming cyanobacteria [126, 127], which evolved cellular differentiation to com-
partmentalize processes underlying nitrogen fixation and photosynthesis into separate cells
[107]. Remarkably, even ancient fossils with cell-cell connections show cell differentiation
reproductive division of labor [126].
The role of temporal variance is also significant in real systems. For instance, in the
case of multicellular evolution, it is known that groups can be formed by ‘staying-together’
or by ‘coming-together’ mechanisms [117, 128]. In the former case, the body structure
of the multicellular organism is temporally-stable, and in the latter case it is not. Notably,
it is known that all the complex forms of multicellularity that have evolved develop clon-
ally, showing higher degrees of cell specialization and functional integration, compared
to groups formed via aggregation [11, 129]. As clonal groups have structures that persist
across generations while aggregative groups do not, this is consistent with our result that
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the addition of temporal variance can negate the benefits of specialization. Another exam-
ple of the relevance of temporal consistency is observed in symbiont inheritance. When
symbionts are acquired from the environment each generation, strong specialization is not
observed. However, when symbionts are transmitted with the host’s reproduction (e.g. mi-
tochondria), strong specialization readily evolves [130]. Interesteingly, it has been reported
that topologically stable networks can favor cooperation in human societies [131].
Our model does not consider the genetic relatedness of individuals within a group. High
within-group relatedness is important for some ETIs, favoring the evolution of cooperation
by aligning the fitness interests of individuals within the group [129, 90, 19, 132, 133, 134].
Yet relatedness, per-se, is not required for the evolution of cooperation, as other mecha-
nisms, such as phenotypic assortment [135, 73] or repeated interactions among individuals
[23, 136, 105, 106], can also align the fitness interests of group members. For example, re-
cent work has shown that certain network topologies act as amplifiers favoring cooperation,
independent of relatedness [105, 106]. Indeed, these networks share similar characteristics
to those that we find favor specialization during an ETI, namely sparse connections and
repeated interactions between cooperative partners. Network-based approaches are attrac-
tive for studying ETIs because they apply broadly, allowing one to analyze both fraternal
transitions of highly-related individuals (e.g., the evolution of multicellular organisms from
clonal groups of cells [129, 49]), and egalitarian transitions of unrelated partners (e.g., the
evolution of eukaryotes from the symbiosis between independent prokaryotic cells [137]).
5.6 Conclusion
Using a minimal model, we explored the evolution of specialization in groups of individ-
uals capable of specializing in one of two functions necessary for survival. Although the
role of group structure in evolutionary processes has been explored by others, our results
suggest that group structure can overcome the need for super-linear returns on specializa-
tion, which is in direct contrast to the prevalent view about the evolution of specialization
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in evolutionary transitions [62, 61, 63, 64, 57, 65].
This new insight demonstrates that specialization can be an optimal strategy for a wider
set of conditions than what was previously thought. Our results support the emerging con-
sensus that evolutionary transitions in individuality may have been more readily achievable
[33, 87, 10, 49, 66]. Furthermore, our result that super-linear functional returns are un-
necessary for specialization to be adaptive is particularly consequential for understanding
how group formation can be favored among individuals that have existed as generalists for
millennia. While further work is required to find general patterns in the evolution of bi-
ological complexity and the major evolutionary transitions, our results suggest that some
non-adaptive processes–such as temporal and topological group-level structure–are fun-
damental mechanisms upon which natural selection and other adaptive processes can act,




6.1 Summary of Findings
Physical structure plays an important role in the first steps in the evolution of multicellular-
ity, as clusters of cells contend with novel, physical forces acting on length scales too large
to have been relevant for their single-celled ancestors. Using snowflake yeast, we showed
that these forces can limit cluster size. As clusters grow by the addition of new cells, in-
tercellular contacts are formed and the resulting forces deform cells from their equilibrium
positions. Energy is stored in these deformations, and stress accumulates within the cluster
until it exceeds the adhesion strength of the intercellular bonds, and the cluster fractures.
We discovered that snowflake yeast overcome this challenge and achieve increased clus-
ter size by increasing their cellular aspect ratio. This decreases the volume fraction of the
cluster and thus the frequency of intercellular contacts and the magnitude of the energy
stored therein. As such, the internal stress within the cluster accumulates more slowly, and
thus clusters can achieve larger sizes before fracturing. We also found that this route to
increased size is far more efficient than increasing intercellular bond strength. Indeed, we
experimentally observed that bond strength remains constant while aspect ratio increases,
indicating that evolution has followed the geometrically-optimum path.
The critical role of structure is not limited to snowflake yeast, or even the evolution of
multicellularity. A key feature of evolutionary transitions is the functional specialization
of the lower-level individuals. We discovered that the topological structure of interactions
within a group plays a fundamental role in determining when the evolution of specializa-
tion is favored. Importantly, for certain interaction topologies, specialization can be favored
even when returns from investing exclusively in one function are diminishing. As dimin-
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ishing functional returns are adaptive for autonomous individuals, this insight is important
for understanding how specialization can be favored in groups of individuals that had pre-
viously evolved for millennia as generalists.
6.2 Future Work
We have shown that cellular elongation allows for larger clusters in snowflake yeast. But
several related questions remain about the limits of this benefit. What are the disadvantages
to increasing cellular aspect ratio, and at what point do they surpass the fitness benefits of
increased size? Is this equilibrium point a simple function of selection strength, or are
there other factors at play? What further innovations may arise to overcome this trade-off
between cellular elongation and increased cluster size? Future work is needed to answer
these questions about the first step in the evolution of multicellularity. Snowflake yeast is
an ideal experimental system with which to explore these questions, while complementary
computational and theoretical work can speak to its generality.
In addition to furthering our understanding of the role of cellular shape on the structure
and size of snowflake yeast clusters, a recently evolved form of snowflake yeast is raising
new questions about the relationship between cellular properties and collective structure.
Discovered by members of the Ratcliff lab, superflakes are large aggregates of cells ( 1mm;
normal snowflakes are on the order of 100 m) that appear to consist of several smaller,
snowflake-like modules. Some of the most fundamental questions surrounding these super-
flakes are inherently structural in nature: what mechanism allows the modules to remain
attached to each other? What are their physical properties and fracture mechanics? How do
the properties of their highly elongated cells differ from those of normal snowflake cells?
These are just a few of the motivating questions driving ongoing research on the structure
of early multicellular groups.
Finally, our work on the role of interaction topology has only begun to reveal structures
role in the evolution of specialization. Potential future projects include studying time-
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varying complex topologies, systems in which more than two functions are traded-off, and
conducting detailed comparisons to real-world systems.
6.3 Final Thoughts
I conclude my thesis with a brief mention of how I have benefitted personally from my time
as a student in the Yunker lab at Georgia Tech. My skills as a writer, researcher, presenter
and analytical thinker have increased tremendously. Through collaboration, I have learned
to quickly familiarize myself with unfamiliar concepts and to communicate effectively with
others who do not share my background. I have learned to leverage available resources from
numerous sources, and to use existing tools and ideas in new ways. I am thankful that I
have had the opportunity to apply these skills to the advancement of science, and I look





SUPPLEMENT TO CHAPTER 2
A.1 Snowfake yeast genotypes and growth
Genotypes used in this study were isolated from the evolution experiment conducted in
Ratcliff et al., 2012 [33] after 7, 28, 42 and 60 days of evolution. These genotypes are
referred to throughout this manuscript as week-1, week-4, week-6 and week-8 genotypes,
as they were isolated from an evolving population at these time points. During evolution,
daily size selection was performed by selecting for fast settling in liquid media.
Daily selection and all measurements described in this paper were performed on clusters
grown for approximately 24h in Yeast Peptone Dextrose (YPD) medium (10 g · l−1 yeast
extract, 20 g · l−1 peptone and 20 g · l−1 dextrose) at 30◦C and 250rpm in a Symphony
Incubating Orbital Shaker Model 3500I. All experiments were performed on clusters from
stationary phase (24h) culture to ensure consistency (except those requiring imaging during
cluster growth).
To determine the aspect ratios of single cells, the aforementioned genotypes were re-
verted to unicellularity using the lithium acetate/polyethylene glycol/singlestranded car-
rier DNA method as described in Ratcliff et al.. 2015 [35] . Unicellular reversion was
accomplished by replacing a single non-functional copy of ace2 (a mutation that arose
during settling selection) with a functional, ancestral copy. These revertants are thus ge-
netically identical to their snowflake counterparts, with the exception that they are capable
of normal motherdaughter cellular separation after mitosis, allowing us to make precise
measurements of cellular morphology that would have been far more difficult within three-
dimensional snowflake clusters (statistics: week 1, N = 2, 128; week 4, N = 2, 198; week





















Figure A.1: Cellular aspect ratio vs cell volume for week 1 (blue) and week 8 (red) cells
from revertant genotypes (circles) and cells sheared off clusters (xs). Bars denote one
standard error of the mean.
To ensure that the revertant genotypes demonstrated the correct cellular properties (i.e.
that growing in a cluster did not change cell shape), we disrupted snowflake clusters by
shearing between glass slides, and compared the properties of individual cells to those of
the revertant genotypes. To ensure that our results were not biased by small peripheral cells
breaking off of clusters preferentially, we plotted aspect ratio as a function of cell volume
(Figure A.1), and observe agreement between cells from the revertant genotypes and from
crushed clusters. We excluded cell sizes that occurred less than 1% of the time in the
crushed sample, as the statistics were too low to be significant. While the differences in all
combinations of week 1 and week 8 aspect ratio distributions were statistically significant
(week 1 crushed vs. week 8 crushed, p = 3× 10−8; week 1 revertant vs. week 8 revertant,
p = 0.004; week 1 revertant vs. week 8 crushed, p = 2 × 10−7; week 1 crushed vs. week
8 revertant, p = 0.002), the differences between crushed and revertant distributions for the
same week were not statistically significant (week 1 crushed vs. week 1 revertant, p = 0.1;
week 8 crushed vs. week 8 revertant, p = 0.5).
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A.2 Chitin bond intensity
Intercellular chitin bonds were stained with calcoflour (Fluorescent Brightner 28 from MP
Biomedicals, LLC) using the following procedure. Clusters from a steady-state culture
were rinsed of media and diluted 1:10 with deionized water. Then calcoflour was added at
a 1:100 dilution from a stock solution of 1mg/ml calcoflour/water, and this mixture was
incubated in the dark at room temperature for at least 5 minutes. Lastly, the clusters were
again rinsed with deionized water to remove any excess calcoflour (rinsing was performed
using centrifugation to pellet the clusters and subsequent removal of the supernatant).
To measure bond intensity, confocal z-stack images consisting of nine images at a sep-
aration of 0.925 µm were collected on a Nikon A1R confocal. Using the image processing
software Fiji, each slice was converted to 16-bit greyscale, so that each pixel had an inten-
sity value between 0 and 65,535. Then the images were combined using the ’Sum Slices’
command; after summation, none of the pixels reached saturation. Finally, the intensity of
the bond was taken to be the total of all summed pixels constituting the image of the chitin
bond.
A.3 Measurement of cluster sizes, growth, and propagule ejection
As snowflake yeast clusters are similarly compact (the number of cells in a cluster increases
as r2.80 and r2.72 for week-1 and week-8 genotypes, respectively; Fig. 3d), and large clus-
ters are relatively isotropic, a spherical approximation is a valid measure of cluster size
(mean width-to-height ratios of 1.0 0.1 for week-1 and week-8 clusters, N = 10 for each,
reported with standard error, P = 0.45 and P = 0.63, for week-1 and week8, respectively,
for two-tailed t-test comparisons to the null hypothesis that the mean cluster aspect ratio is
1.00).
Cluster size when spontaneous fracture occurs (referred to throughout as spontaneous
fracture size) and growth rate were obtained via time-series video captured on a Nikon
61
A1R confocal microscope, operating in bright-field mode. Images of unconfined clusters
growing in nutrient-rich media were captured every few minutes.
From analysis of individual fracture events, spontaneous fracture size and size of the
resulting propagules were obtained. Twenty and sixteen fracture events were analyzed for
week-1 and week-8 genotypes, respectively. To observe fracture at the cellular level (im-
possible in large clusters due to light scattering), small clusters were confined to a chamber
whose height was on the order of 3 cell diameters (∼15µm).
The distributions of cluster sizes in a population were also measured via flow cytom-
etry. A population of snowflake yeast clusters was grown for 24h in 10ml of YPD liquid
media and then analyzed on the FL2 channel (580/50nm) of a Sysmex Cyflow Cube 6
flow cytometer. The samples analyzed contained 16,042 and 22,618 week-1 and week-8
clusters, respectively.
The mean spontaneous fracture size and standard deviation are shown in figures 1c and
A.4a (W1 vs W8, p = 7.6×10−14, two-tailed t-test). Mean propagule radius as a percentage
of cluster radius prior to fracture is shown in figure A.2a. Additionally, for the 20 W1 and
16 W8 clusters analyzed, the mean volume post-fracture is 94% (with a standard deviation
of 10%) of the pre-fracture value (p = 0.010 and p = 0.005, for the comparison to the null
hypothesis that total volume after fracture is 100%, for week 1 and week 8, respectively).
Growth rate was determined by measuring the size of a cluster at 5 time points over
several hours. The average across 5 week 1 and 5 week 8 clusters is shown in Figure A.2b.
To confirm that cluster size is accurately measured via in-plane radius, 2 clusters were
measured at several time points as they traversed a distance of approximately 10 cluster
diameters. The measured radii were nearly invariant, and small changes observed were
consistent with growth (Figure A.2c).
Figure A.2d shows the ejection of a propagule from a cluster grown in confinement. Af-
ter ejection, the surrounding cells relax due to the alleviation of internal stress, decreasing
the area subtended by the cells remaining in the initial cluster.
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Figure A.2e illustrates the stress relaxation of a cluster post fracture; branches of cells
mechanically straightened by crowding are allowed to relax, decreasing the total volume of
the cluster and propagule relative to the volume of the cluster prior to fracture.
A.4 Measurement of cluster sizes, growth, and propagule ejection
We measured the fluorescence intensities of 30 randomly chosen chitin bonds (stained by
the process described above) and diameters for each of the week 1 and week 8 genotypes.
Average values and standard deviations are shown in figure A.3; average intensity values
differ by only 3% (Figure A.3a), and diameters differ by ∼ 1% (Figure A.3b) (Week 1
vs. week 8, t = −.35, p = .72 for intensities and t = −.37, p = .71 for diameters,
respectively; two-tailed t-test).
A.5 AFM compression
The AFM measurements reported here were performed on an AFM Workshop Life Sci-
ences model (LS-AFM) atomic force microscope by placing a dilute suspension of snowflake
yeast clusters between a glass slide and a small piece of VWR plastic wrap (catalogue item
number 46610-056) and compressing individual clusters with an AppNano AFM probe
(SPM Probe model ACLA: L = 225µm, W = 40µm, k = 36 − 90Nm−1). To ensure
that our results were not impacted by the presence of the plastic wrap, the experiments
were repeated in an aqueous environment using the LS-AFM Dunk n Scan attachment.
For these experiments, Tipless AppNano cantilevers (part no. FORTA-TL: L = 225µm,
W = 27µm, k = 0.6− 3.7Nm−1) were used to reduce extraneous interactions with a tip.
On a glass surface, clusters readily slide out from beneath the cantilever during compres-
sion. To prevent this, clusters were confined in-plane by 54 and 90µm square Pelco TEM
grid cells.
The plastic wrap method described above is similar to traditional materials testing tech-






















































































Figure A.2: (a) Propagule radius as a percentage of original cluster radius for week 1
and week 8 clusters. (b) Growth rate for week 1 and week 8 clusters. Bars denote one
standard error of the mean. (c) Cluster size varies insignificantly as clusters move across
the microscope field of view. Orange and blue circles represent different clusters. (d) A
confined cluster fractures from the accumulation of internal stress. Neighboring cells relax
upon propagule ejection (red lines). (e) Cartoon illustrating stress-relaxation of a cluster









































Figure A.3: (a) Mean fluorescence intensity of chitin bonds from week 1 and week 8 geno-




























Figure A.4: Data for energy input at fracture vs. cluster radius for week 1 (blue) and week
8 (red) clusters using the aqueous environment AFM method.
acts as one plate, and the plastic wrap acts as the second. As a check to ensure that this
method does not introduce unexpected artifacts, we also directly performed compression
in an aqueous environment with a tipless cantilever; however this method has drawbacks
of its own. In the absence of the plastic wrap, cantilevers with a lower spring constant were
required, and as these were narrower, the application of force on the clusters was more
localized, and therefore less globally uniform. Further, alignment of the cantilever and the
cluster had to be performed using brightfield images, introducing a source of user error.
Additionally, even when confined by the TEM grids, the clusters were far more susceptible
to in-plane movement than they were under the plastic wrap. Thus, this direct compression
serves as a consistency check.
The results of the aqueous method are shown in figure A.4. The linear trends are not
as strong, likely a result of the force not being evenly distributed across the clusteras local
environments within the snowflake become stressed at different rates, the internal stress
inhomogeneity that results from failing to compress the entire cluster evenly likely explains,
at least in part, the increased variance in fracture mechanics.
The superior uniformity of the plastic wrap approach (Regression, x variable: week 1
65
t = −7.4, p = 0.0007; Week 8 t = −3.9, p = 0.012) provides significant experimental
advantages over the tip-only approach (regression, x variable: week 1 t = −3.6, p = .016;
week 8 t = −1.2, p = .28). It is also the more traditional approach (compression between
two plates), though such an approach is not traditionally used at this length scale. However,
the two methods are consistent with each other. They both show that the energy input at
fracture decreases with increasing size for week 1 and week 8. They both show that week 8
clusters take more energy to fracture than week 1 clusters of the same size. Furthermore, ex-
trapolations of the linear fits of energy input at fracture versus radius from both approaches
predict spontaneous fracture sizes that are within error bars of the independently measured
value (Figure A.5a). This indicates that despite experimental uncertainty, we have captured
the important characteristics of snowflake fracture under external compression.
Figure A.5b shows the distribution of spontaneous fracture sizes, with the values pre-
dicted by the AFM experiments overlaid.
Though measurement from flow cytometry lack units, the signals are proportional to
size, facilitating direct comparisons across samples. The trend of larger clusters in the
week 8 genotype is clearly visible (Figure A.5c).
The compression rate (2 × 10−7 m/s) and growth rates (2 × 10−10 m/s and 7 × 10−10
m/s for week 1 and week 8, respectively, t = 3.34, p = 0.003, two-tailed t-test) are slow,
especially when considered in the contest of cluster size (50+ microns). Further, the en-
ergy input trend lines in the compression experiments are consistent with the spontaneous
fracture sizes. If kinetics played a large role in the process, one may have expected that
increasing the rate of change by three orders of magnitude would cause fracture to occur
earlier. Thus, the compression and growth rates are potentially in a quasi-static regime.
A.6 Volume Fraction
To measure volume fraction, snowflake yeast clusters were stained with CellTracker Blue































































Figure A.5: (a) Comparison of spontaneous snowflake fracture size from experiment (solid
fill) and linear extrapolations of linear fit lines from AFM data using the plastic wrap
method (shaded fill) and the aqueous environment method (outlines). Error bars represent
standard deviation for the spontaneous fracture size data and standard error from regression
analysis of the AFM data. (b) Distribution of spontaneous fracture sizes for week 1 (blue)
and week 8 (red). Predictions from linear extrapolation of AFM data shown as vertical
lines for plastic wrap (dotted) and aqueous (dashed) methods. (c) Distribution of cluster
size in population after 24 hours of growth measured via flow cytometry.
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dilute sample of stained snowflake yeast clusters suspended in water was placed beneath
an 18 m square coverslip on a glass slide. Images of individual clusters were taken and





where r is radius and A is area; volumes were calculated using this radius and a spherical
approximation.
Gradual evaporation of the water caused surface tension to pull the coverslip closer
to the slide, compressing the snowflake clusters to a monolayer of cells. Cells were then
counted via maxima identification in Fiji. Finally, volume fraction was calculated by mul-
tiplying the number of cells by the mean volume of a cell (see below for details) and then
dividing by the volume of the cluster.
Despite the fact that genotypes isolated from a given week are not necessarily descen-
dant from genotypes isolated from a prior week, we chose to include two intermediate
points in our volume fraction measurement. As figure 6a shows, the distribution of cellular
aspect ratio in the week 4 and week 6 genotypes are intermediate to those of week 1 and
week 8 (Aspect Ratio Statistics: W1 vs. W8 t = −26, p = 3 × 10−136; W4 vs. W8
t = −22, p = 1 × 10−99; W6 vs. W8 t = −18, p = 1 × 10−69; W4 vs. W6 t = −4.8,
p = 2× 10−6; W1 vs. W6 t = −9.5, p = 4× 10−21; W1 vs. W4 t = −4.5, p = 6× 10−6,
two-tailed t-tests). Figure 6b shows the high agreement between experiment and simulation
for number of cells as a function of radius. Interestingly, mean cellular volume decreases
from week 1 to 6 before increasing significantly in week 8, resulting in the overlap of the
curves for weeks 1, 4 and 6 in figure 6b (Mean cell volume in cubic microns: W1 = 165,
W4 = 149, W6 = 140, W8 = 274). Using the mean cellular volume for each genotype and
a spherical approximation for cluster volume, this data is converted to volume fraction and
plotted versus cluster radius in figure 6c. Figure 6d shows the mean volume fraction for
weeks 1, 4, 6, and 8; volume fraction decreases by nearly 30 percent between weeks 1
and 8. Data was collected for 21 W8 clusters, 29 W4 clusters, 27 W6 clusters, and 26 W8
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Figure A.6: Volume fraction of snowflake yeast decreases as they evolve. (a) Fraction of
cells with aspect ratio below for week 1 (blue), week 4 (yellow), week 6 (green) and week 8
(red) genotypes. (b) Number of cells vs. cluster radius for all 4 genotypes from experiment
(dots) and simulation (lines). (c) Volume fraction vs. cluster radius, with means indicated
by horizontal lines. (d) Mean volume fraction. Bars denote the standard error of the mean.
p = 0.06; W4 vs W6 t = 2.37, p = 0.02; W6 vs W8 t = 4.6, p = 2.6 × 10−5; W1 vs W6
t = 4.1, p = 0.0002; W4 vs W8 t = 6.9, p = 6.0× 10−9, two-tailed t-tests).
A.6.1 Calculations
Cluster radius





where A is the in-plane area measured via microscopy.
Energy input at fracture





where f is the applied force at fracture and d is the displacement of the cantilever. As the


















where width (W ) and length (L) are mean values across the populationsingle-cell proper-
ties determined from genotypes reverted to unicellularity as described above in the section






where Ncell is the number of cells, Vcell is cell volume (see ’Cell volume’ calculation)
and Vcluster is the volume of the cluster approximated from the cluster radius (see ’Cluster
radius (r)’ calculation).
All P values from t-tests are two-tailed.
A.7 Understanding constant force and decreasing energy input at fracture
To understand the counter-intuitive combination of decreasing energy input at fracture and
constant applied force at fracture, consider the behavior of a 1-D system consisting of two
springs attached to two separate walls, with a block between them (Figure A.7a). The
springs are initially each compressed by a distance d; they each push the block with forces










Figure A.7: Compression of spring system (a-b) is analogous to cellular deformations
within a snowflake cluster (c).
to the left, the spring on the right is relaxed, and supplies no force. Instead, the entire force
of F=k2d must be provided by the external force (Figure A.7b). However, this change only
requires external energy input of ∆E = 3
2
kd2, rather than ∆E = 2kd2. Thus internal
stresses in this block-spring model decrease the required energy input but not the required
applied force to fracture.
This model captures the pertinent features of snowflake mechanics; namely, constant
force at fracture and the inverse relationship between size and energy input at fracture. The
block-spring system is potentially analogous to the trio of cells diagrammed in figure A.7c.
A cell is perturbed from its equilibrium position by the growth of a second cell; they share
the resultant stress by deforming from their equilibrium positions. With the application of
a force external to the pictured 3-cell system, the cell on the left is pushed farther from
equilibrium, while the cell on the right returns to its original, unperturbed position.
A.8 Angle of attachment measurement
The angle of attachment used in the simulations is extracted from experimental images of
revertant cells via image analysis using the Fiji angle measurement tool. The mean angle
was 42.4◦ with a standard deviation of 10.0◦ (N = 20). The rather large standard devia-
tion is due to extracting the angle from a 2D image. Cells are selected for measurement if
their entire perimeter is in focus, and their bud scar lies to the side, allowing the angle to
be measured in-plane. While this measurement is sufficient to set an angle for the simula-
tions (which do not qualitatively depend on the angle, and only exhibit a weak quantitative
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dependence), full 3D images are necessary to better quantify this angle and its variance.
A.9 Simulation
Snowflake yeast are modelled as prolate spheroids in a geometric Python program. The
program has a number of controllable parameters including size, allowed overlap, angle of
attachment and aspect ratio.
In general, the program constructs a model of a snowflake yeast cluster one generation
at a time starting with an initial basal parent cell. Each generation, every cell in the cluster is
given the opportunity to attempt reproduction. A parent cell can spawn a daughter cell only
if the centre-to-centre distance between the prospective daughter cell and its neighbours is
less than a specified amount, which we call the overlap parameter. For the experiments
reported here, the overlap parameter was set to 50% of the cells in-plane radius. This value
was chosen as it approximates the minimum spacing set by the size of the chitin bonds.
However, changing the overlap parameter does not qualitatively change the phenomena
reported, it simply changes the magnitude of the effect.
The location on a parent cell at which a daughter is spawned is determined via the
following protocol. Each cell, except the basal cell, has an 80% chance of spawning its
first daughter at the distal pole (that is, directly opposite its own point of attachment) and
a 20% chance of spawning a cell at a specified angle of attachment (Appendix A Fig.
A.6). Subsequent daughters are spawned at a random location at this specified angle of
attachment. Additionally, the model incorporates stochastic random variance (up to 10%)
in the angles at which daughters are spawned. This helps to create clusters that realistically
imitate the stochasticity of their biological counterparts. For the results reported here, the
angle of attachment was set to 45◦, which is similar to what is observed experimentally
(42.4◦ with standard deviation of 10◦, N = 20 for both week 1 and week 8). Again,
varying the angle of attachment (between 22.5 and 60◦) changed only the magnitude of the




Figure A.8: (a) Angle of attachment, , between mother cell (blue) and daughter cell (green).
(b) The value of the linear overlap between two cells is equal to the length of the red line.
To quickly determine the degree to which two cells overlap, we utilize a mathematical
procedure to fill each ellipsoidal cell with five spheres that mimic the shape and extension
of the cell. These spheres are concentric with the ellipsoids centre, foci and midpoints
between the centre and the foci, and their radii are equal to that of the circular cross-section
of the ellipsoid at their location. To measure overlap, the centre-to-centre distance, d, is
compared with the sum of the radii of each pair of intercellular spheres, r1 + r2.
From the overlap between two cells, the effective elastic energy, Ueff , was calculated
using both harmonic:
Ueff = (d− r1 − r2)2 (A.6)
and Hertzian models:
Ueff = (d− r1 − r2)2.5 (A.7)
For 100 12-generation clusters constructed of cells with aspect ratios randomly cho-
sen from the week 1, 4, 6, and 8 distributions with an angle of attachment of 45 degrees
(Figure A.8a), the average cumulative overlap squared per cluster (a) and per cell (b) as
a function of the number of cells are shown in figure A.9. Cumulative overlap squared







































































Figure A.9: Total average cumulative squared overlap, or effective elastic energy, in each
cluster (a) and per cell (b) vs. number of cells for simulated clusters consisting of week 1
(blue), week 4 (yellow), week 6 (green) and week 8 cells (red).
For clusters of any size, those containing cells with aspect ratios drawn from the week
1 distribution have approximately twice the cumulative squared overlap of those consist-
ing of cells from the week 8 distribution. Additionally, clusters consisting of cells from
earlier evolutionary time points have more total cumulative overlap squared and more cu-
mulative overlap squared per cell. Note that even though simulated clusters begin from a
single cellwhereas real snowflake yeast clusters form from a propagulethe geometric sim-
ulations are unaffected by the starting point, as they are purely structural, and do not allow
for dynamic relaxation. The model nonetheless accurately reproduces the geometry of
snowflake yeast clusters because they grow according to simple rules, and previously pub-
lished experiments examining clusters started from mechanically sheared single cells and
recently-detached propagules show they have the same geometry (Ratcliff et. al., 2015,
Nature Communications) [35].
When using the simulation to predict spontaneous fracture size, we considered both
harmonic and Hertzian models. Figure 3e shows the harmonic model; if we use a Hertzian
model instead, the relative trends are nearly unchanged (Figure A.10). Since we are using
the model to investigate relative differences between genotypes and not to predict physical
values for the energy required to fracture a cluster, it makes no difference whether we use
the Hertzian or harmonic model.
When investigating the packing of daughter cells on a single parent cell, the simulation
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Figure A.10: From simulation, energy input required to fracture a cluster using a Hertzian
model plotted versus cluster radius. The darker data series use the energy threshold set by
the week 1 genotype, and the lighter series use the threshold set by the week 8 genotype.
was modified so that a single cell repeatedly attempted to reproduce until it failed 100
consecutive times, indicating that it was highly unlikely that another cell could be placed.
The aspect ratio for all cells was randomly selected from distributions of cellular aspect
ratios obtained from experiment. 1000 trials were performed from each of the distributions,
and the results were averaged and are shown in figure A.11.
A.10 Evidence for the causal relationship between cellular elongation and increased
cluster size
To examine this claim in detail, we separate it into 5 sub-claims:
1. Clusters evolved to have lower volume fractions.
2. Clusters evolved to accumulate internal stress during growth at a lower rate, which
allows them to access larger sizes.
3. Individual cells evolve increased ellipticity.









Number of Cells Cumulative Overlap
Squared
Figure A.11: Average number of cells added and cumulative overlap squared for maximally
packed daughters on a single parent cell for week 1 (blue) and week 8 (red) cells. The units
of cumulative overlap squared are arbitrary, and so values have been normalized so as to
be on the same scale as the number of cells added. Error bars show standard error (error in
number of cells too small to display).
5. The decrease in volume fraction facilitates the slower accumulation of internal stress.
Sub-claims 1, 2, and 3 are directly demonstrated in experiments, with data shown in Fig.
2.2b, 2.2d, and 2.3a, respectively. We directly observe a statistically significant decrease in
volume fraction from week 1 to week 8 (p = 6 × 10−10). We directly observe a decrease
in the rate of stress accumulation as a function of size between week 1 and week 8 (p =
4.7 × 10−5). We directly observe a statistically significant change in the distribution of
ellipticity across individual cells (p = 3× 10−136).
Support for sub-claim 4 comes from simulations and previously published experiments;
however, while this is indirect, it is certainly strong enough to be compelling. In simula-
tions, we show that the geometrical effect of this shift in aspect ratio is sufficient to account
for the evolved decrease in volume fraction; in fact, with only the experimentally observed
aspect ratios as input, the simulations predicts the experimentally observed volume frac-
tions with remarkable accuracy - the slope of the best linear fit between experimental and
simulated volume fractions is 0.998 with r2 = 0.94. The application of the results of the
simulations to the experimental system relies only on the robustness of the snowflake yeast
growth form, which has been experimentally validated in previous exhaustive experiments
across clusters with different sizes and from different weeks [35]. With the growth form
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validated, this becomes a question of geometry: how does volume fraction change when
the growth form is constant, but the distribution of aspect ratios changes?
Sub-claim 5 is also supported indirectly. However, it only requires that granular physics
- related to the jamming transition - hold: for granular matter, the stiffness is directly
proportional to the number of contacts between particles, which, in turn, is directly propor-
tional to the volume fraction [70]. A recent publication in Nature Physics demonstrated that
these physics do indeed hold for a different strain of yeast [138]. In our system, as clusters
increase in size, individual cells produce more offspring, directly increasing the number
of inter-cellular contacts. In fact, we directly observe that cluster stiffness increases with
cluster size (Figure 2c - note that percent strain at fracture decreases as size increases).
While our model is indeed minimal, it is remarkable that geometry alone captures much of
the structural nature of snowflake yeast; in fact, as there are reasons to favor simple models
over more complex ones [139, 140, 141].
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APPENDIX B
SUPPLEMENT TO CHAPTER 3
B.1 Experimental Measurements
Experimental measurements used for comparisons with the model in this manuscript were
originally reported in [42]. Measurements of cellular aspect ratio (α) and angle of at-
tachment (θ) were performed on cells from populations of snowflake yeast cells that had
been reverted to unicellularity using the lithium acetate / PEG / single-stranded carrier
DNA method as described in Ratcliff et. al.[35]. This reversion was accomplished by
replacing a single non-functional copy of ace2 (a mutation that arose during experimen-
tal evolution) with a functional, ancestral copy. Thus these revertants are thus genetically
identical to their snowflake counterparts, with the exception that they are capable of normal
mother-daughter cellular separation after mitosis. Revertants were used because they allow
for precise measurements of cellular morphology that would have been far more difficult
within three-dimensional snowflake clusters. A previous study confirmed that the geometry
of revertant cells is not fundamentally different from those within snowflake clusters[42].
Aspect ratio was measured by imaging several fields of view with a Nikon A1R confo-
cal microscope, and using the particle tracking feature in the image analysis software Fiji.
(Statistics: week 1 N = 2128; week 8 N = 1961). To measure the angle of attachment,
bud scars (attachment cites) were stained with calcoflour (Fluorescent Brightener 28 from
MP Biomedicals, LLC) using the following procedure: a 1:10 dilution of cells from steady
state was rinsed and resuspended in deionized water. Then calcoflour was added at a 1:100
dilution from a stock solution of 1 mg/mL calcoflour/water, and this mixture was incubated
in the dark at room temperature for at least 10 minutes. Before imaging, the cells were
again rinsed and resuspended in deionized water. θ measurements were obtained from 3D
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confocal images of individual cells bearing at least 4 bud scars (Statistics: N = 10 for week












































































































Figure B.1: (a) Number of cells versus cluster radius for genotypes isolated after 1 (or-
ange circle), 4 (green square), 6 (blue diamond), and 8 (purple triangle) weeks of daily
settling speed selection. Experimental (distinct points) and simulation (continuous lines)
are shown, where the simulation data is the mean over 100 clusters. (b) Mean simulation
versus mean experimental volume fraction; linear trendline slope = .998, r2 = .94. (c) Ex-
perimentally observed (solid) and simulation-predicted (checkered) spontaneous fracture
sizes for week 1 and week 8 clusters. Error bars represent standard deviation. This data
was originally published in Jacobeen et. al., 2018 [42] (d) Cumulative distribution plot of
the fraction of energy contained in a given concentric spherical volume within a cluster
(inset; concentric expanding volumes) for 10 trials of a simulation with α = 1.5, θ = 54◦.
This validation was originally performed in Jacobeen et. al., 2018, and further expla-
nation of these experiments are contained therein[42]. To validate the minimal geometric
model, we performed simulations utilizing experimentally observed values of θ and α, and
compared several measurements of cluster properties across experiments and simulations.
For the validation, θ was set to 45 degrees (with up to 10% random variance)–similar to
what is observed experimentally[42]–and α was randomly seeded with experimentally-
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obtained cellular aspect ratio distributions obtained from revertant cells from populations
of snowflakes that had been isolated after 1, 4, 6, and 8 weeks of evolution. For each
distribution, 100 independent clusters were simulated for 12 generations.
First we assessed the number of cells per cluster as a function of cluster radius. Clus-
ter radius was obtained from a circular approximation of the in-plane area of an intact
cluster. Cell counts were then obtained from microscopy images of clusters that had been
compressed to a cellular monolayer. Figure 5a shows the remarkable agreement between
simulation and experiment in the number of cells as a function of cluster radius for all 4
genotypes.
Next, we compared volume fraction, which was obtained by multiplying the number of
cells by mean cell volume and dividing by the total volume of the cluster. Again, astound-
ing similarity between experimental and simulated results is observed (Fig. B.1b); mean
volume fraction from simulation is plotted versus that obtained from experiment (trendline
slope = .998, r2 = .94).
Finally, we used U to predict fracture size. Mean spontaneous fracture size of week 1
and week 8 genotypes was obtained from time-lapse microscopy videos of unconstrained
cluster growth and fracture[42]. By setting Uc to the value predicted by the spontaneous
fracture size of one genotype, the spontaneous fracture size of the other is predicted to well
within one standard deviation (Fig. B.1c). In agreement with experimental observations
[42], stress accumulation is concentrated in the core of the cluster (Fig. B.1d). Collec-
tively, the remarkable agreement between simulation and experiment in number of cells
versus radius, volume fraction, and fracture size offers compelling evidence that despite its
lack of dynamics, our minimal geometric model accurately describes many of the structural
aspects of snowflake yeast clusters. This in turn suggests that physically-imposed geomet-
ric constraints play a critical role in determining the structure and fitness of snowflake
yeast.
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B.3 ’Magic Angle’ packing
The optimal budding angle θ = 54◦ observed in simulations can perhaps be understood
through an analogy to the packing of cones. Daughters attach to a parent cell with an angle
of attachment θ; this angle defines a budding ring along its surface (Fig B.2a). The set of all
possible placements for daughter cells along this ring defines a cone-shaped volume (Fig.




· L3 · sin2 θ cos θ (B.1)
.
Maximizing V while keeping the number of cells fixed is equivalent to minimizing vol-
ume fraction; V is maximized at the so-called ’magic angle,’ θ = 54.7◦ [81], independent
of cell aspect ratio. Thus our simulations suggest that N is maximized when the volume of




Figure B.2: (a) Parent cell with a budding ring (red dashed line) defined by angle of attach-
ment θ, and daughter cell attached at the point marked by the yellow star. (b) A cone is
formed by considering the set of possible placements for the daughter cell.
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APPENDIX C
SUPPLEMENT TO CHAPTER 4
C.1 Evolution Protocol
C.1.1 Growth
Cultures were grown to steady state in a Symphony Incubating Orbital Shaker Model 3500I
at 250 RPM and 30◦C for 24 hours in 10 mL of YPD (10 g · l−1 yeast extract, 20 g · l−1
peptone and 20 g · l−1 dextrose) into which had been added 200mg/L G418 sulfate (VWR
catalog number 97063-060). The antibiotic G418 was used because of the unavoidably
high chance of contamination during the compression stage of the protocol; by using a
G418-resistant strain of snowflake yeast and media that contained G418, contamination
was avoided for the duration of the experiment.
C.1.2 Compression protocol
In order to compress a sufficiently large percentage of the population, steady state cultures
were concentrated to a paste-like density via centrifugation in a 15 mL centrifuge tube at
6.5k g for 1 minute and the supernatant was removed. Next, 200 µL of this concentrated
cluster paste was placed, in 2 100 µL drops, at 1/3 intervals on the long axis of a 50mm x
75mm glass slide. Another slide of the same dimensions was then placed on top of these,
and the resulting slide-cluster-slide ’sandwich’ was placed between the compression plates
of a Zwick Universal Testing Machine and compressed for 15 seconds with a force of
1000N (using the force-controlled creep test protocol for 1000N, 15s). After compression,
the crushed clusters were transferred via careful rinsing (performed with a 1000 µL pipette)
with sterile H2O into a 1.5 mL micro centrifuge tube. Inevitably some clusters (no more
than 10%) remained on the slides and were lost. Before selection, the total volume in the
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centrifuge tube was brought to 1.5 mL by the addition of sterile H2O.
C.1.3 Settling speed selection
Settling speed selection was performed by allowing the tube to rest upright for 5 minutes
after which the upper 1.4ml 93% of the volume was removed by pipette. The remaining
100 µL was transferred to a fresh tube containing 10 mL of YPD, thus re-initiating the
growth phase.
C.1.4 Replicates and control
6 separate replicates were evolved under this protocol for 8 weeks, with checkpoint samples
collected and frozen each week.
In addition, 6 replicates of a ’control’ were evolved under a similar protocol that lacked
the compression step. This was nearly identical to the evolution performed in Ratcliff et.
al., 2012[34], we repeated it here so as to have a controlled comparison.
The control protocol is essentially the same as the compression protocol, except that
compression was not performed. Though strictly unnecessary for settling speed selection
and growth, for consistency the control protocol included the centrifugation of steady state
culture into a dense paste. 180 µL of this paste was then transferred directly to a micro
centrifuge tube, and the addition of sterile water brought the total volume to 1.5 mL. The
10% reduction in amount of paste used in the control protocol was intended to compen-
sate for the clusters lost in transferring from the glass slides in the compression protocol.
This compensation was motivated by an attempt to start the growth phase with roughly
comparable numbers of clusters in both cases.
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APPENDIX D
SUPPLEMENT TO CHAPTER 5
D.1 Simulation: Structure
This section provides a summary of the mathematical function of the simulation.
The fitness of each individual within a group is defined as:
Wi = AiBi (D.1)
In order to model the costs of functional specialization of the individual units, we in-
clude a parameter, α, that allows us to vary the cost/benefit relationship of performing a
particular function. The individual’s output for each function is given by:
Ai = I
αA
A , Bi = I
αB
B (D.2)
where I is the investment in each function, and each individual within the group is subject
to the constraint
IA + IB = 1 (D.3)
For simplicity, we have considered only the case where the functional returns are equal for
both functions, that is:
αA = αB (D.4)
We note that α = 1 yields linear returns on the investment in specialization, while α > 1
and α < 1 yield super-linear and sub-linear returns, respectively. Thus, the evolutionary
incentive for specialization increases with α.
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For a group of autonomous, non-interacting individuals, the fitness of a group (W ) is








This is equivalent to the trace of the fitness matrix W, or the sum of element-wise Hadamard
product of W and the n× n identity matrix In:
W = tr(W) = sum(W ◦ In) (D.6)
where W is the product of A and B−1, column and row vectors containing the values of A
and B for each of the individuals in the group:















Equations D.5 and D.6 are equivalent because the trace and element-wise multiplication
with the identity matrix eliminates all off-diagonal terms (those were i 6= j).
To allow for functional integration between individuals of a group, we generalize the
identity matrix I in equation D.6 to a connectivity matrix C. Equation D.5 can be similarly
generalized by including a second sum and a connectivity term, ci,j which is the element at
position i, j of the connectivity matrix C:






Note that for any C, the diagonal (ci=j) terms must always be 1 because of each individuals
inherent self term. The off-diagonal entries in C can take any value between 0 and 1, and
this value represents the functional integration strength between the interacting individuals,
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or how much of their functional output is shared across connections. In order to make
comparisons between fitness of groups with different Cs, C is always normalized by the
sum of its entries; because we consider in this paper only cases in which all individuals
have an equal number of connections, this normalization correctly distributes the functional
outputs.
D.2 Specialization
In this simulation, specialization is measured by a mean quantity of the same name that
ranges from 0 (for generalists) to 1 (for specialists). It is calculated as follows:
Specialization =
∑n
i=1 2 · (max(IAn , IBn).− 5)
n
(D.9)
where n is the number of individuals in the group. For the results reported here, ’special-
ization’ refers to the mean specialization of the 10% of groups with the highest fitness. We
say that specialization has occurred if this mean value is in excess of .9.
D.3 Connection Types
Here we expand on the discussion in the main text of the case in which αA,B = 1. In
the case of a fully connected group (C = Jn), there is no fitness difference between the
generalist and specialist configurations. For the generalist case, each connection-including
self terms-contributes IAIB = .5 · .5 = .25 to the fitness of the group. On the other hand, if
all members of the group are specialists, 3/4 of the terms in WC are zero, as half of each
of the Ais and Bjs are 0. The other 1/4 of the terms, however (those for Ai = Bj = 1),
have a value of 1. Therefore,







of the terms in W contribute to the fitness in the specialist case, there
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w = .25n2 w = n2 / 4= w = .25(n2/2 + n) < w = .25(1/4 n2 + n) <<
(a) (b) (c)








































































Figure D.1: CONNECTION TYPES (a) Heat map of specialization as a function of func-
tional interaction strength and specialization power for a fully connected group. Orange
line indicates the limit of super-linear returns on specialization (P = 1). Schematics show
connection structure for a simplified 6-individual system, with generalists on the left (pur-
ple nodes) and specialists on the right (red and blue nodes). Dashed lines indicate edges
in C that correspond to terms in W that do not contribute to fitness. (b) Specialization as
a function of functional interaction strength and specialization power for a symmetric net-
work optimized for the evolution of specialization. (c) Relaxing the symmetry constraint
and removing all off-diagonal entries in C that do not contribute to the fitness yields the
network best suited for the evolution of specialization. Here the color of the connections in
the schematic indicates that connections are ’directed’; e.g. is if individual i specializes in
parameter A and individual j specializes in B, the term AiBjcij is included in the calcula-
tion of W , but AjBicji is omitted. All simulations performed on populations of 100 groups
of 10 individuals for 100 rounds of evolution. (d) Ratio Wspc
Wgen
for a group of 10 individuals
with αA = αB = cij = 1 for all i,j. If connections that contribute to Wspc are exclusively
added first, specialization rapidly becomes favored (solid orange line). If connections that
only contribute to Wgen are exclusively added first, specialization is never favored (solid
purple line). These effects are exacerbated by allowing for non-mutual, directed interac-
tions (dashed orange and purple lines, respectively). If connections are randomly added,
specialization can occasionally be favored, but on average it is not (gray lines; solid for
the mutual interaction case, and dashed for the directed case). Configurations explored in
panels a-c are labeled at the appropriate location in panel d.
are terms in C whose value has no impact on the fitness of the group. This is because
for (Ai, Bj) pairs (1, 0) or (0, 1) Wi,j = AiBjcij = 0, irrespective of the value of cij .
Removing these connections from C therefore leaves the value of Wspc unchanged, but
decreases Wgen by a factor of .25(n
2
2
−n), were the factor of n is the result of the inevitable









This inequality can be further exacerbated by relaxing the symmetry constraint such
that we can drop the (0, 0)j, i pairs associated with the (1, 1)i, j pairs. In this case the








Specialization is favored when Wspc > Wgen, or when the ratio
Wspc
Wgen
> 1. While the
connection structure dictates the evolution of the group in our simulation, for purposes
of illustration we now consider the case of a group of predetermined generalists or spe-
cialists. The value of the ratio Wspc > Wgen depends highly on what type of connections
exist within the group; if connections that contribute to fitness in the case of specialization–
’specialist connections’–are exclusively added first, specialization quickly becomes favored
(figure S1d). On the other hand, if only ’generalist connections’ are added first, specializa-
tion is never favored. Again, the strength of this effect is exacerbated by breaking the sym-
metry of C and allowing for directed specialist connections. If connections are randomly
added, specialization can be slightly favored due to the stochastic choice of connection
type, but the mean value of the ratio Wspc
Wgen
never exceeds one.
To find the minimum value of αA,B for which specialization can evolve, we remove our
initial assumption that αA,B = 1 and replace .25 in Wgen with (.5P )2. Solving this general














For n = 10 and n = 100, equation D.12 takes approximate values of α10minsym = .63
and α100minsym = .51 respectively, while equation D.13 yields α10minasym = .24 and
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α100minasym = .028. These limits on complete specialization are consistent with the re-
sults in Figure 3. While this binary simplification of the system as either generalists or
specialists exemplifies powerful role of group structure in the evolution of specialization,
it must be noted here that our evolutionary algorithm does not treat these cases as binary.
Rather it blindly optimizes groups under selection, and so may well settle on intermediate
cases of ’partial specialization’ as seen in figure 3b and 3c.
Finally, to discover the minimum exponent for which specialization is possible (in the
infinitely large, symmetric case), we set the fitness advantage of adding a connection to a
group of generalists equal to that of adding an unlike-specialists connection in a group of
specialists
2× (.5α)2 = (1α)2 (D.15)
Solving equation D.15 yields α = .5, so for groups of any size, the α for which spe-
cialization is possible is α > .5.
D.4 Simulation: Evolution Parameters
The ’deterministic’ selection used throughout this work acts by selecting the fittest 10% of
groups and coping them tenfold (with resource redistribution) to replenish the population
for the next round of selection (figure 1b,c). To ensure that this was not influencing the
final equilibrium configurations, we tested tested a ’probabilistic’ evolution protocol that
selected 10 groups via fitness-weighted random selection. We find that these selection
protocols yield identical results; compare the heat maps in the first row of figure S2 to
those in figures 2a, 2c, and S1c.
The evolution of groups in our simulation is controlled by 2 parameters: population size
and number of steps. 100 was chosen for both population size and the number of rounds of
selection as these values were sufficient for the system to reach stable, equilibrium config-
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Figure D.2: SIMULATION PARAMETERS. Results of using probabilistic (versus deter-
ministic) selection, increasing by a factor of 10 the number of steps, size of the population,
or size of the groups in our simulation. In the cases of noninteracting individuals (a) and
groups in which members are constantly connected to two ’neighbors’ (b), there is no
significant difference when any of these parameters are varied. (c) In the case of groups
interacting via an asymmetric C optimized for specialization, we observe increased spe-
cialization with increased group size.
for both population size and selection steps of 1000 for the noninteracting case (S2a, figure
2a), the case of 2 constant connections (S2b, figure 2c), and the asymmetric case optimized
for specialization (S2c, figure 3c). Note that there is no difference in the specialization of
the final configuration when population size or number of steps are increased.
We also explored the result of increasing group size from 10 to 100 in each of the three
cases mentioned above. Only in the third case is group size dependence demonstrated;
consistent with previous work, specialization is more readily achieved with increased group
size. When simulating groups of 100, the threshold for deleterious mutations was decreased
to .1% of group fitness; this kept the simulation size-invariant by preserving at 10% the
maximum possible loss in group fitness from one round of resource redistribution.
Finally, we tested the results of raising the threshold for the allowance of deleterious
mutations; allowing mutations that were deleterious by 5 or 10 percent rather than the 1%
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Figure D.3: DELETERIOUS MUTATIONS. (a) Heat map of specialization as a function
of specialization power and functional interaction strength for two constant neighbors with
a deleterious mutation threshold of 1%. As the deleterious mutation threshold is raised, the
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H. Sparks, J. Anderson, R. Bakarić, V. Luria, A. Karger, M. W. Kirschner, P. M.
Durand, R. E. Michod, H. Nozaki, and B. J.S. C. Olson, “The gonium pectorale
genome demonstrates co-option of cell cycle regulation during the evolution of
multicellularity,” Nature Communications, vol. 7, 11370 EP –, Apr. 22, 2016.
[31] J. B. Kirkegaard, A. Bouillant, A. O. Marron, K. C. Leptos, and R. E. Goldstein,
“Aerotaxis in the closest relatives of animals,” eLife, vol. 5, R. M. Berry, Ed.,
e18109, Nov. 2016.
[32] D. P. Anderson, D. S. Whitney, V. Hanson-Smith, A. Woznica, W. Campodonico-
Burnett, B. F. Volkman, N. King, J. W. Thornton, and K. E. Prehoda, “Evolution
of an ancient protein function involved in organized multicellularity in animals,”
eLife, vol. 5, J. D. Bloom, Ed., e10147, Jan. 2016.
[33] W. C. Ratcliff, R. F. Denison, M. Borrello, and M. Travisano, “Experimental evolu-
tion of multicellularity,” Proceedings of the National Academy of Sciences, vol. 109,
no. 5, pp. 201 115 323–1600, Jan. 2012.
[34] W. C. Ratcliff, J. T. Pentz, and M. Travisano, “Tempo and mode of multicellu-
lar adaptation in experimentally evolved Saccharomyces cerevisiae,” Evolution,
vol. 67, no. 6, pp. 1573–1581, Feb. 2013.
[35] W. C. Ratcliff, J. D. Fankhauser, D. W. Rogers, D. Greig, and M. Travisano, “Ori-
gins of multicellular evolvability in snowflake yeast,” Nature Communications,
vol. 6, pp. 6102+, Jan. 2015.
94
[36] M. D. Herron and R. E. Michod, “Evolution of complexity in the volvocine al-
gae: Transitions in individuality through darwin’s eye,” Evolution, vol. 62, no. 2,
pp. 436–451,
[37] M. Herron, “Many from one: Lessons from the volvocine algae on the evolution of
multicellularity,” Communicative & Integrative Biology, vol. 2, no. 4, pp. 368–370,
2009, PMID: 19721894.
[38] M. D. HERRON, “Origins of multicellular complexity: Volvox and the volvocine
algae,” Molecular ecology, vol. 25, no. 6, pp. 1213–1223, Mar. 2016.
[39] J. Pentz, M. Travisano, and W. Ratcliff, “Clonal development is evolutionarily su-
perior to aggregation in wild-collected saccharomyces cerevisiae,” The 2018 Con-
ference on Artificial Life: A Hybrid of the European Conference on Artificial Life
(ECAL) and the International Conference on the Synthesis and Simulation of Living
Systems (ALIFE), pp. 550–554, 2014.
[40] H. C. Plotkin, The Role of Behavior in Evolution. MIT Press, 1988, ISBN: 9780262161077.
[41] A. Donev, I. Cisse, D. Sachs, E. A. Variano, F. H. Stillinger, R. Connelly, S. Torquato,
and P. M. Chaikin, “Improving the density of jammed disordered packings using
ellipsoids,” Science, vol. 303, no. 5660, pp. 990–993, 2004.
[42] S. Jacobeen, J. T. Pentz, E. C. Graba, C. G. Brandys, W. C. Ratcliff, and P. J.
Yunker, “Cellular packing, mechanical stress and the evolution of multicellularity,”
Nature Physics, vol. 14, pp. 268–290, 2018.
[43] S. Jacobeen, E. C. Graba, C. G. Brandys, T. C. Day, W. C. Ratcliff, and P. J. Yunker,
“Geometry, packing, and evolutionary paths to increased multicellular size,” Phys.
Rev. E, vol. 97, p. 050 401, 5 May 2018.
[44] D. T. Fraebel, H. Mickalide, D. Schnitkey, J. Merritt, T. E. Kuhlman, and S. Kuehn,
“Environment determines evolutionary trajectory in a constrained phenotypic space,”
eLife, vol. 6, W. Shou, Ed., e24669, Mar. 2017.
[45] T. Nakayama, K. Yakubo, and R. L. Orbach, “Dynamical properties of fractal net-
works: Scaling, numerical simulations, and physical realizations,” Rev. Mod. Phys.,
vol. 66, pp. 381–443, 2 Apr. 1994.
[46] R. Orbach, “Dynamics of fractal networks,” Science, vol. 231, no. 4740, pp. 814–
819, 1986.
[47] S. Ornes, “Core concept: How nonequilibrium thermodynamics speaks to the mys-
tery of life,” Proceedings of the National Academy of Sciences, vol. 114, no. 3,
pp. 423–424, 2017.
95
[48] S. C. Stearns, “Trade-offs in life-history evolution,” Functional Ecology, vol. 3,
no. 3, pp. 259–268, 1989.
[49] T. Brunet and N. King, “The origin of animal multicellularity and cell differentia-
tion,” Developmental Cell, vol. 43, no. 2, pp. 124–140, Oct. 23, 2017.
[50] T. Cavalier-Smith, “Origin of animal multicellularity: Precursors, causes, conse-
quences—the choanoflagellate/sponge transition, neurogenesis and the cambrian
explosion,” Philosophical Transactions of the Royal Society of London B: Biologi-
cal Sciences, vol. 372, no. 1713, 2017.
[51] D. C. Queller and J. E. Strassmann, “Beyond society: The evolution of organis-
mality,” Philosophical Transactions of the Royal Society of London B: Biological
Sciences, vol. 364, no. 1533, pp. 3143–3155, 2009.
[52] L. Sagan, “On the origin of mitosing cells,” Journal of Theoretical Biology, vol. 14,
no. 3, pp. 225 –274, 1967.
[53] P. Godfrey-Smith, “Reproduction, symbiosis, and the eukaryotic cell,” Proceedings
of the National Academy of Sciences, vol. 112, no. 33, pp. 10 120–10 125, 2015.
[54] M. B. Dunn, “Evolutionary transitions in individuality and selection in societal
evolution,” in Handbook on Evolution and Society. Routledge, Jan. 2015, ISBN:
9781315634203.
[55] R. T.J. H. Maryanski Alexandra; Machalek, Handbook on Evolution and Society:
Toward an Evolutionary Social Science. Routledge, Nov. 2015, ISBN: 9781317258322.
[56] R. E. Michod, “Darwinian dynamics: Evolutionary transitions in fitness and indi-
viduality,” Complexity, vol. 5, no. 1, pp. 42–43, 1999.
[57] ——, “Evolution of individuality during the transition from unicellular to multicel-
lular life,” Proceedings of the National Academy of Sciences, vol. 104, no. suppl 1,
pp. 8613–8618, 2007.
[58] M. P. Leslie, D. E. Shelton, and R. E. Michod, “Generation time and fitness trade-
offs during the evolution of multicellularity,” Journal of Theoretical Biology, vol. 430,
pp. 92 –102, 2017.
[59] R. E. Michod and A. M. Nedelcu, “On the reorganization of fitness during evolu-
tionary transitions in individuality1,” Integrative and Comparative Biology, vol. 43,
no. 1, pp. 64–73, 2003.
96
[60] H. J. Goldsby, D. B. Knoester, C. Ofria, and B. Kerr, “The evolutionary origin of
somatic cells under the dirty work hypothesis,” PLOS Biology, vol. 12, no. 5, pp. 1–
11, May 2014.
[61] R. E. Michod, Y. Viossat, C. A. Solari, M. Hurand, and A. M. Nedelcu, “Life-
history evolution and the origin of multicellularity,” Journal of Theoretical Biology,
vol. 239, no. 2, pp. 257 –272, 2006, Special Issue in Memory of John Maynard
Smith.
[62] G. A. Cooper and S. A. West, “Division of labour and the evolution of extreme
specialization,” Nature Ecology & Evolution, 2018.
[63] I. Ispolatov, M. Ackermann, and M. Doebeli, “Division of labour and the evolu-
tion of multicellularity,” Proceedings of the Royal Society of London B: Biological
Sciences, vol. 279, no. 1734, pp. 1768–1776, 2012.
[64] C. A. Solari, J. O. Kessler, and R. E. Goldstein, “A general allometric and life-
history model for cellular differentiation in the transition to multicellularity.,” The
American Naturalist, vol. 181, no. 3, pp. 369–380, 2013, PMID: 23448886.
[65] S. A. West, R. M. Fisher, A. Gardner, and E. T. Kiers, “Major evolutionary transi-
tions in individuality,” Proceedings of the National Academy of Sciences, vol. 112,
no. 33, pp. 10 112–10 119, 2015.
[66] E. Pennisi, “The power of many,” Science, vol. 360, no. 6396, pp. 1388–1391,
2018.
[67] P. Withers and H. Bhadeshia, “Residual stress. part 1 measurement techniques,”
Materials Science and Technology, vol. 17, no. 4, pp. 355–365, 2001.
[68] M. R. Ahmad*, M. Nakajima, S. Kojima, M. Homma, and T. Fukuda, “The ef-
fects of cell sizes, environmental conditions, and growth phases on the strength of
individual w303 yeast cells inside esem,” IEEE Transactions on NanoBioscience,
vol. 7, no. 3, pp. 185–193, Sep. 2008.
[69] M. Delarue, J. Hartung, C. Schreck, P. Gniewek, L. Hu, S. Herminghaus, and
O. Hallatschek, “Self-driven jamming in growing microbial populations,” Nature
Physics, vol. 12, 762 EP –, May 9, 2016.
[70] C. S. O’Hern, L. E. Silbert, A. J. Liu, and S. R. Nagel, “Jamming at zero tem-
perature and zero applied stress: The epitome of disorder,” Phys. Rev. E, vol. 68,
p. 011 306, 1 Jul. 2003.
97
[71] E. Libby, W. Ratcliff, M. Travisano, and B. Kerr, “Geometry shapes evolution of
early multicellularity,” PLOS Computational Biology, vol. 10, no. 9, pp. 1–12, Sep.
2014.
[72] Y.-J. Sheu, Y. Barral, and M. Snyder, “Polarized growth controls cell shape and
bipolar bud site selection in saccharomyces cerevisiae,” Molecular and Cellular
Biology, vol. 20, no. 14, pp. 5235–5247, 2000.
[73] W. P. J. Smith, Y. Davit, J. M. Osborne, W. Kim, K. R. Foster, and J. M. Pitt-Francis,
“Cell morphology drives spatial patterning in microbial communities,” Proceedings
of the National Academy of Sciences, Dec. 2016.
[74] R. E. Lenski and M Travisano, “Dynamics of adaptation and diversification: A
10,000-generation experiment with bacterial populations,” Proceedings of the Na-
tional Academy of Sciences, vol. 91, no. 15, pp. 6808–6814, 1994.
[75] P. J. Gerrish and R. E. Lenski, “The fate of competing beneficial mutations in an
asexual population,” Genetica, vol. 102, no. 0, p. 127, Mar. 1998.
[76] A. H. Knoll, “The multiple origins of complex multicellularity,” Annual Review of
Earth and Planetary Sciences, vol. 39, pp. 217–239, 2011.
[77] B. Ilkanaiv, D. B. Kearns, G. Ariel, and A. Beer, “Effect of Cell Aspect Ratio on
Swarming Bacteria,” Physical Review Letters, vol. 118, no. 15, Apr. 2017.
[78] O. Guadayol, K. L. Thornton, and S. Humphries, “Cell morphology governs di-
rectional control in swimming bacteria,” Scientific Reports, vol. 7, no. 2061, May
2017.
[79] J. Varennes, S. Fancher, B. Han, and A. Mugler, “Emergent versus individual-based
multicellular chemotaxis,” Phys. Rev. Lett., vol. 119, p. 188 101, 18 Oct. 2017.
[80] W. C. Ratcliff, M. D. Herron, K. Howell, J. T. Pentz, F. Rosenzweig, and M. Trav-
isano, “Experimental evolution of an alternating uni-and multicellular life cycle in
chlamydomonas reinhardtii,” Nature Communications, vol. 4, 2013.
[81] S. J. Erickson, R. W. Prost, and M. E. Timins, “The ”magic angle” effect: Back-
ground physics and clinical relevance.,” Radiology, vol. 188, no. 1, pp. 23–25,
1993, PMID: 7685531.
[82] A. J. Liu and S. R. Nagel, “The jamming transition and the marginally jammed
solid,” Annual Review of Condensed Matter Physics, vol. 1, no. 1, pp. 347–369,
2010.
98
[83] H. M. Jaeger, S. R. Nagel, and R. P. Behringer, “Granular solids, liquids, and
gases,” Rev. Mod. Phys., vol. 68, pp. 1259–1273, 4 Oct. 1996.
[84] Y. Hosokawa, M. Hagiyama, T. Iino, Y. Murakami, and A. Ito, “Noncontact esti-
mation of intercellular breaking force using a femtosecond laser impulse quantified
by atomic force microscopy,” Proceedings of the National Academy of Sciences,
vol. 108, no. 5, pp. 1777–1782, 2011.
[85] S. Bajpai, Y. Feng, R. Krishnamurthy, G. D. Longmore, and D. Wirtz, “Loss of
-catenin decreases the strength of single e-cadherin bonds between human cancer
cells,” The Journal of Biological Chemistry, vol. 284, no. 27, pp. 18 252–18 259,
Jul. 3, 2009.
[86] Y. Hu, J. Ulstrup, and J. Zhang, “Bacterial biofilms investigated by atomic force
microscopy and electrochemistry,” PhD thesis, 2012.
[87] W. C. Ratcliff, M. Herron, P. L. Conlin, and E. Libby, “Nascent life cycles and the
emergence of higher-level individuality,” Phil. Trans. R. Soc. B, vol. 372, no. 1735,
p. 20 160 420, 2017.
[88] J. T. Pentz, B. P. Taylor, and W. C. Ratcliff, “Apoptosis in snowflake yeast: Novel
trait, or side effect of toxic waste?” Journal of The Royal Society Interface, vol. 13,
no. 118, p. 20 160 121, 2016.
[89] D. W. McShea, “Functional complexity in organisms: Parts as proxies,” Biology
and Philosophy, vol. 15, no. 5, pp. 641–668, Nov. 2000.
[90] J. Smith and E. Szathmary, The Major Transitions in Evolution. OUP Oxford, 1997,
ISBN: 9780198502944.
[91] H. J. Goldsby, A. Dornhaus, B. Kerr, and C. Ofria, “Task-switching costs promote
the evolution of division of labor and shifts in individuality,” Proceedings of the
National Academy of Sciences, vol. 109, no. 34, pp. 13 686–13 691, 2012.
[92] P. A. Corning and E. Szathmry, “synergistic selectioni: A darwinian frame for the
evolution of complexity,” Journal of Theoretical Biology, vol. 371, pp. 45 –58,
2015.
[93] C. A. Hidalgo and R. Hausmann, “The building blocks of economic complexity,”
Proceedings of the National Academy of Sciences, vol. 106, no. 26, pp. 10 570–
10 575, 2009.
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