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ABSTRACT
The Effects of Antenna Coupling in a MIMO Radar System
Benjamin T. Arnold
Department of Electrical and Computer Engineering, BYU
Master of Science
A mathematical model for a multiple-input multiple-output radar system is presented.
The model is used to track signals through the system in order to identify the impact of
antenna array mutual coupling on radar system performance. Simulations using the model
provide quantitative assessment of the performance degradation as a function of antenna
coupling strength. Specifically, the results show that coupling can cause a target to appear
at an angle notably different than its actual angle and can cause an increase in the side
lobe level. A compensation technique is presented that completely removes these effects for
practical levels of coupling. However, it is highly sensitive to inaccurate measurements of the
system as well as time-varying system components. The technique may degrade the system
performance further in some cases. Matching network design techniques and their impact
on the system performance are also examined. For some levels of coupling they provide
marginal improvement but may decrease system performance for other levels.
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Chapter 1
Introduction
Multiple-input multiple-output radar systems are well documented [1–6]. Despite all
of the research that has appeared detailing the performance of multiple-input multiple-output
(MIMO) radar, only one paper [7] addresses the effects of antenna mutual coupling. While
this prior research demonstrates both simulated and experimental results confirming the
degradation of performance due to coupling, the model for coupling used in the simulations
is rudimentary and does not have a physical interpretation.
In contrast, the effects of coupling on a MIMO communication system have been
researched extensively [8–16]. This research includes the study of methods for designing
coupled and uncoupled matching networks to mitigate the negative effects of coupling, concepts that are useful in studying coupling in radar systems. However, the manner in which
coupling affects a communication system differs from how it affects a radar system, necessitating a detailed analysis in order to quantify the impact of coupling and matching on radar
system performance.
More specifically, while signal processing techniques are applied to arrays of antennas
in both communication and radar systems, in communication systems these techniques are
typically used on the transmit and receive arrays separately. This matches the physical
coupling that exists within each array, making the analysis detailed but straightforward.
In MIMO radar systems, however, the signal processing combines the transmit and receive
arrays into a single virtual array to which beamforming can be applied, which means that
the impact of coupling observed within each physical array must be properly represented in
the virtual array signal model.
This thesis examines the effects of mutual coupling on a MIMO radar system. The
work first formulates a model that connects the physical coupling to the signals that appear
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on the virtual array. Simulations based on this model are then used to quantify the impact of
coupling on performance in realistic environments. Two performance metrics are developed
that provide simple comparative performance assessment based on the simulation results.
Finally, the analysis and simulations are used to demonstrate coupling compensation and
the impact of proper impedance matching on system performance.
1.1

Contributions
This thesis offers several relevant contributions:
• The work presents a detailed mathematical model for a MIMO radar system. The
transmit portion of the model includes a matching network and coupled antennas.
The channel contains time-varying point targets. The receive portion of the model
includes coupled antennas, a matching network, and noisy amplifiers. Each aspect of
the model is derived from an accurate representation and is analyzed using network
theory. Thus, the model is applicable more broadly.
• The thesis provides a mathematical definition for coupled signals and for uncoupled
signals. This separation enables the flexibility of comparing outputs from the radar
when coupling is present in the system to those when coupling is removed from the
system.
• The work details simulation results based on the model that quantify the effects of
coupling on MIMO radar performance. These results are shown for two metrics that
measure the ability to accurately detect the target angle and the resulting increase of
the side lobe level for a target. Each metric is significantly affected for practical levels
of coupling.
• The thesis describes a technique for coupling compensation and an analysis of its
performance impact. For practical levels of coupling, compensation is successful and
can entirely remove the effects of coupling in a known system. The shortcomings of
the technique are examined. Simulated results show that the technique can be highly
sensitive in normal applications.
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• Finally, the work demonstrates the minimal performance improvement offered by various matching network design criteria from the literature.
1.2

Organization of Thesis
The thesis is organized as follows. Chapter 2 provides background for a MIMO radar

system. The fundamentals required for understanding include orthogonality, virtual arrays,
and mutual coupling. Chapter 3 provides a mathematical framework for defining a MIMO
radar system. This framework, derived using network theory, includes a transmitter consisting of a matching network and coupled antennas and a receiver consisting of a matching
network, coupled antennas, and noisy amplifiers. The channel contains time-varying point
targets.
Chapter 4 discusses how signals travel through the radar and provides the framework
for mathematically separating coupled signals and uncoupled signals. Following is an examination of how coupling impacts the ability of the radar to detect targets. The analysis
includes how coupling shifts the perceived target angle and how it increases the side lobe
level.
Chapter 5 describes a technique that compensates for coupling in the system. In ideal
simulations the effects of coupling are entirely removed. The technique is highly sensitive to
inaccurate measurements of system parameters and variations in the system that occur over
time. Simulation results quantify the performance impact.
Finally, Chapter 6 discusses using matching network design techniques with different
criteria borrowed from the MIMO communication literature. The affect on performance is
quantified for the two metrics discussed in Chapter 4.
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Chapter 2
Background
The following background material provides the fundamental concepts required to
understand the developments in this thesis. It begins with a brief introduction to MIMO
radar and a comparison with traditional radar. It summarizes the concept of orthogonal
waveforms and presents different ways of achieving orthogonality. It also discusses the use of
orthogonal waveforms to form a virtual array as well as the fundamentals of antenna mutual
coupling.
2.1

MIMO Radar
Like some traditional radar systems, a MIMO radar system uses an array of transmit

antennas in combination with an array of receive antennas. The distinguishing factor for a
MIMO radar is that it transmits mutually orthogonal signals providing the ability to separate
the signals on a given receive antenna by their transmitter origin. This is fundamental to the
concept of a virtual array that will be discussed later. Beamforming on the virtual array is
the signal processing technique that achieves the equivalent of beamforming on the transmit
and receive arrays simultaneously. Thus, a MIMO radar system can realize beamforming for
all angles on both the transmit and receive arrays from a single pulse. A traditional radar,
however, requires a new pulse to be transmitted for each desired beamforming angle on the
transmit array.
In general, the antennas in a MIMO radar may be placed far apart so as to increase
the variation in sampling the statistical properties of a target. However, only the case of
co-located antennas will be examined here, where all of the antennas are separated by a
distance on the order of a wavelength. This is a common application of MIMO radar as it is
difficult to know the relative positions of transmit and receive antnnas within an increment
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of a wavelength when they are far apart. Antennas that are in close proximity experience
mutual coupling between elements [17].
2.2

Orthogonality
In order to determine the transmitter origin of a signal that has been received in a

MIMO radar, the signals transmitted must be mutually orthogonal (the signals must form
an orthogonal set).
Consider two functions, fi and fj , from a finite set of functions. These functions are
orthogonal over the region [a, b] with respect to the inner product h·, ·i when
b

Z
hfi , fj i =

fi (t)fj (t)dt = 0.

(2.1)

a

This set of functions forms an orthogonal set when, for every combination of i and j within
the set,
Z

b

fi (t)fj (t)dt = hfi , fi iδi,j ,

hfi , fj i =

(2.2)

a

where
δi,j =



1, i = j

.

(2.3)


0, i 6= j
There are many sets of functions that satisfy (2.2). Commonly, signals are separated in
time or frequency. But orthogonality can also be achieved through proper modulation of the
waveform.
2.2.1

Time
For time orthogonality to be achieved only one transmitter may be on at a given

time [5]. This can be accomplished using a simpler architecture than any of the other
methods require. However, the time to synthesize a virtual array using time-orthogonal
signals is significantly longer than that for any of the other methods discussed.
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A set of time orthogonal signals is mathematically defined as

fi (t) =



f (t − iT ), iT ≤ t < (i + 1)T

0,

(2.4)

otherwise

where f is an arbitrary signal and T is the duration of time that any given transmitter is
on. Orthogonality can be shown by inserting (2.4) into (2.2). Figure 2.1 shows an example
of two time orthogonal signals, f0 and f1 .

f0(t)

f1(t)

T

2T

t

T

2T

t

Figure 2.1: Two time orthogonal signals.

2.2.2

Frequency
Another means of generating orthogonal signals is to use chirped signals with differing

frequency offsets [4]. Such a set of signals can be defined as
k 2

si (t) = ej2π(fc,i t+ 2 t ) ,

(2.5)

where fc,i is the center frequency for the ith transmit signal and k is the chirp rate [5]. The
instantaneous frequency is plotted for a number of example signals against time in Fig. 2.2.
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f
Δf

f2
f1
f0

t

Figure 2.2: Instantaneous frequency of a set of chirped signals offset in frequency.

Using signals that are orthogonal in frequency allows all of the transmitters to be on
simultaneously but requires a more complex architecture. Each receive channel requires a
set of matched filters equal to the number of transmit channels. Inserting two functions, si
and sj , from (2.5) into (2.2) results in
Z
puv =

b

k 2

k 2

ej2π(fc,u t+ 2 t ) e−j2π(fc,v t+ 2 t ) dt
(2.6)

a

≈ δ(fc,u − fc,v ),
where the approximation is due to the limits of integration not extending to infinity. However,
this is a good approximation because the complex exponentials experience a large number
of 2π phase changes over the length of integration.
The result from (2.6) suggests that the separation between the center frequencies of
the chirped signals, fc,i , must be large enough to remove any ambiguities caused by frequency
shifts due to targets at far ranges and frequency shifts that provide orthogonality. If the
center frequencies are separated by ∆f then the maximum unambiguous range for a chirp
rate k would be
Rua = c0
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∆f
.
k

(2.7)

For a frequency separation of ∆f = 1 MHz and a chirp rate of k = 250 GHz / sec then
the unambiguous range would be Rua = 1.5 km. Targets beyond 1.5 km correspond to a
frequency shift larger than ∆f causing interference with the adjacent orthogonal signals.
However, this interference has very little impact because the power of the signal falls off as
R4 and will be extremely small for R > 1.5 km.
2.2.3

Orthogonal Waveforms
Any type of modulated orthogonal waveforms can be used. The remaining architec-

ture following demodulation is assumed feasible and is not covered in detail here. Radar
systems that require large bandwidth also require high bandwidth sampling when using this
type of orthogonality technique. For this reason these types of systems are less practical and
are less common.
2.2.4

Noise Analysis
Noise is added to the ith orthogonal signal si to produce
xi (t) = si (t) + νi (t),

(2.8)

where νi is zero-mean white Gaussian noise with a variance of σn2 , or νi ∼ N (0, σn2 ). This
signal is then passed through a matched filter. Assuming chirped signals, the output of the
filter for the ith signal with noise and the jth filter can be given as
uij (t) = si (t)s∗j (t) + νi (t)s∗j (t),
| {z }

(2.9)

nij

where nij is the term corresponding to the noise. The mean and variance of nij are computed
as
E{nij (t)} = E{νi (t)}s∗j (t) = 0

(2.10)

E{nij (t)n∗ij (t − τ )} = E{νi (t)νi∗ (t − τ )}s∗j (t)sj (t − τ ) = σn2 δ(τ ).

(2.11)
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Therefore, separating orthogonal waveforms using a matched filter does not affect the statistical properties of the noise.
2.3

Virtual Array
A virtual array is synthesized from a transmit array that transmits orthogonal wave-

forms and a receive array that can distinguish the orthogonal waveforms at each receive
element. Each transmit-receive pair corresponds to a virtual element. Thus, there will be
NT × NR virtual elements, where NT is the number of elements in the transmit array and
NR is the number of elements in the receive array.
The position of each virtual element can be computed from its corresponding transmit
and receive elements. Assuming that all elements lie in the x-y plane then the virtual element
position is computed as
xv,ij = xr,i + xt,j

(2.12)

yv,ij = yr,i + yt,j ,
where i is the index of the receive element and j is the index of the transmit element. This
transformation replicates the entire receive array at every transmit element location. The
position of the replicated receive element relative to the associated transmit element is the
same as the position of the original location of the receive element relative to the origin.
The equivalence of the physical arrays and the virtual array is shown through an
analysis of signal propagation delays between the transmit antennas, a point target in the
far field, and the receive arrays. Figure 2.3 shows a timing diagram of a system with two
transmit antennas and two receive antennas. The separation between adjacent elements, d,
is typically one-half wavelength. The time delay between adjacent elements receiving the
signal is
τ=

d cos(θq )
,
c0

(2.13)

where θq is the angle to the target and c0 is the speed of light in free space. The time delay,
Tij , from the jth transmitter to the target and back to the ith receiver is given for each of
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the transmit-receive pairs for the two by two system shown in Fig. 2.3 as
T11 = 2Tq − τ
T21 = 2Tq − 2τ

(2.14)

T12 = 2Tq − 4τ
T22 = 2Tq − 5τ,
where Tq is the time it takes for the signal to travel from the origin to the target.

Tq
(Target)
q

τ
θq

d

Tx,1 Rx,1 Rx,2 Tx,2
Figure 2.3: Timing for a radar system with two transmit antennas and two receive antennas.

According to (2.12) the positions of the virtual elements can be computed for the
system in Fig. 2.3. The resulting positions are shown in Fig. 2.4. In order to verify that
the virtual array has the same timing properties as the physical arrays a timing analysis is
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done on the virtual arrays and results in
TV,11 = 2Tq − τ
TV,21 = 2Tq − 2τ

(2.15)

TV,12 = 2Tq − 4τ
TV,22 = 2Tq − 5τ.
Comparing (2.15) to (2.14) shows that the timing for the virtual elements matches that for
the corresponding transmit-receive pair from the physical arrays.

Tq
(Target)
q
τ
θq

d

Tx V11 V21

V12 V22

Figure 2.4: Timing for the virtual array of a radar system with two transmit antennas and
two receive antennas.

The received signals associated with each virtual element, or transmit-receive pair, can
be determined because the transmitted waveforms are orthogonal. Beamforming weights are
computed based on the positions of the virtual elements and the desired beamforming angle.
A beamforming output is produced by applying these weights to the signals corresponding
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to the appropriate virtual element. Thus, beamforming is used in the same way for a virtual
array as it is for a physical array.
2.4

Mutual Coupling
Mutual coupling occurs between antenna elements of an array when a current on one

element induces an unintentional voltage on the nearby elements [17], [18]. This behavior is
described by the impedance matrix Z of the array with the relationship between the terminal
voltages v and currents i given as, v = Zi. The self-impedances of the antennas form the
diagonal elements of Z and the mutual impedances are given by the off-diagonal elements of
Z [19]. An S-parameter matrix can also be used to describe coupling and can be computed
from the impedance matrix as
S = (Z + Z0 I)−1 (Z − Z0 I),

(2.16)

where Z0 is the characteristic impedance and I is the identity matrix.
The induced voltages due to coupling generate currents when the antennas are terminated in a load. These currents then radiate and cause a distortion in the radiation pattern.
This distortion has been well documented and is ignored in this study. This thesis presents
how these induced currents alter the received signals and how this alteration impacts the
output of the beamformer.
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Chapter 3
System Model and Analysis
The MIMO radar source generates orthogonal waveforms, as discussed in section
2.2. The system model includes a mutually coupled transmit antenna array and a matching
network for linking the source to the antennas. The channel models the signals propagating
from the transmitter, interacting with time-varying point targets, and propagating back to
the receiver. The receiver contains a mutually coupled antenna array, a matching nework
that links the antennas to the receiver circuitry, noisy amplifiers, and a load termination.
Network theory is used to determine the signals at the loads given a target and transmit
source configuration [13]. Figure 3.1 shows a diagram of this system model. Although not
shown in the system model diagram, a matched filter is then used to separate the signals on
the loads by their transmitter origin in order to form the virtual array.

ain

a1

a2

b1

b2

S(T)
M

ΓS

ΓL

S(T)
C

aL

a4

a3

bL

b4

b3

S(R)
A

S(R)
M

as

S(R)
C

Figure 3.1: Block Diagram of the System Model.
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H

In order to use multiplication rather than convolution, the network anaylis should be
done in the frequency domain. However, it is assumed that the S-parameters and reflection
coefficients are constant with frequency over the operating bandwidth of the radar. Therefore, the resulting coefficients can also be used in the time domain. In the subsequent sections
the coefficients determined by network analysis in the frequency domain are combined with
time domain signals.
3.1

Source
Any of the methods discussed in section 2.2 can be used to produce a set of orthogonal

waveforms. We use sn (t) to denote the nth signal in this set. The vector, ain , which contains
forward traveling waves from the sources is written as
ain = [s0 , s1 , . . . , sNT −1 ]T ,

(3.1)

where {·}T is the vector transpose.
3.2

Transmitter
The transmitter is made up of the signal source, a matching network, and an array

of antennas. Given the input from the source as defined by (3.1), network theory is used
to determine the currents at the inputs of the antenna array. It is assumed that the signal
source has an output impedance such that its output reflection coefficient is zero. The
forward traveling voltage wave at the port between the source and the matching network
must then be a1 = ain .
Equations for the forward and reverse traveling waves at the port between the matching network and the antennas can be written as
(T)

(T)

a2 = SM,21 a1 + SM,22 b2
(T)

b2 = SC a2 ,
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(3.2a)
(3.2b)

(T)

(T)

where SC is the S-parameter matrix for the coupled transmit antenna array and SM is the
S-parameter matrix for the transmitter matching network that can be written as the block
matrix
(T)

SM



(T)
(T)
SM,11 SM,12
.
=
(T)
(T)
SM,21 SM,22

(3.3)

Substituting ain for a1 and solving (3.2a - 3.2b) for a2 results in
(T)

(T)

(T)

a2 = (I − SM,22 SC )−1 SM,21 ain .

(3.4)

(T)

Using that bL = SC aL , the relationship between the currents and the forward traveling voltage waves at the port between the matching network and the antennas is
1
(T)
i2 = √ (I − SC )a2 .
Z0

(3.5)

Substituting (3.4) into (3.5) gives the currents at the input port to the antennas as
1
(T)
(T)
(T)
(T)
i2 = √ (I − SC )(I − SM,22 SC )−1 SM,21 ain ,
Z0
|
{z
}

(3.6)

DT

where DT is a linear operator that converts input voltages from the source to currents feeding
the antennas.
3.3

Channel
The channel consists of time-varying point targets. Propagating waves from the

transmit array interact with these targets and return to the receiver. The currents defined
by (3.6) drive the transmit antenna array and produce an electric field in the channel. This
electric field is determined for the angle φ from the origin as

eeT (φ) =

NT X
NT
X

eT,m (φ)DT,mn ain,n ,

m=1 n=1
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(3.7)

where eT,m is the radiation pattern for the mth transmit element when excited by a unit driving current and all other elements are terminated in an open-circuit [19]. After propagating
through the channel the electric field at the `th receive antenna is computed as

eeR,` =

NQ NT NT
X
XX

H`qm {eT,m (θq )DT,mn ain,n },

(3.8)

q=1 m=1 n=1

where NQ is the number of targets in the channel and θq is the angle to the qth target.
H`qm {·} is an operator that emulates the effect of the channel on its argument and is defined
as
H`qm {f (t)} = Aq f (t − T`qm ),

(3.9)

where Aq is the complex reflection coefficient of the qth target and T`qm is the propagation
time from the mth transmit antenna to the qth target and back to the `th receive antenna.
The open-circuit voltage at the input port of the `th receive antenna is computed as

voc,` =

NQ NT NT
X
XX

eR,` (θq )H`qm {eT,m (θq )DT,mn ain,n },

(3.10)

q=1 m=1 n=1

where the subscript {·}oc signifies open-circuit and eR,` is the radiation pattern for the `th
receive element. When the receive antennas are terminated in open-circuits the relationship
between the forward and reverse traveling voltage waves becomes aoc = boc . The open-circuit
voltage is then related to the open-circuit forward traveling voltage wave as
p
voc = 2 Z0 aoc .

(3.11)

The antennas act as a source and generate the voltage wave as . The relationship between
as and the open-circuit voltage wave at the port of the antennas is determined by network
theory as
(R)

as = (I − SC )aoc ,
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(3.12)

(R)

where SC is the S-parameter matrix for the coupled receive antenna array. Solving (3.11)
for aoc and substituting the result into (3.15) gives
1
(R)
as = √ (I − SC )voc .
2 Z0
3.4

(3.13)

Receiver with Noisy Amplifiers
The receiver model includes a coupled antenna array, a matching network, and noisy

amplifiers. Network theory is used to analyze the signals in the receiver from the system
model in Fig. 3.1. The voltage waves at the port between the antennas and the matching
network can be written as
(R)

a3 = as + SC b3
(R)

(3.14a)

(R)

b3 = SM,11 a3 + SM,12 b4 .

(3.14b)

Eliminating b3 from these expressions gives
(R)

(R)

−1

(R)

(R)

a3 = (I − SC SM,11 ) (as + SC SM,12 b4 ).
|
{z
}

(3.15)

A

The amplifiers inject both forward and reverse traveling noise waves at each amplifier
input [20]. Each noise signal is modeled as an i.i.d. white Gaussian stochastic process. At
the port between the matching network and the amplifiers, the equations for the voltages
can be written as
(R)

(R)

a4 = SM,22 b4 + SM,21 a3
(R)

(R)

b4 = SA,11 a4 + SA,12 bL + bη ,

17

(3.16a)
(3.16b)

where bη is the reverse traveling noise signal. Equations (3.15), (3.16a), and (3.16b) are
solved to eliminate a3 and b4 , leading to
(R)

(R)

(R)

(R)

(R)

(R)

(R)

(R)

(R)

−1

(R)

a4 = (I − SM,22 SA,11 − SM,21 ASC SM,12 SA,11 ) [SM,21 Aas +
{z
}
|
B1

(R)

(R)

(R)

(R)

(R)

(R)

(R)

(S
S
+ SM,21 ASC SM,12 SA,12 ) bL + (SM,22 + SM,21 ASC SM,12 ) bη ]. (3.17)
| M,22 A,12
{z
}
{z
}
|
B2

B3

Finally, at the port between the loads and the amplifiers, the equations for the voltages
can be written as
aL = SA,22 bL + SA,21 a4 + aη

(R)

(R)

(3.18a)

bL = ΓL aL ,

(3.18b)

where aη is the forward traveling noise signal and ΓL is the reflection coefficient of the load.
Equations (3.17), (3.18a), and (3.18b) are solved to eliminate a4 and bL , resulting in
(R)

(R)

−1

(R)

(R)

(R)

aL = (I − SA,22 ΓL − SA,21 B1 B2 ΓL ) [SA,21 B1 SM,21 A as + SA,21 B1 B3 bη + aη ].
{z
} |
{z
}
| {z }
|
C1

C2

(3.19)

C3

This forward traveling voltage wave is related to the voltage on the loads by
vL =

p
p
Z0 (aL + bL ) = Z0 (I + ΓL )aL ,

(3.20)

where the relationship in (3.18b) was used. Inserting (3.13) and (3.19) into (3.20) gives the
voltage on the load as a function of the open-circuit voltage on the antennas expressed as
p
p
1
(R)
vL = (I + ΓL )C1 C2 (I − SC ) voc + Z0 (I + ΓL )C1 C3 bη + Z0 (I + ΓL )C1 aη ,
|
|
{z
}
{z
}
{z
}
|2
(b)
(a)
Dη

DR

(3.21)

Dη

where DR is a linear operator that converts open-circuit voltages on the antennas to voltages
on the loads.
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3.5

Matched Filter
The matched filter is designed to separate the signals from each transmit source

that arrive at each load termination. The mathematical details of this filter are omitted
due to the variations in the methods of producing orthogonal waveforms and the type of
signal transmitted. The analysis in this thesis assumes that the matched filter is able to
perfectly separate the transmit signals. Mathematically, by substituting (3.10) into (3.21),
the contribution to the voltage on the kth load from the nth transmit source is given by

(k,n)
vL

=

NQ NT
NR X
X
X
`

q

DR,k` eR,` (θq )H`qm {eT,m (θq )DT,mn ain,n },

(3.22)

m

where NR is the number of receive antennas. This signal represents the voltage received on
the virtual element defined by the nth transmit and kth receive pair. The noise terms from
(3.21) are not shown to enable simple interpretation of this result in the subsequent chapter.
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Chapter 4
Signal Analysis
The energy produced by the electronics of a single transmit channel is intended to
propagate out of its corresponding antenna. Although this is true for the majority of the
energy, coupling causes some energy intended for one antenna to transmit from other antennas. Once energy couples into another channel, we label it as a coupled signal. Any energy
that remains in the correct channel we label as a uncoupled signal. Energy can couple into
adjacent channels in both the transmit and receive portions of the radar.

DT
S1

P2

P1

P3

DR
+

R1

P4

Figure 4.1: Paths followed by signals as they travel through the system.

Figure 4.1 shows the different paths that the signal can follow from the first channel of
the transmit electronics to the first receive load. Section 2.3 demonstrates that each virtual
element is defined by a transmit and receive antenna pair, with the received signal on the
first virtual antenna element consisting of the sum of all signals that originate from the first
transmit channel and arrive at the first receive load. Figure 4.1 shows that signals can follow
a number of different paths and still satisfy this constraint.
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To mathematically define coupled and uncoupled signals, recall that when the nth
transmitter is excited the voltage at the kth load is given by (3.22) as
(k,n)
vL

=

NR X
NT
X
`

DR,k` eR,` (θq )H`qm {eT,m (θq )DT,mn ain,n },

(4.1)

m

where the noise terms have been ignored and it is assumed that only one target is present.
The indices k and ` indicate the receive channels while m and n indicate the transmit
channel. For the example given in Fig. 4.1 with two transmit channels and two receive
channels, there will be four unique combinations of transmit-receive pairs. Each of these
combinations corresponds to a virtual antenna element.
As can be seen in (4.1) the signal received on each virtual antenna element is a
summation of different terms, each of which has a one-to-one mapping to a unique path
through the system. As an example, path 2 in Fig. 4.1 corresponds to the term
DR,12 eR,2 (θq )H2q1 {eT,1 (θq )DT,11 ain,1 },

(4.2)

where the signal originates on the first transmit channel (ain,1 ), continues to the first transmit
antenna (DT,11 ), propagates through the channel from the first transmit antenna to the
target and back to the second receive antenna (H2q1 {·}), and finally couples from the second
receive channel to the first (DR,12 ). This ability to define uncoupled and coupled signals
mathematically allows us to choose which signals are present when executing a simulation.
4.1

Simulation
The radar is fixed at the origin of the simulation domain, as shown in Fig. 4.2. The

transmit and receive antennas are arranged in linear arrays along the horizontal axis. The
(T)

(R)

S-parameter matrices SC and SC for these mutually coupled arrays are computed from
the closed-form expressions for the impedance matrix of dipoles [19].
A point target is placed in the far field of the radar at the point q. This target is
moved along a path where the distance between the target and the radar is the same along
the entire path. The angle between the horizontal axis and the target, labeled as θq , is
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referred to as the target angle. This target angle is swept along the path shown in Fig. 4.2
beginning at 0◦ and ending at 180◦ .

90°

y

(Target)
q

θq

180°
Radar

0°
x

Figure 4.2: Positions of radar and target in simulation.

Simulated data is generated for each virtual element with the target at discrete positions along the path. At each position, beamforming is performed using the data from the
virtual elements. Only the data corresponding to the range bin containing the target is used.
For each target angle, the output of the beamformer is computed over the range [0◦ , 180◦ ] in
1◦ increments. The result is then displayed in a two-dimensional plot as a function of both
target angle and beamforming angle.
The simulation is run for three different cases: only uncoupled signals present, only
coupled signals present, and all signals present. Each case differs only in which signals
contribute to the received signals on the virtual elements.
4.2

Uncoupled Signals
The uncoupled signal consists only of the signals that follow the path that leads

directly from the transmit channel to the receive load associated with a given virtual element.
An example of an uncoupled signal can be seen in Fig. 4.1 as path 1. To compute the
contribution of the uncoupled signals to the given virtual element, we keep only the terms
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from (4.1) that correspond to uncoupled paths. The signal received on each virtual element
is
(k,n)

vL

= DR,kk eR,k (θq )Hkqn {eT,n (θq )DT,nn ain,n }.

(4.3)

Figure 4.3 shows the result of this simulation that includes the contribution of the
uncoupled signals. As expected, the strongest return occurs when the beamforming angle is
equal to the target angle. This result is considered ideal and can be used as a baseline for
quantifying the impact of coupling on radar system performance.

Figure 4.3: Result from the simulation as a function of target angle and beamforming angle
with contributions only from the uncoupled signals.

4.3

Coupled Signals
The coupled signals consist of the remaining signals that contribute to the signal on

each virtual element. Examples of coupled signals can be seen in Fig. 4.1 as paths 2, 3,
and 4. In this case, we compute the contribution of the coupled signals to the given virtual
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element by keeping only the terms from (4.1) that correspond to coupled paths. The signal
received on each virtual element becomes
(k,n)

vL

=

X

DR,k` eR,` (θq )H`qm {eT,m (θq )DT,mn ain,n },

(4.4)

`,m∈P

where
P = {(`, m) : 1 ≤ ` ≤ NR ,
1 ≤ m ≤ NT ,

(4.5)

` 6= k ∨ m 6= n}.
Figure 4.4 provides the result of this simulation. Because the coupled signals do not
place the strongest return at the actual target position, we anticipate that these coupled
signals introduce error when they are included in the simulation.

Figure 4.4: Result from the simulation as a function of target angle and beamforming angle
with contributions only from the coupled signals.
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4.4

All Signals
We now include both uncoupled and coupled signals to determine the distortion in

the performance caused by the coupling. Figure 4.5 shows the result of this simulation.
Comparing Figs. 4.3 and 4.5, we see that while the major trends are preserved despite the
presence of the coupling, the coupling does create distortion in the image. The remainder of
the chapter focuses on quantifying the impact of this distortion on detection performance.

Figure 4.5: Result from the simulation as a function of target angle and beamforming angle
with contributions from both the uncoupled and coupled signals.

4.5

Comparison
To highlight the impact of coupling on our simulation, we focus on the single slice

from Figs. 4.3 - 4.5 at θq = π/4 (cos(θq ) = 0.707). Figure 4.6 shows these slices as a function
of the beamforming angle. As can be seen from these results, coupling causes 1) the position
of the peak in the beamformed signal to shift and 2) the maximum side lobe level to increase.
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We therefore focus on these two phenomena to quantify the impact of coupling on MIMO
radar detection performance.

Simulation Comparison at Target Angle of :/4
Uncoupled and Coupled Signals
Uncoupled Signals
Coupled Signals

Magnitude (dB)

10
0
-10
-20
-30
-40
-1

-0.5

0

0.5

Cosine of Beamforming Angle

1

Figure 4.6: Slice from Figs. 4.3 - 4.5 when the target angle equals π/4 radians.

4.6

Target Angle Shift
The peak of the main lobe, when all signals are present, corresponds to the detected

target angle, θ̂q . To automatically estimate θ̂q , we use several points near the peak of the
main lobe to fit the main beam to a 4th -order polynomial using least squares. θ̂q is then the
zero in the derivative of the polynomial that lies near the main beam. To test this method,
we introduced known shifts into the data fed to the algorithm. The results were all within
a tolerance of 0.05◦ , giving confidence that the angular shifts observed result from coupling
rather than from the detection algorithm.
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To quantify the error in the detected angle, we take the difference between the known
and estimated target angles, or
∆θ = |θq − θ̂q |.

(4.6)

Figure 4.7 plots ∆θ as a function of θq for three different numbers of transmit elements (NT )
when NR = 2. A typical amount of coupling for an antenna array with half-wavelength
spacing is used. These results show that near array broadside (θq ≈ 90◦ ), the impact of
coupling is relatively small. However, the error caused by coupling can become quite severe
as the target angle deviates from array broadside.

Target Angle Shift (NR = 2)

Detected Angle Shift (degrees)

3

NT = 2
NT = 4

2.5

NT = 10

2
1.5
1
0.5
0

0

20

40

60

80

100

120

Target Angle (degrees)

140

160

180

Figure 4.7: The amount the detected target angle differs from the actual target angle.

Figure 4.8 plots the maximum error ∆θ observed over all target angles θq as a function
(R)

of the coupling as measured by the value of |SC,21 |2 when NR = NT = 2. As expected, the
maximum angular shift and the coupling level are highly correlated, with strong coupling
leading to severe errors in the estimated target angle.
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Detected Angle Shift (degrees)

Maximum Target Angle Shift By Coupling Level
10
8
6
4
2
10-3

10-2

Coupling Level |S (R)
|2
C,21

10-1

Figure 4.8: Maximum target angle shift versus coupling level.

4.7

Side Lobe Level Increase
We quantify the change ∆SLL in the side lobe level as the difference (in dB) between

the peak side lobe level when all signals are present and that when only the uncoupled signals
are present. Once again, this can be done for each target angle along the target path in the
simulation. Figure 4.9 plots ∆SLL as a function of the target angle θq for three different
values of NT when NR = 2. Once again, the results show that coupling has a relatively minor
impact on the side lobe level when the target is near array broadside but that the distortion
can increase significantly as the target angle changes.
Figure 4.10 plots the maximum change in the side lobe level for NR = NT = 2 as a
(R)

function of the antenna element coupling |SC,21 |2 . We again observe a very strong correlation
between the change in the side lobe levels and the antenna array coupling.
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Side Lobe Level Change (N R = 2)

Side Lobe Level Change (dB)
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Figure 4.9: The amount the side lobe level increases for each target angle.
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Side Lobe Level Change By Coupling Level
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Figure 4.10: The maximum side lobe level increase versus coupling level
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Chapter 5
Coupling Compensation
When the parameters of the system are accurately known then it is possible to compensate for coupling. A compensation technique to remove the effects of coupling in the
transmitter and receiver is presented. The negative effects of coupling can be completely
removed in controlled simulations. However, when the measurements of the system are inaccurate or when the system deviates over time from the measured values then compensating
for the coupling can introduce more error than it mitigates.
5.1

Compensation Technique
The coupling in the transmitter is manifested in the system matrix DT . Recall from

(3.6) that the currents on the antennas are computed from the input voltages as i2 = DT ain .
As long as DT is well conditioned and invertible then compensating for the transmit coupling
can be acheived by computing the input voltages as
ain = D−1
T ain,uncoupled ,

(5.1)

where ain,uncoupled are the original input signals discussed in section 3.1.
Coupling in the receiver can be compensated for in a similar way. The system matrix
DR contains all of the coupling that occurs at the receiver. It is used to compute the voltages
(n)

(n)

at the loads due to open circuit voltages on the receive antennas from (3.22) as vL = DR voc ,
where the superscript n denotes the nth matched filter selecting the nth source in ain,original .
The matrix DR must also be well conditioned and invertible. Compensating for the coupling
in the receiver is accomplished by computing new load voltages as
(n)

(n)

vL,new = D−1
R vL .
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(5.2)

As coupling levels increase, the matrices DT and DR can become ill conditioned and
difficult to invert. The more ill conditioned these matrices become the less effective this
technique is at removing the effects of coupling. However, for practical levels of coupling the
matrices DT and DR remain well conditioned and are invertible.
5.2

Inaccurate Measurement
When measuring DT and DR to be used in (5.1) and (5.2) there will be inaccuracies

and noise present. Modeling inaccurate measurements is accomplished by adding white
Gaussian noise to the system matrices, DT and DR . The measured system matrices are
computed as
DT,measured = DT + ΨT

(5.3)

DR,measured = DR + ΨR ,

(5.4)

where ΨT and ΨR are matrices with elements that are i.i.d. complex Gaussian random
variables with zero-mean and variance of σn2 .
We now use the simulation discussed in section 4.1 to determine how much inaccurate
measurements will affect the performance of the system. The number of transmit and receive
antennas are both set to two and the coupling level is fixed with a typical value for dipoles
at a spacing of one-half wavelength. The coupling compensation technique is applied by
using (5.1) and (5.3) as the inputs to the simulation and by modifying the outputs of the
simulation according to (5.2) and (5.4).
For each simulation execution new values of DT,measured and DR,measured are realized
based on the statistical parameter σn2 . Therefore, the performance metrics from sections 4.6
and 4.7 that are computed from each simulation output will also have a statistical nature.
The mean and variance of these performance metrics are estimated for a specific value of σn2
by using the data from 50 simulation realizations.
Figure 5.1 plots the mean and the variance of the maximum target angle shift for
different levels of the noise variance σn2 . The vertical axis corresponds to the maximum
angle shift measured in degrees and the horizontal axis corresponds to the ratio between the
noise variance and the matrix two norm of DR . The mean of the error is consistently zero.
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However, the variance is strongly correlated with the measurement noise ratio and becomes
large as the measurement noise ratio rises above -30 dB.

Maximum Angle Shift (degrees)

Maximum angle shift due to measurement noise
Mean
Variance

25
20
15
10
5
0
10-4

10-3

Measurement noise ratio <2n / ||D R|| 2

10-2

Figure 5.1: The target angle shift that occurs when noise is present in the measurements of
DT and DR

Figures 5.2 and 5.3 are plots of the mean and variance, respectively, of ∆SLL for
different levels of the noise variance σn2 . The vertical axis in each plot corresponds to the
maximum ∆SLL that occurs and the horizontal axis in each plot corresponds to the ratio
between the noise variance and the matrix two norm of DR . The mean of ∆SLL has a
strong correlation with the measurement noise ratio and is large for small amounts of noise.
The variance also has a strong correlation with the measurement noise ratio but is relatively
small.
If the inaccuracy in the measurements of DT and DR is large enough then compensating for the coupling actually makes the performance worse.
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Figure 5.2: The mean of ∆SLL that occurs when noise is present in the measurements of DT
and DR
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Figure 5.3: The variance of ∆SLL that occurs when noise is present in the measurements of
DT and DR
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5.3

Time-Varying Components
Over time, individual component properties change due to the environment, tempera-

ture, and use. This change introduces independent phase shifts on each transmit and receive
port. Modeling these time-varying components is accomplished by computing new system
matrices to replace DT and DR and are computed as
DT,new = AT,left DT AT,right

(5.5)

DR,new = AR,left DR AR,right ,

(5.6)

where each A matrix is diagonal with elements Ann = ejφn introducing an indepedent phase
shift φn distributed i.i.d. with zero-mean and a variance of σp2 .
The same simulations described in section 5.2 are used here. However, it is assumed
that the system matrices DT and DR were measured perfectly but the actual system matrices
change over time according to (5.5) and (5.6).
For each simulation execution new system matrices are realized according to (5.5) and
(5.6) characterized by the parameter σp2 . Again, the mean and variance of the performance
metrics described in sections 4.6 and 4.7 are estimated for a specific value of σp2 by using the
data from 50 simulation realizations.
Figure 5.4 plots the mean and the variance of the maximum target angle shift for
different levels of the phase variance σp2 . The mean of the error is consistently zero. However,
the variance is strongly correlated with the phase variance and is large when the phase
variance becomes larger than 10−2 radians or about 0.5 degrees.
Figures 5.5 and 5.6 are plots of the mean and variance, respectively, of ∆SLL for
different levels of the phase variance σp2 . The mean and variance of ∆SLL have a strong
correlation with the phase variance.
These results suggest that the coupling compensation technique described here is
highly sensitive to phase changes in time-varying components. Even small amounts of phase
variance are enough to cause the performance of the system to be worse when compensating
for the coupling.
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Figure 5.4: The target angle shift that occurs when the system components are time-varying
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Figure 5.5: The mean of ∆SLL that occurs when the system components are time-varying
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Figure 5.6: The variance of ∆SLL that occurs when the system components are time-varying
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Chapter 6
Impedance Matching
Here, we consider different matching network design criteria and their impact on
performance. We focus attention on impedance matching techniques that have been applied
to MIMO communications systems [8–10, 21]. Because the details of these designs have
already been well documented, only a high level description will be given here.
A well designed matching network maximizes the power transfer from a source to a
load. For the transmit portion of the radar, the objective is to match the transmit electronics
to the coupled transmit antennas. Similarly, at the receiver, the objective is to match the
coupled receive antennas to the receive electronics. We use the diagram in Fig. 6.1 to
represent both of these scenarios to facilitate the discussion.

a1

a2

b1

b2
SM

Source

ΓS

Load

Γ0 ΓL

Figure 6.1: Matching Network Diagram.

Matching network design involves determining the S-parameters of the matching network such that ΓS is transformed to a desired value of Γ0 . For example, optimal matching
H
produces Γ0 = ΓH
L , where {·} is a conjugate transpose. Alternatively, different techniques
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can be used to approximate the criterion Γ0 = ΓH
L under different simplifying assumptions.
Once Γ0 has been chosen, the network S-parameters can be established using a technique
based on the singular value decomposition as detailed in [13] and summarized in Appendix
A.
6.1

Matching Criteria
Choosing Γ0 to have non-zero off-diagonal elements causes the matching network S-

parameter matrix to also be full. While this can give optimal performance, such a matching
network tends to be difficult to build and is typically very narrow band [9]. Since radars
often use a large bandwidth, this coupled matching network is impractical. We therefore
limit the S-parameter matrix of the matching network to consist of blocks that are diagonal
matrices which means that the input and output ports are paired [10], [11] (no coupling
among multiple ports).
We consider three different criteria for matching network design under this constraint:
self impedance, input impedance, and active impedance. The criteria differ only in how a
diagonal reflection coefficient matrix Γ0 is computed from the full coupled reflection coefficient matrix ΓL . In the following, we use the impedance matrix ZL to correspond to the
reflection coefficient ΓL .
6.1.1

Self Impedance
(D)

The self impedance match is realized by forming the diagonal matrix ZL
(D)

consisting
(D)

of the diagonal elements of ZL and then forming the reflection coefficient ΓL from ZL [22].
(D)∗

We then use Γ0 = ΓL
6.1.2

in our network design technique.

Input Impedance
(in)

The input impedance match finds the reflection coefficient ΓL,i looking into the ith
(in)

load port when all other ports of the load are terminated. Forming the diagonal matrix ΓL
(in)

whose ith diagonal element is ΓL,i , the objective is to find the diagonal matrix Γ0 such that
(in)∗

Γ0 = ΓL

(in)

. Since ΓL

depends on Γ0 , this is typically computed iteratively [23].
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6.1.3

Active Impedance
The active impedance matrix Zact is a diagonal matrix with the objective of main-

taining the voltages and currents obtained from an optimal conjugate impedance match for
a specified incident field. The reflection coefficient Γact is formed from the active impedance
matrix Zact . The active impedance match, Γ0 = Γ∗act , achieves maximum power transfer for
the designated incident field but power transfer is suboptimal for any other incident field [18].
More commonly, a range of incident fields are present. Achieving maximum power
transfer simultaneously for every incident field is not possible when using uncoupled termi(act)

nations. However, the uncoupled solution ZL

can be found such that the performance on

average is optimized. Typically this solution is found iteratively. The reflection coefficicient
(act)

is then formed from ZL
6.2

(act)

as ΓL

and is used in designing the network [23].

Performance
We now examine how these matching network design criteria affect the target angle

shift and the side lobe level increase introduced in chapter 4. We again consider a system
with NR = NT = 2, and we run this simulation for no matching network as well as self
impedance, input impedance, and active impedance matching networks.
6.2.1

Target Angle Shift
Figure 6.2 plots the error ∆θ in the estimated target area as a function of the actual

target angle θq . As can be seen, all three matching networks can dramatically reduce the
error for most target angles.
Figure 6.3 plots the maximum observed ∆θ as a function of the amount of coupling
in the transmit and receive arrays. These results show that as the coupling gets large, trying
to design an approximate matching network (input impedance match) can underperform
removal of the matching network. For practical levels of coupling the performance is not
greatly impacted by the choice of matching network criteria as the results may be better or
worse depending on the coupling level.

39

Target Angle Shift

Detected Angle Shift (degrees)

3

None
Input Impedance
Self Impedance
Active Impedance

2.5
2
1.5
1
0.5
0

0

20

40

60

80

100

120

Target Angle (degrees)

140

160

180

Figure 6.2: The amount the detected target angle differs from the actual target angle for
different impedance matching criteria.
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Figure 6.3: Maximum target angle shift versus coupling level for different impedance matching
criteria.
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6.2.2

Side Lobe Level Increase
Figure 6.4 plots the increase ∆SLL in the side lobe level as a function of the target

angle θq for the different impedance matching designs. The results again demonstrate that
there can be improvement when impedance matching is included.
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Figure 6.4: The increase in side lobe level for different impedance matching criteria.

Figure 6.5 plots the maximum value of ∆SLL as a function of the level of coupling,
again confirming that at high coupling, the active impedance match offers the best overall
performance. However, for practical levels of coupling the choice of impedance matching
criteria does not have a significant impact on performance.
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Figure 6.5: The maximum increase in side lobe level versus coupling level for different
impedance matching criteria.
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Chapter 7
Conclusion
This thesis presents a detailed model of a MIMO radar system that includes transmit
and receive electronics, coupled antenna arrays, and a target response. The system model
analysis uses network theory to represent the signals as they travel through the system.
These signals are designated as either uncoupled or coupled signals in order to assess the
impact that coupling has on the radar performance.
Simulations based on the model demonstrate that mutual coupling can have a significant detrimental impact on the performance of a MIMO radar. The results show that both
the accuracy of the estimated target angle as well as the level of the side lobes associated
with the target beamforming are affected. Depending on the application, even a normal
level of coupling can shift the perceived target angle or increase the side lobe level enough
to cause inaccurate results.
The compensation technique presented in chapter 5 can completely remove the negative effects of coupling for practical systems. However, simulated results showed that when
the system is not measured properly or the system changes over time the compensation
technique presented will introduce more error rather than removing it.
The thesis also illustrates the impact of impedance matching design on the achieved
performance. The results show that while the impacts of coupling cannot be completely
removed through practical impedance matching, good designs may improve performance
depending on the coupling level.
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7.1

Future Work
While this thesis offers a significant advancement in the analysis of MIMO radar

systems with mutual coupling, additional work in the future could further advance our
understanding on this area.
• In addition to the metrics proposed here, it is possible to explore how the 3 dB angular
width of a target is affected by coupling in the system. Accomplishing this requires
decoupling the change in the 3 dB angular width from the change in angular width
caused by the angular shift as the target moves to different angles. Furthermore, only
one type of antenna layout was tested in this thesis. Further arrangements, including
circular or square arrays, could be tested.
• The system model presented in chapter 3 does not take into consideration coupling that
will occur between transmit and receive antennas. This connection was not included
in this thesis due to the complexity added to the mathematical model but could be
considered as future work.
• Further matching network design techniques could be considered. When the scattering
parameters of a matching network are coupled the network usually has narrow operating bandwidth. The constraints from needing higher bandwidth on the scattering
parameters could be explored. Perhaps some coupling can be allowed in the matching network. However, the design of the matching network is more complicated than
simply achieving maximum power transfer. The majority of the energy for a given
transmit channel needs to be transmitted from its associated transmit antenna.
• Additional research could be done allowing the transmit and receive matching networks
to be connected. This could help compensate for some of the coupling that occurs
between the transmit and receive antennas which was not discussed in this thesis.
• It may be possible to compensate for the transmit coupling at the receiver. This study
only explored the method of compensating for the transmit coupling at the transmitter.
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Appendix A
Matching Network Design
A well designed matching network optimizes the power transfer from the source to
the load. Conjugate matching delivers optimal power transfer and is achieved when Γ0 = ΓH
L
in Fig. A.1. The matching network, with S-parameter matrix SM , is designed for known
source and load reflection coefficients ΓS and ΓL , respectively, to achieve a desired matching
condition.

a1

a2

b1

b2
SM

Source

ΓS

Load

Γ0 ΓL

Figure A.1: Block Diagram for Matching Network Design

The matching network S-parameter matrix SM can be written as a 2 × 2 block matrix
with elements SM,ij . Without any loss of generality, SM,ij can be written in terms of the
singular value decomposition (SVD) as
1/2

SM,ij = UM,ij ΛM,ij VH
M,ij ,
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(A.1)

1/2

where UM,ij and VM,ij are unitary matrices and ΛM,ij is a diagonal matrix containing the
singular values of SM,ij . Substituting (A.1) into the lossless constraint SM SH
M = I leads to
1/2

SM,11 = UM,11 ΛM,11 VH
M,11
SM,12 = −UM,11 ΘH (I − ΛM,11 )1/2 VH
M,22
SM,21 = UM,22 Θ(I − ΛM,11 )

1/2

(A.2)

VH
M,11

1/2

SM,22 = UM,22 ΛM,11 VH
M,22 ,
where Θ is a diagonal matrix with elements that have unit magnitude and an arbitrary
phase. The matching network S-parameters are now fully characterized by UM,11 , ΛM,11 ,
VM,11 , UM,22 , VM,22 , and Θ.
Equations for the forward and reverse traveling waves at the port between the source
and the matching network and the port between the matching network and the load from
Fig. A.1 can be written as
a1 = ΓS b1

(A.3a)

b1 = SM,11 , a1 + SM,12 a2

(A.3b)

a2 = ΓL b2

(A.3c)

b2 = SM,21 a1 + SM,22 a2 .

(A.3d)

Solving for b2 from (A.3a - A.3d) gives
b2 = [SM,22 + SM,21 (I − ΓS SM,11 )−1 ΓS SM,12 ] a2 .
{z
}
|

(A.4)

Γ0

Substituting the matching network S-parameters from (A.2) into (A.4) leads to
1/2

Γ0 = UM,22 [ΛM,11 − (I − ΛM,11 )1/2 T(I − ΛM,11 )1/2 ] VH
M,22
|
{z
}

(A.5)

B

1/2

H
H
−1
T = ΘVH
M,11 (I − ΓS UM,11 ΛM,11 VM,11 ) ΓS UM,11 Θ .
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(A.6)

1/2

Using the SVD ΓS = US ΛS VH
S and the substitutions UM,11 = VS and VM,11 = US ,
T becomes diagonal in the form
1/2

1/2

1/2

T = (I − ΛS Λ11 )−1 ΛS .

(A.7)

The matrix B therefore also becomes diagonal. It is then natural to say from (A.5) and
1/2

1/2

Γ 0 = U 0 Λ 0 VH
0 that UM,22 = U0 , VM,22 = V0 , and B = Λ0
1/2

1/2

1/2

1/2

1/2

which leads to

ΛM,11 = (Λ0 + ΛS )(I + Λ0 ΛS )−1 .

(A.8)

The final solutions for the S-parameters of the matching network that achieve optimal power
transfer are [13]
1/2

SM,11 = VS ΛM,11 UH
S
SM,12 = −VS ΘH (I − ΛM,11 )1/2 VH
0
SM,21 = U0 Θ(I − ΛM,11 )1/2 UH
S
1/2

SM,22 = U0 ΛM,11 VH
0 ,
1/2

where ΛM,11 from (A.8) should be substituted into (A.9).
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(A.9)
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