Abstract. We study a nonlinear diffusion equation ut = uxx + f (u) with Robin boundary condition at x = 0 and with a free boundary condition at x = h(t), where h(t) > 0 is a moving boundary representing the expanding front in ecology models. For any f ∈ C 1 with f (0) = 0, we prove that every bounded positive solution of this problem converges to a stationary one. As applications, we use this convergence result to study diffusion equations with monostable and combustion types of nonlinearities. We obtain dichotomy results and sharp thresholds for the asymptotic behavior of the solutions.
Introduction
The paper deals with the following nonlinear diffusion equation with Robin and free boundary conditions:
t > 0, 0 < x < h(t), u(t, 0) = bu x (t, 0), t > 0, u(t, h(t)) = 0, h ′ (t) = −µu x (t, h(t)), t > 0, h(0) = h 0 , u(0, x) = u 0 (x), 0 ≤ x ≤ h 0 ,
where x = h(t) is a moving boundary to be determined together with u(t, x), µ > 0 and b ≥ 0 are constants, f satisfies f ∈ C 1 ([0, ∞)), f (0) = 0 and f (u) ≤ Ku (u ≥ 0) for some K > 0.
(1.
2)
The initial function u 0 belongs to X (h 0 ) for some h 0 > 0, where
, φ(h 0 ) = 0, φ(x) > 0 in (0, h 0 ) .
In 2010, Du and Lin [4] studied the following problem:
u t − du xx = u(1 − u), t > 0, 0 < x < h(t), u x (t, 0) = 0, t > 0, u(t, h(t)) = 0, h ′ (t) = −µu x (t, h(t)), t > 0, h(0) = h 0 , u(0, x) = u 0 (x), 0 ≤ x ≤ h 0 ,
They used this model to describe the spreading of a new or invasive species, with the free boundary h(t) representing the expanding front. They proved a spreading-vanishing dichotomy result, namely the species either spreads to the whole environment and stabilizes at the positive steady state 1, or it vanishes. They also gave a sharp threshold of µ which separate spreading phenomena (u converges to a positive steady state) and vanishing phenomena (u → 0). Their vanishing result improved the "hairtrigger effect" discovered in [2] . The latter says that any nonnegative solution of the Cauchy problem of u t = u xx + u(1 − u) converges to 1 as t → ∞. It turns out that this conclusion does not match some biological observations. (For more biological backgrounds of the problems (1.3) and (1.1), we refer the readers to [3] [4] [5] 8] etc.). In [7] , the authors studied problem (1.1) with Dirichlet boundary condition at x = 0 (i.e. b = 0). For general nonlinearity f , they gave some sufficient conditions on the initial data for spreading. For the equation with logistic and cubic nonlinearity, they gave more sufficient conditions on spreading and vanishing.
In this paper we will study the free boundary problem (1.1) with a general nonlinearity f (u) and with the Robin boundary condition at x = 0. The Robin boundary condition includes the Dirichlet condition as a special case when b = 0. (It does not includes the Neumann boundary condition since this case has been studied in [5] ). Our main purpose is to give a convergence result for general f as in [5] , and then use it to study the asymptotic behavior for the solution of the equation with monostable and combustion types of nonlinearities.
Under the assumption (1.2), by a similar argument as in [4, 7] one can obtain the time-global existence for the solution (u, h) of (1.1) with u ∈ C 1+ν/2,2+ν ((0, ∞) × [0, h(t)]) and h ∈ C 1+ν/2 ((0, ∞)) for any ν ∈ (0, 1). By the maximum principle we have u(t, x) > 0 for t > 0, 0 < x < h(t), and by the Hopf lemma we have u x (t, h(t)) < 0 for t > 0. Hence h ′ (t) > 0 and
We will show that any bounded nonnegative solution of (1.1) converges to a solution of the following elliptic problem:
Using a simple phase plane analysis (cf. [2, 5, 6] ) one can see that, all the bounded nonnegative solutions of (1.4) (defined in [0, ∞)) can be classified into the following categories:
, where x 0 > 0, V (x) is a even, positive solution of (1.4) 1 on R with V ′ (x) < 0 for x > 0. A typical example of V is the ground state when f is a bistable type of nonlinearity; -Type IV. v(x) = P (x)| [0,∞) , where P (x) > 0 is a periodic solution of (1.4) 1 .
Our first main result is a general convergence theorem. Theorem 1.1 (Convergence theorem). Assume that f satisfy (1.2). Let (u, h) be a solution of (1.1) defined for all t > 0. If u(t, x) ≤ C for all t > 0 and some C > 0, then u(t, ·) converges, as t → ∞, locally uniformly in [0, ∞) to a Type I, or Type II, or Type III solution of (1.4).
properties say that, for a solution of a linear parabolic equation, its degenerate zero lying in the interior of the domain makes the number of its zeros decreasing strictly. We also want to use such properties to prove Theorem 1.1. However, a linear parabolic equation corresponding to our problem (1.1) has a Robin boundary condition at x = 0, and this end point might be a degenerate zero. So the results in [1] and [6] can not be applied directly. We will extend [1, Theorem C and D] to include the case that the end points can be degenerate zeros (see Lemmas 2.3 and 2.6 below for details). Such results will play a crucial role in our proof.
As applications of the general convergence theorem, we study two special cases:
(f M ) monostable case, and (f C ) combustion case.
In the monostable case (f M ), we assume that f (u) satisfies (1.2) and
In the combustion case (f C ), we assume that f (u) satisfies (1.2) and for some θ ∈ (0, 1),
The following two theorems give a rather complete description of the asymptotic behavior of the solutions of (1.1) with these two types of nonlinearities.
Type II solution of (1.4), it increases strictly and converges to 1 as x → ∞; or (ii) Vanishing:
and lim
, then there exists µ * ≥ 0 depending on u 0 , h 0 and f , such that vanishing happens when µ ≤ µ * and spreading happens when µ > µ * . In addition, µ
, if we consider the solution of (1.1) with initial data u 0 = λφ, then there exists λ * ∈ [0, ∞], depending on h 0 , φ and f , such that spreading happens when λ > λ * and vanishing happens when λ ≤ λ * .
Type II solution of (1.4), it increases strictly and converges to 1 as x → ∞; or (ii) Vanishing: u(t, ·) converges to 0 locally uniformly in I ∞ as t → ∞. Moreover, for any given φ ∈ X (h 0 ), if we consider the solution u of (1.1) with initial data u 0 = λφ, then there exists λ * ∈ (0, ∞], depending on h 0 , φ and f , such that spreading happens when λ > λ * and vanishing happens when λ ≤ λ * .
In [4] and [5] , the authors even studied the asymptotic spreading speed when spreading happens. More precisely, they showed that, for each µ > 0,
has a unique solution (c, q) = (c * , q * ) with c * > 0, if f is of (f M ) or (f C ) type. q * was called a "semi-wave" with speed c * . Then they proved that the asymptotic spreading speed of u equals c * . For our problem (1.1) with (f M ) or (f C ) types of nonlinearity, we can obtain the same result:
Since the proof is similar as that in [4, 5] , we omit the details in this paper. When f is a bistable type of nonlinearity, one can easily obtain some convergence results by Theorem 1.1. However, a complete description on the asymptotic behavior of solutions like those in Theorems 1.2 and 1.3 are much more complicated than the monostable and cumbustion cases. We will study it in a forthcoming paper.
In section 2 we give a proof for Theorem 1.1. In order to use the zero number argument, we first extend the famous zero number properties [1, Theorems C and D] to include the case that the end points might be degenerate zeros (Lemmas 2.3 and 2.6 below), then we use these key lemmas to prove Theorem 1.1. In section 3, we study monostable and combustion types f as applications of Theorem 1.1. Theorem 1.2 and Theorem 1.3 follow from the results in subsections 3.1 and 3.2, respectively.
General Convergence Theorem

Preliminaries
We first prepare a comparison theorem which can be proved similarly as in [4, Lemma 3.5] . In what follows, for any continuous function w defined on some interval I = [x 1 , x 2 ], we use Z I (w) to denote the number of zeros of w on I. For convenience, we also use I 0 to denote its interior (x 1 , x 2 ). We now extend [1, Theorems C and D] to the case that allows the end points x 1 , x 2 to be degenerate zeros.
where c is a bounded function on
Then the following conclusions hold:
Proof. We only prove the lemma in the case that w satisfies (a) at x = x 1 for some α 1 ∈ (0, 1), and satisfies (b) at x = x 2 :
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Other cases can be proved similarly, some can also be found in [1] . Moreover, we write x 1 = 0 and x 2 = 1 for simplicity.
First, we claim that w(t, 0) ≡ 0 in any interval ∆ ⊂ (t 1 , t 2 ). Otherwise, we can extend w to ∆ × (−1, 0) as an odd function. Then (2.2) implies that x = 0 is a degenerate zero of the extended function for all t ∈ ∆. This contradicts the conclusions in [1, Theorems C and D]. Therefore, {t ∈ (t 1 , t 2 ) : w(t, 0) = 0} is a nowhere dense set. Thus there exists a time sequence {τ n } ⊂ (t 1 , t 2 ), decreasing to t 1 , such that w(τ n , 0) = 0. For each n, we can find an ε n > 0 small such that w(t, 0) = 0 for t ∈ (τ n − ε n , τ n + ε n ).
For any fixed τ n , we now study Z I (w(t, ·)) for t > τ n . Denote S n := {t ∈ (τ n , t 2 ) : w(t, 0) = 0}. If S n = ∅, then the conclusions of the lemma hold for t ∈ S n by [1, Theorem D]. Now we assume that S n = ∅. Denotet := inf S n ∈ (τ n , t 2 ), then
In (τ n ,t), since w(t, ·) can have multiple zeros only at finite times, we may assume that w(t, ·) has no multiple zeros when t ∈ (t − ε,t) for some ε > 0. Assume further that the zeros of w(t, ·) are
By the continuity of w, for each i = 1, 2, · · · , k, x = x i (t) is a continuous curve in the domain (t − ε,t) × (0, 1), extending to the line t =t. We now show that the zeros of w(t, ·) are included in the set
such that w(t,x) = 0, then we can use the maximum principle in the domain
to deduce a contradiction. Consequently, Z I (w(t, ·)) ≤ k + 1. Therefore x = 0 is an isolated zero of w(t, ·). There existsx ∈ (0, 1) such that
By continuity of w, for any δ > 0 small we have
, then we can use (2.4), (2.5) and the first inequality of (2.3) to conclude w x (t, 0) = 0 by the Hopf lemma. This, however, contradicts the second equality of (2.3). Thus we have Z [0,x] (w(t − δ, ·)) ≥ 1. On the other hand, combining (2.4), (2.5) with the boundary condition w(t, 0) = bw x (t, 0), we have Z [0,x] (w(t + δ 1 , ·)) = 0 by the maximum principle, for any small δ 1 > 0.
Consequently, we obtain
Since τ n can be chosen as close as possible to t 1 , we prove the lemma.
Remark 2.4. This lemma shows that the number of zeros of w decreases strictly at the time when it has a degenerate zero, even if the degenerate zero is an end point (provided it satisfies boundary condition (a)).
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Diffusion problems with Robin and free boundary conditions Corollary 2.5. If w satisfies all the assumptions in Lemma 2.3 for t 2 = ∞, then there exists T > t 1 such that w(t, ·) has no degenerate zeros (including x 1 and x 2 ) for t > T .
Lemma 2.6. Let w n (t, x) be a sequence of functions converging to
The proof for this lemma is similar as that for Lemma 2.6 in [6] . Indeed, our lemma can be regarded as a complementarity of [6, Lemma 2.6], since we consider not only degenerate zeros in (x 1 , x 2 ), but also the degeneracy of the end points x 1 and x 2 .
Proof of Theorem 1.1
In this subsection assume that all the assumptions in Theorem 1.1 hold, and then prove this general convergence result. The proof is divided into several lemmas.
Denote by ω(u) the ω-limit set of u(t, ·) in the topology of L ∞ loc (I ∞ ). In other words, a function w(x) belongs to ω(u) if and only if there exists a sequence 0 < t 1 < t 2 < t 3 < · · · → ∞ such that
By local parabolic estimates, we see that the convergence (2.6) implies convergence in the C It is well-known that ω(u) is a compact, connected and invariant set. This means that for any w ∈ ω(u) there exists an entire orbit (namely a solution of W t = W xx + f (W ) defined for all t ∈ R and x ∈ I ∞ ) passing through w. Choosing a suitable sequence 0 < t 1 < t 2 < t 3 < · · · → ∞, we can find such an entire solution W (t, x) with W (0, x) = w(x) and
Here the convergence is understood in the topology of L ∞ loc (R × I ∞ ), but, by parabolic regularity, it takes place in the C Proof. Let w be an arbitrary element of ω(u) and W (t, x) be the entire orbit satisfying W (0, x) = w(x) as given in (2.7). Let v(x) be the unique solution of Without loss of generality we may assume that v 1 (0) < γ < v 2 (0) for some constant γ. Since ω(u) is a connected set, there exists w ∈ ω(u) such that w(0) = γ. Moreover, by Lemma 2.7, w is a nonnegative solution of v ′′ + f (v) = 0 (x ∈ I ∞ ). Set η(t, x) := u(t, x) − w(x). Then η satisfies η t = η xx + c(t, x)η, t > 0, x ∈ I(t), for some bounded function c. By zero number property, we have Z I(t) (η(t, ·)) < ∞.
On the other hand, there exists a sequence t
n , x) → v i (x) as n → ∞. Hence for large n, η(t (1) n , 0) < 0 and η(t (2) n , 0) > 0 . So η(t, 0) changes sign infinitely many times. This is impossible by η(t, 0) = bη x (t, 0) and Lemma 2.3. The lemma is proved.
Lemma 2.9. Let b > 0 and p be a positive periodic solution of (1.4). Then problem (1.4) has another periodic solutionp such that
Proof. It is easily seen that any nonnegative solution of v ′′ + f (v) = 0 is symmetric with respect to each critical point. Hence if
for some x 0 ≥ 0, then p(x 0 + 2ℓ) = p − and 2ℓ is the period of p. Since p satisfies
by the uniqueness of solution of this initial value problem we know that f (p(x 0 + ℓ)) = f (p + ) > 0. Similarly, we have f (p − ) < 0. Therefore, there exists δ 1 > 0 such that
Now we consider the initial value problem
For each positive integer n, denote its solution by v n (x). For sufficiently large n we have
Hence at x i (i = 1, 2) we have
This implies that v ′ n (y n ) = 0 at some y n ∈ (x 1 , x 2 ). Similarly, one can find another critical point near x 0 + 2ℓ. Hence v n is a periodic function.
Next we prove (2.9). Multiplying the equation of v n by v 
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When n is large, the first integral is negative since f (p − ) < 0, the second integral is exactly 0, and so the third integral is positive. Combining with (2.10) and (2.11) we see that v n (y n ) > p + . This proves (2.9). Finally, we show that a suitable shift of v n satisfies the Robin boundary condition in (1.4) . Consider the function
We show that F (r 1 ) < 0 for some r 1 ∈ (p − − 1 n , p + ). Since p satisfies the Robin boundary condition, there exists x 3 ∈ (x 0 , x 0 + ℓ) such that p(x 3 ) = bp ′ (x 3 ). Multiplying the equation of p by p ′ and integrating it on [x 0 , x 3 ] we have
Therefore, for r 1 := p(x 3 ) we have
provided n is large. On the other hand,
The last equality is obtained by multiplying the equation of v n by v Using this lemma we can prove that no periodic solution can be an ω-limit of u. Proof. Suppose, on the contrary, that ω(u) = {p(x)}. By Lemma 2.9 problem (1.4) has another positive periodic solutionp(x) such that
(2.12)
for some bounded function c. By zero number property Lemma 2.3, we have Z [0,h(t)] (ξ(t, ·)) < ∞ and it is nonincreasing in t. On the other hand, by our assumption ω(u) = {p(x)}, ξ(t, x) → p(x) −p(x) as t → ∞. So Z [0,h(t)] (ξ(t, ·)) → ∞ by (2.12). This contradiction proves the lemma. Proof. The lemma can be proved in a similar way as in [4, 5] by using L p estimates and Sobolev embeddings, or as in [7] by using semigroup theory. Here we give an elementary proof, which only depends on the construction of simple upper solutions.
By Lemmas 2.7 and 2.8, u(t, ·) converges locally uniformly to a solution v of
Note that we yet do not know what v(h ∞ − 0) is. Now we show that v(h ∞ − 0) is indeed 0. By the assumptions in Theorem 1.1, u(t, x) ≤ C for some C > 0. Set
where
K is that in (1.2). As in the proof of [4, Lemma 2.2] one can show that
For any given ε > 0, take δ := min{
Then there exists T > 0 such that
Thus, for t > T and
Therefore, for anyx ∈ [h ∞ − δ, h ∞ ), u(t,x) < ε for sufficiently large t, and so v(x) ≤ ε. Since ε → 0 as
Defining v(h ∞ ) = 0 and combining with (2.13) we see that v is indeed a solution of the following two-point boundary value problem of elliptic equation:
If v ≡ 0, then by v ≥ 0 and the Hopf lemma we have
We will derive a contradiction from this. For each n ∈ N, we set v n := max{v − 1 n , 0}, which is a C 2 function on [0, h 0n ] for some h 0n < h ∞ . Now we consider the free boundary problem (1.1) with initial data u 0 = v(x), and with u 0 = v n . Denote the corresponding free boundaries by h(t; v) and h(t; v n ), respectively. By (2.16) we see that there exists
Hence for large n we have
Choose τ sufficiently large such that
By comparison principle and (2.17) we have
This contradiction shows that ω(u) = {0}. Finally, we prove u(t, ·) L ∞ (I(t)) → 0 as t → ∞. For any ε > 0, define δ as above. Since u converges to 0 uniformly on [0, h ∞ − δ] as t → ∞, there exists T 1 > 0 such that 0 ≤ u(t, x) < ε for x ∈ [0, h ∞ − δ] and t > T 1 .
Combining this inequality with (2.15) we obtain lim t→∞ u(t, ·) L ∞ (I(t)) = 0. This proves the lemma. Theorem 1.1 can be proved by combining the above lemmas.
Applications
As applications of the general convergence theorem, in this section we study the asymptotic behavior of solutions to (1.1) with monostbale and combustion types of nonlinearities.
Monostable case
Throughout this subsection, we assume that f is of (f M ) type. In this case, problem (1.4) has only two bounded, nonnegative solutions. One is the Type I solution v(x) ≡ 0 (x ≥ 0), the other is a Type II solution (denoted by v * ) which satisfies v
Lemma 3.1. Let (u, h) be any solution of (1.1).
Proof. Assume, on the contrary, that
. Take any number l satisfying max{h 0 , , problem
has a solution q α (x), which is positive in some interval (0, 2x α ) with
where F (u) = u 0 f (s)ds. Moreover q α (x) is symmetric with respect to x = x α and q
. It is easily seen that q α is strictly increasing in α. In addition, as α → 0 + 0, q α → 0 and
2). Thus we can find α * > 0 small such that q α * (0) = q α * (2x α * ) = 0 and q α * (x) < u(T, x) in (0, 2x α * ). It follows from the comparison principle that q α * (x) ≤ u(t, x) for t > T , 0 < x < 2x α * .
This is a contradiction to Lemma 2.11 and thus
. The conclusion u(t, ·) L ∞ (I(t)) → 0 (t → ∞) follows from Lemma 2.11. This proves the lemma. Proof. Since h ∞ = ∞, we can take
and u(T, x) > 0 in (0, h(T )). As in the proof of Lemma 3.1, this implies that lim inf t→∞ u(t, x) > 0 in (0, h(T )). Therefore, u → 0 and the conclusion follows from Theorem 1.1.
Using Lemmas 3.1 and 3.2 we have the following theorem. and lim t→∞ u(t, x) = 0 uniformly in I(t).
Now we give some sufficient conditions for spreading and vanishing.
, then h ∞ = ∞.
by Lemma 3.1. However, it follows from h ′ (t) > 0 and
. This is a contradiction.
Proof. The proof is divided into two cases:
We first consider case (a) and to derive a contradiction by assuming that h ∞ < ∞. In this case 0 < u(t, x) ≤ 1 for t > 0 and x ∈ (0, h(t)) by the comparison principle, and u → 0 as t → ∞ by Lemma 3.1. A direct calculation gives
Integrating it from 0 to t gives
Letting t → ∞ we have
by Lemma 3.1. This contradicts the definition of µ 1 and the choice of
. Let (u, h) be the solution of (1.1) with initial data u(0, x) = u 0 (x). Then Lemma 2.1 implies h(t) ≤ h(t) for t > 0. Note u 0 L ∞ ([0,h0]) = 1, we can apply the result in case (a) to show that lim t→∞ h(t) = ∞ if µ ≥ µ 1 . Thus we also have h ∞ = ∞. This completes the proof.
Proof. To emphasize the dependence of the solution (u, h) on the parameter λ, we write (u λ , h λ ) instead of (u, h). Define Σ 0 := {λ > 0 : u λ (t, x) → 0 as t → ∞ uniformly in I(t)} and λ * := sup Σ 0 . When Σ 0 = ∅, we set λ * = 0. By Lemma 3.4, such a case happens when
. If Σ 0 = (0, ∞), then λ * = ∞, which means that any u λ vanishes no matter how large λ is. Note that such a case really happens when h 0 is sufficiently small and when −f (u) grows sufficiently fast. (Indeed, in [5] the authors proved that any solution of (1.1) with the Robin boundary condition replaced by a Neumann one u x (t, 0) = 0 converges to 0 if lim inf u→∞ −f (u)/u 8 > 0 and if the initial support [0, h 0 ] is narrow enough. They constructed an even upper solution to block the spreading of the solution. We see that their upper solution can also be used to our problem since the Robin boundary condition implies that u x (t, 0) ≥ 0).
In what follows we consider the case where Σ 0 = ∅ and Σ 0 = (0, ∞). Then, by the comparison principle, it is easily seen that Σ 0 is an interval (0, λ * ) or (0, λ * ] for some λ * ∈ (0, ∞). This only happens
for some T > 0. Since h λ depends continuously on its initial value λφ, we have
for any small ε > 0. So λ * − ε ∈ Σ 0 by Theorem 3.3 and Lemma 3.4. This, however, contradicts the definition of λ * and the fact that Σ 0 is an interval by the comparison principle. Therefore, λ * ∈ Σ 0 and Σ 0 = (0, λ * ]. The proof is completed.
Combustion case
In this subsection, we assume that f is of (f C ) type. Similar to the monostable case, problem (1. Note that u λ depends on λ continuously. So we have
for any small ε > 0. This implies that u λ * −ε → 0 since q α (x−z * ) is a stationary solution of v ′′ +f (v) = 0. Therefore λ * − ε ∈ Σ 0 . This contradicts the definitions of Σ 0 and λ * .
Remark 3.12. In Theorem 3.9 (ii) we obtain u → 0 locally uniformly in I ∞ . The following comment explains why we can not obtain a similar uniform convergence as in Theorem 3.3 (ii). Consider the problem (1.1) in (f C ) case. Assume that the initial data is λφ for some given φ ∈ X (h 0 ) (h 0 > 0 is large). Define Σ 0 := {λ > 0 : u λ → 0 uniformly in I(t)} and Σ 1 := {λ > 0 : u λ → v * locally uniformly in [0, ∞)}.
From the proof of Theorem 3.11 we see that Σ 1 is a nonempty open set. On the other hand, Lemma 3.10 implies that Σ 0 is also a nonempty open set. HenceΣ := (0, ∞)\(Σ 0 ∪ Σ 1 ) = ∅. For eachλ ∈Σ * , uλ must converges to 0 locally uniformly in [0, ∞), but not uniformly in I(t). Therefore, hλ ,∞ = ∞ by Lemma 2.11.
