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Abstract
This thesis presents a novel method of visual odometry suited to pose estimation of a
fixed-wing UAV flying at significant altitude above terrain. To date, most methods
of stereo visual odometry have focused on applications in close proximity to the
observed scene, where the ratio of stereo baseline to depth is relatively high. In these
cases, scale is well observed and degenerate configurations rarely occur. In contrast,
for a fixed-wing UAV with a small camera baseline, scale is difficult to observe
and the utility of the stereo pair becomes less effective with increasing altitude. In
addition, vibration can adversely affect the delicate inter-camera calibration required
for an effective pose estimate.
This thesis presents several novel additions to stereo visual odometry to enhance its
utility at long-range and under adverse calibration conditions. Firstly, a monocular
method for visual pose estimation of a fixed-wing UAV is presented that is capable
of dealing with planar structure and other effects at long range. By integrating loop-
closure events, a full Simultaneous Localisation and Mapping solution is presented.
Secondly, a modified bundle adjustment that explicitly models the stereo calibration
is shown to allow online calibration of a stereo pair during data capture. To assist
in cases where certain parameters are difficult to optimise, a multi-objective bundle
adjustment is demonstrated, where measurements from a magnetometer assist in
constraining yaw drift of an underwater vehicle.
Finally, a method of bootstrapping stereo VO under long-range and poor calibra-
tions is presented. This is integrated with the key novelty of this thesis: the im-
plementation of log-barrier constraints on the optimisation to maintain feasibility
of the estimated stereo transform under poor observability. The new methodology
is presented on a challenging dataset from a fixed-wing UAV flying at altitudes of
20-120m over a course of 6km where, during flight, vibration causes the stereo trans-
form to change. Results are presented that show the algorithm’s ability to recover
the estimated stereo transform in flight and accurately estimate a 6DOF pose over
the entire trajectory.
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Chapter 1
Introduction
1.1 Motivation and Overview
Vision has received extensive investigation in recent decades as a tool for robotic navigation
and mapping. Not only is the data provided from visual sensing uniquely rich in information
in terms of texture, colour, luminosity and contrast; but it is also capable of providing, with
additional processing, metric three-dimensional representations of both observed structure and
camera pose. With advances in feature tracking, processing algorithms, computational resources
and reduced cost and size of cameras, particularly for the consumer market, vision is a modality
that cannot be ignored in contributing to the long-standing robotic navigation and mapping
task.
In a robotics context, vision can assist in object segmentation, obstacle avoidance, 3D
reconstruction and pose estimation. To date, a significant amount of research has investigated
the utility of vision as a pose estimator. Using Structure-from-Motion (SfM) techniques on
images gathered by a robotic platform, a high accuracy estimate of pose and observed structure
can be generated. Additionally, the same sensor can be utilised in loop closure events to give
a comprehensive Simultaneous Localisation and Mapping (SLAM) system without the need
for additional inputs. Visual Odometry (VO) has been demonstrated repeatedly in handheld
applications, ground and airborne vehicles, both as an independent sensor and part of a filtered
framework. Driven by advances in the consumer camera market, robotics has benefited from a
rapidly progressing sensor technology to improve pose estimation. With trajectories on ground
vehicles demonstrated over distances exceeding 50km, VO has reached a level of maturity to
rival other sensing modalities.
Vision based pose estimation, however, does have some deficiencies that are the focus of
ongoing research. Current sensing technology limits most applications to relatively brightly
light, daytime scenarios. In a loop closure context, most visual place recognition algorithms
are not invariant to lighting changes caused by time-of-day and seasonal changes. Of more
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significance to this thesis, a fundamental deficiency of the system is the loss of scale in monocular
systems. Unlike other sensors such as laser scanners, the projection of a fundamentally 3D world
into a 2D co-ordinate system means that metricity is lost without the known measurement of
an external property. In many monocular VO systems, even with an accurate initialisation, the
scale of the geometry is also prone to drift. This limits the utility of single camera systems, and
often results in the integration of visual sensors with others such as inertial and GPS sensors to
constrain the scale of the system accurately. One oft-used approach to the scale problem is the
use of rigid-stereo systems. By using two physical cameras with accurately calibrated relative
geometry, scale is constrained by the known baseline between the cameras. This is the focus
of most ground-based VO research, and improves reliability of VO in addition to constraint of
scale drift. By integrating the rigid geometry of the secondary camera, a truly optimal bundle
adjustment is achievable that not only improves pose estimates, but allows a number of more
advanced applications that help improve the reliability of VO in many field robotics contexts.
To date, however, most stereo VO systems have only been demonstrated on ground-vehicles
or very low flying multi-rotor systems, where observed structure is close and dense. It is well
known that the utility of stereo vision decreases non-linearly with scene depth, however, the
limits of this deficiency have not been well explored in terms of accuracy or reliability.
This thesis seeks to extend visual odometry into new applications and push the limits of
accurate estimation. By exploring VO in a context outside the realm of indoor environments
and wheeled ground-vehicles, the contribution of this thesis is in an optimal vision-only pose
estimator in applications of extremely large scene depth: where the baseline-to-depth ratio of
a stereo system is extremely small and the scale constraint provided by rigid stereo is weakly
observable. Building on this concept, this thesis will explore the integration of additional sensor
information in a bundle adjustment framework and, most importantly, the relaxation of some
of the strict rigidity constraints on the transform of a stereo pair during operation.
Most VO techniques strictly depend on an accurate calibration of the stereo transform
between physical cameras. Small deviations to the orientation and position of these cameras
can cause rapid degradation of the pose estimate due to poorly triangulated scene structure. By
relaxing the stereo transform so that its parameters are optimisable during bundle adjustment,
but also applying rigidity constraints on the feasible space of these parameters; accurate, metric
visual odometry can be maintained even when a calibration is not optimal. This has implications
for a number of field robotics scenarios. While deformation of stereo parameters is not readily
observed on many recent ground-vehicle and indoor applications, the recent push for long
term autonomy and field-demonstration of robotics means that knocks, pressure changes and
vibration can adversely impact on sensor positions and functions. No less is this the case for
rigid stereo rigs. Impacts with vegetation on ground-vehicles, warping from pressure change
underwater and vibration from aircraft engines are all potential sources of sensor calibration
degeneration. With an increasing baseline for better longer range performance, the potential for
degradation in calibration increases, where a relaxed reliance on accuracy would be essential.
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Seen in an inverse context, a reduced dependence on accuracy means that a heavy, highly
engineered rig may be no longer essential, and wide baseline stereo can be achieved with less
hardware: essential for flying vehicles where weight reduction is critical.
The motivation for this research is based on stereo visual odometry for small flying vehicles
at altitudes exceeding 30m (100ft). With recent advances and miniaturisation in inertial sen-
sors for closed loop control, the last decade has seen an explosion in consumer autopilot and
control systems for small UAVs including multi-rotor and fixed-wing aircraft. With increasing
miniaturisation and cost reduction on these sensors and hardware, the utility and applications
of UAVs are assured in the coming decades.
In order to understand the utility of vision as an integrated sensor for UAVs, an exploration
of the basic sensor suite on-board most systems is required. UAVs are typically dependent on
two major sensing modes; the Global Positioning System (GPS) (for global error correction)
and inertial sensing, filtered to give a high frequency pose update. This methodology, while
effective, has a number of potential deficiencies. GPS is ineffective in urban and natural canyons
and some mountainous areas, subject to jamming, and cannot be explicitly relied on to achieve
a reliable autonomy desired in future commercial applications. A number of U.S. government
agencies have stated that a reliance on GPS alone is insufficient [29] and remains a barrier to
integration of UAVs into U.S. national airspace. Similar arguments are made by a number of
international governments. Clearly, truly autonomous UAVs must have additional sensing and
communication modes if they are to be accepted both by regulators and the general public.
It must be noted that, with increasing advances in new positioning systems and improved
algorithms for dealing with jamming and signal degradation, some of these potential pitfalls
can be mitigated. Additionally, while high accuracy systems exist, some based on terrestrial
infrastructure, there is a tradeoff. Use of higher frequency and more accurate GPS systems
means larger and more costly hardware, and in those systems dependent on terrestrial infras-
tructure, a dependence on close proximity and reliable communications. Such systems come at
high cost. Inertial sensors, on the other hand, complement GPS well. By providing incremental,
high frequency position and orientation updates, the deficiencies in GPS for real time control
can be alleviated. However, inertial sensors are not capable of providing accurate pose over
long periods. Without GPS or other external positioning systems to constrain both scale and
pose drift, inertial sensors quickly become ineffective. Clearly, neither sensor is alone capable of
providing a satisfactory pose estimate, and both together still exposes limitations in reliability.
Vision is a viable complement to this pose estimation framework. A robust VO system is
capable of estimating pose with a reduced drift in comparison to most inertial sensors over
the same time period, and in a rigid stereo system is capable of providing metrically scaled
pose. Additionally, it provides a framework for loop closure in order to build a full vision-only
Simultaneous Localisation and Mapping (SLAM) system. Seen in the context of a UAV, the
addition of vision to the sensor suite means a more accurate and robust system, particularly
in fringe cases where GPS is unavailable or inaccurate. In cases where GPS access is available,
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VO can provide medium frequency relative position and orientation updates, further increasing
pose accuracy.
Vision in a VO context also provides a secondary output: 3D reconstruction of observed
environments. While useful in a number of ground-based applications for navigation tasks and
obstacle avoidance that can also be utilised in close-proximity flight of UAVs, the mapping
applications of the technology cannot be ignored. Critical to such an application, accurate
pose estimates are essential. In a low cost system, GPS and inertial sensors tend to be low
accuracy, and result in inherent error in any mapping application. Using visual reconstructions
initialised from these poses alone is ineffective and clearly sub-optimal when the strong orienta-
tion constraints from visual features are ignored. Visual pose estimation is a viable contender
for improvement in this regard by integrating a VO solution into the pose estimation frame-
work. Until recently, there was no inherent need for visual mapping or odometry at the altitudes
Figure 1.1: An example 3D reconstruction of an observed environment using data gathered
from a UAV
typically suited to small UAVs (100-500 ft): most non-terrestrial mapping was performed with
either satellite imagery or piloted high altitude aircraft. The focus on large sensing apparatus,
partly due to available technology, meant that mapping was approached from a bigger-is-better
perspective. This meant that mapping was a high-cost, high manpower operation. Conse-
quently, such mapping was effective only on broad scales; ranging from continent wide mapping
to the level of cities and districts. The use of costly and bulky Light Detection and Ranging (Li-
DAR) sensors meant that aircraft needed to meet minimum size requirements, and similar high
quality camera systems meant that deployment on small unmanned systems was not effective.
The development of low-cost UAVs opens a new niche in mapping: potentially high density
maps of small scale environments at an extremely low cost comparison. While LiDAR systems
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have reduced in size and cost, making them a potential candidate for UAV based mapping,
they are still severely range limited, reducing their effectiveness at the medium altitudes that
mapping UAVs would be most effective. Some vision based systems already exist, but these
are strictly offline processes that rely on global optimisation procedures on both GPS pose and
triangulated features from large, sparse image sets.
This thesis takes a different approach: using a potentially online estimator that can be
integrated into a filtered framework, but also as a redundant, independent pose estimator.
As computation improves, online estimation of pose from vision alone is becoming feasible,
and means that higher-order tasks such as inspection of detected objects of interest or state
estimation feedback becomes a possibility even in a vision only estimator.
Figure 1.2: The typical configuration of a stereo pair in ground based VO (left) seen from above,
and airborne VO (right), seen from the side, showing the dramatically reduced observability of
scale in the airborne case.
The application of visual SfM at these altitudes, however, is not a straightforward task.
Algorithmically, scenery approaches a planar perspective, causing degeneracies in monocular
schemes. Additionally, dealing with weakly observable scale from the large baseline-to-depth
ratios of a stereo scheme means that maintaining metricity is difficult. The utility of a stereo pair
with increasing altitude degenerates to a monocular perspective in the commonly accepted VO
methodologies: i.e. there is a point at the limits of stereo disparity where triangulation from a
stereo pair is not effective. Additionally, dealing with a high vibration environment means that a
stereo calibration is not necessarily reliable. In this scenario, even small changes in orientation
can mean extremely large triangulation error and rapid failure of a VO system. The ideal
stereo pair for a UAV is low-mass and large baseline: the opposite desired to maintain accurate
calibration. Reducing this strict dependence means a more cost effective implementation and
greater reliability.
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1.2 Research Problem
The main motivation for this thesis is a metrically scaled VO algorithm suitable for online pose
estimation of fast-moving aircraft at significant altitude. This can be summarised in the main
question addressed by this thesis:
1. Can visual SLAM be performed to estimate metrically scaled pose of a fixed-wing
UAV at altitudes up to 120m (400ft) AGL ?
Through this question, this thesis will explore the implementation of visual odometry and visual
loop-closure from a UAV flying at high altitude, and compare generated results with ground
truth to establish quantitive evaluation of metric accuracy. Here, the term ‘high altitude’ refers
to a height above terrain typically suited to a small UAV, typically where it does not need to
significantly interact with the ground terrain for obstacle avoidance. Instead, the applicable
altitude is one suitable for the low-cost visual sensing apparatus on-board the aircraft but
remaining below the generally accepted minimum altitude of air traffic of 120m (400ft). While
the terms ‘low’, ‘medium’ and ‘high’ often referred to in this thesis are subjective and dependent
on context, for the purposes of this thesis they will each refer to heights of <3m (10ft), 3-30m
(10-100ft) and 30-120m (100-400ft) respectively. Where necessary, the ambiguity between these
terms and those commonly accepted by general aviation will be addressed. While SI units will
always be noted, references to imperial units for altitude are to accommodate the accepted
standards set by most worldwide civil aviation authorities.
While this research question addresses the problem of pose estimation for a fixed-wing UAV,
it does not specifically exclude other types of vehicles such as a helicopter or multi-rotor based
UAVs. Clearly, there are some algorithmic changes and challenges unique to these platforms.
However, the basic theory and concepts are still readily transferrable. Indeed, while this thesis
uses the airborne scenario as a motivation, the implications of vision in high baseline-to-depth
ratios, or very long-range sensing, can reach into a number of different applications. The above
question has a number of facets that can be separated into separate sub-questions, but also
applied to scenarios not specific to high-altitude UAVs. To this end, the main question can be
phrased in a second, more general way:
2. Can accurate, metric, visual odometry be performed in situations of extremely
large scene depth, where triangulation from a rigid stereo pair can be considered
ineffective?
This emphasises the main contribution of this thesis: visual odometry in new applications
not typically considered effective for ‘standard’ stereo visual odometry. By applying visual
odometry both in the air, underwater and in long-range situations such as riverine or underwater
applications, new methods can be found to deal with these situations and the limits of the
technique can be established. In order to sufficiently limit scope, this thesis will not address
questions of long-term operation nor online demonstration of algorithms.
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In a number of practical applications, pose drift is a fundamental deficiency of visual odom-
etry. Situations of low frame rate, where low overlap imagery means that pose is poorly con-
strained by projective objectives alone, means potentially rapid drift in pose estimates. This
may be motivated by computational or data storage constraints, and not simply addressed by
increasing frame rate. Additionally, vision is not the only sensor on-board many robotic sys-
tems. Magnetometers and IMUs may be readily available and can contribute to reduce pose
drift. While the established approach is a filter-based solution, there is still significant research
scope in integrating additional sensing into a bundle adjustment framework: maintaining the
strong orientation constraints on optimisation by individual features. The main theoretical con-
tribution of this thesis focuses on adaptations and modifications to bundle adjustment, namely
the integration of additional, non-projective constraints and objectives on a solution to min-
imise drift and ensure robustness in poorly initialised or near-degenerate situations. This is
summarised in the third research question addressed by this thesis:
3. Can additional objectives or constraints be integrated into a bundle adjustment
solution to assist in increasing accuracy?
As noted in Section 1.1, there are some deficiencies in vision only pose estimation that are still
not adequately addressed in the current literature. A strict dependence on accurate calibra-
tion of the stereo transform between rigidly fixed cameras mean that most demonstrations of
metrically accurate VO are limited to short term ground-vehicle applications and indoor robots
where environmental impacts are minimised. In the case of an airborne application, vibration
is a significant factor that must be addressed. In this case, engineering a high strength rigid
transform is not feasible due to weight and size restrictions. In order to address this problem,
this thesis includes the question:
4. Can the strict dependence on a rigid stereo transform be relaxed such that metri-
cally scaled visual odometry is possible with poorly calibrated epipolar geometry?
By addressing the questions defined above, this thesis will provide a significant contribution
to the field of visual pose estimation and scene reconstruction. It will present research into
accurate pose estimation of UAVs and other vehicles in situations of extreme scene depth, and
supply a methodological framework for the implementation of these methods in future technical
demonstrations.
1.3 Contributions of this Research
The contributions of the research carried out as part of this thesis are separated into a number
of sub-groups. The main over-arching contribution of this thesis is a metrically scaled visual
odometry solution for long-range stereo visual odometry. However, the contributions to this
generalised algorithm are separated into areas of:
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1. Simultaneous bundle adjustment of multiple, rigidly linked cameras for optimal low-drift
odometry
2. Demonstration of multi-objective bundle adjustment, where data from other sensors are
integrated with visual observations to assist in accurate pose estimation in an otherwise
difficult dataset.
3. Accurately scaled pose initialisation for stereo VO without explicitly triangulating struc-
ture from stereo pairs
4. Constrained optimisation applied to the feasible space of parameters optimised in bundle
adjustment.
The first contribution is an optimisation routine that performs truly optimal bundle adjust-
ment on multiple rigidly-linked moving cameras, utilising all image projections of all cameras
in a stereo, trinocular or larger set of rigidly linked cameras with synchronised image capture.
By integration of cameras additional to the base camera, the additional information and scale
constraints provided ensure faster convergence and greater robustness to poor initialisation.
This is demonstrated through simulation and field-data results.
The second contribution is the demonstration of a multi-objective bundle adjustment frame-
work that incorporates additional sensor information into the standard bundle adjustment im-
plementation on an otherwise difficult underwater dataset. This facilitates other sensors to
assist in providing observability of parameters that are difficult to optimise in a vision-only
bundle adjustment framework. The main demonstration of a multi-objective bundle adjust-
ment will be a constrained visual odometry solution for low-overlap imagery that integrates
sensor inputs from a magnetometer to reduce rapid yaw drift.
The third contribution is the implementation of a constrained optimiser that places bounds
on the feasible space of certain parameters. This allows the bundle adjustment routine to
successfully include these parameters in the optimisation, but keep their values in a rigidly
defined space when their observability is limited. The key demonstration of the constrained
bundle adjustment is to place bounds on the allowable space of the stereo transform parameters;
keeping the strong knowledge of the allowable parameter space.
The fourth and final contribution is a method of metrically scaled pose initialisation of
rigid camera pairs in a large baseline-to-distance scenario. By avoiding explicitly computing
structure between fixed pairs due to poor triangulation performance, but utilising the transform
between a rigid pair to inform scale, a metrically scaled initialisation is estimated and refined
over only a few frames. This technique is demonstrated on airborne data where a standard
stereo initialisation is inadequate.
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An Open Source Toolbox for Appearance-based Loop Closure Detection”, in International
Conference on Robotics and Automation, St. Paul, USA, 2012
• M. Milford, D. McKinnon, M. Warren, G. Wyeth, B. Upcroft, “Feature-based Visual
Odometry and Featureless Place Recognition for SLAM in 2.5D Environments”, in Aus-
tralasian Conference on Robotics and Automation, Melbourne, Victoria, 2011.
• M. Warren, D. McKinnon, H. Hu, B. Upcroft, “Unaided Stereo Vision-Based Pose Esti-
mation”, in Australasian Conference on Robotics and Automation, Brisbane, Queensland,
2010.
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• S. Mitchell, M. Warren, D. McKinnon, B, Upcroft, “A Robust Structure and Motion
Replacement for Bundle Adjustment”, in Australasian Conference on Robotics and Au-
tomation, Brisbane, Queensland, 2010.
• H. Hu, D. McKinnon, M. Warren, B. Upcroft, “Graphcut-based Interactive Segmenta-
tion using Colour and Depth Cues”, in Australasian Conference on Robotics and Automa-
tion, Brisbane, Queensland, 2010.
1.4.2 Workshop Submissions
• M. Warren, P. Corke, O. Pizarro, S. Williams, B. Upcroft, “Bi-objective Bundle Ad-
justment: Towards Large-Scale Visual Sea-floor Mapping with a Minimal Sensor Suite”,
in Robotics: Science and Systems: Workshop on Robotics for Environmental Monitoring,
Sydney, Australia, 2012
1.4.3 Journal Publications
• (Under Review) M. Warren, P. Corke, B. Upcroft,“Long-Range Stereo SLAM for Low
Altitude Flight of UAVs”, in International Journal of Robotics Research, 2014.
1.5 Thesis Outline
This thesis is structured as follows: Chapter 2 presents the background and published literature
on visual pose estimation, encapsulating visual structure from motion techniques that form
the basis of most VO algorithms, to probabilistic loop closure recognition. Additionally, the
chapter presents a special focus on VO in both underwater and airborne contexts, providing
a comprehensive review of the technique in these fields and extensions to ‘long-range’ visual
pose estimation. Following this, a review of optimisation methods and literature, with an
emphasis on bundle adjustment, are presented. General optimisation techniques will be explored
and evaluated for robustness and accuracy. In addition, a review of nonlinear estimation and
constrained optimisation is performed. As further justification of the application of this thesis,
the chapter also reviews methods of airborne mapping and pose estimation. The layout and
dependencies of each contributory chapter is shown in Figure 1.3.
Chapter 3 presents a comprehensive implementation of visual odometry, starting from the
basic principles of Structure-from-Motion. It includes the development of critical theory for a
monocular Visual Odometry algorithm and a formalised implementation of a sparse monocular
bundle adjustment. The chapter then presents results of the developed VO and monocular BA
algorithm both in a simulated airborne environment and on visual images gathered from a fixed-
wing UAV in the field. This both demonstrates the utility and limits of vision in this scenario.
For a comprehensive SLAM implementation, a probabilistic loop-closure detection system is
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Figure 1.3: The layout and dependencies of each contributory chapter of this thesis.
also implemented with a graph-relaxation technique to show accuracy of the monocular VO
technique over large-scale distances for the same fixed-wing airborne vehicle.
Chapter 4 extends the monocular VO and BA algorithms to take into account multiple
rigidly fixed cameras capturing synchronous imagery. This modification is first defined via an
extended ‘multi-camera’ bundle adjustment algorithm that takes into account all rigidly linked
cameras capturing imagery in a synchronised fashion. A modified stereo-VO algorithm that
takes advantage of this new bundle adjustment is presented that allows online re-calibration of
the translational and rotational geometry between the rigidly linked camera. This methodology
is analysed through a simulated scenario, where the advantage of the algorithm in optimality,
speed and scale accuracy is shown through analysis. Finally, the algorithm is applied on a field-
gathered dataset taken by a pair of forward facing cameras on a wheeled ground vehicle and its
ability to re-extract the geometry is demonstrated. To motivate further chapters an analysis
on the impact of deformations on a rigid stereo rig are examined, including their triangulation
accuracy as deformations and distance to the scene is increased. Additionally, an analysis on
the non-Gaussian triangulation bias for a stereo pair at long range is presented. This assists in
justifying a bundle-adjusted methodology over a filtered solution.
Chapter 5 applies the multi-camera methodology presented in Chapter 4 to a specific sce-
nario: low-overlap stereo VO for an underwater vehicle. Theory is presented that takes ad-
vantage of the constrained motion of the vehicle to reduce roll and pitch drift. Additionally,
the integration of additional sensor information to the bundle adjustment routine is examined,
showing that when considered as a more general least-squares problem information not only
from feature tracks is useful in developing a more accurate pose output. The theory is presented
on a simulated underwater vehicle undergoing slow sinusoidal motion moving in a square pat-
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tern, and the improvement in accuracy shown with the integration of additional sensors. The
same algorithm is then applied on field-gathered data from an Autonomous Underwater Ve-
hicle (AUV) and similar improvements presented. While dependent on the theory of Chapter
4, this chapter is a small deviation from the rest of the thesis in that, while still working on
extending multi-camera bundle adjustment, the application is different to the airborne scenarios
emphasised in this thesis.
Chapter 6 returns to the case of rigid multi-camera high-altitude visual odometry for fixed-
wing aerial vehicles. From the analysis in Chapter 4, it is clear that initialisation from a single
stereo pair at long-range is prone to failure due to extremely noisy structure triangulation. This
chapter addresses this fact by extending the multi-camera bundle adjustment of chapter 4 to
include a scaling term, allowing the initialisation to be performed on a monocular set of images
before introducing the imagery and feature tracks from a rigidly linked second camera. This
allows recovery of scale to a high degree of accuracy before continuing with a long-range stereo
algorithm for the rest of the dataset. Again, results are presented both in simulation and on
field-gathered data.
Chapter 7 presents a novel implementation of multi-camera bundle adjustment that includes
boundary constraints to enforce accurate solutions when some parameters that are included in
the optimisation framework have poor observability. As the culmination of the work imple-
mented in this thesis, results are presented both in simulated and field-gathered data showing
metric, constrained bundle adjustment that allows continual optimisation of a poorly-calibrated
stereo camera pair. This chapter also presents a streamlined visual odometry implementation
suited to long-range or extremely short baseline stereo VO typical of UAV applications. It will
also use the developed theory of chapter 6 for the initialisation of the framework. The final
output presents the technique on the same airborne dataset, where the stereo calibration is
significantly impacted by engine vibration.
Finally, chapter 8 draws conclusions, discusses limitations and presents potential future work
based on the theory and results presented in this thesis. It includes an analysis of the speed
and general applicability of the algorithms to that presented in the literature and alternative
methodologies to address the problems and shortcomings of the presented techniques.
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Chapter 2
Background
This chapter will explore the background and investigate the known literature related to vision
primarily as a pose estimator, with a particular emphasis on field robotics applications, including
the addition of other sensors and filtering frameworks.
The first section will address vision as an independent pose and structure estimator in a
computer vision context, exploring the basic principles of Structure-from-Motion. This includes
camera models and calibration, robust estimation in the presence of outliers, degenerate cases of
Structure-from-Motion and the considerations of these concepts for long-range visual odometry.
Secondly, this chapter will explore vision as a pose estimator in a robotics context, examining
the applications and limitations of vision for estimating robot motion. Following a summarised
history of visual odometry methods, visual motion estimation for long-range applications will
be investigated, with a particular focus on airborne applications. The different methodologies
and back-ends to VO will be examined, including the integration of other sensors as described
in the literature. This section will also investigate online-calibration of stereo and multi-camera
pairs in a robotics context.
Thirdly, an investigation of bundle adjustment methods will be conducted. Beginning from
generalised optimisation, the literature will be reviewed on bundle adjustment as a specialised
method of least-squares nonlinear optimisation, in addition to various descent methods and
efficiency considerations. This is followed by an examination of the integration and weighting
of additional sensors and objectives in the optimisation routine.
Finally, a specific investigation of airborne mapping techniques will be made to identify the
niche of current work in this field and the potential applications of the work implemented in
this thesis.
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2.1 Structure from Motion
Visual Structure from Motion (SfM) started as early as the late 1800s with the invention of
film cameras. It was often titled pencigraphy due to the analogy of ‘pencils’ of rays projecting
into a camera, but later methods adopted the more descriptive term ‘projective geometry’.
Indeed, much of the work in computer vision and SfM deals with the inherent projection of
the 3D world into a 2D plane, the camera’s imager, and dealing with the consequent loss of a
scale dimension. Many theoretical techniques deal with purely projective geometry, avoiding
the explicit computation of camera motion or structure in a 3D world, and as a matter of
mathematical convenience and description deal with affine geometry, but most techniques suited
to practical robotic applications only consider the Euclidean space, the three-dimensional world
with all axes equally scaled. SfM is the production of both tracked 3D points and camera motion
in a consistent Euclidean reference frame based solely by tracking features between images with
overlapping views.
Inherent in almost all methods of projective geometry and structure from motion, in practi-
cal applications, is the tracking of salient points between multiple images. Many methods began
with manual feature tracking, where individuals would manually select and match image pixels
across images. The term ‘photogrammetry’ encompasses many of these slower, manual tech-
niques to some degree and they still continue in certain forms to this day, such as the tracking
of known key points in visual surveying. With improved feature tracking and the automation of
this process (due to increased compute power and better algorithmic techniques), applications
rapidly expanded into automating 3D depth estimation, 3D reconstruction and camera pose
estimation.
As the basic precursor of structure from motion, the accurate estimation of the fundamental
matrix [85], as a relative pose estimator between two images, is a critical component and
example of the challenges in structure from motion. By matching sets of 8, 7 or 5 points (with
an increasing number of possible solutions) between two images, the rotation and translation
between two cameras (minus a scale factor) can be found. From this, 3D scene structure can
be triangulated. It is this basic procedure that drives the majority of monocular (single camera
through time) SfM techniques.
In this process, and nearly all SfM methods, there are a number of identified problems:
accurate feature detection, matching and triangulation, relative pose estimation through the
fundamental and essential matrices, and camera recovery from observed structure. In addition,
much research has focused on performing robustified methods in the presence of a significant
number of outliers. A comprehensive summation of most work in Structure-from-Motion to
date has been performed by Hartley et. al. [47].
While projective geometry is the dominating method in recovery of structure and motion
from images, there are a number of techniques which parameterise the solution in different ways
in order to avoid some of the shortcomings of the techniques. Li [80] demonstrates that it is
possible to recover structure without explicitly computing the motion or intrinsic properties
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of the cameras observing them. Additionally, Indelman et al. [53, 54, 55] has shown that
parameterising a structure-from-motion problem without explicitly computing structure is not
only possible but also avoids some of the drawbacks of projective geometry. These techniques,
however, have not yet reached the same level of acceptance and implementation and some of
their limitations are not yet well known.
In what will become apparent in later sections, a number of important theoretical contribu-
tions should be examined at this point as pure structure from motion investigations, including
the degeneracies in certain camera motions, feature tracking techniques, and robust estimation.
2.1.1 Feature Detectors
As the basic component of any SfM or VO algorithm, an accurate feature detector and matcher
is essential. Future analysis on different feature detectors will occur in this thesis, therefore a
passing treatise on this literature is important.
The invention of visual features, and their evolution into complex descriptors, is a critical
first component of many vision-based tasks. Due to the sheer volume of information contained
in an image, it is still considered difficult to track features on a pixel-by-pixel basis due to
computational cost, while being unreliable and ultimately unnecessary. Various approaches
now consider ‘dense’ tracking over every pixel but such techniques still require vast amounts of
compute power. By subsampling the image into trackable features that have salient components
such as corners or high contrast blobs, matching is seen as more reliable and computationally
efficient.
Initial investigations started in the late 1980s, with the application of Haar features, the
KLT [125] tracker, then latter Harris [46] corners and others. The development of the Scale
Invariant Feature Transform (SIFT) [84] was a major improvement in visual feature tracking.
The development of a descriptor, which incorporates brightness gradients and other component
of a feature, means that wider-baseline matching between frames is more reliable. This, however,
comes at increased cost due to the size of the descriptor and the need for a more complicated
matching routine. An evolution on SIFT, Speeded Up Robust Features (SURF) [6], was another
major improvement and was better suited to robotic tasks in both speed and accuracy.
Modern variants including Centre Surround Extrema (CenSurE) [3] and STAR have pushed
the limits of feature tracking but have continued to show improvement in both reliability and
speed.
For SfM in an airborne context, a feature tracker must deal with a number of situations:
environments such as forests, asphalt or farmland can appear very self similar, causing inferior
matching techniques to fail quickly. Additionally, salient features may be fleeting and sparse.
Fast, accurate matching in these environments is critical. While descriptor based techniques
can be considered as having reached a plateau in performance improvement, their abilities are
demonstrably satisfactory in most high-overlap VO applications, in addition to wide-baseline
loop-closure techniques where geometrically different perspectives cause less informative match-
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ers to fail [6].
2.1.2 Robust Estimation
The inherent nature of feature detection and tracking means that a significant percentage of
features are mismatched, causing gross error in the form of outliers when performing certain
estimations. It is well known that many least-squares estimation problems are extremely sensi-
tive to noise, and hence many computer vision algorithms do not perform reliably when using
automatically tracked features: a robust method of removing outliers is essential.
The development of RANdom SAmple Consensus [35] (RANSAC) deals with this problem
by performing random selections on small subsets of a whole set that contains a certain number
of inliers and outliers, performing the calculation, and determining the inlier count based on a
particular noise model. This significantly improves robustness in many computer vision tasks.
In its na¨ıve form, however, RANSAC requires a significant number of iterations over the single
estimation step. In addition, the only scoring function is the number of inliers found to match
the model. To counteract this, implementations such as MLESAC [145] provide a more accurate
cost metric that includes the Mahalanobis [87] distance of each inlier. In addition, more recent
variants include ProSAC [17] and groupSAC [28] ensure, at worst, the same number of iterations
as vanilla RANSAC, but often with significantly reduced iterations.
These techniques form an integral component of any iterative visual tracking algorithm,
assisting in reducing error build-up and ensuring significantly improved robustness. These
techniques form a component of many of the algorithms presented in this thesis, and will be
explored further in following chapters.
2.1.3 Dealing with Degeneracy
What is well known in SfM is the presence of a number of degeneracies in both motion and
structure. In monocular sequences, a pure rotation about the camera centre can cause epipolar
geometry to be ill-defined [146]. Additionally, if the observed 3D scene is close to planar the
epipolar geometry can also be ill-defined. Both situations are relevant in an airborne VO
context: a multi-rotor aircraft capable of hovering and pure yaw motion can easily approximate
a pure rotational motion, while any vehicle flying at height can observe planar scene in certain
configurations. The introduction of man-made structures such as rooftops, parking lots and
airstrips mean that planarities can happen at almost any altitude.
By applying the Geometric Robust Information Criterion (GRIC) test [144], it is possible
to evaluate whether a pure fundamental matrix or a homography is the better performer in
robustly estimating motion in a near-degenerate case. By calculating a score based on heuris-
tics of the transform (number of inliers, outliers, residuals, standard deviation, dimension of
data, dimension of structure and the motion model parameters), it is possible to evaluate the
robustness of each technique via a single number that provides the relative odds of a particular
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method being correct over another [115].
Alternatively, a Multi-Hypothesis (MH) tracker can perform both fundamental and homog-
raphy matrix tracking (including combinations of each) over multiple frames. By evaluating a
cost criterion such as relative number of inliers or average of residuals, the degenerate estimates
can be pruned quickly and repeatedly to keep a minimum number of hypotheses.
For the case of near-planar degeneracy, a simple scheme can also be implemented: by
computing the structure from a pair of cameras derived from a computed fundamental or
homography matrix, the depth spread of the scene can be computed to give an indication
of degeneracy [19]. If the structure is known to be at significant depth and approximately
planar, parallel with the camera sensor, then a large depth spread relative to area can be
indicative of degeneracy. This metric can be computed repeatedly on multiple hypotheses until
a satisfactory scene spread is found. This method is not strictly robust, however. While it
can give a comparative metric for evaluating scene spread relative to other solutions, it cannot
necessarily find a good estimate in exactly planar scenes.
In contrast to the above mentioned monocular methods, where epipolar geometry is strictly
defined by camera motion, such degeneracy problems are non-existent for rigid-stereo VO, where
two rigidly linked cameras with known geometry can directly triangulate structure. A stereo
method is generally considered more robust to degeneracies in addition to providing a strong
scale constraint induced by the stereo baseline and additional feature tracks from a larger set
of close-proximity frames. Alternatively, in cases where motion is small and feature tracks are
high, a generalised monocular SfM may be robust to degeneracies by not explicitly computing
a fundamental or homography matrix at each step, instead computing structure and recovering
pose via a 3-point pose estimator. Using feature tracks over several frames and computing
structure in this way assists in reducing scale drift and improving the motion estimate in a
bundle adjusted solution. A homography or essential matrix pose estimation, however, still
remain relevant in any monocular initialisation step.
In a monocular framework there are a number of alternative methodologies for robustifying
against degeneracies. For example, making explicit planarity assumptions (e.g 1-point RANSAC
[118, 119] or the monocular implementation of libVISO), using a motion model in a filtered
framework or incorporating motion data from another sensor. These additions can assist in
these scenarios by allowing detection of degenerate or motions that do not correspond well with
other data, or avoid the need to explicitly compute motion from feature tracks altogether.
2.1.4 Camera Models and Calibration
In this thesis, the projective camera model forms the basis of the VO algorithms explored and
presented. There are a number of alternative models, including the generalised camera model
[123, 124], and camera models specifically suited to fish-eye [43], catadioptric [98] and panoramic
cameras , but the projective model remains the best for high-quality, dense reconstructions
and estimations of pose without important limitations. For the projective camera model, an
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estimate of the intrinsics of both lens and camera (focal length, principle point etc.) are required.
Without the explicit estimation of these parameters, either beforehand or simultaneously with
camera motion and scene structure, the quality of the SfM output will be considerably lessened
and result in frequent failure of most methods.
Typically, SfM methods attempt to explicitly compute intrinsics from the projective image
geometry, as each lens and imager is unique with subtly different properties. Specifically, the
distortions inherent in a projective lens mean that the ray-based assumption of the projective
camera model is no longer accurate. Happily, in most applications specific to robotic pose
estimation these elements remain fixed for a camera over the lifetime of its deployment. By
avoiding the need to estimate intrinsics online a more reliable pose estimate is available and
often better convergence in a bundle adjusted solution that does not require the estimation of
additional parameters. Hence, an accurate camera calibration before deployment is a worthwhile
task and leads to better overall performance.
Inherent to most lenses are both radial and tangential distortions that give both a fish-eye
effect and warp light rays onto a sensor surface that is not strictly tangential to the incoming
rays. In addition to an estimation of the focal length, centre of projection and aspect-ratio of
the sensor, the distortions must be estimated to achieve an accurate model. This must be done
for each lens and physical camera, as the effects are different for each physical device [114].
While approximations can be made, an accurate sensing model often uses a calibration that
uses a checkerboard or other flat plane [162] to find and estimate the camera properties. By
projecting well defined features such as checkerboard corners or salient blobs into the image, and
tracking these over multiple frames, an optimised estimate of camera properties can be found.
Most utilise a bundle adjustment method to assist in estimation of the parameters [9, 77, 114].
In previous years corner picking was a typically manual task [9], but faster computation
means that corner picking can now be automated over hundreds of images to achieve more
observations than the typically accepted number in manual tasks. A number of toolboxes
are available to achieve these tasks, both automatically and with varying degrees of manual
intervention, and will often focus on a single sensor type [9, 141]. A limited number also exist
for multi-camera calibration [120]. Multi-camera calibration is essential for stereo vision where
two or more views overlap to varying degrees [20], but can also be performed where the views
do not [77], a distinctly trickier task.
2.2 Visual Pose Estimation
In recent years, with advances in computation, miniaturisation of cameras and associated algo-
rithms, SfM has been investigated in a robotics context as a pose estimator due to the increasing
mobility of computation devices. While short distance (< 20m) trajectories had been demon-
strated (in a computer vision context) for many years beforehand, the first major demonstration
over a significant trajectory began with Niste´r et al. [103] in 2006. By detecting low-cost Harris
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[46] corners in each new image, then matching to previous images via a Normalised Cross Cor-
relation (NCC), salient features are tracked over several consecutive images. By triangulating
features from a pair in a stereo scheme, or via the first and last observation if a monocular
scheme, 3D scene is generated and the new pose of the camera is found via the 3-point camera
resectioning algorithm [45] and a pre-emptive RANSAC [35] scheme [101]. It is this basic 5
step algorithm that forms the basis of most visual odometry methods:
1. feature detection
2. matching
3. structure triangulation
4. camera pose update
5. refinement (numerical optimisation)
This methodology is seen frequently in the literature [68, 69, 70].
With increasing distance and map size, a number of techniques have been implemented to
reduce the information content present in many visual pose estimation systems. A number
utilise skeleton [68] or key-frame [115, 143] techniques that actively prune known poses and
3D structure into representative sub-sets without discarding important constraint information.
This helps to minimise memory accumulation on typically limited hardware and storage that
would prevent long term operation. Depending on the application, old poses and scene can be
discarded, but this renders VO as a drifting pose ‘accumulator’ much like an inertial sensor,
with its eventual drift and lack of global constraint.
Thorma¨glen et al. [143] presents a comprehensive treatise on key-framing, with the aim to
base keyframe selection on a rigorous theoretical approach rather than the minimum distance
or inlier count metrics common to most other key framing algorithms.
With the integration of loop closure techniques in the form of place recognition, visual
odometry can be extended into the full SLAM system. A number of techniques exist, but
the most popular in recent years frequently rely on vocabulary trees [70] that probabilistically
determine the reoccurrence of visiting a particular place based on the observed features in
any particular image. The most popular implementation in recent years is Fast Appearance
Based MAPing (FABMAP) [24] and its newer generations FABMAP 2.0 [23] and FABMAP
3D [106]. This can be considered as a SLAM system in appearance space only, and can be
easily ‘bolted’ on to any metric pose estimator to effectively reduce the search space for loop-
closure detection. A number of newer techniques exist, however, that exceed the performance
of FABMAP by forgoing the reliance on an appearance-space only system [86], and instead take
advantage of the trajectory of a robotic vehicle [96], in lieu of it being ‘kidnapped’.
Visual pose estimation is not limited to the field of robotics. Recent interest in augmented
reality has resulted in SfM techniques being applied in this field. PTAM [66] is a 2007 im-
plementation that differs significantly from ‘standard’ VO systems in an attempt to perform
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real-time pose tracking in small workspaces. By splitting the feature tracking and map building
into separate threads, the system achieves real-time performance with an average response time
of 19.2mS per 640× 480 image. In comparison to an EKF-SLAM [131] solution in a simulated
scenario the method achieves better accuracy mostly due to the bundle adjusted solution at
the core of the system. Key-framing is used to keep the map size small and tracking fast.
Critically, however, the na¨ıve method is only suited to small scenes as the feature matching and
tracking is global, and does not forget key-frames and their structure over time or distance.
The authors note performance drops after approximately 100 key-frames are generated due to
the large matching overhead and the time-limited bailout of the bundle adjustment thread. Ad-
ditionally, the dependence on low-overhead FAST [116] features means wide baseline tracking
is poor, particularly in low-texture scenes. Despite this, the performance of this algorithm is
an exemplary example of a real-time SfM suited to a specific application, but its application to
a large-scale SLAM are limited.
A recent variation to the method, DTAM [99], has shown dramatically improved results by
performing dense pixel tracking instead of the more traditional feature-based tracking utilised
to reduce computation. With recent advances in computation and parallelisation on GPGPU
hardware, dense tracking in real-time has become feasible. The method presented is significantly
more robust than feature-based methods in terms of its resistance to motion blur, focus and
non-static scene issues. This is partly due to the image pyramids [2] employed at multiple levels
to coarsely match images at low resolution. Such a technique lends itself well to blurry or out
of focus imagery, as it can utilise very coarse whole-image information to register an image pair
without relying on the very fine, often erratic and volatile descriptor based features.
A number of VO solutions have utilised vehicle motion or other forms of constrained motion
to aid in the solution. Scaramuzza et al. has shown how a 1-point RANSAC [118] method,
that need track only one point per frame, can adequately track the motion of a non-holonomic
vehicle over a 3km trajectory. By evaluating the vehicle motion with a camera placed over the
rear-axle of the vehicle, motion can be adequately determined by a single point, used inside a
RANSAC robustified estimator to remove outliers. Alternatively, many incorporate a motion
model based on simple heuristics. For example, a constant velocity model is popular in the
literature [27] and helps to smooth disjoint motion or frequent tracking failures to ensure a
more consistent path.
2.2.1 Monocular VO
Due to the simplicity of hardware and the large number of single camera sensors, monocular
VO has seen significant investigation [16, 18, 19, 27, 51, 66, 118, 134, 135, 155]. A monocular
framework presents the easiest setup in terms of hardware, and has meant its application in
all manner of personal and robotic devices, from multi-rotors [155] to smart-phones [66]. Most
monocular VO algorithms can be split into two major types: a SfM approach that computes
and optimises structure at every step [103, 111, 112], and a fundamental matrix approach
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that avoids computing structure in generating a pose update [109, 118, 119]. While the SfM
approach is typically more complicated and dependent on tracking and triangulating structure
over multiple frames, it achieves consistent pose estimates without additional modelling or
constraints. A fundamental matrix approach has advantage in not explicitly requiring structure,
but is dependent on a motion model or external reference to accurately scale each pose update,
as there is no purely visual constraint on scale between frames. Common to all monocular VO
techniques is an initialisation routine, where the relative pose of two cameras must be calculated
from a fundamental or essential matrix before any explicit computation of structure observed
by the two selected frames.
A well known consequence of the monocular methodology is a loss of scale if no external
measurement is available. Additionally, without a fixed external reference or a constrained
environment, scale is prone to drift over both time and frames. A number of techniques exist,
however, to attempt scale recovery or at least a reduction in scale drift, particularly at loop
closure events [134]. As recently mentioned, the use of a known motion model or assumed
motion on a plane [76, 119] can lead to a constrained, known scale. Knowledge of the height
of a camera above the ground plane provides the necessary information to infer this metric
scale [65]. Interestingly, MonoSLAM [27] avoids the scale problem at least in initialisation by
observing a known geometric feature in the environment on start-up. This means unstructured
feature tracking is not required for the first few frames, and the scale of the scene is well known.
In VO solutions that do not constrain motion nor incorporate additional sensor information,
scale is ambiguous and prone to drift with motion biases and camera calibration errors. To
successfully constrain scale over large trajectories, Strasdat et al. [134] utilises loop-closure
events in the greater SLAM solution to determine relative scale error over a large trajectory,
then optimise this drift in a graph framework to achieve a globally consistent scale.
Hilsenbeck et al. [48] notes the common theme of estimating scaling by fusing inertial and
monocular visual data in an Extended Kalman Filtered framework, but notes the unreliable
initialisation and time for convergence. In the presence of multiple VO failures, introducing
multiple arbitrary scales, the system is prone to failure. The authors propose a method of
tracking geometric changes as a system of estimating scale in a far more reliable EKF framework.
In this way, there is no need for an expensive re-estimation optimisation. Newer methods
such as that introduced by Weiss et al. [156] show significant improvement and robustness in
initialisation and re-initialisation after failure.
2.2.2 Stereo and Multi-Camera VO
In order to resolve the scale ambiguity present in monocular frameworks, many VO algorithms
utilise multiple rigidly fixed cameras with overlapping views, time-synched to capture imagery
at the same instant [34, 68, 70, 76, 113]. In most cases, a stereo pair is utilised as this is the
minimum number of cameras need to resolve scale ambiguity. In addition to resolving scale,
the addition of a secondary camera significantly increases the visual information available to
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the VO algorithm, meaning that more observations of individual features are possible, and the
rigid transform ensures that triangulation from degenerate or poorly aligned sets of poses is
reduced [103].
In contrast to a monocular setup there is normally no special initialisation step, as structure
triangulation is possible directly from the first stereo pair. As will be described later, however,
there is a limited range to accurate triangulation from a stereo pair, limiting applications to
mostly ground-vehicles and low altitude and close-proximity flight.
Most stereo VO algorithms rely on a well calibrated stereo transform: a homogenous trans-
form that encodes the translation and rotation of the secondary camera in the co-ordinate
system of the first. In addition, most stereo VO algorithms use this information to ‘rectify’
the stereo imagery so that pixel rows are aligned between the pair. This greatly simplifies
the code for stereo matching between the rigid frames, but introduces another distortion to
imagery already undistorted to account for lens properties. With minimal additional effort,
matching is easily performed via the epipolar geometry, where the epipolar line does not have
to remain strictly parallel in image co-ordinates. Indeed, this is one of the main features of
stereo: the well defined epipolar geometry means very high quality matches due to the limited
search space, reducing the number of false matches between differing regions of an image and
enhancing robustness.
Importantly, as will be elaborated on further, accurate stereo VO relies on a very strict
stereo transform calibration [151]. Small deviations in both rotation and translation can mean
that epipolar geometry is no longer accurate, whether the imagery is rectified or not, and hence
feature tracking and triangulation can suffer rapidly with increasingly poor calibration. Hence,
most applications of stereo VO are limited to indoor robots and ground vehicles, where stresses
are limited, and relatively short demonstrations over periods of hours.
Stereo calibration is generally a simple extension to monocular calibration, where the stereo
geometry is optimised in addition to the intrinsics of each camera [9, 120]. More pertinent to
this thesis, however, is the attempt to re-calibrate online while a camera system is deployed,
recovering the shifts and changes of a pair that has flexed during operation. Importantly, many
of these techniques attempt to avoid using a strict calibration pattern. Several approaches use
a filtered solution [25, 26] with a known motion model, but Petterson et al. has attempted a
purely visual technique using an Field Programmable Gate Array (FPGA) to offload much of
the computational processing [107]. Petterson et al.’s method, however, reduces the degrees of
freedom to assist in the speed of the optimisation.
For the sake of completeness, some attempts have been made to calibrate and perform
VO on views with either a small amount of overlap [20], or no overlap at all [14, 77]. The
former method has potential to be run in an online fashion with some modification. The latter
methods, however, are not suited to online implementation as they require a batch optimisation
after performing multiple independent monocular optimisations.
For cameras with strongly overlapping views, setups where more than two rigidly linked
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cameras are present have been investigated, with quality gains of incrementally diminishing
returns with the addition of each camera [95].
2.2.3 Online Implementations
A number of recent VO implementations can be safely stated as real-time. By taking advantage
of high frame rate cameras and scene and motion geometry to minimise the feature search space,
low cost features to minimise detection and matching, and sparsifying the relevant bundle
adjustment matrices, several VO algorithms can performed > 10HZ VO on 512× 384 images.
A recent example of this trend is seen in [76]. A methodology is also presented to allow dense
3D point clouds at relatively high frame rate (4Hz) on megapixel-size imagery [38]. Notably,
PTAM [66] and DTAM [99] are also demonstrable as online in small-scale applications. While
not elaborated further, the predominant difficulty in these implementations is the reliance on
matching across the whole map, meaning online performance is only applicable in small scale
maps.
MonoSLAM [27] makes a concerted effort to prove real-time operation in room sized envi-
ronments, but also suffers from poor matching performance with growth of the the database of
features. Indeed, MonoSLAM and PTAM share a number of important philosophies and imple-
mentations. FrameSLAM has also been demonstrated in online applications [70], by specifically
restricting the number of tracked features per frame, achieving close to 50% idle time.
In filtered applications, both Mei et al. [92] and Mourikis et al. [97] have demonstrated the
fusion of inertial and visual data over multi-kilometre trajectories using real-time algorithms.
Importantly, these filters perform well as they drop calculated structure quickly, instead relying
on poses as the output of the system, and have a limited window of data with which the filter
operates, quickly marginalising out other parameters.8
2.2.4 Non-metric methods
A special note must be made of non-metric or non-projective methods of visual pose estimation.
RatSLAM [94] is a method of VO that does not rely on geometric constraints to inform pose, but
does present qualitatively accurate maps that reflect known ground truth by incorporating novel
loop closures. RatSLAM uses a model of the rat hippocampus, complete with simulated neurons
that fire under particular inputs, to estimate loop closure events and integrate these on top of
a rudimentary 2D VO system. Since this method is not feature-based, it is distinctly robust
and well suited to robot localisation in a temporal navigation methodology. It is, however, not
able to accurately estimate 3D pose over short trajectories nor recreate the observed 3D scene.
Alternatively machine learning techniques have been applied to visual navigation through
semi and non-parametric modelling [41, 42]. Such methods attempt to learn the geometric
relationship between features and cameras in an online fashion, without requiring projective
camera models or optimised bundle adjustment methods.
23
2.3 Integration of Vision with Additional Sensors
While visual odometry can be considered an inherently single-sensor method of pose estima-
tion, it is important to consider the additional information provided by other sensors such as
a magnetometer, sun sensor, accelerometer, gyro or GPS [22, 75]. Integration with inertial
measurements has already been demonstrated in a number of the previously reference methods.
Truly, any robotic platform will not rely on a single sensor alone, and should integrate multiple
types for redundancy and improved accuracy. As described, the integration of inertial measure-
ments with vision can result in a complementary framework that removes inherent biases or
ambiguities in the sensors they complement. Vision can assist in resolving bias or calibration
issues, while inertial sensors can assist in resolving ambiguous motions such as pure rotation or
defining a metric scale for the pose estimate.
There are two roughly separable categories for the integration of vision with other sensors:
the dominant methods of filtering (utilising the Kalman, Information and Unscented Kalman
filters), in addition to their nonlinear forms (the Extended Kalman Filter (EKF) or Extended
Information Filter (EIF)), and alternatively, an iterative least-squares approach, following a
basic bundle adjustment methodology. This, however, has not achieved a significant majority
in the literature due to a number of factors, including algorithmic complexity and computational
speed.
In a more generalised framework, VO is often considered as a black box that provides motion
updates with each incoming image, and this is often integrated with other sensors in an EKF
or EIF to achieve a fast, robust estimation of pose [69, 76]. Many techniques simply integrate
vision with a motion model in a filtered framework, but others specifically include magnetic
[105], inertial [12, 19], sun sensor [75] or GPS measurements [113], or a combination [31, 140].
In a similar fashion, 3D pose constraints provided by stereo in loop-closure can be integrated
into the filtering framework [56, 89], without the explicit use of vision for incremental motion
updates.
In more integrated frameworks, vision is used to assist in inter-sensor calibration and bias
reduction, in addition to resolving the scale ambiguity in monocular schema [137, 156]. The
individual feature projections in an image, however, are still marginalised out of the central filter
[142]. The reasons for this usually are due to efficiency and computation. Filtered frameworks
require high quality estimates of variance, a difficulty in visual algorithms, and with a high
order of complexity, rapidly cause most filtering solutions to degenerate from online operation.
The typical implementation of many of these filtered frameworks is presented in [142]. Tardif
et al. demonstrate the integration of stereo VO with inertial measurements in a 6DOF Ex-
tended Kalman filter, mounted on a car-like vehicle covering a trajectory of several kilometres.
Demonstrated results are compared with an RTK GPS solution, and show significantly improved
performance, particularly in robustness to orientation error.
These filtered methodologies lose a significant amount of information by ignoring the pro-
jective observations utilised in a vision only solution. To this end, a number of pose estimation
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frameworks have attempted to integrate additional sensor into a nonlinear optimiser frame-
work more akin to bundle adjustment. [68] shows a quantitative improvement in pose estimate
when both inertial and visual feature measurements are integrated the presented ‘NLSQ’ or
‘non-linear least squares’ framework. The framework draws inspiration and shares a lot of simi-
larities with bundle adjustment, particularly by keeping feature projections in the optimisation
for a technique that incorporates all information.
Strelow et al. [137, 138] has demonstrated the integration of inertial measurements with the
simultaneous estimation of 3D scene in an Extended Kalman Filter, demonstrated in both batch
and iterative methodologies . While the batch method obviously cannot be run online, it is
significantly more robust to poor initial estimates and the variances chosen for each sensor in the
filter. The recursive methods, however, is sensitive to these changes. Results are demonstrated
using a camera mounted on a robotic arm with known motion characteristics, over a trajectory
of a few metres, or the motion of the arm.
Separately, Jones et al. has demonstrated in theory and both simulated and practical
results that an inertial sensors combined with monocular vision is able to be performed online
[57, 58]. The results show that the combination of both sensors removes some of the limitations
of each sensor individually. Namely, the scale ambiguity in monocular vision alone and the
unbounded error growth caused by double integration of accelerometer measurements from an
IMU. Similarly, Mourikis et al. [97] and Sibley et al. [129] have also shown the utility of fusing
vision with inertial measurements to achieve high accuracy pose estimates without additional
sensing. Importantly, Mourikis’ method does not explicitly compute structure.
A number of additional attempts have been performed with a bundle adjustment approach
to the integration of multiple additional sensors. From the implication that bundle adjustment
can be described as an efficient implementation of nonlinear least-squares optimisation, it is
possible to integrate additional sensor data via a transfer model into the framework. Michot et
al. [93] has demonstrated a bi-objective bundle adjustment, that integrates both a re-projection
error minimisation objective on a monocular VO method, and an error minimisation based on
a vehicle wheel odometer. Results demonstrate that the integration of a vehicle odometer in
this framework assist in forming an accurate scale and minimising the drift in this parameter
over a large trajectory. Importantly, finding the relative cost ratio between the two objectives
is considered as the variance on feature projections is not well modelled. The best performing
methodology is an L-curve model [44], but this is compared to closely related techniques such
as L-Tangent norm and a learning method. Similarly Luhillier et al. [78] demonstrates the
basic integration methodology but instead integrates low frequency GPS measurements with
the visual data, but in a batch framework on an already optimised pure visual BA solution.
The comparison of the different major approaches (filtering vs. least-squares optimisation)
is best summarised by Strasdat et al. [135], where two solutions are directly compared in
simulation over a number of variables. The conclusion states that filtered solutions are beneficial
in applications where processing power is low, but with increasing compute power a bundle
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adjustment solution is far superior in terms of accuracy. In the context of rapidly advancing
compute power, it seems straightforward that a bundle-adjustment solution will become the
superior method as computational power increases to match the requirements of operating
in online-time. Filtered solutions, however, still have a critical role to play in low power,
guaranteed online solutions for the foreseeable future.
2.4 Airborne Pose Estimation
Most small, commercial UAVs utilise a combination of the Global Positioning System (GPS)
and inertial sensing to facilitate an accurate estimate of pose [15, 63, 100, 140]. The two sensing
modes complement each other well: GPS provides a low-frequency global position estimate while
inertial sensing provides a high-frequency update on orientation and acceleration for active
control. However, inertial sensors are generally not capable of providing accurate pose over
long periods due to sensor bias and unbounded error growth. Without GPS or other external
positioning technology to constrain both scale and orientation drift, inertial sensors quickly
become ineffective at providing an accurate estimate of pose. In contrast, it is well known
that GPS and other Global Navigation Satellite Systems (GNSS) are ineffective in urban and
natural canyons and similar environments where access to the sky is limited. In addition, they
are subject to jamming, and can even be switched off at the whim of commercial and military
operators, meaning GNSS systems still remain fundamentally unreliable as a pose sensor. A
number of U.S. government agencies have stated that reliance on GNSS alone is insufficient [29]
and remains a barrier to integration of Unmanned Aerial Systems (UAS) into U.S. national
airspace, even in the less-regulated airspace below 120m (400ft) AGL. This demonstrates that
the commonly implemented methodology of GPS and inertial sensing will ultimately require
the integration of additional sensors for redundancy and increased accuracy.
In the last few decades, vision has been integrated into the pose estimation systems of flying
vehicles. In many cases visual feature tracking is integrated with inertial sensing [1, 8, 12, 19].
These two modalities complement each other well: an Inertial Measurement Unit (IMU) can
provide strong scale constraints while vision can help alleviate bias drift inherent in inertial
tracking. These systems are often integrated with GPS sensors outdoors to provide a global
location estimate [59] [60]. Altenatively, many implementations specify interest in using vision
alone as a pose estimator [4, 13, 16, 62] and loop-closure detector, often in a filtering framework
to achieve speed goals.
In the realm of stereo vision as a single, independent sensor, Lacroix et al. [74] and Jung
et al. [59] have demonstrated both visual pose estimation and scene reconstruction from a
tethered blimp at attitudes of 10− 40m, with a rather large stereo baseline of 2.2m. Instead of
a bundle adjustment solution, an EKF is used to smooth pose and scene structure. Importantly,
while no ground truth is shown for the data presented, a qualitative assessment of the densely
reconstructed scene shows the utility of capturing airborne imagery: low-cost aerial mapping
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of small scenes but with very high quality and density. It is noted that the accuracy of a
triangulated point is highly dependent on a wide baseline of observations, however, it is assumed
that the variance of a 3D point around its depth is Gaussian if observed from a single pair.
Importantly, the use of a blimp in such a task presents several difficulties from a mapping
perspective: calm weather is an important consideration in any mapping task for such a light
but high-drag device, and the carrying capacity of such a device is rather low, meaning that
carrying on-board processing equipment is difficult. Alternatively, the propulsion devices on
most such craft are small, hence a lighter or wider baseline stereo imaging rig is possible without
needing to seriously consider vibration.
In a similar setup, stereo vision has been shown to generate qualitatively accurate, dense
3D reconstructions of a scene from a large autonomous helicopter pattern [132], using a stereo
baseline of 1.5m. In this scenario, a quantitive comparison is made between a LiDAR system
and the stereo output, showing that on small scales the stereo vision system achieves better
quality reconstruction, in terms of variance. What is also highlighted is the expense, size, power
and distance requirements of a LiDAR system suited to the helicopter used in experiments. In
all cases, this is considered inferior to stereo vision. A number of short range qualitative
reconstructions are shown, in addition to a quantitative assessment of reconstruction quality
on dimensions of a number of selected trees, with a measurement error on the order of 10%.
In many cases, in order to simplify the algorithm or potentially increase robustness, some
approaches assume a flat ground plane [13]. In some cases, this is a safe assumption. In certain
small scale environments, such as indoors or sports fields, the ground is effectively flat and
this assumption holds. Alternatively, at high altitudes, the ground plane is effectively flat,
moving towards a curved geometry at extremely high altitudes. However, most low altitude
demonstrations using this assumption are only in areas where the assumption holds, restricting
applicability in deployed situations. At the distances and altitudes considered in this thesis,
while a flat ground plane may be considered a valid assumption, this is strictly avoided: the
ground plane is not assumed flat, but is considered potentially so, causing some additional
algorithmic constraints in the VO solution.
Vision has often been used in a number of airborne estimation tasks, where only a few degrees
of freedom are being estimated: e.g. ground velocity estimation or autonomous landing, [161],
where a stereo pair is used to estimate ground height via dense stereo mapping, allowing a
smooth descent and landing due to the high accuracy of the technique at altitudes less than
10m. By fitting a plane to the dense structure, an accurate estimate of height is generated,
and compared to an RTK ground truth for comparison. Of interest, the RTK system shows
increased error below 3m due to a loss of communications with the differential compensation
service: an important consideration in close proximity flight.
Alternatively, some techniques diverge significantly from the traditional metric, projective
model [41], [42]. Guizilini et al. [41] has demonstrated the use of a Gaussian Process exten-
sion, Coupled GP, to determine vehicle pose without relying on projective geometry or even a
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calibrated camera model. Flying at altitudes of 80 − 100m, the authors demonstrate a pose
solution that broadly correlates well with a GPS ground truth. As a method of evaluation
against more traditional techniques, the authors perform a ‘standard’ SfM algorithm on the
same data. Of note, the dataset was of particularly low frame rate (3Hz) on a high speed
vehicle (100− 120km/h), causing poor overlap and triangulation due to the height and a poor
calibration due to the narrow FOV of the camera. Hence, the SfM results are poor quality and
do not present an accurate assessment of SfM in this altitude. Of important note, the authors
mention that assuming a fixed camera model may not be reliable due to vibration, stress or
temperature, and use this as justification for avoiding a fixed, geometric model dependent on
an intrinsic calibration.
As mentioned above, a common thread in many systems is the use of multiple sensors in
combination with vision. As described in Section 2.3, this is an effective technique where visual
features or a visual pose estimation is filtered in an EKF to achieve a smooth trajectory. In
[140], one of the most comprehensive works in this field of recent years, a fully implement EKF
utilising vision, radar and inertial measurements is used to perform state estimation and scene
reconstruction from a fixed-wing UAV at altitudes of 100 − 120m. Of significance, a number
of ground control points are used as trackable landmarks and the final solution is compared to
a GPS/INS ground truth for a quantitive evaluation of accuracy. The authors note that the
algorithm has been able estimate the position of the ground landmarks within approximately
7.6m, with an initial 5m vehicle position uncertainty. From this demonstration, there are two
significant outcomes: 1. Performing a SLAM based estimation using vision from the air is
an active research topic due to the potential unreliability of GPS due to jamming and multi-
pathing and 2. An airborne SLAM system is capable of estimating pose and landmark position
with accuracy despite the distant observations inherent in airborne sensing.
Recent efforts in a multi-sensor filtered solution have shown that such a modality is also
applicable to multi-rotor craft. With rapid improvements to technology the processing hardware
is now capable of being lifted and used to process data online on these craft [155, 156, 157].
Weiss et al. has demonstrated the integration of PTAM with an IMU to account for bias in an
inertial sensor and perform drift-free position holding at a desired location. As described in 1,
these sensing modalities complement each other well and present a viable alternative to GPS
in situations that it cannot be relied upon, such as urban and natural canyons. Alternativey,
Wu et al. [160] has demonstrated integration of short range vision, tracking artificial features
in the environment, in an EKF framework to perform localisation when GPS is intermittently
available.
In approaching a summary of the section, Wagter et al. [152] provides an overview of the
uses of vision in an airborne context. Not only is visual useful as a velocity estimator, but as
a localiser (particularly in object tracking for tasks such as automated landing), a sensor for
reconstructing 3D environments, and as a redundant pose estimator in close proximity flight
where GPS results are unreliable. Vision is an extremely useful sensing mode in increasing
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the situational awareness of airborne vehicles, the lack of which has meant that autonomous
aircraft is a compelling reason why they are not yet fully integrated into regular airspace.
In summary, vision has been demonstrated in a number of frameworks and applications,
in both filtered and BA based solutions. Some perform simple localisation by tracking known
features, while others perform a full SLAM solution. Batch methods of visual mapping are
presented, relying on other sensors in flight, while others integrate vision into a full online sys-
tem. In pure vision, the demonstrations are compelling, but are not presented at high altitude,
and are only performed on relatively small scales. Importantly, many VO based algorithms
only superficially deal with potentially non-gaussian error, and no large scale demonstration of
stereo is made. While some systems make an assumption about a flat ground plane, many do
not, but do not perform at altitudes where this situation may potentially occur.
2.5 Long-Range Visual Estimation
With the increasing push into field robotics applications, implementations of VO have increased
and expanded into many non-traditional realms, outside the space of indoor and ground-vehicle
applications. Increasingly, VO systems are being deployed in what can be considered ‘long-
range’ implementations, where the distance between the camera system and environment, and
the ratio between the depth of the scene and camera baseline, is large (see Table 2.1).
In [113] and [121], a visual odometry system coupled with GPS is deployed in a riverine
environment. Of significance in this application, the presence of overhanging foliage and poor
sky coverage means that GPS access is poor and unreliable. Additionally, feature tracking is
only available on the foliage at the banks of the river, meaning that visual odometry has to rely
on significantly distant features if the river is wide and the system is located far from the bank.
They adopt the approach of [38] in the visual odometry implementation, performing dense
matching across stereo pairs and through three consecutive time instances. The pose estimate
and scene structure is then optimised via a simplified Gauss-Newton bundle adjustment, before
finally passing the pose estimate through a Kalman filter with a constant velocity model.
While this approach is fast and accurate for many close range applications, its deficiencies
become apparent in the long-distance sensing of the riverine environment. Rehder notes that
the geometry of the data and the performance of the algorithm causes means a significant
motion bias where the translation is consistently underestimated. By empirically evaluating
the bias at each step, a correction factor can be applied to reduce the bias from approximately
10% to 2%.
A partial deficiency of this approach appears to be the inherently short tracks used to
triangulate features in the demonstrated environment. With increasing distance, the accuracy
of stereo vision decreases exponentially. A method of counteracting this rapid accuracy decline
is the ability to track a feature over a long trajectory, as each additional observation, particularly
from a wide baseline, will improve triangulation and hence pose estimation. Additionally, the
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Table 2.1: Common Depth Ranges and Baselines for Stereo VO
Environment Indoors Outdoors Airborne This Thesis
Examples [70], [122], [77] [126], [76], [153] [132], [62], [59] -
Baseline 0.09− 0.22m 0.09− 0.5m 0.5− 2.0m 0.7m
Max. Depth ∼ 5− 10m 10− 80m 12− 65m 120m
Depth Ratio ∼ 0.02 ∼ 0.02 0.02-0.05 0.006
constant-velocity filter will actively cause the estimator to underestimate motion, particularly
if there is already an inherent bias in the update translation.
Of a more theoretical importance, Sibley et al. [127] demonstrates that at long ranges in
comparison to a stereo baseline, a simplified triangulation will cause an overestimation in the
range of a 3D feature. By projecting the typically Gaussian 2D feature into 3D space via a stereo
pair, the probability distribution of a 3D point is clearly non-Gaussian, with a heavy tail as range
increases. This causes the mean of a 3D point to be generally overestimated at large distances.
This in turn affects the triangulation of new cameras and features, causing a scale issue even
in the rigid stereo case. This is encapsulated further in [128], where an Iterated Sigma Point
Kalman filter is re-derived to account for stereo bias in a filtered solution, showing improved
results similar to a batch leas-squares estimation. This shows another important consideration:
while a filter will enthusiastically marginalise out measurements quickly to maintain sparseness
and efficiency, this has repercussions in situations of non-Gaussian or biased measurements,
an outcome not typically encountered in a full least-squares estimator. Clearly, a Gaussian
assumption on 3D structure is not sufficient at long range at least for a filtered solution, and
must be accounted for to achieve both a satisfactory pose estimate and appropriate scale.
In a related topic, Nuske et al. [105] investigates the long range sensing problem of tracking
a target from a UAV with large heading uncertainty. This is relevant in a UAV context where
heading is often still determined from either compass bearing or GPS pose integration: both
inherently noisy estimation methods. Here, it is established that in determining the position of
the tracked target, the true variance is highly non-Gaussian. When represented as a Gaussian,
depending on the approach taken, either the variance or the mean will be highly erroneous,
therefore a Gaussian estimate is not a quality representation of the metric.
2.6 VO In Underwater Environments
The underwater environment presents significant challenges in pose estimation, visual tracking
and robot performance, and vision has a key role to play in this scenario both as a pose estimator
and loop-closure detector. Unique to underwater environments, similar to indoors and urban
canyons, is a lack of access to GPS positioning and similar infrastructure. In most cases, there
is no global external reference to help in estimating pose. Therefore, a purely on-board sensing
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apparatus is necessary to achieve accurate pose estimates.
Of course, vision can play only a limited role for AUVs that travel the entire water column. It
is only within close proximity to the sea-floor or other fixed structures that vision is useful. Light
and colour attenuation as well as detritrus in the water column can mean rapid degeneration of
feature tracking, rendering the traditional feature-based VO as unreliable. Additionally, there
are practical limitations for visual pose estimation as water environments below 60m depth
that require artificial lighting to ensure sufficient image brightness and contrast. Due to these
and other technological reasons, most underwater pose estimators have relied on other sensors
such as Doppler Velocity Log (DVL), magnetometers and sonar to perform the necessary teases,
rendering vision imagery as a non-essential addition for human observation or offline processing.
To date, many pose estimation frameworks have performed well using a filtered framework
[32, 89]. By integrating high quality velocity updates from a DVL, inertial measurements from
an IMU and global bearing data from a magnetometer, an accurate estimate of pose is possible
over trajectories of several kilometres. By including USBL communications with a ship-borne
GPS that allows provision of range and bearing data to the filtered solution, additional accuracy
and a global estimate of pose can be maintained that minimises drift. Importantly, these filtered
approaches have not been demonstrated online.
In these contexts, vision has often taken on two roles. Firstly, as a 3D reconstruction and
texturing tool that utilises pose estimates from the filtered solution and, secondly, as a loop
closure estimator that performs wide baseline descriptor matching on robust features. This
allows the accurate estimation of relative transforms when scenery is covered more than once
[31, 56, 158]. However, in recent years a number of articles in the literature have presented
vision only estimation as a potential contender to the more traditional formats [7, 37, 110, 117].
It is well known that DVL, sonar and USBL solutions are expensive, large solutions to the
underwater pose estimation problem. Visual pose estimation has a unique niche to fill in this
context by replacing some of these sensors, meaning potentially lower cost AUVs. Of note,
however, pose estimates from these methods have not been demonstrated on the length and
order of filtered methods, nor has incremental pose estimation from vision (SfM) been used
within a filtered context.
This thesis will explore vision as the primary pose estimator on an AUV, and explore the
inclusion of additional minor sensors to assist in restricting global orientation drift by integrating
these readings into a multi-objective bundle adjustment routine.
2.7 Bundle Adjustment
Optimisation as a generalised field is a well studied problem that appears in many non-robotics
contexts. From economics, through biology and mechanical engineering, optimisation as a de-
fined mathematical problem has seen a miriad of applications. In a robotics context, with the
paradigm shift towards probabilistic frameworks based on noisy sensor inputs, optimisation
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plays a central role in almost all robotic pose estimators. In its most established form, optimi-
sation is the core of the EKF and EIF, which has an enormous number of established examples
as a robust estimator.
In visual pose estimation, bundle adjustment is generally seen as as the dominant optimisa-
tion method. Bundle adjustment, put simply, is an implementation of non-linear least-squares
optimisation applied to the problem of projective camera geometry; attempting to reduce the
sum of residual errors between detected features and the projection of their corresponding trian-
gulated structure [47]. It consists of jointly solving for 3D structure, camera pose and internal
calibration parameters, taking advantage of the camera models to generate an efficient solu-
tion. It is well known that bundle adjustment is a large, sparse, parameter estimation problem
[10, 147]. By moving from a more generalised framework to one more specific to the problem
being attempted to solve, efficiency gains are high in terms of memory use and algorithmic
speed. [10, 30].
A number of publicly available bundle adjustment implementations exist [67, 82]. Impor-
tantly, these methods are highly general, which appeals to a wide audience able to use the
features of such a library, but may result in efficiency losses.
There is some debate and argument, depending on context and situation, as to the best
method of calculating a convergence step [83]. Due to the highly nonlinear nature of most
bundle adjustment problems, a pure Newton or Gauss-Newton step is not generally reliable if
not robustly initialised. It is, however, fast in convergence when close to the optimal solution.
More modern methods include Levenberg-Marquadt optimisation, that includes a damping
parameter to find a descent direction in situations of high non-linearity. Alternative techniques,
such as the Dogleg method, are presented as faster and more reliable in a number of contexts.
A number of authors have taken the simplified bundle adjustment problem and spent con-
siderable effort in continuing to sparsify the problem for speedup and efficacy gains [108].
Importantly, the observation model can be modelled well in a graph structure, with a large
number of observations of a large set of landmarks, observed at a relatively small number of
locations. Pini et al. show that using a Junction Tree, significant speedups can be gained when
BA is applied to VO, where feature tracks follow a logical progression. This methodology takes
advantage of a more specific robot motion, and leaves behind the concept of a highly general
motion.
2.7.1 Alternative Parameterisations
The convergence of a bundle adjustment method can be made more robust by the parameteri-
sation of the setup. Sibley et al. [130] presents Adaptive Relative Bundle Adjustment. In this
methodology, camera poses are not strictly independent in a Euclidean space, but are related
by incremental pose updates. This methodology shows significantly improved convergence per-
formance in VO scenarios, as it better describes robotic vehicle motion (in this case, a ground
vehicle). This change moves away from the traditionally generalised methods of bundle adjust-
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ment which are more suited to sparse, disjoint image sets that are not necessarily temporally
related. The technique is also adaptable to loop closure, successfully showing convergence when
loop closure events are inserted in both simulation and field gathered data. Importantly, the
output of the method is not contained within a single Euclidean space. This is not necessarily
a restrictive factor for robotic motion, but in map generation or localising in a global frame
(where GPS measurements may be integrated), there is a potentially costly co-ordinate frame
conversion step.
In a related fashion, Steffen et al. [133] parameterises the bundle adjustment problem via
epipolar and trifocal constraints, without explicitly estimating or relying on structure to perform
the optimisation. Similarly to [130], the authors parameterise cameras in a non-Euclidean
system, but relative to a well-chosen sub-set of cameras. By avoiding structure computation, the
technique avoids the numerically noisy method of triangulating features at distant observations,
at the expensive of slightly more complicated Jacobian matrix computation. Through the use of
a linearly related set of cameras as the basis for representation of others, the Hessian becomes
more sparse and speedups can be gained from taking advantage of this sparseness. Results
are presented on both simulated and real-world data, however, the speedups gained are only
presented in a limited fashion. Indelman [53] presents very similar work to that of Steffen,
where the same trifocal constraints are used instead of structure in the optimisation. Indelman
notes that this results in a far more computationally efficient solution, and structure can be
triangulated after optimisation from the new camera poses. Results are presented using a
publicly available dataset where the initial poses are deliberately given a high degree of noise.
2.7.2 Alternative Frameworks
There are some alternatives to the general BA solution for projective geometry, despite many
specialisations within the standard framework. Utilising a general camera model [40, 139]
Schweighofer et al. presents a globally convergent method of structure and pose estimation
[123, 124]. Using the concept of the ‘raxel’, an arbitrarily defined receptor with directionality,
the general camera model attempts to abstract away from specific models, such as a projective
or panoramic camera. Simulation and some small scale experiments have been shown with
the technique to track known fiducial markers in the environment. The authors claim global
convergence, however, this has yet to be shown experimentally.
Alternatively, Li [80] has shown that it is possible to perform multiple-view geometry, and
optimise the solution, without explicitly estimating camera positions or their motion. By in-
troducing graph-rigidity theory the method is capable of performing convex optimisation on
large-scale SfM problems. Results are presented on small scale simulated experiments and short
publicly available datasets. The technique has not, however, been applied in a robotics context
to perform large scale scene reconstruction.
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2.7.3 Multi-Objective Bundle Adjustment
As mentioned previously, recent attempts have been made to integrate multiple objectives into
the BA algorithm, diverging from the ‘traditional’ implementation of only utilising projective
objectives. [93]. Michot et al. presents a method of integrating generalised sensor data into the
bundle adjustment framework by estimating a bi-objective cost function and an estimate of the
variance ratios between the projective and alternative sensor observations. Importantly, the
authors note the difficulty in reliably estimating accurate variances on many sensors, particu-
larly in projective data. In a bundle adjustment context, the ratio between the two variances
is the critical value. If the variances are poorly estimated, one set of observations is likely to
dominate the other, reducing the effectiveness of such an optimisation.
To deal with the problem of inaccurate variances, or where variance information is not
known at all, the authors propose a number of online estimators: The L-curve criterion [44],
L-tangent norm [11], and Cross-validation. Using these techniques, it is possible to estimate the
best tradeoff between two objectives and weight the bundle adjustment problem appropriately.
The authors perform a comprehensive set of experiments in order to compare the various weight
selection criteria in addition to a pure VO solution and EKF based solution similar to [69]. The
dataset presented consists of a set of monocular images from a vehicle traversing a set of urban
roads. Data from an odometer is used to feed scalar distance values into the bundle adjustment
problem, where the relative error between this value and the initial camera poses is optimised
relative to the projective values. From this analysis, it is clear that while all techniques provide
a relatively accurate pose estimate, the L-curve criterion shows the best performance. Critically,
the EKF-SLAM method performs less accurately than the bundle adjusted methods, even the
pure VO case.
2.7.4 Constrained Optimisation
An important sub-category of the generalised non-linear optimisation problem is the use of con-
straints or penalty terms. The introduction of constraints to generalised linear and non-linear
optimisation problems is well known [5, 88, 104]. Utilising the least-squares optimisation frame-
work of bundle adjustment as a basis, it is possible to introduce both equality and inequality
constraints and penalty terms on the bounds of particular variables and constrain the entire
solution. In a bundle adjustment context, possibly due to a need for generalised frameworks and
pose estimates where motion is highly irregular, constraints have played little role. However,
in a robotics framework where motion often follows an explicit model and a number of other
sensors exist on-board, the investigation of a constrained bundle adjustment appears highly
useful.
The introduction of an equality constraint is a straightforward procedure. For explicit con-
straints on variables that are directly optimised, they can be simply marginalised from the
problem. Alternatively, equality constraints can be generated from more complicated equa-
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tions, such as maintaining an accurate circumference on a circle. Equality constraints have
been presented in some sparse bundle adjust solutions, using Ground Control Points (GCP’s)
and their projections as equality constraints to keep the bundle adjustment problem globally
registered and minimise drift [72].
For the non-linear, least squares bundle adjustment problem, there are a number of methods
of implementing an inequality constraint. These can be split into two major types: ‘soft’ penalty
terms (such as a log-barrier cost ) or a ‘hard’ constraint (such as gradient-projection) [104].
A log-barrier penalty is the simplest implementation, and enforces the required constraints
by augmenting the traditional projective cost function of bundle adjustment. As a variable
approaches a barrier that is defined by the inequality constraint, the difference of these values
is added to the cost via a negative log-function. As the difference approaches zero, the log
cost approaches infinity, forcing the optimiser to modify its convergence step. Similarly, the
differential of the log cost is augmented with the standard Jacobian of the variable to reduce
the pressure of the step in a direction towards the barrier. This method, however, will adversely
affect a na¨ıve Gauss-Newton optimiser and often result in poor convergence performance before
a breakout of the optimisation loop.
Each of these constraints or penalty terms have been applied in practical scenarios related to
robotics. Lhuillier et al. [78] has demonstrated a number of equality and inequality constraint-
based optimisers. In addition, a bi-objective bundle adjustment has been demonstrated on
monocular visual odometry utilising low-frequency GPS updates as the penalty terms [79]. Im-
portantly, the author’s penalty based bundle adjustment methods are applied retroactively in a
batch methodology, rather than shown performing online. From the presented results, it is clear
that both equality an inequality constraints assist in generating an accurate solution. However,
the results are specific to sparse GPS measurements. Further investigation will be performed in
this thesis in the integration of other sensors as additional objectives and constraints on specific
variables.
2.7.5 Summary
In summary, bundle adjustment has a large body of literature that describe the topic in detail,
from generalised optimisation methods to alternative parameterisations to achieve efficiency and
robustness gains. In contrast to filtered methods, bundle adjustment is more accurate, despite
being more computationally complex. The use of additional objectives, other than projective
observations, has been explored little in the literature, in addition to the use of constrains from
other sensors or knowledge on the bounds of particular variables. In this thesis, the use of these
objectives and constraints will be investigated in the context of stereo vision and applied to
airborne data.
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2.8 Airborne Mapping Techniques
To round out the background literature on this topic, it is important to investigate the know
literature on airborne mapping, as an important output of the application of this thesis. Im-
portantly, it will highlight the difference between the proposed and current techniques, and the
differences in application.
Being able to perform high density 2D and 3D mapping from altitude, cheaply, is an impor-
tant technology that impacts on a number of scientific, commercial and government industries.
In a scientific context, being able to observe deforestation, plant distribution including weeds
[150] and the distribution of endangered and invasive animal species allows better management
and cost savings in a number of sectors. As described before, performing such mapping via
satellite imagery allows the coverage on vast swathes on the level of whole countries, but is
expensive, low resolution and has a slow turnaround. in addition, it is often difficult to observe
change at high frequency, on the matter of hours or days. Alternatively, mapping from high al-
titude using manned aircraft allows higher resolution imagery and reconstructions at a reduced
cost and faster turnaround, but at a significant number of man-hours and still beyond the cost
of many scientific and research industries.
Given its myriad of uses, aerial mapping has been performed almost as long as aircraft have
been in existence, even before fixed-wing flight in the form of blimps and airships. Aerial pho-
tography was an extremely important component of both world wars, and was driven primarily
by human observation and analysis.
With the development of photogrammetry and basic SfM techniques a large industry de-
veloped around high-altitude mapping using film cameras on manned aircraft. By manually
tracking points in the imagery, large-scale, course, 2D and 3D maps could be developed and
used for environmental, agricultural, mining and government analysis.
Until recent decades, aerial mapping was performed mostly by hand, tracking 2D points
between images through human analysis. With the development of automated features, these
techniques are now possible to be automated on a large scale basis [81].
In recent years, the reduced cost of autopilots-on-a-chip, improved battery performance
and better manufacturing, extremely low cost UAV’s have been developed that are able to
capture imagery for automated map buildings at extremely high resolution, albeit at small
scales [73, 136, 149]. Due to their small size and weight, they can be readily deployed in
environments as remote and harsh as Antarctica [148] for rapid scientific data gathering.
Central to these techniques, however, is a specific batch-style for of image registration and
optimisation. Typically, the vehicle is localised via GPS and inertial measurements and con-
trolled directly by the autopilot from these measurements. High resolution imagery is gathered
at low frame rate (< 1Hz) and stored in memory on the camera. Once on the ground, the
imagery is combined with the inertial and GPS data, features are detected and matched ex-
haustively amongst all the imagery, and finally a batch bundle adjustment is performed on the
entire dataset.
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Clearly, the method is not suited to online processing. Such batch optimisations require a
large amount of compute power (which is increasingly being sought in ‘the cloud’) and a signif-
icant amount of time for convergence of the algorithm. Additionally, in these ultra-light-weight
systems, there is insufficient compute power on board. For applications where turnarounds of
approximately 1 day are required, this is acceptable. However, there are a number of scenarios
where an online estimate of pose and scene structure is required. To ensure guaranteed cover-
age or resolution, particularly in situations where the geography is complex and surfaces can
be occluded, an online estimate of scene structure is essential. Additionally, active mapping
requires an online estimate. If an airborne vehicle detects an object of interest that requires
high resolution, or must follow a structure such as a major river, an online method is essential.
Visual Odometry can fill this role, has already been demonstrated in an airborne perspective,
and with increased computation power can ultimately be performed online. Importantly, the
captured imagery is distinctly different to that gathered for batch optimisation. Instead of
low frame rate, high resolution, potentially wide angle imagery, VO is more suited to high
frame rate, medium resolution, narrow angle imagery. While there is some loss from a mapping
efficiency perspective, the increased information and accuracy in incremental pose estimates
means that the resolution of the mapped surfaces matches and can even exceed those of many
batch methods.
2.9 Summary
In summary, a number of topics have been covered in this literature overview. The basic
elements of photogrammetry and SfM have been covered and their role in a robotics context
established. Visual odometry has been described and the key literature on the topic explored,
particularly in relation to airborne visual odometry and the differing techniques in SLAM and
camera setups. The integration of multiple sensors with visual odometry has been explored
in relation to the differing methodologies of combination and optimisation, including classical
and extended filters in addition to least squares approaches. Finally, bundle adjustment has
been described as a least-squares non-linear optimisation problem with various techniques and
variations on the setup and solutions explored. This includes the addition of objectives and
constraints from external information. The review has been summarised with an exploration
of the applications and known techniques for automated airborne mapping, and their relevance
to the applications of this thesis established.
37
Chapter 3
Visual Pose Estimation
Significant components of this chapter have been published in the paper: “Large Scale Monoc-
ular Vision-only Mapping from a Fixed-Wing sUAS.” in International Conference on Field and
Service Robotics, 2012.
3.1 Overview
This chapter examines the application of monocular VO to airborne pose estimation, starting
from first principles of feature matching, camera estimation and structure triangulation. This
methodology establishes the context for future chapters that incorporate additional fixed cam-
eras and the basic pipeline from which these improvements build. The content of this chapter
begins by stating the Structure-from-Motion problem and defining the notation used through-
out the rest of this thesis. In addition, the basic components of a robust and accurate monocular
SfM system are explored, including dealing with noisy data and optimisation through bundle
adjustment (BA). Since SfM is already well established in the literature, we rapidly progress
to the application of SfM to the Visual Odometry (VO) problem: a specialised case of SfM
(that is well suited to robotic vehicles) by incorporating the strong temporal information be-
tween time-adjacent frames captured from a moving platform. While initially building this in
a general context suited to many applications, we progress to the application of monocular VO
in long-range scenarios, specifically for airborne vehicles. The chapter also addresses the loop-
closure problem to summarise the implementation of a full vision-only SLAM system capable of
performing robust estimates over long trajectories. Finally, the theory developed in the chapter
is demonstrated by presenting results from this pipeline on both simulated and field-gathered
data from a fixed-wing UAV.
There are two key outcomes of this chapter in terms of novelty:
• An examination of the impact of high altitude monocular VO in estimating aircraft pose
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• The demonstration of accurate monocular VO and loop-closure on vision from a fixed-wing
aircraft, showing the method is applicable, and justified, in further chapters.
3.2 Problem Statement
Given a set of general cameras that capture images I = [I1, I2, · · · , In] of a static environment,
where the set of images I make up a chain of overlapping views (i.e. see the same scene),
we seek to recover the camera matrices P = [P1, P2, · · · , Pn] that define the camera’s position
and motion in addition to scene structure X = [X1, X2, · · · , Xm] that defines the sparse 3D
representation of the environment.
The camera matrix P is constructed from several component matrices that define important
properties of the camera at the instant image I was taken. We separate P into its components:
P = KM (3.1)
whereK (the camera intrinsics matrix ) defines the internal or intrinsic properties of the camera,
focal length f , aspect ratio α, skew γ, and principle point cx, cy in a matrix of the form:
K =
⎡
⎢⎣
f γ cx
0 αf cy
0 0 1
⎤
⎥⎦ (3.2)
and M (the camera pose matrix ) defines the external position and orientation of the camera:
M =
[
R t
]
(3.3)
where R is the 3×3 rotation matrix defining the orientation of the camera and t = −Rc defines
the 3×1 position vector of an arbitrary 3-dimensional world frame R3 in the co-ordinate system
of the camera. The 3×1 vector c defines the inverse (and more human-understandable) position
of the camera in the world-frame.
We can define the camera matrix P as the transfer function H that maps a landmark X to
an observation:
z = H(X) (3.4)
In the case of visual geometry, z is the pixel projection x of the landmark X from the world to
the camera’s image plane:
x = PX (3.5)
Even though the system is described in R3, the inherent mapping of a 3D landmark to a 2D
plane means a loss of dimensionality in the observation. To account for potential landmarks
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and cameras at infinity, landmarks X are represented as a homogeneous 4-vector:
X =
[
x y z w
]⊤
(3.6)
where w defines the scale. Dividing the vector by this scale factor recovers the scaled repre-
sentation of the landmark. Correspondingly, the projection x is represented as a homogeneous
3-vector:
x =
[
u v w
]⊤
(3.7)
where w again defines the scale. Dividing the vector by this scale vector recovers the pixel
location of an observation, which we define as
x
′ =
x
w
=
[
u
w
v
w
w
w
]⊤
=
[
u′ v′ 1
]⊤
(3.8)
We now seek to estimate, given observations x = [x0,0,x1,0, · · · ,xn,m], the landmarks Xˆ and
cameras Pˆ, that correspond to the true landmarks X and true cameras P.
Before proceeding, we note some assumptions to simplify the initial maths:
• We assume perfect correspondence, i.e. that each observation xp,j of a landmark Xj
in camera Pp is perfectly matched to the other observations xq,j in camera Pq without
mis-matches.
• We do not encounter any degenerate configurations such as planar scene or pure relative
rotation.
• We assume (except where it is pertinent) that the camera intrinsics matrix K is known
from a pre-computed calibration.
3.3 Two-View Relations
In order to proceed with the recovery of the camera and landmark parameters, we require a way
of relating two cameras in space. This allows triangulation of landmarks between two cameras
and serves as the initialisation procedure for recovering all camera poses and landmarks. We
begin by detailing two inter-camera relations that do not rely on an estimate of landmark
position to recover relative pose.
3.3.1 The Essential Matrix
The essential matrix relates the relative pose between two views Pp and Pq :
Ep,q = [t]×R (3.9)
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3D structure
Moving cameras
[R1|t1]
[R2|t2]
[R3|t3]
[R4|t4]
Figure 3.1: The Structure-from-Motion Problem for a moving monocular camera capturing
images at 4 specific time points.
or, if camera Pp is defined as the origin of the co-ordinate system, i.e Mp =
[
I 0
]
, then
Mq =
[
R t
]
. Importantly, however, t is defined only up-to-scale, i.e, there exists an
unknown scalar component s that relates the recovered t to the true tt, i.e. tt = st. Without
additional information such as a calibration object in the scene, the value of s is unrecoverable.
The essential matrix is actually a special case of the fundamental matrix F , and the two
are related by
Ep,q = K
⊤
p Fp,qKq (3.10)
i.e, if the intrinsics are known for the two cameras, the essential matrix can be recovered from
the fundamental matrix and vice versa. Now, both the essential and fundamental matrices
relate corresponding projections of the same landmark:
x
⊤
p Fp,qxq = 0 (3.11)
K−⊤p x
⊤
p EK
−1
q xq = 0 (3.12)
x
∗
pEp,qx
∗
q = 0 (3.13)
(3.14)
(Note here the normalised projection x∗p = K−1p xp that warps the projection from the image
plane of the physical camera to the normalised image plane). Using this knowledge, given a
set of matched observations xp ↔ xq, xp = [xp,1,xp,2, · · · ,xp,m], xq = [xq,1,xq,2, · · · ,xq,m], we
can recover the essential (if the corresponding intrinsics matrices are known) or fundamental
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matrices (if the intrinsics matrices are not known) via a least squares solution. The na¨ıve case,
where no additional information other than the correspondences is known, requires a minimum
of eight correspondences to determine the fundamental matrix uniquely, (seven correspondences
for three solutions) as the matrix is determined up to scale.
Given knowledge of the intrinsics matrices, the essential matrix can be determined with
either seven, six or five correspondences [102] by taking advantage of the additional constraints
from the zero determinant and Demazure constraint. The estimation of these matrices both
with and without the additional constraints is left as an exercise for the reader. Nister [102]
presents an efficient solution to this relation [47], and we use the five-point solution in all
presented work.
3.3.2 The Homography Matrix
In similar fashion to the fundamental and essential matrices, there exists a homography matrix
H that relates the correspondences xp ↔ xq in the following way:
xp = Hp,qxq (3.15)
The homography matrix is normally inferred via a plane, and can only be recovered satisfac-
torily if the landmarks used in its computation lie on a common plane. This is important, as it
will assist where a fundamental matrix fails: if the scene is planar. Through additional relations,
the homography matrix can be used to recover two cameras up to scale in a similar fashion to the
fundamental matrix, i.e. for the homography induced by a plane p =
[
a b c d
]
=
[
v d
]
,
v = n/d:
H = R− tn⊤/d (3.16)
where R and t are the familiar rotation and translation, respectively, between two cameras.
This can be utilised in a similar fashion to Eq. 3.9
3.4 Structure Triangulation
Given two cameras Pp and Pq recovered via an essential matrix, planar homography or some
other means, we can now triangulate landmarks X who’s projections are common and have
appropriate correspondence between the two views.
Given that we now know both xp,l, xq,l, corresponding to some unknown 3D point Xl, and
known camera matrices Pˆp, Pˆq (up to some common scale) and knowing the projections:
xp,l = PˆpXˆl (3.17)
xq,l = PˆqXˆl (3.18)
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we seek to recover an estimated landmark Xˆl, via a least squares solution. Rearranging Eq.
3.5 gives:
x
′ × (PX) = 0 (3.19)
From which we can extract three homogeneous equations:
u′
(
P 3⊤X
)
−
(
P 1⊤X
)
= 0 (3.20)
v′
(
P 3⊤X
)
−
(
P 2⊤X
)
= 0 (3.21)
u′
(
P 2⊤X
)
− v′
(
P 1⊤X
)
= 0 (3.22)
where P i is the ith row of P . By combining two of these equations per camera Pp and Pq an
equation of the form AX = 0 can be generated with the (non-unique) solution matrix A as:
A =
⎡
⎢⎢⎢⎢⎣
u′pP 3⊤p − P 1⊤p
v′pP 3⊤p − P 2⊤p
u′qP 3⊤q − P 1⊤q
v′qP 3⊤q − P 2⊤q
⎤
⎥⎥⎥⎥⎦ (3.23)
This solution can be easily extended to multiple cameras, augmenting the matrix A with an
additional two lines per camera to recover a least squares solution.
3.5 Pose Recovery
In contrast to a problem where only pixel correspondences are known, if some scene structure
X is already known, and the correspondences xp for a camera Pp to each estimated landmark
Xˆl are known, it is possible to directly extract an estimate of Pˆp, given this information.
In the na¨ıve case, we can describe the problem as recovering the 12 elements of the camera
matrix Pp, givenXl and xp. Since there are 11 degrees of freedom (ignoring scale), we require 11
simultaneous equations to uniquely determine the elements of the matrix. This can be found
using a minimum of 6 correspondences (as each correspondence gives two equations for the
solution).
Given Eq. 3.15, and noting that x =
[
u v w
]
, we derive three linear equations [47]:
⎡
⎢⎣
0⊤ −wX⊤ vX⊤
wX⊤ 0 −uX⊤
−vX⊤ uX⊤ 0⊤
⎤
⎥⎦
⎛
⎜⎝
P 1
P 2
P 3
⎞
⎟⎠ = 0 (3.24)
Since the rows of Eq. 3.24 are linearly dependent, we need choose only two.
Given more than 6 correspondences, the equations can be stacked as a system such that
a least squares solution is found. This approach, however, does not take advantage of the
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A
B
C
L
image plane
Figure 3.2: Geometry of the 3-Point pose problem, recovering the position of point L from the
observations of points A, B, C.
properties of the component matrices, nor does it enforce them. For example, since P = KM ,
M is made up of the 3 × 3 rotation matrix R, having properties of being orthogonal and
determinant 1, means that it can be parameterised from 3 elements at a minimum, rather than
9, plus the three component translation matrix t. Taking advantage of this knowledge also
reduces sensitivity to outliers or small projection errors.
Similarly, the camera intrinsics matrix is made up of several zero elements, and 5 non-zero
elements, giving a total of 11 elements. In many cases of Structure-from-Motion or Visual
Odometry, we use cameras with fixed intrinsics, using the knowledge that K does not change
significantly, meaning we generally only need to recover the 6 degrees of freedom giving the pose
of the camera. The other components are known from the fixed relations given by the fixed
intrinsics matrix. Taking advantage of these properties means we can reduce the minimum
number of correspondences to find an exact solution, and prevent erroneous estimation of
properties that are already known. Reducing the minimum number of correspondences can
have significant impact when considering the presence of outliers (Sec. 3.6) as it reduces the
likelihood of using an outlier in the generation of a solution significantly.
To estimate camera pose when the intrinsics matrix is known fixed, often termed the
Perspective-n-Point (PnP) problem, only the parameterised rotation matrix (3 elements) and
translation (3 elements) need to be recovered, meaning only three correspondences are required.
While there are multiple approaches to the problem [45], the most common in the computer
vision community is that presented by Fischler et al. [35] as an example that uses RANSAC to
generate a well supported estimate in the presence of outliers. Fischler’s method, and others
typically attempt to determine the three legs of a tetrahedron, given that the lengths between
the corners of the base and their opposing angles are given by the known relationship between
three given scene points. This results in three equations using Pythagoras’ theorem: and the
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cosine rule (See Fig 3.2):
AB2 = LA2 + LB2 − 2× LA× LB cos(∠BCA) (3.25)
AC2 = LA2 + LC2 − 2× LA× LB cos(∠ABC) (3.26)
BC2 = LB2 + LC2 − 2× LA× LB cos(∠BAC) (3.27)
Hence, sides LA, LB and LC must be found, while sides AB, BC, CA and angles ∠ABC,
∠BCA, ∠BAC are known because the position of points A, B and C are already defined.
Fischler states that for n independent polynomials for n unknown, there are a maximum number
of solutions equal to the product of their degrees, giving eight total solutions, which can be
found algebraically. However, the system has four solutions in general because each solution has
a geometrically isomorphic negative. By using a fourth point, we can eliminate the erroneous
solutions by checking if the point is in front of or behind the estimated camera. Those solutions
with the point behind the camera are eliminated. This estimator is the default estimator we
will reference throughout the rest of this thesis.
3.6 Dealing with Outliers
Until this point we have assumed perfect correspondence matches between images, either hand-
picked observations of salient landmarks or simulated points so that there are no errors in
feature matching. In reality, this is either inconvenient or unsuitable for automated processes.
To automate the feature detection and matching process, we can introduce automated feature
detectors such as SIFT [84], SURF [6], Harris [46], CenSurE [69] or STAR. These detectors at-
tempt to find salient blobs, corners and lines (detection) that are trackable between two views
(matching). Features such as signs, hub-caps, flowers and road markers have relatively consis-
tent responses to both the tracker and matcher when viewed from slightly differing viewpoints,
so these features often work best at being tracked by an automated tracker.
Most feature detectors are related, having differing levels of complexity. More complex
detectors and descriptors generally attempt to account for changes in illumination or perspective
between two images and their increase their ability to discriminate between similar looking
objects. Matches are often performed by determining a distance metic between their generated
descriptors: often a SAD or pattern of differentials over a patch around the salient feature.
However, no feature detector or matcher is perfect: two flowers in a flower bed may look similar
and hence can often be mis-matched between two images. This results in a poor triangulation of
the estimated landmark, introducing noise into the estimation, and can subsequently affect the
recovery of a camera if the structure is noisy. Similarly, a feature may not be tracked perfectly
between frames: occlusions and slight projection differences mean that a feature is not viewed
consistently or accurately, introducing noise on the order of a pixel-distance in the tracker.
In order to cope with gross outliers when calculating a solution (either an essential matrix
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Figure 3.3: A line fitting problem from noisy data with outliers. The true line (blue) is sampled
(red crosses) with some noise along the line. a) a bad fit for the estimated line from two outlier
point pairs (green) and b) a good line fit from two low-noise inliers (green)
or camera pose, given the information available), we introduce a consistency check: an ability
to detect gross outliers that affect the solution. This is important, as it is well known that
using a least-squares approach, even with only a small percentage of outlier data points, can
dramatically affect the solution. By detecting and removing these outliers, the solution is
calculated only from those data points that match the model closely.
Here, RANdom SAmple Consensus (RANSAC) is introduced: a method of robustly esti-
mating the parameters of a function in the presence of outliers, without the outliers affecting
the result. Two priors are needed, a model of the underlying function (e.g. a linear function
that models a line in 2D space) and a method of classifying outliers (e.g. a minimum distance
from a point to a line before it’s classed as an outlier).
To start, a simple example can be examined: an linear line fit. Say data is given for a
proportional relationship such as the volume of ingredients to an output in a chemical process.
Given a model of the relationship (which we expect to be a line [ax + by + c = 0] given some
theoretical knowledge about the relationship) with unknown variables a, b, c; a set of points
which should fit the model (P = (x1, y1), (x2, y2), · · · , (xn, yn)), and a method determining
outliers
(
|ax+by+c|√
a2+b2
> σ
)
, we can randomly select pairs of points (the minimum number to
define the variables), determine the coefficients a, b, c that represent the line that fits points,
and then compare all points in the set to determine their inlier/outlier status. By repeating
this process over a minimum number of iterations, who’s condition relies on the expected ratio
of inliers/outliers or another heuristic, the winning model is that which has the largest ratio of
inliers to outliers. This process is pictorialised in Figure 3.3. We can see that the fit for part
b) is better than part a), with 2 inliers and 22 outliers for the first mode and 20 inliers and 4
outliers for the second. Hence, given these two models, it can be easily deduced that the result
in subfigure b) is the better model and exclude the outliers from here on. Once this process is
complete and we have found the winning set of inliers, a least squares solution from the set of
inliers can determine a final model while excluding the influence of the outlier points.
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3.6.1 RANSAC for Computer Vision
Turning to a computer vision problem, e.g. the case of determining the essential matrix E from
a set of correspondences, we first start with the model (Eq. 3.9). To determine outliers, we
first define the residual error :
x¯ = x− xˆ (3.28)
That is, the difference between the detected projection of a landmark x = PX and the pro-
jection of the corresponding estimate xˆ = Pˆ Xˆ. This allows us to develop a formula for outlier
detection:
||x¯′|| < σ → inlier ∧ ||x¯′|| ≥ σ → outlier (3.29)
In the case of calculating the residual error, we normally select a single unit pixel distance
σ = 1.0 if no additional information is known, as this is the resolution of our sensor. By
iteratively choosing a random set of 5,7 or 8 points (depending on the estimation approach
used), calculating an essential matrix, and checking the consensus via Eq 3.29, we can quickly
find the best consensus set of inliers and an accurate essential matrix even in the presence of
mismatched outliers. We can transfer the RANSAC method to almost any parameter estimation
method if we have a suitable underlying model and outlier detection. This approach is also
applied in camera pose estimation.
Maximum Likelihood Estimation Sample Consensus (MLESAC) [145] extends the RANSAC
methodology by applying a cost to the winner solution, rather than a count of inliers, as the
heuristic for choosing the best fit. This helps to disambiguate situations where there may be
multiple winning combinations with the same number of inliers. This results in performance
that is often better, and, at worst, equal to a plain RANSAC estimation. Throughout the rest
of this thesis we assume that a MLESAC estimator is applied in all linear estimation methods
even if it is not explicitly stated.
3.6.2 M-estimators
It is well known that least-squares estimators are extremely sensitive to outliers in the input data
[52, 104]. In computer vision, least squares estimates that may contain outliers occur frequently,
e.g. pose estimation, structure triangulation, essential matrix estimation and optimisation. For
least-squares problems with linear solutions, a potentially large number of outliers and a small
number of inputs, variations of RANSAC are the oft-used solution for estimating in the presence
of outliers; repeated estimations are cheap and many solutions can be tried and ranked quickly.
For large, non-linear problems, calculating a solution is computationally high cost and therefore
repeated trials are inefficient.
To assist with solving these larger-scale, more complex problems, an alternative method
of suppressing outliers is required that is functional during the computation of an iterative
solution. M-estimators attempt to suppress the influence of outliers in a least-squares estimator
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by applying a function to an observation’s residual such that its contribution to a cost function
(a measure of error) is reduced. As will be discussed in Section 3.7.1, most non-linear optimisers
attempt to reduce the least squares error (the sum of squares of the residuals [Eq 3.28]), termed
as a cost function:
E =
n∑
i
(xi − xˆi)
2 =
n∑
i
x¯2i (3.30)
Instead of using the linear residual error of Eq. 3.28, M-estimators modify the residual with a
function such that Eq. 3.28 becomes:
x¯ = f (x− xˆ) (3.31)
and the cost function incorporates this:
E =
n∑
i
f (xi − xˆi) =
n∑
i
x¯i (3.32)
However, most practical implementations re-parameterise the problem such that the influencing
factor is a weight pre-calculated rather than an explicit function:
E =
n∑
i
w
(
x¯k−1i
)
x¯2i (3.33)
where k is the iteration number in the estimation and should be recomputed at each iteration.
Put simply, an M-estimator attempts to reduce the influence of a residual if its value is large,
rather than the linear influence of a standard linear residual. Consider the standard squared
residual (or L2 norm), where the weight function w () is simply:
w (x¯) = 1 (3.34)
meaning that large residuals have a correspondingly strong influence in the cost function. Al-
ternatively, a least-absolute (L1 norm) M-estimator:
w (x¯) =
1
|x|
(3.35)
generates a strong residual influence near 0, but a low influence at high values. There are a
number of M-estimators that vary slightly in implementation and influence, and there exists
significant discussion on the effective selection. The most common M-estimators include the
Huber cost:
w (x¯) =
⎧⎨
⎩1, |x| ≤ kk/|x|, |x| ≥ k (3.36)
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and Cauchy cost:
w (x¯) =
1
1 + (x/c)2
(3.37)
The primary difference between the two is that the Huber cost sets an upper limit on the
influence, while the weight of a Cauchy function causes the influence to slowly decay as the
residual increases. It is left to the reader to familiarise themselves with additional cost types
and their relative properties. Throughout the rest of this thesis we assume that a Huber M-
estimator is applied in all bundle adjustment implementations even if it is not explicitly stated.
3.7 Bundle Adjustment
Extending from Section 3.6, we know that automated feature detection results in a significant
percentage of mismatches and consequent outliers in the parameter estimation. We also know
that, even if we have recovered a consensus solution (via RANSAC or a variant) for a parameter
estimate, we are calculating a solution based only a small subset of observations, and the other
observations only provide support, rather than contribute directly to this solution. Further
improvements in accuracy can be gleaned by effectively performing a least-squares optimisation
on the inliers only. Additionally, with a whole-of-data optimisation, previously classified out-
liers may become inliers, assisting the solution. Up until now, we have only considered linear
solutions to fundamental components of the structure from motion problem (in lieu of slower
nonlinear, iterative versions of the same solutions). However, if we are to jointly estimate both
structure and camera properties, the solution becomes highly nonlinear. Therefore, in order to
perform a least-squares optimisation we turn to iterative estimation. This section will intro-
duce bundle adjustment from first principles of non-linear iterative optimisation, focusing on a
general case. We will then quickly turn to the application of non-linear iterative optimisation
to projective geometry.
3.7.1 Optimisation
The basic optimisation problem starts with a number of known variables with an approximate
initialisation, and a known cost derived as a function of the known variables. Using this pa-
rameterisation, the variables are modified to reduce the cost function until convergence, or an
‘optimised’ estimate. As a trivial example, we could find the optimal value of a single variable
x who’s cost is determined by the equation:
E(x) = x21 + 2 (3.38)
It is easily seen in this example that the lowest possible cost of E(x) = 2 occurs at x = 0.
Optimisation problems can be categorised into linear and non-linear optimisations, depending
on the complexity of the optimised function. The above is an example of non-linear optimisation,
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given the x2 term. Typically, linear problems can be solved in a single optimisation step. Due
to their linear nature, the solution is directly solvable in the sense that the solution is found by
finding the answer to a set of simultaneous equations. For non-linear optimisation problems, the
optimal solution is often not directly observable and the complexity of the non-linear problem
means a different approach is needed. By linearising the variables at their current value, it
is possible to perform an optimisation step and determine whether the cost function has been
reduced. The bundle adjustment problem is a highly non-linear optimisation, hence we will
focus on the non-linear case.
3.7.2 Least Squares Minimisation
A least-squares optimisation is the basic methodology of bundle adjustment, and hence we start
from this set of first principles. Given a measurement or observation vector z = [z1, z2 · · · zn],
which could be a set of distance measurements zi from a laser rangefinder or feature projections
in a camera image, mapped through an observation function H that observes a set of true state
of parameters θ = [θ1, θ2, · · · , θn]:
zi = H (θ) + v (3.39)
we seek to recover an estimate θˆ of the true parameters θ given that the observations are subject
to noise v that is not directly observable, but can be modelled as a Gaussian distribution.
To quantify the performance of our estimation, we introduce the cost function E(θˆ, z), who’s
output we seek to minimise. We formalise this in the following statement:
θ
∗ = argmin
θˆ
(E) (3.40)
where θ∗ indicates the local minimum of the optimisation. The cost function can take on many
forms, but the most applicable is the sum of squares of the residual error:
E =
n∑
i
∥ zi − zˆi ∥
2=
n∑
i
∥ ϵi ∥
2 (3.41)
where ϵi consists of the difference between the actual observation zi and the estimated obser-
vation zˆi, given the estimated parameters (θˆ). If the transfer function H is linear with no
constraints, the solution is often a simple least-squares problem, solvable via a single iteration
of a method such as Singular Value Decomposition (SVD). The single solution to this problem,
if set up correctly, will yield the reduced optimal cost E∗.
3.7.3 Nonlinear Least Squares Minimisation
Often the function H is non-linear, and so the optimisation problem becomes more difficult.
By assuming that the function H can be approximated as locally linear, we can then proceed
to a process of iterative refinement to achieve a satisfactory solution. Given an initial estimate
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of the parameters, θˆ
0
we can assume that the function H with a small perturbation ∆ can be
approximated by a Taylor series at θˆ
0
by:
H
(
θˆ
0
+∆
)
= H
(
θˆ
0
)
+∆H ′
(
θˆ
0
)
+∆
H ′′
(
θˆ
0
)
2
+ · · · (3.42)
However, calculating the 2nd, 3rd and 4th etc. derivatives increases the computation with
little additional benefit if we assume the function is locally well-behaved and smooth. Here we
assume that the function H is well behaved and can be truncated at the first derivative without
significant loss of precision:
H
(
θˆ
0
+∆
)
≈ H
(
θˆ
0
)
+ J∆ (3.43)
for some suitably small perturbation ∆, where J is the Jacobian matrix:
J = H ′ =
[
∂H
∂θˆ1
∂H
∂θˆ2
· · ·
∂H
∂θˆn
]
(3.44)
or the differential of the transfer function with respect to the parameters. From this approxi-
mation, we seek to find the set of parameters θˆ
1
from an optimisation step:
θˆ
1
= θˆ
0
+∆ (3.45)
which reduces the cost function such that E(θˆ1) < E(θˆ0). This can be more generalised as
θˆ
i+1
= θˆ
i
+∆i (3.46)
subject to
E( ˆθi+1) < E(θˆi) (3.47)
for acceptance of the update. Hence, we need to find the step ∆i for each parameter as the
incremental step towards a better approximation θˆ, which is quantified by the reduction in the
cost function E. This is obtained by solving the normal equations (see [47] A.5.2):
J⊤J∆i = −J⊤ϵi (3.48)
where:
ϵ =
[
ϵ1 ϵ2 · · · ϵm
]⊤
(3.49)
Note that after simplification, Eq. 3.48 is of the form Ax = b, and can be solved via Singular
Value Decomposition. Here, we simplify Eq 3.48, as
N∆i = e (3.50)
where N = J⊤J is termed the Hessian and e the error vector. Hence, via this iterative
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refinement, recomputing J and ϵi at each iteration, we can attempt to find the best set of
parameters θˆ by minimising the cost function. However, the calculation of an appropriate ∆
is a difficult one. We need to ask: how large a ∆ is appropriate? Why is this recalculated on
every step? Why do its values change?
3.7.4 Descent Functions
Given the non-linear nature of the problem the choice of a convergence step (i.e the size of the
components of∆) is a difficult one. There is no guarantee that any particular solution based on
a single step will yield a reduced cost. This is ultimately due to the linearisation of an inherently
non-linear function. Any step that moves too far based on the linear approximation will rapidly
deviate from the non-linear function. However, small steps are non-optimal as convergence of
the function will take more iterations and computational overhead. Hence, there are a number
of descent methods that attempt to solve for ∆ efficiently, weighting the two desirable traits
(reduced cost, fast descent) appropriately.
3.7.4.1 Gauss-Newton Iteration
In Eq 3.25, we approximated the function linearly by truncating the Taylor series to only
the first derivative, yielding the augmented normal equations. The simplest and most generic
solution, Gauss-Newton iteration, requires no novel adjustments. The solution is considered
completely linear in the appropriate region. This means that convergence will be quadratic
near the solution, hence fast, but if given a poor initialisation or the function has a number
of local minima, the optimisation will often fail to converge appropriately. Here we see that
the Hessian, approximated as N = J⊤J, defines the descent direction assuming the function is
locally linear in the region we are estimating.
3.7.4.2 Gradient Descent
If the assumption of local linearity is not sufficient, we reach an impasse with Gauss-Newton
iteration. The function may tend to oscillate around the solution and fail to converge quickly.
Hence, the alternative extreme is to replace the N = J⊤J approximation with H = λI such
that Eq 3.48 becomes:
(λI)∆i = −J
⊤ϵi (3.51)
By varying the value of λ we can vary the descent speed and the distance in which the descent
occurs and are eventually guaranteed to find a direction that results in reduced cost. The caveat
though, is that the descent speed is extremely slow in highly linear sections of the function. In
these cases a pure Gauss-Newton iteration will perform better as the gradient in the linearisation
using Gradient Descent is not taken into account.
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3.7.4.3 Levenberg Marquadt
We have seen that both Gauss-Newton and Gradient Descent methodologies have limitations in
their application, resulting in inefficiencies both far from the optimum and close to it, depending
on the method. We can, however, combine the two into a single unified descent method. We
replace Eq 3.48 with the augmented normal equations:
(
J⊤J+ λI
)
∆i = −J
⊤ϵi (3.52)
By choosing a suitable initial value of λ that does not significantly affect the values in the
initial Hessian. By increasing λ towards infinity the LM system approximates a Gradient
Descent solution:
λI∆i = −J
⊤ϵi (3.53)
Effectively, the diagonals become the dominant factors in the Hessian, where the ratio of the
diagonals to the off-diagonals is large. This means that each iteration step is smaller, but is
more likely to find a descent direction that reduces the cost function. This is useful in regions
where the locally linear approximation is a poor one (i.e. the function is highly non-linear).
Alternatively, by reducing λ towards zero the LM system approximates the Gauss-Newton
solution:
J⊤J∆i = −J⊤ϵi (3.54)
meaning that the system takes larger steps at each iteration. This assists in converging quickly
towards a solution in regions where the function is highly linear.
Clearly, by careful management of the damping parameter λ, an algorithm can be generated
that converges quickly in linear regions and improves convergence guarantees in non-linear
regions. λ can be managed during iteration with the following strategy:
1. Start with a suitably small λ, e.g. λ = 1× 10−3.
2. Solve the linearised system using Eq. 3.52.
3. If there is a reduction in the cost function, accept the update and reduce lambda by a
suitable ratio, e.g. λi+1 = 0.1λi.
4. If there is an increase in the cost function, reject the update and increase lambda by a
suitable ratio, e.g. λi+1 = 10λi.
5. Repeat steps 2-4 until convergence.
An Alternative Parameterisation: In contrast to the formulation of Eq. 3.52, the damping
parameter can be added to the augmented system like so:
(1 + λ)J⊤J∆i = −J⊤ϵi (3.55)
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Hence, the diagonal of the Hessian is augmented by a multiplicitive factor instead of an additive
one. The general behaviour is the same: a small lambda means the method approximates
a Gauss-Newton step, a large lambda approximates a Gradient-Descent step. However, the
parameter increments for large λ in this formulation are not the same as those for the more
traditional formulation.
However, this formulation can cause some issues during operation, such as causing the
Hessian to become singular when some parameters have little to no effect on the cost function.
Some numerical precision problems have also been found to occur in this authors assessment of
the formulation, and hence it is not used in the LM methods presented in this thesis.
3.7.4.4 DogLeg
Similarly to the Levernberg-Marquadt methodology, the DogLeg [83] method incorporates both
the Gradient Descent and Gauss-Newton methodologies to arrive at a good local solution
quickly. However, the Dogleg method extends this functionality by incorporating a trust region
into the step. First, however, a model function L is developed that behaves similarly to E in
the neighbourhood of the current approximation. It is trusted to accurately represent E only
for values within a hypersphere of radius σ∆ around the current approximation. Instead of
attempting to minimise the standard cost function E directly, the update solution is approx-
imated by solving for a differing cost function, L, over the trust region. L is chosen as the
quadratic corresponding to the squared right hand part of the cost function E (Eq. 3.41). i.e:
L (σ∆) = 2
(
0.5ϵ⊤ϵ− (J⊤ϵ)⊤ + 0.5∆⊤J⊤J∆
)
(3.56)
Effectively, it places a constraint on the delta step such that Eq. 3.40 becomes:
θ∗ = argmin
θˆ
(L) , s.t.||∆|| < σ∆ (3.57)
which imposes the constraint that the maximum ∆ cannot exceed a value σ∆. Thought of
na¨ıvely, this would imply that the speed of descent is limited so that in regions where Gauss-
Newton is most effective, it is rate limited.
The choice of σ∆ is critical, however. If it is too large, the addition of this limiter is ineffective
and will allow update steps that fall outside the locally linear approximation. Too small and it
will rate limit optimisation steps meaning slower convergence. Practically, the value of σ∆ is
chosen based on the success of the optimisation in previous steps. If the region is locally very
nonlinear then σ∆ should be small to limit the steps. On the other hand, σ∆ should be large
to allow faster convergence in highly linear regions.
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3.7.5 Monocular Bundle Adjustment
Now that we have covered the basics of non-linear optimisation, we can now turn to the bundle
adjustment problem as a specific and practical implementation of least-squares optimisation.
In this case, we attempt to optimise 3D scene structure, X, consisting of individual scene points
Xj = [xj , yj , zj]
⊤, observed by a specific set of cameras P, consisting of individual cameras Pi
at either time-steps or separate positions i. Since we have already described the problem in
Section 3.2, we can now explicitly define the subscript notations for transfer function H and
observation z (projection x) for the monocular projective camera case:
xij = PiXj =
[
u′ v′
]⊤
(3.58)
⇒ xij = KiMiXj =
[
u′ v′
]⊤
(3.59)
In addition, we can now define the explicit cost function (from Eq. 3.41) as the difference in
projection of the pixel co-ordinates verses the estimated:
E =
n,m∑
i,j
∥ xij − xˆij ∥
2=
n,m∑
i,j
∥ ϵij ∥
2 (3.60)
where n is the number of independent cameras P and m the number of landmarks X . We
begin by addressing the general case of completely independent parameters. Here, each camera
parameter vector consists of the camera parameters1:
θP = [f, γ, sx, cx, cy, tx, ty, tz, rx, ry , rz] (3.61)
and scene structure
θX = [x, y, z] (3.62)
Here, the rotation matrix is parameterised in axis-angle form to avoid redundancy in the number
of optimised parameters. Hence, there are 11 parameters for each camera and 3 for each
landmark. If the problem consists of n cameras and m landmarks, there are 11n + 3m total
parameters that need to be estimated. We stack these in the parameter vector θ like so:
θ = [θP1 , θP2 , · · · , θPn , θX1 , θX2 , · · · , θX3 ]
⊤ =
[
θP θX
]⊤
(3.63)
1Note, however, that in many cases if we have pre-calibrated the intrinsics from a set of checkerboard images
(giving a high accuracy estimate of some intrinsic parameters), we may not need to optimise them at all, and
may keep them fixed for the bundle adjustment problem. For the rest of this section we will assume they are
optimised during bundle adjustment, but for many of the experimental results shown throughout this thesis
these parameters will be fixed and derived from a checkerboard calibration.
55
3. Visual Pose Estimation
We now seek to approximate the Hessian N and error vector e according to Eq. 3.50. First,
the Jacobian entries can be generated from the initial estimation of each variable in θp:
JPij =
[
∂xij
∂fi
∂xij
∂γi
∂xij
∂sxi
∂xij
∂cxi
∂xij
∂cyi
∂xij
∂txi
∂xij
∂tyi
∂xij
∂tzi
∂xij
∂rxi
∂xij
∂ryi
∂xij
∂rzi
]⊤
(3.64)
JPi = JPi0 + JPi1 + · · ·+ JPim (3.65)
If at this stage we assume (and enforce the knowledge) that camera properties are completely
independent, we can form the Jacobian for the entire set of cameras P:
JP =
⎡
⎢⎢⎢⎢⎣
JP1 0 · · · 0
0 JP2 · · · 0
...
...
. . .
...
0 0 · · · JPn
⎤
⎥⎥⎥⎥⎦
⊤
(3.66)
which is sparse except for elements near the diagonal. For θX :
JXij =
[
∂xij
∂xj
∂xij
∂yj
∂xij
∂zj
]⊤
(3.67)
JXj = JX0j + JX1j + · · ·+ JXnj (3.68)
Similarly, we assume (and enforce the knowledge) that each 3D point is completely independent:
JX =
⎡
⎢⎢⎢⎢⎣
JX1 0 · · · 0
0 JX2 · · · 0
...
...
. . .
...
0 0 · · · JXm
⎤
⎥⎥⎥⎥⎦
⊤
(3.69)
meaning a similarly sparse Jacobian with only non-zero elements near the diagonal. Both JP
and JX make up the complete Jacobian:
J =
[
JP JX
]⊤
(3.70)
In this form, we develop the approximate Hessian from the Jacobian elements taking into
account variance Σ (which for now we assume is uniform and hence is simply identity):
U = JPΣ
−1
PPJP (3.71)
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V = JXΣ
−1
XXJX (3.72)
W = JPΣ
−1
PXJX (3.73)
W⊤ = JXΣ−1XPJP (3.74)
H =
[
U W
W⊤ V
]
(3.75)
Similarly, we calculate e as:
e =
[
eP eX
]⊤
(3.76)
where
eP = JPΣ
−1
Pϵ ϵ (3.77)
eX = JXΣ
−1
Xϵϵ (3.78)
Alternatively, to improve efficiency, we can calculate the Hessian more directly by taking into
account the diagonal nature of JP and JX :
Ui =
n,m∑
i,j
JPijΣ
−1
xij
JPij (3.79)
U =
⎡
⎢⎢⎢⎢⎣
U1 0 · · · 0
0 U2 · · · 0
...
...
. . .
...
0 0 · · · Un
⎤
⎥⎥⎥⎥⎦
⊤
(3.80)
Vj =
n,m∑
i,j
JXijΣ
−1
xij
JXij (3.81)
V =
⎡
⎢⎢⎢⎢⎣
V1 0 · · · 0
0 V2 · · · 0
...
...
. . .
...
0 0 · · · Vm
⎤
⎥⎥⎥⎥⎦
⊤
(3.82)
Wij =
n,m∑
i,j
JPijΣ
−1
xij
JXij (3.83)
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W =
⎡
⎢⎢⎢⎢⎣
W11 W21 · · · Wm1
W12 W22 · · · Wm2
...
...
. . .
...
W1n W2n · · · Wmn
⎤
⎥⎥⎥⎥⎦
⊤
(3.84)
Similarly:
ePi =
n,m∑
i,j
JPijΣ
−1
xij
ϵij (3.85)
eXi =
n,m∑
i,j
JXijΣ
−1
xij
ϵij (3.86)
eP =
[
eP1 eP2 · · · ePn
]⊤
(3.87)
eX =
[
eX1 eX2 · · · eXm
]⊤
(3.88)
If using a Levenberg-Marquadt approach, the diagonals can then be augmented with λ simply:
U∗ = U+ λI (3.89)
V∗ = V+ λI (3.90)
N∗ = N+ λI =
[
U∗ W
W⊤ V∗
]
(3.91)
where I is an identity matrix of dimension equal to the matrix it is augmenting. Of note, while
U and V are sparse with a strong diagonal, W must be assumed dense despite often having a
large number of zero entries. For completeness, we define the full system of normal equations
for the monocular case as derived from Eq. 3.50:
[
U∗ W
W⊤ V∗
] [
∆P
∆X
]
=
[
eP
eX
]
(3.92)
3.7.6 Analytical Derivatives
While the calculation of the Jacobian entries can be performed via numerical derivative meth-
ods, the more efficient and accurate method is to compute the derivatives algebraically from
the transfer function. Hence, we derive here the analytical Jacobian for each of the camera
parameters and landmark parameters, but make specific attempts to factorise the derivatives
in such a way as to reduce the number of operations. The Jacobian elements for the monocular
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case are simple, but we define them here for completeness and to set up further changes in a
multi-camera scheme in later chapters. Firstly, assigning from Eq. 3.59:
xβ =
⎡
⎢⎣
uβ
vβ
wβ
⎤
⎥⎦ ≡ [Ri|ti] (3.93)
therefore,
xˆij =
⎡
⎢⎣
uα
vα
1
⎤
⎥⎦ ≡ f(Kxβ) (3.94)
where f(y) results in the affine part of y. Additionally, making the assignment:
G =
[
fsx γ
0 f
]⎡⎣ 1wβ 0 −uβw2β
0 1
wβ
−vβ
w2β
⎤
⎦ (3.95)
we can concisely state all the components of the Jacobian in simple terms (see Table 3.1).
Intrinsics
∂xˆkij
∂sx
=
[
f
wβ
uβ
0
]
∂xˆkij
∂f =
1
wβ
[
sxuβ
vβ
]
∂xˆkij
∂γ
=
[ 1
wβ
vβ
0
]
∂xˆkij
∂cx
=
[
1
0
]
∂xˆkij
∂cy
=
[
0
1
]
Extrinsics
∂xˆkij
∂ti
= G
∂xˆkij
∂vi
= G
[
R¯i(Xj)
]
×
Scene
∂xˆkij
∂Xj
= GRi
Table 3.1: The analytical derivatives
3.7.7 Partitioning for Efficiency
In the na¨ıve case, the Hessian is assumed dense and considered as a whole block. For many
SFM problems, this is not the case. For example, images are often gathered in a way that
their temporal adjacency approximates to a geometric one, meaning that there will likely exist
a strong diagonal in the Hessian with fewer matches between images the further they are apart,
making the outer corners sparse. At this stage, however, while remaining completely general
we can take advantage of the fact that camera poses and structure are independent in a single
update. Hence, we take note of Eq. 3.63 to get
∆ =
[
∆P ∆X
]
(3.96)
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where ∆P corresponds to the camera parameters and ∆X corresponds to the scene point
parameters. We can then note explicitly the partitioned Hessian that takes advantage of this
separation:
[
U∗ W
W⊤ V∗
][
∆P
∆X
]
=
[
eP
eX
]
(3.97)
Multiplying this system by
[
I −WV∗−1
0⊤ I
]
allows the elimination of the top right-hand
block of the Hessian:[
U∗ −WV∗−1W⊤ 0
W⊤ V∗
][
∆P
∆X
]
=
[
eP −WV ∗−1
eX
]
(3.98)
and, as in [47], the top half of this set can be used to find ∆P :
(
U∗ −WV∗−1W⊤
)
∆P = ϵP −WV
∗−1ϵX (3.99)
Then, through back-substitution, the point updates are:
V∗∆X = ϵX −W⊤∆P (3.100)
3.7.8 Algorithm
To summarise the implementation of monocular bundle adjustment using the theory developed
so far, we formalise the algorithm in Algorithm 1.
Algorithm 1: Monocular Bundle Adjustment
Input : Given n camera matrices Pi, m scene points Xj and their projections xij .
Output: Refined estimates of Pˆi and Xˆj .
begin
(i) Initialise λ (see discussion) repeat
(ii).1 Compute the partial derivatives Jij , (see Table 3.1) and the error vector ϵ
(ii).2 Compute U,V,W, ϵa and ϵb using the substitutions (4.40)
(ii).3 Augment the diagonal of U,V resulting in U∗,V∗
(ii).4 Compute V∗−1
(ii).5 Determine ∆θˆP by solving equation (3.99)
(ii).6 Determine ∆θˆX by back-substitution of ∆θˆa into (3.100)
(ii).7 Update the parameter vector θˆ
until convergence or max iteration count (see discussion)
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3.8 A complete Structure-from-Motion Pipeline
We now have all the necessary ingredients to recover the desired output in our initial problem
statement, all the cameras P, and structure X, or at least the recoverable components of this
set. While several methods exist in the literature, we follow an iterative process to recover
the final solution as it is relatively easy to understand and has an important relationship with
visual odometry.
Since the only initial information is feature matches (either hand matched or automated),
we must first find a representative camera pair from which to initialise landmarks, and can
then iteratively recover structure and cameras until all the cameras and landmarks have been
estimated. Convention suggests that the first camera position defines the origin of the local
co-ordinate system, but this can be easily transformed given additional information. The next
camera is recovered via estimation of the essential matrix, up to an ambiguous scale. We
normally scale the solution so that the Euclidean distance between the camera pair is unity
to ensure numerical precision. Of course, if we have additional external information such as
a known distance between two observed landmarks or cameras, we can scale the Euclidean
space to match this known factor. We then triangulate structure from the pair (or any set of
cameras that observe the same point), and then proceed to iterative camera estimation. This
process is formalised in Algorithm 2. While general, this method does not make assumptions
about the temporal or geometric nature of the imagery, and hence is suited to large-scale
reconstructions from randomly gathered imagery. Such a method, however, is not suited to
robotic pose estimation as it is not a typically online process, and does not strictly generate
temporally consistent information. Hence, we move to visual odometry in the next section to
estimate robotic pose.
The method is also prone to errors. It is often the case that those image pairs with the highest
number of inliers (the starting set for recovery of the essential matrix) are often spatially close.
This has implications for accurate recovery of structure, as the accuracy of depth estimation of a
landmark is inversely proportional to the baseline or euclidean distance between a camera pair.
If our initial triangulation of structure is significantly inaccurate due to the spatial proximity
of the cameras relative to structure, the recovery of additional cameras will fail. Our ad-hoc
estimator does not take this information into account, and this effect has important implications
for long-range odometry that will be discussed later.
We now proceed to visual odometry as a more specialised implementation of SfM and see
its improved application to robotic pose estimation.
3.9 Long-Range Monocular Visual Odometry
When seeking to estimate the pose of a robot specifically for control feedback to reach a goal
position or orientation, a reliable estimate of the current pose in a unified frame at high rate is
required. By using an inertial or external sensor, or a filtered combination, we can achieve this
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Algorithm 2: A Generic Structure-from-Motion Algorithm
Input : n camera images Ii
Output: Refined estimates of Pˆi and Xˆj .
begin
1. idx = 1
2. repeat
2.a Detect features in camera image Iidx
2.b idx = idx + 1
until idx = n
3. idx1 = 1
4. repeat
4.a idx2 = idx1 + 1
4.b repeat
4.b.i Match features in camera image Iidx1 to camera image Iidx2
4.b.ii idx2 = idx2 + 1
until idx2 = n
4.c idx1 = idx1 + 1
until idx1 = n
5. R = {}, Q = {I1, I2, · · · , In}
6. Find camera pair with most matches ⇒ Ip, Iq
7. Find Essential matrix: Ep,q
8. R = {Ip, Iq}. Q = Q −R
9. repeat
9.a Triangulate new structure from all observations
9.b Find image with most projected inliers from structure S; Ii
9.c Extract camera Pi
9.d R = R+ Ii, Q = Q− Ii
9.e Bundle adjustment on set Q
until Q = {}
62
3. Visual Pose Estimation
with significant accuracy. Using vision as a passive sensor, we seek to achieve high accuracy pose
estimates at high rate that rival other inertial or active sensors or a combination of these. Using
an on-board camera to track the motion of landmarks, it is possible to infer the ego-motion
of the robot using the developed Structure-from-Motion techniques. Importantly, there is an
extremely strong temporal component to this data for a high frame rate camera rigidly fixed
to the vehicle. Instead of the ad-hoc SfM approach, which does not include any explicit notion
of temporal correlation, the stream of frames coming from an on-board camera ensures that
frames that are adjacent in time are likely to be adjacent in space: meaning there is a strong
likelihood of overlap on two temporally close frames. This has an important outcome for feature
matching and simplification of the problem: we need only match features between frames that
are within some time differential if we are considering frame-frame updates. This means that
our ad-hoc methodology can be abandoned, significantly reducing computation time, but also
allowing an iterative algorithm capable of estimating incremental pose changes: perfect for our
pose estimation or odometry framework for the robot.
We begin by outlining a monocular visual odometry algorithm that takes into account
the close correlation of time-adjacent frames to infer geometric adjacency. Instead of detecting
features in a batch process and matching frames exhaustively, features can be detected in frames
as they arrive and matched only to temporally adjacent frames. In this way, 3D landmarks
can be still be tracked through multiple frames without significant loss of accuracy or coverage.
This also implies that the algorithm speed need only be as fast as the incoming frame rate to
achieve online operation.
As each new frame’s features are matched, we can extract a new camera pose from already
triangulated structure and camera poses and then proceed to initialise new structure for feature
tracks that now cross a minimum number of frames. The algorithm is summarised in Algorithm
3 but this also includes some of the key points and deviations from what is considered a
traditional VO algorithm in the next few sections.
Visual odometry from a fixed-wing aircraft at altitudes greater than 20-30m presents unique
algorithmic challenges (particularly for SfM techniques), which has limited attempts at large-
scale visual VO and full-scale SLAM in this scenario. Firstly, the highly distant features impact
accurate scene triangulation for small inter-camera baselines and introduce planarity issues for
monocular cameras. Secondly, fast motion means feature tracks are fleeting and have only a
short lifetime. Accurate triangulation and camera pose recovery requires a large number of
well-tracked features. Ultimately, the airborne scenario requires extreme robustness in the VO
algorithm to reliably estimate pose. This is dependent on reliable feature detection and tracking
in addition to accurate triangulation and removal of noisy scene points.
3.9.1 Feature Tracking
Perhaps the most computationally expensive component of most VO algorithms; feature track-
ing and matching requires a significant amount of computation. To prevent significant clustering
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Algorithm 3: A Monocular Visual Odometry Algorithm
Input : camera images Ii captured at frame rate f
Output: Refined estimates of Pˆi and Xˆj .
begin
1. i = s = 3 \\set stride to 3
2. Detect features in camera image I0
3. Detect features in camera image Ii
4. Match features in camera image I0 to camera image Ii
2. repeat
2.a Recover potential Essential matrix: E0,i using MLESAC
2.b Calculate h (Sec. 3.9.2.1)
until h < 1.2
3. Extract relative camera pose from E, → P0, Pi
5. Q = {I0}
9. repeat
9.a Q = Q+ {Ii}
9.b if size(Q) > n then
Q = Q − {Ioldest}
9.c Triangulate new structure from set Q
9.d Bundle adjustment on set Q
9.e j = i
9.f i = i+ s
9.g Extract features for image Ii
9.h Match features from image Ii to Ij
9.i Extract camera Pi using PnP (Section 3.5)
until
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of detected features around particularly salient regions, at the expense of less responsive areas,
feature binning (as a common method implemented in a number of VO algorithms [90, 103])
can be applied so that a minimum number of features are detected in each subregion of the
image. This ensures a more even spread of features for more reliable tracking.
(a) (b)
Figure 3.4: An example of feature binning. In the left image, it can be seen that certain regions
that have better texture than others will likely have more features, causing potential bias due to
this clustering. In the right image clustering is reduced by forcing a certain minimum number
of features to be detected in each bin.
In contrast to brute-force comprehensive match between all frames, the current frame is
only matched to the previously recovered frame. In this way, feature matching events are kept
to a minimum without significantly affecting loss of match information. In addition, features
are only matched within a baseline distance. Given a high frame rate with coverage of 80-90%
between frames, features are only matched to those within 1/8th of the image resolution from
their detected location. This helps to remove gross outliers and reduce the matching task by
several fold. Given access to an IMU it would also be practical to predict a feature location
given the relative pose and location of the scene structure. A similar objective has been achieved
by using motion estimates from wheel odometry [90].
3.9.2 Initialisation
To begin, however, an initialisation step similar to an ad-hoc SfM is required. To initialise,
two temporally close frames with a large number of inliers are matched and an essential matrix
E1↔2 using 5 matched features between the first and second images [102] is computed from the
inliers in order to set up an origin pose and a relative scale. From this we fix the initial camera
P1 = K [I|0] at the origin of the global reference frame and extract the relative pose of the
second camera as P2 = K [R|t]. The essential matrix is computed inside a MLESAC routine
to eliminate poor initialisations and find the best subset of features for a good essential matrix.
However, at high altitude, the selection of a suitable camera pair is important. In a na¨ıve
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(a) (b)
Figure 3.5: A feature detected in one image (a) may have several candidate matches in the
next image in the sequence (b). Through an estimate of epipolar geometry from an IMU, we
can predict the approximate line on which the correctly matched feature will lie. Even better,
if we already have a depth estimate of the point, a small region along the epipolar line can
be predicted to include the matched feature, eliminating all other candidates and reducing the
search space significantly, speeding up processing.
case of high frame rate at a relatively high altitude, the stereo geometry would be insufficient for
accurate triangulation of structure and recovery of additional cameras. Hence, it is important
to initialise from as wide a baseline as possible. Therefore, we choose an initialisation pair with
a stride s between the two with a distance of 3 to 5 frames.
3.9.2.1 High Altitude Pose Initialisation
It is also well known that a potential ambiguity exists in the pose generated from an essential
matrix estimated from observing planar scenes [146]. The configuration of an airborne sce-
nario often reflects this due to the distance of the scene and flat terrain. To avoid degenerate
initialisations, we implement a test for degeneracy based on structure. As described in [19],
a degenerate essential matrix will result in an unnatural spread in depth of a reconstructed
scene. We use a similar algorithm as the structural degeneracy test. We first find the subset of
points X with depth Z greater than their median depth Z˜ in the coordinate frame of the origin
camera:
Z¯l =
{
Z : Z > Z˜
}
(3.101)
We then find the mean of the depths of this subset, Zl, and divide it by the original median to
generate the heuristic h:
h =
Z¯l
Z˜
(3.102)
This heuristic is then evaluated on a strict condition, where if h > 1.2, the initialisation is
rejected and a new essential matrix computation is performed. We find that a significant
number of initialisations are degenerate when applied to airborne data, requiring up to five
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repeats of the initialisation step. Once an initial camera pair is accepted, observed 3D structure
is triangulated directly from the pair and their matched features.
This is in contrast to a Geometric Robust Inlier Count (GRIC) test that determines the
best initialisation method: an essential matrix or plane based homography. Here, while the
terrain may be close to planar we do not assume that it is, therefore avoiding the need for a
GRIC test or a homography based initialisation.
3.9.3 Frame Striding
Often, the frame rate of incoming frames does not correlate well with the speed of the vehicle.
A ground vehicle may stop at intersections or other junctions for extended periods or an aerial
vehicle such as a multi-rotor may fly at different speeds, heights and velocities, affecting the
overlap of frames. This has important implications: It is well known that pairs of frames with
only a purely rotational relationship will have degenerate essential matrices and the incremental
addition of frames at a high rate will cause faster error build up than those at a low rate [50].
Many algorithms therefore implement a key-framing approach. Based on the pose of the
most recent keyframe, new frames are matched and their relative camera pose extracted. If the
Euclidean inter-frame distance is larger than a threshold or the number of inter-frame matches
is lower than another threshold, the new frame is selected as a keyframe, otherwise the frame,
its matches and pose are discarded. This reduces the complexity of the problem by reducing
the total number of poses to only those that contain a representative sample of all information.
Ultimately this reduces the size of any bundle adjustment optimisation. In contrast to other
Figure 3.6: An example of frame striding. Every third camera pose is recovered through feature
matching and PnP solving. Camera 7 was unrecoverable, so the algorithm attempts to recover
camera 6 successfully before continuing.
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methods that often use a key-framing approach [68, 134] to discard images with small inter-frame
movements, we use a frame-striding technique to actively skip images in the input stream. While
the approach of both key-framing and frame striding is to avoid unnecessary error build up due
to small delta updates and increased computation in the optimisation (due to more total frames
and observations), frame-striding actively reduces the number of processed frames. While the
key-framing approach is the standard in most VO algorithms, it must perform a VO update
on every frame, using significant computational resources. The frame-striding approach takes
advantage of knowledge about vehicle motion such as a relatively constant speed, (in)ability to
stop and relatively constant distance from the observed scene to actively skip frames that are
proximally adjacent: a justified approach with a fixed-wing UAV.
In the fixed-wing airborne scenario our algorithm uses a basis stride length of three frames
in a 30Hz input stream. The choice of the number of frames to skip is dependent on the
configuration of the vehicle motion and observed structure, but the relatively consistent motion
of the vehicle means an empirically selected number of 3 frames at a 30Hz rate is suitable. By
processing only every third frame, processing speed is significantly improved and frames where
relative motion is small are actively avoided. In situations where the pose estimate between
frames fails due to frame drops or rapid rolling/pitching of the aircraft, a recursive fallback is
implemented to generate the next pose. When a failure to generate a pose estimate between
frames i and i+ 3 is detected, a pose estimate between frames i and i+ 2 is attempted and so
on until a reliable pose estimate is found, then returns to a three frame stride.
3.9.4 Bundle Adjustment
The nature of estimating poses from structure using RANSAC-based schemes means that only
a few points and their projections are used to estimate a pose, with other points only providing
‘support’, rather than contributing to a solution. To find a consensus from all available data
and optimise the solution of poses and points collectively, bundle adjustment is implemented
in a sliding window on the last ten camera poses and their observed scene, and run after
each completed motion update. The sliding window can be set empirically, but the generally
optimal back length is one that, on average, ensures the oldest frame in the window shares a
small overlap with the latest.
At least two frames and their observed scene that fall outside the window are included in the
optimisation but are kept fixed so that the optimisation conditions on their positions and the
scale of the initial estimate. The fixed structure is included in the cost function. This prevents
runaway optimisations that are poorly initialised and may lead to degenerate configurations
such as a reduced/inflated scale or contracted camera positions. Older frames are completely
marginalised from the optimisation. The SfM routine is then continuously repeated in a loop
such that new poses are computed, new structure initialised and the estimate optimised via
bundle adjustment to provide an updated and refined estimate in a sequential manner.
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3.10 Loop Closure
We now turn to a full SLAM system capable of not only performing incremental VO, but
detecting and enforcing loop closures. Even with a robustified estimator and bundle adjustment,
inherent biases and the integration of noisy updates means that drift in the pose solution will
occur. This is a well explored issue in the robotic navigation community, and is often dealt with
by describing the problem as a Simultaneous Localisation and Mapping (SLAM) one. While
we considered the visual pose estimation as a precursor to SLAM, it could best be described
as a Smoothing and Mapping approach, where only incremental poses are linked. Hence, drift
remains. Many SLAM algorithms reduce drift by leveraging the fact that robots will often
traverse the same route or location twice. This is especially true for ground robots in urban
road or building networks, where the traversed space is limited to specific trajectories. By
recognising a pre-run route or location in the map, the robot can infer the error in its estimate
from both time dependent observations of the location and correct the error by feeding back a
link between the poses throughout the map. This is potentially costly, however, and can mean
that each loop closure event needs to update all previous poses and structure if we were to
na¨ıvely perform a batch optimisation.
While a na¨ıve approach might take a form more akin to SfM, where we attempt to match
features between all frames exhaustively, this is neither efficient or practical for online operation.
Effectively, we require a loop-closure indicator that means we can reduce the search space for
matches that is light enough to run on each frame but robust in being capable of having strong
precision-recall curves.
For this implementation, we explore the use of openFABMAP, an open source implemen-
tation of FABMAP. Typically, FABMAP has been applied to ground vehicles, specifically on
constrained road networks, and has received very little investigation in alternative applications
such as airborne loop closure from fixed-wing vehicles.
After each pose update, openFAB-MAP generates loop closure hypotheses between the
current and all previous images in the trajectory. The feature codebook and Chow-Liu Tree
used by the FAB-MAP algorithm are precomputed offline from separate airborne vision data
captured in the same environment. In comparison to the SURF detector used in the original
FAB-MAP [24], our algorithm uses the STAR detector (based on CenSurE [3]). This alternative
detector produces more reliable loop-closure results on airborne data, where scenes have few
unique features and are very self similar.
If openFABMAP determines a location probability for a frame greater than 99%, features
extracted from the VO algorithm are matched between the current and other images at that
location. However, a minimum difference of 1000 frames is required to avoid na¨ıve matching
against spatially close frames. If the ratio of matched feature inliers to the number of features
in the current frame is greater than 15% the match is considered a positive loop closure and
recorded for use in subsequent pose optimisation. The loop-closure hypotheses generated by
openFAB-MAP are used to apply additional edge constraints in the graph. In a ground based
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scenario where the vehicle is subject to strict road networks, simply declaring the current pose
as being the same as the matched pose may be sufficient. In an airborne scenario, there are
additional parameters to consider. The aircraft is not strictly constrained to a network, it is
freely able to access a large 3D space. Hence, if it uses a sensor that looks at the ground,
observations of the same landmarks on a loop-closure event may be fleeting, and may not occur
in the same orientation, scale or path. Additionally, the poses may be widely separated despite
having matched overlapping views.
In a rehashing of the PnP problem described in Section 3.5, a pose at time j matched
to a ‘base’ pose i is re-computed from the structure observed by the camera at pose i to
extract the relative pose between the matched cameras. Any false-positive matches generated
by openFAB-MAP are discarded at this point as they will not meet the required geometry
test when generating a new camera pose. The pose estimates computed from SfM (giving
temporally adjacent links) and the constraints imposed by the detected loop closures (giving
loop-closing links) can then be added to a pose-graph and subsequently optimised using HOG-
Man [39]. All camera poses generated by the pose estimation routine are represented as nodes,
with edges applied between sequentially adjacent poses. In the pose-graph the loop-closure
edge is generated by computing the 3D homography between the base camera and recomputed
camera. These nodes and edge constraints are then input to the graph optimiser and processed
in a sequential method to generate the optimised camera poses. As our graph only considers
poses, we need to recover scene points from the optimised poses. All scene points are re-
triangulated via least-squares based on their original projections while ensuring that all meet
the new epipolar constraints generated from the camera poses.
3.11 Application: Pose Estimation for a Fixed-Wing Re-
motely Piloted Aircraft
We have addressed the issues pertinent to a long-range VO algorithm suited to a fixed-wing
UAV, and are now in a position to demonstrate a visual SLAM pipeline for aerial scenarios.
This pipeline can be separated into:
• Pose and structure initialisation,
• An SfM approach for iteratively estimating camera pose and 3D structure of the observed
scene,
• OpenFAB-MAP based loop-closure detection and,
• Pose-graph optimisation to generate a final SLAM estimate of pose and structure.
We additionally describe some algorithmic differences to the current literature that are pertinent
to the demonstration on field-gathered data. Finally, we generate 3D meshes from the optimised
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pose and scene structure as a demonstration of the quality of the final estimate. We now turn
from the theoretical implementation of these algorithms to a practical assessment of a long-
range monocular VO for fixed-wing UAVs, and consider the impacts of this relatively small
baseline to depth ratio. Here, we describe the pipeline in detail, bridging the theory presented
in the former part of the chapter with a practical implementation suited to online data. We
separate algorithm 3 into component parts and detail the major components and highlight some
subtle differences.
3.11.1 Experimental Setup
To evaluate this methodology, we utilise a dataset gathered from a fixed-wing UAV flying at
significant height. In this scenario the system uses a single, downward facing camera to recover
pose and the output is compared to a GPS/INS ground truth.
The flight platform is a 1/3 scale Piper Cub with a wingspan of 3.6m and fuselage length
of 2.3m (Fig 3.7). It is capable of speeds of 30 to 110km/h with a maximum payload of 6kg.
The aircraft includes an off-the-shelf mini-ITX computer system running an Intel Atom
processor (1.6GHz), with two 64GB solid-state drives in a RAID0 configuration to allow max-
imum data throughput. The sensor payload consists of a IEEE1394B colour Point Grey Flea
2 camera. The camera is downward facing towards the terrain in the fuselage of the platform,
behind the engine and logging system (Fig. 3.7a). A 6mm lens is used with a field of view of
approximately 42◦ × 32◦. The camera is calibrated before flight using a checkerboard pattern
and a modified version of the RADDOC Calibration toolbox [61] termed the ‘AMCCToolbox’,
an open source implementation for automatic stereo calibration using Matlab.
Data was analysed for a 90 second portion of flight, at an altitude of 20-100m and a speed
of ∼ 20m/s. Bayer encoded colour images are logged at a resolution of 1280 × 960 pixels at
30Hz. Shutter time for each frame was set at 8.5uS to counteract motion blur. The area was
rural farmland with relatively few trees, animals and buildings. Some difficulties in the dataset
include rapid lighting transitions, and frame drops occur at semi regular intervals due to buffer
overflows leading to difficulties in feature tracking. An XSens MTi-G INS/GPS system is used
as the ground truth measurement system on the aircraft, with a manufacturer claimed positional
accuracy of 2.5m CEP. Size and weight restrictions prevent the use of more accurate DGPS
systems, however, the MTi-G itself provides a reasonably accurate estimate of pose over broad
scales. The MTi-G unit is rigidly attached to the onboard camera, while the GPS receiver
is installed directly above the camera. GPS, unfiltered IMU data and filtered INS pose were
recorded at 120Hz from the XSens MTi-G.
3.11.2 Algorithmic Details
SIFT [84] features are detected in each image according to a bucketing scheme (400 equally
spaced buckets per frame) to improve the spread of features, similar to that in [92]. This avoids
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(a) (b)
(c)
Figure 3.7: a) The experimental platform, showing the location of logging system, camera, INS
and GPS antenna. b) An example image from the dataset c) The full path of the dataset
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grouping high density features in highly salient regions to help improve the pose constraint and
more reliably track features throughout the image. We use a GPU implementation of SIFT
detection and matching to approach an online time pose-update step.
We utilise the SIFT descriptor to perform matching, but take advantage of the geometric
separation to reduce matching time. While and ad-hoc SfM has know knowledge of where
features are expected, a VO routine operating on sufficiently high frame rate video can take
advantage of the fact that features will not move more than a few tens of pixels between frames.
Therefore, rather than searching the whole image of the adjacent frame for a match, a search
box is placed around the position of the current feature in which the temporally matched feature
will be placed. This reduces matching speed by several orders of magnitude from the na¨ıve case,
but it also prevents a number of gross mismatches by avoiding strong (but incorrect) matches
that may appear in opposite corners of adjacent images.
Additionally, for the airborne scenario, we place requirements on descriptor matching that
is stricter than other implementations to ensure that feature matches are accurate and tracks
are generated only for the most salient features. We use SIFT as this has proven the most
reliable in this scenario for both inter-frame and wide baseline matching, in part due to its
high-dimensional descriptors. This is in contrast to the generally faster and more widely used
SURF descriptor often used in ground applications where upright descriptors (64-dimensions)
are often acceptable. The dot product is used as the metric of a match between two descriptors
instead of the more common Euclidean distance.
This is implemented as (using Fig 3.7b as an example) the viewed structure underneath the
aircraft is highly uniform without a significant amount of unique detail, meaning false matches
are common and must be filtered from the solution.
Using feature matches between the new and previous frames that have well initialised scene
structure, the new camera pose is extracted using calibrated 3-point pose estimation [45], and
uses a fourth point to disambiguate the 3 generated pose solutions. This is again performed
inside a MLESAC estimator to generate the best possible camera location.
After a new camera pose is estimated, new scene points X that meet the minimum track
length (four sequential views) are computed using a least-squares triangulation. At each update
step, additional observations of a point are used to recompute a least-squares triangulation from
all views.
In this algorithm, a strict upper limit is placed on the re-projection error of any scene
point. A scene point with a re-projection error er > 0.4 pixels in any image is discarded
from the estimate. This actively removes any scene point that is not accurately triangulated
at the extreme depths indicative of this scenario, reducing the number of active tracks. As a
consequence of these strict feature tracking routines the algorithm compensate by detecting and
matching a high number of features per frame. We find that the culling routine actively removes
more than 90% of features in each image, and only 30-40 are actively tracked frame-to-frame.
After each motion and structure update, bundle adjustment is performed on the last ten
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camera poses and observed scene, but intrinsics are kept fixed from a previous checkerboard
based camera calibration. The analytical derivatives (derived above) are used in the Jacobian
calculation to improve optimisation speed and accuracy.
The SfM routine is then continuously repeated in a loop such that new poses are com-
puted, new structure initialised and the estimate optimised via bundle adjustment to provide
an updated and refined estimate in a sequential manner.
During the VO routine, new frames are added to the FAB-MAP loop closure detector and
those that pass the requirements set out in the previous section are added to the pose-graph
as loop closure events. An optimisation is then triggered on the pose-graph to generate the
improved result. This causes two outputs concurrently: a standard, drifting VO and a drift
reduced pose-graph optimisation.
3.12 Results
The algorithm was performed offline on the collected images to generate 879 camera poses.
The dataset consisted of 2670 frames. Some key parameters for the processing include a stride
length of 3 frames, 400 equally-sized feature buckets, 10 features per bucket and a sliding
window bundle adjustment of ten frames.
OpenFAB-MAP produced 91 loop closure events with p > 0.99, as seen in figure 7.5. Of
these, 71 passed a minimum feature inlier count of 15% and the MLESAC camera resectioning
routine, successfully removing all false positive events identified by openFABMAP, and hence
used to generate an additional edge constraint. The generated edges and poses were used by
HOG-Man to produce an optimised SLAM estimate over the 879 poses.
The monocular pose results for both the raw SfM and optimised pose estimates were then
converted to a metric scale by calculating the ratio of distances between two spatially distant
ground truth poses and their corresponding reconstructed poses. This scale ratio is then applied
via a homogeneous transform to the reconstructed poses and scene to achieve metricity. Both
the raw and optimised poses are then registered to the ground truth in all 6 degrees of freedom
[49] using the first 30 camera poses.
The results of the SfM only (VO) and optimised (SLAM) pose estimates are shown in figures
3.8b and 3.8c. The SfM only estimate clearly drifts, and has a final pose error of 40.6m. The
SLAM pose has significantly reduced error due to the optimisation, with a final pose error at
the end of the trajectory of 27.2m. The length of the entire set of poses is 1.70km, meaning a
translational drift of approximately 1.6% over the length of trajectory. This is consistent with
the accumulated error in other presented works in ground scenarios [68, 153]. We speculate
that some of the error is due to scale drift observable towards the end of the trajectory of both
the raw and optimised estimates in Figure 3.8c.
We also compare the orientation produced by both estimates to ground truth, shown in
Figure 3.9. From this, it is clear that the algorithm is capable of accurately estimating orien-
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(a) (b)
(c)
Figure 3.8: a) Loop-closure events, highlighted in red, with probability p > 0.99 detected by
openFAB-MAP overlaid on the ground truth GPS/INS pose. Some expected link locations
are not observed due to differences in camera orientation at similar translational poses. b)
Diagram in X, Y, showing SfM (VO) only path (blue), SLAM path (green) and INS path (red).
b) Diagram in Y, Z, showing SfM (VO) only path (blue), SLAM path (green) and GPS/INS
path (red).
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tation, with a maximum error of approximately 10.3◦ from the SfM only pose estimates, and
a significantly reduced maximum error of 5.7◦ in the optimised estimate. The slightly positive
pitch visible in Figure 3.9 is a result of the slightly backward facing orientation of the camera
and INS rig in the aircraft.
Figure 3.9: Roll, pitch, yaw estimates for SfM (VO) only (blue), SLAM estimate (green) and
GPS/INS (red), showing strong correlation.
3.12.1 Timing Results
The SfM algorithm, openFABMAP loop-closure detection and HOG-Man pose graph optimi-
sation were all performed using Windows 7 64-bit on an Intel Core i5 650 Processor at 3.2Ghz
with NVIDIA Quadro 600 GPU and 16GB of system RAM. Aggressive memory management
in the SfM algorithm meant that total memory consumption at the end of the sequence was
2.04 GB. In performing timing tests page-outs and disk-writes were not included in the time
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Table 3.2: Timing Results from Monocular SLAM algorithm
Process Minimum
(ms)
Average
(ms)
Maximum
(ms)
Note
Initialisation 725 - - Performed only once
Feature Detection 129 202 1294
Feature Matching 65 77 196
Pose Update 2 15 195
Structure Update 1 9 62
Bundle Adjustment 0 15 102
Total SfM time per
frame
197 318 1849 average fps: 3.14Hz, @ 3
frame stride: 9.43 Hz
openFABMAP 21 54 90 None
Loop Closure Match-
ing
0 206 1857 Performed only on loop
closure detection
estimates. From Table 3.2 it can be seen that the SfM algorithm is capable of performing at
just over 3.1Hz if considered as a single frame stride (where every frame is processed). If we
consider the 3 frame stride of this algorithm, the effective computed frame rate increases to just
over 9.4Hz. From the computed poses and loop closure links, HOG-Man produced an optimised
result over the 879 poses in 2.1 seconds. While both the SfM algorithm and openFABMAP loop-
closure detection were performed in a single thread, multi-threading the algorithm would lead
to efficiency gains approaching online operation. We also anticipate that with strict memory
management the algorithm is capable of performing similarly over much larger datasets.
3.12.2 Reconstruction
From the optimised pose estimates, 3D scene points were re-triangulated using their feature
projections to reconstruct the optimised scene. In Figs. 3.10 and 3.11 we present reconstruction
outputs generated from this optimised estimate. Figure 3.10 shows a 2D mosaic of the observed
images projected to a ground plane estimated from the 3D scene features. This mosaic is
compared to satellite imagery of the area for qualitative analysis. It should be noted that the
mosaic is only computed from pose estimates of the camera and no explicit feature matching is
performed to create the 2D reconstruction.
Figure 3.11 shows a subsection of the final 3D reconstruction. From this reconstruction 3D
structure is readily apparent, showing buildings, a parked aircraft and trees on predominantly
flat terrain. These results demonstrate the viability of our airborne SLAM algorithm in pro-
ducing up-to-date, 2D and 3D textured maps of environments at high resolution with rapid
turnaround.
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(a) (b)
Figure 3.10: a) A densly reconstructed ground plane using only camera pose to inform map
generation over 879 frames. b) a comparison of the same area on Google Earth, showing
qualitative accuracy of the final SLAM estimate.
Figure 3.11: A Poisson mosaic showing the planar nature of the terrain, but high quality
reconstructions of buildings, vehicles and trees
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3.13 Conclusion
In this chapter, we have stated the Structure from Motion problem as the recovery of camera
positions and landmarks using tracked features in image frames alone. By computing the
essential matrix as the initialisation step, then iteratively recovering structure and new cameras,
a solution to the monocular case can be found. By taking advantage of the temporal nature of
image frames from a moving platform, we can perform visual odometry to recover an estimate
of robot pose. Additionally, by understanding and accounting for the long-range VO problem,
including challenges such as planar structure and fleeting features, we can develop algorithms
robust to visual pose estimation at high altitude, and apply them on a high-flying fixed-wing
vehicle.
Acknowledging that visual odometry has an inherent error build up due to a number of
factors, we can take advantage of loop-closure via FAB-MAP to find and ultimately include
loop closure events in a pose graph to reduce drift. We have successfully demonstrated that
visual SLAM on a fixed-wing airborne robotic platform is capable of a high degree of accuracy
without additional inputs. This demonstration shows capability for use in more complicated
filtered algorithms and in conjunction with additional sensors in the air. In future chapters the
algorithm will be demonstrated using multi-camera rigs to increase accuracy, remove initialisa-
tion degeneracies and remove scale issues, as well as explore the issues of long-range applications
of stereo and multi-camera visual odometry.
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Chapter 4
Multi-Camera Bundle
Adjustment for Online
Calibration of Multi-Camera Rigs
Significant parts of this chapter were published in the paper “Online Calibration of Stereo
Rigs for Long-Term Autonomy”, in International Conference on Robotics and Automation,
Karlsruhe, Germany, 2013 and some sections form a part of the paper “Long-Range Stereo
SLAM for Low Altitude Flight of UAVs”, in International Journal of Robotics Research, 2015.
4.1 Overview
To date, bundle adjustment has typically focused (based on the application) on the estimation
of camera intrinsic properties and relative motion updates for independent cameras, both in
time and space. In many applications that utilise bundle adjustment as the back-end optimiser
to stereo/multi-camera VO, there is often a failure to include all available information. Often,
the methodology will use the camera frames as a black box inside a filtered system, or turn the
optimisation into a pose graph, relying on scale to be implicitly constrained by a high quality
initialisation and the configuration of the problem. Instead, this work includes all cameras in
a fixed geometry (two for a stereo rig) and uses all available information in the optimisation
problem, using features from all cameras. This also means the inclusion of independent intrinsics
for the second camera and the relative rotation and translation between the two cameras.
This chapter addresses both the non-optimality of many bundle adjustment based VO and
assumed implicit scale by developing a truly optimal, ‘multi-camera’ bundle adjustment that
takes into account the fixed geometry between two or more rigidly linked cameras moving
through space: both for calibration and visual odometry.
80
4. Multi-Camera Bundle Adjustment
There are three key outcomes of this chapter in terms of novelty:
• A specific bundle adjustment parameterisation that splits the bundle adjustment problem
into shared, independent and scene parameters to take advantage of the sparse nature of
the problem while optimising variables both singly and jointly when required.
• Using this methodology, the development of amulti-camera bundle adjustment that allows
the inclusion of all rigidly fixed cameras, rather than just the scene and multiple poses of
one of the cameras, and the optimisation of the rigid transform between them in addition
to camera intrinsics, base camera position and scene structure.
• The development of a multi-camera bundle adjustment from first principles that retains
the developed sparsity and efficiency of the shared, independent and scene parameterisa-
tion for a truly optimal algorithm with multiple rigidly linked cameras.
The theory presented in this chapter will be applied to both simulated and field-gathered
datasets. This will demonstrate the improved accuracy of a multi-camera bundle adjustment
in ground based visual odometry and multi-camera calibration. In addition, this chapter will
highlight a number of important limitations in bundle adjustment in scenarios that are not
typically suited to its application. This will provide the basis for the next chapters that deal
with additional objectives and constraints on the bundle adjustment problem.
This chapter is outlined as follows: Section 4.2 describes a modification to the previously de-
veloped monocular bundle adjustment through the inclusion of additional rigidly linked cameras
and demonstrating the ability to optimise the stereo transform. Section 4.3 shows a simulated
verification of the method, where the stereo transform is optimised from a poor initial calibra-
tion and compared to a monocular system. Additionally, Section 4.4 shows performance of a
modified VO algorithm and the presented multi-camera bundle adjustment to calibrate a stereo
rig from field-gathered data. The chapter then explores the impact of deformation on a stereo
rig in Section 4.5, specifically in relation to long-range stereo vision, then finally examines the
impact of long-range bias and its implications for stereo VO in Section 4.7.
4.2 Multi-Camera Bundle Adjustment
Previously, we have considered the case of only monocular, completely independent cameras.
However, as seen in previous chapters, there are certain degenerate configurations for a monoc-
ular SfM or VO pipeline, and a loss of known scale without additional external information. To
address these shortcomings algorithms have been developed that utilise two or more cameras
with known, fixed geometry, rather than a single camera. That is, VO that takes advantage of
a physically rigid pair of cameras, attached via a metal or other stiff apparatus so that their
relative transform does not significantly change. While this is more complicated as both an
engineering and algorithmic task, the advantages of such an implementation means it is now
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Figure 4.1: A rigid stereo rig placed on top of a non-holonomic ground vehicle. Note the rigid
framework between the two cameras and additional GPS and INS devices.
the effective de-facto standard in most modern VO algorithms. However, these algorithms of-
ten have several shortcomings which mean that the full amount of information available is not
utilised. For example, most stereo VO algorithms utilise a stereo pair to directly triangulate
structure at each odometry step, rather than compute it from a set of monocular frames. In
addition, bundle adjustment algorithms often fail to take into account the secondary cameras
in the optimisation at the end of each frame update. Here we will specifically address this
shortcoming by modifying the bundle adjustment parameterisation to include all cameras in
the optimisation framework, and later show its utility and effectiveness in comparison to the
standard methodology.
4.2.1 Introducing the Homogeneous Transform
Previously, we have considered purely independent cameras, where there is no implicit relation-
ship between one camera and another:
xij = PiXj (4.1)
xij = KiMiXj (4.2)
Now consider two or more unique rigidly linked cameras (k ∈ [0, l]), with significantly over-
lapping views, synchronised to capture imagery at the same time instant. These additional
cameras can now be expressed in terms of the base camera via a locally fixed stereo transform
T k0 = [R
k
0 |t
k
0 ]. Therefore, we can now parameterise the transfer or projection function as:
xijk = K
kMiT
k
0Xj (4.3)
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3D structure
Moving cameras
Xj
M1 = [R1|t1]
K1
T 10 =
[
R10|t
1
0
]
K2
M2 = [R2|t2]
K1 T 10 =
[
R10|t
1
0
]
K2
Figure 4.2: The Structure-from-Motion Problem for a moving stereo pair capturing images
at 2 specific time points. Shared parameters T 10 are common across all camera pairs while
shared intrinsic parameters Kk are common between physical cameras. Each base camera Mi
is independent to each camera pair, while scene points Xj are independent and separate.
for a rigidly linked camera k, additionally separating intrinsics Kk to be unique to each physical
camera. If we were to attempt to perform bundle adjustment at this stage, we note that the cost
function (from Eq. 3.60) does not change significantly, but only expands to include additional
rigid camera indexes:
E =
n,m,l∑
i,j,k
∥ xijk − xˆijk ∥
2=
n,m,l∑
i,j,k
∥ ϵijk ∥
2 (4.4)
4.2.2 Shared Parameters
Before proceeding with the finer details of the multi-camera bundle adjustment, a new concept
must be introduced. While the monocular bundle adjustment described in Sec. 3.7 is the most
general, we do not necessarily require the estimation of separate intrinsics for each frame or
separate image. For many computer vision applications, the same physical camera is used for
each image and hence may share the same focal length (if the lens is not auto-focusing), principle
point, skew and other parameters. Additionally, due to the configuration of the structure from
motion problem, some parameters are not always easily observable. In some cases, depth change
is hard to separate from focal length change. Nonlinear optimisation is highly sensitive to the
number of optimisable parameters, depending on the configuration, and any opportunity to
reduce the size of this set will help not only in computation speed but also in likelihood of
convergence.
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Here, we will take advantage of the most common situation in which parameters can be
shared without loss of optimality: the intrinsic parameters are shared amongst all the separate
frames or poses in the bundle adjustment problem i.e. a fixed lens is used. We can explicitly
define θK for the now shared intrinsic parameters such that:
θK = [f, sx, γ, cx, cy] (4.5)
Hence, the camera parameter vector (from 3.61) is reduced to only six parameters that define
just the camera position:
θpi = [tx, ty, tz, rx, ry , rz] (4.6)
and the full parameter vector θ (from 3.63) for the case of a monocular bundle adjustment is
rearranged as:
θ = [θK , θp1 , θp2 , · · · , θpn , θX1 , θX2 , · · · , θX3 ]
⊤ (4.7)
Since there are now only six variables n in the camera parameter vector, we are left with a total
of 6+6n+3m parameters to optimise for the monocular bundle adjustment problem. For very
large n, this is a significant reduction in the size of the problem.
We can apply the same methodology to the addition of a rigid stereo transform. If a rig is
well engineered, the stereo transform should not appreciably change over a sliding window, hence
we can assume that it remains fixed at least over short periods. As noted, some parameters
are poorly observable (such as the translational component of the transform at long range) and
hence benefit from having more observations. Therefore, for the proceeding theory the stereo
transform will be shared amongst all the cameras in the optimisation. We define the stereo
transform parameter vector between the base and a rigidly fixed camera as:
θTk
0
=
[
tkx, t
k
y, t
k
z , r
k
x, r
k
y , r
k
z
]
(4.8)
corresponding to T k0 =
[
Rk0 |t
k
0
]
from the base camera to camera k, where Rk0 is encoded in its
axis-angle form rk0 . To formalise, we can again look at the setup of the parameter vector for a
multi-camera bundle adjustment with shared intrinsics and stereo transform for each physical
camera, base (k = 0) camera poses (from 4.6) and scene parameters:
θ =
[
θK1 , θT 1
0
, θK2 , θT 2
0
, · · · , θKl , θT l
0
, θp1 , θp2 , · · · , θpn , θX1 , θX2 , · · · , θX3
]⊤
(4.9)
In this implementation, this means that there are a total of 6l+6(l−1)+3n+6m variables to
optimise, corresponding to the physical camera intrinsics, stereo transform parameters (shared
among all poses optimised in a bundle adjustment step), base camera poses and scene points
respectively. This is partly visualised in Figure 4.2, showing the shared stereo transform T 10 and
camera intrinsics Kk, camera poses Mi and scene points Xj. Even with an increasing number
of base camera poses or scene points, the number of shared parameters does not increase.
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4.2.3 Partitioning for Efficiency
In order to develop a generalised, but efficient, implementation we explicitly separate these
variables into the three distinct groups: scene points, shared and independent parameters;
allowing the stereo transform to be shared (as noted above) amongst a group of camera pairs
but the poses at each time step to remain independent. This parameterisation will also be
shown to maintain an efficient implementation of the update Hessian similar to that of Sec.
3.7.7. The separation of the variables results in a partitioned parameter vector (θˆ) that encodes
all the variables over which to optimise, such that Eq. 4.9 can be redefined (as an estimated
parameter set) as:
θˆ =
[
θˆS θˆI θˆX ]
]⊤
(4.10)
corresponding to shared, independent and points parameters, despite still remaining in the same
form as Eq. 4.9. θˆS includes the shared homogeneous transform T k0 and the parameterised
camera intrinsics from Kk for each camera where:
θˆSk =
[
θˆKk , θˆTk
0
]
=
[
f,α,β, cx, cy, t
k
x, t
k
y , t
k
z , r
k
x, r
k
y , r
k
z
]
(4.11)
θˆS =
[
θˆS1 θˆS2 · · · θˆSk
]⊤
(4.12)
θˆI includes the independent extrinsics or pose of the camera rig (i.e. the base camera at each
time step) in a global frame: (Ri,ti), where Ri is again encoded in its axis-angle form ri:
θˆIi = θˆpi = [tx, ty, tz, rx, ry, rz ] (4.13)
θˆI =
[
θˆI1 θˆI2 · · · θˆIi
]⊤
(4.14)
Finally, θˆX corresponds to the scene points:
θˆX =
[
θˆX1 θˆX2 · · · θˆXj
]⊤
(4.15)
Keeping this parameterisation, we split the partial derivatives (the projections with respect
to each optimised variable) into three separate groups: JS ,JI ,JX , where JS =
∂xˆ
∂θˆS
, JI =
∂xˆ
∂θˆI
and JX =
∂xˆ
∂θˆX
respectively. From this modified partitioned parameter vector and partial
Jacobians we set up the full Jacobian (similar to Eq. 3.70):
J =
[
JS JI JX
]⊤
(4.16)
and as a consequence of this and the modified parameter vector the augmented normal
equations (from Eq.3.50) have the following representation, which differs from the monocular
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I1
I2
Q
S1
Q⊤N⊤
M⊤
M N
P0
P1
P2
P3
Figure 4.3: An example of the block structure of the Hessian with two sets of two rigidly linked
cameras and four points.
case (Eq. 3.92): ⎡
⎢⎣
S∗ M N
M⊤ I∗ Q
N⊤ Q⊤ P∗
⎤
⎥⎦
⎡
⎢⎣
∆S
∆I
∆X
⎤
⎥⎦ =
⎡
⎢⎣
eS
eI
eX
⎤
⎥⎦ (4.17)
Figure 4.3 shows the structure of the approximate Hessian matrixN = J⊤J for a stereo pair
at two time-steps and four scene points. Note the shared parameter block S that includes the
stereo transform parameters. The matrices S, I and P , referring to the aforementioned shared,
independent and scene/points parameters, are again defined (similar to Eqs. 3.79-3.82) in an
efficient way to take advantage of their block-diagonal nature:
Sk =
n,m∑
i,j
JS⊤ijk
Σ−1
xijk
JSijk (4.18)
S =
⎡
⎢⎢⎢⎢⎣
S1 0 · · · 0
0 S2 · · · 0
...
...
. . .
...
0 0 · · · Sl
⎤
⎥⎥⎥⎥⎦
⊤
(4.19)
Ii =
m,l∑
j,k
JI⊤
ijk
Σ−1
xijk
JIijk (4.20)
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I =
⎡
⎢⎢⎢⎢⎣
I1 0 · · · 0
0 I2 · · · 0
...
...
. . .
...
0 0 · · · In
⎤
⎥⎥⎥⎥⎦
⊤
(4.21)
Pj =
n,l∑
i,k
JX⊤
ijk
Σ−1
xijk
JXijk (4.22)
P =
⎡
⎢⎢⎢⎢⎣
P1 0 · · · 0
0 P2 · · · 0
...
...
. . .
...
0 0 · · · Pm
⎤
⎥⎥⎥⎥⎦
⊤
(4.23)
Mik =
m∑
j
J⊤SijkΣ
−1
xijk
JIijk (4.24)
M =
⎡
⎢⎢⎢⎢⎣
M11 M21 · · · Mn1
M12 M22 · · · Mn2
...
...
. . .
...
M1l M2l · · · Mnl
⎤
⎥⎥⎥⎥⎦
⊤
(4.25)
Njk =
n∑
i
J⊤SijkΣ
−1
xijk
JXijk (4.26)
N =
⎡
⎢⎢⎢⎢⎣
N11 N21 · · · Nm1
N12 N22 · · · Nm2
...
...
. . .
...
N1l N2l · · · Nml
⎤
⎥⎥⎥⎥⎦
⊤
(4.27)
Qij =
l∑
k
J⊤IijkΣ
−1
xijk
JXijk (4.28)
Q =
⎡
⎢⎢⎢⎢⎣
Q11 Q21 · · · Qn1
Q12 Q22 · · · Qn2
...
...
. . .
...
Q1m Q2m · · · Qnm
⎤
⎥⎥⎥⎥⎦
⊤
(4.29)
Similarly to the monocular situation, we can also generate the error vectors as the remaining
terms to be defined in Eq. 4.17. The other remaining terms in the augmented normal equations
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(5.8) are:
eSk =
m,n∑
i,j
J⊤SijkΣ
−1
xijk
ϵijk (4.30)
eIi =
m,l∑
j,k
J⊤IijkΣ
−1
xijk
ϵijk (4.31)
eXj =
n,l∑
i,k
J⊤XijkΣ
−1
xijk
ϵijk (4.32)
eS =
[
eS1 eS2 · · · eSk
]⊤
(4.33)
eI =
[
eI1 eI2 · · · eIn
]⊤
(4.34)
eX =
[
eX1 eX2 · · · eXm
]⊤
(4.35)
Finally, with the augmentation of the diagonals with λ in a Levenberg Marquadt framework
resulting in:
S∗ = S+ λI (4.36)
I∗ = I+ λI (4.37)
P∗ = P+ λI (4.38)
The final Hessian can be generated:
N = N+ λI =
⎡
⎢⎣
S∗ M N
M⊤ I∗ Q
N⊤ Q⊤ P∗
⎤
⎥⎦ (4.39)
To solve the system efficiently, we re-implement the Schur complement matrix by making the
following substitutions,
U ≡
[
S∗ M
M⊤ I∗
]
, W ≡
[
N
Q
]
,
∆θˆU ≡
[
∆S
∆I
]
, eU ≡
[
eS
eI
]
.
(4.40)
and can then proceed in effectively the same manner as Eqs. 3.97-3.100 to solve the system
efficiently. While this result is effectively the same as Eqs. 3.97-3.100, it shows that the Shur
complement is still applicable. This result, has, however, also demonstrated the separation of
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shared and independent parameters that will be utilised in the rest of this chapter.
4.2.3.1 Analytical Jacobian
For an efficient implementation of the modified bundle adjustment routine, efforts should be
taken to implement the Jacobian analytically. Special care can then be taken to reduce the
number of floating point operations incurred. To maintain efficiency, we again derive the ana-
lytical Jacobian entries using a similar framework to Sec. 3.7.6. In this case, however, we extend
the framework to include the stereo transform between the base camera and each camera k.
Firstly, from Eq. 4.3, we derive the more complicated multi-camera projection equation:
xβ =
⎡
⎢⎣
uβ
vβ
wβ
⎤
⎥⎦ ≡ [RiRk|Ritk + ti] (4.41)
Again, we define xˆijk similarly to Eq. 3.94,
xˆijk =
⎡
⎢⎣
uα
vα
1
⎤
⎥⎦ ≡ f(Kkxβ) (4.42)
where f(y) results in the affine part of y. Repeating Eq. 3.95 for clarity:
G =
[
fsx γ
0 f
]⎡⎣ 1wβ 0 −uβw2β
0 1
wβ
−vβ
w2β
⎤
⎦ (4.43)
we can concisely state all the components of the Jacobian again in simple terms (see Table 4.1).
Importantly, they are not considerably more complicated than those in the single camera case
and thus can be implemented efficiently. Note that the intrinsics remain the same and are not
repeated here.
Table 4.1: The analytical derivatives
Stereo Transform
∂xˆkij
∂tk
= GRi
∂xˆkij
∂rk
= GRi
[
R¯kXj
]
×
Extrinsics
∂xˆkij
∂ti
= G
∂xˆkij
∂ri
= G
[
R¯i(RkXj + tk)
]
×
Scene
∂xˆkij
∂Xj
= GRiRk
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4.3 Simulated Verification of Multi-Camera Bundle Ad-
justment
In this simulation the ability of the bundle adjustment algorithm to converge to an accurate
estimate is examined, given poor initialisations. With noise in both initialised camera positions
and the stereo transform, the modified bundle adjustment algorithm should converge to a
solution that accurately recomputes both of these parameters.
The test is setup as follows: a uniform point sphere with maximum radius 7m consisting
of 100 points is generated. Ten random snapshots of the points are taken by a set of stereo
cameras with a randomly selected baseline between 0.5↔ 1m, from a position where the entire
point cloud is observable (Fig. 4.4). We perform the simulation over 10 repeats with randomly
distributed noise between ±0.1m in base camera position, ±0.1 radians in stereo rotation and
±0.05m in stereo translation. The bundle adjustment algorithm is allowed to converge until
the parameter update size falls below a minimum threshold, or a maximum of 3000 steps. We
perform the simulation with varying degrees of Gaussian pixel noise: 0, 0.1, 0.2 and 0.3 pixels.
The output errors of the algorithm is evaluated against the ground truth. This includes average
Figure 4.4: An example of the simulated scene, showing the points sphere and randomly oriented
stereo pairs with corresponding axes (red = X, green = Y, blue = Z).
re-projection error, the error in computed rotation and translation of the stereo calibration, and
final error in base camera position.
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4.3.1 Results
In all cases for the simulation the algorithm converged towards the correct calibration and stereo
pose (Table 4.2). Of note, even in the presence of relatively large pixel noise, the algorithm
is capable of converging to the correct estimates of rotation and translation of the stereo pair.
In none of the simulations did the solution fail to converge. It can be seen, however, that the
rotational components of the calibration are more consistently observable due to the setup of
the simulation, and hence better approximated by the algorithm in this simulated case.
Table 4.2: Final errors for stereo bundle adjustment simulation with varying pixel noise
Pixel Noise
Error
Type
0 0.1 0.2 0.3
Avg. Re-
projection
Error
(pixels)
2.4× 10−3 1.9× 10−2 7.2× 10−2 1.6× 10−1
Avg Pose
Error (m)
9.5× 10−3 1.0× 10−2 1.4× 10−2 3.1× 10−2
Avg.
Stereo
Rotation
Error
(rad)
4.4× 10−4 4.7× 10−4 9.1× 10−4 8.7× 10−4
Avg.
Stereo
Transla-
tion Error
(m)
5.0× 10−3 8.0× 10−3 9.0× 10−3 1.1× 10−2
4.4 Ground Based Multi-Camera Visual Odometry and
Bundle Adjustment
As mentioned in previous sections, stereo visual odometry methods suffer from a key deficiency:
sensitivity to inaccurate calibration between the rigidly linked stereo pair. For large baselines,
even minute changes in translation or rotation can affect epipolar geometry and scene trian-
gulation to such a degree that visual odometry is compromised or rendered impossible. For
robotic experiments, this often means tedious re-calibrations of cameras using a calibration
object (such as a checker-board) to guarantee that accurate calibration is known for any one
dataset, or deployment in limited scenarios where the geometry is guaranteed to remain fixed
for the lifetime of the dataset.
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With the progression of field robots into harsh environments and the push for long-term
autonomy utilising stereo-based visual odometry, the ability to maintain accurate calibration
becomes a practical and fundamental issue. Furthermore, the desire to increase the effective
operating range of stereo vision requires wide baseline stereo pairs, which in turn increases
sensitivity to poor calibration. Vibration on flying vehicles, pressure changes underwater and
impacts with vegetation and other obstacles can shift the rotation and translation between a
stereo pair that must be accounted for in order to meet the increasing need to perform long-term
in real world scenarios.
While engineering has a role to play in ensuring rigidity of a stereo camera rig, weight
restrictions and cost can render such a rig impractical or ineffective. This consideration be-
comes even more pertinent for wide baseline rigs, where even the smallest change in the stereo
transform will result in the need for a recalibration.
In this section, we present a method capable of online estimation (and re-estimation at
any time) of a stereo calibration for a rigidly-linked pair of cameras with overlapping views,
while providing an up-to-scale pose estimate of a robotic vehicle (that is, a consistent Euclidean
frame but scale is unknown). We achieve this by explicitly including the parameters of the stereo
transform (i.e. the rotation and translation) between a rigid camera pair in a modified bundle
adjustment routine and refine both the stereo transform, camera poses and scene geometry
simultaneously.
To date, most stereo calibration methods have depended on using a calibration object visible
to cameras with overlapping views to extract both the intrinsic properties and stereo transform
of the cameras [9, 61, 162], and these are typically restricted to operating offline. Some methods
exist for calibration with partially overlapping views [20], but many also specifically apply to
cameras with non overlapping views. Carrera, et al. [14] use MonoSLAM as the pose prior
to estimating the rigid transform of a non overlapping pair, and Le´braly, et al. [77] use an
initial hand-estimated calibration optimised via a modified bundle adjustment algorithm. The
first method is fundamentally offline, but both require either specific motions or known scene
geometry to complete the calibration. Our method, however, is focused on the optimal solution
to stereo calibration of cameras with a high degree of overlap, and specifically in the online case
with no other requirement other than the known distance between cameras to provide scale.
Alternative approaches exist that perform online calibration of overlapping stereo cameras, but
these either depend on a known motion model [26] or constrain the problem by reducing the
degrees of freedom [107]. Our method does not require or impose any of these constraints.
We present results of this method on a ground-based stereo dataset, comparing the results
to a known calibration and INS ground truth pose.
4.4.1 System Overview
The purpose of the algorithm is to recover both the poses of a stereo pair at each time step i
similarly to traditional visual odometry [153], but also to recover the 6-DOF stereo transform
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between the rigidly linked camera pair from an initial approximation. We assume that the
camera intrinsics have been estimated from a traditional monocular calibration for each camera
and that the magnitude of the stereo transform T 10 =
[
Rk0 |t
k
0
]
between the 0th (base) camera
and 1st camera has been estimated from an initial stereo calibration. We will show that this
need only be done once when the cameras are first attached to the robot.
An overview of the system can be seen in Figure 4.5. Note that the pose of the cameras
are computed at the same time as the calibration in the looped part of the stereo calibration
routine.
Figure 4.5: The online calibration routine, bounded by green, followed by stereo visual odom-
etry, bounded by blue.
4.4.2 Online Stereo Calibration
The online stereo calibration routine contains four major components:
• Pose Initialisation
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• Parallel Monocular Visual Odometry
• Online Stereo Calibration
• Stereo Visual Odometry
where each utilises a different parameterisation of the bundle adjustment algorithm. Typically,
pose initialisation, monocular VO and the stereo calibration are completed within the first 20-30
frames. Once the calibration is completed stereo visual odometry can proceed as normal until
a particular heuristic is met that warrants recalibration. This could be as simple as counting
and averaging the inliers matched through epipolar geometry over a number of frames, and
triggering a recalibration flag when this value falls below a threshold.
It is assumed that before deployment a standard checker-board or other calibration is used
to recover the intrinsic properties of the camera, but also metric scale (Euclidean distance)
between the camera pair to be used in re-initialisation. No other components of the stereo
transform are kept.
4.4.2.1 Pose Initialisation
First, an initial estimate of pose and scene structure for the first stereo pair is required. Initial
pose is setup by first computing an essential matrix E0↔11 using 5 matched SURF [6] features
using MLESAC [145] for robustness, from which the initial camera poses, P 00 and P
1
0 , are
extracted [102]. At this point it is possible to recover scale using the assumption that the
Euclidean distance between the stereo pair will never vary significantly from the original or any
subsequent calibration. The ratio of distances between the cameras from a previous calibration
to the current scaled estimate can be applied to the extracted translation and newly generated
scene, allowing the algorithm to generate an up to scale pose estimate from the very first frame.
4.4.2.2 Parallel Monocular Visual Odometry
Using SURF feature matches between the previous and current frames, as well as between the
pair, each new camera pose is extracted independently (P 1i independent of P
0
i ) using calibrated
3-point pose estimation within a MLESAC robust estimator. The rigid link between the cameras
is ignored here, effectively rendering it as a ‘parallel monocular’ visual odometry step, but
common 3D scene is used to recover each camera. Following this, the entire set of camera
poses and scene are refined inside a bundle adjustment routine, however, the variables are
parameterised such that the cameras are optimised independently and there are no shared
estimates of the rigid link between the left and right camera. This means that the matrices
S, M and N are eliminated in this configuration of bundle adjustment. We term this as a
‘parallel-monocular’ bundle adjustment. If warranted, the scene can be scaled at each time
step using the Euclidean distance between the latest camera pair to achieve an up to date scale
term. Any newly observed scene is triangulated from the independent cameras and the process
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is repeated. Any new scene is only reconstructed if it is seen in at least four independent images
to ensure accurate triangulation and pose recovery.
4.4.2.3 Stereo Calibration
After an empirically derived number of frames, from which enough translation and scene struc-
ture has been accumulated, a stereo calibration is performed on what we term the initialisation
set: the set of independent monocular poses (including both the left and right camera) com-
puted in parallel from the monocular VO up until the current point. From this set the camera
pair with the smallest average re-projection error and having at least a minimum number of
inliers is chosen as the initialisation candidate. The transform T 10 is selected from this pair,
and all right hand cameras P 1i are re-initialised relative to the base camera P
0
i through this
transform. From here, we use the full stereo bundle adjustment presented in Section 4.2 and
allow optimisation of the stereo transform using this best candidate over the entire initialisation
set. Once the bundle adjustment is complete, and convergence is identified, the rigid transform
is fixed. This then removes the additional 6 shared stereo transform parameters from optimi-
sation in the stereo bundle adjustment. Again, the matrices S, M and N are eliminated in this
configuration of bundle adjustment.
4.4.2.4 Stereo Visual Odometry
Following the stereo calibration, the algorithm is then allowed to proceed in our standard
stereo visual odometry pipeline, first presented in [153]. The camera pair is resectioned inside
a MLESAC estimator, optimised, new scene structure added and the process repeated. Note
that the pose of both cameras in the stereo pair are simultaneously computed while the stereo
transform remains fixed.
If at any time a heuristic is met, such as the minimum inliers in the stereo pair drops below
a threshold, the stereo calibration routine can be re-initialised and performed again to handle
any long-term degeneration of the stereo transform.
4.4.3 Experimental Setup
To demonstrate the application of the algorithm to a real-world scenario, a stereo camera
dataset was gathered using a passenger vehicle operating on low-speed urban roads. We choose
three sections of the dataset in this experiment (e.g. Fig. 4.6), covering about 1500 frames
each, to show that recalibration could be performed at any point in the dataset.
The visual setup consists of a pair of Firewire 1394B colour Point Grey Flea 2 cameras.
These are fixed via an aluminium bar with an approximately 0.75m baseline on top of the
vehicle, facing in the direction of motion (Figs. 4.1 & 4.7). Both cameras use a 4.5mm lens
with a field of view of approximately 60◦ × 45◦, capturing synchronized stereo images at a
resolution of 1024× 768 pixels at 30Hz.
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Figure 4.6: An example stereo pair from the dataset, showing the start of Section 2 (see Sec.
6.5).
The camera pair was calibrated before dataset capture using a checker-board and the mod-
ified calibration Toolbox (Sec. 3.11.1). The results from this calibration were used to generate
the known intrinsic parameters for the cameras (Table 4.3, ‘AMCC Toolbox’) and as the ground
truth comparison for the recovered stereo calibration.
An XSens MTi-g INS/GPS system is used as the ground truth for comparison of the stereo
camera pose, providing a 6-DOF pose estimate at 120Hz. This output is sub-sampled according
to the recorded timestamps to estimate camera pose at each frame capture. The INS unit and
GPS antenna are rigidly attached to the stereo camera rig as seen in Fig. 4.7. The vehicle
covered a distance of approximately 9.5km, and acquired approximately 33,000 frames1.
Figure 4.7: A top down view of the sensor configuration, showing stereo camera pair, XSens INS
and GPS antennas. The camera co-ordinate system is shown at the origin of the left camera.
The online pose estimator was applied to each of the three sections and used a total of 25
stereo images from which to perform the stereo calibration. Once a refined calibration was
1The dataset is available at: https://wiki.qut.edu.au/display/cyphy/datasets
96
4. Multi-Camera Bundle Adjustment
obtained from the parallel monocular bundle adjustment and stereo bundle adjustment, the
computed stereo transform enabled stereo visual odometry to be performed on the next 1500
frames. As a comparison, stereo visual odometry was performed on the same sequences using
the ground truth calibration. These were both registered to the INS/GPS and compared to
show accuracy of the output solution.
Figure 4.8: An overview of the trajectory of the gathered dataset
4.4.4 Results
The results in Table 4.3 compare the results of the online stereo calibration algorithm for the
three selected sections. Clearly, even without an initialisation to work from, the stereo transform
is recoverable to a high degree of accuracy. While correct translations are recovered to within
37mm, rotations are recovered to within 1.3 × 10−3 radians or 8× 10−2◦. The rotational and
Tx components of these results are within the expected numerical error given by the AMCC
toolbox for the ground truth calibration (see column 2 of Table 4.3).
It can be seen, however, that the recovered Ty and Tz translations fall outside these val-
ues, partially due to the poor observability of these parameters in the forward facing stereo
configuration. This result highlights two important outcomes. The first is that for a stereo sys-
tem, the observability of relative orientation is far higher than the observability of translation.
This outcome will be explored in later sections of this chapter. Additionally, this result can
be attributed to the configuration of the problem in that it differs highly from the ideal case
for camera calibration. In the case of the presented online calibration, the optimiser is given
distant observations of relatively difficult to track features that are neither evenly spread nor
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guaranteed to be tracked for long periods. In comparison, the traditional calibration method is
to use flat checkerboard in close proximity to the cameras with a large number of long feature
tracks with which to calibrate. It is this contrast in input data that highlights the difficulty of
online calibration and the poorer net result. This outcome will be touched on again in future
chapters.
Table 4.3: Comparison of ground truth and recovered extrinsic calibration on ground vehicle
dataset
Parameter/
Calibration
Type
AMCC Toolbox +
(Numerical error)
Section 1 Section 2 Section 3
Tx(mm) 750.7 (7 .08 × 10
−1 ) 750.4 749.9 749.9
Ty(mm) −3.8 (4 .59 × 10
−1 ) 8.4 0.8 6.9
Tz(mm) 3.0 (5 .91 ) -19.4 -33.6 34.6
Rx(rad) −5.2 × 10
−3
(4 .74 × 10−3 )
−4.0× 10−3 −5.2× 10−3 −3.9× 10−3
Ry(rad) −5.3 × 10
−3
(7 .92 × 10−3 )
−5.3× 10−3 −5.8× 10−3 −5.9× 10−3
Rz(rad) −1.34 × 10
−3
(5 .10 × 10−4 )
0.0 0.0 0.0
The results of the visual odometry based on both the ground truth calibration and recovered
calibration are presented in Figure 4.9. For each section a total distance of approximately
400− 500m was covered, related to the speed of the vehicle.
From these graphs, it can be seen that the visual odometry from the recovered calibration
closely matches the result generated from the ground-truth calibration, and both closely match
the ground-truth INS pose while remaining accurately scaled. This result validates the utility
of the algorithm in recovering stereo calibration, up-to scale, from online data.
4.4.5 Conclusion
This section has presented a novel method of online stereo camera calibration applicable to
field robots. Using a modified bundle adjustment algorithm that takes advantage of the rigidity
between a stereo pair we have shown that a solution to both the stereo transform and pose
of a stereo pair can be recovered from a poor initialisation. Additionally, we have shown that
it is possible to recover an accurate stereo calibration online from real-world data. Using this
calibration, it is possible to perform feature-based visual odometry that rivals that of using
a calibration performed offline using standard algorithms. This result has implications for
roboticists in removing the need to frequently perform offline calibrations on wide baseline rigs,
but also for robots required to perform over long terms where robustness to environmental
impacts is both warranted and necessary. Future work will include applying the technique
to a number of additional field-robotics based datasets where repeated online calibrations are
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Figure 4.9: The visual odometry result for (Top) Section 1, (Middle) Section 2 and (Bottom)
Section 3 showing INS ground truth (red), VO based on the original RADDOC Toolbox cali-
bration (blue) and VO based on the recovered calibration (green).
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necessary. Finally, while we focused on implementation of the stereo case in this chapter, the
implementation of our modified bundle adjustment routine has been shown to be easily extended
to l rigidly linked cameras, provided that all views overlap to some degree. Additionally, the
camera intrinsics can be easily included for each camera in the set for a complete solution.
4.5 Characterising The Impact of Rigid Deformation on
Calibrated Rigs
An accurately estimated stereo transform is the key requirement to achieve accurate triangula-
tion in stereo VO. We highlight these problems for stereo VO in aerial applications by showing
that small errors in the estimated stereo transform result in poor triangulation. Typically, in
the case of near horizontally aligned rigs with image sensors in a near co-planar configuration,
the incoming imagery is subject to both undistortion and rectification steps (the removal of
lens distortion then horizontal pixel row alignment)1 to simplify feature matching along pixel
rows so that the search space for matches is minimised. In most cases, after undistortion and
rectification, pixel rows are aligned with a maximum vertical alignment error on the order of 0.5
pixels and matching is only performed on a small number of adjacent rows of the corresponding
image. However, if the physical stereo transform changes due to rig deformation the pixel rows
will be poorly aligned, causing a reduced average number of feature matches between the pair.
If the matching distance (the number of rows above and below the current row to search for
a match) is relaxed to counteract this deformation a higher noise in triangulated scene struc-
ture will result. Both a reduction in reliable feature tracks and noisier 3D triangulation can
adversely affect the robustness and accuracy of any stereo VO algorithm.
For many VO algorithms demonstrated on ground vehicles, and many commercially available
stereo heads, it can be assumed that the calibrated estimate of the stereo transform remains
pixel-accurate for the lifetime of the dataset or product. In these cases there is insufficient
stress and vibration to change the stereo transform, making this a safe assumption. However,
in cases such as the high vibration environment of an aircraft, the assumption of no deformation
between the cameras can no longer remain valid. This is a fundamental caveat in stereo VO: the
epipolar geometry is always assumed to be accurately calibrated to within a few pixels. Even
an extremely small orientation change can mean the epipolar geometry (projection of the ray
defining a feature in one image into another) is adversely affected. For triangulation purposes,
this deformation can cause a rapid degeneration such that VO is affected, causing unreliable
and failed pose updates.
To quantify this error we can examine a simulated rig, subject to deformation, and examine
the impact of changing the relative pose of the cameras in terms of the ‘epipolar error’; the
1It is commonly argued that the rectification step is necessary to reduce the complexity of feature matching
between a stereo pair with an accurately estimated stereo transform. Ultimately, the rectification step is unnec-
essary and there is no significant processing overhead to remove it if the epipolar geometry is known. For the
purposes of this thesis, the rectification step must be removed if the stereo geometry is to be calibrated online.
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Euclidean distance between where a feature is projected in one camera, and the epipolar line
defined by the feature’s projection in the other (See Figs. 4.10 and 4.11). Examining the case
of horizontally co-planar stereo (Fig. 4.10), it becomes clear that some degrees of freedom on
a camera’s position cause more re-projection error than others of the same magnitude. Pitch
on one camera, for example (around the base camera’s x-axis), causes a radical deviation in
epipolar error compared to say, yaw (around the base camera’s y axis). Intuitively, this same
observation can show that some dimensions are more observable than others, and this has an
impact when we are trying to calibrate a stereo rig, as seen in Sec. 4.4.4.
Z
X
Y
Figure 4.10: The epipolar geometry of a horizontally aligned stereo rig. On close inspection, a
distance error exists between the projected epipolar line of a feature and its actual position in
the second image.
For the purposes of the airborne experiments presented later in this thesis, a stereo rig
is considered that has vertically aligned cameras (Fig. 4.11), rather than the more common
horizontally aligned case. We simulate a camera pair with a 0.7m baseline and other properties
similar to the actual cameras situated in the aircraft experiment presented later in this thesis.
The pose of the second camera is adjusted so that it deviates from the coplanar, perfect, case
and the corresponding epipolar error is examined. The results are quantified by observing a
3D point 100m along the optical axis of the unmodified camera’s position and projecting back
into the ideal and non-ideal stereo camera positions. These results are shown in Figures 4.12
and 4.13.
As can be seen, a translation error along the Y-axis of 50mm (highly unlikely) can cause a
0.5-pixel projection error. However, rotational error about the Y (in this case, yaw) axis has
a very significant effect. Even a deformation of 0.2◦ causes a 3-pixel error. For the case of a
rig of 0.7m baseline, such an error is not outside the bounds of reality. If a robust matching
scheme has a strict 1-pixel allowable deviation, this will render many features as un-trackable.
Progressing further, this projection error manifests itself more readily in 3D triangulation
error (Fig. 4.13). For a rotational error of just 0.2◦ around the most sensitive Y axis, the
triangulation error in this example exceeds 30m. Such triangulation error, over several hundred
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Z
X
Y
Figure 4.11: The epipolar geometry of a vertically aligned stereo rig. On close inspection, a
distance error exists between the projected epipolar line of a feature and its actual position in
the second image.
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Figure 4.12: Characterising the re-projection error (distance from the true epipolar line) through
modification of the stereo transform parameters for a vertically aligned stereo rig with 0.7m
baseline. The x -axis describes the deviation of the translation (left) and rotation (right) for two
selected axes from a known calibration. By increasing this error for a single axis, the deviation
from the expected epipolar geometry is characterised through the projection error.
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Figure 4.13: Characterising the triangulation error (distance from the true 3D point) through
modification of the stereo transform parameters for a vertically aligned stereo rig with 0.7m
baseline. The x -axis describes the deviation of the translation (left) and rotation (right) for two
selected axes from a known calibration. By increasing this error for a single axis, the Euclidean
distance error of the re-triangulated point from the observed position is characterised.
3D points, will impact the recovery of a new camera in a PnP update. If, like in most stereo
schemes, structure is not triangulated over more than the minimum 2 time-steps, this error
can rapidly result in VO failure. For this reason, the methodology we implement performs a
near fully-optimal VO that tracks and triangulates features over all frames in a large sliding
window. Not only does this reduce triangulation error through observation from a large pseudo
base-line and multiple projective observations, but also assists greatly in convergence of the
bundle adjusted optimisation that can account for stereo deformation.
The impact of this analysis is important as it shows that directly recovering sparse 3D
structure from a single, deformed, stereo pair with only a small calibration error can result
in a high degree of triangulation error. More importantly, it also quantifies the sensitivity of
the rotational components of the transform in comparison to translation. From this analysis,
there is often a single rotational axis that results in the highest quantified error and greatest
observability of deformation. We will examine this effect in the results presented later in this
thesis, but this has already been observed in Sec. 4.4.4.
In summary, any deformation of a stereo rig operating at long range means that a VO
algorithm which assumes stereo rigidity will almost certainly fail in only a few frame updates.
For this reason it is impossible to perform a ‘standard’ rigid stereo VO on the aerial data we
will consider in the rest of this thesis.
4.6 Accuracy of Long-Range Stereo
Until this point, the accuracy of triangulation from an accurately calibrated stereo pair and the
impact of long-range triangulation has not been thoroughly examined. As has been touched
on in Sections 1.1 and 2.5 the geometry of the camera configuration, particularly in the case
103
4. Multi-Camera Bundle Adjustment
of long-range stereo, has a distinct effect on the accuracy of triangulation of 3D points. This
knowledge is not new, and is also explored in detail by Hartley and Zisserman [47]. Importantly,
however, knowledge of these effects is critical to further understanding of the utility and impact
of this thesis. To simplify explanation, this section will focus on the case of calibrated co-planar
stereo cameras to examine the effect of scene depth on triangulation accuracy, but the theory
is extensible to multiple, unaligned cameras. In the case of two horizontally aligned (rectified)
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Figure 4.14: Depth versus depth resolution (Z-axis step between discrete depths in pixel dis-
parity) and disparity for selected baselines of a perfect stereo rig with perfect matching and
normalised focal length f = 1200 pixels for each camera.
images from a calibrated stereo pair, the disparity (difference in horizontal pixel co-ordinates of
a feature detected in both cameras) can be used to directly triangulate the position of a point in
the 3D co-ordinate system of the stereo pair (For the more general case of unaligned cameras, see
Sec. 3.4). As the observed point recedes from the camera, the disparity reduces to 0 unit pixels
in a quadratically decreasing curve (Fig. 6.1 [right]). Depending on the baseline of the stereo
pair and resolution of each camera, there will be a depth zmax at which the true disparity is zero
pixels. At this true depth, there is no disparity information available to extract the estimated
depth of the point. Its depth can only be estimated to lie somewhere between the depth zmax
and infinity. Since the depth information is quantised to individual pixels, the relative depth
change (or depth resolution) ∆z increases as disparity reduces in a correspondingly quadratic
curve (Fig. 6.1 [left]) until the relative depth resolution asymptotes to infinity.
Using this knowledge, it is easy to see that even small errors in detected feature location
and the quantisation of observations can lead to gross depth errors when features are observed
at ‘long range’1. In this case, we might define their depth as ‘weakly observable’. Of course,
with additional observations from more widely separated cameras the resulting error in depth
can reduce considerably depending on the observation location.
It has also been noted in this thesis that stereo pairs are often used to ensure scale accuracy.
1There is no prescribed definition of ‘long range’ in the context of stereo triangulation, and this is highly
dependent on camera configuration, camera movement and observed scene. For the purposes of this thesis, ‘long
range’ will be defined as the ratio of the depth of a point to the stereo baseline is less than 0.01
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Particularly in the long-range case, a monocular VO will not necessarily maintain an accurate
Euclidean scale over the length of the estimated trajectory. Generally, scale will follow a
smoothed random walk as it is constrained locally by frame-to-frame links between features
and cameras, but suffers from a lack of such links over long trajectories. By including loop
closure events, scale error can be bounded, but not strictly eliminated. Of course, metric scale
is also unknown without additional information. Now, when considering the case of long-range
stereo it becomes obvious that the stereo constraint on scale also becomes weaker with increasing
average depth of the scene, as it is the disparity between a stereo pair that is the functional
observation of scale. If using a simple VO in the long-range case, the overall scale of the scene
and odometry can change to a large degree with little impact on re-projection error in the
optimisation between the cameras in the stereo pair. By considering the re-projection error of
features in a secondary camera that is moved in relation to the first, even large translations will
result in only small re-projection errors. Of course, orientation change is much more readily
observable.
The described result is the critical point of this section. With increasing scene depth, scale
becomes more weakly constrained by the observability of disparity by the stereo pair. Inversely,
if attempting to calibrate the baseline of a stereo pair, observing points at large scene depth
means that accuracy is significantly reduced. To improve accuracy, more observations via
additional image frames can be used, in addition to the use of a wider baseline or increased
proximity to the scene. In the following sections and chapters, additional effects on stereo VO
at long-range are discussed and theoretical techniques for calibrating at long range described
and evaluated.
4.7 Accounting for Long-Range Bias in Stereo Vision
For long-range stereo, it is also important to consider the effect of a non-Gaussian triangulation
bias on the recovery of scene structure and camera motion. It is well known that in long-range
stereo, a distance bias exists for short baseline triangulation that grows with increasing depth.
At disparities on the order of 10 pixels or less, triangulation from a single pair tends to follow
a non-Gaussian curve with a long tail [127].
In most filter-based applications, where observations from only a single stereo pair are used
for the estimate, it is important to address this non-Gaussian bias by applying a reduction factor
on the depth of triangulated structure, calculated empirically from in-the-field data. The bias
is acute in these situations due to the fast marginilisation of structure from the filter, causing
an artificially short baseline. Typically, a single 3D point is only triangulated from a single
pair, causing the largest bias error. This can be attributed to the short baseline/large depth
that means triangulation is highly erroneous. In a bundle adjusted solution that incorporates
observations from multiple (not necessarily rigid) views, however, we can observe the effect of
this triangulation bias on the solution.
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Figure 4.15: Characterisation of range bias for sets of 2, 3 and 4 cameras with a 0.7m baseline
between each. Range bias denotes the triangulation error averaged over 100,000 trials at each
observed distance.
By performing a Monte-Carlo simulation with a pair, triplet and quadlet of cameras arranged
in a horizontally aligned set this bias can be shown (Fig. 4.15) by observing a set of points
at a range of 20-120m. The simulated cameras share the parameters of the cameras in our
experiments (6mm focal length lens, 1024×768 pixel cameras and 0.7m baseline), and the 3D
points are triangulated with 1 pixel Gaussian noise on the pixel projections (note the bias is
in the actual triangulation, rather than the observation noise). Observing the set of points
over the 20-120m range, the mean of this bias can be extrapolated at each depth and the effect
compared with an increasing number of observing cameras. These results show that even with a
small number of additional observations, with an overlapping effect from an increased baseline
and a doubling of triangulation constraints, the bias for a feature observed with 4 cameras is
less than 0.5m at 120m range. Of course, the biasing effect is most pronounced for a single
pair, where a nearly 3m distance bias exists for features at 120m range.
We can directly observe this non-Gaussian triangulation bias by plotting the same Monte-
Carlo results for re-triangulation of a sub-set of observed 3D points. To exaggerate this bias,
we reduce the baseline of the cameras but triangulate over the same range. The results for 2,
3 and 4 cameras at 0.2m spacing can be seen in Figs. 4.14a, 4.14b and 4.14c. It can be seen
that with 4 cameras, giving a pseudo-baseline of 0.6m, the triangulation approaches a Gaussian
curve, but with two cameras the curve is distinctly non-Gaussian.
This result highlights the difference between a filtered and bundle adjusted VO solution.
At long-range, distance bias is an important factor to account for, and this has already been
performed in a number of filtered applications. However, due to the large pseudo-baseline
generated in a bundle adjusted solution, where links are not marginalised out quickly, this bias
can be safely ignored at long range. This reflects the overarching paradigm of long-range stereo
VO in this thesis: rather than relying on the stereo geometry of a rigid camera pair for scene
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Figure 4.14: Average triangulation distance for sets of 2 (a), 3 (b) and 4 (c) cameras with a
0.2m baseline between each camera. With the addition of each camera and the extension of the
baseline, the range bias approaches a Gaussian error. Selected ranges correspond to a nominal
observed point distance of 35m (blue), 55m (green), 75m (red) and 85m (cyan).
triangulation and pose updates, the problem is treated more akin to a monocular VO where
the large pseudo-baseline of a camera moving in time is used for more accurate triangulation.
Instead, the baseline of the stereo pair serves primarily as a scale constrainer and secondarily
as an additional feature observer. The implementation of this methodology will be conducted
in future chapters.
4.8 Conclusion
This chapter has developed an implementation of multi-camera bundle adjustment and shown
the utility and ability of the algorithm as an extension to the monocular case. By splitting
the bundle adjustment parameters into independent, shared and scene groupings, sparsity is
maintained and observability of parameters over multiple views is specifically accounted for
to increase precision. This implementation has been demonstrated on both simulated and
ground-based stereo vision datasets. To examine the impact of deformation and long-range
triangulation, simulated graphs show that even small deformations in orientation can impact
triangulation and a bias exists at very short baselines and large scene depth. Both of these
have important implications for an airborne stereo or multi-camera VO solution, where altitude
and vibration both affect the ability of a VO algorithm to estimate pose and scene structure
accurately. In chapters 6 and 7 this implementation is used to initialise a stereo VO algorithm
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where traditional methods will fail due to extremely large scene depth, and optimise the stereo
transform online from airborne data. In the next chapter, however, the multi-camera VO
paradigm is applied in an underwater scenario, but, instead of an application on high frame rate,
long-range data, the effect of low-overlap imagery on the solution is examined. To counteract
issues with pose estimation, a multi-objective bundle adjustment is implemented to improve
the final solution.
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Chapter 5
Multi-Objective Bundle
Adjustment
Significant components of this chapter were presented in the paper “Visual Sea-floor Mapping
from Low Overlap Imagery using Bi-objective Bundle Adjustment and Constrained Motion”,
in Australasian Conference on Robotics and Automation, Wellington, New Zealand, 2012.
5.1 Overview
This chapter starts touching at the heart of the research agenda in this thesis in terms of appli-
cations: stereo bundle adjustment in challenging scenarios. While in later chapters vision is the
sole input to the pose estimation framework, here a slightly different problem is investigated:
how complementary sensors can aid in the bundle adjustment problem. In most implemen-
tations of bundle adjustment, reliance has been placed solely on visual information to inform
the optimisation procedure, often with the aim of proving the utility of vision alone to inform
motion, ignoring potentially useful information from other sensors on-board a robotic vehicle.
In contrast, many filtering methods incorporate sensor readings in a number of modalities and
combine them taking into account the variance of each. However, when combined with visual
sensors they often fail to use the rich observations provided by feature projections in incremental
image updates, often to maintain fast computational speed.
This chapter focuses on extending the traditional bundle adjustment routine, while using the
multi-camera parameterisation developed in the last chapter, to include additional objectives
provided by other sensors. This chapter will present the results of a multi-objective bundle
adjustment that incorporates costs from both visual feature projections and magnetometer
measurements, examining the utility of this change.
The theory will be applied to an underwater scenario that, while having some similarities
to the airborne case, differs significantly in terms of frame overlap and frame coverage, causing
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issues for a more standard VO algorithm. To counter this, a constrained VO algorithm will be
developed with a modified PnP algorithm to take advantage of the constrained motion of the
vehicle.
The chapter is outlined as follows: Section 5.2 presents a modified VO algorithm designed
for low overlap imagery by first describing the Sirius AUV and the special characteristics of
the vehicle. In this section a constrained PnP estimator is presented as the critical component
of the modified VO algorithm. Section 5.3 then outlines the key component of this chapter,
a modified bundle adjustment algorithm that incorporates sensor information from a magne-
tometer as additional objectives. Finally, the modified algorithm is presented on simulated and
field gathered data in Section 5.4.
5.2 Visual Odometry for Low-overlap Imagery
Visual sea-floor mapping is a rapidly growing application for Autonomous Underwater Vehicles
(AUVs)[159]. AUVs are well-suited to benthic mapping and monitoring as they remove humans
from a potentially dangerous environment, can reach depths human divers cannot, and are
capable of long-term operation in adverse conditions. The output of sea-floor maps generated
by AUVs has a number of applications in scientific monitoring: from classifying coral in high
biological value sites [158] to surveying sea sponges to evaluate marine environment health [89].
In order to generate self consistent visual maps with properly geo-referenced imagery over
large swathes, accurate localisation of the AUV is a strict requirement. While localisation is
relatively easy for surface vehicles due to GPS access, subsurface vehicles are either dependent
on beacon based infrastructure (analogous to GPS localisation) or Simultaneous Localisation
and Mapping (SLAM) using on-board sensors. In a number of subsurface environments of
interest, beacon based infrastructure is unavailable or extremely sparse, meaning that SLAM
is the only viable option for accurate localisation.
The most well cited AUV based sea-floor monitoring applications utilise an Information or
Delayed state filtered SLAM solution [31, 89], as this is a reliable method to integrate a large
number of sensors and achieve an adequate pose solution. For visual mapping, a set of downward
facing cameras and active light strobes are often used. Imagery is taken at regular intervals
and geo-referenced from the SLAM solution to generate 2D mosaics and 3D reconstructions of
the environment [56]. Until recently in the literature, visual information has generally not been
utilised in these filtered solutions for incremental VO style pose updates, mostly due to its high
computational load and large storage requirements. In the presence of a number of specialised
sensors for detecting pose underwater, visual odometry has remained outside most large-scale
underwater applications. However, it gains significant benefit in loop-closure events, providing
a method of constraining pose drift by detecting previously visited parts of the sea-floor and
integrating this information into the pose filter [33].
Many terrestrial and airborne robots utilise VO to estimate vehicle pose from sequential
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Figure 5.1: The Sirius AUV on deployment in Scott Reef, WA, Australia
monocular or stereo frames [21, 68, 103, 153, 154], covering distances of many tens of kilometres,
with pose accuracy approaching 1% when loop closure is taken into account. In addition, the
same has been performed in some underwater scenarios [109]. VO has been demonstrated to
perform well as a single estimator for determining pose, but also has the potential to be used
in combination with other sensors in a filtered framework [33]. By tracking visual features
on the sea-floor it has distinct advantage as a passive pose estimator with a rich information
output, and is capable of rivalling much more expensive inertial sensors in generating motion
and orientation updates. With increasing speed and efficiency of computational resources, and
demonstration over trajectories of tens of kilometres, VO has the potential to fully integrate
into the real-time sensor suite in benthic monitoring vehicles, and even perform well as an
independent pose estimator.
In contrast to other vision-based sensing scenarios, the imagery from the Sirius AUV [56]
(Fig. 5.1, a model of the popular SEABed AUV) presents some difficulties when performing
‘traditional’ VO. In order to conserve energy used for strobing, and access to limited storage and
processing, imagery captured by Sirius is of very low frequency and low overlap (∼ 30% between
adjacent frame), meaning that feature observations are fleeting and difficult to triangulate ac-
curately. This adversely affects estimated pose using VO techniques typically suited to imagery
of much more significant overlap. Such limited visual information manifests itself in rapid pose
estimate degeneration using standard 6-DOF VO techniques. However, by taking advantage of
the constrained motion of the AUV (see Sec. 5.2.1) and including some additional readings from
a minimal set of other sensors, it is possible to constrain the error growth of a VO solution and
produce accurate incremental pose estimates over large underwater trajectories, and ultimately
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Sensor Output Accuracy
RDI Navigator WN-1200
Heading (Yaw) ±2◦
Roll/Pitch ±0.5◦
Velocity ±0.2%
Digiquartz Pressure Sensor Depth ±0.1%
Tracklink 1,500 HA USBL
Relative Ship Position (m) ±0.2m
Relative Ship Orientation (degrees) ±0.25◦
2× Prosilica 1360× 1024 pixel CCD cameras Imagery -
Table 5.1: A summary of the pose estimation sensor suite on-board the Sirius AUV
combined with loop closure to generate a full SLAM solution. Applications of this research may
assist future AUV research in two key ways: deployment of future vehicles at lower cost and
increased operation time due to a reduced sensor suite, and capability improvement to existing
vehicles by adding additional sensor information to the filtered solution.
This section and much of this chapter presents a method of performing high accuracy sea-
floor mapping by integrating low-overlap stereo visual imagery and magnetometer data in a
modified visual odometry algorithm. By taking advantage of the constrained motion of the
AUV and integrating magnetometer data to correct yaw drift in the bundle adjustment stage,
accurate pose estimation is achieved using a minimal set of sensors. A brief introduction to the
methodology, including a novel visual 2-point pose estimator and modified bundle adjustment
are presented, and preliminary results on a 300m trajectory are shown. As a qualitative as-
sessment of the trajectory estimation, 3D reconstructions of the observed scene are performed
using the image data and pose estimates.
5.2.1 The Sirius AUV
The Sirius AUV (Fig. 5.1) is a modified version of the SEABed AUV, a mid-size underwater
robotic vehicle primarily designed for large-scale sea-floor mapping for marine science and reef
health monitoring. The AUV is equipped with a large set of oceanographic instruments (see
Table 5.1) including a magnetometer, strobes and high-resolution (1360× 1024) downward fac-
ing stereo camera pair (∼ 7.5cm baseline). The vehicle typically captures imagery at 1Hz from
a height of ∼ 2m above the sea-floor while maintaining a forward velocity of approximately
0.5m/s. Key to the development of theory presented here, this AUV design is passively stable
in pitch and roll, meaning its motion is effectively constrained to only four degrees of freedom.
Typically, roll and pitch of the vehicle rarely exceeds 1◦, particularly in the still water envi-
ronments in which the AUV operates, actively avoiding impacts from strong currents and wave
motion nearer the surface.
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5.2.2 2-point Pose Estimation for 4-DOF motion
Here, a modified visual odometry pipeline is presented that diverges from the standard 6-
Degrees-of-Freedom methods typical of visual odometry in terrestrial applications. The major-
ity of the algorithm, however, is similar to others in consisting of four main repeating steps for
each pair of images:
1. SURF based feature matching
2. Camera pose update
3. Structure triangulation
4. Pose and scene optimisation (bundle adjustment)
The basic stereo visual odometry algorithm is described in detail in a published paper [153]
and previous chapters. In contrast to the basic algorithm, however, the novel component of
this work modifies the visual odometry algorithm with two major differences:
• A novel 2-point camera pose estimator that assumes a zero or negligible roll and pitch in
the solution (Sec. 5.2.3).
• The development of a bi-objective bundle adjustment that includes additional sensor
inputs as objectives in the optimisation stage, assisting to minimise angular drift in the
final pose estimate (Sec. 5.3).
4DOF Pose 
Update (SfM)
Bi-Objective 
Bundle 
Adjustment
Magnetometer
Stereo 
Images
Structure 
Computation
SURF Feature 
Matching
Figure 5.2: The modified visual odometry pipeline
An overview of this specialised pipeline is shown in Figure 5.2. In addition, we address 3D mesh
generation and texturing from the final pose output as the useful output of such a system, the
main application and use of visual imagery of the sea-floor. We emphasise here that the only
input to the proposed pipeline is stereo images and temporally registered magnetometer data,
no additional sensors are included.
114
5. Multi-Objective Bundle Adjustment
5.2.3 Constrained Camera Pose Update
Given scene structure generated from a previous pose update and a set of matched features in
the current images, a new camera pose is usually generated in a full 6-DOF solution for the
orientation and position of the camera. As described in Section 3.5 this is achieved by solving a
linear system of equations including the observed scene pointsX and their projections (matched
features) x into the image. These are used to find the elements of the matrix encoding the
camera pose: M = [R|t] via the standard projection equation, repeated here for clarity:
x = PX (5.1)
where P is composed of the camera intrinsics matrix (K) and the camera pose matrix:
P = KM
As noted previously, in most cases of VO K is known and fixed, but the parameters of M are
needed for a successful pose update. Expanding the projection equation (Eq. 5.1):
K
⎡
⎢⎣
r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz
⎤
⎥⎦
⎡
⎢⎢⎢⎢⎣
X
Y
Z
1
⎤
⎥⎥⎥⎥⎦ =
⎡
⎢⎣
u
v
1
⎤
⎥⎦ (5.2)
and multiplying by the skew-symmetric form of x, [x]× gives
⎡
⎢⎣ 0 −1 v1 0 −u
−v u 0
⎤
⎥⎦K
⎡
⎢⎣ r11 r12 r13 txr21 r22 r23 ty
r31 r32 r33 tz
⎤
⎥⎦
⎡
⎢⎢⎢⎢⎣
X
Y
Z
1
⎤
⎥⎥⎥⎥⎦ = 0 (5.3)
since [a]× a = 0. This matrix equation results in three polynomial equations from which only
two are linearly independent, caused by [x]× having rank two. Hence, in the standard 6-DOF
case (Sec. 3.5) a minimum of 3 points is required to extract the elements which define the pose:
x, y, z, γ,φ, θ. Where γ,φ, θ correspond to body aligned roll, pitch and yaw respectively.
However, by taking advantage of passive stability of the Sirius AUV and assuming that the
roll γ and pitch φ movement in sequential poses is negligible (i.e. zero) a new, constrained
4-DOF pose estimate can be developed from the observation of only two points. This concept
is similar to the absolute camera pose problem with known vertical direction given by an IMU
[71]. Here, the rotation matrix R is simplified to the following case (we parameterise yaw, θ, in
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terms of variable q, where cos θ = 1−q
2
1+q2 and sin θ =
2q
1+q2 ):
R =
⎡
⎢⎣
1−q2
1+q2
−2q
1+q2 0
2q
1+q2
1−q2
1+q2 0
0 0 1
⎤
⎥⎦
Hence, the required solution for M becomes:
⎡
⎢⎣
0 −1 v
1 0 −u
−v u 0
⎤
⎥⎦K
⎡
⎢⎣
1−q2
1+q2
−2q
1+q2 0 tx
2q
1+q2
1−q2
1+q2 0 ty
0 0 0 tz
⎤
⎥⎦
⎡
⎢⎢⎢⎢⎣
X
Y
Z
1
⎤
⎥⎥⎥⎥⎦ = 0
Analytically solving this linear system of equations given two scene points X1, X2 and their
projections x1,x2 gives two closed form solutions for q, from which four potential values of theta
can be extracted: θ1,−θ1, θ2,−θ2. By checking the residual of the projections two values are
immediately rejected, and the residual of a third point is used to find the correct θ. It is then
possible to substitute the correct value for q and recover the other three degrees of freedom.
This 2-point pose estimator is placed in a MLESAC-based [145] iterative estimator to achieve
robustness in the presence of outliers.
It must be noted here that physical bias in roll and pitch due to poor balance do not
adversely affect the solution, as the pose update is only concerned with incremental positions.
Frame to frame roll and pitch motions will remain negligible, meaning the algorithm is capable
of generating a pose update no matter the initialisation or bias on these two axes.
5.3 Multi-Objective Bundle Adjustment
As noted in previous chapters bundle adjustment in a VO algorithm is often performed after
a camera pose update and the triangulation of new structure. This assists in minimising the
error in both pose and scene structure estimation by posing the problem in a non-linear least-
squares iterative optimiser. To reiterate, in visual odometry applications a bundle adjustment
iteration is normally composed of a sliding window of estimates of the most recent camera
positions Pˆ =
[
Pˆ1, Pˆ2, · · · , Pˆn
]
and observed structure Xˆ =
[
Xˆ1, Xˆ2, · · · , Xˆm
]
and optimised
by minimising the residual error in the projection of each estimated 3D point Xˆj into each
camera Pˆi: ϵij(c) = xij − xˆij , where xij is the projection of scene point Xj into camera Pi, and
xˆij is the projection of the corresponding estimate. In the standard algorithm presented in this
thesis the 2 last poses outside the optimisation window and their observed structure are also
included but are fixed to assist in maintaining accurate scale and as conditionals that fix the
co-ordinate system.
The convergence of the algorithm is quantified by the reduction in the residual cost function
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over the estimated camera poses and scene structure, which we redefine here for clarity for the
multi-camera case (Eq. 4.4),:
Ec =
n,m,l∑
i,j,k
∥ xijk − xˆijk ∥
2=
n,m,l∑
i,j,k
∥ ϵijk(c) ∥
2 (5.4)
that is, the minimisation of re-projection error between the detected projection of a point and
its re-projection based on its estimation from multiple views. However, even with bundle adjust-
ment to optimise the pose and scene structure, noise in the detector means that triangulation
is non-perfect and drift is still present in the trajectory. There are a number of approaches to
assist in minimising this drift.
5.3.1 Bundle Adjustment as a Generalised Optimisation Problem: In-
cluding Additional Objectives
As we have derived from first principles, it is clear that bundle adjustment is a special case
of nonlinear least-squares solving, often implemented to take advantage of matrix sparsity for
increased efficiency. By modifying the typical matrix setup and introducing a more general
framework, without loss of this efficiency, additional objectives can then be introduced to the
bundle adjustment scenerio. This means it is then possible to optimise not only on the image
re-projection error, but additional constraints provided by other sensors [75, 93] in an attempt
to constrain or minimise drift.
Additional objectives can be provided by any sensor, provided it gives a measurement com-
patible with those terms optimised by bundle adjustment. A DVL for underwater vehicles can
provide incremental translational objectives from monitoring the water motion around the vehi-
cle, while an IMU can provide incremental orientation and acceleration objectives. In addition,
a magnetometer or compass can provide a global, rather than local, orientation objective.
By introducing a rotational cost term, εr, it is possible to optimise camera pose using both
re-projection error and readings from an IMU or magnetometer (similar to Lambert et al. [75])
by way of a rotational residual: ϵi(r) = ri − rˆi, where ri is the orientation estimate provided by
the additional sensor and rˆi is the corresponding estimate from visual odometry:
Er =
n∑
i
∥ ri − rˆi ∥
2=
n∑
i
∥ ϵi(r) ∥
2 (5.5)
Here, we parameterise the orientation in the form of a Rodriguez vector: r =
[
γ φ θ
]⊤
and assume the difference ϵi(r) is small given a satisfactorily good estimate from a pose update.
In the case of our constrained motion estimate, and because of the parameterisation of
the rotation, it is possible to introduce a cost dependent only on one dimension, yaw, and
use a magnetometer to provide the additional data. Since a magnetometer provides a global
117
5. Multi-Objective Bundle Adjustment
orientation it is possible to correct the orientation of the vehicle globally to maintain accurate
trajectories over large distances. In addition, again taking advantage of the passive stability
of the vehicle, we can introduce a regulariser on both pitch and roll that bounds the solution
to some value centred at 0◦ (or some bias amount if the stable buoyant state of the vehicle is
known), while still allowing the estimates of these parameters to drift slightly and account for
the slight motion in these dimensions.
The error in both the re-projection and orientation can be considered independent and
Gaussian, hence weighted by a covariance, and the costs can be added to give a bi-objective
cost:
E =
1
(σx)2lmn
n,m,l∑
i,j,k
∥ ϵijk(c) ∥
2 +
1
(σr)2n
n∑
i
∥ ϵi(r) ∥
2
= E2c + β
2E2r
where β = σxσr , indicating the ratio of the two covariances. Implementing this bi-objective bundle
adjustment using magnetometer data to constrain the yaw motion should reduce angular drift
and give a better pose estimate.
5.3.2 A Modified Parameterisation
Remember from Eq. 4.3 that the transfer function for a camera in a rigid multi-camera frame-
work is:
xijk = K
kMiT
k
0Xj (5.6)
A second sensor, such as an IMU or magnetometer, also gives estimates of orientation of the
base camera at timepoints/locations (i ∈ [1, . . . , n]). The model used for the observation of this
parameter is a direct linear mapping:
ri ≃ Ri (5.7)
where Ri is the orientation of the base camera at time i. The observation rki is parameterised
as a three element Rodriguez vector.
In this scenario, we consider all intrinsics and the stereo transform to be fixed. Hence, the
partitioned parameter vector is expressed as a combination of the sets θˆ = [θˆI , θˆX ]⊤ correspond-
ing to the extrinsics (θˆI) which encodes the six pose parameters per base camera (x, y, z, γ,φ, θ),
and the scene points (θˆX), with three parameters per point (x,y,z).
The setup of the bundle adjustment algorithm is performed in a similar way to Section
4.2 by exploiting the sparsity of the Jacobian matrix used to form the normal equations. In
order to compute the Jacobian matrix we restate the expressions for the partial derivatives
of (5.6) with respect to the parameters θˆ as JI(c) =
∂xˆ
∂θˆI
, JX(c) =
∂xˆ
∂θˆX
just for the camera
projections. However, with the inclusion of the rotational components, we must also derive the
partial derivatives for the additional observervations as: JI(r) =
∂rˆ
∂θˆI
and JX(r) =
∂rˆ
∂θˆX
.
Since there are no intrinsics optimised in this form of bundle adjustment the partitioning of
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the parameter vector and the augmented normal equations (including the Hessian N = J⊤J)
have the following representation:
[
I∗ Q
Q⊤ P∗
][
∆θˆI
∆θˆP
]
=
[
eI
eP
]
(5.8)
Which is a subset of the setup of Eq. 4.17. However, the matrices I and P included in this
expression are block diagonal defined according to a different setup that includes the additional
observations from the rotational elements:
Ii =
m,l∑
j,k
J⊤I(c)ijkΣ
−1
xijk
JI(c)ijk + J
⊤
I(r)i
Σ−1ri JI(r)i (5.9)
Pj =
n,l∑
i,k
J⊤X(c)ijΣ
−1
xijk
JX(c)ijk + J
⊤
X(r)j
Σ−1rj JX(r)j (5.10)
Again, the full matrices are set up in a block diagonal fashion:
I =
⎡
⎢⎢⎢⎢⎣
I1 0 · · · 0
0 I2 · · · 0
...
...
. . .
...
0 0 · · · In
⎤
⎥⎥⎥⎥⎦
⊤
(5.11)
P =
⎡
⎢⎢⎢⎢⎣
P1 0 · · · 0
0 P2 · · · 0
...
...
. . .
...
0 0 · · · Pm
⎤
⎥⎥⎥⎥⎦
⊤
(5.12)
with the augmentation of the diagonals using the damping parameter λ in a Levenberg-Marquadt
framework resulting in I→ I∗ and P→ P∗. The other remaining terms in the augmented nor-
mal equations (5.8) are as follows.
Qij =
∑
k
J⊤I(c)ijkΣ
−1
xijk
JX(c)ijk + J
⊤
I(r)iΣ
−1
ri JX(r)j (5.13)
eIi =
∑
j,k
J⊤I(c)ijkΣ
−1
xijk
ϵijk(c) + J
⊤
I(r)iΣ
−1
ri ϵik(r) (5.14)
eXj =
∑
i,k
J⊤X(c)ijkΣ
−1
xijk
ϵijk(c) + J
⊤
X(r)j
Σ−1ri ϵik(r) (5.15)
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5.3.2.1 Analytical Jacobian
The analytical Jacobian for both the monocular and multi-camera case have been previously
described (Sec. 4.2.3.1) and these Jacobians represent the projective elements xijk as normal.
For the simple case of the rotational model (Eq. 5.7), the derivative can be expressed directly
in terms of the corresponding camera’s orientation. Therefore, the derivative of the rotational
estimate is
JI(r)i =
[
∂xijk
∂txi
∂xijk
∂tyi
∂xijk
∂tzi
∂xijk
∂rxi
∂xijk
∂ryi
∂xijk
∂rzi
]⊤
=
[
0 0 0 1 1 1
]⊤
(5.16)
with respect to the six parameters, θˆi =
[
x y z γ φ θ
]
, and
JX(r)j =
[
∂xijk
∂xj
∂xijk
∂yj
∂xijk
∂zj
]⊤
=
[
0 0 0
]⊤
(5.17)
with respect to the parameters of every scene point. This renders the partial derivative JX(r)
as simply null, as there is no partial derivative for rotation with respect to 3D scene. This
simplifies some of the arithmetic of the previous section, increasing computational efficiency.
5.3.3 Estimating the Cost Ratio β
In determining the variance ratio, β = σx
σr
, it is sometimes the case that the variance for the
projective cost is unknown or unestimated, or is not in the same units as the variance from
the other sensor (e.g. a magnetometer, IMU or GPS sensor). For a purely visual estimation
scheme a unity variance is easily formed and justified. However, for many sensors (such as
GPS, IMU, INS or magnetometers) the variance of the observation is well known but in SI
units such as m/s2 or m. For vision, the variance of each observation is denoted in pixels and
therefore difficult to unify with sensor variances of these differing units. In this case, the ratio
between the variances must be determined via alternative means. By selecting a range of β
and evaluating convergence of the bundle adjustment algorithm over this range, an L-curve
criterion can be applied to the relative cost of each sensor to find the minimum trade-off point
[93]. However, experimental evaluation shows that the L-curve estimation method performs
poorly for a rotational objective. In this case, we set a fixed value of β = 2000, which roughly
equates the influence of the rotational objective with the cumulative influence of the projective
objective. This ensures that the two costs are roughly equally balanced. Given an alternative
scenario or configuration, a new β must be empirically derived.
5.4 Experiments
We evaluate our modified visual odometry algorithm presented in Section 5.2.2 with two ex-
periments: a simulated sea-floor mapping scenario, and an experiment on real data captured
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by the AUV during a feld trip to Scott Reef, north-west of Broome, Australia in August 2011.
These experiments are split into three tests:
1. A traditional 6-DOF Visual Odometry solution with standard bundle adjustment (termed
6-DOF VO)
2. A constrained 4-DOF Visual Odometry solution with standard bundle adjustment (termed
4-DOF VO)
3. A constrained 4-DOF Visual Odometry solution with bi-objective bundle adjustment
including input from an additional sensor (termed 4-DOF BO-VO)
5.4.1 Simulation
The three differing VO pipelines were run on a simulated dataset reflective of the normal
operation of the Sirius AUV. A downward facing stereo pair of 70mm baseline traversed a
100 × 100m square pattern over a simulated scene of 3D points. These points were randomly
but evenly distributed as a mock sea-floor with varying depth of 1 to 3m from the stereo pair.
The simulated cameras were set to capture at the equivalent of 1Hz while the vehicle moved
forward at a velocity of 0.5m/s, tracking roughly 100− 300 features per frame. To accurately
reflect the normal motion of the vehicle, the simulated trajectory includes a slight oscilatory
motion in the vertical direction, 0.1m sigma Gaussian noise on position, 3◦ noise in yaw, and
0.5◦ noise in pitch and roll. Simulated magnetometer data from the ground truth is fed into
the bi-objective bundle adjustment with Gaussian noise of 0.5◦.
5.4.2 Underwater Field Data
To evaluate the modified visual odometry routines on real experimental data a dataset was
gathered by Sirius at Scott Reef, North of Broome, Western Australia, during a field trip in 2011.
Images were captured at 1Hz from the stereo pair while the vehicle follows a straight trajectory
from shallow to deep water over an area of interest. Data from the cameras and magnetometer
were recorded in parallel with a number of other sensors, and their offset geometry has been
pre-calculated to account for any motion bias.
Over 600 images of the dataset, a pose estimate was generated using both the 4-DOF
estimator, and again with a bi-objective bundle adjustment that includes yaw data from the
on-board magnetometer. The traditional 6-DOF estimator was also evaluated over a limited
component of this trajectory. The results of the three tests are compared to the output of the
EIF based SLAM system normally used to generate pose estimates [89] utilising the sensors
shown in Table 5.1. This optimised trajectory acts as a pseudo ‘ground truth’ for comparison
in lieu of more accurate data, and uses a DVL, IMU and Ultra Short BaseLine (USBL) ship
communications. Stereo vision is used for loop closure detection, but the ground-truth algorithm
does not use visual odometry. From the poses generated by the bi-objective bundle adjustment
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based VO, a dense 3D textured mesh was generated using the methodology described in Section
5.5. The results of the simulated data experiment are graphed in Figures. 5.3 and 5.4. Over
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Figure 5.3: The simulation results of 6-DOF VO with standard bundle adjustment (BA) (black),
4-DOF VO with standard BA (blue) and 4-DOF BO-VO (green) in comparison to ground
truth (red). The final position error shows that reducing the degrees of freedom for the pose
update (from 6 to 4) improves the pose estimate by forcing the solution to ignore pitch and roll
movements that are poorly constrained, and the inclusion of additional sensor readings in the
form of a magnetometer via the bi-objective BA further improves the solution with respect to
ground truth.
the 400m trajectory the 6-DOF VO pipeline shows rapid deviation from ground truth due to
a rapidly accumulating error in pitch (Fig 5.3). At the end of the trajectory, the pitch of the
camera exceeds 60◦, demonstrating the poor observability of this parameter from low overlap
imagery in a downward facing configuration, and has a final position error of over 80m.
On the same data, the 4-DOF VO successfully avoids the rapid accumulation of pitch
error by constraining the incremental motion update to the 2D plane, before allowing bundle
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adjustment to recover the process noise in all degrees of freedom. This difference demonstrates
the suitability of constrained motion to this specific problem, significantly improving the result.
It can be seen, however, that yaw of the cameras (in the Z axis), drifts significantly over the
trajectory even with the standard bundle adjustment to optimise the motion, with a final
position error of 12.3m.
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Figure 5.4: The error in yaw for the simulation between the pose estimate and ground truth
for the 4-DOF VO (blue) and 4-DOF BO-VO (green)
By introducing the bi-objective bundle adjustment with input from a yaw sensor, the pose
estimate is significantly improved, successfully constraining the motion such that the final
position error is less than 2m over the total 400m trajectory.
The effect of the bi-objective bundle adjustment is evident in Figure 5.4, showing a plot
of yaw error between ground truth and 4-DOF VO (blue) and 4-DOF BO BA (green). From
the graph, it can be seen that bi-objective bundle adjustment successfully constrains yaw with
a standard deviation σ ≈ 0.01 radians, compared to standard deviation of standard bundle
adjustment of σ ≈ 0.05 radians over the length of this trajectory.
The results of the field gathered data experiment are graphed in Figs. 5.5, 5.6 and 5.7.
In Figure 5.5, it can be seen that in comparison to the other VO methods, the 6-DOF pose
estimate quickly deteriorates and soon fails. Obvious from this result, pitch observability is
poor, and the camera motion undergoes a rapidly looping motion over the trajectory.
In Figure 5.6 the two 4-DOF pose estimators successfully approximate the ‘ground truth’
motion given by the SLAM solution. However, over the 300m trajectory, the 4-DOF BO-VO
algorithm (green) shows reduced drift over the length of the trajectory, with a final position
error of 12.3m for the 4-DOF VO and 6.4m for the 4-DOF BO-VO. During pose estimation
approximately 50 − 400 features per tracked per frame, depending on the observed terrain,
which ranged from near pure sandy bottom to high complexity coral outcrops.
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Figure 5.5: The pose estimate from Scott Reef imagery with 6-DOF VO (black) over a 120
metre trajectory compared to the information filter SLAM solution (red)
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Figure 5.6: The pose estimate from Scott Reef imagery with 4-DOF VO with standard BA
(blue) and 4-DOF VO with bi-objective BA (green) over a 300 metre trajectory compared to
the information filter SLAM solution (red)
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This is further demonstrated in Figure 5.7, showing the ability of the bi-objective bundle
adjustment to successfully constrain yaw drift over the trajectory. The 4-DOF VO shows a
standard deviation σ = 0.06 radians in yaw, while the 4-DOF BO-VO shows a σ ≈ 0.01 radians
in yaw.
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Figure 5.7: The error in yaw for the Sirius dataset between the pose estimate and ground truth
for the 4-DOF VO with BA (blue) and 4-DOF VO with bi-objective BA (green)
In Figures 5.8 and 5.9 examples of the 3D meshing and texturing pipeline are presented
utilising a subsection of the poses generated in Figure 5.6.
Figure 5.8: A high resolution mesh generated by the reconstruction pipeline from 100 camera
poses covering a distance of 46m. (see Sec. 5.5)
5.5 3D Meshing and Texturing
From a pose solution generated by visual odometry, it is possible to generate dense textured
maps of the environment based on dense feature matching between stereo pairs. A 3D meshing
and texturing pipeline is implemented on the point cloud data and camera poses to qualitively
evaluate the accuracy of the visual odometry solution. For each stereo pair, dense feature
matching with a number of consistency checks and smoothing operations [91] is performed on
the imagery to gain dense depth maps for each base (or left) camera.
Following a consistent depth map from each pair, a dense set of 3D oriented points is
generated and a Poisson mesh fitted to the points. Each stereo mesh is arranged into a common
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reference frame denoted by the stereo poses, and a second Poisson surface fitted to 10 consecutive
pairs with overlapping windows of single pairs. This process preserves local mesh quality to a
high degree while smoothing any poorly reconstructed sections. Texture is added by projecting
each vertex in the mesh back into the estimated camera poses and extracting the color of the
associated image pixel. These surfaces are then stitched together and visualised in 3D to assist
further research such as estimating individual coral growth and reef complexity.
Figure 5.9: A close up view of a sample of the reconstructed mesh, demonstrating a qualitative
representation of the structure. (see Sec. 5.5)
5.6 Conclusion
This chapter has demonstrated the addition of a complementary sensor to a vision only pose
estimate in a multi-objective bundle adjustment framework. The inclusion of the additional
sensor data assists in many cases where observation of a specific parameter is difficult using
visual data alone, primarily due to the configuration of the motion. By including additional
sensor data in this tightly coupled framework drift in specific parameters can be reduced and a
more accurate solution achieved.
As an application of this work, the technique has been presented performing accurate vi-
sual pose estimation using only low-overlap stereo images and yaw data. Quantitative results
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are shown from the constrained visual odometry technique over a simulated 400m and 300m
trajectory from field gathered data. 3D textured reconstructions are generated from these pose
estimates to show qualitative accuracy. This research will enable increased accuracy on future
sub-sea mapping of high interest locations by integrating the odometry estimate into a filter, but
also by enabling methods of producing sea-floor maps with lower cost AUV hardware. Future
work will involve demonstrating the technique on a full mission of the Sirius AUV, utilising loop
closure via openFABMAP and graph relaxation to constrain VO drift over the entire mission,
and the development of large scale environment reconstructions from the data.
In the next two chapters, we return to the use of only purely visual inputs to the bundle
adjustment framework, but applying the methodology to the main focus of this thesis: high
altitude airborne pose estimation. This creates a number of unique challenges, such as po-
tentially planar structure, long-range triangulation from small baselines and vibration induced
deformation on the stereo rig. In the following chapter, we deal with the problem of initialisa-
tion at long range for small baseline stereo pairs, a key step to bootstrapping the long-range
VO algorithm.
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Chapter 6
Robust Scale Initialisation For
Long-Range Stereo
Significant components of this chapter have been published in the paper: “Robust scale ini-
tialization for long-range stereo visual odometry” in Intelligent Robots and Systems (IROS)
Conference, 2013.
6.1 Overview
This chapter describes a challenging requirement and a precursor to achieving robust stereo
VO at long range. Unlike conventional stereo VO with large to mid-range baseline-to-depth
ratios (the stereo baseline divided by average depth of scene), initialising scale and accurate
scene structure for high altitude and other long-range applications can prove difficult if using a
stereo system as the only sensor. This is due to the well-known behaviour that a stereo system
effectively approaches a monocular approximation as scene depth increases. Traditionally, scale
in long range applications would be extracted from pre-estimated camera positions using INS,
GPS or other infrastructure based localisers on aircraft, motion models and radar based tracking
on satellites or identifying accurately located geo-markers on the ground. In the case of a stereo,
vision only system, we seek not to rely on any of these additional components.
Before we return to additional improvements to stereo bundle adjustment at long-range, ac-
curate initialisation with correct scale must be addressed for a long-range stereo VO system. In
contrast to the previous chapter (Ch. 5) that included sensor measurements additional to pure
vision, we seek to determine the ability of vision alone to perform accurate scale initialisation
and continuous stereo visual odometry at long range without the support of other sensors. This
analysis aims to work at the computational and algorithmic limits of stereo vision and find use-
ful output in this scenario. Any future implementation would likely include the improvements
of the previous chapter in a fully integrated and redundant system.
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For large scene depths, as was shown in Section 4.5, triangulation from a single stereo pair is
inadequate and noisy when the baseline-to-depth ratio becomes extremely small. Additionally,
vibration and flexible rigs in airborne applications mean accurate calibrations are often com-
promised. This chapter presents a technique for accurately initialising a long-range stereo VO
algorithm at large scene depth, with accurate scale, without explicitly attempting to compute
structure from rigidly fixed camera pairs. This technique is critical for the last chapter in this
thesis, which aims to perform long-range stereo under constraint at long-range for a deformed
stereo rig. Without an accurate initialisation, a long-range stereo algorithm will fail repeatedly
and not perform to the required level of reliability.
By performing a monocular pose estimate over a window of frames from a single camera,
followed by adding the secondary camera frames in a modified bundle adjustment, an accurate,
metrically scaled pose estimate can be found. To achieve this, the scale of the scene is included in
an extended multi-camera bundle adjustment method as an additional parameter, but encoded
as a multiplier on the baseline of a stereo pair. Results are presented both on the same simulated
and field gathered data from a fixed-wing UAV as in Chapter 3, but now includes a secondary
rigidly fixed camera. However, the epipolar geometry between the stereo pair is inaccurate
due to structural deformation in the camera rig and triangulation from the pair is inaccurate
due to the small baseline-to-depth ratio. Comparisons are made with more conventional VO
techniques where the scale is not explicitly optimised, and demonstrated over repeated trials
to indicate robustness.
As stated previously, VO is a well established field, with a large sum of literature on the
topic in recent years [21, 69, 76, 103]. However, stereo VO using rigidly fixed camera pairs has
received little investigation as a pose estimator in long-range (or ultra-short baseline) applica-
tions, mostly from a lack of accuracy and the nonlinear effects due to extremely small disparities
at this range. It is well known that with increasing distance of the scene from a camera pair,
the quantisation inherent from tracking features via single pixels means that depth error grows
quadratically [36] with distance (Fig. 6.1). Most applications of VO avoid the problems inher-
ent in scenes of large depth by either operating in environments where the camera system is in
close proximity to scene structure [64, 69, 76] or increasing the baseline of the stereo pair [59].
In these more conventional scenarios, 3D scene structure is initially triangulated from the
calibrated stereo pair, meaning no special initialisation step is needed. Additionally, scale is im-
plicitly defined by the stereo baseline. However, at large depths such triangulation is noisy and
structural deformation from vibration or other factors may render accurate triangulation from
the rigid pair impossible. This chapter addresses these shortcomings by presenting a technique
for accurately initialising the pose of a stereo camera pair from 8-10 sequential frames, at accu-
rate metric scale, for long-range applications where triangulation from a single pair is neither
reliable nor accurate. A novel initialisation routine is presented where modification is made
to bundle adjustment that includes the scale of the rigid-stereo transform as an optimisable
parameter, in addition to optimising the stereo transform within fixed bounds (an inequality
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constrained optimisation) to account for structural deformations. However, the development
and explanation of these constraints are left to a later chapter. By performing the initialisation
over a large window (∼8-10) of frames, poor scale observability is addressed and degeneracies
are avoided.
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Figure 6.1: Depth versus depth resolution and disparity for selected baselines of a stereo pair
with 1024×768 image resolution, focal length of f =∼6mm and a 3.75µm pixel size.
While the obvious technique in long-range sensing is to increase the baseline-to-depth ratio,
in many cases this is neither beneficial nor practical. With increasing baseline the stereo
calibration becomes increasingly unreliable due to flex and vibration induced deformation, and
the apparatus becomes unwieldly when placed on smaller vehicles. Structural deformation can
be counteracted by engineering but this also means larger, heavier rigs, which are specifically
unsuitable for flying vehicles where size and weight restrictions are paramount. In many long-
range stereo applications, a short baseline remains the only feasible implementation when seen
from an engineering perspective.
In most stereo-based VO algorithms, scene structure is directly triangulated from physical
stereo pairs and used to initialise a new pose update in an iterative fashion [38], dropping
the structure and re-triangulating at every step. However, at long range the triangulation
from a single pair is inadequate (See Fig. 6.1, reflective of the setup utilised in the airborne
stereo dataset presented in this thesis) and noisy, meaning a poor pose update and ultimately
poor reliability. By triangulating from a single camera moved spatially through time, a large
pseudo-baseline can be generated more akin to monocular VO, and the integration of multi-
ple observations from several images (rather than just two) ensures a high accuracy estimate
of structure can be found. Here lies the dichotomy: long-range stereo necessitates observa-
tions from wide baselines (beyond the range of a single stereo pair) to maintain accuracy and
reliability, but an accurately scaled initialisation is dependent on the geometry of the stereo
baseline.
Also inherent in long-range sensing is a range bias from short baseline triangulation that
grows with increasing depth, as discussed in Section 4.7. At disparities on the order of 10 pixels
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or less, triangulation from a single pair follows a non-Gaussian curve with a long tail [127],
that tends to overestimate scene depth and underestimate camera motion [113], adversely af-
fecting scale. Such non-Gaussian effects must be considered in filtered applications [128], where
individual observations are marginalised out quickly. However, these effects are less relevant
in a bundle-adjusted context where a least-squares multi-view approach quickly approaches a
Gaussian error, due to wide baseline observations over time.
In order to adequately initialise an accurately scaled pose estimate at long range, previous
techniques have utilised other sensors [155] to approximate scale, but only in a monocular per-
spective. In contrast, in this thesis we are interested in a vision-only initialisation for rigid-stereo
VO, without assuming known structure and ensuring robustness against poor initialisations.
A simple but na¨ıve implementation of the proposed initialisation technique is to perform a
fully monocular pose estimate using only a single physical (“base”) camera, then include the
secondary camera in a batch bundle adjustment to recover scale. However, the introduction of
a set of images from this second camera at an incorrect scale causes bundle adjustment to be
poorly initialised, with the obvious consequence of unreliable and poor convergence performance
[47]. The introduction of the second camera’s images causes a high re-projection error that will
force the base cameras and scene structure to move significantly with the scale error. By
introducing a specific scale term into the bundle adjustment routine (that encodes the scale
of the entire scene via the stereo baseline) convergence can then proceed without significantly
modifying camera positions or scene depth.
This chapter presents a technique for accurately initialising the pose of a stereo camera pair
over multiple frames, at accurate metric scale, for long-range applications where triangulation
from a single pair is neither reliable or accurate, and the information from a small set of cameras
is insufficient to estimate scale accurately at long range. The presented algorithm initialises
the stereo VO algorithm from a set of monocular poses, re-adds the secondary cameras via the
stereo baseline, and then explicitly optimise for the scale to recover metricity. By performing
an initialisation in this way, issues of poor triangulation and pose updates are avoided. An
accurate scale can be recovered in just the first few frames.
In addition, it is important to note that the technique is applicable even with the unreliable
calibration that can be present in these situations. A high vibration environment, coupled with
flimsy rigs to reduce weight, means that stereo calibrations are difficult to maintain and present
an additional challenge to a robust initialisation in more conventional algorithms. As allowed
by the proposed technique, including the parameters of the stereo transform as optimisable
variables means that vibration induced deformation can be alleviated while still maintaining a
viable, scaled VO output. Results are presented that demonstrate this in the next chapter, in
the context of a fixed-wing UAV at significant altitude (30-90m [100-300ft]), where the baseline-
to-depth ratio is small and relative disparity is small.
The rest of this chapter is outlined as follows: Section 6.2 describes a potential solution to the
problem that was initially attempted. However, with some simple analysis it’s deficiencies are
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Figure 6.2: Scaling of the stereo transform via the scale term κ
apparent. In Section 6.3, the modification to the multi-camera bundle adjustment methodology
is presented, then Section 6.4 describes the novel initialisation, VO method and modified bundle
adjustment methodology. Section 6.5 demonstrates results of the proposed algorithm on both
simulated and field-gathered data, and finally the chapter is concluded in Section 6.6.
6.2 A Simple Implementation
A simple implementation to recover scale without explicitly recovering structure would tend
to utilise a homogrophy or essential matrix generated from a camera pair. Here we take the
initial approach of using an essential matrix to recover relative pose between three overlapping
cameras, ensuring that one ‘pair’ is the stereo pair of the rigid rig. In this case, the scale between
these cameras is known quite well, and hence should be able to recover scale completely for the
set of three cameras. Importantly, it should ensure a wider triangulation baseline that does
not rely purely on the relatively small baseline of the pair. Initially, the essential matrix E1
between the base camera at two adjacent time-steps is recovered, and relative pose (up to scale)
extracted from this transform (s1t1) (Fig. 6.3). To avoid degeneracies caused by near-planar
structure, essential matrices must pass an additional ‘scene-spread’ test as in [154] and Sec.
3.9.2.1. This boot-strapping procedure ensures that accurate triangulation is achieved from a
wide-baseline pair and is not dependent on the geometric stereo transform.
To recover metric scale, an essential matrix E2 is also computed between the second camera
at the initial time-step and the base camera at the second time-step to give a second scaled
transform (s2t2). Through vector addition a linear solution to the scale terms is calculated:
[
t1 −Rk⊤t2
] [ s1
s2
]
=
[
tk
]
(6.1)
The relative poses are then scaled by the recovered terms to approximate metricity and then
bundle adjusted with recoverd structure to optimize the initialisation.
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E1 ⇒ s1t1
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Direction of travel
tk
Figure 6.3: The geometry of a simple initialization, showing a rigidly fixed pair of cameras at
two time-steps. The transform tk is already known from an approximate calculation
6.2.1 Deficiencies of this Method
Unfortunately, this method has three major deficiencies that prevent it from achieving a reliable
initialisation. In the case of cameras aligned along a single axis (typical for a fixed-wing UAV’s
motion), the solution reaches a degeneracy where only one simultaneous equation has well
estimated parameters, meaning the overall scale is often poorly estimated. Secondly, with only
three frames it is often the case that the third camera has not significantly translated well
enough to triangulate structure. Without additional information it is difficult to predict the
number of frames to skip before a wide enough baseline is generated. Third, estimating structure
from only three cameras is still insufficient to perform an accurate estimate, particularly if the
second problem is not addressed. These three problems mean that the initialisation step often
estimates scale poorly, and multiple iterations are required to recover a scale that allows a
functional bundle adjustment. We abandon the above approach and take the reasoning behind
these failures into account before continuing with an alternative method.
6.3 Introducing the Scale Parameter κ
We have previously stated the transfer or projection function for a set l of rigidly linked cameras
in Eq. 4.3, but restate it here for clarity:
xijk = K
kMiT
k
0Xj (6.2)
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where each physical camera is indexed by (k ∈ [0, l]), with significantly overlapping views,
synchronised to capture imagery at the same time instant. These additional cameras are related
to the base camera via a locally fixed stereo transform T k0 = [R
k
0 |t
k
0 ], additionally separating
intrinsics Kk to be unique to each physical camera. Here we explicitly define the physical
cameras as two unique rigidly linked cameras (k ∈ {0, 1}), with k = 0 as the base camera that
determines the origin of the local co-ordinate system of the camera pair, and k = 1 as the
secondary camera, that lies at some transform T 10 from the origin or base camera.
In this chapter we only consider the case of two cameras, where T 00 = [I|0] and T
1
0 =
[
R10|t
1
0
]
,
but the algorithm can be easily extended to more than two. For standard visual odometry with
two cameras, the transform T 10 would typically remain fixed. However, we explicitly include
the parameters that make up this transform as additional optimisable variables, and apply a
boundary on the allowable space in order to maintain an accurate transform, the subject of
the next chapter. This allows the algorithm to alleviate small deformations caused by external
factors such as vibration.
Now it is possible to introduce a scaling term κ to Eq. 6.2, that allows the translational
component of the stereo transform T k0 to scale in the vector defined by its units (Fig. 6.2):
xki,j = K
k [Ri|ti]
[
Rk0 |κt
k
0
]
Xj (6.3)
By optimising this variable in addition to the scene points, base camera positions and stereo
transform, any discrepancy in scale of the scene defined by adding the secondary cameras
is handled efficiently without rendering the bundle adjustment problem as poorly initialised.
The addition of the scale term κ does not significantly affect computational performance of
the bundle adjustment algorithm, but requires changes to the analytical derivatives of some
optimisation parameters. The analytical Jacobian for the optimised variables is shown in Table
6.1, expressed in terms of a number of simpler components.
Assigning from (6.3), the normalised homogeneous pixel co-ordinates, xβ , yβ, wβ can be
expressed as:
xβ =
⎡
⎢⎣
uβ
vβ
wβ
⎤
⎥⎦ ≡ [RiRk0 |Riκtk0 + ti]
therefore, the projected pixel co-ordinates xˆkij can be stated similarly to previous derivations
as:
xˆ
k
ij =
⎡
⎢⎣
uα
vα
1
⎤
⎥⎦ ≡ f(Kkxβ)
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where f(Kkxβ) again results in the affine part of f(Kkxβ). We restate the assignment:
G =
[
fsx γ
0 f
]⎡⎣ 1wβ 0 −xβw2β
0 1wβ
−yβ
w2β
⎤
⎦
(where f , sx and γ are the intrinsic components focal length, aspect ratio and skew respectively)
the components of the Jacobian can then be expressed simply as in Table 6.1. As can be seen,
the addition of the scale term does not significantly impact on the complexity of the Jacobian
entries, allowing a computationally efficient solution.
Table 6.1: The analytical derivatives
Stereo Transform
∂xˆkij
∂tk
0
= GRiκ
∂xˆkij
∂rk
= GRi
[
R¯kXj
]
×
∂xˆkij
∂κ
= GRitk0
Extrinsics
∂xˆkij
∂ti
= G
∂xˆkij
∂ri
= G
[
R¯i(RkXj + κtk0)
]
×
Scene
∂xˆkij
∂Xj
= GRiRk
6.4 Methodology
As has been described, in more traditional scenarios 3D scene structure is initially triangulated
from the calibrated stereo pair, hence there is no need for a special initialisation step. At large
depths such triangulation is inaccurate and structural deformation may render triangulation
impossible. Hence, a scaled solution is needed for camera pose without initially computing
structure from a geometric pair, more akin to monocular VO.
The novel components of the initialisation procedure performed in this chapter are described
in Fig. 6.4. Initially, an essential matrix E1 between the base camera at two adjacent time-steps
is recovered via the five-point algorithm [102], and relative pose (up to scale) extracted from this
transform. To avoid degeneracies caused by near-planar structure, essential matrices pass an
additional ‘scene-spread’ test as in [154]. This boot-strapping procedure ensures that accurate
triangulation is achieved from a wide-baseline pair and is not dependent on the geometric stereo
transform.
6.4.1 Monocular Visual Odometry
From this initialisation, a monocular VO (Fig. 6.4: Initialise monocular VO) is then performed
using the imagery from the base camera only in 5 main repeating steps:
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Initialize monocular VO
Figure 6.4: The long-range stereo initialisation routine. A monocular pose estimate on a set of
base camera images is followed by adding the secondary camera and optimising for the scale
constant κ. This is followed by the application of 1
κ
to recover metric scale, ready to perform
a long-range stereo VO.
1. Image capture
2. Feature matching
3. Pose update
4. Structure triangulation
5. Euclidean bundle adjustment
On a new image, upright SURF [6] descriptors are matched between the current and previous
base camera. From already triangulated structure and feature matches to the previous image,
the new base camera pose P 0i = K
0Mi is found using calibrated 3-point pose estimation, per-
formed inside a robust MLESAC [145] estimator to ensure a reliable pose update. New structure
is then triangulated using at least three observations, and then a Euclidean bundle adjustment
is applied to the set of extracted poses and their associated structure. A Levenberg-Marquadt
robust optimisation routine is followed as in previous chapters to ensure the estimation con-
verges quickly and efficiently. Essentially, the system performs a monocular visual odometry
that is consistent with that of previous chapters.
6.4.2 Scale Recovery
As should be clear, following a monocular visual odometry with only the base camera poses
means that the scale of the overall scene and camera is arbitrary, initialised so that the first
camera pair has unity distance to ensure stable numerical precision, irrespective of the true
distance between camera poses. In order to accurately recover scale, the stereo baseline must
now be included (in lieu of other scale measurements from an IMU or external reference) by
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utilising feature projections from the secondary camera to provide a geometric constraint on
the scale term. Before the scale recovery step is performed, a minimum set of monocular poses
from the base camera and associated structure is required. If too few frames are used, there will
be insufficient information with which to recover scale (as already described in Section 6.2). By
waiting for too many frames means the optimisation becomes a large computational problem,
slowing processing times and delaying the recovery of accurate scale beyond a reasonable time
frame. In order to successfully estimate scale, there must be a sufficient number of stereo pairs
in the optimisation and a sufficiently wide pseudo-baseline from the monocular poses that is
large in comparison to the stereo baseline. In the airborne case, a set of monocular frames
that is 5-10 times the baseline of the stereo pair, results in a pseudo baseline-to-depth ratio
>0.05 and contains >10 stereo frame-pairs is a conservative basis, but highly dependent on
configuration. Ultimately, the necessary number of frames before attempting to recover scale
must be empirically derived in consultation with an educated estimate based on robot speed,
image overlap and frame rate.
Following 20 frames of monocular visual odometry (an empirically derived number that is
suitable for the data presented later in this chapter), the secondary camera is introduced via
the pre-calibrated stereo transform T 10 to lie at the correctly scaled distance from each base
camera (Fig. 6.4: Add secondary cameras, estimate κ, scale by 1
κ
). In this configuration, the
re-projection error on the set of base cameras will be low due to the bundle adjusted set of
poses and scene, while the re-projection error on the set of secondary cameras will be high due
to the inaccurate scale. This will manifest in a large translational offset in feature projections
in the second camera if the cameras are close to parallel in their x or y pixel co-ordinates. This
is typical of most rigid-stereo configurations, whether vertical or horizontal.
The critical step is to now parameterise a bundle adjustment solution that optimises scene,
camera poses, the stereo transform and scale κ. In this parameterisation, base camera posi-
tions and scene should change relatively little; they have already been optimised in the initial
monocular VO and therefore their re-projection error should be initially and continue to re-
main low. Instead, the secondary cameras in the stereo pair must move significantly to reduce
re-projection error. Additionally, as has been mentioned in previous chapters, the stereo trans-
form may not be accurately calibrated due to vibration. Therefore, the parameters of the
stereo transform are also included in the optimisation. However, it is important to note at
this point that the parameters of the stereo transform are constrained by a log-barrier penalty
that restricts the movement of the translational components to only small deviations from the
calibration, as there is typically not enough support in the projective objectives to maintain
an accurate stereo transform if left to optimise without a constraint or penalty term (the im-
plementation of this method is left to Chapter 7). Instead, κ is conversely unconstrained, and
is able to accommodate the scale error between the second camera in the stereo pair and the
original, erroneous scale of the initialisation during optimisation: it is free to move in the entire
space of 0 to ∞ while the translational components of the stereo transform are only allowed to
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move by <1%. Once the optimisation routine has converged and the scale parameter κ is well
estimated, the entire scene and camera geometry is scaled by the inverse 1κ to recover metricity.
This forces κ back to a unity value and renders the final solution as correctly scaled without
adversely affecting the stereo transform, or requiring it to significantly change.
6.4.3 Stereo Visual Odometry
Following the monocular initialisation and scale recovery, stereo VO can now perform as normal
on the correctly scaled cameras and scene, closely following the 5 main steps as described in
6.4.1. On a new set of images from a stereo pair, features are matched both between the pair
and the previous base camera. The new base camera pose P 0i is found using calibrated PnP,
and the secondary camera initialised via the stereo transform T 10 . New structure is then trian-
gulated using only the base camera set to avoid dependence on fixed-stereo geometry. Following
this, the stereo bundle adjustment algorithm (including all cameras, the stereo transform with
constraints, but not the scale term) is applied on a sliding window of 12 of the most recent
frame pairs and their associated structure.
6.5 Experimental Results
To investigate the applicability of the algorithm and its robustness over multiple trials and
situations, we present results evaluated on both a simulated dataset and field gathered data.
To show the performance of the proposed algorithm that includes both a monocular initialisation
and scale optimisation, we compare it to a ‘standard’ stereo VO that triangulates structure from
rigid stereo pairs and against a similar monocular intiliser that does not explicitly optimise scale.
6.5.1 Simulated Experiments
In the first simulated experiment, each algorithm is evaluated over multiple trials at a range
of baseline-to-depth ratios. This is achieved by flying a pair of simulated cameras at varying
altitudes over a simulated 3D scene generated from previously gathered LiDAR data1 (Fig.
6.5). In all experiments the cameras have a 0.75m baseline and are flown at speeds ranging
from 15m/s to 50m/s to ensure image overlap, mirroring the motion of a generalised fixed-
wing UAV model. The total distance covered in each experiment is set to approximately 60m,
independent of flight speed and frame coverage. Additionally, the number of features tracked
per frame is kept approximately equal independent of altitude. Each image has a resolution
of 1024×768 pixels and each feature is projected with Gaussian noise of 1.0 pixels standard
deviation. The simulation is performed for 20 trials at each altitude, and the final pose error
compared to ground-truth recorded at each iteration.
1http://www.liblas.org/samples/
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Figure 6.5: The simulated scene
In the second experiment, the camera pair is flown at a 70m altitude for the same 60m
distance, with a fixed flight speed of 30m/s. However, in this case the proposed algorithm is
initialised at a range of scales, defined by the Euclidean distance between the first monocular
camera pair (see Fig. 6.4). By varying this value, the ability of the modified bundle adjust-
ment algorithm to converge in the presence of a poor initial scale is examined. Without the
optimisation of κ as representative of the scale of the scene, bundle adjustment is rendered
poorly initialised and should only converge if the initial scale closely approximates the truth.
In contrast, with the addition of κ to the optimisation, bundle adjustment should converge from
a wide range of initialisation scales. For this experiment, the algorithm with and without scale
optimisation is run for a range of initial scale errors, with 20 trials performed at each step to
examine consistency of performance.
6.5.2 Results
The results of these experiments are shown in Figs. 6.6 and 6.7, where the final pose error of
the novel initialisation scheme is directly compared to the standard VO in the former, and the
relative scale before and after optimisation with and without κ optimisation is demonstrated
in the latter.
In the first experiment (Fig. 6.6), the Euclidean distance between the final camera in the
initialisation and ground truth is used to define the final pose error. As reflected in the large
variance and high average pose error of the conventional VO above altitudes of approximately
40m, or a baseline-to-depth ratio of 1.9×10−2, the standard stereo pose estimator fails to
recover a sufficiently accurate pose. In many cases, the standard stereo estimator fails before
the minimum number of frames is completed due to the poor triangulation and subsequent lack
of viable feature tracks, in addition to forming degenerate pose updates that do not follow the
known motion of the cameras. As the altitude approaches 100m, the conventional estimator
consistently fails, approaching the limit of error at 60m, reflected in the high error, low variance
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Figure 6.6: Final pose error for varying altitudes calculated from the Euclidean distance between
the final camera poses of the VO and ground truth. Conventional stereo VO in red, modified
long-range VO in green.
result at the highest altitude.
In contrast, the long-range estimator with scale optimisation shows robust performance even
at altitudes up to 100m, achieving an accurately scaled pose within 5m over the trajectory in
all trials at the highest simulated altitude. In this configuration, according to Fig. 6.1, a 100m
altitude corresponds to a disparity of ∼ 9 pixels and a depth resolution of 12.5m from single
pairs. As is clear from this analysis, triangulation from a stereo pair in a conventional VO is
difficult and will generally fail in the first few frames at high altitudes.
In the second experiment (Fig. 6.7), the scale error (expressed as the ratio between ground
truth and recovered distance) before and after optimisation is demonstrated on the long-range
VO algorithm. A direct comparison is made between convergence with explicit κ optimisation,
and without. As can be seen, the addition of explicit scale optimisation ensures the algorithm
converges appropriately at a wide range of scale ratios (0.25↔1.5). However, without the
addition of the κ term the bundle adjustment algorithm fails to converge reliably except within
a range of ∼10% of the true value, demonstrating the necessity of the addition of the scale
term. This addition ensures far more reliable convergence at a wide range of unknown initial
scale values.
6.5.3 Field Data Experiment
In this experiment, stereo visual data gathered from a UAV is used to test the proposed algo-
rithm and compare its output to a GPS/INS ground-truth. In this experiment, due to vibration
induced deformation on the camera rig, the epipolar geometry is not well aligned causing stan-
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Figure 6.7: Scale error comparison before and after optimisation with and without explicit scale
optimisation. A scale of 1 is considered optimal. Bundle adjustment with κ in green, bundle
adjustment without κ in blue.
dard methods of stereo VO to fail, even at low altitude, due to inaccurate triangulation. To
counteract this, we implement the aforementioned optimisation of the stereo transform during
the bundle adjustment in addition to estimation of scale. Additionally, the altitudes at which a
standard VO algorithm is expected to accurately initialise are below the minimum baseline-to-
depth ratio demonstrated successfully in Fig 6.6. This means a conventional stereo VO method
is incapable of performing adequately.
6.5.3.1 Experimental Setup
The platform used for data gathering is the same remotely-piloted fixed-wing Unmanned Aerial
Vehicle (UAV) (Fig. 6.8) as described in Section 3.11.1, flown within visual line of sight from
the ground. While initially described as having a single camera, a second camera is rigidly
attached to the first via a rigid aluminium L-bar with an approximate baseline of 0.77m, both
placed looking down towards the terrain (see Fig. 6.8). The cameras are calibrated before flight
using a checkerboard calibration pattern to achieve an intrinsic calibration for each camera and
an approximated stereo transform between the cameras. In flight, however, vibration causes
misalignment in the epipolar geometry on the order of around 15 pixels.
6.5.3.2 Dataset
The dataset used is the same as gathered in Section 3.11.1, but here we explicitly include the
second camera to complete the experiment. To reiterate, data was collected over an approx-
imately 5 minute flight, at an altitude of 20-100m and a speed of ∼ 20m/s. Bayer encoded
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Figure 6.8: The experimental platform showing component layout. Blue line indicates length
and orientation of stereo baseline between on-board cameras.
colour images are logged at a resolution of 1280×960 pixels at 30Hz and later converted to
color for processing (Fig. 6.9). Raw GPS and filtered INS poses were recorded at 4Hz and
120Hz respectively from the XSens MTi-G to give a ground truth position comparison. The
area flown over by the aircraft consisted of rural farmland with relatively few trees, animals
and buildings.
6.5.4 Results
The monocular initialisation routine and stereo VO algorithm were applied to a sequence of the
trajectory at approximately 80-100m above ground level, as shown in Figures 6.10 and 6.11.
With a final pose error between the modified VO and ground truth of 22m over the 2.70km
trajectory, and a total distance covered within an error of < 2%, the result is within the error
bounds of most visual odometry algorithms in the typically simpler ground-based case. From
this, it can be seen that the presented pose initialiser is capable of estimating scale accurately
even at high altitude on field-gathered data, and allows a metrically scaled pose estimate at
extremely small baseline-to-depth ratios.
As described previously, a conventional VO fails within a few frames and does not perform
adequately in this scenario. This is due to both the inadequate structure triangulation from a
single pair due to the distance of the scene, but also the poor epipolar geometry.
6.6 Conclusion
This chapter has demonstrated an algorithm capable of accurately initialising a metrically scaled
pose from purely visual data in a long-range stereo application, where triangulation from a rigid
stereo pair is unreliable and standard VO methods of initialisation will fail. By introducing a
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Figure 6.9: An example image pair from the dataset, showing the small disparity between the
stereo pair. Left: Front Camera, Right: Rear Camera.
−350
−300
−250
−200
−150
−100
−50
0
4003002001000−100−200
Y 
(m
)
X (m)
 
 
Long Range VO
Ground Truth
Figure 6.10: Top view of comparison between visual odometry (green) and GPS/INS ground
truth (red). The entire trajectory is 2698m, with a relative distance error of ∼ 2%. Note the
accurate scale of the final trajectory.
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Figure 6.11: Perspective view comparison between visual odometry (green) and GPS/INS
ground truth (red), showing the approximate height of the trajectory from the ground plane.
novel initialisation that avoids rigid stereo triangulation and adding a new scale term into a
stereo-aware bundle adjustment routine, an accurately scaled pose estimate can be generated
at altitudes exceeding 80m for a 0.7m stereo baseline. Through the addition of a scale term,
the optimisation is well initialised and allows accurate estimation of the scale ratio between the
estimate and truth defined by the previously calibrated stereo baseline. The technique has been
shown on both simulated data and a difficult airborne dataset where standard stereo algorithms
fail.
This methodology now provides the necessary precursor for a long-range stereo (or multi-
camera) VO algorithm. Particularly, with these initialisation tools in hand, we can now develop
a VO algorithm that takes into account the deformations induced by environmental conditions
as well as accurately scaled pose estimates even where overall scale of the scene is weakly
observable from single stereo pairs.
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Chapter 7
Constrained Multi-Camera
Bundle Adjustment
Significant components of this chapter have been published in the paper: “High Altitude Stereo
Visual Odometry” in Robotics, Science and Systems Conference, 2013. The paper received the
award for “Best Interactive Presentation by a Student” at the conference. Other large parts
of this chapter are currently a part of the journal submission “Long-Range Stereo SLAM for
Low Altitude Flight of UAVs”, intended for publication in International Journal of Robotics
Research, 2014.
7.1 Overview
As noted in Chapter 5, most implementations of bundle adjustment for robotic VO have gen-
erally relied only on the visual information, with pose estimation algorithms treating the whole
VO system as a black box to be integrated with additional information in an overarching filter.
In Chapter 5, we have explored the integration of additional sensor information into the bundle
adjustment routine, more reflective of a filtered solution, but using the strong feature projection
information to reach a more optimal estimate.
In this chapter we return to utilising just camera sensor information, but importantly also
include the information provided in a multi-camera parameterisation or calibration, taking into
account the discussion in the later half of Chapter 4. Critically, this provides the potential
to perform ‘relaxed’ multi-camera visual odometry, where the homogenous transform between
rigidly attached cameras is no longer strictly fixed, but constrained by a known set of configura-
tion parameters. We perform this function to address a critical problem in many applications of
stereo and multi-camera VO: the stereo transform cannot be relied upon to maintain accuracy
over long periods or in some difficult conditions. This chapter focuses on the case of long-range
stereo VO for pose estimation of a UAV. In these conditions, the large baselines required and
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lightweight requirements of the rig mean that maintaining calibration under stressful vibration
and heat conditions is difficult. This chapter demonstrates the application of online estimation
of the stereo transform and its recovery in addition to demonstrating the performance of stereo
VO under long-range or ultra-short baseline conditions.
Importantly, in this chapter the focus is, again, on vision only estimation to explore the
limits of long-range stereo vision alone to initialise accurately and maintain consistent metric
scale over the course of a VO trajectory. Instead of the integration of inertial and other sensors
as was described in Chapter 5, the methodology and results in this chapter do not rely on any
external sensing. Ultimately, a practical implementation would include these additional sensors
in a tight coupling to achieve the maximum benefits of all the input data.
The theory developed in this chapter has a number of theoretically subtle, but practically
important, applications to a number of scenarios, and forms the key novelty of this thesis.
These include, firstly, the application to long term autonomy by relaxing the strict epipolar
geometry constraint in stereo based VO. Secondly, the ability to perform metrically accurate
visual odometry in the presence of weakly observable scale, where traditional stereo based
methods will fail, such as airborne multi-camera VO.
The developed theory is applied to the dataset first presented in Chapter 3, but also utilised
in Chapter 6.
7.2 Constrained Optimisation
In many optimisation algorithms, including most implementations of bundle adjustment, the
optimised variables and the cost function that integrates them is allowed to span the entire
space of real numbers. However, in many cases this is neither feasible or practical. Some
optimisations need to account for physical realities (such as a circle needing a strictly positive
diameter), and hence implement an inequality constraint to define the feasible region for a
variable. A general formulation of constrained optimisation can be setup as follows:
argmin
x
E (x) subject to
⎧⎨
⎩ct (x) = 0, if t ∈ Ect (x) > 0, if t ∈ I (7.1)
That is, minimise E (x) subject to the constraints ct (x) = 0 and ct (x) > 0, where E and
I are the sets of equality and inequality constraint equations, respectively. For the purposes
of future theory, we focus on the case of a linear inequality constraint. Take, for example, the
following minimisation subject to two simple but specific inequality constraints:
argmin
x1,x2
x21 + x
2
2
⎧⎨
⎩x1 ≥ 2x2 ≥ 1 (7.2)
This can be visualised as in Fig 7.1. In this case while the optimal solution is obviously
146
0 1 2 3 4 5
0
0.5
1
1.5
2
2.5
3
3.5
4  
x1
 
x 2
5
10
15
20
25
30
35
40
Figure 7.1: Minimisation of the function E (x1, x2) = x21 + x
2
2, subject to x1 > 2 and x2 > 1.
x∗1 = 0, x∗2 = 0, this does not satisfy the constraints. The optimally feasible (that is, within the
constraints) solution is x1 = 2, x2 = 1.
While constraints can be highly complex and non-linear, for the case of linear constraints,
the constraint equations are of the form:
ct (x) = x− b (7.3)
or
ct (x) = b− x (7.4)
for lower and upper bounds respectively (due to the requirement ct (x) ≥ 0), where b is termed
the barrier value. To implement a specific region of feasibility that is not infinite, two con-
straints can be implemented for a single variable, denoting the barrier terms b1 and b2 as the
lower and upper limits, respectively. There are a number of approaches to implementing a
satisfactory inequality constraint in a non-linear optimiser. Due to their suitability for the
bundle adjustment problem, we explore two methods here, and weight their cons and benefits:
log-barrier and gradient-projection constrained optimisation.
7.3 Log-Barrier Constrained Optimisation
A simple method of implementing an inequality constraint is using a soft method where the
value of a cost function increases as the variable approaches the limits of the constraint. We
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model the cost function of a variable x as it approaches the inequality constraint ct(x) as:
F (x, b) = µt ln (ct (x)) (7.5)
where ln is the natural log and µt is termed the barrier parameter and is used to tune the cost
as the parameter approaches the barrier (See Fig. 7.2). Using Eq. 3.41 as a basis, a logarithmic
barrier function can be integrated as a soft constraint in an augmented cost function to ensure
the optimisation of specific parameters remains within specific bounds, i.e.
G (x,b) = E (x)− F (x,b) =
n∑
i
∥ ϵi ∥
2 −
∑
t∈I
µt ln ct (x) (7.6)
The augmentation of the cost is negative due to the nature of the log-barrier function. We
can see what might happen to the cost as the optimiser progresses: as a variable x approaches
b the cost term (log ct (x)) grows and the influence of the inequality constraint increases. A
step that takes x beyond b will also yield an infinite cost and hence not be updated in a
bundle adjustment step. Instead, a Levenberg-Marquadt optimiser will increase the damping
parameter to instantiate a smaller parameter step on the next iteration.
p−q  p p+q 0 
   
   
   
   
   
   
   
   
inf
Figure 7.2: The log barrier cost for varying values of µt, within the barriers p− q and p+ q.
While augmenting the cost-function (Eq. 7.6) will prevent a convergence step that will
result in breaking an inequality constraint if we observe Eq. 3.46, a na¨ıve implementation has
an undesired effect of preventing or significantly slowing convergence of other variables when
the barrier is approached, even if only for a single variable. To minimise this effect while still
maintaining the influence of the inequality constraint, the Jacobian for the constrained variable
can be augmented such that the speed of minimisation on the constrained variable slows as it
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approaches the barrier. Here, we note the derivative of the log-barrier function:
∂Ft
∂xˆ
=
µt
ct (x)
(7.7)
Hence, if the full Jacobian were to be formed for a set of parameters x = [x0, x1, · · · , xn] (with
observations zi = [zi0 , zi1 , · · · , zim ] and constraints ci = [ci0 , ci1 , · · · , cit ] for each variable xi)
the Jacobian elements would be added together (similarly to Eq. 3.65), i.e.
Jx(zj) =
[
∂zj
∂x0
∂zj
∂x1
· · ·
∂zj
∂xn
]⊤
(7.8)
Jx(ct) =
[
∂ct
∂x0
∂ct
∂x1
· · ·
∂ct
∂xn
]⊤
(7.9)
Jx = Jx(z0) + Jx(z1) + · · ·+ Jx(zm) + Jx(c0) + Jx(c1) + · · ·+ Jx(cs) (7.10)
Hence the approximate Hessian is again formed and the normal equations generated ready
for an optimisation step i:
J⊤x Jx∆
i = −J⊤x ϵ
i (7.11)
7.3.0.1 Example
To examine the convergence of the convergence of the Log-Barrier method, a simple example
can be implemented (Fig. 7.3). In this case, the solver attempts to minimise a function of two
variables, x1, x2, such that E (x1, x2) = (x1 − 3)2 + x22, subject to the inequality constraint
x2 > 2.
From an initialisation at x1 = 8, x2 = 8 the function rapidly converges towards the optimal
minimum (without constraint) of x∗1 = 3, x∗2 = 0. However, in the region x2 ≈ 2, x2 ≥ 2
the log-barrier constraint introduces a proportionally large influence on the Jacobian, reducing
the rate of convergence of x2. It can be seen that while the minimiser converges close to the
optimal value given the constraints, the estimation of x2 repeatedly ‘bounces’ off the barrier
and convergence slows.
Importantly, note that the value of x2 never actually touches the barrier, as this would yield
a near infinite cost. In this case, the inequality constraint remains strictly as in inequality.
Additionally, the function never actually reaches the truly optimal solution, with constraints,
of x∗1 = 3, x∗2 = 2 due to the influence of the log-cost but settles close to x1 ≈ 3.001, x2 ≈ 2.118.
7.4 Log-Barrier Constrained Bundle Adjustment
Moving from these more theoretical implementations, the effectiveness of the log-barrier method
can now be explored when constraining the estimated stereo geometry on a stereo rig. It can be
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Figure 7.3: Minimisation of the function E (x1, x2) = (x1 − 3)2 + x22, subject to x2 > 2 in a
log-barrier constrained optimisation.
safely assumed that for a stereo rig the deformations are small unless catastrophically deformed.
Therefore, the variables for rotation and translation between the two cameras can be defined
in a strictly feasible region. The stereo transform is parameterised as 6 variables (x, y, z, roll,
pitch, yaw), yielding 12 constraints (2 per parameter, defining an upper and lower bound).
From a known calibration, such as that generated from a set of checkerboard images, the
feasible region can be implemented based on the initial value p of a parameter (such as trans-
lation along the x -axis) plus a bound ±q (See Fig. 7.2). The resultant barrier values p− q and
p+ q are synonymous with the barrier value b of Eq. 7.4, defining the equivalent barrier terms
b1 and b2. For now, the magnitudes of q for each variable are empirically evaluated based on
experiment. They could alternatively, for example, be estimated via an analysis of material
expansion based on temperature or elasticity of the material under load.
7.4.1 Constrained Stereo Optimisation
The new cost function can now be derived from Eq. 7.6 so that it includes the sum of both
re-projection errors and each barrier constraint on the stereo transform T k0 for the secondary
camera. Addition of the barrier Jacobian components as described in Eqs. 7.8-7.9 results in
the augmented shared parameter matrix Sk:
Sk =
n,m∑
i,j
J⊤SijkΣ
−1
xijk
JSijk −
6∑
t∈I
µt
log ct (x)
(7.12)
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where the first term incorporates the standard shared parameter Jacobian with respect to the
shared stereo parameters (from 4.18), and the second term incorporates the additional terms
in the Jacobian generated from the barrier function.
Using this simple update to the methodology, it is now possible to optimise for 3D scene, base
camera poses and the shared stereo transform under strict constraint conditions. This allows the
bundle adjustment algorithm to converge appropriately without the stereo parameters leaving
the feasible space. Given that the stereo transform defines the scale of a solution via the length
of the baseline, constraints that restrict this transform ensure that accurate scale is maintained
even when the distance to the scene means the observability of the stereo baseline is weak.
7.5 Log-Barrier Constrained Bundle Adjustment: Field
Data Experiments
To demonstrate the utility of the Log-Barrier algorithm and compare it to some of the theory
already generated in this thesis, the algorithm is evaluated over the same airborne dataset
to estimate pose. To differentiate the new method from the others the results are evaluated
using three levels of increasing capability: 1) stereo VO pose estimation with unconstrained
stereo parameter optimisation, 2) stereo VO pose estimation with constrained stereo parameter
estimation, and 3) constrained stereo optimisation with additional loop-closure to reduce final
pose drift. Loop closure and final pose optimisation are again provided by openFAB-MAP
and Hog-Man respectively. The different stereo VO algorithms are applied over 9600 frames in
the gathered dataset, comprising about 90% of the full trajectory, accounting for takeoff and
landing where proximity to scene renders the algorithm unsuitable.
In Figures 7.2 and 7.4, the pose estimate over the full 6.5km trajectory is shown for each
case, from a top-down and side perspective to highlight the performance of the algorithm at
high altitude. In Fig. 7.2a (top), it can be seen that the trajectory suffers significantly due to
scale drift and poor pose estimation over the trajectory. In Fig. 7.2b (centre), the addition of
constraints on the stereo transform ensures that scale does not drift, and the pose estimate is
significantly improved over the length of the trajectory. It is important to reiterate here that a
pose estimator that does not estimate the stereo transform will always fail in this case due to
the non-rigidity of the stereo rig and so is not represented in these results.
To highlight the effectiveness of the stereo optimisation with and without these constraints,
the 6 degrees of freedom are graphed in Figs. 7.3 and 7.4 for both the constrained and un-
constrained cases over the trajectory. As can be seen, without an effective constraint on the
motion of the variables, particularly the translational components, the stereo transform drifts
rapidly from the initial calibration and as a consequence, scale drifts significantly. In several
sections the unconstrained estimator fails to converge to a new value at the bundle adjustment
stage (Fig. 7.3), meaning that the stereo transform defaults to the original calibration.
Due to the observability of the rotational components (Fig. 7.4), no large-scale walk or bias
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Figure 7.4: The final visual pose estimate (both VO and loop-closed VO) compared with ground
truth, seen from a side perspective to highlight altitude range above ground-level
is observed as in the translational components, but some drift is still observable in the yaw
component. Note, however, the prevention of transient errors (in estimated roll) by the intro-
duction of constraints that prevent convergence to widely inaccurate estimates. Additionally,
note the tendency for the constrained estimator to force values towards the initial calibration
value. While this may prevent the recovery of the true value of a particular parameter, it could
also avoid bias induced by the coupling of certain transitional/rotational components. On small
scales, these different motions are difficult to distinguish and would require ground-truthing of
the stereo transform movement to evaluate the effect.
In Fig. 7.2c (bottom), the constrained stereo VO seen in Fig. 7.2b (centre) is comple-
mented by the FAB-MAP and HOGMan based loop-closure to improve the pose estimate over
the trajectory. Figure 7.5 highlights the enforced loop closures over the trajectory. Multiple
crossovers are detected and enforced. Notably, the differing trajectories are maintained in true
3D to ensure map consistency. For the described dataset, there were a total of 82 loop-closure
events detected and enforced in the graph optimiser.
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Figure 7.2: The final visual pose estimate (both VO and loop-closed VO) compared with ground
truth, seen from a top-down perspective.
Figures 7.6a and 7.6b highlight the accuracy in recovery of pose over the trajectory for
the constrained VO and SLAM cases. In particular, Fig. 7.6b shows the recovered accuracy
in orientation, reflecting the rapid roll and pitch motions of the aircraft during flight. These
results indicate the ability of the algorithm to inform pose for future online control.
7.6 Conclusion
In this chapter the addition of constraints to the bundle adjustment problem via a penalty
function has been explored, assisting in maintaining feasibility where certain parameters are
poorly observable. By using the multi-camera parameterisation given in previous chapters,
constraints have been applied to the stereo transform between jointly overlapping cameras to
allow their freedom in calibration online, while ensuring that they remain within strict bounds so
that their limited observability does not cause them to leave a zone of feasibility. By applying
a log-barrier constraint to the stereo parameters, the technique has been shown to work on
gathered stereo data with a known poor initial stereo calibration. The technique has been
demonstrated against unconstrained stereo VO and shown to dramatically improve the pose
estimation.
In summary, this chapter shows the first demonstration of long-range stereo VO from a fixed-
wing aircraft under poor calibration conditions, initially presented at the Robotics, Science and
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Figure 7.3: a) The stereo transform translational components without constraints (black), in
reference to Fig. 7.2a and with constraints (blue), in reference to Fig. 7.2b. Constraints on
each variable of the transform are highlighted in red. Without constraints, the components of
the stereo transform shown in black drift significantly in a random fashion, negating the impor-
tant scale constraint the stereo transform provides, and the algorithm often fails to converge,
reverting back to the original calibration. With constraints, the translational components are
kept within the strict bounds and the scale is maintained. b) A closeup of the constrained
region showing the translational components with constraints (blue)
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Figure 7.4: The stereo transform rotational components without constraints (black), in reference
to Fig. 7.2a and with constraints (blue), in reference to Fig. 7.2b (centre). Constraints on each
variable are highlighted in red. Due to the observability of rotational components, there are no
consistently large errors in the estimate. However, note the prevention of transient errors due
to the constraints and the growing yaw error during the progression of the dataset.
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Figure 7.5: Detected loop-closure links enforced through graph optimisation.
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Figure 7.6: a) The visual pose estimates compared with ground truth separated into x, y and z
axes. Note the circular motion of the aircraft and height change halfway through the dataset.
b) The visual pose orientation estimate compared with ground truth separated into roll, pitch
and yaw. Note the circular motion manifested in the yaw variable.
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Systems Conference in June 2013. The key challenges to overcome in this demonstration in-
cluded the need to relax the dependence on a fixed calibration of the stereo rig due to vibration
induced deformations on the true stereo transform, the need to reduce dependence on triangula-
tion directly from stereo pairs due to the small baseline-to-depth ratio and the need to recover
scale to an accurate value even when it is poorly observable in the small baseline-to-depth
condition of the presented dataset. These challenges were overcome by the introduction of a
modified bundle adjustment algorithm suited to multi-camera calibration from online data, the
development of a modified long-range stereo initialisation routine to bootstrap the sequential
algorithm when scale was poorly observable, and optimising the stereo transform online using
purely visual information to account for vibration induced deformation. For more traditional
stereo VO methods, each of these challenges render such algorithms unsuitable and prone to
extreme fragility. Due to dependence on a fixed stereo calibration and accurate triangulation
from stereo pairs other ‘standard’ stereo methods will consistently fail in these conditions,
highlighting the effective novelty of the method and results presented in this chapter.
Future work based on the outcomes of this chapter would investigate alternative constrained
optimisation schemes such as the Gradient-Projection method. Use of such a method has
distinct advantages over the log-barrier penalty method as it has better optimality, better
convergence properties and does not slow down optimisation as parameters approach a barrier.
However, the implementation of this and application on gathered data is left as a later exercise.
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Chapter 8
Discussion and Conclusions
This thesis has presented a number of novel additions to the bundle adjustment methodology,
as well as novel demonstrations on unique datasets using previously untested combinations of
sensor data. Starting from first principles, it presents novel extensions for multiple rigidly fixed
cameras and constraints to allow online calibration of parameters within fixed bounds. In addi-
tion, the inclusion of additional sensors in a multi-objective format has allowed demonstration
on data previously un-processable for successful visual odometry. Most importantly, it used
several of these techniques to develop and demonstrate a stereo VO algorithm for long-range
application on UAVs.
The methodology first presented a monocular bundle adjustment from first principles of
projective geometry and least-squares optimisation, in addition to presenting a basic monocular
visual odometry methodology. The method was demonstrated on an airborne dataset with a
single camera gathered from a fixed-wing UAV.
The first novel contribution presented the development of a multi-camera projective transfer
function that allowed a more optimal method of bundle adjustment, but also demonstrated the
technique as capable of calibrating a stereo pair online on data gathered by a ground-vehicle.
In addition, the sensitivity of stereo calibration was explored for long-range applications, and
the inherent range bias that might affect filtered solutions was shown to have a reduced effect
when the full trajectory of features was taken into account in a bundle adjusted method.
The second novel contribution was the exploration of including additional sensor data to
the bundle adjustment methodology in a unique combination, assisting in processing of data
previously un-processable in a traditional VO framework. By implementing a multi-objective
bundle adjustment that takes into account projective objectives as well as that from magnetic
sensors, poorly observable parameters are demonstrated better constrained, specifically in the
case of reduced yaw drift for low-overlap imagery from an AUV. This has important implications
in comparison to a filtered solution. By taking into account all information, reducing the effect
of marginilisation that would be present in a filter, a more optimal solution is likely gained.
With better partitioning and faster computation this may ultimately allow the bundle adjusted
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method to potentially compete with a filter in online applications that require it.
The third novel contribution was the development of a method of initialising stereo VO
at long range without explicitly relying on structure triangulation from a stereo pair. Due to
the inherently noisy triangulation at long range with a short baseline pair, and the potential
for a poorly calibrated camera pair, this methodology leverages a monocular initialisation but
importantly includes the second camera to optimise and refine scale to a correct value. This
is the inherent reason for performing stereo VO at long range: the inclusion of scale to show
that a vision only pose estimate is still possible even at large altitudes or distance from tracked
features.
Finally, the fourth novel contribution was the inclusion of constraints in the bundle adjust-
ment methodology to ensure that, when calibrating the stereo transform online, the parameters
stay within a region of strict feasibility. This assists in allowing odometry to be performed in
the presence of a poor initial calibration but also ensures scale is constrained by the limited
range of translations, which can be poorly observed in the long-range case. By implementing
a log-barrier constraint, and augmenting the cost function and shared parameter matrix, the
method was demonstrated on the airborne data presented earlier in the thesis and the method
shown to work over the entire length of the dataset.
The implications of this work are directly relevant to the robotics and visual odometry
community. By primarily addressing the ability to calibrate rigid-rig geometry online, the
techniques demonstrate that it is ultimately possible to address a severe limitation of stereo
VO methods to date: dealing with vibration, pressure and impact induced calibration errors.
This has important follow-on effects for other fields. Namely, the largest effect is in deployed
field robotics, where the inter-camera calibration can not be guaranteed to remain in the strict
region of reliability. Additionally, indoor applications and very small vehicles with small inter-
camera baselines may benefit from the techniques, as well as applications that require extremely
wide baselines such as mining vehicles or airborne robots that need rigs of minimal size and
weight.
8.1 Future Work
There are a number of avenues to pursue to develop the techniques further and explore novel
applications. Firstly, the exploration of a more refined multi-objective bundle adjustment for the
integration of additional sensors and secondly, the implementation of more refined constraint-
based techniques for faster and more accurate bundle adjustment with constraints.
The key limitation of the current multi-objective bundle adjustment implementation is the
inability to appropriately integrate variances for vastly differing sensor models, particularly
in generating a consistent cost function. For a purely projective bundle adjustment a unity
variance is easily formed and justified as there are no additional measurements of concern.
However, when combining additional sensor measurements with a projective observation the
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relationship between the two variances is not always clear due to the different units of each
data type. This was addressed in a similar way to some traditional filters in this thesis, where
the relative variance was determined empirically through experimentation and L-curve based
estimation, but a more concrete method of relating variance between visual and other sensors
observations is important to any future work on this methodology.
In the implementation of the constrained bundle adjustment, a log-barrier method was used
due to it’s simplicity. This, however, has some drawbacks. As noted, the convergence rate tends
to slow as a parameter approaches the barrier and the log-barrier influence grows, even if only
one parameter is near the barrier. Additionally, the cost will often settle with parameters not
necessarily near the optimum due to the barrier cost. As noted, an alternative method could be
implemented that accounts for some of these drawbacks. While a gradient-projection method is
more complicated to implement than the log-barrier, it allows optimality in the solution while
maintaining the constraints and does not significantly impact on convergence when a parameter
approaches and touches the barrier. Any future work should include this method and others as
an alternative to the log-barrier method.
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