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Re´sume´
On sait, depuis des travaux de Burde et de Rham, que l’e´tude
des repre´sentations du groupe d’un nœud dans le groupe des ma-
trices triangulaires supe´rieures inversibles d’ordre 2 permet de de´tecter
les racines du polynoˆme d’Alexander du nœud. Dans ce travail, nous
nous proposons de ge´ne´raliser ce re´sultat et ce en conside´rant les
repre´sentations du groupe du nœud dans le groupe des matrices tri-
angulaires supe´rieures inversibles d’ordre n, n ≥ 2. Cette approche
nous permettra de retrouver la de´composition du module d’Alexander
a` cœfficients complexes du nœud.
Abstract
It is known, since works of Burde and de Rham, that one can
detect the roots of the Alexander polynomial of a knot by studying
the representations of the knot group into the group of the invertible
upper triangular 2×2 matrices. In this work, we propose to generalize
this result by considering the representations of the knot group into the
group of the invertible upper triangular n × n matrices, n ≥ 2. This
approach will enable us to find the decomposition of the Alexander
module with complex cœfficients of the knot.
1 Introduction
Soient K un nœud de S3 , V (K) un voisinage tubulaire de K , X =
S3 \ V (K) son comple´mentaire et pi = pi1(S3 \ V (K)) le groupe fonda-
mental de X . Soit µ un me´ridien du nœud. Notons X∞ le reveˆtement
cyclique infini de X correspondant au groupe des commutateurs pi′ = [pi, pi]
et pi/pi′ ≃ T = 〈t|−〉 le groupe quotient monoge`ne infini engendre´ par
1
l’image t du me´ridien µ . Les groupes d’homologie H∗(X
∞,C) sont munis
d’une structure de Λ = C[t, t−1]-modules. Ces modules sont des modules de
torsion et de type fini. Le module H1(X
∞,C) est appele´ module d’Alexan-
der a` cœfficients complexes du nœud. Son ide´al d’ordre est principal. Tout
ge´ne´rateur de cet ide´al est appele´ polynoˆme d’Alexander de K et est note´
∆K(t) (voir [Gor78]).
Le module d’Alexander a` cœfficients complexes se de´compose sous la forme
H1(X
∞,C) =
⊕
∆K(α)=0
τα, avec τα =
kα⊕
i=1
τ iα, ou` τ
i
α =
Λ
(t− α)qi
,
qi ∈ N
∗ et kα = dimC(H
1(pi,Cα) ⊗Λ Cα). Ici, pour α ∈ C
∗ , on notera Cα
le Λ-module C dont l’action est donne´e par
q(t) · z = q(α)z, q(t) ∈ Λ.
Le Λ-module C1 est simplement note´ C .
Soit Gn le groupe des matrices triangulaires supe´rieures inversibles d’ordre
n , n ≥ 2. On regarde le produit semi-direct H1(X
∞,C) ⋊ T , qui s’in-
jecte dans
∏
∆K(α)=0
kα∏
i=1
Λ
(t− α)qi
⋊ T . Or, un facteur de la forme
Λ
(t− α)q
⋊
T s’injecte dans Gq+1 (voir [BF08]), d’ou` l’inte´reˆt de conside´rer les
repre´sentations, c’est-a`-dire homomorphismes de groupes, du groupe du
nœud a` valeurs dans Gn , n ≥ 2. Plus pre´cise´ment, nous nous inte´ressons a`
l’e´tude des repre´sentations qui sont de la forme
ρn(γ) =


α|γ| x12(γ) x13(γ) . . . x1n(γ)
0 1 x23(γ) . . . x2n(γ)
...
. . .
. . .
...
...
. . . 1 xn−1,n(γ)
0 . . . . . . 0 1


,
avec | γ |= p(γ), ou` p : pi → pi/pi′ ≃ Z de´signe la projection canonique.
Ce choix a e´te´ motive´, d’une part, par les travaux de [Dwy75], [FS87]
et [Mor04] qui ont e´tabli un lien entre le produit de Massey et l’e´tude des
homomorphismes de groupes, des suites centrales descendantes des groupes
libres, du calcul diffe´rentiel libre ou encore des invariants de Milnor. Le pro-
duit de Massey est de´fini a` l’aide des matrices triangulaires supe´rieures avec
1 sur la diagonale. D’autre part, ce choix a e´te´ motive´ par les travaux de
Burde et de Rham qui se sont inte´resse´s au cas n = 2 [Bur67] et [dR67]. Plus
pre´cise´ment, ils ont se´pare´ment montre´ qu’il existe des repre´sentations non
abe´liennes du groupe du nœud dans G2 si et seulement si α est racine du
polynoˆme d’Alexander. Ils ont e´galement montre´ que kα = dimH
1(pi,Cα).
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Soit, pour n ≥ 2, l’application ρVn qui a` γ ∈ pi associe la matrice
ρVn (γ) =
(
α|γ| V (γ)
0 φn−1(γ)
)
ou` V = (v1, . . . , vn−1) est un (n − 1)-uplet de 1-cochaˆınes de pi dans le
pi -module Cα (voir paragraphe 2) et φm : pi → GL(m,C) est l’homomor-
phisme abe´lien de´fini par
φm(µ) =


1 1 0 · · · 0
0 1 1
. . .
...
...
. . .
. . .
. . . 0
...
. . . 1 1
0 · · · · · · 0 1


.
Posons
Cn = {U ∈ Z
1(pi,Cα) | ∃ (v2, . . . , vn−1) ∈ (C
1(pi,Cα))
n−2,
ρ(U,v2,...,vn−1)n ∈ Hom(pi,Gn)} .
Nous montrerons que Cn est un sous-espace vectoriel de l’ensemble des 1-
cocycles Z1(pi,Cα) qui contient l’ensemble des 1-cobords B
1(pi,Cα). Plus
pre´cise´ment, nous montrerons le re´sultat suivant :
The´ore`me 1 Soit n ≥ 2, alors l’ensemble des 1-cobords B1(pi,Cα) est
strictement contenu dans Cn si et seulement s’il existe 1 ≤ i ≤ kα tel que
qi ≥ n− 1.
De plus, dimCn = 1 + card{1 ≤ i ≤ kα | qi ≥ n− 1} .
Si nous supposons que les puissances qi sont ordonne´es de sorte que
1 ≤ q1 ≤ . . . ≤ qkα
alors nous obtenons le re´sultat suivant :
Corollaire 2 1. Dans la filtration de l’espace des 1-cocycles Z1(pi,Cα),
on a :
B1(pi,Cα) = Cqkα+2 ( Cqkα+1 ⊆ Cqkα ⊆ · · · ⊆ C2 = Z
1(pi,Cα) .
2. La codimension du sous-espace Cp dans Cp−1 est e´gale au nombre des
qi e´gaux a` p− 2, c’est-a`-dire
dimCp−1 − dimCp = card{1 ≤ i ≤ kα | qi = p− 2} , ∀ p ≥ 3 .
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La suite descendante des sous-espaces vectoriels (Cp)p≥2 ainsi de´crite nous
permet donc de retrouver la de´composition du module d’Alexander a` cœffi-
cients complexes du nœud.
Remarquons qu’une correction de U ∈ Z1(pi,Cα) par un cobord se traduit
par une conjugaison de ρ
(U,v2,...,vn−1)
n et posons
Cn = {{U} ∈ H
1(pi,Cα) | ∃ (v2, . . . , vn−1) ∈ (C
1(pi,Cα))
n−2,
ρ(U,v2,...,vn−1)n ∈ Hom(pi,Gn)} .
Alors, on a :
Corollaire 3 1. L’espace vectoriel Cn est non re´duit a` ze´ro si et seule-
ment s’il existe 1 ≤ i ≤ kα tel que qi ≥ n− 1.
2. Dans la filtration de l’espace de la premie`re classe de cohomologie
H1(pi,Cα), on a :
{0} = Cqkα+2 ( Cqkα+1 ⊆ Cqkα ⊆ · · · ⊆ C2 = H
1(pi,Cα) .
3. La codimension du sous-espace Cp dans Cp−1 est e´gale au nombre des
qi e´gaux a` p− 2, c’est-a`-dire
dimCp−1 − dimCp = card{1 ≤ i ≤ kα | qi = p− 2} , ∀ p ≥ 3 .
Les repre´sentations ρVn sont me´tabe´liennes, c’est-a`-dire leurs restrictions au
deuxie`me sous-groupe des commutateurs pi′′ = [pi′, pi′] sont triviales. Un
travail re´cent de [BF08] a porte´ sur la classification des repre´sentations
me´tabe´liennes irre´ductibles du groupe d’un nœud dans SL(n,C) et
GL(n,C).
Remarque 4 La matrice ρVn (γ), pour γ dans pi , est un syste`me de
de´finition du produit de Massey < U, h1, . . . , h1︸ ︷︷ ︸
(n−2)
> (voir [Kra66] et [FS87]).
L’ensemble Cn peut eˆtre de´fini en fonction du produit de Massey :
Cn = {{U} ∈ H
1(pi,Cα) |< U, h1, . . . , h1︸ ︷︷ ︸
(n−2)
>= 0} .
2 Equations d’obstruction
Soient Γ un groupe de pre´sentation finie et M un Γ-module a` gauche.
L’espace des n-cochaˆınes Cn(Γ,M) du groupe Γ dans le module M , pour
n ≥ 0, est par de´finiton l’espace des fonctions f de Γn dans M . L’ope´rateur
δ : Cn(Γ,M)→ Cn+1(Γ,M) est donne´ en petites dimensions par [Bro82] :
δa(γ) = γ · a− a, pour tout a ∈M ,
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δf(γ1, γ2) = γ1 · f(γ2)− f(γ1γ2) + f(γ1), pour tout f ∈ C
1(Γ,M) .
Si U de´signe un cocycle dans Zi(Γ,M), i ≥ 1, on notera par {U} sa classe
de cohomologie dans H i(Γ,M).
Soient α, β ∈ C∗ , les Λ-modules Cα et Cβ sont munis de la structure de
pi -modules via la projection pi ։ T et l’action est donne´e par
γ · z = α|γ|z , ∀ γ ∈ pi et ∀ z ∈ C .
Si f ∈ C1(pi,Cα) et g ∈ C
1(pi,Cβ) de´signent deux cochaˆınes a` valeurs dans
les pi -modules Cα et Cβ , alors on notera f∪g ∈ C
2(pi,Cαβ) leur produit-cup
donne´ par :
f ∪ g(γ1, γ2) = f(γ1)β
|γ1|g(γ2) , γ1, γ2 ∈ pi .
Notons Nm le groupe des matrices triangulaires supe´rieures d’ordre m avec
1 sur la diagonale. Le groupe Nm e´tant un groupe de Lie nilpotent, toutes
les repre´sentations de pi a` valeurs dans Nm sont abe´liennes. Ce re´sultat peut
eˆtre retrouve´ en utilisant un re´sultat classique de Milnor [Mil54]. En effet,
Milnor montre que la suite centrale descendante du groupe d’un nœud est
stationnaire. Plus pre´cise´ment, il montre que Ckpi = C1pi = pi′ , pour tout
k ≥ 1, ou` (Ckpi)k≥0 de´signe la suite centrale descendante de pi .
Puisque pi/pi′ ≃ T = 〈t|−〉 , toute repre´sentation abe´lienne se factorise par T
et est comple`tement de´termine´e par la donne´e de l’image de µ . Conside´rons
φm : pi → Nm l’homomorphisme abe´lien de´fini par
φm(γ) =


h0(γ) h1(γ) h2(γ) · · · hm−1(γ)
0 h0(γ) h1(γ)
. . .
...
...
. . .
. . .
. . . h2(γ)
...
. . . h0(γ) h1(γ)
0 · · · · · · 0 h0(γ)


et
φm(µ) =


1 1 0 · · · 0
0 1 1
. . .
...
...
. . .
. . .
. . . 0
...
. . . 1 1
0 · · · · · · 0 1


= Im +Nm
ou` Im de´signe la matrice identite´. Alors, pour tout k ∈ Z :
φm(µ
k) = (Im +Nm)
k =
k∑
p=0
(
k
p
)
N pm =
k∑
p=0
hp(µ
k)N pm (1)
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ou`
(
k
p
)
, p ∈ N , de´signe le cœfficient binomial de´fini par
(
k
0
)
:= 1 et
(
k
p
)
:=
k(k − 1) · · · (k − p+ 1)
p!
∈ Z .
Les applications hp : pi → C , p ≥ 1, sont solutions des e´quations d’obstruc-
tion :
δhp +
p−1∑
i=1
hi ∪ hp−i = 0
et h0 ∈ Hom(pi,C
∗).
Soit n ≥ 2 et soit ρVn : pi → Gn de´finie par
ρVn (γ) =
(
α|γ| V (γ)
0 φn−1(γ)
)
Alors, φn−1 e´tant un homomorphisme abe´lien, une telle repre´sentation ρ
V
n ,
lorsqu’elle existe, est me´tabe´lienne, c’est-a`-dire sa restriction au deuxie`me
sous-groupe des commutateurs pi′′ = [pi′, pi′] est triviale. En effet, pour le
prouver, il suffit de ve´rifier que ρVn |pi′ est abe´lienne. Or, pour tout γ ∈ pi
′ ,
ρVn (γ) est une matrice de la forme(
1 ∗
0 In−1
)
car la repre´sentation obtenue a` partir de ρVn en supprimant la premie`re
ligne et la premie`re colonne est abe´lienne et deux matrices de cette forme
commutent. Donc ρVn est me´tabe´lienne.
Maintenant, une condition ne´cessaire et suffisante pour que ρVn soit un homo-
morphisme se traduit par ρVn (γ1γ2) = ρ
V
n (γ1)ρ
V
n (γ2), pour tous γ1, γ2 ∈ pi ,
et est e´quivalente a`
V (γ1γ2) = α
|γ1|V (γ2) + V (γ1)φn−1(γ2) , ∀ γ1, γ2 ∈ pi. (2)
On en de´duit que Cn est un sous-espace vectoriel de Z
1(pi,Cα). De plus,
remarquons que s’il existe b0 ∈ C
0(pi,Cα) tel que v1 = δb0 , alors vi =
−b0 ∪ hi−1 , pour 2 ≤ i ≤ n− 1, donne un (n− 1)-uplet V = (v1, . . . , vn−1)
solution de (2). Donc Cn est un sous-espace vectoriel de Z
1(pi,Cα) qui
contient l’ensemble des 1-cobords B1(pi,Cα).
La condition d’homomorphie (2) de ρVn est e´quivalente au syste`me suivant
(S)


v1 ∈ Z
1(pi,Cα)
−δvi =
i−1∑
p=1
vp ∪ hi−p ,∀ 2 ≤ i ≤ n− 1
(voir aussi [FS87]).
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En conclusion, nous cherchons un vecteur V = (v1, v2, . . . , vn−1) de l’espace
vectoriel (C1(pi,Cα))
n−1 ve´rifiant
δvi +
i−1∑
p=1
vp ∪ hi−p = 0, pour i = 1, . . . , n− 1 (3)
Comme H2(pi,Cα) = 0 si et seulement si ∆K(α) 6= 0 [BA00, prop. 2.1], un
tel vecteur existe lorsque α n’est pas racine du polynoˆme d’Alexander. Dans
le cas ou` α est racine du polynoˆme d’Alexander du nœud, nous utiliserons
le re´sultat suivant pour la re´solution des e´quations d’obstruction.
Proposition 5 Soit n ≥ 2 et soit α ∈ C∗\{1} une racine du polynoˆme
d’Alexander du nœud.
Alors, il existe un uplet V = (v1, . . . , vn−1) ve´rifiant (3) si et seulement s’il
existe une famille d’homomorphismes de groupes
ϕi : pi
′/pi′′ → (C,+), 1 ≤ i ≤ n− 1
ve´rifiant
ϕi(µ
kyµ−k) = αk
i∑
p=1
(
−k
i− p
)
ϕp(y),∀ y ∈ pi
′/pi′′ et ∀ k ∈ Z . (4)
Preuve. Commenc¸ons par remarquer que l’e´quation (4) peut se mettre sous
la forme matricielle
Φ(µkyµ−k) = αkΦ(y)J−kn−1 , ∀ y ∈ pi
′/pi′′ et ∀ k ∈ Z (5)
ou` Φ de´signe le vecteur ligne (ϕ1, . . . , ϕn−1) : pi
′/pi′′ → Cn−1 et Jn−1 :=
φn−1(µ) de´signe la matrice introduite au de´but de ce paragraphe.
Supposons que V existe. Rappelons que s’il existe b0 ∈ C
0(pi,Cα) tel que
v1 = δb0 alors vi = −b0 ∪ hi−1 , 2 ≤ i ≤ n − 1, donne une famille de
1-cochaˆınes ve´rifiant (3). Plus ge´ne´ralement, si v1 = . . . = vk−1 = 0 et si
vk = δb0 , alors vk+i = −b0∪hi , pour 1 ≤ i ≤ n−1, donne une telle famille.
Donc nous pouvons supposer que vi(µ) = 0, pour tout 1 ≤ i ≤ n − 1.
Chacune des cochaˆınes vi (resp. hi ) est me´tabe´lienne donc elle passe au
quotient par pi′′ et de´finit ainsi une 1-cochaˆıne de pi′/pi′′ a` valeurs dans Cα
(resp. C). Conside´rons, pour 1 ≤ i ≤ n − 1, les applications ϕi = vi|pi′/pi′′ .
Comme V ve´rifie (2), pour tout γ ∈ pi′ et tout k ∈ Z , on a :
V (µkγµ−k) = αkV (µ−k) + V (µkγ)φn−1(µ
−k)
= (αkV (γ) + V (µk)φn−1(γ))φn−1(µ
−k)
= αkV (γ)φn−1(µ
−k) .
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D’ou`
Φ(µk[γ]µ−k) = αkΦ([γ])φn−1(µ
−k) ,
ou` [γ] de´signe la classe de γ dans pi′/pi′′ .
Re´ciproquement, supposons qu’il existe une famille d’homomorphismes de
groupes ϕi : pi
′/pi′′ → C , 1 ≤ i ≤ n − 1, telles que Φ = (ϕ1, . . . , ϕn−1)
ve´rifie (5) et posons
V (γtk) = Φ([γ])Jkn−1 , ∀ γ ∈ pi
′ et ∀ k ∈ Z .
Alors, pour tous (γ1t
k1), (γ2t
k2) ∈ pi′ ⋊ T , on a :
V ((γ1t
k1)(γ2t
k2)) = V ((γ1 + t
k1γ2)t
k1+k2)
= Φ([γ1 + t
k1γ2])φn−1(µ
k1+k2)
= (Φ([γ1]) +Φ(t
k1 [γ2]))φn−1(µ
k1+k2)
= Φ([γ1])φn−1(µ
k1+k2) +Φ(tk1 [γ2])φn−1(µ
k1+k2)
= Φ([γ1])φn−1(µ
k1+k2) + αk1Φ([γ2])φn−1(µ
k2)
= V (γ1t
k1)φn−1(µ
k2) + αk1V (γ2t
k2) .
Ainsi V ve´rifie (2). ✷
3 De´composition du module d’Alexander
Dans ce paragraphe, nous utilisons les sous-espaces vectoriels Cn pour re-
trouver la de´composition du module d’Alexander a` cœfficients complexes
du nœud. Notons qu’un raisonnement analogue a` celui que nous pre´sentons
dans la suite de ce paragraphe a e´te´, re´cemment, utilise´ par [BF08] pour
montrer l’existence des repre´sentations me´tabe´liennes re´ductibles fide`les du
groupe du nœud dans GL(n,C).
D’apre`s [BZ85] et [Gor78], le premier groupe d’homologie H1(X
∞,C) est
un C-espace vectoriel de dimension finie, qui est isomorphe a` pi′/pi′′⊗C . Ce
dernier peut eˆtre muni de la structure de Λ-module via l’action
t · (y ⊗ z) = (µyµ−1)⊗ z , ∀ y ∈ pi′/pi′′ et ∀ z ∈ C .
Rappelons que le module d’Alexander a` cœfficients complexes d’un nœud
K de S3 se de´compose sous la forme
H1(X
∞,C) =
⊕
∆K(β)=0
τβ, avec τβ =
kβ⊕
i=1
τ iβ, et τ
i
β =
Λ
(t− β)qi
, qi ∈ N
∗
Supposons maintenant que α est une racine du polynoˆme d’Alexander.
Puisque HomC(pi
′/pi′′ ⊗ C,Cα) ≃ HomZ(pi
′/pi′′,Cα), les applications ϕi
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de´crites dans la proposition 5 de´finissent, par extension des scalaires, des
applications C-line´aires ϕi : pi
′/pi′′ ⊗ C→ Cα ve´rifiant (4).
Le but des deux lemmes suivants est d’e´tablir un lien entre l’existence des
applications ϕi de´crites dans la proposition 5 et les puissances qi .
Lemme 6 Soit n ≥ 2.
Soit ϕi : pi
′/pi′′ ⊗ C → Cα , 1 ≤ i ≤ n − 1, une famille d’applications C-
line´aires ve´rifiant (4) et soit τ =
Λ
(t− α)q
.
Si q ≤ n− 2, alors ϕ1|τ ≡ 0.
Preuve. Notons Φ := (ϕ1, . . . , ϕn−1), alors Φ ve´rifie (5), pour tout y ∈
pi′/pi′′ ⊗ C ,
Φ((t− α) · y) = αΦ(y)(J−1n−1 − In−1)
et pour tout y ∈ τ ,
0 = Φ((t− α)q · y) = αqΦ(y)(J−1n−1 − In−1)
q .
Supposons que q < n−1, alors la (q+1)-ie`me composante de αqΦ(y)(J−1n−1−
In−1)
q est donne´e par (−α)qϕ1(y). D’ou` le re´sultat. ✷
Lemme 7 Soit q ∈ N∗ et soit τ =
Λ
(t− α)q
, alors, pour tout 2 ≤ n ≤ q+1,
il existe une famille d’applications C-line´aires ϕi : τ → Cα, 1 ≤ i ≤ n− 1,
ve´rifiant (4), avec ϕ1 6= 0.
Preuve. Il suffit de montrer qu’il existe un vecteur ligne Φ =
(ϕ1, . . . , ϕn−1) : τ → C
n−1 qui ve´rifie (5).
Soit n un entier tel que 2 ≤ n ≤ q+1 et soit Φ = (ϕ1, . . . , ϕn−1) : τ → C
n−1
donne´e par :
{
Φ(e0) = (1, 0, . . . , 0)
Φ(ej) = α
jΦ(e0)(J
−1
n−1 − In−1)
j , ∀ 1 ≤ j ≤ q − 1
et prolonge´e par C-line´arite´ sur τ , ou` {ej = [(t − α)
j ]; j = 0, . . . , q − 1}
de´signe une C-base de τ .
Remarquons que Φ est bien de´finie puisque q ≥ n− 1 et pour tout y ∈ τ ,
Φ((t− α)q · y) = αqΦ(y)(J−1n−1 − In−1)
q = 0 .
Soit 0 ≤ j ≤ q − 2. Alors
Φ(t · ej) = Φ(ej+1 + αej)
= αj+1Φ(e0)(J
−1
n−1 − In−1)
jJ−1n−1
= αΦ(ej)J
−1
n−1
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et
Φ(t · eq−1) = αΦ(eq−1)
= αqΦ(e0)(J
−1
n−1 − In−1)
q−1
= αqΦ(e0)(J
−1
n−1 − In−1)
q−1J−1n−1
= αΦ(eq−1)J
−1
n−1 .
Ainsi
Φ(t · ej) = αΦ(ej)J
−1
n−1 , ∀ 0 ≤ j ≤ q − 1
et
Φ(tk · y) = αkΦ(y)J−kn−1 , ∀ y ∈ τ et ∀ k ∈ Z .
Donc Φ ve´rifie (5). ✷
Nous avons vu, dans la proposition 5, qu’il y a une correspondance entre les
Λ-homomorphismes de H1(X
∞,C) a` valeurs dans Cα et le premier groupe
de cohomologie H1(pi,Cα). Plus pre´cise´ment,
H1(pi,Cα) ≃ HomΛ(H1(X
∞,C),Cα)
≃ HomΛ(τα,Cα)
≃
kα⊕
i=1
HomΛ(τ
i
α,Cα)
Donc une base de H1(pi,Cα) est donne´e par B = ({U1}, . . . , {Ukα}), ou`
Ui : H1(X
∞,C)→ Cα, 1 ≤ i ≤ kα est un ge´ne´rateur de HomΛ(τ
i
α,Cα). Par
abus de notation, nous confondrons {Ui} avec le Λ-homomorphisme corres-
pondant. Nous pouvons alors pre´senter la de´monstration du the´ore`me 1 :
Preuve du the´ore`me 1. Soit n ≥ 2. Pour de´montrer le the´ore`me 1, nous
allons prouver que
Cn = B
1(pi,Cα)⊕Vect{Ui | qi ≥ n− 1} .
Soit U un cocycle de pi dans Cα appartenant a` Cn , alors, il existe un
homomorphisme de groupes ρ
(U,v2,...,vn−1)
n de pi dans Gn tel que
ρ(U,v2,...,vn−1)n (γ) =
(
α|γ| U(γ) v2(γ) . . . vn−1(γ)
0 φn−1(γ)
)
, γ ∈ pi
D’apre`s la proposition 5, l’existence des cochaˆınes vj , 2 ≤ j ≤ n − 1, est
e´quivalente a` l’existence des applications C-line´aires ϕj : pi
′/pi′′ ⊗ C → Cα
telles que
ϕj(t
k · y) = αk
j∑
p=1
(
−k
j − p
)
ϕp(y) , ∀ k ∈ Z et ϕ1 = {U}
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D’autre part, ∃ (λi)1≤i≤kα ∈ C
kα tel que {U} =
kα∑
i=1
λi{Ui}.
Soit 1 ≤ i0 ≤ kα tel que qi0 < n− 1, alors d’apre`s le lemme 6 :
{U}(y) = 0, ∀ y ∈ τ i0α .
C’est a` dire λi0{Ui0}(y) = 0, ∀ y ∈ τ
i0
α car {Ui}|τ jα ≡ 0, ∀ i 6= j.
D’ou` λi0 = 0.
Re´ciproquement, soit i ∈ {1, . . . , kα} tel que qi ≥ n − 1. D’apre`s la pro-
position 5, pour montrer que Ui ∈ Cn , il suffit de montrer que, pour tout
2 ≤ j ≤ n−1, il existe une application C-line´aire ϕj : pi
′/pi′′⊗C→ Cα telle
que
ϕj(t
k · y) = αk
j∑
p=1
(
−k
j − p
)
ϕp(y), ∀ k ∈ Z et ϕ1 = {Ui}
Or l’existence de telles applications est assure´e par le lemme 7.
✷
4 Exemple du nœud 1099
Le premier exemple, dans le tableau de la classifiaction des nœuds, dont
la torsion n’est ni cyclique ni semi-simple est le nœud 1099 . La matrice de
Seifert du nœud 1099 est donne´e par
V =


−1 −1 0 0 0 0 −1 0
0 −1 0 0 0 0 0 0
−1 −1 −1 0 0 0 −1 0
−1 0 −1 1 0 1 0 0
−1 −1 −1 1 1 1 −1 1
0 0 0 0 0 1 0 0
0 −1 0 0 0 0 −1 0
−1 −1 −1 1 0 1 −1 1


(voir http ://www.indiana.edu/∼knotinfo/) donc une matrice de
pre´sentation du module d’Alexander est A(t) = V T − tV , ou` V T
de´signe la matrice transpose´e de V . Le polynoˆme d’Alexander du nœud
1099 est donne´ par ∆1099(t) = (t
2 − t+ 1)4 et ses racines sont α = eipi/3 et
α−1 = e−ipi/3 .
Soit n ≥ 3. Nous cherchons un vecteur ligne Φ = (ϕ1, . . . , ϕn−1), ou` les
ϕj : pi
′/pi′′⊗C→ Cα , 1 ≤ j ≤ n−1, sont des applications C-line´aires telles
que
Φ(tk · y) = αkΦ(y)J−kn−1 , ∀ y ∈ pi
′/pi′′ ⊗ C et ∀ k ∈ Z .
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Comme Λ-module, le module d’Alexander a` cœfficients complexes du nœud
1099 est isomorphe a` Λ
8
/
(Λ8A(t)). Or le module Λ8 est un Λ-module libre
dont la base canonique est donne´e par ei = (0, . . . , 0, 1, 0, . . . , 0), pour 1 ≤
i ≤ 8. Posons xij = ϕj(ei), pour 1 ≤ i ≤ 8 et 1 ≤ j ≤ n− 1. Alors
Φ(tk · ei) = α
kΦ(ei)J
−k
n−1 , ∀ k ∈ Z et ∀ 1 ≤ i ≤ 8 ,
ou` Φ(ei) est le vecteur ligne (xi1, . . . , xi,n−1). De plus, pour que Φ de´finisse
une application sur Λ8
/
(Λ8A(t)) il faut et il suffit que
Φ(Λ8A(t)) = 0 (6)
autrement dit,
Φ(tkeiA(t)) = 0 , ∀ k ∈ Z et ∀ 1 ≤ i ≤ 8 .
Or
Φ(tkei(V
T − tV )) = αkΦ(ei(V
T − αV ))J−kn−1
+αk+1Φ(eiV )(In−1 − J
−1
n−1)J
−k
n−1 .
Donc (6) est e´quivalente a`
(V T − αV )ϕ+ αV ϕ(In−1 − J
−1
n−1) = 0 , (7)
ou` ϕ = (ϕj(ei)) 1≤i≤8
1≤j≤n−1
.
– Pour n = 2 : La condition (7) est e´quivalente au syste`me suivant :

x11 = αx51
x21 = x61
x31 = −x51
x41 = α
2x51 + (α− 1)x61
x71 = (α− 1)x61
x81 = −αx51
Il s’en suit que dimH1(pi,Cα) = 2, ou` pi est le groupe du nœud 1099 .
– Pour n = 3 : La condition (7) est e´quivalente a` :

x11 = αx51
x21 = x61
x31 = −x51
x41 = α
2x51 + (α− 1)x61
x71 = (α− 1)x61
x81 = −αx51
x12 = αx51
x22 = x62 + (−α
2 + 2α)x51
x32 = −2x51
x42 = (α− 1)x62 + α
2x61 + (α− 2)x51
x52 = (−2α
2 + α)x61 + 2x51
x72 = (α− 1)x62 + (α− 2)x51 + α2x61
x82 = (−2− α
2)x61 − αx51
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Ceci implique que la (t−α)-torsion du module d’Alexander du nœud 1099
se de´compose sous la forme :
τα =
Λ
(t− α)q1
⊕
Λ
(t− α)q2
, avec q1, q2 ≥ 2 .
– Pour n = 4 : Par un calcul direct, on montre que pour que la condition (7)
soit satisfaite, il faut que x51 = x61 = 0, autrement dit, il faut que ϕ1 ≡ 0.
Par syme´trie, nous concluons que le module d’Alexander a` cœfficients
complexes du nœud 1099 se de´compose sous la forme :
Λ
(t− α)2
⊕
Λ
(t− α)2
⊕
Λ
(t− α−1)2
⊕
Λ
(t− α−1)2
.
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