





















In this research, the sequential model-based global optimization (SMBO) is used to sequentially adjust 
the parameter values of replica exchange method. In the conventional replica exchange method, the 
optimum number of replicas and the upper and lower limits of temperature must be determined. Therefore, 
herein, we attempt to reduce the parameters setting load of the user and improve the search accuracy by 
updating the parameter values using SMBO. 








































































































𝐸𝐼(𝑝) = (𝜏 − 𝑦(𝑝))Φ(
𝜏 − 𝑦(𝑝)
𝑠(𝑝)












 本研究では Latin Hyper Cube Sampling（LHS）を用い次 
 



















布を図 1 に示す．図 1 から 0 付近ほど確率が高く，指数
分布に似た傾向があると考えられる．なお，解 a から解 b



















100 × 99 × 98 × 97





















































































分布間の距離を見るため Kullback-Leibler divergence（KL 
divergence）を使用した．2 つの確率分布𝑝(𝑥)，𝑞(𝑥)につい
て，𝑝(𝑥)の𝑞(𝑥)に対する KL divergence は 
 










のため，離散分布における KL divergence を使用する．階
級数が𝑀，階級𝑖である確率がそれぞれ𝑃(𝑖)と𝑄(𝑖)である
とき，𝑃(𝑖)の𝑄(𝑖)に対する KL divergence は 
 













図 2. 改悪の分布と近似して得た分布 
 








nrw1379.tsp 0.01686 3.259 × 103 5.668 × 100 
pcb1173.tsp 0.01131 7.016 × 103 4.057 × 100 
pr2392.tsp 0.01212 2.158 × 103 1.182 × 100 
rat783.tsp 0.02684 5.747 × 104 1.572 × 101 
rl1304.tsp 0.01077 6.795 × 103 −1.208 × 10−1 
r1323tsp 0.01268 6.710 × 103 −1.049 × 10−1 
u1060tsp 0.05483 1.225 × 105 −1.419 × 10−1 


































11 21 31 41 
nrw1379.tsp 2.05 *3.03 *2.96 *3.12 *3.06 
pcb1173.tsp 2.87 3.05 3.14 *3.28 *3.43 
pr2392.tsp 3.09 3.36 *3.45 *3.87 *3.66 
rat783.tsp 2.26 *2.92 *3.34 *3.19 *3.40 
rl1304.tsp 5.37 *2. 42 *2.92 *3.40 *3.91 
rl1323.tsp 3.76 *2.36 *2.42 *3. 13 *3.10 
rl1889.tsp 3.73 *3.17 3.85 3.83 4.26 
u1060.tsp 1.26 *2.72 *2.79 *2.99 *3.10 







𝑁 × 20 × 32 
 






























表 3. 真の温度における TSP の精度 
Ploblem 
提案手法 
11 21 31 41 
nrw1379.tsp 3.30 3.42 3.36 3.34 
pcb1179.tsp 3.69 3.68 3.77 4.85 
pr2392.tsp 3.24 4.59 6.00 3.70 
u1060.tsp 3.48 3.40 3.65 3.60 
 
表 4. 性質の似た問題のデータを流用した場合におけ
る TSP の精度 
Ploblem 
提案手法 
11 21 31 41 
rl1304.tsp 3.46 3.67 4.37 3.85 
rl1323.tsp 3.24 3.36 3.34 2.71 










 ある問題で得た GPR の学習データが他の問題に流用
できるか検討する．これにより，GPR の学習データの増
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