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We use the rational tableaux introduced by Stembridge to give a bideterminant basis for
a normal reductive monoid and for its variety of noninvertible elements. We also obtain a
bideterminant basis for the full coordinate ring of the general linear group and for all its
truncations with respect to saturated sets. Finally, we deduce an alternative proof of the
double centraliser theorem for the rational Schur algebra and the walled Brauer algebra
over an arbitrary infinite base field which was first obtained by Dipper, Doty and Stoll.
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0. Introduction
Let k be an infinite field. Assume for the moment that k = C. Amongst the several instances of Schur–Weyl duality there
are;
• the symmetric group Symr and the general linear group GLn acting on V⊗r , V = kn the natural module of GLn.• the Brauer algebra Br(n) or Br(−n) and the orthogonal or symplectic group acting on V⊗r , V = kn the natural module of
the orthogonal or symplectic group.
• the walled Brauer algebra Br,s(m), see [1] or [7], and the general linear group GLm acting on V⊗r ⊗ (V ∗)⊗s, V = km the
natural module of GLn.
The initial motivation of this paper was the third instance of Schur–Weyl duality for k any infinite field. The way to
understand this duality is to consider the action of the orthogonal group Om ⊆ GLm as well. For the orthogonal group,
we have V = V ∗. So, by the second instance, we should have that the centraliser algebra is a subalgebra of the Brauer
algebra Br+s(m). The problem is to show that the image of the walled Brauer algebra and the enveloping algebra of GLm
in Endk(V⊗r ⊗ (V ∗)⊗s) are each other’s centraliser. The hard part here is to show that the centraliser algebra of the walled
Brauer algebra is the enveloping algebra of GLm. This led us to study a certain reductive submonoidM ofMatm×Matm which
is the main topic of this paper. In fact we have to studyM as a monoid scheme and then deduce afterwards that it is reduced
over k. To do this we will apply modified versions of the methods of [37,31]. We will state results in a form which makes
the link with the general theory of reductive groups clear. This is made possible by an improved result about straightening
in [9]. To make the exposition as clear as possible we first consider bideterminant bases for the variety of n × n-matrices
Matn and for the symplectic group Sp2m. Our method is to move in the sequence Matn, Sp2m,M things as much as possible
in the Matn-direction and to give for the other cases only proofs if they differ significantly from the previous case.
The paper is organised as follows. In Section 1 we state the results on bideterminants and straightening from [9] and
mention the linkwith the general theory of reductive groups. Furthermorewe give a result which relates enveloping algebra
of a submonoid of Matm × Matm in Endk(V⊗r ⊗ V⊗s) with its vanishing ideal. In Section 2 we give the basic results about
bideterminants and straightening in the symplectic case. This is based on Oehms’ work [31]. Since we want to explain the
link with the general theory of reductive groups, we have to do the straightening directly in k[SpMn] and not in k[SpMn]/(d)
as in [31]. The point is that we have to know something about the shapes of bideterminants of lower degree that show
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up during straightening. In Section 3 we finally give the results about bideterminants and straightening for the monoidM .
To construct our bideterminant basis we need rational tableaux as introduced by Stembridge [35]. We also show that the
full coordinate ring of GLm has a bideterminant basis and we show that M is normal and therefore, by a result of Rittatore,
Cohen–Macaulay. In Section 4 we give a proof of the double centraliser theorem for GLm and the walled Brauer algebra
Br,s(m) acting on V⊗r ⊗ (V ∗)⊗s.
1. Preliminaries
Throughout this paper k denotes an infinite field and K denotes the algebraic closure of k. We will denote a scheme over
a commutative ring R always like XR, the base ring as a subscript. All schemes in this paper are affine and algebraic over the
base ring. We refer the reader to [24] or [12] for the basics about schemes. We will only make a very modest use of these. If
A is a commutative R-algebra, then we write X(A) = XR(A) for the points of XR over A. In case R is Z or our infinite field k we
will, to keep notation manageable, simply denote X(k) by X.We denote the coordinate ring of XR by R[XR], it can be identified
with the R-algebra of morphisms XR → A1R, where A1R denotes the affine line over R. There is a canonical homomorphism of
R-algebras from R[XR] to the algebra of R-valued functions on X(R); we denote its image by R[X(R)]. If the base ring is Z or
k, then the epimorphism k[Xk] → k[X] is an isomorphism if and only if Xk is reduced and X(k) is dense in X(K). To avoid
artificial generality, we will work over Z if we want results valid for more general rings than fields. The reader can obtain
the result he is interested in by tensoring with his favorite ring (e.g. C).
Now let n be an integer ≥ 1, let Matn,Z be the Z-scheme of n × n-matrices and let GLn,Z be the Z-group scheme
of n × n-matrices. So, for a commutative ring A, Matn(A) is the set of n × n matrices over A and GLn(A) is the group
of invertible n × n matrices over A. We have Z[MatZ] = Z[(xij)ij], the polynomial algebra over Z in the matrix entries
xij. Furthermore, Z[GLZ] = Z[MatZ][det−1]. The group scheme GLn,Z × GLn,Z acts on Matn,Z via (g, h) · A = gAh−1 for
g, h ∈ GLn(R), A ∈ Matn(R) and R a commutative ring. We obtain an action on the coordinate ring of Matn,Z which is given
by ((g, h) · fR)(A) = fR(g−1Ah) for f ∈ Z[MatZ], g, h ∈ GLn(R), A ∈ Matn(R) and R a commutative ring. The action of the
left resp. right factor of GLn,Z × GLn,Z on Z[Matn,Z] comes from the left resp. right multiplication and therefore we refer to
it as the left resp. right regular action. We note here that for R any commutative ring R[GLR] is flat over R, since R[Matn,R] is
free over R and localisation is exact. As a consequence the category of GLn,R-modules is abelian, see [24, I.2.9]. In fact one
can show with a bit more effort that R[GLn,R] is free over R. In Section 3 we will see an explicit basis.
We denote the character group (the homomorphisms to GL1,Z) of the maximal torus of GLn,Z of diagonal matrices by X .
We have X ∼= Zn where the ith diagonal matrix entry corresponds to the ith standard basis element εi of Zn. We denote
the set of dominant (relative to the Borel subgroup of upper triangular matrices) weights λ1 ≥ λ2 ≥ · · · ≥ λn by X+
and the set of the polynomial dominant weights, i.e. partitions of length ≤ n, λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0, by Λ+(n). Put
n := {1, . . . , n}. For λ ∈ X we put |λ| = ni=1 λi. In case λ is a partition we say that λ is a partition of r if |λ| = r .
Furthermore, |{i ∈ n | λi ≠ 0}| is called the length of λ. For λ,µ ∈ X we write µ ≤ λ if λ − µ is a sum of positive roots,
i.e. if |λ| = |µ| andji=1 µi ≤ji=1 λi for all j ∈ n. For partitions this is the well-known dominance order. Now let λ be a
partition of length l ≤ n. Then the shape or Young diagram of λ is the set of pairs (i, j), where 1 ≤ j ≤ λi and 1 ≤ i ≤ l. The
conjugate partition of λ is the partition whose diagram is the transpose of that of λ. We denote it by λ′. Note that the length
of λ′ is λ1, the number of columns of λ.
We assume given a linear order≼ on n, for example the natural order. A tableau of shape λ is a function from the shape of
λ to n and a bitableau of shape λ is a pair (S, T )where S and T are tableaux of shape λ. A tableau is called standard if, according
to≼, its entries are strictly increasing down the columns and weakly increasing in the rows from left to right. Note that for
two linear orderings ≼1 and ≼2 of n there is a permutation of n which induces a bijection between the tableaux that are
standard relative to ≼1 and those that are standard relative to ≼2. For a partition λ of length l ≤ n we define the canonical
tableau of shape λ, Tλ, to be the tableau of shape λwhose entries in the ith row are all equal to i, 1 ≤ i ≤ l. Now let (S, T ) be
a bitableau of shape λ. Then the product of the minors
det

(xS(r,i) T (s,i))1≤r,s≤λ′i

, (1)
1 ≤ i ≤ λ1, in Z[Matn,Z] is called the bideterminant associated to (S, T ) and we denote it by (S | T ). So, as in [23], we
form bideterminants according to pairs of columns in a bitableau rather than to pairs of rows as in [9]. Put differently, the
bideterminant associated to (S, T ) in [9] is the bideterminant thatwe associate to (S ′, T ′), where S ′ and T ′ are the transposed
tableaux of S and T (they have shape λ′). The reader should note that the bideterminants associated to bitableaux of shape
rε1 for some r ≥ 0 are precisely themonomials in the xij. We define the content orweight of a tableau T to be εT (i,j), where
we sumover the (i, j) in the shape ofλ. So the ith component of the content of T is the number of times that i occurs in T . If T is
a tableau of shape λ andweightµwith no repeated entries in the columns, then it is elementary to check that λrev ≤ µ ≤ λ,
where λrev denotes the reversed tuple of λ. We define theweight of a bitableau (S, T ) to be (−µ, ν) ∈ X ×X , whereµ is the
weight of S and ν is the weight of T . If HZ is the maximal torus of diagonal matrices of GLn,Z, then the bideterminant (S | T )
is an HZ × HZ weight vector with weight equal to that of (S, T ). The degree of a tableau or bitableau of shape λ is defined to
be |λ|. Note that the degree of a tableau is also determined by its content and that the degree of a bideterminant (S | T ) is
equal to that of the bitableau (S, T ).
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For a partition λ of length≤ nwe define A≤λ and A<λ to be theZ-span of the bideterminants (S | T )with S and T tableaux
of shape ≤ λ resp. < λ. Furthermore we define ∇Z(λ) and ∇˜Z(λ) as the Z-span of the bideterminants (Tλ | S) resp. (S | Tλ)
with S a tableau of shape λ. Note that A≤λ and A<λ are GLn,Z × GLn,Z-submodules of Z[Matn,Z] and that ∇Z(λ) and ∇˜Z(λ)
are submodules for the right resp. left regular action. Note also that the notion of standardness is not involved in the above
definitions.
We now state a result from [9]. The reader should bear inmind that the transpose is (dominance) order reversing on partitions
of the same number (see e.g. [27, 1.11]). Assertion (i) below is due to Hesselink and Stein independently. It is an improved
version of the first version of the straightening algorithm that can be found in [28,20,21]. The point is that one can show that
the new shapes that show up during straightening are all≤ the original shape in the dominance order. As a consequence the
combinatorial results on straightening match up nicely with the general theory of reductive groups. Of course, statements
like (iv) below are known to hold for the coordinate rings of arbitrary reductive groups (see [24, II.4.20]), but the main point
here is that these filtration subspaces and induced modules can be realised explicitly using bideterminants.
Theorem 1.1 ([9, Sections 1–3]). Letλ be a partition of length≤ n. Recall that the type An−1 partial order onweights (dominance
order) is denoted by≤.
(i) Let S and T be tableaux of shape λ. Then the bideterminant (S | T ) can be written as a linear combinationi ai(Si | Ti), where
the ai are integers and the Si and Ti are standard of shape≤ λ with the same content as S and T respectively.
(ii) The bideterminants (S | T ) with S and T standard form a basis of Z[Matn,Z].
(iii) The elements (Tλ | T ), T standard of shape λ form a basis of ∇Z(λ) and the elements (T | Tλ), T standard of shape λ form a
basis of ∇˜Z(λ).
(iv) The map (S | Tλ)⊗ (Tλ | T ) → (S | T ) defines an isomorphism
∇˜Z(λ)⊗Z ∇Z(λ) ∼→ A≤λ/A<λ
of GLn,Z × GLn,Z-modules.
We recall some definitions from [15] (see also [16]). A subsetπ of X+ is called saturated ifµ ∈ X+ andµ ≤ λ ∈ π implies
µ ∈ π . Now let π be a saturated subset of X+ and let R be a principal ideal domain. For any torsion-free GLn,R module (i.e.
right R[GLn,R]-comodule)M the submodule Oπ (M) is defined to be the sum (or the union) of the submodules ofM which are
finitely generated (and therefore free of finite rank) over R and whose dominant weights relative to the maximal torus of
diagonalmatrices lie inπ . Clearly,Oπ (M) is the sumof theOπ ′(M),π ′ ⊆ π finite, andM/Oπ (M) is torsion-free. Furthermore,
Oπ (F ⊗R M)∩M = Oπ (M), where F denotes the field of fractions of R. When we write Oπ (R[Matn,R]) or Oπ (R[GLn,R]), then
we consider R[Matn,R] or R[GLn,R] as a GLn,R-module under the right regular action. The resulting module is stable under the
GLn,R × GLn,R-action.
Let BZ and B−Z be the Borel subgroups of upper resp. lower triangularmatrices in GLn,Z, let R be a commutative ring and let
λ ∈ X . By applying λ to the diagonal part of a upper or lower triangular matrix we obtain a 1-dimensional representation of
BZ or B−Z whichwe also will denote by λ. Now letHZ be BZ or B
−
Z . Then ind
GLn,R
HR
(λ) is defined to be the set of f ∈ R[GLn,R] such
that f (hg) = λ(h)f (g) for all h ∈ H(A) and g ∈ GLn(A) and A any commutative R-algebra. This is a submodule of R[GLn,R]
for the right regular action. In [24] the induced module associated to λ is defined by the property f (gh) = λ(h)−1f (g). This
is a submodule for the left regular action. The automorphism of R[GLn,R] given by the inversion maps one induced module
onto the other and induces an isomorphism of GLn,R-modules. We have ind
GLn,R
HR
(λ) ∼= R ⊗Z indGLn,ZHZ (λ), see [24, II.8.8(1)].
Furthermore, indGLn,R
B−R
(λ) ∼= indGLn,RBR (λrev), where the isomorphism is given by left multiplication with the matrix of the
permutation of n that sends i to n+1− i. Finally, we point out that the above definitions and facts about Oπ and the induced
modules apply, with appropriate modifications, to any split reductive group scheme over Z.
Corollary. (i) Let λ ∈ Λ+(n). Then ∇Z(λ) = indGLn,ZB−Z (λ) and ∇˜Z(λ) is the induced module of the BZ-module −λ, according
to [24].
(ii) Let π ⊆ Λ+(n) be saturated. Then Oπ (Z[Matn,Z]) = Oπ (Z[GLn,Z]) is spanned by the bideterminants (S | T ) where S and T
have shape ∈ π . Moreover, the (S | T ) with S and T standard of shape ∈ π form a basis.
Proof. (i) Over a field this is of course standard, see e.g. [23, 4.8]. We give a brief proof using the theory of reductive groups.
One easily checks that ∇Z(λ) ⊆ indGLn,ZB−Z (λ) and that ∇˜Z(λ) is contained in the induced module of the BZ-module −λ,
according to [24], which is isomorphic to indGLn,Z
B−Z
(λ∗), where λ∗ = −λrev. Now ∇˜Q(λ) and ∇Q(λ) have dimension equal to
the number of standard tableaux of shape λ which is well known to be the dimension of the irreducible GLn(C)-module of
highest weight λ and of course also that of its dual which has highest weight λ∗. The formal characters of these modules are
given by Weyl’s character formulas for λ and λ∗. The formal character of indGLn,Q
B−Q
(µ) is given by Weyl’s character formula
for µ, see [24, Cor.II.5.11]. So ∇Q(λ) = indGLn,QB−Q (λ) and similarly for ∇˜Q(λ). Now the assertion follows from the fact that
Z[Matn,Z]/∇Z(λ) and Z[Matn,Z]/∇˜Z(λ) are torsion-free (if≼ is the natural order, then Tλ is standard).
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(ii)Wemay assume thatπ is finite. Let Aπ be theZ-span of the bideterminants (S | T )where S and T have shape∈ π . Clearly
Aπ ⊆ Oπ (Z[Matn,Z]) ⊆ Oπ (Z[GLn,Z]). Furthermore, Q ⊗Z Aπ and Oπ (Q[GLn,Q]) have the same dimension by [15, 3.2] and
the remarks above. So the assertion now follows from the fact that Z[Matn,Z]/Aλ and Oπ (Z[GLn,Z])/Z[Matn,Z] are torsion-
free. 
Remarks 1.1. 1. Theorem 1.1 in [9] was only proved for≼ the natural ordering. But one can in fact deduce from it a version
for two different linear orderings ≼1 and ≼2 requiring in a bitableau (S, T ), S to be standard relative to ≼1 and T to be
standard relative to≼2. One simply has to apply the automorphismof theZ-moduleZ[Matn,Z] induced by the automorphism
A → PAQ of the schemeMatn,Z for suitable permutationmatrices P andQ . To obtain Theorem1.1(i) and (ii)we take P = Q−1
and to obtain assertion (iii) we first take P = I , the identity matrix, and then Q = I .
1. If one works with nonsquare n×m-matrices as in [9], then, in a bitableau (S, T ), S should have entries in {1, . . . , n} and
T should have entries in {1, . . . ,m}. Furthermore, one has to work withΛ+(min(n,m)): partitions of length≤ min(n,m).
2. Let λ1, λ2, λ3, . . . be an enumeration of the partitions of length ≤ n such that λi < λj implies i < j. Put Bi =
Oπi(Z[Matn,Z]), where πi = {λj | 1 ≤ j ≤ i}, a saturated set. Then (Bi)i≥0 is a GLn,Z × GLn,Z-module filtration of Z[Matn,Z]
with Bi/Bi−1 ∼= ∇˜Z(λi)⊗Z ∇Z(λi) for i ≥ 1.
We remind the reader of our convention to denote Matn(k) by Matn. Clearly, the canonical epimorphism k[(Matn)k] →
k[Matn] is an isomorphism. The same remarks apply to GLn. In the next sections we will need some results relating graded
pieces of the coordinate ring of a submonoid of Matn or Matl×Matm and the enveloping algebra of that monoid in a certain
module. The result for submonoids of Matn is [37, Prop. 1] and its corollary. We now give the analogue for submonoids of
Matl ×Matm.
Let l,m be positive integers. Put V = kl and W = km. Any (u, v) ∈ Matl × Matm determines an endomorphism of
V⊗r ⊗W⊗s by
(u, v)(x1 ⊗ · · · ⊗ xr ⊗ y1 ⊗ · · · ⊗ ys) = u(x1)⊗ · · · ⊗ u(xr)⊗ v(y1)⊗ · · · ⊗ v(ys).
For a subset S of Matl × Matm we denote by E r,s(S) the enveloping algebra of S in Endk(V⊗r ⊗ W⊗s), that is, the
subalgebra generated by the endomorphisms of V⊗r ⊗ W⊗s corresponding to the elements of S. Using the isomorphism
Endk(V⊗r ⊗ W⊗s) ∼= Endk(V⊗r) ⊗ Endk(W⊗s) we have E r,s(S) = E r,0(S) ⊗ E0,s(S), where E r,0(S) and E0,s(S) are the
enveloping algebras of S in Endk(V⊗r) and Endk(W⊗s) respectively.
The algebra k[Matl×Matm] = k[Matl]⊗k[Matm] isZ×Z-graded. A subspace is homogeneouswith respect to this grading
if and only if it is stable under the action of k×× k× on k[Matl×Matm]which comes from the action on Matl×Matm given
by (a, b) · (A, B) = (aA, bB). For any Z × Z-graded vector space U over k we denote the graded piece of degree (r, s) by
U r,s. For S ⊆ Matl × Matm we denote by k[S] the k-algebra of k-valued functions on S that are restrictions of functions in
k[Matl ×Matm]. Clearly this notation conflicts with our earlier notation, e.g. in the case S = GLl × GLm, so later on we will
only use this notation in a situation where there is no conflict.
The next proposition and its corollary are a version of [37, Prop. 1] and its corollary. The proofs are a straightforward
modification of the proofs in [37]. For assertion (ii) has to use the fact that for groups G1 and G2, U1 a kG1-module and U2
a kG2-module, we have for the invariants: (U1 ⊗ U2)G1×G2 = UG11 ⊗ UG22 . The natural map from assertion (i) is given by
precomposing with the natural homomorphismM → E r,s(M) of monoids.
Proposition 1.1. Let M be a submonoid ofMatl ×Matm with (k× × k×)M = M. Then
(i) the natural map E r,s(M)∗ → k[M]r,s is an isomorphism of coalgebras,
(ii)E r,s(GLl × GLm) = Endk⟨Symr×Syms⟩(V⊗r ⊗W⊗s).
Corollary. Let M be a submonoid of Matl × Matm with (k× × k×)M = M, let I be the (homogeneous) ideal of polynomial
functions on Matl × Matm that vanish on M. Furthermore, let g1, . . . , gt be nonzero homogeneous elements of I. Denote the
isomorphism k[Matl × Matm]r,s → E r,s(Matl × Matm)∗ by η. Then the elements g1, . . . , gt are generators of I if and only if
for each r, s ≥ 0, (r, s) ≠ (0, 0), the functionals η(gimi), where the mi are arbitrary monomials in the matrix entries of degree
(r, s)− deg(gi), define the algebra E r,s(M).
2. Symplectic straightening
From now on we assume that n = 2m,m ≥ 1, is even. We take
J =

0 Jm
−Jm 0

or J =

0 I
−I 0

, (2)
where Jm is the m × m matrix with ones on the antidiagonal and zeros elsewhere, and I is the m × m identity matrix.
Everything in this section will be valid for both choices of J . For every integer i ∈ n there is a unique integer i′ ∈ n and a
unique nonzero scalar ϵi ∈ k such that Ji,i′ = ϵi. Clearly i′′ = i and we have ϵi = 1 if i ≤ m and ϵi = −1 if i > m.
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Let VZ = Zn be the natural module of the monoid scheme Matn,Z and denote the standard basis elements by v1, . . . , vn.
On VZ we define the nondegenerate symplectic form ⟨ , ⟩ by
⟨x, y⟩ := xT Jy =
n
i=1
ϵixiyi′ .
Let R be a commutative ring. The symplectic group Spn(R) over R consists of the n× n-matrices A over R that satisfy AT JA = J ,
i.e. the matrices for which the corresponding automorphism of V preserves the form ⟨ , ⟩. The symplectic monoid SpMn(R)
over R is defined as the set of n×n-matrices A over R for which there exists a scalar d(A) ∈ R such that AT JA = AJAT = d(A)J .
The group of invertible elements of SpMn(R) is the symplectic similitude group GSpn(R) over R. It consists of the matrices
A that satisfy AT JA = d(A)J for some invertible scalar d(A) ∈ R, i.e. the invertible matrices for which the corresponding
automorphism of V preserves the form ⟨ , ⟩ up to a scalar. We denote the functors R → Spn(R), R → SpMn(R) and
R → GSpn(R) by Spn,Z, SpMn,Z and GSpn,Z. The functors Spn,Z and SpMn,Z are closed subschemes of Matn,Z and the functor
GSpn,Z is a closed subscheme of GLn,Z. For i, j ∈ n, define gij, g ij ∈ Z[Matn,Z] by
gij :=
n
l=1
ϵlxlixl′j and g ij :=
n
l=1
ϵlxilxjl′ . (3)
Note that gii = g ii = 0 and that gij = −gji and g ij = −g ji. The ideal of Spn,Z in Z[Matn,Z] is generated by the elements gij,
1 ≤ i < j ≤ n, i ≠ j′, and grr ′ − 1, 1 ≤ r ≤ m. The ideal of GSpn,Z in Z[GLn,Z] is generated by the elements gij, 1 ≤ i < j ≤ n,
i ≠ j′, and grr ′ − gss′ , 1 ≤ r, s ≤ m. The ideal of SpMn,Z in Z[Matn,Z] is generated by the elements
{gij, g ij, grr ′ − g ss′ | 1 ≤ i < j ≤ n, i ≠ j′, 1 ≤ r, s ≤ m}. (4)
Using [12, Thm. II.5.2.1] or [38, 12.2], a simple Lie algebra computation shows that the fibers of Spn,Z andGSpn,Z over Spec(Z)
are reduced. This means that for F a prime field (including Q) the algebras F [Spn,F ] and F [GSpn,F ] are reduced. Since these
fields are perfect this holds for any field (as one could have showed directly by the samemethod). So K [Spn,K ] and K [GSpn,K ]
are the coordinate rings of the connected reductive algebraic groups Spn(K) and GSpn(K), see [3]. Furthermore it is clear
that they are defined over the prime field as closed subgroups of GLn(K). The derived group of GSpn(K) is Spn(K). Clearly
GSpn = GSpn(k) is the group of k-points of GSpn(K) and therefore it is dense in GSpn(K) by [3, Cor. V.18.3]. Put d = g11′ . The
restriction of d to SpMn,Z is called the coefficient of dilation. It is equal to the function dmentioned above. We have dn = det2
in Z[SpMn,Z] (after Theorem 2.1 one can show that dm = det). Note that Z[GSpn,Z] = Z[SpMn,Z][d−1]. Of course there is,
just as in the GLn,Z-case, an action of Spn,Z × Spn,Z on Z[SpMn,Z], Z[GSpn,Z] and Z[Spn,Z].
We denote the character group of themaximal torus of SpMn,Z of diagonalmatrices by X .We have X ∼= Zm andwe denote
the standard basis elements by εi. We embed Zm in Zn by extendingm-tuples withm zeros. The restriction of a character of
the diagonal matrices in GLn,Z to those in Spn,Z is given by the map λ → λ : Zn → Zm with εi = εi for i ≤ m and εi = −εi
for i > m. In the root system of type Cm we choose the set of positive roots as usual, they are: εi − εj, 1 ≤ i < j ≤ m, εi + εj,
i, j ∈ m with i ≠ j and 2εi, i ∈ m. If J equals the first matrix in (2), then the corresponding Borel subgroup of Spn,Z is the
subgroup of upper triangular matrices. If J equals the secondmatrix in (2), then the corresponding Borel subgroup of Spn,Z is
the subgroup of matrices of the form

A B
0 C

, with A upper triangular and C lower triangular. The set of dominant weights
is X+ = Λ+(m), the partitions of length≤ m. We denote the type Cm partial order on Zm by≤. We have µ ≤ λ if and only
if |λ| − |µ| is even≥ 0 andji=1 µi ≤ji=1 λi for all j ∈ m.
We assume given a linear order≼ on n such that for all i ∈ m, i is the immediate successor of i′ or the other way around,
for example 1′ ≺ 1 ≺ 2′ ≺ 2 · · · ≺ m′ ≺ m. Define ζ : n → m by |{i ∈ n | i ≼ j or i ≼ j′}| = 2ζ (j) for all j ∈ n. Note that
i ≼ j implies ζ (i) ≤ ζ (j) and that ζ (i) = ζ (j) if and only if i = j or j′. A subset I of n is called symplectic standard if
|{i ∈ I | i ≼ j or i ≼ j′}| ≤ ζ (j)
for all j ∈ m. Taking j ∈ m such that either j or j′ is the maximal element of I according to≼, we see that |I| ≤ mwhenever
I is symplectic standard. We identify each subset I of n with the one column tableau whose entries are the elements of I
and whose entries are strictly increasing (according to≼) from top to bottom. A tableau is called symplectic standard if it is
GLn-standard (relative to ≼) and if the first column is symplectic standard as a set. So the shape of a symplectic standard
tableau has length≤ m. If a tableau is symplectic standard, then all its columns are symplectic standard. So a GLn-standard
tableau is symplectic standard if and only if for all i ∈ m the occurrences of i and i′ are limited to the first ζ (i) rows. Note
that for two linear orderings≼1 and≼2 of n as above there is a permutation of nwhich stabilises {{i, i′} | i ∈ m} and induces
a bijection between the tableaux that are symplectic standard relative to≼1 and those that are symplectic standard relative
to ≼2. A bitableau (S, T ) is called symplectic standard if S and T are symplectic standard. We denote the restriction of a
bideterminant (S | T ) to SpMn,Z by the same symbol. The symplectic weight of a tableau with GLn weight µ is defined as the
restriction µ. If T is a tableau with shape λ of length ≤ m, with symplectic weight µ and with no repeated entries in the
columns, then it is easy to check that−λ ≤ µ ≤ λ. The symplectic weight of a bitableau is also defined by restriction of its
GLn weight.
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Let

VZ be the exterior algebra on VZ. We denote the set of r element subsets of n by P(n, r). For I = {i1, . . . , ir} ⊆ n
with i1 ≺ i2 ≺ · · · ≺ ir we define vI := vi1 ∧ · · · ∧ vir and if I ⊆ m, then we define z(I) = vi′1 ∧ vi1 ∧ · · · ∧ vi′r ∧ vir .
Recall that an element of the exterior algebra whose odd degree components are 0 is central. For r ∈ {0, . . . ,m}, we define
zr =I∈P(m,r) z(I) (z0 = 1). Note that z1 ∈2 VZ is the element corresponding to the symplectic form under the canonical
isomorphism
2 VZ ∼= 2 V ∗Z . As is well-known, the vI form a basis of VZ. In VQ we have zr = (1/r!)zr1. From this we
deduce zrzs =
r+s
r

zr+s.
The symplectic content of a tableau T is the tuple a ∈ Zm, such that ai is the number of occurrences of i and i′ in T . We
define the lexicographical order E on Zm as follows: a E b if a = b or a ≠ b and ai < bi, where i = max{j ∈ m | aj ≠ bj} and
the maximum is taken according to ≼. For subsets I and J with symplectic contents a and b respectively, we write I E J if
a E b.
Proposition 2.1 (cf. [2,17,31]).
(i) For every J ∈ P(n, r) not symplectic standard, the vector vJ ∈r VZ can be written as
vJ =

L
aJLvL +

t,L
bJLzt ∧ vL, (5)
with aJL, bJL ∈ Z; the first sum over all L ∈ P(n, r) symplectic standard with L ◃ J and the second sum over all
t ∈ {1, . . . , ⌊r/2⌋} and L ∈ P(n, r − 2t) symplectic standard. Furthermore, all the L occurring have the same symplectic
weight as J.
(ii) The vectors zt ∧ vJ , t ∈ {0, . . . , ⌊r/2⌋}, J ∈ P(n, r − 2t) symplectic standard, form a basis ofr VZ.
Proof. (i) Let J ∈ P(n, r) be not symplectic standard. To prove the first assertion it suffices to show that vJ can be written as
in (5) with the first sum over all L ∈ P(n, r)with L ◃ J and the second sum over all t ∈ {1, . . . , ⌊r/2⌋} and L ∈ P(n, r − 2t),
since then we can finish by induction on |J| and E. Now any element of the rth graded piece of the ideal ofr VZ generated
by z1, . . . , zm can be written as in the second sum. So what we need is precisely what is proved in [31, Lemma 8.1]. LetHZ be
themaximal torus of diagonal matrices in Spn,Z. Then the final assertion follows by applying the projection onto theHZ×HZ
weight space to which vJ belongs to (5).
(ii) By [22, Thm 17.5]
r VC is the direct sum of the irreducible Spn(C) representations of highest weights rε1, (r−2)ε1, . . ..
By [25] the dimension of the irreducible representation of highest weight (r − 2t)ε1 is equal to the number of symplectic
standard J ∈ P(n, r − 2t). So the assertion follows from (i) and the fact that the canonical map r VZ → r VC is an
embedding, since
r VZ is free. 
For the comodule map∆∧ :r VZ →r VZ ⊗ Z[SpMn,Z] of the SpMn,Z-action we have
∆∧(vJ) =

I
vI ⊗ (I | J), (6)
where the sum is over all I ∈ P(n, r). This just follows from the corresponding equations for the comodulemap of theMatn,Z-
action by restriction. Note that ∆∧ is a homomorphism of algebras, since Matn,Z acts on

VZ by algebra endomorphisms.
We record now a result from [31]. For t = 1 the result follows from the relations (4). As pointed out in [31] the result would
follow immediately from the equality zt = (1/t!)zt1 in

VQ if we would know that Z[SpMn,Z] has no torsion. This follows
immediately from Theorem 2.1, but to prove that theorem we need the result below.
Lemma 2.1 ([31]). For each t ∈ m, the element zt ∈ 2t VZ is a semi-invariant of SpMn,Z with weight dt , that is, ∆∧(zt) =
zt ⊗ dt .
Define the integers cLI , I ∈ P(n, r), L ∈ P(n, r − 2t), by zt ∧ vL = I cLIvI . Then we get the following corollary to
Proposition 2.1.
Corollary 1. Let I, J ∈ P(n, r) with J not symplectic standard. Then we have in Z[SpMn,Z]
(I | J) =

L
aJL(I | L)+

t,L,L′
bJ,LcL′Idt(L′ | L) and (7)
(J | I) =

L
aJL(L | I)+

t,L,L′
bJ,LcL′Idt(L | L′), (8)
with aJL, bJL ∈ Z given by (5); in both cases the first is sum over all L ∈ P(n, r) symplectic standard with L ◃ J and the second
sum is over all t ∈ {1, . . . , ⌊r/2⌋} and L, L′ ∈ P(n, r − 2t) symplectic standard. Furthermore, all the L and L′ occurring have the
same symplectic weight as J and I respectively.
Proof. Eq. (7) follows by applying the comodule map (6) to (5), using the fact that∆∧ is a homomorphism of algebras and
using Proposition 2.1 and the definition of the cLI . The automorphism xij → xji ofZ[Matn,Z] sends the bideterminant (S | T ) to
(T | S). Furthermore, it leaves the ideal generated by the elements (3) stable, so it induces an automorphism ϕ of Z[SpMn,Z].
Note that it is important here that both the relations corresponding to the condition AT JA = d(A)J and those corresponding
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to the condition AJAT = d(A)J occur in (3). Eq. (8) now follows by applying ϕ to (7). Note that we could have obtained (8)
directly by considering the right action of SpMn,Z on

VZ. Let HZ be the maximal torus of diagonal matrices in Spn,Z. Then
the final assertion follows by applying the projections onto the HZ × HZ weight spaces to which (I | J) and (J | I) belong to
(7) and (8) respectively. 
Remarks 2.1. 1. If r > m, then no L ∈ P(n, r) can be symplectic standard. So for r > m and J ∈ P(n, r) the first sums in (5),
(7) and (8) are zero.
2. Let L ⊆ n and t ∈ {1, . . . , ⌊r/2⌋}. Then zt ∧ vL is a signed sum of vI with I ∩ I ′ ≠ ∅ (I ′ := {i′ | i ∈ I}), so cLI = 0 for all
I ⊆ nwith I ∩ I ′ = ∅. So for such I the second sums in (7) and (8) are zero. Note that this applies when I ⊆ m.
3. LetN be the ideal of∈ VZ generated by z1, . . . , zm. As pointed out in the proof of the above corollary one needs to prove
straightening in ∈  VZ/N , since then one can prove it in general by induction on the degree. The relations that are used
for this are
z(I) ≡ (−1)r

J∈P(m,r),J∩I=∅
z(J) (mod N)
for all I ∈ P(m, r). See [31, (19)] or [17, 2.2]. If we nowmultiply both sides with vL, for each L ⊆ n such that I ∩ (L∪ L′) = ∅,
thenwemay restrict the sum to all J ∈ P(m, r) such that J∩(I∪L∪L′) = ∅ and applying the comodulemapwe obtain explicit
relations that can be used for the symplectic straightening. See condition (iv) on page 119 in [17] and also [8, Prop. 1.8].
For the proof of Theorem 2.1 we need the following simple lemma.
Lemma 2.2. Let N be a finitely generated Z-module and let x1, . . . , xr be generators of N. If, for some field F of characteristic 0,
dim F⊗Z N ≥ r, then (x1, . . . , xr) is a basis of N (and, of course, dim F⊗Z N = r).
Proof. Assume that N has torsion. Then we have for some prime p that dim Fp ⊗Z N > rkN = dim F⊗Z N ≥ r , where Fp
denotes the field with p elements. This contradicts the fact that (1 ⊗ x1, . . . , 1 ⊗ xr) generates Fp ⊗Z N . So the canonical
map N → F⊗Z N is an embedding. Since (x1, . . . , xr) generates F⊗Z N , it must be a basis of F⊗Z N and therefore also be
independent in N . 
Theorem 2.1 (cf. [31, Thm. 6.1]). Recall that the type Cm partial order on weights is denoted by≤.
(i) Let λ be a partition of length≤ m and let S and T be tableaux of shape λ. Then the bideterminant (S | T ) ∈ Z[SpMn,Z] can be
written as a linear combination

i aid
ti(Si | Ti), where the ai are integers and (Si, Ti) is symplectic standard of shape µi ≤ λ
with |µi| = |λ| − 2ti and with the same symplectic weight as (S, T ).
(ii) The elements dt(S | T ) with t an integer≥ 0 and S and T symplectic standard form a basis of Z[SpMn,Z].
Proof. (i). Note that for λ,µ ∈ Zm, we have that λ ≤Cn µ implies λ ≤ µ (≤ is≤Cm ). So it suffices to prove the result for λ a
partition of length≤ n and with the ordering≤ on weights replaced by≤Cn . The point is that we will use GLn-straightening
and there shapes of length > m may show up (of course a tableau with such a shape can never be symplectic standard).
First we show that, when S and T are GLn-standard, but S or T is not symplectic standard, (S | T ) can be written as a Z-
linear combination

i ai(Si | Ti)+

i bid
ti(S ′i | T ′i ), where in the first sum Si and Ti are of shape λ and Si or Ti has symplectic
content ◃ than that of S or T respectively and in the second sum the ti are≥ 1 and the S ′i and T ′i are of shape µi ≤Cn λwith|µi| = |λ| − 2ti. To prove this we apply (7) or (8) to the minor corresponding to the first columns of S and T , and all that
remains to check is that the new shapes that arise from the second sums in (7) or (8) are ≤Cn λ. Such a shape µ is formed
by shortening the length of the first column of λ by an even number, 2t say, and moving the resulting column to the right
position to get a Young diagram. So µ = λ−t−1i=0 (ϵl−2i + ϵl−1−2i) ≤Cn λ, where l is the length of λ.
Now one can finish by induction. The argument via contradiction is as follows. GiveZm×Zm the lexicographical ordering
based on the ordering E of Zm. Assume the assertion does not hold. Pick a counterexample with |λ|minimal and then with
the pair of symplectic contents maximal with respect to the ordering we just defined. By Theorem 1.1(i) and the fact that
µ ≤An−1 ν implies µ ≤Cn ν, we may assume that our bitableau is GLn-standard. Now what we proved above leads to a
contradiction.
(ii) Clearly, the piece of degree r of C[SpMn,C] surjects onto that of C[GSpn(C)], where the bar denotes Zariski closure. By
[37, Prop. 1(i)] this is the dual space of the enveloping algebra E of Spn(C) (or GSpn(C)) in EndC(V
⊗r
C ). By Weyl’s complete
reducibility theorem for complex semisimple Lie algebras E has dimension

λ dim L(λ)
2, where L(λ) is the irreducible
Spn(C)-module of highest weight λ and the sum is over all λ such that L(λ) appears in V
⊗r
C . By [39, VI.3] (p.175) these are
the partitions of r, r−2, . . .. Now dim L(λ) is the number of symplectic standard tableaux of shape λ by [25], so dim E is the
number of bitableaux (S, T )with S and T symplectic standard of degree r, r − 2, . . .. So, by (i) and Lemma 2.2, the elements
dt(S | T ) with t ∈ {0, . . . , ⌊r/2⌋} and S and T symplectic standard of degree r − 2t form a basis of the degree r piece of
Z[SpMn,Z]. 
By Theorem 2.1(ii) over K , d ∈ K [SpMn,K ] is not a zero divisor. Therefore K [SpMn,K ] ⊆ K [SpMn,K ][d−1] = K [GSpn(K)] is
a domain. So SpMn,K is reduced and SpMn(K) is an irreducible closed subvariety of Matn(K)which is defined over the prime
field. Since GSpn is dense in GSpn(K), it is also dense in SpMn(K), so the canonical epimorphism k[(SpMn)k] → k[SpMn] is an
isomorphism. This was deduced in a differentway in [31, Cor. 6.2]. Note that the reducedness results above can be expressed
1214 R. Tange / Journal of Pure and Applied Algebra 216 (2012) 1207–1221
by saying that fibers of SpMn,Z over Spec(Z) are reduced. In case k = K is algebraically closed, we have that k[SpMn] is a
unique factorisation domain by [37, Prop. 2]. In particular, it is normal and therefore Cohen–Macaulay by [33, Cor 2].
For λ a partition of length ≤ m we define A≤λ, A<λ,∇(λ), ∇˜(λ) ⊆ Z[Spn,Z] completely analogous to the Matn,Z-case.
Note that the automorphism ofZ[Spn,Z] given by A → JAT J = A−1 on Spn,Zmaps∇(λ) and ∇˜(λ) onto each other and defines
an isomorphism between the two.
Theorem 2.2. Let λ be a partition of length≤ m.
(i) Let S and T be tableaux of shape λ. Then the bideterminant (S | T ) ∈ Z[Spn,Z] can be written as a linear combination
i ai(Si | Ti), where the ai are integers and the (Si, Ti) are symplectic standard of shape≤ λwith the same symplectic weight
as (S, T ).
(ii) The bideterminants (S | T ) with S and T symplectic standard form a basis of Z[Spn,Z].
(iii) The elements (Tλ | T ), T symplectic standard of shape λ form a basis of∇Z(λ) and the elements (T | Tλ), T symplectic standard
of shape λ form a basis of ∇˜Z(λ).
(iv) The map (S | Tλ)⊗ (Tλ | T ) → (S | T ) defines an isomorphism
∇˜Z(λ)⊗Z ∇Z(λ) ∼→ A≤λ/A<λ
of Spn,Z × Spn,Z-modules.
Proof. We have Z[Spn,Z] = Z[SpMn,Z]/(d− 1), so (i) and (ii) follow from Theorem 2.1.
(iii)We first show that the given tableaux span∇Z(λ) and ∇˜Z(λ). By Theorem 1.1(iii) we only have to show that a symplectic
straightening step (7) or (8) applied to (Tλ | T ) or (T | Tλ), T not symplectic standard, of shape λ, does not yield any new
shapes. This follows from Remarks 2.1.2. If we take ≼ to be the natural order, then Tλ is standard, so (ii) gives us then that
∇Z(λ) and ∇˜Z(λ) are free of rank equal to the number of symplectic standard tableaux of shape λ. Since this number is
independent of the linear order≼, this proves (iii).
(iv) The argument is precisely the same as in [9]. It suffices to show that the map is well-defined, since then it will map a
basis to a basis. This follows from the fact that, once we factor out all bideterminants of shapes< λ, straightening steps for
(S | T ) arising from S are valid for all T and vice versa. For the symplectic straightening steps this is expressed by the fact
that the integers aJL in (7) and (8) do not depend on I . 
Let BZ and B−Z be the Borel subgroups in Spn,Z corresponding to the positive resp. negative roots. The notion of saturated
set, the functor Oπ and the induced modules are defined completely analogous to the GLn,Z-case in Section 1. The proof of
the corollary below is also completely analogous to the Corollary to Theorem 1.1, so we omit it. Assertion (i) was proved
in [17] over K in another way.
Corollary. (i) Let λ ∈ Λ+(m). Then∇Z(λ) is the inducedmodule indSpn,ZB−Z (λ) and ∇˜Z(λ) is the inducedmodule of the BZ-module−λ, according to [24].
(ii) Let π ⊆ Λ+(m) be saturated. Then Oπ (Z[Spn,Z]) is spanned by the bideterminants (S | T ) where S and T have shape ∈ π .
Moreover, the (S | T ) with S and T symplectic standard of shape ∈ π form a basis.
Remarks 2.2. The main results in [8] are also valid for the symplectic standard tableaux of King that we used. First we note
that if we take for≼ the orderm ≺ m′ ≺ · · · ≺ 2 ≺ 2′ ≺ 1 ≺ 1′, see also [32], then a subset of n is symplectic standard in the
sense of King with the ordering≼ if and only if it is admissible in the sense of [8] (with the natural ordering), see [34]. If XR
is an affine scheme over R,M and N R-modules andµ : XR×M → N a morphism such thatµ(x, ·) : M(S)→ N(S) is linear
for all x ∈ X(S) and all R algebras S. Then we get an R-linear map ∆ : M → N ⊗ R[XR] by the same recipe as in [24, I.2.8].
IfM and N are R-algebras and the maps µ(x, ·) are algebra homomorphisms, then∆ is a homomorphism of algebras. There
is of course also a version for a ‘‘right action’’. In the latter case we can take X to be the Z-scheme of 2r × m-matrices with
totally singular column space from [8]. Then we can takeM =Z2r and N =Zm. Next we show that the ‘‘action’’µ kills
the zt ∈ Z2r , t > 0. Then one applies the comodule map∆ to (5) and obtains the identities needed for the straightening
and one obtains the spanning results for King’s standard tableaux. Next one proves independence over Z using Lemma 2.2
and the presence of highest weight vectors and finally one proves reducedness as in for k[M]/(d) in Proposition 3.1(i) in the
next section.
3. A bideterminant basis for a reductive monoid
Let R be a commutative ring. LetM(R) be the set of n×nmatrices

A 0
0 B

withA, B ∈ Matm(R) andATB = ABT = d(A, B)I
for some scalar d(A, B) ∈ R. Here AT denotes the transpose of a matrix A and I is the m × m identity matrix. Clearly M(R)
is a submonoid of Matm(R) ×Matm(R) ⊆ Matn(R). We denote the group of invertible elements ofM(R) by G˜(R). Note that
G˜(R) contains the group G(R) of matrices

A 0
0 (A−1)T

, A ∈ GLm(R). We denote the functors R → M(R), R → G˜(R) and
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R → G(R) byMZ, G˜Z andGZ. The functorsMZ andGZ are closed subschemes ofMatm,Z×Matm,Z and the functor G˜Z is a closed
subscheme of GLm,Z×GLm,Z. From now on we will take J to be the second matrix in (2) and we write Zn = VZ⊕WZ, where
VZ is the sub Z-modules spanned by the natural basis elements vi with i ∈ m andWZ is spanned by the elementswi := vi′ ,
i ∈ m. ThenMZ is a closed submonoid scheme of SpMn,Z. Note furthermore that VZ andWZ are subMatm,Z×Matm,Z-modules
and therefore also subMZ-modules of Zn. For i, j ∈ m, we define hij and hij to be the restrictions of gij′ and g ij′ , respectively,
to Matm,Z ×Matm,Z. For i, j ∈ mwe denote the restriction of xij to Matm,Z ×Matm,Z again by xij, but the restriction of xi′j′ to
Matm,Z ×Matm,Z will be denoted by yij. So we have for i, j ∈ m
hij =
m
l=1
xliylj and hij =
m
l=1
xilyjl.
The ideal of GZ in Z[Matm,Z×Matm,Z] is generated by the elements hij, 1 ≤ i, j ≤ m, i ≠ j, and hrr − 1, 1 ≤ r ≤ m. The ideal
of G˜Z in Z[GLm,Z × GLm,Z] is generated by the elements hij, 1 ≤ i, j ≤ m, i ≠ j, and hrr − hss, 1 ≤ r, s ≤ m. The ideal ofMZ
in Z[Matm,Z ×Matm,Z] is generated by the elements
{hij, hij, hrr − hss | 1 ≤ i, j ≤ m, i ≠ j, 1 ≤ r, s ≤ m}. (9)
The algebra Z[Matm,Z × Matm,Z] is Z × Z-graded by deg(xij) = (1, 0) and deg(yij) = (0, 1). The algebra Z[MZ] inherits
a grading, since the ideal of MZ is generated by homogeneous elements. The restriction of the coefficient of dilation
d ∈ Z[SpMn,Z] to MZ coincides (of course) with the function d ∈ Z[MZ] defined above. Note that GZ ∼= GLm,Z. Precisely
as in the case of GSpn,Z in Section 2 one shows that the fibers of G˜Z over Spec(Z) are reduced. So G˜(K) is a closed subgroup of
GLn(K), defined over the prime field. Furthermore, it is connected and reductive, and each of its elements is a scalar multiple
of an element in G(K). The group G˜ = G˜(k) is the group of k-points of G˜(K) and it is dense in G˜(K). It is our aim in this section
to show that the functions (9) generate the vanishing ideal ofM in k[Matm×Matm]. This will be deduced from a bitableaux
basis result.
The group scheme GZ has the maximal torus of diagonal matrices in common with Spn,Z, we denote its character group
by X , it is isomorphic to Zm. We will use the same notation for the restriction of characters of diagonal matrices in GLn,Z to
those in GZ as in Section 2. Furthermore, we will again embed Zm into Zn by extending with zeros. We will now use the root
system of Am−1 and our choice of positive roots is the usual one: εi − εj, 1 ≤ i < j ≤ m. The corresponding Borel subgroup
of GZ is the subgroup of matrices of the form

A 0
0 B

, with A upper triangular and B lower triangular. The type Am−1 order
or dominance order on weights and the set of (polynomial) dominant weights are defined as in Section 1 with n replaced by
m. We denote the length of a partition λ by l(λ).
We assume given a linear order≼ onm. Define ζ : m → m by
ζ (j) = |{i ∈ m | i ≼ j}|.
Note that i ≼ j if and only if ζ (i) ≤ ζ (j). Let λ1 and λ2 be partitions of length ≤ m. Following Stembridge [35] we define a
rational tableau of shape (λ1, λ2) to be a pair T = (T 1, T 2)where T i is a tableau of shape λi with entries inm. For j ∈ m, we
define the jth column of T to be the pair (C1, C2), where C i is the jth column of T i. Of course C1 or C2 or both may be empty.
A pair of subsets I = (I1, I2) is called standard if
|{i ∈ I1 | i ≼ j}| + |{i ∈ I2 | i ≼ j}| ≤ ζ (j)
for all j ∈ m. We identify each pair of subsets I = (I1, I2) of m with the one column rational tableau (T 1, T 2) such that,
for i = 1, 2 the entries of T i are the elements of I i and the entries of T i are strictly increasing (according to ≼) from top to
bottom. A rational tableau is called standard if T 1 and T 2 are standard and if its first column is standard. If T is standard,
then every column of T is standard. Note that if a rational tableau of shape (λ1, λ2) is standard, then l(λ1)+ l(λ2) ≤ m. For
λ1, λ2 ∈ Zm we put
[λ1, λ2] := λ1 − λ2 rev,
where λ2 rev is the reversed tuple of λ2. It is easy to see that for any λ ∈ X+ there exists unique partitions λ1 and λ2 with
l(λ1) + l(λ2) ≤ m and λ = [λ1, λ2]. In the sequel, when λ1 and λ2 are introduce after λ, they are supposed to have these
properties. If λ ∈ X+ and λ = [λ1, λ2] as above, then we say that a rational tableau has shape λ if it has shape (λ1, λ2).
Let T = (T 1, T 2) be a rational tableau of shape (λ1, λ2), then we define the weight µ of T by µ = µ1 − µ2, where µi is
the weight of T i as defined in Section 1 (with n replaced by m). If the entries in each column of T 1 and T 2 are distinct, then
we have −[λ2, λ1] = [λ1, λ2]rev ≤ µ ≤ [λ1, λ2]. Now let λ ∈ X+ and write λ = [λ1, λ2] as above. Then we define the
canonical rational tableau Tλ as the rational tableau (T 1, T 2) of shape λ such that T 1 has all its entries in the ith row equal to
i, 1 ≤ i ≤ l(λ1), and T 2 has all its entries in the ith row equal tom− i+ 1, 1 ≤ i ≤ l(λ2). Note that Tλ has weight λ and that
one can make it standard for the natural order by reversing each column of T 2.
Let λ1 and λ2 be partitions of length≤ m. A rational bitableau of shape (λ1, λ2) is a pair (S, T )where S and T are rational
tableaux of shape (λ1, λ2), we call it standard if both S and T are standard. Now let (S, T ), S = (S1, S2), T = (T 1, T 2), be a
1216 R. Tange / Journal of Pure and Applied Algebra 216 (2012) 1207–1221
rational bitableau of shape (λ1, λ2). Then we define the bideterminant (S | T ) associated to (S, T ) by
(S | T ) = (S1 | T 1)1(S2 | T 2)2,
where (S1 | T 1)1 is defined by (1) with S, T and λ replaced by S1, T 1 and λ1 and (S2 | T 2)2 is defined by (1) with xij, S, T and
λ replaced by yij, S2, T 2 and λ2. We define the weight of a rational bitableau (S, T ) to be (−µ, ν) ∈ X × X , where µ is the
weight of S and ν is the weight of T . If HZ is the maximal torus of diagonal matrices of GZ, then the bideterminant (S | T ) is
an HZ × HZ weight vector with weight equal to that of (S, T ). The degree of a rational tableau or bitableau of shape (λ1, λ2)
is defined to be (|λ1|, |λ2|). Note that the degree of a bideterminant (S | T ) is equal to that of the rational bitableau (S, T ).
The content of a rational tableau T = (T 1, T 2) is the tuple a ∈ Zm, such that ai is the number of occurrences of i in T 1 and T 2.
We give the exterior algebra

(VZ ⊕WZ) a Z× Z-grading by giving the elements vi degree (1, 0) and the elements wi
degree (0, 1). For I = (I1, I2) ∈ P(m, r) × P(m, s) we define vI := vI1 ∧ wI2 ∈

(VZ ⊕ WZ)r,s, where vI1 and wI2 are
defined as in Section 2 (for wI2 we use the wi). Note that vI as defined here is equal to ±vI1∪(I2)′ as defined in Section 2,
where (I2)′ = {i′ | i ∈ I2}. In particular, the vI , I ∈ P(m, r) × P(m, s), form a basis of(VZ ⊕WZ)r,s. The elements zr and
the order≼ on Zm is defined as in Section 2. We observe that if I, J ∈ P(n, r) have the same degree (|I| = |J|) and the same
symplectic weight, then |I ∩m| = |J ∩m| and |I \m| = |J \m|. It is now clear that one can reformulate Proposition 2.1 with
P(n, r) replaced by P(m, r)× P(m, s) and P(n, r − t) replaced by P(m, r − t)× P(m, s− t). The action of Matm,Z ×Matm,Z
on

(VZ ⊕WZ) stabilises the Z× Z-grading and for the comodule map∆∧ : (VZ ⊕WZ)r,s → (VZ ⊕WZ)r,s ⊗ Z[MZ]
of theMZ-action we have
∆∧(vJ) =

I
vI ⊗ (I | J), (10)
where the sum is over all I ∈ P(m, r) × P(m, s). This just follows by restriction from the corresponding equations for
the comodule map of the Matm,Z × Matm,Z-action which in turn follows from our new definition of the vI and of the
bideterminants and from the fact that the comodule map is a homomorphism of algebras. Next we note that Lemma 2.1
also holds for the MZ-action, since MZ is a closed subscheme of SpMn,Z. Define the integers cLI , I ∈ P(m, r) × P(m, s),
L ∈ P(m, r− t)× P(m, s− t), by zt ∧ vL =I cLIvI . Nowwe obtain the following corollary of which the proof is completely
analogous to that of Corollary 1 to Proposition 2.1. To obtain (12) from (11) we use the automorphism which sends xij to xji
and yij to yji.
Corollary 2 to Proposition 2.1. Let I, J ∈ P(m, r)× P(m, s)with J not standard. Then we have in Z[MZ]
(I | J) =

L
aJL(I | L)+

t,L,L′
bJ,LcL′Idt(L′ | L) and (11)
(J | I) =

L
aJL(L | I)+

t,L,L′
bJ,LcL′Idt(L | L′) , (12)
with aJL, bJL ∈ Z given by (5); in both cases the first is sum over all L ∈ P(m, r)× P(m, s) standard with L ◃ J and the second
sum is over all t ∈ {1, . . . , ⌊r/2⌋} and L, L′ ∈ P(m, r − t) × P(m, s − t) standard. Furthermore, all the L and L′ occurring
have the same weight as J and I respectively.
Remarks 3.1. 1. In our new labeling for the standard basis elements of

Zn one can formulate a stronger version of
Proposition 2.1 and the above corollary. This is based on [10, Cor 1.2, Prop. 1.3]. Instead of using the identity of Remarks 2.1.3
one uses the identity
L∈P(m,r),L∩K=∅
z(L) ≡ 0 (modN)
forK ⊆ mwith |K | < r . This is done as follows. Define the ordering≼ on P(m, r)by I = {i1 ≺ · · · ≺ ir} ≼ {j1 ≺ · · · ≺ js} = J
if r ≥ s and it ≼ jt for all t ∈ {1, . . . , s}. This is equivalent to νi(I) ≥ νi(J) for all i ∈ m, where νi(I) = |{j ∈ I | j ≼ i}|.
See e.g. [35]. Now assume I = (I1, I2) ∈ P(m, r) × P(m, s) is not standard. Pick i minimal with νi(I1) + νi(I2) > i. Then
i ∈ I1 ∩ I2 and νi−1(I1) + νi−1(I2) = i − 1, i.e. νi−1(I1) = νi−1((I2)c), where (I2)c is the complement of I2 in m. Now put
J = I1 ∩ I2 ∩ [1, i] and K = (I1)c ∩ (I2)c ∩ [1, i), where we use the standard interval notation (for our ordering ≼ on m).
Then J ∩ K = ∅ and one easily deduces that r := |J| = |K | + 1. Now vI = ±vI ′z(J), where I ′ = (I1 \ J, I2 \ J), so we can
apply the above identity to the factor z(J) of vI . Then we may restrict the summation to those L that are also disjoint from
I1 \ J and I2 \ J , i.e. to those L that are subsets of J ∪ (I1 ∪ I2)c ∩ (i,∞). The final result is that Proposition 2.1 with the new
labeling and the above corollary also hold if we replace ‘‘L ◃ J ’’ by ‘‘L1 ≻ J1 and L2 ≻ J2’’.
2. Assume k = K = C and letΛr,s ⊆ Zm be the set of weights [λ1, λ2]where λ1 and λ2 are partitions with l(λ1)+ l(λ2) ≤ m,
|λ1| ≤ r , |λ2| ≤ s and r − |λ1| = s − |λ2|. Then one easily checks that these are the dominant weights of the GLn-module
V⊗r ⊗ (V ∗)⊗s. Now one can show that each of these weights is actually the weight of a highest weight vector. Using the fact
that V⊗V ∗ contains the trivial module one is reduced to the case that r−|λ1| = s−|λ2| = 0 and then one can simply tensor
two highest weight vectors together. This is standard, see e.g. [35,1], where also multiplicity questions are considered. As is
well known, the dominant weights of the irreducible GLn-module with highest weight λ are the dominant weights≤ λ, so
it follows from the above remarks thatΛr,s is saturated.
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To prove the Theorem 3.1 we need the following notation. For λ,µ ∈ Zm we write µ ≤1 λ ifji=1 µi ≤ji=1 λi for all
j ∈ m.
Lemma 3.1. Let µ1, µ2 ∈ Zm have entries ≥ 0, let λ1 and λ2 be partitions with l(λ1) + l(λ2) ≤ m and assume that µi ≤1 λi
for i = 1, 2 and that |λ1| − |µ1| = |λ2| − |µ2|. Then [µ1, µ2] ≤ [λ1, λ2].
Proof. Put t = |λ1| − |µ1| = |λ2| − |µ2| and, for i = 1, 2, li = l(λi), ν i = λi − tϵli . Then we have for i = 1, 2, µi ≤1 ν i
and |µi| = |ν i|, so µi ≤ ν i. Now η → ηrev reverses the order ≤ (but not ≤1) and η → −η also reverses this order, so
[µ1, µ2] ≤ [ν1, ν2]. But [ν1, ν2] = [λ1, λ2] − t(ϵl1 − ϵm−l2+1) ≤ [λ1, λ2], since (ej)rev = em−j+1 and l1 < m− l2 + 1. 
Theorem 3.1. Recall that the type Am−1 partial order on weights is denoted by≤.
(i) Let λ ∈ X+ be a dominant weight and let S and T be rational tableaux of shape λ. Then the bideterminant (S | T ) ∈ Z[MZ]
can be written as a linear combination

i aid
ti(Si | Ti), where the ai are integers and (Si, Ti) is standard of shape µi ≤ λwith
(|µ1i |, |µ2i |) = (|λ1|, |λ2|)− (ti, ti) and with the same weight as (S, T ).
(ii) The elements dt(S | T ) with t an integer≥ 0 and S and T standard form a basis of Z[MZ].
Proof. (i) By Lemma 3.1 it is enough to prove that for λ1 and λ2 partitions of length ≤ m and S and T rational tableaux of
shape (λ1, λ2) the bideterminant (S | T ) can be written asi aidti(Si | Ti), where the ai are integers and (Si, Ti) is standard of
shape (µ1i , µ
2
i )withµ
1
i ≤1 λ1,µ2i ≤1 λ2 and (|µ1i |, |µ2i |) = (|λ1|, |λ2|)−(ti, ti). Firstwe show that, when both parts of S and
T are GLm-standard, but S or T is not standard, (S | T ) can bewritten as aZ-linear combinationi ai(Si | Ti)+i bidti(S ′i | T ′i ),
where in the first sum Si and Ti are of shape (λ1, λ2) and Si or Ti has content◃ than that of S or T respectively and in the second
sum the ti are>1 and the S ′i and T
′
i are of shape (µ
1
i , µ
2
i )with µ
1
i ≤1 λ1, µ2i ≤1 λ2 and (|µ1i |, |µ2i |) = (|λ1|, |λ2|)− (ti, ti).
To prove this we apply (11) or (12) to the product of two minors corresponding to the first columns of S and T , and all that
remains to check is that for the new shapes (µ1, µ2) that arise from the second sums in (11) or (12) we have µ1 ≤1 λ1,
µ2 ≤1 λ2 and |λ1| − |µ1| = |λ2| − |µ2|. This follows easily from the fact that such a shape µ is formed by shortening the
length of the first columns of λ1 and λ2 by the same number and moving the resulting columns to the right positions to get
a pair of Young diagrams. Now we can finish by induction as in the proof of Theorem 2.1(i) applying the GLm-straightening
separately to the two bitableaux of a rational bitableau.
(ii) We proceed as in the proof of Theorem 2.1(ii). The piece of degree (r, s) of C[MC] surjects onto that of C[G˜(C)]. By
Proposition 1.1 this is the dual space of the enveloping algebra E of G(C) (or G˜(C)) in EndC(V⊗rC ⊗W⊗sC ). Clearly, E is also
the enveloping algebra of GLm(C) in EndC(V⊗rC ⊗ (V ∗C)⊗s). ByWeyl’s complete reducibility theorem for complex semisimple
Lie algebras E has dimension

λ dim L(λ)
2, where L(λ) is the irreducible GLm(C)-module of highest weight λ and the sum
is over all λ such that L(λ) appears in V⊗rC ⊗ (V ∗C)⊗s. By Remarks 3.1.2 these are the weights in Λr,s. Now dim L(λ) is the
number of standard rational tableaux of shape λ by [35, Prop. 2.4(a)], so dim E is the number of rational bitableaux (S, T )
with S and T standard with shape ∈ Λr,s, i.e. with degree (r − t, s− t), t ∈ {0, . . . ,min(r, s)}. So, by (i) and Lemma 2.2, the
elements dt(S | T )with t ∈ {0, . . . ,min(r, s)} and S and T standard of degree (r − t, s− t) form a basis of the degree (r, s)
piece of Z[MZ]. 
The arguments for the proof of the corollary below are precisely the same as in the case of SpMn,Z. See the paragraph
after the proof of Theorem 2.1.
Corollary. (i) The fibers of MZ over Spec(Z) are reduced and irreducible.
(ii) The group G˜ is dense in M(K) and the functions (9) generate the vanishing ideal of M in k[Matm ×Matm].
Using the isomorphism GZ ∼= GLm,Z we can consider the xij and yij and the bideterminants as functions on GLm,Z. For
λ ∈ X+ one defines A≤λ, A<λ,∇Z(λ),
∇˜Z(λ) ⊆ Z[GLm,Z] completely analogous to the Matn,Z-case. Simply replace tableaux by rational tableaux.
Theorem 3.2. The analogue of Theorems 1.1 and 2.2 holds for GLm,Z × GLm,Z acting on Z[GLm,Z], arbitrary dominant weights
and rational bitableaux.
Proof. Since Z[MZ]/(d− 1) ∼= GZ ∼= GLm,Z (i) and (ii) follow from Theorem 3.1.
(iii) First we show that the given tableaux span ∇Z(λ) and ∇˜Z(λ). This is done precisely as in the proof of Theorem 2.2(iii)
using the fact that a column I = (I1, I2) of Tλ always has the property that I1 ∩ I2 = ∅; for such I the second sums in (11)
and (12) are zero. To show independence we use the trick of Remarks 1.1.1: multiplying on the left or on the right with a
matrix

P 0
0 P

, P a permutation matrix, we see that (ii) also holds if we use two orderings,≼1 for the left tableau and≼2
for the right tableau. In case of ∇Z(λ) we can choose ≼1 such that Tλ is standard (since l(λ1) + l(λ2) ≤ m) and in case of
∇˜Z(λ)we can choose≼2 such that Tλ is standard. Then (ii) gives us independence.
(iv) This is proved precisely as in Theorem 2.2(iv). 
Now let BZ and B−Z be the Borel subgroups of upper resp. lower triangular matrices in GLm,Z. Then the analogue of the
corollary to Theorem 1.1 holds, its proof is also completely analogous.
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Corollary. The analogue of the corollaries to Theorems 1.1 and 2.2 holds forGLm,Z×GLm,Z acting onZ[GLm,Z], arbitrary dominant
weights and rational bitableaux.
Combining restriction of functions with the isomorphism Gk ∼= (GLm)k we obtain from Theorem 3.1 and the above corollary
a canonical isomorphism OΛr,s(k[GLm]) ∼= k[M]r,s of coalgebras and therefore, by Proposition 1.1(i), a canonical coalgebra
isomorphism of OΛr,s(k[GLm]) with the dual of the enveloping algebra of GLm in Endk(V⊗r ⊗ (V ∗)⊗s). This enveloping
algebra is called the rational Schur algebra, see [13,18]. From the above remarks it is clear that the rational Schur algebra
is a generalised Schur algebra, see [24, A.16], and therefore quasihereditary.
In the remainder of this section we assume that k = K is algebraically closed. For convenience, we will denote a matrix
A 0
0 B

∈ Matm×Matm by (A, B). Let X be the variety of noninvertible elements inM . Clearly, X is the set of zeros of d inM ,
so it consists of the matrices (A, B)where A, B ∈ Matm are such that ATB = ABT = 0. For r ∈ m we define the idempotents
Er , Fr ∈ Matm to be the diagonal matrices of which the first resp. last r diagonal entries are equal to 1 and all other diagonal
entries are 0. Let r, s ∈ m with r + s ≤ m. We define Er,s ∈ M by Er,s = (Er , Fs) and we define Xrs ⊆ X to be the variety of
matrices (A, B) ∈ M for which rk A ≤ r and rk B ≤ s. Here rk A denotes the rank of a matrix A. Note that the G˜× G˜-orbit of
an idempotent Er,s is equal to its G× G-orbit. We have Xr1,s1 ⊆ Xr2,s2 if and only if r1 ≤ r2 and s1 ≤ s2.
We let GLm × GLm act on M using the isomorphism GLm ∼= G. Let U and U− be the subgroups of GLm that consist of,
respectively, the upper and lower unitriangular matrices and let λ ∈ X+. Recall that, by the corollary to Theorem 3.2,
the bideterminants (Tλ | S) are U−-fixed under the left regular action and that the (S | Tλ) and are U-fixed under the right
regular action. Of course, this also holds when we interpret the bideterminants as functions on M . It is a simple exercise
in linear algebra to show that every element of X is GLm × GLm-conjugate to one of the idempotents Er,s. The variety
Xrs is the closure of the GLm × GLm-orbit of Ers and a simple centraliser computation shows that the dimension of Xrs is
m2 − (m− (r + s))2 = (r + s)(2m− (r + s)).
The varieties Xr,m−r , 0 ≤ r ≤ m, are the irreducible components of X . We define Irs to be the ideal of k[X] generated by
the minors in the xij of degree r + 1 together with the minors in the yij of degree s+ 1.
Proposition 3.1. (i) The element d generates the vanishing ideal of X in k[M] and the bideterminants (S | T ) with S and T
standard form a basis of k[X]. Furthermore, M is normal and X and M are Cohen–Macaulay.
(ii) The ideal Ir,s is the vanishing ideal of Xrs in k[X] and the bideterminants (S | T ) with S and T standard form a basis of k[X]
and those whose shape (λ1, λ2) satisfies l(λ1) ≤ r and l(λ2) ≤ s form a basis of k[Xr,s].
(iii) [29,36] The varieties Xrs are normal and Cohen–Macaulay and have a rational desingularisation.
Proof. (i) One can define the GLm modules A≤λ, A<λ,∇(λ) and ∇˜(λ) inside k[M]/(d) and Theorem 3.2 is then also valid for
k[M]/(d). Moreover, ∇(λ) and ∇˜(λ) can be defined inside k[M] and then Theorem 3.2(iii) is still valid. It now follows that
the natural maps k[M] → k[GLm] and k[M] → k[M]/(d) restrict to isomorphisms between the different versions of ∇(λ)
and ∇˜(λ). So, by the corollary to Theorem 3.2, the versions of these modules inside k[M]/(d) are induced modules. Nowwe
have by [24, II.2.13,II.4.13] for λ,µ ∈ X+ that
dim(k[M]/(d))U−×Uλ,µ =

1, if λ = −µ,
0, otherwise.
Clearly, (Tλ | Tλ) is a weight vector of weight (−λ, λ) and it is U− × U-fixed. So the vectors (Tλ | Tλ), λ ∈ X+ form a basis of
(k[M]/(d))U−×U , each with a distinct weight. So if a B− × B-submodule of k[M]/(d) is nonzero, then it must contain one of
these vectors. In particular this applies to the radical of the algebra k[M]/(d). However, (Tλ | Tλ) is nonzero as a function on X ,
since it is nonzero on Er,s, where r = |λ1|, s = |λ2|, λ = [λ1, λ2]. So k[M]/(d) is reduced and d generates the vanishing ideal
of X in k[M]. The second assertion is now also clear. We now show that M is normal. Since k[M][d−1] = k[G˜] is integrally
closed, we only have to show that k[M] is integrally closed in k[M][d−1]. So, let f ∈ k[M][d−1] be integral over k[M]. Write
f = f1/dr , with f1 ∈ k[M] such that d - f1 and assume that r ≥ 1. Now f satisfies some monic equation, of degree s say, with
coefficients in k[M]. Multiplying through with drs we get that d|f s1 . Since, by (ii), the ideal (d) is radical, this implies that d|f1.
This contradicts our choice of f1, so r = 0 and f = f1 ∈ k[M]. NowM is Cohen–Macaulay by [33, Cor 2] or [5, Cor. 6.2.9] and
X is then also Cohen–Macaulay, since k[X] = k[M]/(d).
(ii) We first work over Z. Clearly, Z[X]/Irs,Z is spanned by the given bideterminants. Then we deduce from Lemma 2.2 and
the presence of the highest weight vectors (Tλ | Tλ) that they must form a basis. This holds then also over k by base change
and we can show that k[X]/Irs is reduced as in the case of k[X]/(d) in (ii).
(iii) All assertions are proved in [29] using Frobenius splitting and Schubert varieties (one has to use the isomorphism
(A, B) → (AT , B) between X and the variety in [29] or [36]). The first two assertions are proved in [36] using Hodge algebras
(see e.g. [6, Ch. 7] for a definition). The problem is however that the partial order on the minors given there does not satisfy
axiom (H2), see Remarks 3.2.1. We indicate how one can repair this using Gröbner bases. In the polynomial algebra on
the minors on the first and second matrix of size ≤ r and ≤ s respectively, consider the ideal generated by the GLm-
straightening relations for the minors on both matrices separately (the minors in Irs are understood to be zero) and by
the relations (11), (12) (note that in these equations a symbol (I | J) denotes a product of two minors and that the second
sums are now zero). Nowwe order the minors according to the ordering≽ from Remarks 2.1.1, keeping minors on different
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matrices incomparable. Then we extend this order to a linear order. Now we choose the reverse lexicographic order based
on this order of the variables as our monomial order. Then the above relations form a Gröbner basis. This follows from
Remarks 3.1.1, [30, Thm. 14.6] and the fact that if a term on the RHS of a GLm-straightening relation does not satisfy (H2) for
our order≽, then itmust be a singleminor. The latter follows from [9, Lemma 2.2], since the homogeneous coordinate ring of
the Grassmannian is also a Hodge algebra for the opposite of the usual order on theminors. Nowwe grade the algebra by the
size of the minors and we apply [30, Cor. 8.31] and deduce that k[Xrs] is Cohen–Macaulay, since this holds by [36, Prop. 2.6]
for the discrete algebra. Normality can now also be deduced as in [36]. 
Remarks 3.2. 1. The notion of standardness in [10,36] is equivalent to ours. In [36, Def. 2.4] the ordering of the minors
is such that on the minors of the second matrix it is the reverse of the usual one. However, with this order k[X] is not a
Hodge algebra. This can already be seen by takingm = 2 and considering the straightening relation y12y21 = y11y22 − det.
Then det ≤ y12, y21 in the usual order, so it cannot also have this property for the opposite order. In [10] a partial order
on the minors for which (H2) should hold is not clearly specified; one can repair things in the same way as in the proof of
Proposition 3.1. Finally, we note that the minors in [9, III.16] do not form a basis. The notion of standardness there amounts
to the following alternative definition of rational standard tableau: A tableau (S1 | S2) is standard if S1 and S2 are standard
in the usual way and for each column C1 of S1 and each column C2 of S2 one has C1 ⊑ C2 in the ordering on sets based on
the opposite ordering of the natural ordering ofm. With this notion of standardness we get, withm = 4, 9 standard rational
tableaux of shape ((2, 1), (2, 1)) and weight (1, 0, 0,−1), but there should only be 5.
2. Clearly the element d ∈ k[M] is irreducible ifm ≥ 2, so k[M] is not a unique factorisation domain ifm ≥ 2.
3. Similar bideterminants as the ones in this section have been considered in [14]. It is not clear tomewhether the statements
in this section about the new shapes that show up during straightening hold in the quantum setting. In view of [32] it seems
plausible that there exists a quantum version of our monoid M whose coordinate ring (that is of course the real quantum
monoid) has a bideterminant basis involving powers of a quantum coefficient of dilation. This should give an alternative
proof of the double centraliser theorem in [14].
4. The double centraliser theorem for the rational Schur algebra and the walled Brauer algebra
Let r, s be integers≥ 0. For any δ ∈ k one has the Brauer algebra Br+s(δ) over k, see [4] or one of the many papers in the
literature on Brauer algebras. This also makes sense for δ an integer, since we can replace that integer by its natural image
in k. A walled Brauer diagram is a Brauer diagram in which the vertical edges join one of the first r vertices in the top row
with one of the first r vertices in the bottom row or one of the last s vertices in the top row with one of the last s vertices in
the bottom row, and in each row the horizontal edges join one of the first r vertices with one of the last s vertices. So if we
draw a wall after the first r vertices in both rows as follows
• · · · • • · · · •
• · · · • • · · · •  
r vertices
  
s vertices





then the horizontal edges must cross the wall and the vertical edges must stay on one side of the wall. The walled Brauer
algebra Br,s(δ), see [1] or [7], is defined as the span in Br+s(δ) of the walled Brauer diagrams. It is a simple matter to check
that this is indeed a subalgebra of Br+s(δ).
The standard basis of V = km determines standard bases of V⊗r and of V⊗r ⊗ V⊗s. We denote the entry of index
((i1, . . . , ir), (j1, . . . , jr)) of the matrix of the endomorphism of V⊗r given by A ∈ Matm with respect to the standard basis
by ai1···ir ,j1···jr . Then the entry of index
((i1, . . . , ir), (u1, . . . , us)), ((j1, . . . , jr), (v1, . . . , vs))

of the matrix of the endomorphism of V⊗r ⊗ V⊗s given by (A, B) ∈ Matm ×Matm with respect to the standard basis equals
ai1···ir ,j1···jr bu1···us,v1···vs . Here A acts on the first r tensor factors and B acts on the last s tensor factors. When we consider
V⊗r ⊗ V⊗s as a GLm-module via the embedding GLm ↩→ M ⊆ Matm×Matm given in Section 3, then we write V⊗r ⊗ (V ∗)⊗s
instead of V⊗r ⊗ V⊗s.
Proposition 4.1. The enveloping algebra of GLm in Endk(V⊗r ⊗ (V ∗)⊗s) is, within the enveloping algebra of GLm×GLm, defined
by the equations
δi1,u1
m
l=1
ali2···ir ,j1···jr blu2···us,v1···vs = δj1,v1
m
l=1
ai1···ir ,lj2···jr bu1···us,lv2···vs , (13)
for i1, . . . , ir , u1, . . . , ur , j1, . . . , js, v1, . . . , vs ∈ m.
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Proof. By (i) of the corollary to Theorem 3.1 we have that the elements (9), i.e. the elements δi,uhjv − δj,vhiu, generate
the vanishing ideal of M in k[Matm × Matm]. Now the corollary to Proposition 1.1 gives the assertion, since the Eq. (13)
corresponds under the isomorphism η from the corollary to the element δi1,u1hj1v1 − δj1,v1hi1u1 multiplied by the monomial
xi2j2 · · · xir jr yu2v2 · · · yusvs . 
Nowwe fix r+s vector symbols x1, . . . , xr+s and r+s covector symbols y1, . . . , yr+s. We consider yi as the ith component
function xi as the r+ s+ ith component function onr+s V ∗⊕r+s V . We put ⟨f , x⟩ = ⟨x, f ⟩ = f (x) for f ∈ V ∗ and x ∈ V .
With a walled Brauer diagramwe associate a 2(r + s)-multilinear function F(D) onr+s V ∗⊕r+s V as follows. We label
the vertices in the top row from left to right with y1, . . . , yr , xr+1, . . . , xr+s and the vertices in the bottom row from left to
right with x1, . . . , xr , yr+1, . . . , yr+s. For an edge e of Dwe put ⟨e⟩ = ⟨z1, z2⟩, where z1 and z2 are the labels of the endpoints
of e. Now we define F(D) =e∈D⟨e⟩.
We have GLm-equivariant isomorphisms
Endk(V⊗r ⊗ (V ∗)⊗s) ∼= (V⊗r ⊗ (V ∗)⊗s)⊗ (V⊗r ⊗ (V ∗)⊗s)∗
∼= ((V ∗)⊗r ⊗ V⊗s)⊗ (V⊗r ⊗ (V ∗)⊗s)∗
∼= (V ∗)⊗(r+s) ⊗ V⊗(r+s)∗,
where the final isomorphism comes from the isomorphism
(V ∗)⊗(r+s) ⊗ V⊗(r+s) ∼→ ((V ∗)⊗r ⊗ V⊗s)⊗ (V⊗r ⊗ (V ∗)⊗s)
that sends y1 ⊗ · · · ⊗ yr+s ⊗ x1 ⊗ · · · ⊗ xr+s to
(y1 ⊗ · · · ⊗ yr ⊗ xr+1 ⊗ · · · ⊗ xr+s ⊗ x1 ⊗ · · · ⊗ xr ⊗ yr+1 ⊗ · · · ⊗ yr+s).
Note that

(V ∗)⊗(r+s) ⊗ V⊗(r+s)∗ can be identified with the vector space of 2(r + s)-multilinear functions onr+s V ∗ ⊕r+s V . Under the above isomorphisms, F(D) corresponds to an endomorphism E(D) ∈ Endk(V⊗r ⊗ (V ∗)⊗s) and one can
check that D → E(D) is a representation of Br,s(m). It is clear that the actions of Br,s(m) and GLm commute, since the
multilinear functions F(D) are GLm-invariant.
For the proof of Theorem 4.1 we need the diagram b ∈ Br,s(m)which is defined by
b = • • · · · • • • · · · •• • · · · • • • · · · •





(14)
Themain result of the theorem below as the second assertion in (i). If k has characteristic zero this is a trivial consequence of
the first assertion, the semisimplicity of the enveloping algebra of GLm (by Weyl’s theorem), and the fact that a semisimple
subalgebra of amatrix algebra equals the centraliser of its centraliser. The theoremwas first obtained in [14, Theorem. 6.11].
Theorem 4.1. The following holds.
(i) The algebra EndGLm(V
⊗r⊗(V ∗)⊗s) coincides with the image of Br,s(m) in Endk(V⊗r⊗(V ∗)⊗s) and EndBr,s(m)(V⊗r⊗(V ∗)⊗s)
is the enveloping algebra of GLm in Endk(V⊗r ⊗ (V ∗)⊗s).
(ii) The homomorphism Br,s(m)→ Endk(V⊗r ⊗ (V ∗)⊗s) is injective if and only if m ≥ r + s.
Proof. (i) The first assertion is proved precisely as in [4] using the first fundamental theorem (FFT) of invariant theory
[11, Thm. 3.1] for vectors and covectors. Since the group scheme (GLm)K is reduced and GLm is dense in GLm(K), the GLm-
invariants are the same as the formal invariants, i.e. the invariants of the group scheme (GLm)k. The FFT gives us that the space
of 2(r + s)-multilinear GLm-invariant functions onr+s V ∗ ⊕r+s V is spanned by the monomials in the ⟨xi, yj⟩with the
property that each xi and each yj occurs exactly once. These are precisely the functions F(D). Therefore EndGLm(V
⊗r⊗(V ∗)⊗s)
is spanned by the endomorphisms E(D). One can find similar arguments in [26].
Nowwe prove the second assertion. Since Br,s(m) is generated by b and the diagrams corresponding to the permutations
in Symr × Syms we have, by Proposition 1.1(ii), that u ∈ Endk(V⊗r ⊗ (V ∗)⊗s) commutes with the action of Br,s(m) if and
only if it occurs in the enveloping algebra of GLm × GLm and commutes with b. It is easy to check that commuting with b
amounts to the equations (13). So the assertion follows from Proposition 4.1.
(ii) If m ≥ r + s, then the second fundamental theorem [11, Theorem. 3.4] gives us that the functions F(D), and therefore
the endomorphisms E(D), are linearly independent, since the functions ⟨xi, yj⟩, 1 ≤ i, j ≤ r + s, are then algebraically
independent. If m < r + s, then the equation det ⟨xi, yj⟩1≤i,j≤r+s = 0 produces a nontrivial linear relation between the
F(D) and therefore also one between the E(D). 
Remark 4.1. Using Theorem 4.1 one can construct a ‘‘rational Schur functor’’, compare [19], and show, for example, that the
walled Brauer algebra and the rational Schur algebra have the same block relation, compare [19, Thm. 5.5].
R. Tange / Journal of Pure and Applied Algebra 216 (2012) 1207–1221 1221
Acknowledgement
This research was funded by a research grant from The Leverhulme Trust.
References
[1] G. Benkart, M. Chakrabarti, T. Halverson, R. Leduc, C. Lee, J. Stroomer, Tensor product representations of general linear groups and their connections
with Brauer algebras, J. Algebra 166 (3) (1994) 529–567.
[2] A. Berele, Construction of Sp-modules by tableaux, Linear and Multilinear Algebra 19 (4) (1986) 299–307.
[3] A. Borel, Linear algebraic groups, second ed., in: Graduate Texts in Mathematics, vol. 126, Springer-Verlag, New York, 1991.
[4] R. Brauer, On algebras which are connected with the semisimple continuous groups, Ann. of Math. (2) 38 (4) (1937) 857–872.
[5] M. Brion, S. Kumar, Frobenius splittingmethods in geometry and representation theory, in: Progress inMathematics, vol. 231, Birkhäuser Boston, Inc.,
Boston, MA, 2005.
[6] W. Bruns, J. Herzog, Cohen–Macaulay rings, in: Cambridge Studies in Advanced Mathematics, vol. 39, Cambridge University Press, Cambridge, 1993.
[7] A. Cox, M. De Visscher, P. Martin, S. Doty, On the blocks of the walled Brauer algebra, J. Algebra 320 (2008) 169–212.
[8] C. De Concini, Symplectic standard tableaux, Adv. Math. 34 (1) (1979) 1–27.
[9] C. De Concini, D. Eisenbud, C. Procesi, Young diagrams and determinantal varieties, Invent. Math. 56 (2) (1980) 129–165.
[10] C. De Concini, E. Strickland, On the variety of complexes, Adv. Math. 41 (1) (1981) 57–77.
[11] C. De Concini, C. Procesi, A characteristic free approach to invariant theory, Adv. Math. 21 (3) (1976) 330–354.
[12] M. Demazure, P. Gabriel, in: Masson, Cie (Eds.), Groupes algébriques. Tome I: Géométrie algébrique, généralités, groupes commutatifs, North-Holland
Publishing Co., Amsterdam, 1970, Translated in: Introduction to Algebraic Geometry and Algebraic Groups, North-Holland Mathematics Studies,
vol. 39, North-Holland Publishing Co., Amsterdam, New York, 1980.
[13] R. Dipper, S. Doty, The rational Schur algebra, Represent. Theory 12 (2008) 58–82.
[14] R. Dipper, S. Doty, F. Stoll, Quantized mixed tensor space and SchurWeyl duality II, preprint.
[15] S. Donkin, On Schur algebras and related algebras I, J. Algebra 104 (2) (1986) 31–328.
[16] S. Donkin, On Schur algebras and related algebras. II, J. Algebra 111 (2) (1987) 354–364.
[17] S. Donkin, Representations of symplectic groups and the symplectic tableaux of R.C. King, Linear Multilinear Algebra 29 (2) (1991) 113–124.
[18] S. Donkin, On tilting modules and invariants for algebraic groups, in: Finite-dimensional Algebras and Related Topics, Ottawa, 1992, pp. 59–77.
[19] S. Donkin, R. Tange, The Brauer algebra and the symplectic Schur algebra, Math. Zeit. 265 (2010) 187–219.
[20] P. Doubilet, G.-C. Rota, J. Stein, On the foundations of combinatorial theory. IX. Combinatorial methods in invariant theory, Stud. Appl. Math. 53 (1974)
185–216.
[21] J. Désarménien, J.P.S. Kung, G.-C. Rota, Invariant theory, Young bitableaux, and combinatorics, Adv. Math. 27 (1) (1978) 63–92.
[22] W. Fulton, J. Harris, Representation theory, a first course, in: Graduate Texts in Mathematics, vol. 129, Springer-Verlag, New York, 1991.
[23] J.A. Green, Polynomial representations of GLn , in: Lecture Notes in Mathematics, vol. 830, Springer-Verlag, Berlin, New York, 1980.
[24] J.C. Jantzen, Representations of Algebraic Groups, second ed., American Mathematical Society, Providence, RI, 2003.
[25] R.C. King,Weightmultiplicities for the classical groups, in: Group TheoreticalMethods in Physics (Fourth Internat. Colloq., Nijmegen, 1975), in: Lecture
Notes in Phys., vol. 50, Springer, Berlin, 1976, pp. 490–499.
[26] K. Koike, On the decomposition of tensor products of the representations of the classical groups: by means of the universal characters, Adv. Math. 74
(1) (1989) 5–86.
[27] I.G. Macdonald, Symmetric Functions and Hall Polynomials, second ed., The Clarendon Press, Oxford University Press, New York, 1995.
[28] D.G. Mead, Determinantal ideals, identities, and the Wronskian, Pacific J. Math. 42 (1972) 165–175.
[29] V.B. Mehta, The variety of circular complexes and F-splitting, Invent. Math. 137 (2) (1999) 449–460.
[30] E. Miller, B. Sturmfels, Combinatorial commutative algebra, in: Graduate Texts in Mathematics, vol. 227, Springer-Verlag, New York, 2005.
[31] S. Oehms, Centralizer coalgebras, FRT-construction, and symplectic monoids, J. Algebra 244 (1) (2001) 19–44.
[32] S. Oehms, Symplectic q-Schur algebras, J. Algebra 304 (2) (2006) 851–905.
[33] A. Rittatore, Reductive embeddings are Cohen–Macaulay, Proc. Amer. Math. Soc. 131 (3) (2003) 675–684.
[34] J.T. Sheats, A symplectic jeu de taquin bijection between the tableaux of King and of De Concini, Trans. Amer. Math. Soc. 351 (9) (1999) 3569–3607.
[35] J.R. Stembridge, Rational tableaux and the tensor algebra of gln , J. Combin. Theory Ser. A 46 (1) (1987) 79–120.
[36] E. Strickland, On the conormal bundle of the determinantal variety, J. Algebra 75 (2) (1982) 523–537.
[37] R.H. Tange, The symplectic ideal and a double centraliser theorem, J. London Math. Soc. 77 (3) (2008) 687–699.
[38] W.C. Waterhouse, Introduction to affine group schemes, in: Graduate Texts in Mathematics, vol. 66, Springer-Verlag, New York, Berlin, 1979.
[39] H. Weyl, The Classical Groups, Their Invariants and Representations, second ed., Princeton University Press, 1946.
