In deletion propagation, tuples from the database are deleted in order to reflect the deletion of a tuple from the view. Such an operation may result in the (often necessary) deletion of additional tuples from the view, besides the intentionally deleted one. The complexity of deletion propagation is studied, where the view is defined by a conjunctive query (CQ), and the goal is to maximize the number of tuples that remain in the view. Buneman et al. showed that for some simple CQs, this problem can be solved by a trivial algorithm. This paper identifies additional cases of CQs where the trivial algorithm succeeds, and in contrast, it proves that for some other CQs the problem is NP-hard to approximate better than some constant ratio. In fact, this paper shows that among the CQs without self joins, the hard CQs are exactly the ones that the trivial algorithm fails on. In other words, for every CQ without self joins, deletion propagation is either APX-hard or solvable by the trivial algorithm.
INTRODUCTION
Classical in database management is the view update problem [2, 8, 9, 11, 15, 20] : translate an update operation on the view to an update of the source database, so that the update on the view is properly reflected. A special case of this problem is that of deletion propagation in relational databases: given an undesired tuple in the view (defined by some monotonic query), delete some tuples from the base relations (where such tuples are referred to as facts), so that the undesired tuple disappears from the view, but the other tuples in the view remain. The database resulting from this deletion of tuples is said to be side-effect free [4] , where the "side effect" is the set of deleted view tuples that are different from the undesired one. Very often, a solution that is side-effect free does not exist, and hence, the task is relaxed to that of minimizing the side effect [4, 8] . That is, the problem is to delete tuples from the source relations so that the undesired tuple disappears from the view, and the maximum possible number of other tuples remain in the view.
Though view update is a classical database problem, recent applications provide a renewed motivation for it. Specifically, view update naturally arises when debugging Information Extraction (IE) programs, which can be highly complicated [23] . As a concrete example, the MIDAS system [1] extracts basic relations from multiple (publicly available) financial data sources, some of which are semistructured or just text, and integrates them into composite entities, events and relationships. Naturally, this task is error prone, and due to the magnitude and complexity of MIDAS, it is practically impossible to reach complete precision. An erroneous conclusion, though, can be observed by a user viewing the final output of MIDAS, and such a conclusion is likely to be the result of errors or ambiguity in the base relations. When the integration query is taken as the view definition, deletion propagation becomes the task of suggesting tuples to be deleted from the base relations for eliminating the erroneous conclusion, while minimizing the effect on the remaining conclusions. Furthermore, eliminating tuples from the base relations may itself entail deletion propagation, since these tuples are typically extracted by consulting external (possibly unclean) data sources [23, 25] .
Another motivation arises in business reorganization, and the specific application is that of eliminating undesired links, such as between a specific employee and a specific customer. This problem is nicely illustrated by the following simple example by Cui and Widom [10] (also referenced and used by Buneman et al. [4] ). Let GroupUser(group, user) and GroupFile(group, file) be two relations representing mem-berships of users in groups and access permissions of groups to files. A user u can access the file f if u belongs to a group that can access f ; that is, there is some g, such that GroupUser (g, u) and GroupFile(g, f) . Suppose that we want to restrict the access of a specific user to a specific file, by eliminating some user-group or group-file pairings. Furthermore, we would like to do so in a way that a maximum number of user-file access permissions remain. This is exactly the deletion-propagation problem, where the view is defined by the following conjunctive query (CQ):
Access(y1, y2) :− GroupUser(x, y1), GroupFile(x, y2) (1) A formal definition of a CQ is given in Section 2. For some of the above applications of deletion propagation (e.g., IE), the involved queries can be much more complicated than CQs. Nevertheless, we believe that understanding deletion propagation for the basic class of CQs is an essential step towards practical algorithms for these applications. Hence, the focus of this paper is on the complexity of deletion propagation, where the view is defined by a CQ.
Formally, for a CQ Q (the view definition), the input for the deletion-propagation problem consists of a database instance I and a tuple a ∈ Q(I). A solution is an subinstance J of I (i.e., J is obtained from I by deleting facts) such that a / ∈ Q(J), and an optimal solution maximizes the number of tuples in Q(J). The side effect is (Q(I) \ {a}) \ Q(J). Buneman et al. [4] identify some classes of CQs (e.g., projection-free CQs) for which a straightforward algorithm produces an optimal solution in polynomial time; we recall this algorithm in Section 3 and call it the trivial algorithm. But those tractable classes are highly restricted, as Buneman et al. show that even for a CQ as simple as the above Access(y 1, y2), testing whether there is a solution that is side-effect free is NP-complete. Therefore, finding an optimal solution minimizing the side effect is NP-hard for Access(y1, y2). Of course, one can often settle for a solution that is just approximately optimal, such as a solution that has a side effect that is at most twice as large as the minimum. Nevertheless, as noted by Buneman et al. [4] , approximating the minimum side effect is still hard, since such an approximation can be used to test for the existence of a side-effect free solution (because an approximately optimal solution must be side-effect free when a side-effect-free solution exists).
In spite of the above hardness in deletion propagation, we still want to design algorithms (at least for important classes of CQs) with provable guarantees on the quality of a solution. We achieve that by slightly tweaking the optimization measure: instead of trying to minimize the side effect (i.e., the cardinality of (Q(I) \ {a}) \ Q(J)), our goal is to maximize the number of remaining tuples (i.e., the cardinality of Q(J)). We denote this problem by MaxDP Q . Of course, for finding an optimal solution, this maximization problem is the same as the original minimization problem. But in terms of approximation, the picture drastically changes. For example, we show that for every CQ Q without self joins, MaxDP Q is approximable by a constant factor that depends only on Q. More specifically, for every CQ Q without self joins there is a constant α Q ∈ (0, 1) (lower bounded by the reciprocal of the arity of Q), such that the solution J produced by the trivial algorithm satisfies |Q(J)| ≥ αQ|Q(J )| for all solutions J .
In Section 4, we formulate the head-domination property of CQs. We prove that when a CQ Q without self joins has this property, MaxDP Q is solved optimally (and in polynomial time) by the trivial algorithm. Unfortunately, for many other CQs there is a limit to the extent to which MaxDP Q can be approximated. Particularly, we consider the self-join-free CQs, and show a remarkable phenomenon (Theorem 4.8): for those CQs that do not have the head domination property, not only is the trivial algorithm suboptimal for MaxDP Q , this problem is hard to solve optimally, and even hard to approximate better than some constant ratio. More precisely, we show the following dichotomy. For every CQ Q without self joins, one of the following holds:
• Q has the head-domination property (thus, the trivial algorithm optimally solves MaxDP Q in polynomial time).
• There is a constant αQ ∈ (0, 1), such that MaxDP Q is NP-hard to αQ-approximate.
The proof of this dichotomy is nontrivial. Regarding the constant αQ, we show that it is necessary to have it dependent on Q, since there is no global constant α ∈ (0, 1) that works for all the CQs Q (without self joins); however, we show that such a global constant exists for a large class of CQs (that contains the acyclic CQs [3, 12] ). The above dichotomy also holds for the aforementioned problems of Buneman et al. [4] . That is, for the problem of determining whether there is a side-effect-free solution, and for the problem of finding an optimal solution, the following holds when there are no self joins: if the CQ has the head-domination property, then the problems are solvable by the trivial algorithm; otherwise, these problems are NP-hard. So far, the only algorithm we have considered for deletion propagation is the trivial one. Recall that for every CQ Q without self joins, the trivial algorithm is a constant-factor approximation (with a constant depending on Q). In Section 5, we devise approximation algorithms with much better ratios, for the important class of star CQs without self joins 1 (which generalize the queries that are processed by the Fagin algorithm [13] and the threshold algorithm [14] ). We first give an algorithm that provides a 1 2 -approximation for MaxDP Q , where Q is a star CQ without self joins. This algorithm, which we call the greedy algorithm, is based on purely combinatorial arguments. This algorithm is very simple and has a highly desirable complexity: its running time is polynomial not just under the standard data complexity, but also under query-and-data complexity (which means that the worst-case cost of this algorithm is significantly smaller than that of evaluating the CQ over the database instance).
We then present an approximation for MaxDP Q that is based on randomized rounding of a linear program (LP). This randomized algorithm 2 is more complicated than the greedy algorithm. We formulate the problem as an integer linear program, which is relaxed to an ordinary linear program by means of randomized rounding that translates the resulting LP solution into a probabilistic choice of tuples to delete. The LP-based algorithm terminates in polynomial time, but unlike the greedy algorithm, the polynomial is only under data complexity (as it essentially requires the evaluation of the CQ). However, the LP-based algorithm has important two advantages over the greedy one.
The first advantage of the LP-based algorithm is that its approximation ratio is higher: 1 − 1 e (roughly, 0.632) rather than 1 2 (which is shown to be tight for the greedy algorithm). The second advantage is that the LP-based algorithm can be extended to a significant generalization of star CQs. Roughly speaking, in this generalization (which we formally define in Section 5) the star restriction is limited just to the existential variables. As we demonstrate, the greedy algorithm inherently fails on CQs of this generalization. The LP-based approach alone is not enough for this generalization, but interestingly, the trivial algorithm handles the cases where the LP fails. Hence, our generalized algorithm takes the best solution from those returned by the LP-based algorithm and the trivial algorithm.
Finally, in Section 6 we show that self joins in CQs introduce inherent hardness. Recall that for every CQ Q without self joins, MaxDP Q can be efficiently αQ-approximated by the trivial algorithm, where αQ is bounded by the reciprocal of the arity of Q. We show that this result does not extend to CQs with self joins. Specifically, the trivial algorithm fails to give the desired approximation, and furthermore, we show an infinite set of CQs Q, such that the achievable approximation ratio for MaxDP Q is exponentially smaller than the reciprocal of the arity of Q. In addition, we show a CQ Q with self joins, such that Q has the head-domination property and yet the trivial algorithm is sub-optimal; furthermore, MaxDP Q is hard to approximate better than some constant ratio.
Note that the work reported here considers a basic and restricted case of the view update problem: deletion propagation for conjunctive views, with the goal of preserving as many tuples of the view as possible. We found that even in this basic case, approximation is a nontrivial topic. We believe that the insights and techniques drawn from this work will be helpful in the exploration of additional aspects of view update, and deletion propagation in particular, like those studied in the literature. For example, deletion propagation has been explored under the goal of minimizing the source side effect [4, 8] , namely, finding a solution with a minimal number of missing facts. Cong et al. [8] also studied the complexity of deletion propagation (with the goal of finding an optimal solution) in the presence of key constraints. Naturally, update operations other than deletion (e.g., insertion and replacement) have also been investigated [2] , and especially in the presence of functional dependencies [9, 11, 20] . The work of Cosmadakis and Papadimitriou [9] is distinguished by their requirement for a view to keep intact a complement view (which has also been explored more recently by Lechtenbörger and Vossen [22] ) that, intuitively, contains the information ignored by the view.
Due to a lack of space, some of the proofs are presented in the extended version of this paper [21] .
PRELIMINARIES

Schemas, Instances, and CQs
We fix an infinite set Const of constants. We usually denote constants by lowercase letters from the beginning of the Latin alphabet (e.g., a, b and c). A schema is a finite sequence R = R1, . . . , Rm of distinct relation symbols, where each Ri has an arity ri > 0. An instance I (over R) is a sequence R 
We fix an infinite set Var of variables, and assume that Const and Var are disjoint sets. We usually denote variables by lowercase letters from the end of the Latin alphabet (e.g., x, y and z). We use the Datalog style for denoting a conjunctive query (abbrev. CQ): a CQ over a schema R is an expression of the form
where x and y are tuples of variables (from Var), c is a tuple of constants (from Const), and ϕ(x, y, c) is a conjunction of atomic formulas Ri(x, y, c) over R; an atomic formula is also called an atom. We may write just Q(y) or Q if ϕ(x, y, c) is irrelevant. We denote by atoms(Q) the set of atoms of Q. We usually write ϕ(x, y, c) by simply listing atoms(Q). We make the requirement that each variable occurs at most once in x and y, and no variable occurs in both x and y. Furthermore, we require every variable of y to occur (at least once) in ϕ(x, y, c).
When we mention a CQ Q, we usually avoid specifying the underlying schema R, and rather assume that this schema is the one that consists of the relation symbols (with the proper arities) that appear in Q. When we want to refer to that schema, we denote it by schema(Q). Multiple occurrences of the same relation symbol in Q form a self join; hence, when we say that Q has no self joins we mean that every relation symbol appears at most once in ϕ(x, y, c).
Let Q(y) :− ϕ(x, y, c) be a CQ. A variable of x is called an existential variable of Q, and a variable of y is called a head variable of Q. We use Var ∃ (Q) and Var h (Q) to denote the sets of existential variables and head variables of Q, respectively. Similarly, if φ is an atom of Q, then Var ∃ (φ) and Var h (φ) denote the set of existential variables and head variables, respectively, that occur in φ. We denote by Var(Q) and Var(φ) the unions Var ∃ (Q) ∪ Var h (Q) and Var ∃ (φ) ∪ Var h (φ), respectively. A join variable of Q is a variable that occurs in two or more atoms of Q (note that a join variable can be an existential variable or a head variable). Finally, the arity of Q, denoted arity(Q), is the length of the tuple y.
Example 2.1. An important CQ in this work is the CQ Q 2 , which is the same as the CQ Access(y1, y2) defined in (1) (and discussed in the introduction), up to renaming of relation symbols.
Here and later, in our examples Ri and Rj are assumed to be different symbols when i = j. The atoms of Q 2 are φ1 = R1(x, y1) and φ2 = R2(x, y2). Note that Q 2 has no self joins (but it would have a self join if we replaced the symbol R2 with R1). There is only one existential variable in Q 2 , namely x, and the two head variables are y1 and y2.
Hence Var ∃ (Q) = {x} and Var h (Q) = {y1, y2}. Furthermore, Var ∃ (φ1) = {x} and Var h (φ1) = {y1}. Finally, note that x is the single join variable of Q 2 . We generalize the notation Q 2 to Q k , for all positive integers k, where the CQ Q k is defined as follows.
Observe that the CQ Q k from Example 2.1 does not contain any constants. An example of a query with the constant Emma is the following.
Consider the CQ Q(y), and let I be an instance over schema(Q). An assignment for Q is a mapping μ : Var(Q) → Const. For an assignment μ for Q, the tuple μ(y) is the one obtained from y by replacing every head variable y with the constant μ(y). Similarly, for an atom φ ∈ atoms(Q), the fact μ(φ) is the one obtained from φ by replacing every variable z with the constant μ(z). A match for Q in I is an assignment μ for Q, such that μ(φ) is a fact of I for all atoms φ ∈ atoms(Q). If μ is a match for Q in I, then μ(y) is called an answer (for Q in I). The result of evaluating Q over I, denoted Q(I), is the set of all the answers for Q in I.
Deletion Propagation
Let Q be a CQ. The problem of maximizing the view in deletion propagation, with Q as the view definition, is denoted by MaxDP Q and is defined as follows. The input consists of an instance I over schema(Q), and a tuple a ∈ Q(I). A solution (for I and a) is an instance J ⊆ I, such that a / ∈ Q(J). The goal is to find an optimal solution, which is a solution J that maximizes |Q(J)|; that is, J is such that |Q(J)| ≥ |Q(K)| for all solutions K.
As we discuss later, finding an optimal solution for the problem MaxDP Q may be intractable. Often, though, we can settle for approximations, which we naturally define as follows. For a number α
for MaxDP Q is an algorithm that, given I and a, always returns an α-optimal solution.
THE TRIVIAL ALGORITHM
In this section, we recall a straightforward algorithm of Buneman et al. [4] , which they gave for proving the tractability of finding a solution J with a minimum-size side effect (recall that the side effect is the set (Q(I) \ {a}) \ Q(J)), in the case where there is no projection (i.e., Q has no existential variables); here, we trivially extend that algorithm to general CQs.
Consider a CQ Q(y), and suppose that I and a are input for MaxDP Q . Let φ be an atom of Q. A φ-fact of I is a fact f ∈ I that is equal to μ(φ) for some assignment μ for Q (note that μ is not necessarily a match for Q in I); furthermore, if there is such μ that satisfies μ(y) = a (in addition to μ(φ) = f ), then we say that f is consistent with a. The trivial algorithm for generating a solution for I and a is as follows. For each φ ∈ atoms(Q), we obtain from I the sub-instance J φ by removing all of the φ-facts that are consistent with a. Then, we return the J φ that maximizes |Q(J φ )|. Pseudo-code for Trivial Q is shown in Figure 1 .
remove from J φ all φ-facts consistent with a 5:
J ← J φ 7: return J
Figure 1: The trivial algorithm
Example 3.1. Consider the following CQ Q 3 , which is a special case of (3).
Figure 2 shows an instance I3 over schema(Q 3 ), and let a be the tuple ( , , ). Let us show how the trivial algorithm operates on I3 and a. For i ∈ {1, 2, 3}, let φi be the atom Ri(x, yi). Then atoms(Q 3 ) = {φ1, φ2, φ3}. For i ∈ {1, 2, 3}, the φi-facts are those that belong to the relation Ri, and the ones that are consistent with a are those of the form Ri(j, ); the solution J φ i is therefore obtained from I3 by removing from Ri all the facts except for Ri(i, 2). Thus, we have
, and therefore, the trivial algorithm can return any J φ i (depending on the traversal order over the atoms).
The following (straightforward) proposition states the correctness and efficiency of the trivial algorithm. Unless stated otherwise, in this paper we use data complexity [26] for analyzing the complexity of deletion propagation and algorithms thereof; this means that the CQ Q is held fixed, and the input consists of the instance I and the tuple a.
Proposition 3.2. Trivial Q returns a solution, and terminates in polynomial time.
Next, we show that in the case where Q has no self joins, the trivial algorithm approximates MaxDP Q within a constant ratio that depends only on Q. (A discussion on CQs with self joins is in Section 6.)
Approximation
The following proposition shows that, if Q is a CQ without self joins, then the trivial algorithm is a constant-factor approximation for MaxDP Q (where the constant depends on Q). The proof is fairly straightforward. -approximation. So, let k be a natural number. We will construct an instance I k and a tuple a ∈ Q k (I k ) that realize the 1 k ratio. Each of the k relations Ri contains the k tuples (1, ), . . . , (k, ); in addition, each relation Ri contains the tuple (i, 2). As an example, Figure 2 shows I3. The tuple a is k (i.e., a tuple that consists of k diamonds).
To see that I k and a are as desired, let J be the subinstance of I k that is obtained by removing (i, ) from each relation Ri. Then Q k (J) contains k tuples b1, . . . , b k , where each bi is the tuple that comprises only s, except for the ith element that is 2. Note that J is optimal, since Q k (I k ) = Q k (J) ∪ {a}. Nevertheless, the trivial algorithm will remove from one of the relations, say Ri, all the tuples of the form (x, ), as described for k = 3 in Example 3.1. By doing so, the trivial algorithm produces a sub-instance J , such that Q k (J ) contains exactly one tuple, thus no better than a 1 k -approximation. In the next section we will characterize the CQs, among those without self joins, for which the trivial algorithm is optimal. Furthermore, we will show that (in the absence of self joins) the trivial algorithm is optimal for MaxDP Q precisely for those CQs Q with a tractable MaxDP Q ; for the remaining CQs Q, MaxDP Q is hard, and even hard to approximate better than some constant ratio.
DICHOTOMY
In this section, we define the head-domination property of a CQ, and show that if a CQ Q without self joins has this property, then the trivial algorithm (optimally) solves MaxDP Q . Furthermore, we show that this property exactly captures the tractability of MaxDP Q , in the sense that in the absence of this property, MaxDP Q is not only intractable, but actually cannot be approximated better than some constant ratio (it is APX-hard).
Head Domination
Let Q be a CQ. The existential-connectivity graph of Q, denoted G ∃ (Q), is the undirected graph that has atoms(Q) as the set of nodes, and that has an edge {φ1, φ2} whenever φ1 and φ2 have at least one existential variable in common (that is, Var ∃ (φ1) ∩ Var ∃ (φ2) = ∅). Let φ be an atom of Q, and let P be a set of atoms of Q. We say that P is headdominated by φ if φ contains all the head variables that occur in P (i.e., Var h (φ ) ⊆ Var h (φ) for all φ ∈ P ). Definition 4.1. (Head Domination) A CQ Q has the head-domination property if for every connected component P of G ∃ (Q) there is an atom φ ∈ atoms(Q), such that P is head-dominated by φ.
As an example, for the CQ Q k defined in (3), the graph G ∃ (Q k ) is a clique over atoms(Q k ), and so it has only one 
The left side of Figure 3 shows the graph G ∃ (Q). Note that G ∃ (Q) has two connected components: the first component is {R(y1, x1), S(x1, x2), T (x2, y2, x3)} and the second is {U (y2, y3, x4)}. The CQ Q does not have the headdomination property, since the first connected component is not head-dominated by any atom of Q (since no atom contains both y1 and y2). Now, consider the following CQ Q , which is obtained from Q by adding an atom V (y1, y2).
The graph G ∃ (Q ) is shown on the right of Figure 3 . Note that the atom V (y1, y2) head-dominates the connected component {R(y1, x1), S(x1, x2), T (x2, y2, x3)}; hence, Q has the head-domination property.
Optimality of the Trivial Algorithm
The following theorem states that if a CQ Q without self joins has the head-domination property, then the trivial algorithm is optimal for MaxDP Q . Proof. Let Q be a CQ without self joins, such that Q has the head-domination property. Consider the input I and a for MaxDP Q . Let J be any solution (e.g., an optimal solution). Let f be a fact in I \ J. Note that such a fact f must exist, since a ∈ Q(I) and a / ∈ Q(J). Assume, w.l.o.g., that a ∈ Q(J ∪{f }); otherwise, f can be added to J without losing any tuple from Q(J), and then we can choose another f , and so on. Let φ be the atom of Q, such that f is a φ-fact. Let P f be the connected component of φ in G ∃ (Q), and let γ be an atom of Q such that γ dominates P f . Such an atom γ exists, since Q has the head-domination property.
Consider the solution Jγ that the trivial algorithm constructs (by removing from I all the γ-facts that are consistent with a). We will prove the theorem by showing that Q(J) ⊆ Q(Jγ ) (and hence, |Q(J)| ≤ |Q(Jγ )|). If J ⊆ Jγ , then the claim is obvious (since Q is a monotonic query). Otherwise, let g be a fact in J \ Jγ . Then g is a γ-fact that is consistent with a, since g / ∈ Jγ . We will prove that there is no match μ for Q in J, such that μ(γ) = g. Since Q has no self joins, this would mean that g is actually useless for producing Q(J). As a result, by repeating this argument for all g ∈ J \ Jγ we will get that for J = J ∩ Jγ it holds that Q(J) = Q(J ); and since Q(J ) ⊆ Q(Jγ) (as J ⊆ Jγ and Q is monotonic), it holds that Q(J) ⊆ Q(Jγ). Suppose, by way of contradiction, that μg is a match for Q in J, such that μg(γ) = g. We will show that a ∈ Q(J), and thereby obtain a contradiction to the fact that J is a solution. Let y be the tuple of head variables of Q. Recall that a ∈ Q(J ∪ {f }), and let μ f be a match for Q in J ∪ {f } with μ f (y) = a. Note that μ f (φ) = f . (Remember that Q has no self joins.)
Observe that μ f and μg agree on all the head variables of P φ , due to the fact that γ contains all these variables, and due to the fact that g is consistent with a. Also note that no existential variable occurs both in P φ and outside P φ , since P φ is a connected component. It thus follows that μ f and μg agree on all the variables that occur both inside P φ and outside P φ .
We now construct a match μ for Q in J, as follows: for each z ∈ Var(Q) we define μ(z) = μg(z) if z appears in P φ , and otherwise μ(z) = μ f (z). Recall that φ is in P φ , and hence, μ(φ) = μg(φ); thus, μ(φ) belongs to J (and in particular, μ(φ) = f ). It follows that μ is indeed a match for Q in J. To complete the proof, we will show that μ(y) = a. Suppose that y = (y1, . . . , y k ) and a = (a1, . . . , a k ). Let i be an index in {1, . . . , k}. If yi appears in P φ , then μ(yi) = ai, since μ(yi) = μg(yi), μg(γ) = g, and g is consistent with a. If yi does not appear in P φ , then μ(yi) = ai again, since μ(yi) = μ f (yi) and μ f (y) = a. We conclude that μ(y) = a, and hence, a ∈ Q(J), as claimed.
As a simple consequence of Theorem 4.3, if Q is a CQ without self joins, and every join variable of Q is a head variable, then the trivial algorithm optimally solves MaxDP Q (since then G ∃ (Q) has no edges). Actually, we can show that if every head variable is a join variable, then this statement is true even without requiring lack of self joins. However, in Section 6 we show that Theorem 4.3 is not correct for all the CQs that have self joins. Specifically, we show an example of a CQ Q with self joins, such that Q has the headdomination property, and yet the trivial algorithm does not optimally solve MaxDP Q ; even more, for that Q we show that MaxDP Q is hard to approximate better than some constant ratio.
Hardness
The following theorem 3 states that if a CQ Q without self joins does not have the head-domination property, then in contrast to Theorem 4.3, MaxDP Q is hard, and even hard to approximate better than some constant ratio. In Section 4.3.1 we discuss the proof. One may wonder whether, in Theorem 4.4, it is necessary to have αQ depending on Q. In other words, does Theorem 4.4 hold for a global α that is applicable to all the CQs without self joins? The following theorem shows that the answer is positive if we are restricted to the class of acyclic CQs [3, 12] and the class of CQs over binary 4 relation symbols. The proof is, essentially, through insights on the reductions used for proving Theorem 4.4 (see Section 4.3.1) in these special cases. 
Proof. We define Q k as follows. The schema of Q k has k relation symbols R1, . . . , R k , where each Ri is k-ary. Define
where, for i = 1, . . . , k, the atom φi is given by φi = Ri(x, y1, . . . , yi−1, yi+1, . . . , y k ) .
Note that φi contains all the variables of Q, except for yi. Clearly, Q satisfies Properties 1 and 2 (i.e., Q has no self joins and it violates the head-domination property). It is left to prove Property 3. Let I and a be input for MaxDP Q k . Let i and j be such that 1 ≤ i < j ≤ k, and let fi and fj be a φi-fact and a φj-fact, respectively, that are consistent with a (where consistency is defined in Section 3). The only answer of Q(I) that agrees with both fi and fj on the head variables is a. Therefore, among the answers in Q(I) \ {a}, those that require fi are disjoint from those that require fj . Hence, if we take the best J φ constructed by Trivial Q k (Figure 1) , it must be the case that Q(J φ ) misses at most 
Proving Theorem 4.4
The full proof of Theorem 4.4 is in the extended version of this paper [21] . Here, we give a brief overview of the proof.
Our first step is to show hardness of Q 2 (defined in (2)), which is a special case of a CQ that does not have the headdomination property. Buneman et al. [4] showed that deciding whether there is a solution that is side-effect free is NP-complete for Q 2 . To show that, they described a reduction from non-mixed 3-satisfiability, which is the problem of deciding on the satisfiability of a formula in 3-CNF, where no clause contains both negated and non-negated variables (that is, each clause is the disjunction of three literals, where the three are either all negative or all positive). Guruswami [17] showed a constant-factor bound on the approximability of non-mixed 3-satisfiability. However, we cannot simply combine the reduction of Buneman et al. and the result of Guruswami, since that reduction does not preserve approximation (or PTAS). Nevertheless, we prove inapproximability by combining that reduction with a more recent result of Guruswami and Khot [18] showing constant-factor inapproximability for non-mixed 3-satisfiability in the case where each variable occurs in at most five clauses. Thus, we get the following.
Lemma 4.7. There is a constant α ∈ (0, 1), such that MaxDP Q 2 is NP-hard to α-approximate.
Next, we fix a CQ Q, such that Q has neither self joins nor the head-domination property. Our goal is to prove that MaxDP Q is hard to approximate within some factor αQ. We fix a component P of G ∃ (Q), such that P is headdominated by none of the atoms of Q. We call two variables y and y atomic neighbors if Q has an atom that contains both y and y . An important idea in the proof is to distinguish between two cases. The first case is where two of the head variables of P are not atomic neighbors. The second case is the complement: every two head variables of P are atomic neighbors.
In the first case, suppose that y 1 and y 2 are head variables of P that are not atomic neighbors. We show a (fairly simple) reduction from MaxDP Q 2 to MaxDP Q where, roughly speaking, the variable y i (i = 1, 2) of Q simulates the variable yi of Q 2 .
In the second case, we again show a reduction from the problem MaxDP Q 2 to MaxDP Q , and we again find y 1 and y 2 in Q that can simulate y1 and y2, respectively, in Q 2 ; but here this task is much more subtle. In essence, for the proof to work we need to be able to assume that in a solution, it is not worth to remove any φ-fact if φ contains both y 1 and y 2 . To do that, we choose y 1 and y 2 carefully, and we handle differently those φ that are inside P and those that are outside P . By handling φ we essentially augment the constructed instance I (over schema(Q)) with additional tuples; this is also subtle, since we need to make sure that not too many answers are added to Q(I), or else we can easily lose the (rough) preservation of the approximation ratio in the reduction. Needed for facing the last problem is the fact that every two head variables in P are atomic neighbors.
Dichotomy
We summarize this section with the following dichotomy 2. There is a constant αQ ∈ (0, 1), such that it is NP-hard to αQ-approximate MaxDP Q .
Moreover, 1 holds if and only if Q has the head-domination property.
A proof similar to (actually, simpler than) that of Theorem 4.8 gives a similar dichotomy for the problem of testing whether there is a solution that is side-effect free (i.e., a solution J such that Q(J) = Q(I)\{a}), which has been studied by Buneman et al. [4] . Specifically, for a CQ Q without self joins, testing whether there is a side-effect-free solution is in polynomial time when Q has the head-domination property (due to Theorem 4.3), and is NP-complete otherwise.
APPROXIMATIONS FOR STAR CQS
A CQ is a star CQ if every join variable occurs in every atom; in other words, a CQ Q is a star CQ if there is a set Z ⊆ Var(Q), such that Z = Var(φ1) ∩ Var(φ2) whenever φ1, φ2 ∈ Q and φ1 = φ2 (note that Z can be empty). As an example, every Q k (defined in (3)) is a star CQ (with Z = {x}). Furthermore, every CQ with two or fewer atoms is a star CQ. An additional example is the following.
Q1(y1, y2, y3) :− R(x1, y1), S(y1, x1, y2), T (x3, y1, x1, x1)
Note that in Q1, the join variables are x1 and y1, and they indeed occur in each of the three atoms.
In this section, we present approximation algorithms for the problems MaxDP Q , where Q is a star CQ without self joins. The following corollary of Theorem 4.5 (for the case of acyclic CQs) shows that star CQs are intractable to approximate within some factor α, except for trivial cases. The constant factor α that we found for the hardness part Theorem 5.1 is fairly close to 1 (it is larger than 0.9), so this result does not preclude good approximations (though it does preclude PTAS algorithms). Recall from Proposition 3.3 that for every CQ Q without self joins, MaxDP Q is 1 k -approximated using the trivial algorithm, where k = min{arity(Q), |atoms(Q)|}. In this section, we give constantfactor approximation algorithms for MaxDP Q , where the factor does not depend on Q, assuming that Q is a star CQ without self joins. Towards the end of this section, we will show how to extend one of the approximations to a significant generalization of star CQs.
A Greedy Algorithm
We now present a 1 2 -approximation for MaxDP Q , for the case where Q is a star CQ without self joins. We first consider the special case where Q is the CQ Q k (for some k > 0). Later on, we will discuss the extension of the algorithm to the general case.
Fix a natural number k > 0. The goal is to approximate MaxDP Q k . We call the approximation algorithm we present here the greedy approximation, and denote it by Greedy k . Figure 4 shows pseudo-code for the algorithm. The input includes an instance I and a tuple a = (a1, . . . , a k ), and the algorithm returns a solution J.
We use the following notation. if exists j where Rj (b, c) ∈ I for some c = aj then 5: i ← a minimal j with Rj (b, c) ∈ I for some c = aj 6: else 7: i ← an arbitrary number in {1, . . . , k} 8: delete Ri(b, ai) from J 9: return J The following lemma states that the algorithm returns a solution. The proof is immediate from the fact that for each a-joining constant b, the returned instance J misses Ri(b, ai) for some (actually, for exactly one) i ∈ {1, . . . , k}.
Lemma 5.2. Greedy k (I, a) returns a solution.
Next, we show that Greedy k is a 2-approximation for MaxDP Q k . Fix the input I for the algorithm, and let J be the returned sub-instance of I. We will show that |Q k (J)| ≥ |Q k (I) \ {a}|/2. This implies that Greedy k is a 1 2 -approximation regardless of the performance of an optimal algorithm, since |Q k (J )| ≤ |Q k (I) \ {a}| holds for every solution J . Moreover, this implies that there is always a solution that retains at least half of the original (non-a) tuples of Q k (I).
To show that |Q k (J)| ≥ |Q k (I) \ {a}|/2, we use the following counting argument. We map the surviving answers to deleted answers in a way that each deleted answer is the image of some surviving answer. Since no surviving answer has two images, this will imply that the number of surviving answers is at least as large as the number of deleted answers. The intuitive reason for the existence of such a mapping is that we try to delete only facts Ri(b, ai) where there is an alternative fact Ri(b, c) for the same joining constant b; the fact Ri(b, c) will preserve some answers to account for those that have been deleted.
Formally, we define a function Ψ : Q k (J) → Const k , and show that Ψ is onto (Q k (I) \ {a}) \ Q k (J). The function Ψ is defined as follows. For a tuple c ∈ Q k (J), where c = (c1, . . . , c k ), the tuple Ψ(c) is obtained from c by choosing the minimal i with ci = ai, and replacing that occurrence of ci with ai. For example, for k = 4 and a = ( , , , ), the tuple Ψ ( , ♥, 2, ) is ( , , 2, ) . Next, we show that in the worst case, Greedy k indeed gives just 1 2 -approximation. Our example is for k = 2, and it is depicted in Figure 5 . The relation R1 contains the tuples (i, a1) and (i, ♥), for all i ∈ {1, . . . , n}. Note that the visual position of nodes on the edges that correspond to R1 is in opposition to the order of the values in R1 (i.e., the edge from ♥ to 2 corresponds to the fact R1 (2, ♥) ). The relation R2 contains the tuples (i, a2) and (i, ci) for all i ∈ {1, . . . , n}. The greedy algorithm will remove all the facts R1(i, a1), generating a sub-instance J with |Q 2 (J)| = n + 1. On the other hand, one could remove all the facts R2(i, a2), and then get a solution J , such that |Q 2 (J )| = 2n. Hence, the approximation ratio is at most
. Finally, we discuss the generalization of the greedy algorithm to general star CQs without self joins. Let Q be a star CQ without self joins. Suppose that Q has k atoms. We reduce MaxDP Q to MaxDP Q k in an approximationpreserving manner. Specifically, given the input I and a for MaxDP Q , we generate an instance I over schema(Q k ) and a tuple a , and apply Greedy k (I , a ) to get a solution J for I and a . Finally, we transform J into a solution J for I and a. This reduction is fairly straightforward, and the details are in the extended version of this paper [21] . In conclusion, we get the following theorem. Recall that query-and-data complexity means that the running time is measured as if the query Q is given as part of the input (in addition to I and a) , and is not fixed. The polynomial running time under query-and-data complexity is due to the fact that both Greedy k and the reduction from MaxDP Q to MaxDP Q k take polynomial time under query-and-data complexity. In contrast, recall that the trivial algorithm is polynomial time only under data complexity (since it requires the evaluation of Q over the J φ ).
A Randomized-Rounding Algorithm
In this section, we describe a randomized-rounding algorithm for approximating MaxDP Q when Q is a star CQ without self joins. We will show that this algorithm gives an approximation ratio that is higher than Greedy k , namely, 1 − 1 e (which is, roughly, 0.632) instead of 1 2 ; the running time is still polynomial, but it is not as fast as Greedy k . In particular, the algorithm we describe here will terminate in polynomial time under (the usual) data complexity, but not under query-and-data complexity. At the end of this section, we will show that this algorithm can be used to approximate CQs from a class that significantly generalizes the star CQs without self joins.
More precisely, the algorithm we present is a randomized (1−
This is a standard notion of randomized optimization (e.g., [16, 19] ). Such a randomized algorithm can be easily transformed into a randomized algorithm that returns an α-approximation, where α is arbitrarily close to (1 − 1 e ), and the error probability is arbitrarily small. We further note that the algorithm we present here can be derandomized into a deterministic (i.e., ordinary) (1 − 1 e )-approximation, using the pipage-rounding technique of Calinescu et al. [5] ; however, that derandomization is beyond the scope of this paper.
Our algorithm uses ideas from the framework of submodular maximization subject to a matroid constraint [5, 6] . In fact, our problem can be formally reduced to the problem of maximizing a monotone submodular function subject to a matroid constraint, for which a (1 − 1 e )-approximation has been developed recently [6] . However, it is simpler (and maximize As we did in the previous section, we will first describe the algorithm for the special CQs Q k (defined in (3) 
Next, we construct the objective function. 
i ≥ 1 means that the fact Ri(b, ai) that we delete is such that ai = di, and hence, none of the Rj (b, dj) is deleted (and then d survives) .
Finally, the goal is to maximize the sum of the Y d . Figure 6 shows the program LP (I, a) , which is the LP relaxation of the integer LP.
The algorithm for MaxDP Q k , called RRLP k (I, a) , is described by the pseudo-code of Figure 7 . The algorithm first solves LP(I, a), and as a result, gets an optimal (fractional) assignment for each X b i and Y d . Like Greedy k (I, a) , this algorithm constructs a sub-instance J of I and returns J in the last line. Still similarly to Greedy k (I, a), for each a-joining constant b, the algorithm selects an index i ∈ [k] and deletes from J the fact Ri(i, ai). The difference between the algorithms is in the way i is chosen. Here, we apply the standard action in randomized rounding, namely, i is picked randomly and independently from [k] , where the probability of the index j is X b j . Note that the constraints of LP(I, a) ensure that, for a specific b, the X b i constitute a probability distribution over [k] .
Next, we prove the correctness of RRLP k (I, a) . The following lemma shows that the algorithm returns a solution, and that its running time is polynomial. The proof is straightforward. In particular, as noted before Lemma 5. 
Based on Lemma 5.7, we next prove that RRLP k (I) is indeed a randomized (1 − 
We now consider general star CQs without self joins. As we noted before Theorem 5.5, there is a simple approximationpreserving (and polynomial-time) reduction from the problem MaxDP Q , where Q is a star CQ without self joins, to MaxDP Q k , where k = |atoms(Q)|. Hence, Theorem 5.8 immediately implies the following result. 
Beyond Star CQs
In this section, we extend Theorem 5.9 to the class of existentially star CQs, which generalizes the class of star CQs without self joins. Intuitively, in an existentially star CQ the "star requirement" is restricted to the existential variables of the query.
More formally, let Q be a CQ. We denote by Var ∃ (Q) the set of existential join variables of Q. We say that Q is existentially star if for every atom φ of Q, either every variable of Var ∃ (Q) occurs in Q, or none of them does.
Example 5.10. Consider the following CQ:
Q(y1, y2, y3, y4) :−R (x1, y1, y2), S(x1, y2, y3), T (y3, y1, x2) The CQ Q is existentially star, since Var ∃ (Q) = {x1}, and every atom either contains x1 or not. Actually, by the same argument, every CQ that has at most one existential join variable is existentially star.
Next, we give a short overview of how we handle existentially star CQs without self joins. We denote by Q |∃ the CQ that comprises all the atoms φ of Q having Var ∃ (Q) ⊆ Var(φ). Note that if Q is existentially star, then Q |∃ is also existentially star. Also observe that the arity of Q can be strictly larger than that of Q |∃ . As an example, for the CQ Q of Example 5.10, the CQ Q |∃ is:
Note that the arity of Q is 4, while that of Q |∃ is 3.
Let Q be an existentially-star CQ Q without self joins. Our general approach to approximating MaxDP Q is as follows. Instead of approximating MaxDP Q , we approximate MaxDP Q |∃ ; furthermore, instead of using the input tuple a of MaxDP Q , for MaxDP Q |∃ we use the restriction of a to the head variables of Q |∃ . Finally, we view every occurrence of a head join variable as a distinct head variable, and thus assume that every join variable is existential. Hence, we treat Q |∃ as if it is a star CQ, and then we apply Theorem 5.9, to get a solution J.
There are two main problems with the above approach. First, by restricting to Q |∃ and ignoring the fact that head variables can be join variables, when solving MaxDP Q |∃ we may end up saving tuples of Q |∃ (J) that do not give rise to any tuple of Q(J), while eliminating tuples of Q |∃ (I) that give rise to multiple tuples of Q(I). To handle that, we consider again the program LP(I, a) of Figure 6 , and observe that we can assign a weight w(d) to each variable Y d . That is, the objective function can be as follows.
Indeed, we are able to handle the first problem by using proper weights w(d). Let us call the final algorithm that reduces MaxDP Q to MaxDP Q k and uses weights as described above the extended RRLP k .
Unfortunately, the extended RRLP k does not guarantee a proper approximation, due to a second problem, which is the following. By restricting to Q |∃ instead of Q, we ignore the φ-facts of I for φ ∈ atoms(Q) \ atoms(Q |∃ ). But it may still be the case that deleting facts among those φ-facts is necessary to obtain a proper approximate solution. As an example, consider the following existentially-star CQ.
Q(y1, y2, y3) :− R1(x, y1), R2(x, y2), R3(y2, y3)
Let a be the tuple ( , , ), and let I be the instance that consists of the facts R1(1, ), R2(1, ), R3( , ), and R3( , ♥). Note that Q |∃ is Q 2 . By removing the fact R3( , ), the answer ( , , ♥) survives. However, when trying to solve MaxDP Q |∃ first, as described above, we necessarily lose every tuple of Q(I) (and hence, do not get any constantfactor approximation).
The above problem can be solved by running the trivial algorithm in addition to the extended RRLP k , and taking the maximum. More precisely, at least one of the following must hold for given input I and a.
1. The trivial algorithm returns an optimal solution for I and a.
2. The generalized RRLP k returns a (1 − 1 e )-optimal solution, in expectation, for I and a.
Thus, we get the following result. 
ABOUT SELF JOINS
In this section, we give a brief discussion on CQs with self joins. In particular, we show that results from Section 3 and 4 do not extend to (all the) CQs with self joins.
We first show that in Theorem 4.3, the requirement for lack of self joins is necessary. For that, we will show a CQ Q that has the head-domination property, and input I and a for MaxDP Q , such that the trivial algorithm returns a solution that is not optimal. The CQ Q is the following.
Let I be the instance that consists of the facts R( , 0, 1), R( , 6, 0), R( , 1, 8), R(2, 0, 7), R(2, 2, 0), and R(2, 9, 2). Let a be the tuple (0). The trivial algorithm will take the best out of two: the solution J1 that is obtained by deleting R( , 0, 1) and R(2, 0, 7), and the solution J2 that is obtained by deleting and R( , 6, 0) and R(2, 2, 0). It is easy to show that Q(J1) = {(2)} and Q(J2) = {(1)}. Hence, the solution J returned by the trivial algorithm is such that |Q(J)| = 1. Now, the solution J that is obtained by deleting R( , 6, 0) and R(2, 0, 7) satisfies Q(J ) = {(1), (2)}, and thus |Q(J )| > |Q(J)|. Hence, the trivial algorithm is not optimal for MaxDP Q , as claimed. In fact, the following theorem states that for this CQ, MaxDP Q is hard to approximate better than some constant ratio α. The proof is by a reduction from maximum 3-satisfiability. Recall from Proposition 3.3 that for every CQ without self joins, there is a 1 k -approximation for MaxDP Q , where k = min{arity(Q), |atoms(Q)|}. Next, we show that this result does not extend to all CQs with self joins, as for some of these CQs an exponential bound (in k) applies. Formally, we show the following. Next, we give a simple proof for Theorem 6.2. We first set some basic notation. Let a be a tuple, let Q be a CQ, and let k be a natural number. By a k we denote the tuple that is obtained from a by concatenating it k times. By Q k we denote the CQ that is obtained by concatenating k copies of Q, where in each copy the variables are renamed into a set of distinct fresh variables. For example, for the CQ Q of (4), the CQ Q 2 is the following. where each xi is of the arity of x, each yi is of the arity of y, and x1, . . . , x k , y1, . . . , y k are pairwise-disjoint vectors of variables.
Let k be a natural number, let Q be a CQ, and let a be a tuple in Const arity(Q) . Moreover, let I be an instance, and let J be a sub-instance of I. The proof is based on the following (straightforward) observations.
a ∈ Q(I) if and only if a
k ∈ Q k (I).
2. J is a solution (w.r.t. Q) for I and a if and only if J is a solution (w.r.t, Q k ) for I and a k .
|Q k (I)| = |Q(I)| k .
We now prove Theorem 6.2. Fix a natural number k. We choose as Q k the CQ Q k , where Q is the CQ of (4) and α is the one of Theorem 6.1. Clearly, Q k satisfies arity(Q k ) = k and |atoms(Q k )| = 2k. Now, suppose that an algorithm A is an α k -approximation for MaxDP Q k . So, given the input I and a for MaxDP Q , we feed A with the input I and a k . Let J be the output of A. Then J is a solution for I and a (by Property 2 above). Let Jopt be an optimal solution for I and a. From Properties 1-3 above it easily follows that Jopt is also optimal for I and a k . We obtain the following.
|Q(J)|
Thus, using A we get an α-approximation for MaxDP Q , and then Theorem 6.2 follows immediately from Theorem 6.1. This concludes the proof.
CONCLUSIONS
We studied the complexity of MaxDP Q for CQs Q, and established several results for CQs without self joins. Among these results, we showed that for every Q, the problem MaxDP Q is α-approximable (in polynomial time) for some constant α that is inversely proportional to the size of Q, and that MaxDP Q is solved optimally by the trivial algorithm if Q has the head-domination property. We also showed a strong dichotomy: inapproximability when head domination does not hold. We gave approximation algorithms for star CQs, and for the more general existentially star CQs. Finally, we considered CQs with self joins, and showed an example of such a CQ Q, such that Q has the head-domination property, and yet, MaxDP Q is inapproximable beyond some constant ratio; we also showed a family of CQs with self joins, where the approximability of 
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Practically important remaining challenges include complexity analyses, and algorithmic solutions in particular, for deletion propagation within the following generalizations.
• Deleting multiple tuples. Instead of one answer a, in this generalization we are required to delete from the view a set of answers (and the goal is, as usual, to maximize |Q(J)|).
• Incorporating database constraints. In this generalization, database constraints are enforced. In the presence of constraints, deletion of tuples may incur following the deletion of others (e.g., in the case of inclusion dependencies [7] like foreign keys); thus, constraints are significant for deletion propagation [8] .
• Maximizing a different view. In this generalization, when deleting the answer a ∈ Q(I), the goal is to maximize |Q (J)| for a CQ Q that is different from Q, or even for multiple CQs Q simultaneously.
• Forbidden source deletions. In our problem setting, every fact of the instance I is a possible candidate for deletion. But in some cases, we may want to forbid the deletion of certain facts. For example, in IE it makes sense to forbid deletion from some clean relations like the English or country-name dictionary.
6
As part of future work, we intend to explore whether and how the techniques we presented here for approximating MaxDP Q can help in developing algorithmic solutions within more general settings like the ones above.
