We establish Maximum Principles (MPs) which apply to minimizers and absolute minimizers U :
Introduction.
The Maximum Principle (MP) is a major tool for the 2nd order elliptic PDEs. Roughly, the idea is that if u : Ω ⊆ R n → R solves F(x, u, ∇u, ∇ 2 u) = 0, then sup Ω [±u] ≤ max ∂Ω [±u] + C for C ≥ 0. The MP has been initiated by Hopf [H] . For extensions, we refer to Puzzi-Serrin [P-S] , Gilbarg-Trundinger [G-T] , Protter-Weinberger [P-W], Fraenkel [Fr] , Crandall-Ishii-Lions [C-I-L] and Jensen [Je1] .
In the present paper we establish MPs for general vector functions U : Ω ⊆ R n −→ R N ≡ R 1×N , U = (U 1 , ..., U N ), which satisfy a minimality property with respect to the functional
, when α = 1 or ∞.
Here Ω is open, L : R n×N × R N × Ω −→ R is a Carathéodory function and the derivatives are understood
to a 2nd order PDE system and our MPs apply to the PDE as well. Our approach is based only the minimality and not the solution property. Hence, we can derive MPs for (E α ) while the PDE may have no solutions. We have written (E α ) as a compact notation which includes two distinct kind of functionals. When α = 1, (E α ) is the standard integral functional
and the minimality is merely the minimizing property. Minimizers of (E 1 ), if any, solve weakly (in a specified space setup) the system of Euler PDEs Div L P ∇U, U, x = L ξ ∇U, U, x .
Here the arguments of L are denoted by L (P, ξ, x).
, L ξ := ∇ ξ L and for A : Ω −→ R N×n we set Div(A)(x) := i (A ai ) x i , with Div (A) : Ω −→ R N×1 .
For direct methods for (E 1 ), we refer to Dacorogna [D] . When α = ∞, (E α ) is the supremal functional
The functional (E ∞ ) can be studied in [W 1,∞ (Ω)] N and [L ∞ (Ω)] N . When α = ∞ the correct minimality notion differs because in general minimizers of (E ∞ ) do not solve an associated "Euler" PDE. The problem is that (E ∞ ) is not local: minimizers of (E ∞ ) on Ω do not always minimize E ∞ (U, Ω ) on Ω ⊂⊂ Ω. This does not arise in (E 1 ). We rectify it by building locality in the definition of minimizers:
N is an Absolute Minimizer of (E ∞ ) (usually written U * ∈ AM(E ∞ , Ω)) if
The variational property (AM) is the key for (E ∞ ). Absolute minimizers solve the Aronsson PDE system
In general, the highly singular PDE (A) has no C 2 solutions ([Ar6] ). When N = 1, AM's of (E ∞ ) are interpreted as viscosity solutions to (A) . In certain cases, viscosity solutions to (A) verify (AM). We refer to , Yu [Y] and to Crandall [Cr2] and Crandall-Wang-Yu [C-W-Y] .
All MPs which apply to scalar u : Ω −→ R invoke the ordering ≤, ≥ of R, but no unique analog exists when N > 1. We choose to substitute ≤, ≥ by ⊆, ⊇ with respect to convex sets C ⊆ R N . We derive pointwise MPs which do not involve norm bounds, being a direct extension of
Our viewpoint is based on the observation that (MP-s) can be recast as u(Ω) ⊆ min ∂Ω u, max ∂Ω u .
When N > 1, the appropriate vectorial extension of (MP-s) (equivalent to it when N = 1) is U(Ω) ⊆ co U(∂Ω) , (MP-v) suitably interpreted (definitions (Co), (CO), (EssCo)) to make sense for merely measurable U and any Ω. Hence, the range is contained into the closed convex hull of the boundary values.
The formula (MP-v) has appeared in the literature before for certain convex densities and elliptic systems. In Differential Geometry, a version of (MP-v) which reads M ⊆ co ∂M is the well known "Convex Hull Property" of minimal submanifolds M ⊆ R N . We refer to Osserman [Os1] , [Os2] , , [C-M2] and Alexander-Ghomi [A-G] . Recently, established ( [Ca] , Cellina [Ce] , Felmer-Quass [F-Q] , Leonetti-Siepe [L-S] , Leonardi [Le] , Nečas-Stará [N-S] , Alikakos-Fusco [A-F] , [A-F2] and Katzourakis-Alikakos [K-A] . However, in all of these papers are considered situations either in a different context or in less generality. The present work extends among others the special MP tool developed in [K-A] for ODEs.
In this paper we develop a new nonlinear convergence technique which establishes (MP-v) without invoking the weak * LSC of (E α ), hence we bypass quasiconvexity of L . In both bases of (E 1 ) and (E ∞ ), such a notion is crucial for existence, which however conflict to each other. Let Q ≡ (0, 1) n . For (E 1 ),
For (E ∞ ), we recall the definition of : L : R n×N × R N × Ω −→ R can be called for distinction BJW-quasiconvex, if for all (P,ξ,x) ∈ R n×N × R N × Ω, ε > 0 and M > 0, there is a
Our method for (E α ) bypasses (M-QC), (BJW-QC). It requires only on the invariance of P → L (P, , )
to reflections with respect to a convex set (assumption (HR)). In particular, it is automatically satisfied if L = L (|∇U|, U, x). As a result, we derive MPs which apply to non-elliptic PDE systems (E) and (A) .
In the case of non-existence of minimizers for (E 1 ), we derive (MP-v) for minimizing sequences and for the relaxed solution (equivalently, the Young measure solution) of the weak LSC envelope of (E 1 ). Our assumptions include the ∞-Laplacian (∆ ∞ ) and all A-Laplacians (terminology of Puzzi-Serrin [P-S]):
Here ∇ 2 U · ∇U := α ∇ 2 U α ∇U α . We include also many stored energies of Nonlinear Elasticity and many functionals of interest in Optimization, for which the lack of LSC requires relaxation methods.
We derive our MPs by constructing suitable energy comparison functions which satisfy (MP-v) and contradict minimality. Generally, the projection onto co U(∂Ω) would give a favorable deformation ([B-F2] ). However, it is clear that in the absence of quasiconvexity we can not perform it to decrease E α .
For this, we introduce a nonconvex method, the "Folding". We obtain the desired deformations as weak limits of isometries which converge to the projection. The lack of weak * LSC of E α is compensated by the combined use of the invariance (HR) and a suitable weak * approximation of the projection onto convex sets by reflections. (HR) "compactifies" E α , which perceives the convergence as if it was strong.
The systematic study of (E ∞ ) and (A) was initiated by Aronsson in [Ar1] , [Ar2] , [Ar4] , [Ar5] , [Ar6] who studied (E ∞ ) with
p−2 ∇u as p → ∞, he derived the ∞-Laplacian:
When L (∇u, u, x) = |∇u|, ∞-Harmonic functions relate to AM's of the Lipschitz functional
For relevant material, we refer to
and Gariepy-Wang-Yu [G-W-Y] . For recent applications of (A) see Barron-Evans-Jensen [B-E-J] .
Our MPs for (E 1 ) apply to Sobolev and for (E ∞ ) to Lipschitz functions. The space setup is flexible enough to permit anisotropic exponents. It has been around in the literature for quite a long, but mostly in different guises. We also conjecture that (MP-v) can be derived for certain non-variational PDEs.
This paper is organized as follows. This Introduction is followed by Section 2, into which we fix our setup and introduce some basics. In Section 3 we present our assumptions and the main results.
In Section 4 we present the auxiliary results and describe our methodology. Finally, we have collected together all of our proofs in Section 5.
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2 Basics.
The functional space setup. Let Ω ⊆ R n be an open set and U = (U 1 , ..., U N ) :
Lebesgue measurable function, n, N ≥ 1. The weak ∇U when it exists is understood as a matrix function 
We consider the (p, q)-Anisotropic Sobolev space:
(with a slight abuse of standard terminology on "anisotropies" 
The topology T w 1;p,q can be defined via the isometry [
We take the weak topology of L p × L q , which is weak-weak when 1 ≤ p, q < ∞, with weak * instead of weak when p or q are ∞.
Weak formulation of U(Ω) ⊆ co U(∂Ω) . We introduce the necessary machinery in order to give a meaning to (MP-v) when U and Ω are merely measurable. Let µ be a positive Borel measure on Ω,
We notice that the first definition (Essrng) is known.
Definition. The µ A-essential range of U is defined as the closed set
Hence, we have µ − ess U(A) = u ∈ R N : µ A − ess inf |U − u| = 0 . µ will be dropped if µ = L n A.
Definition. We define the µ A-essential closed convex hull of U as the set
Let now µ = L n . We extend min ∂Ω and max ∂Ω to N > 1 by extending (EssCo) to lower dimensional
Definition. The approximate closed convex hull of U over K is the closed set C K ⊆ R N defined by:
In this case, we can compute C K by means of: app co
(Co) makes sense for merely measurable even unbounded U. It applies in particular to
In the same spirit, the approximate range of U over K can be defined by
When N = 1, then (Co) reduces to app co u(∂Ω) = min ∂Ω u, max ∂Ω u , with max, min understood as approximate liminf and limsup respectively (Evans-Gariepy [E-G] ). When U ∈ [C 0 (Ω)] N , we may set co U(K) := app co U(K) keeping in mind that if diam(K) = ∞, this is understood as the limit (CO).
Our convergence technique which applies when E α fails to be weakly * LSC is based on the invariance of L ( , ξ, x) with respect to a set of reflections, which we now introduce.
The set of Z 2 -reflection groups generated by a convex set
the affine reflection w.r.t.
closed and convex. The set of Supporting Hyperplanes S(C) is
We will write ξ =û for the normal to the hyperplane at u, but unless ∂C is C 1 , u →û is multivalued.
For any u ∈ ∂C,û generates an reflection w → Rûw + 2(u ·û)û in AO(N, R) w.r.t. Hû + u and the induced Rû in O(N, R) ∩ {det = −1}. Since Rû 2 = I, allû generate cyclic groups {I, Rû} =: Rû isomorphic to Z 2 .
Definition. The set of Z 2 -reflection groups generated by (the supporting hyperplanes of) C is:
3 Assumptions and Main Results.
Hypotheses on L and the Folding Principles. Let L :
We shall need to impose the following hypotheses:
for some γ ∈ (0, 1], locally uniformly in (P,
is invariant under the action of the set R(C) of reflection Z 2 groups generated by S(C):
There is a compact convex set C ⊆ R N such that for L n Ω-a.e. x and all P in R n×N ,
These assumptions suffice to derive our MPs for (E ∞ ). Concerning (E 1 ), we need two more hypotheses.
We assume that (HL) holds uniformly in all (P,
Evidently, (HC) is equivalent to the existence of a C ⊆ R N compact convex: for all ξ ∈ R N \ C and
We now present the MPs for (E 1 ) and the PDE (E). Recall the definitions (Essrng), (EssCo), (Co), (CO). 
then, every minimizing sequence
satisfies the a priori localization:
Theorem 3.1 derives a weaker version of (MP-v), but in a general context. Even when a solution to (P1) ceases to exist, minimizing sequences are localized into C ⊆ R N , if their boundary values are inside C.
In fact, (FP 1 (I)) is analogous to a weaker (MP-s) which reads sup
Now we strengthen (FP 1 (I)). We refer to Dacorogna [D] for sufficient conditions under which a minimizing sequence of (P1) converges to a minimizer U * of the relaxed functional:
where QL is the M-quasiconvex envelope of L , defined by the right hand side of (M-QC). We recall that the relaxed solution U * to (P1) (equivalently, the Young measure solution) generally satisfies
In the setting of Theorem 3.1, we additionally assume
Then, the relaxed solution U * to (P1) which is a solution to (QP1) satisfies:
Now we derive the stronger conclusion (MP-v).
Corollary 3.3. (Folding Principle for (E 1 ) (III)) In the setting of Theorems 3.1 and 3.2, if U = U i , U * respectively, we additionally assume that given
(which holds for all U 0 when e.g.
For general conditions guaranteeing the existence of minimizers to (E 1 ), we refer to Dacorogna [D] .
When our assumptions (HR) and (HC) are reduced to N = 1, their simpler scalar version reads
Scalar (N = 1) (HC) :
There exist ξ min < ξ max in R : for all ξ < ξ min and ξ > ξ max ,
Corollary 3.4. (Folding Principle for the PDE (E)) Let L , Ω, C, p, q be as in Theorem 3.1 with
(HC).
When N = 1, this reduces for scalar minimizing solutions u ∈ W 1;p,q (Ω) of (E) respectively to:
We now apply Corollary 3.4 to the A-Laplacian (Puzzi-Serrin [P-S]). We have not assumed (M-QC), so 3.4 holds for non-elliptic (E). Our only growth bound (HB) includes the Minimal Surface operator.
N to Div L P ∇U, x = 0 can be chosen to satisfy for any Ω ⊆ Ω:
In particular, for L (∇U, x) := |∇U| 0 sA(s) ds, A-Harmonic functions which solve Div A |∇U| ∇U = 0 can be chosen to satisfy it. The latter holds for all U in the convex case.
Application 3.6. (Hyperelastic materials tend to take up convex portions of the space) We exhibit an application of Theorem 3.1 to Elasticity. Let Ω ⊆ R 3 be the reference configuration of a hyperelastic
Hence L is objective and isotropic (Dacorogna [D] ). We look for a deformation 
Now we turn to the MPs for (E ∞ ) and (A), choosing p = q = ∞ in (AS). Sufficient conditions for weak * -LSC of (E ∞ ) and for the existence of AM's appear in , [BJW2] . Due to the properties of [W 1,∞ Ω)] N , we may drop "L n (Ω) < ∞" and the assumptions (HL1), (HB). By continuity, the definitions (EssCo), (Co) and (CO) now have a classical meaning, at least when diam(Ω) < ∞.
We assume that L satisfies (HL), together with (HR) and (HC) for this C.
The stronger conclusion (MP-v) is also in order, exactly as in the integral case of (E 1 ).
(which holds always when e.g. L (P, ξ, x) = L (P, x) with P −→ L (P, ) reflection invariant), then:
conditions under which AM's are viscosity solutions of (A). For regular solutions when N > 1, consult . When N = 1, we recall the scalar assumption (HC1) and (HR1).
Corollary 3.9. (Folding Principle for the PDE (A)) In the setting of Theorem 3.7 and Corollary 3.8,
satisfy in the case of Theorem 3.7 and Corollary 3.8 respectively
(ii) When N > 1, vectorial AM regular solutions U * to the PDE system (A) satisfy respectively
We now consider the "extremal" members of the p-Harmonic functions as p → ∞, the ∞-Harmonic.
and P −→ L (P, ) reflection invariant, regular AM solutions U * to the generalized ∞-Laplace system of PDEs
can be chosen to satisfy for any subdomain Ω ⊆ Ω:
If L (∇U, x) := |∇U|, this holds for all AM ∞-Harmonic functions, solutions to ∇U ∇ 2 U · ∇U = 0.
Corollaries 3.9, 3.10 extends the Maximum Principle of Jensen [Je2] to more general L and to N > 1.
Remark 3.11. All of our MPs admit sharper versions at the expense of additional complications, obtained by imposing a constraint, relaxing the boundedness of C, and so on. We refrain form this task, since only technical modifications are required. Also, our technique seems to extend directly to the 4 Auxiliary Results and Methodology.
The set R(C) involved in our assumption (HR) plays a crucial role for us. As such, we wish to examine its structure. For compact C, R(C) turns out to be a familiar manifold. We recall from Mattila [M] that
Lemma 4.1. (Structure of R(C)) Let C ⊆ R N be a given closed convex set with int(C) ∅. Then:
where RP N−1 is the projective space.
(iv) In the case of non-compact C, the rectifiable set R(C) has an injection into R(B N ).
Description of the convergence technique. Let U be a "minimal" function for (E α ). Roughly, in order 
. In each step, we fold by reflections an arbitrarily large ball, arbitrarily close to ∂C. We then prove that
, Ω exists and
In the absence of (M-QC), (BJW-QC), the limit may not bound E α P C (U), Ω although it exists and is realized as an L α (Ω) -norm, but it is not the E α -energy of a function. However, for any ε > 0 small,
Roughly, this description follows our approach for (E ∞ ). For (E 1 ), further complications occur due to the possible escape of mass to infinity because of the unboundedness of L p functions.
We begin with a lemma which is the core of the process. We first need to supplement convexity with an auxiliary notion which rectifies the lack of smoothness. It is later dropped by approximation.
Definition 4.2. Let C be a simplex, i.e. a compact set C = H
groups Rû generated by the sides H * j := H j ∩ C is the following discrete counterpart of R(C):
The algebraic span of R * (C) in O(N, R) is known as a Coxeter group, i.e. a finite reflection group.
, that is, when for all i, j ∈ {1, ..., K} we have the implication
(ii) A closed convex set C ⊆ R N will be called obtuse if it can be approximated from the outside by a decreasing sequence of obtuse simplices (C m ) ∞ 1 whose sides support C:
where H m, j ∈ S(C) with K(m) ≥ N + 1, for all indices (m, j).
(O1) is satisfied by smooth convex sets, obtuse simplices themselves (e.g. rectangles, cubes) and their intersections. However, "tear-drop" shaped sets and oblique simplices may not verify it (Fig. 1) . Smooth convex sets verify (O1) since the edges of any rectangle with sides supporting it are a positive distance away from it. Thus, the intersections of such rectangles define obtuse simplices.
( For any λ > 1, there exists a non-expansive Hence, for every "nice" convex C and any bounded A, there is a finite sequence of successive refections which leaves C invariant and folds A \ C as close to ∂C as desired. F C λ will be applied to A = U(Ω), for U : Ω ⊆ R n −→ R N . Our passing to the limit as λ → 1 + gives rise to the projection P C : R N −→ C. We may now proceed to the deformation of functions U : Ω ⊆ R n −→ R N via foldings. In order to treat essentially unbounded functions, we introduce the vector truncates: if U is L n Ω-measurable, we set
We have U 
with A : B = tr AB . Given a real µ ∈ M(Ω) and f : Ω −→ R k µ-measurable, following Evans-Gariepy
characteristic of E ⊆ R n , it coincides with the restriction on E: 
N , then up to suitable subsequences of the truncates (T) of U as m → ∞, 
A representation formula of the essential range (Essrng) of µ-measurable functions. In order to establish Lemma 4.6 and the main theorems 3.1 and 3.7 we need the following pointwise expression of (Essrng). Let µ ∈ M(Ω) be Radon with U :
U be the µ-approximate continuity set of U and U µ (x) : x ∈ Ω \ S µ U the set of µ-approximate limits:
In this case we set 
where the measure theoretic interior int µ (A) of the set A with respect to µ is defined via the Lebesgue set
Lemma 4.8 implies that when U ∈ [W 1;p,q loc (R n )] N and K ⊆ Ω is bounded with H n−1 (K) > 0, we can represent the convex hull (CO) by app co
and ∂Ω is Lipschitz. Also, an equivalent definition of (EssCo) is µ − ess co U(A) = co µ − ess U(A) .
Remark 4.9. When dealing with compositions of nonlinear continuous with measurable functions, as
we repeatedly do in this paper, we will consider them as defined only on the possibly smaller initial approximate continuity set. In particular, when
there. Thus, we may define nonlinear compositions by F(U) := (χ Ω\S * U ) −1 F U * , by which we mean we set F(U) := ∞ on the (harmless) nullset S * U . This practice saves a lot of labor when considering pointwise properties, since we avoid considering F(U) * .
5 Proofs.
Proof of Lemma 4.1. (i) We consider the subset of the sphere C := ξ ∈ {û} : u ∈ ∂C ⊆ S N−1 .
Generally, ∂C is a W 1,∞ hypersurface and u → {λû : λ > 0} is the outwards normal cone, which
Restricting
(ii) For any u ∈ ∂C, {û} is geodesically convex on S N−1 , since for any ξ, η ∈ {û}, there is an arc φ : [0, 1] −→ {û} with φ(0) = ξ, φ(1) = η given by
φ is well defined since not both ξ and −ξ belong to {û}, otherwise for all v ∈ C, ξ · (u − v) = 0
We obtain that C is path connected, since C = {û} : u ∈ ∂C and dist {û}, {v} −→ 0 when |u − v| −→ 0. By continuity of R, R(C) \ {I} is path connected set of reflections in O(N, R) ∩ {det = −1}. For the reverse inclusion we employ an argument that does not require convexity and applies to compact
Claim 5.1. h ∈ C 0 c (R) and there exist t min < 0, t max > 0 such that supp(h) = [t min , t max ].
Proof of Claim 5.1. The translates H(t) := (H t ∩ C) − tξ of the slices H t ∩ C satisfy H(t) ⊆ (span[ξ])
. Thus, we obtain h(t) −→ h(t 0 ) as t → t 0 and h(t) = 0 for t > diam(C). Let [t min , t max ] := co supp(h) . By path connectivity and compactness of C, t min ξ, t max ξ ∈ ∂C and there exists a path ψ : [t min , t max ] −→ C with ψ(t min ) = t min ξ and ψ(t max ) = t max ξ.
Since int(C) ∅, for all t ∈ (t min , t max ) there is a ball B
(ψ(t)) > 0 and the Claim 5.1 follows.
The next Claim completes the proof of Lemma 4.1.
Claim 5.2. The affine hyperplanes H t max and H t min belong to S(C). Thus, we obtain R(B N ) ⊆ R(C).
Proof of Claim 5.2. Every u ∈ C can be written as u = tξ + z, with z ∈ (span[ξ]) ⊥ and t ∈ [t min , t max ].
Thus, ξ · (t max ξ − u) = t max |ξ| 2 − ξ · (tξ + z) = (t max − t)|ξ| 2 − ξ · z = t max − t ≥ 0. The other is similar.
Note that closeness of R(C) may fail if diam(C) = ∞: suffices to take C :
Proof of Lemma 4.4. Since C is fixed, we drop superscripts. We shall first prove the existence of F λ for obtuse simplices satisfying (O) and then deduce the case of general obtuse convex sets by approximation. 
The points ξ min and ξ max always exist and are normal to {H j : 1 ≤ j ≤ K}, but possibly are non unique or |ξ min | = |ξ max |.
By (minmax), B |ξ min | (0) ⊆ C and this is the largest such ball. We set:
The dilation u −→ T u maps C onto T C and, by the choice of T ,
We fix two numbers t, τ > 0 with 1 < t < τ ≤ T , chosen such that
By (minmax), the min distance between the sides of ∂C and ∂(tC) is realized in the ξ min direction, while the max distance between the sides of ∂(τC) and ∂(tC) in the ξ max direction. Thus, ( * * ) rearranged says
We take s ∈ [1, T ] and j ∈ {1, ..., K}. The affine reflection R s j ∈ AO(N, R) with respect to sH j is given by R s j (u) = R ξ j u + 2s(u j · ξ j )ξ j , R ξ j ∈ R * (C). For any s ∈ [1, T ] and j ∈ {1, ..., K}, we define
and Claim 5.3. Assume that t, τ are in [1, T ] and they satisfy ( * * ). Then, for all j = 1, ..., K, we have 
∅}, for all the neighboring sides
⊥ + τu i and by a further translation we assume u i ≡ 0 (of course, the rest defining points {u l : l i} of C necessarily change, but this affects nothing). We obtain
Thus, utilizing that u ∈ {u N ≥ 0} and that (O) is equivalent to ξ i · e N ∈ [0, 1] for all such i j, we obtain
Claim 5.4. Assume that t, τ belong to [1, T ] and they satisfy ( * * ). Then, we have
Proof of Claim 5.4. (ii) is a consequence of (i) since F t tC = Id tC , so it suffices to prove (i). Let u ∈ τC \ int(tC) be a fixed point. We first show that F t (u) int(C). Let k ∈ {1, ..., K} be the first in order index for which u ∈ τC\int(tH
. Let l ≥ k + 1 be the next in order index for which
For all the intermediate indices
Continuing till K, in view on (F II) we obtain F t (u) int(C). We now show that F t (u) ∈ int(tC). Let again k ∈ {1, ..., K} be the first in order index for which u ∈ τC \ tH
, the exact same argument in the proof of Claim 5.3 with tH k in the place of tH j and tH l in the place of τH i shows that
In view of (F II) , continuing till K we obtain F t (u) ∈ tC tH
Now we iterate Claim 5.4. We define inductively:
Claim 5.5. The sequence (t k ) ∞ 1 defined by ( * * * ) is strictly decreasing to 1 + as k → ∞, and
Proof of Claim 5.5. Follows by induction on ( * * * ) and the geometric series.
Given λ > 1, we choose k * ∈ N: t k * < λ. Then, t k * C ⊆ λC. We define:
The following Claim completes the proof of the Lemma 4.4.
it is composed by elements of R * (C) and satisfies ( * ).
Proof of Claim 5.6. By Claims 5.4, 5.5, for all k = 1, 2, ... we have
It suffices to verify ( * ), since the rest follow directly by (F I) , (F II) , (F III) . Since A ⊆ T C = t 0 C,
. . .
The Claim 5.6 has been established.
The proof of Lemma 4.4 follows by approximating general obtuse convex sets by obtuse simplices.
Proof of Lemma 4.5. We temporarily assume that C is obtuse satisfying (O1). We first show that there exists a non-expansive Lipschitz function
which is a weak
ess sup 
Passing to the limit to (iii) and (iv), we obtain
Hence,
N and ( ) follows in this case.
Now we drop obtuseness (O1). Let (C m )
∞ 1 ⊆ R N be a decreasing sequence of smooth compact convex sets which approximate C from the outside:
For example, we may take
The weak * compactness of [W We now show that F C = P C . Let u 0 ∈ R N \ C be fixed and temporarily assume that C is smooth.
The affine hyperplane
For all approximating sequences of obtuse simplices (C m ) ∞ 1 satisfying (O), a portion of H 0 near P C (u 0 ) ∈ ∂C is always a side of all C m for large m ∈ N, as a result of (O1). Recall that
, at least sequentially. By (F I) , (F II) and (F III) 
For the general case, approximate C form the outside by a sequence of smooth compact convex sets
Thus, for any u 0 ∈ R N , by standard properties of P C ,
We complete the proof utilizing Lemma 4.1(iii) to get R(C) = R(C m ) for any sequence (C m ) ∞ 1 . We now establish the representation formula (EssRng).
Proof of Lemma 4.8. Let u 0 ∈ µ − ess U(A). Then, since µ(S µ U ) = µ(S µ χ A ) = 0 and U = U µ µ-a.e., for all ε > 0 we have
Also, for any ε > 0 small, (AppC 0 ) gives that there is a δ > 0, such that for all r < δ,
Similarly, the Lebesgue theorem applied to χ A gives that for all x 0 ∈ int µ (A) \ S µ U and all ε > 0 small, there is a δ > 0: for all r < δ, µ B r (x 0 ) ∩ A ≥ (1 − ε) µ B r (x 0 ) . Consequently, since U µ = U µ-a.e.,
Thus, we obtain that µ A − ess inf |U − u 0 | = 0 as desired. simultaneously. In view of this, we collect all the ingredients that we will utilize in the sequel:
N is a compact convex set with 0 ∈ int(C), we take
Each C m is smooth verifying (O1) and C m C. By Lemma 4.4, there exists a non-expansive locally Lipschitz Folding Map satisfying
By Lemma 4.4, there exist reflections ..., u r(m) in R N such that F C m is composed by Affine reflections in AO(N, R):
up to a subsequence. If C is an obtuse simplex satisfying (O), then
can be chosen in the finite reduced set R * (C).
We record here a few technical facts which are needed in the proof of Lemma 4.6. A, µ) ] N with µ Borel satisfying µ(E) > 0 for all open E ∅, then µ−ess U(A) is compact and it can be proved that at least one point on µ−ess
Properties of (Essrng
Properties of functions in (AS):
consists of equivalence classes of L n Ω-a.e. functions whose representatives are in C
Functions in [W 1,∞ (Ω)] N will always be tacitly identified with their representatives.
Proof of Lemma 4.6. Since C is a fixed convex set, we drop superscripts. Proof of (C1): let first p = ∞.
By Remark 4.9, we have
Hence, utilizing the representation formulas (EssRng) and (essrng), we have
Thus (C1) has been established when p = ∞. Let now p ∈ [1, ∞). In view of (T), we have the bound
N . By (♦) and (T) we have for large m and L n Ω-a.e., that
which gives the pointwise estimates
Recall that |U| ∈ L p (Ω) and by assumption of Lemma 4.6 L n ({U C}) < ∞. Now we utilize (B1) and
n Ω-a.e.. The latter follows as a consequence of (♦) and the estimate
Utilizing the Dominated Convergence theorem, we see that (C1) is established when p ∈ [1, ∞).
Proof of (C2a), (C2b), (C2c): Upon differentiating (T) weakly, we obtain
we obtain:
at least L n Ω-a.e.. Assume first that min{p, q} > 1. Then, by definition of (AfS), the weak topology
imply the estimates 
By (B1) for p = 1 and (B3) we have the following total variation estimates for the measures (B5) 
By Radon regularity, (B7(i)) and (B7(ii)) imply that µ << L n and ν << L n . Thus, there exist
By weak closure of the graph of ∇ :
n×N for all Ω ⊂⊂ Ω and local strong compactness, we get W = ∇V and We present first the proof of Theorem 3.7 which is easier and next that of Theorem 3.1.
Proof of Theorem 3.7. Let U = U * be an absolute minimizer in [W
Up to a translation and a dimensional reduction R N R dim(int(C) , we may assume that 0 ∈ int(C) ∅.
Let F m : R N −→ R N be the m-Folding Map of (♦) and P : R N −→ C the projection, both referring to the fixed convex set C. By (C1) of Lemma 4.6, we have
By the assumption (HR) and (♦), we have for any
Again by (♦) and (C1), for any Ω ⊆ Ω we have F m (U(Ω )) ⊆ 4C. Thus, upon replacing ∇U by its L n -precise representative and since Ω = int L n (Ω ) (see (EssRng)), assumption (HL) implies
As a result of (C1), for any Ω ⊆ Ω we obtain
Let ε > 0 be arbitrary but fixed. We will show that for any ε > 0, U(Ω) ⊆ (1 + ε) C. To this end, we will utilize the assumption (HC), (♦) and Lemma 4.6 to construct an (E ∞ )-energy comparison function. We assume that (FP ∞ (I)) fails, otherwise we are done. Hence,
there is an ε ∞ ∈ (0, ∞) such that (recall (EssCo), (Co) and (CO)):
By continuity and (CO), Ω t ⊂⊂ Ω. We may assume ε < ε ∞ and we choose t := ε. By (Lim), for ever σ > 0, there is an m = m(σ) ∈ N such that for all m > m(σ),
In fact, σ(t) > 0 for all t ∈ (0, ε ∞ ). For σ := 1 2 σ(ε), there is an m(ε) ∈ N which may be chosen to satisfy
such that for all m ≥ m(ε), by equations (F1) and (F2),
By (m), the choice of m(ε) together with (♦) implies that for all m ≥ m(ε), Again by (♦),
For δ(m) := 1 2m , we see that
This implies that the nonlinear operator 
We set E m := |U| > m . Upon identifying U = U * and ∇U = (∇U) * , in view of (T) we have ∇U = ∇U m everywhere on Ω \ E m \ S * ∇U . In view of (C1), (♦) and Remark 4.9, for large m ∈ N we have F m (U m (x)), P(U(x)) ∈ 4C, for all x ∈ Ω \ S * U . Utilizing the assumptions (HL), (HL1), we estimate:
(by assumption (HB) and (B3))
We conclude:
.
As a result of (C1), for any A ⊆ Ω measurable we obtain
A-uniformly. Now we argue by contradiction as in Theorem 3.7. To this end, we assume ess U(Ω) C, otherwise the conclusion (FP 1 (I)) follows.
Since Ω is open, Ω = int L n (Ω) and the formula (EssRng) implies ess U(Ω) = U Ω \ S * U C.
Necessarily, there exists a measurable set A ⊆ Ω with L n (A) > 0 such that
We identify as we can A ≡ int L n (A), since L n A ∆ int L n (A) = 0. Let ε > 0 be arbitrary but fixed. 
By our choice of m(A), we obtain that (F3), (essrng) and (T) imply for all m ≥ m(A),
By assumption, app co U 0 (∂Ω) ⊆ C. Thus, (Co) implies that for δ(m) = Proof of Theorem 3.2. It is a corollary of Theorem 3.1, utilizing the formula (EssRng) and the L n -a.e.
convergence up to a subsequence to the relaxed solution U * .
