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A two-parameter class of refinable functions is considered and Gaussian quadra-
ture rules having these functions as weight functions. A discretization method is
described for generating the recursion coefficients of the required orthogonal poly-
nomials. Numerical results are also presented. Ó 2000 Academic Press
1. A CLASS OF REFINABLE FUNCTIONS
A refinable function φ is a solution of a two-scale difference equation
φ(x)=
∑
j∈Z
ajφ(2x − j), (1.1)
where aj are real numbers satisfying∑
j∈Z
ak+2j = 1, all k ∈ Z. (1.2)
Equation (1.1) is called a refinement equation, and a = {aj }j∈Z the mask. Refinable
functions occur in many different branches of analysis, notably in multiresolution
approximation and wavelet analysis.
The existence of a solution of (1.1) is ensured under suitable assumptions on the mask
a (see, for example, [2, 8] and references therein). In particular, the existence of a unique
refinable function φ associated with a given mask a was proved in [4] in the case when a
satisfies, in addition to (1.2), the following conditions, depending on an integer parameter
m≥ 2:
(i) a is compactly supported on j = 0,1, . . . ,m+ 1 (i.e., aj = 0 for j /∈ [0,m+ 1],
with a0am+1 6= 0);
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(ii) pm(z) =∑m+1j=0 aj zj is a Hurwitz polynomial (i.e., has all its zeros in the left
half-plane).
In [4] it was also proved that∑j∈Z φ(x+ j)= 1 and φ ∈Ck(R), k ≤m− 1, if and only
if pm(z)= (z+ 1)k+1q(z), where q ∈ Pm−k and q(1)= 2−k .
This result for k = m − 2 can be exploited to characterize all masks which satisfy (i)
and (ii) and moreover are centrally symmetric (an important property in signal processing
applications) [5]. To be precise, the function φ associated with this kind of mask is in
Cm−2(R) if and only if
a
(h)
j,m = 2−h
[(
m+ 1
j
)
+ 4(2h−m− 1)
(
m− 1
j − 1
)]
, j ∈ Z, (1.3)
where h >m− 1 is another parameter, and where by convention (r
s
)= 0 if s < 0 or s > r .
The associated refinement equation
φm,h(x)=
∑
j∈Z
a
(h)
j,mφm,h(2x − j) (1.4)
allows one to compute φm,h recursively on any set of dyadic points,
Xr = {x :x = k · 2−r , k = 0,1,2, . . . , (m+ 1)2r}, r = 0,1,2, . . . , (1.5)
starting with the values φm,h(j), j = 0,1, . . . ,m+ 1.
We recall that for any compactly supported refinable function φ the values at the integers
are the entries of the eigenvector of the matrix A = [a2i−j ]i∈Z,j∈Z corresponding to the
eigenvalue 1 and normalized by the condition
∑
j∈Z φ(j)= 1.
The values of φ at dyadic points can also be computed by means of the cascade
algorithm [2].
It is known that φm,h is compactly supported on the interval [0,m + 1], φm,h(x) > 0
for 0< x <m+ 1, φm,h(0)= φm,h(m+ 1)= 0, and φm,h(x) is symmetric with respect to
the midpoint x = (m+ 1)/2. If h=m, then (1.3) is the mask for the mth-degree cardinal
B-spline.
Certain projection operators, for example in wavelet decompositions, as well as several
applications such as the wavelet Galerkin method, lead to the problem of computing inner
products of the form (f,φ) = ∫R f (x)φ(x) dx , where φ is a refinable function. Such
integrals have been dealt with, for example, in [1, 7, 10]. In certain applications, φ is
of type φm,h defined in (1.4) (cf., e.g., [6]); in these cases, since φm,h is positive on its
support, it is natural to think of it as a weight function and to compute the inner product by
a weighted quadrature rule, specifically a Gaussian rule. To do this requires knowledge of
the orthogonal polynomials that belong to the weight function φm,h. In this note we show
how these can be constructed and we present relevant numerical data.
2. CONSTRUCTION OF ORTHOGONAL POLYNOMIALS AND GAUSSIAN
QUADRATURE RULES RELATIVE TO REFINABLE FUNCTIONS
To construct the desired orthogonal polynomials up to degree n, and with them the
Gaussian rules with up to n points, it suffices to compute the recursion coefficients αk =
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αk(φm,h),βk = βk(φm,h) in the three-term recurrence relation for the (monic) orthogonal
polynomials pik(·)= pik(·;φm,h) relative to the weight function φm,h,
pik+1(x)= (x − αk)pik(x)− βkpik−1(x), k = 0,1,2, . . . , n− 1,
(2.1)
pi−1(x)= 0, pi0(x)= 1.
The Gauss quadrature rules in question can then be computed by well-known eigen-
value/eigenvector techniques (cf. [3, Sect. 4]).
By symmetry, all αk are constant equal to (m + 1)/2, and we may as well shift the
variable x so that αk = 0 for all k and the φm,h are supported on [−(m+ 1)/2, (m+ 1)/2].
Such a shift does not affect the coefficients βk . The latter can be computed by a
discretization method (cf. [3, Sect. 6]). Since φm,h is computable only at dyadic points,
we choose the points xk of the discrete inner product to be dyadic points
xk =−(m+ 1)/2+ k · 2−r , k = 0,1,2, . . . , (m+ 1)2r , (2.2)
in the shifted set Xr and the inner product itself to be the respective Simpson’s quadrature
sum,
(u, v)r = 13 · 2r
(m+1)2r∑
k=0
wku(xk)v(xk)φm,h(xk), r = 1,2,3, . . . , (2.3)
where
wk =
{1 if k = 0 or k = (m+ 1)2r ,
2 if k is even, k 6= 0, k 6= (m+ 1)2r ,
4 if k is odd.
(2.4)
The recursion coefficients βk,r for the discrete inner product, which approximate the
desired coefficients βk , are then computed by the Stieltjes procedure. (Alternatively, the
Lanczos algorithm could be applied, which, however, was observed to take considerably
longer.)
For given m and h the procedure is expected to converge as r →∞. Some relevant
results (for double precision computations) are shown in Table 1.
The convergence test adopted was agreement of the coefficients βk,r , k = 0,1,2, . . . ,
n−1, for two successive values of r to within a relative error≤ ε. We chose n= 17 and ε =
1
2 · 10−10. Table 1 shows rmin—the smallest value of r for which convergence is achieved
when h=m(1)m+ 4, m= 2,3,4, and the corresponding values of N = (m+ 1)2r .
TABLE 1
Convergence Behavior of the Discretization Method
m h rmin N
2 2–6 14 49,152
3 3–7 13 32,768
4 4 11 10,240
5–8 13 40,960
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3. NUMERICAL RESULTS
The recursion coefficients βk(φm,h), k = 0,1, . . . ,16, obtained by the discretization
method of Section 2 for the same values of m and h as in Table 1 are displayed in Table 2.
Several observations can be made.
(i) When m = 2 and h→∞, the function φm,h tends to the unit step function
supported on [− 12 , 12 ] (cf. (1.3) and the remarks in the penultimate paragraph of
Section 1). One would expect, therefore, that the coefficients βk(φm,h) tend to the Legendre
coefficients (relative to [− 12 , 12 ]), that is,
βk(φ2,h)→ βLk =
1
4
1
4− k−2 as h→∞,
for each fixed k ≥ 1. One would furthermore expect a similar limit behavior for the
coefficients βk,r , r = rmin. A look at the last column of Table 2 (for m = 2, h = m + 4)
does not seem to suggest this. The reason appears to be slow convergence, in fact, the
slower convergence the larger k. We attempted to check this by running our procedure
for h = 20; the resulting β-coefficients are shown in Table 3, together with the Legendre
coefficients βLk in the last column. Both sets of coefficients are in reasonable agreement
for about k ≤ 5, but beyond this, the former coefficients become rather larger than the
latter and also less regular. For much larger values of h (e.g., h ≥ 30), we experienced
near-singularity difficulties with our program for computing φ2,h.
(ii) In the case m = h = 3, the function φm,h coincides with the normalized
cubic B-spline. The orthogonal polynomials relative to this B-spline and their recursion
coefficients have been computed earlier by Phillips and Hanson [9]. Since these authors
define B-splines on the interval [−1,1] and adopt normalized orthogonal polynomials on
[−1,1], our coefficients must be compared with four times the squares of theirs. We found
agreement to 10 decimal places in all of them 1 .
(iii) When m= 3 and h→∞, the function φm,h tends to the hat function supported
on [−1,1]. Similarly as in (i), one observes relatively slow convergence of the coefficients
βk(φm,h) to those of the hat function, βˆk . The latter are the squares of those tabulated
in [9]. We were able, however, to use much larger values of h than in (i). The results for
h= 50 are shown in Table 4 in a format analogous to that of Table 3. Increasing h further,
we observed complete agreement to all 10 digits for all values of k ≤ 16 beginning with
h= 70.
(iv) A limit behavior similar to that in (iii) is observed when m= 4. In this case, the
limit function as h→∞ is the normalized quadratic B-spline on [− 52 , 52 ] whose recursion
coefficients are those in Table 2 (first column for m= 2). We found that exactly the same
coefficients are obtained when m= 4 and h= 65.
4. EXAMPLES
The motivation for this work was to accurately evaluate integrals of the form∫
R f (x)φm,h(x) dx by using Gaussian quadrature relative to the weight function φm,h. We
now present a few simple examples to illustrate this approach.
1 It appears that the first coefficient b0 in [9] is not p0, as stated, but 1/p0.
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TABLE 2
Beta Recursion Coefficients for φm,h
k h=m h=m+ 1 h=m+ 2 h=m+ 3 h=m+ 4
m= 2
0 0.1000000000D+01 0.1000000000D+01 0.1000000000D+01 0.1000000000D+01 0.1000000000D+01
1 0.2500000000D+00 0.1666666667D+00 0.1250000000D+00 0.1041666667D+00 0.9375000000D−01
2 0.4000000000D+00 0.3083333333D+00 0.2250000000D+00 0.1608333333D+00 0.1187500000D+00
3 0.4690476190D+00 0.4265444015D+00 0.4013227513D+00 0.3613878608D+00 0.2972117794D+00
4 0.4926275079D+00 0.4131994186D+00 0.3612155402D+00 0.3602486522D+00 0.3894617800D+00
5 0.5164139087D+00 0.4889493219D+00 0.4057335794D+00 0.3089577065D+00 0.2577157643D+00
6 0.5260121260D+00 0.5124914898D+00 0.5341805666D+00 0.4983770790D+00 0.3835954907D+00
7 0.5337717704D+00 0.4775539694D+00 0.4525021293D+00 0.4964644418D+00 0.5446083654D+00
8 0.5405609927D+00 0.5219503079D+00 0.4573626341D+00 0.4090350284D+00 0.4160830123D+00
9 0.5432534143D+00 0.5378180443D+00 0.5139778763D+00 0.4648210629D+00 0.4317223413D+00
10 0.5472602761D+00 0.5378065265D+00 0.5302566016D+00 0.4715775550D+00 0.4216089322D+00
11 0.5492984861D+00 0.5274820118D+00 0.5585555467D+00 0.5675688928D+00 0.4591239192D+00
12 0.5509751767D+00 0.5149833923D+00 0.4820549575D+00 0.5516038182D+00 0.6192691428D+00
13 0.5529221428D+00 0.5594942772D+00 0.4956065998D+00 0.4428882444D+00 0.4978577650D+00
14 0.5536829341D+00 0.5546548375D+00 0.5617263587D+00 0.5119093536D+00 0.4603638949D+00
15 0.5549712966D+00 0.5412104303D+00 0.5309121931D+00 0.5190147724D+00 0.5115945171D+00
16 0.5557579663D+00 0.5554713583D+00 0.5575472787D+00 0.5154572813D+00 0.4668040403D+00
m= 3
0 0.1000000000D+01 0.1000000000D+01 0.1000000000D+01 0.1000000000D+01 0.1000000000D+01
1 0.3333333333D+00 0.2500000000D+00 0.2083333333D+00 0.1875000000D+00 0.1770833333D+00
2 0.5666666667D+00 0.4500000000D+00 0.3616666667D+00 0.3041666667D+00 0.2707107843D+00
3 0.7134453782D+00 0.6174603175D+00 0.5211784068D+00 0.4263046314D+00 0.3493264282D+00
4 0.7952707585D+00 0.7228390928D+00 0.6785401479D+00 0.6273778867D+00 0.5465934706D+00
5 0.8422226889D+00 0.7529745098D+00 0.6849577594D+00 0.6689368416D+00 0.6753586166D+00
6 0.8795817873D+00 0.8233008777D+00 0.7282730271D+00 0.6398576407D+00 0.6146982354D+00
7 0.9030410539D+00 0.8682915861D+00 0.8335415543D+00 0.7341908286D+00 0.6119073410D+00
8 0.9201183837D+00 0.8706958448D+00 0.8627011061D+00 0.8667957262D+00 0.7905098231D+00
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TABLE 2—continued
k h=m h=m+ 1 h=m+ 2 h=m+ 3 h=m+ 4
9 0.9338358596D+00 0.8825547085D+00 0.8268930663D+00 0.8281263474D+00 0.8635648646D+00
10 0.9440898205D+00 0.9160350520D+00 0.8585407696D+00 0.8034660173D+00 0.7956929962D+00
11 0.9516519976D+00 0.9295438090D+00 0.8932013455D+00 0.8406906204D+00 0.8037908139D+00
12 0.9584565583D+00 0.9387358070D+00 0.9158471985D+00 0.8568094598D+00 0.8201732848D+00
13 0.9635375729D+00 0.9393682362D+00 0.9419111913D+00 0.9002870773D+00 0.8017840344D+00
14 0.9677464898D+00 0.9362132685D+00 0.9290173804D+00 0.9638541655D+00 0.9001209303D+00
15 0.9714182941D+00 0.9482919500D+00 0.9004785963D+00 0.9163884531D+00 0.9776423718D+00
16 0.9744405490D+00 0.9657892693D+00 0.9279858085D+00 0.8780208386D+00 0.9035867321D+00
m= 4
0 0.1000000000D+01 0.1000000000D+01 0.1000000000D+01 0.1000000000D+01 0.1000000000D+01
1 0.4166666667D+00 0.3333333333D+00 0.2916666667D+00 0.2708333333D+00 0.2604166667D+00
2 0.7333333333D+00 0.6041666667D+00 0.5154761905D+00 0.4618589744D+00 0.4320833333D+00
3 0.9603896104D+00 0.8285098522D+00 0.7095183108D+00 0.6145120147D+00 0.5503536989D+00
4 0.1113072188D+01 0.1003625315D+01 0.9011493335D+00 0.7898209370D+00 0.6844089076D+00
5 0.1212085693D+01 0.1113462600D+01 0.1046179645D+01 0.9839671488D+00 0.8925196922D+00
6 0.1280411106D+01 0.1178328005D+01 0.1091403254D+01 0.1053531136D+01 0.1037144514D+01
7 0.1333237569D+01 0.1254682840D+01 0.1150209200D+01 0.1059777451D+01 0.1034642882D+01
8 0.1371616323D+01 0.1312772180D+01 0.1244738258D+01 0.1129600896D+01 0.1022025588D+01
9 0.1400841814D+01 0.1341636122D+01 0.1308552918D+01 0.1253733344D+01 0.1129347034D+01
10 0.1424178377D+01 0.1362044143D+01 0.1315943841D+01 0.1308201088D+01 0.1272543020D+01
11 0.1442931032D+01 0.1389848000D+01 0.1324724898D+01 0.1290560223D+01 0.1296683563D+01
12 0.1457890762D+01 0.1417263596D+01 0.1358748789D+01 0.1301764461D+01 0.1275756157D+01
13 0.1470210353D+01 0.1435468376D+01 0.1387448684D+01 0.1328942794D+01 0.1294610510D+01
14 0.1480668945D+01 0.1449775269D+01 0.1415644740D+01 0.1348178509D+01 0.1303885554D+01
15 0.1489296163D+01 0.1457278763D+01 0.1441381736D+01 0.1388547588D+01 0.1297593523D+01
16 0.1496643616D+01 0.1462051780D+01 0.1445623971D+01 0.1441575476D+01 0.1353987666D+01
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TABLE 3
Refinable vs Legendre Coefficients for m= 2, h= 20
k βk(φ2,20) βLk
0 0.1000000000D+01 0.1000000000D+01
1 0.8333396912D−01 0.8333333333D−01
2 0.6667022702D−01 0.6666666667D−01
3 0.6431584844D−01 0.6428571429D−01
4 0.6379615398D−01 0.6349206349D−01
5 0.6646081488D−01 0.6313131313D−01
6 0.9933788559D−01 0.6293706294D−01
7 0.3235789996D+00 0.6282051282D−01
8 0.4391642119D+00 0.6274509804D−01
9 0.1576157120D+00 0.6269349845D−01
10 0.1377001517D+00 0.6265664160D−01
11 0.3426699843D+00 0.6262939959D−01
12 0.3317378588D+00 0.6260869565D−01
13 0.1621446084D+00 0.6259259259D−01
14 0.2658907431D+00 0.6257982120D−01
15 0.4823743434D+00 0.6256952169D−01
16 0.3868745639D+00 0.6256109482D−01
EXAMPLE 1 (Partial sums of the exponential series). We take for f the partial sums sp
of the exponential series,
f (x)= sp(x), sp(x)=
p∑
j=0
xj/j !, p= 3,7, and 11. (4.1)
TABLE 4
Refinable vs Hat Coefficients for m= 3, h= 50
k βk(φ3,50) βˆk
0 0.1000000000D+01 0.1000000000D+01
1 0.1666666667D+00 0.1666666667D+00
2 0.2333333333D+00 0.2333333333D+00
3 0.2326530612D+00 0.2326530612D+00
4 0.2445399212D+00 0.2445399212D+00
5 0.2425328261D+00 0.2425328261D+00
6 0.2473404865D+00 0.2473404865D+00
7 0.2458445570D+00 0.2458445570D+00
8 0.2484370525D+00 0.2484370524D+00
9 0.2473524863D+00 0.2473524861D+00
10 0.2489746618D+00 0.2489746603D+00
11 0.2481652712D+00 0.2481652626D+00
12 0.2492769225D+00 0.2492768721D+00
13 0.2486536221D+00 0.2486533247D+00
14 0.2494649898D+00 0.2494632094D+00
15 0.2489800860D+00 0.2489693622D+00
16 0.2496512846D+00 0.2495860330D+00
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TABLE 5
Results of n-point Gaussian Quadrature Applied to ∫ 3/2−3/2 sp(x)φ2,4(x)dx
n p = 3 p = 7 p = 11
1 0.1000000000D+01 0.1000000000D+01 0.1000000000D+01
2 0.1062500000D+01 0.1063153754D+01 0.1063153760D+01
3 0.1062500000D+01 0.1064344184D+01 0.1064344317D+01
4 . . . 0.1064359861D+01 0.1064360305D+01
5 0.1064359861D+01 0.1064360408D+01
6 . . . 0.1064360409D+01
7 0.1064360409D+01
8 . . .
Since these are polynomials of degree p, the n-point Gaussian quadrature rule should
produce exact results for n≥ (p+1)/2. This is indeed the case and is illustrated in Table 5
for m= 2, h= 4. The ellipses at the bottom of each column are to indicate that the results
remain exactly constant to the number of digits shown.
EXAMPLE 2 (Exponential function). Here, f (x) = ex , and we take m = 3, hence the
interval [−2,2], and h = 4(1)6. The results are displayed in Table 6. As can be seen,
convergence as n→∞ is quite fast. We do not know whether the exact answers are known
explicitly.
EXAMPLE 3 (Cosine waves). In this final example, we take m = 4, h = 8, and for f
three cosine waves
f (x)= ck(x), ck(x)= cos( 2kpi5 (x + 52 )), k = 1,2,3
on the interval [− 52 , 52 ]. The results are shown in Table 7. Understandably, convergence of
the quadrature formula slows down as the frequency of the cosine wave increases.
TABLE 6
Results of n-point Gaussian Quadrature Applied to ∫ 2−2 exφ3,h(x)dx
n h= 4 h= 5 h= 6
1 0.1000000000D+01 0.1000000000D+01 0.1000000000D+01
2 0.1127625965D+01 0.1105987721D+01 0.1095224030D+01
3 0.1132463949D+01 0.1109209557D+01 0.1097654654D+01
4 0.1132563961D+01 0.1109265738D+01 0.1097689281D+01
5 0.1132565253D+01 0.1109266420D+01 0.1097689670D+01
6 0.1132565264D+01 0.1109266425D+01 0.1097689673D+01
7 0.1132565264D+01 0.1109266425D+01 0.1097689673D+01
8 . . . . . . . . .
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TABLE 7
Results of n-point Gaussian Quadrature Applied to ∫ 5/2−5/2 cos( 2kpi5 (x + 52 ))φ4,8(x)dx
n k = 1 k = 2 k = 3
1 −0.1000000000D+01 0.1000000000D+01 −0.1000000000D+01
2 −0.8013337327D+00 0.2842715025D+00 0.3457410443D+00
3 −0.8124511173D+00 0.4368769735D+00 −0.2478977458D+00
4 −0.8121304568D+00 0.4194894337D+00 −0.9850296578D−01
5 −0.8121366391D+00 0.4208268334D+00 −0.1242828114D+00
6 −0.8121365424D+00 0.4207434221D+00 −0.1206814510D+00
7 −0.8121365436D+00 0.4207475440D+00 −0.1210800305D+00
8 −0.8121365436D+00 0.4207473957D+00 −0.1210476809D+00
9 . . . 0.4207473998D+00 −0.1210496725D+00
10 0.4207473997D+00 −0.1210495661D+00
11 0.4207473997D+00 −0.1210495713D+00
12 . . . −0.1210495710D+00
13 −0.1210495711D+00
14 −0.1210495711D+00
15 . . .
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