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Abstract
We study the one-dimensional branching random walk in the case when the
step size distribution has a stretched exponential tail, and, in particular, no finite
exponential moments. The tail of the step size X decays as P[X ≥ t] ∼ a exp(−λtr)
for some constants a, λ > 0 where r ∈ (0, 1). We give a detailed description of the
asymptotic behaviour of the position of the rightmost particle, proving almost-sure
limit theorems, convergence in law and some integral tests. The limit theorems
reveal interesting differences betweens the two regimes r ∈ (0, 2/3) and r ∈ (2/3, 1),
with yet different limits in the boundary case r = 2/3.
Keywords: branching random walk, stretched exponential random variables, limit
theorems, point processes, extreme values
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1 Introduction
We study branching random walk, which is a discrete time Galton-Watson process with
a spatial component. Given a reproduction law with expectation m > 1 and a step size
distribution represented by a centred random variable X the evolution of the branching
random walk can be described as follows. At time n = 0 we place one particle at the
origin of the real line. At time n = 1 this particle splits according to the reproduction law
and each new particle performs an independent step, according to the step size distribu-
tion. We assume that the branching mechanism and the displacements are independent.
The particles evolve in the same way, independently of other particles. We refer to Sec-
tion 2 for a more detailed description of the model.
We are interested in the position of the rightmost particle, which we will denote byMn. In
the case when the step size distribution has (some) exponential moments, the asymptotic
behaviour of Mn is fairly well understood (see the recent monograph [25] and references
therein). We will investigate the case of steps with stretched exponential distribution,
when the upper tail of X decays as
P[X ≥ x] = a(x)e−λxr
1
where a(x) → a as x → ∞ for some constants λ, a > 0 and r ∈ (0, 1). The law of large
numbers forMn proved in [14] asserts that, under some mild technical conditions, almost
surely
lim
n→∞
Mn
n1/r
= α :=
(
logm
λ
)1/r
.
In the present article we provide a more detailed description ofMn. More precisely we in-
vestigate the second term in the asymptotic expansion and prove almost sure convergence
of
Mn − αn1/r
n2−1/r
for r > 2
3
and convergence in law of
Mn − αn1/r
n1/r−1
for r ≤ 2
3
, see Theorem 3.1. We also provide a description of upper and lower time-
space envelopes of Mn in the latter case. It is well known that the stretched exponential
distribution follows the principle of one big jump which we apply to our analysis of Mn.
The biggest jump up to generation n has a leading term αn1/r followed by fluctuations of
the order n1/r−1. For r < 2
3
the asymptotics of Mn is determined by the aforementioned
one big jump and the contribution of other particles is negligible. The case r > 2
3
is slightly
different, since one big jump is supplemented by a “moderate deviations” contribution of
the order n2−1/r coming from other particles. In the boundary case r = 2
3
one sees
fluctuations of order n1/r−1 = n2−1/r coming from both the behaviour of the biggest jump
and other particles. While there has been a lot of recent interest in the case of step
distributions with regularly varying tails, see [21], [3], [4] and [5], it seems that stretched
exponential tails have been considered only in [14].
The paper is organized as follows. In Section 2 we present the necessary preliminaries
concerning the step size distribution and the branching mechanism followed by a detailed
description of our model. The main results are presented in Section 3. Section 3 also
contains some heuristics for the proofs. The proofs of the main results are in Section 4.
In the appendix, we give the proof of Lemma 4.2 and Lemma 4.3, two results on iid
stretched exponential random variables which we did not find in the literature.
2 Preliminaries
Throughout the article we write f(x) ≪ g(x) if f(x) = o(g(x)) and f(x) ∼ g(x) if
limx→∞
f(x)
g(x)
= 1. We write “const” to denote positive constants which values are of no
significance to us. The actual value of “const” may change from line to line. For better
readability, we often omit integer parts when no confusion arises. As mentioned in the
first paragraph of the introduction, we suppose that the branching mechanism and the
displacements are independent. Therefore we can introduce them separately.
2.1 Step size distribution
Let X,X1, X2, . . . be a collection of iid random variables of zero mean and unit variance
and let S = (Sn)n≥0 be the corresponding random walk, that is S0 = 0, Sn =
∑n
k=1Xk.
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Throughout the analysis of the branching random walk the behaviour of the probabilities
P[Sn > xn], xn →∞
as n→∞ plays a crucial role. In the case when Cramér’s condition holds, that is
E
[
es|X|
]
<∞ for some s > 0 (1)
it is well known that
log P[Sn > xn] ∼
{ −I(ρ)n, xn = ρn, ρ > 0
−x2n
2n
, xn ≪ n2/3.
where I(ρ) = sups
(
sρ− E [esX]), see [8] for the deviations if (1) holds and [12] for a
complete description with a full range of possible orders of xn. If on the other hand,
E
[
es|X|
]
= ∞ for any s > 0 it is known that the probabilities P [Sn > xn] decay slower
than exponentially in n with the exact rate being determined by the tail P[X > x] as
x→∞. We will focus on the case of stretched exponential distributions.
Assumption 1. The random variable X is centred (E[X ] = 0), has variance 1 (E [X2] =
1) and has a stretched exponential upper tail, that is there exist λ > 0, r ∈ (0, 1) and
a function a(x) with a(x)→ a for x→∞ such that
P[X ≥ x] = a(x)e−λxr
for all x ≥ 0. Our asssumption on the lower tail of X will be the following:
if r > 2/3, limx→∞ x
− 3r−2
2r−1 log P [X < −x] = −∞
if r ≤ 2/3, E [|Xk|] <∞, ∀k ∈ N. (2)
Note that if r > 2
3
, 0 < 3r−2
2r−1
< r. Deviations for a random walk in the case when Cramér’s
condition if not fulfilled go back to [22]. The statements we will need are collected in the
following lemma.
Lemma 2.1. Let Assumption 1 be in force. Then for any constant c > 0
if r > 2/3, log P
[
Sn > cn
2− 1
r
]
∼ − c2
2
n3−
2
r
if r ≤ 2/3, logP [Sn > c√n log n] ∼ − c22 logn
If xn ≫ ns, where s = 12−2r , then
P [Sn > xn] ∼ nP [X > xn] .
The proof of the first part of this lemma can be found in [11] and the second follows from
Theorem 8.2 in [9] .
3
2.2 Branching mechanism
Let Z = (Zn)n≥0 be a Galton-Watson process with Z0 = 1 and the reproduction law
p = (pk)k≥0. The key parameter describing the asymptotic behaviour of Z is the mean of
p denoted by
m :=
∑
k≥0
kpk.
It is well-known that, provided p(1) < 1, the branching process survives with positive
probability if and only if m > 1. In this case one can introduce the probability
P
∗[ · ] = P[ · |Zn > 0, ∀ n ∈ N ].
The asymptotic growth rate of Zn will be of crucial importance. It can be described by
considering the sequence Wn = m
−nZn which is a non-negative martingale with respect
to Fn = σ(Zk : k ≤ n) and thus has a almost sure limit
W = lim
n→∞
m−nZn.
The Kesten-Stigum Theorem provides a necessary and sufficient criterion for W to be
non-degenerate.
Lemma 2.2. Assume that m > 1. Then
P
∗[W > 0] = 1 ⇔ E [Z1 log+ Z1] <∞.
The proof can be found in [25, Chapter 2]. We will prove our main result in the case when
W > 0 P∗-a.s. Our standing assumption on the branching process will be the following.
Assumption 2. We have p(0) + p(1) < 1, E[Z1 log
+ Z1] < ∞ and the Galton-Watson
process Z is supercritical, that is m > 1.
2.3 Branching random walk
The branching random walk is a discrete time stochastic process that can be described
in the following way. At time n = 0 one particle is placed at the origin of the real
line. This particle will start a population which will be described by the branching
process Z = (Zn)n≥0. At time n = 1 the initial particle splits into Z1 new particles
which move independently of each other and Z1. We assume that all displacements of
particles from the place of birth are independent copies of X. Each particle evolves
according to this rules independently of all others. More precisely, at time n = 2, each
particle, independently of the others, splits into a random number of particles distributed
according to p. The total number of particles present at the system at time n = 2 is
denoted by Z2. Each particle performs, independently of all other particles and Z1, Z2,
a step which has the same law as X. The system continues according to these rules. Let
T = (V,E) be the associated Galton-Watson tree with the initial particle denoted as the
root o ∈ V (see [25] for more information and many results on this model). Let Dn ⊂ V
denote the set of particles present at time n. Clearly |Dn| = Zn. For v, w ∈ V write
[v, w] for the set of vertices along the unique line from v to w (including v and w). Write
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|x| = n if x ∈ Dn and |x| ≤ n if x ∈
⋃n
k=0Dk. For x, y ∈ T denote by x ∧ y the last
common ancestor of x and y. To model the displacements, assume that each vertex of the
tree T , except the root, is labeled with an independent copy of X, that is we are given
a collection {Xv}v∈V \{o} of iid random variables distributed as X. The random variable
Xv describes the displacement particle v took from its birthplace. We set Xo = 0. Then
the position of the particle v is equal to
Sv =
∑
v∈[o,v]
Xv
and the position of the rightmost particle at time n is
Mn = max
|v|=n
Sv.
It is well known, that if (1) is satisfied, then Mn has a linear speed, that is n
−1Mn
converges to a constant a.s. (see [6, 17, 20]) and the second term is of logarithmic order.
More precisely, denote ϕ(s) = logm + logE
[
esX
]
and suppose that there exists s0 > 0
such that s0ϕ
′(s0) = ϕ(s0). Then
Mn − ϕ′(s0)n
logn
P→ 3
2s0
.
see [18, 25]. Moreover it is known thatMn−ϕ′(s0)n− 32s0 log n converges in distribution [1,
25].
In our case, as proved in [14], under Assumptions 1 and 2, Mn grows faster than linear
in n.
Lemma 2.3. Let Assumptions 1 and 2 be in force. Then
lim
n→∞
Mn
n1/r
= α :=
( logm
λ
)1/r
P
∗-a.s. (3)
As one may expect, the scaling in (3) is a consequence of one big jump. Throughout our
proofs we will exploit this phenomenon.
3 Main results
We can now present our main results. Put
σ =
α1−r
λr
and let Φ denote the cumulative distribution function (c.d.f.) of a centred Gaussian
distribution with variance σ−2.
Theorem 3.1. Suppose that Assumptions 1 and 2 are satisfied. If r ∈ (2
3
, 1) then
lim
n→∞
Mn − αn1/r
n2−1/r
=
r logm
2α
P
∗-a.s. (4)
5
If r ∈ (0, 2
3
) then
Mn − αn1/r
σn1/r−1
d→ V
where V is a random variable with c.d.f.
P
∗[V ≤ x] = E∗
[
exp
(
− am
m− 1We
−x
)]
. (5)
If r = 2
3
then
Mn − αn3/2
σ
√
n
d→ V2/3
where V2/3 is a random variable with c.d.f.
P
∗[V2/3 ≤ x] = H2/3(x) := E∗
[
exp
(
− amW
m− 1
∫
Φ(y − x)e−ydy
)]
. (6)
Theorem 3.1 states for r ≤ 2
3
a convergence in distribution. It is natural to ask about
the almost sure behaviour of Mn in this case.
Theorem 3.2. Suppose that Assumptions 1 and 2 are satisfied. If r ∈ (0, 2
3
) we have
P
∗-a.s.
lim inf
n→∞
Mn − αn1/r + σn1/r−1 log logn
n1/r−1
= σ log
(
am
m− 1W
)
,
and for any positive, monotone function ψ : R→ R such that ψ(n) = o(n),
lim sup
n→∞
Mn − αn1/r − σn1/r−1ψ(n)
n1/r−1
=
{
−∞ if ∫∞ e−ψ(x) dx <∞
+∞ if ∫∞ e−ψ(x) dx =∞ .
If r = 2
3
then P∗-a.s.
lim sup
n→∞
Mn − αn3/2√
n log n
= σ and −∞ < lim inf
n→∞
Mn − αn3/2√
n logn
<∞. (7)
After presenting the main results, we describe the strategy of the proofs. First, we explain
the arguments concerning almost-sure convergence and convergence in law in Theorem
3.1. Then, we give the arguments leading to a description of the upper and lower time-
space envelopes in Theorem 3.2.
3.1 Almost sure and weak convergence
In order to understand the limiting distributions in the case r ≤ 2
3
and illustrate what
leads to this behaviour of Mn, we first introduce a simpler process which we use in
the proof of Theorem 3.1. The simpler process is just the biggest displacement up to
generation n, i.e.
Nn = max
|v|≤n
Xv.
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Due to our Assumption 1, the law of the displacements lies in the maximum domain of
attraction of the Gumbel law. Since Nn is just a maximum of
Yn =
n∑
k=1
|Dk| =
n∑
k=1
Zk
independent random variables it is relatively easy to obtain its asymptotic behaviour.
Proposition 3.3. Suppose that Assumptions 1 and 2 are satisfied. Then
Nn − αn1/r
σn1/r−1
d→ V
where V has the c.d.f. given by (5). Moreover the point process
Λn =
∑
|v|≤n
δX¯v , X¯v =
Xv − αn1/r
σn1/r−1
conditioned on Z converges to a random measure Λ, which conditioned on Z is a Poisson
random measure with intensity µ given by
µ(W, dx) =
amW
m− 1e
−xdx (8)
(the limit process depends on Z only through W ).
Note that the convergence of point processes mentioned in Proposition 3.3 is the conver-
gence in distribution with respect to vague convergence of measures on R. Equivalently
by [24, Proposition 3.19] the point process Λn converges to a point process Λ if and only
if for any continuous f : R→ R with compact support∫
f(s) Λn(ds)
d→
∫
f(s) Λ(ds).
We refer to [24, 19] for an introduction to the topic of random measures.
We can already see, that the asymptotics of Mn and Nn coincide for r <
2
3
. In fact, we
will prove the following.
Lemma 3.4. For r < 2
3
,
lim
n→∞
Mn −Nn
n1/r−1
= 0, P∗ − a.s. (9)
The scaling and convergence of Mn given in (5) for r <
2
3
is a direct consequence of
Proposition 3.3 and (9). It says that Mn is asymptotically determined by one big jump.
The boundary case r = 2
3
is more subtle and requires more detailed information about
the extremes of the displacements. Let us give a heuristic argument for (6). Consider the
order statistics of {Xv}|v|≤n,
Nn = N
(1)
n ≥ N (2)n ≥ . . . ≥ N (Yn)n = min
|v|≤n
Xv. (10)
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It turns out that when r = 2
3
there is a polynomial number of big jumps in {Xv}|v|≤n that
can affect Mn. Consider a particle x ∈ Dn that had an ancestor whose displacement is
among the aforementioned big jumps, say N
(j)
n for j(x) = j ≤ nconst. Then the position of
x is composed of N
(j)
n and a sum of displacements Sn,j = Sn,j(x) of other ancestors of x.
One can show that given Z and {N (j)n }j≤nconst, the Sn,j’s are asymptotically independent.
Since the Sn,j’s are also asymptotically normal, by conditioning on Z and the N
(j)
n ’s, we
see that
P
∗
[
Mn − αn3/2
σ
√
n
≤ x
]
≈ P∗
[
max
j≤nconst
N
(j)
n + Sn,j − αn3/2
σ
√
n
≤ x
]
≈ E∗

 ∏
j≤nconst
Φ
(
x− N
(j)
n − αn3/2
σ
√
n
)
≈ E∗

∏
|v|≤n
Φ
(
x− Xv − αn
3/2
σ
√
n
) .
The last quantity can be described in terms of the point process Λn
E
∗

∏
|v|≤n
Φ
(
x− Xv − αn
3/2
σ
√
n
) = E∗

exp

∑
|v|≤n
log
(
Φ
(
x− Xv − αn
3/2
σ
√
n
))


= E∗
[
exp
(∫
log (Φ (x− y)) Λn(dy)
)]
→ E∗
[
exp
(∫
log (Φ (x− y)) Λ(dy)
)]
= E∗
[
exp
(∫
(1− Φ(x− y))µ(W, dy)
)]
= E∗
[
exp
(∫
Φ(y − x)µ(W, dy)
)]
.
We conclude that both large jumps and typical displacement of the particles contribute
to the second term in the asymptotic expansion of Mn. From this sketch one can also see
thatH2/3(x) is the c.d.f. of the rightmost particle of the point process Λ with independent,
Gaussian shifts. More precisely, let {ξk}k≥1 be the points of a point process with intensity
measure given by (8) such that
Λ =
∞∑
k=1
δξk
and take a collection {ηk}k≥1 of iid. random variables with common distribution Φ, inde-
pendent of Λ. Consider a new point process
∑∞
k=1 δξk+ηk and note that the distribution
of the rightmost particle is given by
P
[
max
k≥1
(ξk + ηk) ≤ x
]
= E∗
[
exp
(∫
log Φ(x− y) Λ(dy)
)]
= E∗
[
exp
(∫
(1− Φ(x− y))µ(W, dy)
)]
= H2/3(x).
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In the case r > 2
3
the limiting behaviour is different. In contrast to the boundary case,
there is an exponential number of N
(j)
n ’s, i.e. big jumps that can affect Mn. This in
turn leads to a much greater number of Sn,j’s that can contribute. For the proof we will
consider yet another model with simpler structure, that is a maximum of independent
random walkers. More precisely, let (X
(j)
k )j,k≥1 be a collection of iid random variables
distributed as X and put S
(j)
0 = 0 and S
(j)
n =
∑n
k=1X
(j)
k . The aforementioned maximum
of independent random walks is defined by
M˜n = max
1≤j≤Zn
S(j)n . (11)
Both processes have the same first term in their asymptotic expansion, that is P∗-a.s
M˜n
n1/r
→ α.
As proved in Lemma 5.2 in [15], since M˜n involves independent random variables it
stochastically dominatesMn which involves dependent random walks. More precisely, for
each x ∈ R, and all n ∈ N,
P[Mn ≤ x] ≥ P[M˜n ≤ x]. (12)
We will use this fact in the proof of (4). The next proposition collects statements about
M˜n.
Proposition 3.5. Suppose that Assumptions 1 and 2 are satisfied. If r ∈ (2
3
, 1) then
lim
n→∞
M˜n − αn1/r
n2−1/r
=
r logm
2α
P
∗-a.s. (13)
If r ∈ (0, 2
3
) then
M˜n − αn1/r − σn1/r−1 log n
σn1/r−1
d→ G
where G is a random variable with c.d.f.
P
∗[G ≤ x] = E∗ [exp (−aWe−x)] , (14)
and
lim sup
n→∞
M˜n − αn1/r − 2σn1/r−1 logn
n
1
r
−1 log log n
= σ (15)
and
lim inf
n→∞
M˜n − αn1/r − σn1/r−1 log n
n1/r−1 log log n
= −σ. (16)
If r = 2
3
,
M˜n − αn1/r − σn1/r−1 log n
σn1/r−1
d→ G2/3
where G2/3 is a random variable with c.d.f.
P
∗[G2/3 ≤ x] = E∗
[
exp
(
−aW
∫
Φ(y − x)e−ydy
)]
. (17)
We see that if r > 2
3
the second terms in the asymptotic expansions of Mn and M˜n
coincide. However for r < 2
3
the behaviour is significantly different. This difference is a
consequence of the fact that we have roughly nmn displacements that contribute to M˜n
and mn displacements that contribute to Mn.
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3.2 The time-space envelopes
We already mentioned the significance of the biggest displacement for the convergence in
law. As we will see, this is also the case for the almost-sure behaviour.
Proposition 3.6. Suppose that Assumptions 1 and 2 are satisfied. Then
lim inf
n→∞
Nn − αn1/r + σn1/r−1 log log n
n1/r−1
= σ log
(
am
m− 1W
)
, P∗ − a.s.
and for any positive, monotone function ψ : R→ R such that ψ(n) = o(n),
lim sup
n→∞
Nn − αn1/r − σn1/r−1ψ(n)
n1/r−1
=
{
−∞ if ∫∞ e−ψ(x) dx <∞
+∞ if ∫∞ e−ψ(x) dx =∞ . (18)
SinceMn−Nn = o
(
n1/r−1
)
for r < 2
3
, see (9), we see that in this case the description ofMn
will be exactly the same. The boundary case r = 2
3
is more subtle. We already mentioned,
in the heuristics behind the proof of Theorem 3.1, that Mn is composed of the biggest
jumps (N
(
nj))j≤nconst and positions of typical particles (Sn,j)j≤nconst (recall (10) and the
discussion that follows). Since with high probability the Sj,n’s are in [−
√
n log n,
√
n logn]
and N jn − αn3/2 is in [−σ
√
n log log n, σ
√
n log n] with high probability, one can deduce
the correct order of Mn by comparing both intervals. It turns out that the upper time
space envelope of Mn is determined by the upper time-space envelope of the biggest
displacement and the lower time-space envelope is determined by the position of the
typical1 particles.
4 Proofs
We begin with some auxiliary lemmas followed by the proof of Proposition 3.3. Next we
present the arguments for our main result. Finally, we give a proof of Proposition 3.5.
4.1 Some auxiliary results
Recall that Wn = m
−nZn is a positive martingale whose limit W plays a significant role
in the asymptotics of our model. For technical reasons we need almost sure bounds for
Wn.
Lemma 4.1. Let Assumption 2 be in force. There exists β > 0 such that
∞∑
n=0
P
∗
[
Wn ≤ n−β
]
<∞ and
∞∑
n=0
P
∗
[
Wn ≥ nβ
]
<∞.
Proof. The second part is obvious, since P∗
[
Wn ≥ nβ
] ≤ E∗[Wn]n−β = n−β. For the first
part we need to distinguish between Schröder and Böttcher cases, that is p(0)+ p(1) > 0
and p(0) + p(1) = 0 respectively. In the former case, by Theorem 4 [13],
P
∗[Wn ≤ n−β] = P∗[Zn ≤ mnn−β] ∼ P∗[W < n−β ].
1which did not encounter a big displacement along the ancestral line
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By Theorem 4 in [7] the left tail of W , i.e. P∗[W < x] exhibits a polynomial decay, so for
β > 0 large enough
∑
n P
∗[W < n−β ] <∞.
Turning to the Böttcher case we denote k∗ = min{k : pk > 0}. One can use Theorem
6 [13], for ε = (logm/k∗)−1, to get
lim sup
n→∞
(2n)−εβ logP∗[Zn ≤ mnn−β] < 0
and so the probabilities P∗[Wn ≤ n−β] decay faster than any polynomial for any fixed
β > 0.
Lemma 4.1 implies that for sufficiently large n, n−β ≤ Wn ≤ nβ, P∗-a.s. The next two
lemmata are statements about iid stretched exponential random variables which we did
not find in the literature. We provide the proofs in the appendix.
Lemma 4.2. Let Assumption 1 be in force. Let δ ∈ ( α
21/r
, α
)
and take xn to be any
sequence such that xn ∼ αr−1n1−1/r. Then for Xˆ = X1{X<δn1/r} we have
E
[
exp
(
λxnXˆ
)]
≤ 1 + λ
2x2n
2
+ o
(
1
n2(1/r−1)
)
.
Lemma 4.3. Let Assumption 1 be in force and r > 2
3
. Let m > 1 and ε > 0, then
∞∑
n=1
P
[
Sn − αn1/r ≥ (1 + ε)r logm
2α
n2−1/r
]
mn <∞ .
We will often use the following asymptotics for the r-th power, which follows easily
from the mean value theorem. Assume that (an), (bn) are positive sequences such that
an →∞, bn →∞, bnan → 0. Then
(an + bn)
r = arn + bn
r
a1−rn
+ o
(
bn
a1−rn
)
. (19)
4.2 The biggest displacement
Proof of Proposition 3.3. Recall that Yn =
∑n
k=1Zk. To prove weak convergence, fix
x ∈ R, take
en = en(x) := αn
1/r + σn1/r−1x
and write
P
∗
[
Nn − αn1/r
σn1/r−1
≤ x
∣∣∣∣ Z
]
= P[Nn ≤ en | Z ] = (1− P[X > en])Yn .
Since mnP[X > en]→ ae−x and m−nYn → mm−1W P∗-a.s.
P
∗[Nn ≤ en | Z ] = exp
(
−a m
m− 1We
−x(δn + 1)
)
for some δn → 0, P∗ -a.s. Average over Z, using the dominated convergence theorem, to
conclude the convergence in law.
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We now turn our attention to the binomial process Λn. By Kallenberg’s theorem [24,
Proposition 3.22] it suffices to show that
P
∗ [Λn(B) = 0 | Z ]→ P∗ [Λ(B) = 0 | Z] and E∗ [Λn(B) | Z]→ E∗ [Λ(B) | Z] (20)
for any set B of the form
B =
m⋃
k=1
(xk, yk], m ∈ N, yk−1 < xk < yk < xk+1.
Put
Fn(x, y] = P
[
x <
X − αn1/r
σn1/r−1
≤ y
]
,
and note that mnFn(x, y]→ a (e−x − e−y). We have
P
∗ [Λn(B) = 0 | Z ] =
(
1−
m∑
k=1
Fn(xk, yk]
)Yn
=

1−
mn
m∑
k=1
Fn(xk, yk]
mn


mn Yn
mn
→ exp
(
−a
m∑
k=1
(e−xk − e−yk) m
m− 1W
)
= P∗ [Λ(B) = 0 | Z ] .
This yields the first condition in (20). The second one also follows if we note that given
Z, Λn(xk, yk] has a binomial distribution and thus
E
∗ [Λn(xk, yk]| Z ] = YnFn(xk, yk]→ amW
m− 1
(
e−xk − e−yk) = E∗ [Λ(xk, yk]| Z ] .
Proof of Proposition 3.6. To treat the lower time-space envelope take γ > 0 and define
fn = fn(γ, Yn) := αn
1/r − σn1/r−1 log log n+ σn1/r−1 log
(
γa
Yn
mn
)
.
Using the inequality 1− x ≤ e−x and (19), a calculation gives
P
∗[Nn ≤ fn| Z ] ≤ exp (−YnP∗[X > fn | Z ])
= exp
(
−γ−1 log n exp
(
O
(
log log n
n
)))
.
After taking expectations we see that
∑∞
n=1 P
∗[Nn ≤ fn] < ∞ provided that γ < 1. By
the Borel Cantelli lemma
Nn − αn1/r−1 + σn1/r−1 log log n
n1/r−1
> σ log
(
γa
Yn
mn
)
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for sufficiently large n. Letting n→∞ followed by γ ↑ 1 yields
lim inf
n→∞
Nn − αn1/r−1 + σn1/r−1 log log n
n1/r−1
≥ σ log
(
am
m− 1W
)
. (21)
To show that “≤” holds in (21) as well, fix γ > 1, take nk = k1+ε for ε < γ − 1 and
consider the σ-algebras
Ik = σ (Zj, Xv : j ∈ N, |v| ≤ nk) .
We have
P
∗[Nnk ≤ fnk | Ik−1] = 1{Nnk−1≤fnk}P
∗
[
max
nk−1<|v|≤nk
Xv ≤ fnk
∣∣∣∣Ik−1
]
.
We first show that the events
Ak =
{
Nnk−1 > fnk
}
can occur only finitely many times. We have
P
∗[Ak] ≤P∗
[
Nnk−1 > αn
1/r
k − σn1/r−1k log log nk + σn1/r−1k log
(
γa
Znk
mnk
)]
≤P∗[Wnk ≤ n−βk ]
+ P∗
[
Wnk > n
−β
k , Nnk−1 > αn
1/r
k − σn1/r−1k log log nk + σn1/r−1k log
(
γa
Znk
mnk
)]
≤P∗[Wnk ≤ n−βk ]
+ P∗
[
Nnk−1 > αn
1/r
k − σn1/r−1k log lognk − βσn1/r−1k log nk + σn1/r−1k log(γa)
]
≤P∗[Wnk ≤ n−βk ]
+ const ·mnk−1P∗
[
X > αn
1/r
k − σn1/r−1k log lognk − βσn1/r−1k log(γnk)
]
≤ P∗[Wnk ≤ nk−β] + const ·m−εkk(1+ε)β log k.
Applying the Borel Cantelli lemma and using Lemma 4.1, 1Ack = 1 for sufficiently large
k. Set ∆Ynk = Ynk − Ynk−1. We can write for sufficiently large k,
P
∗[Nnk ≤ fnk | Ik−1] ≥
1
2
P
∗
[
max
nk−1<|v|≤nk
Xv ≤ fnk
∣∣∣∣ Ik−1
]
=
1
2
(1− P∗[X > fnk | Z ])∆Ynk .
Since we have
mnkP∗[X > fnk | Z ] =
(
γ
Ynk
mnk
)−1
log nk(1 + o(1))
we can write, for some δk → 0 as,
P
∗[Nnk ≤ fnk | Ik−1] = exp
(−γ−1 log nk(δk + 1)) = k− 1+εγ (δk+1).
By the choice of our parameters, 1+ε
γ
< 1. Using a conditional version of the Borel-Cantelli
Lemma (see [10, Theorem 5.3.2]) yields that P∗-a.s
Nk ≤ fnk
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for infinitely many k. Letting k →∞ and γ ↓ 1 yields
lim inf
n→∞
Nn − αn1/r−1 + σn1/r−1 log logn
n1/r−1
≤ σ log
(
am
m− 1W
)
.
We finally consider the upper time-space envelope. Take ψ(x) such that
∫∞
0
e−ψ(x)dx <∞
but ψ(n) = o(n) and consider, for K ∈ R
gn := αn
1/r + σn1/r−1(ψ(n) +K).
Using (19) as always, one can check that mnP[X > gn] ∼ ae−Ke−ψ(n). Take the union
bound
P
∗[Nn > gn] ≤ mnP[X > gn] = ae−Ke−ψ(n)(1 + o(1))
to obtain
Nn ≤ αn1/r + σn1/r−1(ψ(n) +K)
for sufficiently large n. If we take n→∞, followed by K → −∞, we will obtain the first
part of (18). Now suppose that
∫∞
0
e−ψ(x)dx =∞. Put
Hn = σ(Xv, Zk : k ∈ N, |v| ≤ n).
Use the inequality 1− (1− x)y ≥ xy(1− xy)+, x ∈ (0, 1), y > 0 to obtain
P
∗
[
max
|v|=n
Xv > gn
∣∣∣∣ Hn−1
]
= 1− P[X ≤ gn]Zn = 1− (1− P[X > gn])Zn
≥ ZnP[X > gn](1− ZnP[X > gn])
≥ const · (W + δn)ae−Ke−ψ(n)
for some δn → 0, P∗-a.s. By yet another appeal to the conditional Borel Cantelli lemma
we obtain that infinitely often, a.s.
Nn ≥ max
|v|=n
Xv ≥ αn1/r + σn1/r−1(ψ(n) +K).
Again, take n→∞, followed by K →∞ to obtain the second part of (18).
4.3 Branching random walk versus independent walkers: Proof
of Theorem 3.1
We first prove one inequality in the case r > 2
3
. The second one will follow from a
comparison with the maximum of independent random walkers.
Proposition 4.4. Suppose that Assumptions 1 and 2 are satisfied with r > 2
3
. Then,
lim inf
n→∞
Mn − αn1/r
n2−1/r
≥ r logm
2α
P
∗−a.s.
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Proof. Let ε ∈ (0, 1
2
) and define
an =
1 + 2ε
2
(r logm
α
)2
n3−2/r
bn =
(1 + 2ε)2
2
r logm
α
n2−1/r
cn =
r logm
α
n2−1/r.
In the first step we show that with probability 1, for all n large enough there are many
particles in generation n making a large step. Moreover, these particles all have a different
ancestor in generation εn. More precisely, for w ∈ Dεn, let Dw(1−ε)n denote the subset of
Dn consisting of decendants of w, and define
An = {w ∈ Dεn : ∃vw ∈ Dw(1−ε)n s.t. Xvw ≥ αn1/r − bn}.
We show that {|An| ≤ ean} occurs for only finitely many n almost surely. In the first
step, we will show that
∞∑
n=1
P
∗ [|An| ≤ ean ] <∞.
By Lemma 4.1, there is some β > 0 such that
∞∑
n=1
P
∗
[|An| ≤ ean , Wεn > (εn)β] <∞.
It remains to show that
∞∑
n=1
P
∗
[|An| ≤ ean , Wεn ≤ (εn)β] <∞. (22)
For i ∈ N let Z i(1−ε)n be independent copies of Z(1−ε)n. We use the following estimate for
sufficiently large n
P
∗
[|An| ≤ ean , Wεn ≤ (εn)β]
≤ E∗
[
1{Wεn≤(εn)β}
(
Zεn
ean
) Zεn−ean∏
i=1
(
1− P[X ≥ αn1/r − bn]
)Zi
(1−ε)n
]
≤ const · E∗
[
m2εne
an
exp
(
−P[X ≥ αn1/r − bn]
Zεn−ean∑
i=1
Z i(1−ε)n
)]
.
By an appeal to first the conditional Jensen inequality, by conditioning on Zεn, and second
the standard Jensen inequality
P
∗
[|An| ≤ ean , Wεn ≤ (εn)β]
≤ const · E∗ [m2εnean exp (−P[X ≥ αn1/r − bn](Zεn − ean)m(1−ε)n)]
≤ const ·m2εnean exp (−P[X ≥ αn1/r − bn](mεn − ean)m(1−ε)n) .
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Since
P[X ≥ αn1/r − bn](mεn − ean)m(1−ε)n ∼ erαr−1n1−1/rbn = exp ((1 + 2ε)an)
we see that indeed (22) holds true because nean = o(e(1+2ε)an).
In the second step we consider maxw∈An (Svw −Xvw − Sw). Note that the random walks
(Svw −Xvw − Sw)w∈An are independent and independent of {Xvw , w ∈ An} and have the
same distribution as S(1−ε)n−1. We show that maxw∈An (Svw −Xvw − Sw) ≤ cn occurs
only finitely often almost surely. Put
A˜n = {w ∈ An : Sw ≥ 0}
and write
P
∗
[
max
w∈A˜n
(Svw −Xvw − Sw) ≤ cn
]
≤ P∗
[
max
w∈A˜n
(Svw −Xvw − Sw) ≤ cn
∣∣∣∣ |An| > ean
]
+ P∗[|An| ≤ ean ].
It remains to estimate P∗[maxw∈An (Svw −Xvw − Sw) ≤ cn| |An| > ean ]. Denote P[Sεn ≥
0] = pn =
1
2
+ o(1). By Lemma 2.1,
P
∗
[
max
w∈A˜n
(Svw −Xvw − Sw) ≤ cn
∣∣∣∣ |An| > ean
]
≤
(
1− pnP[S(1−ε)n−1 > cn]
)ean
≤ exp
(
−pneanP[S(1−ε)n−1 > cn]
)
= exp
(
−pn exp
(
an − c
2
n
2(1− ε)n(1 + o(1)
))
.
This probabilities are summable, since an >
c2n
2(1−ε)n
by the choice of ε. Altogether, this
implies
lim inf
n→∞
Mn − αn1/r
n2−1/r
≥ cn − bn
n2−1/r
=
(
1− (1 + 2ε)
2
2
)r logm
α
.
Letting ε→ 0 finishes the proof.
Proposition 4.5. Suppose that Assumptions 1 and 2 are satisfied and r > 2
3
. Then
lim sup
n→∞
Mn − αn1/r
n2−1/r
≤ r logm
2α
.
Proof. Recall (11). We will start with a bound for M˜n and then use (12). Let ε > 0.
Then, using the Markov inequality,
P
∗
[
M˜n − αn1/r ≥ (1 + ε)r logm
2α
n2−1/r
]
= P∗
[ Zn∑
i=1
1
{Sin−αn
1/r≥ (1+ε)r(logm)
2α
n2−1/r} ≥ 1
]
≤ P
[
Sn − αn1/r ≥ (1 + ε)r logm
2α
n2−1/r
] mn
1− q .
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Using (12), we can replace M˜n by Mn and get
P
∗
[
Mn−αn1/r ≥ (1 + ε)r(logm)
2α
n2−1/r
]
≤ P
[
Sn−αn1/r ≥ (1 + ε)r(logm)
2α
n2−1/r
] mn
1− q .
(23)
It remains to show that the r.h.s. of (23) is summable, and this is the statement of
Lemma 4.3.
We can now turn to the case r ≤ 2
3
, and prove Lemma 3.4. To analyse Mn we need to
partition Dn into four classes of particles. The first one consists of those particles with
no big jumps along their ancestral line, i.e.
An =
{
w ∈ Dn : ∀v ∈ [o, w], Xv ≤ δn1/r
}
,
where δ ∈ (α/21/r, α) is fixed. The next class consists of those particles that had (at
least) two big jumps along their ancestral line, i.e.
Bn =
{
w ∈ Dn : ∃v, u ∈ [o, w], v 6= u, s.t. Xv ∧Xu > δn1/r
}
.
All other particles have exactly one big jump along their ancestral line. We will need to
distinguish further if this jump is greater or smaller than
sn = αn
1/r − Tn1/r−1 logn
for T > 1 + 2αλ+3δ
λδ(1−r)αr−1 . Define
Cn =
{
w ∈ Dn : ∃v ∈ [o, w] s.t. Xv ∈ (δn1/r, sn], and ∀u ∈ [o, w] \ {v}, Xu ≤ δn1/r
}
and
Dn =
{
w ∈ Dn : ∃v ∈ [o, w] such that Xv > sn, and ∀u ∈ [o, w] \ {v}Xu ≤ δn1/r
}
.
If we denote
MAn = max
w∈An
Sw, M
B
n = max
w∈Bn
Sw, M
C
n = max
w∈Cn
Sw, M
D
n = max
w∈Dn
Sw
we can write
Mn = max
{
MAn ,M
B
n ,M
C
n ,M
D
n
}
.
Lemma 4.6. Let Assumptions 1 and 2 hold for some r ∈ (0, 3
4
). We have P∗-a.s. for
sufficiently large n,
MAn ≤ αn1/r − n1/r−1 logn.
Proof. Let
Xˆk = Xk1{Xk<δn1/r}, Sˆn =
n∑
k=1
Xˆk, γn = αn
1/r − n1/r−1 logn.
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Using the Markov inequality and Lemma 4.2 we can estimate P∗
[
MAn > γn
]
in the fol-
lowing way:
P
∗
[
MAn > γn
] ≤ mnP [Sˆn > γn]
= mnP
[
λ
αrn+ n1/r−1
γn
Sˆn > λ(α
rn+ n1/r−1)
]
≤ exp (−λn1/r−1)E [exp(λαrn + n1/r−1
γn
Sˆn
)]
= exp
(−λn1/r−1)E [exp(λαrn+ n1/r−1
γn
Xˆ1
)]n
≤ exp (−λn1/r−1) exp(nλ2 (αrn + n1/r−1)2
2α2n2/r
+ o(n3−2/r)
)
= exp
(−λn1/r−1(1 + o(1))) .
This shows that
∞∑
n=1
P
∗
[
MAn > γn
]
<∞
and concludes the proof.
Lemma 4.7. Let Assumptions 1 and 2 hold for some r ∈ (0, 1). Then, for sufficiently
large n, P∗-a.s.
Bn = ∅ .
Proof. We have
P
∗ [|Bn| ≥ 1] ≤ E∗ [|Bn|] ≤ n2mnP
[
X > δn1/r
]2 ≤ const · n2 exp(λ(αr − 2δr)n)
where the exponent in the last term is negative by the choice of δ.
Lemma 4.8. Let Assumptions 1 and 2 hold for r ∈ (0, 1). We have P∗-a.s.
MCn ≤ αn1/r − n1/r−1 logn
for sufficiently large n.
Proof. To see that this is true recall Xˆk = Xk1{Xk<δn1/r} and put
S˜n−1 =
n−1∑
k=1
Xˆk, γn = αn
1/r − n1/r−1 logn
and Hn =
{
MCn > γn
}
. We have
P
∗[Hn] ≤ nmnP
[
S˜n−1 +Xn > γn, δn
1/r < Xn ≤ sn
]
= P
[
λ
αrn+ 3
λ
logn
γn
(
S˜n−1 +Xn
)
> λ
(
ααrn+
3
λ
logn
)
, δn1/r < Xn ≤ sn
]
.
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Apply the Markov inequality and Lemma 4.2 for a bound for the exponential moment of
S˜n−1 (as we did it for Sˆn in the proof of Lemma 4.6) to obtain
P
∗[Hn] ≤ n−2 exp (o(1)))E
[
exp
(
λ
αrn+ 3
λ
logn
γn
Xn
)
1{δn1/r<Xn≤sn}
]
≤ const · n−2E
[
exp
(
λ
αrn+ 3
λ
log n
γn
Xn
)
1{δn1/r<Xn≤sn}
]
.
It remains to show that
E
[
exp
(
λ
αrn+ 3
λ
logn
γn
Xn
)
1{δn1/r<Xn≤sn}
]
(24)
is bounded.
Use the formula
E[ψ(Xn)1{sn≥X>δn1/r}] =
∫ sn
δn1/r
ψ′(s)P[Xn > s]ds+ ψ(δn
1/r)P[δn1/r < Xn ≤ sn]
with ψ(s) = exp
(
λα
rn+3λ−1 logn
γn
s
)
. Since
ψ(δn1/r)P[δn1/r < Xn ≤ sn] ≤ exp
(
λδ
(
αr−1 − δr−1)n+ o(n))
we will focus on the integral for which we have∫ sn
δn1/r
ψ′(s)P[Xn > s]ds ≤ const · n1− 1r
∫ sn
δn1/r
exp
(
λ
αrn+ 3λ−1 log n
γn
s− λsr
)
ds
≤ const · n
∫ 1
δα−1+o(1)
exp
(
λ
sn
γn
s(αrn+ 3λ−1 logn− γnsr−1n )
)
ds.
To check that the integral is bounded consider the exponent
αrn +
3
λ
log n− γnsr−1n =
3
λ
log n− (1− r)(T − 1)αr−1 log n+ o(1).
We see that whenever
T > 1 +
2αλ+ 3δ
λδ(1− r)αr−1
the exponent in the integral is bounded by
exp
(
λ
sn
γn
s(αrn+
3
λ
log n− γnsr−1n )
)
≤ exp
(
−λs
(
(1− r)(T − 1)αr−1 − 3
λ
+ o(1)
)
log n
)
≤ exp ((2αδ−1 + o(1))s) ≤ n−2+o(1),
where the last inequality is a consequence of s > δα−1 + o(1). Thus, the integral com-
pensates the factor n, so (24) is indeed bounded.
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Lemma 4.9. Under Assumptions 1 and 2 with r < 2
3
,
MDn −Nn
n1/r−1
→ 0, P∗ − a.s.
Proof. Fix ε > 0 and and first estimate the probability that the difference is large. Note
that Xv −Nn ≤ 0 for all |v| ≤ n and thus, with S\vw =
∑
u∈[o,w]\{v}Xu, using Lemma 2.1
P
∗
[
MDn −Nn > εn1/r−1
] ≤
P
∗
[∃w ∈ Dn, ∃v ∈ [o, w] s.t. Xv > sn, ∀u ∈ [o, w] \ {v}, Xu ≤ δn1/r, and S\vw > εn1/r−1]
≤ nmnP[X > sn]P
[
S˜n > εn
1/r−1
]
≤ nmnP[X > sn]P
[
S˜n > K
√
n log(n)
]
∼ n · anT/σn−K2/2 → 0
with some constant K which is sufficiently large. On the other hand if the difference
MDn −Nn is small, that means that for each w∗ ∈ Dn and v∗ ∈ [o, w∗] such that Xv∗ = Nn,
it must hold that ∑
u∈[o,w∗]\{v∗}
Xu ≤ −εn1/r−1.
Since there always exists at least one such w∗, we have
P
∗
[
MDn −Nn < −εn1/r−1
] ≤ nmnP[X > sn] · P [S˜n < −εn1/r−1]
≤ const · n1+T/σ−K2/2
Putting together Proposition 3.3 and Lemmas 4.6 -4.9 we get Lemma 3.4. To treat the
case r = 2
3
we need a finer decomposition of MDn .
Proposition 4.10. Let Assumptions 1 and 2 be in force. If r = 2
3
then
Mn − αn3/2
σ
√
n
d→ V2/3 (25)
where the the c.d.f. of V2/3 is given by (6).
Proof. Recall (4.3), take C1 > T/(σ logm) and consider the event
An = {Nn−C1 logn > sn}.
As one computes directly,
P
∗[An] ≤ const · n−C1 logm+T/σ → 0.
In words, with high probability, whenever w ∈ Dn the ancestor v of w for which Xv > sn
must come from generation at least n − C1 logn. Recall that for x, y ∈ T we denote by
x∧y the last common ancestor of x and y. Take C2 > 2T (σ logm) and consider the event
Bn = {∃v, w ∈ T , such that |v|, |w| ≤ n, |v ∧ w| ≥ C2 log n, Xv ∧Xw > sn}.
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Then, since we can choose v in roughly mn ways and then choose w in roughly mn−C2 logn
ways, we have
P
∗[Bn] ≤ const ·m2n−C2 lognP[X > sn]2 ≤ const · n−C2 logm+2σ−1T → 0.
Let
MˆDn = max
w∈Dn


∣∣∣∣∣∣∣∣
∑
u∈[o,w],
|u|/∈[C2 logn,n−C1 logn]
Xu1{Xu≤δn1/r}
∣∣∣∣∣∣∣∣

 .
Then using a union bound
MˆDn√
n
P∗→ 0.
Finally
M˜Dn = max

Xv +
∑
u∈[o,w],
|u|∈[C2 log(n),n−C1 logn]
Xu : w ∈ Dn s.t. ∃v ∈ [o, w], |v| > n− C1 log n,Xv > sn

 .
Since |M˜Dn −MDn | ≤ MˆDn the above considerations imply that
M˜Dn −MDn√
n
P∗→ 0
and therefore it is sufficient to prove the weak convergence of M˜Dn . Put
Φ˜n(s) = P
[
Sn−(C1+C2) logn ≤ sσ
√
n, Xi ≤ δn1/r
]
.
Note that Xv’s that appear in the definition of M˜
D
n must be some of the extremes in the
collection {Xv}|v|≤n and therefore
P
∗
[
Bcn ∩
{
M˜Dn ≤ αn3/2 + sσ
√
n
}∣∣∣ Z ]
= E∗
[
P
∗
[
Bcn ∩
{
M˜Dn ≤ αn3/2 + sσ
√
n
}∣∣∣ Z, Xv, |v| ≥ n− C1 logn]∣∣∣ Z ]
= E∗
[ ∏
v:Xv>sn
Φ˜n
(
x− Xv − αn
3/2
σ
√
n
)
· 1Bcn
∣∣∣∣∣ Z
]
= E∗
[
1Bcn exp
(∫
−Tσ−1 logn
log
(
Φ˜n(x− y)
)
Λn(dy)
)∣∣∣∣ Z
]
.
Since 1Bcn
P∗→ 1 it is enough to argue that conditioned on Z,∫
−Tσ−1 logn
log
(
Φ˜n(x− y)
)
Λn(dy)
d→
∫
log(Φ(x− y)) Λ(dy).
If we put
Φn(s) = P
[
Sn−(C1+C2) logn ≤ sσ
√
n,
∣∣Xi ≤ δn1/r]
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then Φn(s)→ Φ(s) and∫
−Tσ−1 logn
log
(
Φ˜n(x− y)
)
Λn(dy)
=
∫
−Tσ−1 logn
log (Φn(x− y)) Λn(dy)
+ log
(
P
∗
[
X < δn1/r
]n−(C1+C2) logn)
Λn(−Tσ−1 log n,∞).
The last term vanishes since by the Markov inequality and the fact that conditioned on
Z, Λn(−Tσ−1 log n,∞) is a binomial random variable
P
∗
[
Λn(−Tσ−1 log n,∞) > n2+Tσ−1
]
≤ n−2−Tσ−1E∗ [Λn(−Tσ−1 logn,∞)]
≤ const · n−2−Tσ−1mnP [X > αn1/r − T logn]
≤ const · n−2
and thus n−2−Tσ
−1
Λn(−Tσ−1 logn,∞)→ 0 P∗-a.s. which further implies that P∗-a.s.
log
(
P
∗
[
X < δn1/r
]n−(C1+C2) logn)
Λn(−Tσ−1 logn,∞)→ 0.
In order to analyse
∫
−Tσ−1 logn log (Φn(x− y)) Λn(dy) we will first introduce a auxiliary
point process Λ∗n, show that it is convergent and then explain how Λ
∗
n is related to our
random integral. Consider a family of iid random variables
{
U
(n)
v
}
v∈T
independent from
Z and {Xv}v∈T with common distribution Φn and define a process on R2 given via
Λ∗n =
∑
|v|≤n
δ(X¯v,U¯v), where X¯v =
Xv − αn1/r
σ
√
n
, U¯v =
U
(n)
v
σ
√
n
Then, conditioned on Z, Λ∗n is a binomial process. Note that for A = (x1, x2]× (y1, y2]
Gn(A) = m
n
P
[(
X − αn1/r
σ
√
n
,
U (n)
σ
√
n
)
∈ A
]
→ G(A) =
∫
A
σ√
2pi
e−x
2σ2/2e−y dxdy.
Using exactly the same arguments as in the proof of Proposition 3.3 for the convergence
Λn → Λ, on can show that conditioned on Z, Λ∗n → Λ∗, where conditioned on Z, Λ∗ is a
Poisson random measure with intensity
µ∗(W, dx, dy) =
aW
m− 1
σ√
2pi
e−x
2σ2/2e−y dxdy.
Now note that
E
∗
[
exp
(∫
−Tσ−1 logn
log (Φn(x− y)) Λn(dy)
)∣∣∣∣ Z
]
= P∗ [Λ∗n(An,x) = 0| Z ] ,
where
An,x =
{
(t, s) ∈ R2 ∣∣ t + s > x, t > −Tσ log n} .
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We will argue that
P
∗ [Λ∗n(A(n, x)) = 0| Z ]→ P∗ [Λ∗(A∞,x) = 0| Z ] ,
where A∞,x =
⋃
n≥1An,x. Let for R > 0, BR = [−R,R]2 ⊆ R2. We by the merit of the
weak convergence of Λ∗n to Λ
∗,
P
∗ [Λ∗n(An,x) = 0| Z ] ≤ P∗ [Λ∗n(A(n, x) ∩ BR) = 0| Z ]
→ P∗ [Λ∗(A∞,x ∩BR) = 0| Z ] .
Since R > 0 is arbitrary,
lim sup
n→∞
P
∗ [Λ∗n(A(n, x)) = 0| Z ] ≤ P∗ [Λ∗(A∞,x) = 0| Z ] .
To argue in favour of a suitable lower bound let note that for some ∆n → 0 as,
P
∗ [Λ∗n (An,x ∩ ((R,∞)× R) > 0 | Z ] ≤ YnP
[
X > αn1/r +Rσ
√
n
]
≤ const · (1 + ∆n)We−R
To treat the other component of (An,x ∩BR)c write
P
∗ [Λ∗n (An,x ∩ (R× (R,∞)) > 0 | Z ]
≤ YnP
[
X > sn, U
(n) > Rσ
√
n, X + U (n) > αn1/r + xσ
√
n
]
≤ const · (1 + ∆n)WmnP
[
X > sn, U
(n) > Rσ
√
n, X + U (n) > αn1/r + xσ
√
n
]
.
Write
mnP
[
X > sn, U
(n) > Rσ
√
n, X + U (n) > αn1/r + xσ
√
n
]
=mnP
[
X − αn1/r√
n
≥ 0, U (n) > Rσ√n
]
+
T logn∑
j=1
mnP
[
X − αn1/r√
n
∈ (−j,−(j − 1)), U (n) > Rσ√n, X + U (n) ≥ αn1/r + σx√n
]
≤const · e−σ2R2/2 + const · (log n)
2
√
n
+ const ·
T logn∑
j=1
eσj · e−((σx+j)∧Rσ)2/2
≤const · e−R/2,
where the last inequality holds provided that R > 0 is sufficiently big. Therefore
P
∗ [Λ∗n(A(n, x)) = 0| Z ] = P∗ [Λ∗n (An,x ∩ BR) > 0 | Z ] +O(e−R).
An application in the same scheme as for the upper limit allows us to infer
lim inf
n→∞
P
∗ [Λ∗n(A(n, x)) = 0| Z ] = P∗ [Λ∗(A∞,x) = 0| Z ] .
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This concludes the proof since Λ∗ conditioned on Z is a Poisson random measure and so
P
∗ [Λ∗(A∞,x) = 0| Z ] = exp (−µ∗(W,A∞,x))
= exp
(
− aW
m− 1
∫
A∞,x
σ√
2pi
e−s
2σ/2e−t dsdt
)
= exp
(
− aW
m− 1
∫
(1− Φ(x− t))e−t dt
)
We finally consider the lower and upper time-space envelopes.
Proof of (7). To describe the upper time-space envelope use the same arguments as in
the proof of Lemma 4.9 to show that P∗-a.s.,
lim
n→∞
MDn −Nn√
n logn
= 0.
Since the last part of Proposition 3.6 by testing with ψ(x) = (1± ε) log x implies that
lim sup
n→∞
Nn − αn3/2√
n log n
= σ
this secures our first claim. To prove our second claim it is sufficient to show
−∞ < lim inf
n→∞
MDn −Nn√
n log n
≤ lim sup
n→∞
MDn −Nn√
n logn
<∞,
which is established using similar arguments as those in the proof of Lemma 4.9.
4.4 Independent random walkers
We now prove the remaining statements for independent walkers, recalling (11).
Proof of Proposition 3.5. We begin with the arguments for the convergence in law for
r < 2
3
. Fix x ∈ R and denote
bn = αn
1/r + σn
1
r
−1 log n+ σn
1
r
−1x.
We have
P
∗
[
M˜n − αn1/r − σn 1r−1 log n
σn
1
r
−1
≤ x
]
= P∗
[
M˜n ≤ bn
]
= E∗
[
P [Sn ≤ bn]Zn
]
= E∗
[
(1− P [Sn > bn])Zn
]
.
By the merit of Lemma 2.1, cn = P[Sn > bn] ∼ m−nae−x → 0 and thus
(1− P [Sn > bn])Zn = (1− cn)1/cnm−nZnae−x(1+o(1)) → exp
(−aWe−x) .
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which by the dominated convergence theorem gives the desired convergence in law. Now
we will investigate the case r = 2
3
. For any fixed δ ∈ (α
2
, α
)
we have
P
∗[∃i ≤ Zn, ∃k,m ≤ n, X(i)k ∧X(i)m > δn1/r] ≤ nmne2λδ
rn = neλn(α−2δ
r) (26)
and therefore in the analysis of M˜n it is sufficient to consider those i ≤ Zn with at most
one k such that X
(i)
k > δn
1/r. We will achieve that using point processes. Put
Xˆ
(n)
k = X
(n)
k 1
{
X
(n)
k <δn
1
r
}, Sˆ(n)n =
n∑
k=1
Xˆ
(n)
k .
and
M˜ (n)n = max
1≤k≤n
X
(n)
k .
Define the point process on R2 via
Λ˜n =
Zn∑
i=1
δ
M˜
(n)
n −αn3/2−σ
√
n log n
σ
√
n
δ
Sˆ
(n)
n
σ
√
n
.
Since for y < x,
P
[
y ≥ M˜
(n)
n − αn3/2 − σ√n log n
σ
√
n
≥ x
]
→ e−x − e−y
and
P
[
y ≥ Sˆ
(n)
n
σ
√
n
≥ x
]
= Φ(y)− Φ(x)
we can use the same arguments as in the proof of the point convergence in the proof of
Proposition 3.3 to infer that conditioned on Z,
Λ˜n
d→ Λ˜,
where Λ, conditioned on Z, is a Poisson point process with intensity
E
∗[Λ(A) | Z] = aW σ√
2pi
∫
A
e−xe−y
2/2σ2dxdy.
This together with (26) implies that conditioned on Z,
Λ˜′n =
Zn∑
i=1
δ
S˜
(n)
n −αn3/2−σ
√
n logn
σ
√
n
→ Λ˜′,
where conditioned on Z, Λ˜′ is a Poisson point process with intensity
E
∗[Λ′(a, b] | Z] = aW σ√
2pi
∫
a<x+y≤b
e−xe−y
2/2σ2dxdy.
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Thus
P
∗
[
M˜n − αn3/2 − σ
√
n log n
σ
√
n
≤ x
]
= P∗[Λ˜′n(x,∞) = 0]
→ P∗[Λ˜′(x,∞) = 0] = E∗
[
exp
(
−E∗[Λ˜′(x,∞) | Z]
)]
= exp
(
aW
∫
e−x(1− Φ(z − x))dx
)
.
Moving to the description of the upper time-space behaviour we will show
lim sup
n→∞
M˜n − αn1/r − 2σn1/r−1 log n
n1/r−1 log log n
≤ σ. (27)
Fix any δ > 0 and put
dn = αn
1/r + 2σn1/r−1 logn + (1 + δ)σn1/r−1 log logn
The Markov inequality yields
P
∗
[
M˜n > dn
]
= P∗
[
Zn∑
i=1
1{Sin≥dn}
≥ 1
]
≤ P [Sn ≥ dn]E∗[Zn]
≤ P [Sn > dn] m
n
1− q .
Applying Lemma 2.1 we get
P [Sn > xn]m
n ∼ nmnP [X > dn] ∼ a
n(logn)1+δ
.
Since δ > 0 is arbitrary, the Borel-Cantelli lemma yields (27). In order to show the
inequality in the opposite direction, i.e.
lim sup
n→∞
M˜n − αn1/r − 2σn1/r−1 log n
n1/r−1 log log n
≥ σ, (28)
we need to study the innovations in the sequence M˜n, namely
M˜ ′n = max
Zn−1<k≤Zn
S(k)n . (29)
Let Gn = σ(M˜ ′k, Zj, k ≤ n, j ∈ N) and
en = αn
1/r + 2σn1/r−1 log n+ σn1/r−1 log logn.
Denote ∆Zn = Zn − Zn−1 and write
P
∗
[
M˜ ′n > en
∣∣∣Gn−1] = 1− P∗ [M˜ ′n ≤ en ∣∣∣Gn−1] = 1− (1− P[Sn > en])∆Zn
≥ ∆ZnP[Sn > en](1−∆ZnP(Sn > en))
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where in the last line we used the inequality 1− (1− x)y ≥ xy(1− xy) for x ∈ (0, 1) and
y ≥ 0. Since m−ndZn ∼W (1−m−1) and mnP[Sn > en] ∼ an logn , we see that P∗-a.s.
∞∑
n=1
P
∗
[
M˜ ′n > en
∣∣∣Gn−1] =∞.
An appeal to the conditional Borel-Cantelli lemma allows us to infer (28).
Denote for γ > 0,
fn = αn
1/r + σn1/r−1 log n− σn1/r−1 log logn + σn1/r−1 log(γaW ).
Then
mnP∗ [Sn > fn|W ] ∼ 1
γW
log n.
We have
P
∗
[
M˜ ′n ≤ fn
∣∣∣Gn−1] = (1− P∗ [Sn > fn])Zn−Zn−1
≤ exp (−(Zn − Zn−1)P∗[Sn > fn|W ]) = exp
(−γ (1−m−1) (δn + 1) logn)
for some δn → 0 P∗-a.s. If γ < 1−m−1, then the above estimate gives that P∗-a.s.
∞∑
n=1
P
∗
[
M˜ ′n ≤ fn
∣∣∣Gn−1] <∞
and an appeal to the conditional Borel-Cantelli lemma shows that for sufficiently large
n,
fn < M˜
′
n ≤Mn
which further yields
lim inf
n→∞
M˜n − αn1/r − σn1/r−1 log n
n1/r−1 log logn
≥ −σ.
To argue that this lower bound is optimal take γ < 1 and consider
hn = αn
1/r + σn1/r−1 logn− γσn1/r−1 log log n.
Take also nk = k
2 and Jk = σ(Zj , X(m)j : j ∈ N, m ≤ Znk). We have
P
∗
[
M˜nk ≤ hnk
∣∣∣Jk−1] = 1{maxm≤Znk−1 S(m)nk ≤hnk}P [Snk ≤ hnk ]Znk−Znk−1 .
The events
An =
{
max
m≤Znk−1
S(m)nk > hnk
}
occur only finitely many times since mnP[Sn > hn] ∼ a(log n)γ and so
P
∗
[
max
m≤Znk−1
S(m)nk > hnk
]
≤ E∗[Znk−1]P[Snk > hnk ] ≤
mnk
1− qP[Snk > hnk ]
≤ const ·m−2k log k.
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As a consequence 1Acn = 1 for sufficiently large n. Thus, arguing as we did before,
P
∗
[
M˜nk ≤ hnk
∣∣∣Jk−1] = (1 + o(1))P [Snk ≤ hnk ]Znk−Znk−1
= exp
(−(Znk − Znk−1)P [Snk > hnk ] (1 + o(1)))
= exp (−const · (log k)γ(∆n + 1))
for some ∆n → 0 a.s. Since the last expression is not summable,
lim inf
n→∞
M˜n − αn1/r − σn1/r−1 log n
n1/r−1 log logn
≤ −γσ
which concludes the proof after taking γ ↓ 1.
Finally we turn to the case r ∈ (2
3
, 1
)
and show (13). Note that
lim sup
n→∞
M˜n − αn1/r
n2−1/r
≤ r logm
2α
P
∗-a.s.
was already shown, see the proof of Proposition 4.5. To show
lim inf
n→∞
M˜n − αn1/r
n2−1/r
≥ r logm
2α
P
∗-a.s. (30)
rerun M˜ ′n given in (29) and use the following inequality with e
′
n = αn
1/r+(1−ε) r logm
2α
n2−
1
r ,
and Kn =
1
2
P[Sn > e
′
n]
−1,
P
∗
[
M˜ ′n > e
′
n
∣∣∣Gn−1] = 1− P∗ [M˜ ′n ≤ e′n ∣∣∣Gn−1] = 1− (1− P[Sn > e′n])∆Zn
≥ 1− (1− P[Sn > e′n])Kn∧∆Zn
≥ (Kn ∧∆Zn)P[Sn > e′n](1− (Kn ∧∆Zn)P(Sn > e′n))
≥ 1
2
(Kn ∧∆Zn)P[Sn > e′n].
If we note that
P [Sn > e
′
n] ≥ P
[
Xn > αn
1
r − (1 + ε)r logm
2α
n2−
1
r
]
P
[
Sn−1 >
r logm
α
n2−
1
r
]
≥ const ·m−n exp
{
ε
λ2α2r−2
2
n3−
2
r (1 + o(1))
}
then we see that
∞∑
n=1
P
∗
[
M˜ ′n > e
′
n
∣∣∣Gn−1] =∞ .
Hence we get
lim inf
n→∞
M˜n − αn1/r
n2−1/r
≥ lim inf
n→∞
M˜ ′n − αn1/r
n2−1/r
≥ (1− ε)r logm
2α
P
∗-a.s. (31)
and (30) follows by letting ε→ 0.
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Appendix
In this appendix, we provide the proof of Lemma 4.2 and Lemma 4.3.
Proof of Lemma 4.2. . The arguments are similar as in the proof of (18) in [14]. Take k as
the smallest integer with k > 2−r
2(1−r)
and use the inequality ex ≤ 1+x+ . . .+ x2k
(2k)!
emax{x,0}
to get
E
[
exp
(
λxnXˆ
)]
≤1 +
2k−1∑
j=1
λjxjn
j!
E
[
Xˆj
]
+
λ2kx2kn
(2k)!
E
[
Xˆ2k exp
(
λxnmax{Xˆ, 0}
)]
.
Since X is centred, E[Xˆ ] ≤ 0. Due to (2), the moments E[Xj ] for j ≤ 2k are bounded
by some constant Cj. Hence, the sum can be bounded via
2k−1∑
j=1
λjxjn
j!
E
[
Xˆj
]
≤
2k−1∑
j=2
λjxjn
j!
E
[
Xˆj
]
≤ λ
2x2n
2
E
[
Xˆ2
]
+O
(
1
n3(1/r−1)
)
=
λ2x2n
2
+ o
(
1
n2(1/r−1)
)
.
To treat the last term we first note that the integral
E
[
Xˆ2k exp
(
λxnmax{Xˆ, 0}
)
1{X<0}
]
remains bounded as n→∞ and so in the sequel we only treat the expectation over the
set {X ≥ 0}. We will show that
1
n(1+η)/r
E
[
Xˆk exp
(
λcn
Xˆ
α1−rn1/r−1
)
1{X≥0}
]
= o
(
1
n2(1/r−1)
)
, (32)
where η = 2k(1− r)− 1 > (1− r) > 0. We will use the following formula for K = δn1/r,
ϕ(s) = s2k exp (λxns) with ϕ(0) = 0,
E[ϕ(X)1{K>X>0}] =
∫ K
0
ϕ′(s)P[X > s] ds.
We have
1
n(1+η)/r
∫ K
0
ϕ′(s)P[X > s]ds
29
=
1
n(1+η)/r
∫ δn1/r
0
λxns
2keλxnsP(X > s)ds+
1
n(1+η)/r
∫ δn1/r
0
2ks2k−1eλxnsP(X > s)ds
(33)
For the first term on the r.h.s. of (33), we have
1
n(1+η)/r
∫ δn1/r
0
λxns
2k exp (λxns)P(X > s)ds
≤ 1
n(1+η)/r
∫ δn1/r
0
λxna(s)s
2k exp (λxns− λsr) ds
= xnδ
1
nη/r
∫ 1
0
a(δn1/rs)λδ2kn2k/rs2k exp
(
λnδs
(
n1/r−1xn − δr−1sr−1
))
ds
≤ const · 1
nη/r
n2k/r
∫ 1
0
s2k exp
(
λnδs
(
n1/r−1xn − δr−1sr−1
))
ds .
The exponent present in the integral is negative for sufficiently large n, since n1/r−1xn →
αr−1 < δr−1. To see that the above expression is o
(
1
n2(1/r−1)
)
take ε ∈ (0, 1
2k+1
)
s.t.
ε < 1
r(1+r)
and write the integral as a sum of integrals over (0, n−1/r+ε], (n−1/r+ε, n−1+r
2ε)
and [n−1+r
2ε, 1). The first one is bounded via
1
nη/r
n2k/r
∫ n−1/r+ε
0
s2k exp
(
λnδs
(
n1/r−1xn − δr−1sr−1
))
ds
≤ const · n1−2/r−η/r+(2k+1)ε ≤ const · n2(1−1/r)−η/r = o
(
1
n2(
1
r
−1)
)
.
The integral over the second interval has the following estimate
1
nη/r
n2k/r
∫ n−1+r2ε
n−1/r+ε
s2k exp
(
λnδs
(
n1/r−1xn − δr−1sr−1
))
ds
≤ const · n2k/r exp(2λδnr2ε − λδrnrε) = o
(
1
n2(1/r−1)
)
.
The last part can be bounded by
1
nη/r
n2k/r
∫ 1
n−1+r2ε
s2k exp
(
λnδs
(
n1/r−1xn − δr−1sr−1
))
ds
≤ const · n2k/r exp(λδnr2ε(αr−1 − δr−1 + o(1))) = o
(
1
n2(1/r−1)
)
.
The second term on the r.h.s. of (33) is treated in the same way. This proves (32) and
concludes the proof of the lemma.
Proof of Lemma 4.3. Put
qn =
(1 + ε)r logm
2α
n2−1/r and tn = αn
1/r + qn.
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and consider the following decomposition with δ ∈ ( α
21/r
, α
)
,
mnP[Sn > tn]
= mnP
[
Sn > tn, and ∀k ≤ n,Xk < δn1/r
]
+mnP
[
Sn > tn, and ∃j 6= i ≤ n s.t. Xj ∧Xi ≥ δn1/r
]
+mnP
[
Sn > tn, ∃!j ≤ n Xj ∈
[
δn1/r, αn1/r − 3qn
]
, and ∀k 6= j,Xk < δn1/r
]
+mnP
[
Sn > tn, and ∃!j ≤ n s.t. Xj > αn1/r − 3qn, and ∀k 6= j,Xk < δn1/r
]
= J1 + J2 + J3 + J4
As before, we write
Xˆk = Xk1{Xk<δn1/r}, Sˆn =
n∑
k=1
Xˆk.
Using the Markov inequality and Lemma 4.2 we can estimate J1 in the following way
J1 = m
n
P
[
Sˆn > tn
]
= mnP
[
λ
αrn+ λα2(r−1)n3−2/r
tn
Sˆn > λ(α
rn+ λα2(r−1)n3−2/r)
]
≤ exp {−λ2α2(r−1)n3−2/r}E [λαrn+ λα2(r−1)n3−2/r
tn
Sˆn
]
= exp
(−λ2α2(r−1)n3−2/r}E [λαrn+ λα2(r−1)n3−2/r
tn
Xˆ1
]n
≤ exp (−λ2α2(r−1)n3−2/r} exp(nλ2 (αrn+ λα2(r−1)n3−2/r)2
2t2n
+ o(n3−2/r)
)
≤ exp (−λ2α2(r−1)n3−2/r} exp(λ2α2(r−1)
2
n3−2/r + o(n3−2/r)
)
= exp
(
−λ
2α2(r−1)
2
n3−2/r + o(n3−2/r)
)
.
Providing a bound for J2 is relatively easy, since δ is sufficiently big. We have
J2 ≤ n2mnP
[
X > δn1/r
]2
= n2 exp(λ(αr − 2δr)n)
where the exponent on the right hand side is negative due to the choice of δ. The bound
for J3 goes along similar lines as the one for J1. Put
X˜n = Xn1{Xn≤αn1/r−3qn}, S˜n−1 =
n−1∑
k=1
Xˆk, pn =
(1 + ε)λα2(r−1)
2
n3−2/r =
1
r
αr−1n1/r−1qn
and write
J3 ≤ mnP
[
S˜n−1 + X˜n > tn, Xn < αn
1/r − 3qn
]
= mnP
[
λ
αn1/r + pn
tn
(
S˜n−1 + X˜n
)
> λ
(
αn1/r + pn
)
, Xn < αn
1/r − 3qn
]
.
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Apply the Markov inequality and a bound for the exponential moment of S˜n−1 as we did
it for Sˆn to obtain
J3 ≤ exp (−λpn) exp
(
λ2α2(r−1)
2
n3−2/r + o(n3−2/r)
)
E
[(
λ
αrn+ pn
tn
X˜n
)
1{Xn≤αn1/r−3qn}
]
= exp
(
−ελ
2α2(r−1)
2
n3−2/r + o(n3−2/r)
)
E
[(
λ
αrn+ pn
tn
X˜n
)
1{Xn≤αn1/r−3qn}
]
.
It remains to show that
E
[
exp
(
λ
αrn + pn
tn
X˜n
)
1{Xn≤αn1/r−3qn}
]
= exp
(
o(n3−2/r)
)
. (34)
To do so, one can employ the final steps of the proof of Lemma 4.2. That is, the integral
E
[
exp
(
λ
αrn + pn
tn
X˜n
)
1{Xn≤0}
]
is bounded. To treat the integral corresponding to the positive values of Xn use the
formula
E[ψ(Xn)1{K>Xn>0}] =
∫ K
0
ψ′(s)P[Xn > s]ds+ ψ(0)P(0 < Xn < K)
with ψ(s) = exp
(
λα
rn+pn
tn
s
)
and K = tn − 3qn. Since ψ(0)P[0 < Xn < K] ≤ 1 we will
focus on the integral for which we have
∫ K
0
ψ′(s)P(Xn > s)ds ≤ const ·
∫ αn1/r−3qn
0
a(s) exp
(
λ
αrn+ pn
tn
s− λsr
)
ds
≤ const · n2/r
∫ 1
0
exp
(
λ
(αn1/r − 3qn)
tn
s(αrn+ pn − tn(αn1/r − 3qn)r−1)
)
ds.
To check that the exponent is negative for r ∈ (1/3, 1) and sufficiently large n just write
αrn + pn − tn(αn1/r − 3qn)r−1 = pn + 3(r − 1)αr−1n1/r−1qn − αr−1n1/r−1qn + o(1)
= pn(1 + 3(r − 1)r − r) + o(1)
= pn3(r − 1/3)(r − 1) + o(1).
This shows the validity of (34). To estimate the last remaining term take N > 4
ε
and
write
J4 =
3N−1∑
k=−1
nmnP
[
X˜n + S˜n−1 > tn,
k
N
qn ≤ αn1/r − X˜n ≤ k + 1
N
qn
]
+ nmnP
[
X˜n + S˜n−1 > tn, X˜n ≥ αn1/r + 1
N
qn
]
.
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To treat the sum just note that
P
[
X˜n + S˜n−1 > tn,
k
N
qn ≤ αn1/r − X˜n ≤ k + 1
N
qn
]
≤ P
[
X˜n ≥ αn1/r − k + 1
N
qn, S˜n−1 >
N + k
N
qn
]
∼ m−n exp
(
λ2α2(r−1)(1 + ε)n3−2/r
N2
8
(4N(k + 1)− (1 + ε)(N + k)2)
)
≤ m−n exp
(
λ2α2(r−1)(1 + ε)n3−2/r
N2
8
(−(N − k)2 +N(4− εN))
)
.
The last term in the decomposition of J4 is also summable since
nmnP
[
X˜n + S˜n−1 > tn, X˜n ≥ αn1/r + 1
N
qn
]
≤ nmnP
[
X˜n ≥ αn1/r + 1
N
qn
]
∼ n exp
(
− r
2N
λ2α2(r−1)(1 + ε)n3−2/r
)
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