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ABSTRACT
We study intrinsic alignments (IA) of galaxy image shapes within the Illustris cos-
mic structure formation simulations. We investigate how IA correlations depend on
observable galaxy properties such as stellar mass, apparent magnitude, redshift, and
photometric type, and on the employed shape measurement method. The correlations
considered include the matter density-intrinsic ellipticity (mI), galaxy density-intrinsic
ellipticity (dI), gravitational shear-intrinsic ellipticity (GI), and intrinsic ellipticity-
intrinsic ellipticity (II) correlations. We find stronger correlations for more massive
and more luminous galaxies, as well as for earlier photometric types, in agreement
with observations. Moreover, the correlations significantly depend on the choice of
shape estimator, even if calibrated to serve as unbiased shear estimators. In particu-
lar, shape estimators that down-weight the outer parts of galaxy images produce much
weaker IA signals on intermediate and large scales than methods employing flat radial
weights. The expected contribution of intrinsic alignments to the observed ellipticity
correlation in tomographic cosmic shear surveys may be below one percent or several
percent of the full signal depending on the details of the shape measurement method.
A comparison of our results to a tidal alignment model indicates that such a model is
able to reproduce the IA correlations well on intermediate and large scales, provided
the effect of varying galaxy density is correctly taken into account. We also find that
the GI contributions to the observed ellipticity correlations could be inferred directly
from measurements of galaxy density-intrinsic ellipticity correlations, except on small
scales, where systematic differences between mI and dI correlations are large.
Key words: galaxies: general – gravitational lensing: weak – cosmology: theory –
large-scale structure of the Universe – methods: numerical
1 INTRODUCTION
Weak gravitational lensing by the large-scale structure, also
referred to as ‘cosmic shear’, creates correlations in the ob-
served ellipticities of distant galaxies. Measuring these cor-
relations provides valuable information about our Universe’s
matter distribution and geometry. Ongoing and planned
weak lensing surveys, such as the Dark Energy Survey1
(DES), the Kilo Degree Survey2 (KiDS), the Euclid3 mis-
? stefan.hilbert@tum.de
1 http://www.darkenergysurvey.org
2 http://www.astro-wise.org/projects/KIDS
3 http://www.euclid-ec.org
sion, and Large Synoptic Survey Telescope4 survey, are de-
signed to constrain cosmological parameters through accu-
rate ellipticity correlation measurements with percent-level
statistical accuracy.
To fully exploit these ongoing and future surveys, one
must understand the various sources of correlations in the
observed galaxy ellipticities. Intrinsic alignments (IA), i.e.
alignments of the intrinsic ellipticities of galaxies, are sus-
pected to be a significant source besides gravitational lens-
ing. Just considering these two sources, the observed ellip-
ticity correlation has contributions from gravitational shear-
4 http://www.lsst.org
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gravitational shear (GG) correlations, intrinsic ellipticity-
intrinsic ellipticity (II) correlations, and gravitational shear-
intrinsic ellipticity (GI) correlations. II correlations may
arise from physically close galaxies whose shapes are aligned
due to common environmental effects such as large-scale
tidal fields. GI correlations may arise when the matter struc-
tures associated with lower-redshift ‘foreground’ galaxies in-
duce gravitational shear in the images of higher-redshift
‘background’ galaxies with a preferred direction relative to
the foreground galaxy shapes.
Analytical and numerical studies suggest that intrin-
sic alignments contribute ∼ 10% to the cosmic shear signal
in medium and deep surveys (e.g. Croft & Metzler 2000;
Heavens et al. 2000; Hirata & Seljak 2004; Heymans et al.
2006; Semboloni et al. 2008; Joachimi et al. 2013b). In obser-
vational studies, intrinsic alignments have been clearly de-
tected and likely contribute several percent to the observed
ellipticity correlations (e.g. Heymans et al. 2004; Mandel-
baum et al. 2006a; Hirata et al. 2007; Mandelbaum et al.
2011; Joachimi et al. 2011; Singh et al. 2015).
Various techniques have been developed to remove the
intrinsic alignment effects from weak lensing measurements,
including down-weighting schemes (King & Schneider 2003;
Heymans & Heavens 2003; Takada & White 2004), or nulling
and boosting techniques (Joachimi & Schneider 2008, 2010).
All these methods require excellent redshift information of
the source galaxies, and weaken cosmological constraints due
to the loss of information. Therefore it is preferable to have
accurate models of intrinsic alignments, which can be used
as priors in the weak lensing analysis to reduce this loss of
cosmological information in lensing surveys.
Gravitational tidal fields likely cause alignments of the
intrinsic shapes of galaxies and their surrounding matter on
larger scales. Some intrinsic alignment models thus employ
parametrized relations between the large-scale galaxy shape
alignments and the statistical properties of the gravitational
tidal field (e.g. Catelan et al. 2001; Crittenden et al. 2001;
Hirata & Seljak 2004; Blazek et al. 2015). The parameters
of these relations usually depend strongly on the galaxies’
properties and have to be determined by external data (e.g.
observations, Joachimi et al. 2011), which limits the predic-
tive power of these tidal field models.
The shapes and spins of dark matter halos and their
alignments in cosmological gravity-only N -body simulations
can be robustly measured (e.g. Croft & Metzler 2000; Hop-
kins et al. 2005; Bailin & Steinmetz 2005; Bett et al. 2007).
Predictions for the alignments of the luminous shapes of
galaxies can then be obtained by augmenting this informa-
tion with models describing the galaxy content of the halos
and how the shapes of the galaxy light relate to the host
dark matter halo properties (Joachimi et al. 2013a,b). This
approach requires one to also specify the expected alignment
of galaxies within their host halo, which is still quite uncer-
tain (Mandelbaum et al. 2006b; Bett 2012; Schrabback et al.
2015).
Numerical simulations of cosmic structure formation
that include star formation and resolve the luminous shapes
of galaxies offer a more direct way to predictions for galaxy
shape alignments (Chisari et al. 2015; Tenneti et al. 2015;
Velliscig et al. 2015b; Tenneti et al. 2016; Chisari et al.
2016). Here we report on our study of intrinsic alignments
within the Illustris simulations (Vogelsberger et al. 2014b,c).
In particular, we investigate the strength of intrinsic align-
ments of galaxy image ellipticities, when defined such as
to provide unbiased shear estimates, as a function of ob-
servable galaxy properties such as apparent magnitude, red-
shift, and photometric type, and the employed shape mea-
surement method. We consider the matter density-intrinsic
ellipticity (mI) correlations, galaxy density-intrinsic elliptic-
ity (dI) correlations, gravitational shear-intrinsic ellipticity
(GI) correlations, and intrinsic ellipticity-intrinsic ellipticity
(II) correlations. Based on these findings, we discuss the ex-
pected contribution of intrinsic alignments to the observed
ellipticity correlation in tomographic cosmic shear surveys,
and also how these contributions could be estimated from
measurements of galaxy density-intrinsic ellipticity correla-
tions in a model-independent way. Furthermore, we compare
the intrinsic alignments measured in the simulations to pre-
dictions from tidal alignment models.
The paper is organized as follows: We provide a brief
introduction to our notation and the theory of gravitational
lensing and galaxy image shapes in Section 2. The Illustris
simulation and the methods we employ to extract galaxy
properties and correlations from it are presented in Sec-
tion 3. Section 4 deals with tests of the resulting galaxy
properties such as magnitudes, colors, and shapes. In Sec-
tion 5 we present our results. The main part of the paper
concludes with a summary and discussion in Section 6. A
more detailed discussion of correlations involving elliptici-
ties can be found in the Appendix.
2 THEORY
The observed shape of a galaxy image is influenced by sev-
eral factors. Every galaxy has a particular intrinsic shape.
Gravitational lensing may leave imprints on the observed im-
age shapes. Various processes in the imaging apparatus (e.g.
telescope aberrations or atmospheric seeing) contribute to
the observed image shape. In the following, we assume that
such instrumental effects have been somehow taken care of,
and concentrate on gravitational lensing effects and intrinsic
shapes.
2.1 Gravitational lensing
Photons emitted from sources at cosmological distances are
deflected on their way toward us by the gravity of inter-
vening matter structures. As a result of this gravitational
lensing effect (see, e.g. Schneider et al. 2006, for an introduc-
tion), the observed image position θ = (θ1, θ2) of a source at
redshift zs may thus differ from the source’s (usually unob-
servable) ‘true’ angular position β =
(
β1(θ, zs), β2(θ, zs)
)
.
Spatial variations of the light deflection induce image dis-
tortions, which can be quantified to leading order by the
distortion matrix(
∂βi(θ, zs)
∂θj
)
i,j=1,2
=
(
1− κ− γ1 −γ2 − ω
−γ2 + ω 1− κ+ γ1
)
, (1)
which is conventionally decomposed into the convergence
κ(θ, zs), the asymmetry ω(θ, zs), and the complex shear
γ(θ, zs) = γ1(θ, zs) + iγ2(θ, zs). A rotated version of the
shear γ (which transforms like a spin-2 quantity) may be
MNRAS 000, 1–37 (20??)
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used to define its tangential component γt and cross com-
ponent γ× relative to a given direction ϑ:
γt(θ, zs;ϑ) + iγ×(θ, zs;ϑ) = −e−2iϕ(ϑ)γ(θ, zs), (2)
where ϕ(ϑ) denotes denotes the polar angle of the vector ϑ,
and γt, γ×∈ R.
In cosmological models with General Relativity as the
theory of gravity, the convergence can be expressed to first
order (and to a good approximation in those parts of the
sky where lensing effects are weak) by a weighted projection
of the matter density contrast along the line of sight:
κ(θ, zs) =
∫ χs
0
dχd q(χd, zs) δm
(
fdθ, χd, zd
)
, (3)
with the source redshift-dependent geometric weight
q(χd, zs) =
3H20 Ωm
2c2
(
1 + zd
)fdsfd
fs
. (4)
Here, H0 denotes the Hubble constant, Ωm denotes the cos-
mic mean matter density in units of the critical density,
and c denotes the speed of light. In these equations, we
also introduce several convenient abbreviations: zd = z(χd),
χd = χ(zd), χs = χ(zs), fd = fK(χd), fs = fK(χs), and
fds = fK(χs − χd), where z(χ) denotes the redshift and
fK(χ) the comoving angular diameter distance for sources at
comoving line-of-sight distance χ. Furthermore, δm(x, χ, z)
denotes the relative matter overdensity at comoving trans-
verse position5 x, comoving line-of-sight distance χ, and cos-
mic epoch expressed by the redshift z (which is tied to the
line-of-sight distance χ for quantities at spacetime points on
the observers’s backward lightcone).
The asymmetry ω vanishes in the first-order lensing ap-
proximation, and we will ignore it in the subsequent analysis.
Furthermore, the shear field and the convergence field obey
a one-to-one relation, which becomes a simple phase factor
in flat harmonic space (i.e. 2D Fourier space) in the flat-sky
approximation:
γ˜(`, zs) =
(`1 + i`2)
2
|`1 + i`2|2 κ˜(`, zs). (5)
The shear can then also be expressed by a weighted projec-
tion:
γ(θ, zs) =
∫ χs
0
dχd q(χd, zs)σ
(
fdθ, χd, zd
)
, (6)
where the matter shear contrast σ(x, χ, z) is related to the
overdensity δm(x, χ, z) in two-dimensional transverse har-
monic space via
σ˜(k, χ, z) =
(k1 + ik2)
2
|k1 + ik2|2 δ˜m(k, χ, z). (7)
The complex matter shear contrast σ(x, χ, z) can also be
decomposed into a tangential and a cross component for a
given direction r on the sky:
σt(x, χ, z; r) + iσ×(x, χ, z; r) = −e−2iϕ(r)σ(x, χ, z). (8)
In the following, we assume the validity of several fur-
ther approximations related to weak gravitational lensing.
5 Note that we use angular coordinates for some quantities such
as the convergence κ, but comoving transverse coordinates for
others such as the matter density contrast δm.
We assume that the lens mapping θ 7→ β(θ, zs) for fixed
source redshift zs is one-to-one and smooth. We also assume
that on the scales of single galaxy images, the lens mapping
is affine and the distortion matrix (1) is constant. Further-
more, we assume that the convergence and shear are small
enough such that the reduced shear g = γ/(1 − κ) can be
approximated by the shear, i.e. g ≈ γ, and that |g| < 1.
2.2 Galaxy image ellipticities
The ellipticity of an observed galaxy image may be quanti-
fied with the help of moments of the observed image light
distribution. For a given observed image brightness distribu-
tion I(θ), image center θ0, and radial and flux weight func-
tion6 W (θ), one may define the following second moments:
Qij =
∫
d2θ θiθjW
(|θ|)I(θ + θ0), i, j = 1, 2. (9)
These can then be combined into the observed image ellip-
ticity (Seitz & Schneider 1997)
η = η1 + iη2 =
Q11 −Q22 + 2iQ12
Q11 +Q22 + 2
√
Q11Q22 −Q212
. (10)
For example, one obtains |η | = (1 − r)/(1 + r) for a solid
ellipse with axis ratio r 6 1 as image, when θ0 is chosen as
the center of the ellipse and W (θ) = const.
Another common way to combine the second moments
into an observed image ellipticity reads
e = e1 + ie2 =
Q11 −Q22 + 2iQ12
Q11 +Q22
. (11)
This yields |e| = (1 − r2)/(1 + r2) for an ellipse with axis
ratio r 6 1 and W (θ) = const. Both ellipticity definitions
contain the same information, and are related through (e.g.
Bartelmann & Schneider 2001):
e =
2η
1 + |η |2 . (12)
One may also define intrinsic image moments Qsij and
intrinsic ellipticities ηs and es derived from the intrinsic
light distribution Is(β) = I
(
θ(β)
)
one would observe in the
absence of gravitational lensing:
Qsij =
∫
d2β βiβjW
(|β|)Is(β + β0), (13)
where β0 = β(θ0) denotes the intrinsic center, and W (β)
is the same weight function as used for the observed mo-
ments (9). The intrinsic moments can then be combined into
the intrinsic image ellipticities
ηs = ηs1 + iη
s
2 =
Qs11 −Qs22 + 2iQs12
Qs11 +Q
s
22 + 2
√
Qs11Q
s
22 − (Qs12)2
, (14)
es = es1 + ie
s
2 =
Qs11 −Qs22 + 2iQs12
Qs11 +Q
s
22
. (15)
6 For simplicity, we restrict the discussion to simple radial weight
functions. Weights used in practice often also depend on the local
surface brightness (e.g. via a brightness threshold).
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2.3 Shear estimators and image ellipticities
The relation between observed and intrinsic image ellipticity
of a galaxy depends on the gravitational lensing distortion
matrix (1) across the image, on the employed weight func-
tion W , and also the employed ellipticity definition. In the
case of a flat weight,W (θ) = const., and the center of light as
image center, Eqs. (9) and (13) yield ‘unweighted’ moments.
The observed ellipticity (10) and the intrinsic ellipticity (14)
are then related by:
η =
ηs + g
1 + ηs g∗
⇔ ηs = η − g
1− ηs g∗ . (16)
An advantage of η based on unweighted moments is that for
|g| 6 1, one may use the observed ellipticity as an unbiased
estimator,
gˆ = η (17)
for the reduced shear g, i.e. 〈gˆ〉 = 〈η〉 = g, where angular
brackets 〈·〉 denote averages over the galaxy intrinsic ellip-
ticity distribution (which is assumed rotation invariant), re-
gardless of the details of the intrinsic ellipticity distribution
(Seitz & Schneider 1997).
Unweighted moments and ellipticities derived from
them are susceptible to image noise in the outer image re-
gions [due to the factor θiθj in the integral in Eq. (9)]. More-
over, unweighted moments and ellipticities are strongly af-
fected by errors in the separation of the galaxy light from
the light of neighboring galaxies. Ellipticity estimation from
real galaxy images thus often employs down-weighting of
the outer regions of the image. The drawback of such radi-
ally weighted moments is that they complicate the relation
between observed and intrinsic ellipticities. For a general
choice of ellipticity definition h ∈ {η, e} and weight func-
tion W (θ), and sufficiently small reduced shear g, the ob-
served ellipticity h(g) as a function of reduced shear g can
be approximated by a linear response in g:
h(g) ≈ hs + Pg, (18)
where the intrinsic ellipticity hs = h(0), and the shear po-
larizability
P =
∂h(g)
∂g
∣∣∣∣
g=0
. (19)
If P can be estimated with sufficient accuracy (e.g. from
the observed galaxy image itself) and is invertible, one may
obtain an unbiased shear estimator by applying P−1 as a
shear polarizability correction factor:
gˆ = P−1h ≈ P−1hs + g. (20)
If the average shear polarizability 〈P 〉 for the observed
galaxy population is known, another unbiased shear estima-
tor can be constructed that employs 〈P 〉−1 as polarisability
correction:
gˆ = 〈P 〉−1 h
≈ 〈P 〉−1 hs + 〈P 〉−1 Pg.
(21)
The above image ellipticity-based shear estimators can
be treated in a uniform manner,7
gˆ = ε = εs + γ, (22)
7 For simplicity, we assume g ≈ γ and 〈∂h/∂g〉−1 (∂h/∂g)g ≈ γ.
with appropriate definitions for the observed ellipticity ε and
intrinsic ellipticity εs . For example, Eq. (17) suggests
ε = η and εs = ηs , (23)
with η and ηs from unweighted moments. For e computed
from unweighted moments, one obtains (e.g. Bernstein &
Jarvis 2002):8
ε =
e
2− 〈|e|2〉 and ε
s =
es
2− 〈|es |2〉 . (24)
A simplified version of the estimator by Kaiser et al. (1995,
KSB) yields:
ε = P−1e and εs = P−1es , (25)
with e and es from moments with a Gaussian radial weight
function, and P = (∂e/∂g) estimated from the individual
observed galaxy images.
As for the shear, the ellipticities ε and εs can be decom-
posed into tangential and cross components with respect to
a given angular direction ϑ or comoving transverse direction
r:
εt + iε× = −e−2iϕ(ϑ)ε and εst + iεs× = −e−2iϕ(r)εs (26)
with εt , ε×, ε
s
t , and ε
s
× ∈ R.
2.4 Density and intrinsic shape correlations
The intrinsic shapes of galaxies may have a preferred ori-
entation towards nearby other galaxies and matter overden-
sities. The preferred orientation of galaxies towards matter
overdensities may be quantified by the correlation9
ζδm,εst (|r|,Π, z, z′) =〈
δm(x+ r, χ+ Π, z) ε
s
t (x, χ, z
′; r)
〉
. (27)
Here, 〈·〉 denotes the expectation for a statistical ensemble
of realizations of the galaxy population and matter density
fields for a given cosmological model, and εst (x, χ, z; r) de-
notes the tangential component of the intrinsic ellipticity
εs (x, χ, z) of a galaxy at spacetime position (x, χ, z) rela-
tive to the transverse direction r. The first argument |r| of
ζ indicates that due to statistical isotropy assumed here, the
correlation function depends on the transverse separation r
only through its magnitude |r| but not its direction. To be
general, we also consider the possibility of different redshifts
z and z′ for the two fields entering the correlations.
One can observe galaxy ellipticities εs (x, χ, z) only at
positions (x, χ, z) where there is a galaxy to measure a
shape from. Thus, correlation functions of practical rele-
vance feature εs (x, χ, z) only in conjunction with a factor[
1+δs(x, χ, z)
]
, where δs(x, χ, z) denotes the relative galaxy
number overdensity of the galaxy population with shape in-
formation, e.g.
ζδm,(1+δs)εst (|r|,Π, z, z′) =〈
δm(x+ r, χ+ Π, z)
[
1 + δs(x, χ, z
′)
]
εst (x, χ, z
′; r)
〉
. (28)
8 This equation usually does not hold when η is computed from
moments for a non-uniform radial weight function.
9 We employ the symbol ζ to denote two-point correlation func-
tions of spacetime fields to avoid potential confusion with angular
correlations of fields on the sky denoted with the symbol ξ.
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A related correlation substitutes the matter density con-
trast in Eq. (28) by the number density contrast δd of a suit-
able density tracer population such as a galaxy population
with sufficiently known galaxy bias:
ζδ
d
,(1+δs)ε
s
t
(|r|,Π, z, z′) =〈
δd(x+ r, χ+ Π, z)
[
1 + δs(x, χ, z
′)
]
εst (x, χ, z
′; r)
〉
. (29)
In case the density tracers follow a simple linear determin-
istic local bias model, i.e. δd(x, χ, z) = bd δm(x, χ, z), the
above correlations obey
ζδ
d
,(1+δs)ε
s
t
= bd ζδm,(1+δs)εst . (30)
Correlations between the shapes of galaxies may be
quantified by
ζεst ,εst (|r|,Π, z, z′) =〈
εst (x+ r, χ+ Π, z; r) ε
s
t (x, χ, z
′; r)
〉
, (31a)
ζεs×,εs×(|r|,Π, z, z
′) =〈
εs×(x+ r, χ+ Π, z; r) ε
s
×(x, χ, z
′; r)
〉
, (31b)
and linear combinations of these:
ζ±,εs ,εs (r,Π, z, z
′) =
ζεst,εst(r,Π, z, z
′)± ζεs×,εs×(r,Π, z, z
′), (31c)
where εs×(x, χ, z; r) denotes the cross component of
εs (x, χ, z) relative to the transverse direction r.
Analogous (cross)correlations may be defined for the in-
trinsic ellipticities of two different galaxy populations and
between intrinsic galaxy ellipticities and the shear den-
sity contrast. Of particular relevance for intrinsic align-
ments in cosmic shear (see Section 2.6) are the correlations
ζ±,σ,(1+δs)εst and ζ±,(1+δ(1)s )εs (1)t ,(1+δ(2)s )εs (2)t
.
When denoting correlations of quantities defined as
functions of redshift and angular position (instead of red-
shift and comoving position), we follow the above pattern.
For example, correlations of observed ellipticities read
ξεt ,εt (|ϑ|, z, z′) =
〈
εt (θ + ϑ, z;ϑ) εt (θ, z
′;ϑ)
〉
, (32a)
ξε×,ε×(|ϑ|, z, z′) =
〈
ε×(θ + ϑ, z;ϑ) ε×(θ, z
′;ϑ)
〉
, and (32b)
ξ±,ε,ε(ϑ, z, z
′) = ξεt ,εt (ϑ, z, z
′)± ξε×,ε×(ϑ, z, z′), (32c)
where εt/×(θ, z;ϑ) denotes the tangential/cross component
of the observed ellipticity ε(θ, z) of a galaxy at sky position
θ and redshift z relative to the angular direction ϑ on the
sky.
Expectation values for the ellipticity correlation esti-
mators discussed in this work involve correlations of pro-
jected density and ellipticity fields. Such correlations can
often be expressed in Limber-type approximations (Limber
1953) that feature projected correlation functions (see Ap-
pendix A). For the above correlations, one may define cor-
responding projected correlations by:10
w...(r, z) =
∫
dΠ ζ...
(
r,Π, z, z
)
. (33)
10 In certain cases (e.g. when the correlations do not decrease
sufficiently fast with increasing line-of-sight separation), one may
wish to include a non-uniform l.o.s. weighting function in the
projection integral.
2.5 Observed density-ellipticity correlations
Important information on the intrinsic alignment of galaxies
may be obtained by estimating the correlation between the
number density of a galaxy ‘density sample’ (used to trace
the overall matter density) and the observed ellipticities of
a galaxy ‘shape sample’. Consider Nd galaxies i = 1, . . . , Nd
with observed sky positions θ
(i)
d in a survey F with solid
angle AF, and redshifts z
(i)
d drawn from an underlying red-
shift distribution pd(z
(i)
d ) serving as density sample, and Ns
galaxies j = 1, . . . , Ns with observed ellipticities ε
(j), ob-
served positions θ
(j)
s and redshift distribution ps(z
(j)
s ) serv-
ing as shape sample. The projected galaxy density-ellipticity
correlation as a function of comoving transverse separation
r may be then estimated by (e.g. Mandelbaum et al. 2006a):
wˆδ
d
,εt
(r) =
Sˆδ
d
,εt
(r)
Rˆ1,1(r)
with (34)
Sˆδ
d
,εt
(r) =
Nd,Ns∑
i,j=1
u
(i)
d u
(j)
s ∆
(
r, f
(i)
d |θ(j)s − θ(i)d |
)
ε
(j|i)
t , (35)
Rˆ1,1(r) =
Nd,Ns∑
i,j=1
u
(i)
d u
(j)
s ∆
(
r, f
(i)
d |θ(j)sr − θ(i)dr |
)
. (36)
Here, u
(i)
d and u
(i)
s denote weights, ε
(j|i)
t denotes the tangen-
tial component of the observed ellipticity of galaxy j in the
shape sample relative to the direction towards galaxy i of
the density sample, and the θ
(j)
sr/dr and denote positions ob-
tained by randomly distributing the ellipticity/density sam-
ple galaxy positions within the survey area. The bin window
function
∆
(
r, r′
)
=
{
1 for |r′ − r| 6 ∆(r)/2 and
0 otherwise,
(37)
where ∆(r) denotes the bin width (which we assume small
compared to scales on which correlations change noticeably).
Assuming Eq. (22) holds, the expectation of the estima-
tor (34) can be expressed as a sum of a density-gravitational
shear contribution (dG) and a density-intrinsic ellipticity
contribution (dI):〈
wˆδ
d
,εt
(r)
〉
=
〈
wˆδ
d
,εt
(r)
〉dG
+
〈
wˆδ
d
,εt
(r)
〉dI
. (38)
For these contributions (see Appendix B for a derivation),
〈
wˆδ
d
,εt
(r)
〉dG ≈ sdGδd,εt (r)
r1,1(r)
, and (39)
〈
wˆδ
d
,εt
(r)
〉dI ≈ sdIδd,εt (r)
r1,1(r)
, (40)
where
r1,1(r) =
∫
dzd pd(zd)
A∆(r, zd)
AF
, (41a)
sdGδ
d
,εt
(r) ≈
∫
dzd pd(zd)
A∆(r, zd)
AF
qs(χd)wδd,σt(r, zd), (41b)
sdIδ
d
,εt
(r) ≈
∫
dzd pd(zd)
A∆(r, zd)
AF
∫
dzs ps(zs)
× ζδ
d
,(1+δs)ε
s
t
(
r, χs − χd, zd, zs
)
.
(41c)
Here,
A∆(r, zd) =
1
AF
∫
F
d2θd
∫
F
d2θs∆
(
r, fd|θs − θd|
)
(42)
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denotes the effective area for a bin at radius r and density
sample galaxies at redshift zd, and
qs(χd) =
3H20 Ωm
2c2
(1 + zd)fd
∫ ∞
zd
dzs ps(zs)
fds
fs
(43)
denotes the source redshift weighted geometric weight.
If the density or shape sample’s redshift distribution
varies little over the range where the correlation between
tracer galaxy density and intrinsic ellipticity is markedly dif-
ferent from zero to permit a Limber-type approximation for
the dI term, one obtains:
sdIδ
d
,εt
(r) ≈
∫
dzd pd(zd)
A∆(r, zd)
AF
× ps(zd)
(
dχd
dzd
)−1
wδ
d
,(1+δs)ε
s
t
(
r, zd
)
.
(44)
The estimator (34) is very similar to estimators com-
monly used in galaxy-galaxy lensing. A notable difference
is the normalization (36), which sums over random posi-
tions instead of the actual galaxy positions. This feature
makes the normalization insensitive to correlations between
the density and shape sample’s galaxy densities.
2.6 Observed ellipticity correlations
Measured correlations of observed galaxy image ellipticities
are used in gravitational lensing studies to obtain constraints
on the spatial correlations of the gravitational shear. How-
ever, the observed ellipticity correlation may also contain
contributions from intrinsic shape correlations. As part of
most weak lensing survey analyses, the ellipticity correla-
tion between two (possibly identical) sets of galaxies is es-
timated as a function of image separation ϑ. Assume each
set α ∈ {1, 2} contains N (α)s galaxies i = 1, . . . , N (α)s with
observed ellipticities ε(α,i), observed angular positions θ
(α,i)
s
inside a survey field F with area AF, and known probability
distribution p
(α)
s (z
(α,i)
s ) for their redshifts z
(α,i)
s . A common
estimator reads
ξˆ
(1|2)
±,ε,ε(ϑ) =
Sˆ
(1|2)
±,ε,ε(ϑ)
Sˆ
(1|2)
1,1 (ϑ)
with (45)
Sˆ
(1|2)
±,ε,ε(ϑ) =
N
(1)
s ,N
(2)
s∑
i,j=1
u(1,i)s u
(2,j)
s ∆
(
ϑ, |θ(2,j)s − θ(1,i)s |
)
×
(
ε
(1,i|2,j)
t ε
(2,j|1,i)
t ± ε(1,i|2,j)× ε(2,j|1,i)×
)
,
(46)
Sˆ
(1|2)
1,1 (ϑ) =
N
(1)
s ,N
(2)
s∑
i,j=1
u(1,i)s u
(2,j)
s ∆
(
ϑ, |θ(2,j)s − θ(1,i)s |
)
. (47)
Here, the u
(α,i)
s denote statistical weights. Furthermore,
ε
(α,i|ν,j)
t/× denotes the tangential/cross component of the ob-
served ellipticity of galaxy (α, i) relative to the direction
towards galaxy (ν, j).
Assuming Eq. (22) holds, the expectation
〈
ξˆ
(1|2)
±,ε,ε(ϑ)
〉
can then be separated into four terms:〈
ξˆ
(1|2)
±,ε,ε(ϑ)
〉
=
〈
ξˆ
(1|2)
±,ε,ε(ϑ)
〉GG
+
〈
ξˆ
(1|2)
±,ε,ε(ϑ)
〉GI
+
〈
ξˆ
(1|2)
±,ε,ε(ϑ)
〉IG
+
〈
ξˆ
(1|2)
±,ε,ε(ϑ)
〉II
.
(48)
The gravitational shear-shear (GG), gravitational shear-
intrinsic ellipticity (GI), intrinsic ellipticity-gravitational
shear (IG), and intrinsic ellipticity-intrinsic ellipticity (II)
contributions are given by (see Appendix C for a deriva-
tion):
〈
ξˆ
(1|2)
±,ε,ε(ϑ)
〉XY ≈ s(1|2) XY±,ε,ε (ϑ)
s
(1|2)
1,1 (ϑ)
, X,Y ∈ {G, I}, (49)
with
s
(1|2)
1,1 (ϑ) ≈
∫
dz(1)s p
(1)
s (z
(1)
s )
∫
dz(2)s p
(2)
s (z
(2)
s )
×
[
1 + ζ
δ
(1)
s ,δ
(2)
s
(
f (1)s ϑ, χ
(2)
s − χ(1)s , z(1)s , z(2)s
)]
,
(50a)
s
(1|2) GG
±,ε,ε (ϑ) ≈
∫
dz(1)s p
(1)
s (z
(1)
s )
∫
dz(2)s p
(2)
s (z
(2)
s )
×
[
1 + ζ
δ
(1)
s ,δ
(2)
s
(
f (1)s ϑ, χ
(2)
s − χ(1)s , z(1)s , z(2)s
)]
×
∫
dχd q(χd, z
(1)
s ) q(χd, z
(2)
s )w±,σ,σ
(
fdϑ, zd
)
,
(50b)
s
(1|2) GI
±,ε,ε (ϑ) ≈
∫
dzs p
(2)
s (zs) q
(1)
s (χs)
× w±,σ,(1+δ(2)s )εs (2)
(
fsϑ, zs
)
,
(50c)
s
(1|2) IG
±,ε,ε (ϑ) ≈
∫
dzs p
(1)
s (zs) q
(2)
s (χs)
× w±,σ,(1+δ(1)s )εs (1)
(
fsϑ, zs
)
, and
(50d)
s
(1|2) II
±,ε,ε (ϑ) ≈
∫
dz(1)s p
(1)
s (z
(1)
s )
∫
dz(2)s p
(2)
s (z
(2)
s )
× ζ±,(1+δ(1)s )εs (1),(1+δ(2)s )εs (2)
(
f (1)s ϑ, χ
(2)
s − χ(1)s , z(1)s , z(2)s
)
.
(50e)
Here, δ
(α)
s denotes the overdensity of the galaxy density field
underlying the distribution of the galaxies (α, i). The general
geometric factor q(χ, z) is given by Eq. (4). The effective
geometric factor q
(α)
s (χ) for the source galaxy sample α is
given by Eq. (43) with p
(α)
s replacing ps.
For redshift distributions sufficiently broad to permit
a Limber-type approximation, the normalization and the II
term can also be expressed in terms of projected correlations:
s
(1|2)
1,1 (ϑ) ≈ 1 +
∫
dzs p
(1)
s (zs) p
(2)
s (zs)
(
dχs
dzs
)−1
× w
δ
(1)
s ,δ
(2)
s
(
fsϑ, zs
)
,
(51a)
s
(1|2) II
±,ε,ε (ϑ) ≈
∫
dzs p
(1)
s (zs) p
(2)
s (zs)
(
dχs
dzs
)−1
× w±,(1+δ(1)s )εs (1),(1+δ(2)s )εs (2)
(
fsϑ, zs
)
.
(51b)
If density cross-correlations can be neglected, e.g. when
the two sets of galaxies are well separated in redshift, the
normalization and GG term reduce to:
s
(1|2)
1,1 (ϑ) ≈ 1, (52a)
s
(1|2) GG
±,ε,ε (ϑ) ≈
∫
dχd q
(1)
s (χd) q
(2)
s (χd)w±,σ,σ
(
fdϑ, zd
)
. (52b)
The above expressions simplify considerably further if
all correlations with galaxy overdensities δ
(α)
s as factors are
neglected (see Appendix C). Although it has been pointed
out (e.g. by Hirata & Seljak 2004; Valageas 2014; Blazek
et al. 2015) that these galaxy density correlations are im-
portant for the understanding of observed ellipticity correla-
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tions, such correlations are often not explicitly taken into ac-
count in works on intrinsic alignment (Joachimi et al. 2015;
Kirk et al. 2015; Kiessling et al. 2015).11
2.7 More on notation
Our naming scheme for correlations differs from commonly
used notations in the literature on intrinsic alignments.
A systematic notation such as ours facilitates the discus-
sion of intrinsic alignments and observed ellipticity correla-
tions. Translation between the notations is straightforward
in many cases. For example, the correlation called ξδ+ in
several works (e.g. in Joachimi et al. 2015) becomes ζδm,εst
in our notation.
Our full naming scheme is somewhat lengthy in some
cases (in particular, when used as labels in plots). For cor-
relations involving the matter density field (m), the matter
shear field (G), a galaxy density sample (d), or a galaxy
shape sample (I), we introduce shorter names:
wmmδ = wδm,δm , (53a)
wmdδ = wδm,δd , (53b)
wddδ = wδd,δd , (53c)
wmGt/× = wδm,σt/×, (53d)
wmIt/×= wδm,(1+δs)εst/× , (53e)
wdGt/×= wδd,σt/×, (53f)
wdIt/×= wδd,(1+δs)εst/× , (53g)
wGG± = w±,σ,σ, (53h)
wGI± = w±,σ,(1+δs)εs , and (53i)
wII± = w±,(1+δs)εs ,(1+δs)εs . (53j)
2.8 Relations for correlation functions
The close connection between the convergence field κ and
the shear field γ in weak lensing gives rise to simple integral
relations between their correlation functions (e.g. Crittenden
et al. 2002; Schneider et al. 2002). Since the relation between
the matter overdensity δm and the matter shear contrast σ
parallels the relation between κ and γ, similar relations hold
for the projected correlations of δm and σ:
wGG+ (r, z) =
∫ ∞
0
r′dr′ G+,δ(r, r′)wmmδ (r′, z), (54a)
wGG− (r, z) =
∫ ∞
0
r′dr′ G−,δ(r, r′)wmmδ (r′, z), and (54b)
wmGt (r, z) =
∫ ∞
0
r′dr′ Gt,δ(r, r′)wmmδ (r′, z). (54c)
The kernels read:
G+,δ(r, r′) = 1
r
δD(r − r′), (55a)
G−,δ(r, r′) = 1
r
δD(r − r′) +
(
4
r2
− 12r
′2
r4
)
ΘH(r − r′), (55b)
11 In various studies, however, wδ
d
,(1+δs)εt
,
w±,(1+δ(1)s )εs (1),(1+δ(2)s )εs (2)
, etc. are measured even though
their notation may suggest wδ
d
,εt
, w±,εs (1),εs (2) etc.
Gt,δ(r, r′) = −1
r
δD(r − r′) + 2
r2
ΘH(r − r′). (55c)
where δD denotes the Dirac delta ‘function’, and ΘH denotes
the Heaviside step function.
The kernels of the inverse transformations are obtained
by swapping the arguments, e.g.:
wmmδ (r, z) =
∫ ∞
0
r′dr′ Gδ,t(r, r′)wmGt (r′, z), (56)
where Gδ,t(r, r′) = Gt,δ(r′, r).
Certain correlations involving intrinsic ellipticities are
connected by analogous integral relations. For example (see
Appendix D for a derivation):
wGI+ (r, z) =
∫ ∞
0
r′dr′ G+,t(r, r′)wmIt (r′, z), (57)
where G+,t(r, r′) = Gδ,t(r, r′) = Gt,δ(r′, r). This relation
may be used in suitable situations to estimate the GI con-
tribution to observed ellipticity correlations from observed
density-ellipticity correlations.
Here, we discuss the application of relation (57) in a
very simple case: Consider a higher-redshift galaxy shape
sample 1 and a lower-redshift galaxy shape sample 2. Their
cross-correlation (45) of observed ellipticities may contain
GI contributions stemming from correlations of the matter
shear contrast and the galaxy shapes of sample 2. Assume
for simplicity that the shape sample 2 has a narrow redshift
distribution p
(2)
s centered around a representative redshift
z¯
(2)
s with negligible overlap with the redshift distribution
p
(1)
s of shape sample 1. Assume that there is also a sample
of density tracer galaxies available with galaxy bias bd, i.e.〈
δd . . .
〉
= bd
〈
δm . . .
〉
, whose redshift distribution covers the
redshift range of shape sample 2, but does not extend to
significantly lower redshifts such that dG contributions (39)
to the observed ellipticity-density correlation (34) between
the density sample and shape sample 2 can be neglected.
Assume, moreover, that the projected density-intrinsic el-
lipticity correlation does not vary significantly with redshift
in the range where p
(2)
s > 0. Then, according to Eqs. (38),
(40), (41a), and (44), the observed galaxy density-ellipticity
estimator (34) yields:
wˆ
δ
d
,ε
(2)
t
(r) ≈ F w
δm,(1+δ
(2)
s )ε
s (2)
t
(r, z¯(2)s ), (58)
where
F =
[∫
dzd pd(zd)
A∆(r, zd)
AF
]−1
× bd
∫
dzd pd(zd)
A∆(r, zd)
AF
p(2)s (zd)
(
dχd
dzd
)−1
.
(59)
Exploiting relation (57), one obtains:
w
+,σ,(1+δ
(2)
s )ε
s (2)(r, z¯
(2)
s ) ≈∫ ∞
0
r′dr′ G+,t(r, r′)F−1wˆδ
d
,ε
(2)
t
(r′). (60)
Combining this result with Eqs. (49), (50c), and (52a), and
recalling that p
(2)
s vanishes except for redshifts ≈ z¯(2)s , the
shear-intrinsic (GI) contribution to the observed ellipticity
correlation between the galaxy shape samples 1 and 2 can
be roughly estimated by:〈
ξˆ
(1|2)
±,ε,ε(ϑ)
〉GI ≈
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F−1q(1)s
(
χ¯(2)s
) ∫ ∞
0
r′dr′ G+,t
(
f¯ (2)s ϑ, r
′)wˆ
δ
d
,ε
(2)
t
(r′), (61)
where χ¯
(2)
s = χ
(
z¯
(2)
s
)
, and f¯
(2)
s = fK
(
χ¯
(2)
s
)
.
3 METHODS
3.1 Structure formation simulation
Our studies on intrinsic alignments are based on the Illustris-
1 simulation. The Illustris project (Vogelsberger et al.
2014c,b; Genel et al. 2014; Sijacki et al. 2015; Nelson et al.
2015) comprises a suite of cosmic structure formation sim-
ulations carried out with the moving-mesh hydrodynamics
and gravity code AREPO (Springel 2010; Vogelsberger et al.
2012). The simulations include various astrophysical pro-
cesses such as primordial and metal-line cooling of gas with
self-shielding corrections, stochastic star formation in dense
gas, stellar evolution and feedback from stellar winds and
supernovae producing galactic outflows, gas recycling, chem-
ical enrichment, super-massive black hole growth, and feed-
back from active galactic nuclei (Vogelsberger et al. 2013,
2014a).
The Illustris simulations assume a spatially flat cold
dark matter (CDM) cosmological model with a cosmolog-
ical constant. The cosmological parameters for the simu-
lations are (Vogelsberger et al. 2014b): a Hubble constant
H0 = h100 km s
−1Mpc−1 with h = 0.704, a mean matter
density parameter Ωm = 0.2726, a baryon density parameter
Ωb = 0.0456, a matter density power spectrum normaliza-
tion σ8 = 0.809, and a spectral index ns = 0.936.
The highest resolution simulation, Illustris-1, covers a
comoving volume of (106.5 Mpc)3 with 2× 18203 resolution
elements, resulting in a mass resolution of 6.26 × 106 M
for the dark matter, and an initial mass resolution of
1.26×106 M for baryonic matter. At redshift z = 0, gravita-
tional forces are resolved down to a physical scale of 700 pc,
and the smallest hydrodynamical gas cells have an extent of
50 pc. There are about 40 000 well-resolved galaxies at z = 0.
These statistically reproduce many fundamental properties
of observed galaxies, such as galaxy luminosity functions and
Tully-Fisher relations, as well as the observed mix of galaxy
morphologies and colors including early-type, late-type, and
irregular galaxies.
3.2 Galaxy luminosities and apparent magnitudes
In the simulation outputs, galaxies are identified as self-
bound structures of gas cells, dark-matter and stellar par-
ticles using an updated version of the Subfind algorithm
(Springel et al. 2005). To create simulated images for these
galaxies (from which we then measure galaxy luminosities
and shapes), we first compute raw luminosities Lraw of all
stellar particles using the Bruzual & Charlot (2003) stellar
population synthesis model galaxev. Each stellar particle is
treated as a single stellar population created in an instanta-
neous starburst with a Chabrier (2003) initial mass function.
Given the star formation time and the stellar metallicity of a
stellar particle, Lraw measured for any given filter bandpass
can be uniquely determined.
We use a semi-analytic approach to take effects of dust
attenuation into account. We assume a redshift-dependent
optical depth τaλ due to dust absorption that is modeled as a
function of the solar-neighborhood extinction curve (Aλ
Av
)Z
(where Z = 0.02 is the measured solar metallicity), the
gas metallicity Zg, and the average hydrogen column den-
sity 〈NH〉 (Guiderdoni & Rocca-Volmerange 1987; Devriendt
et al. 1999; Devriendt & Guiderdoni 2000; Kitzbichler &
White 2007; Guo & White 2009):
τaλ =
(
Aλ
Av
)
Z
(1 + z)β
(
Zg
Z
)s 〈NH〉
2.1× 1021cm−2 . (62)
We adopt the extinction curve (Aλ
Av
)Z from Cardelli et al.
(1989). We use a metallicity-dependence power-law index
s = 1.35 for λ < 2000 A˚, and s = 1.6 for λ > 2000 A˚
as obtained by Guiderdoni & Rocca-Volmerange (1987).
The redshift-dependence parameter β = −0.5 was originally
adopted in Kitzbichler & White (2007) to reproduce mea-
surements of Lyman-break galaxies at z ∼ 3.
To also account for scattering by dust, we assume the
effective optical depth τλ is given by (Calzetti et al. 1994):
τλ = hλ
√
1− ωλτaλ + (1− hλ)(1− ωλ)τaλ , (63)
where ωλ is the albedo, defined as the ratio between the
scattering and the extinction coefficients. Eq. (63) interpo-
lates between two extreme cases: isotropic scattering and
the forward-only scattering, weighted by hλ and (1 − hλ),
respectively. The weighting parameter hλ describes the
wavelength-dependent anisotropy scattering.
For each galaxy, the three principal directions of the
simulation box are used as viewing directions. Each view of
a galaxy is covered by a regular mesh of 100× 100 cells and
a total side length of 6 times the half-stellar mass radius.
This mesh is used to map the wavelength-dependent opti-
cal depth τλ, which measures the total amount of extinction
due to both absorption and scattering along the entire path
of a radiation beam. For each cell, we compute a hydro-
gen column density 〈NH〉 by projecting the cold hydrogen
mass inside the halo of the galaxy onto the mesh. The op-
tical depth for each mesh cell is then computed from this
hydrogen column density via Eqs. (62) and (63). The op-
tical depth τλ at the position of any given stellar particle
inside the mesh coverage is then computed by interpolation.
For regions outside the mesh coverage, τλ = 0 has been as-
sumed. The observed (i.e. dust-attenuated) luminosity Lobs
of a stellar particle is then computed assuming a simple slab
geometry with constant star and dust density within the
slab:
Lobs =
1− exp(−τλ)
τλ
Lraw, (64)
where Lraw denotes the particle’s raw (dust-free) luminosity.
The resulting observed luminosities of the stellar parti-
cles are then used to compute the observed magnitudes for
each simulated galaxy in its viewing directions (galaxy lu-
minosity functions and color distributions are presented in
Section 4.2). Furthermore, the apparent magnitudes in the
CFHT u, g, r, i, z filters are used to compute galaxy spec-
tral types with the Bayesian photometric redshift code BPZ
(Ben´ıtez 2000, 2011).
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3.3 Galaxy sizes and shapes
For each simulated galaxy and viewing direction, we gener-
ate an ‘unlensed’ galaxy image from the projected positions
and dust-attenuated luminosities of the galaxy’s stellar par-
ticles. The galaxy image centers are assumed to coincide
with the projected galaxy positions as provided by subfind
(i.e. the local minima of the galaxies’ gravitational poten-
tials).
The galaxy images are then used as input to compute
galaxies’ half-light radii, second central moments (13), and
ellipticities for various radial weight functions. First, we con-
sider a uniform weight
W (θ) = 1, (65)
from which we compute ‘unweighted’ ellipticities.
Furthermore, we consider a weight function with a sharp
radial cutoff. Central galaxies in the simulation may be em-
bedded in an extended halo of gravitationally bound stellar
particles that are assigned by the simulation analysis soft-
ware to the central galaxy, but would likely be considered
background light in observations. As a simple way to (par-
tially) remove such extended stellar halos, we also compute
moments only taking into account stellar particles within a
radius θcut corresponding to a comoving projected radius of
rcut = 50 kpc from the galaxy center:
W (θ) = ΘH(θcut − θ), (66)
Furthermore, we consider a weight function that com-
bines the sharp radial cutoff with a Gaussian whose width
is given by the image’s half-light radius12 θhl (similar to the
weights employed in the shear estimation method of Kaiser
et al. 1995, KSB):
W (θ) = exp
(
−1
2
θ2
θ2hl
)
ΘH(θcut − θ). (67)
We estimate the galaxy shear polarizabilities for the var-
ious definitions of image ellipticity as follows: We apply small
shear values gi = ±0.01 to the ‘unlensed’ galaxy image (i.e.
we compute image positions for the stellar particles assum-
ing a small shear), and then compute the moments and el-
lipticities from the resulting lensed image. The components
of the shear polarizability tensor are then computed from
these lensed ellipticity components by finite difference. We
check the correctness of the numerical polarizability estima-
tion by comparing its results to known analytic expressions
in the case of unweighted moments.
3.4 Matter density and tidal fields
We wish to compare the results for ellipticity correlations
computed from the galaxy light distribution in the simu-
lations to the results predicted by adopting a simple tidal
field model of galaxy shape alignment. We therefore compute
the three-dimensional matter distribution in the simulation,
and from that, the tree-dimensional matter overdensity field
12 computed from the light distribution, after the sharp cutoff
has been applied
δm(x, χ, z), the peculiar gravitational field φm(x, χ, z), de-
fined here by the Poisson equation
δm(x, χ, z) =
(
∂2
∂x21
+
∂2
∂x22
+
∂2
∂χ2
)
φm(x, χ, z), (68)
and the tidal field components
τij(x, χ, z) =
∂2φm(x, χ, z)
∂xi∂xj
. (69)
The tidal field components are used to define a tidal-field
model intrinsic ellipticity field:
εs (x, χ, z) =
χτ
[(
τ11(x, χ, z)− τ22(x, χ, z)
)
+ 2iτ12(x, χ, z)
]
, (70)
where the susceptibility χτ of the galaxy ellipticity to tidal
fields is expressed as
χτ =
AC1ρcritΩm
D(z)
, (71)
with an adjustable amplitude parameter A, the critical den-
sity ρcrit, the linear growth amplitude D(z) normalized to
unity at redhift z = 0, and a constant C1 chosen such that
C1ρcrit = 0.0134 (Joachimi et al. 2011).
To compute the intrinsic ellipticity field of the tidal field
model, we first project all matter of a simulation snapshot
onto a regular mesh of 10243 pixels covering the simulation
box (yielding a spatial resolution of 100h−1 kpc). The result-
ing matter density on the mesh is converted to the relative
matter overdensity δm. The values of the gravitational field
φm and the tidal field components τij at the mesh points are
then computed with Fast Fourier Transform (FFT) meth-
ods. The tidal-field components are then used to compute
the ellipticity field at the mesh points using Eq. (70).
We use the tidal field model ellipticity values on the
three-dimensional mesh and trilinear interpolation to com-
pute the ellipticity field values at the positions of the galax-
ies in the simulation. We thus obtain a galaxy catalog with
galaxy ellipticities given by the simple tidal field model.
From this catolog, we compute tidal field model predictions
for the IA correlations as described in the following Section.
We also consider tidal field model predictions for IA
correlations under the assumption that the galaxy density
is given by a linear deterministic galaxy bias model with
number density contrast δs = bsδm, where bs denotes an ad-
justable galaxy bias parameter. This variant is essentially
equivalent to the non-linear linear-alignment (NLA) model
of IA with (if assuming bs > 0) or without (if bs = 0) galaxy
density weighting (Hirata & Seljak 2004; Bridle & King 2007;
Joachimi et al. 2011; Blazek et al. 2015). For this variant,
the field (1+δs)ε
s = (1+bsδm)ε
s , with εs given by Eq. (70),
is computed on the three-dimensional mesh from the values
of the matter overdensity δm and tidal field components τij
at the mesh points. Projections of the resulting field (used
to compute projected correlations as described in the follow-
ing Section) are then computed by summing the respective
field values at the mesh points of the three-dimensional mesh
along a principal direction of the simulation box and record-
ing the result in a two-dimensional mesh.
3.5 Correlations
In this work, we focus on projected correlations involving in-
trinsic ellipticities as well as on the impact of IA on observed
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ellipticity correlations in cosmic shear. We compute pro-
jected correlations primarily by correlating projected fields.
We analyze the data from a set of simulation snapshots with
redshifts between z = 0 and z = 1.5. For each of these
snapshots, we compute projections of the matter overden-
sity δm, matter shear contrast σ, galaxy overdensities δd
and δ
(α)
s (where α, ν, etc. = 1, 2, . . . may denote differ-
ent galaxy samples), and galaxy intrinsic ellipticity fields
(1 + δ
(α)
s )ε
s (α) for various galaxy samples13 along each sim-
ulation box axis on regular meshes of 81922 pixels, which
implies a resolution ∼ 10h−1 kpc comoving (see Appendix E
for more information on computing the projected fields and
their correlations). We then employ FFTs to compute the
two-dimensional correlations of the projected fields. We com-
pute averages of the resulting two-dimensional correlations
within 50 logarithmically spaced bins of transverse separa-
tion, which together cover a range from 5 to 50 000h−1 kpc
comoving.14 These averages then serve as estimates of the
projected correlations w
δ
(α)
s ,δ
(ν)
s
(r, z), w
δm,(1+δ
(ν)
s )ε
s (ν)
t
(r, z),
etc. at a discrete set of separations r (chosen as the mid-
values of the radial bins) and redshifts z (given by the snap-
shot redshifts).
We use the projected correlations estimated from
the simulation to compute predictions for the IA contri-
butions to the observed ellipticity correlations. The ex-
pected II contributions for broad redshift distributions
are computed using Eqs. (49), (51a), and (51b) together
with w
δ
(α)
s ,δ
(ν)
s
(r, z) and w±,(1+δ(α)s )εs (α),(1+δ(ν)s )εs (ν)
(r, z) es-
timated from the simulation. The expected GI contribu-
tions for non-overlapping redshift distributions are com-
puted using Eqs. (49), (50c), and (52a) together with
w±,σ,(1+δ(ν)s )εs (ν)
(r, z) estimated from the simulation. The
integrals in these equation are computed by numerical inte-
gration with the projected correlations linearly interpolated
between the values measured from the simulation.
To obtain an indication of the statistical error on our
estimates for the correlations, we compare measurements us-
ing the three different box axes as viewing direction. In plots
of the correlation functions below, the error bars indicate the
spread between the three directions, and the lines indicate
the mean.
Note that due to the limited box size, the projected
correlations are likely underestimated for separations of a
few Mpc and beyond. How strongly the estimates for cor-
relations involving galaxy shapes are suppressed on larger
scales has to be addressed in future work, e.g., employing
simulations in larger boxes. Currently, we can estimate from
studies of gravity-only simulations (see Angulo & Hilbert
2015) that wGG± , which enters the prediction (50b) for the
GG contribution, is underestimated by 10% or more on sep-
arations & 2h−1 Mpc. We thus employ nicaea (Kilbinger
13 Note that computing [1 + δ
(α)
s (x, χ, z)]ε
s (α)(x, χ, z) requires
a value for εs (α)(x, χ, z) only where there is a galaxy at (x, χ, z),
i.e. where δ
(α)
s (x, χ, z) 6= −1.
14 This setup for the binning ensures that the radial resolution
and maximum range for the projected correlations is not limited
by the binning, but by the mesh resolution and simulation box
size.
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Figure 1. Distribution of stellar particle numbers in galaxy sam-
ples at redshift z = 0.3 with different apparent i-band magnitude
limits. The vertical dashed line indicates the lower limit of 100
stellar particles imposed for the galaxy shape analysis.
et al. 2010) to compute predictions for the GG contribution
to the observed ellipticity correlations instead.15
4 TESTS
4.1 Stellar particle numbers
We always require that any galaxy we use for shape mea-
surements has at least 100 stellar particles (see, e.g., Chisari
et al. 2015; Velliscig et al. 2015a, for shape distributions and
shape measurement errors as a function of particle num-
ber). This lower stellar particle limit corresponds roughly to
a minimum stellar mass of 6×107h−1 M. The stellar parti-
cle limit does not affect samples that are selected according
to stellar mass with a minimum mass & 108h−1 M. The
minimum stellar particle number also roughly corresponds
to a redshift-dependent apparent magnitude. For example,
at z = 0.3 that corresponding apparent magnitude is i ∼ 25.
Fig. 1 illustrates the distribution of stellar particle num-
bers in samples of galaxies at z = 0.3 with various magni-
tude limits. The bright sample with i < 20.5 does not con-
tain galaxies with less than 3000 stellar particles, and thus
is not affected by the hard cut at 100 stellar particles. The
intermediate-limit sample with i < 24.5 is marginally af-
fected. The faint-limit sample with i < 27.5 is essentially
limited by the stellar particle cut instead of the magnitude
limit. Tests at higher redshift show that the i < 27.5 be-
comes effectively magnitude-limited only for z > 1.
This test shows that (according to our 100-particle crite-
rion) the Illustris simulation’s mass resolution is high enough
to study galaxy shapes for bright samples with i < 20.5,
as well as for deeper samples (at least for z > 0.3) with
an apparent magnitude limit i < 24.5 similar to that of,
15 Our choice of nicaea is for aesthetic reasons. We use GG
predictions only to assess the relative impact of GI and II contri-
butions on the observed ellipticity correlations, for which ∼ 10%
accuracy in GG would suffice given the large uncertainty in GI
and II.
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e.g., the Canada-France Hawaii Telescope Lensing Survey16
(CFHTLenS, Heymans et al. 2012) or Euclid17 (Laureijs
et al. 2011). The mass resolution is however not sufficient
to study galaxy image shapes for very deep samples (ex-
cept for z > 1) with magnitudes i < 27 such as, e.g. for
the The Large Synoptic Survey Telescope18 (LSST, LSST
Science Collaboration et al. 2009) or Wide Field Infrared
Survey Telescope19 (WFIRST, Spergel et al. 2015).
4.2 Galaxy magnitudes and colors
Fig. 2 shows the luminosity functions of low-redshift Illustris
galaxies measured in the blue-shifted SDSS g0.1, r0.1, i0.1,
z0.1 filter bandpasses. Also plotted are the double power-law
Schechter function fits by Loveday et al. (2012) for galaxies
in the Galaxy and Mass Assembly (GAMA). Using the same
galaxy color cut (their eq. 3) to separate ‘blue’ and ‘red’
galaxies, our simulated galaxy sample roughly reproduces
the observed luminosity functions for the total, as well as
for the blue and red galaxy samples. In particular, the total
number and the fractions of blue and red galaxies are well
reproduced at the ‘knees’ of the luminosity functions. This is
also seen for higher-redshift galaxy samples in Illustris. The
bright end of the observed luminosity functions has larger
measurement uncertainties, as the derived magnitudes can
differ strongly depending on the assumed light profiles (see
Bernardi et al. 2013, for details).
Including the effects of dust in the computation of the
galaxy magnitudes is crucial for reaching the level of agree-
ment between observed and simulated galaxy luminosity
functions seen in Fig. 2. Without dust attenuation, blue
galaxies would dominate the simulated galaxy luminosity
functions in the shown filter bands to much brighter magni-
tudes M ∼ −22 in conflict with the observed galaxy lumi-
nosity functions.
The dust treatment also significantly affects the photo-
metric type classification of the simulated galaxies. Fig. 3
shows the CFHT-i band luminosity functions of Illustris
galaxy subsamples selected by their BPZ type. The Illus-
tris galaxy luminosity functions are compared to the power-
law Schechter function fits to observed galaxy samples by
Ramos et al. (2011). Once again the fractions of early-type
(BPZ-types 6 2) and late-type (BPZ-types > 2) galaxies
are roughly reproduced at the ‘knees’ magnitudes. At the
fainter end, an excess of late-type galaxies together with a
deficit in early-type galaxies from the simulation indicate an
overshoot of star-formation activities. This is possibly due
to shortcomings of the implemented feedback models (see
Nelson et al. 2015).
The (g−r) color distributions presented in Fig. 4 clearly
show bimodality with the late-type galaxies bluer than their
early-type counterparts. The fraction of galaxies in the sim-
ulation classified as early type is somewhat low, e.g. about
9% at redshift z = 0.3 and about 5% at z = 0.6 for galaxies
with apparent magnitude i < 24.5.
16 http://www.cfhtlens.org
17 http://www.euclid-ec.org
18 https://www.lsst.org/
19 http://wfirst.gsfc.nasa.gov
4.3 Apparent galaxy sizes
A fundamental property of galaxy image morphology is the
apparent size of galaxy images. Fig. 5 shows the distribu-
tion of galaxy sizes, expressed as half-light radii, as a func-
tion of total stellar mass. The stellar mass-size relation is
roughly compatible with observed galaxy properties (Shen
et al. 2003; Lange et al. 2015) for larger stellar masses
M∗ & 1011h−1M. For smaller stellar masses, however, the
simulated galaxies appear to have larger half-light radii than
observed galaxies. This may be in part an artifact of how the
stellar components of simulated galaxies are identified and
how their light distribution (which also includes very low
surface brightness regions at large radii) is quantified. An-
other possible reason is the limited spatial resolution. How-
ever, the larger radii are most likely, at least in part, due
to shortcomings of the star formation and feedback model
(Scannapieco et al. 2012).
4.4 Density correlations
Galaxy density correlations are of interest for intrinsic align-
ment and cosmic shear studies for several reasons. They
feature in the expectation value for the common cosmic
shear correlation function estimator (45). They allow one
to estimate the galaxy bias required to infer matter density-
intrinsic ellipticity correlations from galaxy density-intrinsic
ellipticity correlations. Particular features in the density cor-
relations are likely also visible in intrinsic ellipticity correla-
tions through terms (1 + δs) in these correlations.
Here, we present results for the projected auto- and
cross-correlations of the matter and galaxy density fields
that we measure in the Illustris-1 simulation. Note that
due to the finite simulation box size of 75h−1 Mpc, any
correlation measurements become unreliable for separations
r & 10h−1 Mpc. We thus generally restrict our discussion to
separations r 6 10h−1 Mpc.
Fig. 6 compares the projected matter density-galaxy
density correlations wmdδ for various galaxy samples and
the projected matter density correlation wmmδ . The cross-
correlation of the matter and the bright sample defined by
an apparent magnitude i < 20.5 is noticeably larger than
the matter auto-correlation. The excess indicates the galaxy
density field is biased with respect to the matter density field
by a bias factor b ≈ 1.1−1.3 (simply estimated as the ratio of
the cross- and auto-correlation) on scales r & 0.1h−1 Mpc.
The fainter sample with i < 24.5 shows a smaller cross-
correlation indicative of a bias b ≈ 0.8− 1. Samples of cen-
tral and satellite galaxies show opposite trends, in particu-
lar on scales 0.1h−1 Mpc . r . 1h−1 Mpc, a weaker cross-
correlation for centrals and a stronger cross-correlation for
satellites. This is expected, since on average, galaxies in the
satellite sample reside in more massive and more extended
halos than those in the central sample.
5 RESULTS
Here, we present the main results of our study. First, we
discuss how the choice of ellipticity estimator affects the re-
sulting intrinsic ellipticity distributions and IA correlations.
We then discuss the matter density-intrinsic ellipticity (mI)
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Figure 2. The luminosity functions of low-redshift Illustris galaxies measured in the blue-shifted SDSS g0.1, r0.1, i0.1, z0.1 filter
bandpasses. Square symbols (with their Poisson error bars) are for the simulation galaxy data. The blue and red colors represent the
‘blue’ and ‘red’ galaxies according to the color cut given in eq. (3) of Loveday et al. (2012). The solid lines are the double power-law
Schechter function fits for the low-redshift GAMA galaxies from Loveday et al. (2012). The dashed and the dotted lines are single
power-law Schechter function fits for the SDSS galaxies from Blanton et al. (2003) and Montero-Dorta & Prada (2009), respectively. The
dashed (orange) vertical line indicates the bright-end magnitude limit of the observed galaxy sample.
and galaxy density-intrinsic ellipticity (dI) correlations, in-
cluding a comparison to a tidal field model. These parts are
followed by a discussion of the shear-intrinsic ellipticity (GI)
correlations and their relation to the mI and dI correlations,
and by a discussion of intrinsic ellipticity-intrinsic ellipticity
correlations. In the final parts of this Section, the results for
the intrinsic ellipticity-intrinsic ellipticity and shear-intrinsic
ellipticity correlations are used to assess the GI and II con-
tributions to the observed ellipticity correlations in tomo-
graphic cosmic shear surveys. Note that (unless explicitly
stated otherwise) values for length-like quantities such as
line-of-sight distances, transverse separations, projected cor-
relations, etc. are stated in comoving units.
5.1 Intrinsic ellipticity distributions
The fundamental properties of galaxy image morphology
central to our study are the intrinsic ellipticities of galaxy
images. There are various ellipticity estimators that can be
constructed from second-order brightness moments with dif-
ferent choices for the radial and flux weight functionW (θ, I),
ellipticity definition (η or e), and shear response correc-
tion (mean vs. individual shear polarizability). Here, we
consider ellipticities ηs derived from moments using a uni-
form weight (65), a weight (66) with a sharp cutoff at a
radius θcut corresponding to a comoving projected radius
of rcut = 50 kpc to exclude contributions from intra-cluster
light (see Section 3.3), and a sharp radial cutoff combined
with Gaussian weight (67) with width given by the image’s
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Figure 3. CFHT-i band luminosity function of Illustris galaxies
at z = 0.2 − 0.4. Square symbols (with their Poisson error bars)
are for the simulated galaxies. Black, green, blue and red rep-
resent the ‘total’, ‘irregular + star burst’, ‘late-type’ and ‘early-
type’ galaxy samples according to their BPZ spectral types. For
comparison, fits by Ramos et al. (2011) to observed luminosity
function are shown as the solid lines. The dashed vertical line to
the left indicates the bright-end magnitude limit of the observed
galaxy sample. The solid vertical line on the right indicates an
apparent magnitude i = 20.5.
Figure 4. Distribution of galaxy color (g−r) for Illustris galaxies
at z = 0.3. Black, blue and red curves represent the total galaxy
sample, galaxies with BPZ-types > 2 (late-type) and with BPZ-
types 6 2 (early-type), respectively. The solid and the dashed
lines represent the distributions for samples with magnitude limits
of i < 20.5 and i < 24.5, respectively.
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Figure 5. Stellar mass-size relation: Shown are the stellar mass
M∗ and half-light radius rhl for a randomly selected sample of
1000 galaxies at redshift z = 0.1. Also shown are the median rhl
as a function of M∗ (solid line, computed using all galaxies in
the simulation), as well as fits to the stellar mass-size relation by
Lange et al. (2015) for early-type galaxies (dotted line) and late-
type galaxies (dashed line) in the Galaxy And Mass Assembly
(GAMA) survey.
half-light radius θhl. Distributions for ellipticities e
s can be
derived from the distributions of ηs exploiting relation (12).
We confirm that all considered ellipticities have a mean
that is compatible with zero. Moreover, the joint distribu-
tion pdf(εs1 , ε
s
2) of the ellipticity components ε
s
1 and ε
s
2 is
compatible with a rotationally symmetric two-dimensional
distribution. Thus there is no indication of an artificially
preferred orientation of the galaxy images.
The distributions of ellipticity components are com-
pared in Fig. 7 for galaxies with apparent magnitude i 6 24.5
at redshift z = 0.3. Introducing a sharp cutoff at large radii
for the moment calculation does hardly affect the elliptic-
ity distribution. In contrast, down-weighting outer parts of
the galaxy image by a Gaussian adjusted to the galaxy size
does make the galaxies appear significantly rounder. The el-
lipticity distribution becomes much broader again when the
individual shear polarizabilities are also taken into account
to obtain an ellipticity that can serve as estimator for grav-
itational shear.
As Fig. 8 indicates, the ellipticity distributions gently
broaden with increasing redshifts. Standard deviations rise
from 0.15 per component at z = 0.1 to 0.18 at z = 1.5
for ellipticities ηs computed from unweighted moments. The
same trend with redshift is visible for the other ellipticities.
For example, the unweighted ellipticities for the alternative
definition (11) have a standard deviation of
〈
(esi )
2
〉1/2
=
0.27 at redshifts z 6 0.5, rising to 0.30 at z = 1. These
values are very close to those Tenneti et al. (2014) found
in the MassiveBlack-II simulation, i.e.
〈
(esi )
2
〉1/2 ≈ 0.26 at
z = 0.06 rising to ≈ 0.30 at z = 1 for host subhalo masses
Msub ≈ 1010h−1 M.
The stellar-mass dependence of standard deviation of
the ellipticity distribution is shown in Fig. 9. The stan-
dard deviation for the weighted ellipticities slightly decreases
with increasing stellar mass due to the increasing impact
of the hard cutoff at fixed radius on the measured bright-
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Figure 6. Projected matter density-galaxy density correlations
wmdδ (r) as a function of the separation r (upper panel) for galaxy
samples with different apparent i-band magnitude limit, and also
selected by positional type. The projected matter density corre-
lation wmmδ is also shown for comparison (upper panel), as well
as the ratios wmdδ (r)/w
mm
δ (r) (lower panel).
ness moments. In contrast, the standard deviation for the
unweighted ellipticities is smallest for galaxies with stel-
lar masses M∗ ∼ 1010h−1 M, and slightly increases for
larger and smaller stellar masses. For example,
〈
(esi )
2
〉1/2
=
0.24 for unweighted ellipticity components esi of galaxies
with M∗ ≈ 1010h−1 M, and
〈
(esi )
2
〉1/2
= 0.32 for galax-
ies with M∗ ≈ 1012h−1M. These values agree well with
those by Velliscig et al. (2015a) computed from the EA-
GLE and cosmo-OWLS simulations, i.e.
〈
(esi )
2
〉1/2 ≈ 0.25
for host stellar masses M∗ ≈ 108h−1M to 1011h−1,M,
and
〈
(esi )
2
〉1/2 ≈ 0.32 for M∗ ≈ 1012h−1 M at z = 0.
The ellipticity distributions for simulated galaxies show
slightly less dispersion than the ellipticity distributions of
observed galaxy samples. For example, Reyes et al. (2012)
obtained
〈
(esi )
2
〉1/2
= 0.36 for a source galaxy catalog based
on the Sloan Digital Sky Survey20 (SDSS), in agreement
with the estimate
〈
(esi )
2
〉1/2
= 0.36 by Mandelbaum et al.
(2012) and
〈
(esi )
2
〉1/2 ≈ 0.38 by Joachimi et al. (2013a)
20 http://www.sdss.org
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Figure 7. Distribution of the intrinsic ellipticity components εsi
for galaxies with apparent i-band magnitude i 6 24.5 at redshift
z = 0.3: ‘unweighted’ ellipticities ηs derived from moments em-
ploying a flat weight (65) (solid line), ‘weighted’ ellipticities from
moments employing a sharp radial cutoff (66) (dashed line), or a
sharp cutoff combined with a Gaussian (67) (dotted line), elliptic-
ities based on weight function (67) corrected by the inverse shear
polarizability (dash-dotted line), and ‘unweighted’ ellipticities es
(dash-dot-dotted line).
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Figure 8. Standard deviation
〈
(εsi )
2
〉1/2
of the intrinsic elliptic-
ity components εsi as a function of galaxy redshift z for galaxies
with apparent i-band magnitude i 6 24.5.
for galaxies in the Cosmic Evolution Survey21 (COSMOS).
However, there are various observational effects (imperfect
seeing and PSF correction, sky noise, etc.) that may broaden
the observed ellipticity distributions, but which have not
been accounted for in the simulations.
5.2 Impact of ellipticity estimator on correlations
In this Section, we study how the choice of ellipticity esti-
mator impacts two-point correlations involving galaxy ellip-
ticities. For a given choice of weight function W and ellip-
ticity definitions (10) or (11), the estimator (20) employ-
ing individual shear polarizabilities yields similar matter
density-intrinsic ellipticity correlations to those computed
21 http://cosmos.astro.caltech.edu/
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Figure 9. Standard deviation
〈
(εsi )
2
〉1/2
of the intrinsic ellip-
ticity components εsi as a function of galaxy stellar mass M∗ at
redshift z = 0.3.
Η
P-1Η
XP\-1e
P-1e
z = 0.3, M*@h-1MD Î @1011,1012L:
10 100 103 104
100
103
104
105
r @h-1 kpcD
-
w
Tm
I HrL
@h-
1
k
p
cD
Figure 10. Projected matter density-intrinsic ellipticity corre-
lations wmIt (r) as a function of the separation r for galaxies with
stellar mass 1011h−1M 6M∗ < 1012h−1M at redshift z = 0.3
for different shear estimators based on moments computed with
uniform weight function (65).
with estimator (21) employing mean polarizabilities. We also
do not find large differences in the correlations between
choosing η and e. Indeed the vast majority of measured
ellipticities is small (see Section 5.1), where e ≈ 2η and
(∂e/∂g) ≈ 2(∂η/∂g) are very good approximations.
In general, we find that, for a given choice of weight
function, differences in the correlation wmIt (r) due to choos-
ing a different estimator ε can be roughly described by
an amplitude scaling as the ratio of the estimator’s stan-
dard deviation
〈
ε2
〉1/2
. As Fig. 10 illustrates, this leads to a
very similar scale dependence of wmIt (r). For the correlations
shown there with ellipticities based on unweighted moments,
the estimators η and 〈P 〉−1 e yield almost identical values
(differences . 2%), the estimator P−1η yields about 10%
larger values, and the estimator P−1e yields ≈ 40% larger
values.
In contrast, we find large differences both in ampli-
tude and separation dependence for different choices of
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Figure 11. Projected matter density-intrinsic ellipticity corre-
lations wmIt (r) as a function of the separation r for more (upper
panel) and less (lower panel) massive galaxies at redshift z = 0.3
for different weight functions (65) (solid lines), (66) (dashed lines),
and (67) (dotted lines) with polarizability correction, and for
weight function (67) but without polarizability correction (dash-
dotted lines).
the weight function. We consider ε = η with a uniform
weight (65), ε = P−1η with a weight (66) featuring a
sharp cutoff at a radius θcut corresponding to a comoving
projected radius of rcut = 50 kpc, and ε = P
−1η with a
weight (67) that combines the sharp cutoff with a Gaus-
sian weight with width given by the image’s half-light ra-
dius θhl. Figure 11 compares the resulting projected matter
density-intrinsic ellipticity correlations wmIt (r) for the differ-
ent weight functions for galaxy samples with stellar masses
M∗ ∈ [1011, 1012)h−1 M and M∗ ∈ [108, 109)h−1 M. For
the less massive (and thus small) galaxies, a sharp radial
cutoff (66) at 50h−1 kpc hardly changes the moments, el-
lipticities, and correlations compared to a uniform weight
(only 6% of these galaxies have half-light radii exceeding
10h−1 kpc). The combination (67) of the sharp cutoff with
a Gaussian weight, however, significantly reduces the cor-
relations on larger scales. For the more massive (and thus
larger) galaxies, the sharp cutoff also lowers the amplitude of
the correlations on larger scales (over 50% of these galaxies
have half-light radii > 10h−1 kpc). The correlation ampli-
tude on very small scales is, however, increased in the case
of non-uniform weights.
MNRAS 000, 1–37 (20??)
16 S. Hilbert, et al.
The larger amplitude of the correlations for weighted
moments compared to unweighted moments at very small
separations may be related to the larger variance of the
ellipticities based on weighted moments when their lower
shear polarizability is accounted for. A possible explanation
for the weaker correlations on large scales for weighted mo-
ments is that processes inducing galaxy shape alignments
(e.g. large-scale tidal fields) on large scales more strongly af-
fect the outskirts of galaxies than their inner regions. Shape
estimators that down-weight the galaxies’ outer regions are
thus less susceptible to the large-scale shape alignments im-
printed in these outer regions. A similar dependence of the
alignment signal on the shape measurement method has also
been found recently in observations (Singh & Mandelbaum
2016). This is also in qualitative agreement with the find-
ings of Velliscig et al. (2015b) that galaxy shape position
angles in simulations show less alignments when only the
inner regions of galaxies are considered.
A lower correlation amplitude compared to the case of
unweighted moments has been noted in simulations, e.g., by
Tenneti et al. (2015) when reduced moments are used, and
by Velliscig et al. (2015b) when moments are computed with
a radial cutoff at the half-light radius. However, those studies
do not take into account a (correct) polarizability correction,
which is essential for unbiased shear estimators for weak
lensing. Thus, it is not clear from those studies to what
extent these smaller correlation amplitudes are merely due
to the smaller galaxy ellipticity estimates resulting from the
employed non-uniform radial weight functions (and which
require larger polarizability corrections to turn them into
shear estimators, which then also increases the correlation
amplitudes).
Among the cases shown in Fig. 11, the correlation am-
plitude is smallest when ellipticities are computed using the
radial weight function (67), but without applying a polar-
izability correction. As stated before, such ellipticities are
not suitable as shear estimates, and therefore the correla-
tions based on these ellipticities are only of very limited use
for constraining models of IA for weak lensing. However,
even when the polarisability correction is included to ac-
count for the non-uniform weights (which increases the cor-
relation amplitude by a factor two in the illustrated case),
the resulting correlation is still smaller (except on very small
scales) than the correlation for flat weights.
Since the correlations are very different depending on
whether uniform or centrally concentrated weights are used
to compute image moments and ellipticities, we will present
results for both ‘unweighted’ ellipticities εs = ηs com-
puted from moments employing a uniform weight (65), and
‘weighted’ ellipticities εs = (∂η/∂g)−1ηs computed from
moments employing the weight function (67).
5.3 Matter density-intrinsic ellipticity correlations
Here, we present results for the correlations of the mat-
ter density field (taking into account all matter including
baryons and CDM) and the intrinsic galaxy image elliptici-
ties that we measure in the simulation.
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Figure 12. Projected matter density-intrinsic ellipticity corre-
lations wmIt (r) as a function of the separation r for galaxies with
subhalo masses Msub above different minimum subhalo masses
at redshift z = 0.3, employing either unweighted (upper panel) or
weighted ellipticities (lower panel).
5.3.1 Halo mass dependence
The (gravitationally bound) subhalo mass of galaxies is not
easily accessible in observations, but it can be measured
in simulations (we use the mass as measured by subfind).
Fig. 12 shows the matter density-intrinsic ellipticity corre-
lation wmIt (r) as a function of the separation r for galaxy
samples with subhalo masses M sub above different lower
subhalo mass limit Msub,min. Generally, the correlations are
stronger for higher minimum mass limits, with factors of a
few increase per decade in minimum subhalo mass, suggest-
ing wmIt ∝M0.5−0.8sub,min . The dependence of the correlations on
separation r & 200h−1 kpc can be loosely described by a
power law ∝ r−0.8 for unweighted ellipticities, and ∝ r−1.2
for weighted ellipticities.
The correlations wmIt we measure for the subhalo mass-
limited samples using unweighted moments are in rough
agreement (i.e. within a factor two) with the results of Ten-
neti et al. (2015) from the Massive Black-II simulations. For
example, we obtain wmIt (1h
−1 Mpc) = (250 ± 50)h−1 kpc,
(900± 200)h−1 kpc, and (4000± 500)h−1 kpc, compared to
their results of 250h−1 kpc, 600h−1 kpc, and 2000h−1 kpc,
for M sub > 1011h−1 M, M sub > 1012h−1 M, and M sub >
1013h−1 M, resp.
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Figure 13. Projected matter density-intrinsic ellipticity correla-
tions wmIt (r) as a function of the separation r for galaxy samples
with different stellar mass M∗ at redshift z = 0.3, employing
either unweighted (upper panel) or weighted ellipticities (lower
panel).
5.3.2 Stellar mass dependence
The stellar mass of galaxies is straightforward to measure in
simulations, too, but has a much closer connection to read-
ily observable galaxy properties (such as magnitudes) than
the subhalo mass. Results for the density-intrinsic elliptic-
ity correlations of stellar mass-selected samples are shown
in Fig. 13. As for the subhalo mass-selected samples, the de-
pendence of the correlations on separation r can be loosely
described by a power law ∝ r−0.8 for unweighted elliptici-
ties, and ∝ r−1.2 for weighted ellipticities. The magnitude
of correlation increases with increasing stellar mass.
The results for unweighted ellipticities are consistent
with the findings of Chisari et al. (2015) on the stellar-
mass dependence of the density-ellipticity signal in the
Horizon-AGN simulation, though there is an indication that
the correlations we measure in the Illustris simulation are
slightly stronger than those in the Horizon-AGN simula-
tion (see, e.g., their figures 11 and 12). Our results are
also in agreement with the measurements of Tenneti et al.
(2016) from MassiveBlack-II and Illustris simulations, with
MassiveBlack-II showing somewhat stronger correlations
than Illustris. In the considered redshift range 0 < z < 1,
i<20.5
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Figure 14. Projected matter density-intrinsic ellipticity correla-
tions wmIt (r) as a function of the separation r for galaxy samples
with different magnitude limits at redshift z = 0.3 employing
unweighted moments (upper panel) or weighted moments (lower
panel).
we find no significant redshift dependence of the density-
ellipticity signal of the stellar-mass selected galaxy samples.
5.3.3 Magnitude dependence
Apparent magnitudes can be much more easily inferred from
actual galaxy observations than stellar masses. The matter
density-intrinsic ellipticity correlation wmIt for galaxy sam-
ples selected at redshift z = 0.3 depending on their apparent
i-band magnitude are shown in Fig. 14. As for the mass-
selected samples, correlations computed employing weighted
moments generally show a stronger decrease in amplitude
with increasing separation.
The density-ellipticity correlation for bright galaxies
with i < 20.5 shows a separation dependence ∼ r−0.8 like
the mass selected samples in the case of unweighted mo-
ments. The fainter sample with i < 24.5 shows a lower cor-
relation amplitude, and also stronger departure from a sim-
ple power-law separation dependence with a relatively larger
matter density-intrinsic ellipticity correlation wmIt (r) in the
projected separation range 0.1h−1 Mpc . r . 1h−1 Mpc.
This shoulder-like feature is also present in the matter
density-galaxy density correlation wmdδ (r), and is likely due
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Figure 15. Projected matter density-intrinsic ellipticity corre-
lations wmIt (r) as a function of the separation r employing un-
weighted moments (upper panel) or weighted moments (lower
panel) for galaxy samples with apparent magnitude i < 24.5 at
different redshifts.
to the fact that many of the galaxies in this sample are
satellite galaxies in extended halos. At projected separa-
tions r > 2h−1 Mpc, we do not detect a significant density-
ellipticity correlation for the fainter sample.
Brighter galaxies are less numerous than fainter galax-
ies, but show much stronger alignment than fainter galaxies.
Thus removing the brighter galaxies from a galaxy sample
could substantially reduce the sample’s intrinsic alignment
correlations at the justifiable expense of a slightly reduced
galaxy number density. However, as Fig. 14 shows, selecting
only the galaxies with 20.5 6 i < 24.5 does not significantly
reduce the alignment compared to the sample with just the
faint limit i < 24.5 imposed.
5.3.4 Redshift dependence
The redshift dependence of the projected matter density-
intrinsic ellipticity correlations wmIt (r) for a magnitude se-
lected sample is shown in Fig. 15. With increasing redshift,
the correlation amplitude increases for small and, in par-
ticular, for large separations r > 2h−1 Mpc. This effect is
primarily due to the fact that the apparent magnitude limit
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Figure 16. Projected matter density-intrinsic ellipticity correla-
tions wmIt (r) as a function of the separation r for central and satel-
lite galaxies with apparent magnitude i < 24.5 at redshift z = 0.3,
employing unweighted moments (upper panel) or weighted mo-
ments (lower panel).
tends to select more massive galaxies with increasing red-
shift.
5.3.5 Dependence on positional type
Physical processes influencing the shape of a galaxy differ de-
pending on the position of the galaxy within its group. More-
over, the spatial distribution of central and satellite galaxies
is different, and appreciable numbers of satellite galaxies are
only found in more massive groups. These aspects impact
the density-ellipticity correlation wmIt , resulting in possibly
different correlations for central and satellite galaxies.
As shown in Fig. 16, the density-ellipticity correla-
tion wmIt for satellites is noticeably stronger on separations
20h−1 kpc . r . 1h−1 Mpc. This is in accord with the ex-
pectation from Fig. 6, which shows stronger correlations be-
tween the matter density and the galaxy density for satellites
than for centrals.
5.3.6 Dependence on photometric type
The way a galaxy’s shape reacts to its surrounding depend
on its morphological type. The morphology, however, is dif-
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Figure 17. Projected matter density-intrinsic ellipticity correla-
tions wmIt (r) as a function of the separation r for early-type (BPZ
type 6 2) and late-type (bpz type > 2) galaxies with apparent
magnitude i < 24.5 at redshift z = 0.3, employing unweighted
moments (upper panel) or weighted moments (lower panel).
ficult to determine for very distant galaxies. More easily ac-
cessible are a galaxy’s colors and photometric type, which
correlate with it’s morphology. The photometric type corre-
lates also with properties of the galaxy’s environment such
as galaxy density and matter density, which may have an
impact on the strength of IA correlations, too.
Several observational studies (e.g. Hirata et al. 2007;
Heymans et al. 2013) indicate that red or photometric early-
type galaxies show a stronger intrinsic alignment than blue
or photometric late-type galaxies. This is also the case in the
Illustris simulation. Fig. 17 shows that galaxies classified as
early type (BPZ type 6 2) show a much higher density-
ellipticity correlation amplitude than galaxies classified as
late type (BPZ type > 2). Moreover, the alignment sig-
nal for the early-type galaxies extends to large separations
r > 10h−1 Mpc, whereas the signal for the late-type galax-
ies becomes too weak to be detectable in the simulation for
separations r > 2h−1 Mpc.
The stronger alignment for the photometric early-type
sample we measure in the Illustris simulation is also in
agreement with other recent studies of IA in simulations.
For example, Chisari et al. (2015) found that very red (i.e.
u − r & 1.7) galaxies in the Horizon-AGN simulation have
light
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Figure 18. Projected matter shear-intrinsic ellipticity correla-
tion wmIt (r) as a function of separation r for galaxies with appar-
ent magnitude i < 24.5 at redshift z = 0.6 based on ellipticities
measured from the galaxy light (using unweighted moments, solid
line), or ellipticities predicted by a tidal-field model of galaxy
alignment (dashed line). Also shown are tidal field model predic-
tions for a galaxy sample with linear bias bs = 1 exactly tracing
the matter density field, i.e. δs = δm (dotted line), for galaxy
sample with uniform density and bs = 0, i.e. δs = 0, using the
same amplitude A as for the ”bs = 1” model (dash-dotted line),
and using a higher amplitude (dash-dot-dotted line). Note that
the tidal field model-based correlations for r . 100h−1 kpc suffer
from lack of resolution in the tidal field computation.
a much stronger mI signal than less red galaxies. They also
measured a weaker, but positive mI correlation wmIt (r) > 0
for samples of blue galaxies (u − r ≈ 1.15), which have a
larger fraction of disk-like galaxies (i.e. galaxies with a high
ratio of stellar rotation to stellar velocity dispersion). Cer-
tain models of disk galaxy spin alignment indeed predict
satellite galaxy spins to align toward the main halo center
resulting in a positive wmIt for these galaxies (e.g. Joachimi
et al. 2013b). We however do not detect a positive mI cor-
relation for photometric late-type galaxies, in concordance
with the results of Tenneti et al. (2016) for disk-like galaxies
in the Illustris and MassiveBlack-II simulations.
5.4 Comparison to tidal field model
Here, we compare results we obtain from ellipticities of the
galaxy stellar light in the simulation to predictions from
simple tidal field models of galaxy alignment. For this com-
parison, we compute the tidal field (69) and the tidal field
prediction (70) for the intrinsic galaxy ellipticities in the
simulation as described in Section 3.4.
Figure 18 compares the matter density-intrinsic elliptic-
ity correlation wmIt (r) for galaxy ellipticities measured from
the galaxy light to the correlation wmIt (r) for galaxies at the
same position, but with ellipticities given by the tidal field
prediction (70) with an amplitude parameter A = 0.03 and
assuming the same galaxy positions.22 The amplitude was
chosen to match the correlations on scales r & 1h−1 Mpc.
22 We consider a higher redshift z = 0.6 here, so our magnitude-
limited sample carries a robust wmIt (r) signal on separations
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The tidal field prediction follows the measured correlation
also at smaller scales 100h−1 kpc . r . 1h−1 Mpc well into
the non-linear regime of structure formation, with deviations
. 50%. At even smaller scales, the tidal field prediction suf-
fers from finite-resolution effects (the mesh used to compute
the tidal field only has a resolution of 75h−1 kpc).
For the magnitude-limited galaxy shape sample in our
comparison, the galaxy bias bs ≈ 1. Fig. 18 also shows the
prediction for wGI+ (r) from the tidal field model in combi-
nation with a linear deterministic galaxy bias model with
galaxy bias bs = 1, where the galaxy density exactly follows
the matter density. That prediction also roughly traces the
measured correlation wGI+ (r), albeit with a noticeable excess
in amplitude at scales 100h−1 kpc . r . 400h−1 kpc. At
separations r < 100h−1 kpc, our ‘tidal field plus linear bias
bs = 1’ model prediction also suffers from lack of resolution
in the computation of the tidal field.
Neglecting the galaxy density weighting in the compu-
tation of the matter density-intrinsic ellipticity correlation
wGI+ (r) is equivalent to the assumption that the density of
the galaxy shape sample is uniform, which in turn is equiva-
lent to a linear deterministic galaxy bias model with galaxy
bias bs = 0. As Fig. 18 illustrates, such a model severely
under-predicts the correlation amplitude. On large scales
r & 5h−1 Mpc, the prediction is too small by a factor ∼ 30,
which indicates σ2S ∼ 60 in the IA model of Blazek et al.
(2015). At smaller separations, the difference is orders of
magnitude larger.
The discrepancy at large scales can be remedied by
choosing a larger amplitude A = 0.9, but this still leads
to a severe underprediction of the IA correlations on scales
. 1h−1 Mpc. Moreover, since galaxies cluster in regions of
larger tidal fields in our Universe, interpreting IA observa-
tions with a linear-response tidal field model that neglects
density weighting (i.e. assumes bs = 0 and w
mI
t ∝ A 〈δmτ〉
instead of wmIt ∝ A 〈δm(1 + δs)τ〉) leads to an overestima-
tion of the susceptibility (71) of galaxy ellipticities to tidal
fields.
5.5 Galaxy density-intrinsic ellipticity correlations
The total matter density on cosmological scales appears to
be dominated by dark matter, whose density cannot be eas-
ily estimated. Galaxies can be employed as tracers of the
total matter distribution. However, galaxies are usually bi-
ased and noisy tracers. This may then also cause differences
between the matter density-intrinsic ellipticity correlation
wmIt (r), which is what various IA models (e.g. Hirata & Sel-
jak 2004) yield (at least as intermediate result), and the
galaxy density-intrinsic ellipticity correlation wdIt (r), which
is more directly accessible in observations (e.g. Singh et al.
2015).
In the upper panel of Fig. 19, we compare the pro-
jected matter density-intrinsic ellipticity correlation wmIt (r)
and the galaxy density-intrinsic ellipticity correlation wdIt (r)
for a stellar mass-selected sample of galaxies with a comov-
ing number density n = 3×10−4h3 Mpc−3 to roughly match
r ∼ 10h−1 Mpc, where we match the amplitude for the tidal field
model.
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Figure 19. Projected matter density-intrinsic ellipticity cor-
relations wmIt (r) as a function of the separation r compared to
the projected galaxy density-intrinsic ellipticity correlations wdIt
using weighted moments for stellar mass-selected galaxies (used
both as density sample and shape sample) at redshift z = 0.3
with comoving number density n = 3 × 10−4h3Mpc−3 (upper
panel), and using unweighted moments for galaxies at z = 0.6
with apparent magnitude i < 24.5 (lower panel).
the SDSS-III BOSS DR11 LOWZ galaxy sample consid-
ered by Singh et al. (2015) serving both as shape and den-
sity sample. For the Illustris simulation with a comoving
volume of (75h−1 Mpc)3, this number density corresponds
to a (very small) sample of 127 galaxies with stellar mass
M∗ > 2.5×1011h−1 M (and roughly M sub > 1013h−1 M).
The resulting dI signal (which is very noisy due to the low
number of galaxies) appears roughly twice as large as the
corresponding mI signal. This is consistent with the assump-
tion that the galaxies trace the matter with a galaxy bias
bd ≈ 2, which is the value estimated from the galaxy density
correlation. A similar galaxy bias bd = 1.8 has been mea-
sured for the SDSS LOWZ sample. However, the dI correla-
tion of the LOWZ sample measured by Singh et al. (2015)
is roughly a factor 2-4 weaker than the dI correlation we
obtain for our ‘mock LOWZ’ sample in Illustris. This dis-
crepancy might indicate shortcomings of the simulation it-
self, but could also be due to our too simple modelling of
the LOWZ selection or the shape measurement method.
For a more detailed comparison of wmIt (r) and w
dI
t (r),
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Figure 20. Projected matter shear-intrinsic ellipticity correla-
tion wGI+ (r) as a function of separation r for galaxies with ap-
parent magnitude i < 24.5 at redshift z = 0.6, directly measured
in the simulation (solid line), and as inferred from the measured
matter density-intrinsic ellipticity correlation (dashed line), or the
galaxy density-intrinsic ellipticity correlation wdIt (dotted line).
we require a galaxy sample large enough to allow us to mea-
sure IA correlations with high signal-to-noise ratio. Since
we intend to use the insights gained here to interpret the
relation between the dI and GI correlations in Section 5.8,
we consider a magnitude-limited sample at a redshift typ-
ical of an intermediate-redshift tomographic bin in a deep
weak lensing survey. The lower panel of Fig. 19 shows a com-
parison of wmIt (r) and w
dI
t (r) for galaxies with i < 24.5 at
redshift z = 0.6. The two correlations agree very well for
projected separations r & 1h−1 Mpc. For small separations
r . 100h−1 kpc, the galaxy density-intrinsic ellipticity corre-
lation wdIt (r) is stronger by factors of a few than the matter
density-intrinsic ellipticity correlation wmIt (r). A similar ef-
fect has been found in other simulations (e.g. Tenneti et al.
2015; Chisari et al. 2016). This feature cannot be explained
by a large galaxy bias. The galaxy bias, as e.g. estimated by
the ratio wmdδ (r)/w
mm
δ (r), is close to unity (bd ≈ 1 ± 0.2)
for separations r & 30h−1 kpc. It remains to be investigated
how this enhancement could be explained, e.g., by short-
range interactions of physically close galaxies.23
5.6 Shear-intrinsic ellipticity correlations
The gravitational shear-intrinsic ellipticity correlations wGI±
determine the GI contribution to the observed correlation
functions. Thus it is very desirable to obtain predictions for
these, either directly from theory or simulations, or from
additional measurements in observations.
The correlation wGI+ we measure in the Illustris sim-
ulation for a magnitude-limited galaxy sample at redshift
z = 0.6 is shown in Fig. 20. Also shown are values for
that correlation inferred from applying the integral trans-
formation (57) to the measured density-intrinsic elliptic-
ity correlations wmIt and w
dI
t (using the galaxy shape sam-
ple also as galaxy density sample). The correlation inferred
23 Since we measure the shapes of galaxies in isolation, there is
no blending of galaxy images merely close in projection.
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Figure 21. Projected intrinsic ellipticity correlations wII±(r) as
a function of the separation r for galaxies with apparent magni-
tude i < 24.5 at redshift z = 0.6 for ellipticities computed from
unweighted moments (upper panel) and weighed moments (lower
panel).
from the matter density-intrinsic ellipticity correlation wmIt
agrees well with the directly measured gravitational shear-
intrinsic ellipticity correlation wGI+ , in particular for separa-
tions r . 2h−1 Mpc, where the difference is . 5%. The cor-
relation inferred from the galaxy density-intrinsic ellipticity
correlation wGI+ also roughly follows the directly measured
wGI+ , but the difference is generally larger, often ∼ 50%.
5.7 Intrinsic ellipticity correlations
Intrinsic ellipticity correlations contribute to the observed
ellipticity correlation when the galaxy shape samples over-
lap in redshift. Figure 21 shows the correlations we measure
in the simulation for galaxies with i < 24.5 at z = 0.6. The
measurements are generally noisy, and we obtain a statisti-
cally significant measurement only for very small separations
r . 100h−1 kpc.
5.8 Cosmic shear
The observed ellipticity auto-correlation of a galaxy sam-
ple contains contributions from intrinsic ellipticity corre-
lations (II) besides contributions from gravitational shear
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Figure 22. II contribution to cosmic shear: Comparison of the
GG (solid line) and II (dash-dotted line) contribution to the ob-
served ellipticity correlation ξ+(ϑ) as a function of angular sepa-
ration ϑ for galaxies with a redshift distribution similar to that of
tomographic bin 3 (median redshift zmedian ≈ 0.65) of Heymans
et al. (2013).
(GG), and possibly contributions from gravitational shear-
intrinsic ellipticity correlations (GI). As an example, we con-
sider the auto-correlation of a galaxy sample with apparent
magnitude i 6 24.5 and a redshift distribution given by to-
mographic bin 3 (with a median redshift zmedian ≈ 0.65)
used by Heymans et al. (2013) in their tomographic analy-
sis of CFHTLenS. The expected GG and II contributions to
the cosmic shear correlation function estimator ξˆ
(3|3)
±,ε,ε(ϑ) are
compared in Fig. 22. The measured wII± and thus also the
predicted II contribution are very noisy (for simplicity, we
refrain from estimating errors here). There is indication that
the II signal surpasses the GG signal on arc-second scales.
On scales ϑ > 1 arcmin, the II contribution is . 10% of the
GG signal.
Contributions from intrinsic ellipticity correlations (II)
can be avoided by cross-correlating observed ellipticities of
galaxy samples that do not overlap in redshift. The cross-
correlations then only contain contributions from gravita-
tional shear (GG) and from gravitational shear-intrinsic el-
lipticity (GI/IG) correlations. The expected GG and GI con-
tributions to the observed ellipticity correlations ξˆ
(1|2)
±,ε,ε(ϑ)
are compared in Fig. 23 for the cross correlation of galaxy
samples at two different redshifts z1 = 1.0 and z2 = 0.6. For
a sample of galaxies with apparent i-band magnitude limit
i < 24.5 and shapes measured from unweighted moments,
the amplitude of the GI contribution to ξ+(ϑ) is 10 − 50%
of the GG signal for separations ϑ < 1 arcmin, and drops to
∼ 5% for ϑ > 1 arcmin. The GI amplitude for the subsam-
ple of early-type galaxies appears much higher, exceeding
the GG signal on small scales and reaching ∼ 20% of the
GG amplitude for ϑ > 1 arcmin. Just considering late-type
galaxies decreases the GI amplitude slightly compared to the
GI signal for the galaxy sample including all types. However,
since the fraction of early-type galaxies is small, the effect
of removing these galaxies is not very large.
On small scales, the relative impact of the GI con-
tribution is larger for ξ− than for ξ+. As Fig. 23 shows,
the GI signal estimated from the simulation for galaxies
with i < 24.5 exceeds 5% of the GG signal for separations
ϑ < 10 arcmin, and may be larger than the GG signal on
scales ϑ . 10 arcsec.
For shapes measured from weighted moments, there is
a noticeable GI contribution for separations ϑ . 1 arcmin.
However, in contrast to shapes based on unweighted mo-
ments, we do not measure a significant GI contribution (i.e.
< 1% of the GG signal) for larger scales except for early-type
galaxies.
As indicated in Section 5.6, one may try to infer the
GI contribution to the observed ellipticity correlations from
measurements of the galaxy density-intrinsic ellipticity cor-
relations. As an example, we consider the GI contribution
to the observed ellipticity cross-correlation ξ+(ϑ) between a
higher-redshift (z = 1) and a lower-redshift (z = 0.6) galaxy
sample. The GI contribution is estimated from the galaxy
density-ellipticity (dI) correlation wdIt of the lower-redshift
galaxy sample (which has a galaxy-matter bias b ≈ 1). The
results are shown in Fig. 24. For separations ϑ ∼ 10 arcmin,
the GI contribution estimated from wdIt reproduces the ‘true’
GI signal (i.e. directly measured from the simulation) within
≈ 30%, with differences at least in part due to our large
measurement uncertainties because of the small simulation
volume. On sub-arcminute scales, the differences between
the directly measured GI contribution and the one inferred
from the dI signal are about 50%, which is mainly due to
the systematic differences between the dI and gI signal. The
discrepancies between predicted and actual GI contribution
may be smaller for a density sample that very closely traces
the matter also on small scales. If for example, the matter
density-intrinsic ellipticity (mI) can be used to estimate the
GI signal, differences between predicted and actual GI signal
vanish on small scales, as shown in Fig. 24.
6 SUMMARY AND DISCUSSION
In this work we presented our study of intrinsic alignments
within the Illustris-1 cosmic structure formation simulation
(Vogelsberger et al. 2014b). We considered the scale and red-
shift dependence of various correlations involving the ellip-
ticities of the projected light distribution of galaxies selected
according to their properties. The correlations considered
include the matter density-intrinsic ellipticity (mI), galaxy
density-intrinsic ellipticity (dI), gravitational shear-intrinsic
ellipticity (GI), and intrinsic ellipticity-intrinsic ellipticity
(II) correlations. The galaxy properties considered include
stellar mass, apparent magnitude, positional type, and pho-
tometric type.
In accordance with other works (e.g. Tenneti et al.
2016), we find that the amplitude of the intrinsic alignment
correlations is larger for galaxy samples with larger stellar
mass. Similarly, intrinsic alignment correlations are stronger
for more luminous galaxies. As a result, galaxy samples at
fixed redshift with a bright apparent magnitude limit have
stronger intrinsic alignment correlations than samples with
a fainter magnitude limit. Thus going deeper in cosmic shear
surveys may reduce the intrinsic alignment contribution to
the observed ellipticity correlations.
The IA correlations in the simulation also depend on the
photometric type as classified by photometric redshift codes.
Early-type galaxy samples have much stronger correlations
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Figure 23. GI contribution to cosmic shear: Comparison of the GG (solid lines) and GI contribution to the observed ellipticity correlation
ξ+(ϑ) (left panels) and ξ−(ϑ) (right panels) as a function of angular separation ϑ for galaxies at redshift z = 0.6 and z = 1. Shown
are the GI contributions for all galaxies (dash-dotted lines) with apparent magnitude i < 24.5, early-type galaxies (dashed lines), and
late-type galaxies (dotted lines), either employing unweighted moments (upper panels) or weighted moments (lower panels).
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Figure 24. Comparison of directly measured GI contribution
to the observed ellipticity correlation ξ+(ϑ) for galaxies at red-
shift z = 0.6 and z = 1 (dash-dotted line) and the contribution
predicted from either the matter density-intrinsic ellipticity corre-
lation wmIt (dashed line) or the galaxy density-intrinsic ellipticity
correlation wdIt (dotted line). The GG contribution (solid line) is
also shown for comparison.
than late-type galaxies at the same redshift and magnitude
limit, which is in accordance with observations (e.g. Hey-
mans et al. 2013). Thus removing early-type galaxies from
a galaxy sample reduces the IA correlations.
We also examined the impact of the ellipticity defini-
tion and radial weighting in the shape measurement method.
Compared to a shape estimation using flat weights, a method
down-weighting the outer parts of the galaxy images results
in much lower intrinsic alignment correlations on intermedi-
ate and large scales. This is in agreement with recent findings
of Singh & Mandelbaum (2016) in observations. This implies
that the intrinsic alignment contribution to the observed el-
lipticity correlations in cosmic shear surveys may strongly
depend on the details of the employed shape estimator. The
aim to keep the IA contribution small might thus favor shape
measurement methods that down-weight the outer parts of
galaxy images.
Furthermore, we compared the correlations based on
the measured intrinsic shapes of galaxies to predictions from
a simple tidal field model of intrinsic alignment. For that
model, we assumed that the galaxy image shapes are pro-
portional to the tidal field at the galaxy positions. This
simple model reproduces the IA correlations well on scales
& 100h−1 kpc, provided that the galaxy density weighting
(either as given by the actual galaxy distribution or by the
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matter density and a linear bias model) has been taken into
account. If the galaxy density weighting is neglected, the
tidal field model fails badly.
The matter density-intrinsic ellipticity (mI) and the
galaxy density-intrinsic ellipticity (dI) correlations we mea-
sure in the simulation agree well on scales > 1h−1 Mpc for
a suitably chosen galaxy sample with galaxy bias b ≈ 1. On
smaller scales, however, the mI and dI correlations may dif-
fer substantially, even if the galaxy bias is close to unity on
these scales. This may hamper the use of the dI correlations
as a proxy for the mI correlations on small scales.
Our results indicate that the GI contribution to the ob-
served ellipticity correlation in a tomographic cosmic shear
survey can be inferred from the corresponding mI correla-
tion without the need for a parametric model if the mI signal
can be measured accurately enough. If only measurements
of the dI correlation are available (as in most actual obser-
vations), the GI contribution can still be predicted well on
larger scales.
The GI and II contributions to the observed ellipticity
correlations in a tomographic cosmic shear survey depend
on survey parameters such as the survey depth and the red-
shift distributions of the tomographic redshift bins. As men-
tioned above, the choice of shape measurement method may
also be significant factor. For example, the estimated GI
contribution to the observed ellipticity correlation between
galaxy samples with apparent magnitude i < 24.5 at red-
shift z = 0.6 and z = 1 is about 5% for angular separations
ϑ > 1 arcmin if flat moments are used. In contrast, the sim-
ulation shows no significant GI contribution on these scales
if radially weighted moments are used.
The underlying Illustris simulation exhibits several
shortcomings that indicate the need for an improved as-
trophysical description. For example, the fraction of pho-
tometric early-type galaxies in the simulation is lower than
we observe in our Universe. This could affect the estima-
tion of the relative importance of early-type galaxies in the
IA correlations of magnitude-limited surveys. Furthermore,
lower-mass galaxies appear systematically larger in the sim-
ulation than observed. This likely affects their susceptibility
to environmental influences on their shapes.
A simulation with higher mass and spatial resolution
will be required to reliably measure galaxy shapes and in-
trinsic alignments for deeper surveys. A larger simulation
volume would reduce the statistical errors on the still very
noisy measurements of the IA correlations. A larger box size
would also reduce the suppression of correlations on scales
r & 10h−1 Mpc due to the lack of large-scale modes in the
simulation.
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APPENDIX A: CORRELATIONS OF PROJECTED FIELDS
In the computation of expectation values of the estimators involving observed galaxy ellipticities, there arise several terms
that are conveniently interpreted as correlations of projected fields. Here, we briefly review how such correlations of projected
fields can be related to projected correlation functions.
Consider two statistically homogeneous and isotropic fields φ(i)(x, χ, z), i = 1, 2 that are function of transverse comoving
position x, l.o.s. comoving distance χ, and redshift z. Their general two-point correlation reads:〈
φ(1)(x, χ, z)φ(2)(x′, χ′, z′)
〉
= ζφ(1),φ(2)
(|fK(χ′)θ′ − fK(χ)θ|, χ′ − χ, z(χ), z(χ′)). (A1)
Define projected fields
pi(i)(θ) =
∫
dχ q(i)(χ)φ(i)
(
fK(χ)θ, χ, z(χ)
)
(A2)
by radial projections of the fields φ(i) along the lightcone with l.o.s. projection weights q(i)(χ). The two-point correlation of
the projected fields can then be expressed as an integral over the correlation ζφ(1),φ(2) :〈
pi(1)(θ)pi(2)(θ′)
〉
=
∫
dχ q(1)(χ)
∫
dχ′ q(2)(χ′) ζφ(1),φ(2)
(|fK(χ′)θ′ − fK(χ)θ|, χ′ − χ, z(χ), z(χ′)). (A3)
The following approximations all assume that ζφ(1),φ(2) falls off fast enough with increasing l.o.s. separation such that sub-
stantial contributions to the integral arise only for χ ≈ χ′ The approximations then replace χ′ by χ in the integrand except
for the second argument of ζφ(1),φ(2) .
Let Πc denote the effective l.o.s. range of the correlation such that
ζφ(1),φ(2)
(
r, χ′ − χ, z(χ), z(χ′)) ≈ 0 for |χ′ − χ| > Πc, (A4)
for the purpose of evaluating the integral in Eq. (A3). The first step assumes slowly varying weights, i.e. q(2)(χ′) ≈ q(2)(χ) for
|χ′ − χ| < Πc:〈
pi(1)(θ)pi(2)(θ′)
〉
≈
∫
dχ q(1)(χ) q(2)(χ)
∫
dχ′ ζφ(1),φ(2)
(|fK(χ′)θ′ − fK(χ)θ|, χ′ − χ, z(χ), z(χ′)). (A5)
This approximation constitutes the core of a number of approximations frequently called the ‘Limber approximation’. It turns
the correlation of projected fields into an integral over a product of weights q(1)(χ)q(2)(χ) and a projection∫
dχ′ ζφ(1),φ(2)
(|fK(χ′)θ′ − fK(χ)θ|, χ′ − χ, z(χ), z(χ′)) (A6)
of the correlation function ζφ(1),φ(2) .
The following steps are frequently employed to simplify the computation of the projected correlations. The second step
assumes slow time evolution, i.e. ζφ(1),φ(2)
(
r, χ′−χ, z(χ), z(χ′)) ≈ ζφ(1),φ(2)(r, χ′−χ, z(χ), z(χ)) for |χ′−χ| < Πc, and replaces
z(χ′) by z(χ) in the last argument of ζφ(1),φ(2) :〈
pi(1)(θ)pi(2)(θ′)
〉
≈
∫
dχ q(1)(χ) q(2)(χ)
∫
dχ′ ζφ(1),φ(2)
(|fK(χ′)θ′ − fK(χ)θ|, χ′ − χ, z(χ), z(χ)). (A7)
This avoids the need to consider correlations involving different cosmological epochs.
The third step assumes slowly varying angular-diameter distances, i.e. fK(χ
′) ≈ fK(χ) for |χ′ − χ| < Πc, and resulting
transverse separations to replace the radial projection by a parallel projection (this is sometimes called distant-observer
approximation):〈
pi(1)(θ)pi(2)(θ′)
〉
≈
∫
dχ q(1)(χ) q(2)(χ)
∫
dχ′ ζφ(1),φ(2)
(
fK(χ)|θ′ − θ|, χ′ − χ, z(χ), z(χ)
)
. (A8)
Defining projected correlations by [cf. Eq. (33)]
wφ(1),φ(2)(r, z) =
∫
dΠ ζφ(1),φ(2)
(
r,Π, z, z
)
, (A9)
on obtains for the second integral in Eq. (A8):∫
dχ′ ζφ(1),φ(2)
(
fK(χ)|θ′ − θ|, χ′ − χ, z(χ), z(χ)
)
= wφ(1),φ(2)
(
fK(χ)|θ′ − θ|, z(χ)
)
. (A10)
The correlation of the projected fields can then be written as:〈
pi(1)(θ)pi(2)(θ′)
〉
≈
∫
dχ q(1)(χ) q(2)(χ)wφ(1),φ(2)
(
fK(χ)|θ′ − θ|, z(χ)
)
. (A11)
Thus, one may compute predictions for these correlations of projected fields (e.g. for the quantitative interpretation of observa-
tions) if one knows the involved l.o.s. projection weights q(i) and the projected correlation functions w. Conversely, Eq. (A11)
shows that the projected correlation functions w can be estimated directly (i.e. without estimating 3D correlations first) by
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correlating suitably defined projected fields, e.g. traced by different galaxy populations, which avoids the need of individual
l.o.s. distance estimates for the galaxies.24
For projected fields defined by
pi(i)(x) =
∫
dχ q(i)(χ)φ(i)
(
x, χ, z(χ)
)
, (A12)
one obtains〈
pi(1)(x)pi(2)(x′)
〉
≈
∫
dχ q(1)(χ) q(2)(χ)wφ(1),φ(2)
(|x′ − x|, z(χ)). (A13)
The distant-observer approximation step is not needed here.
In the analysis of the simulation snapshots, knowledge about fields is not confined to their value on the lightcone. One
may thus employ a slightly different definition for projected fields:
pi(i)(x) =
∫
dχφ(i)
(
x, χ, z
)
. (A14)
Here, the projection is over the full depth L along any of the principal directions of the cubic simulation volume. Exploiting
the periodic boundary conditions of the simulation, one obtains for the correlation of the projected fields:〈
pi(1)(x)pi(2)(x′)
〉
=
∫ L
0
dχ
∫ L
0
dχ′ ζφ(1),φ(2)
(|θ′ − θ|, χ′ − χ, z, z)
=
∫ L
0
dχ
∫ L
0
dΠ ζφ(1),φ(2)
(|θ′ − θ|,Π, z, z)
= Lwφ(1),φ(2)(|θ′ − θ|, z).
(A15)
This relation between the correlation of the projected fields and the projected correlation is exact. We exploit this relation,
when estimating projected correlations from the simulation data (see Section 3.5 and Appendix E).
APPENDIX B: OBSERVED ELLIPTICITY-DENSITY CORRELATIONS
Here we discuss in more detail the relation between observed density-ellipticity correlations and correlations involving the
intrinsic ellipticities and the galaxy and matter density fields.
B1 The statistical model
Consider two samples of observed galaxies. The first sample, used for tracing the matter density field, comprises Nd galaxies
with indices i = 1, . . . , Nd, observed angular positions θ
(i)
d , and redshifts z
(i)
d . The second sample is used as a probe of the
ellipticity field and comprises Ns galaxies with observed angular positions θ
(j)
s , observed redshifts z
(j)
s , and observed ellipticities
ε(j). For these ellipticities, we assume
ε(j) = γ(j) + εs (j), (B1)
with γ(j) = γ(θ
(j)
s , z
(j)
s ) and ε
s (j) = εs (f
(j)
s θ
(j)
s , χ
(j)
s , z
(j)
s ), where f
(j)
s = fK(χ
(j)
s ) , and χ
(j)
s = χ(z
(j)
s ). For a pair of galaxies,
one galaxy i from the density sample and one galaxy j from the ellipticity sample, we write ε
(j|i)
t , ε
s (j|i)
t , and γ
(j|i)
t for the
tangential component of the observed ellipticity, intrinsic ellipticity, and shear, resp., of galaxy j relative to the line joining
the angular positions of galaxy i and j.
For simplicity, the angular positions of the galaxies are confined to a common survey field F with area AF. Furthermore,
we assume that the redshifts z
(i)
d of the density sample are sampled from a common redshift distribution pd(z
(i)
d ). The positions
θ
(i)
d are sampled from a common galaxy density field with overdensity δd
(
f
(i)
d θ
(i)
d , χ
(i)
d , z
(i)
d
)
. Similarly, we assume that the
galaxy redshifts z
(j)
s of the ellipticity sample follow a common redshift distribution ps, and their positions θ
(j)
s follow a common
galaxy density field with overdensity δs.
For all the density and ellipticity fields and their correlations, we assume statistical homogeneity and isotropy. We also
neglect any effects that might introduce correlations between the observed galaxy and matter densities at very different
redshifts (see, e.g., Hilbert et al. 2009; Hartlap et al. 2011).
Expectation values
〈
fˆ
〉
of observables fˆ(θ
(1)
d , . . .) are computed by the following (formal) averages:〈
fˆ
〉
=
〈〈〈
fˆ
〉
θ
〉
z
〉
δ,εs
. (B2)
24 With sufficiently accurate l.o.s. distances, the signal-to-noise ratio of the correlation estimates may be improved by introducing a l.o.s.
distance weighting function that suppresses pairs with large l.o.s. separations (which contribute primarily noise).
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Here,
〈
fˆ
〉
δ,εs
denotes the ensemble average over the realizations of the galaxy and matter density fields and the intrinsic
galaxy ellipticities,〈
fˆ
〉
z
=
∫
dz
(1)
d pd(z
(1)
d ) · · ·
∫
dz
(Ns)
s ps(z
(Ns)
s )fˆ
(
θ
(1)
d , . . .
)
(B3)
denotes the average over the galaxy redshifts, and〈
fˆ
〉
θ
=
1
A
N
d
+Ns
F
∫
F
d2θ
(1)
d
[
1 + δd(f
(1)
d θ
(1)
d , χ
(1)
d , z
(1)
d )
]
· · ·
∫
F
d2θ
(Ns)
s
[
1 + δs(f
(Ns)
s θ
(Ns)
s , χ
(Ns)
s , z
(Ns)
s )
]
fˆ
(
θ
(1)
d , . . .
)
(B4)
denotes the ensemble average over the galaxy positions.
B2 The ellipticity-density correlation estimator
We consider the following simple estimator for the ellipticity-density correlation as a function of comoving transverse separation
r:
wˆδ
d
,εt
(r) =
Sˆδ
d
,εt
(r)
Rˆ1,1(r)
with (B5)
Sˆδ
d
,εt
(r) =
Nd,Ns∑
i,j=1
u
(i)
d u
(j)
s ∆
(
r, f
(i)
d |θ(j)s − θ(i)d |
)
ε
(j|i)
t and (B6)
Rˆ1,1(r) =
Nd,Ns∑
i,j=1
u
(i)
d u
(j)
s ∆
(
r, f
(i)
d |θ(j)sr − θ(i)dr |
)
. (B7)
Here, u
(i)
d and u
(i)
s denote weights, assumed statistically independent of galaxy positions, redshifts, or ellipticities. The bin
window function
∆
(
r, r′
)
=
{
1 for |r′ − r| 6 ∆(r)/2 and
0 otherwise,
(B8)
where ∆(r) denotes the bin width (which we assume small compared to scales on which correlations change noticeably). The
θ
(j)
sr denote positions obtained by randomly distributing the ellipticity sample galaxy positions within the survey area. The
θ
(i)
dr denote randomized positions of the density sample.
A possible variation of the estimator (B5) may use f
(j)
s |θ(j)s − θ(i)d | or |f (j)s θ(j)s − f (i)d θ(i)d | instead of f (i)d |θ(j)s − θ(i)d | as
comoving transverse separation for binning. Moreover, if the individual galaxy redshifts are very inaccurate (or not known at
all), it may be preferable to bin in angular separation |θ(j)s − θ(i)d | instead. One could also randomize positions of only one
of the two galaxy samples in the denominator. The estimator could also be adapted for galaxy-galaxy lensing to estimate
the projected density profiles of galaxies by employing a particular redshift-dependent weighting of the galaxy pairs. That
weighting, however, suppresses the intrinsic alignment signal, which we are after here.
B3 The normalization
To compute the expectation
〈
wˆδ
d
,εt
(r)
〉
of the estimator (B5), we assume that
〈
wˆδ
d
,εt
(r)
〉 ≈ 〈Sˆδd,εt (r)〉〈
Rˆ1,1(r)
〉 . (B9)
To compute the expectation
〈
Rˆ1,1(r)
〉
of the denominator (B7), we first consider the contribution from a single pair of
galaxies:〈
∆
(
r, f
(i)
d |θ(j)sr − θ(i)dr |
)〉
=
∫
dz
(i)
d pd(z
(i)
d )
∫
dz(j)s ps(z
(j)
s )
1
A2F
∫
F
d2θ
(i)
dr
∫
F
d2θ(j)sr ∆
(
r, f
(i)
d |θ(j)sr − θ(i)dr |
)
=
∫
dz
(i)
d pd(z
(i)
d )
A∆(r, z
(i)
d )
AF
.
(B10)
Here,
A∆(r, zd) =
1
AF
∫
F
d2θd
∫
F
d2θs∆
(
r, fd|θs − θd|
)
6 2pir∆(r)f−2d , (B11)
denotes a redshift-dependent effective bin area, which favors small redshifts z
(i)
d for small separation r. If the actual galaxy
positions θ
(i)
s instead of randomized positions θ
(i)
sr are used and there is a correlation ζδ
d
,δs
between the galaxy sample positions,
then that correlation alters the expected number of galaxy pairs in the denominator.
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B4 The density-shear contribution
Due to our assumption (B1), each observed ellipticity ε
(j|i)
t in the numerator (B6) contributes a shear term γ
(j|i)
t and an
intrinsic ellipticity term ε
s (j|i)
t :〈
∆
(
r, f
(i)
d |θ(j)s − θ(i)d |
)
ε
(j|i)
t
〉
=
〈
∆
(
r, f
(i)
d |θ(j)s − θ(i)d |
)
γ
(j|i)
t
〉
+
〈
∆
(
r, f
(i)
d |θ(j)s − θ(i)d |
)
ε
s (j|i)
t
〉
. (B12)
The shear contribution for a single pair of galaxies i and j reads:〈
∆
(
r, f
(i)
d |θ(j)s − θ(i)d |
)
γ
(j|i)
t
〉
=
∫
dz
(i)
d pd(z
(i)
d )
∫
dz(j)s ps(z
(j)
s )
1
A2F
∫
F
d2θ
(i)
d
∫
F
d2θ(j)s ∆
(
r, f
(i)
d |θ(j)s − θ(i)d |
)
×
〈[
1 + δd(f
(i)
d θ
(i)
d , χ
(i)
d , z
(i)
d )
] [
1 + δs(f
(j)
s θ
(j)
s , χ
(j)
s , z
(j)
s )
]
γt(θ
(j)
s , z
(j)
s ;θ
(j)
s − θ(i)d )
〉
δ,εs
=
∫
dz
(i)
d pd(z
(i)
d )
∫
dz(j)s ps(z
(j)
s )
1
A2F
∫
F
d2θ
(i)
d
∫
F
d2θ(j)s ∆
(
r, f
(i)
d |θ(j)s − θ(i)d |
) ∫
F
dχ′d q(χ
′
d, z
(j)
s )
×
〈[
1 + δd(f
(i)
d θ
(i)
d , χ
(i)
d , z
(i)
d )
] [
1 + δs(f
(j)
s θ
(j)
s , χ
(j)
s , z
(j)
s )
]
σt(f
′
dθ
(j)
s , χ
′
d, z
′
d;θ
(j)
s − θ(i)d )
〉
δ,εs
.
(B13)
As stated above, we assume that any correlations involving the galaxy overdensities vanish if no other field involved is at a
similar redshift. Statistical isotropy implies
〈
σt(f
′
dθ
(j)
s , . . .)
〉
δ,εs
= 0 and
〈
δs(f
(j)
s θ
(j)
s , . . .)σt(f
′
dθ
(j)
s , . . .)
〉
δ,εs
= 0. By definition,〈
δd
〉
δ,εs
= 0 and
〈
δs
〉
δ,εs
= 0. Furthermore, the geometric weight q suppresses terms involving the density field δs and the
matter shear contrast σt at similar redshifts. Thus, above expression reduces to:〈
∆
(
r, f
(i)
d |θ(j)s − θ(i)d |
)
γ
(j|i)
t
〉
≈
∫
dz
(i)
d pd(z
(i)
d )
∫
dz(j)s ps(z
(j)
s )
1
A2F
∫
F
d2θ
(i)
d
∫
F
d2θ(j)s ∆
(
r, f
(i)
d |θ(j)s − θ(i)d |
)∫
F
dχ′d q(χ
′
d, z
(j)
s )
×
〈
δd(f
(i)
d θ
(i)
d , χ
(i)
d , z
(i)
d )σt(f
′
dθ
(j)
s , χ
′
d, z
′
d;θ
(j)
s − θ(i)d )
〉
δ,εs
≈
∫
dz
(i)
d pd(z
(i)
d )
A∆(r, z
(i)
d )
AF
∫
F
dχ′d qs(χ
′
d) ζδd,σt(r, χ
′
d − χ(i)d , z(i)d , z′d)
≈
∫
dz
(i)
d pd(z
(i)
d )
A∆(r, z
(i)
d )
AF
qs(χ
(i)
d )wδd,σt(r, z
(i)
d ).
(B14)
Here, the source redshift-weighted mean geometric weight
qs(χd) =
3H20 Ωm
2c2
(1 + zd)fd
∫ ∞
zd
dzs ps(zs)
fds
fs
. (B15)
B5 The density-intrinsic ellipticity contribution
The intrinsic ellipticity contribution for a single pair of galaxies i and j reads:〈
∆
(
r, f
(i)
d |θ(j)s − θ(i)d |
)
ε
s (j|i)
t
〉
=
∫
dz
(i)
d pd(z
(i)
d )
∫
dz(j)s ps(z
(j)
s )
1
A2F
∫
F
d2θ
(i)
d
∫
F
d2θ(j)s ∆
(
r, f
(i)
d |θ(j)s − θ(i)d |
)
×
〈[
1 + δd(f
(i)
d θ
(i)
d , χ
(i)
d , z
(i)
d )
] [
1 + δs(f
(j)
s θ
(j)
s , χ
(j)
s , z
(j)
s )
]
εst
(
f (j)s θ
(j)
s , χ
(j)
s , z
(j)
s ;θ
(j)
s − θ(i)d
)〉
δ,εs
≈
∫
dz
(i)
d pd(z
(i)
d )
∫
dz(j)s ps(z
(j)
s )
A∆(r, z
(i)
d )
AF
ζδ
d
,(1+δs)ε
s
t
(
r, χ(j)s − χ(i)d , z(i)d , z(j)s
)
.
(B16)
B6 The full result
The above results show that the expectation of the estimator (B5) can be expressed as a sum of a density-gravitational shear
contribution (dG) and a density-intrinsic ellipticity contribution (dI):〈
wˆδ
d
,εt
(r)
〉
=
〈
wˆδ
d
,εt
(r)
〉dG
+
〈
wˆδ
d
,εt
(r)
〉dI
. (B17)
For these contributions,
〈
wˆδ
d
,εt
(r)
〉dG ≈ sdGδd,εt (r)
r1,1(r)
, and (B18)
〈
wˆδ
d
,εt
(r)
〉dI ≈ sdIδd,εt (r)
r1,1(r)
, (B19)
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where
r1,1(r) ≈
∫
dzd pd(zd)
A∆(r, zd)
AF
, (B20)
sdGδ
d
,εt
(r) ≈
∫
dzd pd(zd)
A∆(r, zd)
AF
qs(χd)wδd,σt(r, zd), and (B21)
sdIδ
d
,εt
(r) ≈
∫
dzd pd(zd)
A∆(r, zd)
AF
∫
dzs ps(zs)ζδd,(1+δs)εst
(
r, χs − χd, zd, zs
)
. (B22)
If at least one of the redshift distributions varies slowly with redshift compared to the 3D correlation ζ,, one may substitute
that correlation by its projection:
sdIδ
d
,εt
(r) ≈
∫
dzd pd(zd)
A∆(r, zd)
AF
ps(zd)
(
dχd
dzd
)−1
wδ
d
,(1+δs)ε
s
t
(
r, zd
)
. (B23)
If the redshift distributions pd and ps have no overlap,
sdIδ
d
,εt
(r) ≈ 0. (B24)
If there are no galaxies of the density sample at substantially lower redshift than any galaxies of the ellipticity sample,
sdGδ
d
,εt
(r) ≈ 0. (B25)
APPENDIX C: OBSERVED ELLIPTICITY CORRELATIONS
Here we discuss in more detail the relation between observed ellipticity-ellipticity correlations and correlations involving the
intrinsic ellipticities and the galaxy and matter density fields. The discussion builds partly upon the results of Appendix B.
C1 The statistical model
We choose a statistical model similar to that in Section B1. We consider one or more sets of observed galaxies with position
and ellipticity information. Each set α ∈ {1, . . . , Nt} contains N (α)s galaxies. These galaxies are labeled by (α, i) where
i ∈ {1, . . . , N (α)s }, and have observed ellipticities ε(α,i), observed angular positions θ(α,i)s inside a survey field F with area AF,
and known probability distribution p
(α)
s (z
(α,i)
s ) for their redshifts z
(α,i)
s . The observed ellipticities ε
(α,i) = γ(α,i) + εs (α,i), with
γ(α,i) = γ(θ
(α,i)
s , z
(α,i)
s ) and ε
s (α,i) = εs (α)(f
(α,i)
s θ
(α,i)
s , χ
(α,i)
s , z
(α,i)
s ), where f
(α,i)
s = fK(χ
(α,i)
s ) , and χ
(α,i)
s = χ(z
(α,i)
s ). We
assume that the positions of all galaxies i within a common galaxy sample α are statistically distributed according to the
same underlying galaxy density field with overdensity δ
(α)
s (f
(α,i)
s θ
(α,i)
s , χ
(α,i)
s , z
(α,i)
s ).
For a pair of galaxies, one galaxy i from sample α and one galaxy j from sample ν, we write ε
(α,i|ν,j)
t and ε
(α,i|ν,j)
× for
the tangential and cross components of the observed ellipticity of galaxy i relative to the line joining the angular positions of
galaxy i and j. The same pattern regarding notation of tangential and cross components applies to the intrinsic ellipticities
and the shear.
For all the density and ellipticity fields and their correlations, we assume statistical homogeneity and isotropy. Furthermore,
we neglect magnification bias, masking by foreground galaxies, and any other effect that might introduce correlations between
the intrinsic ellipticities, observed galaxy densities, or matter densities at very different redshifts.
Expectation values
〈
fˆ
〉
of observables fˆ(θ
(1,1)
s , . . .) are computed by the following (formal) averages:〈
fˆ
〉
=
〈〈〈
fˆ
〉
θ
〉
z
〉
δ,εs
. (C1)
Here,
〈
fˆ
〉
δ,εs
denotes the ensemble average over the realizations of the galaxy and matter density fields and the intrinsic
galaxy ellipticities,
〈
fˆ
〉
z
=
[∏
α,i
∫
dz(α,i)s p
(α)
s (z
(α,i)
s )
]
fˆ
(
θ(1,1)s , . . .
)
(C2)
denotes the average over the galaxy redshifts, and
〈
fˆ
〉
θ
=
{∏
α,i
1
AF
∫
F
d2θ(α,i)s
[
1 + δ(α)s (f
(α,i)
s θ
(α,i)
s , χ
(α,i)
s , z
(α,i)
s )
]}
fˆ
(
θ(1,1)s , . . .
)
(C3)
denotes the ensemble average over the galaxy positions.
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C2 The ellipticity correlation estimator
We consider the following estimator for the observed ellipticity correlation between galaxy sample α and ν as a function of
angular separation ϑ:
ξˆ
(α|ν)
±,ε,ε(ϑ) =
Sˆ
(α|ν)
±,ε,ε(ϑ)
Sˆ
(α|ν)
1,1 (ϑ)
with (C4)
Sˆ
(α|ν)
±,ε,ε(ϑ) =
N
(α)
s ,N
(ν)
s∑
i,j=1
u(α,i)s u
(ν,j)
s ∆
(
ϑ, |θ(ν,j)s − θ(α,i)s |
) (
ε
(α,i|ν,j)
t ε
(ν,j|α,i)
t ± ε(α,i|ν,j)× ε(ν,j|α,i)×
)
and (C5)
Sˆ
(α|ν)
1,1 (ϑ) =
N
(α)
s ,N
(ν)
s∑
i,j=1
u(α,i)s u
(ν,j)
s ∆
(
ϑ, |θ(ν,j)s − θ(α,i)s |
)
. (C6)
Here, the u
(α,i)
s denote statistical weights. The bin window function
∆
(
ϑ, θ
)
=
{
1 for |θ − ϑ| 6 ∆(ϑ)/2 and
0 otherwise,
(C7)
where ∆(ϑ) denotes the bin width (which we assume small compared to scales on which correlations change noticeably). The
separation and the bin width, along with details of the survey geometry, determine the effective bin area,
A∆(ϑ) =
1
AF
∫
F
d2θ
∫
F
d2θ′∆
(
ϑ, |θ′ − θ|) 6 2piϑ∆(ϑ), (C8)
a main factor for the expected number of galaxy pairs contributing to the estimator.
C3 The normalization
To compute the expectation
〈
ξˆ
(α|ν)
±,ε,ε(ϑ)
〉
of the ellipticity correlation estimator (C4), we assume that statistical fluctuations of
the denominator Sˆ
(α|ν)
1,1 (ϑ) are small such that
〈
ξˆ
(α|ν)
±,ε,ε(ϑ)
〉 ≈ 〈Sˆ(α|ν)±,ε,ε(ϑ)〉〈
Sˆ
(α|ν)
1,1 (ϑ)
〉 . (C9)
To compute the expectation
〈
Sˆ
(α|ν)
1,1 (ϑ)
〉
of the denominator (C6), we first consider the contribution from a single pair of
distinct galaxies:〈
∆
(
ϑ, |θ(ν,j)s − θ(α,i)s |
)〉
=
∫
dz(α,i)s p
(α)
s (z
(α,i)
s )
∫
dz(ν,j)s p
(ν)
s (z
(ν,j)
s )
1
A2F
∫
F
d2θ(α,i)s
∫
F
d2θ(ν,j)s ∆
(
ϑ, |θ(ν,j)s − θ(α,i)s |
)
×
〈[
1 + δ(α)s
(
f (α,i)s θ
(α,i)
s , χ
(α,i)
s , z
(α,i)
s
)] [
1 + δ(ν)s
(
f (ν,j)s θ
(ν,j)
s , χ
(ν,j)
s , z
(ν,j)
s
)]〉
δ,εs
=
∫
dz(α,i)s p
(α)
s (z
(α,i)
s )
∫
dz(ν,j)s p
(ν)
s (z
(ν,j)
s )
1
A2F
∫
F
d2θ(α,i)s
∫
F
d2θ(ν,j)s ∆
(
ϑ, |θ(ν,j)s − θ(α,i)s |
)
×
[
1 + ζ
δ
(α)
s ,δ
(ν)
s
(∣∣f (ν,j)s θ(ν,j)s − f (α,i)s θ(α,i)s ∣∣, χ(ν,j)s − χ(α,i)s , z(α,i)s , z(ν,j)s )]
≈ A∆(ϑ)
AF
∫
dz(α,i)s p
(α)
s (z
(α,i)
s )
∫
dz(ν,j)s p
(ν)
s (z
(ν,j)
s )
[
1 + ζ
δ
(α)
s ,δ
(ν)
s
(
f (α,i)s ϑ, χ
(ν,j)
s − χ(α,i)s , z(α,i)s , z(ν,j)s
)]
.
(C10)
The last step assumes that f
(ν,j)
s ≈ f (α,i)s unless ζδ(α)s ,δ(ν)s ≈ 0, and moreover narrow bins for ∆ such that
∣∣θ(ν,j)s − θ(α,i)s ∣∣ ≈ ϑ
for contributing pairs of galaxies.
The expected pair contribution (C10) may be subject to a separation-dependent enhancement (or decrement in some cases)
due to non-vanishing galaxy density correlations ζ
δ
(α)
s ,δ
(ν)
s
. The enhancement may be negligible if galaxy density correlations are
sufficiently weak in general. Moreover, there is no enhancement in the number of expected pairs if the redshift distributions
p
(α)
s and p
(ν)
s ensure that the galaxies of any participating pair are well separated in the line-of-sight direction such that
ζ
δ
(α)
s ,δ
(ν)
s
vanishes.
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C4 Shear-shear contributions
Since we assume ε = γ + εs , each product of observed ellipticities in the numerator (C5) can be broken up into four terms,(
ε
(α,i|µ,j)
t ε
(µ,j|α,i)
t ± ε(α,i|µ,j)× ε(µ,j|α,i)×
)
=
(
γ
(α,i|µ,j)
t γ
(µ,j|α,i)
t ± γ(α,i|µ,j)× γ(µ,j|α,i)×
)
+
(
γ
(α,i|µ,j)
t ε
s (µ,j|α,i)
t ± γ(α,i|µ,j)× εs (µ,j|α,i)×
)
+
(
ε
s (α,i|µ,j)
t γ
(µ,j|α,i)
t ± εs (α,i|µ,j)× γ(µ,j|α,i)×
)
+
(
ε
s (α,i|µ,j)
t ε
s (µ,j|α,i)
t ± ε(α,i|µ,j)× ε(µ,j|α,i)×
)
.
(C11)
These terms are commonly called gravitational lensing shear-shear (GG), shear-intrinsic (GI), intrinsic-shear (IG), and
intrinsic-intrinsic (II).
The tangential GG term for a pair of galaxies yields〈
∆
(
ϑ, |θ(ν,j)s − θ(α,i)s |
)
γ
(α,i|µ,j)
t γ
(µ,j|α,i)
t
〉
=
∫
dz(α,i)s p
(α)
s (z
(α,i)
s )
∫
dz(ν,j)s p
(ν)
s (z
(ν,j)
s )
1
A2F
∫
F
d2θ(α,i)s
∫
F
d2θ(ν,j)s ∆
(
ϑ, |θ(ν,j)s − θ(α,i)s |
)
×
〈[
1 + δ(α)s
(
f (α,i)s θ
(α,i)
s , χ
(α,i)
s , z
(α,i)
s
)] [
1 + δ(ν)s
(
f (ν,j)s θ
(ν,j)
s , χ
(ν,j)
s , z
(ν,j)
s
)]
× γt
(
θ(α,i)s , z
(α,i)
s ;θ
(ν,j)
s − θ(α,i)s
)
γt
(
θ(ν,j)s , z
(ν,j)
s ;θ
(ν,j)
s − θ(α,i)s
)〉
δ,εs
=
∫
dz(α,i)s p
(α)
s (z
(α,i)
s )
∫
dz(ν,j)s p
(ν)
s (z
(ν,j)
s )
1
A2F
∫
F
d2θ(α,i)s
∫
F
d2θ(ν,j)s ∆
(
ϑ, |θ(ν,j)s − θ(α,i)s |
)
×
∫
dχ
(α)
d q(χ
(α)
d , z
(α,i)
s )
∫
dχ
(ν)
d q(χ
(ν)
d , z
(ν,j)
s )
〈[
1 + δ(α)s
(
f (α,i)s θ
(α,i)
s , χ
(α,i)
s , z
(α,i)
s
)] [
1 + δ(ν)s
(
f (ν,j)s θ
(ν,j)
s , χ
(ν,j)
s , z
(ν,j)
s
)]
× σt
(
f
(α)
d θ
(α,i)
s , χ
(α)
d , z
(α)
d ;θ
(ν,j)
s − θ(α,i)s
)
σt
(
f
(µ)
d θ
(ν,j)
s , χ
(µ)
d , z
(µ)
d ;θ
(ν,j)
s − θ(α,i)s
)〉
δ,εs
.
(C12)
If one assumes that any correlation involving the galaxy overdensities is only non-zero when at least one of the other involved
fields is at a similar redshift25, then terms of the form 〈δsσtσt〉 either vanish themselves or are suppressed by a small geometric
weight q. Moreover, terms of the form 〈δsδsσtσt〉 factorize into ζδs,δsζσt,σt . Furthermore, except for very low source redshifts or
very wide angular separations, the correlation ζσt,σt may be substituted by the projected correlation wσt,σt in a Limber-type
approximation:〈
∆
(
ϑ, |θ(ν,j)s − θ(α,i)s |
)
γ
(α,i|µ,j)
t γ
(µ,j|α,i)
t
〉
≈ A∆(ϑ)
AF
∫
dz(α,i)s p
(α)
s (z
(α,i)
s )
∫
dz(ν,j)s p
(ν)
s (z
(ν,j)
s )
[
1 + ζ
δ
(α)
s ,δ
(ν)
s
(
f (α,i)s ϑ, χ
(ν,j)
s − χ(α,i)s , z(α,i)s , z(ν,j)s
)]
×
∫
dχ
(α)
d q(χ
(α)
d , z
(α,i)
s )
∫
dχ
(ν)
d q(χ
(ν)
d , z
(ν,j)
s )ζσt,σt
(
f
(α)
d ϑ, χ
(µ)
d − χ(α)d , z(α)d , z(µ)d
)
≈ A∆(ϑ)
AF
∫
dz(α,i)s p
(α)
s (z
(α,i)
s )
∫
dz(ν,j)s p
(ν)
s (z
(ν,j)
s )
[
1 + ζ
δ
(α)
s ,δ
(ν)
s
(
f (α,i)s ϑ, χ
(ν,j)
s − χ(α,i)s , z(α,i)s , z(ν,j)s
)]
×
∫
dχ
(α)
d q(χ
(α)
d , z
(α,i)
s )q(χ
(α)
d , z
(ν,j)
s )wσt,σt
(
f
(α)
d ϑ, z
(α)
d
)
.
(C13)
Combining above results for GG tangential terms with results from a similar computation for the GG cross terms, one
obtains:〈
∆
(
ϑ, |θ(ν,j)s − θ(α,i)s |
) (
γ
(α,i|µ,j)
t γ
(µ,j|α,i)
t ± γ(α,i|µ,j)× γ(µ,j|α,i)×
)〉
≈ A∆(ϑ)
AF
∫
dz(α,i)s p
(α)
s (z
(α,i)
s )
∫
dz(ν,j)s p
(ν)
s (z
(ν,j)
s )
[
1 + ζ
δ
(α)
s ,δ
(ν)
s
(
f (α,i)s ϑ, χ
(ν,j)
s − χ(α,i)s , z(α,i)s , z(ν,j)s
)]
×
∫
dχ
(α)
d q(χ
(α)
d , z
(α,i)
s )q(χ
(α)
d , z
(ν,j)
s )w±,σ,σ
(
f
(α)
d ϑ, z
(α)
d
)
.
(C14)
The term ζ
δ
(α)
s ,δ
(ν)
s
is again a source of a separation-dependent enhancement or decrement of the expected number of galaxy
pairs contributing to the numerator. It also introduces an effective (anti)correlation between the redshifts of the galaxy pairs,
which alters the expected number of galaxy pairs at similar redshifts in redshift regions where the distributions p
(α)
s and p
(ν)
s
overlap. This (anti)correlation in the galaxy redshifts increases (decreases) the contribution to the shear signal from matter
correlations at higher redshifts. This effect is more pronounced for broader redshift distributions with a larger range of overlap
in redshifts.
25 Note that observational effects due to, e.g., magnification bias or masking may violate this assumption.
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C5 Shear-intrinsic contributions
For (α, i) and (ν, j) denoting different galaxies, the tangential GI term becomes〈
∆
(
ϑ, |θ(ν,j)s − θ(α,i)s |
)
γ
(α,i|µ,j)
t ε
s (µ,j|α,i)
t
〉
=
∫
dz(α,i)s p
(α)
s (z
(α,i)
s )
∫
dz(ν,j)s p
(ν)
s (z
(ν,j)
s )
1
A2F
∫
F
d2θ(α,i)s
∫
F
d2θ(ν,j)s ∆
(
ϑ, |θ(ν,j)s − θ(α,i)s |
)
×
〈[
1 + δ(α)s
(
f (α,i)s θ
(α,i)
s , χ
(α,i)
s , z
(α,i)
s
)] [
1 + δ(ν)s
(
f (ν,j)s θ
(ν,j)
s , χ
(ν,j)
s , z
(ν,j)
s
)]
× γt
(
θ(α,i)s , z
(α,i)
s ;θ
(ν,j)
s − θ(α,i)s
)
ε
s (ν)
t
(
f (ν,j)s θ
(ν,j)
s , χ
(ν,i)
s , z
(ν,i)
s ;θ
(ν,j)
s − θ(α,i)s
)〉
δ,εs
=
∫
dz(α,i)s p
(α)
s (z
(α,i)
s )
∫
dz(ν,j)s p
(ν)
s (z
(ν,j)
s )
1
A2F
∫
F
d2θ(α,i)s
∫
F
d2θ(ν,j)s ∆
(
ϑ, |θ(ν,j)s − θ(α,i)s |
)
×
∫
dχ
(α)
d q(χ
(α)
d , z
(α,i)
s )
〈[
1 + δ(α)s
(
f (α,i)s θ
(α,i)
s , χ
(α,i)
s , z
(α,i)
s
)] [
1 + δ(ν)s
(
f (ν,j)s θ
(ν,j)
s , χ
(ν,j)
s , z
(ν,j)
s
)]
× σt
(
f
(α)
d θ
(α,i)
s , χ
(α)
d , z
(α)
d ;θ
(ν,j)
s − θ(α,i)s
)
ε
s (ν)
t
(
f (ν,j)s θ
(ν,j)
s , χ
(ν,j)
s , z
(ν,j)
s ;θ
(ν,j)
s − θ(α,i)s
)〉
δ,εs
.
(C15)
Assuming that correlations vanish unless for each involved field there is another involved field at a similar redshift, one obtains:
〈
∆
(
ϑ, |θ(ν,j)s − θ(α,i)s |
)
γ
(α,i|µ,j)
t ε
s (µ,j|α,i)
t
〉
≈ A∆(ϑ)
AF
∫
dz(α,i)s p
(α)
s (z
(α,i)
s )
∫
dz(ν,j)s p
(ν)
s (z
(ν,j)
s )
∫
dχ
(α)
d q(χ
(α)
d , z
(α,i)
s ) ζσt,(1+δ(ν)s )ε
s (ν)
t
(
f
(α)
d ϑ, χ
(ν,j)
s − χ(α)d , z(α)d, z(ν,j)s
)
≈ A∆(ϑ)
AF
∫
dz(ν,j)s p
(ν)
s (z
(ν,j)
s )q
(α)
s (χ
(ν,j)
s )wσt,(1+δ(ν)s )ε
s (ν)
t
(
f (ν,j)s ϑ, z
(ν,j)
s
)
,
(C16)
where the source redshift weighted mean geometric weight for source galaxies from sample α is given by:
q(α)s (χd) =
3H20 Ωm
2c2
(1 + zd)fd
∫ ∞
zd
dzs p
(α)
s (zs)
fds
fs
. (C17)
Repeating the calculation for the cross terms and combining the tangential and cross terms, one obtains:〈
∆
(
ϑ, |θ(ν,j)s − θ(α,i)s |
) (
γ
(α,i|µ,j)
t ε
s (µ,j|α,i)
t ± γ(α,i|µ,j)× εs (µ,j|α,i)×
)〉
≈ A∆(ϑ)
AF
∫
dz(ν,j)s p
(ν)
s (z
(ν,j)
s )q
(α)
s (χ
(ν,j)
s )w±,σ,(1+δ(ν)s )εs (ν)
(
f (ν,j)s ϑ, z
(ν,j)
s
)
.
(C18)
C6 Intrinsic-intrinsic contributions
Building upon the experience gained in the preceding section for the GI and IG terms, we can omit many of the intermediate
steps for the II terms. For a single pair of distinct galaxies (α, i) and (ν, j),〈
∆
(
ϑ, |θ(ν,j)s − θ(α,i)s |
) (
ε
s (α,i|µ,j)
t ε
s (µ,j|α,i)
t ± εs (α,i|µ,j)× εs (µ,j|α,i)×
)〉
≈ A∆(ϑ)
AF
∫
dz(α,i)s p
(α)
s (z
(α,i)
s )
∫
dz(ν,j)s p
(ν)
s (z
(ν,j)
s ) ζ±,(1+δ(α)s )εs (α),(1+δ(ν)s )εs (ν)
(
f (α,i)s ϑ, χ
(ν,j)
s − χ(α,i)s , z(α,i)s , z(ν,j)s
)
.
(C19)
C7 The full result
Combining the results for the different contributions to the expectation value of the ellipticity correlation estimator (C4), one
obtains〈
ξˆ
(α|ν)
±,ε,ε(ϑ)
〉
=
〈
ξˆ
(α|ν)
±,ε,ε(ϑ)
〉GG
+
〈
ξˆ
(α|ν)
±,ε,ε(ϑ)
〉GI
+
〈
ξˆ
(α|ν)
±,ε,ε(ϑ)
〉IG
+
〈
ξˆ
(α|ν)
±,ε,ε(ϑ)
〉II
. (C20)
The gravitational shear-shear (GG), gravitational shear-intrinsic ellipticity (GI), intrinsic ellipticity-gravitational shear (IG),
and intrinsic ellipticity-intrinsic ellipticity (II) contributions are given by:
〈
ξˆ
(α|ν)
±,ε,ε(ϑ)
〉XY ≈ s(α|ν) XY±,ε,ε (ϑ)
s
(α|ν)
1,1 (ϑ)
, X,Y ∈ {G, I}, (C21)
with [see Eqs. (C10), (C14), (C18), and (C19)]
s
(α|ν)
1,1 (ϑ) ≈
∫
dz(α)s p
(α)
s (z
(α)
s )
∫
dz(ν)s p
(ν)
s (z
(ν)
s )
[
1 + ζ
δ
(α)
s ,δ
(ν)
s
(
f (α)s ϑ, χ
(ν)
s − χ(α)s , z(α)s , z(ν)s
)]
, (C22a)
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s
(α|ν) GG
±,ε,ε (ϑ) ≈
∫
dz(α)s p
(α)
s (z
(α)
s )
∫
dz(ν)s p
(ν)
s (z
(ν)
s )
[
1 + ζ
δ
(α)
s ,δ
(ν)
s
(
f (α)s ϑ, χ
(ν)
s − χ(α)s , z(α)s , z(ν)s
)]
×
∫
dχd q(χd, z
(α)
s ) q(χd, z
(ν)
s )w±,σ,σ
(
fdϑ, zd
)
,
(C22b)
s
(α|ν) GI
±,ε,ε (ϑ) ≈
∫
dzs p
(ν)
s (zs) q
(α)
s (χs)w±,σ,(1+δ(ν)s )εs (ν)
(
fsϑ, zs
)
, (C22c)
s
(α|ν) IG
±,ε,ε (ϑ) ≈
∫
dzs p
(α)
s (zs) q
(ν)
s (χs)w±,σ,(1+δ(α)s )εs (α)
(
fsϑ, zs
)
, and (C22d)
s
(α|ν) II
±,ε,ε (ϑ) ≈
∫
dz(α)s p
(α)
s (z
(α)
s )
∫
dz(ν)s p
(ν)
s (z
(ν)
s ) ζ±,(1+δ(α)s )εs (α),(1+δ(ν)s )εs (ν)
(
f (α)s ϑ, χ
(ν)
s − χ(α)s , z(α)s , z(ν)s
)
, (C22e)
with geometric factors q given by Eqs. (4) and (C17).
The general expressions above may simplify considerably for certain cases. In the particular case of a higher-redshift
source galaxy sample α with all galaxy redshifts well above any source galaxy redshift of a lower-redshift sample ν,
s
(α|ν)
1,1 (ϑ) = 1, (C23a)
s
(α|ν) GG
±,ε,ε (ϑ) ≈
∫
dχd q
(α)
s (χd) q
(ν)
s (χd)w±,σ,σ
(
fdϑ, zd
)
, (C23b)
s
(α|ν) GI
±,ε,ε (ϑ) ≈
∫
dzs p
(ν)
s (zs) q
(α)
s (χs)w±,σ,(1+δ(ν)s )εs (ν)
(
fsϑ, zs
)
, (C23c)
s
(α|ν) IG
±,ε,ε (ϑ) = 0, and (C23d)
s
(α|ν) II
±,ε,ε (ϑ) = 0. (C23e)
In the particular case of a source galaxy sample α with a redshift distribution that is neither very broad nor narrow,
s
(α|α)
1,1 (ϑ) ≈ 1 +
∫
dzs
[
p(α)s (zs)
]2(dχs
dzs
)−1
w
δ
(α)
s ,δ
(α)
s
(
fsϑ, zs
)
, (C24a)
s
(α|α) GG
±,ε,ε (ϑ) ≈ s(α|α)1,1 (ϑ)
∫
dχd q
(α)
s (χd) q
(ν)
s (χd)w±,σ,σ
(
fdϑ, zd
)
, (C24b)
s
(α|α) GI
±,ε,ε (ϑ) ≈ 0, (C24c)
s
(α|α) IG
±,ε,ε (ϑ) ≈ 0, and (C24d)
s
(α|α) II
±,ε,ε (ϑ) ≈
∫
dzs
[
p(α)s (zs)
]2(dχs
dzs
)−1
w±,(1+δ(α)s )εs (α),(1+δ(ν)s )εs (ν)
(
fsϑ, zs
)
. (C24e)
If galaxy density fluctuations and their correlations can all be neglected,
s
(α|ν)
1,1 (ϑ) ≈ 1, (C25a)
s
(α|ν) GG
±,ε,ε (ϑ) ≈
∫
dχd q
(α)
s (χd) q
(ν)
s (χd)w±,σ,σ
(
fdϑ, zd
)
, (C25b)
s
(α|ν) GI
±,ε,ε (ϑ) ≈
∫
dzs p
(ν)
s (zs) q
(α)
s (χs)w±,σ,εs (ν)
(
fsϑ, zs
)
, (C25c)
s
(α|ν) IG
±,ε,ε (ϑ) ≈
∫
dzs p
(α)
s (zs) q
(ν)
s (χs)w±,σ,εs (α)
(
fsϑ, zs
)
, and (C25d)
s
(α|ν) II
±,ε,ε (ϑ) ≈
∫
dz(α)s p
(α)
s (z
(α)
s )
∫
dz(ν)s p
(ν)
s (z
(ν)
s ) ζ±,εs (α),εs (ν)
(
f (α)s ϑ, χ
(ν)
s − χ(α)s , z(α)s , z(ν)s
)
. (C25e)
If, in addition, the redshift distributions are slowly varying functions of redshift, the II term may be written as:
s
(α|ν) II
±,ε,ε (ϑ) ≈
∫
dzsp
(α)
s (zs) p
(ν)
s (zs)
(
dχs
dzs
)−1
w±,εs (α),εs (ν)
(
fsϑ, zs
)
. (C25f)
APPENDIX D: INTEGRAL RELATIONS FOR CORRELATIONS INVOLVING INTRINSIC
ELLIPTICITIES
Here, we briefly outline how one can derive the relation (57) connecting the density-intrinsic ellipticity correlation and the
shear-intrinsic ellipticity correlation. Consider statistically homogeneous and isotropic real random fields φ
(i,0)
X : R
2 → R,
where i ∈ N and X ∈ {E,B}. Due to statistical homogeneity and isotropy, the two-point correlation function of φ(i,0)X and
φ
(j,0)
Y can be expressed as:〈
φ
(i,0)
X (x+ r)φ
(j,0)
Y (x)
〉
=
1
2pi
∫ ∞
0
dk k J0(k|r|)P (i|j)XY (k). (D1)
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Here, J denotes the Bessel function of the first kind, and P
(i|j)
XY denotes the (cross-)power spectrum of φ
(i,0)
X and φ
(j,0)
Y ,
satisfying〈
φ˜
(i,0)∗
X (k) φ˜
(j,0)
Y (k
′)
〉
= (2pi)2δD(k − k′)P (i|j)XY (|k|), (D2)
and φ˜ denotes the two-dimensional Fourier transform of φ.
The ‘E-mode’ scalar field φ
(i,0)
E and the ‘B-mode’ scalar field φ
(i,0)
B may be combined to obtain a complex scalar field
φ(i,0) = φ
(i,0)
E +iφ
(i,0)
B . One may then define associated complex spin-2 fields φ
(i,2) : R2 → C that are connected to the complex
scalar fields φ(i,0) via the relation
φ˜(i,2)(k) = e2iϕ(k)φ˜(i,0)(k), (D3)
where ϕ(k) denotes the polar angle of k = (k1, k2). Fields φ
(i,2)
r (x; r), tangential components φ
(i,2)
t (x; r), and cross components
φ
(i,2)
× (x; r) relative to direction r are defined by:
φ
(i,2)
r (x; r) = −e−2iϕ(r)φ(i,2)(x), (D4)
φ
(i,2)
t (x; r) =
1
2
[
φ
(i,2)
r (x; r) + φ
(i,2)∗
r (x; r)
]
, (D5)
φ
(i,2)
× (x; r) =
1
2i
[
φ
(i,2)
r (x; r)− φ(i,2)∗r (x; r)
]
. (D6)
Then,26
ζ
φ
(i,0)
E ,φ
(j,2)
t
(|r|) =
〈
φ
(i,0)
E (x+ r)φ
(j,2)
t (x; r)
〉
=
1
2pi
∫ ∞
0
dk k J2(k|r|)P (i|j)EE (k). (D7)
Conversely,
P
(i|j)
EE (k) = 2pi
∫ ∞
0
dr r J2(kr) ζφ(i,0)E ,φ
(j,2)
t
(r). (D8)
Moreover,
ζ+,φ(i,2),φ(j,2)(|r|) =
〈
φ
(i,2)
t (x+ r; r)φ
(j,2)
t (x; r) + φ
(i,2)
× (x+ r; r)φ
(j,2)
× (x; r)
〉
=
1
2pi
∫ ∞
0
dk k J0(k|r|)
[
P
(i|j)
EE (k) + P
(i|j)
BB (k)
]
.
(D9)
If φ
(i,0)
B = 0, then P
(i|j)
BB (k) = 0, and thus,
ζ+,φ(i,2),φ(j,2)(r) =
1
2pi
∫ ∞
0
dk k J0(kr)P
(i|j)
EE (k), (D10)
By exploiting the properties of the Bessel functions, one obtains the relation:
ζ+,φ(i,2),φ(j,2)(r) =
1
2pi
∫ ∞
0
dk k J0(kr) 2pi
∫ ∞
0
dr′ r′ J2(kr
′) ζ
φ
(i,0)
E ,φ
(j,2)
t
(r′)
=
∫ ∞
0
dr′ r′
[∫ ∞
0
dk k J0(kr) J2(kr
′)
]
ζ
φ
(i,0)
E ,φ
(j,2)
t
(r′)
=
∫ ∞
0
dr′ r′G+,t(r, r′)ζφ(i,0)E ,φ(j,2)t (r
′).
(D11)
with
G+,t(r, r′) = − 1
r′
δD(r
′ − r) + 2
r′2
ΘH(r
′ − r). (D12)
Setting
φ
(i,0)
E (x) = δm(x, χ
′, z), (D13a)
φ(j,2)(x) = [1 + δs(x, χ, z)] ε
s (x, χ, z), (D13b)
one obtains
ζ+,σ,(1+δs)εs (r, χ
′ − χ, z, z) =
∫ ∞
0
dr′ r′G+,t(r, r′)ζδm,(1+δs)εst (r′, χ′ − χ, z, z), (D14)
and after carrying out the line-of-sight projection,
w+,σ,(1+δs)εs (2)
(r, z) =
∫ ∞
0
dr′ r′G+,t(r, r′)ζδm,(1+δs)εst (r′, z), (D15)
which is equivalent to Eq. (57).
26 The fields φ will be later identified with spacetime fields also depending on l.o.s. distance χ and redshift z. We thus use the symbol
ζ to denote correlations of these fields to maintain consistency with the notation introduced in Section 2.4.
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APPENDIX E: ESTIMATING PROJECTED CORRELATION FUNCTIONS FROM SIMULATIONS
We estimate projected correlations (33) from the simulation snapshots by correlating projected fields and exploiting the Limber
approximation (A15). As discussed in Appendix A, this approximation becomes exact for our setup, which employs fields at
constant redshift, parallel projection, periodic boundary conditions, and a constant projection weight over the full depth L of
the simulation box.
We use the simulation particles in a simulation snapshot at redshift z to define the matter overdensity field within the
simulation box at that redshift by:27
δm(x, χ) =
1
ρ¯m
Np∑
i=1
m(i)p δD(x− x(i)p )δD(χ− χ(i)p )− 1. (E1)
Here, x denotes the two-dimensional comoving position transverse to the viewing direction (chosen as one of the principal
directions of the simulation box), χ denotes the comoving position along the viewing direction, Np denotes the number of
particles in the snapshot, ρ¯m denotes the cosmic mean comoving matter density, m
(i)
p denotes the mass of the simulation
particle i, and x
(i)
p and χ
(i)
p , resp., denote its comoving positions perpendicular and along the viewing direction.
We also use the galaxies in each simulation snapshot to define fields within the simulation box. In particular, the galaxy
number density of the density sample reads:
nd(x, χ) =
Nd∑
i=1
δD(x− x(i)d )δD(χ− χ(i)d ), (E2)
where x
(i)
d and χ
(i)
d ), resp., denote the comoving positions of the galaxies perpendicular and along the viewing direction. For
the ellipticity sample, we define
[nsε
s ](x, χ) =
Ns∑
i=1
εs (i)δD(x− x(i)s )δD(χ− χ(i)s ). (E3)
For each principal direction of the simulation box as viewing direction, we compute the following two-dimensional projected
fields:
piδm(x) =
∫ L
0
dχ δm(x, χ), (E4)
piσ(x) =
∫ L
0
dχσ(x, χ), (E5)
pin
d
(x) =
∫ L
0
dχnd(x, χ) =
Nd∑
i=1
δD(x− x(i)d ), (E6)
pinsεs (x) =
∫ L
0
dχ [nsε
s ](x, χ) =
Ns∑
i=1
εs (i)δD(x− x(i)s ). (E7)
The projected matter shear contrast piσ(x) can be obtained directly from the projected matter overdensity piδm , e.g. by
exploiting their simple relation p˜iσ(k) = (k1 + ik2)
2|k|−2p˜iδm(k) in Fourier space.
Raw correlations of the projected fields are then computed as:
Rˆ1,1(r) =
∫
F
dx
∫
F
dx′∆
(
r, |x′ − x|), (E8)
Sˆδm,nsεst (r) =
∫
F
dx
∫
F
dx′∆
(
r, |x′ − x|)piδm(x)pinsεs ,t(x′;x′ − x), (E9)
Sˆn
d
,nsε
s
t
(r) =
∫
F
dx
∫
F
dx′∆
(
r, |x′ − x|)pin
d
(
x
)
pinsεs ,t
(
x′;x′ − x), (E10)
Sˆ±,σ,σ(r) =
∫
F
dx
∫
F
dx′∆
(
r, |x′ − x|) [piσ,t(x;x′ − x)piσ,t(x′;x′ − x)± piσ,×(x;x′ − x)piσ,×(x′;x′ − x)] , (E11)
Sˆ±,σ,nsεs (r) =
∫
F
dx
∫
F
dx′∆
(
r, |x′ − x|) [piσ,t(x;x′ − x)pinsεs ,t(x′;x′ − x)± piσ,×(x;x′ − x)pinsεs ,×(x′;x′ − x)] , (E12)
Sˆ±,nsεs,nsεs (r) =
∫
F
dx
∫
F
dx′∆
(
r, |x′ − x|) [pinsεs,t(x;x′ − x)pinsεs,t(x′;x′ − x)± pinsεs,×(x;x′ − x)pinsεs,×(x′;x′ − x)], (E13)
where F = [0, L]2, and ∆
(
r, |x′ − x|) denotes a suitable radial binning function as in the previous Sections. These raw
27 For simplicity, we omit redshift arguments of the fields, since we only correlative fields of the same snapshot, but never across
snapshots.
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correlations can be efficiently computed by sampling the fields on a regular mesh covering the field of view, and then employing
Fast Fourier Transforms and the convolution theorem (see, e.g., Hilbert et al. 2011).
Assuming that the simulation produces a fair sample, and that spatial averaging approximates ensemble averaging, the
measured raw correlations should be close to their expectation values. With the help of Limber’s equation, one obtains for
the raw matter density-ellipticity correlation:〈
Sˆδm,nsεst (r)
〉
=
∫
F
dx
∫
F
dx′∆
(
r, |x′ − x|)〈piδm(x)pinsεs ,t(x′;x′ − x)〉
=
∫
F
dx
∫
F
dx′∆
(
r, |x′ − x|) ∫ L
0
dχ
∫ L
0
dχ′
〈
δm
(
x, χ
)
[nsε
s
t ]
(
x′, χ′;x′ − x)〉
=
∫
F
dx
∫
F
dx′∆
(
r, |x′ − x|) ∫ L
0
dχ
∫ L
0
dχ′
×
〈{Ns∏
i=1
1
L3
∫
F
d2x(i)s
∫ L
0
dχ(i)s
[
1 + δs
(
x(i)s , χ
(i)
s
)]}
δm
(
x, χ
) Ns∑
i=1
εst
(
x(i), χ(i)s ;x
(i) − x)δD(x′ − x(i)s )δD(χ′ − χ(i)s )
〉
δ,εs
=
∫
F
dx
∫
F
dx′∆
(
r, |x′ − x|) ∫ L
0
dχ
∫ L
0
dχ′
〈 Ns∑
i=1
1
L3
δm
(
x, χ
) [
1 + δs
(
x′, χ′
)]
εst
(
x′, χ′;x′ − x)〉
δ,εs
=
∫
F
dx
∫
F
dx′∆
(
r, |x′ − x|) ∫ L
0
dχ
∫ L
0
dχ′ n¯s ζδm,(1+δs)εst
(
x′ − x, χ′ − χ)
=
∫
F
dx
∫
F
dx′∆
(
r, |x′ − x|)n¯sLwδm,(1+δs)εst (x′ − x)
≈ Rˆ1,1(r)Ln¯s wδm,(1+δs)εst (r).
(E14)
The expectations for the other raw correlations read:〈
Sˆn
d
,nsε
s
t
(r)
〉 ≈ Rˆ1,1(r)L n¯d n¯s w(1+δd),(1+δs)εst (r), (E15)〈
Sˆ±,σ,σ(r)
〉 ≈ Rˆ1,1(r)Lw±,σ,σ(r), (E16)〈
Sˆ±,σ,nsεs (r)
〉 ≈ Rˆ1,1(r)L n¯s w±,σ,(1+δs)εs (r), (E17)〈
Sˆ±,nsεs,nsεs (r)
〉 ≈ Rˆ1,1(r)L n¯2s w±,(1+δs)εs ,(1+δs)εs (r). (E18)
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