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In [J. Math. Phys. 51 (2010) 022104] a self-adjoint operator was introduced that
has the property that it indicates the direction of time within the framework of stan-
dard quantum mechanics, in the sense that as a function of time its expectation value
decreases monotonically for any initial state. In this paper we study some of this op-
erator’s properties. In particular, we derive its spectrum and generalized eigenstates,
and treat the example of the free particle.
I. INTRODUCTION
It is a fundamental question in standard quantum mechanics (SQM) of what type of restrictions the Schro¨dinger
evolution imposes on the behavior in time of basic objects. In particular, it is of interest to ask if SQM allows for self-
adjoint operators having the so-called Lyapunov property, that is, monotonicity of the expectation value irrespective
of the initial state of the system. Clearly, such an operator would indicate the direction of time.
A natural candidate for a self-adjoint Lyapunov operator is a (self-adjoint) time operator T canonically conjugate to
the Hamiltonian H , such that T and H form an imprimitivity system [1] (implying that each generates a translation
on the spectrum of the other). However, a well known theorem of Pauli tells us that this is impossible [2]. Recently,
Galapon attempted to bypass Pauli’s arguments and found pairs of T and H satisfying the canonical commutation
relations, but do not constitute an imprimitivity system [3]. It can be shown that the T operator obtained in this
way does not have the Lyapunov property. Other authors do not insist on the conjugacy of T and H . In this context,
Unruh and Wald’s proof that a ‘monotonically perfect clock’ does not exist [4] should be noted, as well as Misra,
Prigogine, and Courbage’s no-go theorem [5]. Still another solution, advocated by some authors, is to do away with
the requirement of self-adjointness [6].
A Lypaunov self-adjoint operator acting within the framework of standard quantum mechanics was recently intro-
duced in [7]. In this paper we study some of its properties. In particular, we derive its spectrum and generalized
eigenstates, and treat the example of the free particle.
II. MAIN RESULTS
Let H be a separable Hilbert space and let H be a self-adjoint operator generating a unitary evolution group
{U(t)}t∈R, with U(t) = exp(−iHt), on H. We take H to represent the Hilbert space corresponding to some given
quantum system and H its Hamiltonian. For an initial state ψ(0) = ψ ∈ H ψ(t) = U(t)ψ denotes the state of the
system at time t and Ψψ := {ψ(t)}t∈R+ its trajectory. Let B(H) be the space of bounded linear operators on H. A
(forward) Lyapunov operator is defined as follows [7]:
Definition II.1 Let M ∈ B(H) be a self-adjoint operator on H. Let Ψψ be the trajectory corresponding to an initial
state ψ. Let M(Ψψ) = {‖ϕ‖−2(ϕ, Mϕ) | ϕ ∈ Ψψ} be the set of expectation values of M in states in Ψψ. Then M is
a forward Lyapunov operator if the mapping τM,ψ : R
+ 7→M(Ψψ) defined by
τM,ψ(t) = ‖ψ(t)‖−2(ψ(t), Mψ(t)) = ‖ψ‖−2(ψ(t), Mψ(t)) (1)
is one to one and monotonically decreasing for all non-recurring trajectories. 
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2Let K be a separable Hilbert space and L2(R+; K) the Hilbert space of Lebesgue square-integrable K valued
functions defined on R+, let H be the operator of multiplication by the independent variable on L2(R+; K), and let
{U(t)}t∈R be the continuous one-parameter unitary evolution group generated by H , i.e.,
[U(t)f ](E) = [e−iHtf ](E) = e−iEtf(E), f ∈ L2(R+; K), E ∈ R+. (2)
Denote by H2(C±; K) the Hardy spaces of K valued functions analytic in C±. The Hilbert spacesH2±(R; K) consisting
of non-tangential boundary values on R in H2(C±; K) are, respectively, isomorphic to H2(C±; K). The spaces
H2±(R; K) are orthogonal subspaces of L2(R; K) with L2(R; K) = H2+(R; K)⊕H2−(R; K). We denote the orthogonal
projections in L2(R; K) on H2+(R; K) and H2−(R; K), respectively, by P+ and P−. Let L2(R±; K) be the subspaces of
L2(R; K) consisting of square-integrable functions supported on R±. There exists another orthogonal decomposition
L2(R; K) = L2(R−; K)⊕ L2(R+; K) with projections on PR+ and PR− . The following theorem is proved in [7]:
Theorem II.2 Let M : L2(R+; K) 7→ L2(R+; K) be the operator defined by
M := (PR+P+PR+)|L2(R+;K) . (3)
Then M is a positive, contractive and injective operator on L2(R+; K), such that RanM is dense in L2(R+; K) and
M is a forward Lyapunov operator for the evolution on L2(R+; K) defined in Eq. (2), i.e., for every ψ ∈ L2(R+; K)
we have
(ψ(t2), Mψ(t2)) ≤ (ψ(t1), Mψ(t1)) , t2 ≥ t1 ≥ 0 , ψ(t) = U(t)ψ , (4)
and moreover limt→∞(ψ(t), Mψ(t)) = 0. 
The following corollary to Theorem II.2 casts Eq. (3) in a more useful form:
Corollary II.3 Let M be the Lyapunov operator given in Eq. (3). Then, for any function f ∈ L2(R+; K) we have
(Mf)(E) = − 1
2pii
∫ ∞
0
dE′
1
E − E′ + i0+ f(E
′) , E ∈ R+ , f ∈ L2(R+; K) . (5)

Proof: For every function g ∈ H2(C±; K) one has [8]
∓ 1
2pii
∫ ∞
−∞
dt
1
z − tg±(t) =
{
g(z) , ±Im z > 0
0 , ±Im z < 0 , (6)
where g± ∈ H2±(R; K) is the boundary value function of g on R. Hence, the orthogonal projection P+ of L2(R+; K)
on H2+(R; K) is explicitly given by
(P+g)(σ) = − 1
2pii
∫ ∞
−∞
dσ′
1
σ − σ′ + i0+ g(σ
′) , g ∈ L2(R; K) , (7)
where Eq. (7) hold a.e. for σ ∈ R. From Eqns. (3), (7) we then immediately obtain Eq. (5). 
Theorem II.4 The spectrum of M satisfies σ(M) = σac(M) = [0, 1]. In L
2(R+; K) choose an orthogonal basis
{eλ(E)}E∈R+; λ∈Λ with Λ an appropriate index set such that for every E ∈ R+ the set {eλ(E)}λ∈Λ is a basis of K
and we have (eλ(E), eλ′(E
′))L2(R+;K) = δ(E −E′)δλλ′ , where δλλ′ stands for the Kronecker delta for discrete indices
and the Dirac delta for continuous indices. Then for m ∈ (0, 1) the function defined by
gm,λ =
∫ ∞
0
dE
E−
i
2pi
ln( 1−mm )−
1
2
2pi
√
m (1−m) eλ(E) (8)
is a generalized eigenfunction of M satisfying M gm,λ = mgm,λ. These eigenfunctions are normalized in such a way
that (gm,λ,gm′, λ′)L2(R+;K) = δ(m−m′)δλλ′ and we have the eigenfunction expansion
M =
∑
λ∈Λ
∫ 1
0
dmmgm,λ g
∗
m,λ . (9)

3Proof: Consider the eigenvalue equation M gm,λ = mgm,λ. In the basis
{eλ(E)}E∈R+; λ∈Λ the kernel of M is given by (eλ(E),M eλ′(E′)) = −(2pii)−1(E − E′ + i0+)−1δλλ′ . Hence,
the eigenvalue equation for M assumes the form
− 1
2pii
∫ ∞
0
dE′
1
E − E′ + i0+ gm,λ (E
′) = mgm,λ (E) , E ∈ R+ . (10)
where gm,λ(E) = (eλ(E),gm,λ). Assume that m ∈ (0, 1). To solve Eq. (10) we assume that the function gm,λ(E)
is the boundary value on R+ from above of an analytic function g˜m(z) defined in C\R+. So that gm,λ(E) =
g˜m,λ(E + i0
+). This allows us to analytically continue eq. (10) into the cut complex plane
− 1
2pii
∫ ∞
0
dE′
1
z − E′ gm,λ (E
′) = m g˜m,λ (z) , Imz 6= 0 . (11)
Taking in Eq. (11) the difference between the limits from above and below R+ we get
gm,λ (E) = g˜m,λ(E + i0
+) = m
(
g˜m,λ(E + i0
+)− g˜m,λ(E − i0+)
)
. (12)
The function g˜m,λ (z) can now be continued to a second Riemann sheet by making use of the branch cut along [0, ∞)
in eq. (11). Denoting this two sheeted function again by g˜m,λ(z), Eq. (11), reduces to
g˜m,λ(e
2piiz) = −1−m
m
g˜m,λ (z) . (13)
Eq. (13) admits solutions of the form g˜m,λ (z) = Nmz
β with β = k+ 12 − i2pi ln
(
1−m
m
)
, k ∈ Z, and Nm a normalization
factor dependent on m. Setting k = −1 and Nm =
(
4pi2m (1−m))−1/2 the solutions of the eigenvalue equation, Eq.
(10), satisfy
∫∞
0 dE gm′, λ′ (E)gm,λ (E) = δ (m−m′) δλλ′ . With this choice of k andNm the generalized eigenfunctions
of M are given by Eq. (8).
We proceed to show by construction that the set of generalized eigenfunctions, Eq. (8), forms a complete set for
the operator M . Consider the following integral
∑
λ
∫ 1
0
dmmgm,λ g
∗
m,λ =
∑
λ
∫ ∞
0
dE
∫ ∞
0
dE′
eλ(E)e
∗
λ(E
′)
4pi2
√
E E′
∫ 1
0
dm
1−m
(
m
1−m
) i
2pi
ln(E/E′)
. (14)
where dm is a Lebesgue measure on [0, 1]. The right hand side of eq. (14) is readily obtained from that of eq. (8).
Recall the definition of the Euler beta function B(x, y) =
∫ 1
0
dmmx−1(1 −m)y−1 = Γ(x)Γ(y)Γ−1(x + y). B(x, y) is
well defined for Rex > 0 and Re y > 0, and can be analytically continued to other parts of the complex x and y
planes. However, it is not well defined for x = 0 and y = 0, i.e. whenever E = E′ in Eq. (14). To avoid this problem
we shift E (or E′) away from the real axis. Hence, in the integration over m on the right hand side of Eq. (14) we
take the limit
1
4pi2 (E E
′)−1/2 limθ→0+
∫ 1
0 dm (1−m)−
i
2pi
ln(eiθE/E′)−1m
i
2pi
ln(eiθE/E′)
= 14pi2 (E E
′)−1/2 limθ→0+ B
(
1− θ2pi + i2pi ln
(
E
E′
)
, θ2pi − i2pi ln
(
E
E′
))
= 14pi2 (E E
′)−1/2 limθ→0+
pi
sin
(
− i
2pi
ln
(
eiθE
E′
)) = − 12pii 1E−E′+i0+ . (15)
where in the last line in Eq. (15) we used the identity Γ(z)Γ(1− z) = pi sin−1(piz). Thus, the intgral on the spectrum
ofM on the left hand side of Eq. (15) reconstructs the kernel ofM in Eq. (5), i.e., we have reconstructed the operator
M using the set of generalized eigenfunctions {gm,λ}m∈(0, 1), λ∈Λ. Taken together with Eq. (14), Eq. (15) also shows
that M has no point spectrum at m = 0 and m = 1 and that σ(M) = σac(M) = [0, 1]. 
Consider a quantum mechanical problem for which the Hamiltonian H , defined on an appropriate separable Hilbert
space H, satisfies the conditions: (i) Its ac spectrum is σac(H) = R+. (ii) The multiplicity of σac(H) is uniform on
R+. Let Hac be the subspace of H corresponding to the ac spectrum of H . Then Hac has a representation in terms
of a function space L2(R+; K), where K is a Hilbert space whose dimension correpsonds to the multiplicity of σac(H)
and the evolution generated by H is represented by {U(t)}t∈R defined in Eq. (2). For such models we can apply the
results discussed above. Using the standard Dirac notation, Eq. (2) for M can be rewritten as
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Figure 1: Monotonic decrease of the expectation value of M for a free Gaussian wave-packet with p0 = 0.64η and ξ0 = 0.3η.
M = − 1
2pii
∑
λ
∫ ∞
0
dE
∫ ∞
0
dE′|E, λ〉 1
E − E′ + i0+ 〈E
′, λ| , (16)
where the summation over λ stands for summation over discrete degeneracy indices and appropriate integration over
continuous degeneracy indices.
As an example we take a one-dimensional Gaussian wave-packet representing the propagation free particle of mass
η along R+
ψ (x, t) =
(
η2ξ20
pi (η + iξ20t)
2
)1/4
exp
(
−ηξ
2
0x
2 + ip0 (p0t− 2ηx)
2 (η + iξ20t)
)
. (17)
p0 and ξ0 are the location and width of the wave-packet in momentum space at t = 0. After obtaining the generalized
eigenfunctions of the free Hamiltonian, constructing the Lyapunov operator M according to Eqs. (16) and (14), and
applying it to the wave-packet in Eq. (17) we obtain Fig. 1, showing the time evolution of the expectation value of
M , and Fig. 2, showing the time evolution of the associated probability density function in the position basis and
that of the eigenstates of M . We see that if the sequence of time frames is shown in reverse order one is unable to
tell whether time is running backwards or whether one is observing a Gaussian wave-packet propagating along the
R− (with time running forward). However, if to all frames we attach the expectation value of M , then it possible to
distinguish between these two scenarios. The example plainly illustrates the time-ordering of states introduced into
the Hilbert space by the existence of a Lyapunov operator.
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Figure 2: Time frames of |ψ(x, t)|2 and |〈m | ψ(t)〉|2 for the Gaussian wave-packet of Fig. 1.
In a forthcoming publication it will be shown that the existence of the operator M leads to an irreversible
representation of the quantum dynamics, and to a novel representation of the scattering process, in which the
contribution of the resonance is singled out.
Addendum – This paper presents a mathematically rigorous reworking of some of the results appearing in [13], in
particular, the derivation of the operator’s spectrum and generalized eigenfunctions. The operator has since been
generalized to a larger class of self-adjoint Lyapunov operators [14].
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