I. INTRODUCTION
Autonomous systems acquire information in order to be able to interact with their environment. For intelligent autonomous systems, such as humanoid robots helping with domestic applications, the mere storage and retrieval of information is not enough. Since such an autonomous system has to cope with uncertain and incomplete information about its environment, elaborate information management mechanisms are additionally required. a) Contributions: First, we propose an intelligent, uni versal information management system: the three pillar in formation system. The name of the system is given due to its main characteristic, which is the separation between three components: prior knowledge, environment model, and sensory information. These can be compared to the long and short term memories and the real world. The environment model is the central component of the system and it can be compared with a Lego landscape, where the Lego bricks compose virtual substitutes (instances) of real objects and persons (entities). In the virtual environment, the entities of the real-world object types and persons are represented by instances of classes.
A further contribution is that we introduce a mathemati cal formalization of the environment model within Bayesian probability theory. This formalization builds the theoretical 978-1-4244-5426-6/10/$26.00 ®2010 IEEE . Nowadays, the methods involve ontologies, object oriented and probabilistic approaches, and combinations of two of them [2] - [6] . Moreover, the proposed approaches in literature for modeling the environment of autonomous systems are mostly domain-specific and not ex tendable to other applications. [7] proposes an object-oriented world modeling approach with the purpose of creating virtual environments for simulation or system engineering in the financial domain. [6] proposes a dynamic, object-oriented approach for modeling the relevant environment of cooperative vehicles, incorporating attribute uncertainties. Neither of these contributions deals with data association problems.
Data association is one of the main topics in multi-target tracking [8] . A simple method for data association is the so called Nearest Neighbor Filter [9] that assigns each observa tion to the most probable target. The exact Bayesian solution of the data association problem is in general intractable. Hence, approximations like one of the most popular data association techniques called Joint Probabilistic Data Association Filter (JPDAF) [10] have to be employed. The JPDAF can be seen as an approximation of the exact Bayesian solution of the data association problem. JPDAF performs a weighted update of all target states according to an association probability. JPDAF ignores correlations between the target states and removes re sulting multimodalities in the target state by means of analytic moment matching. JPDAF has also been extended to cope with existence probabilities of tracks [11] . A general Bayesian formulation of multi-target tracking with track existence has been given in [12] , [13] . c) Overview: The remainder of this paper is structured as follows: Section II describes the three pillar information system with its characteristics. The information management and data association based on the Bayesian framework are described in Sections III and IV. Section V finally describes an application for the proposed system. Figure 1 shows the structure of the three pillar informa tion system. [5] , [14] , [15] . 
II. THE THREE PILLAR INFORMATION SYSTEM

A. Probabilistic Model for Information
Each information piece (attribute or relation) is character ized by its uncertainty in form of a DoB distribution. The different ways of expressing uncertainty and the advantages of employing DoB distributions are presented in detail in [5] .
An instance i at time step k is therefore modeled as a DoB distribution p(eL.r! 1 ) ,
where e1 E {O, I} specifies whether the instance exists ( e1 = 1), and
is a vector that is composed of the discrete type t� of the instance i, and nt;t (discrete or continuous) descriptive at-
. 1 U es flk , ... , flk . e attn utes 0 1 lerent mstances are assumed to be independent (common assumption of JPDAF).
Moreover, the type and other descriptive attributes of an instance are assumed to be independent of each other.
Relations are modeled as binary variables and are treated similar to attributes. For a better understanding and reduced complexity, they are not explicitly considered within this contribution. Figure 1 shows the main information flows, which mainly deliver and receive information from the environment model. a) Information Exchange between the Environment Model and Prior Knowledge: Prior knowledge is necessary in the environment model for specification and supplementation of attributes and relations by using ontology information. An important aspect is the specification of the attribute type of an instance, which is equivalent to classification. The rules of ontologies are used for performing validity, relevance, and consistency checks [5] . Instance-related knowledge is mainly used to complement the instances of already observed entities.
B. Information Exchange between the Three Components
This increases the efficiency, since the instances in prior knowledge have most attributes already specified.
In the opposite direction, the information flow is equivalent to the process of learning new concepts or just new attributes and relations of already known concepts. It also means long term saving of meaningful instances, e.g., persons that often interact with the autonomous system.
b) Information Exchange between the Environment
Model and the World: The information flow from the real world into the environment model is equivalent to the infor mation acquisition process. It consists of initialization, update and deletion of instances (based on the existence attribute), attributes and relations, see Section IV. Therein, the main challenge is data association, i.e., mapping observations to instances, see Section III.
In the opposite direction, the information exchange process is performed with the purpose of filling the gaps (only possible when prior knowledge is incorporated) or (re)confirmation of information (e.g., for lowering the uncertainty).
C. Building-up the Environment Model
In the case that new information about an instance is acquired that does not have an equivalent in the environment model, a new instance is created. The decision is based on the computation of the posterior probability that a new entity is detected at time step k and the detected entity exists, which has to exceed an instantiation threshhold p( e 1 = 1) > /'i .
(1)
A similar calculus is performed for instantiating attributes or relations, see Section IV-C.
An instance is deleted from the environment model, if the maximum of the DoB distribution for the attribute existence drops below the deletion threshold p(e 1 = 1) < /,e (2) with /,e < /'i. The relation between /,e and /'i is necessary for ensuring a hysteresis, i.e., a created instance should not be immediately deleted, see Figure 2 . 
Ie Ii 1 p(e 1 = 1) [12] , [13] , where for instance several airplanes are to be tracked by means of radar measurements.
There, it is unknown from which target a received measure ment stems so that a method for data association is required.
Hence, the considered problem here can also be seen as a special multi-target tracking problem. Essentially, the data association mechanism employed in this paper can be seen as a special case of [12] , [13] .
In the following, we are going to formulate an observation model for the environment model. We assume that at each time step k, a single observation is received with regard to a single (unknown) instance. Note that in classical data association for multi-target target tracking one usually deals with a variable number of observations per time step.
The connection between an observation and the instance it regards, is modeled with an association variable dk E {0, 1 ... , Nd. The probability that the observation at time step k regards the instance dk is given by Figure 3 shows the four conditional DoBs regarding the observation and existence of a particular entity i defined [16] :
• The conditional probability p(dk = i l 4 = 1) = PE describes the probability for a hit, i.e., that the entity i exists at the time step k and is observed.
• The conditional probability p( dk #-i le1 = 1) = 1 -PE describes the probability for a miss, i.e., that the entity i exists at the time step k, but it is not observed.
• The conditional probability p(dk = i le1 = 0) = PF describes the probability for a false alarm, i.e., that an entity i does not exist at the time step k, but an observation is made.
• The conditional probability p(dk =I=-i le1 = 0) = 1 -PF describes the probability for a correct rejection, i.e., that the entity i does not exist at the time step k and it is not observed.
Next, we need the following instance observation model that gives the probability of an observation, if we know that it regards instance i: The observation model for an attribute is given by (4) where ms denotes the attribute observed by 1!.�s. The set of observed attributes depends on the particular type of the instance, e.g., for a cup it is likely to measure color and position. Therefore, the conditional DoB p( Mk l tU models the DoB of observing the attributes Mb when the type of the instance is given. The DoB p( Mk l tU may stem from expert knowledge. It allows also for modeling deterministic information.
The observation model for new, unknown instances is given by the conditional DoB A natuaral choice for this observation model would be
However, other definitions may also be justified. For example, a new instance could be more probable to appear on a table than on the floor.
In order to illustrate the observation model for instances, a simple example including entities of type cup is introduced in the following. An instance of type cup may have as attributes color, position, and size. 
For this purpose, we employ the common prediction/filtering scheme of Bayesian state estimation.
At each time step k, one observation il k is received. The data association itself is performed in the filtering step by means of marginalizing over all valid association hypothesis. Note that the complete joint DoB of all instances is not computed. The derivations of the formulas can be seen as a special case of the methods discussed [12] , [13] .
A. Prediction Step
The Prediction
Step Kalman filter prediction step [17] . An example for such a dynamic model is a motion model which specifies the temporal evolution of the position of an instance.
B. Filter Step
The Filter Step takes the predicted state for time step k and the next observation H. k in order to compute (5) according to Bayes' rule [18] . As already mentioned, the filter step actually performs the data association. In the following, we derive the detailed formulas for the filter step. and can be computed with the measurement model for in stances (4) and the predicted attribute probabilities (7) . In case of a continuous attribute represented with a Gaussian DoB and a linear measurement model, the Kalman filter equation [17] can be employed to computed this posterior DoB. The second term in (8) can be seen as a weighting factor, which specifies the probability that the measurement stems from instance dk.
The updated probability for the existence can be written as p(ek = 11H. 1:k) = L P(ek = 1,d k lH. 1:k) . Furthermore, with our approach it is not necessary to per form gating, because only one measurement at each time step is received. The only reason to introduce a gating procedure is to reduce the complexity of continuous distributions.
C. Dealing with an Unknown Number of Instances
Since the number of instances Nk in the environment model may vary, a mechanism that decides how many instances are to be tracked is needed.
If the probability that the observation H. k stems from a new instance exceeds a threshold ,e, i.e., If the DoB of the existence exceeds a given threshold, the existence is confirmed (see Equation (1)). On the other hand, an instance i is deleted from the environment model when its existence is improbable, i.e., the probability of its existence drops below a threshold (see Equation (2) ). Since, we assume that a disappeared instance cannot reappear, we can stop propagating its existence. ' . The purpose of the project is to build a humanoid robot [19] , [20] helping with domestic applications. The developed test environment is a kitchen, where the robot accomplishes tasks such as set the table or helping with cooking. The robot also can operate kitchen appliances like dish washer or fridge, see Figure 6 .
Details of development and implementation as well as a practical example are given in [14] , [15] .
VI. CONCLUSIONS AND FUTURE WORK
In this work, a three pillar information storage and man agement system for modeling the environment of autonomous I http://www.stb5SS.uni-karlsruhe.de
Future work includes a detailed evaluation of the introduced data association mechanism for the three pillar information storage and management system in a real-world scenario.
Furthermore, future work will be concerned with solving the classification problem, i.e., mapping of instances from the environment model to concepts from prior knowledge. The challenges involve the integration of semantic knowledge, e.g., about attributes and the search for appropriate methods for comparing DoB distributions.
