This paper studies the performance of two dimensional least mean square(TDLMS) adaptive lters as prewhitening lters for the detection of small objects in image data. The object of interest is assumed to have a very small spatial spread and is obscured by correlated clutter of much larger spatial extent. The correlated clutter is predicted and subtracted from the input signal, leaving components of the spatially small signal in the residual output. The receiver operating characteristics of a detection system augmented by a TDLMS prewhitening lter are plotted using Monte-Carlo techniques. It is shown that such a detector has better operating characteristics than a conventional matched lter in the presence of correlated clutter. For very low signal to background ratios, TDLMS based detection systems show a considerable reduction in the number of false alarms. The output energy in both the residual and prediction channels of such lters is shown to be dependent on the correlation length of the various components in the input signal. False alarm reduction and detection gains obtained by using this detection scheme on thermal infrared sensor data with known object positions is presented.
Introduction
This paper addresses the problem of detecting dim objects with very small spatial extent that are masked by spatially large clutter in image data. Applications where this is of interest include the detection of tumors and other irregularities in medical images and target detection in infrared sensor data. Prediction based methods which rely on the accuracy of speci ed image representation models are often applied to such applications 1{3].
A number of models have been proposed for clutter representation 4]. Takken et. al. 5{7] developed a spatial lter based on least mean square optimization to maximize the signal to clutter ratio for a known and xed clutter environment. A local demeaning lter has been used to track the non-stationary mean in an image by Reed et. al. in 8, 9] . Chen et. al. 8 ] modeled the underlying clutter and noise after local demeaning as a whitened Gaussian random process and developed a constant false alarm rate detector using the generalized maximum likelihood ratio. Wang 10] and Adridges et. al. 11] use adaptive techniques to obtain a local estimate of spatially varying clutter. Other infrared systems 8, 12, 13] use multispectral data and multi-dimensional matched ltering techniques based on an underlying model of the data.
One dimensional adaptive linear prediction lters have been applied to the detection of narrow band signals embedded in non-stationary noise as well as to the removal of narrow band interference from broad band data 14{18]. In the rst case a narrow band signal of interest is extracted from the prediction channel of the adaptive lter. In the second case the broad band signal of interest is extracted from the residual error of the adaptive lter 14, 16] . Adaptive lters analogous to the LMS and lattice implementations in one dimension, have been recently extended to two dimensions with applications in image processing 19{23]. These algorithms update the lter weights based on the spatial coherence between the signal and noise components of the data and minimize the variance of the prediction error (residual) without explicit assumptions about the noise statistics.
In this paper the performance of two dimensional least mean square (TDLMS) adaptive lters as whitening lters for the detection of signals of small spatial extent embedded in spatially distributed clutter is examined. In section 2 the TDLMS adaptive lter used in a line enhancer con guration is described. In section 3, the performance of a detection system augmented by a TDLMS prewhitening lter is studied for narrowband clutter in images. The optimal weights for sinusoidal inputs are derived and the receiver operating characteristics are plotted using Monte-Carlo techniques. In section 4 the lter is applied towards the detection of point objects embedded in clouds. The reduction in false alarms due to prewhitening is described. Section 5 describes the application of the TDLMS based lter on thermal infrared multispectral (TIMS) data which contains small objects at known locations.
The Two Dimensional Adaptive Whitening Filter
The optimal detector for known signals in stationary correlated noise is a two stage detector with the rst stage being a whitening lter 24]. For unknown and possibly nonstationary noise and clutter, an adaptive lter can be used as the rst stage whitening lter( Fig.1) as discussed in 14{16] .
The Least Mean Square(LMS) algorithm can be applied as a predictor for whitening the correlated clutter in an image as shown in Fig.2 . The distinction between clutter and noise in this application is based on the predictability of the two. The components of the background that are stochastic random processes will be called noise and the deterministic component of the background which are not part of the signal will be called clutter.
The 
The adaptation algorithm minimizes the expected value of this mean square error over the complete image. An ideal Wiener lter implementation requires knowledge of the autocorrelation and the cross-correlation between the various regions of interest in the image and assumes stationary characteristics. Under such conditions, the ideal lter weights are then given by the two dimensional Wiener-Hopf equation as
W (p; q)R(l ? p; k ? q) l; k = 0; : : :; N ? 1 (3) where W are the optimum lter weights, P is the crosscorrelation matrix de ned by P = and R is the input autocorrelation matrix with elements de ned by R(l ? p; k ? q) = E (X(m ? l; n ? k)X(m ? p; n ? q)) : (4) In the absence of any knowledge of these statistics of the input, the LMS algorithm uses instantaneous estimates. Then, the steepest descent algorithm leads to the weight update equation W j+1 (l; k) = W j + j X(m ? l; n ? k) l; k = 0; : : :; N ? 1
Separation of the clutter and signal of interest is accomplished by predicting one of them and subtracting it from the input channel. Since the image is clutter dominated, with the correlated clutter having more energy than the signal of interest, the adaptive lter is made to adapt to the clutter, and predict it. The residual or error channel then contains the signal of interest in white noise. In our implementation a causal window with quarter plane support and a left to right lexicographic scan were used, though other schemes for prediction and update can be used. 3 Detection Performance for Point Objects in Narrow Band Clutter and Noise
In this section we describe the performance of the two stage detection system described in section 2 for the detection of point objects in narrow band noise and clutter.
The optimal lter weights of the TDLMS adaptive lter are given by the two dimensional
where the lter window is assumed to be L L and the auto correlation and cross correlation matrices are given by R(p ? l; q ? k) = E (X(m ? l; n ? k)X(m ? p; n ? q))
and P(l; k) = E (D(m; n)X(m ? l; n ? k)) : (8) Here X is the primary input and D is the reference input. For the prediction lter con guration shown in Fig.2 (9) where ( x ; y ) are the delays in the two directions. All the simulations in this paper were run with x = y = 1 which corresponds to \one step prediction". 
where = 2 j A 11 j and = 6 A 11 .
To con rm this analytical expression for the optimum weights a TDLMS lter with a 32x32 weight matrix with a of 10 ?8 was applied to a two dimensional sinusoid and the weights were observed after convergence. The sinusoid was taken to have a frequency of 0.28 radians per pixel in both the axes with additive white Gaussian noise at a signal to white noise ratio of 29.59 dB. Two columns of the weight matrix are plotted in Fig.3 , and the weights of the TDLMS adaptive lter agree very well with the optimum weights de ned by Eq.20. It is seen that the optimum weights are sinusoidal when the input is a stationary sinusoid. This result is similar to that obtained for a one dimensional LMS prediction lter with an input consisting of a sinusoid in white Gaussian noise 26, 27] . As in the one dimensional case, with a proper choice of , the TDLMS adaptive lter weights converge so as to predict the correlated component in the background.
In 28] it is shown that the weights of a one dimensional adaptive lter can be modeled as having two components: the optimal weights(W ) and the misadjustment component(W).
The weights of the TDLMS can be similarly modeled with W de ned by Eq.20 and an additive misadjustment term. The prediction channel of the lter will then consist of four components: (1) The optimally predicted clutter, (2) The noise and spatially small signal of interest ltered by W , (3) the misadjustment output due to the clutter and (4) the noise and signal of interest ltered through the misadjustment lter (W). The error channel will contain components from the signal of interest and the input noise, and will also contain the misadjustment components of the clutter.
TDLMS Augmented Detection in Narrowband Noise
The receiver operating characteristics of a detector augmented by a TDLMS adaptive lter were found by Monte-Carlo simulations. The infrared signal model developed by Chan et. al 
where ? is the maximum value of the object intensity function, (x 0 ; y 0 ) is the position of the center of the object, and ( x ; y ) de ne the spatial spread of the object. The background, C(x,y), consists of clutter and noise components of the form, C(x; y) = aSin(! x x + ! y y) + W(x; y) (22) where the power of the clutter component is given by a 2 =2 and W(x; y) is zero mean white Gaussian noise process of variance 2 .
The input image then becomes Y (x; y) = I(x; y) + C(x; y) (23) and is shown 1 in Fig.4a . Fig.5 shows the spectrum of the input image in the two dimensional spatial frequency domain. The sinusoidal clutter contributes to the spatial spectrum of the input with a narrowband spike at the position (! x ; ! y ) of the spatial frequency space. The signal of interest is a broadband signal with its energy spread across a wide band of spatial frequencies. Fig.6 shows the two dimensional frequency domain log magnitude plot of the output image at the residual channel of the TDLMS adaptive lter. A 3 3 window with = 1e ? 6 was used. The broadband energy of the object is seen to be present while there is a notch at the frequency of the interfering clutter, with very little energy in those frequencies. It is thus seen that the narrowband clutter has been predicted and cancelled from the input. This is also evident in Fig.4b which shows the pixel intensities of the error channel output of the TDLMS lter.
The average noise energy per pixel, N E , in Fig.4a is given by N E = a 2 2 + 2 :
All images in this paper are 256 256 pixels in size. They are shown with the upper left corner corresponding to the (1; 1) pixel and the lower right corner corresponding to the (256; 256) pixel. The horizontal direction corresponds to the x axis (the rst index of the image) and the vertical direction corresponds to the y axis. The intensity values for all images has been normalized to have a maximum of 255 and a minimum of 0.
The average correlation per pixel, K, in the noise can then be de ned as the ratio K = a 2 =2 a 2 =2 + 2 : (25) And the total signal energy, S E in the image is
where the image size is N N. The signal to background ratio per pixel(PSBR) in the image then becomes
The Adaptive Clutter whitener(ACW) augmented detector was compared with a conventional matched lter for di erent amounts of background correlation. The lter window used was 3 3 and a = 10 ?6 was chosen. The amount of correlation in the background was allowed to vary while the total N E was kept constant. Thus the PSBR was kept xed, and the correlated component (K) in the background was increased from 0 to 1. The probability of detection and the probability of false alarm were found for both the ACW-augmented detector and the conventional matched lter and the receiver operating characteristics plotted.
The probability of detection (P d ) was found by using the detector output at the pixels where the object is known to be present and comparing it to a threshold to make a decision. 500 independent runs were used to calculate the probability of detection. The probability of false alarm (P fa )was calculated by comparing the pixel output values of the same matched lter at pixel locations where the object was known to be absent. The threshold was selected across the range of the matched lter outputs to get di erent false alarm and detection rates.
In these simulations the P fa was found using the matched lter output at 25 random pixels in the image (su ciently far away from the object location) for 500 runs giving a total of 12500 samples. A very low PSBR and consequently a very high P fa was used to reduce the number of computations required to calculate the P fa . Fig.7 shows the receiver operating characteristics(ROCs) of the two detectors. When the background consists of white noise (ie, K = 0), the conventional matched lter has better operating characteristics than the augmented matched lter. This is expected, since the misadjustment in the TDLMS augmenting lter will add to the white noise in the background. Further, as K increases, the performance of both the detectors is seen to degrade and the operating characteristics move towards the right of the plot, signifying a higher P fa for a given P d . However, the performance of the conventional matched lter degrades much more than that of the ACW augmented lter. The operating characteristics of the conventional matched lter for a low correlation factor in the background (K = 0:11) are below those of the ACW augmented detector at K = 0:89. It should be noted that the TDLMS based ACW did not require any explicit model for the background clutter, and was able to adapt to the correlated components.
Operating Characteristics of the TDLMS Augmented Detector
The same narrow band image was also passed through a local demeaning lter using a 4 4 window. The local demeaning lter has been found to produce Gaussian image statistics 8, 9] . Further, the covariance of the output of local demeaning lters has been found to be very close to the identity matrix 8, 9] . This makes the local demeaning algorithm a likely candidate for whitening lters. However, for narrow band images with a strong frequency component away from the zero frequency (in the 2-D spatial frequency domain) the local demeaning lter is not able to remove the high frequency components of the clutter. Figure 8 shows the output of the local demeaning lter. The spectrum (shown in Fig.9 ) of this output shows the presence of the sinusoidal clutter as the narrow band interference. If the window size of the local demeaning lter is chosen larger than 4 4, the local mean approaches the global mean and the performance of the local demeaning lter degrades.
Bounds on
The distinction between the clutter and the signal of interest is accomplished on the basis of the di erences in the correlation lengths of the signal and the background clutter. The rate of adaptation of the TDLMS lter depends very strongly on the value of the adaptation parameter . Hence, the issue of predicting only the background clutter and ignoring the presence of the signal in its prediction is critically dependent on the choice of .
If (30) and lies within the bounds in Eq.28, the lter will be able to predict the background clutter but not the signal of interest, and thus separate the two. It is obvious that a lower value of will lead to more of the energy from the signal to be output in the error channel, at the same time should high enough to converge to the background clutter statistics. Further as is increased, the misadjustment noise increases and the lter performance will degrade. Thus it is expected that for any given set of clutter and signal correlation characteristics, there will be an optimum value of which will give a maximum gain in the TDLMS output. This will be experimentally seen in section 5.
Reduction in Number of False Alarms
The performance of a TDLMS prewhitening adaptive lter for nonideal backgrounds is studied in this section. To characterize the improvement obtained by the use of a TDLMS prewhitener, the false alarm rate of such a detector is used as a metric.
Images consisting of single pixel signals of various intensities embedded in a cloud were generated. The cloud background was generated 2 using the random midpoint displacement 2 The program used for generating the clouds was developed by Om Sharma now at the Goddard Space Flight Center, Greenbelt, MD. generation technique for fractals which is often used for scene generation and cloud modeling 30, 31] . The correlation characteristics of such backgrounds was examined and found to be similar to the 2-D Gaussian model developed by Chan et. al. 4 ]. Fig.10 shows the input with 20 objects inserted at random points with random input signal to noise ratios. Fig.11 shows the output from the TDLMS ( lter window of 3 3 and = 1e ? 7) after most of the background cloud has been cancelled and the residual output contains the signals of interest.
The detectability of the signal of interest depends on the signal to background ratio in its local region and we de ne the local signal to background ratio (LSBR) as the signal to background ratio in a window around the region of interest. 
where, m w is the mean of the background in the window of interest and w is the variance in the same window. Since the background statistics vary across the image, the LSBR gain is not directly related to the input signal amplitude. Table 1 details the signal to background ratio gains for the 20 pixels of interest. A threshold for perfect detection can be de ned as the highest threshold at which the weakest signal of interest is detected. For this image it was found that the number of false alarms per pixel of the image, at the threshold of perfect detection, is reduced from 0.74 to 0.12 after processing with the TDLMS adaptive lter. It is thus seen that the background clutter is predicted very well by the TDLMS lter with a vast improvement in the detectability of the signals.
To characterize this further, the number of false alarms for a single object in this clutter was found for varying input signal intensities, at a single location in the image with the use of a 3 3 TDLMS adaptive lter. A one pixel object was inserted at the pixel location (100,100) and detection was done by thresholding the output image to the intensity value of the object pixel at the residual output. This is the highest threshold that could be used for the detection of the inserted object. At this threshold the number of false alarms in the image were found. Fig.12 shows the change in the number of false alarms per pixel of the output image as a function of the input LSBR for two di erent values of . The unprocessed image, due to the dim nature of the object and low LSBR, has a very high number of false alarms. The TDLMS whitening lter shows a vast improvement (both for the = 10 ?7 and the = 10 ?6 cases) with the number of false alarms in the image going to zero as the LSBR increases. As expected, the number of false alarms is less for = 10 ?7 than for the = 10 ?6 case, since the lower permits better separation of the components of a signal based on their correlation lengths. The equivalent false alarm number for two di erent local demeaning lters is also shown. The local demeaning lters with window sizes of 9x9 or 7x7 show a reduction in the number of false alarms as the LSBR increases. However for very low LSBR the local demeaning lter has signi cantly high number of false alarms.
Performance with TIMS Sensor Data
In this section we present the results obtained by applying this two stage augmented detector to infrared image data. The image used is channel 4 of a 6 channel data set collected by the NASA Thermal Infrared Multispectral Scanner(TIMS) sensor and includes a rural background over the hills of Adelaide, Australia 12] . This section includes performance data from both real and injected point objects in TIMS sensor output data. The injected objects were utilized to illustrated the performance of the TDLMS lter for known object parameters. Fig.13 shows the behavior of 3 3 TDLMS lter as a function of for a one pixel signal at two di erent signal intensities. As described in section 3.4, there is an optimum value of at which the maximum gain is obtained. If is less than this optimum value, the lter is not able to converge to the statistics of the clutter. Hence the residual channel contains some component of the correlated clutter leading to a reduced gain. If the value of is higher than the optimum, the adaptive lter is very sensitive to changes in the input, and some of the energy from the signal of interest is also predicted and cancelled. The misadjustment noise in the adaptive lter weights increases with and is another factor contributing to the drop in gain as increases.
Dependence on the Adaptive Time Constant

Separation by Di erences in Correlation Lengths
To study the ability of the TDLMS prewhitener to separate signals based on spatial correlation, simulation studies were conducted with varying signal spread. Two objects with symmetric Gaussian intensity functions de ned by Eq.21 were inserted in the infrared background. The value of 2 (= 2 x = 2 y ) de nes the spread of the object intensity. A higher 2 leads to a more spatially spread signal. Fig.14 shows an image with the two components inserted in the background. One is the object of interest (at pixel location 100,100) which is a Gaussian shape with 2 = 2 and the other is a component of the same shape but with 2 = 98. Fig.15 shows the output of the TDLMS whitener ( lter size of 3 3 and = 1e?7 ) for this case, where the component of the input with 2 = 2 is seen to be present, while the output for the 2 = 98 case is absent. Figure 16 shows the energy at the pixel of interest in the residual channel output of the TDLMS lter as a function of the signal correlation length ( 2 ). An object de ned by Eq.21 was used and the pixel intensity at the output observed. It is seen that as the correlation length increases, the output energy at the pixel of interest decreases. Further, as shown in Fig.17 , the energy in the prediction channel of the TDLMS lter correspondingly increases as the correlation length increases. It should be noted that the prediction channel output always contains the energy due to the non zero mean of the image which is seen in Fig.17 as a base level of 1:3 10 4 .
In both these plots, three regions (depending on ) can be de ned for this TDLMS adaptive lter:
(1) For objects with very small correlation length, the energy is contained almost totally in the output channel.
(2) For objects of long correlation length, the energy is absent from the output.
(3) For objects of intermediate correlation length, there is a partial decorrelation between the input and reference channels. In such cases the energy of the object is split between both channels.
A similar plot for the local demeaning lter is shown in Fig.18 , and it is seen that the local demeaning lter is not able to provide a clear boundary between the two regions of di ering correlation spread. Thus we see that the TDLMS is able to separate the object of interest from the clutter based on their correlation spread.
Detection of Small Objects in Spatially Correlated Clutter
In 12] Ho et. al. identi ed 14 pixels which contained small objects in the TIMS sensor data described above. The 14 pixels were identi ed on the basis of multispectral data in the 6 separate bands. The locations designated in 12] are illustrated in by boxes in Fig.19 . The pixel intensities at the output of the TDLMS lter (residual channel) is shown in Fig.20 . A 3 3 TDLMS lter with = 10 ?7 was used. Table 6 describes the input and output signal to background ratios for these pixels. Note that the gain is very nonuniform across the image. This is a result of variations in the LSBR across the image. Fig.21 shows a high resolution intensity plot around the 13 th object de ned in Table 6 . As seen in the gure and described in the table, this object has a very high LSBR. This causes the object to be predicted. Fig.22 shows the corresponding output for this pixel. It is seen that there are a number of pixels in the local region with comparable intensity. Fig.23 is a similar high resolution plot around the 14 th object de ned in Table 6 . In this case, due to the low LSBR, the output (shown in Fig.24 ) is seen to contain energy due to the object pixel and there is a vast improvement in the detectability. This is also seen in the LSBR gain for this pixel as seen in Table 6 .
Though there is a loss in LSBR at some pixels it is seen that the detection performance of the lter improves considerably when the input image is processed by the TDLMS adaptive lter. For a threshold set to detect all 14 of the signal mentioned in Table 6 , the number of false alarms in the image is signi cantly reduced. If the detection criterion is changed to reduce the number of detected objects the number of false alarms in the image are further reduced. A plot of the percentage of objects detected as a function of the number of false alarms per pixel is shown in Fig.25 . A similar plot for the local demeaning lter is also shown in this gure and it is seen that for a xed number of false alarms per pixel the percentage of of objects detected is much higher when the data is processed with the TDLMS based adaptive lter than with the local demeaning lter.
Conclusions
The TDLMS adaptive prediction lter was applied to the problem of detecting objects in image data. It is seen that for correlated inputs, the TDLMS lter weights converge to the solution of the two dimensional Wiener-Hopf equation. This leads to the clutter in the image being predicted thereby allowing the signal of interest to be enhanced relative to the background clutter. For an ideal two dimensional sinusoidal input as clutter, the lters weights were shown to be sinusoidal, analogous to the one dimensional lter. It was shown that the TDLMS based lter creates a notch in the spatial frequencies of the narrow band clutter.
On simulated cloud data and in TIMS sensor data containing small objects at known locations, it was also shown that the number of false alarms is signi cantly reduced when the input is preprocessed with the TDLMS lter. The separation of the signal of interest from the clutter was seen to depend on the energy of the signal and the di erence in correlation length between the background and the object of interest. It is seen that the gain obtained by prewhitening depends on the local correlation characteristics of the image around the pixel of interest.
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