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In this paper, we consider the characteristic initial–boundary value problem
(IBVP) for the multi-dimensional Jin–Xin relaxation model in a half-space with
arbitrary space dimension n52: As in the one-dimensional case (n ¼ 1; see (J.
Differential Equations, 167 (2000), 388–437), our main interest is on the precise
structural stability conditions on the relaxation system, particularly the formulation
of boundary conditions, such that the relaxation IBVP is stifﬂy well posed, that is,
uniformly well posed independent of the relaxation parameter e > 0; and the solution
of the relaxation IBVP converges, as e! 0; to that of the corresponding limiting
equilibrium system, except for a sharp transition layer near the boundary. Our main
result can be roughly stated as Stiff Kreiss Condition ¼ Uniform Kreiss Condition for
the relaxation IBVP we consider in this paper, which is in sharp contrast to the one-
dimensional case (Z. Xin and W.-Q. Xu, J. Differential Equations, 167 (2000),
388–437). More precisely, we show that the Uniform Kreiss Condition (which is
necessary and sufﬁcient for the well posedness of the relaxation IBVP for each ﬁxed
e), together with the subcharacteristic condition (which is necessary and sufﬁcient for
the stiff well posedness of the corresponding Cauchy problem), also guarantees the
stiff well posedness of our relaxation IBVP and the asymptotic convergence to the
corresponding equilibrium system in the limit of small relaxation rate. Optimal
convergence rates are obtained and various boundary layer behaviors are also
rigorously justiﬁed. # 2002 Elsevier Science (USA)
Key Words: hyperbolic systems with relaxation; stiff well posedness; asymptotic
convergence; subcharacteristic condition; stiff Kreiss condition.1. INTRODUCTION
Consider the characteristic initial–boundary value problem (IBVP) for the
following multi-dimensional linear Jin–Xin relaxation model [4]
@tue þ @x1v
e
1 þ    þ @xnv
e
n ¼ 0;
@tve1 þ a1@x1u
e ¼ 1e ðv
e
1  l1u
eÞ;
..
.
@tven þ an@xnu
e ¼ 1e ðv
e
n  lnu
eÞ;
8>>><
>>>:
ð1:1Þ462
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INITIAL-BOUNDARY VALUE PROBLEM 463in the half-space x150; x0 ¼ ðx2; . . . ; xnÞ 2 Rn1 where the space dimension
n52 is arbitrary and ue 2 R; vej 2 R; lj 2 R; aj > 0; 14j4n and e > 0:
For convenience, we denote
U e ¼
ue
ve1
ve2
..
.
ven
2
66666664
3
77777775
; S ¼
0 0 0    0
l1 1 0    0
l2 0 1    0
..
. ..
. ..
. . .
.
0
ln 0 0    1
2
66666664
3
77777775
; ð1:2Þ
A1 ¼
0 1 0    0
a1 0 0    0
0 0 0    0
..
. ..
. ..
. . .
. ..
.
0 0 0    0
2
66666664
3
77777775
; . . . ;
An ¼
0 0    0 1
0 0    0 0
..
. ..
. . .
. ..
. ..
.
0 0    0 0
an 0    0 0
2
66666664
3
77777775
; ð1:3Þ
and rewrite (1.1) more concisely in the following matrix form:
@tU e þ
Xn
j¼1
Aj@xjU
e ¼
1
e
SU e: ð1:4Þ
In addition, we prescribe (1.1) with initial condition
ueðx; 0Þ ¼ u0ðxÞ; vejðx; 0Þ ¼ vj 0ðxÞ; 14j4n ð1:5Þ
and linear boundary condition
B0ueð0; x0; tÞ þ B1ve1ð0; x
0; tÞ ¼ bðx0; tÞ: ð1:6Þ
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the solution ðue; veÞ and its asymptotic convergence to the solution ðu; vÞ of
the following equilibrium linear wave equation
@tuþ
Xn
j¼1
lj@xju ¼ 0; vj ¼ lju; 14j4n ð1:7Þ
as the rate of relaxation e goes to zero. Of particular interest is the precise
structural stability conditions on the IBVP (1.4)–(1.6) under which the
above convergence holds.
It is known that, due to the highly singular nature of the stiff relaxation
term, the dissipative mechanism in the relaxation approximation (1.1) is
rather weak and additional structural stability conditions have to be
satisﬁed in order to guarantee the asymptotic convergence of the solution of
(1.1) to that of (1.7), even in the case of Cauchy problems. The most well
known is the following subcharacteristic condition [4, 9, 16]
Xn
j¼1
l2j
aj
41 ð1:8Þ
which can be formally derived from the ‘‘Navier–Stokes’’ equation of (1.1)
@tue þ
Xn
j¼1
lj@xju
e ¼ e
Xn
j;k¼1
@xjððajdjk  ljlkÞ@xk u
eÞ ð1:9Þ
through the classical Chapman–Enskog expansions [1].
For asymptotic convergence to hold, it is actually necessary and sufﬁcient
that the IBVP or the Cauchy problem be stiffly well posed [10, 17] in the
following sense:
Definition 1.1. The Cauchy problem (1.4)–(1.5) is said to be stifﬂy well
posed if the solution U e satisﬁes the following uniform estimate:
Z
Rn
jU eðx; tÞj2 dx4KðtÞ
Z
Rn
jU0ðxÞj2 dx for all t50 ð1:10Þ
for some positive constant KðtÞ independent of e and U0 2 L2ðRnÞ:
Definition 1.2. The initial–boundary value problem (1.4)–(1.6) is stifﬂy
well posed if for all a > 0; there exists a constant K ¼ KðaÞ > 0 independent
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 Rn1Þ and b 2 L2ðRn1  RþÞ such thatZ 1
0
Z
Rnþ
jU eðx; tÞj2e2at dx dt þ
Z 1
0
Z
Rn1
jU eð0; x0; tÞj2e2at dx0 dt
4K
Z 1
0
Z
Rn1
jbðx0; tÞj2e2at dx0 dt þ
Z
Rnþ
jU0ðxÞj2 dx
 !
: ð1:11Þ
The Cauchy problem, especially in the one-dimensional case, has been
studied extensively by many authors and various asymptotic convergence
results have been obtained under the subcharacteristic assumptions, see for
example, [9–11, 13, 18]. Indeed, the following theorem on the multi-
dimensional Cauchy problem (1.4)–(1.5), proved in Section 2, rigorously
justiﬁes the relevancy of the subcharacteristic condition (1.8) and completely
describes the asymptotic behavior of the solution ðue; veÞ of the Cauchy
problem (1.4)–(1.5) as e! 0:
Theorem 1.3 (Cauchy problem). (1) The Cauchy problem (1.4) and (1.5)
is stiffly well posed if and only if the subcharacteristic condition (1.8) is
satisfied.
(2) Assume the subcharacteristic condition (1.8) and U0 2 L2ðRnÞ: Let U ¼
ðu; v1; v2; . . . ; vnÞ be the solution of the following linear wave equation:
@tuþ
Xn
j¼1
lj@xju ¼ 0; uðx; 0Þ ¼ u0ðxÞ;
vj ¼ lju; 14j4n: ð1:12Þ
Then we have Z
Rn
jU e  U j2ðx; tÞ dx! 0 as e! 0 ð1:13Þ
for all t > 0:
(3) If we further assume U0 2 H2ðRnÞ; then we also haveZ
Rn
jU e  U j2ðx; tÞ dx4Oð1Þe2ð1þ t2ÞjjU0jj2H2
þ Oð1Þet=e
Xn
j¼1
jjvj 0  lju0jj2L2 : ð1:14Þ
(4) There exists an initial layer
uilðx; tÞ ¼ 0; vilj ðx; tÞ ¼ e
t=eðvj 0ðxÞ  lju0ðxÞÞ; 14j4n ð1:15Þ
WEN-QING XU466such that Z
Rn
jU e  U  U ilj2ðx; tÞ dx4Oð1Þe2ð1þ t2ÞjjU0jj2H 2 : ð1:16Þ
The IBVP, on the other hand, is physically more relevant; however, much
less is known [15, 17, 19, 20]. This is the main subject of this paper. Our goal
is to establish similar stability and asymptotic convergence results as in
Theorem 1.3 for the relaxation system (1.4) in the presence of boundaries.
The central issue, as in the classical theory of multi-dimensional hyperbolic
initial–boundary value problems [3, 6, 12, 14], is how to formulate the
boundary conditions in order to guarantee the uniform stability for the
relaxation system (1.4).
For each ﬁxed e; (1.4)–(1.6) deﬁnes a uniformly characteristic multi-
dimensional hyperbolic initial–boundary value problem. On the other hand,
the stiff well posedness of the IBVP (1.4)–(1.6) as deﬁned in Deﬁnition 1.2
clearly implies the well posedness of the IBVP (1.4)–(1.6) in the classical
sense. Therefore in order for the IBVP (1.4)–(1.6) to be stifﬂy well posed, it is
necessary that the boundary condition (1.6) satisﬁes the so-called Uniform
Kreiss Condition (UKC) [6, 12], which in our case, as will be seen in Section
3.1, requires
B0B1 > 0: ð1:17Þ
An important question then arises naturally: Is the Uniform Kreiss
Condition (1.17), that is, the fact that the IBVP (1.4)–(1.6) is well posed for
each ﬁxed e; along with the subcharacteristic condition (1.8), also sufﬁcient
for the stiff well posedness of the IBVP (1.4)–(1.6)?
The answer to the above question is in general negative. In this regard, we
mention two important recent results, one [17] on the one-dimensional Jin–
Xin model and the other [19] on the multi-dimensional Katsoulakis–
Tzavaras model [5]. In both cases, necessary and sufﬁcient conditions are
obtained for the stiff well posedness of the relaxation initial–boundary value
problems. These conditions, referred to as Stiff Kreiss Conditions, are
explicitly given and are genuinely stronger than the usual Uniform Kreiss
Conditions. The asymptotic convergence and the corresponding boundary
layer behaviors, including optimal convergence rates, are also obtained.
Additionally, we mention that Yong [20] considered the noncharacteristic
IBVP for a general multi-dimensional linear relaxation system and formally
derived a complicated ‘‘Generalized Kreiss Condition’’ as a necessary
condition for the existence of a zero relaxation limit. However, neither
sufﬁciency of GKC nor asymptotic convergence of (1.4)–(1.7) was
established in [20]. Interested readers may consult the original papers for
details.
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however, the answer to the above question is positive, regardless of the space
dimension. This is in sharp contrast to the one-dimensional case [17] and
seems to be the ﬁrst known example for which the Uniform Kreiss
Condition, together with the subcharacteristic condition, implies the Stiff
Kreiss Condition. More precisely, we have the following main theorem of
this paper.
Theorem 1.4 (IBVP). Assume the subcharacteristic condition (1.8) and
U0ðxÞ  0: ð1:18Þ
Then, we have
(1) The IBVP (1.4)–(1.6) is stiffly well posed if and only if the boundary
condition (1.6) satisfies the Uniform Kreiss Condition (1.17).
(2) Assume (1.17) and let bðx0; tÞ 2 L2ðRn1  RþÞ: Then there exists a
unique solution U ¼ ðu; v1; . . . ; vnÞ of (1.7) such thatZ 1
0
Z
Rnþ
jU e  U j2ðx; tÞe2at dx dt ! 0 as e! 0 ð1:19Þ
for any a > 0:
(3) If we further assume bðx0; tÞ 2 H 2ðRn1  RþÞ with compatibility
condition bðx0; 0Þ ¼ @tbðx0; 0Þ ¼ 0 for all x0 2 Rn1; then
Z 1
0
Z
Rnþ
jU e  U j2ðx; tÞe2at dx dt4
Oð1Þe2jjbjj2H2 if l1 > 0;
Oð1Þejjbjj2L2 if l150;
Oð1Þe1=2jjbjj2L2 if l1 ¼ 0:
8><
>>: ð1:20Þ
(4) There exists a boundary layer
Ubl ¼
Ublðx1=e; x0; tÞ if l150;
Ublðx1=
ﬃﬃ
e
p
; x0; tÞ if l1 ¼ 0
(
ð1:21Þ
in the cases l150 and l1 ¼ 0 such that
Z 1
0
Z
Rnþ
jU e  U  Ublj2e2at dx dt4
Oð1Þe2jjbjj2H2 if l150;
Oð1Þe3=2jjbjj2H 2 if l1 ¼ 0:
(
ð1:22Þ
The proof of Theorem 1.4 uses the same techniques as in [17, 19] and is
carried out in Section 3. First, the Uniform Kreiss Condition and the Stiff
WEN-QING XU468Kreiss Condition are derived and are then shown to be equivalent. The stiff
well posedness is then proved by the Fourier–Laplace transform technique.
Finally, the desired asymptotic convergence results and the corresponding
boundary layer behaviors are obtained through a careful asymptotic
analysis.
A major shortcoming of the present work is that we have not been
able to extend the above results to the case when the initial data is
nonzero. Assumption (1.18) is clearly undesirable and we expect the same
uniform stability and asymptotic convergence results in Theorem 1.4 to
hold also in the case when U0ðxÞ=0: Note that the same difﬁculty
was also encountered in [17, 19], but was overcome by using a special
property of the one-dimensional Jin–Xin model and the multi-dimensional
Katsoulakis–Tzavaras model, namely, the existence of a convex
entropy (under the subcharacteristic condition) in the sense of [2].
However for the multi-dimensional Jin–Xin relaxation model (1.4),
such an entropy no longer exists and therefore a different approach is
needed.
2. CAUCHY PROBLEM
In this section, we study the Cauchy problem
@tU e þ
Xn
j¼1
Aj@xjU
e ¼
1
e
SU e;
U eðx; 0Þ ¼ U0ðxÞ; ð2:1Þ
where U0ðxÞ 2 L2ðRnÞ:
2.1. Derivation of the Subcharacteristic Condition
We note that system (2.1) is symmetrizable hyperbolic under the
transformation u! u; vj !
ﬃﬃﬃﬃ
aj
p
vj; therefore according to classical hyper-
bolic theory, the Cauchy problem (2.1) is well posed for each ﬁxed e > 0: Our
main concern here is to study the structural stability condition under which
the solutions of (2.1) satisfy the uniform estimates in (1.10) and the
convergence estimates in (1.13)–(1.16).
Since (2.1) is a constant coefﬁcient hyperbolic problem, its solution can be
easily obtained by Fourier transform. Let
#U
e
ðk; tÞ ¼
Z
Rn
eikxU eðx; tÞ dx; k 2 Rn; ð2:2Þ
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e
satisﬁes the following linear ODE system:
@t #U
e
¼
1
e
S 
Xn
j¼1
iekjAj
 !
#U
e
ð2:3Þ
with initial data
#U
e
ðk; 0Þ ¼ #U0ðkÞ ¼
Z
Rn
eikxU0ðxÞ dx: ð2:4Þ
Therefore, one obtains
#U
e
ðk; tÞ ¼ e
S
Pn
j¼1
iekjAj
 
t=e
#U0ðkÞ: ð2:5Þ
Now it follows from Parseval’s identity that the uniform estimate (1.10) is
equivalent to
jje
S
Pn
j¼1
iekjAj
 
t=e
#U0jjL2ðRnÞ4KðtÞ
1=2jj #U0jjL2ðRnÞ ð2:6Þ
or in other words, the solution operator e
S
Pn
j¼1
iekjAj
 
t=e
(in Fourier space)
is uniformly bounded for all e on the Hilbert space L2ðRnÞ for each t50:
Using a standard localization technique (see, for example, [7]), one can
easily reduce (2.6) to the following equivalent local condition:
jje
S
Pn
j¼1
iekjAj
 
t=e
jj4KðtÞ1=2 ð2:7Þ
which, by a rescaling in k 2 Rn; can be further simpliﬁed to
jje
S
Pn
j¼1
ikjAj
 
t=e
jj4KðtÞ1=2; ð2:8Þ
where the norm in (2.7) and (2.8) is the usual matrix norm.
Now ﬁx some t > 0: Let o ¼ oðkÞ be an eigenvalue of the matrix S Pn
j¼1 ikjAj; then one has
jeoðkÞt=ej4jje
S
Pn
j¼1
ikjAj
 
t=e
jj ð2:9Þ
and hence
jeoðkÞt=ej4KðtÞ1=2 for all k 2 Rn and e > 0: ð2:10Þ
WEN-QING XU470As a necessary condition, one obtains
ReoðkÞ40 for all k 2 Rn ð2:11Þ
for each eigenvalue of the matrix S 
Pn
j¼1 ikjAj:
Using elementary matrix techniques, one computes that
det oI  S 
Xn
j¼1
ikjAj
 ! !
¼ ðoþ 1Þn1 o2 þ oþ
Xn
j¼1
kjðajkj þ iljÞ
 !
: ð2:12Þ
Therefore, the eigenvalues of the matrix S 
Pn
j¼1 ikjAj are given by
o ¼ 1 ðmultiplicity n 1Þ ð2:13Þ
and
o ¼ oðkÞ ¼
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
Pn
j¼1 4kjðajkj þ iljÞ
q
2
: ð2:14Þ
The n 1 multiple eigenvalues o ¼ 1 satisfy requirement (2.11) trivially.
For o ¼ oðkÞ; (2.11) now requires
Re
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
Xn
j¼1
4kjðajkj þ iljÞ
r
41 for all k 2 Rn: ð2:15Þ
or equivalently,
Xn
j¼1
ljkj
 !2
4
Xn
j¼1
ajk2j for all k 2 R
n: ð2:16Þ
Using Cauchy–Schwarz inequality, one has
Xn
j¼1
ljkj
 !2
¼
Xn
j¼1
ljﬃﬃﬃﬃ
aj
p ﬃﬃﬃﬃajp kj
 !2
4
Xn
j¼1
l2j
aj
 ! Xn
j¼1
ajk2j
 !
ð2:17Þ
with the equality holding when
kj ¼ clj=aj ð2:18Þ
for some c 2 R and all 14j4n:
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Xn
j¼1
l2j
aj
41: ð2:19Þ
This is exactly the well known subcharacteristic condition.
Remark. By a simple rescaling, we have for any r > 0;
Xn
j¼1
l2j
aj
4r ,
Xn
j¼1
ljkj
 !2
4r
Xn
j¼1
ajk2j for all k 2 R
n: ð2:20Þ
2.2. Sufficiency of the Subcharacteristic Condition
We now continue to show that the above subcharacteristic condition
(2.19) is also sufﬁcient for the uniform estimate in (1.10). In fact, we are able
to prove a slightly stronger estimate
jje
S
Pn
j¼1
ikjAj
 
t
jj4Oð1Þ ð2:21Þ
for some constant Oð1Þ independent of k 2 Rn and t50: This shows the
constant KðtÞ can be chosen to be independent of t50:
We have seen that the eigenvalues of the matrix S 
Pn
j¼1 ikjAj are given
by o ¼ 1 (multiplicity n 1) and o ¼ oðkÞ as deﬁned in (2.14). It is easy
to check that
oþðkÞ ¼ oðkÞ , k 2M; ð2:22Þ
where
M ¼ k 2 Rn :
Xn
j¼1
ljkj ¼ 0;
Xn
j¼1
ajk2j ¼ 1=4
( )
ð2:23Þ
is an n 2 dimensional compact manifold in Rn:
We now deﬁne
RðkÞ ¼
oðkÞ oþðkÞ 0    0
l1  ia1k1 l1  ia1k1 k2=k1    kn=k1
l2  ia2k2 l2  ia2k2 1    0
..
. ..
. ..
. . .
. ..
.
ln  iankn ln  iankn 0    1
2
66666664
3
77777775
: ð2:24Þ
WEN-QING XU472Then for k =2M; k1=0; RðkÞ is nonsingular and its inverse is given by
LðkÞ ¼RðkÞ1
¼
1
oþo
ik1
oðooþÞ
ik2
oðooþÞ
   iknoðooþÞ
1
ooþ
ik1
oþðoþoÞ
ik2
oþðoþoÞ
   iknoþðoþoÞ
0 k1ða2k2þil2Þoþo 1
k2ða2k2þil2Þ
oþo
   knða2k2þil2Þoþo
..
. ..
. ..
. . .
. ..
.
0 k1ðanknþilnÞoþo 
k2ðanknþilnÞ
oþo
   1 knðanknþilnÞoþo
2
6666666664
3
7777777775
;
ð2:25Þ
where o ¼ oðkÞ:
With RðkÞ and LðkÞ deﬁned as above, we now have
S 
Xn
j¼1
ikjAj ¼ RðkÞ diagfoþðkÞ;oðkÞ;1; . . . ;1gLðkÞ ð2:26Þ
and
e
S
Pn
j¼1
ikjAj
 
t
¼ RðkÞ diagfeoþðkÞt; eoðkÞt; et; . . . ; etgLðkÞ
¼ Q1
1 0    0
l1 0    0
..
. ..
. . .
. ..
.
ln 0    0
2
666664
3
777775þ e
t
0 0    0
l1 1    0
..
. ..
. . .
. ..
.
ln 0    1
2
666664
3
777775
þ
0 ik1Q2    iknQ2
ia1k1Q2  l1oþðkÞQ3 k1Q3 a1k1þil1oðkÞ    knQ3
a1k1þil1
oðkÞ
..
. ..
. . .
. ..
.
ianknQ2  lnoþðkÞQ3 k1Q3 an knþilnoðkÞ    knQ3
anknþiln
oðkÞ
2
6666664
3
7777775
;
ð2:27Þ
where
Q1 ¼ Q1ðk; tÞ ¼
oþðkÞeoðkÞt  oðkÞeoþðkÞt
oþðkÞ  oðkÞ
; ð2:28Þ
Q2 ¼ Q2ðk; tÞ ¼
eoþðkÞt  eoðkÞt
oþðkÞ  oðkÞ
ð2:29Þ
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Q3 ¼ Q3ðk; tÞ ¼
eoþðkÞt  eoðkÞt
oþðkÞ  oðkÞ

eoðkÞt  et
oðkÞ þ 1
: ð2:30Þ
We note that by continuity, the above expression (2.27) also holds when
k 2M or k1 ¼ 0:
The uniform boundedness of the matrix e
S
Pn
j¼1
ikjAj
 
t
now follows from
the next lemma.
Lemma 2.1. Under the subcharacteristic condition (2.19), the following
estimates hold uniformly for all k 2 Rn and t50:
ReoðkÞ40; jeoðkÞtj41; ð2:31Þ
joðkÞj5Oð1Þð1þ jkjÞ; joþðkÞj4Oð1Þjkj; ð2:32Þ
jQ1ðk; tÞj4Oð1Þ; jQ2ðk; tÞj4Oð1Þ; jQ3ðk; tÞj4Oð1Þ; ð2:33Þ
jkQ2ðk; tÞj4Oð1Þ; joþðkÞQ2ðk; tÞj4Oð1Þ; ð2:34Þ
jkQ3ðk; tÞj4Oð1Þ; joþðkÞQ3ðk; tÞj4Oð1Þ: ð2:35Þ
Proof. The estimates in (2.31) follow from our derivation of the
subcharacteristic condition (2.19). Equation (2.32) follows directly from
formula (2.14). We now prove (2.33). First, we consider Q2ðk; tÞ: It is clear
that Q2ðk; tÞ is uniformly bounded for k 2 Rn away from M since oþðkÞ 
oðkÞ is away from zero. For k close toM; we have oþðkÞ  12; oðkÞ 
12: We rewrite Q2ðk; tÞ as
Q2ðk; tÞ ¼
eoþðkÞt  eoðkÞt
oþðkÞ  oðkÞ
¼
1
oþðkÞ  oðkÞ
Z oþðkÞ
oðkÞ
tetz dz: ð2:36Þ
Again Q2ðk; tÞ is uniformly bounded since tetz is uniformly bounded in t50
as Re z 1
2
: The uniform boundedness of Q3ðk; tÞ can be proved similarly
and the estimate on Q1ðk; tÞ follows from the above estimate on Q2ðk; tÞ and
the following identity:
Q1ðk; tÞ ¼
eoþðkÞt þ eoðkÞt
2
þ
1
2
Q2ðk; tÞ: ð2:37Þ
We now look at the estimates in (2.34). To prove the uniform
boundedness of jkjQ2ðk; tÞ; it sufﬁces to consider the case when jkj is large.
WEN-QING XU474However for large jkj; we have joþðkÞ  oðkÞj5Oð1Þjkj: Therefore jkjQ2ðk; tÞ
is uniformly bounded for all k 2 Rn and t50: Since joþðkÞj4Oð1Þjkj holds
for all k 2 Rn; therefore oþðkÞQ2ðk; tÞ is also uniformly bounded. Finally
(2.35) can be proved similarly. ]
2.3. Asymptotic Convergence
We now study the limiting behavior of the solution of the Cauchy
problem (2.1) as e! 0 and prove the convergence results in Theorem 1.3.
As in the one-dimensional case [17], the solution U e of the Cauchy
problem (2.1) is expected to converge, in the limit of e! 0; to a solution
U ¼ ðu; v1; . . . ; vnÞ which satisﬁes
@tuþ l  rxu ¼ 0; vj ¼ lju; 14j4n: ð2:38Þ
Clearly, only the initial data uðx; 0Þ is needed in order to determine a unique
solution from (2.38). The natural choice for uðx; 0Þ is obviously
uðx; 0Þ ¼ ueðx; 0Þ ¼ u0ðxÞ ð2:39Þ
and therefore we obtain
uðx; tÞ ¼ u0ðx1  l1t; . . . ; xn  lntÞ; vjðx; tÞ ¼ ljuðx; tÞ; 14j4n ð2:40Þ
with Fourier transform
#uðk; tÞ ¼ e
Pn
j¼1
ikjljt #u0; #vjðk; tÞ ¼ lje

Pn
j¼1
ikjljt #u0; 14j4n: ð2:41Þ
The initial data vejðx; 0Þ ¼ vj 0ðxÞ in (2.1), while playing no role in
determining the relaxation limit U ðx; tÞ; is responsible for the initial layer
in the v components
uilðx; tÞ ¼ 0; vilj ðx; tÞ ¼ e
t=eðvj 0ðxÞ  lju0ðxÞÞ; 14j4n: ð2:42Þ
whose Fourier transform is given by
#uilðk; tÞ ¼ 0; #vilj ðk; tÞ ¼ e
t=eð#vj 0ðkÞ  lj #u0ðkÞÞ; 14j4n: ð2:43Þ
The formal pointwise convergence of #U
e
ðk; tÞ ! #Uðk; tÞ for each k 2
Rn; t > 0 as e! 0 can be easily veriﬁed by checking the limiting behavior of
the solution operator (in Fourier space) e
S
Pn
j¼1
ikjAj
 
t=e
:
First we note that for each ﬁxed k 2 Rn; we have, as e! 0
oþðekÞ ! 0; oðekÞ ! 1; oþðekÞ=e! 
Xn
j¼1
iljkj ð2:44Þ
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et=e ! 0; eoðekÞt=e ! 0 for all t > 0: ð2:45Þ
Therefore, we obtain from (2.27) (with a rescaling of k and t)
e
S
Pn
j¼1
iekjAj
 
t=e
! e
Pn
j¼1
iljkjt
1 0    0
l1 0    0
..
. ..
. . .
. ..
.
ln 0    0
2
666664
3
777775 ð2:46Þ
and hence the desired pointwise convergence of
#U
e
ðk; tÞ ! #Uðk; tÞ as e! 0 ð2:47Þ
for each k 2 Rn; t > 0:
With (2.47), the rigorous convergence of
jjU eð; tÞ  U ð; tÞjjL2ðRnÞ ¼
1
ð2pÞn=2
jj #U
e
ð; tÞ  #Uð; tÞjjL2ðRnÞ ! 0 ð2:48Þ
for each ﬁxed t > 0 now follows easily from Lebesgue’s dominated
convergence theorem.
Next, we justify the validity of the initial layer U ilðx; tÞ (see (2.42) or (2.43))
by proving the convergence estimate (1.16) in Theorem 1.3.
Lemma 2.2. There exist a constant Oð1Þ independent of k; t and e such
that
jQ1ðek; t=eÞ  e

Pn
j¼1
iljkjt j4Oð1Þejkjð1þ jkjtÞ: ð2:49Þ
Proof. First, by using the deﬁnition of oþðkÞ in (2.14), we can easily
obtain
oþðekÞ=eþ
Xn
j¼1
iljkj

4Oð1Þejkj2: ð2:50Þ
It follows then
jeoþðekÞt=e  e
Pn
j¼1
iljkjtj ¼ jeoþðekÞt=eþ
Pn
j¼1
iljkjt  1j4Oð1Þejkj2t; ð2:51Þ
WEN-QING XU476where we have used the elementary inequality
jez  1j4jzj for all z with Re z40: ð2:52Þ
The desired estimate (2.49) now follows from the estimates in Lemma 2.1,
(2.51) and the following identity:
Q1ðek; t=eÞ ¼ oþðekÞQ2ðek; t=eÞ þ eoþðekÞt=e: ] ð2:53Þ
Using Lemmas 2.1 and 2.2, we now obtain from (2.27) (with a rescaling in
k and t) the following uniform estimate:
j #U
e
ðk; tÞ  #Uðk; tÞ  #U
il
ðk; tÞj4Oð1Þejkjð1þ jkjtÞ ð2:54Þ
and hence the uniform estimate (1.16) in Theorem 1.3. Finally, we note that
estimate (1.15) follows from (1.16) and the explicit structure of the initial
layer U ilðx; tÞ given in (2.42). The proof of Theorem 1.3 is now complete.
3. INITIAL–BOUNDARY VALUE PROBLEM
We now turn to study the following IBVP:
@tU e þ
Xn
j¼1
Aj@xjU
e ¼
1
e
SU e;
U eðx; 0Þ ¼ U0ðxÞ;
B0ueð0; x0; tÞ þ B1ve1ð0; x
0; tÞ ¼ bðx0; tÞ; ð3:1Þ
where x150; x0 ¼ ðx2; . . . ; xnÞ 2 Rn1:
We note that the above IBVP is uniformly characteristic. Therefore,
according to the classical hyperbolic theory [12], the boundary condition
should not involve the characteristic variables v2; . . . ; vn: This explains why
we consider only boundary conditions of the above form. In addition, we
assume that B0 and B1 are real.
3.1. Uniform Kreiss Condition
Consider ﬁrst
@tU þ
Xn
j¼1
Aj@xjU ¼ F ðx; tÞ;
U ðx; 0Þ ¼ U0ðxÞ;
B0uð0; x0; tÞ þ B1v1ð0; x0; tÞ ¼ bðx0; tÞ: ð3:2Þ
INITIAL-BOUNDARY VALUE PROBLEM 477It is clear that the above IBVP is symmetrizable hyperbolic and the
boundary x1 ¼ 0 is uniformly characteristic. We now apply the elementary
normal mode analysis and derive the Uniform Kreiss Condition so that
IBVP (3.2) and hence (3.1) is well posed for each ﬁxed e:
We take F ðx; tÞ  0; bðx0; tÞ  0 and consider solutions of the form
Unðx; tÞ ¼ ext=neik
0 x0=nfðx1=nÞ; ð3:3Þ
where n > 0; x 2 C; Re x > 0; k0 ¼ ðk2; . . . ; knÞ 2 Rn1 and f ¼ ðf0;f1; . . . ;
fnÞ 2 L
2ðRþÞ: Such solutions, if they exist, should be kicked out by the
boundary condition. Otherwise, IBVP (3.2) would be ill-posed.
Plugging (3.3) into (3.2), we obtain
A1fs ¼  xI þ
Xn
j¼2
ikjAj
 !
f: ð3:4Þ
Note that the matrix A1 is singular with rank 2. We obtain from the above
n 1 algebraic relations
fjðsÞ ¼ iajkj=xf0ðsÞ; 24j4n ð3:5Þ
and the following reduced 2 2 ODE system for ðf0;f1Þ:
f0
f1
" #
s
¼ Mðx; k0Þ
f0
f1
" #
; ð3:6Þ
where
Mðx; k0Þ ¼
0 x=a1
x
Pn
j¼2 ajk
2
j =x 0
" #
: ð3:7Þ
The eigenvalues of Mðx; k0Þ are given by
o ¼ oðx; k0Þ ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ
Pn
j¼2 ajk
2
j
a1
s
ð3:8Þ
and the corresponding eigenvectors are
1
a1oðx; k0Þ=x
" #
¼
1

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1x
2 þ
Pn
j¼2 a1ajk
2
j
q
=x
2
4
3
5: ð3:9Þ
WEN-QING XU478Lemma 3.1. Let k0 2 Rn1 and x 2 C with Re x > 0: Then we have
Reoþðx; k0Þ5Re x=
ﬃﬃﬃﬃﬃ
a1
p
> 0; Reoðx; k0Þ4Re x=
ﬃﬃﬃﬃﬃ
a1
p
50: ð3:10Þ
Proof. The proof of this lemma is elementary and is omitted. ]
Therefore, the solution ðf0;f1Þ has the form
f0ðsÞ
f1ðsÞ
" #
¼ const eoðx;k
0Þs
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1x
2 þ
Pn
j¼2 a1ajk
2
j
q
=x
2
4
3
5: ð3:11Þ
The Uniform Kreiss Condition can now be formulated as follows:
1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1x
2 þ
Pn
j¼2 a1ajk
2
j
q
=x
 2
B0 þ B1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1x
2 þ
Pn
j¼2 a1ajk
2
j
q
=x
 24Oð1Þ ð3:12Þ
for all x 2 C; Re x > 0 and k0 2 Rn1: It is clear [12] that IBVP (3.2) is well
posed if and only if the boundary condition satisﬁes the above Uniform
Kreiss Condition (3.12).
Lemma 3.2. The Uniform Kreiss Condition (3.12) is equivalent to the
following condition:
B1=0 and
B0
B1
> 0: ð3:13Þ
Proof. Assume (3.12). First by letting jk0j ! 1 in (3.12), we see that B1
is necessarily nonzero. Next we note that, for each k0 2 Rn1; the complex
function
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1x
2 þ
Pn
j¼2 a1ajk
2
j
q
=x is analytic in the half-plane Re x > 0 and
continuous up to all boundary points except the origin. Therefore by
continuity, (3.12) holds for all x 2 C; Re x50; x=0; and k0 2 Rn1: In
particular, we have
B0 þ B1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1x
2 þ
Xn
j¼2
a1ajk2j
vuut =x=0 ð3:14Þ
for all x 2 C; Re x50; x=0; and k0 2 Rn1:
INITIAL-BOUNDARY VALUE PROBLEM 479Now take x ¼ a; a > 0: It is clear that the functionﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1x
2 þ
Xn
j¼2
a1ajk2j
r
=x ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1 þ
Xn
j¼2
a1ajk2j =a2
r
; a > 0; k0 2 Rn1
ð3:15Þ
attains all values in the interval ½
ﬃﬃﬃﬃﬃ
a1
p
;þ1Þ:
On the other hand, by taking x ¼ ib; b 2 R; b25
Pn
j¼2 ajk
2
j ; b=0; we
have ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1x
2 þ
Xn
j¼2
a1ajk2j
r
=x ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1 
Xn
j¼2
a1ajk2j =b
2
r
ð3:16Þ
now attaining all values in the interval ½0;
ﬃﬃﬃﬃ
a1
p
:
Condition (3.13) now follows easily from (3.14).
Conversely, let us assume (3.13). It is easy to see that the imaginary part
of
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1x
2 þ
Pn
j¼2 a1ajk
2
j
q
always has the same sign as that of x: Therefore,
for Re x > 0; we always have
Re
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1x
2 þ
Pn
j¼2 a1ajk
2
j
q
x
> 0: ð3:17Þ
This, together with (3.13), shows
B0 þ B1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1x
2 þ
Pn
j¼2 a1ajk
2
j
q
x

5jB0j ð3:18Þ
and
B0 þ B1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1x
2 þ
Pn
j¼2 a1ajk
2
j
q
x

5 B1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1x
2 þ
Pn
j¼2 a1ajk
2
j
q
x

: ð3:19Þ
The Uniform Kreiss Condition now follows immediately. ]
Remark. The Uniform Kreiss Condition for IBVP (3.2) is equivalent to
the maximal dissipative boundary condition [8].
Remark. Under the Uniform Kreiss Condition, we also have the
estimate
j  iajkj=xj
B0 þ B1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1x
2 þ
Pn
j¼2 a1ajk
2
j
q
=x
 4Oð1Þ; 24j4n ð3:20Þ
WEN-QING XU480and therefore, in the case F ðx; tÞ ¼ 0 and U0ðxÞ ¼ 0; IBVP (3.2) also satisﬁes
the boundary estimates for the characteristic variables ð24j4nÞZ 1
0
Z
Rn1
jvjð0; x0; tÞj
2 dx0 dt4Oð1Þ
Z 1
0
Z
Rn1
jbðx0; tÞj2 dx0 dt: ð3:21Þ
Remark. The proof of Lemma 3.2 also shows that the Lopatinsky
condition for IBVP (3.2)
B0 þ B1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1x
2 þ
Pn
j¼2 a1ajk
2
j
q
x
=0 ð3:22Þ
for all x 2 C; Re x > 0; and k0 2 Rn1 is equivalent to
B1 ¼ 0 or B0=B1 > 
ﬃﬃﬃﬃ
a1
p
: ð3:23Þ
since
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1x
2 þ
Pn
j¼2 a1ajk
2
j
q
=x takes real values if and only if x 2 Rþ:
3.2. Stiff Kreiss Condition
We now consider the relaxation IBVP (3.1). We assume that the boundary
condition satisﬁes the Uniform Kreiss Condition (3.1) so that IBVP (3.13) is
well posed for each ﬁxed e > 0: In addition, we assume the subcharacteristic
condition (2.19), and therefore the corresponding Cauchy problem (2.1) is
stifﬂy well posed and the solution satisﬁes the convergence estimates as
stated in Theorem 1.3.
Our goal here is to study the limiting behavior of the solution of IBVP
(3.1) as e! 0: We want to derive the precise structural stability conditions
so that the solution of IBVP (3.1) satisﬁes the uniform estimate in (1.11)
independent of e and similar asymptotic convergence results as in the case of
Cauchy problem. We remark that the corresponding one-dimensional case
has been studied by the authors in [17] and the necessary and sufﬁcient
condition required is the so-called Stiff Kreiss Condition, which is stronger
than the Uniform Kreiss Condition. See [17] for details.
We now follow [17] (see also [20]) and derive the Stiff Kreiss Condition by
using a similar normal mode analysis as in the last subsection. Again we take
bðx0; tÞ ¼ 0 and consider solutions of (3.1) of the form
U eðx; tÞ ¼ ext=eeik
0 x0=efðx1=eÞ; ð3:24Þ
where x 2 C; Re x > 0; k0 ¼ ðk2; . . . ; knÞ 2 Rn1 and f ¼ ðf0;f1; . . . ;fnÞ 2
L2ðRþÞ: Unlike ð3:2Þ1; Eq. ð3:1Þ1 is no longer invariant under the scaling
x! x=n; t ! t=n for any n > 0: However, a similar scaling with respect to
the relaxation parameter e renders Eq. ð3:1Þ1 e-independent and naturally
takes the stiff source term into consideration. Again any nontrivial solution
INITIAL-BOUNDARY VALUE PROBLEM 481of the form (3.24) necessarily violates the uniform estimate (1.11) and hence
should be kicked out by the boundary condition.
Plugging (3.24) into (3.1), we now obtain
A1fs ¼ S 
Xn
j¼2
ikjAj  xI
 !
f: ð3:25Þ
Since the matrix A1 is singular and has rank 2, the above system (3.25)
now reduces to n 1 algebraic relations
fjðsÞ ¼
lj  iajkj
xþ 1
f0ðsÞ; 24j4n ð3:26Þ
and the following 2 2 ODE system for ðf0;f1Þ:
f0
f1
" #
s
¼ Mðx; k0Þ
f0
f1
" #
; ð3:27Þ
where the matrix Mðx; k0Þ is now given by
Mðx; k0Þ ¼
l1=a1 ðxþ 1Þ=a1
x
Pn
j¼2 kjðajkj þ iljÞ=ðxþ 1Þ 0
" #
: ð3:28Þ
The matrix Mðx; k0Þ now has eigenvalues
o ¼ oðx; k0Þ ¼
l1 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l21 þ 4a1xðxþ 1Þ þ
Pn
j¼2 4a1kjðajkj þ iljÞ
q
2a1
ð3:29Þ
with corresponding eigenvectors
1
a1oðx; k0Þ=ðxþ 1Þ
" #
: ð3:30Þ
Lemma 3.3. Assume the subcharacteristic condition (2.19). Then we have,
for all x 2 C; Re x > 0 and k0 2 Rn1;
Reoþðx; k0Þ > 0; Reoðx; k0Þ50: ð3:31Þ
WEN-QING XU482Proof. Let x ¼ aþ ib; a; b 2 R; a > 0 and
p ¼ l21 þ 4a1að1þ aÞ  4a1b
2 þ
Xn
j¼2
4a1ajk2j ;
q ¼ 4a1ð1þ 2aÞbþ
Xn
j¼2
4a1ljkj: ð3:32Þ
First, we note that for q ¼ 0; i.e.,
b ¼ 
Xn
j¼2
ljkj=ð1þ 2aÞ; ð3:33Þ
then
p ¼ l21 þ 4a1að1þ aÞ þ
Xn
j¼2
4a1ajk2j  4a1
Xn
j¼2
ljkj
 !2
=ð1þ 2aÞ2: ð3:34Þ
From the subcharacteristic condition (2.19), it follows that (by taking
k1 ¼ 0)
Xn
j¼2
ljkj
 !2
4
Xn
j¼2
ajk2j : ð3:35Þ
Therefore, we arrive at (note a > 0)
p5l21 þ 4a1að1þ aÞ whenever q ¼ 0 ð3:36Þ
and hence the complex function
hðx; k0Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l21 þ 4a1xðxþ 1Þ þ
Xn
j¼2
4a1kjðajkj þ iljÞ
r
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p þ iq
p
ð3:37Þ
is analytic in the complex half-plane Re x50 for each ﬁxed k0 2 Rn1:
Note that the subcharacteristic condition (2.19) implies that a1  l
2
150:
Consider ﬁrst a1  l
2
1 > 0: A simple algebraic manipulation yields
p2 þ q2
¼ l21 þ 4a1að1þ aÞ þ 4a1b
2 
Xn
j¼2
4a1ajk2j
 !2
þ 16a1ða1  l
2
1Þ bþ a1ð1þ 2aÞ
Xn
j¼2
ljkj=ða1  l
2
1Þ
 !2
þ
16a21ðl
2
1 þ 4a1að1þ aÞÞ
a1  l
2
1
1
l21
a1
  Xn
j¼2
ajk2j 
Xn
j¼2
ljkj
 !28<
:
9=
;: ð3:38Þ
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1
l21
a1
  Xn
j¼2
ajk2j5
Xn
j¼2
ljkj
 !2
: ð3:39Þ
Therefore, we obtain
p2 þ q25 l21 þ 4a1að1þ aÞ þ 4a1b
2 
Xn
j¼2
4a1ajk2j
 !2
ð3:40Þ
and hence
Re hðx; k0Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þ q2
p
2
s
5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l21 þ 4a1að1þ aÞ
q
ð3:41Þ
from which (3.31) follows immediately.
Finally, we consider the case a1  l
2
1 ¼ 0: Note that in this case the
subcharacteristic condition (2.19) implies l2 ¼    ¼ ln ¼ 0: A similar
calculation as the above shows
p2 þ q2 ¼ l21 þ 4a1að1þ aÞ þ 4a1b
2 
Xn
j¼2
4a1ajk2j
 !2
þ 16a21ð1þ 2aÞ
2
Xn
j¼2
ajk2j : ð3:42Þ
The rest of the proof is the same. ]
Thus the general solution of (3.27) satisfying f 2 L2ðRþÞ can be
represented as
f0ðsÞ
f1ðsÞ
" #
¼ const eoðx;k
0Þs 1
a1oþðx; k0Þ=ðxþ 1Þ
" #
; ð3:43Þ
where oðx; k0Þ are as in (3.29).
Therefore, according to the above discussions, the boundary condition
has to satisfy
B0 þ B1a1oþðx; k0Þ=ðxþ 1Þ=0 for all x 2 C; Re x > 0; k0 2 Rn1: ð3:44Þ
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1þ ja1oþðx; k0Þ=ðxþ 1Þj2
jB0 þ B1a1oþðx; k0Þ=ðxþ 1Þj2
4Oð1Þ ð3:45Þ
for all x 2 C; Re x > 0 and k0 2 Rn1:
We note that as B1=0; the above Stiff Kreiss Condition is clearly
equivalent to
jB0 þ B1a1oþðx; k0Þ=ðxþ 1Þj5d ð3:46Þ
for some constant d > 0 independent of all x 2 C; Re x > 0; and k0 2 Rn1:
Remark. The Stiff Kreiss Condition (3.45) implies the Uniform Kreiss
Condition (3.12). This can be seen by substituting x! gx; k0 ! gk0; g > 0
and letting g!1:
Remark. The Uniform Kreiss Condition (3.45) is sufﬁcient for the
nonuniform version of the Stiff Kreiss Condition (3.44). This is because
a1oþðx; k0Þ
xþ 1
2 R)
a1oþðx; k0Þ
xþ 1
2 Rþ ð3:47Þ
as Re x > 0 and Reoþðx; k0Þ > 0:
Lemma 3.4. Assume the subcharacteristic condition (2.19). Then we have,
for all x 2 C; Re x > 0 and k0 2 Rn1;
Reoþðx; k0Þ=ðxþ 1Þ > 0: ð3:48Þ
Proof. For convenience, we denote
R ¼ Re
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p þ iq
p
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þ q2
p
2
s
; ð3:49Þ
where p; q are the same as in (3.32) and x ¼ aþ ib; a > 0; b 2 R: Then we
have, by Lemma 3.3
Rþ l1 > 0 ð3:50Þ
and
Re
oþðx; k0Þ
xþ 1
¼
1þ a
2a1Rðð1þ aÞ
2 þ b2Þ
RðRþ l1Þ þ
1
2ð1þ aÞ
bq
  
: ð3:51Þ
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Re
oþðx; k0Þ
xþ 1
> 0 if bq50: ð3:52Þ
Assume now
bq ¼ 4a1ð1þ 2aÞb bþ
1
1þ 2a
Xn
j¼2
ljkj
 !
40: ð3:53Þ
Then it follows from the subcharacteristic condition (see (3.35)) that
b24
1
ð1þ 2aÞ2
Xn
j¼2
ljkj
 !2
4
1
ð1þ 2aÞ2
Xn
j¼2
ajk2j ð3:54Þ
and hence
p ¼ l21 þ 4a1að1þ aÞ  4a1b
2 þ
Xn
j¼2
4a1ajk2j > 0: ð3:55Þ
Next, consider the quadratic polynomial
QðRÞ ¼ R2 þ l1Rþ
1
2ð1þ aÞ
bq: ð3:56Þ
It is clear that QðRÞ > 0 if
R > Rn 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l21 
2
1þ a
bq
r
5
1
2
l1 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l21 
2
1þ a
bq
r !
> 0: ð3:57Þ
On the other hand, it can be easily checked that
p R2
n
¼ 4a1
1þ 3a
1þ a
b2 þ
2
1þ a
Xn
j¼2
ljkj
 !
bþ
Xn
j¼2
ajk2j þ að1þ aÞ
 !
5 4a1 b
2 þ
2
1þ a
Xn
j¼2
ljkj
 !
bþ
Xn
j¼2
ljkj
 !2
það1þ aÞ
0
@
1
A
> 0 ð3:58Þ
and hence
R5
ﬃﬃﬃ
p
p
> Rn ð3:59Þ
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QðRÞ > 0: ð3:60Þ
Lemma 3.4 now follows. ]
As an immediate consequence of Lemma 3.4, we obtain
Lemma 3.5. Assume the subcharacteristic condition (2.19). Then the Stiff
Kreiss Condition (3.45) is equivalent to the Uniform Kreiss Condition (3.13).
Remark. Under the Stiff Kreiss Condition (3.45), it also holds that
ðlj  iajkjÞ=ðxþ 1Þ
B0 þ B1a1oþðx; k0Þ=ðxþ 1Þ

4Oð1Þ; 24j4n ð3:61Þ
for all x 2 C; Re x > 0; and k0 2 Rn1:
3.3. Solution by Fourier–Laplace Transform
We now consider IBVP (3.1) with U0ðxÞ  0:
@tU e þ
Xn
j¼1
Aj@xjU
e ¼
1
e
SU e;
U eðx; 0Þ ¼ U0ðxÞ ¼ 0;
B0ueð0; x0; tÞ þ B1ve1ð0; x
0; tÞ ¼ bðx0; tÞ: ð3:62Þ
Under the Stiff Kreiss Condition (3.45), the solution of IBVP (3.62) can be
obtained by the method of Fourier–Laplace transform. Let
*U
e
ðx1; k0; xÞ ¼
Z 1
0
Z
Rn1
extik
0 x0U eðx1; x0; tÞ dx0 dt; ð3:63Þ
where k0 2 Rn1; x 2 C; Re x > 0: Then the Fourier–Laplace transform
*U
e
ðx1; k0; xÞ satisﬁes
A1@x1 *U
e
¼
1
e
S 
Xn
j¼2
iekjAj  exI
 !
*U
e
ð3:64Þ
with boundary condition
B0 *ueð0; k0; xÞ þ B1 *ve1ð0; k
0; xÞ ¼ *bðk0; xÞ; ð3:65Þ
INITIAL-BOUNDARY VALUE PROBLEM 487where *bðk0; xÞ is the Fourier–Laplace transform of the boundary data bðx0; tÞ
*bðk0; xÞ ¼
Z 1
0
Z
Rn1
extk
0 x0bðx0; tÞ dx0 dt: ð3:66Þ
From (3.64) we now obtain
*vejðx1; k
0; xÞ ¼
lj  ieajkj
1þ ex
*ueðx1; k0; xÞ; 24j4n ð3:67Þ
and
@x1
*ue
*ve1
" #
¼
1
e
Mðex; ek0Þ
*ue
*ve1
" #
; ð3:68Þ
where the 2 2 matrix Mðx; k0Þ is the same as in (3.28).
Using Lemma 3.3 and (3.65), we now get
*ueðx1; k0; xÞ
*ve1ðx1; k
0; xÞ
" #
¼ const eoðex;ek
0Þx1=e
1
a1oþðex; ek0Þ=ð1þ exÞ
" #
¼ eoðex;ek
0Þx1=e
*ueð0; k0; xÞ
*ve1ð0; k
0; xÞ
" #
; ð3:69Þ
where the boundary data ð *ueð0; k0; xÞ; *ve1ð0; k
0; xÞÞ has the form
*ueð0; k0; xÞ
*ve1ð0; k
0; xÞ
" #
¼
*bðk0; xÞ
B0 þ B1a1oþðex; ek0Þ=ð1þ exÞ
1
a1oþðex;ek0Þ
1þex
" #
: ð3:70Þ
Finally, by using (3.67), we obtain
*vejðx1; k
0; xÞ ¼ eoðex;ek
0Þx1=e *vejð0; k
0; xÞ; 24j4n ð3:71Þ
with
*vejð0; k
0; xÞ ¼ *bðk0; xÞ
ðlj  ieajkjÞ=ð1þ exÞ
B0 þ B1a1oþðex; ek0Þ=ð1þ exÞ
; 24j4n: ð3:72Þ
3.4. Stiff Well Posedness of IBVP (3.62)
We now ﬁx Re x ¼ a > 0 and prove the uniform estimates in (1.11). We
start with the boundary integral estimate. We note that, as an immediate
consequence of the Stiff Kreiss Condition, we have from (3.70)
j *ueð0; k0; xÞj2 þ j*ve1ð0; k
0; xÞj24Oð1Þj *bðk0; xÞj2: ð3:73Þ
WEN-QING XU488Therefore, Z 1
1
Z
Rn1
ðj *ueð0; k0; xÞj2 þ j *ve1ð0; k
0; xÞj2Þ dk0 db
4Oð1Þ
Z 1
1
Z
Rn1
j *bðk0; xÞj2 dk0 db; ð3:74Þ
where x ¼ aþ ib: By Parseval’s relation, we getZ 1
0
Z
Rn1
ðjueð0; x0; tÞj2 þ jve1ð0; x
0; tÞj2Þe2at dx0 dt
4Oð1Þ
Z 1
0
Z
Rn1
jbðx0; tÞj2e2at dx0 dt: ð3:75Þ
Indeed, such boundary integral estimates also hold for the characteristic
variables *vej; 24j4nZ 1
0
Z
Rn1
jvejð0; x
0; tÞj2e2at dx0 dt
4Oð1Þ
Z 1
0
Z
Rn1
jbðx0; tÞj2e2at dx0 dt: ð3:76Þ
This follows from the uniform estimate (3.61).
Since the solution *U
e
ðx1; k0; xÞ has the form
*U
e
ðx1; k0; xÞ ¼ eoðex;ek
0Þx1=e *U
e
ð0; k0; xÞ: ð3:77Þ
Using the above boundary estimates, we now easily obtainZ 1
1
Z
RþRn1
j *U
e
ðx1; k0; xÞj2 dx1 dk0 db
¼
Z 1
1
Z
Rn1
e
2Reoðex; ek0Þ
j *U
e
ð0; k0; xÞj2 dk0 db
4Oð1Þ sup
b; k0
e
2Reoðex; ek0Þ
Z 1
1
Z
Rn1
j *bðk0; xÞj2 dk0 db: ð3:78Þ
Next, we observe that by using inequality (3.41), we have
e
2Reoðex; ek0Þ
4
a1eﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l21 þ 4a1eað1þ eaÞ
q
 l1
4
Oð1Þ l1 > 0;
Oð1Þe1=2 l1 ¼ 0;
Oð1Þe l150;
8><
>:
ð3:79Þ
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0
Z
RþRn1
jU eðx; tÞj2e2at dx db
4
Oð1Þ
R1
0
R
Rn1 jbðx
0; tÞj2e2at dx0 dt l1 > 0;
Oð1Þe1=2
R1
0
R
Rn1 jbðx
0; tÞj2e2at dx0 dt l1 ¼ 0;
Oð1Þe
R1
0
R
Rn1 jbðx
0; tÞj2e2at dx0 dt l150:
8><
>>: ð3:80Þ
This proves that IBVP (3.62) is stifﬂy well posed under the Stiff Kreiss
Condition (3.45).
3.5. Asymptotic Convergence
We now continue to study IBVP (3.62) and prove the convergence results
as stated in Theorem 1.4.
Estimate (3.80) already shows the asymptotic convergence of U eðx; tÞ !
U ðx; tÞ  0 as e! 0 in the cases l150 and ¼ 0: It is clear that the asymptotic
limit U ðx; tÞ  0 in these two cases satisﬁes the limiting linear wave equation
@tuþ l  rxu ¼ 0; vj ¼ lju; 14j4n ð3:81Þ
with initial data
uðx; 0Þ ¼ u0ðxÞ  0: ð3:82Þ
Note that in these two cases (l150 and l1 ¼ 0), no boundary condition is
needed for the limiting equation (3.81) and the boundary condition in (3.62)
has no effect on the asymptotic limit U ðx; tÞ: As a result, a boundary layer
arises naturally in these two cases so that the boundary condition in (3.62)
can be suitably taken care of. The convergence rates in (3.80) are actually
optimal due to the presence of the boundary layers.
In the case l1 > 0; the asymptotic limit U ðx; tÞ still satisﬁes (3.81) and
(3.82); however we no longer have U ðx; tÞ  0 since a further boundary
condition for uð0; tÞ is needed in order to determine U ðx; tÞ uniquely. Instead
of deriving the boundary condition for uð0; tÞ (for example, by using the
method of matched asymptotic expansions as in [17] and then solving for
U ðx; tÞ from (3.81) and (3.82), we choose a more direct approach by taking
the formal pointwise limit (as e! 0) of the solution representation *U
e
ðx1;
k0; xÞ (see (3.69)–(3.72)).
Lemma 3.6. Let l1 > 0 and fix Re x ¼ a > 0: Then there exists a constant
Oð1Þ independent of x; k0 and e such that
ja1oþðex; ek0Þ=ð1þ exÞ  l1j4Oð1Þeðjxj þ jk0jÞ; ð3:83Þ
WEN-QING XU490jðlj  ieajkjÞ=ð1þ exÞ  ljj4Oð1Þeðjxj þ jk0jÞ; ð3:84Þ
oðex; ek0Þ=eþ xþ
Xn
j¼2
ikjlj
 !
,
l1
4Oð1Þeðjxj2 þ jk0j2Þ; ð3:85Þ
Z 1
0
eoðex;ek
0Þx1=e  eðxþ
Pn
j¼2
ikjljÞx1=l1
 2 dx14Oð1Þe2ðjxj4 þ jk0j4Þ: ð3:86Þ
Proof. Inequalities (3.83)–(3.85) follow directly from the deﬁnition of
oðx; k0Þ in (3.29). We now prove (3.86). First, we note that
Reoðex; ek0Þ=e50; Re xþ
Xn
j¼2
ikjlj
 !,
l150 ð3:87Þ
holds for all x; k0 and e: Next, we calculate thatZ 1
0
eoðex;ek
0Þx1=e  eðxþ
Pn
j¼2
ikjljÞx1=l1
 2 dx1
¼
e
2 Reoðex; ek0Þ
þ
l1
2a
  
oðex; ek0Þ=e ðxþ
Pn
j¼2 ikjljÞ=l1
oðex; ek0Þ=eþ ðxþ
Pn
j¼2 ikjljÞ=l1


2
4Oð1Þ oðex; ek0Þ=eþ xþ
Xn
j¼2
ikjlj
 !
,
l1

2
; ð3:88Þ
where the overline denotes complex conjugation.
Estimate (3.86) now follows from inequality (3.85). ]
Using the explicit representation of *U
e
ðx1; k0; xÞ and the lemma above, we
now obtain easily
*U
e
ðx1; k0; xÞ ! *Uðx1; k0; xÞ ¼
*bðk0; xÞ
B0 þ l1B1
eðxþ
Pn
j¼2
ikjljÞx1=l1
1
l1
l2
..
.
ln
2
66666664
3
77777775
: ð3:89Þ
It is not surprising that the above formal limit U ðx; tÞ; the inverse Fourier–
Laplace transform of *Uðx1; k0; xÞ; satisﬁes Eq. (3.81) and the initial condition
(3.82). Furthermore, it satisﬁes the same boundary condition as in (3.62),
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B0uð0; x0; tÞ þ B1v1ð0; x0; tÞ ¼ ðB0 þ l1B1Þuð0; x0; tÞ ¼ bðx0; tÞ: ð3:90Þ
We now verify the above convergence (3.89) rigorously in the u
component. First, by using the Stiff Kreiss Condition (3.45), we have
j *ueðx1; k0; xÞ  *uðx1; k0; xÞj
4Oð1Þj *bðk0; xÞj eoðex;ek
0Þx1=e  eðxþ
Pn
j¼2
ikjljÞx1=l1
 
þ Oð1Þjða1oþðex; ek0Þ=ð1þ exÞ  l1Þj j *bðk0; xÞeoðex;ek
0Þx1=ej: ð3:91Þ
Therefore, by Lemma 3.6, we getZ 1
0
j *ueðx1; k0; xÞ  *uðx1; k0; xÞj2 dx14Oð1Þe2ð1þ jxj4 þ jk0j4Þj *bðk0; xÞj2: ð3:92Þ
On the other hand, it is clear thatZ 1
0
j *ueðx1; k0; xÞ  *uðx1; k0; xÞj2 dx14Oð1Þj *bðk0; xÞj2: ð3:93Þ
In addition, we have from Parseval’s relation (assuming bðx0; tÞ 2 L2),Z 1
1
Z
Rn1
j *bðk0; xÞj2 dk0 db
¼
1
ð2pÞn
Z 1
0
Z
Rn1
jbðx0; tÞj2e2at dx0 dt51: ð3:94Þ
Combining the above estimates (3.92)–(3.94), we now arrive atZ 1
1
Z 1
0
Z
Rn1
j *ueðx1; k0; xÞ  *uðx1; k0; xÞj2 dx1 dk0 db! 0 as e! 0: ð3:95Þ
Additionally, if we assume bðx0; tÞ 2 H2 and bðx0; tÞ satisﬁes the compat-
ibility condition bðx0; 0Þ ¼ @tbðx0; 0Þ ¼ 0 for all x0 2 Rn1; we can also obtain
from (3.92) an optimal convergence rate of order eZ 1
1
Z 1
0
Z
Rn1
j *ueðx1; k0; xÞ  *uðx1; k0; xÞj2 dx1 dk0 db
4Oð1Þe2
Z 1
1
Z 1
0
Z
Rn1
ð1þ jk0j4 þ jxj4Þj *bðk0; xÞj2 dk0 db
4Oð1Þe2jjbjj2H2 : ð3:96Þ
WEN-QING XU492This establishes, in the case l1 > 0; the rigorous convergence results in the
u component as stated in Theorem 1.4. We note that the same analysis can
also be used to prove similar convergence results in the v components.
Details are omitted.
3.6. Boundary Layers
We now study the boundary layers in the cases l150 and l1 ¼ 0 and
improve the convergence results in (3.80).
First we consider the case l150: Similar to Lemma 3.6, we now have
Lemma 3.7. Let l150 and fix Re x ¼ a > 0: Then there exists a constant
Oð1Þ independent of x; k0 and e such that
ja1oþðex; ek0Þ=ð1þ exÞj4Oð1Þeðjxj þ jk0jÞ; ð3:97Þ
jðlj  ieajkjÞ=ð1þ exÞ  ljj4Oð1Þeðjxj þ jk0jÞ; 24j4n; ð3:98Þ
joðex; ek0Þ=e ðl1=a1Þ=ej4Oð1Þðjxj2 þ jk0j2Þ; ð3:99Þ
Z 1
0
jeoðex;ek
0Þx1=e  eðl1=a1Þx1=ej2 dx14Oð1Þe3ðjxj4 þ jk0j4Þ: ð3:100Þ
Taking the formal pointwise limit in the solution representation
*U
e
ðx1; k0; xÞ; we now have, in the case l150;
*U
e
ðx1; k0; xÞ  *U
bl
ðx1; k0; xÞ ¼
1
B0
*bðk0; xÞeðl1=a1Þx1=e
1
0
l2
..
.
ln
2
66666664
3
77777775
: ð3:101Þ
The right-hand side of (3.101), which we denote by *U
bl
ðx1; k0; xÞ; decays
exponentially fast as x1 !1 and goes to zero as e! 0 for each ﬁxed k0; x
and x1 > 0: However, we note that *U
bl
ðx1; k0; xÞ does not go to zero
uniformly in x150; instead it is of order Oð1Þ for x1  Oð1Þe and therefore
represents a boundary layer effect in the solution of IBVP (3.62).
Alternatively, this can be obtained by the method of matched asymptotic
expansions.
We now rigorously justify the above boundary layer structure by proving
the estimate (assuming bðx0; tÞ 2 H 2 and bðx0; tÞ satisﬁes the compatibility
INITIAL-BOUNDARY VALUE PROBLEM 493condition bðx0; 0Þ ¼ @tbðx0; 0Þ ¼ 0 for all x0 2 Rn1)Z 1
0
Z
RþRn1
jU eðx; tÞ  Ublðx; tÞj2e2at dx dt4Oð1Þe3jjbjj2H2 : ð3:102Þ
Again we prove (3.102) for the u component only. The analysis for the v
components is entirely similar. First, we note that by using the Stiff Kreiss
Condition (3.45), we have
j *ueðx1; k0; xÞ  *ublðx1; k0; xÞj
4Oð1Þj *bðk0; xÞj jeoðex;ek
0Þx1=e  eðl1=a1Þx1=ej
þ Oð1Þja1oþðex; ek0Þ=ð1þ exÞj j *bðk0; xÞeoðex;ek
0Þx1=ej: ð3:103Þ
Integrating the above and using (3.79) and Lemma 3.3, we obtainZ 1
1
Z 1
0
Z
Rn1
j *ueðx1; k0; xÞ  *ublðx1; k0; xÞj2 dx1 dk0 db
4Oð1Þe3
Z 1
1
Z
Rn1
ð1þ jxj4 þ jk0j4Þj *bðk0; xÞj2 dk0 db
4Oð1Þe3jjbjj2H2 : ð3:104Þ
Estimate (3.102) now follows from the Parseval’s relation.
Finally, we consider the boundary layer in the case l1 ¼ 0:
Lemma 3.8. Let l1 ¼ 0 and fix Re x ¼ a > 0: Then there exists a constant
Oð1Þ independent of x; k0 and e such that
ja1oþðex; ek0Þ=ð1þ exÞj4Oð1Þe1=2ðjxj þ jk0jÞ; ð3:105Þ
jðlj  ieajkjÞ=ð1þ exÞ  ljj4Oð1Þeðjxj þ jk0jÞ; 24j4n; ð3:106Þ
oðex; ek0Þ
e
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xþ
Pn
j¼2 iljkj
a1e
s
4Oð1Þe1=2ðjxj2 þ jk0j2Þ; ð3:107Þ
Z 1
0
eoðex;ek
0Þx1=e  e

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxþ
Pn
j¼2
iljkjÞ=a1
q
x1=
ﬃ
e
p

2
dx1
4Oð1Þe5=2ðjxj4 þ jk0j4Þ: ð3:108Þ
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*U
e
ðx1; k0; xÞ  *U
bl
ðx1; k0; xÞ ¼
1
B0
*bðk0; xÞe

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxþ
Pn
j¼2
iljkjÞ=a1
q
x1=
ﬃ
e
p
1
0
l2
..
.
ln
2
66666664
3
77777775
:
ð3:109Þ
We now see that the right-hand side of (3.109) still decays exponentially
fast as x1 !1; it goes to zero as e! 0 for each ﬁxed k0; x and x1 > 0 but
remains order Oð1Þ for x1  Oð1Þ
ﬃﬃ
e
p
: Therefore, it still represents a type of
boundary layer behavior in the solution of IBVP (3.62) except that the
boundary layer now lives on a larger scale of
ﬃﬃ
e
p
near the boundary x1 ¼ 0:
We note that such boundary behavior also occurs in the one-dimensional
case [17]. This is because the corresponding IBVP for the limiting linear
wave equation becomes uniformly characteristic.
The validity of the above boundary layer structure can be justiﬁed as
follows.
First, similar to (3.103), we have from the Stiff Kreiss Condition (3.45),
j *ueðx1; k0; xÞ  *ublðx1; k0; xÞj
4Oð1Þj *bðk0; xÞj eoðex;ek
0Þx1=e  e

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxþ
Pn
j¼2
iljkjÞ=a1
q
x1=
ﬃ
e
p

þ Oð1Þja1oþðex; ek0Þ=ð1þ exÞj j *bðk0; xÞeoðex;ek
0Þx1=ej: ð3:110Þ
Integrating the above and using (3.79) and Lemma 3.6, we haveZ 1
1
Z 1
0
Z
Rn1
j *ueðx1; k0; xÞ  *ublðx1; k0; xÞj2 dx1dk0 db
4Oð1Þe3=2
Z 1
1
Z
Rn1
ð1þ jxj4 þ jk0j4Þj *bðk0; xÞj2 dk0 db
4Oð1Þe3=2jjbjj2H2 ; ð3:111Þ
where we have assumed implicitly that bðx0; tÞ 2 H 2 and bðx0; tÞ satisﬁes the
compatibility condition bðx0; 0Þ ¼ @tbðx0; 0Þ ¼ 0 for all x0 2 Rn1:
The desired boundary layer estimate (for the u component)Z 1
0
Z
RþRn1
jueðx; tÞ  ublðx; tÞj2e2at dx dt4Oð1Þe3=2jjbjj2H2 ð3:112Þ
INITIAL-BOUNDARY VALUE PROBLEM 495now follows easily from Parseval’s relation. The proof for the boundary
layer estimates in the v components is similar.
This completes the proof of Theorem 1.4. ]:
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