The paper proposes to render the mathematic relations between the mathematic ideal of a generating polynomial from GF (2), the generating matrix of the type 4 x 7 associated to this ideal and the generating polynomial g(x), as well as the relations between the generating matrix H of the type 3 x 7, associated to a second mathematic ideal and to a second generating polynomial h(x). These generating polynomials as well as the generating matrixes G and H are not randomly selected, they being part of an associative general linear algebra generated by a polynomial f(x) from GF(2) that has as dividends the polynomials g(x) and h(x). All these we shall concretely exemplify in the proposed paper. Much more, we shall observe, also by a concrete example furnished in this paper, the connecting relations that exist between the matrixes G and H and that are very important in the mathematic theory of encodings. Practically, in the theory of encodings by redundant symbols, if between two matrixes there is no total relation of orthogonally, than the decoding cannot be realized. Therefore a property of the two matrixes is strictly necessary, this fact being also exemplified and demonstrated in this article.
Introduction

Theorems and definitions
We present first the mathematic notions used in this article, theorems and definitions. Definition 1.1: The set of residues modulo 2 classes (or modulo p) is a field; these fields are known in the literature as the Galois fields, in honor of the French mathematician who discovered and studied them. Let one note: GF (2), GF (p) etc., GF being the acronym from a Galois Field (mathematically we write: card F = r, where r is in a whole finite number).
The Galois field theory one is working with polynomials factor decomposition into irreducible polynomials. Also redundant coding theories are particularly interested in situations where p is a prime number. Also in the theory of error-correcting codes detectors and working with the following Galois fields: GF(2), GF(3), ... GF(p), GF(q=p m ), p being a prime number. An important role have the fields of the GF (2 m ) type, with which one often works in the theory of redundant codes. An important concept that is common in the theory of error detection and correction codes, and that we present here, is the ideal. Observation: It shows that the ring of integers, m any integer multiple forms an ideal. Such a kind of ideal (an item consisting of multiple integer m), called the principal ideal, and m is ideal generator. Definition 1.3: A ring in which every ideal is principal ideal, called principal ideals ring. It demonstrates that the ring of integers (Z, +, •) is the ideal ring of principal ideals. Also, the polynomial ring over the Galois field Galois GF (q), noted, R[X]/GF(q) and is the ideal ring of the principal ideals.
It is necessary to introduce the notion of linear algebra and its presentation. Definition 1.4: A lot A is a linear associative algebra over the field of q elements when the following axioms:
(2)
Example of linear associative algebra
We consider the polynomial ring (R[X]/GF(2)) over the Galois field GF(2) and we decompose it in equivalence classes in relevance to the polynomial x 3 +1; the equivalence classes (rests) are the following:{0}, {1}, {x}, {x+1}, {x 2 }, {x 2 +1}, {x 2 + x + 1}. These eight rest classes in relation to the polynomial x 3 +1 for a linear associative algebra over the ring (R[X]/GF(2)) in relation to the modulo assuming and multiplication operation (x 3 +1). Even more: the set of the classes of residues forming linear associative algebra is a vector space of dimension 3. The eight elements of the vector space of dimension three can be represented geometrically and binary vertices of a cube, as in figure 1: Some important theorems used in the encoding theory redundant detection and correction of errors: Theorem1.1. In linear algebra of polynomials modulo f(x) is over the Galois field GF(q), denoted:
, with degree f(x) = n, we have f( ) = 0, where is the rest class of the polynomial x modulo f(x) (where α = {x}modulo f(x)) and is no polynomial g(x) of degree g(x) < n, so that g( ) = 0.
An example that this theorem is correct, is just linear algebra associative shown above: (R[X]/GF(2)); f(x)= x 3 +1. So, we can observe that there is no polynomial g(x) of lower degree than 3, therefore: g( ) = 0. Theorem1.2. The algebra of polynomials modulo f (x) with degree f (x) = n or I an ideal and g (x) a polynomial of minimal degree which belongs to the ideal I; then any polynomial s(x) belongs to the ideal I is divisible by g(x) we write:
Theorem1.3. Algebra of polynomials modulo f(x), for any ideal I of this algebra, there is a single standardized minimum degree polynomial whose class denoted with {g(x)} belongs to this ideal and remains (we write: {g(x)} I ); thus such a polynomial, norms g(x) is called the generator of the ideal I.
This theorem is valid and mutual.
2. The calculation of the matrixes G and H for a concrete example of associative linear algebra using the generating polynomials g (x) and h(x)
Chosen associative linear algebra
As in the redundant encoding theory of the Galois field's type we are interested in GF (2m), we choose the polynomial coefficients modulo 2:
With it generates a linear associative algebra containing 2 7 = 128 elements, thus: 
Building the G matrix with the help of the generating polynomial g(x)
It is already clear that building observing relationships (5). The two types of polynomials, generating two ideals size 4 and 3 as follows:
The ideal size 4 is generated by the polynomial g(x), the ideal size (which is a vector subspace at the same time) is given by the relation:
The number of elements of this ideal is:
Polynomial g (x) belongs, of course, to the ring of polynomials .
The ideal generated by g(x): According to the relation (11), it is noted that the generator matrix G is of type (4 x 7), because the degree of f (x) = 7, and 4 is the ideal size (namely, the subspace basis vector).
We note that the generator matrix G consists of two sub matrixes:
where I 4 is the unit matrix of rank 4. 
Building the H matrix with the help of the generating polynomial h(x)
The dimension of the ideal (vector subspace) given by h(x) contained in the associative linear algebra given by f(x), is 3, having 8 elements, because
Thus, we have:
We note that the vectors are given by polynomials of the basis vector subspace of dimension 3, thus generating matrix H associated with this vector subspace consists of combinations of code shown in bold in the relations (14):
Observations and results
Equations and formulae It is noted that carrying out the matrixes product G * H T one obtains the null matrix: Basically, the elements of the two ideal generated by the polynomials f (x) and g (x) form a null space. It was thus null space definition of the term as follows:
Definition3.1. The null space is that of the subspace ideal generated by g(x) where each element of that subspace is orthogonal to any element of the ideal generated by h(x).
According to the elements presented in this paper, such as
, it is easily observable and demonstrable that: 
, with degree f(x) = n and degree h(x) = k. Then, in the modulo polynomial generated algebra f(x), the ideal generated by g(x) has the dimension k.
This theorem triggers another one: Theorem3.2. The polynomial f(x) over the finite Galois field of 1 elements (we write mathematically:
) and the polynomial f(x) can be decomposed in the form:
; than we can state that: in the modulo polynomial algebra f(x) (we write: 
where we have noted n = grad f(x), and k = grad g(x)
Analogically it is shown that for more general cases, and the matrix H (which in this particular case does not comply with the rule, but independent linear combinations of rows and columns can reach a matrix H *) is composed of two sub-blocks of all matrix so that:
Conclusions and future directions
The presented work is intended, as a good teaching material for students, which emphasizes the close connection between the notions of higher algebra and the theory of error-correcting codes used in data transmissions. The parity check matrix G and H or Hamming matrix, are often used for encoding and decoding code words received in most error-correcting codes (Hamming, Hadamard, Golay codes, convolution, cyclic redundancy etc.), being closely related to notions as null space, Hamming distance, error syndrome. The H matrix is essential for decoding.
As future directions, we can achieve broader connections between H matrix and the types of errors encountered in data reception channels and the look-up table, the types of codes and routing tables of Field Programmable Gate Array (FPGA). This approach helps at reception date with minimum errors, by scheduling a particular type of FPGA, Asynchrony Transfer Mode (ATM) equipment, IEEE Wireless MAN (WiMax), Link Multi-access Data System (LMDS), or Cisco Systems routers type.
