In this paper we perform a lab-based user study (n=21) of email re-finding behaviour, examining how the characteristics of submitted queries change in different situations. A number of logistic regression models are developed on the query data to explore the relationship between userand contextual-variables and query characteristics including length, field submitted to and use of named entities. We reveal several interesting trends and use the findings to seed a simulated evaluation of various retrieval models. Not only is this an enhancement of existing evaluation methods for Personal Search, but the results show that different models are more effective in different situations, which has implications both for the design of email search tools and for the way algorithms for Personal Search are evaluated.
INTRODUCTION
It is well documented in the literature that people regularly need to re-access and re-use information that they have created or accessed in the past [11, 27, 29] and that existing desktop management and search tools are inadequate to support this activity effectively, resulting in huge frustration and waste of resources [1, 4, 5, 28] . Personal Information Access (PIA) as a research area focuses on providing search solutions to help people re-find information they have seen or accessed previously or information relating to themselves [16] . The need for better tools to support Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. SIGIR '11, July 24-28, 2011 PIA is clear. However, there are two main research issues that must be addressed to facilitate progress in this area:
First, little is known about the behaviour of users in response to information re-access needs, i.e. the behaviour that search tools should support. An understanding of what people need and how they act in order to achieve those aims is essential to know how to best support user behaviour, either through algorithmic or interface support.
Second, new tools and algorithms are difficult to evaluate scientifically given a lack of open and accepted test collections and evaluation frameworks for Personal Search. Although progress in this area has been made [3, 20, 21] , the current state of the art approach suffers from a number of limitations and is not widely used as a result.
In this paper we contribute to resolving these issues. First, we perform a user study to learn about the characteristics of user querying behaviour when re-finding email messages and the factors which can influence the types of queries people submit. We examine the relationship between user and contextual variables and query characteristics including the length of the query, the field submitted on and the use of named entities. Second, we utilize the findings of this study to improve the query simulation process as applied in the literature [20, 21] . We analyse the performance of several retrieval algorithms based on simulated query profiles generated from the user study data. Taking this approach allows us to investigate and understand the relationship between user behaviour and algorithmic support for re-finding.
The remainder of the paper is structured as follows: Section 3 presents the user study, detailing the study design and data analyses; Section 4 describes the seeded evaluation process, explaining the choice of collections, the query generation method, and the retrieval models tested; Section 5 presents the experimental results; Section 6 discusses the scope and limitations of our work. Finally, Section 7 outlines our main conclusions and plans to extend the work in the future. First, to motivate the work and provide a platform to discuss our findings, we summarize appropriate related work.
RELATED WORK

An Overview of Re-finding behaviour
Previous work has shown people to re-access and re-find information regularly. For example, 60-80% of web page visits are re-accesses [23] and roughly 40% of web searches are performed with the aim of re-finding something seen before [27] . Desktop search tool logs show that on average users submit over 4 queries per day and email is the type of media people re-find most often [11, 10] .
Re-finding queries tend to be much shorter than typical web queries. Dumais and her colleagues [11] and Cutrell and his colleagues [10] both report average queries lengths of 1.6 terms compared to the well documented 2.3 for web search. Tyler and Teevan [29] found that web re-finding queries had on average 12.1 characters compared to 18.9 for queries to find new results. Desktop search logs show that re-finding queries rarely contain advanced query operators with as little as 7.5% of the queries containing features, such as boolean operators, phrases, or field restrictions specified [11] . Named entities play an important role in re-finding with queries often containing references to people. A quarter of queries in [11] , for example, contained people's names.
Context is another important aspect of re-finding. What people tend to remember [13] and how difficult they perceive re-finding tasks to be [15] both vary in different situations. Given these relationships, it is possible that different behaviour will be exhibited in these situations as has been shown previously for web search engine behaviour. In web search, when users are faced with a difficult task, they start to formulate more diverse queries, use advanced operators more, and spend longer examining result pages [2] . If similar behavioural changes occur when performing difficult re-finding tasks then it would important consequences for the way behaviour is simulated in automated evaluation approaches for Personal Search. Here we seek to identify important situational variations to inform the choice of tasks in simulated evaluations.
Evaluating Personal Search
The difficulties in evaluating Personal Search behaviour are well-documented [17, 19] . In addition to major privacy and participation issues, there is a lack of shared resources, such as test collections and tasks. The main approaches to date have been naturalistic investigations with specific tools [11, 10, 9] , case studies for particular scenarios [19] and labbased user studies [7, 25, 17] . While all of these approaches offer advantages, none are suited to the controlled, repeatable evaluation of search algorithms.
Methods for automated evaluation have also been proposed. For example, Chernov and colleagues [8] suggested that researchers volunteer their own personal data to create a shared test collection for research purposes. Kim and Croft use pseudo-desktop collections that share the properties of personal collections to avoid privacy issues [20] . Three separate collections were created from the TREC Enterprise Track's W3C dataset, by taking the email messages for three prominent people in the collection and augmenting them by gathering related documents of various types from the Web. A further collection was created by using public university documents relating to individuals. These datasets have since been publicly released.
Using their collections, Kim and Croft create known-item retrieval tasks based on simulated queries [3] . Simulated queries are a potentially powerful method of scientific evaluation for Personal Search. However, there are problems with current implementations, which are over-simplified and make assumptions about user behaviour that are not necessarily true. For example, query terms are typically drawn independently from the document and either do not make use of field information [3] or assume that all fields are equally likely to be queried on [20] . Further, current implementations do not incorporate what we already know about user behaviour (e.g. that people often make use of named entities in queries).
It seems likely to us that the kinds of queries submitted will change in different scenarios. Re-finding behaviour is guided by user recollections [6] and people remember different things in different situations, with this being heavily influenced by contextual factors [13] . We hypothesize that the types of queries submitted will change in different situations. If this is the case, not only should this be incorporated in simulations, but it may mean that the type of algorithmic support required will also vary situationally, with obvious implications for search tools.
To test this hypothesis we performed a controlled user study to examine re-finding behaviour for email messages. We analyse some of the data collected to learn about the characteristics of the queries submitted and how these can change in different situations.
A STUDY OF EMAIL QUERY BEHAV-IOUR
Study Design
We decided to focus on email search tasks because looking for different types of documents may lead to different behaviour and therefore require a larger-scale study to investigate properly. As email is the type of object re-found most often and there are appropriate collections available, we felt this would be a good starting point for research of this kind.
Our study population included 21 participants from a well-known British university, consisting of a mix of academic and research staff, undergraduate computer science students and a post-graduate class with a variety of undergraduate academic backgrounds, including former business, geography, modern-languages and philosophy students. The participants had been using their collections for varying time periods, with the post-grads having relatively new collections (the average age of collection was less than 3 months) and the academic staff comparatively older collections (avg. age˜3years). Reflecting this, some of the collections contained few messages (min = 95) and others several thousand (max =8954, median = 5132). The participants also reported using email for different purposes. While the students tended to use email mainly for class announcements and collaborative working, the academics used email for a wide range of purposes, including task and contact management, data storage, version control, collaborative authoring, as well as simple communication.
We went to great lengths to establish realistic re-finding tasks for participants that could be performed on their own personal collections without invading individual privacy. This was achieved following the methodology proposed by [17] and involved performing a number of preliminary studies with the participants and their peers, including interviews, collection tours and diary studies of the re-finding tasks people in these groups perform. This work allowed us to establish a pool of experimental tasks suitable for each groups of users. These pools reflected the contents of their collections and simulating the kinds of re-finding tasks they may perform in a naturalistic setting. The task pools contained example tasks of each of the three types identified in [17] : Lookup tasks involved finding specific pieces of information, such as passwords or phone numbers from an email; Item tasks involved finding complete emails perhaps to print out or forward to someone else; and multi-item tasks involved re-finding multiple email messages and sometimes processing to content of those mails to complete the task 1 . Each participant was allocated 9 tasks from these pools to complete on 3 systems (3 tasks per system -1 of each type), 2 search-based interfaces and a third interface where the participants could only browse through their folders to find the information required to complete tasks. Here, we only study the queries submitted to the search systems because we were interested in understanding how the characteristics of submitted queries changed in different situations. Both search interfaces provided an interface widget to select the field that the query would be submitted to, but it is important to acknowledge that the search systems were not the same, differing in the way queries were submitted and in the way that results were presented. The main difference was in the way results were presented. The first system presented results as a standard list, while in the second system results were clustered graphically by date received. Full details of the systems can be found in [12] . We account for differences in the systems in our data analyses below.
The responses from pre-and post-task questionnaires combined with the demographic data and collection statistics for the experimental population provided a rich basis to investigate the variables influencing the querying behaviour 2 . Further details of the experimental design and user population can be found in our previous publications [13, 14] , which analysed different aspects of participant behaviour.
Data Analyses
In total 347 queries were submitted. The mean length of the queries was 1.48 words (max = 7). A good mixture of fields were queried on. The most commonly queried on field was the sender field (39.48% of queries contained at least one clause on sender field), the least common field was "to or cc", which only featured in 7.5% of queries. Only 13.3% of queries were submitted against all fields. Named Entities (NEs) were heavily used with 60.5% of queries containing a reference to the name of a person, place, event or thing. Peoples names were most common, featuring in 40% of all queries and 24.21% of all queries contained a NE other than a person's name.
To understand the influence various contextual factors had on the characteristics of submitted queries we developed a number of logistic regression models. Logistic regression is a useful way of describing the relationship between one or more independent variables (e.g., the number of emails in a collection or the user filing strategy) and a binary response variable that has only two possible values expressed as a probability, such as ("contains a NE" or "does not contain a NE"). We were interested in several query characteristics including, the field the query was applied to (e.g. "contains a clause for Sender field"), types of named entities contained within the query and query length (i.e, whether the query is longer or shorter than the mean value). There were other factors of interest in the logs. For example, spelling mistakes were obviously present in some queries and expert query syntax was sometimes used to exploit email etiquette, e.g. "Fwd" or "Re" in the subject line. However, examples of these kinds were too rare to be considered in the analyses.
In total 7 models were generated. All available factors (24 in total) collated from the user study were analysed initially using a stepwise procedure in order to isolate any significant relationships. The stepwise procedure automatically enters and removes factors at each step assessing the overall goodness of fit of the linear regression model ( [22] provide an overview on generalized linear models and the stepwise procedure). As an example, Table 1 presents the regression model associated with the length of the query in words. The remaining models can be found in the Appendix. These other models are associated with the following query characteristics: hasSender (whether or not the query contains a clause on the Sender field), hasSubj (whether or not the query contains a clause on the Subject field), hasBody (whether or not the query contains a clause on the Body field), NE (whether or not the query contains a NE), Person NE (whether or not the query contains a NE person), and Other NE (whether or not the query contains a NE -other than person-). Examining these tables shows a number of contextual variables, some of which are highlighted in bold. While all of these variables contribute to the model's predictive power, the significant factors (marked in bold), are those that exert the biggest influence. For instance, the query length model (Table 1) shows that, in our study, having an old collection significantly influenced the length of queries submitted, while other variables, such performing the task frequently did not.
The generated models indicate that several variables had an influence on the users' querying behaviour. Here we focus on variables that featured significantly in several of the models developed: Collection age (whether the collection was new (< 1 year old), medium (up to 2 years old) or old (> 2 years old); Task temperature [26] (if the sought-after information was hot (had been accessed in the last week), warm (accessed in the last month), cold (had not been accessed for over 1 month) or range, where multiple emails needed to be re-found and no temperature category fitted; Task difficulty (high vs medium vs low); User experience (high vs low); and User filing strategy (filers vs no filers vs spring-cleaners [30]) 3 . Table 2 summarizes the important findings for all of the models generated, showing the contextual variables that were significant factors in many models and how these factors influenced the characteristics of submitted queries.
Examining these variables reveals several interesting trends:
• Participants with older collections tended to submit longer queries and were more likely to query on the subject field. The age of the collection also seemed to influence the way NEs were used in the queries. For example, queries submitted against older collections were much more likely to contain a NE than those submitted against newer collections.
• Experienced participants were more likely to query on the subject field than less-experienced participants, but were less likely to query on the sender field. • When the participants were looking for older information they were much more likely to query on the body field. When they were looking for newer information the queries submitted were less likely to contain a reference to a person, but more likely to include other NEs such as organisations, books, groups or programming languages. This situation was reversed for older information with queries submitted in these situations more likely to contain references to people.
• There was a correlation between the task difficulty rating and the probability of the query including a reference to a person with easier tasks more likely to have such a reference. Difficult tasks were much less likely to be on the sender field. There was the unusual finding that tasks rated as being of medium difficulty tended to have some different characteristics to those rated as easy or difficult. For example, tasks of medium difficulty tended to be longer (mean =1.53 words) than easy tasks (mean =1.46) and difficult tasks (mean =1.47).
• The filing strategy that the participant applied also seemed to influence their querying behaviour. Participants with more than 1 folder were much less likely to query on the body of an email than those who kept all of their messages in the inbox. Further, of those participant who did use folders, those who tended to tidy up their folders occasionally (spring-cleaners), were less likely to query on the body of the email than those who filed emails regularly.
The main conclusions from these analyses are that: 1) querying behaviour changes in different situations, and 2) clear relationships exist between certain variables and the query submitted in terms of length, field to which the terms were submitted and the use of NEs in the query.
In the next part of the paper we use these results as the basis of what we argue is an improved query simulation process to better understand how different retrieval algorithms perform in the various situations shown to be important in these analyses.
QUERY SIMULATION FOR PERSONAL SEARCH
Email Collections
The simulated evaluation process requires the selection of an appropriate collection. Here we use four such collections. The first collection is the set of emails contained in the CS collection described in [21] . This is a collection of 806 emails from a computer science department's mailing list. Three further collections were generated from TREC Enterprise track dataset by following the methodology used in [20] . This involved filtering the W3C mailing list collection where the name of each person was tagged, enabling us to identify prominent individuals. We chose three such individuals and isolated the messages sent and received by them to create three unique collections (W3C U1: 3943 emails, W3C U2: 3152 emails, and W3C U3: 1892 emails). These collections share many of the properties of personal collections and thus seem a reasonable way to simulate personal collections without compromising privacy.
Query simulation
Strategies for building simulated queries have been proposed for known-item web page search [3] and for desktop search [20] . Essentially, they are based on randomly selecting a document (known-item) from the collection and algorithmically selecting query terms from the target document. This leads to the automatic generation of simulated queries and relevance judgments. These methods have been shown to be very effective and have been evaluated successfully under different dimensions (i.e predictive and replicative validity [3, 20] ). This simulation approach is appropriate in our case because we work with email re-finding queries, which are typically known-item queries [17] and are a sub-problem of desktop search [20] .
We have adapted and improved these techniques in a number of ways. Current simulations are over-simplified and make assumptions about user behaviour that are not necessarily true. For example, query terms are typically drawn independently from the document and either do not make use of field information [3] or assume that all fields are equally likely to be queried on [20] . Our analysis in Section 3.2 demonstrates that the presence of fields in real queries is not uniform and the resulting statistical models allow the generation of queries incorporating appropriate statistics for the presence of terms from different fields. A further problem with current implementations is that they do not incorporate other important aspects of user behaviour (e.g. that people often make use of named entities in queries). Neither [3] nor [20] consider any kind of named entity information to guide the query production process. We claim that this is problematic because the literature shows that queries for known-item tasks contain a high number of named entities [11, 10] , a fact that is further evidenced in our data. Therefore, biasing the query generation towards named entities is likely to produce more realistic queries.
Simulating email re-finding queries
The data analyses in Section 3 revealed that a number of variables influenced the characteristics of submitted queries [See Table 2 ]. For instance, different collection ages led to different patterns in variables, such as query length or presence of named entities. In contrast, other query characteristics were unaffected by this contextual variable. The data show, for instance, that different collection ages did not influence the probability that the query contained a clause submitted to the Sender or Body fields, nor whether the query was more likely to contain a person or another kind of NE. The simulation process has to account for this.
Another important point to note is that we aim to compare an assorted set of retrieval models. This means our simulation should generate flat queries, consistent with the approaches in the literature [3, 20] . The fact that the trends in Section 3 come from analyses of query logs where the queries are often structured is not a problem because these trends can be used to infer the fields at which particular terms were targeted and, therefore, help us to produce simulated flat queries with query terms in a way that reflects real-life behaviour.
In order to replicate queries associated to the situations described in Table 2 our simulation proceeds as follows: a) Obtain a general model from the complete query log that reflects the general statistics found empirically for all the target variables (length, hasSender, hasSubj, hasBody, NE, Person NE, Other NE). For instance, if we randomly draw a one-item sample from this general model we could obtain (3, 1, 0, 1, 1, 1, 0) , which essentially says that we need to produce a 3-term query the terms for which should come from multiple fields (Sender+Body fields). The query should also contain a named entity that refers to a person. b) For each situation (i.e. each potential value for each of the variables of interest), obtain a situation-dependent model that biases the query generation process towards the pattern determined by the situation. For instance, the value of the collection age variable strongly influences the following query variables: length, hasSubj, and NE. Therefore, for the three possible values of the collection age variable (old, medium, new) we obtain three situation-dependent models that give us proper statistics for the three query variables. Again, this is computed from the distribution obtained empirically from our user study query logs.
Next, we produce artificial queries for each situation of interest by repeating the following process:
1. randomly draw one item from the situation-dependent model 2. obtain a random item from the general model whose situation-influenced variables fit the pattern extracted in 1. This gives us the statistics needed for the query to be generated (target query).
3. initialise an empty query.
4. randomly select a document d i from the collection as a known-item.
5. if the target query demands a NE then randomly extract a NE from any of the target fields of d i (fields set to 1 in the target query statistics) 4 . If there are no NEs in the target fields or the number of terms in all possible NEs exceeds the target query length then go back to 2.
6. complete the query (up to the target length) with (non NE) terms extracted randomly (popularity selection as described in [3] ) from the target fields. This completion should ensure that all target fields set to 1 are satisfied (i.e. they all contribute at least one term to the query). If this is not possible then go back to 2.
7. record the query-doc pair in the relevance judgments file and store the query in the query file for proper evaluation.
For each situation (i.e for each possible value of the variables of interest [See Table 2 ]) we generated and evaluated 10 sets of 100 simulated queries and we report the average performance obtained over the 10 query sets.
Retrieval models
In our experiments we evaluated an assorted set of retrieval algorithms: a) the well-known bm25, which ignores any document structure and represents the email as a flat bag of words; b) Language Models (LMs) based on Query likelihood [32] . Here, we considered both Jelinek-Mercer and Dirichlet smoothing and tested the following alternatives: lm email, where the document LM is constructed from all document fields (considering the doc as plain text), and lm body, lm from, lm to, and lm subject where the models are constructed from a single field of the document (and the remaining fields are ignored); c) a well-known mixturebased model (lmmix), as described in [24] . This defines the 4 The collections were preprocessed using the Stanford Name Entity Recognizer, which automatically detects NEs and distinguishes between particular types of NEs (including person, location and organization) and is available at http://nlp.stanford.edu/software/CRF-NER.shtml document's LM as a a combination LMs associated to every document representation:
where P (w|di) is the i-th representation's LM, and λi is the weight on the i-th model, with i λi = 1. In our case, we build one LM for every field plus one LM for the document as a whole. This leads to a document model based on combining five different representations. Again, these models are smoothed with Dirichlet or Jelinek-Mercer smoothing.
EXPERIMENTS
We experimented with the four collections described in Section 4. For training purposes, for each collection, we generated 140 simulated queries and relevance judgments by taking account each of the variables of interest (10 queries for each of the 14 situations [see 2nd column in Table 2] ). This provides a diverse training set and avoids over-fitting to any particular situation (the parameters are tuned from generic queries). Training was done by parameter sweeping 5 , where we optimized for Mean Reciprocal Rank (MRR), which is a standard measure to evaluate known-item search algorithms. For simplicity, the smoothing configuration was fixed for each situation after training (i.e. the performance reported for the LMs refers to the LMs with the smoothing configuration, Dirichlet or Jelinek-Mercer, that was optimal in the training for the given situation).
Once the parameters for each model were fixed, the testing stage was done with new simulated queries (100 queries for each situation). To account for the randomness within the query simulation process we repeated the testing process 10 times (with 10 different 100-query sets) and we report the average MRR obtained. The collections were indexed with Indri and we removed 733 common words from the emails.
No stemming was applied.
The results are presented in Table 3 . For each situation, the values for the best performing model and all models that did not perform statistically poorer than the best are highlighted in bold 6 . Despite different query profiles being used, the results show that overall lm email and lmmix were the best performing models. In each of the investigated situations one of these models (and often both) was (were) in the the set of best performing models. For some situations the model bm25 was included in the set of best performing models. Overall, however, bm25 is not able to compete with lm email or lmmix. The models lm email and bm25 are similar in the sense that both of them represent the document as a whole. Still, the evolved term weighting incorporated within bm25 does not seem to offer added value wrt the simpler weighting schemes implemented by LM approaches [32] . This might be 5 For BM25, we fixed k3 to 1000 (the effect of k3 is negligible for short queries like ours) and varied k1 (from 0 to 10 in steps of 0.2) and b (from 0 to 1 in steps of 0.1). For the LMs, we varied the smoothing parameters as follows: μ (Dirichlet smoothing parameter) from 0 to 5000 in steps of 500, and λ (Jelinek-Mercer smoothing parameter) from 0 to 1 in steps of 0.1. For lmmix we also varied the λi's between 0 and 1 in steps of 0.1 6 Statistical significance was estimated with a paired t-test (p-value=0.05) due to the characteristics of our retrieval task, where lengths of documents and term statistics deviate strongly from those found in more standard document retrieval scenarios.
Despite many of the queries consisting of single terms and many of these being NEs, the models that represent the emails with a single field (i.e. lm from, lm to, lm subject and lm body) perform poorly and are never as effective as the best models. Overall, the results clearly indicate that lm email or lmmix are optimal for re-finding email messages. Nevertheless, there are some trends in the results that, depending on the contextual situation, could help us decide which of these two models to use. For instance, if the collection is old then we should select lm email because it is always among the best performing models whereas lmmix is not. In constrast, for new or medium collection ages we should go for lmmix, which performs stronger overall than lm email in these contexts. Similar analyses lead us to conclude that a) lm email is preferable when the user does not use folders, while lmmix is better for spring cleaners; b) lm email performs more consistently for difficult tasks and lmmix is better choice for tasks with easy or medium difficulty, and c) lm email is a good choice for re-finding messages that have not been accessed for long time periods (cold temperature tasks) whereas lmmix is better for re-finding messages that have been accessed more recently (warm or hot temperature tasks).
Summing up, our findings reveal a quite interesting trend. It seems that when conditions are somehow difficult (the sought-after email has not been accessed for a long time, the task is perceived as difficult, users who do not file messages, or the collection is old) then we should go for a simple model that does not take into account structure and simply represents the document as a bag of words (lm email). In contrast, when conditions are somehow easier, then lmmix, which is a more evolved model that considers weights for the email fields, seems to be a more suitable choice.
We would also like to note that many of these scenarios can be automatically detected (e.g. the age of the collection or the user filing strategy) and, therefore, search applications can directly adapt their behaviour depending on the context. Some situations, such as the temperature of the task or the task difficulty, are more difficult to infer. Our findings seem to endorse further research on methods of automatically detecting such contextual variables. This could be achieved based on learning from the user interactions with the system including factors, such as the type and number of queries submitted, query sessions, etc.
LIMITATIONS AND DISCUSSION
The approach taken in this paper is extremely novel. We used user study data analyses to directly seed the query simulation process for evaluating retrieval models for email search. Ideally, however, before evaluating the performance of the models, we should try to establish the validity of the simulated queries. According to Zeigler [31] , there are three kinds of validation that can be performed on a simulation; predictive, structural and replicative. A model has predictive validity if it can produce the same data output as the real system (i.e. comparing the query terms for a given known-item from the simulated model and a real system). A model has structural validity if the way it operates is a reflection of how the real system operates. Finally, replicative validity is achieved if the model produces output that is similar to the output of the real system (e.g. equivalent retrieval performance). Previous work on query simulation for known-item tasks has established validity using both predictive [20] and replicative approaches [3, 20] . As our simulations build on the approaches used in these studies and in the case of [20] we make use of the same datasets, it is likely that the queries generated as a whole will be similarly valid. Nevertheless, it would be nice to have been able to validate our approach at the level of situation. Unfortunately, we are restricted in terms of what we can do to validate our simulated queries. We cannot perform predictive or replicative validity because these approaches require real queries along with an appropriate test collections.
In our case, we have real queries (from the user study) but do not have appropriate collection data (privacy concerns mean we cannot access user study participant collections). We also have publicly available test collections, but unfortunately for these collections we do not have suitable real queries against which to validate our simulated queries. What we can do with respect to replicative validity is compare the average performance of the evaluated models with the performance in the user study. Figure 1 shows the trends for the systems evaluation and Figure 2 provides the user study performance in terms of rate of task completion.
The results for the User experience and Task Temperature variables follow similar trends in both the system and user evaluations. This suggests that our simulations are most accurate in these situations. Also, for the filing strategy variable, in both evaluations, the spring-cleaners were the best performing group. The final two variables, Collection Age and Task Difficulty have trends that do not at all match the user study performance. It is important to note, however, that the user study results are user performance figures and do not necessarily reflect query performance. Although the quality of query will likely be a good indicator of overall performance, if the user is skilled at looking through lots of messages or in recognising relevant results this will skew the results.
It is also possible that for the Collection Age variable, the size of collection may be a larger factor in overall performance than the query generated. Older collections will most likely be larger in size and our results in Section 5 demonstrate how collection size can influence performance. The CS dataset (806 emails) was associated with much higher performance than the other collections (1892-3943 emails). This underlines the need for other ways of validating queries. It also suggests that bigger test collections are needed for this kind of work. The collections we used are equivalent in size to typical email collections [30, 13] . However, collections can be much bigger [18] . It is important that automated experiments reflect this.
There are other limitations to our work that we should mention. Although we extend previous simulations to incorporate fields and NEs, we do not consider how discriminative the selected terms or queries are. In the past, some effective simulations [3] have been based on selecting discriminative terms from the documents (tf/idf-like term selection). Nevertheless, our documents tend to be short, we remove common words and NEs make up a significant number of our query terms. Therefore, it is unlikely that further extending our simulations to consider the discriminative power of the terms would improve the realism of our simulation.
Another limitation of our work is that our simulation (as in [3, 20, 21] ) only draws terms, named entities etc. from within the target document so the simulation does not account for user error. It would be relatively simple to include terms outside the document, for instance by interpolating terms with a collection language model, but we felt it would beyond the scope of this paper to do this. Similarly, we do not consider spelling mistakes or the fact that often multiterm queries will be phrases.
CONCLUSIONS AND FUTURE WORK
This paper has made two main contributions by first, investigating email re-finding queries and then second, by using the findings to seed a simulated evaluation of retrieval models for email search. The main findings can be summarised as follows:
• There was clear evidence in the user study of relationships existing between situational variables and query characteristics.
• We discovered that the age of the collection, the time that had elapsed since last accessing the email, the perceived difficulty of the task, the experience of the user, and the filing strategy the user adopted all had some influence on one or more of the following characteristics: the length of the query, the field submitted to, and the use of named-entities.
• We incorporated the trends as they appeared in the user study data in a simulated evaluation of retrieval models for email search.
• We learned about the performance of various models for email search. The results showed that models that make use of the whole document (lm email and lmmix and sometimes bm25) achieved the best performance.
• We uncovered situations when it is more sensible to make use of structural information of the document. A pattern emerged indicating that in more difficult situations it best to use a simple model that ignores structure, whereas in easier situations better performance can be achieved by taking structure into account.
Although we feel that the presented work is an important starting point for the fusion of user and systems IR approaches, it is important to acknowledge that it is only the starting point. Currently we are working on ways to improve the methodology in order to incorporate a means of validating simulated queries. We are also looking to extend the approach to look at other kinds of personal data including visited web pages, personal files, and calender entries. In other related work we are looking at ways of implicitly detecting contextual variables from live re-finding behaviour so that search applications can make use of different retrieval models appropriately depending on the contextual situation. Table 9 : Regression Model for hasOtherNamedEntity
