Scholars have begun to move beyond the dichotomous dependent variable -indicating whether a state adopts a policy or not in a given year -usually employed in event history analysis. In particular, they have devoted increasing attention to the components of policies that states adopt. In this paper I discuss a variety of estimators that have been employed to analyze the adoption and modification of policies with multiple components, including various forms of event history analysis, OLS, and event count models. Each of these estimators has its strengths and may be appropriate in certain circumstances; in the majority of cases, however, some version of event history analysis for multiple or repeat failures is likely to be preferred. With various modifications, the researcher can estimate models that treat each component as distinct, pool these models to leverage commonalities across components, or treat the components as identical parts of the same process. The different approaches are illustrated by studying state adoption of various obesityrelated policies.
Introduction
For the last sixteen years the standard approach to modeling state policy innovation has been event history analysis (EHA) . 1 This approach has proven to be extremely flexible and has allowed scholars to answer a variety of important research questions. The methodology has become so widespread that cataloging the breadth of its applications would be a sizable task in its own right (see Karch (2007) for a recent review). To some degree, however, the field of political science has reached a point of diminishing marginal returns from the standard EHA model, by which I mean a logit or probit analysis of state policy adoption measured with a dichotomous variable observed annually and generating a sequence of zeros followed by a one in the year the event occurs.
At the same time, scholars have begun to make advancements in many directions by pushing against the confines of the standard EHA approach, at least three of which involve policies with multiple components. First, Boehmke and Witmer's (2004) study of Indian gaming adoptions tries to separate policy diffusion resulting from economic competition or social learning by modeling the number of Indian gaming compacts agreed to in a state. Second, scholars have found it difficult to fit some policies into the dichotomous requirements of the standard EHA. While some policies, like whether a state has a lottery (e.g., Berry and Berry 1990) , are easily approximated with a discrete indicator, others are not. For example, does a state have good pain-management policy if it only allows three of the eight measures advocated by the Pain Policy Studies Group (Imhof 2006) ? Third, studying policy emulation requires more nuanced information about the contents of policy. Examining changes in individual components of a policy helps us understand their evolution as states revise and expand policies to reflect shifting needs among their citizens, to respond to technological changes, or to incorporate successful advances developed in other states (e.g., Volden 2006) .
One of the consequences of these many issues is that scholars have begun to move beyond the dichotomous dependent variable -indicating whether a state simply adopts a policy or not in a given year -usually employed in EHA. One way that they have done this is by focusing on the multiple components that a given policy encompasses. These components may be complementary is best to view a set of components as pieces of a single policy or whether they are, in fact, each separate policies. If the latter is true, then analysis can proceed as usual with the appropriate measure of each component studied separately. If not, then the researcher must make some decision about how to combine the information about a state's particular array of adopted components.
The desire to do this will likely be a function of both the nature of the policy at hand and the researcher's question. For example, in most cases one would probably analyze state gaming policies separately: does a state have a lottery; does it allow commercial casino-style gaming; does it allow Indian gaming? While each of these is a part of state gaming policy, they are not necessarily alternate parts of a single policy decision. On the other hand, the decision about whether to negotiate agreements with Indian nations to allow parimutuel wagering, card games, games of chance or house-banked games may be seen as part of the same overall decision-making process.
Even ignoring the possibility that there is some natural tendency for certain policy decisions to be viewed as components of a single policy rather than as distinct ones, it is clear that researchers are more frequently making this distinction.
Given the willingness to consider the different components of a single policy, what do those components look like? To put a little precision on the discussion, I introduce some notation. In a standard EHA the analysis focuses on explaining whether a state adopts a given policy. Let Y it be an indicator variable for whether state i adopts policy Y in year t. In a standard EHA, states are included in the sample until they adopt the policy, after which they are excluded. This status is summarized by the risk set at time t: i ∈ R(t) means that state i has not adopted the policy by time t and is therefore included in the analysis. In a repeated failures context, states are not precluded from experiencing future events and may remain in the risk set. 3 Now assume that the policy has multiple components; here I will assume that those components are each dichotomous. In particular, assume that there are K distinct, binary components. The dependent variable and the risk set must be indexed by component, so let Y ikt indicate whether state i adopts component k (1 ≤ k ≤ K) at time t and let i ∈ R k (t) indicate that state i is at risk of adopting that component at time t. Because these are distinct components, a state does not have to adopt all of them at the same time. In fact, a state can adopt none, all, or any combination of the K components in a given year. One can allow for single or repeated failures for each component.
Some of the features I have put on the components are restrictive and may not be realistic in a given policy area. For example, some of the components may not be dichotomous. Volden's (2006) six components of state Children's Health Insurance Program plans include some that he measures dichotomously, such as whether there is a monthly premium or a co-pay; others that are nominal, such as whether the plan is run under Medicaid, run separately, or as a combination of the two; and some that are continuous, such as the maximum income for eligibility. Policies that involve such rich components will be even more difficult to analyze in any way save separately.
An additional concern is whether there is strong interdependence among some of the components. This could happen in two ways. Some of the components may be complementary in the sense that adopting one essentially guarantees or requires adopting the other. If this complementarity is strong enough, it may make sense to view them as a single component, especially if viewing them separately adds no more information than viewing them together. On the other hand, some of the components may be substitutes -they both accomplish the same goal, but implementing one makes the other superfluous. Finally, some of the components may be in opposition to each other, meaning that the implementation of two or more is mutually contradictory.
For example, some states have passed laws protecting fast food retailers from obesity-related lawsuits while others have promoted awareness, treatment and physical fitness. In practice, of course, few components will fall precisely into these extreme categories and may exhibit one or more of them to varying degrees. Further, it may be up to the researcher to determine whether components fall into these categories by definition or whether they appear to do so because of a specific pattern of implementation across states.
Lastly, there is the question of exactly how many components there are within a given policy.
In some cases this emerges naturally from the theoretical question being asked, in others it may emerge from the structure of the policy in question. Yet often there will be a subjective part in its determination. One option is to rely on the decisions made by policymakers or policy experts when they consider the policy in question; Many research groups or advocacy groups explicitly break policies into multiple components when comparing them across states.
Certainly these various issues indicate the potential complexity of considering the components of a single policy. Yet they also reflect the potential richness of the policies that we have studied (and may help explain why others have not been studied) and have often treated as dichotomous.
While it may be readily apparent when a state has adopted a lottery, it is harder to say exactly when it has adopted a pain-management policy: when it has one of the eight components? at least four of them? or all of them? Considering multiple components together may allow researchers to leverage the information provided by variation across states in how they adopt policies while also reflecting the underlying objective to arrive at a relatively concise explanation of policy in a given area.
Potential Modeling Strategies
In this section I discuss a number of ways through which one could attempt to analyze the adoption of a policy with components of the nature described above. I consider three broad approaches to modeling the data, including using distinct models for each component, pooling the components into a single model, and treating the components as part of the same event structure rather than as distinct. Each of the methods has different strengths and weaknesses; some may be more appropriate for certain substantive or theoretical questions than others. In general, though, researchers will likely often prefer an approach that lies somewhere between the first and second, which accounts for both commonalities and differences in the factors that influence adoption across components; deviations from this approach will be driven by appropriate theoretical or policy considerations.
As an example of situations under which a research may prefer different models, consider the different questions one might wish to study about Indian gaming policy. First, one may wish to understand when states first negotiate gaming agreements with any tribes -i.e., when does the state adopt Indian gaming (Boehmke 2005) ? Second, one may wish to study with how many tribes the state negotiates agreements (Boehmke and Witmer 2004) . Third, one could study the types of games allowed under those compacts. Fourth, one may wish to study the expansion of Indian gaming either by looking at expansion in the number of tribes with agreements or at expansion in the types of games or number of slots allowed under existing agreements. Each of these questions is valid and each potentially dictates a different empirical approach. In the rest of this section I review the relationship between these questions and various approaches researchers have employed.
Timing to Adoption
The first approach is to work within the EHA approach and modify the standard implementation to adapt to different questions. There are a variety of ways one can study the adoption process in this framework; I will focus on three general classes. The first consists of separate analysis of each component. The second involves pooling these analyses into one model that simultaneously estimates adoption of each component; this approach takes the state-policy-year as the level of analysis. The third treats the components as identical and considers adoption as part of the same process; this approach takes the state-year as the level of analysis. Each of these approaches allows one to draw on the considerable strengths of EHA, including dealing with common issues like right-censoring and duration dependence (see Beck, Katz and Tucker 1998) and they can each be performed using any variety of EHA models, including discrete ones like logit or probit, or continuous ones like the Weibull and Cox models (though I focus on discrete versions here). 4 
Separate Analysis of Each Component
In the first approach, one would merely estimate K separate EHA models -one for each component; this is equivalent to stacking K different data sets on top of each other. 5 
Pooled Analysis of All Components
In the second approach, the K EHA equations are pooled into a single equation (that is, the data for the K components are stacked as in the previous approach, but now all the parameters are estimated in a single model). 6 At one extreme, one could assume that the coefficients are the same for each component and estimate a single one for each independent variable. At the other extreme, one could allow distinct coefficients for each variable for each component, effectively estimating the separate models with one command. The first approach emphasizes parsimony, with only M parameter estimates (i.e., if there are the same M − 1 variables and a constant in each equation), while the latter maximizes uniqueness, with K × M estimates. The best approach will usually lie in between these extremes.
To continue the diffusion example, one could use this approach to test whether adoptions of the same component in contiguous states have the same effect for all components by including one diffusion variable or, alternatively, whether diffusion works differently for each component by including separate diffusion measures for each component. 7 Note that in a data set with observations at the state-year-component level, and in a single failure approach (for each component), states drop out of the risk set for a given component once they have adopted it, but they remain in the analysis if they have not yet adopted all K components. In a repeated failures context, they may remain in the risk set if additional adoptions of specific components are possible.
There are a number of assumptions that one may wish to relax in this approach. Besides the possibility of allowing the coefficients for specific explanatory variables to be different for some components, one could allow the baseline hazard rates to vary across components (i.e., stratifying by component). This would be relevant if some components are adopted at a slower rate than others. Allowing this additional form of flexibility is as simple as adding indicator variables for K − 1 of the components. 8 Further, one can model various patterns of adoption over time. For example, states that have already adopted three components may be more likely to adopt the remaining components than states that have adopted none of them. This can be accounted for by including indicators for the event number (i.e., stratifying by event) or by including a running tally of the total number of components already adopted (various alternatives can be employed to allow for possibly nonlinear effects). 9 There are, of course, advantages and disadvantages to pooling the components and assuming consistency of coefficients. Advantages include parsimony and the ability to pool information and get more precise estimates of the coefficients by increasing the number of observations. Pooling can be particularly advantageous when relatively few states adopt many of the components. This situation makes it difficult to get good parameter estimates on a component-by-component basis, and can often make it necessary to omit desired explanatory variables from the analysis to avoid perfectly predicting many observations. Pooling components can alleviate many of these problems. With respect to standard errors, pooling creates additional possibilities for clustering: by state (the usual approach), by component, or by component and state. 10 The disadvantage occurs when the homogeneity assumption is violated, in which case pooling with constant coefficients would result in biased estimates. This could be problematic, for example, if the effect of a variable is positive for one component and negative for a second component, potentially leading to an estimated coefficient near zero. Note that this is not a consequence of pooling the estimating of the components, but of failing to properly allow the effect of the relevant variable to differ across components. For this reason, it will often make sense to start with separate models and then compare the results to identify variables whose coefficients could be pooled into one estimate, for example by conducting explicit tests for pooling those coefficients.
Alternatively, one may start with the pooled model and then relax this assumption for specific variables. With at least K × M different coefficients in the separate approach, researchers may let theoretical concerns and substantive expertise of the policy area help guide them in determining While the previous approach is analogous to an elapsed time interpretation of the data (i.e., each state is at risk of each event from t = 0), the third EHA approach I discuss treats each component as part of the same process. That is, one can think of modeling activity within a policy area by studying whether a state adopts any component in a given year, rather than modeling each component distinctly. This is analogous to a gap time model, which looks at the duration of time between each event. 11 For example, one could ask whether a state adopts any of three antismoking policy components in a given year rather than whether it adopts a specific component (see, e.g., Volden 2006, 2007) . After it adopted its first component, it is still at risk of adopting each of the other components, leading to the repeated failures interpretation; each component is assumed to be an indicator of activity on the broader policy area. The dependent variable for this approach is therefore an indicator for whether there is any policy activity in a given year:
States are in the risk set as long as they are still at risk of adopting at least one of the K components (though one could allow for repeated adoption of individual components, which would keep states in the risk set indefinitely). 12 This approach has the drawback that it ignores the uniqueness of each component and makes it difficult to include component-specific variables or coefficients, including explicitly modeling complementarity or substitutability across components. Yet is has at least one advantage relative to a standard EHA, in that by focusing on multiple components rather than the policy as a whole, it retains states in the analysis after initial adoption. This makes it possible to study policy adoption and modification with one model. Since this approach treats the adoption of different components as repeated failures, one may wish to allow for different baseline hazards or covariate effects for the first, second, third events, etc. This is accomplished in the same fashion as discussed in the previous section by including variables for different strata, except here each previously adopted component is considered to be an occurrence of the same event. Conceptually, this approach differs from the pooled approach by assuming that states are at risk of adopting a second component only after they have adopted the first component; in the pooled approach, states are at risk of adopting any component at any time.
Number of Components Adopted
One common feature of the previous methods discussed is that they each model a dichotomous outcome. The pooled elapsed-time approach is the only one that allows multiple failures to occur in the same year. The repeated events approach only analyzes whether at least one component is adopted in a given year, but ignores information about the number of events adopted that year.
This information can be valuable, especially if adoption of multiple components in the same year is fairly common.
One way to incorporate this information is to model the number of components adopted in each year. Thus one would analyze Y it = k Y ikt for i ∈ R k (t). 13 The dependent variable therefore changes from dichotomous to count, and different methods are required. 14 Common ways to model such dependent variables are linear regression, ordered logit or probit, and event count models. For a variety of reasons, event count models such as Poisson regression and the negative binomial model are preferred in such cases, particularly when the counts tend to be small (see, e.g., King (1989a); King (1989b); Maddala (1983); or Cameron and Trivedi (1998) for more information on event count models). In the analysis of state policy adoption one would almost certainly prefer the negative binomial to the Poisson model since the latter assumes that the rate of occurrence of events is constant within time periods (years, in this case). Since states that adopt multiple components in the same year are likely to do so at the same time, this assumption probably does not hold.
One issue that arises in an event count framework is how to deal with states that have adopted some components but not all of them. Assuming that states can only adopt each component once limits the count of components that can be adopted in a given year to the number that have not yet been adopted. This maximum possible count is referred to as exposure and can be accounted for by including the log of the number of unadopted components as an independent variable 15 Assuming a repeated events context would not limit the total number of potential events. To allow the rate of adoption to depend on previous activity, one may wish to include a tally of or indicators for the number of events that have already occurred.
Illustration and Application of Different Approaches
In this section I compare the results obtained using the estimators discussed in the previous section. It is important to remember that the different models correspond to different questions, so one should not expectà priori that the results will be the same across estimators. Further, results will also differ across models that assume greater homogeneity of the effects of variables when that assumption is not valid. For the comparison in this paper I use data from state obesity policy.
Components of State Obesity Legislation
Rising obesity rates in the U.S. -about one third of Americans are overweight (i.e., with a body mass index between 25 and 30) and another third are obese (BMI of at least 30) -have put increasing pressure on policymakers to deal with the associated costs. 16 In the last decade, every state saw an increase in obesity rates, with an average increase of 40% (Mokdad et al.1999 have passed legislation requiring insurers to cover certain types of treatments for obesity (including gastric bypass surgery). At the same time, other states have responded by passing so-called "cheeseburger bills" that protect the fast food industry from consumer lawsuits. Thus there has been a wide range of legislative activity in the states over the past decade to address obesity, with some legislatures seeking to aid the public and others protecting businesses from litigation.
[ Table 1 Here.]
To obtain a more complete picture of state activity on this issue, we gathered data from a number of sources. 17 After reading through the summaries of these bills we coded them based on the different issues that they addressed and then coded these different issues into eleven primary components. Table 1 lists these eleven components and shows the number of adopted bills that address each component per year (additional information on each policy area is contained in an online appendix). Note that since bills may address multiple areas at once, there are more components adopted than there are bills enacted. Further, states may pass more than one piece of legislation in each area, which explains how some components are adopted more than fifty times.
The four areas with the most activity are Committee/Research (76 times), Physical Education (67), Awareness (65), and School Nutrition (59); at the other end of the spectrum are Insurance (11) and Labeling (3). These data are used to construct various models to explain state obesity policy and to illustrate many of the issues discussed in the previous section.
Control Variables
The models contain a number of variables intended to explain state-level adoptions of obesity legislation components, most of which are common in the state policy adoption and diffusion lit- Measures of innovativeness include total state population and real income per capita. 18 I include additional variables to help measure the demand for public policy solutions to the obesity epidemic by calculating the percentage of a state's population that is overweight or obese. 19 The results presented are not intended to be definitive explanations of obesity legislation adoption, but are used to facilitate model comparison. That said, the results tend to be fairly robust to the inclusion of other variables.
In order to illustrate the differences between the methodological approaches, I focus on in-terstate diffusion pressures. In the context of state obesity policy, most components would be expected to diffuse based more on social learning pressures rather than economic pressures, but components such as insurance funding and medical treatment could lead to interstate competition for business. Diffusion is generally measured by the number of neighboring states that have adopted the policy in question (see, e.g., Berry and Berry 1990) . When studying policies with multiple components, however, the measure of diffusion may differ depending on the level of analysis or the research question. When studying each component separately, one would likely measure diffusion pressures with the number of neighboring states that have adopted that component, ignoring neighbors' adoptions of other components. When pooling the analysis, one could retain this measure, use a measure of the total number of all components adopted by neighboring states, or both. FInally, when aggregating the data to the state-year, one could measure the number of neighboring states that have adopted at least one component or the total number of components adopted in neighboring states. Additional variations could be employed as desired.
Analyzed Separately
The first analysis I present compares separate EHA analyses of the adoption of ten components (Labeling did not have enough activity to generate meaningful statistical results -it is therefore not analyzed on its own). This approach ignores any commonality or cross-component influences and involves estimating ten separate event history models. This may be useful in the context of obesity legislation since some laws protect consumers while others protect the fast food industry; further, some of the laws are perhaps mere grandstanding (e.g., "Walking Wednesday," which encourages parents and children to walk to school together) while others have very specific policy bite. For the diffusion variable I measure the number of contiguous neighbors that have adopted the same provision before the current year. Here I report the results for a repeated events framework, and omit the results for the time until the first event, which were broadly similar. To account for different baseline hazards across events, I include an indicator for whether a state has previously passed legislation for the component in question.
[ Table 2 Here.] Overall, the results in Table 2 indicate some consistency across components in the factors that influence adoption. For example, states with unified Republican governments are consistently less likely to adopt any of the provisions, with significant coefficients for five of the ten areas; larger states tend to be significantly more likely to adopt many components as well. On the other hand, some differences do emerge. For example, percent overweight has a positive effect on Awareness legislation but a negative effect on Liability legislation; liberal ideology has a positive effect on nutrition legislation but a negative effect on transportation/infrastructure legislation. This serves to highlight the fact that adoption of policy components may be driven by different factors. Further, note that there is little evidence of event dependence, in the sense that states that have already adopted a component are not significantly more or less likely to pass more legislation on that component (the one exception is nutrition legislation). With respect to policy diffusion, note that while seven of the ten coefficients are positive, the Transportation component produces the lone significant finding with a negative coefficient. Based on this analysis, then, one would not conclude that diffusion pressures play a significant role. Note that since many of the components experience relatively little activity (the majority are adopted no more than eighteen times), analyzing the components separately may not produce the most informative comparison since fluctuations in coefficients may emerge somewhat randomly.
Pooled Analyses
In this section I report the results of variations on two pooled analyses: one that examines the time until the first event for each component and one that allows for repeated adoption of each component. Observations are therefore at the state-year-component level. In its simplest form, this assumes that the coefficients for each of the eleven issues areas are the same across the separate models. Yet this assumption can be relaxed in a number of ways, some of which I highlight here.
First, I include fixed effects for each component. This allows the baseline rate of adoption to vary across components, which seems likely given that some components are adopted by most states while others, such as restaurant labeling, are only adopted by a handful. I also study patterns of adoption across components by including ten indicator variables for whether a state has adopted each of the other provisions. 20 These indicators allow me to test, for example, whether states that have adopted liability laws are less likely to adopt other components.
[ Table 3 Here.]
The results for these more parsimonious models are presented in Table 3 . These results show more consistency in the effects of the various independent variables: five of them have significant effects in every model. The percentage of a state's population that is overweight has a positive and significant effect on adoption. Both unified Republican government and divided government have negative and significant effects, while total population is always positive and significant. Also, states with more professionalized legislature are less likely to adopt obesity-related legislation, with significant coefficients in three models (and nearly so in a fourth). Compared to the previous analysis by component, some of these results are not surprising -population had a positive effect in nine of ten components and was significant for five of those nine. Others may be more so: divided government was negative for seven components, but significant in only one.
In terms of diffusion pressures, the results depend on whether the model accounts for component heterogeneity. The two models that pool the components but do not include fixed effects to allow for different baseline hazard rates for each component produce positive and highly significant coefficients for adoptions in neighboring states. But the two models that add component fixed effects produce smaller, insignificant coefficients. Not all methods of accounting for heterogeneity affect the results, though, as the final model shows that adding fixed effects for whether a state has adopted the other components still results in strong evidence for cross-state diffusion.
Examining the fixed effects in more detail indicates that they are statistically significant: a χ 2 test of their joint effect strongly rejects the null hypothesis that they should be excluded. While these coefficients are not shown, the results for the component fixed effects indicate that compared to the baseline category of awareness legislation, all of the other categories have significantly lower baseline hazard rates, with the exceptions of Creating Committees, Physical Education and School Nutrition, which are generally negative though not significant. The results for lagged adoption of other components indicate that the adoption of labeling laws significantly decreases while the adoption of nutrition laws significantly increases future adoptions of other components. Finally, the repeated events models indicate that a another form of heterogeneity matters: when a state has already adopted a provision, it is significantly more likely to pass additional legislation on that provision.
Combined Analysis for Same Event
In this section I present results from models that treat the different components as identical events.
That is, the unit of analysis shifts to the state-year level and the adoption of any component is considered as an obesity legislation event. In the event history models, the dependent variable is coded as a one in any year in which a state adopts at least one component. In the negative binomial and OLS models for the number of events, the dependent variable is the number of components adopted. In the obesity legislation case, about two-thirds of the observations with at least one event have more than one component adopted. This suggests that a substantial amount of information may be lost when this count is reduced to an indicator. 21
[ Table 4 Here.]
These results are presented in Table 4 . Some familiar patterns emerge. The percentage of a state's population that is overweight has a positive and significant effect in two of the models, and nearly significant effects in the other two. Unified Republican government and poorer states have fewer adoptions. Aggregating the pooled analysis to the state-year level results in less information, however, as evidenced by the current lack of significance for divided government and legislative professionalism. The models of the number of events appear to recapture some of this information, as divided government significantly decreases the number of components adopted.
Finally, note that none of these models provides any evidence of cross-state diffusion pressures.
Discussion
This paper discusses various models available for studying the adoption of policies with multiple components. While there are often theoretical and statistical advantages to considering the richness of a policy through its multiple components, doing so also presents methodological challenges. In light of the variety of approaches that have been applied in studies of policies with multiple components to date, the goal of this paper has been to present various approaches, discuss the different questions they address, some of their strengths and weaknesses, and new methodological issues that arise in the study of multiple components.
The most important issue that emerges is the researcher's desire to achieve parsimony while respecting heterogeneity across components. The balance between these two will help determine the preferred amount of pooling. If any pooling is done, however, the researcher needs to evaluate the appropriateness of the associated assumptions. For example, some policy components may be subject to economic competition pressures across states, while others may not (e.g., the number and type of slot machines allowed for Native American casinos versus whether or not the state has a revenue-sharing fund to spread profits to all tribes). In this situation one may wish to estimate two coefficients for diffusion: one for components that involve interstate competition and one for those that do not. One could then test whether the two types of components have the predicted effects.
When allowing for cross-component heterogeneity, at a very minimum one should consider controlling for differences in the baseline hazard rates across components and across repeated failures. As evidenced in the analysis of state obesity policy, allowing for component-specific differences can have important consequences for the conclusions reached about theoretically relevant variables, such as policy diffusion. One can allow for these forms of heterogeneity with fixed or random effects at the component level; a more advanced treatment could allow for both state-and component-specific effects. In addition, one should also pay attention to the estimates of the standard errors. In addition to possibly clustering errors by state, one could cluster them by component or by component and state.
While I wish to underscore the lack of a one-method-fits-all approach to these models given the different theoretical and substantive nuances that may arise, some approaches may be more appropriate more often. In general, then, one may prefer to start with a separate analysis of each component and then look for opportunities to move towards a pooled analysis that emphasizes Notes Notes 1 I use the publication of Berry and Berry's (1990) article as the inception of the EHA era in political science.
Notes help distinguish between the two. 8 This can be accomplished manually or automatically using the xi command in Stata: xi: logit y x 1 ...x n i.component. 9 Interested readers are referred to Box-Steffensmeier and Zorn (2002) for a detailed discussion of these issues and other important considerations that arise in the context of repeated events duration analysis. 10 A convenient way to cluster by component and state is to create a variable that uniquely identifies the intersection of the two. With the fifty state states indexed by i and the components by k, one could merely create a variable equal to 50 × i + k (assuming there are fewer than fifty components). 11 Note that under the assumption that adoption of any component represents the same event, this model is essentially the gap-time model for repeated events proposed by Prentice, Williams and Peterson (1981) . 12 Note that a special case of this approach is modeling the time until the first component is adopted: a state is in the risk set as long as none of the components is adopted and once at least one is adopted, it is dropped from the analysis (e.g., R(t) = ∩ k R k (t)). Essentially, one would estimate the effects on timing until first activity. 13 In some applications states may enact multiple pieces of legislation for a single component in the same year, which would merely require allowing Y ikt to be integer-valued.
14 See Alt, King, and Signorino (2001) for a discussion of moving between different levels of aggregation for event data. Here, one aggregates from the state-policy-year level to the state-year level. 
