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Silicon nanophotonics is one of the most promising candidates to keep the
steady increase of computational power we have been used to for the last
decades. Its most appealing feature is the amount of data it can deliver, an
important factor as complex networks on chip are developed: while Microelec-
tronics suffers from attenuation of the signal traveling through metallic wires as
bandwidth is increased, in Photonics losses and bandwidth are not related.
Joining our efforts with many of the interesting insights provided by re-
searchers in this very active field of Silicon Nanophotonics, we present a few
more dynamic components which are key for the development and maturing of
this technology. The first device we study is a hitless switch, which is formed by
two coupled microring resonators which transfer function can be changed from
a bandpass filter to a allpass filter. The second object of our study is a thermo-
optical coupled resonator filter which can be tuned across many nanometers
while keeping its transfer function unchanged. Third we present a coupled cav-
ity filter which has its Free Spectral Range doubled by using Mach-Zehnder In-
terferometer couplers, and we also demonstrate non-blocking tuning of such a
filter. The last device we present is an electrically-driven optical-isolator, which
provides an optical isolator without using magnetic materials, being therefore
CMOS-compatible. All devices are studied theoretically, designed, fabricated
and tested, with results corroborating the theory presented.
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CHAPTER 1
INTRODUCTION
1.1 Silicon and nanophotonics
The astonishing growth in computational power in the last decades, following
a trend proposed by Gordon E. Moore and soon baptized as Moore’s law [1], is
a remarkable achievement for the field of electronics. Materials have been cho-
sen and perfected; processes have been developed and mastered; entrepreneurs
have envisioned and made possible all sorts of gadgets to help everyday life.
We are habituated to technology and to expect and drive always more of it.
Through the years, many different obstacles attempted to finally stop the
trend proposed by Moore’s law, each of them succumbing thanks to the dedi-
cation and eagerness of many diligent researchers. An illustrative example is
the recent history of the clock rate in microprocessors: up to late the 90’s we
were used to see the clock rate of microprocessors increasing every year, in a
very predictable trend, until an also predictable saturation happened around
3 GHz [2]. However, parallel processing and multicore approaches came into
help and kept the trend of the improvement in computational power alive and
well.
Miniaturization of microelectronics transistor is also to reach a fundamental
limit, which is clear considering that the gate of the transistors is already just a
few atoms thick [3]. It means that at some point it will not be possible to bring
microprocessors closer to each other to reduce intrinsic losses of high frequency
electrical signals propagating through metallic wires [4]. Increasing the signal
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strength to compensate for losses is an alternative, but there is only so much
thermal power a block of silicon can dissipate, and such approach can also lead
to prohibitive levels of power consumption [5].
A very promising alternative to increase computational power without re-
quiring reduction of real-state comes from Photonics. In the same way that fiber
optics made it possible to reach an unprecedented amount of data communi-
cation between personal computers spread all around the globe [6], bringing
Optics into multicore multiprocessor chips is a promising way to increase the
amount of data communication in a Network on Chip, which is closer to be-
come true through nanotecnologically fabricated optical devices [7].
1.2 Dynamic components on silicon nanophotonics
This dissertation deals with dynamic and reconfigurable optical devices. The
platform we use for the devices we fabricate and discuss here is silicon on insu-
lator, which is composed of a crystalline silicon wafer with a 3-µm thick silicon
dioxide and with 250 nm of cristalline silicon on top of it. We process it through
many different fabrication steps in order to obtain waveguides, resonators, fil-
ters, and all sort of CMOS-compatible optical devices.
In order to achieve dynamic behavior, we change the index of refraction of
the waveguide. There are two mechanisms that we use, depending on the ap-
plication that the component is designed to address.
The first mechanism we use for changing the index of refraction relies on the
free-carrier plasma dispersion on silicon [8]. We inject or extract free-carriers by
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applying a voltage on pn or p-i-n junctions fabricated across the silicon waveg-
uide. The index of refraction can be changed by reverse biasing the junction,
which changes the size of the depletion region, or by forward biasing the diode,
which suppresses the depletion region and causes a flow of electrons and holes
across the waveguide. This mechanism has a response time that can have been
already shown to achieve frequencies as high as 30 GHz [9], which makes it
suitable for applications as modulators [10, 11] and switches [12, 13, 14]. It can
achieve refractive index change on the order of -10−3 [13], being necessary to
account for the losses caused by free-carrier absorption in the design [8].
The second mechanism we use relies on the thermo-optical coefficient of sili-
con [15]. As the temperature increases, the bandgap decreases [16, 17], changing
the refractive index of the waveguide. Thermal tuning is usually achieved by
having a resistor (heater) closeby the waveguide, with a response time depend-
ing on the distance between waveguide and heaters. A typical value for re-
sponse time is about 10µs [18], not fast enough for high speed modulators, but
good enough for reconfigurable filters and for fine tuning to compensate both
temperature fluctuation and variation in the fabrication process. It can achieve
refractive index change on the order of +10−2, with negligible loss added to the
device [19].
1.3 Focus and organization of this dissertation
In this introductory chapter we present the theoretical background common to
most of the devices we discuss in this dissertation. Starting from Maxwell’s
Equations, we explore very simple and important tools for the design of optical
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devices: Effective Index Method, Supermode Theory, and Coupling between
Curved Waveguides. We briefly present the coefficients for Sellmeier Equations
of the materials used in this work and head into an exposition of a few passive
optical devices which are building blocks for the dynamic devices we discuss.
In chapter two we explore a hitless switch, which consists on a device with
two coupled microring resonators that can have its transfer function changed
from a band-pass filter to an all-pass filter. We derive all the equations nec-
essary for the synthesis of the filter, fabricate it and confirm the theoretically
predicted behavior of the transfer function. We discuss the limitations caused
by the thermo-optical effect counteracting the index change provided by free-
carrier plasma dispersion, as well as other operation limits and synthesis charts
relating insertion loss and extinction ratio for the through and drop ports of the
filter to the synthesis parameters.
In chapter three we demonstrate that it is possible to thermally tune a
second-order microring resonator filter across half of the C-Band while keeping
its bandwidth and extinction ratio the same as in the original wavelength. We
start by analyzing the effects of a large thermal tunning on the transfer function
of coupled microring resonators. We obtain a model which predicts the effect
that different configurations of thermal distribution causes on the coupling be-
tween waveguides. We test some configurations of thermal distribution and
observe that, after tuning across a large spectral range, negligible variation of
the transfer function for two of them. We also observe, both in simulation and
in devices we fabricate, the enhancement of the heat diffusion from heaters to
waveguides by the use of a thin silicon slab connecting them. We finally com-
pare metallic heaters with doped-silicon heaters, in order to provide a guideline
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to increase the tunability range of such devices.
In chapter four we study a modified coupled microring filter, which doubles
the original Free Spectral Range and is capable of non-blocking reconfigura-
tion. We observe that by changing the typical one-point coupling between a bus
waveguide and a ring to a two-point coupling, a wavelength dependent cou-
pling is obtained. This feature is used to double the Free Spectral Range of the
filter. We provide synthesis equations and compare a few possibilities of trans-
mission functions related to choices in the design. We finally show that such
a device can also work as a hitless switch, and we also perform non-blocking
tuning of the device to a new resonance wavelength.
In chapter five we present an electrically-driven optical-isolator. Its principle
of operation is based on mode conversion provided by a traveling-wave mod-
ulation pattern. The traveling wave only matches the difference between two
guided modes when the optical signal travels in one direction, converting the
original symmetric mode to an anti-symmetric mode, which then is filtered. We
present the theoretical background required to design it, as well as the intricate
electrical design required to provide the proper permittivity modulation of the
waveguide. Finally we present the parameters chosen, describe the fabrication,
show the results obtained and discuss ways to improve its performance in the
future.
1.4 Theoretical Background
In this section we briefly present Maxwell’s Equations and the Transverse Elec-
trical (TE) and the Transverse Magnetic (TM) solutions for slab waveguides. We
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present the Effective Index Method, which is used to obtain a slab waveguide
model for channel and ridge waveguides. We also show the transcendental
equations for a three-layer symmetric waveguide and for a five-layer symmet-
ric waveguide. We derive the equations regarding coupling for curved waveg-
uides, an important tool for the proper design of the coupling between a mi-
croring resonator and a bus waveguide. Finally we show the coefficients for the
Sellmeier Equation used to model the material dispersion of silicon and silicon
dioxide.
1.4.1 Maxwell’s Equations
The foundations of electromagnetism are summarized in a compact set of equa-
tions, known as Maxwell’s equations. Their differential form is given by:
∇× ~E = −∂
~B
∂t
(1.1a)
∇× ~H = ~J + ∂
~D
∂t
(1.1b)
∇ · ~D = ρ (1.1c)
∇ · ~B = 0 (1.1d)
with constitutive relations
~B = µ ~H (1.2a)
~D = ε ~E (1.2b)
Description and units of the variables used above are listed in Table 1.1.
In this work we deal mostly with linear, isotropic, source-free medium. The
6
Table 1.1: Maxwell’s equations variables and constants.
Symbol Description SI Unit
~E Electric field V/m
~H Magnetic field A/m
~D Electric displacement field C/m2
~B Magnetic induction Wb/m2
~J Current density A/m2
ρ Charge density C/m3
ε Permittivity F/m
µ Permeability H/m
general form of the macroscopic Maxwell’s equation for such a medium is [20]:
∇× ~E = −∂
~B
∂t
(1.3a)
∇× ~H = ∂
~D
∂t
(1.3b)
∇ · ~D = 0 (1.3c)
∇ · ~B = 0 (1.3d)
An important case which provides insight for more detailed calculation is
the analysis of two-dimensional (2D) medium. In this particular case, the equa-
tions for an isotropic, lossless medium, are simplified to:
∇× ~E = −µ0∂
~H
∂t
(1.4)
∇× ~H = ε0n2∂
~E
∂t
(1.5)
Where µ0 is the permeability in free space, ε0 is the permittivity in free space,
and n is the refractive index of the medium.
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Maxwell’s equation for two-dimensional waveguides can be divided in two
sets, one for Transverse Electric field (TE) and another for transverse magnetic
field (TM). For propagation in the z direction of an orthogonal coordinate sys-
tem (x, y, z), the harmonic behavior of the electromagnetic fields can be set apart
from the cross-section profile of the fields:
~E(x, y, z, t) = ~E(x, y) · ei(ωt−βz) (1.6a)
~H(x, y, z, t) = ~H(x, y) · ei(ωt−βz) (1.6b)
Where β is the propagation wavenumber in m−1 and ω is the oscillation fre-
quency of the electromagnetic wave in rad/s. Further simplification comes from
the 2D nature of the waveguide, which requires ∂/∂y = 0; and from the solu-
tion for harmonic fields, yielding ∂/∂t = iω and ∂/∂z = −iβ. The final set of
equations for TE waves is:
∂2Ey
∂x2
+ (k20n
2 − β2)Ey = 0
Hx = − β
ωµ0
Ey
Hz = − 1
iωµ0
∂Ey
∂x
(1.7)
The final set of equations for TM waves is:
∂2Hy
∂x2
+ (k20n
2 − β2)Hy = 0
Ex =
β
ωεn2
Hy
Ez =
1
iωεn2
∂Hy
∂x
(1.8)
where
k0 =
2pi
λ
(1.9)
The equations above can be used for any refractive index distribution. In
the particular case of channel and ridge waveguides, where there is an abrupt
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transition between materials, we need to use the boundary conditions [21, 20]:
sˆ× ( ~E2 − ~E1) = 0
sˆ× ( ~H2 − ~H1) = 0
sˆ · ( ~B2 − ~B1) = 0
sˆ · ( ~D2 − ~D1) = 0
(1.10)
where sˆ is the vector normal to the interface, and the indices 1 and 2 represent
each side of an interface. The equations above state the continuity of the tan-
gential component of the electric ( ~E) and magnetic fields ( ~H) and of the normal
components of the electric displacement ( ~D) and magnetic induction ( ~B).
1.4.2 Effective Index Method
Mathematically, electromagnetic wave propagation is usually represented by
a set of orthogonal modes. There is certainly no lack of precise numerical
methods for mode calculations. However, simple approaches for first guess
are essential to save time before heading into computational-expensive time-
demanding simulations. A particularly useful approach comes from Effective
Index Method, where a three dimensional structure is approximated by two di-
mensional slab waveguides. Its most obvious feature comes from its simplicity:
the effective index can be obtained by solving sequentially two simple transcen-
dental equations for slab modes.
Solution for a quasi-TE mode requires first a TE slab calculation, which pro-
vides an intermediate index of refraction nint, followed by a TM slab calculation
using nint. Solution for a quasi-TM mode requires first a TM slab calculation,
which provides an intermediate index of refraction nint, followed by a TE slab
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calculation using nint. An schematic of this approach is shown in Fig. 1.1.
nSi
nSiO2 nSiO2
nSiO2
nSi nSiO2 nSiO2nint
nint neff
Quasi-TE/TM
waveguide
First step: 
TE/TM slab
waveguide
Second step: 
TM/TE slab 
waveguide
Figure 1.1: Effective index schematics. The original structure is converted
first into a horizontal set of slabs. An intermediate index of
refraction nint is obtained, which is used as the central index in
the vertical set of slabs. The effective index of the structure neff
is then obtained.
Eq. 1.7 for TE modes and Eq. 1.8 for TM modes, together with the boundary
conditions presented at Eq. 1.10, lead to the following transcendental equations
for even modes and for odd modes, respectively:
κh sin(κh) = cos(κh)
(
nin
nout
)2σ√(
k0
h
2
)2
(n2in − n2out)− (κh)2 (1.11)
κh cos(κh)
(
nin
nout
)2σ
= − sin(κh)
√(
k0
h
2
)2
(n2in − n2out)− (κh)2 (1.12)
Where κ is the transverse wave constant, h is the width of the slab, nin is the
index of refraction of the inner slab (nSi in the first step and nint in the second
step), nout is the index of refraction of the outter slabs (nSiO2 in both steps), and
σ is zero for TM modes and one for TE modes.
From the solution of the transcendental equations we can calculate all the
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parameters related to the wave propagation:
β =
√
(k0nin)2 − κ2 (1.13)
γ =
√
k20(n
2
in − n2out)− κ2 (1.14)
neff =
β
k0
(1.15)
Where γ is the evanescent field decay constant, and neff is the effective index
of refraction of the mode calculated. The electric field distribution across the
waveguide is given by:
E(x) =
1
n2σSiO2

e−γ(x−
w
2 ) if w2 < x
n2σSiO2
n2σint
cos (κx)
cos
(
κ
w
2
) if − w2 ≤ x ≤ w2
eγ(x+
w
2 ) if x < −w2
(1.16)
Where w is the width of the waveguide. The 2D field distribution, seeing as a
simplification of the 3D real distribution, is depicted in Fig. 1.2.
nSiO2
nSiO2 nSiO2
nSi
nint
w
wEin Ein
Figure 1.2: Representation of the field distribution in a 2D structure.
The normalization factor, required for proper calculations of inner product
between modes, has an analytical expression for slab waveguides:
C =
√
η0/(neff · I) (1.17)
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with
I =
1
n4σint
[
w
4 cos2
(
κw
2
) + sin (κw)
4κ cos2
(
κw
2
)]+ 1
n4σSiO2
1
2γ
(1.18)
where η0 is the impedance of free space.
1.4.3 Supermode Theory
Another important type of waveguide used in this work is made of two paral-
lel high-index material beams surrounded by low-index material. They can be
approximated by a 5-layer slab waveguide, as shon in Fig. refsuper(left). In this
case, the original modes of the each waveguide are split into a symmetric and
an anti-symmetric supermodes, as shown in Fig. 1.3(right).
ns ns nsnh nh
2b
2a
k
Anti-
symmetric
Symmetric
Figure 1.3: In the left, we show the geometry with two separated slabs
with higher index of refraction nh surrounded by slabs with
lower index of refraction ns. In the right, we show symmetric
and anti-symmetric TE modes suported by the structure.
Solution for the boundary conditions of such structures leads to the follow-
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ing transcendental equations for the symmetric (or even) mode:
− sinh(γsa) cos[κh(b− a)] +
(
ns
nh
)2σ
κh
γs
cosh(γsa) sin[κh(b− a)]−
cosh(γsa) cos[κh(b− a)]−
(
nh
ns
)2σ
γs
κh
sinh(γsa) sin[κh(b− a)] = 0 (1.19)
And for the anti-symmetric (or odd) mode:
− cosh(γsa) cos[κh(b− a)]−
(
ns
nh
)2σ
κh
γs
sinh(γsa) sin[κh(b− a)]+
sinh(γsa) cos[κh(b− a)] +
(
nh
ns
)2σ
γs
κh
cosh(γsa) sin[κh(b− a)] = 0 (1.20)
With
γs =
√
β2 − k20n2s (1.21)
β =
√
k20n
2
h − κ2h (1.22)
Where nh is the index of refraction of the high-index material, ns is the refractive
index of the surrounding low-index material, a is the distance from the center
to the inner part of the high-index material, and b is the distance from the center
to the outer part of the high-index material.
The expression for the electric field for the even mode is:
Eeven =

1
n2σs
e−γh(x−b) if b 6 x
1
n2σh
cos[κh(x− b+a2 )]
cos[κh( b−a2 )]
if a 6 x < b
1
n2σs
cosh(γhx
cosh(γha)
if − a 6 x < a
1
n2σh
cos[κh(x+ b+a2 )]
cos[κh( b−a2 )]
if − b 6 x < −a
1
n2σs
eγh(x+b) if x 6 −b
(1.23)
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The expression for the electric field for the odd mode is:
Eodd =

1
n2σs
e−γh(x−b) if b 6 x
1
n2σh
cos[κh(x− b+a2 )]
cos[κh( b−a2 )]
if a 6 x < b
1
n2σs
sinh(γhx
sinh(γha)
if − a 6 x < a
1
n2σh
− cos[κh(x+ b+a2 )]
cos[κh( b−a2 )]
if − b 6 x < −a
1
n2σs
eγh(x+b) if x 6 −b
(1.24)
1.4.4 Coupling between Curved Waveguides
Directional couplers are basic building blocks for microring resonators and
Mach-Zenhder Interferometers. The solution for parallel waveguides starting
with electrical field at only one of the inputs of a directional coupler (as shown
schematically in the left side of Fig. 1.4) leads to an oscillatory behavior of the
field, going from one waveguide to the other with periodicity given by the cou-
pling constant Kc [22]:
a1(z) = cos(Kcz) (1.25a)
a2(z) = −ı sin(Kcz) (1.25b)
Where a1 is the normalized field amplitude of mode in the input waveguide,
and a2 is the normalized field amplitude of the mode in the coupled waveguide.
Therefore, the total coupling is obtained considering the total phase θc = Kcz
accumulated by the field propagating in the coupling region.
Given that the field decays exponentially outside of the core of the waveg-
uide, the coupling constant also changes as [23]
Kc(d) = Kc0e
−γ(d−d0) (1.26)
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d0
zeq
R
w
w
κEin
Ein
τEin κEin
d0
Ein
τEin
Figure 1.4: Equivalent parallel-waveguide model for coupling in a curved
waveguide.
where Kc0 is the coupling when the waveguides are at a distance d0, and γ
is the decay constant of the evanescent field. Therefore, for the case of a
straight waveguide coupling to a curved waveguide, where the distance be-
tween waveguides changes as
d(z) = d0 +R−
√
R2 − z2 (1.27)
we need to perform an integral to obtain the total phase:
θc = Kc0
∫ R
−R
e−γ(R−
√
R2−z2)dz (1.28)
For the first time, to our knowledge, we obtain a solution in Bessel series for this
integral. We start with the change of variables
z = R sin(θ) (1.29)
which leads to ∫ R
−R
eγ
√
R2−z2dz =
∫ pi/2
−pi/2
eγR cos(θ)R cos(θ)dθ (1.30)
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For γ = ıB, we have∫ pi/2
−pi/2
eıBR cos(θ) cosR(θ)dθ =∫ pi/2
−pi/2
cos(BR cos(θ)) cosR(θ)dθ + ı
∫ pi/2
−pi/2
sin(BR cos(θ)) cosR(θ)dθ =∫ pi/2
−pi/2
cos(BR cos(θ)) cosR(θ)dθ + ıpiJ1(BR)
(1.31)
To solve the remaining integral, we have from properties of Bessel functions
that
cos[x cos(φ)] = J0(x) + 2
∞∑
k=1
(−1)kJ2k(x) cos(2kφ) (1.32)
Therefore∫ pi/2
−pi/2
cos[BR cos(θ)]dθ =∫ pi/2
−pi/2
J0(BR)cos(θ)dθ + 2
∞∑
k=1
(−1)kJ2k(BR)
∫ pi/2
−pi/2
cos(2kθ) cos(θ)dθ
(1.33)
After performing the integral of the cosine terms, we obtain∫ pi/2
pi/2
eıBR cos(θ) cosR(θ)dθ = R
[
2J0(BR)− 4
∞∑
k=1
J2k(BR)
(2k)2 − 1 + ıpiJ1(BR)
]
(1.34)
From the relations
ıJ1(−ıγR) = I1(γR)
J0(−ıγR) = I0(γR)
J2(−ıγR) = −I2(γR)
J4(−ıγR) = I4(γR)
...
(1.35)
we finally obtain the total coupling phase
θc = Kc0R
[
2I0(γR)− 4
∞∑
k=1
(−1)kI2k(γR)
(2k)2 − 1 + piI1(γR)
]
(1.36)
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The value of γ can be obtained from the symmetric and anti-symmetric refrac-
tive indices for two distinct distances d1 and d2 as
γ =
1
d2 − d1 ln
(
neffsym(d1)− neffasym(d1)
neffsym(d2)− neffasym(d2)
)
(1.37)
where neffsym is the effective index of the symmetric mode in the coupling re-
gion, and where neffasym is the effective index of the anti-symmetric mode in the
coupling region. Since the coupling follows a exponential decay with constant
A, it is straight forward to obtain the desired distance between waveguides for
a given desired coupling value.
Another way to obtain the coupling value is by approximating 1.27 as
d(z) ≈ d0 + z
2
2R
(1.38)
The coupling phase calculation is now a Gaussian integral, which can be per-
formed from −∞ to∞. The final result is [24]
θc ≈ Kc0
√
2piR
γ
(1.39)
For two curved waveguides in the coupling region, the only change is a factor
of two appears multiplying γ.
1.4.5 Sellmeier Equation Coefficients
From considerations of the resonance frequency for each material, it is possible
to derive the material dispersion of dielectrics from first principles [20], which
can be checked experimentally using an Ellipsometer. Any application where
a large span of wavelengths is required needs to take into account the material
dispersion.
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A typical way to model the dispersion of materials is by the use of Sell-
meier’s equation, which is given by:
n2 = A+
∑
k
Gkλ
2
λ2 − λ2k
(1.40)
Tabulated values for most materials can be found in the literature. Table 1.2
presents the coefficients for silicon (Si) and silicon dioxide (SiO2), which are the
materials used throughout this work. Figure 1.5 shows the index of refraction
Table 1.2: Sellmeier’s equation coefficients for Si and SiO2.
Si SiO2 SiO2(GSI− PECVD)
A 1 1 1
G1 10.66842933 0.6961663 0.69617
λ1(µm) 0.003015116485 0.0684043 0.0684
G2 0.003043475 0.4079426 0.40794
λ2(µm) 0.0113475115 0.1162414 0.1162
G3 1.54133408 0.8974794 0.89748
λ3(µm) 11.04 9.896161 9.8962
using the coefficients presented in Table 1.2. It is worth to notice the difference
between tabulated values for silicon dioxide and the value typically obtained in
our fabrication processes.
1.5 Passive devices
In this section we describe important characteristics of three passive devices
used throughout this dissertation: the microring resonator, the Mach-Zehnder
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Figure 1.5: (a) Refractive index of bulk SiO2. (b) Typical refractive index
of undoped GSI-PECVD deposited SiO2 obtained at Cornell
Nanofabrication Facility.
(c) Refractive index of bulk Si.
Interferometer and the Multi-Mode Interference device.
1.5.1 Microring Resonator
Microring resonators are frequency-dependent optical components which,
through an interference mechanism, can enhance the electric field intensity in-
side its structure to levels higher than the input intensity. They have a passband
filter response which depends on losses (scattering, material absorption, tap
waveguides), and a Free Spectral Range which depends on its size and effective
index of refraction.
There are two interesting ways to solve the equations for a simple ring res-
onator: a steady-state approach, which neglects the dynamics of the field build-
up mechanism, and a time-domain approach, where the temporal response is
obtained and steady-state behavior can be verified by simply making t→∞.
In time domain, the time constant which determines the ring resonator char-
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Figure 1.6: Microring resonator.
acteristics is the roundtrip, which is tied to the length of the propagation delay
of the resonator by the relation:
trt =
Lrneff
c0
(1.41)
Where trt is the roundtrip time constant, Lr is the length of the resonator, neff is
the effective index of refraction of the waveguide, and c0 is the speed of light in
free space.
The equations necessary to obtain the transmitted field and build-up field
after n roundtrips, considering the convention displayed in Fig. 1.6, are:
E
(n)
t = τE
(n)
in − ıκE(n)b (1.42a)
E(n)a = τE
(n)
b − ıκE(n)in (1.42b)
E
(n)
b = E
(n−1)
a ae
ıφ (1.42c)
Where κ is the coupling constant, τ is the transmission constant. For a lossless
coupling κ and τ are such that
τ 2 + κ2 = 1, (1.43)
Et is the electrical field at the output (usually known as through port), Ein is the
electrical field at the input, Ea is the electrical field inside the resonator right af-
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ter the coupling region, Eb is the electrical field inside the resonator right before
the coupling region, the indices (n), (n−1) is the number of complete roundtrip
times trt computed, φ is the total optical phase accumulated by a field propagat-
ing inside the resonator, given by
φ =
2pi
λ
neffLr (1.44)
a is the loss term, which can be expressed as
a = e
α
2
Lr , (1.45)
where α is the field propagation loss in m−1.
The recursive equations above can be expanded as
E
(n)
t = τE
(n)
in − iκaeiφ(−iκE(n−1)in + τaeiφ(−iκE(n−2)in + · · ·+ τaeiφ(−iκE(0)in ) . . . ))
(1.46a)
E(n)a = −iκE(n)in + τaeiφ(−iκE(n−1)in + τaeiφ(−iκE(n−2)in + · · ·+ τaeiφ(−iκE(0)in ) . . . ))
(1.46b)
For the particular case when E(n)in = 1 for all n, it simplifies to:
E
(n)
t = τ − iκaeiφ(−iκ)(1 + τaeiφ + (τaeiφ)2 + · · ·+ (τaeiφ)n−1) (1.47a)
E(n)a = −iκaeiφ(−iκ)(1 + τaeiφ + (τaeiφ)2 + · · ·+ (τaeiφ)n−1) (1.47b)
These series have a closed form, which is given by:
E
(n)
t =
τ − aeiφ + κ2aeiφ(τaeiφ)n
1− τaeiφ (1.48a)
E(n)a = −iκ
1− (τaeiφ)n+1
1− τaeiφ (1.48b)
Figure 1.7 shows the stepwise response in time domain for the through port
field and for the build-up field inside the ring, as well as the frequency response
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at different moments during the transient. As any Infinite Response Filter, the
spectrum changes as time progresses, until a steady-state condition is achieved.
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Figure 1.7: Time and frequency domain response of a ring resonator. Top
left shows the discrete response of the through port (red), as
well the exponential fit (blue). Top right shows the discrete
build-up field inside the ring (red), as well the exponential fit
(blue). Bottom left shows the field intensity of the through
port as a function of phase at three distinct moments: after the
first roundtrip (red), after the third (blue) and after the hun-
dredth (green). Bottom right shows the field build-up intensity
as a function of phase at three distinct moments: after the first
roundtrip (red), after the third (blue) and after the hundredth
(green).
For n→∞we obtain the steady-state solution:
E
(∞)
t =
τ − aeiφ
1− τaeiφ (1.49a)
E(∞)a =
−iκ
1− τaeiφ (1.49b)
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In resonance, the time dependence of the build-up field inside the microring is
given by:
E(n)a = −iκ
1− (τa)n+1
1− τa (1.50)
From the equations above it is possible to extract the photon lifetime and the
Quality Factor of the resonator. Given that the number of roundtrip for which
the field inside the microring reaches 1− e−1 of its maximum is
(n+ 1) =
−1
ln(τa)
, (1.51)
we use the roundrip time constant trt and obtain the photon lifetime:
tlt = − Lrneff
c0ln(τa)
(1.52)
Quality factor (Q) of a microring resonator is obtained from
|E(∞)a (∆φ/2)|2
|E(∞)a (0)|2
=
1
2
(1.53)
The final result, after some algebraic manipulation, is:
cos(∆φ/2) =
1− 4τa+ (τa)2
−2τa (1.54)
After expanding it up to the second term in Taylor’s Series, we obtain
∆φ = 2
1− τa√
τa
(1.55)
and the expression for the Q is
Q =
φ
∆φ
=
√
τa
1− τapineffLr (1.56)
For critical coupling it simplifies to
∆φ = 2αLr (1.57)
The Quality factor for critical coupling Qcr is therefore given by
Qcr =
pineff
λα
(1.58)
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The Free-Spectral-Range (FSR) of a microring resonator is obtained consid-
ering the distance between two consecutive resonances:
FSR = λm − λm+1 (1.59)
Where λm and λm+1 are the mth and (m+1)th resonances, extracted from:
Lrneff (λm) = λmm (1.60a)
Lrneff (λm+1) = λm+1(m+ 1) (1.60b)
From the definition of group index [20]
ng = neff − λmdneff
dλm
, (1.61)
and after some algebraic manipulation, we finally obtain
FSR =
λ2
ngLr
(1.62)
1.5.2 Mach-Zehnder Interferometer
A Mach-Zehnder Interferometer (MZI) is a device which translates material dif-
ference between two optical paths into the amplitude of the output signal. The
optical paths may differ in length or in the value of the effective index of re-
fraction. The MZI can be divided in three parts: one directional coupler at the
input, one directional coupler at the output, and two arms (delay lines) connect-
ing them to each other (Fig. 1.8). Each part is constituted by two inputs and two
outputs. Since all elements are passive, relation between input and outputs can
be written in a matricial form.
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Figure 1.8: Mach-Zehnder Interferometer.
The relations between input and output of each part are given by:
First coupler:
 Ea1
Ea2
 =
 τ1 i · κ1
i · κ1 τ1

 Ei1
Ei2
 (1.63)
Delay lines:
 Eb1
Eb2
 =
 ei·ϕ1 0
0 ei·ϕ2

 Ea1
Ea2
 (1.64)
Second coupler:
 Eo1
Eo2
 =
 τ2 i · κ2
i · κ2 τ2

 Eb1
Eb2
 (1.65)
where
ϕ1 =
2pineff1
λ
L1 (1.66)
ϕ2 =
2pineff2
λ
L2, (1.67)
where τ1 and κ1 are the transmission and coupling coefficients of the first cou-
pler, respectively; τ2 and κ2 are the transmission and coupling coefficients of the
first coupler, respectively; ϕ1 is the optical length of the first delay line, L1 is
its physical length and neff1 is its effective index of refraction; ϕ2 is the optical
length of the second delay line, L2 is its physical length and neff2 is its effective
index of refraction; and λ is the wavelength of the input signal in free space. In
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the equations above, the output fields are at the left-hand side of the equations,
and the input at the right-hand side. The indices 1 and 2 for the fields identify
which of the input and output ports they represent.
The overall transfer function is obtained by cascading the matrices, leading
to: Eo1
Eo2
 =
 τ1τ2ei·ϕ1 − κ1κ2ei·ϕ2 i · (κ1τ2ei·ϕ1 + τ1κ2eiϕ2)
i · (κ1τ2ei·ϕ1 + τ1κ2eiϕ2) −κ1κ2ei·ϕ1 + τ1τ2ei·ϕ2

 Ei1
Ei2

(1.68)
For the case where τ1 = τ2 = τ and κ1 = κ2 = κ, we obtain: Eo1
Eo2
 = ei(ϕ1+ϕ22 )
 τeff i · κeff
i · κeff τeff

 Ei1
Ei2
 (1.69)
Where
κeff = 2κτ cos
(
∆ϕ
2
)
and τeff = 2τ 2 cos
(
∆ϕ
2
)
− e−i∆ϕ2 (1.70)
and
∆ϕ = ϕ1 − ϕ2 (1.71)
Figure 1.9 shows the transmission τeff (red) and coupling κeff (blue) terms
of the transfer matrix of an MZI made of 50/50 couplers as the phase difference
∆ϕ is changed.
1.5.3 MMI
A Multi-Mode Interference (MMI) device is a large optical waveguide support-
ing many modes, which splits the input of a single input waveguide into many
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Figure 1.9: Transfer function of a 50/50 MZI. In red we have the transmis-
sion τeff and in blue we have the coupling κeff coefficients.
output waveguides. The mode at the input excites the other modes of the
multi-mode structure. Since each mode propagates with its own propagation
constant, an interference pattern arises, having different number of transversal
lobes showing up as the modes propagate. This allows to split the input signal
in two or more outputs, as depicted in Fig. 1.10. The propagation constant for
each mode can be obtained through effective index method, and the coefficients
for the amplitude of each mode is obtained by inner product of the modes with
the input mode [20, 25]. The best way to obtain the right dimensions and length
of the MMI is through plotting the propagation of the excited modes. Some ap-
proximations to obtain the proper dimensions of the MMI for a given number
of outputs can be used [25, 26].
MMI is used in this work as a mode converter and a filter. It converts
the mode of a single-mode waveguide into the symmetric mode of a waveg-
uide composed of two parallel silicon beams surrounded by silicon dioxide, as
schematically shown if Fig. 1.10. It works as a filter when we reverse the prop-
agation direction, since a symmetric mode is converted back to the mode of the
output waveguide while an anti-symmetric mode is not converted to the mode
of the input waveguide, being irradiated away, as shown in Fig. 1.11.
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Figure 1.10: (a) Input mode, modes suported by the MMI and output
mode with its correspondent propagation constants. (b) Field
propagation through an 1×2-MMI.
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Figure 1.11: On the top we have an FEM simulation of a symmetric mode
being converted to the mode of the output waveguide. On
the bottom we have an FEM simulation of an anti-symmetric
mode being irradiated at the input waveguide.
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CHAPTER 2
HITLESS SWITCH
2.1 Introduction
Optical switches are critical elements for on-chip optical networks. They are es-
sential for high performance interconnects in a multi-core microprocessor sys-
tem [27, 28], where large bandwidth densities, low energy consumption and
small footprint components are required [3, 29]. Here we demonstrate hitless
operation of a broadband compact electro-optic switch for on-chip optical net-
works on a silicon platform. A broadband switch is important for two main
reasons: low distortion of high bandwidth signals [30], and robustness from on
chip temperature changes [31]. Hitless tuning, i.e. switching data at one wave-
length without affecting the other wavelengths on the interconnect (see Fig. 2.1),
is also an important criterion in on-chip optical networks employing multiple
wavelengths [27]. A broadband hitless switch provides the ability to enable and
disable a WDM channel drop filter without blocking an adjacent channel in the
network.
Switch 
OFF
l1,l2,l3,…,ln
l1,l3,…,ln
l2
Switch 
ON
Æ
Input
Port
Through Port
Drop Port
l1,l2,l3,…,ln
l1,l2,l3,…,ln
Input
Port
Through Port
Drop Port
a) b)
Figure 2.1: Hitless switch scheme. (a) When the switch is OFF, a single
wavelength channel in a WDM system is directed to the drop
port. (b) When the switch is ON, no channel is dropped.
Previously, thermo-optic [32, 33, 34] and all-optical [35] approaches have
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been used to demonstrate broadband hitless switching using coupled res-
onators, and also proposed to be used in a Mach-Zehnder topology [36, 37].
Electro-optic broadband switching has also been demonstrated, however not in
a hitless configuration [12, 38]. Here, we show the synthesis procedure, imple-
mentation and analysis of a broadband, hitless, compact electro-optic switch on
a silicon photonics platform, using a compact broadband filter integrated with
PIN diodes [39].
2.2 Switch Description and Synthesis
The device analyzed and fabricated consists of two coupled optical cavities sur-
rounded by p-doped and n-doped regions. The two cavities create a broadband
transmission while the integrated PIN diodes enable free-carrier injection and
extraction to change the refractive index of silicon [39]. A schematic of the de-
vice with its transfer function for distinct detuning values is shown in Fig. 2.2.
The broadband operation of the device is achieved when a) the cavities share
the same resonance wavelength and b) the coupling between each cavity and its
adjacent waveguide is much stronger than the coupling between cavities. The
hitless operation of the switch is achieved by changing the resonance of the cav-
ity coupled to the drop waveguide while leaving the other unperturbed. When
both cavities share the same resonance, light with frequency within the filter
bandwidth is directed to the drop port. When the index of the cavity coupled
to the drop port (right cavity in Fig. 2.2) is changed, the cavities no longer share
the same resonances. This leads to an over-coupled system and the signal is
routed to the through port. The fact that the index of the cavity coupled to the
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Figure 2.2: (a) Schematic of two coupled ring resonators with (b) its the-
oretical through port transmission spectrum. Red line shows
the original transmission where the two cavities share the same
resonance. The blue line shows a transient state and green line
the final state of the switch, where detuning was provided by
changing the refractive index of the right cavity.
through port (left cavity in Fig. 2.2) is not changed prevents perturbing adjacent
channels, which is the goal of a hitless device. In principle, even the residual
dispersion caused by the presence of the over-coupled cavity can be reduced
by slightly detuning it to the edge of the WDM channel, or to a nearby region
between two WDM communication channels.
The detuning mechanism used for changing the refractive index plays an
important role for the possible applications of the device. Changing the re-
fractive index by free-carrier plasma dispersion is crucial for systems which
require fast switching transitions (a few nanoseconds) of small data packets
(sub-microsecond or a few microseconds, depending on the amount of detun-
ing provided, as shown on section 3), once thermo-optical effect caused by the
current flowing through the device heats it up and reduces the index change
provided by the free-carrier plasma dispersion. Thermo-optical detuning, as
has been shown in [32, 33, 34], is suitable for slower switching times, hundreds
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of nanoseconds at best [40], with unlimited holding time.
In order to optimize the device performance we calculate the coupling con-
ditions, i.e., the transmission values for each directional coupler present in
the device (τ0, τ1 and τ2 in Fig. 2.2(a)) as a function of the desired bandwidth
(∆f ) given a desired intensity attenuation coefficient β2, also known as power
ripple, shown in the inset of Fig. 2.2(b). General methods for filter synthesis
when there is no propagation loss has been extensively studied for CROW sys-
tems [41, 42, 43]. Here we provide the steps for a Chebyshev-like transfer func-
tion implementation when losses are considered in a two ring device, by forc-
ing the minimum transmission to be zero and the maximum to be β2 inside the
bandwidth of the transmission spectrum of the through port.
The equations for the field at the through and drop ports are:
Et =
τ2 − eıφ2a2Et1
1− τ2eıφ2a2Et1 and Ed =
√
eıφ2a2 · (−ıκ2) · Ed1
1− τ2eıφ2a2 · Et1 (2.1)
with [44]
Et1 =
τ1 − eıφ1a1τ0
1− τ1eıφ1a1τ0 and Ed1 =
−√eıφ1a1 · (−ıκ1) · (−ıκ0)
1− τ1eıφ1a1τ0 (2.2)
and with
ai = e
−α+∆αi
2
·2piR and φi =
2pi
λ
· (ng + ∆neff i) · 2piR (2.3)
where Et is the field intensity at through port, Ed is the field intensity at drop
port, τ0, τ1 and τ2 are the transmission coefficients of the directional couplers
shown in Fig. 2.2(c), κ0, κ1 and κ2 are the coupling coefficients of the directional
couplers, R is the radius of the rings, a is intrinsic loss, ∆αi is the loss caused
by free-carrier absorption, αi is the roundtrip attenuation coefficient for ring i,
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ng is the group index of the device, ∆neff i is the refractive index change caused
by free-carrier plasma dispersion for ring i, and λ is the free space wavelength.
With no free-carrier injection the values for roundtrip attenuation coefficient are
equal a1 = a2 = a and phases are also equal φ1 = φ2 = φ. The equations
are shown in a recursive fashion and can be easily extended for higher order
filters, although a matrix analysis method can also be used [45]. Analogous
to the condition for critical coupling in a single ring [44], critical coupling for
two rings requires that the transmission in the input waveguide is equal to the
product of attenuation coefficients and transmission coefficient of the output
waveguide:
τ2 = a
2τ0 (2.4)
Plugging Eq. 2.4 into the equation for the transmission field Et and forcing it to
have zeros in the numerator we obtain:
τ1 = cosφ0
2a · τ0
1 + τ02a2
(2.5)
where φ0 is the value of the phase φ that provides zeros in the through port
transmission spectrum. Plugging Eq. 2.4 and Eq. 2.5 in Eq. 2.1 and considering
that the minimum attenuation allowed inside the bandwidth (β) happens for
φ = 0, the following equation is obtained for τ0:
(a · τ0)4 − 21− cosφ0
β · a (a · τ0)
3 − (a
2 + 1) (2 · cosφ0 − 1)
a2
(a · τ0)2
− 2(1− cosφ0)
β · a (a · τ0) +
1
a2
= 0 (2.6)
which can be solved analytically or numerically. The root we are looking for
is the one with real value which provides τ0 < 1. Finally, the phase of the
transmission zero can be related to bandwidth by:
φ0 =
2pi
2
√
2
· λc
2
c0
∆f
FSR
or φ0 =
2pi
2
√
2
· ∆f
fsr
(2.7)
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where λc is the central wavelength of the switch, ∆f is the bandwidth or flat
region where the through port transmission is smaller than the ripple (β), c0
is the light speed at vacuum, FSR is the Free Spectral Range in wavelength
domain and fsr is the Free Spectral Range in frequency domain. Therefore, once
the values of ∆f , β and a are specified, one can determine the transmission for
each directional coupler present in the device. It can be demonstrated from the
equations above that, for devices with losses, one can have a box-like transfer
function only if the value of φ0 is greater than a minimum value φmin:
φmin =
2 · (a4 + a2)− β · (a6 + a4 + a2 + 1)
2 · (1− β) · (a4 + a2) (2.8)
2.3 Fabrication, experimental description and results
The process flow of the structure ensures that the diodes are electrically isolated
for independent tuning of each cavity, an important requirement to achieve hit-
less operation. We fabricate the device on a silicon-on-insulator (SOI) substrate
with a 250 nm device layer on a 3µm buried oxide layer. Waveguides and cavi-
ties are created by patterning and etching 210 nm of the 250 nm top silicon layer,
leaving a 40 nm slab throughout the chip. The diodes are made by doping the
slab regions around each cavity. We achieve electrical isolation by etching the
silicon slab in undoped regions including between the cavities. The hard mask
used for patterning the waveguides and cavities protects them in this etching
step, while additional patterned HSQ resist is used as a mask for the remaining
slab regions. Although only one of the cavities requires dynamic tuning, we
create electrical contacts to both cavities in order to fine tune the device spectra
if needed. Restricting a slab to the cavity region improves both optical cou-
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pling at the tapered chip input and propagation losses through the waveguide.
The quasi-TM propagation mode is chosen for this study because it has lower
dependence on sidewall roughness as compared to the quasi-TE mode, usu-
ally providing a cleaner spectrum. The shape of the device was designed to be
equivalent to a racetrack in the region where a strong coupling is required and
equivalent to a ring in the coupling region where the coupling is weak, therefore
allowing waveguides to be placed further apart and reducing mode conversion
losses [46]. For a device with power ripple of 17.5 dB below the transmission,
bandwidth of 60 GHz and losses about 10 dB/cm we obtain coupling parame-
ters τ0 = 0.811, τ1 = 0.970 and τ2 = 0.800 which were achieved using spacings
of 304 nm, 350 nm and 300 nm, and linear region lengths of 3797 nm, 673 nm
and 3797 nm, respectively. The fabrication of the PIN structure is performed by
implanting BF2+ and As− as acceptor and donor dopants, respectively, with a
1019 cm−3 concentration for both [11]. Nickel silicide is formed for contacting
the doped regions, and aluminum is used for the contact pads. A Scanning
Electron Microscope picture of the cavities with doped Silicon slab surrounding
them is shown in Fig. 2.3(a), an Optical Microscope picture of the device before
evaporating the Aluminum pads is shown in Fig. 2.3(b). The measured spec-
trum of the device fabricated is shown in Fig. 2.3(c). Broadband hitless switch-
ing behavior is demonstrated by measuring the dynamics of the spectrum as the
switch is turned ON and OFF. We monitor the output power at the through and
drop ports during both carrier injection and extraction on an oscilloscope with
a 30 GHz bandwidth optical sampling module. We scan the input laser from
1547.3 nm to 1554.3 nm with steps of 0.05 nm and observe the spectrum dynam-
ics shown in Fig. 2.4. The switching times of the device, free-carrier concentra-
tion and amount of refractive index change are obtained by fitting the measured
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Figure 2.3: (a) SEM picture of the device with the p+ (green) and n+
(red) implanted areas highlighted. The Si waveguides have
250 nm × 450 nm cross-section. The device is clad with 1µm of
silicon dioxide and has a 3µm silicon dioxide BOX. Each cavity
has a total length 2pi×10µm with 8µm bend radius. (b) Optical
microscope picture of the device before evaporating aluminum
for contact pads. (c) Spectrum of the device fabricated without
any carrier injection.
data to the theoretical model. We simulate the device behavior by plugging the
refractive index change and losses in the transfer function equations of the de-
vice (Eqs. 2.1 to 2.3). In order to obtain the relation between refractive index
change and current applied, a DC experiment is performed to separate the blue
shift in the resonance, given by free-carrier concentration [47], from the slow red
shift provided by thermal effect [48, 49]. The influence of the temperature and
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Figure 2.4: (a) Dynamics of the spectrum for the through port. Switch
starts in OFF state (red), it is turned ON at 15 ns (green) and is
turned OFF again at 110 ns (red). (b) Dynamics of the spectrum
for the drop port. Notice that the box-like spectrum disappears
in the period where the switch is kept ON.
carrier concentration on the device performance are distinguishable: when a DC
bias is applied, the carrier concentration can be approximated as directly pro-
portional to the current while the device temperature can be approximated as
proportional to the power dissipated (or the current squared). Mathematically
we have:
∆neff = −c1I + c2I2 (2.9)
where ∆neff is the change in effective refractive index, and c1 and c2 are propor-
tionality constants. In order to measure the resonance shift carefully, we apply
a DC voltage to the cavity coupled to the input waveguide and measure both
the maximum resonance shift (∆λDCmax) and the current that provides this shift
(IDCmax). Using the relationship, Eq. 2.9 becomes:
∆neff = −
[
2ng
λ
]
·
[
∆λDCmax
Imax
]
I +
[ng
λ
]
·
[
∆λDCmax
I2max
]
I2 (2.10)
where ng is the group index and λ is the original resonance wavelength. Eq. 2.10
provides a direct relation between index change and current flowing through
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the device, from which we obtain the free-carrier concentration as a function of
the current. This procedure allows us to identify the term with I2 dependence
and suppress it from the model simulated for device operation much faster than
the time constants of the thermal effect. We extract the free-carrier concentration
inside the device from the free-carrier concentration index change (∆nSi) and
free-carrier absorption losses (∆α) dependence of silicon, given by [8, 50, 47]:
∆nSi = −8.8× 10−22N − 8.5× 10−18P 0.8, [N ] = [P ] = cm−3 (2.11)
∆α = 8.5× 10−18N + 6.0× 10−18P, [∆α] = cm−1 (2.12)
where ∆nSi is the index change of the silicon waveguide for a given concentra-
tion of electrons (N ) and holes (P ). The index change in the silicon is related
to the overall index change, by the confinement factor (Γ) of the field, which in
our case is Γ = 0.81 [51]. Once ∆nSi is known and N = P in the steady state,
we obtain the free-carrier concentration as a function of the current. The losses
added to the right cavity (∆α) are obtained from the Eq. 2.12, which closes the
set of variables used in the modeling. In Figs. 2.5 and 2.6 we show simulated
(continuous lines) and measured (dotted lines) spectrum (Fig. 2.5) and time re-
sponse (Fig. 2.6) for the through (blue) and drop (red) ports. The drop port
transmission changes by 9.8 dB when the switch is turned ON with a 1.46 V bias
and 4.0 Vpp switching signal. The through port transmission has an ON/OFF
ratio of 16.6 dB. When the device is ON, the right cavity has a 2.8 nm resonance
shift meaning an index change ∆neff = 0.009 and a free-carrier density around
3.6×1018 cm−3. The contact resistance of the device isRS = 437 Ω and the power
consumed in ON state, considering a 0.7 V junction potential, is 17.4 mW. The
time domain signal for a single wavelength at 1550.8 nm is shown in Fig. 2.6(a).
In Fig. 2.6(b) we show the result of switching a 1 Gbps modulated signal with
central wavelength 1550.8 nm. Fig. 2.7(a) shows the eye diagram of a 10 Gbps
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signal input. Fig. 2.7(b) shows the same signal at the drop port. We notice that
the 60 GHz bandwidth accommodates the 10 Gbps signal with low distortion.
By fitting the simulated curve to the experimental results when a DC voltage is
applied we estimate ∆λDCmax = 0.8 nm with IDCmax = 2.0 mA. Plugging these
values in Eq. 2.10 and considering that the thermal effect is negligible for the
dynamics of the system we obtain, for a e−1 amplitude decay, the time constants
for the switch as 7 ns for OFF-ON transition and 3 ns for ON-OFF transition.
We demonstrate, as can be seen in 2.7, that at least an 80 ns window can be
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Figure 2.5: (a) Instantaneous spectrum for the switch off at 10 ns. (b) In-
stantaneous spectrum for the switch on at 107.5 ns. Dotted lines
represent experimental data while continuous lines are the cal-
culated values.
sustained with the switch ON with a 7 ns transient time. For a 10 Gbps signal
going through the device it represents switching of up to 710 bits. Note that the
holding time and current applied (i.e. the extinction ratio) are not independent,
being necessary to reduce the current when longer holding times are required.
In fact we are able to hold the device for more than 1µs for extinction ratios
4 dB smaller than the values shown in Fig. 2.5. Longer hold times, essential for
on-chip networks, can be achieved using novel electro-optic structures [39], or
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Figure 2.7: Eye diagram of a 10 Gbps signal (a) at input and (b) at drop
port.
reducing the surface recombination rates [52].
2.4 Operational Limits
The extinction ratio experienced by each port when the switch goes from OFF
state to ON state is limited by the maximum current that the diode can toler-
ate. Destructive experiments with the fabricated diodes shows that DC currents
around 7 mA can damage them, limiting the detuning we can provide for the
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switch. For a resonant cavity, the maximum optical detuning needed for maxi-
mum extinction ratio is
∆nMAX =
λ
4piR
(2.13)
For this amount of refractive index change, the detuned cavity needs to have its
resonance shifted by half FSR of the device, which corresponds to 4.5 nm for the
switch demonstrated here. To avoid damaging the device, we limit the current
to 6.3 mA and obtain at most a 2.8 nm detuning. Even though 2.8 nm detuning
is only 62% of the maximum detuning, its effect in the ON/OFF ratio is much
stronger: for the drop port, the 9.8 dB ON/OFF ratio obtained experimentally
represents 79% of the theoretical value for maximum detuning; for the through
port, the 16.6 dB ON/OFF ratio obtained experimentally represents 98% of the
theoretical value for the maximum detuning. Both values agree with the theo-
retical result for a 2.8 nm detuning, which also shows that reasonable ON/OFF
ratios can be obtained much before the maximum detuning is achieved.
Noticing that the ON/OFF ratio for the through port easily achieves a value
close to its maximum while the drop port ON/OFF ratio increase slowly with
the detuning experienced by the switch, a helpful project chart is obtained
by verifying the detuning required to achieve equal ON/OFF ratio for both
through and drop ports. The values of the ON/OFF ratio when they are equal
for both ports are shown as a function of the synthesis parameters in Fig. 2.8(a),
and the detuning related to it is presented in Fig. 2.8(b). The detuning is nor-
malized by the maximum detuning presented in Eq. 2.13 and results are plotted
for 4 different power ripple specifications, in dB, where ξ = −20.log(β). We con-
sider a lossless cavity, with a = 1 (0 dB/cm), and a lossy cavity, with a = 0.9964
(10 dB/cm for a 5µm ring radius or 5 dB/cm for a 10µm ring radius), which is
a reasonable value for passive devices we fabricated beforehand for characteri-
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zation of the filters. The relation between bandwidth and the synthesis param-
eter φ0 are explicitly shown for 5µm and 10µm ring radius with effective index
n = 1.9 and group index ng = 4.35, as can be seen in the auxiliary horizontal
axes added in red to Fig. 2.8(a). The relation between detuning and carrier den-
sity is also explicitly shown in the red auxiliary vertical axes for 5µm and 10µm
ring radius. For the device fabricated, we verify from Fig. 2.5(a) that its ripple
is close to 17.5 dB, with a flat bandwidth about 60 GHz (φ0 = 0.12). Using these
values in Fig. 2.8(b) we verify that the drop port ON/OFF ratio cannot reach the
same value as the through port ON/OFF ratio for the device fabricated.
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Figure 2.8: (a)Detuning (or Carrier Concentration, in red) required to the
same ON/OFF ratio for through and drop ports. It is shown as
a function of the normalized transmission zero (Bandwidth) for
a few ripple (ξ) and roundtrip loss (a) specifications. (b) Value
of the ON/OFF ratio when they are the same for through and
drop port.
The intrinsic insertion loss for this switch topology has to be considered for
through and drop port in three main points: the central wavelength in the drop
port when the switch is OFF, the central wavelength in the through port when
the switch is ON and the detuned wavelength in the through port when the
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switch is ON. They are pointed out in Fig. 2.9(a) as b), c) and d), and, for the de-
vice fabricated, we obtained 0.5 dB, 2.0 dB and 0.4 dB, respectively. In general,
each insertion loss can be obtained as a function of the synthesis parameters
(bandwidth and ripple), and are depicted in Figs. 2.9(b), (c) and (d) for both a
lossless and a lossy case. In Fig. 2.9(b) we verify that the insertion loss of the
drop port when the switch is OFF increases considerably for very small band-
widths in a lossy device, once there is a minimum bandwidth that provides the
resonance splitting as predicted by Eq. 2.8. Below that bandwidth the field at
the drop does not have a box-like shape anymore. In Fig. 2.9(c) we notice that
the insertion loss can change from values comparable to those obtained for the
drop port in the lossless case to values with a higher loss when propagation
losses are added. In Fig. 2.9(d), we show the insertion loss at the detuned res-
onance with a different vertical scale once its values are much smaller than the
other cases. We consider in Fig. 2.9(c) and (d), when the switch is ON, the detun-
ing required to have both through and drop port with the same ON/OFF ratio.
Besides the limits shown in Fig. 2.9, the insertion losses when the switch is ON
can be reduced by applying a small detuning in the cavity coupled to the input
waveguide, so that the overcoupled resonance is shifted to the nearby region
where the crosstalk specifications do not allow data to be allocated.
2.5 Conclusion
We show the characteristics of a broadband (60 GHz), spectrally hitless, com-
pact (20µm × 40µm), fast (7 ns) electro-optical switch. The device, composed
of two coupled resonant cavities, has independently addressable PIN diodes,
and the hitless behavior happens when only the cavity connected to the output
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Figure 2.9: Insertion losses of the switch as a function of the normal-
ized bandwidth (φ0) for a few ripple (ξ) and roundtrip loss (a)
specifications. (a) Spectrum showing the insertion losses an-
alyzed. (b) Drop port insertion loss when the switch is OFF.
(c) Through port insertion loss at the central wavelength when
the switch is ON. (d) Through port insertion loss at the detuned
wavelength when the switch is ON.
waveguide is detuned by free-carrier injection. Thermal effects in the device
limit the hold time to about 80 ns, and the device fabricated shows an ON/OFF
extinction ratio of 9.8 dB for the drop port and 16.6 dB for the through port when
driven by a 1.46 V bias and 4.0 Vpp switching signal, with total power consump-
tion of 17.4 mW. This demonstrated device is a critical component for on-chip
networks.
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CHAPTER 3
HIGH FIDELITY TUNING OF SECOND-ORDER MICRORING
RESONATOR FILTER OVER LARGE SPECTRAL RANGE
3.1 Introduction
Wavelength Division Multiplexers (WDM) are essential components in high
bandwidth telecom and datacom [53]. Their most important feature is the ca-
pability to drop a signal from the network based on the carrier wavelength, as
well as to add a new signal to the network, as depicted on Fig. 3.1. Current
WDM filters only exhibit high performance (i.e., high extinction ratio and low
cross talk) for a limited band (typically 1 nm). Although some WDM filters can
be tunable, most either rely on bulk components that are not integrable [54, 55]
or on movable parts, (such as MEMS-based filters [54]) and are not robust to the
environment.
 
λ1 
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λ3 
λ3 
λ1 
λ2 
λ3’
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input output 
 
Figure 3.1: Functional schematics of WDM filters. While one of them
drops the signal with carrier wavelength at λ3 from the net-
work, another one adds a different signal at the same wave-
length, allowing maximum use of the bandwidth of the net-
work.
The main challenge in tunable WDM filters is maintaining the spectra char-
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acteristics (such as bandwidth and extinction ratio) while tuning over large
spectral range. This is because high performance WDM filters are typically ob-
tained by using high-order filters such as a series of coupled-resonator optical
waveguides (CROW) [19, 32, 45, 55], or in a Fabry-Perot topology [56] which de-
grade in performance when they are reallocated over a large spectral range. The
degradation occurs because tuning the resonators not only modifies their reso-
nance wavelength but can also change the coupling between cavities. We can
see the effects of such changes shown in Fig. 3.2. The continuous lines show sim-
ulations of the original spectrum of a second-order filter, while the dotted lines
show simulations of possible outcomes for the spectrum after thermal tuning
the resonance far away, depending on the heat distribution across the filter.
Here we model and demonstrate a thermally tunable WDM filter based on
a Si/SiO2 coupled resonator filter that maintains high performance over at least
15 nm tuning range. We first model the behavior of important characteristics
involving the coupling region during thermal tuning. Then, we verify how the
coupling changes in two scenarios: first, when the coupling region is at a tem-
perature different of the average temperature of the resonator. Second, when
not just the temperature at the coupling region is different from the average,
but also is different on each waveguide of the coupling region. Based on the
modeling, a set of 6 different configurations of heaters is fabricated to verify
the distinct behavior predicted. Finally, we observe a large reallocation without
degrading bandwidth or extinction ratio of the filter.
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Figure 3.2: Typical transfer function of a WDM filter. Through (red) and
drop (blue) ports are shown for the original resonance (contin-
uous lines) and for the resonance placed about 30 nm by ther-
mal tuning. An schematic of the filter, in black, sorrounded by
heaters, in red, for the two cases exemplified at left and right.
The electrical field distribution, considering the difference in
index given by different thermal distribution is also shown in
the inset.
3.2 Thermal dependence of the coupling
We model the coupling between two adjacent waveguides taking into account
its dependency on three factors [22]: (1) the optical length of the coupling re-
gion (zc); (2) the overlap of the evanescent field of one waveguide with the fun-
damental mode of the other (Kc); (3) the difference between the propagation
constant of the individual waveguides (∆). All of them depend implicitly on
wavelength and temperature, therefore thermally tuning the rings affect all of
these factors.
Coupled-Mode Theory, when considering the general case of asymmetric
waveguides, provides the value for the coupling κ and transmission τ in a
parallel-waveguides configuration according to the expressions [22]:
κ = −i · ei·∆·zc(Kc/βc) sin (βczc) (3.1)
τ = e−i·∆·zc [cos (βczc) + i(∆/βc) sin (βczc)] (3.2)
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Where βc =
√
K2c + ∆
2. For the case of geometrically symmetric coupling re-
gion, ∆ is a function only of the temperature difference of the waveguides, and
can be calculated in a first order approximation as
∆ = Γ
pi
λ0
dnSi
dT
(Tright − Tleft) (3.3)
where λ0 is the wavelength of the light, nSi is the effective index of Si, Tright
is the temperature of the right waveguide in the coupling region, Tleft is the
temperature of the left waveguide in the coupling region, Γ is the confinment
factor [22, 51].
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Figure 3.3: Equivalent parallel-waveguide model for the coupling of two
curved waveguides.
The equations for a parallel-waveguides directional-coupler can be used for
a curved coupler once the equivalent length is obtained, [24] as depicted in
Fig. 3.3:
zeq =
√
piR/γ (3.4)
where R is the curvature radius and γ is the decay constant of the evanescent
field, given by:
γ =
2pi
λ
√
n2eff − n2SiO2 , (3.5)
where neff is the effective index of the waveguide and nSiO2 is the refractive
index of SiO2.
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A simplified model for calculating the coupling constant Kc is obtained for
the 2D model of the 3D structure (as depicted in Fig. 1.2). Given that the field
distribution for the fundamental mode of a slab waveguide it given by Eq. 1.16,
we can calculate analytically the overlap integral, obtaining:
Kc =
ε0pic0
2λ
C2
(
n2slab − n2SiO2
n2slab · n2SiO2
)σ
e−γ(d+
w
2 )
cos
(
kx
w
2
)×
2kx cosh
(
γ w
2
)
sin
(
kx
w
2
)
+ γ sinh
(
γ w
2
)
cos
(
kx
w
2
)
k2x + γ
2
(3.6)
Where
kx =
2pi
λ
√
n2slab − n2eff , (3.7)
and C is the normalization factor given by Eq. 1.17.
With the equations for ∆ (Eq. 3.3), zeq (Eq. 3.4) and Kc (Eq. 3.6) at hand, we
can model scenarios which explore different temperature-distribution depen-
dence for the coupling. We have that the refractive indices of Si and SiO2 de-
pend on wavelength and temperature, where the wavelength dependency can
be modeled using Sellmeier equations for Si and SiO2 [20], using the coefficients
present in Table 1.2 and the temperature dependency can be modeled as pro-
portional to the thermo-optical coefficient for each material, being aproximately
1.84× 10−4K−1 for silicon [15, 57], and 1.5× 10−5K−1 for silicon dioxide [58].
3.3 Lumped Model for Temperature Dependence
The temperature distribution across a microring resonator is responsible for set-
ting its resonance wavelength. A given resonance wavelength λres is obtained
for a unique average temperature Tring of a silicon microring resonator.
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Electrical wiring
Figure 3.4: Example of full 3D heat distribution simulation. We observe
that the vias act quite well as heat sinks, changing the tem-
perature around them. We also notice that the temperature of
the microring resonators varies as the geometry of the heaters
varies.
We present a simple model to overcome the computationally demanding full
3D simulations for the heat distribution across the device. As heat comes from
resistors surrounding the filters, a temperature distribution pattern is observed,
as we can see in the FEM simulation shown in Fig. 3.4. The symmetry of the
structure allows us to analyze a smaller section, composed of a ring and a cou-
pling waveguide. We therefore separate the temperature of the device in three
variables: the average temperature of the ring is lumped the variable Tright, the
average temperature in coupling waveguide is lumped in the variable Tleft, and
average temperature of the whole ring is lumped in the variable Tring.
Our goal is to engineer the temperature distribution across the device so that
we can make the coupling κnew at wavelength λnew to be the same as the origi-
nal coupling κold at wavelength λold, which ultimately makes it possible to have
the same transfer function for the filter when tuned at any wavelength. Tem-
perature tuning is a simple process: increasing the temperature of the microring
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red-shifts its resonance, which means that the free-space wavelength needs to
be increased to keep constant the propagation constant. On the other hand,
the evanescent field present in the silicon dioxide is stronger for longer wave-
lengths, increasing the coupling between the microring and input waveguide.
Since the resonance wavelength depends on the average temperature, we no-
tice that the same resonance wavelength can be obtained for a lower coupling-
region temperature if the rest of the microring is hotter, bringing up the possi-
bility to tune the coupling by changing the temperature distribution.
Figure 3.5 shows how the coupling κnew changes as the temperature of the
coupling region of the microring Tright changes around the average temperature
of the microring Tring = 650K. It is calculated for two scenarios: first, when the
temperature of the input waveguide is Tleft = Tright; and second, when the in-
put waveguide is kept at room temperature Tleft = 300K. We use equations 3.1
through 3.7 to plot Fig. 3.5. We observe that for the case where both waveguides
at the coupling region are kept at the same temperature (Tleft = Tright), their tem-
perature need to be closer to the average temperature of the ring Tring = 650K
than the case when the waveguides at the coupling region are kept at different
temperatures, with the left waveguide kept at room temperature (Tleft = 300K).
In both cases the temperatures Tleft and Tright of the coupling region needs to
be below the average temperature of the microring Tring in order to achieve
κnew = κold at the new wavelength. From these two cases, we have a range of
possible solutions for Tright for the interval 300K < Tleft < Tright.
We design various heater configurations around the coupled cavities and
compare the original spectrum with the shifted spectrum of each one of the
configurations. FEM simulations, as shown in Fig. 3.6 and Fig. 3.7, provide two
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Figure 3.5: Example of coupling dependence on temperature variation of
the coupling region. We have three distinct regions: the cou-
pling waveguide (orange), the coupling region of the microring
(red) and the delay part of the microring (rose). We change the
temperature Tright around the temperature Tring and observe
the change in coupling for the case when Tleft = Tright (blue)
and Tleft = 300K (green).
important insights for the design. First, we observe that having a thin 40 nm sili-
con slab connecting the heater to the silicon waveguides increases the efficiency
the heat diffusion, as shown in Figs. 3.6 and 3.7. Second, comparing Figs. 3.6 and
3.7 we observe that the presence of the vias change considerably the heat dis-
tribution. Therefore, by just changing the placement of the vias in the structure
we achieve different temperature distributions.
3.4 Fabrication and results
The device is fabricated on a Silicon-on-Insulator (SOI) wafer, using a CMOS
compatible process. Silicon waveguides are etched with a 210 nm by 450 nm
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Figure 3.6: (a) Simulation of the heat distribution without slab underneath
heaters and waveguide. (b) Simulation of the heat distribu-
tion with slab underneath heaters and waveguides. The same
amount of energy is provided for the heaters in both simula-
tions.
cross-section. In order to ensure more efficient heat conduction from the heaters
to the waveguides, a 40 nm thin silicon slab is left underneath the 10µm ra-
dius microrings. The heaters are made out of electron-beam evaporated nickel-
chrome (nichrome) and set 1µm away from the inner edge of the rings and 2µm
away from the outer edge, to avoid optical losses. Each of the heaters are indi-
vidually connected to pads so that the heat distribution can be controlled inde-
pendently. It allows that different regions of the filter can experience different
values of temperature and yield distinct transfer functions. An optical micro-
scope picture and a schematic of the fabricated device are shown in Fig. 3.8.
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Figure 3.7: (a) Simulation of the heat distribution without slab underneath
heaters and waveguide at the vias region. (b) Simulation of
the heat distribution with slab underneath heaters and waveg-
uides at the vias region. The same amount of energy is pro-
vided for the heaters in both simulations.
Figure 3.9 show the resulting spectrum of the six different configurations
tested. The figures show the original spectrum (red) superimposed with the
spectrum thermally tuned 15 nm away (blue), and each configuration of heaters
is shown in the inset of the transfer functions. The performance of the device
is evaluated by the transmission spectra of the through port, since its extinction
ratio is more sensitive to thermal changes around the resonance than the drop
port. In order to achieve perfectly symmetric transfer function, small fabrica-
tion errors are compensated by fine tuning the spectrum by small changes in the
voltage applied to the heaters. The best two results can be observed in Fig. 3.9c
and Fig. 3.9f. The latter provides a perfect match between the original transfer
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Figure 3.8: (a) Optical microscope picture of the filter before golden vias
and pads are deposited on top with heaters rotated by 45◦. (b)
Schematics of the device with no rotation of the heaters. The
inset depicts the cross section with SiO2 cladding deposited on
top.
function and the transfer function of the reallocated resonance. From the heater
configuration shown in the insets, we deduce that the temperature distribution
in Fig. 3.9c is described by the simplified model we propose as the optimum
point of the blue in Fig. 3.5, while the temperature distribution in Fig. 3.9f is de-
scribed as the optimum point of the green curve in Fig. 3.5. In both cases, the
performance of the device remains high with an extinction ratio well over 10 dB
and 14 dB respectively, and no noticeable change in the bandwidth (which is not
the case, e.g., in Fig. 3.9 b, d and e).
We measure 17 mW/nm and 22 mW/nm power consumption for the config-
urations at the left and at the right of Fig. 4, respectively. The e−1 time-response
is 11.1µs for the falling edge and 8.4µs for the rising edge. The maximum tun-
ability obtained with the devices we fabricated, where nichrome heaters are
placed on top of the 40-nm silicon slab, is 22.5 nm. For comparison, we also
fabricated devices without the 40-nm silicon slab, achieving only 19.2 nm for
the same power applied, as shown if Fig. 3.10. Therefore, the slab provided a
17% improvement in power efficiency. The power consumption can be made
even lower given that it scales with the size of the rings [19].
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Figure 3.9: Spectrum comparison of devices with different heat distribu-
tions.
3.5 Failure test and improvement
We perform experiment to check the failure point of the heaters, to understand
better its limits and to move towards larger tunability. We observed degrada-
tion of the heaters, both with and without slab underneath, after keeping the
resonance shifted around 20 nm for a few seconds. They become open circuit at
that point, and Fig. 3.11 shows an optical microscope picture of the failure point
without slab (left) and with slab (right). While in the left the heater gets clearly
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Figure 3.10: Resonance shift as a function of the voltage applied in the
heaters. In red we have the shift with a 40-nm silicon slab
underneath the device. In blue, we have the shift without a
silicon slab.
destroyed as a typical open circuit, on the right we observe a fluid-like pattern,
which may be attributed to reaction between Nickel and Silicon, forming some
of the lower-temperature nickel silicides [59, 60].
(a) (b)
Figure 3.11: Pictures of the device in a destructive experiment. Voltage
applied to the heaters is increased till they stop working. (a)
Device without slab underneath: just nichrome heaters get de-
stroyed. (b) Device with slab underneath: a melting pattern
shows destruction of both nichrome heaters and silicon slab.
It is most likely that a nickel-silicide formation started to hap-
pen at high temperature.
As an alternative to obtain better heaters, we fabricate silicon doped heaters,
which were formed by implanting Ar− with 1 × 1019cm−3 concentration. The
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doped silicon heaters are connected to copper pads through TiN diffusion bar-
rier. This set of materials yielded individual heaters able to handle more power
then the nichrome heaters, and their performance can be observed in Fig. 3.12.
The IV curved measured shows that each of them can handle up to 18 V. How-
ever, when all heaters are turned on together, we could only measure the reso-
nance shift up to 11 V, when it becomes unstable and some of the heaters inside
the ring stop working. This time, however, there was no visible damage to the
heaters, and when we applied a higher voltage with a current limited power
supply, the heaters are recovered and the experiment can be performed again,
repeating the same behavior as the voltage is increased on all heaters. This be-
havior follows exactly the same procedure documented for some memristor in
the literature [61].
We measure the resonance shift, as shown in Fig. 3.13 and extrapolate the it
considering the characteristics shown in Fig. 3.12, which shows that a resonance
shift beyond 30 nm can be achieved for the IV characteristics of the heaters.
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Figure 3.12: Characteristics of higher resistance (red) and lower resistance
(blue) set of heaters.
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Figure 3.13: In red we have data from measured resonance shift. In blue
we display the expected resonance shift considering the IV
characteristic measured for the heaters.
3.6 Conclusion
We demonstrate that it is possible to achieve exactly the same transfer function
for Si/SiO2 microring tunable filters reallocated far from its original designed
resonance. Such high fidelity behavior is pivotal for integrated reconfigurable
WDM networks, and the modeling described here is essential for the case of
higher order filters, where changes in the coupling cause strong variation in the
transfer function of coupled resonator filters. We observed that doped heaters
are very promising to achieve higher tunability, but its performance in our fab-
rication was hindered by a bistable behavior shown by some ot the resistors. A
careful choice of metals and fabrication process is necessary to follow up this
work and achieve extremely large and stable tunability range.
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CHAPTER 4
CMOS COMPATIBLE RECONFIGURABLE FILTER FOR HIGH
BANDWIDTH NON-BLOCKING OPERATION
4.1 Introduction
State-of-the-art multi-core microprocessor systems have already achieved as-
tonishing performances, but the tradeoff between signal attenuation and band-
width in metallic wires compromises further progress [4, 5, 6]. A compelling
alternative to decouple loss and bandwidth relies on Optical Networks-on-Chip
(ONoC), which opens new possibilities to network architectures with unprece-
dented communication bandwidth [62, 63].
Free Spectral Range (FSR) and reconfiguration dynamics of individual filters
are two pivotal points which set boundaries to the overall capacity of an ONoC.
Both are important for most metrics involving networks efficiency, being crucial
factors on the overall aggregate bandwidth and network latency, respectively.
The aggregate bandwidth of an ONoC is limited by the sum of the bandwidths
of all channels comprising the network, which is ultimately limited by the FSR
of individual channels. And a reconfigurable network might suffer unnecessary
latency if single channel reallocation requires disabling other channels.
Here, by the proper operation of a Mach-Zehnder interferometer (MZI) en-
hanced second-order microring-resonator filter, we demonstrate a non-blocking
– or hitless [32] – reconfigurable filter with large FSR. The ability to efficiently
increase the number of channels in a network has been demonstrated in passive
non-reconfigurable structures, in a variety of ways, for example, by using small
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microring resonators [64, 65, 66], Vernier filters [67, 68], and by merging MZI’s
with microring resonators (Fig. 4.1a) [68, 69, 70, 71, 72]. The last approach is
chosen for this work because it has the interesting features of doubling the FSR
without imparting high radiation losses (intrinsic to tight bends) and without
the typical insertion loss for misaligned resonances (intrinsic to Vernier filters).
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Figure 4.1: (a) Schematics of a second-order filter with MZ arms. (b) Trans-
fer function of a microring resonator (red) and effective cou-
pling κeff of a MZI (green). (c) Transfer function of through
(red) and drop (blue) ports of the filter.
4.2 Description, synthesis and non-blocking operation
The device, shown in Fig. 4.1a, consists of a modified second-order microring-
resonator filter, where the coupling between the microring and the waveguide
is MZI assisted with a two-point coupling topology instead of the usual single-
point coupling (red inset in Fig. 4.1b). The MZI is composed of 2 arms with
lengths Lmz and Lmzr, with equal field coupling κ for both coupling regions, as
shown in Fig. 4.1a. The MZI provides a periodic wavelength dependency for the
coupling between bus waveguides and resonators, with periodicity set by the
arm length difference ∆L = Lmz − Lmzr. In Fig. 4.1b, the spectral responses
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of the ring and of the MZI are shown in red and green, respectively. For a
given relation between the values of ∆L and κ one can achieve the removal
of a resonance of the microring leading to a doubled FSR filter with a box-like
transfer function, as shown in Fig. 4.1c.
In order to determine the required values of ∆L and κ, one needs to ensure
that the minimum coupling κeff of the MZI overlaps with the resonance to be
suppressed. The coupling (κeff ) and transmission (τeff ) coefficients of an MZI
are extracted from the input to output transfer function Eout1
Eout2
 = exp(i2pi
λ
neff (λ, T )
Lmz + Lmzr
2
)
·
 τeff i · κeff
i · κeff τeff

 Ein1
Ein2

(4.1)
with
κeff (λ, T ) = 2κt cos
(
2pi
λ
neff (λ, T )
∆L
2
)
(4.2)
τeff (λ, T ) = 2τ
2 cos
(
2pi
λ
neff (λ, T )
∆L
2
)
− exp
(
−i2pi
λ
neff (λ, T )
∆L
2
)
(4.3)
where neff is the effective refractive index of the waveguides comprising the
MZI, which is a function of wavelength λ and temperature T . Therefore, the
minimum coupling at the wavelength λ0 is obtained when κ(λ0) = 0, which
leads to:
∆L(m2) =
λm1
neff (λm1)
·
(
m2 − 1
2
)
, m2 ∈ N∗ (4.4)
where the wavelength λm1 is obtained from the resonance condition of a micror-
ing:
2piRneff (λm1) = m1λm1 , m1 ∈ N∗ (4.5)
Combining Eq. 4.2 and Eq. 4.5, we have the equation for the effective coupling
at λm1−1:
κeff (λm1−1) = 2κτ cos
[
m1 − 1
2m1
(1 + 2m2) pi
]
(4.6)
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Therefore the coupling κ is given by:
κ(m2) =
√√√√1
2
− 1
2
√
1− κ2eff (λm1−1)
[
sin
(
1 + 2m2
2m1
pi
)]−2
(4.7)
In order to obtain real solutions, minimum and maximum boundaries are set
for the possible values of m2:
m1
pi
asin [κeff (λm1−1)]−
1
2
6 m2 6
m1
pi
{pi − asin [κeff (λm1−1)]} −
1
2
(4.8)
The geometry of the device is determined by choosing values for m1 and
m2 that obey Eq. 4.8, which are then used to calculate ∆L and κ using Eqs. 4.4
and 4.7, while the bandwidth and passband ripple of the box-like filter are deter-
mined by the effective coupling κeff (λm1−1) and ring to ring coupling κrr, which
are obtained from filter synthesis methods [13, 42, 43, 73]. For example, Fig. 4.2
shows a few possibilities of transfer functions for different values of m1 and m2
and fixed values of κeff (λm1−1) and κrr. The examples shown in Figs. 4.2a, b,
and c are for m2 = (m1 − 1)/2, m2 = (m1 − 1)/3, and m2 = (m1 − 1)/5, which
result in ∆L = 2piR/2, ∆L ≈ 2piR/3, and ∆L ≈ 2piR/5, respectively, all of them
with 60 GHz flatband bandwidth and -20 dB passband ripple at resonance. All
figures show a doubled FSR around the suppressed resonance at λm1 , with a
box-like resonance at the next resonance at λm1−1 and distinct behavior for fur-
ther resonances. In Fig. 4.2a, every other resonance is removed, while in Fig. 4.2b
one out of every three resonances is removed, and in Fig. 4.2c one out of every
five resonances is removed. We observe that the coupling, shown in green, is
more (less) sensitive around the resonance λm1−1 (λm1) for smaller m2 values,
which can be an important criteria when choosing the design parameters for
specific applications.
In order to obtain non-blocking operation of the filter, the following se-
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Figure 4.2: Examples of possible transfer function. In red we have the
through port, the drop port is in blue, and, in green, we have
the wavelength dependency of the effective coupling κeff for
(a) m2 = (m1 − 1)/2, (b) m2 = (m1 − 1)/3, and (c) m2 =
(m1 − 1)/5. All simulations considered 10µm radius silicon
microrings, surrounded by SiO2, with 6 dB/cm propagation
losses.
quence of 3 events is implemented: the refractive index of the microring and
of the MZI at the right is modified, which changes the box-like filter into an
all-pass filter; the refractive index of the entire structure is modified altogether,
moving the all-pass filter to a new wavelength; and finally the excess change in
the refractive index of the microring and MZI at the right is removed, so that the
all-pass filter transitions back to a box-like filter at a new wavelength. We make
use of the strong thermo-optical effect present in silicon to change the refractive
index and achieve non-blocking tuning [15].
Figure 4.3 shows the transmission response of the structure and its non-
blocking nature following the three steps of temperature tuning outlined above.
The through port and drop port transmissions (Et and Ed, respectively) where
64
plotted using
Et =
τLeft − aτLeftτrrτRightφRight − aτrrφLeft + a2τRightφRightφLeft
1− a (φLeftτLeft + φRightτRight) τrr + a2φLeftτLeftφRightτRight φ1Ei (4.9)
Ed =
−iaκLeftκrrκRight
√
φLeftφRight
1− a (τLeftφLeft + τRightφRight) τrr + a2τLeftφLeftτRightφRight
√
φ1φ2Ei
(4.10)
where
φLeft/Right = exp
[
i
2pi
λ
neff (TLeft/Right)
(
2piR +
∆L
2
)]
(4.11)
φ1/2 = exp
(
i
2pi
λ
neff (TLeft/Right)
Lmz + Lmzr
2
)
(4.12)
a = exp [−α (piR + ∆L)] (4.13)
where τLeft = τeff (TLeft), κLeft = κeff (TLeft), τRight = τeff (TRight), and κRight =
κeff (TRight), and α is the propagation loss. TLeft is the temperature of the left
microring and of the Mach-Zehnder arm connected to it, and TRight is the tem-
perature of the right microring and of the Mach-Zehnder arm connected to it.
Figure 4.3(i) shows the transmission when TLeft = TRight = T0. Figure 4.3(ii)
shows the transfer function when the temperature of right ring and MZI is in-
creased to TRight = T1, obtaining an all-pass filter. Figure 4.3(iii) shows the trans-
fer function when the temperature of the full device is increased by TF so that
TRight = T1 + TF and TLeft = TF , shifting the all-pass filter to a new location.
Finally, Figure 4.3(iv) shows the transfer function when temperature of the right
side of the device is reduced to TF , reallocating the box-like transfer function
at a new wavelength. Even though it is clear in Fig. 4.3 that the reconfiguration
process does not block other channels, we observe that it imparts about 1 dB
insertion loss to the intermediate wavelengths. Optimization of design param-
eters can be used to reduce even more such reconfiguration insertion loss.
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Figure 4.3: Non-blocking tuning. (i) Initial transfer function of the filter,
with the whole structure at the same temperature T0. (ii) All-
pass transfer function after the right side of the filter is at tem-
perature T1. (iii) The all-pass transfer function is shifted com-
pletely by increasing the temperature of the whole structure by
TF . (iv) Final transfer fuction, obtained by reducing the tem-
perature of the right side down to TF .
4.3 Fabrication, Experiment and Results
We fabricated the structure using a CMOS-compatible process. As shown in
Fig. 4.4a, doped Si heaters were formed inside the microrings and in the sur-
roundings of the external arms of the MZI’s. The cross section of the heaters is
215 nm high by 1000 nm wide, while the cross section of the crystalline silicon
waveguides is 215 nm high by 450 nm wide. A thin 35 nm silicon slab is left
underneath the structure to enhance the heat transfer from the heaters to the
waveguides. The overall structure is fabricated on an SOI wafer with a 3µm
buried oxide and is clad with a 1.2µm of SiO2. Vias are etched for electrical
contacts, where a thin stack of TiSi and TiN is formed prior to the evaporation
of the Cu wirings and pads. The final structure is shown in Fig. 4.4b.
The transfer function of the device fabricated is measured as shown in
Fig. 4.5a, where a doubled FSR of 19.2 nm can be observed for the 10µm ra-
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Figure 4.4: (a) False-color Scanning Electron Microscope picture of the de-
vice. The waveguides are shown in blue, heaters in brown and
a thin silicon slab underneath the structure is shown in green
(no metal contacts shown). (b) Optical microscope picture
of the final structure, with copper wiring connected through
round vias to the heaters.
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Figure 4.5: (a) Original spectrum of the device, with through (red) and
drop (blue) ports presenting the doubled FSR. (b) Spectrum af-
ter changing the effective index of the cavity coupled to the
drop port. No resonances are observed. (c) New resonance of
the filter after non-blocking tuning.
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dius microrings, with its main resonance at 1594.6 nm. The residual power
dropped at the suppressed resonance (at 1604.2 nm) is about 16 dB below the
signal level. In Figs. 4.5b and 4.5c we demonstrate the non-blocking tuning of
the fabricated filter. For the first step of the non-blocking tuning, we apply
28 mW to the heater inside the microring connected to the drop port, which
changes the box-like transfer function (Fig. 4.5a) to an all pass transfer function
(Fig. 4.5b), as expected. In Fig. 4.5c we show the final step of the tuning, where
a new central resonance wavelength, at 1603.1 nm, is observed under 115 mW
of heat power applied for all heaters. Non-blocking operation is clear from the
experimental results, confirming that a doubled FSR filter can be reconfigured
from a wavelength to another with negligible insertion loss for intermediate
wavelengths.
4.4 Conclusion
We fabricate and characterize a CMOS-compatible, Mach-Zehnder-coupled,
second-order-microring-resonator filter with doubled free spectral range and
demonstrate non-blocking thermo-optical filter reconfiguration. We demon-
strate that non-blocking tuning can be achieved for a doubled FSR filter, which
translates to a higher throughput for NoC’s. It is important to note that in the
current configuration, when the device is reconfigured and the refractive index
of part of the structure is modified to achieve the all-pass filter, an overcoupled
resonance is obtained, which still has a small power penalty and imparts some
loss (< 1 dB) on other channels allocated between the initial and final wave-
length. Even though the procedure described does not block the communication
of other channels, its power penalty must be considered in the network design,
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and may limit the number of channels that can be reconfigured simultaneously.
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CHAPTER 5
ELECTRICALLY-DRIVEN OPTICAL-ISOLATOR
5.1 Introduction
Isolators are fundamental for the operation of optical networks on chip (ONoC).
They protect lasers from damage caused by reflections in the network, improv-
ing their stability both in wavelength and power.
Traditional isolators rely on Faraday rotation induced by magnetic fields [74,
75, 76], and therefore are based on materials that are not CMOS compatible,
which prevents their integration in current microelectronic systems. Recently
several mechanisms have been suggested to provide nonreciprocity based on
non-magnetic methods. Mechanisms making use of nonlinear effects [77] or ra-
diation pressure, in a non-linear mechanical topology [78] have been theoreti-
cally shown to have the ability to provide optical isolation when an individ-
ual signal comes from only one direction; however they fail to isolate in the
important scenario when there are signals propagating forward and backward
simultaneously. The use of a complex modulation in a waveguide [79] have
been recently suggested as a possibility for inducing one-way modal conver-
sion. However, such static devices are reciprocal as it is constraint by Maxwell’s
equations [80] and therefore cannot be used to construct any non-reciprocal op-
tical devices, including isolators and circulators.
Here we show for the first time an electro-optical isolator, on silicon, based
on indirect interband photonic transition [81] induced by a traveling electrical
wave that provides dynamic index modulation in a waveguide. The struc-
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ture used here supports two optical modes: a symmetric and anti-symmetric as
shown in Fig. 5.1. A traveling wave modulation with frequency and wavenum-
ber matches the difference in frequency and wavenumber between the original
mode and a second mode of the waveguide propagating in one direction, as
shown in Fig 5.3 (left) and induces mode conversion. When the propagation is
in the opposite direction, as shown in Fig. 5.3 (right) the traveling wave’s fre-
quency and wavenumber does not correspond to the difference in frequency
and wavenumber between the original mode and any other existing mode and
therefore no conversion occurs. Figure 5.3 shows the mode amplitudes as the
light propagates from one direction to the other obtained using coupled mode
equations [81], using the wavenumbers obtained for a 10 GHz index modu-
lation in the structure with dimensions w = 450 nm, h = 215 nm, t = 35 nm and
d = 500 nm. One can see that total conversion is expected when light propagates
from right to left while minimal conversion (<2% in the example shown) is ex-
pected when light propagates from left to right. The different transmission of
the symmetrical modes in the forward and backward directions clearly shows
the nonreciprocity of the dynamic modulated system.
w d w
h t
SiO2
SiO2
Si Si
Cross section Symmetric mode
Anti-symmetric mode
Figure 5.1: Waveguide geometry and materials.
In order to realize the isolation, we add 1x2 MMI’s to the edges of the struc-
ture. When no mode conversion occurs (Fig. 5.4 top), the MMI at the output
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Figure 5.2: Dispersion relation for symmetric (red) and anti-symmetric
(blue) modes of coupled waveguides. The black arrow repre-
sents the traveling-wave permittivity modulation. In the left, it
matches the initial mode to another mode, while in the right it
is observed conversion mismatch.
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Figure 5.3: Dynamics of the mode conversion. Right to left propagation
achieves full conversion from one mode to the other, while left
to right propagation does not.
converts the symmetric mode back to the mode of the output waveguide. When
conversion does occur, the MMI at the output cannot convert the mode to the
mode of the output waveguide, and as a result light is dissipated providing
isolation. Fig. 5.5 shows a 2D FEM simulation in time domain of the mode con-
version. The input signal was set at 1550 nm, and the permittivity modulation
with maximum ∆ε = 0.29122, at 10 THz with wavenumber q = 76285.3m−1.
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The total length of the waveguide is 31.5µm. Note that in order to induce con-
version the overlap integral between the modulation spatial distribution and
the initial and final modes should be non zero [81] and therefore the modula-
tion cannot be symmetrical across the structure cross-section. In the simulation
the modulation is induced only in the the lower half of the waveguide. Sim-
ulations with modulation frequency down to 100 GHz were successfully per-
formed, with q = 25984.8m−1, ∆ε = 0.0182 and device length of 0.413 mm, with
mode conversion observed in only one direction, which shows the scalability of
the principle. The increase of length is required because light travelling needs to
experience at least one modulation period to attain efficient mode conversion,
which consequently requires considerably more computational power.
Effective index modulation
Effective index modulation
Figure 5.4: Schematic of the isolator. A single mode waveguide feeds a
1x2 MMI, which provides the symmetric mode for the isolator.
By modulating the refractive index of one waveguide we ob-
tain a non-zero overlap between the modes and modulation.
In one direction the symmetric mode is converted to the anti-
symmetric mode, but it is not converted in the other direction.
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Right to left: mode is converted
Left to right: mode is kept
Figure 5.5: FEM time-domain simulation showing the conversion occur-
ring in only one propagation direction.
5.2 Theoretical Background
In order to derive the equations that describe the conversion between modes
achieved by a traveling-wave modulation of the permittivity of a waveguide,
we start from the wave equation for the electric field where the perturbation is
present in the polarization vector [82]:
∇2 ~E − 1
c
∂2 ~E
∂t2
=
4pi
c2
∂2 ~P
∂t2
(5.1)
For conversion happening only in the propagation direction, we only need to
consider the longitudinal component:
∂2 ~E
∂z2
− 1
c
∂2 ~E
∂t2
=
4pi
c2
∂2 ~P
∂t2
(5.2)
Assuming a wave solution with amplitude dependence, we have:
~E = A(z)eı(ωt−kz) (5.3)
Putting 5.3 into 5.2 we obtain
d2A
dt
− k
2
A
− 2ıkdA
dz
+
ω2
c2
A =
4pi
c2
d2P
dt2
(5.4)
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Using the Slow Varying Amplitude Approximation, we can neglect the first
term of the left side. The second and the forth terms cancel each other. Finally
we obtain:
dA
dz
= ı
2pi
ωc
d2P
dt2
(5.5)
Equation 5.5 is the main equation for mode conversion. We need to obtain P as
a function of the permittivity modulation so that we can solve Eq. 5.5 and verify
the conditions for mode conversion.
Assuming that we have two modes with transversal distribution U1(x, y) at
frequency ω1 and wavenumber k1 and U2(x, y) at frequency ω2 and wavenumber
k2:
~E = U1(x, y)A1(z)e
ı(ω1t−k1z) + U2(x, y)A2(z)eı(ω2t−k2z) + c.c. (5.6)
The polarization ~P is given by
~P = ε0χ~E (5.7)
where
χ = εr − 1 (5.8)
The nonlinear part is given by
χNL = εr (5.9)
For
εr = εr0 + δεe
ı(Ωt−qz) + c.c. (5.10)
we obtain, plugging 5.10 and 5.6 into 5.7:
~P = U1(x, y)A1(z)e
ı[(ω1+Ω)t−(k1+q)z] + U1(x, y)A1(z)eı[(ω1−Ω)t−(k1−q)z]+
U2(x, y)A2(z)e
ı[(ω2+Ω)t−(k2+q)z] + U2(x, y)A2(z)eı[(ω2−Ω)t−(k2−q)z] + c.c. (5.11)
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For electrical field propagation in the reverse direction (−z), we replace k1 and
k2 by −k1 and −k2 and obtain
~P = U1(x, y)A1(z)e
ı[(ω1+Ω)t−(−k1+q)z] + U1(x, y)A1(z)eı[(ω1−Ω)t−(−k1−q)z]+
U2(x, y)A2(z)e
ı[(ω2+Ω)t−(−k2+q)z] + U2(x, y)A2(z)eı[(ω2−Ω)t−(−k2−q)z] + c.c. (5.12)
Now we need to plug the equations above in Eq. 5.5, obtain the solution
when there is phase matching or not and verify when conversion occurs for
each direction of propagation.
The permittivity modulation is given by:
∆ε(x, z, t) = δε(x) cos(Ωt− (−q)z) (5.13)
A waveguide which only support two modes, we have that the total field is a
superposition of the two modes amplitudes A1 and A2:
⇀
E(x, z, t) = A1(z)E1(x)e
ı(ω1t−k1z) + A2(z)E2(x)eı(ω2t−k2z) + cc (5.14)
From Eq. 5.5, we obtain the coupled mode equations [82]:
dA1(z)
dz
= iCe−ı∆kzA2(z)
dA2(z)
dz
= iCeı∆kzA1(z)
(5.15)
Where
∆k = k2 − k1 − (−q)
C = ε0
8
ω
∫∞
−∞ δ(x)E1(x)E2(x)dx
(5.16)
δ(x) is the profile of the perturbation. For two modes E1 and E2 with even and
odd symmetries respectively, δ(x) cannot be even in order to have C 6= 0.
For initial conditions:  A1(0) = 1A2(0) = 0 (5.17)
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we obtain the solution: A1(z) = e
i∆k
2
z
[
i∆k
2γ
sin (γz) + cos (γz)
]
A2(z) = i
C
γ
ei
∆k
2
z sin (γz)
(5.18)
With
γ =
√(
∆k
2
)2
+ C2 (5.19)
For perfect phase matching, we have: Ω = ω2 − ω1−q = k2 − k1 (5.20)
Therefore ∆k = 0, γ = C, and: A1(z) = cos (Cz)A2(z) = i sin (Cz) (5.21)
The coherence length is given by:
C · lc = pi
2
⇒ lc = pi
2C
or C =
pi
2lc
(5.22)
In the other direction, the phase mismatch is given by ∆k = 2 (k2 − k1). In this
case, the amplitudes are:
A1(z) = e
−i(k2−k1)z

ı
k2 − k1√
(k2 − k1)2 + C2
sin
(√
(k2 − k1)2 + C2z
)
+
+ cos
(√
(k2 − k1)2 + C2z
)

A2(z) = ı
C√
(k2−k1)2+C2
ei(k2−k1)z sin
(√
(k2 − k1)2 + C2z
) (5.23)
Figure 5.3 shows complete mode conversion when light travels in one di-
rection while small conversion with higher periodicity happens for the signal
propagation on the other direction.
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5.2.1 Parallel Waveguides
A very large separation between k-vectors happens when a single waveguide
guide two modes, as shown in Fig. 5.6, requiring index modulation of the or-
der of terahertz and modulation wavelength on a sub-micrometer length scale.
A way to bring this separation to more feasible values is by having two paral-
lel waveguides set aside, as if they were a long directional coupler, as shown
in Fig. 5.2. Since the modes result from splitting of their own single modes in
a symmetric and anti-symmetric set of supermodes, the separation can be ar-
bitrarily set according to the distance among them. With this configuration in
mind we obtain the propagation constants of the guided modes.
As a first approximation, we obtain the slab equivalent for the channel
waveguide we are working with, using the Effective Index Method. Then, we
obtain the propagation constant for the symmetric and anti-symmetric modes
at the frequencies ω1 and ω2 = ω1 + ∆ω, where ∆ω is the frequency of the refrac-
tive index travelling-wave modulation. Top insets of Fig. 5.7 show a wavelength
where conversion happens on the forward direction but not in the backward.
Bottom insets of Fig. 5.7 show a wavelength where conversion happens on the
backward propagation direction but not in the forward.
5.3 Electrical Design
Electrical modulation limits the possible frequency of the signal on 10’s of gi-
gahertz. According to the dispersion relation, the k-vector required for such a
frequency points to wavelengths of the order of 100’s of micrometers. Unfor-
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Figure 5.6: Example of single waveguide supporting two modes. Theoret-
ically it is possible to provide the conversion from one mode to
the other. Unfortunately, it requires index modulation on the
order of terahertz, and modulation wavelength on the order of
nanometers, unfeasible with electrical modulation.
tunately, a simple transmission line operating at 10’s of gigahertz have wave-
length on the order of millimeters, and a different approach is required to attain
the necessary modulation wavelength.
The solution to obtain a modulation wavelength on a sub-millimeter fashion
relying on millimeter waves is obtained by an artificial transmission line: a set of
transmission lines out-of-phase from each other is used as a voltage supply, and
they feed alternately sections of a doped waveguide which have pn and np junc-
tions. The voltage changes the length of the depletion region of the junctions,
modulating the refractive index and imparting a traveling wave modulation.
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Figure 5.7: Example of dispersion relation of two parallel silicon struc-
tures. Conversion can be attained with modulation on the or-
der of tens of gigahertz, and modulation wavelength on the
order or hundreds of micrometers.
This arrangement provides a stepwise sinusoidal modulation, with wavelength
only depending on the dimensions of the pn and np sections.
In this section we first analyze the effects of the discretization on the ampli-
tude of the harmonic responsible for the mode conversion. Then, for a sinusoid
discretized in four parts, we show that a traveling wave component propagating
backwards starts to be formed if there is phase error for signals in quadrature.
In the sequence, we derive the equations for the refractive index change of a pn
junction in reverse bias. Then we analyze the capacitance of pn-np and np-pn
junctions, which is the topology we use in the isolator. Next we provide discuss
the effects of a periodically loaded transmission line on the attenuation of the
electrical signal. We verify that the load impedance needs to be purely real to
avoid attenuation, which means that an inductor in parallel to the capacitors is
required for good operation of the isolator. Finally we present the parameters
chosen for the inductor fabricated and, for the parameters used in the design,
we plot the impedance of the overall load (pn-np junctions, inductor and feed-
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ing stub) as a function of the frequency.
5.3.1 Effects of Discretization
A discretized modulation pattern certainly generates many harmonics, and the
intensity of the fundamental component is therefore reduced. Here we calculate
the intensity of each harmonic as a function of the number of discrete steps
forming the modulation.
Consider a discretized modulation pattern for the permittivity given by:
∆ε (t, z) = δε cos
[
floor
(
z
d mod
)
ϕTL − ωt
]
(5.24)
where ϕTL is the phase of the transmission line feeding a given junction of
length dmod. For simplicity, lets normalize it as:
g (x) = cos
[
floor
(x
L
m
)
· 2pi
m
+ ϕt
]
(5.25)
Where L is the length of a complete discrete sinusoid, and m is the number
of discrete steps the sinusoid is devided. We observe that the phase of each
transmission line, ϕTL is then a fraction of 2pi. We can expand it in a Fourier
series:
g(x) =
∞∑
n=−∞
Gne
ı2pinx/L (5.26)
with
Gn =
1
L
∫ L
0
g(x)e−ı2pinx/Ldx (5.27)
Solving for the coefficients Gn we obtain
Gn =
1
m
m−1∑
k=0
cos
(
2pi
k
m
+ φt
)
e−ı2pink/m (5.28)
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We observe that the terms n and −n can be put together to obtain purely real
coefficients. Defining
h(x, φt, n) = Gne
ı2pinx/l +G−ne−ı2pinx/l (5.29)
The final result is
h(x, φt, n) = sinc
(pin
m
)

cos
(
φt − 2pin
L
x
)
·
∣∣∣∣∣∣∣
1 if n+1
m
∈ N
0 if n+1
m
/∈ N
+
+ cos
(
φt +
2pin
L
x
)
·
∣∣∣∣∣∣∣
1 if n−1
m
∈ N
0 if n−1
m
/∈ N

(5.30)
where the forward and backward propagation components are explicitly ob-
tained. The first harmonic component of the modulation has the amplitude
sinc
( pi
m
)
(5.31)
We observe is that a 2-step discretization has first harmonic propagating in both
directions, which means that it cannot be used for the isolator design. For a
4-step discretization, there is only forward propagation of the first harmonic in
which is present 90% of the signal.
5.3.2 Effects of Delay Mismatch
The design we have chosen discretizes the sinusoidal modulation in four parts.
This choice is very practical: using pn-np and np-pn junctions, the same trans-
mission line makes the junctions respond 180◦out of phase from each other.
Therefore, we only need two transmission lines with 90◦delay to provide the
four-steps discretization. Here we analyze the effects caused by an error δφ for
the phase.
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Figure 5.8: Depiction of the discretized traveling wave (blue) used for
modulation. Calculation shows that most of the signal (90%)
is present on the first harmonic (red), which has the k-vector
used for enabling the optical mode conversion. We notice that
first harmonic propagates in the backward direction while the
third harmonic (blue) propagates in the forward direction.
The discretized signal is given by:
g(x) =

sin(ωt) if 0 6 x < L/4
cos(ωt+ δφ) if L/4 6 x < L/2
− sin(ωt) if L/2 6 x < 3L/4
− cos(ωt+ δφ) if 3L/4 6 x < L
(5.32)
where δφ is the phase error for the transmission line in quadrature. After calcu-
lating the coefficients of the Fourier series we obtain
g(x) =
∞∑
m=0
2
(2m+ 1)pi
{
[sin(ωt) + cos(ωt+ δφ)] sin
[
2pi(2m+ 1)
x
L
]
−(−1)m[sin(ωt)− cos(ωt+ δφ)] cos
[
2pi(2m+ 1)
x
L
]}
(5.33)
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The only relevant term is the first harmonic (m = 0), since the other harmonics
do not provide phase matching. Rearranging the terms it is possible to separate
it in two parts: a forward propagating and a backward propagating wave. It is
given by:
g1fw(x, t) =
1
pi
{[1 + cos(δφ) + sin(δφ)] cos(ωt+ kx)+
[1 + cos(δφ)− sin(δφ)] sin(ωt+ kx)} (5.34)
g1bw(x, t) = − 1
pi
{[1− cos(δφ) + sin(δφ)] cos(ωt− kx)+
[−1 + cos(δφ) + sin(δφ)] sin(ωt− kx)} (5.35)
with
k =
2pi
L
(5.36)
Therefore, the amplitude of the forward and backward propagating harmonics
are: √
[1 + cos(δφ) + sin(δφ)]2 + [1 + cos(δφ)− sin(δφ)]2
pi
=
2
pi
√
1 + cos(δφ)
(5.37a)√
[1− cos(δφ) + sin(δφ)]2 + [−1 + cos(δφ) + sin(δφ)]2
pi
=
2
pi
√
1− cos(δφ)
(5.37b)
We observe that any mismatch δφ decreases the efficiency of conversion from
one mode to the other in the isolator and causes an increase in the insertion loss
caused by conversion in the direction which no conversion should happen.
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Figure 5.9: Forward (red) and backward (blue) components of the trav-
eling wave generated by 4 discrete steps considering an error
δφ for the feeding lines in quadrature (pi/2 and 3pi/2 delayed
lines).
5.3.3 Depletion Region, Index Change and Figure of Merit
We dope waveguides and modulate the depletion region to change the index
of refraction of the waveguides. There are three variables to optimize in the
process: the concentration of the dopants (p and n) and the positioning of de-
pletion region formed by them. Besides the modulation achieved by changing
the width of the depletion region, the presence of free-carriers also induces loss.
In order to optimize the tradeoffs involved, an interesting figure of merit is the
ratio between index change and loss. Here we describe the steps to obtain the
figure of merit and optimize the design.
First, for a abrupt junction, the length of the depletion region at the p-doped
and n-doped regions are, respectively [16]:
xp(Va) =
√
2εs
q
1
Na +Nd
√
Nd
Na
√
φi − Va (5.38a)
xn(Va) =
√
2εs
q
1
Na +Nd
√
Na
Nd
√
φi − Va (5.38b)
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with
φi = Vt ln
(
NdNa
n2i
)
(5.39)
The change in the index of refraction and the added optical losses in a doped
silicon waveguide are given by [8]:
∆nSi = −8.8× 10−22Nd −−8.5× 10−18N0.8h (5.40a)
∆α = 6× 10−18Na + 8.8× 10−18Nd (5.40b)
We are interested in the difference of refraction index and losses between a peak
applied voltage and no voltage. We need to consider on our calculation the
mode profile as well, which can be obtained as described in Chapter 1. After
some algebraic manipulation, we obtain the following expressions for refractive
index change and added losses:
∆n = −8.8× 10−22Nd
[
1
n2σh
Ceven
κh.even
] [
sin(jcenter − xn)
cos(κh.evenw/2)
− sin(κh.evenw/2)
cos(κh.evenw/2)
]
+
− 8.5× 10−18(Na)0.8
[
1
n2σh
Ceven
κh.even
] [
sin[κh.even(jcenter + xp)]
cos(κh.evenw/2)
− sin(κh.evenjcenter)
cos(κh.evenw/2)
]
(5.41)
∆α = −8.8× 10−18Nd
[
1
n2σh
Ceven
κh.even
] [
sin(jcenter − xn)
cos(κh.evenw/2)
− sin(κh.evenw/2)
cos(κh.evenw/2)
]
+
− 6.0× 10−18Na
[
1
n2σh
Ceven
κh.even
] [
sin[κh.even(jcenter + xp)]
cos(κh.evenw/2)
− sin(κh.evenjcenter)
cos(κh.evenw/2)
]
(5.42)
with
Ceven =
(∫ ∞
∞
Eevendx
)−1
(5.43)
Finally, the figure of merit can be obtained as
fom =
10 log(e)∆α + α0
∆n
(5.44)
Where α0 is the intrinsic loss of the waveguide.
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We use the equations above to obtain the dopant concentration and off-
set which minimizes fom. We obtain, for a silicon waveguide with 250 nm ×
450 nm cross-section, a n-dopant concentration of 1×1018 cm−3, a p-dopant con-
centration of 1 × 1017 cm−3, with the center of the dopants shifted 202 nm – the
p-dopant overlaps most of the waveguide. Figure 5.10 shows the change in per-
mittivity for such configuration when a -6 V voltage is applied to the junction.
-200 200
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-0.004
-0.002
0
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0
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Figure 5.10: Change in permittivity when -6 V is applied to the pn junc-
tion.
5.3.4 pn-np/np-pn Capacitance
A pn junction has a voltage dependent capacitance. Considering a linearized
model, we have
Cleft(V1) = C0
1
1 + αV1
d0
(5.45a)
Cright(V2) = C0
1
1− αV2
d0
(5.45b)
where C0 is the capacitance of the diode without voltage applied, and α is the
change in the length of the depletion region per Volt applied. For the model
shown in Fig. 5.11 we obtain
V1 =
(Vin2α− 2d0) +
√
(Vin2α− 2d0)2 + 8αd0Vin
4α
(5.46)
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and
V2 = Vin − V1 (5.47)
Vin
C1(V1) C2(V2)
V1 V2
ITVin
V1 V2
IT
Figure 5.11: Model for a capacitor made of two junctions, in a npn or pnp
configuration.
Figure 5.12 shows the change in capacitance as a function of the input voltage
Vin of a np-pn capacitor.
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Figure 5.12: Capacitance Cleft and Cright as a function of the input voltage
Vin.
We calculate C0 plugging real dimensions of the device in the equation:
C0 =
ε0εrldiodehdiode
ddepletion
(5.48)
where εr is the relative permittivity of Si (11.7), ldiode is the length of the diode
(112.5 nm), hdiode is the height of the diode (250 nm), and ddepletion is the length of
88
the depletion region without voltage applied to the device. It givesC0 = 29.1fF .
The parameter α is obtained from simulations using the software Atlasr, from
Silvacor, and we obtain α = 50nm/V .
The effective capacitance can be obtained as:
Ceq(Vin) =
Cleft(V1(Vin))Cright(Vin − V1(Vin))
Cleft(V1(Vin)) + Cright(Vin − V1(Vin)) (5.49)
The left side of Fig. 5.13 shows voltage across each of the capacitors in a np-
pn device as a function of an AC input signal, and the right side of Fig. 5.13
shows the change in the equivalent capacitance Ceq as a function of an AC input
signal.
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Figure 5.13: In the left we have a 20 GHz signal with peak voltage of 4 V
being applied on a np-pn junction (green). The voltage across
the np junction is shown in red, and the voltage across the pn
junction in shown in blue. In the right we have the change
in the equivalent capacitance for when such AC signal is ap-
plied.
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5.3.5 Periodically Loaded Transmission Line
As a first approximation, a transmission line which is loaded periodically
with a reactive impedance can have its reactance lumped in the characteristic
impedance of the line
Z ′0 =
√
L0
C0 + CL
(5.50)
where L0 is the inductance per unit length, C0 is the capacitance per unit length,
and CL is the load capacitance normalized by the distance between two loads.
This model is enough in the case when the load capacitance is small compared
to the capacitance of the transmission line. Unfortunately, it is not the case for
our design.
In order to properly model the transmission behavior of a periodic trans-
mission line, we recur to ABCD matrix, which makes it easy to compute the
impedance and attenuation of a network composed of cascaded elements. The
theory regarding ABCD matrix is shown in Appendix A for completeness of the
design, providing a compilation of the treatment described in [21].
By applying the ABCD matrix to our design parameter we observe that the
periodically loaded transmission line has a cut-off, which attenuates the the
propagation the electrical signal and depends on the load impedance. Calcu-
lations were performed considering the following parameters: the main trans-
mission line has an of 110 Ω impedance, the capacitance of the pn-np diodes
is 14 fF, contact resistance of the diodes, considering the dopants concentration
and ohmic contact described in Section 5.5 is 50 Ω, the stub connecting the load
to the main transmisison line is 125µm long with impedance of 60 Ω. We ob-
tained a theoretical attenuation of 20 dB for the case of 32 diodes loading the
main transmission line. The equations for the design of the main transmission
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line and of the stub are compiled and presented in Appendix B.
The way to reduce the attenuation caused by the load is by reducing the reac-
tive impedance as seen from the transmisison line, which is achieved by adding
an inductor in parallel to the capacitive pn-np/np-pn junctions. Theoretically,
in resonance the attenuation is completely suppressed, and progressively in-
creases as we operate further from the resonance.
5.3.6 Overall Impedance of the Load
An inductor is required to reduce the strong attenuation caused by the reactive
part of the periodic capacitive load. The model used for the the design is shown
in Appendix C.
The resonance of the LC tank is obtained by adding the diode capacitance
to the inductor’s capacitances in Eq. C.16. The overall impedance, consider-
ing how the transmission line sees the LC circuit, the resistance of the vias and
highly doped silicon, and the piece of transmission line feeding it is given by:
Zin = Zltstub
ZL + ıZltstub tan
(
ω0
c0
nstublstub
)
Zltstub + ıZL tan
(
ω0
c0
nstublstub
) (5.51)
Where
ZL =
(
1
ıωCd
+Rd
)
||Zind, (5.52)
ZL is the impedance of the load made of the pn-np (or np-pn) junction and the
inductor in parallel, Zltstub is the impedance of the stub connecting the trans-
mission line to the load, nstub is the effective index of the stub, lstub is length of
the stub, Rd is the contact resistance for the connection between the stub and
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the highly doped silicon slab, and Cd is the capacitance of the pn-np (or np-pn)
junction.
A plot of the LC-circuit impedance (ZL) and the overall impedance as seen
from the transmission line (Zin), with a 125-µm long stub, is shown in Fig. 5.14.
The inductor impedance is calculated to be Zind = 63 + ı278 Ω at 20 GHz for a
1.84 nH spiral. It was designed to be 1.5-mm long, with a spiral made of of 5.5
turns, with aluminum lines 2-µ wide, with distance between lines of 3-µm and
external diameter of 85µm. Other material parameters are extracted from [83].
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Figure 5.14: Impedance of the LC load (ZL) and of the LC load as seen
from the transmission line when connected by a 125-µm stub
(Zin as a function of frequency.
5.4 Design Summary
In this section we briefly summarize the insights brought by the electrical design
and present the choices of design parameters used for the device fabricated.
We design the electrical elements embedded in the waveguide to obtain the
required traveling wave for the optical mode conversion. In order to realize
experimentally the isolator and account for the typical modulation speed that
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can be achieved in silicon (typically in the GHz range [9, 39]) the modulation
wavelength and the required length of the waveguide for total conversion are
therefore scaled up relative to the ones simulated in Fig. 5.2. The traveling wave
is designed to operate at a frequency of 10 GHz which correspond to the differ-
ence in frequency between the two modes for the waveguide shown in Fig. 5.2.
The proper modulation wavelength is achieved experimentally by discretizing
the electrical wavelength and using two transmission-lines with a pi/2 phase
difference as shown in Figs. 5.15 and 5.16, connected in an alternated way to a
series of pn-np and np-pn junctions. When the traveling wave propagates, the
depletion region length is changed (inducing an index change) in only one of
the parallel diodes (the one experiencing a reverse-bias voltage) fulfilling the
required non-zero overlap condition. The electrical structure was designed to
induce a periodicity in the index modulation of 450µm, which means that the
modulation wavelength λm achieves the design requirements independent of
the wavelength of the electrical signal λElectrical (which is around 10 mm for a
10 GHz signal – see e.g. Fig. 5.17 where we show the expected voltage on each
modulation section for a 10 GHz travelling wave and a 166µm diode length).
In order to prevent the periodically-loaded transmission lines from having a
cut-off below the desired modulation frequency we add spiral inductors in par-
allel with the pn-np and np-pn junctions to the waveguide (with a total length
1.5 mm corresponding to an inductance L≈ 1.84 nH). The length of the stub con-
necting the capacitors and inductors to the transmission line also matter for
the cut-frequency, and from design we expect that a 100-µm long stub would
push the cut-off about 20 GHz. From calculations, the adequate wavenumber
required for conversion leads to 110-µm long diodes, separated by a 2-µm wide
region with the opposite dopant to provide electrical insolation. The overall
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number of discrete modulation full waves was 22, i.e. 88 modulation sections,
or 166 diodes. The optimum distribution for the dopant pattern was calculated
to be with n-doped regions of 1×1018cm−3 and p-doped regions of 1×1017cm−3
concentrations, with the center of the dopant region shifted about 190 nm from
the center of the waveguides, so that losses are minimized for the index change
required of the device. The dopants distribution across the cross section of the
waveguide is shown in the inset of the Fig. 5.16.
Input
Output
V0sin(wmt+j0)
V0sin(wmt+j0-p/2)
Figure 5.15: Simplified schematics of the device. Undoped silicon is in
green, lightly p-doped silicon in light blue, lightly n-doped
silicon in rose, heavily p-doped silicon in dark blue, heavily
n-doped silicon in red, vias and electrical wiring in gray.
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Figure 5.16: Schematics of the two transmission lines feeding pn-np and
np-pn junctions. A depiction of the voltage across the trans-
mission lines is shown in dotted blue and red lines, and the
reversely-biased diodes are highlighted in red.
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length λElectrical.
5.5 Fabrication
We fabricate the device on a SOI platform in a completely CMOS-compatible
process. The PMMA photoresist masks for the dopants are written using e-
beam lithography, followed by implantation of B+ with 1 × 1017cm−3 concen-
tration and the P− with 1 × 1018cm−3 concentration. Masks for highly doped
regions are written as well, followed by implantation of 1 × 1020cm−3 of BF+2
and Ar− to form low resistance region for accessing the p and n regions, respec-
tively, for electrical contacts. Next we write a maN-2403 photoresist mask with
the waveguide pattern using e-beam lithography, and etched the silicon down
215 nm, leaving a thin 35-nm slab everywhere. The dopants are then activated
on anneal furnace and RTA process, followed by cladding the waveguides with
a 1-µm thick SiO2 deposited with PECVD tool. We then write the mask for vias
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and inductors, etching through the SiO2 and sputtering 100 nm of MoSi2 for low
contact resistance and 600 nm of AlCuSi. Another cladding layer is deposited,
600-nm thick, and a second set of vias are etched. Finally, we write the mask
for lift-off of a 1500 nm deposition of AlCuSi to fill up the vias and form the
transmission lines. In Fig. 5.18 we show a general picture of the isolator, where
transmission lines and delay lines can be seen. We use a ground-signal-ground
transmission line, which is split in two and a pi/2 delay is provided to one of
the lines. This approach allows that a single signal generator is used to feed the
overall structure.
p/2 electrical delay
j0
j0-p/2
Optical 
Input  
(Output)
Inductor
Electrical Signal: 
V0sin(wmt+j0)
...
Scope
Optical 
Output 
(Input)
p/2 electrical delay
1x2 MMI
2x1 MMI
Figure 5.18: Electrically-driven optical-isolator.
In the left side of Fig. 5.19 we show an image of the electrical elements of the
isolator (top) and of the optical elements (bottom) of the fabricated device. The
insets point out to the inductors we place in parallel to the diodes, and to the
vias which contact the pn-np diodes.
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Figure 5.19: In the left we show the electrical elements (top) and optical
elements (bottom) of the electrically-driven optical-isolator.
In the top right we show isolation as a function of electrical
signal input power. We observe up to 3 dB isolation with a
electrical input of 25 dBm, and smaller values as the input de-
creases. The blue line provides a guide to the eye. In the bot-
tom right we have the theoretical bandwidth of conversion,
obtained from the dispersion relation of the two modes using
Effective Index Method.
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5.6 Measurements
We measured up to 3 dB isolation when operating at a wavelength of 1558 nm.
This isolation is halfway from the total mode conversion obtained from simu-
lation. This is due limitations with our electrical signal power supply, which
can achieve a maximum 25 dBm output power (or 5.6 Vp for 50 Ω impedance).
The measurement is performed by applying a CW electrical signal and sweep-
ing the laser wavelength. We measure the transmission spectra for both light
going through the device from one direction and from another by swapping the
input and output fibers. The right side of Fig. 5.19 shows the ratio between the
two measured transmission spectra. The wavelength dependency is due to the
dispersion in the waveguide (i.e. a dependence of the wavenumber difference
between the modes on wavelength). For comparison we show in the bottom
right of Fig. 5.19 the simulated relative transmission using the mode conver-
sion equations and considering the dispersion of the waveguide to determine
the bandwidth. Geometry variation of the waveguide caused by the fabrication
process reduces the bandwidth of the device fabricated. One can see that the
results agree well with the expected performance of the device.
5.7 Conclusion
The isolator shown here is key for future photonic systems on chip. The iso-
lation degree, insertion loss, bandwidth and power efficiency of the device in
principle can be increased using appropriate waveguide and electrical elements
design and fabrication. The amount of isolation can be increased by having
better impedance match and higher input power for the electrical signal. The
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dopants in the diodes are expected to induce loss on the order of 16 dB for a
1.0 cm device. This loss is not fundamental and can be decreased by using alter-
native pn-junction schemes, which also reduce the power consumption and in-
crease the isolation attained [84]. The bandwidth of operation depends on how
parallel the dispersion relations for the symmetric and anti-symmetric waveg-
uides, which can be engineered by changing dimensions and geometry of the
waveguides. The bandwidth of the device can be increased as well by better
etching processes and height characterization of the SOI wafer. From simula-
tion we observe that every nanometer change in the thickness of the silicon slab
offsets the matched wavelength about 3 nm, while every nanometer change in
the height offsets the center of the bandwidth about 1.6 nm. Simply by mapping
and changing the length of the diodes accordingly would provide the required
modulation wavenumber and therefore a better isolation. From our measure-
ments, we observed up to 3 nm variation in the slab thickness throughout the
fabricated devices.
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APPENDIX A
ABCD MATRIX FOR A PERIODICALLY LOADED TRANSMISSION LINE
The ABCD matrix relates output to input of a two-port element as: V1
I1
 =
 A B
C D

 V2
−I2
 (A.1)
Where V1 and I1 are the voltage and current of one of the ports and V2 and I2 are
the voltage and current of the other port.
For two cascaded elements, as shown in Fig. A.1, we obtain:
Two
Port
a
Two
Port
b
I1a I2a I1b I2b
+
V1a
-
+
V2a
-
+
V1b
-
+
V2b
-
Figure A.1: Two cascaded two port elements.
 V1a
I1a
 =
 Aa Ba
Ca Da

 Ab Bb
Cb Db

 V2b
−I2b
 (A.2)
For shunt admittance loading a transmission line in its middle, as shown in
Fig. A.2, we have: Atm Btm
Ctm Dtm
 =
 cosh (γl2 ) Z0 sinh (γl2 )
Y0 sinh
(
γl
2
)
cosh
(
γl
2
)

 1 0
Y 1

 cosh (γl2 ) Z0 sinh (γl2 )
Y0 sinh
(
γl
2
)
cosh
(
γl
2
)

(A.3)
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Figure A.2: Shunt admittance loading transmission line.
Where Z0 is the impedance of the shunt, Y0 is the admmitance of the shunt, γ
is the propagation constant of the main transmission line, and l is the distance
between two shunts of the loading the transmission line. In our case, the shunt
is formed by the pn-np junctions in parallel with an inductor and the wires
connecting it to the main transmission line.
It leads to:
Atm = cosh
(
γtl
ltl
2
)
+
Ztl
2Zin
sinh
(
γtl
ltl
2
)
(A.4)
Btm = Ztl
{(
Ztl
2Zin
)[
−1 + cosh
(
γtl
ltl
2
)]
+ sinh
(
γtl
ltl
2
)}
(A.5)
Ctm =
1
Ztl
{(
Ztl
2Zin
)[
1 + cosh
(
γtl
ltl
2
)]
+ sinh
(
γtl
ltl
2
)}
(A.6)
Dtm = Atm (A.7)
For a network with N symmetric (Atm = Dtm) elements, reciprocal
(AtmDtm = BtmCtm), matched at the end, the overall ABCD matrix is formed
by the terms [21]:
A = cosh(NΓcasc) (A.8)
B = Zc sinh(NΓcasc) (A.9)
C =
1
Zc
sinh(NΓcasc) (A.10)
D = A (A.11)
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with
Γcasc = acosh
(
Atm +Dtm
2
)
(A.12)
and
Zctm =
√
Btm
Ctm
, (A.13)
Where and
γtl =
ω0
c0
√
εgs (A.14)
The attenuation constant is obtained from the imaginary part of the propagation
parameter Γcasc multiplied by the number of elements N of the network.
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APPENDIX B
ELECTRICAL TRANSMISSION LINES
Three distinct transmission lines are used in this work. Proper dimen-
sions need to take into account the trade-off between impedance and losses.
Losses decrease when the dimensions of the transmission line increase, while
the impedance increases when the dimensions increase. The equations used for
the design are obtained from [85, 86]. We use coplanar strips transmission line
b
t
h
a
εr
Figure B.1: Coplanar strips.
(Fig. B.1) for feeding the diodes for the electrically-driven optical isolator. The
equation for its impedance is given by:
Z0(a, b, h) =
η0√
εeff (a, b, h)
K(k(a, b))
K(k′(a, b, h))
(B.1)
with
εeff (a, b, h) = 1 +
εr − 1
2
K(k′(a, b, h))
K(k(a, b))
K(k1(a, b, h))
K(k′1(a, b, h))
(B.2)
and
k(a, b) =
a
b
k′(a, b) =
√
1− k2(a, b)
(B.3)
k1(a, b, h) =
sinh(pi
4
a
h
)
sinh(pi
4
b
h
)
k′1(a, b) =
√
1− k21(a, b)
(B.4)
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and
K(k) =
∫ pi/2
0
1√
1− k2 sin2(θ)dθ (B.5)
where a, b and h are the dimensions as shown in Fig. B.1, εr is the relative per-
mittivity of the dielectric, and η0 is the impedance of the free space.
Losses for coplanar strips transmission line (Fig. B.1) are divided in two
parts, namely dielectric and conductor losses. For dielectric losses we have (in
dB/m):
αd =
20pi
ln(10)
εr√
εeff
q0
λ0
tan(δ) (B.6)
with
q0 =
ε− 1
εr − 1 (B.7)
where λ0 is the free-space wavelength of the electrical signal, and tan(δ) is the
loss tangent of the dielectric.
For the conductor losses we have(in dB/m):
αc = 17.34
Rs
Z0
Pp
pia
a+ b
2a
1.25
pi
ln 4pi b−a
2t
+ 1 + 2.5t
pi(b−a)[
1 + b−a
a
+ 1.25t
pia
(1 + ln 2pi b−a
t
)
]2 (B.8)
with
Pp =

k
k′3/2(1−k′)
K(k)
K(k′) if 0 < k 6
√
2/2
1√
k(1−k) if
√
2/2 < k < 1
(B.9)
where t is the thickness of the metal, and the Sheet Resistance Rs is given by:
Rs =
√
ω0µ0
2σ
(B.10)
where ω0 is the frequency of the signal (in rad/s), µ0 is the permissivity of the
free space, and σ is the conductivity of the metal. Figure B.2 shows impedance
and conductor losses for 1-µm Aluminum transmission lines with silicon as di-
electric. From our calculation, dielectric losses are negligible compared to the
conductor losses (<10%).
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Figure B.2: Impedance (left) and conductor losses (right) for coplanar
strip transmission line on a silicon wafer. We use Aluminum
1-µm thick as the metal.
We use three coplanar strips (ground-signal-ground configuration, Fig. B.3)
as the input and output for the electical signal of the isolator.
b
t
h
a
εr
c
Figure B.3: Three coplanar strips.
Its impedance is given by:
Zgsg =
η
4
√
εgsg
K(kgsg)
K(k′gsg)
(B.11)
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With
εgsg = 1 +
εr − 1
2
K(k′gsg1)
K(kgsg1)
K(kgsg)
K(k′gsg)
+
εr − 1
2
K(k′gsg1)
K(kgsg1)
(
K(kgsg)
K(k′gsg)
)2
t
b− a +
(
K(kgsg)
K(k′gsg)
t
b− a
)
(B.12)
and
kgsg =
c
b
√
b2 − a2
c2 − a2 (B.13a)
k′gsg =
√
1− k2gsg (B.13b)
kgsg1 =
sinh(pi
4
b
h
)
sinh(pi
4
b
h
)
√
sinh2(pi
4
b
h
)− sinh2(pi
4
a
h
)
sinh2(pi
4
c
h
− sinh2(pi
4
a
h
)
(B.13c)
k′gsg1 =
√
1− k2gsg1 (B.13d)
Figure B.4 shows impedance for three-coplanar-strips transmission-lines
with silicon as dielectric.
20 40 60 80 100 120
0
50
100
b (mm)
a=40mm
a=20mm
a=10mm
Im
p
ed
an
ce
 (
W
)
c=200mm
Figure B.4: Impedance of three-coplanar-strip transmission-line on a sili-
con wafer. We use Aluminum 1-µm thick as the metal.
We use paired strips (Fig. B.5) for connecting the main transmission line to
the pn-np and np-np junctions of the isolator.
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Figure B.5: Paired strips.
Its impedance is given by:
Zps =
η0√
εr

{
w
h
+ ln(4)
pi
+ εr+1
2piεr
ln
[
pi
2
ε
(
w
h
+ 0.94
)]
+ εr−1
2piε2r
ln
(
εr
pi2
16
)}−1
if 1 6 w/h
1
pi
{
ln
(
4w
h
)
+ 1
8
(
w
h
)2 − εr−1
2(ε+1)
[
ln
(
pi
2
)
+ 1
ε
ln
(
4
pi
)]}
if w/h < 1
(B.14)
Figure B.6 shows impedance for paired-strips transmission-lines with silicon
Dioxide as dielectric.
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Figure B.6: Impedance of paired-strips transmission-line with silicon
Dioxide as dielectric.
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APPENDIX C
THIN FILM INDUCTOR
Here we describe the equations for designing a thin-film inductor, modeled
as shown in Fig. C.1. A thin-film inductor has the following impedance [83]:
Zind =
[
(ıωLspiral +Rs +Reddy)||
(
1
ıωCp
)]
||
{
1
ıωCox
+ 2
[
R1||
(
1
ıωC1
)]}
(C.1)
Rs ReddyLspiral
CpCox/2 Cox/2
R1 C1 R1C1
Figure C.1: On-chip spiral-inductor model.
Each term is obtained as follows. The inductance is
Lspiral = 2
µ0n
2
turnsdavgAout
pid2out
[
ln
(
2.46
ρ
)
+ 0.2ρ2
]
(C.2)
where
ρ =
dout − din
dout + din
, (C.3)
davg =
din + dout
2
, (C.4)
Aout = pi
(
dout
2
)2
(C.5)
where µ0 is the permeability of free space, nturns is the number of turns of the
inductor, din is the internal radius of the innermost spiral, dout is the external
109
radius of the outmost spiral. The series resistance is given by
Rs =
length
wσδskin(1− e−t/δskin) (C.6)
Where
δskin =
√
2
ω0µ0σ
, (C.7)
w is the width of the wire comprising the inductor, σ is the conductivity of the
metal, t is the thickness of the metal, and ω0 is the frequency of operation in
rad/s. For a spiral, the length is
length =
(
din +
w
2
)
2pinturns + (w + dist)pin
2
turns (C.8)
The eddy resistance is
Reddy =
σsub
4e1
(µ0nturnsf0)
2d3avgρ
0.7z−0.55n.ins z
0.1
n.sub (C.9)
Where
zn.ins =
tox
davg
, (C.10)
zn.sub =
1
davg
√
2
ω0µ0σsub
, (C.11)
tox is the thickness of the oxide, and σsub is the conductivity of the silicon sub-
strate. The other elements of the model are:
Cp = nturnsw
2ε0
εox
tox
(C.12)
Cox = w · lengthε0εox
tox
(C.13)
R1 =
2
w · length ·Gsub (C.14)
C1 =
w · length · Csub
2
(C.15)
Where εox is the permittivity of the oxide, Gsub is the substrate conductivity, and
Csub is the capacitance of the substrate.
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The self-resonance of the spiral is:
ωres =
1
2pi
√
Lspiral
[
Cp +
(
Cox
4
)
||
(
C1
2
)]−1/2
(C.16)
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