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a b s t r a c t
A fully discrete penalty finite element method is presented for the two-dimensional time-
dependent Navier–Stokes equations, where the time discretization is based on the Euler
implicit/explicit scheme with some implicit linear terms and an explicit nonlinear term,
and the finite element spatial discretization is based on the P1b–P1 element pair, which
satisfies the discrete inf–sup condition. This method allows us to separate the computation
of the velocity from the computation of the pressure with a larger time-step size ∆t , so
that the numerical velocity unh and the pressure p
n
h are easily computed. An optimal error
estimate of the numerical velocity and the pressure is provided for the fully discrete penalty
finite element method when the penalty parameter , the time-step size∆t and the mesh
size h satisfy the following stability conditions: c1 ≤ 1, ∆tκ1 ≤ 1 and h2 ≤ β1∆t ,
respectively, for some positive constants c1, κ1 and β1. Finally, some numerical tests to
confirm the theoretical results of the penalty finite element method are provided.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this article, we consider the time-dependent Navier–Stokes equations:
ut − ν∆u+ (u · ∇)u+∇p = f , div u = 0, ∀(x, t) ∈ Ω × (0, T ], (1.1)
u = 0, ∀(x, t) ∈ ∂Ω × (0, T ], u(x, 0) = u0(x), ∀x ∈ Ω, (1.2)
where Ω is an open bounded set in R2 with a smooth boundary ∂Ω being of class C2, or Ω is a plane convex polygon,
u = u(x, t) = (u1(x, t), u2(x, t)) the velocity vector of a viscous incompressible fluid, p = p(x, t) the pressure, f = f (x, t)
the prescribed body force, u0(x) the initial velocity, ν > 0 the viscosity, T > 0 a finite time and ut = ∂u∂t .
We note that the velocity u and the pressure p in (1.1)–(1.2) are coupled together by the incompressibility constraint
‘‘div u = 0’’, which makes it difficult to solve the system numerically. A popular strategy to overcome this difficulty is to
relax the incompressibility constraint in an appropriate way, resulting in a class of pseudo-compressibility methods, among
which are the penalty method, the artificial compressibility method, the pressure stabilization method and the projection
method (see for instance [1–15]).
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The penaltymethod applied to (1.1)–(1.2) is to approximate the solution (u, p) by (u, p) satisfying the following penalty
Navier–Stokes equations:
ut − ν∆u + B(u, u)+∇p = f , div u + 
ν
p = 0, ∀(x, t) ∈ Ω × (0, T ], (1.3)
u = 0, ∀(x, t) ∈ ∂Ω × (0, T ], u(x, 0) = u0(x), ∀x ∈ Ω, (1.4)
where B(u, v) = (u · ∇)v + 12 (div u)v is the modified bilinear term, introduced by Temam [13] to ensure the dissipativity
of Eqs. (1.3)–(1.4). We also note that p in (1.3)–(1.4) can be eliminated to obtain a penalty system of u only, which is
much easier to solve than the original equations (1.1)–(1.2). Hence the penalty method has been widely used in many areas
of computational fluid dynamics (see for instance [16,17]). It is well known [13] that lim→0(u(t), p(t)) = (u(t), p(t)),
the solution of (1.1)–(1.2). It has also been known [18] that the attractors generated by the penalty equations (1.3)–(1.4)
converge to the attractor of the Navier–Stokes equations (1.1)–(1.2). The best error bound of (u, p) to (u, p), to the author’s
knowledge, has been provided by Shen [10]. It is
sup
0≤t≤T
(τ 1/2(t)‖u(t)− u(t)‖L2 + τ(t)‖u(t)− u(t)‖H1)+
(∫ T
0
τ 2(t)‖p− p‖2L2dt
)1/2
≤ κ, (1.5)
where τ(t) = min{t, 1} and κ > 0 is a general positive constant depending on the data (ν,Ω, u0, f , T ), which may stand
for different values at its different occurrences.
Furthermore, for the Euler implicit scheme applied to the penalty Navier–Stokes equations (1.3)–(1.4), Shen [10] has
provided the following optimal error estimate:
sup
1≤n≤N
(τ 1/2(tn)‖u(tn)− un‖L2 + τ(tn)‖u(tn)− un‖H1)+
(
∆t
N∑
n=1
τ 2(tn)‖p(tn)− pn‖2L2
)1/2
≤ κ( +∆t), (1.6)
where 0 < ∆t < 1 is the time-step size, tn = n∆t, tN = T , and (un, pn) is an approximation of (u, p) at time tn.
It is well known [19,5,20,21] that the finite element approximation of the penalty Stokes equations or the penalty
Navier–Stokes equations is based on the finite element space pair (Xh,Mh) which satisfies the discrete inf–sup condition,
where h > 0 is amesh size. Recently, He [22] has presented a fully discrete penalty finite elementmethod based on the Euler
implicit schemeand the P1b–P1 elementwhich satisfies the discrete inf–sup condition for the time-dependentNavier–Stokes
equations and provides the optimal error estimates of the penalty finite element solution (unh, p
n
h):
sup
1≤n≤N
τ(tn)‖u(tn)− unh‖H1 +
(
∆t
N∑
n=1
τ 2(tn)‖p(tn)− pnh‖2L2
)1/2
≤ κ( +∆t + h), (1.7)
when three discrete parameters ,∆t and h are controlled by c1 ≤ 1,∆tκ1 ≤ 1 and h2 ≤ β1∆t for some positive constants
c1, κ1 and β1.
In this paper, we aim to discuss a fully discrete penalty finite element approximation for the time-dependent
Navier–Stokes equations based on the Euler implicit/explicit scheme with some implicit linear terms and an explicit
nonlinear term and the P1b–P1 element, so that the numerical velocity unh and the pressure p
n
h are easily computed. Under
some suitable assumptions on the data (u0, f ), ,∆t and h as in [22], we obtain the optimal error estimate (1.7) for the fully
discrete penalty finite element approximation based on the Euler semi-implicit scheme.
The remainder of the paper is organized as follows. In the next section, we introduce some notations and preliminary
results for the time-dependent penalty Navier–Stokes equations (1.3)–(1.4). The new fully discrete finite element method
of the penalty Navier–Stokes equations (1.3)–(1.4) is presented and some preliminary results are provided in Section 3. A
time discretization scheme based on the Euler semi-implicit scheme is presented and analyzed in Section 4. Finally, the
stability and error estimate are obtained for the new fully discrete penalty finite element method in Section 5. Finally, some
numerical tests to confirm the theoretical results of the penalty finite element method are provided in Section 6.
2. Preliminaries
In this section, we aim to describe some of the notations and results which will be frequently used in this paper. For the
mathematical setting of the Navier–Stokes equations (1.1)–(1.2) and the penalty Navier–Stokes equations (1.3)–(1.4), we
introduce the following Hilbert spaces
X = H10 (Ω)2, Y = L2(Ω)2, M =
{
q ∈ L2(Ω);
∫
Ω
qdx = 0
}
.
The spaces L2(Ω)m,m = 1, 2, are endowedwith the L2-scalar product and L2-norm denoted by (·, ·) and ‖ · ‖0, respectively.
The space X is equipped with the usual scalar product (∇u,∇v) and norm ‖∇u‖0.
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We define Au = −∆u and Au = −∆u− 1∇div u, which are the operators associated with the Navier–Stokes equations
and the penalty Navier–Stokes equations. They are the positive self-adjoint operators from D(A) = H2(Ω)2 ∩ X onto Y , and
the powers Aα and Aα of A and A(α ∈ R) are well defined. In particular, there hold D(A1/2) = X and D(A0) = Y , and
(A1/2u, A1/2v) = (∇u,∇v), (A1/2 u, A1/2 v) = (A1/2u, A1/2v)+
1

(div u, div v),
for all u, v ∈ X .
It is well known that there hold the following Gagliardo–Nirenberg inequalities:
‖v‖L4 ≤ c0‖v‖1/20 ‖A1/2v‖1/20 , ‖v‖0 ≤ c0‖A1/2v‖0, ∀v ∈ X, (2.1)
‖v‖L∞ ≤ c0‖v‖1/20 ‖Av‖1/20 , ‖∇v‖L4 ≤ c0‖A1/2v‖1/20 ‖Av‖1/20 , ∀v ∈ D(A), (2.2)
where c0 and ci, i = 1, 2, . . . , are positive constants depending only onΩ . Also, we denote by c a general positive constant
depending only onΩ , which may stand for different values at its different occurrences.
Furthermore, we recall the following lemma given in [18,10].
Lemma 2.1. There exists a constant c1 > 0 such that if c1 ≤ 1,
‖A1/2v‖0 ≤ ‖A1/2 v‖0, ∀v ∈ X, (2.3)
‖Av‖0 ≤ c1‖Av‖0, v ∈ D(A). (2.4)
As for the time-dependentNavier–Stokes equations (1.1)–(1.2) and the time-dependent penaltyNavier–Stokes equations
(1.3)–(1.4), we define the continuous bilinear forms
a(u, v) = ν(A1/2u, A1/2v), a(u, v) = ν(A1/2 u, A1/2 v), ∀u, v ∈ X,
d(v, q) = (div v, q), ∀v ∈ X, q ∈ M,
respectively. We also introduce a continuous trilinear form on X × X × X
b(u, v, w) = 〈B(u, v), w〉X ′,X = ((u · ∇)v,w)+ 12 ((div u)v,w)
= 1
2
((u · ∇)v,w)− 1
2
((u · ∇)w, v), ∀u, v, w ∈ X .
It is easy to verify that b satisfies the following important property:
b(u, v, w) = −b(u, w, v), ∀u, v, w ∈ X . (2.5)
We usually make the following assumption on the prescribed data (u0, f ).
(A1). The initial velocity u0(x) ∈ D(A)with div u0 = 0 and the forcing function f (x, t) ∈ L∞(0, T ; Y )with ft ∈ L∞(0, T ; Y )
satisfy
‖Au0‖0 + sup
0≤t≤T
{‖f (t)‖0 + ‖ft(t)‖0} ≤ C,
for some positive constant C .
With the above notations, the Navier–Stokes formulation related to (1.1)–(1.2) and the penalty Navier–Stokes
formulation related to (1.3)–(1.4) are defined, respectively, as follows: find (u, p) ∈ L∞(0, T ; Y )∩ L2(0, T ; X)× L2(0, T ;M)
such that
(ut , v)+ a(u, v)− d(v, p)+ d(u, q)+ b(u, u, v) = (f , v), ∀(v, q) ∈ (X,M), (2.6)
and find (u, p) ∈ L∞(0, T ; Y ) ∩ L2(0, T ; X)× L2(0, T ;M) such that for all (v, q) ∈ (X,M),
(ut , v)+ a(u, v)− d(v, p)+ d(u, q)+ 
ν
(p, q)+ b(u, u, v) = (f , v), (2.7)
with the initial conditions u(0) = u0 and (u(0), p(0)) = (u0, 0), respectively.
Now, let us consider the time discretization of the penalizedNavier–Stokes formulation (2.7) by the Euler implicit scheme
(dtun, v)+ a(un, v)− d(v, pn)+ d(un, q)+

ν
(pn, q)+ b(un, un, v) = (f (tn), v), (2.8)
for all (v, q) ∈ (X,M) and 1 ≤ n ≤ N , where 0 < ∆t < 1 is the time-step size, tn = n∆t, tN = T , (u0, p0) = (u0, 0) and
dtun = 1∆t (un − un−1 ) for 1 ≤ n ≤ N , and dtu0 is defined to satisfy
(dtu0, v)+ a(u0, v)+ ((u0 · ∇u0), v) = (f (0), v), ∀v ∈ X .
Y. He, J. Li / Journal of Computational and Applied Mathematics 235 (2010) 708–725 711
Hence, by using (2.3), there holds
‖dtu0‖0 ≤ ν‖Au0‖0 + ‖(u0 · ∇)u0‖0 + ‖f (0)‖0
≤ 2ν‖Au0‖0 + cν‖u0‖0‖A1/2u0‖20 + ‖f (0)‖0. (2.9)
Hereafter, cν denotes a general positive constant depending only on Ω and ν, which may stand for different values at its
different occurrences.
Recalling Shen’s work [10], there holds the following error estimate result of the time discrete penalty solution sequence
{(un, pn)}Nn=1.
Theorem 2.2. Suppose that (A1) and c1 ≤ 1 are valid. There holds the following error estimate:
τ 2(tm)‖A1/2(u(tm)− um )‖20 +∆t
m∑
n=1
τ 2(tn)‖p(tn)− pn‖20 ≤ κ(2 +∆t2), (2.10)
for all 1 ≤ m ≤ N.
We will frequently use a discrete version of the Gronwall lemmas used in [23,24].
Lemma 2.3. Let an, bn, αn, dn and γn, for integers n ≥ 0, be nonnegative numbers such that
an − an−1 + bn∆t + αn∆t − αn−1∆t ≤ an−1dn−1∆t + γn∆t, n ≥ 0. (2.11)
Then
am + τ
m∑
n=1
bn ≤ exp
(
∆t
m−1∑
n=0
dn
)(
a0 + α0∆t +∆t
m∑
n=1
γn
)
, m ≥ 1. (2.12)
Finally, in order to consider the error bound of the finite element solution related to the penalty Navier–Stokes
formulation (2.8), we need the following regularity of functions {un}Nn=1 and {pn}Nn=1.
Theorem 2.4. Suppose that (A1) and c1 ≤ 1 are valid, and∆t satisfies∆tκ1 ≤ 1 for some positive constant κ1 depending on
the data (ν,Ω, u0, f , T ). Then
‖A1/2 um ‖20 +∆t
m∑
n=1
(‖dtun‖20 + ‖Aun‖20 + ‖pn‖20) ≤ κ, (2.13)
‖dtum ‖20 + ‖Aum ‖20 + ‖pm ‖21 +∆t
m∑
n=1
‖A1/2 dtun‖20 ≤ κ, (2.14)
τ(tm)‖A1/2 dtum ‖20 +∆t
m∑
n=1
τ(tn)(‖dttun‖20 + ‖Adtun‖20 + ‖dtpn‖21) ≤ κ, (2.15)
for all 1 ≤ m ≤ N, where ‖ · ‖1 denotes the norm of the Sobolev space H1(Ω).
We refer to He [22] for the proof of this result.
3. The penalty finite element method of the Navier–Stokes equations
Let h > 0 be a real positive parameter. The finite element space pair (Xh,Mh) of (X,M) is characterized by Jh = Jh(Ω),
a partitioning of Ω¯ into triangles, assumed to be quasi-uniform. For further details, the reader can refer to Ciarlet [25] and
Girault and Raviart [5].
The finite element subspaces of interest in this paper are defined by the so-called Mini element with the continuous
piecewise finite element subspace for the approximation of the velocity and the pressure, respectively:
Xh =
{
vh ∈ X; vh|K ∈ P1(K)2
⊕
span{λ1λ2λ3}, ∀K ∈ τh
}
,
Mh = {q ∈ M; q|K ∈ P1(K), ∀K ∈ τh}.
Note that λ1, λ2 and λ3 are the barycentric coordinates of the reference element.
Let ρh : M → Mh denote the L2-orthogonal projection
(ρhq, qh) = (q, qh), ∀q ∈ M, qh ∈ Mh,
and rh : D(A)→ Xh denote the interpolation operator defined in [19,5] such that
d(u− rhu, qh) = 0, ∀qh ∈ Mh, (3.1)
‖A1/2(u− rhu)‖0 ≤ c2h‖Au‖0, ‖q− ρhq‖0 ≤ c2h‖q‖1, (3.2)
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for all q ∈ H1(Ω) ∩M , and the inverse inequality
‖A1/2vh‖0 ≤ c3h−1‖vh‖0, ∀vh ∈ Xh, (3.3)
as well as the discrete inf–sup condition
‖qh‖0 ≤ c3 sup
vh∈Xh
d(vh, qh)
‖A1/2vh‖0 , ∀qh ∈ Mh, (3.4)
hold.
In order to consider the stability and error estimates of the penalty finite element method, we need the Galerkin
projection (Rh,Qh) : (X,M)→ (Xh,Mh) defined by
a(Rh(u, p), vh)− d(vh,Qh(u, p))+ d(Rh(u, p), qh)+ 
ν
(Qh(u, p), qh)
= a(u, vh)− d(vh, p)+ d(u, qh)+ 
ν
(p, qh), ∀(vh, qh) ∈ (Xh,Mh), (3.5)
for all (u, p) ∈ (X,M).
Using (3.1)–(3.4), He [22] has given the following approximate properties of the Galerkin projection.
Lemma 3.1. Under the assumptions of Theorem 2.4, the Galerkin projection (Rh,Qh) satisfies
‖u− Rh(u, p)‖0 + h‖A1/2(u− Rh(u, p))‖0 + h‖p− Qh(u, p)‖0
≤ cνh(‖A1/2u‖0 + ‖p‖0), (3.6)
for all (u, p) ∈ (X,M) with div u+ 
ν
p = 0, and
‖u− Rh(u, p)‖0 + h‖A1/2(u− Rh(u, p))‖0 + h‖p− Qh(u, p)‖0
≤ cνh2(‖Au‖0 + ‖p‖1), (3.7)
for all (u, p) ∈ (D(A),H1(Ω) ∩M) with div u+ 
ν
p = 0.
Now, we consider the finite element discretization of (2.8) based on the Euler semi-implicit scheme with an explicit
nonlinear term. We define {unh}Nn=1 ⊂ Xh and {pnh}Nn=1 ⊂ Mh as the finite element approximations of {un}Nn=1 ⊂ X and
{pn}Nn=1 ⊂ M , which satisfy the recursive linear equation:
(dtunh, vh)+ a(unh, vh)− d(vh, pnh)+ d(unh, qh)+

ν
(pnh, qh)+ b(un−1h , un−1h , vh)
= (f (tn), vh), ∀(vh, qh) ∈ (Xh,Mh), (3.8)
where
(u0h, p
0
h) = (Rh(u0, p0),Qh(u0, p0)) = (Rh(u0, 0),Qh(u0, 0)).
With the above statements for the finite element space pair (Xh,Mh), the problem (3.8) allows us to separate the
computation of the velocity from the computation of the pressure, i.e., (3.8) can be reduced as follows: given un−1h ∈ Xh,
find (unh, p
n
h) ∈ (Xh,Mh) such that
(dtunh, vh)+ a(unh, vh)+

ν
(ρhdiv unh, ρhdiv vh)+ b(un−1h , un−1h , vh) = (f (tn), vh), ∀vh ∈ Xh, (3.9)
pnh = −
ν

ρhdiv unh. (3.10)
Furthermore, we need to introduce the discrete analogue Ah : Xh → Xh of the operator A = −∆, through the condition:
(Ahvh, φh) = (A1/2vh, A1/2φh), ∀vh, φh ∈ Xh.
Recalling (3.2)–(3.3) and Heywood and Rannacher’s work [26], we have
‖vh‖L6 ≤ c‖∇vh‖0, (3.11)
‖vh‖L∞ + ‖∇vh‖L3 ≤ c‖∇vh‖1/20 ‖Ahvh‖1/20 , (3.12)
for all vh ∈ Xh. Hence, it follows from (2.1) and (3.11)–(3.12) that
|b(uh, vh, wh)| + |b(wh, vh, uh)| ≤ c4‖Ahuh‖0‖A1/2vh‖0‖wh‖0, (3.13)
for all uh, vh, wh ∈ Xh. Similarly, we can deduce from (2.1)–(2.2) that
|b(u, v, w)| + |b(w, v, u)| ≤ c4‖Au‖0‖A1/2v‖0‖w‖0, (3.14)
for all u ∈ D(A), v ∈ X, w ∈ Y .
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4. The Euler implicit/explicit scheme
In order to analyze the stability and convergence of the fully discrete penalty finite elementmethod, we need to consider
the time discretization based on the Euler implicit/explicit schemewith some implicit linear terms and an explicit nonlinear
term of the time-dependent penalty Navier–Stokes equations (1.3)–(1.4): find {un∗, pn∗}Nn=1 ⊂ (X,M) such that
(dtun∗, v)+ a(un∗, v)− d(v, pn∗)+ d(un∗, q)+

ν
(pn∗, q)+ b(un−1∗ , un−1∗ , v)
= (f (tn), v), ∀(v, q) ∈ (X,M), (4.1)
for all 1 ≤ n ≤ N , where (u0∗, p0∗) = (u0, p0) = (u0, 0), dtu0∗ = dtu0 and u−1∗ = 0.
Now, we shall provide the following regularity of functions {un∗}Nn=1 and {pn∗}Nn=1.
Theorem 4.1. Under the assumptions of Theorem 2.4, there hold
‖um∗ ‖20 + ν∆t
m∑
n=1
‖A1/2un∗‖20 ≤ γ 20 = 2‖u0‖20 + 4T (T +∆t)f 2∞, (4.2)
‖A1/2 um∗ ‖20 +∆t
m∑
n=1
(ν−1‖dtun∗‖20 + ν‖Aun∗‖20) ≤ κ01, (4.3)
‖dtum∗ ‖20 + ‖Aum∗ ‖20 + ν∆t
m∑
n=1
‖A1/2 dtun∗‖20 ≤ κ02, (4.4)
for all 0 ≤ m ≤ N in the stability condition∆tκ1 ≤ 1, where
κ01 = exp
(
ν−1
(
8
ν
)3
c40c
2
1γ
4
0
)(
2‖A1/2u0‖20 +
ν
4
‖Au0‖20∆t + 24ν−1T sup
0≤t≤T
‖f (t)‖20
)
,
κ02 = (1+ 12ν−2) exp(16ν−2c24κ01)(‖dtu0‖20 + 4ν−1c20T sup
0≤t≤T
‖ft(t)‖20)+ 12ν−2f 2∞ + 48ν−4c40c21κ201γ 20 ,
κ1 = 2ν−1c24κ02, f∞ = sup
0≤t≤T
‖f (t)‖0.
Proof. We shall prove (4.2)–(4.4) by the induction method. Due to (u0∗, p0∗) = (u0, p0) = (u0, 0), dtu0∗ = dtu0 and (2.8),
(4.2)–(4.4) hold for m = 0. Assume that (4.2)–(4.4) hold for m = 0, 1, . . . , J with 0 ≤ J < N . We need to prove (4.2)–(4.4)
form = J + 1.
Taking (v, q) = 2(un∗, pn∗)∆t in (4.1), using (2.1) and (2.5), we get
‖un∗‖20 − ‖un−1∗ ‖20 + ‖un∗ − un−1∗ ‖20 + 2ν‖A1/2un∗‖20∆t + 2b(un−1∗ , un∗, un∗ − un−1∗ )∆t ≤ 2‖f (tn)‖0‖un∗‖0∆t
≤ 2‖f (tn)‖0‖un−1∗ ‖0∆t +
1
2
‖un∗ − un−1∗ ‖20 + 2‖f (tn)‖20∆t2. (4.5)
Using (3.14), we deduce
2|b(un−1∗ , un∗, un∗ − un−1∗ )| ≤ 2c4‖Aun−1∗ ‖0‖A1/2un∗‖0‖un∗ − un−1∗ ‖0
≤ ν‖A1/2un∗‖20 + ν−1c24‖Aun−1∗ ‖20‖un∗ − un−1∗ ‖20.
Combining this estimate with (4.5) yields
‖un∗‖20 − ‖un−1∗ ‖20 + ν‖A1/2un∗‖20∆t ≤
(
ν−1c24‖Aun−1∗ ‖20∆t −
1
2
)
‖un∗ − un−1∗ ‖20
+ 2‖f (tn)‖0‖un−1∗ ‖0∆t + 2‖f (tn)‖20∆t2, ∀1 ≤ n ≤ N. (4.6)
Due to the stability condition∆tκ1 ≤ 1 and the induction assumption onm = 0, 1, . . . , J , we have
ν−1c24‖Aun−1∗ ‖20∆t −
1
2
≤ ν−1c24κ02∆t −
1
2
≤ 1
2
∆tκ1 − 12 ≤ 0, ∀1 ≤ n ≤ J + 1. (4.7)
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Summing (4.6) from 1 to J + 1, and using (4.7) and the induction assumption onm = 0, 1, . . . , J + 1, we obtain
‖uJ+1∗ ‖20 + ν∆t
J+1∑
n=1
‖A1/2un∗‖20 ≤ ‖u0‖20 + 2γ0Tf∞ + 2T∆tf 2∞ ≤ γ 20 , (4.8)
which is (4.2) withm = J + 1.
Next, we note that (4.1) can be rewritten as
(dtun∗, v)+ a(un∗, v)+ b(un−1∗ , un−1∗ , v) = (f (tn), v), (4.9)
for all v ∈ X and 1 ≤ n ≤ N . We take v = (ν−1dtun∗ + Aun∗)∆t in (4.9) to get
ν−1‖dtun∗‖20∆t + ν‖Aun∗‖20∆t + ‖A1/2 un∗‖20 − ‖A1/2 un−1∗ ‖20
+‖A1/2 (un∗ − un−1∗ )‖20 + b(un−1∗ , un−1∗ , ν−1dtun∗ + Aun∗)∆t
= (f (tn), ν−1dtun∗ + Aun∗)∆t. (4.10)
Using (2.1)–(2.2) and (2.4), we have
|b(un−1∗ , un−1∗ , ν−1dtun∗ + Aun∗)| ≤ 2c0‖A1/2un−1∗ ‖0‖un−1∗ ‖1/20 ‖Aun−1∗ ‖1/2(ν−1‖dtun∗‖0 + ‖Aun∗‖0)
≤ 1
4ν
‖dtun∗‖20 +
ν
4
‖Aun∗‖20 +
8
ν
c20c1‖A1/2un−1∗ ‖20‖un−1∗ ‖0‖Aun−1∗ ‖0
≤ 1
4ν
‖dtun∗‖20 +
ν
4
‖Aun∗‖20 +
ν
8
‖Aun−1∗ ‖20 +
1
2
(
8
ν
)3
c40c
2
1‖A1/2un−1∗ ‖40‖un−1∗ ‖20,
2|(f (tn), ν−1dtun∗ + Aun∗)| ≤
1
4ν
‖dtun∗‖20 +
ν
8
‖Aun∗‖20 + 12ν−1‖f (tn)‖20.
Combining these estimates with (4.10) yields
ν−1‖dtun∗‖20∆t + ν
(
5
4
‖Aun∗‖20 −
1
4
‖Aun−1∗ ‖20
)
∆t + 2‖A1/2 un∗‖20 − 2‖A1/2 un−1∗ ‖20
≤
(
8
ν
)3
c40c
2
1‖A1/2un−1∗ ‖20‖un−1∗ ‖20‖A1/2 un−1∗ ‖20∆t + 24ν−1‖f (tn)‖20∆t, ∀1 ≤ n ≤ N. (4.11)
Setting
an = 2‖A1/2 un∗‖20, bn = ν−1‖dtun∗‖20 + ν‖Aun∗‖20,
αn = ν4‖Au
n
∗‖20, dn =
(
8
ν
)3
c40c
2
1‖A1/2un∗‖20‖un∗‖20, γn = 24ν−1‖f (tn)‖20,
applying Lemma 2.3 to (4.11) and using (4.2), we arrive at
‖A1/2 uJ+1∗ ‖20 +∆t
J+1∑
n=1
(ν−1‖dtun∗‖20 + ν‖Aun∗‖20)
≤ exp
(
∆t
J∑
n=1
dn
)(
2‖A1/2u0‖20 +
ν
4
‖Au0‖20∆t + 24ν−1T sup
0≤t≤T
‖f (t)‖20
)
≤ exp
(
ν−1
(
8
ν
)3
c40c
2
1γ
4
0
)(
2‖A1/2u0‖20 +
ν
4
‖Au0‖20∆t + 24ν−1T sup
0≤t≤T
‖f (t)‖20
)
= κ01,
which together with Lemma 2.1 implies (4.3) form = J + 1.
Moreover, we deduce from (4.9) that
(dttun∗, v)+ a(dtun∗, v)+ b(dtun−1∗ , un−1∗ , v)+ b(un−2∗ , dtun−1∗ , v) =
1
∆t
∫ tn
tn−1
(ft(t), v)dt, 2 ≤ n ≤ N, (4.12)
(dttu1∗, v)+ a(dtu1∗, v) = 0, (4.13)
for all v ∈ X . From (4.13), it follows that
‖dtu1∗‖20 + ‖dttu1∗‖20∆t2 + ν‖A1/2 dtu1∗‖20∆t = ‖dtu0‖20. (4.14)
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Taking v = 2dtun∗∆t in (4.12) with 2 ≤ n ≤ N , we get
‖dtun∗‖20 − ‖dtun−1∗ ‖20 + 2ν‖A1/2 dtun∗‖20∆t + 2b(dtun−1∗ , un−1∗ , dtun∗)∆t
+ 2b(un−2∗ , dtun−1∗ , dtun∗)∆t ≤ 2
(∫ tn
tn−1
ft(t)dt, dtun∗
)
. (4.15)
Using (2.4) and (3.14), we have
2|b(dtun−1∗ , un−1∗ , dtun∗)| + 2|b(un−2∗ , dtun−1∗ , dtun∗)| ≤ 2c4(‖Aun−1∗ ‖0 + ‖Aun−2∗ ‖0)‖A1/2dtun∗‖0‖dtun−1∗ ‖0
≤ ν
4
‖A1/2 dtun∗‖20 + 8ν−1c24 (‖Aun−1∗ ‖20 + ‖Aun−2∗ ‖20)‖dtun−1∗ ‖20,
2
∣∣∣∣∣
(∫ tn
tn−1
ft(t)dt, dtun∗
)∣∣∣∣∣ ≤ ν4‖A1/2 dtun∗‖20∆t + 4ν−1c20
∫ tn
tn−1
‖ft(t)‖20dt.
Combining these estimates with (4.15) and using (4.14) yield
‖dtun∗‖20 − ‖dtun−1∗ ‖20 + ν‖A1/2 dtun∗‖20∆t ≤ 8ν−1c24 (‖Aun−1∗ ‖20 + ‖Aun−2∗ ‖20)‖dtun−1∗ ‖20∆t
+ 4ν−1c20
∫ tn
tn−1
‖ft(t)‖20dt, ∀1 ≤ n ≤ N. (4.16)
Setting
an = ‖dtun∗‖20, bn = ν‖A1/2 dtun∗‖20, αn = 0,
dn = 8ν−1c24 (‖Aun∗‖20 + ‖Aun−1∗ ‖20), γn = c20
4
ν∆t
∫ tn
tn−1
‖ft(t)‖20dt,
applying Lemma 2.3 to (4.16) and using (4.14) and (4.3), we arrive at
‖dtuJ+1∗ ‖20 + ν∆t
J+1∑
n=1
‖A1/2 dtun∗‖20 ≤ exp
(
∆t
J∑
n=1
dn
)
(‖dtu0‖20 + 4ν−1c20T sup
0≤t≤T
‖ft(t)‖20)
≤ exp(16ν−2c24κ01)(‖dtu0‖20 + 4ν−1c20T sup
0≤t≤T
‖ft(t)‖20). (4.17)
Using again (2.1)–(2.4) and (4.9), we deduce
ν‖Aun∗‖0 ≤ ‖dtun∗‖0 + ‖f (tn)‖0 + 2‖A1/2un−1∗ ‖0‖un−1∗ ‖L∞
≤ ‖dtun∗‖0 + ‖f (tn)‖0 + 2c0c1/21 ‖A1/2un−1∗ ‖0‖un−1∗ ‖1/20 ‖Aun−1∗ ‖1/20 .
By setting κ∗ = sup0≤n≤J+1 ‖Aun∗‖0 and using (4.2)–(4.3), then the above inequality gives
‖AuJ+1∗ ‖20 ≤ κ2∗ ≤ 12ν−2( sup
0≤n≤J+1
‖dtun∗‖20 + f 2∞)+ 48ν−4c40c21 sup
0≤n≤J
‖A1/2un∗‖40‖un∗‖20
≤ 12ν−2( sup
0≤n≤J+1
‖dtun∗‖20 + f 2∞)+ 48ν−4c40c21κ201γ 20 . (4.18)
Combining (4.18) with (4.17) and using (4.3) yield (4.4) form = J + 1. 
Theorem 4.2. Under the assumptions of Theorem 2.4, there hold
τ(tm)‖A1/2 dtum∗ ‖20 +∆t
m∑
n=1
τ(tn)(ν−1‖dttun∗‖20 + ν‖Adtun∗‖20) ≤ κ, (4.19)
∆t
m∑
n=1
(‖pn∗‖21 + τ(tn)‖dtpn∗‖21) ≤ κ, (4.20)
for all 1 ≤ m ≤ N.
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Proof. Taking v = 2ν−1dttun∗∆t in (4.12) with 2 ≤ n ≤ N , we get
2ν−1‖dttun∗‖20∆t + (‖A1/2 dtun∗‖20 − ‖A1/2 dtun−1∗ ‖0)
+ 2b(dtun−1∗ , un−1∗ , ν−1dttun∗)∆t + 2b(un−2∗ , dtun−1∗ , ν−1dttun∗)∆t
≤ 2
(∫ tn
tn−1
ft(t)dt, ν−1dttun∗
)
. (4.21)
Using (3.14), we have
2|b(dtun−1∗ , un−1∗ , ν−1dttun∗)| + 2|b(un−2∗ , dtun−1∗ , ν−1dttun∗)|
≤ 2c4ν−1(‖Aun−1∗ ‖0 + ‖Aun−2∗ ‖0)‖A1/2dtun−1∗ ‖0‖dttun∗‖0
≤ 1
4ν
‖dttun∗‖20 + cν(‖Aun−1∗ ‖20 + ‖Aun−1∗ ‖20)‖A1/2dtun−1∗ ‖20,
2
∣∣∣∣∣
(∫ tn
tn−1
ft(t)dt, ν−1dttun∗
)∣∣∣∣∣ ≤ 14ν ‖dttun∗‖20∆t + cν
∫ tn
tn−1
‖ft(t)‖20dt.
Combining these estimates with (4.21), noting τ(tn) ≤ τ(tn−1)+∆t and using Lemma 2.1 yield
τ(tn)‖A1/2 dtun∗‖20 − τ(tn−1)‖A1/2 dtun−1∗ ‖20 + ν−1τ(tn)‖dttun∗‖20∆t
≤ ‖A1/2 dtun−1∗ ‖20∆t + cν(‖Aun−1∗ ‖20 + ‖Aun−2∗ ‖20)‖A1/2 dtun−1∗ ‖20∆t + cν
∫ tn
tn−1
‖ft(t)‖20dt, ∀2 ≤ n ≤ N. (4.22)
Summing (4.22) from 2 tom and using (4.14) and Theorem 4.1, we arrive at
τ(tm)‖A1/2 um∗ ‖20 + ν−1∆t
m∑
n=1
τ(tn)‖dttun∗‖20 ≤ κ, (4.23)
for all 1 ≤ m ≤ N .
Using (3.14) and (4.12)–(4.13), we deduce
ν‖Adtun∗‖0 ≤ ‖dttun∗‖0 + sup
0≤t≤T
‖ft(t)‖0 + 2c4‖A1/2dtun−1∗ ‖0(‖Aun−1∗ ‖0 + ‖Aun−2∗ ‖0),
which together with Lemma 2.1 yields
ντ(tn)‖Adtun∗‖20∆t ≤ cντ(tn)‖dttun∗‖20∆t + cν sup
0≤t≤T
‖ft(t)‖20∆t + cν‖A1/2 dtun−1∗ ‖20(‖Aun−1∗ ‖20 + ‖Aun−2∗ ‖20)∆t,
(4.24)
for all 1 ≤ n ≤ N . Summing (4.24) from 1 tom, and using (4.23) and Theorem 4.1, we obtain (4.19).
Finally, we deduce from (4.1) that
(dttun∗, v)+ a(dtun∗, v)− d(v, dtpn∗)+ b(dtun−1∗ , un−1∗ , v)
+ b(un−2∗ , dtun−1∗ , v) =
1
∆t
∫ tn
tn−1
(ft(t), v)dt, 2 ≤ n ≤ N, (4.25)
(dttu1∗, v)+ a(dtu1∗, v)− d(v, dtp1∗) = 0, (4.26)
for all v ∈ X . Hence, by using (2.1), (3.14), (4.1), (4.25)–(4.26) and the following inf–sup condition [5]:
‖q‖0 ≤ c sup
v∈X
d(v, q)
‖A1/2v‖0 , ∀q ∈ M, (4.27)
we deduce
‖pn∗‖21∆t ≤ c‖dtun∗‖20∆t + cν‖Aun∗‖20∆t + c‖f (tn)‖20∆t + c‖A1/2un−1∗ ‖20‖Aun−1∗ ‖20∆t, (4.28)
τ(tn)‖dtpn∗‖21∆t ≤ cτ(tn)‖dttun∗‖20∆t + cντ(tn)‖Adtun∗‖20∆t + c sup
0≤t≤T
‖ft(t)‖20∆t
+ c(‖Aun−1∗ ‖20 + ‖Aun−2∗ ‖20)‖A1/2dtun−1∗ ‖20∆t, (4.29)
for all 1 ≤ m ≤ N . Summing (4.28)–(4.29) from 1 tom, using (4.19) and Theorem 4.1, we get (4.20). 
Now, we shall consider the bound of the error (en, ηn) = (un − un∗, pn − pn∗) for the Euler semi-implicit scheme (4.1).
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Lemma 4.3. Under the assumptions of Theorem 2.4, there holds the following error estimate:
‖en‖20 + ν∆t
m∑
n=1
‖A1/2 en‖20 ≤ κ∆t2, (4.30)
for all 1 ≤ m ≤ N.
Proof. It follows from (2.8) and (4.1) that
(dten, v)+ a(en, v)− d(v, ηn)+ d(en, q)+ 
ν
(ηn, q)+ b(en−1, un−1 , v)+ b(un−1∗ , en−1, v)
= b(un−1 − un, un−1 , v)+ b(un, un−1 − un, v), ∀(v, q) ∈ (X,M). (4.31)
Taking (v, q) = 2(en, ηn)∆t in (4.31), using (2.5) and noting that ηn = − ν

div en, we get
‖en‖20 − ‖en−1‖20 + 2ν‖A1/2 en‖20∆t + 2b(en−1, un−1 , en)∆t + 2b(un−1∗ , en−1, en)∆t
≤ 2b(un−1 − un, un−1 , en)∆t + 2b(un, un−1 − un, en)∆t. (4.32)
Using (3.14) and Lemma 2.1, we have
2|b(en−1, un−1 , en)| + 2|b(un−1∗ , en−1, en)|
≤ 2c4c1‖A1/2 en‖0(‖Aun−1 ‖0 + ‖Aun−1∗ ‖0)‖en−1‖0
≤ ν
4
‖A1/2 en‖20 + 8ν−1c24c21 (‖Aun−1 ‖20 + ‖Aun−1∗ ‖20)‖en−1‖20,
2|b(un−1 − un, un−1 , en)| + 2|b(un, un−1 − un, en)|
≤ 2c4c1‖A1/2en‖0(‖Aun‖0 + ‖Aun−1 ‖0)‖un − un−1 ‖0
≤ ν
4
‖A1/2 en‖20 + 8ν−1c24c21 (‖Aun‖20 + ‖Aun−1 ‖20)‖un − un−1 ‖20.
Combining these estimates with (4.32) yields
‖en‖20 − ‖en−1‖20 + ν‖A1/2 en‖20∆t
≤ dn−1‖en−1‖20∆t + 8ν−1c24c21 (‖Aun‖20 + ‖Aun−1 ‖20)‖un − un−1 ‖20∆t, (4.33)
for all 1 ≤ n ≤ N , where dn satisfies
dn = 8ν−1c24c21 (‖Aun‖20 + ‖Aun∗‖20).
Setting
an = ‖en‖20, bn = ν‖A1/2 en‖20, αn = 0,
γn = 8ν−1c23c21 (‖Aun‖20 + ‖Aun−1 ‖20)‖un − un−1 ‖20,
applying Lemma 2.3 to (4.33) and using Theorems 2.4 and 4.1, we obtain
‖em‖20 + ν∆t
m∑
n=1
‖A1/2 en‖20 ≤ exp
(
∆t
m∑
n=1
dn
)(
‖e0‖20 +∆t
m∑
n=1
γn
)
≤ κ∆t2,
which is (4.30). 
Lemma 4.4. Under the assumptions of Theorem 2.4, there holds the following error estimate:
ν‖A1/2 em‖20 +∆t
m∑
n=1
(‖dten‖20 + ‖ηn‖20) ≤ κ∆t2, (4.34)
for all 1 ≤ m ≤ N.
Proof. It follows from (4.31) that
(dten, v)+ a(en, v)+ b(en−1, un−1 , v)+ b(un−1∗ , en−1, v)
= b(un−1 − un, un−1 , v)+ b(un, un−1 − un, v), ∀v ∈ X . (4.35)
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Taking v = 2dten∆t in (4.35), we get
2‖dten‖20∆t + ν‖A1/2 en‖20 − ν‖A1/2 en−1‖20 + 2b(en−1, un−1 , dten)∆t + 2b(un−1∗ , en−1, dten)∆t
≤ 2b(un−1 − un, un−1 , dten)∆t + 2b(un, un−1 − un, dten)∆t. (4.36)
Using (3.14) and Lemma 2.1, we have
2|b(en−1, un−1 , dten)| + 2|b(un−1∗ , en−1, dten)|
≤ 2c4c1‖dten‖0(‖Aun−1 ‖0 + ‖Aun−1∗ ‖0)‖A1/2 en−1‖0
≤ 1
4
‖dten‖20 + 8c24c21 (‖Aun−1 ‖20 + ‖Aun−1∗ ‖20)‖A1/2 en−1‖20,
2|b(un−1 − un, un−1 , dten)| + 2|b(un, un−1 − un, dten)|
≤ 2c4c1‖dten‖0(‖Aun‖0 + ‖Aun−1 ‖0)‖A1/2 (un − un−1 )‖0
≤ 1
4
‖dten‖20 + 8c24c21 (‖Aun‖20 + ‖Aun−1 ‖20)‖A1/2 (un − un−1 )‖20.
Combining these estimates with (4.36) and using Theorems 2.4 and 4.1 yield
‖dten‖20∆t + ν‖A1/2 en‖20 − ν‖A1/2 en−1‖20 ≤ κ‖A1/2 en−1‖20∆t + κ‖A1/2 (un − un−1 )‖20∆t, ∀1 ≤ n ≤ N. (4.37)
Summing (4.37) from 1 tom and using Theorem 2.4 and Lemma 4.3, we obtain
ν‖A1/2 em‖20 +∆t
m∑
n=1
‖dten‖20 ≤ κ∆t2, 1 ≤ m ≤ N. (4.38)
Finally, by using (2.1), (3.14), (4.27) and (4.31), we deduce
‖ηn‖0 ≤ c‖dten‖0 + cν‖A1/2en−1‖0 + c‖A1/2en−1‖0(‖A1/2un−1 ‖0 + ‖A1/2un−1∗ ‖0)
+ c(‖A1/2un−1 ‖0 + ‖A1/2un‖0)‖A1/2(un − un−1 )‖0.
Combining this estimate with Theorems 2.4 and 4.1 and using Lemmas 2.1 and 4.3 lead to
∆t
m∑
n=1
‖ηn‖20 ≤ κ∆t
N∑
n=1
(‖dten‖20 + ‖A1/2 en‖20 + ‖A1/2 (un − un−1 )‖20)
≤ κ∆t2.
Combining this inequality with (4.38) yields (4.34). 
Furthermore, by combining Lemma 3.1 with Theorems 4.1 and 4.2, we conclude the following bounds of the errors
un∗ − Rh(un∗, pn∗) and pn∗ − Qh(un∗, pn∗)with 1 ≤ n ≤ N .
Lemma 4.5. Under the assumptions of Theorem 2.4, there hold the following error bounds:
‖un∗ − Rh(un∗, pn∗)‖20 + h2‖A1/2(un∗ − Rh(un∗, pn∗))‖20 +∆th2
m∑
n=1
‖pn∗ − Qh(un∗, pn∗)‖20 ≤ κh4, (4.39)
∆t
m∑
n=1
(h2‖A1/2(un∗ − Rh(un∗, pn∗))‖20 + τ(tn)‖dtun∗ − Rh(dtun∗, dtpn∗)‖20)
≤ κh4, (4.40)
for all 1 ≤ m ≤ N.
5. Stability and convergence
In this section, our aim is to analyze the stability and convergence of the Euler semi-implicit penalty finite element
method.
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Lemma 5.1. Assume that the assumptions of Theorem 2.4 are valid and h2 ≤ β1∆t. Then there hold the following stabilities and
error estimates:
‖umh‖20 + ν∆t
m∑
n=1
‖A1/2unh‖20 ≤ ‖u0h‖20 + 2ν−1c20T sup
0≤t≤T
‖f (t)‖20, (5.1)
‖um∗ − umh‖20 + ν∆t
m∑
n=1
‖A1/2(un∗ − unh)‖20 ≤ κ01h2. (5.2)
‖A1/2umh‖20 + ν∆t
m∑
n=1
‖Ahunh‖20 ≤ κ02, (5.3)
ν‖A1/2(um∗ − umh)‖20 +∆t
m∑
n=1
‖dtun∗ − dtunh‖20 ≤ κ03h2, (5.4)
‖Ahumh‖20 ≤ κ04, (5.5)
for all 0 ≤ m ≤ N, where κ1 = 4ν−1c24κ04 in the stability condition∆tκ1 ≤ 1.
‖A1/2 u0h‖20 ≤ 2(cν + 1)‖A1/2u0‖20, ‖u0h‖20 ≤ 2‖u0‖20 + 2cν‖A1/2u0‖20. (5.6)
Proof. Due to u0h = Rh(u0, 0), (5.6) can be obtained by using Lemma 3.1.
Now, we shall prove (5.1)–(5.5) by the induction method. First, it is obvious that (5.1)–(5.5) hold form = 0. Assume that
(5.1)–(5.5) hold form = 0, 1, . . . , J with 0 ≤ J < N . We need to prove (5.1)–(5.5) form = J + 1.
Taking (vh, qh) = 2(unh, pnh)∆t in (3.8) and using (2.1) and (2.5), we get
‖unh‖20 − ‖un−1h ‖20 + ‖unh − un−1h ‖20 + 2ν‖A1/2unh‖20∆t + 2b(un−1h , unh, unh − un−1h )∆t
≤ ν
2
‖A1/2unh‖20∆t + 2ν−1c20‖f (tn)‖20∆t. (5.7)
Using (2.1) and (3.13), we have
2|b(un−1h , unh, unh − un−1h )| ≤ 2c4‖Ahun−1h ‖0‖A1/2unh‖0‖unh − un−1h ‖0
≤ ν
2
‖A1/2unh‖20 + 2ν−1c24‖Ahun−1h ‖20‖unh − un−1h ‖20.
Combining this estimate with (5.7) yields
‖unh‖20 − ‖un−1h ‖20 + ν‖A1/2unh‖20∆t ≤ (2ν−1c24‖Ahun−1h ‖20∆t − 1)‖unh − un−1h ‖20
+ 2ν−1c20‖f (tn)‖20∆t, ∀1 ≤ n ≤ N. (5.8)
Due to the stability condition∆tκ1 ≤ 1 and the induction assumption onm = 0, 1, . . . , J , we have
2ν−1c24‖Ahun−1h ‖20∆t − 1 ≤ 2ν−1c24κ04∆t − 1 ≤ 0, ∀1 ≤ n ≤ J + 1. (5.9)
Summing (5.8) from 1 to J + 1 and using (5.9), we obtain
‖uJ+1h ‖20 + ν∆t
J+1∑
n=1
‖A1/2unh‖20 ≤ ‖u0h‖20 + 2ν−1c20T sup
0≤t≤T
‖f (t)‖20, (5.10)
which is (5.1) withm = J + 1.
Next, we deduce from (4.1) and (3.8) that
(dtun∗ − dtRnh + dten, vh)+ a(en, vh)− d(vh, ηn)+ d(en, qh)+

ν
(ηn, qh)
+ b(un−1∗ − Rn−1h + en−1, un−1∗ , vh)+ b(un−1h , un−1∗ − Rn−1h + en−1, vh) = 0, (5.11)
for all (vh, qh) ∈ (Xh,Mh), where en = Rnh − unh and ηn = Q nh − pnh, with Rnh = Rh(un∗, pn∗) and Q nh = Qh(un∗, pn∗). Taking
(vh, qh) = 2(en, ηn)∆t in (5.11) and using (2.5), we get
‖en‖20 − ‖en−1‖20 + ‖en − en−1‖20 + 2ν‖A1/2en‖20∆t + 2b(en−1, un−1∗ , en)∆t
+ 2b(un−1∗ − Rn−1h , un−1∗ , en)∆t + 2b(un−1h , un−1∗ − Rn−1h , en)∆t + 2b(un−1h , en−1 − en, en)∆t
≤ −2(dtun∗ − dtRnh, en)∆t. (5.12)
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Using (2.1), (3.13)–(3.14) and Lemma 3.1, we have
2|b(en−1, un−1∗ , en)| ≤ 2c4‖en−1‖0‖Aun−1∗ ‖0‖A1/2en‖0
≤ ν
4
‖A1/2en‖20 + 4ν−1c24‖Aun−1∗ ‖20‖en−1‖20,
2|b(un−1h , en−1 − en, en)| ≤ 2c4‖en−1 − en‖0‖Ahun−1h ‖0‖A1/2en‖0
≤ ν
4
‖A1/2en‖20 + 4ν−1c24‖Ahun−1h ‖20‖en−1 − en‖20,
2|b(un−1∗ − Rn−1h , un−1∗ , en)| + 2|b(un−1h , un−1∗ − Rn−1h , en)|
≤ c‖A1/2(un−1∗ − Rn−1h )‖0(‖A1/2un−1∗ ‖0 + ‖A1/2un−1h ‖0)‖A1/2en‖0
≤ ν
4
‖A1/2en‖20 + cνh2(‖Aun−1∗ ‖20 + ‖pn−1∗ ‖21)(‖A1/2un−1∗ ‖20 + ‖A1/2un−1h ‖20),
2|(dtun∗ − dtRnh, en)| ≤
ν
4
‖A1/2en‖20 + cνh4(‖Adtun∗‖20 + ‖dtpn∗‖21).
Combining these estimates with (5.12) and using Theorem 4.1 yield
‖en‖20 − ‖en−1‖20 + ν‖A1/2en‖20∆t ≤ (4ν−1c24‖Ahun−1h ‖20∆t − 1)‖en−1 − en‖20
+ dn−1‖en−1‖20∆t + κh2(‖A1/2un−1∗ ‖20 + ‖A1/2un−1h ‖20)∆t + cνh4(‖Adtun∗‖20 + ‖dtpn∗‖21)∆t, ∀1 ≤ n ≤ N, (5.13)
where dn = 4ν−1c24‖Aun∗‖20.
Using the induction assumption withm = 0, 1, . . . , J and the stability condition∆tκ1 ≤ 1, we have
4ν−1c24‖Ahun−1h ‖20∆t − 1 ≤ 4ν−1c24κ04∆t − 1 ≤ 0, ∀1 ≤ n ≤ J + 1. (5.14)
By noting h2 ≤ β1∆t ≤ β1τ(tn) and setting
an = ‖en‖20, bn = ν‖A1/2en‖20, αn = 0,
γn = κh2(‖A1/2un−1∗ ‖20 + ‖A1/2un−1h ‖20)+ cνh4(‖Adtun∗‖20 + ‖dtpn∗‖21)
≤ κh2(‖A1/2un−1∗ ‖20 + ‖A1/2un−1h ‖20)+ cνh2τ(tn)(‖Adtun∗‖20 + ‖dtpn∗‖21),
for all 1 ≤ n ≤ J + 1. Using (5.14), applying Lemma 2.3 to (5.13), and using Theorems 4.1 and 4.2 and (5.1), we obtain
‖eJ+1‖20 + ν∆t
J+1∑
n=1
‖A1/2en‖20 ≤ exp
(
∆t
J∑
n=0
dn
)
∆t
J+1∑
n=1
γn ≤ κh2. (5.15)
Hence, we conclude from (5.15) and Lemma 4.5 that
‖uJ+1∗ − uJ+1h ‖20 + ν∆t
J+1∑
n=1
‖A1/2(un∗ − unh)‖20 ≤ κ01h2, (5.16)
which is (5.2) form = J + 1.
By using (3.3) and Lemma 3.1, we find
‖A1/2unh‖20 ≤ 2‖A1/2en‖20 + 4‖A1/2(Rnh − un∗)‖20 + 4‖A1/2un∗‖20
≤ 2c23h−2‖en‖20 + cν(‖A1/2un∗‖20 + ‖pn∗‖20), (5.17)
(Ahunh, vh) = (A1/2(unh − un∗), A1/2vh)+ (Aun∗, vh)
≤ (c3h−1‖A1/2(unh − un∗)‖0 + ‖Aun∗‖0)‖vh‖0, (5.18)
for all 1 ≤ n ≤ N . Hence, we deduce from (5.15)–(5.18) and Theorem 4.1 that
‖A1/2uJ+1h ‖20 + ν∆t
J+1∑
n=1
‖Ahunh‖20 ≤ 2c23h−2‖eJ+1‖20 + cν(‖A1/2uJ+1∗ ‖20 + ‖pJ+1∗ ‖20)
+ cν∆t
J+1∑
n=1
(h−2‖A1/2(unh − un∗)‖20 + ‖Aun∗‖20) ≤ κ02, (5.19)
which is (5.3) form = J + 1.
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Moreover, we deduce from (5.11) that
(dten, vh)+ a(en, vh)+ b(un−1∗ − un−1h , un−1∗ , vh)+ b(un−1∗ , un−1∗ − un−1h , vh)− b(un−1∗ − un−1h , un−1∗ − un−1h , vh)
= −(dtun∗ − dtRnh, vh), ∀1 ≤ n ≤ N, (5.20)
for all (vh, qh) ∈ (Xh,Mh).
Taking vh = 2dten∆t in (5.20), we deduce
2‖dten‖20∆t + ν(‖A1/2 en‖20 − ‖A1/2 en−1‖20)+ 2b(un−1∗ − un−1h , un−1∗ , dten)∆t
+ 2b(un−1∗ , un−1∗ − un−1h , dten)∆t − 2b(un−1∗ − un−1h , un−1∗ − un−1h , dten)∆t
≤ −2(dtun∗ − dtRnh, dten)∆t, 1 ≤ n ≤ N. (5.21)
Using again (2.1)–(2.3), (3.3), (3.14) and Lemma 3.1, we have
2|b(un−1∗ − un−1h , un−1∗ , dten)| + 2|b(un−1∗ , un−1∗ − un−1h , dten)| ≤ 2c4‖Aun−1∗ ‖0‖A1/2(un−1∗ − un−1h )‖0‖dten‖0
≤ 1
4
‖dten‖20 + c‖Aun−1∗ ‖20‖A1/2(un−1∗ − un−1h )‖20,
2|b(un−1∗ − un−1h , un−1∗ − un−1h , dten)| ≤ ch−1‖A1/2(un−1∗ − un−1h )‖0‖un−1∗ − un−1h ‖0‖dten‖0
+ c‖A1/2(un−1∗ − un−1h )‖20‖dten‖0
≤ 1
4
‖dten‖20 + ch−2‖A1/2(un−1∗ − un−1h )‖20‖un−1∗ − un−1h ‖20
+ c‖A1/2(un−1∗ − un−1h )‖40,
2|(dtun∗ − dtRnh, dten)| ≤
1
4
‖dten‖20 + cνh4(‖Adtun∗‖20 + ‖dtpn∗‖21).
Combining these inequalities with (5.21) and using Theorem 4.1 and (5.2)–(5.3) result in
ν‖A1/2 en‖20 − ν‖A1/2 en−1‖20 + ‖dten‖20∆t ≤ κ‖A1/2(un−1∗ − un−1h )‖20∆t
+ cνh2τ(tn)(‖Adtun∗‖20 + ‖dtpn∗‖21)∆t, 1 ≤ n ≤ J + 1. (5.22)
Summing (5.22) from 1 to J + 1, using (5.2) and Theorem 4.2, leads to
ν‖A1/2 eJ+1‖20 +∆t
J+1∑
n=1
‖dten‖20 ≤ κh2. (5.23)
Combining (5.23) with Lemma 4.5 and using Lemma 2.1 yield
ν‖A1/2(uJ+1∗ − uJ+1h )‖20 +∆t
J+1∑
n=1
‖dtun∗ − dtunh‖20 ≤ κ03h2, (5.24)
which is (5.4) form = J + 1.
Furthermore, we conclude from (3.3), (5.18), (5.24) and Theorem 4.1 that
‖AhuJ+1h ‖20 ≤ 2c23h−2‖A1/2(uJ+1∗ − uJ+1h )‖20 + 2‖AuJ+1∗ ‖20 ≤ κ04, (5.25)
which is (5.5) form = J + 1. 
By combining Lemmas 4.4 and 5.1 and Theorem 2.2, we obtain the following error estimate result.
Theorem 5.2. Under the assumptions of Lemma 5.1, there holds the following optimal error estimate:
τ 2(tm)‖A1/2(u(tm)− umh)‖20 +∆t
m∑
n=1
τ 2(tn)‖p(tn)− pnh‖20
≤ κ(2 +∆t2 + h2), ∀1 ≤ m ≤ N. (5.26)
Proof. From (2.1), (3.4) and (5.11) with qh = 0, we deduce
‖ηn‖0 ≤ c‖dtun∗ − dtunh‖0 + cν‖A1/2en‖0 + c‖A1/2(un−1∗ − un−1h )‖0(‖A1/2un−1∗ ‖0 + ‖A1/2un−1h ‖0), 1 ≤ n ≤ N.
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Combining this inequality with Theorem 4.1 and Lemma 5.1 yields
‖ηn‖20∆t ≤ c‖dtun∗ − dtunh‖20∆t + cν‖A1/2en‖20∆t + κ‖A1/2(un−1∗ − un−1h )‖20∆t, 1 ≤ n ≤ N. (5.27)
Summing (5.27) from 1 tom and using Lemma 5.1 and (5.15) with J = m− 1, we obtain
∆t
m∑
n=1
‖Q nh − pnh‖20 ≤ κh2, ∀1 ≤ m ≤ N. (5.28)
Furthermore, using Lemma 4.5 and (5.28), we arrive at
∆t
m∑
n=1
‖pn∗ − pnh‖20 ≤ κh2, ∀1 ≤ m ≤ N. (5.29)
By combining (5.29) with Lemmas 4.4 and 5.1 and Theorem 2.2, we obtain the error estimate result (5.26). 
6. Numerical analysis
This section concentrates on the performance of the penalty finite element method based on the Euler implicit/explicit
scheme for the time-dependent Navier–Stokes equations.We compare this algorithm proposed in this article with the finite
element method based on the Euler implicit/semi-explicit scheme presented in [6] and the classical Euler implicit scheme
for the time-dependent Navier–Stokes equations by using the Mini elements. In order to illustrate the features of three
different methods, we present theoretical results of the two schemes described above in the following.
Scheme I. The classical Euler implicit scheme: Define the finite element solutions (unh, p
n
h) ∈ (Xh,Mh), n = 1, . . . ,N , by the
relation:
(dtunh, vh)+ a(unh, vh)− d(vh, pnh)+ d(unh, qh)+ b(unh, unh, vh) = (f (tn), vh), (6.1)
for all (vh, qh) ∈ (Xh,Mh). As we know, the Euler implicit scheme is unconditionally stable and has optimal order
convergence; here the error estimates are the following:
‖A1/2(u(tm)− umh )‖0 ≤ κ(∆t + τ−1/2(tm)h), tm ∈ (0, T ], (6.2)
‖p(tm)− pmh ‖0 ≤ κ(τ−1(tm)∆t + τ−1/2(tm)h), tm ∈ (0, T ]. (6.3)
Scheme II. The Euler implicit/semi-explicit scheme (see [6]): Define the finite element solutions (unh, p
n
h) ∈ (Xh,Mh),
n = 1, . . . ,N , such that
(dtunh, vh)+ a(unh, vh)− d(vh, pnh)+ d(unh, qh)+ b(un−1h , unh, vh) = (f (tn), vh), (6.4)
for all (vh, qh) ∈ (Xh,Mh). We can easily obtain from [6] that the Euler implicit/semi-explicit scheme provides unconditional
stability and optimal order convergence. Also, the error estimates are given by using a simple algebraic manipulation of the
results in [6] as follows:
τ(tm)2‖A1/2(u(tm)− umh )‖0 ≤ κ(∆t + h), tm ∈ (0, T ], (6.5)
τ(tm)3/2‖p(tm)− pmh ‖0 ≤ κ(∆t + h), tm ∈ (0, T ]. (6.6)
Three test problems are considered to verify the performance of the Euler implicit/explicit method including a
nonphysical example with a known exact solution, a flow over a backward facing step, and the driven cavity flow.
Problem I (With an analytical solution). In this case, we consider a unit square with an exact flow solution given
by
u(x, t) = (u1(x, t), u2(x, t)), p(x, t) = 10(2x1 − 1)(2x2 − 1) cos(t),
u1(x, t) = 10x21(x1 − 1)2x2(x2 − 1)(2x2 − 1) cos(t),
u2(x, t) = −10x1(x1 − 1)(2x1 − 1)x22(x2 − 1)2 cos(t).
Then, the body force f (x, t) is deduced from the exact solution and (1.1). Herewe paymore attention to the convergence rate
of three different schemeswith the samemesh and the sameUMFPACK code. The results in Tables 6.1–6.3 suggest that there
is no significant difference between three different schemes in terms of the relative H1- and L2-norms and the convergence
rate for the velocity and the pressure. However, the Euler implicit/explicit method is more efficient than the Euler implicit
scheme and the Euler implicit/semi-explicit scheme. Besides, the Euler implicit/semi-explicit scheme consumes less time
than the classical implicit scheme.
Problem II (Backward facing step). The test problem is a flow over a backward facing step so that the inflow section is
smaller than the outflow section. A fluid recirculation zone produced by the backward facing stepmust be captured correctly
by using the three schemes described above.
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Table 6.1
Convergence of the Euler implicit scheme (ν = 1 and τ = O(h)).
1/h CPU(s) ‖u−uh‖1‖u‖1 Rate
‖p−ph‖0
‖p‖0 Rate
18 23.203 0.148979 0.00535763
36 224.219 0.073439 1.015 0.00173579 1.604
54 588.969 0.0487671 1.008 0.000917385 1.564
Table 6.2
Convergence of the Euler implicit/semi-explicit scheme (ν = 1 and τ = O(h)).
1/h CPU(s) ‖u−uh‖1‖u‖1 Rate
‖p−ph‖0
‖p‖0 Rate
18 18.265 0.148979 0.00535763
36 134.375 0.073439 1.015 0.00173579 1.604
54 443.781 0.0487671 1.008 0.000917385 1.564
Table 6.3
Convergence of the Euler implicit/explicit scheme (ν = 1 and τ = O(h)).
1/h CPU(s) ‖u−uh‖1‖u‖1 Rate
‖p−ph‖0
‖p‖0 Rate
18 15.844 0.148982 0.00539296
36 112.937 0.0734407 1.015 0.00184816 1.475
54 375.875 0.0487691 1.008 0.00111666 1.145
h
s
l
u = uin
v = 0
v = 0u = 0
v = 0u = 0
L
Fig. 6.1. Backward facing step problem.
Fig. 6.2. Stream function φ and pressure p: the Euler implicit method.
The geometry and the boundary conditions for the numerical model of the problem are given in Fig. 6.1. Also, u1, u2
and p denote the velocity components in x and y directions and the pressure. The prescribed velocity profile at the inflow
boundary is parabolic. The average velocity is raised smoothly from zero to uin = 1. The length and the height of the model
are h = 1, s = 0.5, 0 ≤ ` ≤ 2, 0 ≤ L ≤ 20. Simulations have been performed with the given viscosity ν = 0.05. Here, we
present contour plots of the stream function of φ by solving the following Poisson problem:
∆φ = ∂u2
∂x1
− ∂u1
∂x2
, onΩ,
φ = 0, on ∂Ω.
From Figs. 6.2–6.4, the same results can be obtained by using three different methods under the given condition.
Problem III (The driven cavity flow). The driven cavity is considered for the Euler implicitmethod, the implicit/semi-explicit
method, and the Euler implicit/explicit method. It is a box full of liquid with its lid moving horizontally at unit speed. The
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Fig. 6.3. Stream function φ and pressure p: the Euler implicit/semi-explicit method.
Fig. 6.4. Stream function φ and pressure p: the Euler implicit/explicit method.
Fig. 6.5. Cavity drive problem: the Euler explicit method, the Euler implicit/semi-explicit method, and the Euler implicit/explicit method.
results for both velocity and pressure are given in Fig. 6.5. The numerical result of the Euler implicit/explicitmethod indicates
the same performance as that of the Euler implicit/semi-explicit method and the Euler implicit method.
In conclusion, compared with the Euler implicit method and the Euler implicit/semi-explicit method, the Euler
implicit/explicit method is only required to compute the linear Stokes equations on each time step. Therefore, a lot of time
is saved by the Euler implicit/explicit method.
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