This contribution describes a coding technique which transforms a stream of message symbols with an arbitrary frequency distribution into a uniquely decodable stream of symbols which all have the same fiequency.
I . I N T R O D U C T I O N
In a Caesar cipher each letter from the alphabet {a,b, . . . , z } is replaced by the successor of the successor of its successor, i.e. the alphabet is shifted by three: {a,b, . . . , z } -+ { d , e, . . . , c}. In general, there are 26 possible shifts, and we say that the cipher defined by these shifts has a key size of logz 26 21 4.7, which is very small. If we, however, consider the set of all permutations of the alphabet { a , b,. . . , z } , we get a cipher with a key size log, 26! 2: 88. This is more than one third larger than 56, which is the key size of todays most widely used cipher DES. Nevertheless, the cipher described is not secure for the encryption of English plaintext. In English the letters from the alphabet occur with the frequencies p , 2~ 0.13, pt 11 0.09, p a N 0.08, . . . , andp, 1z1 0.001 (see e.g. [l] ), and therefore a frequency analysis of the cryptogram immediately reveals the chosen permutation.
In this respect, English is neither an exception amongst the natural languages nor amongst the technical data streams like ASCII codes or A-modulated speech. All of them show statistical irregularities through unequal probabilities of the symbols or correlations between the symbols. The above permutation cipher is also not exceptional, it is the most general block cipher defined on an alphabet of 26 symbols.
In order to describe more accurately the weakness discussed, we consider the uncertainty of the key, i.e. of the enciphering permutation, when n symbols or H(~Ico,c-I, .*.,c-(n-1)).
(1)
The smallest n for which the key is completely determined is called the unicity distance d. According t o Shannon [2] and Hellman 131, it is given by where T is the length over which the blocks become statistically independent and where the basis of the logarithms involved in the definition of H is equal to the size C of the cipher alphabet C. For English texts, Hellman [3] has estimated that which implies
In the case of DES, the key is therefore completely specified by the redundancy in the text after two cipher blocks of 64 bits each. The only property that has prevented so far the design of efficient algorithms to break DES is the mismatch between the statistical information and the block structure of DES.
Even if cryptography is based t o a large extent on the complexity of certain computations, unconditionally secure systems are preferable. In the present situation, unconditional security can be achieved by a suitable conditioning of the message either by reducing its redundancy with a data compression algorithm or by increasing its entropy in a randomisation process. The reduction of redundancy is more attractive from a theoretical point of view. The data compression algorithms known today, however, only imply a unicity distance proportional to the size of their encoding 
i.e. the message m = a is encoded at random into 00,01,10, with equal probabilties. As a consequence of this encoding, the message source stays i.i.d. and becomes equidistributed, and the unicity distance skips from d = 5.3 H ( k ) t o infinity if at least two keys are used.
A similar approach can in principle be chosen for every rational frequency distribution. In general, this will however lead to an enormous data expansion. Furthermore, the frequency distribution completely specifies the cipher text alphabet in this scheme. Both disadvantages are avoided in the systematic approach we shall adopt now.
DESCRIPTION OF THE ALGORITHM
The homophonic code defined in equation (5) contains two essential elements, an encoding table, i.e. the association of the symbols 00,Ol and 10 with the letter a and the association of the symbol 11 with the letter b, and an encoding rule which states that each representation of a letter has to be chosen with equal probability. The construction of these two elements are the main steps in the universal algorithm. In order to get an idea of the general form of these elements, we observe that the following mapping also defines a homophonic code for the above example: 0 with probability 2/3, 10 with probability 1/3, b ---+ { 11 with probability 1.
This mapping causes a smaller data expansion than the previous one. The mapping itself is obtained by noting that the second bit in the strings 00 and 01 of equation (5) This form of the encoding table immediatly suggests the association with a binary, or more generally with a C-ary representation of the frequency distribution { P , }~E M . And the two objectives of having a number of representations of the letters in the encoding tables which is proportional to the probability of that letter and of having at least one letter represented in each table together with the above association lead to the following general construction of the encoding tables:
Construction of the i-th table T ( i ) :
a 
T is chosen randomly according to the distribution p(rlm = a ) . If r < 5 1
With these considerations in mind, it is no longer difficult to derive the general encoding algorithm: if C X~T > n$, transmit 0 pa , increment i by one and go to c).
The effect of this algorithm is to combine the message source and the randomness from homophonic coding such that all symbols 00, 01, 10 and 11, and a fortiori 0 and 1, become equally likely. This does not only hold for the first step but for every one, which immediately implies the statistical independence of the output stream if the symbols from the source are statistically independent. With these remarks, the proof of the following theorem is easy: Many sources are modelled more accurately by a hlarkovian process with finite memory. For them the following theorem applies:
Theorem 2: If the message source can be described by a Markovian process with finite memory 7 , then the sequence obtained by applying the universal homophonic coding algorithm, with the probability distribution EM replaced by the conditional probability distribution {pQlp-l ,..., a -, } c r ; Q -l ,..., a -, E~, is i.2.d. and has equal letter probabilities.
In both cases we thus have perfect statistical properties and therefore an infinite unicity distance.
So far the homophonic coding algorithm has been described without taking its practical aspects into consideration. Amongst these, the two most important ones are the termination conditions for the table construction and the data expansion.
TERMINATION OF THE TABLE CONSTRUCTION
Two simple conditions for the termination of the table construction are obtained from the observation that the algorithm induces the following representation of the probabilities p a :
This is a special form of a C-ary expansion and therefore easily implies: situations the table construction terminates, but eventually after a very large number of tables.
In applications, a given key is only used for a finite message length and correspondingly the unicity distance does not need to be larger than this length. Therefore, we can tolerate a deviation of the probabilities q7 of the cipher symbol y from its ideal value and restrict the algorithm to a maximum of say I + 1 tables. If this is done by constructing I tables according to the algorithm of Section I1 and by adding one table, which contains a representation for every symbol cy E M with pi' > 0, the probability gr of the symbol y E C is given by:
where i7 is the frequency of the symbol y in table T('sl), where M is the size of the alphabet M , where n~+~ is the dimension of that table, and where X i is given bv In this expression, the error gr -6 converges exponentially to zero for 1 -00 and the Taylor expansion of the entropy therefore implies an ezponential increase of the unicity distance with the table size 1.
IV . DATA EXPANSION
From the description in Section I1 it is rather obvious that the algorithm will change the data rate. In some singular cases in which the distribution is concentrated on a few symbols, this change can be a lowering of the rate. In the example M = ( a , b,c, d } , p a = 4, pb = g, p , = Is, p d = $, and C = {O, 1) the compression factor is g. In the generic case this change will, however, be an expansion and it is very important to have some information on how large this expansion will be. 
c-1 c p j := has a d a t a expansion X = C . log, C.
The proof of this lemma follows easily from the observation that R; = 1 and
Lnfortunately, the lemma is too weak for most applications.
Therefore, we have estimated the average value of A, with the average taken over all probability distributions (A} = 2.7 2.4 1.9 2.4 1.7 1.7 1.6 1.8
Finally, we have also computed X for the frequency distribution of letters in English texts, as taken from Beker and Piper [l] : (the error of X is 5 0.1) C = 2 4 8 16 32 61 128 256 X = 2.7 2.3 2.0 2.3 1.6 1.5 1.6 1.8
If we compare this with the above results we see that English is quite typical. Furthermore, we note that a suitable choice of the alphabet size C can considerably reduce the data expansion. This indicates that our simple rule for the choice of the dimension ~i of table T(*) was not optimal and that it can be further improved.
V . CONCLUSION
In the present contribution we have shown that homophonic coding is an efficient precoding, suitable to increase the unicity distance of a cipher to any required length. Furthermore, even if only the lower order correlations are smoothed out, attacks on the higher order dependencies become practically infeasible due t o the variable length of the codewords. The additional random data transmitted causes a data expansion by a factor of roughly two. It can, however, be used t o further strengthen the system by suitably randomising the cipher applied to the precoded data. Finally, we note that the described precoding can, after some s m d modifications, be run in an adaptive way. Homophonic coding is thus highly adequate to substantially increase the strength of ciphers in most applications.
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