CPSs are widely used in all sorts of applications ranging from industrial automation to search-and-rescue. So far, in these applications they work either isolated with a high mobility or operate in a static networks setup. If mobile CPSs work cooperatively, it is in applications with relaxed real-time requirements. To enable such cooperation also in hard real-time applications we present a scheduling approach that is able to adapt real-time schedules to the changes that happen in mobile networks. We present a Mixed Integer Linear Programmingmodel and a heuristic to generate schedules for those networks. One of the key challenges is that running applications must not be interrupted while the schedule is adapted. Therefore, the scheduling has to consider the delay and jitter boundaries, given by the application, while generating the adapted schedule.
I. INTRODUCTION
In traditional real-time systems a schedule was calculated once and used until the system got another taskset. To switch the taskset of such systems they were stopped completely and started with the new schedule. However, stopping the whole application is not an option in systems that have to perform their tasks continuously. An example for such systems are mobile robots that cooperate to carry a work piece. If a third robots needs to join the group of the carrying robots to weld a second piece to the carried one, the schedules need to be changed without stopping the application on the carrying robots. Stopping the application might lead to dropping the work peace as it is now longer kept in balance by a feedback loop closed between the robots. We call these groups of robots Task Clusters (TCs), as they perform a common task cooperatively. To overcome this challenge, mechanisms are needed to generate schedules that introduce the changes, needed to adapt to the new situation, without harming the realtime constraints of running tasks. In this paper we introduce two different mechanisms to overcome these challenges. The first one is a Mixed Integer Linear Programming (MILP)model that is able the schedule such TCs and also to merge their schedules. The second one is a heuristic algorithm with the same capabilities to be used on embedded devices, as it is less computational complex. This algorithm is based on a hypothesis we introduce and test prior to the discussion of the algorithm. This paper is structured as follows, in Section II we introduce the problem in more detail and discuss our assumptions. In Section III we present the constraints a scheduling algorithm need to fulfill to solve the priorly stated problem. Section IV discusses related work from different areas that handles scheduling of problems similar to ours. In Section V we introduce our MILP-model to schedule mobile Cyber-Physical Systems (CPSs) and to adapt schedules to changes. Afterward we evaluate the computational complexity in Section VI. As solving MILP-models is a rather complex task, we introduce and test a hypothesis on which schedules are better adaptable than others in Section VII. To calculate schedules on embedded devices in a more predictable time we discuss a heuristic algorithm in Section VIII. This heuristic algorithm is evaluated in Section IX. Section X concludes the paper and its contributions.
II. PROBLEM STATEMENT
For our scheduling we assume that a distributed real-time system is a wireless network consisting of several nodes. Each node is capable of executing different tasks but only one of them per time-slot. Nodes can only communicate in a halfduplex manner on one channel in one time-slot but may switch channels between two consecutive time-slots. The whole network on the other hand is able to utilize multiple channels at the same time to transfer data in disjoint sets of nodes. The problem of scheduling data transfers over multiple channels can be mapped to the problem of scheduling computation tasks to multiple processors. Coffman and Graham [2] and Du and Leung [3] showed that multiprocessor scheduling of non-preemptive task is NP-Hard.
All nodes are able to use the same set of interference free channels. Each channel has the same characteristics for all nodes in the TC. Further, we assume that all channels have the same characteristics. We also assume all nodes participating in a TC to be in each others transmission range, thus all communication is single-hop.
Several tasks from a job, the tasks of a job might be executed on several nodes and have dependencies between each other. Each job has a period which is inherited to the tasks. All jobs of a TC form the set ω. Jobs might share common tasks, these tasks have the shortest period of all jobs they are participating in. Besides the period (P i ), each task T i has a maximum jitter (J i ) that describes how many timeslots a task might move between two consecutive executions. Additionally, each task T i has a maximum age (d ij ) that describes how many time-slots the task might be executed before a task (T j ) depending on it. The tasks T i depends on are called its dependencies and are stored in Γ i . The matrix D, with dimensions [|τ | × |τ |], stores how many time-slots a task T i is allowed to be scheduled before task T j . All tasks in a TC form the set τ . The execution time of each task is assumed to be at most one time-slot.
As we assume that the job of a system fails if one task is not executed in time we do not implement priorities in our scheduling.
All tasks of all jobs in a system form a directed graph without circles. This graph might have several entry tasks and leaf tasks. Each job in this graph forms a so-called path that might have several entry tasks but only one leaf task. Entry tasks are tasks without dependencies, they form the set E. Leaf tasks are tasks without dependent tasks, all leaf tasks form the set L.
The number of time-slots in which the schedule is not repeated is called Hyperperiod (H). It is defined as the least common multiple of all periods of jobs in ω.
We differentiate between time-slot and slot, a time-slot is a certain portion of time that has a defined start time and end time, all time-slots are of the same length. A time-slot can inhabit multiple slots, as a slot is a time-slot on a certain network resource. Therefore, a time-slot consists of as many slots as interference free network resources are available. An example for interference free network resources are the channels a communication standard defines. In a system with only one communication standard that defines three channels, each time-slot would consist of three slots.
Two tasks are called intersecting if they have common communication partners. This is the case if they have a direct dependency to each other, they are depending on the same task or they have the same depending task. Intersections between tasks are stored in the matrix I with the dimensions [|τ | × |τ |]. Figure 1 depicts an example dependency graph that consists of two jobs. The first job has the entry task with id 5 and the leaf task with id 0, called job 0. It consists of the tasks: 5, 4, 3, 2 and 0. The second job has the entry task with id 5 and the leaf task with id 1, called job 1. Consisting of the tasks: 5, 4 and 1. Both of them share the common tasks 5 and 4. The graph is executed on a network with five nodes, the color of each task shows on which node it needs to be executed on. The arrows between tasks describe the dependencies, where the task the arrow is pointing to is depending on the task the arrow is pointing from, e.g. task 0 is depending on task 5.
III. SCHEDULING CONSTRAINTS AND OBJECTIVES
This section discusses the constraints the scheduling has to fulfill in order to generate valid schedules.
Constraint 1: It is not allowed that two or more tasks share the same slot. Sharing slots would lead to transmission interference and loss of data, therefore each task needs its own slot.
Constraint 2: Tasks with a common participating node must not be executed in the same time-slot Constraint 2 prohibits the scheduler from scheduling two tasks at the same time that have the same node either receiving or transmitting data. In our example from Figure 1 there are different tasks that can not be scheduled at the same time: Figure 1 : Example dependency graph with two jobs consisting in total of six task executed on a network with five nodes. task 1 and task 2 as they are executed at the same node, task 2 and task 3 as both transmit data that is needed by task 0. By prohibiting these tasks to be scheduled at the same time, this constraint ensures that the communication can be handled by half-duplex transceiver.
Constraint 3: All dependencies of a task must be scheduled before the depending task. Referring to our example in Figure 1 this constraint ensures that, e.g., task 5 is scheduled before task 0, task 3 and task 4. To be able to schedule task 0 it is necessary that task 5, task 3 and task 2 are scheduled before task 0.
Constraint 4: Each dependency of a task must be scheduled no more than its maximal age before the task. As most data has an age at which it becomes less usable to the requesting task, the providing task or dependency must be scheduled less than this age before the requesting task. E.g., if the maximal age of data provided by task 3 is ten time-slots, task 3 must not be scheduled more than ten slots before task 0.
Constraint 5: All depending tasks in one job must use the same execution of a common dependency. To ensure that tasks in one job use the same state of the system, it is necessary that tasks in one job that depend on the same task are scheduled after the same execution of that task. In our example: the job with entry task task 5 and leaf task task 0 is formed by the task ids 5, 4, 3, 2 and 0. Constraint 5 defines that task 5 must not be scheduled between the tasks 4, 3, 2 and 0.
Constraint 6: Each leaf task must be scheduled once in its period. The different jobs might have different periods in which they have to be scheduled in, the leaf task of each jobs might have a different period. Therefore, some of these periods might differ form the hyperperiod, which is the least common multiple (LCM) of all periods. To fulfill the requirements of all jobs, the leaf might have be scheduled multiple times in one schedule. Together the Constraints 3 to 6 ensure that each job is executed the right amount of times per hyperperiod and all tasks in the jobs are executed in the right order.
Constraint 7: Two consecutive periods of the same task must not exceed the defined jitter bound for this task.
As described in Section II, each task has a jitter bound that must not be exceeded. Therefore, Constraint 7 ensures that the period of a task does not vary more than its jitter bound. E.g., the scheduled period of a task with the defined period of five slots and a maximal jitter of two slots could be decreased to three slots or increased to seven slots. But two consecutive periods of that task may not vary more than two slots, thus, a period change from three slots to seven is not allowed.
A scheduler that enforces all the Constraints 1 to 7 will generate schedules applicable to a system described in Section I. To be able to adapt to topology changes, the scheduler needs to follow one more constraint:
Constraint 8: The difference between the last period in the old schedule and the first period in the new schedule of a task must not exceed the defined jitter bound for this task. If this constraint is followed the network can switch its schedule to the new one without breaking any real-time constraints.
To make the operation of a network reliable the schedule stability should be maximized. This is especially important when existing schedules need to be adapted to changes in the topology or taskset of a network. Increasing the schedule stability reduces the complexity of switching the schedules and therefore reduces the probability of failures while switching. Therefore, we formulate the general objective for the scheduling as following:
Objective 1: Time-slot changes between periods of tasks should be minimized.
IV. RELATED WORK
Real-time scheduling is a vast topic, especially if the scope is widened to real-time multiprocessor scheduling. To keep this section of reasonable size we focus on the most applicable related work.
Conflict-aware Least Laxity First (C-LLF) was proposed by Saifullah et al. to schedule WirelessHART networks [5] . It is designed for wireless real-time networks with changing topologies. The priority of a transmission is determined by the time between it is released and its deadline and the number of conflicting transmissions in this time. The highest priority is given to the task with the highest number of conflicting transmissions and the shortest time between release and deadline. C-LLF need the release time of each transmission prior to scheduling, this is not possible in systems where the release time of a transmission depends on a task that has dependencies. As it is unknown when a dependency is scheduled, the release time of the dependent transmission is also unknown. Therefore, C-LLF is not applicable for the problem described in Section II.
Another application of wireless real-time networks with changing topologies are Long-Term Evolution (LTE) networks. Shakkottai and Stolyar introduced an algorithm to schedule a mixture of real-time and non-real-time traffic in LTE networks [6] . At each time-slot the algorithm calculates which of the packets in the transmission queue has the shortest deadline and schedules this packet into the slot at a certain channel. This done by the eNode-B for each transmission time interval which consists of multiple time-slots. The schedule determined in this manner is only valid for the down-link traffic from the eNode-B to the user equipment. This technique is only possible, as the eNode-B buffers all down-link traffic. In a network such as in Section II there is not one central instance as the eNode-B that buffers all the traffic.
Wang et al. propose a two staged approach to adaptive scheduling in train communication networks [7] . These networks are often time-triggered and need to handle rapid topology changes in cases where two trains are coupled or decoupled. The first stage is the offline scheduling, it generates schedules for the whole train. The second stage is called online stage, it derives the schedule for the parts of the train during the coupling and decoupling process. A two staged design seems applicable to our system as we also expect rapid topology changes when two TCs need to be merged. On the other hand the characteristics of the network described by Wang et al. are in great contrast to our application. The authors describe train networks as strictly hierarchical multicluster networks with wired connections. Further, the approach does not have concept of dependencies between different data flows.
A novel approach on how to close feedback control over wireless links is proposed by Baumann et al. [1] . They propose a system that reduces the communication between different parts of a distributed feedback controller. The reduction is achieved by a co-design called control-guided communication.
Control-guided means that the controller tells the communication part of the system its communication demands ahead of time. The communication demand is decreased by a controller that estimates values in between communication. To benefit from the decreased communication demands the schedule needs to reschedule the communication frequently. Therefore, Baumann et al. choose an online scheduling approach. Like the other approaches this approach also lacks concept of dependencies between tasks.
As the approaches discussed above do lack the ability to handle dependencies the scope is widened to scheduling in operations research. In assembly lines dependencies are very common and therefore scheduling approaches in this domain need to handle them from the beginning. The algorithm proposed by Hu forms Directed Acyclic Graphss (DAGs) from a given sets of tasks [4] . In these DAGs each node represents a task and each directed edge represents a dependency. The author assumes an assembly line with a number of equally skilled workers, each of this workers is able to fulfill one task at a time. The task have a predefined order in which they have to be fulfilled, the goal is to find the sequence of tasks for each worker that needs the shortest time to complete all tasks of the given set To clarify why this is applicable to the challenges stated in Section II let the equally skilled worker be equally good channels and the predefined order gives a set of dependencies between tasks. This gives a model of a system which is quite close to the one we depicted above. However, a difference between our use case and assembly line scheduling is, that there is no concept of tasks that can not be executed at the same time because of common child tasks. Further, the tasks in Hu's model have no deadline and the goal is to finish as fast as possible, in contrast our goal is to meet the deadline of all task.
Each of the scheduling concepts mentioned addresses a part of the problem stated in Section II. However, each one is missing some key features needed to fulfill the requirements for scheduling algorithms as they are needed in this work. Some of the solutions used in the following two approaches are inspired by the discussed concepts.
V. MIXED INTEGER LINEAR PROGRAMMING APPROACH
In this section we introduce an approach to solve the problem described in Section II based on a MILP model. First we introduce the model for a decision problem that generates valid schedules regarding to the assumptions discussed in Section II. Afterwards, we describe the constraints needed by the model to generate valid schedules. Then we introduce the objective that minimizes the jitter.
To ease the modeling we extend the schedule S by a third dimension which is the dimension of tasks in τ , the resulting Matrix is called A. Thus, the three dimensions of A are, (i) the considered task in τ , (ii) the channels and (iii) the time-slots. A has the dimensions |τ | × M × H and is defined as followed:
Where T is the task, c is the channel and t is the time-slot.
Following the constraints of the MILP-model are discussed in detail.
MILP-Constraint 1: Every slot (timeslot and channel) must at most have one scheduled task
MILP-Constraint 1 guarantees that there are no direct collisions between tasks in the same time-slot and the same channel and therefore implements Constraint 1.
MILP-Constraint 2: Tasks with common participating node must not be executed in the same time-slot
As task that have an intersection in their sets of nodes they are communication with must not be scheduled in one time-slot, MILP-Constraint 2 takes the sum of all scheduled distributions of the interfering tasks T and U in a time-slot t over all channels 1 ≤ c ≤ M . This sum has to be less or equal one for all time-slots and all interfering pairs of tasks. Whether tasks T and U are interfering is determined from matrix I at position U T . It is the implementation of Constraint 2. The matrix I is defined by Equation (3) and Equation (4).
Where T and U are task in τ .
MILP-Constraint 3 ensures that all dependencies Γ T to a task T are executed at least as often as the dependent task T . It sums up all scheduled executions of a dependency U in the P i slots and channels before T is scheduled and ensures that this sum is larger than the sum of the scheduled executions of T in time-slot t. This guarantees that Constraints 3 and 4 are enforced.
MILP-Constraint 4: Each leaf task must be scheduled once per its period
To ensure that each job is executed once in its period (Constraint 6), MILP-Constraint 4 sums up all executions of task T during all possible periods and ensures the sum is always one for all tasks. MILP-Constraint 5: Execution of a T must be scheduled in its jitter bounds
As a task T scheduled outside its jitter bound J T could harm the operation of the system (Constraint 7), MILP-Constraint 5 prohibits that. Therefore it checks whether there is an execution of T scheduled in the jitter bound ±J T one period P T before the current execution. The following MILP-Constraints 6 to 8 ensure that all tasks of one job use the same execution of a common dependency (Constraint 5). Referring to the graphs in Figure 1 they ensure that task 0, task 3 and task 4 all use the same execution of task 5. That means, task 5 must not be scheduled between task 0, task 3 and task 4. This might happen, as jobs can share certain tasks and the periods of some dependencies might be smaller than the period of the job and the depending task. As an example, let job 0 have a period of ten slots and job 1 a period of five slots. With the constraints MILP-Constraints 1 to 5 there is nothing that prohibits to schedule the tasks 4 and 5 a second time in between the scheduled executions of task 3 and 0. Doing so could cause task 0 to operate on different data than task 3.
To cope with this we need to introduce a few more variables. Let Ω TeT l be the set of tasks between the entry task T e of a job and its leaf task T l with the same period as T e .
For the example above Ω 50 would consist of the tasks 3, 2, 0.
On contrast letΩ TeT l be the tasks of the job that have a shorter period than T e . Again, for the example that would meanΩ 50 consists of the tasks 5 and 4.
MILP-Constraint 6: ρ TeT l is the sum of all execution of all Tasks in Ω TeT l ,ρ TeT l is the sum of all execution of all Tasks inΩ TeT l
MILP-Constraint 6 is only needed to give ρ TeT l andρ TeT l a value that indicates how many tasks of Ω TeT l andΩ TeT l are scheduled in one period of T l .
MILP-Constraint 7: If the complete path or non of its tasks is scheduledρ TeT l andρ TeT l are 1. If only parts are scheduleḋ ρ TeT l andρ TeT l are 0.
ρ TeT l andρ TeT l are used in MILP-Constraint 7 to determine whether all task in Ω TeT l or respectivelyΩ TeT l are scheduled. That is necessary as tasks inΩ TeT l might be scheduled independently but tasks in Ω TeT l must not be scheduled without the tasks inΩ TeT l . This in ensured by MILP-Constraint 8 MILP-Constraint 8: TheΩ TeT l might be scheduled alone but Ω TeT l must noṫ
Together the MILP-Constraints 1 to 8 define a model for the decision problem. This model is able to generate valid schedules in A.
A. Objectives
The objective of our model is to minimize the jitter between executions of a task. Minimizing the jitter in feedback loops is one of more obvious optimizations for a scheduling. This is due to the fact, that jitter leads to a bigger error in timing of the control task and therefore to larger error in the controlled process.
Minimizing the jitter in the model described above is challenging, as it lacks a concept of how many slot are between different executions of a task. To mitigate this, we minimize the number of tasks that change their relative timeslot in different periods of their job. With this optimization we additionally increase the schedule stability. The schedule stability gives a measure how much a schedule changes between periods.
MILP-Objective 1: Minimize the number of tasks changing slots between their periods
To evaluate the effectiveness of MILP-Objective 1 we scheduled the same set of 130000 tasksets once with MILP-Objective 1 and once without any objective. These tasksets were randomly generated under certain constraints, we defined five different hyperperiod lengths (8, 12, 16, 25, 35), four different numbers of dependencies between the tasks (9, 12, 16, 24) and three different numbers of jobs (1 ,3 ,6) , the number of tasks were eight or twelve. In Figure 2 for the two different objectives is shown. "None" refers to the results scheduled without any ojective, "Jitter" refers to the jitter in the schedules optimizes to a minimum jitter by MILP-Objective 1. The jitter shown in Figure 2 is calculated using Equation (5), it is the mean of the mean jitter of all tasks scheduled in the schedule.
As Figure 2 shows MILP-Objective 1 reduces the mean jitter to almost zero.
As an objective can not harm the performance, in terms of schedulablility, of our MILP-model, we use the MILP-Objective 1 for all further evaluations if not stated otherwise.
B. Adapting Schedules
This section discusses one of the key contributions of this chapter, the adaptation of existing schedules to changes in the topology of the network or in the taskset. The adaptation needs to be done without harming the real-time requirements of jobs which are present in the existing schedule. Constraint 8 formulates this complex goal in a very brief way.
To achieve the goal of adapting schedules, several steps are needed in preparation. First the tasksets of the old schedule and the new tasks need to be merged. The new tasks can either be a second taskset of another TC or tasks of new job added to the existing TC. In this work we focus on the first case, where two TCs need to be merged into one. We consider this as the more complex case, as adding a new job is the same despite the fact, that the new job does not have the restrictions of an old schedule. While joining the tasksets (τ 1 and τ 2 ), task-ids must be kept unique throughout the new taskset τ . The new hyperperiod H is the LCM of all periods in τ .
In the second step the two schedules (A 1 and A 2 ) are merged into one schedule C that violates Constraint 1. Thus, tasks of both networks might share one time-slot on the same channel. As C is never to be executed, this does not cause any harm to the networks. C is used in MILP-Constraint 9 in addition to MILP-Constraints 1 to 8 to generate the new, combined schedule A that respects the Constraints 1 to 8.
MILP-Constraint 9: Timeslot of task T must not differ more than J T from C to A , changes of channels are ignored
Together with MILP-Constraint 9 we introduce the new MILP-Objective 2 that minimizes the amount of task that are shifted to other time-slots between C and A . Thus, the schedule stability is maximized.
MILP-Objective 2: Minimize time-slot allocation changes from C to A M aximize :
By multiplying the sum of all channel for a certain timeslot and a certain task in the new schedule with the sum of the channels of the same task and time slot in the combined schedule, we get one for each task that was not move and zero for each task that was moved. As each task can at most be scheduled once per time-slot the result of this multiplication can only have the two values, one and zero. By summing this result up over all tasks and time-slots, we get the number of the unchanged time-slot allocations. As we maximize this value, the schedule stability is maximized and the jitter is minimized.
VI. MIXED INTEGER LINEAR PROGRAMMING-MODEL
AND ITS COMPLEXITY To calculate schedules that respect Constraints 1 and 8, we implemented a MILP-model. By solving this MILP-model with its Objective 1 we get a base line of optimal schedules.
As stated in Section II multi-channel real-time scheduling is NP-Hard. Therefore, it is important to evaluate whether the formulated MILP-Model can be solved in a reasonable time according to the use case. Besides that we will also investigate wjhat parameters influence the time it takes to solve the MILP-Model. As the first parameter we evaluated the number of slots in a hyperperiod. We scheduled more than 160,000 different task-sets with five different hyperperiods: 8, 12, 16, 25 and 35 slots on an Intel Xeon W-2195 CPU. These task-sets were randomly generated following guidelines in the hyperperiod length, number of dependencies, nodes, jobs, etc. Form these parameter of the task-sets the hyperperiod length is the one that influences the computation time the most. The time used to solve the model varies from 0.07 s to more than 600 s. Figure 9 shows the Cumulative Distribution Function (CDF) of the five different hyperperiods. The right graph shows only the range from zero to ten seconds of the left graph to show more details. As expected, a longer hyperperiod leads to a longer solve-time, this is due to the larger solution space. The dots in both graphs mark the maximum solve-time. Even though, some task-sets need over 600 s the majority is scheduled in less than 3 s. As a second parameter we evaluated the influence of the number of dependencies in a taskset. To mitigate the influence of the hyperperiod length we only evaluate the solve-time of tasksets with 35 slots. Figure 4 shows the CDF for 9, 12, 16, and 24 dependencies, all together is show 76000 tasksets. As the model gets more complex with more dependencies the solve-time increases as well. To determine how TCs with multiple jobs would be handled in contrast to TCs with just one job, we evaluate the solve-time of tasksets with a hyperperiod of 35 slots and 16 dependencies. These roughly 20000 task sets have either 1, 3 or 6 jobs. Figure 5 shows that a taskset with more complex jobs, more dependencies, takes longer to be scheduled as an easier one. 
A. Applicability to Embedded Devices
As most CPSs consist of embedded devices with far less computation power than our Intel Xeon W-2195 (fast CPU), we assume the solve-time to be higher. To support this assumption, we used our 10 years old Intel Xeon E5520 (slow CPU) to schedule all tasksets with hyperperiod of 35. The results for the median solve-time are not that different: 5.5 s for the slow CPU and 4.5 s for the fast CPU. However, the mean and maximum solve-times differ a lot: the fast CPU needs a mean solve-time of 11.7 s and a maximum of 621 s, the slow CPU needs 72.3 s in mean and 14 332 s at maximum. This huge variety in the solve-times is a problem considering real-time applications. Even if the scheduling has no hard time constraints, waiting up to 600 s or even 14 000 s for a schedule is unrealistic in most applications. Therefore, a way to calculate schedules in a more predictable time is necessary.
In Section VII we formulate a hypothesis on the adaptability of schedules and validate it to get better insight on how to design an algorithm suitable for the described problem.
VII. HYPOTHESIS ON ADAPTABILITY OF SCHEDULES
In most scheduling applications it is preferable to schedule all tasks as dense as possible. So the taskset can be scheduled more often in the same amount of time or the executing machines can sleep or take other jobs. In a system where jobs have a defined period there is no need to schedule all task as dense as possible. In contrast, it might have advantages to schedule tasks as sparse as possible. That means, free slots are more uniformly distributed throughout the hyperperiod. This is especially advantageous if adaptations are taken into consideration. Having free slots throughout the hyperperiod means that tasks in a merged schedule must not be shifted to time-slots as far as in a dense schedule. Figure 6 depicts two densely schedules S 1 and S 2 , S 1 has the tasks A 1 to A 3 and S 2 the tasks B 1 B 3 . The merged schedule S 12 contains all tasks. In this example all tasks are scheduled very densely in the first three of the six time-slots. To merge S 1 and S 2 the tasks are shifted into other time-slots. B 3 has to be shifted three time-slot, therefore ∆ B3 is 3. Figure 7 on the other hand shows two sparse schedules that also contain three tasks in six time-slots. In contrast to the schedules in Figure 6 , this time the tasks are distributed equally Figures 6 and 7 show the two extreme cases but they illustrate why it might be a good idea to spread the tasks throughout the whole hyperperiod. In the following we introduce our metric for the degree of distribution and investigate under which circumstances the hypothesis, that pairs of schedules which have a higher distribution are more likely to be combinable, is true. 
A. Task Distribution
Equation (6) gives the distribution as a normalized function of number of used time-slots to unused time-slots divided by the number of all scheduled executions of all tasks. Where x t indicates an unused time-slot following an used time-slot, as described in Equation (7).
A time-slot is called used if there is a task scheduled on at least one channel.
B. Validity of the Hypothesis
To validate whether the hypothesis is true we generated pairs of two schedules for two different tasksets of similar form, in terms of hyperperiod length, number of jobs, number of dependencies, etc. The distribution of a pair lies between zero and two, as it is the sum of the distribution of both schedules. These pairs were than rescheduled using the MILPmodel. Figure 8 shows that pairs with a higher distribution are much more likely to be schedulable than pairs with a lower distribution. VIII. HEURISTIC APPROACH As we have shown in Section VII schedules with higher distribution can be merged more easily. Therefore, we propose an algorithm that has three main goals, 1. maximize the distribution, 2. to minimize the jitter of tasks and 3. minimize the number of executions of each task.
In general the algorithm schedules a whole job before it starts to schedule the next job. It starts with the job that has the longest path from the entry to the leaf task and continuous with the next longest job until all jobs are scheduled. We call the job that is currently scheduled active.
Within a job the scheduler starts with the leaf task and places it in the latest possible slot, this way the number of slots to schedule the rest of the jobs is maximized. The slot to schedule the leaf task for the k-th subperiod is calculated by utilizing Equation (8). A subperiod is one period of a job, its length is always a divider of the hyperperiod.
As slots might be occupied by tasks which were scheduled prior to the current one, we introduce two solutions to choose another slot in which the current task is scheduled. One of them chooses to use other channels before moving to other time-slots. This should lead to a small jitter, as more tasks are scheduled in the calculated time-slot. The other one prefers to use other time-slots first and only uses different channels if no time-slot in the allowed jitter bound is free. This should be beneficial if TCs need to be merged. In this case the TCs can simply use another channel and most conflicts are resolved. These solutions are described in more detail in Section VIII-C and Section VIII-D. After a free slot is found, this slot in the two dimensional array S is marked occupied with the task. The dimensions of S are given by the number of channels M and length of the hyperperiod H.
After the leaf task is scheduled the algorithm uses the socalled backward equation to find the slot for the dependencies of the leaf task, this equation is explained in more detail in Section VIII-A. The backward equation maximizes the distance of the execution between the scheduled task and other dependencies but also between the dependency and its dependencies. This process is repeated until all entry tasks of a job are scheduled.
As it might occur that several jobs have common tasks, the backward equation would schedule a common task twice although an already scheduled execution of that task could be used to schedule the rest of the job. Therefore, the algorithm searches the schedule whether there are tasks of the active job scheduled in a certain range of slots. If such a task is found, the algorithm uses this execution and schedules the rest of the active job in the direction from that execution to the leaf task using the so-called forward equations, described in Section VIII-B.
While the scheduler is following the dependencies of tasks it might face tasks that have multiple dependencies or multiple tasks that depend on a task. In both cases the scheduler needs to decide in which order these task should be scheduled. We have two different approaches to this issue: the first one orders the task by ascending maximal age. We call this approach age first. The idea is to schedule the task first that have a smaller range of time-slots in which they can be scheduled.
The second approach is, to sort the tasks by ascending maximal jitter. This guarantees that the tasks with the hardest jitter constraints are scheduled first. We call this approach jitter first. Both approaches will be compared in the evaluation Section IX.
A. Backward Equation
The Backward Equation (9) gives a time-slot in which the task should be scheduled, based on the execution time-slot of the tasks that are depending on the task to be scheduled. k gives the subperiod which is currently to be scheduled, T c is the child (dependent task) of a task and T p is the parent (dependency) of a task. Equation (9) needs a special case for the first subperiod k = 1. This is simply because in this case there is no prior execution of this tasks, so its time-slot can not be taken into the equation.
With |ωi| − δp we calculate how many tasks of the job we have to schedule until the leaf task is reached. The divided t c,k − 1 or t c,k − t c,k−1 − 1 gives the number of slots left in the subperiod. The division of both gives a time-slot for the parent that has the maximal distance to the child but still leaves enough time-slots to schedule its parents. As the time-slot calculated this way might have a larger distance to the child than the maximal age of the parent the minimum of the division and the maximal age is taken.
If the calculated time-slot is occupied, an alternative is selected applying the solutions from Section VIII-C or Section VIII-D.
B. Forward Equation
Jobs in a taskset might have tasks in common, an example is depicted in Figure 1 . In the example the jobs with the leaf task T1 and T2 have the common task T4. This common task is called Tcom. This fact can be used to reduce the total number of task executions in a schedule. To do so we need to find these common tasks in the schedule and decide whether the found execution of such a common task fulfills the timing requirements of the child task that is to be scheduled based on the common task. Therefore, the algorithm defines a range of time-slots in which the execution of a common task has to be located in order to use it. The lower bound of this range Lower com,k for the k-th subperiod of Tcom is defined as the maximum of three values: first, the execution time-slot of its child task in the k − 1-th subperiod. This guarantees that the order of executions is not altered for prior subperiods. The second value is the time-slot of Tcoms execution in the k − 1-th subperiod on which the period of the leaf task of the active job P l is added. To be able to use extra time-slots the maximal jitter Jcom is subtracted. The last value is the end of the current subperiod k × P l , to make use of allowed jitter J l is subtracted as well as the sum of all maximal ages of the tasks from the common task to the leaf task l−1 i=com di. Thus, Lower com,k is defined as follows:
The upper bound of the range is defined as the minimum two values: t l,k − δcom where t l,k = k × P l + JL, which gives the last slot far enough for the end of the subperiod to schedule all tasks between Tcom and the leaf task, and where δcom is the distance Tcom and T l . The second value is the period of the leaf task P l and maximal jitter of Tcom added to the time-slot of the last execution of Tcom.
U pper com,k = min(t l,k − δcom, t com,k−1 + P l + Jcom) (11)
If an execution of Tcom was found in the range defined by Equation (11) and Equation (10) the scheduler uses Equation (12) to calculate the time-slots the child Tc of Tcom should be executed.
, dp) if Tp = Tcom and k < H/P l t p,k + min( k × P l − t p,k δp , dp) else (12) As Equation (12) describes the k-th execution of Tc is scheduled after the k-th execution of Tp but before the k + 1-th execution of Tp. Therefore, the execution order defined in the task set is respected. The other limiting factor for the forward equation is the maximal age dp of Tp, the child must be scheduled before dp, otherwise the data produced by Tp is useless. As for the backward equation it is possible that t c,k is already occupied, strategies to handle such situations are described in Section VIII-C and Section VIII-D.
C. Time First Shifting
In the sections above we described how the algorithm determines in which time-slot a task should be scheduled. If this slot is occupied on one channel the algorithm needs to find another slot either on another channel or at another time. This section describes a solution to this challenge, that tries to find another time-slot before it uses other channels.
As the algorithm normally schedules the tasks from the leaf to the entry task and thus from right to left in the example, the algorithm first tries to put Ti into t i,k +1 on the same channel. This is the timeslot next to t i,k on the right, by going right first the algorithm leaves potentially more space where the yet unscheduled tasks need to be scheduled. If t i,k + 1 would be occupied as well the algorithm would go to t i,k − 1 and not t i,k + 2 to minimize the jitter. After all slots in the jitter bound of Ti are tested and found occupied the algorithm would test t i,k at another channel and repeat the same search pattern if it is occupied as well. Another reason not to take t i,k on the second channel would be that Tj and Ti are interfering tasks, in this case this slot would be handled as occupied.
In this mode the algorithm tries to fit all tasks on one channel. This is done under the hypothesis that two schedules that use one channel primarily are easier to merge, as one of the schedules could be shifted to another channel and most of the conflicts would be resolved.
D. Channel First Shifting
This mode of the algorithm solves the same issue as the one described in Section VIII-C but by using all available channels before shifting the execution of Ti in time. After all channels, in the example two, are found occupied for t i,k the algorithm would try then all channels at t i,k + 1. This mode has the advantages that it minimizes the jitter in the schedule and that it potentially leaves more time-slots entirely empty. Having time-slots empty on all channels might be of advantage when two schedules need to be merged, as tasks can be shifted there to make room for tasks that can not be shifted due to stricter jitter bounds.
In Section IX we will evaluate the proposed shifting mechanisms.
E. Schedule adaption
To achieve the goal of adapting schedules, several steps are needed in preparation. First the tasksets of the old schedule and the new tasks need to be merged. The new tasks can either be a second taskset of another TC or tasks of new job added to the existing TC. In this work we focus on the first case, where two TCs need to be merged into one. We consider this as the more complex case, as adding a new job is the same despite the fact, that the new job does not have the restrictions of an old schedule. While joining the tasksets (τ1 and τ2), task-ids must be kept unique throughout the new taskset τ . The new hyperperiod H is the LCM of all periods in τ . After the tasksets are merged, the same algorithm is used to generate the new schedule.
The result of the backward Equation (9) has no dependencies to tasks outside of the active job, therefore it will not changes unless the job is changed which results in a new job. Thus, the backward equation does not harm the real-time requirements while adapting schedules.
The search range definitions Equation (10) and Equation (11) for k = 1 sets the upper search bound to k × P l + J l − δcom, and the lower bound to |ωi| − δcom. As the results are not effected by any task outside the job, it will not harm real-time requirements during adaption. For all subperiods where k > 1, the search box is limited by the previous subperiod, that means that no subperiod with k > 1 could harm the real-time requirements of a task if the first subperiod did not harm them. The same is true for the forward Equation (12) as it is not effected by tasks outside the job.
As discussed the calculations of the time-slots can not give results outside the jitter bound and the shifting methods described in Section VIII-C and Section VIII-D do not shift further than the allowed jitter. Thus, no task can be effected by a jitter more than the allowed one during schedule changes. Therefore, the same algorithm can be used to schedule a TC initially and to adapt its schedule to new topologies or tasksets.
IX. EVALUATION
In this section we evaluate the algorithm discussed in Section VIII and compare it with the results of the MILP-model. First we show that the presented algorithm has a much more predictable execution time than the MILP-model. Afterwards we compare the different approaches in terms of jitter and the percentage of scheduleable tasksets. In Table I we list the short names used to distinguish the different modes of the algorithm in this section. 
A. Computational Complexity Comparison
To compare the computational complexity of the milp-model and our algorithm, we scheduled more than 160,000 different tasksets with five different hyperperiods: 8, 12, 16, 25 and 35 slots on an Intel Xeon W-2195 CPU. These task-sets were randomly generated following guidelines in the hyperperiod length, number of dependencies, nodes, jobs, etc. Form these parameter of the task-sets the hyperperiod length is the one that influences the computation time the most. The time used to solve the model varies from 0.07 s to more than 600 s. Figure 9 shows the CDF of the five different hyperperiods. The right graph shows only the range from zero to ten seconds of the left graph to show more details. As expected, a longer hyperperiod leads to a longer solve-time, this is due to the larger solution space. The dots in both graphs mark the maximum solve-time. Even though, some task-sets need over 600 s the majority is scheduled in less than 3 s. Figure 10 shows that the solve times of the algorithm are much closer to each other and, thus are much less influenced by the length of the hyperperiod. With the vast majority of tasksets scheduled in less than one second, the algorithm is much more likely to finish scheduling in time even on embedded devices. Nevertheless, for short hyperperiods the MILPmodel is faster, that suggests that there is room for optimizations, at least in the implementation of the algorithm. 
B. Influence of Taskset Parameters to Scheduling Success
To determine under which conditions the algorithm is able to schedule what percentage of the tasksets, we used the same set of tasksets as in Section IX-A.
The biggest influence is caused by the number of nodes in a TC, as shown in Figure 11 . In general the results show that a taskset, with all the same parameters except for the number of nodes, is harder to schedule if less nodes are in the TC. This the due to the fact that in such tasksets there are more intersecting task which makes it more likely that a taskset is unschedulable. Therefore, the algorithm mode should be compared to the MILP-model. This comparison still shows that the algorithms performance deteriorates if fewer nodes are in a TC. The results of this evaluation confirm the assumption further that channel first shifting is the superior mode. They also give rise to the assumption that the algorithm is strongly effected by the number of dependencies. To confirm the assumption we evaluated the performance of the algorithm on tasksets with the same parameters except for the number of dependencies. As for the evaluation above, the algorithms performance needs to be compared with the MILP-model. The results depicted in Figure 12 show a dramatic decline in the percentage of schedulable tasksets between nine and twelve dependencies. Due to space limitations we are not able to show the influence the hyperperiod and number of jobs have. In general the hyperperiod length does not have a significant influence, the number of jobs on the other hand has an influence. For a constant number of tasks, a higher number of jobs is harder to schedule than a lower number. This is due to the fact, that the algorithm tends to fill time-slots that are a multiple of the jobs periods first. By having more jobs the chance that this slot in the ones in the jitter range are already occupied is higher.
As the algorithm tries to schedule the leaf task of each job in the last slot of the subperiod, we assume that more jobs lead to a lower performance. To confirm the assumption we evaluated tasksets with the same parameters but the varied number of jobs. Figure 13 show that this assumption is true, it also shows that the performance of channel first shifting declines more than the performance of time first shifting. All evaluations show that the channel first shifting mode was superior to the time first shifting, only in some cases the performance of both approaches were close to each other. The evaluation also shows that the order in which the tasks are chosen to be scheduled does not make a noticeable difference in most cases and if there is a difference there is no pattern behind which of them performs better.
C. Slot Allocation Probability
To investigate further why channel first shifting suffers more from an increased job number than time first shifting we compare the probability of each time-slot to be allocated for a task. Figure 14 shows these probabilities for both shifting approaches and the MILPmodel, it also depicts the value for an equal distributions as a reference. As we discussed above the algorithm always tries to allocate the last time-slot in the subperiod of a task. For the channel first shifting this behavior is evident from the results, time-slots that are divisors of 24 have a higher probability to be allocated. The higher the divisor is, the higher is the probability, as there are more jobs that share the end of its subperiod here. For the time first shifting this effect is still noticeable but it is mitigated. The MILP-model does not show this effect, as it is not bound to the limitations in the heuristic, but it shows the tendency to allocate the first time-slot. 
D. Allocation Introduced Jitter
The jitter a scheduling approach introduces is, after its ability to schedule tasksets, one of the most important performance factors of a real-time scheduling approach. To evaluate this factor we compare the jitter introduced by the four modes of the proposed algorithm with the MILP-model in Figure 15 . It shows the minimum, mean and maximum jitter each mode introduces into a set of 56000 tasksets which are all scheduleable by all modes. As in the previous evaluations the channel first shifting outperforms the time first shifting. Especially with the ascending age order the maximum jitter is lower. The mean jitter on the other hand does not differ significantly over all modes. The MILP-model with jitter optimization outperforms all algorithm modes, as it tries to find the minimal possible jitter. Figure 15 : the mean, minimum and maximal jitter of the four algorithm modes in comparison to the MILP-model Figure 15 shows that the impact of the ordering is less significant than the impact of the shifting. The impact of the ordering is so small that the lines are actually overlapping in the graph.
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The results of this evaluation are very promising especially for an algorithm that is not actively reducing the jitter but only relies on its allocation methods.
E. Performance of Rescheduling
To evaluate how good the different approaches are able to schedule combinations of tasksets we generated over two million combinations of the scheduleable tasksets. From these we randomly chose a set of 250 thousand combinations. This set was scheduled by all four modes of the proposed algorithm and the MILP-model as a reference. Figure 16 depicts the percentage of combinations that were scheduleable by each mode. As all evaluations above this shows that the channel first shifting is superior to the time first shifting.
The channel first shifting managed to schedule over 50 % of the combinations. This seems to be a quiet low percentage, but taking into consideration that we formed the combinations from tasksets with the same hyperperioid, job number and node number, the effect discussed in Section IX-C is amplified here. As even more tasks need to be scheduled in the same time-slots, these combinations are the worst case combinations. Together with the fact that our tasksets are quite dense, Figure 14 shows that almost all time-slots are used at on least one channel, a success rate of 50 % is a promising result. As cooperative CPSs are emerging in real-time applications, wireless connections become more and more important. These applications need scheduling algorithms which are able to adapt schedules to new network topologies and application requirements. In Section II we described how a cooperative CPS might be modeled and what the special challenges in these systems are. We discussed the constraints a scheduling algorithm for such systems needs to fulfill in Section III. After a review of existing work in related areas we developed the MILP-model that generates schedules following the constraints discussed earlier. As it can be time consuming to solve the proposed MILP-model, especially on embedded devices, we propose an algorithm to generate schedules which has a lower computation time for almost all cases. To generate schedules that are easy to combine with other schedules we stated the hypothesis that two more sparse schedules are easier to combine than two dense schedules, even with the same hyperperiod and number of tasks. We proof the hypothesis in Section VII. In Section VIII we discuss the proposed algorithm and its four different modes in detail. The evaluations in Section IX compares these four modes to each other and to the MILPmodel. We show that the channel first shifting is the preferable of the two shifting modes. The order in which tasks are scheduled, on the other hand has no distinguishable influence on whether a taskset is scheduleable by the algorithm or not.
