Prior work has shown that, on small amounts of training data, syntactic neural language models learn structurally sensitive generalisations more successfully than sequential language models. However, their computational complexity renders scaling difficult, and it remains an open question whether structural biases are still necessary when sequential models have access to ever larger amounts of training data. To answer this question, we introduce an efficient knowledge distillation (KD) technique that transfers knowledge from a syntactic language model trained on a small corpus to an LSTM language model, hence enabling the LSTM to develop a more structurally sensitive representation of the larger training data it learns from. On targeted syntactic evaluations, we find that, while sequential LSTMs perform much better than previously reported, our proposed technique substantially improves on this baseline, yielding a new state of the art. Our findings and analysis affirm the importance of structural biases, even in models that learn from large amounts of data.
Introduction
Language models (LMs) based on sequential LSTMs (Hochreiter and Schmidhuber, 1997) have numerous practical applications, but it has also been shown that they do not always develop accurate syntactic generalisations (Marvin and Linzen, 2018) . Thus, one strategy for improving LSTMs is to change their biases to facilitate more linguistically valid generalisations. This paper introduces a scalable method for introducing syntactic biases to LSTMs (and indeed, to any left-to-right language model trained with a cross-entropy objective) by distilling knowledge (Bucilǎ et al., 2006; Hinton et al., 2015) from recurrent neural network grammars (Dyer et al., 2016, RNNGs) . RNNGs have been shown to successfully capture non-local syntactic dependencies , achieve excellent parsing performance (Kuncoro et al., 2017; , and correlate well with encephalography signals . Unfortunately, these benefits come at the expense of scalability, since the hierarchical constituent composition process ( §3) within RNNGs means that the structure of the computation graph for a sentence varies according to its tree structure. Even with the help of automatic dynamic batching (Neubig et al., 2017a,b) , RNNGs can be ten times slower to train than a comparable LSTM as they benefit less from specialised hardware like GPUs. As such, RNNGs are an impractical alternative to computationally convenient architectures that are used to build language models from massive corpora (Peters et al., 2018; Howard and Ruder, 2018; Devlin et al., 2019; Radford et al., 2019) .
As RNNGs are hard to scale, we instead use the predictions of an RNNG teacher model trained on a small training set, to guide the learning of syntactic structure in a sequential LSTM student model, which is trained on the training set in its entirety. We denote the resulting lanugage model (i.e., the student LSTM) as a distilled syntaxaware LSTM LM (DSA-LSTM). Intuitively, the RNNG teacher is an expert on syntactic generalisation, although it lacks the opportunity to learn the relevant semantic and common-sense knowledge from a large training corpus. By learning from both, the DSA-LSTM therefore learns from a signal that is informative for syntactic generalisation, but without sacrificing the semantic richness contained in a large corpus.
Since the DSA-LSTM differs from a conventional LSTM only in its training loss, it has the same hardware-friendly computational structure as a conventional LSTM, and is therefore much faster to train. On targeted syntactic evaluations, it achieves better accuracy than: (i) a strong LSTM LM which, through careful hyperparameter tuning, performs much better than previously thought ( §2); (ii) the teacher RNNG that exploits a hierarchical inductive bias but lacks scalability ( §3); and (iii) a born-again network (Furlanello et al., 2018) that similarly learns from KD, albeit without a hierarchical bias from the teacher. We analyse the DSA-LSTM's internal representation through the syntactic probe (Shi et al., 2016; Adi et al., 2017) of Blevins et al. (2018) , and find that the learned representations encode hierarchical information to a large extent, despite the DSA-LSTM lacking direct access to syntactic annotation.
While not directly comparable, on subject-verb agreement both the teacher RNNG and student DSA-LSTM outperform BERT (Devlin et al., 2019; Goldberg, 2019) , which benefits from bidirectional information and is trained on 30 times as much data. Altogether, these findings suggest that structural biases continue to play an important role, even at massive data scales, in improving the linguistic competence of LMs.
Replication of Targeted Syntactic Evaluations of LSTM LMs
In this section, we replicate the targeted syntactic evaluations reported by Marvin and Linzen (2018) , which assess LMs' ability to assign higher probability in grammatical/ungrammatical minimal pairs within a variety of complex syntactic structures. This will serve as our primary evaluation instrument in this paper.
The following example illustrates the subjectverb agreement across an object relative clause (no complementiser) construction:
• The farmer the parents love swims/ * swim.
An LM succeeds on each example iff it assigns a higher probability to the grammatical sentence. Marvin and Linzen (2018) report that LSTMs, even with multi-task syntactic supervision, on aggregate still lag far behind human performance.
Experimental settings. Following Marvin and Linzen (2018) , we use LSTMs with 650 hidden units trained on the Wikipedia corpus of Gulordava et al. (2018) . Hyperparameters are optimised based on a grid search and can be found in the Appendix. As the targeted syntactic evaluations are based on individual sentences, our LSTM models each sentence separately. 1
Discussion. We present our findings in Table 1 ("Ours"); for all our models we report mean and standard deviation of 10 identical models from different random seeds. Our LSTM LM achieves much better perplexity than the LSTM LM (32% ppl. reduction) and even the multi-task LSTM (12% reduction) of Marvin and Linzen (2018) . As our LSTM has the same number of hidden units, we attribute this gap to differences in optimisation and codebases. On aggregate, our LSTM LM outperforms the LSTM multi-task model from Marvin and Linzen (2018) that exploits explicit CCG annotations, and is able to match or exceed human performance on 7 out of all 15 constructions, thus confirming earlier findings that neural language models are able to acquire complex syntactic generalisation without explicit syntactic supervision (Gulordava et al., 2018; Goldberg, 2019) .
Despite the small variance in perplexity (stdev 0.16 ppl.), the trained LMs exhibit large variance in accuracy for some constructions (up to stdev 0.12 for NPI across a relative clause). This observation is consistent with earlier findings that models with similar perplexity may exhibit different patterns of syntactic generalisation Tran et al., 2018) , and serves as a caution against reporting results based on single runs.
Syntactic Evaluation with RNNG
To what extent can a model that leverages syntactic bias and annotation do well on targeted syntactic evaluations, even when trained on less data?
Here we briefly describe and assess the performance of the stack-only RNNG (Kuncoro et al., 2017) that we use as the teacher. Our choice of RNNG is motivated by its excellent number agreement performance on the Linzen et al. (2016) dataset, 2 achieving 92.9% for four attractors under purely incremental decoding .
1 By modelling each sentence separately, our setup is consistent with that of Marvin and Linzen (2018) but differs from those with cross-sentential context (Mikolov et al., 2010) .
2 While BERT (Devlin et al., 2019 ) achieves even better number agreement performance (Goldberg, 2019) , the results are not directly comparable since BERT operates nonincrementally and was trained on 500 times as much data. The current state of the art among models trained on the Linzen et al. (2016) training set is the adaptive universal transformer model (Dehghani et al., 2019 (Bangalore and Joshi, 1999; Clark and Curran, 2007) losses with an interpolation factor of 0.5. We report our LSTM LM, small LSTM † , and RNNG † performance ( † smaller training data; §3) in the format of mean (±standard deviation) of 10 identical models from different seeds. Results in bold denote the best among models trained on similar amounts of training data.
Recurrent Neural Network Grammars
An RNNG defines the joint probability of surface string x and phrase-structure tree y, denoted as t(x, y). The model generates phrase-structure trees in a top-down, left-to-right manner through a series of action sequences in a process reminiscent of shift-reduce parsing. At any given state, the decision over which action to take is parameterised by a stack LSTM (Dyer et al., 2015) encoding partially-completed constituents. Let h t be the stack LSTM hidden state at time t. The next action a t ∈ {GEN, NT, REDUCE} is sampled according to a categorical distribution defined by an affine transformation and a softmax:
• If a t ∈ {GEN, NT}, the model samples a terminal x or a non-terminal n from each respective categorical distribution as the next input:
• If a t = REDUCE, the topmost stack elements going back to the last incomplete non-terminal are popped, and a composition function (here a bidirectional LSTM) is executed to represent the completed phrase on the stack. This recursive composition function constitutes a primary difference with the syntactic LM of Choe and Charniak (2016) that operates sequentially, and has been found to be crucial for achieving good number agreement and correlation with brain signals .
The stack LSTM, composition function, lookup embeddings, and pairs of affine transformation weights and biases {W, b} are model parameters.
Experiments
Here we outline the experimental settings and present our RNNG findings.
Experimental settings. We implement the RNNG with DyNet and enable autobatching on GPU. Predicted phrase-structure trees for the training and validation sets of the Gulordava et al. (2018) Wikipedia dataset are obtained with a pre-trained Berkeley parser (Petrov and Klein, 2007) . Since training the RNNG on the full training set with the same number of hidden units as the LSTM would take more than a month, 3 we train the RNNG on ∼ 20% of the training set (600,000 sentences), and use a smaller hidden state size of 256 (vs. 650 for the full LSTM). As the dataset is pre-processed, we select this subset such that all word types occur at least once in this smaller training set.
Incremental decoding and marginal probability. To preserve incrementality constraints, at test time we use a word-synchronised beam search with fast-tracking , using word and action beam sizes of k = 50 and k × 10 = 500, respectively. As exact inference of t(x) is intractable, we evaluate with a lower bound of the marginal probability by summing over the top k hypotheses y
on the beam b(x) once parsing finishes:
where T (x) denotes the set of all possible phrasestructure trees for a sentence x. On targeted syntactic evaluations, the model succeeds iff log t(x correct ) > log t(x incorrect ). Discussion. We present the results in Table 1 (sixth column: "RNNG"), and compare with LSTMs trained on: (i) the full dataset (fourth column: "Our LSTM"), and (ii) the same (smaller) training set as the RNNG (fifth column: "Small LSTM"). Our findings clearly reaffirm the benefits of both hierarchical bias and data scale. In terms of hierarchical bias, an RNNG that leverages syntactic annotations and explicit composition operators outperforms a comparable small LSTM on 11 out of 15 constructions, and on aggregate improves accuracy on targeted syntactic evaluations from 79% to 85% (29% error reduction), thus matching the aggregate performance of the full LSTM trained on 5 times as much data, although we remark that their success and failure modes appear to be different. In terms of data scale, the LSTM LM trained on the full training set substantially outperforms the LSTM trained on the smaller training set. In particular, the performance difference between the small and full LSTMs sheds light on which constructions are sensitive to variations in the amount of data. For instance, agreement across an object relative clause exhibits large variations across the two training regimes (77% to 54%), suggesting that LSTMs require a large amount of data to learn these constructions well. Our finding on the importance of data scale for LM training is consistent with the success of recent LM pretraining approaches (Peters et al., 2018; Devlin et al., 2019 , inter alia) and earlier work on noisy channel models for tasks such as machine translation and speech recognition (Jelinek, 1997; Rosenfeld, 2000; Koehn, 2010, inter alia) .
Despite its smaller training set, the RNNG performs extremely well on subject-verb agreement, substantially outperforming both the full LSTM and a pre-trained BERT (Devlin et al., 2019 , Table 2) trained on 150 times as much data, although it still lags behind the full LSTM on reflexive anaphora and NPI.
Syntax-Aware Language Model
Given the trade-off between hierarchical operations and scalability, how can we design LMs that can better capture complex syntactic dependencies and be easily scalable at the same time?
Knowledge Distillation (KD)
The goal of KD is to find a set of student model parametersθ KD that would minimise the Kullback-Leibler (KL) divergence between the teacher RNNG's marginal probability t(x) = y ∈T (x) t(x, y ) and the LSTM student q θ (x). Expanding the KL term and removing terms that do not depend on θ yields:
= arg min
where Σ denotes the set of all word types in the vocabulary, and Σ * the set of all possible sentences. As Eq. 2 involves an intractable summation over the set of all possible sentences, one alternative is to approximate this expectation with Monte Carlo sampling to obtain K sentences D = {x (1) , . . . , x (K) } from t(x), 4 and train a student LSTM LM on these sampled sentences as opposed to ground-truth LM data:
although our preliminary experiments suggest that this procedure performs poorly due to high variance. 5 We instead approximate Eq. 3 by minimising the KL at the local word-level:
where x * is sampled from the empirical distribution p * (x), rather than from the teacher RNNG.
Here t(w | x * <j ) and q θ (w | x * <j ) respectively parameterise the (marginal) probability of generating the next-word continuation w ∈ Σ, given the "ground-truth" conditioning context x * <j , under the teacher and student models.
For a dataset of sentences
, the word-level objective is:
In earlier work, this local word-level approximation to the KD objective for sequence models has been shown to work surprisingly well in the case of neural machine translation 6 (Kim and Rush, 2016) and language modelling (Furlanello et al., 2018, Born-Again Networks) . Interpolation. As the teacher RNNG is trained on a smaller training set, the DSA-LSTM should not only aim to emulate the RNNG's predictions and risk being upper-bounded by the teacher's performance, but also learn from the correct next word x * j to fully exploit scalability. 7 We thus interpolate the distillation (left) and LM (right) losses:
5 This procedure of training a student LSTM LM on string samples from the RNNG with K ≈ 3, 000, 000 yields a high validation perplexity of above 1,000, due to the enormity of the sample space and the use of discrete samples.
6 While Kim and Rush (2016) proposed a technique for sequence-level KD for machine translation through beam search, the same technique is not directly applicable to LM, which is an unconditional language generation problem. 7 Recall that KD(x; θ) does not depend on the true next word x * j .θ
where α is the interpolation coefficient. We illustrate the effect of this interpolation in Fig. 1 . Furthermore, computing KD (x * ; θ) requires the RNNG's estimate of t(w | x * <j ), which necessitates an expensive marginalisation over all tree prefixes that generate w conditional on x * <j . For efficiency, we approximate this using the onebest predicted tree from a pre-trained Berkeley parser, 8 denoted asŷ berk (x * ), as follows:
whereŷ berk <j (x * ) are all the non-terminals in y berk (x * ) that occur before x * j . In other words, we first parse the sentence with a Berkeley parser, and use the resulting tree prefix as conditioning context to compute the probability of generating w ∈ Σ under the RNNG. While this means that the teacher's predictions are not derived from a purely incremental process, 9 the student DSA-LSTM still operates strictly incrementally. This interpolated objective is similar to label smoothing (Szegedy et al., 2016; Pereyra et al., 2017) , with the softmax distribution of the RNNG as the smoothing factor as opposed to the uniform distribution. Intuition. In Fig. 1 , we provide an intuition about why the interpolation of the distillation and LM losses could inject hierarchical bias into a sequential model. We consider the interpolated target with α = 0.5 for a prefix (suppressing nonterminals) Parts of the river valley, where the correct continuation is have since the agreement controller parts is plural. The standard LM loss is zero only when all word types other than the correct one are assigned zero probability mass, and it is only in expectation (across training contexts) that syntactic regularities are inferred. In contrast, the interpolated target assigns a minimum probability of 0.5 to the correct label, but crucially contains additional information about the plausibility of every alternative based on the teacher RNNG's predictions. Under this objective, the plural verbs 8 We use the same pre-trained Berkeley parser to obtain training and validation trees in §3. 9 The resulting syntactic prefixŷ berk <j (x) for approximating t(w | x * <j ) under the RNNG is obtained from a Berkeley parser that has access to yet unseen words x>j. are and meander are assigned relatively high probability mass since they fit both the syntactic and semantic constraints (e.g. Parts of the river valley often meander), while the set of singular verbs has, meanders, and is are assigned much lower probability mass since they are syntactically illicit. Thus, as long as the RNNG makes the accurate structural generalisations (and we have shown that it largely does in §3), every training instance provides the student LSTM with a wealth of information about all the possible legitimate continuations according to the predictions of the hierarchical teacher, thereby making it easier for the student to learn the appropriate hierarchical constraints and generalisations.
Differences with other KD work. Our approach departs from the predominant view of distillation primarily as a means of compressing knowledge from a bigger teacher or an ensemble to a compact student (Ba and Caruana, 2014; Kim and Rush, 2016; Liu et al., 2018 , inter alia) in two important ways. First, here the teacher and student models are different in character, and not just in size: we transfer knowledge from a teacher that models the joint probability of strings and phrasestructure trees through hierarchical operations, to a student that only models surface strings through sequential operations. This setup presents an interesting dynamic since the DSA-LSTM has to mimic the predictions of the RNNG, which conditions on syntactic annotation to guide hierarchical operations, even though the DSA-LSTM itself has no direct access to any syntactic annotations at all.
Second, distillation thus far has mostly been applied in settings where the teacher and student models are trained on the same data. For scalability reasons, we train the RNNG on a subset of the data, and obtain its soft predictions on the rest. We hypothesise that the predictions of the hierarchical teacher-although they come from a model trained on a smaller dataset-can nevertheless encourage the LSTM to develop structurally sensitive representations of the larger dataset it observes.
Born-Again Networks (BA).
In practice, the interpolated distillation objective above can be applied to any teacher and student models. Recently, Furlanello et al. (2018) surprisingly finds perplexity improvement in a born-again setup that trains an LSTM LM on the gold data, and then uses the resulting model as a teacher to a student LSTM that shares the same architecture as the teacher. To better understand the importance of learning from a hierarchical teacher (which is not the case in a BA-LSTM since the teacher model is also sequential), we present experiments comparing the DSA-LSTM with a BA-LSTM.
Experiments
Here we describe our experimental settings and present our findings.
Computational challenge. The KD loss necessitates computing the teacher RNNG's predictive softmax distribution for each token in the training set, but pre-computing these for the Gulordava et al. (2018) training set leads to a prohibitive memory footprint. 10 To save space, we instead pre-compute the teacher RNNG's hidden state h t ∈ R M for every token x t in the training set (M |Σ|), and compute the teacher's softmax on-the-fly with an affine transformation and a softmax, which presents minimal computational overhead. Experimental settings. The DSA-LSTM has an identical architecture to the LSTM LM ( §2), although the learning rate is optimised independently (Appendix). We select the final model based on validation LM perplexity, with targeted syntactic evaluations only applied at test time.
Training speed. Since the DSA-LSTM operates sequentially, it is amenable to batching operations and is five times faster to train than a comparable RNNG. Despite this significant speed-up, training the DSA-LSTM in our basic implementation is still half as fast as the standard LM objective. We attribute this difference to the additional computational overhead associated with the distillation objective, such as I/O operations and computing the cross-entropy between the teacher and student models for the entire vocabulary. These operations, however, only apply at training time; at test time there is no overhead of inferring qθ α-int (x) under the DSA-LSTM.
Baselines. The DSA-LSTM benefits from three main components: (i) a KD objective, which in itself has been shown to be a good regulariser (Furlanello et al., 2018) , (ii) the scalability of the sequential architecture, and (iii) a hierarchical bias, which here comes from the teacher RNNG. To understand the benefit of each component, we compare DSA-LSTM with these baselines:
• a strong LSTM LM ( §2) that is scalable but lacks a hierarchical bias ("Full LSTM");
• the teacher RNNG trained on a 20% subset of the training set ( §3), which benefits from a hierarchical bias but lacks scalability ("RNNG");
• a DSA-LSTM trained on the same smaller subset as the teacher RNNG ("S-DSA-LSTM"). This baseline isolates the importance of scalability, since it still benefits from a KD objective and a hierarchical bias from the teacher RNNG;
10 Pre-computing the RNNG's predictions necessitates storing N × |Σ| numbers, where N is the number of tokens. For the Gulordava et al. (2018) training set (∼80M tokens), this requires storing 4 trillion floating points, or 25 terabytes.
• a born-again LSTM that benefits from KD and scalability, though it lacks a hierarchical bias due to the sequential teacher ("BA-LSTM").
Discussion. To avoid clutter, for each model variant we present only the mean performance of 10 identical models from different random seeds; results with standard deviations are in the Appendix. We present our findings in Table 2 , based on which we derive several observations.
• Of the three models trained on the small subset, the S-DSA-LSTM outperforms the small LSTM trained on standard LM objective, improving overall acccuracy from 0.79 to 0.82 (14% error reduction), even though both models share the same architecture and training set size (i.e. only the training objective is different). On subjectverb agreement, the S-DSA-LSTM successfully narrows the gap with the slower teacher RNNG, which benefits from syntactic bias and annotation. These findings confirm our hypothesis that the KD approach constitutes an efficient way to inject hierarchical bias into sequential models.
• The born-again model (BA-LSTM) outperforms the LSTM LM, albeit by a small margin. This finding suggests that KD helps improve the syntactic competence of LSTMs, even when the teacher model lacks explicit hierarchical bias and shares the same architecture as the student.
• In terms of perplexity, both BA-LSTM and DSA-LSTM perform slightly worse than the full LSTM LM trained without KD loss. We attribute this gap to the smoother target distribution when using KD, which effectively penalises high probabilities on the correct next word x * j unless the teacher model is extremely confident. This observation is consistent with earlier findings on label smoothing in machine translation (Pereyra et al., 2017; Vaswani et al., 2017) , which often results in better BLEU at the expense of slightly worse likelihood.
• Despite identical architectures, on aggregate the DSA-LSTM substantially improves over the full LSTM (85% to 89%), constituting a 27% error rate reduction and a new state of the art. Our findings suggest that the DSA-LSTM combines the best of both hierarchical bias and data scale: on subject-verb agreement, the DSA-LSTM improves over the LSTM baseline and narrows the gap with the teacher RNNG, while at the same time performing well on reflexive anaphora and Table 2 : Experimental findings of the "DSA-LSTM". For each column, we report the mean of 10 identical models trained from different random seeds; standard deviation values are reported in the Appendix. "S-DSA-LSTM" indicates the DSA-LSTM trained on the smaller RNNG training set, while "BA-LSTM" is the born-again model where the teacher is the full LSTM LM. We also compare with the syntactic generalisation of "BERT" Base (Devlin et al., 2019; Goldberg, 2019) , which is not strictly comparable since it is trained on 30 times as much data. † indicates models trained on the smaller 20% training set ( §3). Results in bold denote the best among those trained with the same amounts of data.
NPI, on which the teacher RNNG (but not the full LSTM) fails to achieve a good performance.
• While not directly comparable, the DSA-LSTM outperforms a pre-trained BERT (Devlin et al., 2019; Goldberg, 2019) 11 on subject-verb agreement. Since BERT benefits from bidirectionality and was trained on 30 times as much data as the DSA-LSTM, this finding suggests that, at least in terms of syntactic competence, structural biases continue to be relevant even as the current generation of sequential LMs is able to exploit increasingly large amounts of data.
Probing for Hierarchical Information
Having established the advantages of the DSA-LSTM on targeted syntactic evaluations, we turn to the question of analysing how its internal representation differs from that of a standard LSTM LM. To this end, we adopt the method of Blevins et al. (2018) and use a probe (Shi et al., 2016; Adi et al., 2017; Conneau et al., 2018; Hewitt and Manning, 2019 , inter alia) that predicts the grandparent constituent of a word token x t , based on its encoding h t under the pretrained LSTM. Under this framework, the accuracy of the probe on a held-out set can be understood as an indication of how well the hidden states encode the relevant syntactic information required to succeed in this task. We use a linear classifier for the probe and obtain the predicted grandparent constituent label using the same pre-trained Berkeley parser ( §3) that we used to obtain predicted phrase-structure trees to train the RNNG. For the probing experiment, we randomly select sentences from each respective training, validation, and test set of the Gulordava et al. (2018) dataset to yield ∼300,000 words for training and ∼10,000 words for each of validation and test sets. For the probe features, we use a concatenation of the LSTM hidden state at the current and next words, 12 i.e. [h t ; h t+1 ], where ; denotes the concatenation operation.
Recall that the DSA-LSTM operates only on word sequences and has no access to the Berkeley parse during training. We summarise the probing Figure 2 : Probing accuracy on the test set. We analyse the hidden states of the LSTM and DSA-LSTM to analyse the structural information encoded in each respective model's hidden state. result in Fig. 2 . Overall, the syntactic probing accuracy for the DSA-LSTM is much higher than for the LSTM LM (83% to 74%; a 34% error rate reduction), suggesting that the means by which the DSA-LSTM achieves better syntactic competence is by tracking more hierarchical information during sequential processing.
Related Work
Augmenting language models with syntactic information and structural inductive bias has been a long-standing area of research. To this end, syntactic language models estimate the joint probability of surface strings and some form of syntactic structure (Jurafsky et al., 1995; Chelba and Jelinek, 2000; Roark, 2001; Henderson, 2004; Emami and Jelinek, 2005; Buys and Blunsom, 2015; Mirowski and Vlachos, 2015; Dyer et al., 2016; Kim et al., 2019) . In contrast to these approaches, the DSA-LSTM only models the probability of surface strings, albeit with an auxiliary loss that distills the next-word predictive distribution of a syntactic language model.
Earlier work has also explored multi-task learning with syntactic objectives as an auxiliary loss in language modelling and machine translation (Luong et al., 2016; Eriguchi et al., 2016; Nadejde et al., 2017; Enguehard et al., 2017; Aharoni and Goldberg, 2017; Eriguchi et al., 2017) . Our approach of injecting syntactic bias through a KD objective is orthogonal to this approach, with the primary difference that here the student DSA-LSTM has no direct access to syntactic annotations; it does, however, have access to the teacher RNNG's softmax distribution over the next word.
Our approach is also closely related to recent work that introduces structurally-motivated inductive biases into language models. Chung et al. (2017) segmented the hidden state update of an RNN through a multi-scale hierarchical recurrence, thereby providing a shortcut to the gradient propagation of long-range, hierarchical dependencies. introduced a stackstructured memory to encourage hierarchical modelling in language models, where the resulting model successfully outperforms standard LSTM variants in number agreement (Linzen et al., 2016) evaluation. Shen et al. (2019) imposed a hierarchical bias on the LSTM cell-updating mechanism, based on the intuition that larger constituents contain information that changes more slowly across the sequence. Our proposed method is orthogonal and can be applied on top of these recent approaches.
Conclusion
In this paper, we introduce a distilled syntax-aware LSTM (DSA-LSTM), which combines scalability with structural biases. We achieve this by distilling the predictions about upcoming words in a large training corpus made by a (computationally complex) hierarchical language model trained on a small subset of the data. While we find that LSTM language models achieve better syntactic generalisation than previously thought, on targeted syntactic evaluations our approach improves over this strong baseline, yields a new state of the art, compares favourably to a language model trained on much more data, and results in a language model that encodes hierarchical information to a large extent despite its sequential architecture. Our approach is a general one that can be applied to other student model architectures, such as Transformers (Vaswani et al., 2017) . These findings suggest that the question of structural biases continues to be relevant for improving syntactic competence, even in scalable architectures that can benefit from evergrowing amounts of training data.
A Hyperparameters
The hyperparameters for each model is summarised as follows. LSTM LMs. For the LSTM LMs trained on the full and small training sets, we use the following hyperparameters that achieve the best validation perplexity following a grid search: 2-layer LSTM with 650 hidden units per layer for the full LSTM and 300 hidden units per layer for the small LSTM (similar model capacity as the RNNG trained on the same smaller training set), optimised by stochastic gradient descent (SGD) with a learning rate of 0.45 (decayed exponentially at every epoch with a factor of 0.9 after the tenth epoch), a dropout rate of 0.2 applied on both input and recurrent connections, and a batch size of 20 sentences. RNNG. For the RNNG, we use the following hyperparameters that achieve the best validation perplexity following a similar grid search: 2-layer stack LSTM with 256 hidden units per layer, optimised by SGD with a learning rate of 0.3 (decayed exponentially at every epoch with a factor of 0.92 after the tenth epoch), a dropout rate of 0.3 applied on both input and recurrent connections, and a batch size of 10 sentences. DSA-LSTMs and Born-Again LSTMs. We use the same hyperparameters for the DSALSTMs trained on both the full and small (S-DSA-LSTM) training sets and the born-again LSTM (BA-LSTM) trained on the full training set. Since the model architectures are identical with the respective LSTM LMs (i.e. only the training objective is different), we only optimise for the learning rates and keep all other hyperparameters the same. We find that a learning rate of 0.4 and an exponential decay factor of 0.9 applied after the tenth epoch works well across all three models trained with the KD objective.
B Experimental Results with Standard Deviation
We summarise the experimental results that include standard deviation values in Table 3 . Table 3 : Experimental findings of the "DSA-LSTM". For each column, we report the mean and standard deviation values of 10 identical models trained from different random seeds. "S-DSA-LSTM" indicates the DSA-LSTM trained on the smaller RNNG training set, while "BA-LSTM" is the born-again model where the teacher is the full LSTM LM. We also compare with the syntactic generalisation of "BERT" Base, which is not strictly comparable since it is trained on 30 times as much data. † indicates models trained on the smaller 20% training set ( §3). Results in bold denote the best among those trained with the same amounts of data.
