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SCALAR CONSERVATION LAWS WITH NON-CONVEX FLUX
FUNCTIONS
GEOFFREY MCGREGOR AND JEAN-CHRISTOPHE NAVE
Abstract. In this paper we present a novel framework for obtaining high or-
der numerical methods for 1-D scalar conservation laws with non-convex flux
functions. When solving Riemann problems, the Oleinik entropy condition,
[16], is satisfied when the resulting shocks and rarefactions correspond to cor-
rect portions of the appropriate (upper or lower) convex envelope of the flux
function. We show that the standard equal-area principle fails to select these
solutions in general, and therefore we introduce a generalized equal-area princi-
ple which always selects the weak solution corresponding to the correct convex
envelope. The resulting numerical scheme presented here relies on the area-
preserving parametric interpolation framework introduced in [14] and locates
shock position to fifth order in space, conserves area exactly and admits weak
solutions which satisfy the Oleinik entropy condition numerically regardless of
the initial states.
1. Introduction
In this paper we consider the 1-D scalar conservation law,
(1.1)
{
ut + (F (u))x = 0
u(x, 0) = g(x),
where F is smooth and g is piecewise smooth in their respective domains. In
particular this article focuses on the case where the flux function F is non-convex.
The goal in the present work is to introduce a novel framework for numerically
solving (1.1) to high order while preserving exact conservation and ensuring discon-
tinuities satisfy the Oleinik entropy condition of [16]. In particular the framework
presented in this paper captures shock position and rarefaction waves to high order
through the use of a generalized equal-area principle and a parametric representa-
tion of the characteristic curves associated with (1.1).
Removing the convexity requirement on the flux function in (1.1) adds consider-
able complexity to weak solutions. In particular, when solving a Riemann problem
in the convex case, the result is either a rarefaction wave, or a shock wave. For
more on the convex case, see [9, 3, 11]. In the non-convex case however, Riemann
problems may result in a sequence of rarefaction and shock waves linked together.
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The resulting sequence of shocks and rarefactions is solely determined by the initial
states and the flux function F . As discussed in [12, 10], one way of construct-
ing weak solutions which satisfy the required admissibility condition as given by
Oleinik in [16] is through the convex envelope of F . In [10], the authors propose a
numerical method for constructing weak solutions of (1.1) for both the convex and
non-convex cases. Their Convex Hull Algorithm, denoted CHA, utilizes the method
of characteristics along with a convex hull transformation to construct the corre-
sponding shock and rarefaction profiles. The open-source software utilized in [10] to
construct the convex hull within the Convex Hull Algorithm can be found through
a link in their paper. In [4], the authors present an exactly conservative numerical
method also relying on the method of characteristics. Although [4] mostly treats
the convex case, the method indeed can be applied to the non-convex case with
a few tweaks to the algorithm. Numerical simulations showed that their method
achieved first order accuracy in the non-convex case. The authors conjectured that
the reduction of one order from the convex case was a result of the inflection point
in the flux function.
Similar to the work presented in [10, 4], we seek a method which relies on the
characteristic equations associated with (1.1), given by
x˙ = F ′(u)(1.2)
u˙ = 0,
which can be solved exactly,
x(x0, t) = x0 + F
′(g(x0))t
u(x0, t) = g(x0),(1.3)
where g(x) is the given initial condition of (1.1). Written as a planar curve
parametrized by x0, the solution to (1.2) is given by
〈x(x0, t) , u(x0)〉 = 〈x0 + F ′(g(x0))t , g(x0)〉.(1.4)
The curve 〈x(x0, t) , u(x0)〉 remains a parametrization of the strong solution to (1.1)
up to some time t∗, provided ∂∂x0x(x0, t) > 0 for all x0 in the computation domain
and 0 ≤ t < t∗. If at some point x∗0 we have ∂∂x0x(x∗0, t) = 1+F ′′(g(x∗0))g′(x∗0)t < 0,
for some t > 0, then the parametric curve becomes multi-valued and a projection
is required to recover the appropriate weak solution to (1.1). In the convex case,
as discussed in [12] and [15], the correct weak solution can be obtained through
an equal-area projection (also known as the equal-area principle), see Figure 1 for
an illustration. The vertical line in Figure 1 will move at the correct shock speed
given by the Rankine-Hugoniot condition [17, 8], provided the regions on either
side of the vertical line have the same area. For a proof of the equal-area principle
in the convex case see [15]. One objective of the present work is to investigate the
link between the equal-area principle and the convex hull of the flux function F .
Similar to the convex case, an appropriate application of the equal-area principle
requires a high order and precise representation of the characteristic curve obtained
by solving (1.2). To achieve this we turn to the parametric interpolation literature.
The literature on parametric interpolation is extensive, however it is rarely uti-
lized as a tool in numerical methods for differential equations. Given that we are
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Figure 1. An illustration of the equal-area projection in the
convex case.
concerned with high accuracy and smoothness of the solution curve, as opposed to
the smoothness of the parametrization itself, we seek interpolation methods with
high geometric continuity. Geometric continuity was first introduced in [2], where
the authors matched function value, tangent direction and curvature at endpoints
to obtain up to sixth order accuracy. Numerous other interpolation techniques can
be employed to achieved desired characteristics, such as matching prescribed arc
length, see [5, 6], or minimizing the curvature variation energy in [13], or the strain
energy in [18]. Given that we are interested in obtaining high order numerical
schemes, we focus on parametric interpolation methods emphasizing accuracy.
The conservative nature of (1.1) is fundamental to the resulting solution, for
example, conserving area, as in the equal-area principle, is sufficient to select the
appropriate weak solution in the convex flux function case. With this in mind,
we are interested in applying the area-preserving parametric interpolation method
discussed in [14]. In that work the authors construct a family of exactly area-
preserving parametric Hermite polynomials which are fifth order accurate, one order
higher than the standard parametric cubic Hermite.
This paper is organized as follows: First, in Section 2 we present a brief overview
of cubic Be´zier interpolation and discuss the area-preserving framework of [14].
Next, in Section 3, we show how the parametric interpolation framework can be
applied to homogeneous scalar conservation laws in one-space dimension. In par-
ticular we show that through the use of the Generalized Equal-Area Principle we
are able to construct weak solutions which correspond to the appropriate convex
envelope of F . Finally in Section 4 we show some numerical results and conclude
with a discussion in Section 5.
2. Area-Preserving Parametric Interpolation
In this section we present a brief overview of the area-preserving Be´zier inter-
polation discussed in [14]. The main objective that work may be summarized as
follows: given a planar parametric curve 〈f(s), g(s)〉, parametrized by s ∈ [s0, s1],
find a cubic Be´zier polynomial defined by
(2.1)
~B(t) = 〈B1(t) , B2(t)〉 = ~A(1−t)3+3~C1(1−t)2t+3 ~C2(1−t)t2+ ~Dt3, for t ∈ [0, 1],
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which satisfies
~B(0) = 〈f(s0) , g(s0)〉, ~B(1) = 〈f(s1) , g(s1)〉,
~B′(0) = r1〈f ′(s0) , g′(s0)〉 = r1~α, for some r2 ∈ R
~B′(1) = r2〈f ′(s1) , g′(s1)〉 = r2~β, for some r2 ∈ R, and finally∫ 1
0
B2(τ)B
′
1(τ)dτ =
∫ s1
s0
g(τ)f ′(τ)dτ. (Equal-area constraint)
The coefficients ~A, ~C1, ~C2 and ~D are extracted from the functions f and g above,
however, an additional degree of freedom remains. After translating the data to
the origin ( ~A = 0), the Equal-area constraint leads to a relation in terms of r1 and
r2, given by
(2.2)
r1r2
60
(~α×~β)+ r1
10
( ~D×~α)+ r2
10
(~β× ~D)+D1D2
2
=
∫ s1
s0
g(τ)f ′(τ)dτ−g(s0)((f(s1)−f(s0)),
where × denotes the scalar vector product ~α× ~β = α1β2 − β1α2. The main result
in [14] shows that the interpolation is fifth order accurate in the L∞ norm provided
the parameters r1 and r2 satisfy the Equal-area constraint (2.2) and an appropriate
decay rate ( as || ~D − ~A|| → 0). It is important to note that this result assumes
the portion of the parametric curve being interpolated is small enough such that
it may be represented by some function 〈x, f˜(x)〉 after an appropriate rotation.
The simplest fifth order area-preserving cubic Be´zier interpolation of the function
〈x, f˜(x)〉 over the interval x ∈ [0, h] is given by taking r1 = h and solving for r2 in
(2.2). This is a natural choice since the resulting curve can be viewed as a perturbed
cubic Hermite polynomial. For more details see [14].
In the forthcoming section we provide details on how to apply this paramet-
ric interpolation framework to homogeneous scalar conservation laws in one space
dimension.
3. Parametric Interpolation Framework for 1-D Homogeneous
Scalar Conservation laws
The purpose of this section is to discuss the properties of the parametric curve
(1.4), 〈x0+F ′(g(x0))t, g(x0)〉, given by solving the characteristic equations (1.2). In
particular we are interested in the relationship between area-preserving projections
of (1.4) and the convex envelope of the flux function F in (1.1). We begin by
showing that the data required to construct a parametric polynomial interpolant,
as in Section 2, is easily obtained from the parametric curve (1.4).
Suppose we wish to interpolate (1.4) between the parametrization values of s0
and s1 at time τ . As discussed in Section 2, to utilize the area-preserving interpola-
tion of [14] we require value and tangent direction data at each endpoint, along with
the parametric area under the curve between s0 and s1. Therefore, constructing a
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cubic Be´zier interpolant, ~B(t) for t ∈ [0, 1], uses the data given by
~B(0) = 〈s0 + F ′(g(s0))τ, g(s0)〉, ~B(1) = 〈s1 + F ′(g(s1))τ, g(s1)〉,
~B′(0) = 〈1 + F ′′(g(s0))g′(s0)τ, g′(s0)〉,
~B′(1) = 〈1 + F ′′(g(s1))g′(s1)τ, g′(s1)〉, and finally∫ 1
0
B2(s)B
′
1(s)ds =
∫ s1
s0
g(s) (1 + F ′′(g(s))g′(s)τ) ds.
We first notice that the endpoint values and the tangent direction at s0 and s1 are
easily obtained through simple evaluation of F and g, along with their respective
derivatives. We note that if the piecewise smooth initial condition, g, is not differ-
entiable at an endpoint, then we must use the one sided limit from the interior of
the interpolation domain to extract this data. The final piece of data which yields
the parametric area under (1.4) between s0 and s1 can be significantly simplified
through a substitution and integration by parts, yielding∫ s1
s0
g(s) (1 + F ′′(g(s))g′(s)τ) ds =
∫ s1
s0
g(s)ds+ τ (F ′(g(s))g(s)− F (g(s)))
∣∣∣∣s1
s=s0
=
∫ s1
s0
g(s)ds+ τ (F ′(g(s1))g(s1)− F ′(g(s0))g(s0) + F (g(s0))− F (g(s1))) .(3.1)
We see from equation (3.1) that updating a parametric interpolant for a later time
step, say τ + ∆τ , does not require any additional integration. Instead we perform
an initial integration at time τ = 0 and then are able to update the parametric
area through simple evaluation of the second term in (3.1). This is advantageous
since we know from [14] that adding the area constraint yields an additional order
of accuracy, and as can be seen from this calculation, it does not create a significant
increase in computational cost.
Another essential property of the parametric curve (1.4) is that area change
can only occur over the boundary. For example, taking g(s0) = g(s1) and using
equation (3.1) we have
d
dt
∫ s1
s0
g(s) (1 + F ′′(g(s))g′(s)τ) ds = F ′(g(s1))g(s1)− F ′(g(s0))g(s0) + F (g(s1))− F (g(s0))
= F ′(g(s1))g(s1)− F ′(g(s1))g(s1) + F (g(s1))− F (g(s1))
= 0.
This is the main motivation behind the equal-area principle seen in Figure 1. We
know that the area under weak solutions of (1.1) can only change via flux over the
boundary, and since the parametric curve (1.4) preserves this same structure, then
the weak solution must come from an area-preserving projection of the multi-valued
portion of the curve. The subtly here is that the overturned region obtained from
(1.4) where the flux function F is non-convex may be far more complicated than
in convex examples. For instance, see Figure 2.
The reason the example shown in Figure 2 creates an additional difficulty is due
to the overturned region not yielding a unique equal-area solution. For example,
Figure 3 shows two possible equal-area solutions corresponding to the flux function
shown in Figure 4. In both cases the area to the right of the vertical line is the
same as the area to the left, therefore replacing these overturned curves with the
vertical shock lines preserves area.
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Figure 2. Example of a Riemann problem for a non-convex flux function.
Figure 3. Example where the equal-area principle fails to yield a
unique solution.
The remaining part of this section is dedicated to understanding equal-area so-
lutions corresponding to the parametric curve (1.4) and then show that we can
always find an equal-area solution which corresponds exactly to the appropriate
convex envelope of the flux function F between uL and uR. We begin by recalling
some general properties of convex envelopes for single-variable functions.
Figure 4. Flux function associated with Riemann problem in Fig-
ure 2.
The upper convex hull of a single variable function F (x) between two points
x0 < x1 is defined by a function UconF (x) ≥ F (x), where UconF (x) is the smallest
function such that the set of all (x, y) ∈ R2 satisfying x0 ≤ x ≤ x1 and y ≤
UconF (x) is a convex set. Similarly the lower convex hull is defined by the largest
function LconF (x) ≤ F (x) such that the set of all (x, y) ∈ R2 satisfying x0 ≤ x ≤ x1
and y ≥ LconF (x) is a convex set. Therefore, if we can find UconF (x) we have the
upper convex hull, and similarly with LconF (x) and the lower convex hull. The
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standard way of defining UconF and LconF , shown in Definition 3.1, is through
affine functions, for example see [7].
Definition 3.1. The upper convex hull of a function F (x) for x ∈ [x0, x1] is given
by the set of all (x∗, y∗) ∈ R2 satisfying y∗ ≤ UconF (x∗), where UconF is given by
UconF (x∗) = inf
(a,b)∈R2
ax∗ + b such that ax+ b ≥ F (x)∀x ∈ [x0, x1].
Similarly, the lower convex hull of a function F (x) for x ∈ [x0, x1] is given by the
set of all (x∗, y∗) ∈ R2 satisfying y∗ ≥ LconF (x∗), where LconF is given by
LconF (x∗) = sup
(a,b)∈R2
ax∗ + b such that ax+ b ≤ F (x)∀x ∈ [x0, x1].
Therefore, at each x∗ ∈ [x0, x1], the value of UconF (x∗), for example, is given
through evaluation of the smallest affine function which is greater than or equal to
F (x) everywhere within the domain of computation. Definition (3.1) makes it clear
that UconF will consist of line segments and sections where UconF (x) = F (x),
and similarly with LconF (x). The upper convex hull corresponding to Figure 4 is
shown in Figure 5. Focusing on the upper convex hull for now, we present a few
properties which help with the construction of UconF arising from Definition (3.1).
Figure 5. Example of upper convex hull of f(u).
First and foremost, for given states uR < uL we check if the secant line from
(uR, F (uR)) to (uL, F (uL)), given by y(u) =
F (uL)−F (uR)
uL−uR (u− uR) + F (uR), satis-
fies y(u) ≥ F (u) for u ∈ [uR, uL]. If this is the case, then the UconF (u) = y(u).
Therefore from here we assume that the secant y(u) crosses F (u) somewhere be-
tween uR and uL. Supposing that the secant from uR and uL fails to be the upper
convex hull, one must determine if UconF (u) = F (u) in a neighbourhood of uR,
or if UconF (u) connects to uR through a secant line. We begin by considering the
set TuR , defined by
(3.2) TuR =
{
u∗ ∈ (uR, uL)
∣∣∣∣ F (u∗)− F (uR)u∗ − uR = F ′(u∗) ≥ F ′(uR)
}
.
Using the above definition of TuR we have the following Lemma.
Lemma 3.2. Suppose that the secant line from uR to uL fails to be the upper
convex hull of the smooth function F (u) in [uR, uL]. Then, if TuR is non-empty,
then UconF (u) consists of a secant line from uR to u
∗ which is tangent to F (u) at
u∗ ∈ TuR where u∗ satisfies F ′(u∗) ≥ F ′(u) for all u ∈ TuR . If the steepest secant is
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tangent to F in more than one location, then we set u∗ to be the largest such point.
Otherwise if TuR is empty, then UconF (u) = F (u) in a neighbourhood to the right
of uR.
Proof. Suppose TuR is non-empty with u
∗ ∈ TuR , where u∗ = argmax
u∈TuR
F ′(u). If the
argmax is satisfied at more than one location then set u∗ to be the largest value
among them. For this secant line to not be part of UconF (u) we would need a
smaller function satisfying the convex hull definition (3.1). If UconF contained a
secant line from uR with smaller slope than F
′(u∗), then the secant line would fail
to satisfy the majorization property of (3.1), as it would eventually intersect F (u)
somewhere. The other option is for UconF (u) = F (u) on some interval [uR, uR+ε]
for some ε > 0. However this requires lines tangent to F (u) within the interval
[uR, uR + ε] majorize F (u), and since u
∗ ∈ TuR we know that the secant line from
uR to u
∗ has slope greater than F ′(uR), meaning that the tangent line at uR cannot
possibly satisfy the majorization criteria of UconF from Definition (3.1).
Now suppose TuR is empty with the secant line from uR to uL failing to be
UconF . This implies all secant lines from uR to u
∗ with F (u
∗)−F (uR)
u∗−uR = F
′(u∗)
must have F ′(u∗) < F ′(uR). In particular, the tangent line at uR majorizes F (u)
for all u ∈ (uR, uL], otherwise UconF would contain the secant directly to uL, or
TuR would be non-empty. Now consider the function S(c, u) = F
′(c)(u− c) +F (c).
First we observe that S(uR, u) is exactly the tangent line from uR, which implies
S(uR, u) > F (u) for all u ∈ (uR, uL]. Since we have assumed F is smooth, we
have continuity in S with respect to its first variable, which implies that there
exists an ε > 0 such that S(uR + ε, u) > F (u) for all u ∈ (uR, uL]. This implies
UconF (u) = F (u) in a neighbourhood of uR, which is the smallest possible value
for UconF (u) since we require UconF (u) ≥ F (u) within [uR, uL]. 
As mentioned in Lemma 3.2, when TuR is empty and the secant line from uR
to uL fails to be the upper convex hull, we know the tangent line at uR, given by
yuR(u) = F
′(uR)(u − uR) + F (uR) > F (u) for u ∈ (uR, uL]. This allowed us to
prove that UconF (u) = F (u) in some neighbourhood [uR, uR + ε). In the case
that the conditions for Lemma 3.2 are satisfied with TuR non-empty, we have that
UconF (u) has a secant line connecting uR to some u
∗ ∈ (uR, uL). Using the same
argument presented in Lemma 3.2, the tangent line at u∗ majorizes F (u) on (u∗, uL]
and therefore UconF (u) = F (u) in a neighbourhood [u∗, u∗ + ε), for some ε > 0.
From this position we can construct the next branch of the upper convex hull.
Lemma 3.3. Suppose uˆ ∈ [uR, uL) satisfies UconF (uˆ) = F (uˆ) with yuˆ(u) =
F ′(uˆ)(u − uˆ) + F (uˆ) > F (u) for u ∈ (uˆ, uL]. Then we have UconF (u) = F (u) for
u ∈ [uˆ, u∗∗], where u∗∗ is the smallest u such that yu∗∗(uL) = F ′(u∗∗)(uL − u∗∗) +
F (u∗∗) = F (uL), or yu∗∗(u¯) = F (u¯), with F ′(u∗∗) = F ′(u¯), for some u¯ ∈ (u∗∗, uL).
Proof. Suppose UconF (uˆ) = F (uˆ) and the tangent line at uˆ, given by yuˆ(u) =
F ′(uˆ)(u− uˆ)+F (uˆ) satisfies yuˆ(u) > F (u) for u ∈ (uˆ, uL]. Additionally we suppose
that u∗∗ > uˆ is the smallest value such that yu∗∗(uL) = F (uL) or yu∗∗(u¯) = F (u¯)
with F ′(u∗∗) = F ′(u¯) for some u¯ ∈ (u∗∗, uL). We show that this assumption results
in F ′′(u) ≤ 0 for u ∈ [uˆ, u∗∗], which implies F (u) lives below its tangent lines
between uˆ and u∗∗ and therefore UconF (u) = F (u) in [uˆ, u∗∗].
Suppose that F ′′(v) > 0 at some point v ∈ (uˆ, u∗∗). By continuity of F ′′(u),
there exists some ε > 0 such that F ′′(u) > 0 for all u ∈ (v − ε, v + ε). This
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implies that the tangent line at v, given by yv(u) = F
′(v)(u − v) + F (v), satisfies
yv(v + ε) < F (v + ε), since F is concave up within (v − ε, v + ε). Recalling the
function S(c, u) = F ′(c)(u − c) + F (c) used in the proof of Lemma 3.2, we have
that S(v + ε, u) = yv(v + ε). By assumption that the tangent line at uˆ is greater
than F (u) we have S(uˆ, v + ε) > F (u + ε). Since S(u, v + ε) is continuous in
its first variable, and S(uˆ, v + ε) > F (u + ε) and S(v, v + ε) < F (u + ε), by the
intermediate value theorem we have that there exists some v∗ ∈ (uˆ, v + ε) such
that S(v∗, v + ε) = F (v + ε), which contradicts the assumption that u∗∗ is the
earliest point satisfying yu∗∗(u¯) = F (u¯) for some u¯ ∈ (u∗∗, uL). The property that
F ′(u∗∗) = F ′(u¯) is simply a result of all points to the left of u∗∗ having tangent
lines which are larger than F everywhere. 
The process described in Lemma 3.3 is repeated until uL is reached and function
UconF (u) is constructed.
The combination of Lemma 3.2 and Lemma 3.3 give us a way to construct the
upper convex hull of F directly. The following Lemmas show that utilizing the
equal-area principle in a particular way is equivalent to the construction described
in the previous Lemmas. But first we require the following definition.
Figure 6. Elements of TuR for the flux function given in Figure 4.
Definition 3.4. We say 〈x(s), u(s)〉 is an equal-area curve from s0 to s1 provided
x(s0) = x(s1) and ∫ s1
s0
u(s)x′(s)ds = 0.
The following Lemma states that secant lines from uR which are tangent to F
and some u∗ ∈ (uR, uL] are equivalent to the existence of an equal-area curve from
uR to u
∗.
Lemma 3.5. There exists a line segments through the point (uR, F (uR)) which is
tangent to the point (u∗, F (u∗)) with uR < u∗ < uL and F ′(uR) ≤ F ′(u∗) if and
only if the parametric curve (1.4) corresponding to the Riemann problem initially
at x = x0 with upper state uL and lower state uR has an equal-area line located at
position x = x0 + F
′(u∗)τ at time t = τ connecting u∗ to uR.
Proof. Suppose there is a line segment passing through the point (uR, F (uR)) which
is tangent to the point (u∗, F (u∗)) which satisfies F ′(uR) ≤ F ′(u∗). This implies
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that the tangent line yuR(u) satisfies
yuR(u) = F
′(u∗)(u∗ − uR) + F (uR), with(3.3)
yuR(u
∗) = F (u∗).(3.4)
Combining these two equations yields
(3.5) F ′(u∗)(u∗ − uR) + F (uR) = F (u∗).
We now turn our attention to the Riemann problem. Parametrizing the vertical
line of the initial condition between u∗ and uR we have 〈x0, uRs + (1 − s)u∗〉 for
s ∈ [0, 1]. Applying the characteristic flow (1.2) for τ units of time yields the
parametric curve 〈x0+F ′(uRs+(1−s)u∗)τ, uRs+(1−s)u∗〉, for s ∈ [0, 1]. For this
curve to be equal-area about a vertical line at position x = x0 + F
′(u∗)τ between
u∗ and uR we first require F ′(uR) ≤ F ′(u∗) to ensure we have a closed curve, which
is true by assumption. We also must have that
(3.6)∫ 1
0
(uRs+(1−s)u∗)(F ′′(uRs+(1−s)u∗)(u∗−uR)τds+(F ′(u∗)−F ′(uR))uRτ = 0.
The integral term in (3.6) is similar to the one in Definition 3.4 but extended to a
piecewise defined curve.
Performing the substitution v(s) = uRs + (1 − s)u∗, then integrating by parts,
the integral term becomes∫ 1
0
(uRs+ (1− s)u∗)(F ′′(uRs+ (1− s)u∗)(u∗ − uR)τds = τ(F ′(v)v − F (v))
∣∣∣∣uR
v=u∗
= (F ′(uR)uR − F (uR))τ − (F ′(u∗)u∗ − F (u∗))τ.(3.7)
Applying the tangency condition (3.5) sets F ′(u∗)(u∗ − uR) + F (uR) = F (u∗) and
results in
(3.8)∫ 1
0
(uRs+ (1− s)u∗)(F ′′(uRs+ (1− s)u∗)(u∗ − uR)τds = (F ′(uR)− F ′(u∗))uRτ,
which implies that equation (3.6) is satisfied and therefore 〈x0 + F ′(uRs + (1 −
s)u∗)τ, uRs + (1 − s)u∗〉 is indeed an equal-area curve about the vertical line at
position x = x0 + F
′(u∗)τ .
Conversely, suppose the solution curve (1.4) applied to the Riemann problem
from uL to uR initially at x0 has an equal-area curve at time τ about x0 +F
′(u∗)τ
from u∗ to uR. The vertical shock line between u∗ and uR maps after τ units of time
to the parametric curve 〈x0 +F ′(uRs+ (1− s)u∗)τ, uRs+ (1− s)u∗〉. Similarly the
bottom shock state, initially parametrized by 〈x0+s, uR〉, for s ≥ 0, after τ units of
time maps to the curve 〈x0+s+F ′(uR)τ, uR〉. To ensure the equal-area curve about
x0 + F
′(u∗)τ is indeed a closed curve, we require x0 + s+ F ′(uR)τ = x0 + F ′(u∗)τ
for some s ≥ 0. Solving for s we obtain s = F ′(u∗) − F ′(uR). Therefore, our
assumption that a closed curve exists implies F ′(uR) ≤ F ′(u∗). Our equal area
assumption implies that∫ 1
0
(uRs+ (1− s)u∗)(F ′′(uRs+ (1− s)u∗)(u∗−uR)τds+ (F ′(u∗)−F ′(uR))uRτ = 0
Computing the integral as done above leads to the equation
((F ′(uR)uR − F (uR))− (F ′(u∗)u∗ − F (u∗))) τ + (F ′(u∗)− F ′(uR))uRτ = 0.
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Simplifying leads us to
F ′(u∗)(u∗ − uR) + F (uR) = F (u∗),
which is exactly the tangency condition. Combining this with the result that
F ′(uR) ≤ F ′(u∗) completes the proof. 
The same is true for secant lines from uL which are tangent to some u
∗∗ with
F ′(u∗∗) ≤ F ′(uL). We present the result in the following Corollary but we omit
the proof as it mirrors that of Lemma 3.5 exactly.
Corollary 3.6. There exists a line segments through the point (uL, F (uL)) which
is tangent to the point (u∗∗, F (u∗∗)) with uR < u∗∗ < uL and F ′(u∗∗) ≤ F ′(uL)
if and only if the parametric curve (1.4) corresponding to the Riemann problem
initially at x = x0 with upper state uL and lower state uR has an equal-area line
located at position x = x0 + F
′(u∗∗)τ at time t = τ connecting u∗∗ to uL.
Lemma 3.5 tells us that, for a given Riemann problem from uL to uR, searching
the parametric curve (1.4) for equal-area curves which attach to the state uR is
equivalent to searching for elements u∗ ∈ TuR . As discussed in Lemma 3.2, provided
TuR is non-empty and the secant from uR to uL does not yield UconF , the upper
convex hull is determined by selecting the element u∗ ∈ TuR with maximum slope
F ′(u∗). Therefore, in this situation, the equal-area curve from some u∗ ∈ (uR, uL)
to uR which corresponds to the upper convex hull maximizes F
′(u∗). Since the
shock location at time τ is given by x0 + F
′(u∗)τ , it is equivalent to seeking the
equal-area curve from u∗ to uR with the largest shock location. The next situation
we examine is when UconF (u) consists of a secant line from uR to uL. This implies
that F ′(uR) ≤ F (uL)−F (uR)uL−uR ≤ F ′(uL) and
F (uL)−F (uR)
uL−uR ≥ F ′(u∗) for all u∗ ∈ TuR .
The following Lemma states that UconF (u) consists of a secant line from uR to uL
if and only if there is an equal-area curve from uL to uR corresponding to a shock
position which exceeds all other shocks which connect to uR.
Lemma 3.7. Assume a Riemann problem at x = x0 with left state uL and right
state uR satisfying uR < uL. Then, UconF (u) consists of a secant line from uR
to uL if and only if there is an equal-area curve from uL to uR corresponding to a
shock position of x0 +
F (uL)−F (uR)
uL−uR τ at time τ which exceeds all other shocks which
connect to uR.
Proof. Consider the Riemann problem at x = x0 from uL to uR with uL > uR.
Suppose that UconF (u) consists of a secant line from uR to uL. This implies that
F ′(uR) ≤ F (uL)−F (uR)uL−uR ≤ F ′(uL) and
F (uL)−F (uR)
uL−uR ≥ F ′(u∗) for all u∗ ∈ TuR .
To have an equal-area curve from uL to uR about a shock at position x
∗(τ) =
x0 + S
∗(τ) we require
(3.9) (F ′(uL)τ − S∗(τ))uL + (S∗(τ)− F ′(uR)τ)uR + τ
∫ uR
uL
vF ′′(v)dv = 0,
along with F ′(uR)τ ≤ S∗(τ) ≤ F ′(uL)τ . Simplifying (3.9) tells us that if S∗(τ) =
F (uL)−F (uR)
uL−uR τ then indeed the equation is satisfied. To satisfy Definition 3.4 we
require that the vertical line at x∗(τ) crosses both the left and right states of the
shock, given by 〈x0−r+F ′(uL)τ, uL〉 for r ≥ 0 and 〈x0+s+F ′(uR)τ, uR〉 for s ≥ 0
respectively . This requires the existence an r ≥ 0 such that x0 − r + F ′(uL)τ =
x0 +
F (uL)−F (uR)
uL−uR τ , which yields r =
(
F ′(uL)− F (uL)−F (uR)uL−uR
)
τ , which is indeed
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positive by assumption. Similarly with the right state we require the existence
of an s ≥ 0 satisfying x0 + s + F ′(uR)τ = x0 + F (uL)−F (uR)uL−uR τ , implying s =(
F (uL)−F (uR)
uL−uR − F ′(uR)
)
τ , also positive by assumption. Combining these results
implies the existence of an equal-area curve from uL to uR. The final requirement
for the proof is that the resulting shock at the location x∗(τ) = x0 +
F (uL)−F (uR)
uL−uR τ
exceeds all other shocks generated by equal-area curves to uR. Since UconF (u)
consists of a secant line from uR to uL, this implies that
F (uL)−F (uR)
uL−uR ≥ F ′(u∗)
for all u∗ ∈ TuR and therefore x0 + F (uL)−F (uR)uL−uR τ ≥ x0 + F ′(u∗)τ for all u∗ ∈ TuR
as well. By Lemma 3.5 we know that each u∗ ∈ TuR corresponds to an equal-area
curve about x0+F
′(u∗)τ , which by the above argument must satisfy x0+F ′(u∗)τ ≤
x0 +
F (uL)−F (uR)
uL−uR τ . Therefore the equal-area curve corresponding to the maximum
shock position is given by the equal-area curve from uL to uR.
Conversely, Suppose there is an equal-area curve from uL to uR which corre-
sponds to a shock with position greater than or equal to any other equal-area curve
to uR. This implies equation (3.9) is satisfied with S
∗(τ) = F (uL)−F (uR)uL−uR τ and
F (uL)−F (uR)
uL−uR ≥ F ′(u∗) for all u∗ ∈ TuR and F ′(uR) ≤
F (uL)−F (uR)
uL−uR ≤ F ′(uL). We
show that this is sufficient to prove that UconF (u) = F (uL)−F (uR)uL−uR (u−uR)+F (uR).
Suppose with the above assumptions that there exists a point uˆ with F (uˆ) >
F (uL)−F (uR)
uL−uR (uˆ− uR) +F (uR), which would prove that UconF (u) fails to yield the
upper convex hull. We consider the functionsG(u) = F (u)−
(
F (uL)−F (uR)
uL−uR (u− uR) + F (uR)
)
and DG(u) = G
′(u)(u− uR) +G(uR) = G′(u)(u− uR) since G(uR) = 0. G(u) at-
tains its maximum over the interval (uR, uL) at some point v ∈ (uR, uL) which
implies G(v) > 0 since G(uˆ) > 0 by assumption. We note that since G′(v) = 0 we
have DG(v) = 0. We now let w ∈ [uR, v) such that G(w) = 0 with G(u) > 0 for
all u ∈ (w, v). Therefore w is the root of G such that G(u) > 0 between w and
its maximum v. We know this always exists since w = uR is a possible choice if
G(u) > 0 for u ∈ (uR, v). Next we define w∗ = argmax
u∈[w,v]
G′(u).
Using the Lagrange remainder theorem for the first order Taylor expansion of G
about w, we obtain G(u) = G(w)+G′(z)(u−w) = G′(z)(u−w) since G(w) = 0, for
some z ∈ (w, u). This implies G(w∗) = G′(z)(w∗ − w) for some z ∈ (w,w∗). Since
w ≥ uR and G′(z) ≤ G′(w∗) we have G′(z)(w∗−w) ≤ G′(w∗)(w∗−uR) = DG(w∗),
implying G(w∗) ≤ D(w∗). This guarantees G(u) = D(u) at some v∗ ∈ [w∗, v)
by the intermediate value theorem, since G(w∗) ≤ D(w∗) and D(v) < G(v). We
need that G(v∗) > 0 in order for the argument to be valid. If v∗ ∈ (w∗, v) then
we have G(v∗) > 0 since G(u) > 0 for all u ∈ (w, v]. Next we deal with the case
that D(v∗) = G(v∗) = 0, which implies v∗ = w∗ = w. Provided w > uR we
have G′(z)(w∗ − w) < G′(z)(w∗ − uR) ≤ DG(w∗) which yields G(w∗) < D(w∗)
which implies v∗ ∈ (w∗, v) and therefore G(v∗) > 0. This argument fails if v∗ =
w∗ = w = uR, but in this case this implies the maximum of G′(u) between uR
and v occurs at uR. But by assumption G
′(uR) ≤ 0 which contradicts G(v) > 0.
Putting all of this together we have that there exists a point v∗ ∈ (uR, uL) such that
D(v∗) = G(v∗) > 0, which implies G′(v∗)(v∗ − uR) = G(v∗). Using our definition
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of G we obtain(
F ′(v∗)− F (uL)− F (uR)
uL − uR
)
(v∗ − uR) = F (v∗)−
(
F (uL)− F (uR)
uL − uR (v
∗ − uR) + F (uR)
)
⇒ F ′(v∗) = F (v
∗)− F (uR)
v∗ − uR ,
which implies v∗ ∈ TuR and therefore there exists an equal-area curve from v∗ to
uR. Finally, since G(v
∗) > 0 we have
F (v∗)− F (uR
v∗ − uR >
F (uL)− F (uR)
uL − uR ,
which implies F ′(v∗) > F (uL)−F (uR)uL−uR , by the tangency condition. This implies that
the equal-area curve connecting v∗ has a larger shock position than the shock from
uL to uR, which is a contradiction of our initial assumption. 
Using Lemma 3.5 and Lemma 3.7 we know how to apply the equal-area princi-
ple appropriately to select the correct shock which connects to uR. As discussed
above, when we don’t have a secant line connecting to uR then particles in a neigh-
bourhood of uR simply travel at their characteristic speed. The same happens to
particles in a neighbourhood of u∗ which are outside of the shock. This happens
automatically when applying the equal-area approach since all particles travel at
their characteristic speed and only the particles within the equal-area curve are
replaced by a shock. The following Lemma describes how to proceed from uR in
the absence of a shock and similarly how to proceed from u∗ in the presence of a
shock from u∗ to uR.
Lemma 3.8. Assume a Riemann problem with left state uL and right state uR
initially at x = x0. Then there is an equal-area curve from w ∈ (uR, uL) to w∗ ∈
(w, uL) if and only if the secant line from w to w
∗ is tangent to F at both w and
w∗.
Proof. Consider the Riemann problem with left state uL and right state uR initially
at x = x0. Suppose we have an equal-area curve from w = uRs0 + (1 − s0)uL to
w∗ = uRs∗+(1−s∗)uL. This implies x(s0) = x0+F ′(w)τ = x(s∗) = x0+F ′(w∗)τ ,
which implies that F ′(w) = F ′(w∗). Additionally we have that
∫ w∗
w
vF ′′(v)dv = 0,
which implies
(F ′(w∗)w∗ − F (w∗))− (F ′(w)w − F (w)) = 0.
Using that F ′(w) = F ′(w∗) we obtain
F ′(w)(w∗ − w) + F (w) = F (w∗), and
F ′(w) =
F (w∗)− F (w)
w∗ − w = F
′(w∗),
which combine to imply that the secant line from w to w∗ is tangent to F at both
w and w∗.
Now we suppose that the secant line from w to w∗ is tangent to F at both w and
w∗. This implies F ′(w)(w∗−w)+F (w) = F (w∗) an F ′(w) = F ′(w∗). Parametrizing
the initial shock front with uRs + (1 − s)uL we take w = uRs0 + (1 − s0)uL and
w∗ = uRs∗+ (1− s∗)uL. Since F ′(w) = F ′(w∗) we have that x(s0) = x(s∗). In this
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case we can compute the area about the vertical line at x(s0) from w to w
∗, which
is given by ∫ w∗
w
vF ′′(v)dv = (F ′(w∗)w∗ − F (w∗))− (F ′(w)w − F (w)).
Applying the tangency conditions yields∫ w∗
w
vF ′′(v)dv = (F ′(w)w∗ − (F ′(w)(w∗ − w) + F (w)))− (F ′(w)w − F (w))
= 0.
Therefore, this gives an equivalence between secant lines within the interior of
UconF and equal-area curves within (uR, uL). 
Putting all of this together we consider the following algorithm.
The Generalized Equal-Area Principle
(1) Parametrize the initial left state by 〈x0 − r, uL〉, for r ≥ 0, the initial right
state by 〈x0 + q, uR〉, for q ≥ 0, and the initial wave front by 〈x0, uRs +
(1− s)uL〉, for s ∈ [0, 1]. Then flow the particles under their characteristic
flow for τ units of time. This yields the left state 〈x0−r+F ′(uL)τ, uL〉, for
r ≥ 0, the right state 〈x0 + q+F ′(uR)τ, uR〉, for q ≥ 0, and the initial wave
front becomes 〈x0 + F ′(uRs+ (1− s)uL)τ, uRs+ (1− s)uL〉 for s ∈ [0, 1].
(2) Search for equal-area curves from 〈x0+F ′(uRs+(1−s)uL)τ, uRs+(1−s)uL〉
for s∗ ∈ (0, 1) to the state uR and also check for an equal-area curve from
uL to uR. If such curves exist then select the one corresponding to largest
shock position. If the largest shock position corresponds to an equal-area
curve from uL to uR then replace 〈x0+F ′(uRs+(1−s)uL)τ, uRs+(1−s)uL〉
for s ∈ [0, 1] by the vertical line at position x0 + F (uL)−F (uR)uL−uR τ and change
r ≥ 0 to r ≥ (F ′(uL)− F (uL)−F (uR)uL−uR )τ and q to q ≥ (
F (uL)−F (uR)
uL−uR −F ′(uR)τ
and the algorithm concludes. If the largest shock connects from parameter
value s∗ ∈ (0, 1), then replace 〈x0+F ′(uRs+(1−s)uL)τ, uRs+(1−s)uL〉 for
s ∈ [s∗, 1] by the vertical line at position x0 +F ′(uRs+(1−s)uL)τ and the
right state becomes defined only for q ≥ (F ′(uRs∗+(1−s∗)uL)−F ′(uR))τ .
If no shock to uR exists, proceed to the next step with s
∗ = 1.
(3) Search for the largest sˆ ∈ (0, s∗] such that there is an equal-area curve with
end point 〈x0 + F ′(uRsˆ+ (1− sˆ)uL)τ, uRsˆ+ (1− sˆ)uL〉. If no shock exists
the algorithm concludes. If the shock connects to uL then 〈x0 + F ′(uRs+
(1 − s)uL)τ, uRs + (1 − s)uL〉 for s ∈ [0, sˆ] is replaced by the vertical line
at position x0 + F
′(uRsˆ + (1 − sˆ)uL)τ and the left state becomes defined
for r ≥ (F ′(uL)−F ′(uRsˆ+ (1− sˆ)uL))τ and then the algorithm concludes.
Otherwise the shock connects to some s∗∗ ∈ (0, s∗) and 〈x0+F ′(uRs+(1−
s)uL)τ, uRs+ (1− s)uL〉 for s ∈ [s∗∗, s∗] is replaced by the vertical line at
position x0 + F
′(uRs∗ + (1 − s∗)uL)τ . In this case redo this step starting
from s∗∗.
Theorem 3.9. Assume a Riemann problem at x = x0 between two constants states,
uL on the left and uR on the right with uR < uL. Then, the Generalized Equal-
Area Principle presented above generates a weak solution which corresponds exactly
to UconF (u). In particular, each vertical line of the weak solution between heights
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u and u∗ corresponds to a secant line from F (u) to F (u∗) while the remaining
portions of the curve corresponds to intervals where UconF (u) = F (u).
Proof. Here we show that indeed the Generalized Equal-Area Principle constructs
the weak solution which corresponds to the upper convex hull of F . Step 2 attempts
to find equal-area curves which connect to uR. If the equal-area curve connecting
to uR with largest shock location connects to 〈x0 +F ′(uRs∗+ (1− s∗)uL)τ, uRs∗+
(1− s∗)uL〉 for some s∗ ∈ (0, 1) then, as described in Lemma 3.5, this implies that
uRs
∗ + (1− s∗)uL ∈ TuR and it corresponds to the steepest secant of all members
of TuR . By Lemma 3.2, this implies that UconF (u) contains a secant line from
uR to uRs
∗ + (1 − s∗)uL. Similarly, if the equal-area curve corresponding to the
largest shock location is from uL to uR, then by the converse of Lemma 3.7 this
implies that the secant line from uR to uL is exactly UconF (u). We proceed to Step
3 provided there aren’t any equal-area curves connecting to uR, or if the largest
shock location occurs at 〈x0 +F ′(uRs∗+ (1− s∗)uL)τ, uRs∗+ (1− s∗)uL〉 for some
s∗ ∈ (0, 1).
Step 3 begins by searching for the largest sˆ ∈ (0, s∗] where 〈x0 + F ′(uRsˆ+ (1−
sˆ)uL)τ, uRsˆ + (1 − sˆ)uL〉 is the endpoint of an equal-area curve. This equal-area
curve connects to some s∗∗ ∈ (0, sˆ), or to uL. In the case that the shock connects
from s∗∗ to sˆ, we know by Lemma 3.8 that this corresponds to a secant line of F (u)
which is tangent at both uRsˆ+ (1− sˆ)uL and uRs∗∗+ (1− s∗∗)uL. In the case that
the shock at sˆ connects to uL, then Corollary 3.6 tells us that this corresponds to
a secant line of F from uRsˆ+ (1− sˆ)uL to uL which is tangent at uRsˆ+ (1− sˆ)uL.
Since uRs+ (1− s)uL parametrizes from uL to uR, finding the largest sˆ with this
property is equivalent to finding the smallest uˆ ∈ (uRs∗+ (1− s∗)uL, uL) with this
property, which is exactly what is described in Lemma 3.3, which completes the
proof. 
Remark 3.10. The Generalized Equal-Area Principle Algorithm can also be ap-
plied in the reverse direction. Starting from uL and searching for the shock with the
smallest location and so on. Depending on how the parametric curve is parametrized
this may be more convenient from an algorithmic perspective. In terms of the flux
function, this means that the upper convex hull can be constructed through the
same method as described in Lemma 3.2 and Lemma 3.3 but in reverse. Therefore,
instead searching for members of TuR , tangent lines from some u
∗ ∈ (uR, uL) at-
taching to uL satisfying S ≤ F ′(uL) are required. If no tangent lines exists then
UconF (u) = F (u) in a neighbourhood of uL. Progressing from uL in the absence
of a tangent line, or from u∗ corresponding to the shallowest tangent line, towards
uR is done in the same way as described in Lemma 3.3 except traversing from right
to left.
Theorem 3.11. Assume a Riemann problem at x = x0 between two constants
states, uL on the left and uR on the right with uL < uR. Then, the Generalized
Equal-Area Principle algorithm presented above generates a weak solution which
corresponds exactly to LconF (u), the lower convex envelope of F . In particular,
each vertical line of the weak solution between heights u and u∗ corresponds to a
secant line from F (u) to F (u∗) while the remaining portions of the curve corresponds
to intervals where LconF (u) = F (u).
Proof. The lower convex hull between uL and uR, with uL < uR can be constructed
in the same manner as described in Lemma 3.2 and Lemma 3.3 but instead starting
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from uL. The first step is to search for tangent lines from some u
∗ ∈ (uL, uR) con-
necting to uL which satisfies F
′(u∗) ≤ F ′(uL) which does not intersect F anywhere
other than uL and u
∗ between uL and uR. If such a tangent line exists then the
shallowest such tangent line is the first portion of the lower convex hull. Otherwise
LconF (u) = F (u) in a neighbourhood of uL. The process described in Lemma 3.3
is followed identically, searching for the first u∗∗ whose tangent line is tangent to
some u¯ with u∗∗ < u¯. We notice that this is exactly the reverse algorithm described
in Remark 3.10, which means that the generalized equal-area principle algorithm
will construct the lower convex hull when uL < uR. 
In the following section we present some numerical examples which show that
the Generalized Equal-Area Principle indeed constructs the weak solution corre-
sponding to the appropriate convex envelope of the flux function F .
4. Numerical Results
In this section we present several Riemann problems for which the flux function
is non-convex. The convergence plots associated with the convex envelopes mea-
sure the maximum error among all shock locations, or equivalently, the difference in
slopes of the secant lines between the numerical and exact convex envelope. Each
example utilizes the fifth order accurate exactly area-preserving parametric inter-
polation [14] discussed in Section 2. We therefore expect to locate each shock to
least fifth order accuracy.
Example 4.1.
(4.1)

ut + ((u
2 − 2u)2)x = 0
u(x, 0) =
{
2 x < 0
0 x ≥ 0 ,
In this example uR < uL, therefore the weak solution corresponds to the upper
convex hull of F . Figure 7 shows that the weak solution contains two shocks
separated by a rarefaction. Looking to Figure 8 we see the corresponding upper
convex hull and the anticipated fifth order convergence.
Figure 7. Initial condition (left), characteristic flow (centre) and
the Generalized Equal-Area Projection (right) associated with Ex-
ample 4.1.
The next example is the same as Example 4.1 except that the initial states are
reversed.
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Figure 8. Convex envelope (left) and convergence (right) corre-
sponding to Example 4.1.
Example 4.2.
(4.2)

ut + ((u
2 − 2u)2)x = 0
u(x, 0) =
{
0 x < 0
2 x ≥ 0 ,
In this case we expect to capture the weak solution corresponding to the lower
convex hull, since uR > uL. Indeed, as shown in Figure 10 we capture exactly this,
with the resulting weak solution being a standing wave at x = 0 as shown in Figure
9. We omit the convergence plot in this example as the shock position is located
exactly for all partitions.
Figure 9. Initial condition (left), characteristic flow (centre) and
the Generalized Equal-Area Projection (right) associated with Ex-
ample 4.2.
Example 4.3.
(4.3)

ut + (
1
4u
4 − 53u3 + 3u2)x = 0
u(x, 0) =
{
0 x < 0
3.5 x ≥ 0 ,
In this example, as seen in Figure 13, our method predicts two rarefactions with a
shock between them. This indeed corresponds to the lower convex hull as shown in
Figure 14.
The following example is the Buckley-Leverett equation for two-phase flow dis-
cussed in [1].
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Figure 10. Convex envelope corresponding to Example 4.2
Figure 11. Initial condition (left), characteristic flow (centre) and
the Generalized Equal-Area Projection (right) associated with Ex-
ample 4.3.
Figure 12. Convex envelope (left) and convergence (right) corre-
sponding to Example 4.3
Example 4.4.
(4.4)

ut + (
u2
u2+ 12 (1−u)2
)x = 0
u(x, 0) =
{
1 x < 0
0 x ≥ 0 ,
In this example, as seen in Figure 13, our method correctly predicts a single rar-
efactions which connects to a shock. This indeed corresponds to the upper convex
hull as shown in Figure 14. The convergence plot for this problem is quite noisy,
although clearly we still obtain the desired fifth order accuracy. This is due to the
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rapidly growing derivatives of the flux function and the fact that we unable to take
very small time steps without running into round-off error. This convergence plot
was obtained by starting with 10 interpolants and doubling at each iteration.
Figure 13. Initial condition (left), characteristic flow (centre) and
the Generalized Equal-Area Projection (left) associated with Ex-
ample 4.4.
Figure 14. Convex envelope (left) and convergence (right) corre-
sponding to Example 4.4
For the next example we return to the same flux function as in Example 4.3
however we begin with a different initial condition.
Example 4.5.
(4.5)

ut + (
1
4u
4 − 53u3 + 3u2)x = 0
u(x, 0) =

0 x < 0
5 0 ≤ x < 5
0 x ≥ 5
,
Here we see a box initial condition, which means we should have the weak solution
given by the lower convex hull for the left Riemann problem and the upper convex
hull for the right Riemann problem. The Generalized Equal-Area Principle Algo-
rithm, which is being applied using the reverse algorithm discussed in Remark 3.10,
is shown step by step in Figure 15. The resulting weak solution indeed captures
the lower convex hull for the left Riemann problem and the upper for the right
Riemann problem. Putting this all together in Figure 16 yields the convex hull of
the graph of the flux function F .
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Figure 15. Step by step application of the Generalized Equal-
Area Principle for Example 4.5.
Figure 16. Convex hull of the graph of the flux function given in
Example 4.5.
5. Discussion
In this paper we set out to apply the area-preserving parametric interpolation
framework of [14] to 1-D scalar conservation laws with non-convex flux functions. In
Section 3 we observed that when the parametric curve (1.4) becomes multi-valued,
a generic equal-area projection is insufficient, as uniqueness of equal-area solutions
is lost in the non-convex case, as shown in Figure 3. Using the fact that the convex
envelope of the flux function can be used to construct weak solutions which satisfy
the Oleinik entropy conditions [16], we describe a basic algorithm for constructing
the upper and lower convex hulls. Leveraging the connection between secant lines
of the convex hull of the flux function and equal-area curves of (1.4), we derived
the generalized equal-area principle algorithm. In Section 4 we showed that this
algorithm indeed selects the appropriate upper or lower convex envelope (depending
on the states uL and uR) automatically. Additionally, when interpolating (1.4) with
the area-preserving interpolation of [14], we indeed achieve fifth order accuracy in
shock position.
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The method presented here is high order, exactly conservative, flexible and se-
lects weak solutions satisfying the Oleinik entropy criteria. Although this work
focused on the Riemann problem, the framework is applicable to general piecewise-
smooth initial data as well. With smooth initial data, shocks form when the curve
overturns and becomes multi-valued. In this situation the generalized equal-area
principle is applied in the same way, therefore guaranteeing the entropy conditions
are satisfied. At its core the method is very simple: Flow particles under the char-
acteristic flow, interpolate the data using high order parametric interpolation, if the
curve overturns, perform the correct projection in accordance with the generalized
equal-area principle and then continue. This approach is valid for lower order in-
terpolation as well, if a simple implementation is desired, however the conservative
nature and high order accuracy of the area-preserving parametric interpolation is
ideal. For these reasons we believe this method can be a valuable tool for simulation
of 1-D scalar conservation laws with non-convex flux functions, such as traffic flow
or Buckley-Leverett type equations for two-phase flow. Looking forward we are
interested in exploring the non-homogeneous case with non-convex flux functions.
As discussed in [15], we know the equal-area principle fails to yield the correct
weak solution in the convex case, therefore a modification to the methods discussed
here will be required to obtain a high order methods for non-convex problems with
source terms.
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