The goals of this research project are to develop advanced data assimilation (DA) methods for coastal circulation models and to apply these methods to measurements from the Oregon shelf.
Figure 1. Our DA system has been tested in an equilibrated wave regime (top plots) and a more strongly nonlinear, irregular regime (bottom plots). In each case, the prior forcing and the prior model state were 0; time-series synthetic data (surface elevation and velocity) were assimilated at the locations shown as circles, in a 1 hour time interval. Linear plots on the left are the time-and alongshore-averaged alongshore current of the true nonlinear solution (black), the inverse tangent linear solution (blue), and inverse nonlinear solution forced by the corrected (inverse) forcing (red). Color maps show snapshots of vorticity (color) and velocity vectors (only in the bottom plots) from those solutions at the end of the assimilation time interval. The nonlinear inverse solution (right) predicts the location of eddies in close correspondence with the truth (second left). White contours are bathymetry (every 0.5 m).
Although the simple linear models cannot represent faithfully all of the detailed physics of the coastal ocean, their relative simplicity has allowed significant insights into the basic nature of the data assimilation problem that cannot be readily inferred from the output of more complete nonlinear models. Our studies of data assimilation in linear models have utilized the variational representer method (RM), and involved both analytical models of shelf dynamics (Scott et al., 2000 , Kurapov et al. 1999 ) and a numerical model implemented in a study of the M2 internal tide on the mid-Oregon shelf assimilating HF radar surface velocities (Kurapov et al. 2003) . These studies proved to be valuable in addressing fundamental questions, such as the extent to which knowledge of surface velocity measurements over a limited area constrains the model solutions at depth or across-shore and alongshore distances from the data sites. Linear models can also be readily utilized to examine the sensitivity of the data assimilation system to errors in data, model parameterizations, wind-stress forcing and boundary conditions (Kurapov et al. 2003) . The analysis of linear DA models has facilitated formulation of the statistical error models that are necessary for implementation of systems based on the nonlinear primitive equations and sequential assimilation (Kurapov et al. 2002 (Kurapov et al. , 2005a .
Studies using the straightforward, but suboptimal, sequential optimal interpolation (OI) method with the nonlinear primitive equation Princeton Ocean Model (POM) have focused on aspects of modeling the subinertial wind-driven circulation. The POM-OI system was developed and implemented initially for assimilation of HF radar surface current data (Oke et al. 2002) , and then extended to assimilation of velocity measurements from an array of acoustic Doppler profiler (ADP) moorings (Kurapov et al. 2005a,b,c) . These studies provided insight into the magnitude and the spatial structure of the dynamical errors, gave us experience working with diverse sets of data (used both for assimilation and solution evaluation), and allowed us to address a number of physical phenomena, including cross-shelf transport and near-bottom mixing variability resulting from flow-topography interactions. The OI data assimilation scheme sequentially updates state variables based on data-model differences and stationary estimates of forecast and data error statistics. Such a simple sequential approach improves modeled coastal ocean circulation on average over the season. However, to improve prediction on the event scale, more elaborate DA methods must be employed.
Merging the two DA approaches mentioned above, we intend to develop methods that are optimal with respect to both choice of a numerical model and data assimilation methodology. In particular, we focus on the development and implementation of the RM with nonlinear high-resolution regional models of coastal ocean dynamics, following methodology outlined by Chua and Bennett (2001) . Utilizing nonlinear models, the minimum of the penalty function formulated in RM can be obtained iteratively as a relatively small series of linearized optimization problems (so called "outer loop" iterations). Each linearized problem is solved efficiently in a representer subspace of the state space. Using the indirect representer method (Egbert et al. 1994 ; also see Chua and Bennett, 2001) , the optimum linear combination of the representer solutions can be obtained iteratively in a series of adjoint model and tangent linear model runs ("inner loop" iterations). Thus, large data sets can be assimilated.
Our study has involved testing the RM initially using a shallow water nonlinear model of circulation in the nearshore surf zone. We are also assessing of the utility of the newly available tangent linear (TL) and adjoint (AD) components of the 
Figure 2. Experiments with synthetic data show that alongshore (top) and cross-shore (bottom) components of the forcing (m2/s2) can be reconstructed by means of data assimilation in a shallow water nearshore model. The prior forcing is 0, and the plots show (left to right): the true forcing and the 1st, 3rd, and 5th outer loop iteration corrected (inverse) forcing fields, for the strongly nonlinear
case; time-series synthetic mooring data (see Fig. 1 are bathymetry (every 0.5 m) .
for locations) are inverted in a 1 hour time interval. White contours
The improvements in the 3D model formulation and advances in the data assimilation methodology will allow us to extend dynamical analysis of coastal flows to a greater range of spatial and temporal scales and to address a number of oceanographic research issues such as: (i) the relative importance of local forcing and open boundary inputs for coastal ocean prediction, (ii) mechanisms responsible for material transport between the coastal and interior ocean, (iii) predictability limits of transient oceanic flows, etc.
WORK COMPLETED
To better understand technical issues associated with TL&AD ROMS, the RM, and IOM, we have developed our own TL and AD codes for the two-dimensional barotropic (shallow-water) nonlinear model. The system can be utilized to find, by means of data inversion, improved time-and spacevariable forcing, initial and boundary conditions. Instantaneous or time-averaged observations can be assimilated. These codes have passed stringent tests of adjoint symmetry and have exhibited convergence in dataless ("Picard") iterations. In collaboration with B. Chua, our shallow water codes have been integrated into IOM. Utilizing the indirect representer method, we developed and routinely utilized a preconditioner to accelerate the convergence of inner loop iterations (Egbert 1997) . It is based on a limited number of representer solutions computed directly. Preconditioner computations have been done on the parallel computers of the Alaska Research Supercomputer Center. We will soon be able to run these computations locally, using a newly acquired 32-processor Linux cluster, bought partly using funds from this project.
The resulting DA system has been applied to synthetic data assimilation experiments in a problem of alongshore flows over variable beach topography driven by gradients of radiation stresses from breaking waves in the surf zone (Slinn, Allen, and Holman, 2000) . In these DA studies, the true forcing was spatially variable, but time-invariant. Depending on the magnitude of the bottom friction parameter, the alongshore flow may exhibit shear instabilities that result in regular equilibrated wave patterns in a weakly nonlinear regime (Figure 1, top) or irregular "turbulent" behavior in a weakly frictional and strongly nonlinear regime (Figure 1, bottom) . In a periodic channel, we have run successful experiments with synthetic data in both regimes. The data were sampled from a "true" fully developed unsteady nonlinear solution that featured an alongshore current in excess of 1 m/s and intensive eddy variability. The prior initial conditions and forcing were 0; hence, all the information about the flow and forcing was extracted from the data. The goal of DA was to obtain improved estimates of both the initial conditions and the forcing (Figure 2) Also, we have nested ROMS (at 3-km horizontal resolution) in a monthly climatology derived from 4 years of output from the NCOM regional model of California Current System (NCOM solutions have been provided by J. Kindle, NRL). In this part, we collaborated with Dr. B.J. Choi (OSU) who has been investigating optimal options for nesting as part of a GLOBEC/NEP project supported by NOAA. The runs in this nested configuration, using climatologic fields, have been performed for April-August 2002 using spatially variable COAMPS wind forcing. The model-data comparisons (using satellite alongtrack altimetry, mooring and HF radar data) are being performed. Sensitivity studies are planned to investigate the relative effect of variable Coriolis parameter and spatially variable wind stress on coastal current separation and cross-shore material transport near Heceta Bank and Cape Blanco. Only (WO) cases, days 4, 9, 14, and 19 (spin-up cases applying a constant southward alongshore  wind stress of 0.05 N/m2) .
Figure 3. Results from two-dimensional (vertical and cross-shore coordinates) model experiments show that effects of internal tides on the subinertial wind-driven coastal current are: (top) the reduced tidally-averaged, depth-averaged alongshore velocity and (bottom) the increased effective linear bottom friction coefficient. Dashed lines are cases Tide+Wind (TW) and solid lines are Wind

RESULTS
In the implementation of our shallow-water DA model, we have learned how to resolve a number of RM-related technical issues that include formulation of appropriate adjoint procedures for the forcing and boundary conditions; tangent linearization of the nonlinear equations maintaining consistency between the continous and discrete model formulations; convergence acceleration using the preconditioner; capabilities to assimilate time-averaged observational information. These findings have been communicated to the ROMS group during joint meetings and workshops.
One challenge of assimilating data in a nonlinear regime is that the flow variability resulting from intrinsic eddy interactions is not directly controlled by the forcing. However, in our studies using the shallow water nearhore DA model, we have found that the eddy variability can be predicted deterministically if the assumed forcing error covariance allows some time variability in the forcing, even though the true forcing is time-independent. This is achieved by implementing a forcing error correlation function separated into the (order one) stationary and (small amplitude) non-stationary parts, allowing forcing fluctuations to be minimized while still providing control on the eddy field. (Blayo and Debreu, 2005) . In the latter case, the type and the number of conditions depends on the strength and direction of the flow through the boundary (these conditions are in general nondifferentiable; general utility of the representer method with these conditions is yet to be investigated).
In a study of interaction of wind-and tidally driven shelf flows, cases forced with tides only (TO), wind stress only (WO), or tides and winds in combination (TW) have been analyzed. Comparisons of solutions WO and TW during the spin-up from rest showed that a 10-15 cm s-1 internal tide can cause a 10 cm s-1 reduction in the intensity of the upwelling jet (Figure 3a ). This reduction is accompanied by an increase in the effective linear friction coefficient (Rooth 1972) , computed as Cd={τb}/{vb}, where τb and vb are the alongshore bottom stress and velocity, correspondingly, and {..} denote averaging over a tidal cycle (Figure 3b ). Curiously, in the spin-up case the zone of higher Cd is found on the offshore side of the upwelling jet (compare Figure 3a and 3b ). In cases forced by the timevariable wind stress, we can see substantial tidal modulations in the level of the turbulent dissipation rate ε in the surface and bottom boundary layers and we also find patches of elevated ε in the middle of the water column associated with combined upwelling-and tidally-related velocity shear (Figure 4 ).
Figure 4. Tidal modulation of the turbulent dissipation rate (contoured as a function of time and depth) in the surface and bottom boundary layers and in the middle of the water column at a midshelf location (based on 2D (vertical and cross-shore coordinates) ROMS computation forced with time-variable wind stress and heat flux corresponding to 2001).
In 3D ROMS experiments studying wind and tidally driven flows in combination, we found that the magnitude and the spatial structure of the internal tidal signal on the surface varied significantly, depending on the location of the upwelling front and jet. Preliminary comparisons with mooring data have suggested that inclusion of tidal forcing may improve model variability on subinertial time scales, providing better consistency of the prior model and the data to be assimilated.
