ABSTRACT Locating the source of information in online social networks facilitates knowing the origins of events, verifying the authenticity of information and finding the initial spreaders of rumors. However, locating the source of information in online social networks is a challenge task. This is because the information diffusion process is dynamic and complex, and the observation of the process is restricted to a limited number of nodes. Many previous works have studied the source locating problem under synchronous diffusion models, but the information diffusion process in social networks is naturally asynchronous and stochastic. The source locating method designed for the synchronous diffusion process cannot be directly applied to the asynchronous diffusion process. Aiming at solving the source locating problem of the asynchronous diffusion process in online social networks, we propose a source locating method that consists of an estimator based on the correlation coefficient and a matrix to represent the diffusion time delay between nodes approximately. Five sampling strategies for choosing observable nodes are presented to cooperate with the source locating method. Numerical simulations show the proposed method is superior to the state-of-theart method on the asynchronous diffusion process in three types of networks.
I. INTRODUCTION
The online social network is a kind of easy-to-use tool for people to share news, express opinions and communicate with each other. Nowadays, it has attracted millions of users, and has been widely used in people's daily life. Because of its advantages of sharing and forwarding content, information in it can diffuse rapidly and widely. However, false information and rumor can also spread as rapidly and widely as real news. In order to verify information, the source of information should be identified, and thus the source locating method is needed. Locating the source of information about current affairs can also help to catch up news.
In recent years, there have been some efforts in studying the source locating problem. There are different types of source locating algorithms. Some typical source locating methods are based on centrality [1] , reachability and distance to monitors [2] , or similarity between simulation and observation [3] . These methods examine nodes to find which one is most likely to be the source of the diffusion process. Most existing works explore the source locating problem under a synchronous diffusion model. However, the diffusion process in the social network is naturally asynchronous. Thus, these existing source locating methods cannot be directly applied to the real diffusion process in online social networks.
In online social networks, the asynchronism of the diffusion process and the constraint in observing make it a challenge task to locate the source of information. Consider a social network in which nodes represent users and edges represents friendships. First, the diffusion process in real world is asynchronous, which increases the randomness of the diffusion result. In the asynchronous information diffusion process, the forwarding of information does not occurred synchronously in hypothetical discrete time steps. Instead, the neighbors of a node are exposed to the same message posted by the node at different time points. The time delay on each edge is a random variable. Though there are a few efforts that locate the source of asynchronous, we still need to improve the adaptability and accuracy of source locating methods, especially for the asynchronous and stochastic diffusion process in online social networks. Second, observing every user in the network in real-time is usually impossible. Besides, the interaction and communication between users usually cannot be observed. To locate the source of information, a subset of nodes is chosen in advance. The sampling strategy to choose these nodes can affect the accuracy of source locating methods. However, existing efforts only compare a small number of strategies to choose observable users for source locating. More strategies need to be tested.
In order to solve the challenges mentioned above, we propose an estimator to locate the source and an approximation method that approximately represents the time delay for information to diffuse among nodes. The design of the estimator is based on the fact that the node at a greater distance away from the source of the diffusion becomes active later. The approximation method approximates the unknown diffusion path using the path with minimum hops and approximates the diffusion time delay using the sum of mean time delay on the approximate path. The contributions of this paper are as follows:
• A source locating estimator is proposed. It can evaluate the likelihood for each node to be the source with the observation obtained by a limited part of nodes. The estimator is based on the correlation coefficient between the activation time of the observable nodes and the diffusion time delay between nodes. The node that has the largest correlation coefficient is the inferred source.
• A method to approximate the diffusion time delay between nodes is proposed. It can estimate the time it takes for information to diffuse between each pair of nodes, and represent them in the form of matrix. A modified breadth-first search algorithm called minimum hops path weighted length (MHPWL) algorithm is proposed to get this matrix. This matrix can improve the accuracy of the source locating estimator we proposed.
• The results of numerical simulations show the proposed method has better accuracy on asynchronous and stochastic diffusion process in three types of networks.
In numerical simulations, we also explore the influence of six different sampling strategies to choose observable nodes.
The rest of this paper is organized as follows. Section II briefly reviews the related works. Section III presents the problem statement. Section IV introduces the state-of-the-art source locating method, presents our proposed method, and introduces several sampling strategies. Section V presents the numerical simulations results. Section VI is the case study in which the source locating method is applied to real information diffusion processes. Section VII discusses some findings, states the limitation of our research, and concludes the paper.
II. RELATED WORKS A. INFORMATION DIFFUSION MODELLING
Various information diffusion models have been proposed to describe and simulate the information diffusion process in social networks. SIR and SIS are two representative epidemic models [4] , and Leskovec et al. [5] model the information diffusion process with a SIS model. The Independent Cascade (IC) model [6] and Linear Threshold (LT) model [7] are used to study the problem of influence maximizing in social networks [8] . These models assume that information diffuse in discrete time steps represented by positive integers. However, in the real-world the information diffusion process is asynchronous. The neighbors of a user receive the information from the user at different time and the time delay on each edge is a random variable. In this paper, we study the source locating problem under the AsIC model [9] . The AsIC model provides a more general way to describe and simulate the asynchronous information diffusion process. The detail of the AsIC model is presented in section III.
B. SOURCE LOCATING
Many previous works study the source locating problem under synchronous diffusion model. Centrality measurement is used to locate the source of three different synchronous diffusion models [1] . This method measures the centrality of nodes in the subgraph that consists of all the infected nodes of a diffusion process. Seo et al. [2] study the source locating problem with restricted observers. Zang et al. [10] and [11] propose methods to locate multiple sources under SIR model. However, although the performance of these methods is good enough under synchronous diffusion model, they cannot be directly applied to the asynchronous diffusion process. The asynchronism of the diffusion process in real-world increases the obstacle for source locating.
Efforts have been made to locate the source of asynchronous diffusion process. Pinto et al. [12] study the source locating problem under an asynchronous model with restricted observers. The assumption is: (1) some observers are chosen in advance, (2) whether and when an observer is infected is known, and (3) which neighbor an infected observer get infected from is known. An estimator is proposed. Louni and Subbalakshmi [13] propose a twostage algorithm based on the work presented in [12] . Zhang et al. [14] compare the sampling strategies for the source locating estimator proposed in [12] . These works do not study the scenario that when the forwarding probability is less than 1. Besides, assumption (3) is usually violated in the real world, and in our paper we assume that the communication between observers and their neighbors is unknown.
Shen et al. [15] study the source locating problem under asynchronous model. Different from [12] , this work assumes the infected observer does not report which neighbor it gets infected from. This work is most related to our work. The Time-Reversal Backward Spreading (TRBS) algorithm is proposed to solve the source locating problem for asynchronous diffusion process. This algorithm is detailed in Section 4. We compare our method with it in numerical simulations.
III. PROBLEM STATEMENT
In this paper, we address the problem of the source locating in online social networks. Specifically, we focus on locating the source of asynchronous diffusion process under limited number of observable nodes.
Consider a network represented by a finite and undirected graph G = (V , E) where nodes v ∈ V represent users and edges e ∈ E represent friendships between users. The structure of G is assumed to be known. Information diffuses in G and starts from an unknown source denoted by s(s ∈ V ) in an asynchronous manner. We can observe the diffusion process by monitoring a set of nodes called observable nodes. The task is to locate the source s with the observation obtained by monitoring a limited number of observable nodes.
The asynchronous information diffusion process is modeled by the AsIC model [9] . In the AsIC model, nodes are divided into two states: active and inactive. The nodes that are not exposed to the information or ignore it are considered inactive. The nodes that post the information or forward it are considered active. The information diffuses as follows.
(1) Once a node forwards (or posts) the information and becomes active, its neighbors will be exposed to the information after time delays. The time delay denoted by t on each edge is a random value.
(2) These neighbor nodes may forward the information and become active with a forwarding probability denoted by p.
These two steps repeat until there is no newly active node. If the time delay is a constant, the model is reduced to the synchronous model. We assume the time delay on each edge is a random value that follows Gaussian distribution, and the time delays on both direction of an edge are the same. The exact time delays for one diffusion process cannot be observed directly, but the mean time delay on each edge is assumed to be known. The mean time delay is represented as the weight of the edge, i.e., weight(e) = t e . The forwarding probability satisfies 0 < p ≤ 1.
The observable nodes are denoted by V S (V S ⊆ V ). The number of observable nodes is limited to |V S | = ε|V |, where ε denotes the percentage of the observable nodes. The observable nodes are chosen in advance. Only the observable nodes can be monitored. When an observable node adopts the information(i.e., it forwards the information and becomes active to it), the time point of this action is assumed to be known, which is called activation time. We also assume that we cannot know the interaction and communication between nodes, hence we do not know from whom the active observable node receives information. This is a realistic assumption since many social network platforms provide strict privacy protection.
IV. METHODOLOGY
Before describing the state-of-the-art method and our proposed method, we present some key concepts and notions.
Consider an information diffusion process. The set of observable nodes that are active to the information is defined as
For convenience, these active observable nodes are denoted by a vector
and the corresponding observed activation time vector of these nodes is denoted by a vector
If a diffusion process is observed in the social network, a vector t can be obtained by monitoring V S . The source locating method takes the network G and the activation time vector t of an information diffusion process as input, and infers the source of the diffusion process. The inferred source is denoted byŝ.
A. CURRENT STATE-OF-THE-ART METHOD
Here we introduce a current state-of-the-art method for locating the source of the asynchronous diffusion process called Time-Reversal Backward Spreading (TRBS) proposed in [15] . TRBS uses the weighted shortest path length to approximate the diffusion time delay, which is the time it takes for the information to diffuse from one node to another. Note that the diffusion time delay is the sum of the time delay on every edge forming the diffusion path. This approximation method can also work with the source locating estimator we propose. In numerical simulations, we compare it with the approximation method we propose under different conditions.
The TRBS method is based on the fact that if a node is the source, the estimated activation time of this node calculated from every active observable node should equal to each other, and equal to the actual activation time of the source, too. In other words, there is
where t s is the actual activation time of s and τ (a, b) is the diffusion time delay from node a to node b.
Though the actual activation time t s is unknown, the vector of the estimated activation time calculated from different active observable nodes can be used to locate the source. First, VOLUME 6, 2018 for each node v ∈ V the corresponding vector is calculated as
where
is the vector of diffusion time delays. Second, the variance of T v for each node v is calculated. Third, the node with zero variance is claimed to be the source. However, while t can be obtained by the observable nodes, the vector of diffusion time delays between nodes denoted by τ is unknown. Thus, the TRBS algorithm compromises. It approximates τ (a, b) with the weighted shortest path length between a and b, and the weight of each edge is the mean time delay. In addition, instead of the node with zero variance, the node with minimum variance is claimed to be the sourceŝ.
Given the network and the observable nodes, the weighted shortest path lengths need only be calculated once and can be reused if the network and the observable nodes do not change. For convenience, the weighted shortest path lengths can be represented as a matrix. The matrix is a N × K matrix where N = |V | and
the element of the matrix is
whereτ (i, o j ) is the weighted shortest path length from node i to the observable node o j , and the row vector of the matrix is
Note that if some observable nodes are inactive, there is M < K (M = |O|). Thus, only active observable nodes are considered.
, and the elements ofτ i are chosen from q i according to the activation of nodes. Then, equation (4) is replaced by
and the source isŝ
In brief, the TRBS algorithm approximates the diffusion time delay with the weighted shortest path length, calculates the variance of the difference vector of activation time and weighted shortest path length, and claims the node with minimum variance as the source.
B. PROPOSED METHOD
The proposed method is based on the correlation between activation time of active nodes and the diffusion time delay. To address the source locating problem, we also utilize the approximation of the diffusion time delay. Different from the TRBS algorithm, we propose another method to approximate the diffusion time delay besides the weighted shortest path length.
In the rest of this section, the correlation based estimator is presented. Then, a matrix Q to approximate the diffusion time delay between nodes is proposed, and the algorithm to calculate Q is given.
1) THE CORRELATION COEFFICIENT ESTIMATOR
When the information diffuses from the source to an observable node, the longer diffusion time delay it takes on the path, the later this observable nodes become active. The diffusion time delay is the accumulation of the time delay on every edge of the diffusion path. Thus, the activation time of the node that is at greater distance away from the source becomes active later, if the definition of the distance reflects the diffusion time delay properly. Replacing the source with other nodes will violate this fact. This feature can be used to design the estimator to locate the source. Now an estimator that can reflect how likely a node is closer to the earlier active observable node and farther from the later active observable nodes is needed. Our estimator is based on that the activation time is linear with the diffusion time delay. Note that the start time of the diffusion which is also the activation time of source is unknown. In other words, there is
for ∀o ∈ O. Note that the linear relationship between t o and τ (v, o) is only satisfied for the source node v = s because the real diffusion path starts from the source. Since t s is unknown, in order to utilize the relation between the activation time and the diffusion time delay, the correlation coefficient between t o and τ (v, o) is calculated for v ∈ V and the node with maximum correlation coefficient is claimed to be the sourceŝ. Moreover, the approximation of
Letτ (v i , o j ) be the approximation of the diffusion time delay (either approximated by the weighted shortest path length or other methods). The correlation coefficient between the observed activation time vector t and the approximate diffusion time delay (10) wheret is the mean of t andτ v is the mean ofτ v . The source isŝ
2) THE APPROXIMATION METHOD TO APPROXIMATE THE DIFFUSION TIME DELAY
In our method, a different approximation method to approximate the diffusion time delay is proposed. It can improve the accuracy of our source locating estimator. The number of the hops of the path is taken into consideration, and the diffusion time delay is approximated by the weighted length of the minimum hops path, while the weight on the edge is the mean time delay. When the forwarding probability p < 1, the probability for information to successfully propagate on a path is p h , where h denotes the hops on the path. That is, on the path with fewer hops, information is more likely to pass through. Thus, instead of the weighted shortest path length, we use the weighted length of the minimum hops path. Note that our approximation method can also be used with the TRBS method. Let Path MH (v i , o j ) be the path with the minimum hops from v i to o j . If there are multiple paths with the same minimum hops, the path with the minimum weighted path length is chosen. The approximate diffusion time delay matrix is a N × K the minimum hops path weighted length matrix denoted by Q , and the element of the matrix is
Then the matrix can also be represented in the form of row vectors as Q = [q 1 , q 2 , · · · , q N ] T , and there is
. By choosing element from q i according to the active observable nodes, the vector
] is formed and used for source locating. The matrix Q is calculated by the minimum hops path weighted length (MHPWL) algorithm based on a modified batch breadth-first search (BFS) algorithm.
The original BFS algorithm starts from a node v, and visits all nodes at h hops form v before visiting any nodes at h + 1 hops [16] . The BFS algorithm uses a queue to control the visiting sequence. The progress of BFS works as follows. (1) For initialization, the starting node is enqueued. (2) The node v current at head of the queue is visited and dequeued. (3) The unvisited neighbor of v current is enqueued. (4) Step (2) and step (3) repeat until every node is visited. The information about whether a node is visited can be either stored in an independent set or stored as an attribute of the node.
However, the original BFS algorithm does not handle the case when two nodes are linked to a common unvisited neighbor. If the common neighbor is visited from one of the two nodes, the path from the other will be ignored. Therefore, the original BFS algorithm may miss some paths that have smaller weighted path length. The MHPWL handles this case by searching neighbors in batches. A queue of edges is used instead of a queue of nodes. There is also an indicator designed to separate nodes at different level. The algorithm is presented as Algorithm 1. The matrix Q can be reused for different diffusion processes if the structure and properties of the network remain static.
C. SAMPLING STRATEGIES
Since observing every user in the network in real-time is usually impossible, in order to get the observation of a diffusion process, a subset of the nodes in the network is sampled in advance, and then the observations about the subsequent diffusion processes are obtained by monitoring these nodes.
Algorithm 1 MHPWL Algorithm
Input: G = (V , E), the network Output: Q 1: initialize Q as a matrix 2: for j = 1, 2, · · · , M do 3: initialize edge_queue as a queue 4: for each node n ∈ neighbors G (j) do 5: append e j,n to the end of edge_queue 6: end for 7: initialize visited_set as an empty set 8: for each edge e a,b in edge_queue do 9: add node b into visited_set 10: end for 11: append Null to edge_queue's end as an indicator 12 :
while edge_queue is not empty do 14: e f ,t ← edge_queue.pop(0) 15: if e f ,t is Null then 16: if edge_queue is not empty then 17: for each edge e a,b in edge_queue do 18: add node b into visited_set end while 38: end for 39: return Q However, choosing observable nodes indiscriminately can lead to low source locating accuracy, because the inactive nodes provide little information about the diffusion process, and the nodes in the network have different probability to become active. For example, in worst-case scenario, when the forwarding probability p is small (e.g. p < 0.5), the nodes with lower degree have smaller chance to be activated. If most of the chosen nodes are unlikely to be activated, the accuracy of source locating is inhibited by the poor information provided by these observable nodes. Thus, sampling strategies are needed.
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Sampling observable nodes is done in advance without any knowledge about the subsequent diffusion processes, and therefore sampling strategies mainly rely on the structure of the network and the characteristic of the nodes. Since active nodes can provide more information for source locating, the basic rule for sampling is choosing nodes that can become active in the end easily. Besides, since for our method in the ideal case we expect the real path length equals to the length of approximate path, we prefer to choose nodes that the information can reach them in fewer hops. However, the source node can be any node in the network, so a heuristic solution is choosing important nodes as observable nodes. Here we present several sampling strategies. These methods are often used to measure the importance of nodes in the network, and we believe they can also reflect in a way how easily a node can become active. The source locating algorithms are tested with these sampling strategies.
a: Uniformly random sampling
It is a simple strategy that chooses K (K = |V S |) observable nodes randomly according to a uniform distribution.
b: Degree based sampling
It is a strategy that chooses observable nodes whose degrees are large. The nodes are sorted in descending order by degrees, and then top K of them are chosen.
c: Betweenness based sampling
The betweenness centrality is defined as
where n i st is the number of shortest paths that pass through node i between s and t, and n st is the total number of paths between s and t. The nodes are sorted in descending order by B i , and then top K of them are chosen.
d: Closeness based sampling
The closeness centrality is defined as
where d ij is the the shortest path length between v i and v j . The nodes are sorted in descending order by C i and then top K of them are chosen.
e: Ksum based sampling
The Ksum is a proposed in [17] to measure the importance of a node. It is defined as
The nodes are sorted in descending order by Ksum and then top K of them are chosen.
f: Approx-vertex-cover (AVC)
The Approx-vertex-cover algorithm [16] is used here to choose observable nodes. Let E be a copied set of all edge E, the original algorithm repeats when E is not empty: (1) choosing arbitrary edge e a,b from E , (2) adding the nodes a and b to the cover set C, and (3) removing any edge incident on a and b. Here we stop the loop when |C| = K and use C as the set of observable nodes.
V. NUMERICAL SIMULATIONS A. RESEARCH QUESTIONS
In the numerical simulations, we explore the following research questions:
(i) Among the four combinations of estimators and approximation methods, which one is better? Since the estimators can work with different approximation methods, in order to test the effectiveness of the proposed method, all the four combinations are compared. (ii) Can the approximation method we propose improve the accuracy of our source locating estimator?
The approximation method is proposed to improve the accuracy of our source locating estimator, and in order to test its effectiveness, it is compared with the approximation method in previous work using the shortest path length. (iii) What is the influence of the percentage of observable nodes in the network? All the information about the diffusion process used in source locating is obtained by monitoring the observable nodes. Since nodes in the network have different probability to become active in the end, there is an intuition that a lager percentage of observable nodes is better. How does the percentage of observable nodes affect the source locating accuracy need to be tested. (iv) What is the performance of different sampling strategies for our method? Which is better? As mentioned above, choosing observable nodes indiscriminately can lead to low source locating accuracy, and therefore source locating strategies are needed. Besides, different sampling strategies may have different effect working with different source locating methods, and the adaptability for different type of networks may also vary. Thus, they are compared with the two combinations involving the correlation coefficient estimator on different networks. (v) What is the influence of forwarding probability?
The forwarding probability affects the diffusion process heavily, and then affects the source locating accuracy. The lower the forwarding probability is, the more uncertain the diffusion path is. The source locating methods are tested under different forwarding probabilities. (vi) Does the size of the network have an impact on the accuracy of the source locating method proposed? The size of the network is also an important variable.
Whether the source locating method that performs well when there are hundreds of nodes is competent if scaling to larger networks needs to be tested.
B. DATA PREPARATION AND SIMULATIONS
In order to examine the effectiveness of our method, we evaluate our method on two types of synthetic network and one real network. The two types of synthetic network are small-world networks generated by WS model and scale-free networks generated by BA model. For each type of synthetic network, 3 networks are generated. The real network is a Facebook network from https://snap.stanford.edu/data/ egonets-Facebook.html, which is collected by [18] . The characteristics of each network is shown in Table 1 . The degree distribution of the Facebook network is shown in Figure 1 . Note that the degree of the Facebook network does not follow a strict power-law distribution. Diffusion processes are generated by simulation that implements the AsIC model. In order to evaluate the source locating methods in various conditions comprehensively, diffusion processes of different parameters are generated and various observations of them are used. The simulation of diffusion starts from a random source, which is uniformly distributed among the nodes in the network. The delay on each edge is generated by Gaussian distribution N (µ e , σ 2 e ). In order to get a positive delay, the parameter is assumed to satisfy µ e ≥ 3σ e > 0 and any negative delay is abandoned and regenerated. We set σ e = 1, and µ e is a positive integer in {3, 6, 9} randomly assigned to each edge. The forwarding probability is set to p ∈ {0.05, 0.10, · · · , 1.00}. There are 100 independent runs on each network under the same setup of p. Thus, there are 20 × 100 diffusion processes for each network. For each network, sets of observable nodes are sampled by the 6 sampling strategies mentioned in section IV-C. For each sampling strategy, 5 sets of observable nodes are sampled in different percentage ε ∈ {0.1, 0.2, 0.3, 0.4, 0.5}. Thus, there are 6 × 5 sets of observable nodes for each network. For each diffusion process, an observation is obtained by monitoring a set of observable nodes. Thus, the number of observations obtained for each diffusion process is also 6 × 5.
The source locating method takes an observation of the diffusion process and the network as input, and output a sorted list of nodes. For our source locating method, the nodes are sorted by correlation coefficient in descending order. For the compared method, the nodes are sorted by variance in ascending order. The output is regarded as the result of a trial of source locating.
Four combinations of estimators and approximation methods are compared: (1) the original TRBS method-the TRBS estimator with the weighted shortest path length matrix (TRBS+Q); (2) the TRBS estimator with the minimum hops path weighted length matrix (TRBS+Q'); (3) the correlation coefficient estimator with the weighted shortest path length matrix (CC+Q); and (4) the correlation coefficient estimator with the minimum hops path weighted length matrix (CC+Q').
C. EVALUATION METRICS
Two metrics are used for evaluating the source locating. The success rate is the fraction of times that the source locating method successfully ranks the real source at the top one:
and source locating method that can get a higher success rate is better. The rank percentage is defined as the rank of real source in the list sorted by the source locating algorithm divided by the number of the nodes in the network that is examined by the source locating algorithm:
Rank Percentage = rank of the real source
The average rank percentage is the average of rank percentage over trials. The source locating method that can get a smaller average rank percentage is better. Note that the algorithm with a lower success rate does not necessarily get a bigger average rank percentage. If an algorithm with a low success rate can get a small average rank percentage, it is still valuable in practice. The success rate and average rank percentage are two evaluation metrics emphasize different aspects of the performance of source locating method. When success rates of source locating methods are low in the rough condition, the average rank percentage of them may convey more information for reference. 
D. RESULTS
In order to answer the research questions, five groups of evaluation are performed: (1) the success rates and average rank percentages of the four combinations are compared to answer question (i) and question (ii); (2) the evaluation metrics are examined under different percentage of observable nodes to answer question (iii); (3) the performance of different sampling strategies is compared to answer question (iv); (4) the evaluation metrics under different forwarding probability are examined to answer question (v); and (5) the evaluation metrics are examined in WS, WS2 and WS3 for the small-world network and in BA, BA2 and BA3 for the scale-free network to answer question (vi). First, we compare the source locating methods from a summarized view. Table 2 shows the success rate of the four combinations of estimators and approximation methods in the WS network, the BA network and the Facebook network. The success rate in each network is calculated over all the diffusion processes and observations in that network. As shown in this table, the correlation coefficient estimator with the minimum hops path weighted length matrix has the best success rate in the four combinations. The correlation coefficient estimator with the weighted shortest path length matrix has a better success rate than the original TRBS method in the BA network, but it has a worse success rate in the WS network and the Facebook network. The approximate method we propose can improve the success rate of the correlation coefficient estimator, but it cannot improve the TRBS estimator. Table 3 shows the average rank percentage in the three networks. The average rank percentage is calculated by averaging the rank percentage over all the diffusion processes and observations in that network. Table 3 shows a result similar to table 2. The difference between the average rank percentage of the original TRBS method and that of the correlation coefficient estimator with the minimum hops path weighted length matrix in the WS network is smaller than the difference in the BA and Facebook network. Note that both the success rate and the average rank percentage of these source locating methods in the WS network are better than those in the Facebook network, and these two metrics in the Facebook network are better than those in the BA netbook. Figure 2 shows the average rank percentage of the four combinations under different ε. Table 4 shows the success rate of the four combinations under different ε. The forwarding probability here is set to p = 0.8. We can see the influence of ε at [0.1, 0.5] on both average rank percentage and success rate is small. From the figure and the table we can also see that a low success rate does not necessarily mean a big average rank percentage. For example, the correlation coefficient estimator with the minimum hops path weighted length matrix has a success rate around 0.46 in the BA network, but it has a good average rank percentage smaller than 0.02. Table 5 and table 6 show the comparison of sampling strategies. Among the sampling strategies, the betweenness based sampling method has the best success rate. The uniformly random sampling strategy has the best average rank percentage in the WS network and the Facebook network, and the Ksum based sampling strategy has the best average rank percentage in the BA network. Figure 3 shows the success rate of the source locating method we propose under different forwarding probabilities. Figure 4 shows the average rank percentage of source locating method we propose under different forwarding probabilities. As the forwarding probability p increases, the success rate and the average rank percentage improve. The success rate in the WS network grows faster and earlier than those in the other two networks as p increases, and is higher than them at p = 1. The success rate in the WS network is better than that in the Facebook network, and the success rate in the Facebook network is better than that in the BA network. The comparison of the average rank percentage in the three networks is similar to the success rate. When p equals to 1, the source locating method can ensure that the real source presents at top 5% of the sorted list of nodes in the three networks. Table 7 shows the success and average rank percentage of the source locating method we propose in networks of different sizes. The influence of the size is small, especially in the small-world networks. Here, we answer the research questions.
(i) The correlation coefficient estimator with the minimum hops path weighted length matrix is better than the other combinations in the three networks in our simulation. (ii) The minimum hops path weighted length matrix can improve the performance of the correlation coefficient estimator, but it cannot improve the performance of TRBS estimator. 
VI. CASE STUDY
The source locating method is applied to the empirical data collected from Weibo for case study. The data contains an underlying network and five complete information diffusion processes. We start by collecting a network in which most of the nodes are active and popular accounts. Then, the accounts they are following are added to the collected network. Finally, the nodes in the collected network are filtered and only the nodes connected by bidirectional following relationship are retained. The number of the nodes is 603, the number of the edges is 9738, and the average degree is 32.3. The characteristic of the five information diffusion processes is shown in table 8.
The observable nodes are chosen using uniformly random sampling and Betweenness based sampling. The correlation coefficient estimator with the minimum hops path weighted length matrix is applied. The result is shown in table 9. The error hops are the hops from the real source to the node output as the source by the source locating method. In the result, the betweenness based sampling strategy preforms better. The error hops are pretty low, and the low diameter of this network is one of the reasons. The real source of information #3 and #5 are successfully located with the betweenness based sampling strategy and the source of information #5 is successfully located with the uniformly random sampling strategy. The reason may be that the sources of the two pieces of information are more popular and influential than most of the nodes forwarding the information, and most of the active nodes forward the information from them directly. As for information #2 and #4, the sources of the information are not very popular, and there are some very popular nodes that attract more forwarding than the nodes. The source locating method falsely treated one of these popular nodes as the source.
VII. DISCUSSION AND CONCLUSION
In this paper, we study locating the source of asynchronous diffusion process in social networks. A source locating method that consists of an estimator and an approximation method to represent the diffusion time delay is proposed. We have systematically tested our source locating method with diffusion processes of different parameters following the AsIC model in three types of networks. The numerical simulation results suggest our source locating method that consists of the correlation coefficient estimator and the minimum hops path weighted length matrix is superior to the TRBS method for the asynchronous and stochastic diffusion process.
In evaluation, the success rate and the average rank percentage are used. We find that getting a bad success rate does not mean getting a bad average rank percentage for the source locating method. In addition, we find that according to both metrics, the accuracy of the source locating method is better in the small-world network than that in the Facebook network, and the accuracy is better in the Facebook network than that in the scale-free network. This is perhaps because if the nodes in the network have similar degrees, the nodes have similar chances to be activated, and the real diffusion paths are close to the assumed paths in our approximation method. However, if there are nodes whose degrees greatly exceed the average, some real diffusion paths through these nodes can be much shorter than the approximation method expects. This effect lowers the accuracy of source locating.
Our work has some limitations. First, the lower boundary of ε to achieve certain accuracy is hard to exactly estimated. The lower boundary is related to the sampling strategy and the structure of the network, so we did not test under ε < 0.1 to find the lower boundary. We believe 0.1 is a reasonable value for ε. Second, the structure of network affects the accuracy of source locating. More effort is needed to eliminate the influence caused by the imbalance of the different chances for nodes to be activated. Third, the success rate is low when p is very small, although the average rank percentage is acceptable. This is because the diffusion result is more chancy when the forwarding probability is smaller, and the diffusion paths are more different from the real ones.
The potential application of our work includes identifying the original spreader of rumor, finding patient zero of epidemic and locating the source of news. In the future work, we will further investigate the sampling strategy to reduce the influence of network, and explore to exploit auxiliary information in the social network to improve the success rate of source locating. 
