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Abstract
In this paper, we embed each L∞-normed module E into an appropriate and unique complete
random normed module E0 so that the properties of E are closely related to the properties of E0.
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1 Introduction
Since Artzner et al. presented and studied coherent risk measures in the seminal paper [1], the theory
of risk measures has obtained a quite extensive development in the last 15 years: from coherent risk
measures [1, 3] to convex risk measures [10, 11, 13, 14] and to conditional and dynamic risk measures
[2, 4, 9] and so on. For some most basic concepts and results, see Chapter 4 of the textbook [12].
In the static case, the utmost general model space to define a risk measure is a topological vector
spaces, functional analysis and convex analysis play an important role in the analysis of risk measures
in such kind. In the conditional case, topological vector spaces are no longer suitable model spaces to
define a conditional risk measure. Filipovic´ et al [8, 9] have shown that it is natural to study conditional
risk measures in module framework, where the module is over the ring L0 of all random variables. The
module approach to conditional risk measures needs to extend known results in functional analysis and
convex analysis from topological vector spaces to topological L0-modules.
The most important topological L0-modules are random normed modules and random locally convex
modules, the study of which went to back to the early 1990s by Guo. In the past 20 plus years, the
theory of random normed modules and random locally convex modules have undergone a systematic
and deep development: the most basic notions are formulated and lots of important results are obtained.
We recommend [16, 17] on which the most important results are resumed. Especially, in [16], Guo gave
the relations between some basic results relevant for the financial applications for the random locally
convex modules-Guo’s results under the (ε, λ)-topology and Filipovic´ et al’s results under the locally
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L0-convex topology. Now, by considering the two kinds of topologies simultaneously, making full use
of the advantage of each kind of topology, both the theory of random locally convex modules and its
financial application are developing rapidly.
Recently, Eisele and Taieb [6, 7] made an endeavor to module approach in a somewhat different
direction by choosing modules with L∞ spaces as ring. They succeed in extending many important
results in functional analysis to topological L∞-modules.
In this paper, we try to connect Eisele and Taieb’s study for L∞-modules and Guo’s study for
random normed modules. We start by embedding a given L∞-normed module E into an appropriate
random normed module E0 in Section 3, then in Section 4, we show that some characterizations for the
reflexivity and subreflexivity of E can be derived from the random reflexivity and random subreflexivity
of E0.
2 Terminology and notation
Let (Ω,F , P ) be a probability space, L0(F) (L¯0(F)) be the algebra of all equivalence classes of F–
measurable real valued (accordingly, extended real valued) random variables on Ω, and L∞(F) be the
algebra of all equivalence classes of essentially bounded real valued random variables. If there is no
other σ-algebra to be considered, we write L0 and L∞ for L0(F) and L∞(F), respectively.
As usual, L0 is partially ordered by ξ 6 η iff ξ0(ω) ≤ η0(ω) for P–almost all ω ∈ Ω, where ξ0 and η0
are arbitrarily chosen representatives of ξ and η, respectively. According to [5], (L0,6) is a conditionally
complete lattice. For a subset A of L0 with an upper bound (a lower bound), ∨A (accordingly, ∧A)
stands for the supremum (accordingly, infimum) of A.
I˜A always denotes the equivalence class of IA, where A ∈ F and IA is the characteristic function of
A. For any ξ ∈ L0, |ξ| denotes the equivalence class of |ξ0| : Ω → [0,∞) defined by |ξ0|(ω) = |ξ0(ω)|,
where ξ0 is an arbitrarily chosen representative of ξ.
Denote L0+ = {ξ ∈ L
0 | ξ > 0} and L∞+ = {ξ ∈ L
∞ | ξ > 0}.
Let us first recall the notion of a random normed module.
Definition 2.1 (see [16, 17]) Let S be a left module over L0 (briefly, an L0-module), a mapping
‖ · ‖ : S → L0+ is called an L
0-norm on S if:
(i) ‖x‖ = 0 if and only if x = θ( the null element of S);
(ii) ‖ξx‖ = |ξ|‖x‖ for all ξ ∈ L0 and x ∈ S;
(iii) ‖x1 + x2‖ 6 ‖x1‖+ ‖x2‖ for all x1, x2 ∈ S.
In this case, (S, ‖ · ‖) is called a random normed module (briefly, an RN module).
In this paper, given an RN module (S, ‖ ·‖), it is always endowed with the (ε, λ)-topology. It suffices
to know that the (ε, λ)-topology is a metrizable linear topology, a sequence {xn}n≥1 in S converges in
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the (ε, λ)-topology to x iff the sequence {‖xn − x‖}n≥1 in L0+ converges in probability to 0.
We then recall the notion of an L∞-normed module.
Definition 2.2 ([6].) Let E be a left module over L∞ (briefly, an L∞-module), a mapping ‖ · ‖ : E →
L∞+ is called an L
∞-norm on E if:
(i) ‖x‖ = 0 if and only if x = θ( the null element of E);
(ii) ‖ξx‖ = |ξ|‖x‖ for all ξ ∈ L∞ and x ∈ E;
(iii) ‖x1 + x2‖ 6 ‖x1‖+ ‖x2‖ for all x1, x2 ∈ E.
In this case, (E, ‖ · ‖) is called an L∞–normed module.
Obviously, if (E, ‖ · ‖) is an L∞-normed module, then the mapping ‖ · ‖∞ : E → [0,∞) defined by
‖x‖∞ = the essential supremum of ‖x‖, ∀x ∈ E, is a norm on E. In this paper we always endow an
L∞–normed module (E, ‖ · ‖) with the topology induced by the norm ‖ · ‖∞.
3 The L0-extension of an L∞-normed module
Assume that (S, ‖ · ‖) is an RN module, denote L∞(S) = {x ∈ S | ‖x‖ ∈ L∞}, then it is easy to
see that (L∞(S), ‖ · ‖) is an L∞–normed module. For a special case (S, ‖ · ‖) = (L0, | · |), we have
(L∞(S), ‖ · ‖) = (L∞, | · |). A question is immediately raised: if (E, ‖ · ‖) is an L∞–normed module,
does there exist an RN module (S, ‖ · ‖) such that (L∞(S), ‖ · ‖) = (E, ‖ · ‖)? We will find the answer
in this section.
3.1 The L0-extension RN module
Besides the usual norm topology, L∞ can be also endowed with the topology of convergence in probabil-
ity. Endowed with this topology, L∞ is still a metrizable linear topological space, which is typically no
longer complete. By the way of completion, we will get L0. This procedure can be done in an abstract
way so that we can extend an L∞-normed module to an RN module.
Theorem 3.1 Let (E, ‖·‖) be an L∞-normed module, then there exist a complete RN module (E0, ‖·‖0)
together with an L∞-module homomorphism T : E → L∞(E0) such that:
(1). ‖T (x)‖0 = ‖x‖, ∀x ∈ E;
(2). T (E) = {T (x) : x ∈ E} is a dense subset of E0.
proof. Define a metric d on E by d(x, y) = E[1∧‖x−y‖], ∀x, y ∈ E, where E[ξ] means ξ’s expectation
with respect to P . Obviously, for any sequence {xn}n≥1 in E and an element x ∈ E, d(xn, x) tends
to 0 if and only if the sequence {‖xn − x‖}n≥1 in L∞ converges to 0 in probability. It is easy to
verify that (E, d) is a metric linear space, namely, the addition operation and scalar multiplication
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operation are both continuous with respect to the metric d. Generally, (E, d) is not complete. Let
E0 be the set of all d-Cauchy sequences in E, where two d-Cauchy sequences {xn}n≥1 and {yn}n≥1
are identified when lim
n→∞
d(xn, yn) = 0. As usual, define the addition operation + : E0 × E0 → E0
and the scalar multiplication operation · : L0 × E0 → E0 by {xn}n≥1 + {yn}n≥1 = {xn + yn}n≥1 and
a · {xn}n≥1 = {axn}n≥1 for any {xn}n≥1, {yn}n≥1 ∈ E0 and a ∈ R. Moreover, define a metric d0 on E0
by d0({xn}n≥1, {yn}n≥1) = lim
n→∞
d(xn, yn). From standard functional analysis, we know that (E0, d0)
is a complete metric linear space, and E is isometric with a dense subset {x˜ : x ∈ E} of E0, here and
in the following x˜ stands for the constant value sequence {x, x, x, . . . } for each x ∈ E.
Now we introduce a module multiplication operation ∗ : L0×E0 → E0 and an L0-norm ‖ ·‖0 : E0 →
L0+ to make E0 become an L
0-normed module.
First, we introduce the module multiplication operation. For each ξ ∈ L0, there exists a sequence
{ξn}n≥1 in L∞ such that {ξn}n≥1 converges to ξ in probability. For any d-Cauchy sequence {xn}n≥1
in E, it is easy to verify that {ξnxn}n≥1 is still a d-Cauchy sequence. Moreover, if {ηn}n≥1 is another
sequence in L∞ which converges to ξ in probability, and {yn}n≥1 is another d-Cauchy sequence in
E such that lim
n→∞
d(xn, yn) = 0, then we can verify that lim
n→∞
d(ξnxn, ηnyn) = 0. Thus, by defining
ξ ∗ {xn}n≥1 = {ξnxn}n≥1 for each ξ ∈ L0 and {xn}n≥1 ∈ E0, we get a well-defined mapping ∗ :
L0×E0 → E0. Further, we can verify that the mapping ∗ is indeed a module multiplication operation.
Then, we give the L0-norm. For any x ∈ E0, there exists a sequence {xn}n≥1 in E such that
{x˜n}n≥1 converges to x, then {‖xn‖}n≥1 must converge in probability to some η ∈ L0+, clearly, this
η does not depend on the choice of the sequence {xn}n≥1 in E such that {x˜n}n≥1 converges to x,
namely η is uniquely decided by x, write ‖x‖0 for this unique η for each x, then we define a mapping
‖ · ‖0 : E0 → L0+ by x 7→ ‖x‖0. We can verify that the mapping ‖ · ‖0 is indeed an L
0-norm on E0.
Finally, we verify that d0(x, y) = E[‖x− y‖0 ∧ 1], ∀x, y ∈ E0, which means that the (ε, λ)-topology
induced by ‖ · ‖0 on E0 is the same with that induced by the metric d0. In fact, arbitrarily choose two
sequences {xn}n≥1 and {yn}n≥1 in E such that {x˜n}n≥1 and {y˜n}n≥1 converges to x and y, respectively,
then d0(x, y) = lim
n
d(xn, yn) = lim
n
E[‖xn − yn‖ ∧ 1] = E[lim
n
‖xn − yn‖ ∧ 1] = E[‖x − y‖0 ∧ 1]. Thus,
(E0, ‖ · ‖0) is a complete RN module.
To complete the proof, it suffices to define T : E → L∞(E0) by Tx = x˜, ∀x ∈ E. 
Proposition 3.2 Let (E, ‖ · ‖), (E0, ‖ · ‖0) and T : E → L
∞(E0) be the same as Theorem 3.1 above,
then (E0, ‖·‖0) is unique in the sense of RN module isometric isomorphism, that is to say, if (S, ‖·‖S) is
another complete RN module with an L∞-module homomorphism R : E → L∞(S) such that ‖Rx‖S =
‖x‖, ∀x ∈ E and R(E) = {Rx : x ∈ E} is a dense subset of S, then there exists an L0-module
isomorphism U : E0 → S with ‖Ux‖S = ‖x‖0, ∀x ∈ E0.
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proof. Define U : E0 → S by Ux = limnRxn, ∀x ∈ E0, where {xn}n≥1 is a sequence in E such that
{Txn}n≥1 converges to x in E0 and the limit on the right side is taken in (S, ‖ · ‖S). We can verify that
U is an L0-module isomorphism and ‖Ux‖S = ‖x‖0, ∀x ∈ E0. 
In the sequel, for a given L∞-normed module (E, ‖·‖), we always use (E0, ‖·‖0) to denote a complete
RN module satisfying all the conditions stated in Theorem 3.1, which is in fact unique in the sense of
RN module isometric isomorphism according to Proposition 3.2. We call (E0, ‖ · ‖0) the L0-extension
RN module of (E, ‖ · ‖), and identify E with the dense subset {Tx : x ∈ E} of E0.
Take two examples of L∞-normed modules given in [7, Section 8], we give their L0-extension RN
modules as follows.
Example 3.3 Let (Ω,F , P ) be a probability space.
(1).Assume that G is a sub-σ-algebra of F . For p ∈ [1,∞], set
Lpλ(F) = {ξ ∈ L
0(F) | ‖ξ‖p,G ∈ λ}
where λ stands for L∞(G) and ‖ξ‖p,G means {E[|ξ|p|G]}
1
p if 1 ≤ p <∞, or means ∧{η ∈ L¯0(G) : η ≥ ξ}
if p = ∞. Then (Lpλ(F), ‖ · ‖p,G) is an L
∞(G)-normed module. Its L0(G)-extension RN module is
(LpG(F), ‖ · ‖p,G) as in [8, Example 2.5].
(2).Assume that G,G1 are two sub-σ-algebras of F with G ⊂ G1. Denote G¯ = (G,G1). For p¯ =
(p1, p2) ∈ [1,∞]
2, set
Lp¯λ(G¯) = {ξ ∈ L
0(F) | ‖ξ‖p¯,G¯ := ‖‖ξ‖p2,G1‖p1,G ∈ λ}
where λ stands for L∞(G). Then (Lp¯λ(G¯), ‖ ·‖p¯,G¯) is an L
∞(G)-normed module. Its L0(G)-extension RN
module is (Lp¯
G¯
(F), ‖ · ‖p¯,G¯), where L
p¯
G¯
(F) := {ξ ∈ L0(F) | ‖ξ‖p¯,G¯ := ‖‖ξ‖p2,G1‖p1,G ∈ L
0(G)}.
3.2 Two sub-L0-modules of E0
We remind that we identify E with the dense subset {Tx : x ∈ E} of E0.
Let L(E) = L0∗E := {ξ∗x : ξ ∈ L0, x ∈ E}, since ξ∗(η∗x) = (ξη)∗x and ξ∗x+η∗y = γ∗( ξ
γ
x+ η
γ
y),
where γ = |ξ| + |η| + 1 ∈ L0++, we see that L(E) is in fact the smallest sub-L
0-module in E0 which
contains E.
For the brevity, we introduce a notation. In the sequel, denoted by
Π(F) = {{An : n ∈ N} : An ∈ F for all n; ∪n An = Ω; An ∩ Am = ∅ for all m 6= n}
the set of all countable partitions of Ω to F .
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For each sequence {xn, n ∈ N} in E0 and a countable partition {An : n ∈ N} ∈ Π(F), there
always exists one and only one x in E0 such that I˜Anx = I˜Anxn, ∀n ∈ N. For the existence, take
x′k =
∑k
i=1 I˜Aixi for each k ∈ N, then {x
′
k, k ∈ N} forms a Cauchy sequence in E0, thus converges to
some x in E0, further for this x, I˜Anx = limk I˜Anx
′
k = I˜Anxn, ∀n ∈ N. For the uniqueness, assume
that x′ also satisfies that I˜Anx = I˜Anxn, ∀n ∈ N, then x − x
′ = limk I˜∪k
i=1
Ai
(x − x′) = 0. We write
∑
n∈N I˜Anxn for the unique x such that I˜Anx = I˜Anxn, ∀n ∈ N.
We recall the notion of the countable concatenation property introduced by Guo[16] as follows.
Definition 3.4 Assume that G is a subset of an RN module, we say that G has the countable con-
catenation property, if there exists g ∈ G for each sequence {gn : n ∈ N} in G and countable partition
{An : n ∈ N} ∈ Π(F) such that I˜Ang = I˜Angn, ∀n ∈ N.
From the argument just before Definition 3.4, E0 has the countable concatenation property. Given
a subset G of E0, denote
H0cc(G) = {
∑
n∈N
I˜Angn : gn ∈ G for all n; {An : n ∈ N} ∈ Π(F)},
then G has the countable concatenation property if and only if H0cc(G) = G.
Proposition 3.5 H0cc(E) is an sub-L
0-module of E0.
proof. For each x =
∑
i∈N I˜Aixi and y =
∑
j∈N I˜Bjyj in H
0
cc(E), where {xi, i ∈ N} and {yj, j ∈ N} in
E, and {Ai : i ∈ N} and {Bj : j ∈ N} in Π(F), then {Ai ∩ Bj : i, j ∈ N} ∈ Π(F) and I˜Ai∩Bj (x + y) =
I˜Ai∩Bj (I˜Aix+ I˜Bjy) = I˜Ai∩Bj (I˜Aixi + I˜Bjyj) ∈ E for each i, j ∈ N, which means that x+ y ∈ H
0
cc(E).
For each ξ ∈ L0 and x =
∑
i∈N I˜Aixi ∈ H
0
cc(E), where {xi : i ∈ N} ⊂ E and {An : n ∈ N} ∈ Π(F),
let Bj = {ω ∈ Ω : j − 1 ≤ |ξ
0(ω)| < j} for each j ∈ N, where ξ0 is any representative for ξ, then {Bj :
j ∈ N} ∈ Π(F) and {Ai ∩ Bj : i, j ∈ N} ∈ Π(F), then I˜Ai∩Bjξ ∗ x = (I˜Bj ξ)(I˜Aix) = (I˜Ai∩Bjξ)xi ∈ E
for each i, j ∈ N, which means that ξ ∗ x ∈ H0cc(E). 
Since E ⊂ H0cc(E) and L(E) is the smallest sub-L
0-module in E0 which contains E, we obtain that
L(E) ⊂ H0cc(E).
In the following, we give two examples to show that both the two inclusions L(E) ⊂ H0cc(E) and
H0cc(E) ⊂ E0 may be proper.
Example 3.6 Let Ω = {1, 2, 3, . . .}, F the σ–algebra consisting of all subsets of Ω, and probability P
defined by P ({k}) = 1
2k
for each k ∈ Ω. Take
E = {φ : Ω→ R : there exist some nφ ∈ N such that φ(k) = 0, ∀ k ≥ nφ},
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then E ⊂ L∞, and (E, | · |) is an L∞-normed module. For any x ∈ L0, take φn = I˜{1,2,...,n}x for each
n ∈ N, then it is obviously that φn converges to x in probability, so E0 = L0. It is easy to see that
L(E) = E is a proper subset of H0cc(E) = L
0.
Example 3.7 Let Ω = [0, 1],F = B[0, 1], P = Lebesgue measure λ. E = {(ξ1, ξ2, . . . , ξn, 0, 0, . . . ) : n =
1, 2, . . . ; ξi ∈ L∞, i = 1, 2, . . . , n}, L∞–norm on E is defined by ‖(ξ1, ξ2, . . . , ξn, 0, 0, . . . )‖ = ∨{|ξk| :
k = 1, 2, . . . , n}, then {xn := (1, 1
2
, . . . , 1
n
, 0, 0, . . . )}n≥1 forms an Cauchy sequence in E, clearly, it
“converges” to x = (1, 1
2
, . . . , 1
n
, . . . ), which implies x ∈ E0, however x /∈ H0cc(E) since I˜Ax is not in E
for any A ∈ F . Thus H0cc(E) is a proper subset of E0.
Proposition 3.8 Assume that (E, ‖ · ‖) is complete, then E0 = H0cc(E) = L(E).
proof. For any fixed x ∈ E0, we will express x as a countable concatenation. According to the
definition of E0, there exists a sequence {xn}n≥1 in E such that the sequence {‖xn − x‖}n≥1 in L
0
+
converges to 0 in probability. By passing to an appropriate subsequence if necessary, we can assume
that the sequence {‖xn − x‖}n≥1 converges to 0 almost surely. Then according to Egoroff’s theorem,
we can find A1 ∈ F with P (A1) ≥
1
2
such that {I˜A1‖xn − x‖}n≥1 converges to 0 uniformly, using
Egoroff’s theorem once again, we can find A2 ∈ F with A2 ⊂ Ω \ A1, P (A2) ≥
1
2
(1 − P (A1)) such
that {I˜A2‖xn − x‖}n≥1 converges to 0 uniformly. By induction, if A1 ∪ A2 ∪ · · · ∪ Ak 6= Ω, then by
using Egoroff’s theorem we can obtain Ak+1 ∈ F with Ak+1 ⊂ Ω \ (A1 ∪ A2 ∪ · · · ∪ Ak), P (Ak+1) ≥
1
2
(1−P (A1)− · · ·−P (Ak)) such that {I˜Ak+1‖xn−x‖}n≥1 converges to 0 uniformly. To sum up, we get
a countable partition {Ak : k ∈ N} ∈ Π(F) such that {I˜Ak‖xn − x‖}n≥1 converges to 0 uniformly for
every Ak. For each k, it is clear that {I˜Akxn}n≥1 is a Cauchy sequence in E, thus converges to some
yk ∈ E due to the assumption that E is complete. Then we have x =
∑∞
k=1 I˜Akyk. Thus E0 = H
0
cc(E).
We then express x =
∑∞
k=1 I˜Akyk as x = ξ ∗ y for some ξ ∈ L
0 and y ∈ E. Let
y′k =
k∑
i=1
I˜Ai
1
(1 + ‖yi‖∞)2i
yi
Obviously, {y′k}k≥1 forms a Cauchy sequence in E, thus converges to some y ∈ E since E is complete.
Set ξ =
∑∞
i=1 (1 + ‖yi‖∞)2
iI˜Ai ∈ L
0, it is easy to verify that x =
∑∞
k=1 I˜Akyk = ξ ∗ y. 
3.3 Recover E from E0
In Theorem 3.1, we always have an inclusion E ⊂ L∞(E0). Does the inverse inclusion L∞(E0) ⊂ E
also hold? equivalently, do we have E = L∞(E0)?
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Let us return to Example 3.6. We have E0 = L
0, then L∞(E0) = L
∞, thus E is merely a proper
subset of L∞(E0). Therefore, the answer to the above question is negative. We then look for conditions
to make the equality E = L∞(E0) hold.
Let us have some observations. Obviously, (L∞(E0), ‖ · ‖) is always a complete L∞-normed module.
Moreover, we can see that the unit ball U(L∞(E0)) := {x ∈ L∞(E0) : ‖x‖ 6 1} always has the countable
concatenation property. Thus, if E = L∞(E0) holds, then E must be complete and its unitary ball
U(E) := {x ∈ E : ‖x‖ 6 1} must have the countable concatenation property. The following theorem
says that these two necessary conditions are also sufficient.
Proposition 3.9 Assume that (E, ‖ · ‖) is an complete L∞-normed module, and its unitary ball U(E)
has the countable concatenation property, then E = L∞(E0).
proof. Since (E, ‖·‖) is complete, it follows from Proposition 3.8 that E0 = H0cc(E). For any x ∈ L
∞(E0),
there exist {An : n ∈ N} ∈ Π(F) and {xn, n ∈ N} in E, such that I˜Anx = I˜Anxn, ∀n ∈ N. Set
λ = ‖x‖∞+1, then for each n, we have ‖I˜Anλ
−1xn‖ = ‖I˜Anλ
−1x‖ 6 1, namely, I˜Anλ
−1x = I˜Anλ
−1xn ∈
U(E). Using the assumption that U(E) has the countable concatenation property, we get λ−1x ∈ U(E),
thus x ∈ E. 
3.4 The dual L∞-normed module of E and the random conjugate space of
E0
Let (E, ‖ · ‖) be an L∞-normed module, denote by E′ the L∞-module of all continuous module homo-
morphisms f : (E, ‖ · ‖)→ (L∞, | · |), and define ‖ · ‖′ : E′ → L∞+ by ‖f‖
′ = ∨{|f(x)| : x ∈ E, ‖x‖ 6 1}
for each f ∈ E′, then according to [7, Proposition 9.1], (E′, ‖ · ‖′) is a complete L∞-normed module,
called the dual L∞-normed module of (E, ‖ · ‖).
Let (S, ‖·‖) be an RN module, denote by S∗ the L0-module of all continuous module homomorphisms
f : (S, ‖ · ‖) → (L0, | · |), and define ‖ · ‖∗ : S∗ → L0+ by ‖f‖
∗ = ∨{|f(x)| : x ∈ S, ‖x‖ 6 1} for each
f ∈ S∗, then (S∗, ‖ · ‖∗) is a complete RN module, called the random conjugate space of (S, ‖ · ‖).
Assume that (E, ‖ · ‖) is an L∞-normed module, and (E′, ‖ · ‖′) is its dual L∞–normed module. Let
(E0, ‖ · ‖0) be the L0-extension RN module of (E, ‖ · ‖). Then what is the L0-extension RN module
of (E′, ‖ · ‖′)? The following theorem says that the L0-extension RN module of (E′, ‖ · ‖′) is exactly
((E0)
∗, ‖ · ‖∗0), the random conjugate space of (E0, ‖ · ‖0).
Theorem 3.10 There exists an L∞-module isomorphism U : (E′, ‖ · ‖′) → (L∞(E∗0 ), ‖ · ‖
∗
0) with
‖Uf‖∗0 = ‖f‖
∗
0, ∀f ∈ E
′. Thus the L0-extension RN module of (E′, ‖ · ‖′) is ((E0)
∗, ‖ · ‖∗0).
proof. For each f ∈ E′, define Uf : (E0, ‖ · ‖0) → (L0, | · |) by Uf(x) = limn f(xn) for every x ∈ E0,
where {xn}n≥1 is a sequence in E which converges to x in E0 and the limit on the right side is taken with
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respect to the topology of convergent in probability, then we can check that Uf ∈ E∗0 and ‖Uf‖
∗
0 = ‖f‖
′,
thus Uf ∈ L∞(E∗0 ). It is easy to see that the mapping U : E
′ → L∞(E∗0 ), f 7→ Uf is an L
∞-module
homomorphism.
It remains to show that U is surjective. To this end, for each g ∈ L∞(E∗0 ), let Rg be the restriction
of g to E ⊂ E0, we get Rg ∈ E′ and ‖Rg‖′ = ‖g‖∗0. Clearly we have U(Rg) = g. 
4 The reflexivity and subreflexivity of an L∞-normed module
For the brevity, for any given L∞-normed module or RN module (X, ‖ · ‖), we use U(X) := {x ∈
X | ‖x‖ 6 1} to denote the unit ball of X .
We recall that: a complete L∞-normedmodule (E, ‖·‖) is said to be reflexive [6], if j(U(E)) = U(E′′),
where j : E → E′′ is the canonical embedding defined by for each x ∈ E, [j(x)](f) = f(x), ∀f ∈ E′; and
(E, ‖ · ‖) is said to be subreflexive, if A(E) = {f ∈ E′ | there exists x ∈ U(E) such that |f(x)| = ‖f‖′}
is dense in (E′, ‖ · ‖′).
Accordingly, a complete RN module (S, ‖ · ‖) is said to be random reflexive, if j0(U(S)) = U(S∗∗),
where j0 : S → S∗∗ is the canonical embedding defined by for each x ∈ S, [j0(x)](f) = f(x), ∀f ∈ S∗;
and (S, ‖·‖) is said to be random subreflexive [21], ifA(S) = {f ∈ S∗ | there exists x ∈ U(S) such that |f(x)| =
‖f‖∗} is dense in (S∗, ‖ · ‖∗).
4.1 The reflexivity of an L∞-normed module
For any given sequence {fn}n≥1 in U(E′) and {An : n ∈ N} ∈ Π(F),
∑∞
n=1 I˜Anfn is still an element
in U(E′), where
∑∞
n=1 I˜Anfn : E → L
∞ is defined by (
∑∞
n=1 I˜Anfn)(x) =
∑∞
n=1 I˜An [fn(x)] for each
x ∈ E, which means that U(E′) always has the countable concatenation property. Thus, if E is reflexive,
U(E) must have the countable concatenation property, since U(E′′) has. This simple observation gives
a necessary condition for a complete L∞-normed module to be reflexive.
Proposition 4.1 Let (E, ‖·‖) be a complete L∞–module with U(E) having the countable concatenation
property and (E0, ‖ · ‖0) its L0-extension RN module. Then E is reflexive if and only if E0 is random
reflexive.
proof. According to Proposition 3.9, U(E) = U(E0), U(E
′) = U((E′)0) and U(E
′′) = U((E′′)0). By
Theorem 3.10, ((E0)
∗, ‖·‖∗0) = ((E
′)0, ‖·‖
′
0), thus jU(E) = U(E
′′) iff j0U(E0) = U((E0)
∗∗), equivalently,
E is reflexive iff E0 is random reflexive. 
Remark 4.2 In functional analysis, it is well-known that a Banach space B is reflexive iff its dual
space B′ is reflexive, however, for a complete L∞-normed module E, it is possible that the dual L∞-
normed module E′ is reflexive while E is not, considering Example 3.6 for instance. From this point of
view, according to Proposition 4.1, the condition that the unit ball of an L∞–module has the countable
concatenation property is another kind of “completeness” to some extent.
Theorem 4.3 Let (E, ‖ · ‖) be a complete L∞-normed module and (E′, ‖ · ‖′) its dual L∞-normed
module. If U(E) has the countable concatenation property, then E is reflexive if and only if there exists
an xf ∈ U(E) for each f ∈ E′ such that f(xf ) = ‖f‖′.
proof. By Proposition 4.1, we have that E is reflexive if and only if E0 is random reflexive, meanwhile,
by James’ theorem for complete L0-normed modules[15, Theorem 3.1], E0 is random reflexive if and
only if there exists an xg ∈ U(E0) for each g ∈ (E0)∗ such that g(xg) = ‖g‖∗0. Thus, it is equivalent
to show “there exists an xg ∈ U(E0) for each g ∈ (E0)∗ such that g(xg) = ‖g‖∗0” if and only if “there
exists an xf ∈ U(E) for each f ∈ E′ such that f(xf ) = ‖f‖′”.
Due to the assumption that U(E) has the countable concatenation property, Proposition 3.9 yields
that U(E) = U(E0), thus if there exists an xf ∈ U(E0) for each f ∈ (E0)∗ such that f(xf ) = ‖f‖∗0,
then for any given f ∈ E′ ⊂ (E0)∗, one can find an xf ∈ U(E0) = U(E) such that f(xf ) = ‖f‖∗0 = ‖f‖
′.
Conversely, if there exists an xf ∈ U(E) for each f ∈ E′ such that f(xf ) = ‖f‖′, since for any given
g ∈ (E0)∗, there exists {An : n ∈ N} ∈ Π(F) such that I˜Ang ∈ L
∞((E0)
∗) = E′, then for each n, there
exists xn ∈ U(E) such that I˜Ang(xn) = ‖I˜Ang‖
′, thus if we take xg =
∑∞
n=1 I˜Anxn ∈ U(E) = U(E0),
then we have g(xg) = ‖g‖∗0. 
Corollary 4.4 Let (E, ‖ · ‖) be a complete L∞-normed module and (E0, ‖ · ‖0) its L
0-extension RN
module. Then if there exists an xf ∈ U(E) for each f ∈ E′ such that f(xf ) = ‖f‖′, (E0, ‖ · ‖0) must be
random reflexive.
proof Consider the complete L∞-normed module (L∞(E0), ‖·‖0), its unit ball has the countable concate-
nation property and for each f ∈ (L∞(E0))′ = E′, we trivially have xf ∈ U(E) ⊂ U(E0) = U(L∞(E0))
such that f(xf ) = ‖f‖′, thus (L∞(E0), ‖ · ‖0) is reflexive by Theorem 4.3, then (E0, ‖ · ‖0) must be
random reflexive follows from Proposition 4.1. 
Remark 4.5 For a complete L∞-normed module (E, ‖ · ‖), we are not clear whether the statement
“there exists an xf ∈ U(E) for each f ∈ E′ such that f(xf ) = ‖f‖′” implies that “(E, ‖·‖) is reflexive”,
or implies that “U(E) has the countable concatenation property”, namely, we are not sure whether
James theorem holds in complete L∞-normed modules or not.
4.2 The subreflexivity of an L∞-normed module
Theorem 4.6 Let (E, ‖ · ‖) be a complete L∞-normed module with U(E) having the countable concate-
nation property, then E is subreflexive.
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proof. Obviously, U(E) = U(E0) is a closed L
0-convex and a.s bounded (by definition, ‖x‖0 6 1 for
all x ∈ U(E)) subset of E0, immediately, U(E) is a bounded, closed and convex subset of the Banach
space (L1(E0), ‖ · ‖1), thus
A1(E0) = {f ∈ (L
1(E0))
′ | there exists an x ∈ U(E) such that f(x) = ‖f‖}
is dense in L1(E0))
′ by the Bishop-Phelps theorem, using the fact that (L1(E0))
′ ∼= L∞(E∗0 ) = E
′ and
[20, Lemma 3.3], we conclude that A(E) ∼= A1(E0) is dense in E′. 
We give a example to show that, without the assumption that U(E) has the countable concatenation
property, a complete L∞-normed module (E, ‖ · ‖) may be not subreflexive.
Example 4.7 Let Ω = {1, 2, 3, . . .}, F the σ-algebra which consists of all subsets of Ω, probability P
defined by P ({k}) = 1
2k
for each k ∈ Ω. Let E = {φ : Ω → R : lim
k→∞
φ(k) = 0}, then E is a closed
sub-L∞-module of (L∞, | · |), thus (E, | · |) is a complete L∞-normed module. It is easy to verify that
E′ = L∞ and A(E) = E. Since E is a proper closed sub-L∞-module of L∞, we conclude that E is not
subreflexive.
References
[1] Artzner P, Delbaen F, Eber J M, Heath D. Coherent measures of risk. Math Finance, 1999, 9:
203–228
[2] Bion-Nadal J. Conditional risk measures and robust representation of convex conditional risk mea-
sures. CMAP Preprint, 557, 2004
[3] Delbaen F. Coherent risk measures on general probability spaces. In: Sandmann K, Scho¨nbucher,
P J, eds. Advances in Finance and Stochastics. Berlin: Springer, 2002, 1-37
[4] Detlefsen K, Scandolo G. Conditional and dynamic convex risk measures. Finance Stoch, 2005, 9:
539-561
[5] Dunford N, Schwartz J T. Linear Operators (I). New York: Interscience, 1957
[6] Eisele K -Th, Taieb S. Weak topology for modules over rings of bounded random variables. J.
Math. Anal. Appl., 2015, 421: 1334–1357
[7] Eisele K -Th, Taieb S. Lattice modules over rings of bounded random variables. Commun. Stoch.
Anal., 2012, 6: 525–545
[8] Filipovic´ D, Kupper M, Vogelpoth N. Separation and duality in locally L0−convex modules. J
Funct Anal, 2009, 256: 3996–4029
11
[9] Filipovic´ D, Kupper M, Vogelpoth N. Approaches to conditional risk. SIAM J Finance Math, 2012,
3: 402C-432
[10] Fo¨llmer H, Schied A. Convex measures of risk and trading constraints. Finance Stoch, 2002, 6:
429-447
[11] Fo¨llmer H, Schied A. Robust preferences and convex measures of risk. In: Sandmann K,
Scho¨nbucher P J, eds. Advances in Finance and Stochastics. Berlin: Springer-Verlag, 2002, 39-
56
[12] Fo¨llmer H, Schied A. Stochastic Finance, an Introduction in Disctete Time, 3rd ed., de Gruyter,
2010
[13] Frittelli M, Rosazza Gianin E. Putting order in risk measures. J Bank Finance, 2002, 26: 1473-1486
[14] Frittelli M, Rosazza Gianin E. Dynamic convex risk measures. In: Szego¨ G, ed. New Risk Measures
for the 21st Century. New York: John Wiley & Sons, 2004, 227-248
[15] Guo T X, Li S B. The James theorem in complete random normed modules, J. Math Anal Appl.,
2005, 308: 257C-265
[16] Guo T X. Relations between some basic results derived from two kinds of topologies for a random
locally convex module. J Funct Anal, 2010, 258: 3024–3047
[17] Guo T X. Recent progress in randommetric theory and its applications to conditional risk measures.
Sci China Math, 2011, 54: 633–660
[18] Guo T X, Zhao S E, Zeng X L. The relations among the three kinds of conditional risk measures.
Sci China Math, 2014, 57: 1753–1764
[19] Guo T X, Zhao S E, Zeng X L. On random convex analysis–the analytic foundation of the module
approach to conditional risk measures. 2012, arXiv:1210.1848
[20] Wu M Z. The Bishop-Phelps theorem in compete random normed modules endowed with the
(ε, λ)–topology. J Math Anal Appl, 2012, 391: 648–652
[21] Zhao S E, Guo T X. The random subreflexivity of complete random normed modules, Int J Math,
2012, 23: 1–14
12
