Abstract Multicasting applications such as multimedia conferencing, online multiplayer interactive games, and distance learning are becoming increasingly popular. With multiprotocol label switching, Internet protocol networks can offer quality of service and traffic engineering capabilities. This article introduces several approaches for multisource multicast sessions in the context of IP over WDM networks and evaluates their performance in terms of blocking probability, time complexity, and memory consumption. Our simulation study shows that among all the approaches, the newly proposed approach, known as one Bidirectional Tree with Just enough bandwidth reserved on each link of the tree, achieves the best overall performance.
directly supported by a WDM network. The IP layer is a revenue-generating layer which offers great convergence. The optical WDM layer provides large bandwidth capacity [2] . By adding multiprotocol label switching (MPLS) to IP, the routing algorithms could be enhanced by traffic engineering policies and quality of service provisioning [3, 4] . In a typical IP/MPLS over WDM network, an optical cross-connect (OXC) is connected to a label switching router (LSR) through a user network interface (UNI), and the LSR is equipped with several transceivers [5, 6] . A lightpath is an all-optical single-hop path between two nodes in the network which is established by configuring the transceivers (transmitter and receiver) and the intermediate OXCs along the path. It should be mentioned that there is a huge gap between the bandwidth capacity of lightpaths and the bandwidth requirement of label switched paths (LSPs). Traffic grooming allows low-bandwidth traffic flows of different applications to be combined and efficiently multiplexed onto a high-capacity lightpath. It is an effective approach to enhance the efficiency of optical networks [7, 8] . The architecture of IP/MPLS over WDM networks is generally categorized into three models known as the overlay model, the augmented model, and the peer model. In the overlay model, the optical networks and IP/MPLS networks have independent separate control planes. There are independent routing, topology distribution, and signaling protocols for these two layers [9] . In this article, we consider the overlay model because of its simplicity and ease of implementation.
Multicasting allows sending the same data from a source to multiple destinations simultaneously. It prevents sending multiple copies of the same data over the same link and significantly saves bandwidth [10] . To ensure the availability of the required bandwidth during the multicast application's running time, a multicast tree which consists of multiple lightpaths is established to connect the multicast group member nodes, and the required bandwidth would be reserved on every link of this tree. If at least some nodes in the network are capable of wavelength conversion, a multicast tree could be established in different wavelengths at different parts [11] . Multicasting applications are divided into two main categories: one-to-many (O2M) multicasting and many-to-many (M2M) multicasting. M2M multicasting often presents complex coordination and management challenges. Some examples of M2M multicasting are multimedia conferencing, distributed parallel processing, shared document editing, distance learning, chat groups, and online multiplayer games [12] .
Deering [13] proposed an IP multicast model to provide multicast service over the Internet. Generally, IP routing algorithms search for the shortest path without paying attention to the overall network utilization. This might cause overloading the shorter links while keeping the longer ones underutilized. Multicast and MPLS are two complementary technologies. Merging these two technologies and building multicast trees on top of MPLS networks enhances the network performance and offers an efficient solution for the problems of multicast scalability and control overhead [14] .
So far most research on multicasting assumes single source multicasting and unidirectional operation, which means O2M multicasting. Very little work has been reported on M2M multicasting in the context of IP/MPLS over WDM networks. In this article, we focus on M2M multicasting. We first describe several approaches for implementing M2M multicasting in IP/MPLS over WDM networks. We then examine and compare their performance in terms of blocking probability, time complexity, and memory consumption in the control plane. To the best of our knowledge, no such work has been reported in the literature. Among all the approaches, the newly proposed approach, known as one Bidirectional Tree with Just enough bandwidth reserved on each link of the tree (BTJ), achieves the best overall performance.
Network model and multicast tree establishment
In this section, we explain the network model used in this study. As in [5, 6] , we assume that a network node consists of an OXC and an LSR with a network interface (NI) in between for information exchange. As shown in Fig. 1 , we consider four topologies for a given network [7, 15, 16] . The optical layer of a network consists of the optical fiber links and the OXCs. This is referred to as the physical topology of the network. The dynamic topology of a network consists of OXCs and those fiber links which have at least one free wavelength. The virtual topology consists of the LSRs and the existing lightpaths. The feasible topology comprised the LSRs and those existing lightpaths whose available bandwidth is at least as much as the bandwidth needed for establishing a multicast tree for a new multicast request.
Finding the optimum multicast tree is a Steiner tree problem which is NP hard. We, here, use the shortest path heuristic (SPH) algorithm proposed in [17] to find the multicast tree. Let D represent the set of the multicast group member nodes. We use M (M ⊆ D) to denote the set of the nodes that are not yet connected to the multicast tree. We use T to denote the partial tree that connects the multicast group member nodes belonging to (D − M ) and in each step it is extended to include one more node from M . In the overlay model, in each step, one node from M and one node from T should be found to be connected either in the IP/MPLS layer or in the optical layer. This would be done by calculating all the shortest paths between every node in M and every node in T in the feasible topology and selecting the shortest one. If a node of set M is the closest to the established partial tree T , we refer to that node in M and the corresponding node in T as neighbor nodes [18] . Let D(I ) denote the distance between the neighbor nodes in the feasible topology. If there is no possible path between any node in M and any node in T in the feasible topology, we set D(I ) = ∞ and calculate all the shortest paths between every node in M and every node in T in the dynamic topology to find the shortest one. Then we establish a lightpath for the shortest path found, add it to the virtual topology, and expand the partial tree in the new feasible topology. The distance between the neighbor nodes in the dynamic topology is denoted by D(O). If there are more than one node with minimum distance from one of the nodes in T , we choose one of them randomly and expand the tree through that node. It should be mentioned that it is not always possible to connect all of the multicast group member nodes to the multicast tree. If there is no path between nodes of M and T in the optical layer, then we set D(O) = ∞ and the remaining nodes in M would be blocked. The whole idea of this heuristic is to keep the overall cost of the tree minimal by choosing the nearest multicast group member node in each step. This approach is explained in depth as Algorithm 1 in [18] . We use this algorithm to find and establish a multicast tree in all the multisource multicasting approaches that we will describe later.
Approaches of multisource multicasting
This section presents three different approaches for implementing M2M multicasting. A multicast session involves at least three member nodes, each of which can be the source for sending data to the remaining nodes in the multicast group and can also receive multicast data generated by the other members at the same time. Note that a unicast session involves two member nodes only. A multicast request can be initiated by any one of the member nodes in the multicast group. We use M i (D i , b i ) to denote the ith multicast request in the network, where D i is the set of the member nodes and b i is the bandwidth required to transmit the data generated by any one of the member nodes. We denote n i to be the number of member nodes in the ith multicast request, which is also referred to as the size of the ith multicast group. Upon a multicast request arrival, a multicast tree must be established to connect the multicast group member nodes together and reserve the required bandwidth for them.
Multiple unidirectional trees (MUT)
A straight-forward approach to set up an M2M multicast session is to establish multiple unidirectional multicast trees, each rooted at one of the member nodes. For the ith multicast request, the reserved bandwidth in each link of these unidirectional multicast trees is equal to b i where each tree is unidirectional and carries the data generated by one node. This method repeats the multicast tree establishment procedure n i times for the ith multicast request and the control plane must keep information of all the n i unidirectional multicast trees needed for the multicast session. Apart from its implementation complexity, a large volume of control messages would also need to be exchanged between the nodes.
The following pseudocode shows the algorithm for establishing the multicast tree of the ith multicast request in the MUT approach. The forwarding information must be stored in routers, so that routers would be able to forward the received packets onto an appropriate outgoing interface. A unique label is assigned to each multicast group. There are n i unidirectional trees for each multicast request and each tree is rooted at one of the multicast request member nodes. Therefore, both the multicast group label and the original sender of the packet are needed to identify the multicast tree that a packet must be sent to. The router in each node receives a packet on an incoming interface, finds the appropriate row in the information base table by checking its group label and its source. Then it replicates it to the number of the outgoing interfaces and forwards the replicated packets onto them. If there is only one outgoing interface for a multicast packet, no replication is needed. An example of the information base table is shown in Table 1 .
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In Table 1 , L G1 represents the label assigned for multicast group G 1 , S 1G1 denotes the source of this multicast tree, I G1S1 is the incoming interface, and O 1G1S1 is the first outgoing interface. The arriving multicast packets on I G1S1 which belong to the unidirectional tree originating at S 1 in multicast group G 1 must be forwarded onto both O 1G1S1 and O 2G1S1 .
Multi root-node approach
To cope with the complexity problem of the MUT approach, we here consider a multi root-node approach, whereby some specific nodes in the network are selected as root nodes. In general, root nodes should have a high node degree since every multicast session would include one of the root nodes and the links adjacent to these would have high probability of being used. These root nodes must be distributed as widely as possible in the network to balance the traffic load. This multi root-node approach makes multisource multicasting effectively as simple as fixed single-source multicasting. For the ith multicast request, a unidirectional tree including one root node and the n i member nodes would be established rooted at the selected root node. We reserve nb i bandwidth on all links of the tree to provide sufficient bandwidth for the worst case which happens when all member nodes of the multicast session send multicast data simultaneously. Once the multicast tree is established, any member of the multicast group can be the source and send its data to the root node through unicasting. We also reserve the required bandwidth of b i in the unicasting paths. The root node then acts as the fixed source in the multicast session and multicasts the received data to all the member nodes. Since the tree is unidirectional, one LSP in one direction is established on each link of the multicast tree. Today, IP multicast uses a similar approach to establish multicast sessions. Two IP protocols which use a similar approach are protocol-independent multicast sparse-mode (PIM-SM) [19] and core-based tree (CBT) [20] . In [21] , some extensions to the existing IP multicasting protocols are proposed to add the MPLS benefits to them. Here, rendezvous points (RPs) are used in the network and all the senders have to unicast their information to the RP first and then the RP would multicast the data to the multicast group. The authors have measured the volume of label tables in the network nodes and the RP and concluded that the memory consumption of control messages and the labels are comparable to that of IP multicasting. We next consider two approaches for selecting a root node for a multicast request.
Fixed root-node approach
In this approach, a few specific nodes in the network are preselected as the root nodes. Upon the arrival of a multicast request, a most appropriate root node will be chosen from the predefined root nodes. This fixed root-node (FRN) approach is suitable when a network is divided into several domains. In this situation, if the member nodes of a multicast request are spread over multiple domains, multiple local trees may be established rooted at the root node of each domain and then these root nodes could communicate with an interdomain communication protocol. The other application of this approach would be when not all of network nodes have equal capabilities, either hardware abilities or the protocols they support. When only a few nodes have the potential to be the root of the unidirectional multicast trees, we must select one of them for each multicast request (session). To choose one root node out of the predefined root nodes, we first find the minimum distance between each member node of the current multicast request and every predefined root node in the network using Dijkstra's shortest path (SP) algorithm [22, Section 24.3: Dijkstra's algorithm, pp. 595-601] in the physical layer. Then, for each root node, we calculate the sum of the distances from each member node of the current multicast request to that root node. The root node with the smallest sum would be chosen for the current multicast request. The pseudocode for the algorithm of establishing the multicast tree of the ith multicast request in the FRN approach is given below. 
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Find the minimum distance between d x and r j . 5. Calculate the sum of the distances from each member node of the current multicast request to the root node r j . 6. Choose the root node with the smallest sum value and make it the Root. In this approach, three different tables need to be kept in the control plane for one multicast session. First, we have a table in the root node to forward the incoming data from the member nodes of a multicast group onto the appropriate outgoing interfaces. Here, the incoming packet must be replicated to the number of the outgoing interfaces. In this table, the original sender of the packet is not important. All the packets that have the same multicast group label must be forwarded onto the same set of outgoing interfaces. An example is shown in Table 2 . 
The second table that should be kept in all nodes to facilitate forwarding of the received multicast packets to appropriate outgoing interfaces is shown in Table 3. This table is  similar to Table 1 . The only difference is that in Table 3 the source of a packet is not required because there is only one multicast tree for one multicast group. The router checks the multicast group label of an arriving packet on an incoming interface and finds the appropriate row in the table. Then it must replicate the packet to the number of outgoing interfaces and forward them onto the outgoing interfaces.
The third table needs to be kept in the routers that are on the way of unicasting paths from the source nodes to the root node. For the unicast packets from the source nodes to the root node, the source of the data is needed to be known because the unicasting paths from the source nodes to the root node might pass some common lightpaths on their way. Routers must check the source and the multicast group label of the arriving packet and forward it onto the appropriate outgoing interface. Since this table is for unicasting paths, there is only one outgoing interface at each row. An example is given in Table 4 .
Random selection of root nodes (RRN)
For a network where all nodes have equal capabilities and support, the same protocols and the size of the network is no longer a problem, there is no need of predefining some specific nodes as root nodes. Every node of the network can be selected as the root node for multicast trees. In such network, we may randomly choose one of the member nodes of a multicast request as the root node. By doing so, there is no need to include a non-member node as a root node and hence the multicast tree to be established would be smaller. This is expected to enhance the efficiency of the network.
The following pseudocode shows the algorithm used for this approach.
4. // The rest of the algorithm is the same as that for FRN from line 9 to line 20. Tables 2, 3 , and 4 will be used for RRN too to keep the forwarding information in the nodes.
One bidirectional tree
Another way to approach the excessive complexity of multiple unidirectional trees is to establish one bidirectional shared tree instead of multiple unidirectional trees for each multicast request. Each member node of the ith multicast session may receive data from at most (n i − 1) nodes in the multicast session simultaneously. It should be mentioned that LSPs are unidirectional [23] . In this approach, we need to establish two LSPs in opposite directions on every link of a bidirectional tree. The required bandwidth in each direction of each link is different because the number of the multicast group member nodes on each side of a link is different. For the ith multicast request, the required bandwidth in one direction of a link of the tree varies in the range of b i to (n i − 1)b i . Because the minimum number of the multicast group member nodes at one side of a multicast tree link is one, the maximum number of the multicast group member nodes would be (n i − 1). To simplify the bandwidth reservation, a simple scheme is to reserve the maximum required bandwidth (n i − 1)b i in each direction of each link of the tree. We refer to this scheme as one Bidirectional Tree with Maximum reserved bandwidth on each link of the tree (BTM). The following pseudocode shows the algorithm of establishing the multicast tree of the ith multicast request for the BTM approach. In the BTM scheme, the bandwidth is over-reserved in each direction of each link of a bidirectional tree. To deal with this problem, we here propose an efficient scheme whereby only just enough bandwidth is reserved in each direction of each link of a bidirectional tree. We refer to this scheme as one Bidirectional Tree with Just enough reserved bandwidth on each link of the tree (BTJ). We next analyze the bandwidth required to be reserved in each direction of a link of a bidirectional tree.
Each link of the ith bidirectional tree separates the tree into two subtrees having m (1 ≤ m < n i ) and n i − m of multicast member nodes, respectively. The worst case is when all the member nodes need to send their data simultaneously, which would require the reserved bandwidth to be mb i in one direction and (n i − m)b i in the other direction on each link of the tree. Hence, a total bandwidth of n i b i would be needed on each link. Figure 2 shows a bidirectional multicast tree for a multicast session with six nodes. Link AB connects two subgraphs, SA and SB, together. As can be seen, there are two nodes in SA and four nodes in SB. If all of these six member nodes send data simultaneously on link AB, there is a bandwidth of 2 × b i needed from A to B and a bandwidth of 4 × b i from B to A. The total bandwidth of 6 × b i would be required on this link.
Since the value of m varies from 1 to n i − 1 on each link of the ith multicast tree, the amount of the bandwidth that should be reserved in each direction of each link is different from the other links of the same multicast tree. The important thing is that two LSPs on each link consume a total bandwidth of n i b i . This amount is much less than 2 × (n i − 1) × b i , which is the total reserved bandwidth for two LSPs on each link of the ith multicast tree in the BTM scheme. Therefore, it is expected that the BTJ is much more efficient than the BTM. However, the former is more complicated in reserving the bandwidth on each link.
In BTJ, to calculate the exact amount of the needed bandwidth for each direction on that link, we must count the number of the multicast group members on each side of a multicast tree link. And since the result of this calculation strongly depends on the location of each link in the multicast tree, we first must have a multicast tree and then apply this method to that. Therefore, the proposed approach is to first find a bidirectional multicast tree for a new multicast request using the BTM approach, whereby a bandwidth of (n − 1)b i is reserved on each link in each direction. After the tree is set up, the exact amount of bandwidth needed in each direction is calculated and the excess of the over-reserved bandwidth is released.
A bidirectional multicast tree is divided into two smaller trees by cutting a link. We apply the depth first search (DFS) algorithm [22, Section 22.3: Depth-first search, pp. 540-549] to each of those smaller trees to count the number of the nodes in that tree. At each step of DFS, when a node of the tree is detected, we check whether it is a multicast member node or not, because only multicast member nodes generate traffic. Then, we release the excess reserved bandwidth in each direction and return it to the network resources to be used by later requests. In our simulation, we used an optimal way to use DFS only once for each multicast tree. The following pseudocode shows the algorithm of establishing the ith multicast tree for the BTJ approach. 3. Establish T .
In this approach, since a multicast tree is bidirectional, the data flow is in both directions on any link of the tree. In the forwarding table for the bidirectional tree approach, the source of the data is not important since the trees are not unidirectional. At each node, the relevant interfaces for each multicast group label must be stored. There is an equal outgoing interface for each incoming interface in each node of the tree since there are two unidirectional LSPs on each bidirectional link of the multicast tree. Upon receiving a multicast packet at each node, the router checks the multicast group label of the packet and the incoming interface and forwards it onto the relevant outgoing interfaces of the multicast tree excluding the one whose parallel incoming interface receives the packet. Obviously, when there is more than one outgoing interface to forward the packet, replication of the packet is performed by the router. An example for the forwarding table in both BTM and BTJ is shown in Table 5 .
Traffic model
We assume that every node in the network is able to generate multicast requests. Multicast requests arrive to the network following a Poisson process with the average arrival rate λ and they have an exponentially distributed holding time with a mean value h. A multicast request involves at least three nodes in the network. The member nodes of a multicast request are selected randomly among all nodes in the network. We assume that the size of a multicast group (x) follows a truncated geometric distribution [24] . The probability of a multicast request with group size k is given by
The average size of the multicast group,n, is given bȳ
where N is the total number of the nodes in the network and q is a parameter that determines the average size of the multicast group. Let the capacity of each wavelength be C. Then the capacity of each established lightpath is also C. We assume that the bandwidth b i , which is needed to transmit the traffic generated by each member node of the ith multicast group, is a random variable in [x 1 C, x 2 C] following a uniform distribution, where 0 < x 1 ≤ x 2 < 1. Let R m be the ratio of the number of multicast requests to the total number of unicast and multicast requests generated in the network. Every member node in a multisource multicast session may send data simultaneously to the other member nodes of the multicast session. A unicast session involves two nodes only and each node can send data to the other node simultaneously. Therefore, the effective average arrival rate isn R m λ for the multicast requests, and 2(1 − R m )λ for the unicast requests. The effective unicast traffic load ρ U , the effective multicast traffic load ρ M , and the effective overall traffic load ρ, normalized to the capacity of the wavelength channel C, will then be given by
The network may not be able to connect all of the member nodes of a multicast request. Those nodes of a multicast request that cannot be connected to a multicast tree will be blocked. That is, we assume that the network allows to partially block some member nodes of a multicast request while establishing a partial tree connecting the rest of the member nodes. We use the blocking probability as a parameter to evaluate the performance of the multisource multicasting approaches described in Sect. 2. The blocking probability is defined by p b = i (blocked bandwidth for ith multicast request) i (total required bandwidth for ith multicast request) (6) If only one multicast tree is set up for a multisource multicast session, the blocking probability can be calculated by
where n i is the number of blocked member nodes in the ith multicast request and n i b i is the bandwidth required by one member node of the ith multicast request (which includes the bandwidth of sending data, b i, and the bandwidth of receiving data, (n i − 1)b i, from the rest of the member nodes).
In the MUT approach, we have n i unidirectional multicast trees for the ith multicast request. The blocked nodes for each single unidirectional tree of this approach may be different from the blocked nodes for other unidirectional trees of the same multicast session. Therefore, we need to calculate the blocked bandwidth for each unidirectional multicast tree separately and then add them. The blocking probability equation for the MUT is calculated by
where n j is the number of the blocked member nodes in the jth unidirectional tree for the ith multicast request. 
Performance evaluation
As shown in Fig. 3 , we used the NSF network and the Cost 239 network as test networks to evaluate the performance of the different approaches of multisource multicasting. The NSF network has a relatively low average node degree of 3, whereas the Cost 239 has a relatively high average node degree of 4.72 [16] . The optical links are assumed to be composed of two optical fibers operating in opposite directions. Each optical fiber has eight wavelengths. In our simulation, we used x 1 = 0.01 and x 2 = 0.08. We repeated each experiment 20 times and the average value is then calculated for the results. In each experiment, each node in the network generates 1,000 multicast requests. The service rate µ is 0.22. We compare the performance of MUT, FRN, RRN, BTM, and BTJ.
Network blocking probability
The network blocking probability versus traffic load per node is shown in Figs. 4 and 5 for the NSF network and the Cost 239 network, respectively. It is observed that the MUT scheme achieves the lowest average blocking probability. The reasons are that, in the MUT scheme, (i) each unidirectional tree is rooted at each member node and optimized with respect to that member node and (ii) the needed bandwidth for the links of each unidirectional tree is b i and hence a small fraction of free bandwidth on the existing lightpaths could be utilized. RRN shows better performance than FRN because when we force the multicast request to choose one of the fixed root nodes, there is the possibility that the selected root node not be a member node of the multicast group. Therefore, the multicast tree would be larger in this method. Larger multicast trees would consume more bandwidth resources, resulting in higher blocking probability. BTM has the highest blocking probability because the bandwidth is over-reserved on each link of a bidirectional tree. BTJ shows significant improvement in terms of blocking performance compared to BTM since BTJ reserves just enough bandwidth on each link of a bidirectional tree. In the Cost 239 network, there is a significant difference between the blocking probabilities of FRN and RRN. The reason is that the Cost 239 network is a denser network compared to the NSF network and there is a higher possibility to find a multicast tree that only includes the multicast member nodes without using other nodes to make a connected tree. Therefore, by using FRN, if the selected root node is not a member of the multicast group, the multicast tree will be larger than what is found in the RRN approach for the same multicast group. In the Cost 239 network, the FRN has a high blocking probability close to that of BTM. The average multicasting blocking probability versus average multicast group size is shown in Figs. 6 and 7, for the NSF network and the Cost 239 network, respectively. MUT achieves the best blocking performance. BTJ has a blocking performance very close to that of MUT, which shows that BTJ is very effective since it is less complex than MUT in that only one bidirectional tree is set up for a multisource multicast session. As the multicast group size grows, the blocking probabilities of BTM, FRN, and RRN become very close to each other.
Time complexity
The search algorithm that is used to find the shortest paths is Dijkstra's shortest path (SP) algorithm [22, Section 24.3: Dijkstra's algorithm pp. 595-601]. We assume that the time for other functions like variable assignments and comparisons is negligible. We counted the average number of the times that Dijkstra's SP algorithm is used to establish a multicast session for one multicast request in different approaches. Based on our observations, this could be a good representation of the relative time complexity of different approaches and their relative required time to establish a multicast session. Figures 8 and 9 show the average number of times that Dijkstra's SP algorithm is used for one multicast request ver- sus the traffic load per node in the NSF and Cost 239 networks, respectively. MUT uses the search algorithm much often than the other approaches, because this approach needs to repeat the process of finding a multicast tree n i times for the ith multicast request. FRN and RRN use the search algorithm slightly more times than BTM and BTJ. Although both of FRN and RRN require only one multicast tree for a multicast session, n i unicast paths must be found between the multicast group members and the root node, using the search algorithm. The average number of calls to Dijkstra's SP algorithm for each multicast request depends on the size of the multicast group (multicast tree) and does not depend on the arrival rate of the requests. The reason that this value decreases slightly by increasing the arrival rate is that increase in the arrival rate causes higher blocking probability and leads to smaller multicast trees. Figures 10 and 11 show the number of calls made to the Dijkstra's SP algorithm for each multicast request versus the multicast group size in the NSF and Cost 239 networks, respectively. It is observed that when the size of the multicast group increases, more calls to the search algorithm are made because larger multicast trees should be established. In the MUT method, the number of calls to the search algorithm increases very rapidly in response to the increase in the average multicast group size, while this increases slowly in other approaches. Let E be the number of the links and R the number of the root nodes in the network. The time required for establishing a multicast session with n member nodes for each of the multisource multicasting approaches is of the order given below:
MUT :
RRN :
BTN and BTJ : The term O(E log(N )) represents the order of complexity for Dijkstra's SP algorithm [22, Section 24.3: Dijkstra's algorithm pp. 595-601], which finds the shortest path between one node and all other network nodes in one run. Therefore, at each step of the multicast tree establishment we have to call Dijkstra's SP algorithm for every node in M . Since the multicast group size is n, the number of the calls to the Dijkstra's SP algorithm for one multicast request would be |n + (n − 1) + (n − 2) + · · · + 1| which is equal to
2 . The time needed for MUT is n times that of BTM and BTJ, since n unidirectional multicast trees are needed to be set up for MUT, whereas only one bidirectional multicast tree is required for BTM and BTJ. Apart from what is required in BTM and BTJ, the approach FRN also needs to make R calls to the Dijkstra's SP algorithm for the root node selection procedure. There are additional n calls to Dijkstra's SP algorithm for n unicast path establishments in FRN and RRN.
Memory consumption
The information about the multicast trees is stored in the Information Base tables in the routers for routing and control decisions. We measured the memory consumption of the tables for the described approaches. Figures 12 and 13 represent the average number of the records (rows) for one multicast session in Information Base tables in different nodes of the network for the NSF and Cost 239 networks, respectively.
It is observed from the simulation results that MUT has the highest average number of the records in the control plane for keeping the information of the multicast session and multicast trees. This is because, in MUT, the information of n multicast trees must be stored in the control plane. The average number of the records for the FRN and RRN is significantly less than MUT. BTM and BTJ have the least number of records in the control plane for one multicast session. Although there is only one multicast tree in FRN, RRN, BTM, and BTJ, the root-node approaches FRN and RRN must keep track of the unicast paths from the multicast member nodes to the root nodes too. The number of the records in the control plane depends on the multicast group size and the number and size of paths and trees that are established for that multicast group. It is not related to the arrival rate. The reason that the number of the records is decreased slightly by increasing the traffic load is that as the arrival rate increases, the blocking probability also grows. Therefore, the size of the established trees would be smaller which leads to keeping less information in the control plane. Figure 14 and 15 show the average number of records in the control plane for one multicast session versus the average size of the multicast group in the NSF and Cost 239 networks, respectively It is observed from the simulation results that by increasing the average multicast group size, the average number of the records in the control plane increases. This is due to the fact that bigger multicast groups need larger multicast trees and more reserved paths, which would involve more network nodes and hence lead to higher number of records in the control plane. FRN, RRN, BTM, and BTJ show a slow growth in the average number of the records for one multicast session as the average multicast group size increases, while MUT shows a rapid increase in information volume in the control plane as the multicast group size increases. This is because, in the MUT approach, the number of unidirectional multicast trees to be set up is proportionally increased with the multicast group size.
Conclusion
We have introduced and described several approaches for multisource multicasting, namely MUT, FRN, RRN, BTM, and BTJ in the context of IP over WDM networks. We have compared their performance in terms of blocking probability, time complexity, and the memory consumption in the control plane. Based on the simulation results, the MUT approach has the least blocking probability but it requires a much longer time than other approaches to establish a multisource multicast session and consumes a much higher volume of memory to keep the information of the multicast session in the control plane. The FRN and RRN approaches exhibit a higher blocking probability than the MUT approach, but they consume less memory and require a shorter multicast session establishment time compared to MUT. The BTM approach suffers from the highest blocking probability, but has the lowest time complexity and memory consumption in the control plane. The newly proposed approach BTJ, which uses only one bidirectional tree with just enough bandwidth reserved on each link of the tree, achieves the best overall performance among all the approaches. Not only its blocking performance is very close to that of MUT but also its time complexity and memory consumption in the control plane are as small as that of BTM.
