Protein-nanoparticle associations have important applications in nanoscience and nanotechnology but the recognition mechanisms and the determinants of specificity are still poorly understood at the microscopic level. Crucial questions remain open, related to the association mechanisms, control of binding events, and preservation of functionality. Gold is a promising material in nanoparticles for nanobiotechnology applications because of the ease of its functionalization and its tunable optical properties. We present a concise overview of recent computational modeling advances which were pursued in the quest for a theoretical framework elucidating the association mechanisms and the ability to design and control the recognition events of a specific class of systems, namely, interfaces between polypeptides/proteins and a gold surface in the presence of water. We select two different methodological advances, the first related to the effect of surfactants covering the surface of nanoparticles and altering their interactions with proteins and the second related to the immobilization of proteins on inorganic surfaces and conserving their functionality. Both cases, demonstrate how the understanding of the polypeptide-surface coupling mechanisms is essential to the control of the process and exploitation for biotechnological and nanotechnological purposes.
Introduction
The interaction between proteins and solid surfaces is of fundamental importance for a variety of scientific and technological problems, ranging from biomedicine to nanoelectronics. Combinatorial biotechniques have shown that the molecular recognition capability of proteins can be specifically oriented toward inorganic surfaces, opening-up the way for new concepts in selfassembling. [1] The interaction of proteins with nanostructured surfaces or nanoparticles is also the key to several biological processes occurring in vitro and in vivo. [2] However, a detailed understanding of such interactions is lacking.
Experiments in this field are extremely challenging since they need to probe the interface between the biomolecule and the solid interface in realistic aqueous environment. Some relevant issues that remain open from the experimental work are e.g. the difficulty of quantifying the affinity and orientation of proteins to surfaces, the alteration of the protein structure at surfaces and the role of the environment. [3] [4] [5] Computer simulations have emerged as a powerful tool for treating the structural and functional properties of complex assemblies which can effectively complement experimental studies of protein-NP and proteinsurface systems. [6] [7] [8] [9] [10] [11] In the last few years, the use of recently developed simulation methodologies and current generation force fields had permitted novel applications of molecular dynamics simulation, which have enhanced our understanding of different physical processes governing peptide-surface binding [9, [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] and amino acid driven synthesis of NPs. [24] However, there are several challenges that must be tackled when treating these systems in computations. The first difficulty is related to the several length scales spanned by these systems going from the atomic (local interactions between amino acids and the surface) to the nm of even μm one, when considering the formation of layers of bound proteins on the surfaces or around the nanoparticles (i.e. protein corona). A second fundamental problem to be addressed is the need for an extensive sampling of conformations which is mandatory for gaining insights into the binding process but also for a proper description of the functional properties of the dynamical complexes (see Section 2.3.3). In fact, a proper sampling of the conformational space is not only needed to properly account for entropic contributions to binding, but also to account for the different protein conformations that may exist in solution, and interact with the surface. Therefore, the development of multiscale approaches to treat hybrid protein-inorganic systems is a fundamental computational target. MD simulations are the single-scale method that presently better compromises between accuracy and size of simulated systems and time length of the simulations. However, MD simulations covering the huge diversity of proteinsurface systems are often lacking of accurate and consistent force fields allowing the description of real inorganic systems whose complexity may be related e.g. to the variety of interaction sites (faces, edges, vertexes) or to the presence of surfactants covering the surface and altering the interaction with water and proteins as will be discussed in Section "The Role of Citrate: the Force Field". Moreover, proteins and solid surfaces or nanoparticles have been traditionally studied by different scientific communities, and the computational tools developed for one kind of systems (e.g., proteins) are not often compatible with the tools developed for the others.
All these situations represent yet unexplored variables in the field of protein-inorganic surface and nanoparticle interactions, that require further extension of computational tools (eg., development of proper force fields) and methodologies (e.g. calculation of the reduction potential for bioinorganic interfaces).
In the last few years, a classical atomistic force field to describe the interaction of proteins with gold (111) surfaces was developed and applied in our group and in collaboration with others. [25] [26] [27] [28] Based on the novel parameters developed, various levels of computational description of protein-surface interactions were implemented and applied involving classical Molecular Dynamics and Brownian dynamics, that cover multiple length-and time-scales.
In this paper we focus on two theoretical challenges in the field of modeling protein-surface interactions and on progress made to meet these challenges. We select two different methodological advances, the first related to derivation of force field parameters for the description of citrate surfactants covering the surface of nanoparticles in solution, in a consistent and compatible way with the existing GolP [29] for the protein-AuNP surface interactions (Section 2.2); the second related to the extension of the perturbed matrix method (PMM) [30] to the calculation of the redox potential of a covalently bound protein to a gold surface (Section 2.3). In both cases, the results demonstrate how the understanding of the peptide-surface coupling mechanisms is essential to the control of the process and exploitation for medical and nanotechnological purposes.
The paper is organized as follows. The two methodological advances are presented separately and in a sequential form. In Section 2.2 we present our proposed computational strategy combining Brownian Dynamics (BD) rigidbody docking [31] and classical molecular dynamics (MD), [29] used to study the molecular driving forces guiding the binding of a given protein to gold NPs (GNPs). More in detail in Section "The Role of Citrate: the Force Field" we describe how we incorporated the stabilizing adsorption layer of GNPs surfactants (citrate in this case) through the development of a suitable forcefields (FFs) able to describe the citrate anion and their interfacial physisorption on the GNP. In the same section we report the preliminary results on the nature of the binding of a fibrillogenic protein β 2 -microglobulin to the citrate-coated gold surface.
In Section 2.3 we describe the second methodological advance based on the extension of the QM/MM methodology to treat redox proteins on solid surfaces. [32] Also for this computational strategy, in Section "Theory" we introduce the theoretical background and the issue to be tackled. In Section "Gaining Insights into the Reduction Potential Variations" we review the results relative to a prototypical protein system on a gold electrode to understand the redox thermodynamics of proteins covalently bound to a gold surface.
In Section "Conclusions" we discuss how computational strategies may help the understanding of the polypeptide-surface coupling mechanisms and potentially allow the control of the assembly process and its exploitation for biotechnological and nanotechnological purposes.
2 β 2 -Microglobulin on Citrate-Coated Au(111)
The Strategy
In order to study protein-inorganic surface association processes, we have implemented a multi computational strategy whose pipeline includes the following steps:
• rigid body docking with Brownian Dynamics (BD)
The pipeline makes use of different software packages implemented in a consistent and compatible way at the different scales such as the SDA software [33, 34] for the rigid body docking using the ProMetCS continuum solvent model for protein-gold surface interactions [31] and the GROMACS package [35] for MD simulations using the GolP [29] force field. The main purpose of the first step of the procedure is to perform an extensive sampling of three-dimensional space in an efficient way and to generate reasonable configurations of protein-surface encounter complexes by following the diffusional association of the protein towards the surface. In protein-surface docking with SDA, the protein is modeled as a particle diffusing in a solvent that is treated as a continuum exerting frictional and random, stochastic forces on the protein; while the metal surface is described as a large multi-layers cluster placed in the XY-plane. More specifically, the Au(111) surface is described by a very large gold cluster with three atomic layers. During the calculations, the position of the metal is fixed with the centers of the atoms in the surface layer at z = 0, i.e., in the xy plane of the simulation box. The surface area of the metal has to be larger than the size of the adsorbate in order to account for interatomic interaction effects up to the cutoff employed in calculations. The adsorption of proteins to metal surfaces are described with a continuum solvent in BD, accounting for specific properties of the hydration shell on metal surfaces by including additional, semi-empirically parameterized terms in the protein-surface forces. [31] The starting position and orientation of the protein is generated randomly at a given distance from the surface, which defines the limit where the protein-surface interaction energy becomes negligible. At each BD step a protein-surface interaction energy and the force acting on the protein are computed using the implicitsolvent ProMetCS force field, developed and parameterized for protein-gold surface interaction. [31] The ProMetCS energy includes the following terms: (i) a sum of pair-wise interatomic Lennard-Jones terms that describes van der Waals and weak chemical interactions between the biomolecule and the gold surface (based on the fully atomistic force field GolP); [29] (ii) the electrostatic interaction free energy in the water environment, which includes an image-charge interaction energy of the protein effective charges with a flat infinite, overall uncharged, metal surface along with the direct Coulomb interaction of protein effective charges with the charges placed at each Au atom, mimicking a gold surface non-zero potential. Electrostatic energy also includes a desolvation correction term which takes into account the change of the electrostatic interaction energy due to polarization and distortion of the hydration shell at small protein -Au surface distance; (iii) a protein hydrophobic desolvation and (iv) a surface desolvation free energy term arising from the partial replacement of the metal hydration shell by the protein. All the energy terms are computed with a procedure which is mostly grid-based and is therefore efficient for application to long-time simulations of protein binding processes.
The main purpose of the second step of the procedure is to cluster the stored docking configurations so that only a small number of representative structures need to be used for the atomistic MD refinement. Millions of putative protein-docking complexes can be generated in a few hours on a commodity cluster by this BD. The low-energy protein-surface complexes resulting from the docking are therefore clustered, by means of a hierarchical clustering algorithm, according to their conformational similarity to reduce the number of structures. The number of clusters that represents the data appropriately varies in different docking cases. We use an empirically derived threshold to determine how many clusters represents the ensamble of docked configurations appropriately. This threshold is defined as the distance between clusters which is in turn defined as the average backbone RMSD between docked protein structures in one cluster relative to structures in another cluster. The representatives of the most populated clusters from the second step are chosen and used in subsequent third step of the multi computational procedure.
The main purpose of the third step of the procedure is to refine the selected rigid body docked orientations of the protein respect to the surface with a more detailed model of the system including full conformational flexibility, to obtain plausible structures of the bound complex. This step is accomplished with the use of fully atomistic MD simulations assessing the stability of the docked encounter complexes and treating protein structural relaxation. The extensive sampling of the conformational space is needed to account for the different protein conformations that may exist in solution, and interact with the surface.
The Role of Citrate: The Force Field
The surface of GNPs can be covered with surfactants that alter their interaction with water and proteins. Citrate is one of the most common GNP surfactants, being used during nanoparticle synthesis to prevent aggregation. Since citrate does not bind strongly to gold, it might be fully or partially replaced by the protein upon binding. In this section, we illustrate the theoretical challenge made to incorporate the role of citrate surfactants in the proteinsurface binding within the computational strategy described in the previous section.
The OPLS/AA force field that we adopted in the simulations does not contain parameters for the citrate anions which are interacting with the gold surface and that we wish to simulate. Therefore, we generated force field parameters for the citrate-coated GNPs consistent with the OPLS/AA force field. To this aim, we performed structural optimization and electronic structure calculations starting from the single molecule structure of the citrate anion at DFT level of theory and localized basis set, B3LYP/6-31G* using the Gaussian09 computer packages. The missing bond and angle parameters were generated from a Hessian matrix determined at the B3LYP/6-31G* level of theory, according to [36] . Charges were derived by fitting the ab initio ESP grid points following the Merz-Kollman scheme, [37] and from these a set of RESP (Restrained ElectroStatic Potential) atomic charges was derived. The interactions of the GNP with the surfactant are including the dispersive forces, which are described with a Lennard-Jones potential. To model these interactions, the atom-atom 12-6 LJ parameters were obtained using the mixing rule which were shown to reproduce the experimental interaction energies for a test set of molecules, for more details see [29] .
To our knowledge, the formation of a citrate ad-layer composed of interacting citrate molecules as a stabilizing layer has never been incorporated in simulations due to the lack of suitable force-fields (FFs) able to describe the citrate anion [38] and their interfacial adsorption on the top of the GNP. Moreover, the structural details of citrate anions adsorbed on the GNP surface are not clear in experiments [39] since the charge state of the gold surface is unknown. Citrate covered gold surfaces are certainly negative but the underlying layer of gold cores are supposed to be positively charged according to electrochemistry experiments [40] .
As a detailed molecular mechanics model for cit-GNPs (12, 14) , we propose a surface in which the fully deprotonated citrate anions (C 3 H 5 O(COO) 3− 3 ) are described as interacting adsorbed species on a positively charged GNPs. The deprotonated state of the citrate anion was derived assigning the standard protonation state at pH 6.8 with H++, [41] corresponding to the physiological pH. Among the various crystal surfaces, Au(111) is the most stable and therefore the most commonly occurring in nanoparticle preparations [42] . For this reason we consider an Au(111) face of the NP in our model. The regular citrate ad-layer on the top of Au(111) was generated with a ratio of the surface gold ion and citrate concentrations suitable to reproduce experimental electrochemical data on the cit-GNPs [43, 40] .
We first examined the stability of the citrate ad-layer on the top of Au(111) in aqueos solution by using 20 ns of standard MD simulations at 300 K. The initial and final distribution of citrate anion on the positively charged GNP is shown in Figure 1 . We remark that none of the citrate was displaced from the surface during the entire lenght of the simulation in explicit water. The initial ordered distribution of citrate was stabilized on the top of the GNP surface by direct contact with the surface gold atoms. No large distortion of the ad-layer from the initial conformation have been observed.
The Surface-Protein Binding
In this article, we present a preliminary study of the proposed molecular mechanics model for citrate-coated GNPs interacting with β 2 m, one of the best characterized amyloidogenic protein with medical relevance.
To investigate the nature of the binding between β 2 m and a citratecoated gold surface, as well as the effect of a negative surface potential, we looked for the possible adsorption orientations of β 2 m on citAu(111) (and the corresponding driving forces) by initially using the protein-surface docking method implemented in SDA 6.0 [44], and we then studied the stability of the docking orientation by MD simulations. More in detail, we introduced: (i) an implicit electrostatic effects of negatively charged citrate molecules on the surface assigning a small negative charge density (Au net chg = -0.01 e) per surface atom and (ii) an explicit citrate molecule on a neutral Au surface incorporating the steric hindrance and the novel GolP parameters in the ProMetCS force field [31] . The direct interaction of the protein with an explicit layer of citrate molecule will be investigated later on in the article.
During docking, the interaction energy of the protein with the Au(111) surface is given by three main terms: [31] van der Waals energy described by site-site Lennard-Jones, E LJ , interactions, adsorbate-metal electrostatic interaction energy, U EP and the desolvation energy of the protein, U p ds , and of the metal surface, U m ds (values are reported in Table 1 ). As already mentioned, the electrostatic term arises from surface polarization and is represented by an image-charge term [45] .
When this docking procedure was applied to the system, it yielded three different orientations accounting for more than 92 per cent of the total encounter complexes when the negative Au surface was considered and it yielded three different orientations accounting for more than 70 per cent of the encounter complexes, when the explicit citrate molecule was instead used (see Table 1 ). The representative structure in both cases of each computed complex is shown in Figure 2 . The protein residues contacting the surface differ in the various complexes, and are listed in Table 1 .
(i) In the case of the negatively charged state of the gold surface the preferred orientation are complex A which is still involving the residues at the N-terminal (ILE1, ARG3) tail and DE-loop (LYS58, ASP59 and TRP60) of the protein but complexes B (driven mostly by E LJ interactions) and C (driven both by E LJ and electrostatic terms) are also present. (ii) In the case of docking in the presence of a negative citrate molecule bound to a neutral surface the ranking becomes A > B > D which gives a consistent picture with respect to the proposed model also in the presence of the steric hindrance associated to the citrate molecule on the surface. In both cases poses A and B are present, therefore suggesting a picture in which the layer of citrate covering the surface of the GNP does remain on the surface of the gold and interacts with the protein, as already predicted by the proposed atomistic model in Figure 1 . We remark the presence of a different complex D, in which β 2 m binds the surface via the N-terminal tail (ILE1, GLN2) and Loop FG (THR86, LEU87, SER88, GLN89) not stable in the presence an extended negatively charged coverage of surface (due to citrate anions) because it is probably based on the fortuitously favorable contact of some residues with the single citrate.
The stability of the present encounter complexes resulting from the rigid docking was assessed performing classical MD simulations. We started with the most representative and populated complexes obtained from rigid-body BD docking (complexes A, B) and we first used 50 ns of standard MD simulations at 300 K in explicit water and ions. In the case of the most stable complex A the simulation was extended to 100 ns. All simulations were based on the GolP [29] force field with the SPC/E water model as implemented in the GROMACS package [35] . Relative population of this cluster In the case of complex A, the protein remained stable with the same global orientation with respect to the surface of cit-Au(111) during the entire lenght of the simulation which was extended up to 100 ns. In the case of complex B, the protein rapidly reoriented to a new orientation equivalent to complex A with contact patches involving ILE1, ARG3, HIS31, ASP59 and TRP60, as shown in Figure 3 in agreement with the docking prediction thus strenghtening the role of the electrostatic interactions on the binding orientation. Analysis of the conformational changes of the protein data requires more extensive sampling methods and will be the subject of a forthcoming paper as well a direct comparison with experimental results. [46] Initial A A stable for 100 ns ILE 1 GLN2 LYS58 TRP60 ILE 1 GLN2 TRP60
Initial B B converted to A within 50 ns ASN42, GLY43, GLU44, ARG45 ILE1 GLN2 LYS58 TRP60 THR86 LEU87 GLU47, SER88, GLN89, PRO90 3 The Case of Cytochrome C Adsorbed on Au(111)
The QM/MM Methodology for Redox Proteins on Solid Surfaces
In the present section, we illustrate the use of a hybrid quantum mechanics/ molecular mechanics (QM/MM) methodology to treat of redox proteins adsorbed on solid surfaces. The Perturbed Matrix Method (PMM) [30] has been recently applied to describe several chemical processes in complex molecular systems [47] [48] [49] and has been recently extended to treat the bio-inorganic interface. [32] In the first subsection, the PMM is briefly outlined and in the second subsection a specific application of the methodology to a protein adsorbed on a solid surface is presented.
Theory
In PMM calculations [30, [50] [51] [52] [53] , similarly to other QM/MM procedures [54] [55] [56] , a portion of the system to be treated at electronic level is pre-defined (the quantum center, QC), with the rest of the system described at a classical atomistic level exerting an electrostatic perturbation on the QC electronic states. However, in the PMM, instead of including directly in the Hamiltonian operator the perturbation term, as usual in other QM/MM approaches, the effect of the perturbation is obtained by diagonalizing the perturbed Hamiltonian matrix constructed in the basis set of the unperturbed Hamiltonian eigenstates. The essence is thus to use high-quality unperturbed electronic states as a basis set to express the Hamiltonian matrix of the quantum center including the electric field perturbation resulting from the atomic environment. With a relatively low computational cost, the PMM can be therefore applied to a very large set of molecular configurations, hence providing the dynamical coupling of electronic properties with classical degrees of freedom. Indeed, the phase space sampling is provided by classical molecular dynamics (MD) and thus a statistically relevant sampling of the quantum-center/environment configurations can be achieved, which is necessary for a proper description of functional properties in dynamical, complex systems. The method proved to be able to provide a reliable modeling of different chemical processes, preserving both the quantum-chemical description of the chemical event and the configurational complexity of the overall atomic-molecular environment. [47] [48] [49] The general PMM scheme is given here.
• The first step is to pre-define the portion of the system responsible for the chemical event (in the case of charge transfer processes, for example, the electron donor/acceptor sites) to be treated at the electronic (quantum) level. The rest of the system is, instead, described at a classical-atomistic level exerting an electrostatic perturbation on the quantum-center electronic states.
• The second step involves the calculation of an orthonormal set of unperturbed electronic Hamiltonian ( H 0 ) eigenfunctions (φ 0 j ) on the isolated quantum-center by means of ab initio or DFT calculations on the equilibrium structure in vacuum.
• Fully classical MD simulations of the whole system (quantum-center and external-environment) are carried on in order to extensively sample the phase space of the system. • In the final step, for each configuration of the whole system generated from the MD simulation the perturbing effect of the external environment on the quantum-center eigenstates is included. This is achieved by constructing and diagonalizing the perturbed electronic Hamiltonian matrix ( H) constructed in the basis set of the unperturbed Hamiltonian eigenstates of the quantum center. Indicating with V and E the perturbing electric potential and field, respectively, exerted by the environment on the QC:
where q T ,μ and φ 0 j are the QC total charge, dipole operator and unperturbed electronic eigenfunctions, respectively, ΔV approximates all the higher order terms as a simple short range potential, I is the identity matrix and the angled brackets indicate integration over the electronic coordinates. The diagonalization of H provides a set of eigenvectors and eigenvalues representing the QC perturbed electronic eigenstates and energies. When only the perturbed electronic ground-state energy shift is needed for the calculation of the property of interest with no atomic positional changes involved, ΔV can be disregarded.
For the more specific task of calculating the reduction potential of redoxactive proteins, the perturbed electronic ground-state energies are calculated for the QC reduced and oxidized chemical states, providing the perturbed electronic ground-state energy shift. Also, the perturbing environment configurations are obtained by classical MD simulations performed in both the reduced and oxidized ensemble (i.e., with the QC in the reduced and oxidized chemical state, respectively).
The (Helmholtz) free energy change ΔA 0 associated to the electron transfer reaction (related to the reduction potential via E 0 = −ΔA 0 /F, with F the Faraday constant) is calculated using the following equation [57] :
In the above equation ΔU ox→red(red→ox) is the whole system energy change upon reduction (oxidation), Δε ox→red(red→ox) = ε red − ε ox (ε ox − ε red ), with ε red and ε ox representing the perturbed ground-state electronic energy of the red (reduced) and ox (oxidized) chemical states, respectively, and use was made of the approximation ΔU ox→red(red→ox) ≈ Δε ox→red(red→ox) , i.e., the environment internal energy change associated to the QC reduction is disregarded being exactly zero within the present description. [53] ε red and ε ox are the perturbed electronic ground-state energies evaluated at each MD frame via the PMM approach and averaging is performed in either the oxidized or reduced ensemble as indicated by the subscript of the angle brackets.
Although Equation 3 is based on an exact relation in principle, given the sampling problems of finite-time simulations, the best estimate of the reduction free energy is obtained by averaging the values provided by the reduced and oxidized ensembles: [58] 
Gaining Insights into the Reduction Potential Variations
The previously outlined methodology was recently applied to study the redox thermodynamics of iso-1-cytochrome c (Cyt c) covalently bound to a gold surface. Cyt c is a widely investigated redox protein of well known biochemical relevance and it served as a prototypical system to understand the thermodynamics and kinetics of redox proteins since a long time. [59] Also, it is a suitable candidate for bioelectronic applications as it is able to carry out fast and reversible electron transfer with a bare gold surface with retention of protein functionality. [60] Recently, the PMM was applied to calculate the reduction potential of Cyt c adsorbed on gold, comparing the results to previous experimental ones. [60, 61] The results are discussed in detail elsewhere [32] and are here only briefly summarized. As previous electrochemical measurements on Cyt c pointed to a relevant role of the concentration of the proteins on the electrode surface in the determination of the redox potential, [60, 61] the PMM procedure was applied to two sets of classical MD simulations, mimicking different coverages of the electrode surface. In the first set, one protein bound to a gold surface is considered in a periodic box while in the second set two adsorbed Cyt c inside a periodic box are considered, reproducing respectively a low and high concentration of proteins on the surface (see Figure 4 , panels A to F). The QC of the system, necessary for the PMM/MD procedure to be applied (see previous subsection), includes the atoms of the prosthetic group and the side chains of the axial ligands (in the system containing two proteins, only one of these groups is treated at the quantum level). Long MD simulations of the two previously described systems were performed (100 ns for the single Cyt c system and 180 ns for the system containing two proteins) in both the reduced and oxidized ensemble, providing an extensive sampling of the perturbing environment, composed by the rest of the protein(s), the solvent, the gold surface and the counterions used to neutralize the periodic box. In addition, supplementary shorter MD simulations and subsequent PMM calculations were performed for the high concentration system in order to test an alternative orientation between the two proteins in the periodic box. Indeed, three limit reciprocal orientations are possible for the two proteins: calling face the side of the protein in which the heme group is exposed and back the opposite side, these three orientations are the face-to-face, the back-to-back and the faceto-back. In the system used for the main calculations both the face-to-face and the back-to-back orientations are present thanks to the use of the periodic boundary conditions. The face-to-back conformation was tested separately.
As previously mentioned, experimental electrochemical measurements highlighted the importance of the concentration of the proteins on the electrode in the determination of the redox potential: in particular, between the low and high concentration case a difference of +102 mV in the reduction potential is observed. [61, 60] Such a difference is very well reproduced by the calculated results orientation, that provide a difference between the corresponding E 0 values of +140 mV (see Figure 4) . In Figure 4 , panels G and H, the distribution of the perturbed ground state energy difference Δε ox→red(red→ox) is reported for the two simulated systems, showing that the overall shift of the redox potential in the high concentration system is due to a shift of the energy difference Δε red→ox in the oxidized ensemble, i.e. to a destabilization of the oxidized state in the high concentration system. Such a shift is present in both the orientation analyzed, also if it is not of the same extent. The reported calculated results for the high concentration system refer to the face-toback/back-to-back conformation. However, the two orientations clearly show the same qualitative behavior, pointing to a common underlying mechanism. The origin of the redox shift was demonstrated to be ascribable to the different polarizability of the environment that surrounds the QC in the two systems. In particular, in the low concentration system the environment is more polarizable than in the high concentration one, in which less water is present in the vicinity of the QC as an obvious consequence of the packing of the proteins on the electrode surface. This can be observed in Figure 5 , where the distributions of the electrostatic potential exerted by the solvent (panels A and C) and by the rest of the perturbing environment (panels B and D) are reported for the low and high (face-to-face/back-to-back) concentration systems both in the reduced and in the oxidized ensemble. All the distributions are shifted toward smaller values upon oxidation, as a consequence of the positively charged quantum center in the oxidized state. However, the electrostatic potential due to water is noticeably more shifted in the low concentration system than in the high concentration one, thus implying that in the first one the solvent around the oxidized protein is more efficiently interacting with the protein, i.e. more polarized. On the contrary, the shift upon oxidation of the electrostatic potential due to the rest of the perturbing environment is almost the same in the two concentration states. Interestingly, also the difference in the extent of the shift between the two orientations can be explained with the same mechanism: the smaller shift obtained for the face-to-back system is indeed associated to a lesser displacement of solvent molecules than in the face-toface/back-to-back one. This can be observed in Figure 6 where the normalized distribution of the number of water molecules within a radius of 1 nm from the heme group of the QC containing protein is reported, showing that more solvent molecules are close to the QC in the face-to-back system than in the face-to-face/back-to-back one.
The reported results point to a key role of the solvent in determining the redox thermodynamics of Cyt c adsorbed on gold. It is worth to note that a significant role of water in determining the reduction potential of the same protein was also observed for Cyt c freely diffusing in solution, where the hydration state of the heme propionates was noted to be related to variations of the E 0 value. [62] More in general, the solvent fluctuations and the dynamic interaction between the solute and the solvent appear to be key factors in determining different properties of several biochemical systems. To gain insights into these kind of processes with theoretical/computational techniques, it is thus essential to maintain the configurational complexity of the environment, including water, and to achieve an extensive sampling of the dynamics of the system under investigation.
Conclusions
In this article, we have presented two comprehensive computational study of the interaction between proteins and GNPs. In the first presented case, we have introduced a detailed methodology involving multiple levels of theory, including docking by Brownian dynamics, classical atomistic MD and quantum mechanical DFT calculations which is able to provide molecular insights into the protein-GNP interactions that are not accessible from experiments alone. In particular, using our protein-surface docking strategy, we are able to discuss the nature of the interactions that guide the binding of a given protein to citrate-coated Au(111) and to observe the role of binding to citrate which represents the leading terms for the encounter complexes most compatible with experimental results. Moreover, the comparison between docking results obtained in various conditions (bare negative surface, citrate-covered surface) suggests a consistent accuracy of our developed parameters and a picture in which citrate molecules do remain on the surface of the NP, coexisting with the adsorbed protein. Analysis of the conformational changes of the protein data requires more extensive sampling methods and will be the subject of a forthcoming paper as well a direct comparison with experimental results. [46] In the second presented case, we have discussed a computational strategy based on a hybrid quantum mechanics/molecular mechanics methodology, the perturbed matrix method, which is able to accurately evaluate the redox potential of redox protein covalently bound to a gold electrode, reproducing the experimental conditions of an electrode with both low and high surface coverage. The computed values of the redox potentials are directly comparable with the experimental ones, as recently shown [32] and insights are gained into the molecular mechanism at the basis of the experimental shift observed between the low and high surface coverage case.
