This paper considers some typical optimal control problems for a class of strongly nonlinear parabolic systems. After some necessary preparation, it is shown that the family of admissible trajectories is a weakly closed and weakly sequentially compact subset of a reflexive Banach space and that the set of attainable states at any given time is a weakly compact subset of a Hilbert space. Using these basic results, proofs of existence of optimal controls are presented. A terminal control problem, a special Bolza problem, and a time optimal control problem are solved, and the necessary conditions of optimality for the corresponding control problems are given.
INTRODUCTION
In recent years optimal control problems of systems governed by abstract differential equations on Banach spaces have received a great deal of interest [2, 3, 6, 7, 9, 11-13, 15, 171 . Linear systems have been given the most consideration [2, 9, [11] [12] [13] 151 . Nonlinear problems in the form of multidimensional Lagrange problems have been studied under very general conditions [3, 6, 71 . Lions [17] considered the problem of (time) optimal choice of coefficients for a class of monotone nonlinear evolution equations on a Hilbert space. In this paper we consider several optimal control problems, as indicated in the Abstract, for a similar class of evolution equations on a Sobolev space in which the operator is allowed to have polynomial growth and control is allowed to apear nonlinearly.
In fact, we consider a system of strongly nonlinear parabolic equations as defined by Browder [4, 51 with controls entering in the right-hand side. This however adds the difficulty of showing the existence of measurable controls. We solve this problem using a recent selection theorem in a Banach space ([I] ; see also [ 181) . This problem is not considered by Lions [17] . If controls appear in the coefficients it is difficult to verify hypotheses H3, H4 [17, p. 2791 and prove necessary closure theorems. Lions proved weak compactness of attainable sets solving a time optimal problem. Here we prove a closure theorem for attainable trajectories (Theorem 3.6) with compactness for attainable sets following as a corollary (Corollary 3.7). Using these results we prove existence theorems for several control problems (Theorems 4. I-4.3). Further, we give necessary conditions for optimality (Theorems 5.1-5.3) admitting cost functions more general than those used for the existence theorems. This problem is not considered in [17] . with norm where we have used the symbol L,(Q) to denote the space of r vector-valued functions on Q with components pth-power Lebesgue summable over Q and with the norm // . l/L,(a~ . Wm*p(Q) is a reflexive Banach space, since it has a natural embedding as a closed subspace of the direct sum of a finite number of copies of L, spaces. Let V be a closed subspace of W"sP(Q) with COm(Q) C 7' where C,,"(Q) is the family of infinitely differentiable functions with compact support in Q. Since it is a closed subspace of a reflexive Banach space (VP'* p(Q)), V itself is a reflexive Banach space with the norm ( q 1 r, G 1 q ! ,il.n We consider the Banach space L,(Z, V) of equivalence classes of functions ~JJ from I to V with Clearly the norm in this Banach space is given by 11 v iI G ( j, / 9 i :( &)I/" and that the space L,(I, V) is itself a reflexive Banach space. Further, the dual (topological) of the space L,(I, I') is&#, I'*); that is, (&,(I, I'))* = &(I, I/*), where q-l + p-l = 1 and I '* is the dual of V. Let H denote the Hilbert space La(Q) and let I denote the closed interval [tu , tt] C R1. Let A(t), t E I, be a system of partial differential operators on 9, with coefficients depending on t ~1, of the form where each Ati is an r-vector function of (t, X) E I x Q, of the r-vector function v, and the values of all the derivatives D,p, for 1 /3 I < m.
We use (f, g) for the duality product between g E &,(I, V) and f~ L&I, I'*) and (f, g) for the duality product between g E V and f E V*. We wish to wish to consider control problems for nonlinear parabolic systems of the form (WW + 4) TJ = g, t E (to > hl, dto) = PO E H, 12.1) where g is any r-vector-valued measurable function on 1 x 9. This is an initial boundary value problem with the boundary conditions absorbed in the definition of the closed subspace I/C IP~~(Q). In fact we consider the above system in the weak form. Let L denote the closure of the operator Lo = F/at from the space L,(I, V) to the space L&I, V"). For We use Eq. (2.3) to represent the weak form of the parabolic system (2.1).
Admissible controls. Let E be a separable reflexive Banach space of r-vectorvalued functions on Q and r a closed bounded convex subset of E and B the family of all strongly measurable functions on I with values in r. We consider B to be the class of admissible controls. Let f: 1 x r+ V* so that for each t E I, f(t, .) is weakly continuous on r and for each u E I', f(., U) is measurable on I and for each u E B, f(u) EL,(I, V*) where f(u) (t) -f(t, u(t)). Note that for functions with value in a separable Banach space the concepts of weak and strong measurability are equivalent.
The control system and the optimization problems. We consider the control of the nonlinear parabolic system i @?@) + -4(t) ? = f(t, u(t)), t E (to > hl,
in the weak form
for all * E&(I, V) n C(I, H), SW, (
Three optimization problems are considered in the paper:
Pl. Let J be the cost functional defined by J(U) = Z(y(t,)) where Z is a real-valued functional on H and the pair (u, v> is subject to the constraint S,. . The problem is to find a control u E B that minimizes the functional J.
P2. Let / be a real-valued functional defined on L,(I, V). The problem is to find a control u E B that minimizes the functional J over the class of admissible trajectories determined by the system 8, .
P3. Let M, a subset of H, be the target set. It is required to find a control u E B that transfers the system S, from the initial state v, to the target set M in minimum time.
We prove the existence of solutions to these problems in Section 4 and present some necessary conditions of optimality in Section 5.
2b. Existence of Solutions of the Parabolic System SW For solving the optimal control problems as stated above we use a basic result on the existence of solutions of the system equations appearing in S,, . For this we make use of the following fundamental assumption for the operator A. Let x CL,(I, V) denote the set of all functions (v} that satisfy conditions (i) and (ii) and corresponds to some control u E B.
For further development in this and the following sections we assume that assumption (A3) has been replaced by
There exists a finite number k, and a pair of finite positive numbers k, and K, such that the function c appearing in condition (A3) satisfies
for all x > k, .
LEMMA 3.1. Suppose A(t), t E I, satisfies Assumptions Al, A2, A3' and suppose for each u E B, f(u) ELJI, V*) with sup,& j, 1 f (u)IQv* dt) < /3 for some fl E (0, co) and ~~ E H. Then the set of admissible trajectories x of system S is a bounded subset of L,(I, V) and is also conditionally weakly sequentially compact.
Proof.
Let v(u) be the weak solution of the system S corresponding to the control u E B. Then t1 %J(u) SC __ at , ~(4) dt + 1; (4) du)t du)> dt = j-r (f(u), d4> dt. (3.1) to By integration by parts applied to the first term on the left-hand side and using the notation p)(t, u) E V for the value of v(u) at time t we have I dt, 7 u% + 2 I:' (4) By using the modified assumption (A3) ' in expression (3.4) one obtains for all u E B such that 11 v 11 > k, . Since the number 01 can be chosen as large as required and p > 1 it follows from the hypothesis on f and the preceeding inequality that /j y(u)11 is uniformly bounded with respect to u E B. Consequently x is a bounded subset of L,(I, V). S' mce I&, V), 1 <p < co, is a reflexive Banach space and x is bounded, it is conditionally weakly sequentially compact. Let X be a reflexive Banach space with dual X* and let T be a mapping with domain a linear subset D(T) C X, and range in X*. Then T is said to be hemicontinuous if T is continuous from every closed line segment in D(T) to the weak topology in X*.
Let us denote by A the operator determined by
Clearly from the property Al, Eq. (2.5), A: L,(I, V) + L,(I, V*). For the proof of (weak) closure of the set x we need the following lemma. For the function f appearing in the system equation S or SW we introduce the following assumptions.
(Fl)
For each v E r (r as defined before), f (., v): I + I'* is measurable and for each t E If (t, .): r + I/* is weakly continuous.
(F2) For almost all t E I the setF(t) == {y E I'*: 31 = f (t, v) for some v E rj is defined, convex, and q-integrably bounded in the sense that there exists a nonnegative scalar-valued function g E &(I, R) so that Y?Cl Y Iv8:YEF(t)} <g(t) a.e.
where 4-l + p-l = 1. Let us denote by FB the class of all strongly measurable functions {h} from I to V* so that h(t) EF(~) a.e. The following lemma will be useful in the sequel. 
(t) ---f h,(t).
Since by hypothesis (Fl), f is weakly continuous on r, F(t) is weakly closed, and by hypothesis (F2), F(t) is convex. Clearly weak closure implies strong closure. Since f%(t) is a finite convex combination of h,(t) and F(t) is closed and convex, fn(t) along with its strong limit h,(t) belongs to F(t). This is true for almost all t E I and consequently h, E FB and FR is weakly closed.
Remark. Since L,(I, I'*) is a reflexive Banach space and F, is a bounded, weakly closed, and convex subset of L,(I, V*) it follows from the EberleinSmulian theorem [IO, Theorem 1, p. 4301 that the set Fs is weakly sequentially compact as well as weakly compact.
Note that for the proof of Lemma 3.4 the boundedness property of the set r has not been used. In fact property F2 is sufficient.
For the proof of closure of the set x we need the following known selection theorem.
LE~~MA 3.5. Let E be a separable reflexive Banach space and <E) the class of weakly compact subsets of E, K a compact metric space with finite Lebesgue measure and G: K---f (E) a map so that the set {G(t), t E K} is bounded and if t,+ t* E K,
Then there is a strongly measurable function u: K--f E such that u(t) E G(t) a.e. on K.
This Proof. Let {vn} E x and suppose vn --f q~* weakly in L,(I, I'). We show that qz~* E x. Since {F~} E x there exists a sequence {uJ E B so that vn(t,-,) = q0 and for all 4 E Fi with F*(t,,) = ~a. In order to complete the proof we must show that there is an admissible control u* E B so that f *(.) = f (., u*(.)). Since f * E Fs , f*(t) E F(t) a.e. Fix t E I for which f *(t) E F(t) and construct the setvalued map G* with G*(t) = (v E r: (f (t, zi), 7) = (f*(t), 77) for all 7 t V).
Clearly {G*(t), t ~1) is a nonempty bounded subset of r. Since v -f(t, ZJ)
is weakly continuous G*(t) is weakly closed. Thus G*(t) is weakly compact being a weakly closed subset of a weakly compact set lY Since f * is measurable G* is measurable and by hypothesis of the theorem m m n cl u G*(tJ C G*(t*) n=1 i=n whenever ti -t* in 1. Therefore all the hypotheses of Lemma 3.5 are satisfied and consequently there exists a measurable selection u* such that u*(t) E G*(t)
a.e. and consequently f*(t) =f(t, u*(t)) a.e. (3.9)
It follows from equalities (3.8) and (3.9) that v* is a solution of the system S, or in other words v* E x. Thus x is weakly closed. By Lemma 3.1 it is also conditionally weakly sequentially compact and consequently weakly sequentially compact. This completes the proof of the theorem.
Let 7 E (to, tl] and denote by K(T) the set of all attainable states at time t = 7, i.e., K(T) = (y E H: y = P,(T) for some g, E x}.
As a consequence of Theorem 3.6 we have the following result. COROLLARY 
For each T E (to, tl], the attainable set K(T) is a weakly compact subset of H (EC &(Q)).
Proof. As a consequence of Lemma 3.1 it follows from inequality (3.4) with t, replaced by 7 that K(r) is a bounded subset of the Hilbert space H. Thus K(T) is conditionally weakly compact. It suffices to show that K(T) is weakly closed. Let (6,) E K(T) and suppose 5, -5 weakly in H. We must show that 6 E K(T). Since (6,: E K(T) there exists a sequence {& E x such that T%(T) = 5, . Further there exists a sequence {fn} E F, so that where S(t -S) is the Dirac measure with mass 1 at t = S. Passing to the limit we have in 5B Since Lp EL,(I, V*) (Lemma 3.2), ~(7) h as a meaning. Thus comparing (3.12) with (3.13) and recalling that 7 = AT we can deduce that 5 = F(T). But since v E x, ~(7) E K(T) and consequently 4 E K(T). This proves the weak closure of K(T).
The distributional arguments used in the proof of the above corollary can be found in [16, p. 1591.
SOME OPTIMIZATION PROBLEMS AND THEIR SOLUTIONS
In this section we solve three specific optimization problems making use of Theorem 3.6 and Corollary 3.7. The first problem we consider is a terminal control problem, the second is one that neglects the cost of control (a trajectory shaping problem), and the third one is the time optimal control problem. The result of Corollary 3.7 has an immediate application to the terminal control problem where it is required to find a control U* E B so that J(u*) z Z(v*(tr)) == minimum on K(t,). The following theorem is an immediate consequence of the Corollary 3.7. THEOREM 4.1. Let Z be a weakly lower semicontinuous real-valued functional defined on H and suppose it is bounded from below on every bounded subset of H. Then there exists a control u* E B so that J(u*) E Z(y*(t,)) is the minimum on B where y* is the response of the system S,, corresponding to the control u*.
Proof.
By Corollary 3.7, K(t,) is a weakly compact subset of the Hilbert space H which is reflexive. Thus the result follows from the well-known fact that a weakly lower semicontinuous functional bounded from below attains its lower bound on weakly compast sets.
For the second problem, let J(v) be a functional defined on Lp(I, V). It is required to find an admissible control so that the corresponding trajectory (response) of the system S, imparts a minimum to the cost function J relative to all admissible trajectories. This is solved in the following theorem. THEOREM 4.2. Suppose the hypotheses of Theorem 3.6 are satisfied. Let J be a weakly lower semicontinuous functional on L,(I, V) bounded from below. Then there exists a control u* E B so that the corresponding trajectory y* of the system S,. imparts a minimum to the cost function J.
Proof. Let (qn} E x (X the set of admissible trajectories) be a minimizing sequence in the sense that Inf{J(F), ye E xt T= 1:~ J(d == Y.
By hypothesis y > -00. If y = + cc there is nothing to prove. Suppose y < co. By Theorem 3.6, x is weakly sequentially compact; therefore, there exists a subsequence of the sequence (v,} again denoted by {yn} and an element y* E x so that qn ---f F* weakly in ,!,,(I, I'). By hypothesis J is weakly lower semicontinuous, therefore, J(9)*> d lim, /(RJ = lb, Jh) = Y, since 'P* E x, y C: J(rp*). From these we obtain Thus there exists a control U* E B so that p* = q(u*). This completes the proof.
Next, we consider a time optimal control problem. Suppose M is a given subset of the Hilbert space H and suppose there is an admissible control that transfers the system S, from the state v,, E H to the target set M at sometime in the interval I. The problem is to find a control from the set of admissible controls that causes this transition in minimum time. For this problem we have the following result. THEOREM 4.3. Suppose thegiven target set M is a weakly closed subset of H and the set I(K) de$ned as I(K) = (t ~1: K(t) n M + ia>, m = empty set, is zonempty. Then there exists a control u* E B (admissible controls) that drives the system S,. from the state vO E H to the target set M in minimum time.
Proof. Let T* = Inf I(K) and suppose (T,} E I(K) be a minimizing sequence so that lim, 712 = T*. Since T, EI(K) there exists a sequence u, E B or equivalently a sequence fn = f (UJ E FB and a sequence vn E x such that ~~(7~) E K(T,) n M. Since both Fe and x are weakly sequentially compact subsets of &(I, V*) and L&I, V), respectively (Lemma 3.4, Theorem 3.6) there exists a common index, again denoted by n so that f--f* weakly in L&I, V*),
with f * E FB and v* E x (Lemma 3.4, Theorem 3.6). Let {TV> denote the corresponding subsequence. From Lemma 3.1 (inequality (3.3)) it is clear that the sequence {vn(rn)} belongs to a bounded subset of H, i.e., 1 vn(rn)lH < constant. Thus there exists a subsequence again denoted by ~~(7%) so that %&(Tn) -? * weakly in H.
Since M is weakly closed, 7" E M. Since 'p* E x and T* E 1, p*(~*) E K(T*). Thus it suffices to show that @(T*) = ?*, which implies K(T*) n M is nonempty and T* E Z(K). Clearly we can relabel all the sequences involved, if necessary, without any change of their limits. We will assume this has been done. Let us introduce as before wn = 9%
for t E (to , T,) =O for t 6 (TV , tr) and gn =fn for t E (to , 7,) =o for t E (7, , tr).
Then 
W(t) + A(t) W(t) = g(t) -q"S(t -T*).
But according to definition of W w = cp* for t E (to , 7") = 0
for f E (T*, tJ (4.2) and the distributional equation (4.1) we have
W(t) + A(t) W(t) = g(t) -v*(T*) 8(t -T*). (4.3)
Comparing (4.2) and (4.3) we have T+(T*) = 7". This completes the proof.
Remark. The results of this paper remain valid for free initial condition provided ~~ belongs to a bounded weakly closed subset M, of H. In this case x(&&J = lJ {x(vJ, v,, E M,,} where x(T,,) is the set of admissible trajectories starting from the point y,, E H.
NECESSARY CONDITIONS OF OPTIMALITY
In this section we present some necessary conditions of optimality for the control problems considered in Section 4. Suppose it is required to find a control u E B that minimizes the cost functional = 0. Under the above assumptions we can prove the following theorem giving the necessary conditions of optimality for the problem P. CFzO(t, p)(t), u(t)> -F*(t, u(t)) 4(t), v -u(t))E > 0 for all v E F.
An interesting case arises when the system is linear in control, quadratic in cost and has no control constraint, i.e., r = E. Let the admissible controls be given by B = &,(I, E) with m > max(2, q] and let f(t, u) = T(t) u where T(-) EL,$, du(E, I'*)) with s = (mq/m -q) andp-r + q-l = 1. Letfo(t, F, u) = /i,(t, p) + (N(t) u, u)s where f,: I x I'+ R and N(.) EL,(I, 9(E, E*)) with y E (m/m -2). In this case inequality (iii) becomes i <(N(t) -t N*(t)) dt) -T*(t) 4(t), w(t) -u(t)jE dt 3 0 -I where T*(N*) is the operator conjugate to T(N). Since the above inequality is true for all w EL&, E) we have (N(t) + N*(t)) u(t) -T*(t) t&(t) -_-0 a.e. on I and if N-i(t) exists for all t E I then u(t) = (N(t) + N*(t))-l T*(t) #(t). Clearly in this case the necessary conditions are given by the two coupled systems of parabolic boundary value problems (i) and (ii) after the necessary substitution for u has been made.
Note that the operator N(t) for each t E I has a bounded inverse if there exists a function d with d(t) > 0 for all t E I so that (N(t) U, u)~ > d(t) / u i; .
For the time optimal control problem P3 we have the following necessary conditions. whenever the optimal control exists it is given by where A is the canonical isomorphism of E onto E* and (l/m) + (l/m') = I. If on the other hand the control space is given by B = (u measurable: 1 u(t)]= < b), E is a Hilbert space, andfis linear as above then the optimal control W1T*4) (4 ---@) = b &k'T*#r) (t)ja for all t E I for which (A-lT*#) (t) # 0.
