Network motifs play an important role in structural analysis of biological networks. Identification of such network motifs leads to many important applications, such as: understanding the modularity and the large-scale structure of biological networks, classification of networks into super-families etc. However, identification of network motifs is challenging as it involved graph isomorphism which is computationally hard problem. Though this problem has been studied extensively in the literature using different computational approaches, we are far from encouraging results. Motivated by the challenges involved in this field we have proposed an efficient and scalable Motif discovery algorithm using a Dynamic Expansion Tree (MDET). In this algorithm embeddings corresponding to child node of expansion tree are obtained from the embeddings of parent node, either by adding a vertex with time complexity O(n) or by adding an edge with time complexity O(1) without involving any isomorphic check. The growth of Dynamic Expansion Tree (DET) depends on availability of patterns in the target network. DET reduces space complexity significantly and the memory limitation of static expansion tree can overcome. The proposed algorithm has been tested on Protein Protein Interaction (PPI) network obtained from MINT database. It is able to identify large motifs faster than most of the existing motif * Corresponding Author: Sabyasachi Patra; Email: sabyasachi@iiit-bh.ac.in discovery algorithms.
Introduction
Biological network exhibit both global properties as well as local properties.
Some of the global statistical features are small world property, scale-free network characteristics, power law degree distribution etc. Milo et al. [1] first coined the concept of network motif which is treated as local property of biological network. These are statistically over represented patterns having significant functional properties. They constitute the basic building blocks of complex biological networks and essential for functional analysis. Discovery of network motifs is a demanding task in order to define classes of networks and network homologies [1] . Network motif plays a key role in understanding the modularity and the large-scale structure of biological network [2] . They have also been used for networks super family classification [3] and artificial network model for a real-world network, prediction of breast cancer survival outcome [4] , cancer disease diagnosis [5] , drug repositioning [6] analysis of functional network in diabetes patients [7] etc.
Motifs are recurrent patterns and to estimate its frequency within a network three different frequency measures are widely used: F1, F2 and F3 [8] . Frequency measure F1 allows overlapping of both nodes and edges while counting the matches of a pattern. This concept does not satisfy downward closure property [9] . This indicates that the motif frequency may increase with respect to increase in motif size. Frequency measure F2 allows edge disjoint matches and F3 measure count completely disjoint matches of a pattern. The downward closure property is satisfied by both the frequency measure F2 and F3. Frequency measure F2 is used in this paper as the downward closure property is necessary for pruning the branches of DET.
Network motif is defined as a frequent and unique subgraph pattern in a network [10] . Statistical significance of such unique subgraph pattern is evaluated using p-value and z-score [11] . The z-score is defined as z = f real −f random σ random ; where f real and f random are the frequencies of a motif in the target network and the mean frequency of the motif in randomized networks respectively. σ random represents the standard deviation of the frequencies in the randomized networks. Higher z-score represents significant motif. The p-value represents the probability that the number of times a motif appears in a randomized network, greater than or equal to the number of times the motif appears in the target network. The lower p-value means significant motif.
Motif discovery has been proved to be a computationally hard problem [12] .
Two major challenges of this process are: (1) In order to count frequency of a motif with known topology, it requires to solve subgraph isomorphism problem, which is NP-Complete [13] . (2) Numbers of alternative topology increases exponentially with respect to number of edges in the motif when the motif topology is not known in advance [14] . The existing methods face major challenges when the motif size increases [15] [16] [17] [18] [19] . This motivates us to design an efficient and scalable algorithm which can discover large motif in a practical time bound. A motif centric algorithm is proposed that eliminates costly isomorphic test. The central idea of proposed method is to use a Dynamic Expansion Tree (DET) that grows depending on the availability of search pattern in the target network. The expansion tree is initialized with a root node which contains a size-3 tree. Edge disjoint subgraphs corresponding to this root node are computed first. Then the child nodes of the expansion tree are created from the parent node by first adding vertices then edges. Vertex addition continues till the size of the subgraph reaches desired motif size and then edges are added until a complete graph is obtained. Embeddings of the subgraph in the target network are computed along with the growth of expansion tree. A branch of the expansion tree is not expanded further when the frequency of the subgraph failed 3 to cross a threshold. Proposed method developed efficient mechanisms to avoid computationally expensive isomorphism tests during addition of graph elements.
Vertex addition can be done with time complexity O(n) and edge addition can be done approximately in time complexity O(1). Evaluation on protein-protein interaction (PPI) networks indicates that proposed method is significantly faster than the existing methods. In addition, memory limitation of static expansion tree is eliminated for large motif discovery.
The rest of this paper is organized as follows: Literature Review is presented in the next section. Proposed method is described next followed by proposed motif discovery algorithm. Then Computational Complexity is discussed. Dataset, experimental evaluation of results and comparison with the existing algorithms are covered in Section Results and discussion. This paper is concluded with a brief conclusion and future direction.
Literature Review
Some of the research contributions in this domain are discussed below:
The first major contribution in network motif discovery by Milo et al. [1] , published in 2002. The significance of the network motif is measured by comparing real network to suitably randomized networks having same degree distribution as real network and found only selected patterns of a real network are statistically significant. A backtracking algorithm, mfinder is used for discovering network motifs. Exponential space complexity of this algorithm made this method incapable to deal with large motif. Kashtan et al. [20] in 2004 improved the execution time of motif finding algorithm by sampling approach, but the results obtained are biased. Sebastian Wernicke [21] in 2005 proposed a specialized algorithm ESU that could avoid redundancy in computation through proper enumeration. This method uses a third-party algorithm NAUTY [22] for checking isomorphism. The flexible pattern finder (FPF) algorithm [8] proposed different frequency concept for computing pattern frequency. The number of patterns grows rapidly with respect to increase pattern size. Therefore, searching all patterns systematically is a time consuming task even for medium-size pattern.
The algorithms discussed so far are network centric that discover motifs for the whole network. In 2007, Grochow and Kellis [23] proposed a motif centric algorithm, where frequency counting is done on a specific isomorphic class. This algorithm avoids unnecessary and redundant searches by mapping the query graph only on one representative of its equivalence class. The symmetry conditions are removed by adding constraints on the labelling of the vertices. Kashani et al. [24] in 2009, brought a new network centric algorithm named as Kavosh.
It differs from other algorithms in that it builds an implicit tree rooted at the chosen vertex, and then generates all combinations with the desired number of nodes. Omidi et al. proposed MODA [25] in 2009, which is based on a pattern growth methodology. This is a subgraph-centric algorithm. The core idea of this algorithm is to first find the frequency of acyclic subgraphs, save the respective embeddings in memory and then use those embeddings in order to quickly find out the frequencies of cyclic subgraphs. MODA introduces the concept of expansion tree which is static in nature and built at the beginning of the algorithm. A novel algorithm proposed by Cheng Liang et al. [26] in 2015 named as CoMoFinder to accurately and efficiently identify composite network motifs in genome-scale co-regulatory networks. CoMoFinder is developed based on a parallel subgraph enumeration strategy to efficiently and accurately identify composite motifs in large TF-miRNA co-regulatory networks. Rasha Elhesha and Tamer Kahveci [27] in 2016, proposed a motif centric algorithm for finding motifs in a target network. The core idea of this method is to build a set of basic building patterns and find instances of these patterns. Then the size of the motif increased by joining known motifs with the instances of basic building patterns. Lin et al. [28] in 2017 presents a novel study on network motif discovery using Graphical Processing Units (GPUs). The basic idea is to employ GPUs to parallelize a large number of subgraph matching tasks in computing subgraph frequencies from random graphs, so as to reduce the overall computation time of network motif discovery.
Yinghan Chen and Yuguo Chen [29] published an efficient sampling algorithm for network motif detection. However sampling approach may lead to biased result.
Considering the challenges of existing methods, in the next section a motif centric algorithm is proposed to discover large disjoint network motif.
Motif Discovery using Dynamic Expansion Tree (MDET)
Pattern growth approach is used in our proposed algorithm. This is a motif centric algorithm where the task is to discover network motifs of a specified size.
The central idea of the proposed method is to use a Dynamic Expansion Tree (DET) which regulates motif discovery mechanism. The root node of Expansion Tree (ET) is a minimally connected acyclic graph of three vertices (size-3 tree) and hence the number of embeddings can be computed directly from the adjacency list and adjacency matrix of the target network. The ET grows in two steps; first vertices are added to the basic tree level wise to reach size-k tree. In this step each node of the ET are acyclic graph and the embeddings of these nodes are computed from the embeddings of their parent node using tree census algorithm.
In the next step edges are added to the size-k tree in each level till a complete graph is obtained. The embeddings of each node are obtained by graph census algorithm. So before computing the frequency of the query graph present at a particular level of ET, frequency of its parent must be computed and the parent embeddings are obtained from their parent and this process continue in a bottom up manner. Frequency of a node in ET represents the number of embeddings of the subgraph (corresponding to the node) in the target network. In each step edge disjoint embeddings are computed by using MIS algorithm [27] . A node in the ET is expanded only when F2 frequency exceeds the predefined threshold.
This pruning criterion is an implication of downward closure property of F2 frequency measure. Hence most of the branches of expansion tree vanishes much before static expansion tree. This feature of DET improves the performance 6 of the algorithm substantially in terms of running time. Before presenting the proposed algorithm we have discussed briefly about static expansion tree, dynamic expansion tree and two key steps used in this algorithm.
Static Expansion Tree (SET)
The concept of expansion tree is used in MODA developed by Omidi et al. [25] in 2009. The Expansion Tree (ET) is represented by T k where k represents the size of target motif. A size-5 dynamic expansion tree is shown in Figure 1 . Fourth level onwards an edge is added to the parent graph to form a child graph in each successive level. Similar to vertex addition, alternative edge additions also produce isomorphic graphs. Edge addition continues until a complete graph is obtained.
Dynamic Expansion Tree (DET)
In contrast to static expansion tree, the expansion of Dynamic Expansion Tree (DET) depends on the available motif in the target network. DET also starts with a size-3 tree as root node and grows similar to static expansion tree. However the growth is interrupted by pruning criterion. A size-5 dynamic expansion tree is shown in Figure 2 . Two shaded node in the dynamic expansion tree ( Figure 2 ) represents subgraphs whose appearances in the target network is less than the frequency threshold. Hence the sub trees rooted with these two nodes are pruned without further expansion.
Vertex Addition Step
During vertex addition, in the adjacency matrix of parent node one extra row and one extra column are appended. Depending on new vertex to be added a row entry and its corresponding column are set as 1. The new tree is taken as a new child node when it is non isomorphic to its sister node (from all parents). The canonical string and the corresponding mapping are stored in the new node. These are isomorphic with each other as the mapping leads to the same canonical order. Similarly tree D and tree E are also isomer with each other.
Edge Addition Step
Edge addition can be performed by replacing a 0 by 1 in an entry of adjacency matrix of parent node. The new graph is taken as a new child node when it is non isomorphic to its sister node (from all parents). The canonical string and the corresponding mapping are stored in the new node. 
Proposed Algorithm
In this section, proposed motif discovery algorithm (MDET) is explained.
MDET is used to discover statistically significant network motifs in a biological network. The input to the algorithm is a biological network G, a user defined frequency threshold F, a user defined uniqueness threshold ∆, and a user defined maximal network motif size K. The output of the algorithm is a set U of repeated and unique motifs from size 3 to size K. The proposed algorithm consists of three main steps. First, we find frequency of repeated subgraphs in the real network (Line 2) using algorithm 2. Then we check the frequency of the repeated subgraphs in the randomized networks (Lines 3-6). Switching method is used to generate random networks [30] . Finally, we determine the unique network motifs from frequent subgraphs (Lines 9-14).
We have used z-score of 2 as uniqueness threshold and chosen the frequency threshold as 5% of size of network. Motif-size is taken up to K=15 and statistical significance is measured by taking N=100 random networks. Pseudo-code of the algorithm for discovering network motifs is present in Algorithm 1. subgraph is more than the user defined frequency threshold F then that is added into the Frequent Subgraph List; lines 13-17 perform this task.
Calculate Subgraph Frequency

Basic Tree Embedding
In this function we are finding all subgraphs isomorphic to the root node of T k . 
Graph Census
This module finds list of all subgraphs isomorphic to the child node using the embeddings of parent node, where the child node has an extra edge than the parent node. This procedure can be divided into two phases, i.e. construction phase and 
Computational Complexity
Here we analyze the time complexity of proposed method. We have expressed the complexity of the algorithms with respect to two parameters n=number of vertices of the target network and k=motif size. times for each embedding of size-k tree but most of them disappear much before leaf position. In addition to that, the pruning criteria interrupt the growth of most of the branches of expansion tree.
Results and Discussion
Performance of the proposed motif discovery algorithm is evaluated on real networks taken from MINT database [31] . The run time and number of motifs discovered by proposed algorithm are evaluated across six different networks.
In this paper F 2 measure is used to compute motif frequency and statistical significance of the network motif measured using z-score. Performance of proposed algorithm is compared against MODA.
Data Set and Implementation environment
PPI network of six different organisms from MINT database are used. The details are given in Table 1 . 
Run time evaluation
In this section, the running time of proposed motif discovery algorithm is computed on six real PPI networks. The frequency threshold is set as 5% of size of network and z-score is set as 2. F2 measure is used to compute motif frequency.
Effect of motif size on the running time is observed by varying motif size from 5 to 15 and the results obtained are shown in Figure 5 . Position of networks along x-axis depends on network size mentioned in Table 1 . The running time is measured in seconds.
The behavior of result is a clear indication of scalability of proposed algorithm with respect to graph size and motif size. Proposed algorithm takes only few minutes to run for motif size 5 to 10 even for very large networks and it is limited to few hours for motif size 11 to 15. For higher motif size, run time is more influenced by motif size in compare to size of the network. This behavior is observed due to the number of alternative patterns increases exponentially with respect to motif size. Irrespective of this limitation proposed method is able to discover motif up to size-15 within a practical running time. Table 2 contains the 25 number of motifs found in each of the above network by setting the frequency threshold as 5% of size of network. Motif discovery problem exhibit two important characteristics; (1) Number of alternative motif topologies increases exponentially with respect to motif size, (2) the cost of solving subgraph isomorphism also grows exponentially with respect to size of subgraph. Despite these two major concerns, when we increase the motif size the running time of proposed method increases in polynomial order.
MODA is able to find motifs up to size-10 only. However proposed algorithm is able to find large motif up to size-15 in practical time bound. MODA uses static expansion tree and hence runs out of space long before it runs out of time. MDET uses dynamic expansion tree, hence this problem is abolished. This fact can be demonstrated with the help of Table 3 and Table 4 . Table 3 expansion tree T k . Number of non isomorphic subgraphs of size k are listed in column 3. Total number of nodes in the expansion tree is obtained by adding column 3 with previous row entries of column 2. It can be observed from this table that up to motif size 10, space requirement of the expansion tree is less than 1 GB. But beyond motif size 10 space requirement increases exponentially, and it is impractical to build a static tree for running MODA. However, in a dynamic expansion tree nodes are generated on demand basis. Hence it is quite less than the number of nodes specified in the Table 3 .
In Table 4 , number of nodes between static and dynamic expansion tree are compared for Escherichia coli network. A uniqueness threshold that is 5% of the size of the network is used. As F2 measure satisfies downward closure property, a node is not further expanded if the frequency of the subgraph less than the threshold value. So most of the branches of DET pruned well before the maximal depth in contrast to static expansion tree. It is observed from Table 4 that number of nodes in static expansion tree increases exponentially with respect to motif size where as in case of dynamic expansion tree it increases linearly. Hence space limitation can be eliminated in MDET method by the use of dynamic expansion tree. Table 4 Comparison between number of nodes in static and dynamic expansion tree 
Conclusion
In this paper, a Motif discovery algorithm using Dynamic Expansion Tree (MDET) is proposed. The root of the expansion tree is a size-3 tree and the tree is expanded iteratively by addition of graph elements in each successive level. The dynamic expansion tree used in this algorithm is truncated when the frequency of the subgraph fails to cross the predefined threshold. This pruning criterion in DET reduces the space complexity significantly. Pattern growth approach is used in this motif centric algorithm that eliminates costly isomorphism tests. Running time of the proposed algorithm is evaluated by varying motif size and size of the target network. Our implementation results on PPI networks from MINT database indicate that proposed algorithm is significantly faster than the existing motif discovery algorithms and it can able to discover large motifs up to size-15 within few hours. Dynamic expansion tree eliminates memory limitation of static expansion tree. But the space requirement can be further reduced by taking a balanced dynamic expansion tree instead of a simple expansion tree. Motif discovery using balanced dynamic expansion tree can be explained in future.
