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Abstract
Diffusion magnetic resonance imaging, a non-invasive tool to infer white matter
fiber connections, produces a large number of streamlines containing a wealth of
information on structural connectivity. The size of these tractography outputs
makes further analyses complex, creating a need for methods to group stream-
lines into meaningful bundles. In this work, we address this by proposing a
set of kernel dictionary learning and sparsity priors based methods. Proposed
frameworks include L0 norm, group sparsity, as well as manifold regularization
prior. The proposed methods allow streamlines to be assigned to more than one
bundle, making it more robust to overlapping bundles and inter-subject varia-
tions. We evaluate the performance of our method on a labeled set and data
from Human Connectome Project. Results highlight the ability of our method
to group streamlines into plausible bundles and illustrate the impact of sparsity
priors on the performance of the proposed methods.
Keywords: Diffusion MRI, white matter fibers, clustering, Sparsity priors,
Kernel dictionary learning, Human Connectome Project
1. Introduction
Since its development in the 1980s, diffusion tensor imaging (DTI) has
become an essential tool to study white matter connectivity in the human
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brain. Its ability to infer the orientation of white matter fibers, in-vivo and
non-invasively, is key to understanding brain connectivity and associated neu-
rological diseases [1, 2]. Since the macroscopic inference of underlying fibers
from dMRI data, known as tractography, typically produces a large number of
streamlines, it is common to group these streamlines into anatomically mean-
ingful clusters called bundles [3]. Clustering streamlines is also essential for
the creation of white matter atlases, visualization, and statistical analysis of
microstructure measures along tracts [4, 5, 6]. Furthermore, clinical applica-
tions of tractography analysis are also numerous and include identifying major
bundles for neurological planning in patients with tumors [7], understanding
difference between white matter connectivity in typically developing controls
versus children with autism [8], and uncovering white matter bundles as bio-
markers for the diagnosis of Parkinson’s disease [9].
Clustering streamlines into anatomically meaningful bundles is a challeng-
ing task in part due to lack of gold standard. There can be several hundreds of
thousands of streamlines to consider, making the clustering problem computa-
tionally complex. As illustrated in Fig. 1, streamlines within the same bundle
can have different lengths and endpoints. Thus, using standard geometric dis-
tance measures often leads to poor results. Another challenge comes from the
weak separability of certain bundles, which can result in low-quality (e.g., too
small or too large) clusters. Also, while many clustering approaches assume a
crisp membership of streamlines to bundles, as shown in Fig. 1, such a separa-
tion of streamlines into hard clusters is often arbitrary. In practice, streamline
bundles may overlap and intersect each other, making their extraction and anal-
ysis difficult. Moreover, when used to label the streamlines of a new subject,
the clusters learned using crisp methods often give unsatisfactory results due to
the variability across individual brains.
In this paper, we propose a set of flexible and efficient streamline clustering
approaches based on kernel dictionary learning and sparsity priors. The general
idea of these approaches is to learn a compact dictionary of training streamlines
capable of describing the whole dataset, and to encode bundles as a sparse non-
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Figure 1: Illustrative example. Clustering of the corpus callosum by our method: hard
clustering (left), and membership of each streamline to two bundles (center and right).
Dark green represents a zero membership and bright red a maximum membership to the
bundles.
negative combination of multiple dictionary prototypes. In contrast to spectral
embedding methods (e.g., [10, 11]) which perform the embedding and clustering
in two separate steps, our approaches find clusters in the kernel space without
having to explicitly compute an embedding.
The proposed streamline clustering approaches have several advantages over
existing methods for this task. First, they do not require an explicit repre-
sentation of the streamlines and can extend to any streamline representation
or distance/similarity measure. Second, they use a non-linear kernel mapping
which facilitates the separation of clusters in a manifold space. Third, un-
like hard-clustering methods like the k-means algorithm and its variants (e.g.
spectral clustering), they can distribute the membership of streamlines across
multiple bundles, making them more robust to overlapping bundles and outliers,
as well as to variability across subjects.
Our specific contributions include:
1. We propose three different streamline clustering models based on kernel
k-means, non-negative factorization and sparse coding, and demonstrate
the advantages of these models with respect to the state of the art;
2. We provide a flexible platform to integrate and evaluate streamline dis-
tance measures, and compare the performance of three popular measures
using two different datasets;
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3. Whereas dictionary learning and sparsity have shown promise in various
pattern recognition and neuroimaging applications, to our knowledge, the
present article is the first account of their use for streamline clustering
in a peer-reviewed indexed publication. Our results on the streamline
clustering problem show the potential of this approach for other imaging
applications.
The rest of the paper is structured as follows. Section 2 provides a brief
survey of relevant literature on streamline clustering. In Section 3, we present
our kernel dictionary learning based methods. Section 4 evaluates the methods
on the task of clustering streamlines using real data. Finally, we conclude with
a summary of our main contributions, and discuss potential extensions.
2. Related works
Our presentation of relevant work is divided into two parts, focusing respec-
tively on the various approaches for representation and analysis of streamlines,
and the application of sparse coding techniques in neuroimaging.
2.1. White matter fiber analysis
Over the years, several approaches have been proposed to cluster streamlines
and provide a simplified quantitative description of white matter connections,
including cross-population inferences [4, 12, 13, 14]. These studies could be
vaguely classified into two categories: representation of streamlines or streamline
similarity, and clustering approaches. Features proposed to represent stream-
lines include the distribution parameters (mean and covariance) of points along
the streamline [10] and B-splines [15]. Approaches using such explicit features
typically suffer from two problems: they are sensitive to the length and end-
point positions of the streamlines and/or are unable to capture their full shape.
Instead of using explicit features, streamlines can also be compared using spe-
cialized distance measures. Popular distance measures for this task include the
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Hausdorff distance, the Minimum Direct Flip (MDF) distance and the Mean
Closest Points (MCP) distance [16, 17].
Fiber clustering approaches include manifold embedding techniques such
as spectral clustering and normalized cuts [10], agglomerative approaches like
hierarchical clustering [5, 16], k-means [18], and Dirichlet processes [19, 20].
Several studies have also focused on incorporating anatomical features into the
clustering [6, 13], or on clustering large multi-subject datasets [4]. A detailed
description and comparison of several distances and clustering approaches can
be found in [17, 21, 22].
Various studies have also focused on the segmentation of streamlines, toward
the goal of drawing cross-population inferences [4, 12, 13, 14]. These studies ei-
ther follow an atlas based approach [4, 12, 13] or align specific tracts directly
across subjects [23, 24]. Multi-step or multi-level approaches have also been
proposed to segment streamlines, for example, by combining both voxel and
streamline groupings [4], fusing labels from multiple hand-labeled atlases [12],
or using a bundle representation based on maximum density paths [14]. A few
studies have also investigated the representation of specific streamline bundles
using different techniques such as gamma mixture models [25], the computa-
tional model of rectifiable currents [26, 27], and functional varifolds [28]. For
detailed review of white matter clustering approaches, we refer the reader to [3].
2.2. Sparse coding for neuroimaging
Sparse coding, with an objective of encoding a signal as a sparse combi-
nation of prototypes in a data-driven dictionary, has been applied in various
domains of computer vision and pattern recognition [29, 30, 31, 32]. Various
neuroimaging applications have also utilized concepts from this technique, such
as the reconstruction [33] or segmentation [34] of MRI data, and for functional
connectivity analysis [35, 36]. For diffusion data, sparse coding has been used
successfully for clustering white matter voxels from Orientation Density Func-
tion (ODF) data [37], and for finding a population-level dictionary of key white
matter tracts [38].
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Recently, several studies have outlined the connection between clustering and
factorization problems, such as dictionary learning [39, 40] and non-negative ma-
trix factorization [41]. Thus, dictionary learning can be seen as a soft clustering,
where objects can be linked to more than one cluster. Researchers have also
recognized the advantages of applying kernels to existing clustering methods,
like the k-means algorithm [42], as well as dictionary learning approaches [43].
Such “kernel” methods have been shown to better learn the non-linear relations
in the data [44].
Sparse coding and dictionary learning were used in [45, 46] to obtain a
compressed representation of streamlines. In our previous work [47, 48], we
applied these concepts to learn an multi-subject streamline atlas for labelling
the streamlines of a new subject. In recent studies, we showed how this idea can
be used to derive a brain fingerprint capturing genetically-related information
on streamline geometry [49], and to incorporate along-tract measures of micro-
structure in the representation [28].
The present study extends our preliminary work in [28, 47, 48, 49] by pro-
viding an in-depth analysis that compares different sparsity priors and evaluates
the impact of various parameters. As algorithmic contributions, we present two
extensions of the model in [48], based on group sparsity and manifold regulariza-
tion, that provide more meaningful bundles and can incorporate information on
streamline geometry, such as the proximity of streamline endpoints, to constrain
the clustering process.
3. Kernel dictionary learning for streamline clustering
In this section we propose kernel dictionary learning and sparsity priors
based frameworks for white matter fiber analysis. We start with a brief review
of dictionary learning and the k-means algorithm, followed by proposed methods
based on various sparsity priors, and algorithm complexity analysis.
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3.1. Dictionary learning and the k-means algorithm
Let X be the set of n streamlines, each represented as a set of 3D coordinates.
For the purpose of explanation, we suppose that each streamline i is encoded
as a feature vector xi ∈ Rd, and that X is a d×n feature matrix. Since our
dictionary learning method is based on kernels, a fixed set of features is however
not required, and streamlines having a different number of 3D coordinates could
be compared with a suitable similarity measure (i.e., the kernel function).
The traditional (hard) clustering problem can be defined as assigning each
streamline to a bundle from a set of m bundles, such that streamlines are as close
as possible to their assigned bundle’s prototype (i.e., cluster center). Let Ψm×n
be the set of all m×n cluster assignment matrices (i.e., matrices in which each
row has a single non-zero value equal to one), this problem can be expressed
as finding the matrix D of m bundle prototypes and the streamline-to-bundle
assignment matrix W that minimize ‖X − DW‖2F . This formulation of the
clustering problem can be seen as a special case of dictionary learning, where
D is the dictionary and W is constrained to be a cluster assignment matrix,
instead of enforcing its sparsity.
While solving this clustering problem is NP-hard, optimizing W or D indi-
vidually is easy. For a given dictionary D, the optimal W assigns each stream-
line i to the prototype m closest to its feature vector. Likewise, for a fixed W,
the optimal dictionary is found by solving a simple linear regression problem.
This simple heuristic correspond to the well-known k-means algorithm.
3.2. Kernel k-means
In our streamline clustering problem, the k-means approach described in the
previous section has two important disadvantages. First, it requires to encode
streamlines as a set of features, which is problematic due to the variation in their
length and endpoints. Also, it assumes linear relations between the streamlines
and bundle prototypes, while these relations could be better defined in a non-
linear subspace (manifold).
7
These problems can be avoided by using a kernel version of k-means for the
streamline clustering problem. In this approach, each streamline is projected to
a q-dimensional space using a mapping function φ : Rd → Rq, where q  d. We
denote by Φ the Rq×n matrix containing the tracts of X mapped with φ. The
inner product of two streamlines in this space corresponds to a kernel function
k, i.e. k(xi,xj) = φ(xi)
>φ(xj). With K = Φ>Φ, the kernel matrix, the
kernel clustering problem can be expressed as:
arg min
D∈Rq×k
W∈{0,1}m×n
‖Φ−DW‖2F subject to W>1m = 1n. (1)
Since the dictionary prototypes are defined in the kernel space, D cannot be
computed explicitly. To overcome this problem, we follow the strategy proposed
in [43, 50] and define the dictionary as D = ΦA, where A ∈ Rn×m.
Using a similar optimization approach as in k-means, we alternate between
updating matrix W and A. Thus, we update W by assigning each streamline
i to the prototype m whose features in the kernel space are the closest:
wmi =
 1 : if m = arg minm′ [A>KA]m′m′ − 2[A>ki]m′ ,0 : otherwise. , (2)
where ki corresponds to the i-th column of K. Recomputing A corresponds
once again to solving a linear regression problem with optimal solution:
A = W>
(
WW>
)−1
. (3)
We initialize matrix A as a random selection matrix (i.e., random subset of
columns in the identity matrix). This is equivalent to using a random sub-
set of the transformed streamlines (i.e., subset of columns in Φ) as the initial
dictionary. This optimization process is known as kernel k-means [42].
3.3. Non-negative kernel sparse clustering
Because they map each streamline to a single bundle, hard clustering ap-
proaches like (kernel) k-means can be sensitive to poorly separated bundles and
streamlines which do not fit in any bundle (outliers). This section describes a
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new clustering model that allows one to control the hardness or softness of the
clustering.
In the proposed model, the hard assignment constraints are replaced with
non-negativity and L0-norm constraints on the columns of W. Imposing non-
negativity is necessary because the values of W represent the membership level
of streamlines to bundles. Moreover, since the L0-norm counts the number of
non-zero elements, streamlines can be expressed as a combination of a small
number of prototypes, instead of a single one. When updating the streamline-
to-bundle assignments, the columns wi of W can be optimized independently,
by solving the following sub-problem:
arg min
wi ∈Rm+
‖φ(xi)−ΦAwi‖22 subject to ‖wi‖0 ≤ Smax. (4)
Parameter Smax defines the maximum number of non-zero elements in wi (i.e.,
the sparsity level), and is provided by the user as input to the clustering method.
The algorithm summary and computational complexity is reported in Sup-
plement material, Algorithm 1. To compute non-negative weights wi, we mod-
ify the kernel orthogonal matching pursuit (kOMP) approach of [43] to include
non-negativity constrains of sparse weights (Supplement material, Algorithm 2).
Unlike kOMP, the most positively correlated atom is selected at each iteration,
and the sparse weights ws are obtained by solving a non-negative regression
problem. Note that, since the size of ws is bounded by Smax, computing ws is
fast.
In the case of a soft clustering (i.e., when Smax ≥ 2), updating A with (3)
can lead to negative values in the matrix. As a result, the bundle prototypes
may lie outside the convex hull of their respective streamlines. To overcome this
problem, we adapt a strategy proposed for non-negative tri-factorization [51] to
our kernel model. In this strategy, A is recomputed by applying the following
update scheme, until convergence:
[A]ij ← [A]ij ·
[
KW>
]
ij
[KAWW>]ij
, i = 1, . . . , n, j = 1, . . . ,m. (5)
The above update scheme produces small positive values instead of zero entries
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in A. To resolve this problem, we apply a small threshold in post-processing. In
terms of computational complexity, the bottleneck of the method lies in comput-
ing the kernel matrix. For large datasets, we could reduce this computational
complexity by approximating the kernel matrix with the Nystro¨m method [52, 5]
(Supplement material, Section 1.5).
3.4. Extension 1: group sparse kernel dictionary learning
The methods proposed above may find insignificant bundles (e.g., bundles
containing only a few streamlines) when the parameter controlling the number
of clusters is not properly set. Due to the lack of gold standard in tractography
analysis, finding a suitable value for this parameter is challenging.
To overcome this problem, we present a new clustering method based on
group sparse kernel dictionary learning. We reformulate the clustering problem
as finding the dictionary D and non-negative weight matrix W minimizing the
following problem:
arg min
A∈Rn×m
W∈Rm×n+
1
2
‖Φ−ΦAW‖2F + λ1‖W‖1 + λ2‖W‖2,1. (6)
In this formulation, ‖W‖1 =
∑K
i=1
∑N
j=1 |wij | is an L1 norm prior which en-
forces global sparsity of W, and ‖W‖2,1 =
∑K
i=1 ‖wi·‖2 is a mixed L2,1 norm
prior imposing the vector of row norms to be sparse. Concretely, the L1 norm
prior limits the “membership” of streamlines to a small number of bundles,
while the L2,1 prior penalizes the clusters containing only a few streamlines.
Parameters λ1, λ2 ≥ 0 control the trade-off between these three properties and
the reconstruction error (i.e., the first term of the cost function).
We solve this problem using an Alternating Direction Method of Multipliers
(ADMM) algorithm [53]. First, we introduce ancillary matrix Z and reformulate
the problem as:
arg min
A∈Rn×m+
W,Z∈Rm×n+
1
2
‖Φ−ΦAW‖2F + λ1‖Z‖1 + λ2‖Z‖2,1 subject to W = Z. (7)
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We then convert this an unconstrained problem using an Augmented Lagrangian
formulation with multipliers U:
arg min
A∈Rn×m+
W,Z∈Rm×n+
1
2
‖Φ−ΦAW‖2F + λ1‖Z‖1 + λ2‖Z‖2,1 +
µ
2
‖W − Z + U‖2F . (8)
Parameters W, Z and U are updated alternatively until convergence. In this
work, we use primal feasibility as convergence criteria and stop the optimization
once ‖W − Z‖2F is below a small epsilon.
Dictionary matrix A˚ is updated as (5). To update W, we derive the objective
function with respect to this matrix and set the result to 0, yielding:
W =
(
A>KA + µI
)−1(
A>K + µ(Z−U)). (9)
Note that imposing non-negativity on W is not required since we ensure this
property for Z and have W ≈ Z at convergence.
Optimizing Z corresponds to solving a group sparse proximal problem [54].
This can be done in two steps. First, we do a L1-norm shrinkage by applying
the non-negative soft-thresholding operator to each element of W + U:
zˆij = S
+
λ1/µ
(
wij + uij
)
= max
{
wij + uij − λ1/µ, 0
}
, i ≤ K, j ≤ N. (10)
Then, Z is obtained by applying a group shrinkage on each row of Zˆ:
zi· = max
{
‖zˆi·‖2 − λ2/µ, 0
}
· zˆi·‖zˆi·‖2 , i ≤ K. (11)
Finally, the Lagrangian multipliers are updated as in standard ADMM methods:
U := U+(W−Z). The overall optimization procedure and its computational
complexity are reported in Supplement material, Algorithm 3.
3.5. Extension 2: kernel dictionary learning with manifold prior
Another challenge in streamline clustering is to generate anatomically mean-
ingful groupings. This may require incorporating prior information into the clus-
tering process, for example, to impose streamlines ending in the same anatom-
ical region to be grouped together. In this work, we address this challenge by
proposing a manifold-regularized kernel dictionary learning method.
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In the proposed method, we define the manifold as a graph with adjacency
matrix G ∈ Rn×n. In this matrix, gi,i′ = 1 if streamlines i and i′ should be
grouped in the same bundle, otherwise gi,i′ = 0. The manifold regularization
prior on the streamline-to-bundle assignments can be formulated as
Rman(W) = λL
n∑
i=1
n∑
i′=1
gi,i′ ‖wi −wi′‖22
= λL tr(WLW
>), (12)
where L ∈ Rn×n is the Laplacian of G and λL is a parameter controlling the
strength of constraints on streamlines.
Our manifold-regularized formulation is obtained by replacing the L2,1 prior
on W with Rman(W). This new formulation can be solved, as the previous
one, with an ADMM algorithm. The main difference occurs when updating W,
which corresponds to the following problem:
arg min
W∈Rk×n
‖Φ−ΦAW‖2F + λL tr(WLW>) + µ‖W − Z + U‖2F . (13)
Derive this objective function with respect to W and setting the result to 0
gives a Sylvester equation of the form PW + WQ = R where, P = A>KA +
µI, Q = λLL, and R = A
>K + µ(Z − U). This equation can be solved
using Bartels-Stewart algorithm [55], which requires transforming P and Q into
Schur form with a QR algorithm, and solving the resulting triangular system
via back-substitution (Supplement material, Algorithm 4). The computational
complexity is O(n3), n being the size of Q. However, this can be drastically
reduced by pre-computing once the Schur form of Q.
4. Experimental results and analysis
In this section, we evaluate our proposed methods on a labeled dataset, fol-
lowed by parameter impact analysis, and concluding with Human Connectome
Project data results on clustering and automated segmentation of new subjects.
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4.1. Data and pre-processing
In the first experiment, we compared the proposed methods on a dataset of
manually/expert labeled streamline bundles provided by the Sherbrooke Con-
nectivity Imaging Laboratory (SCIL). The source dMRI data was acquired from
a 25 year old healthy right-handed volunteer and is described in [56]. We used
10 of the largest bundles, consisting of 4449 streamlines identified from the cin-
gulum, corticospinal tract, superior cerebellar penduncle and other prominent
regions. Figure 2 (left) shows the coronal and sagittal plane view of the ground
truth set. Fibernavigator tool [57] was used for visualizations of this dataset.
To evaluate the performance of our method across a population of subjects,
we two datasets. First, consisting of 12 healthy volunteers (6 males and 6
females, between 19 to 35 years of age) from the freely available MIDAS dataset
[58]. For streamline tractography, we used the tensor deflection method [59]
with the following parameters: minimum fractional anisotropy of 0.1, minimum
streamline length of 100 mm, threshold for streamline deviation angle of 70
degrees. A mean number of 9124 streamlines was generated for the 12 subjects.
Second, used the pre-processed dMRI data of 10 unrelated subjects (age
22–35) from the Q3 release of the Human Connectome Project [60, 61, 62],
henceforth referred to as HCP data. All HCP data measure diffusivity along
270 directions distributed equally over 3 shells with b-values of 1000, 2000 and
3000 s/mm2, and were acquired on a Siemens Skyra 3T scanner with the following
parameters: sequence = Spin-echo EPI; repetition time (TR) = 5520 ms; echo
time (TE) = 89.5 ms; resolution = 1.25 × 1.25 × 1.25 mm3 voxels. Further
details can be obtained from HCP Q3 data release manual2.
For signal reconstruction and tractography, we used the freely available DSI
Studio toolbox [63]. All subjects were reconstructed in MNI space using the
Q-space diffeomorphic reconstruction (QSDR) [64] option in DSI Studio. We
set output resolution to 1 mm. For skull stripping, we used the masks provided
with pre-processed diffusion HCP data. Other parameters were set to the default
2http://www.humanconnectome.org/documentation/Q3/
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DSI Studio values. Deterministic tractography was performed with the Runge-
Kutta method of DSI Studio [65, 66], using the following parameters: minimum
length of 40 mm, turning angle criteria of 60 degrees, and trlinear interpolation.
The termination criteria was based on the quantitative anisotropy (QA) value,
which is determined automatically by DSI Studio. As in the reconstruction
step, the other parameters were set to the default DSI Studio values. Using this
technique, we obtained a total of 50 000 streamlines for each subject.
As a note, whether the streamlines, generated from tractography, represent
the actual white matter pathways remains a topic of debate [67, 68]. Streamlines
derived from DSI studio are hypothetical curves in space that represent, at best,
the major axonal directions suggested by the orientation distribution functions
of each voxel, which may contain tens of thousands of actual axonal streamlines.
4.2. Experimental methodology
We tested three distance measures used in the literature for the streamline
clustering problem: 1) the Hausdorff distance (Haus) [16, 11] which measures
the maximum distance between any point on a streamline and its closest point
on the other streamline, 2) the mean of closest points distance (MCP) [16]
that computes the mean distance between any point on a streamline and its
closest point on the other streamline, and 3) the end points distance (EP) [17]
measuring the mean distance between the endpoints of a streamline and the
closest endpoint on the other streamline.
Fiber distances were converted into similarities by applying a radial basis
function (RBF) kernel: ki,i′ = exp
(−γ dist2i,i′). Parameter γ was adjusted
separately for each distance measure, using the distribution of values in the
corresponding distance matrix. Since the tested distance measures are not
all metrics, we applied spectrum shift to make kernels positive semi-definite:
Kpsd = K + |λmin| I, where λmin is the minimum eigenvalue of K. This tech-
nique only modifies self similarities and is well adapted to clustering [69].
We initialized W using the output of a spectral clustering method [11], which
applies the k-means algorithm on the 10 first eigenvectors of the normalized
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Laplacian matrix of K. To avoid inversion problems when WW> is close to
singular, we used a small regularization value of 1e-8. Finally, to compare our
method with hard clustering approaches, we converted its soft clustering output
to a hard clustering by mapping each streamline i to the bundle j for which wji
is maximum.
We compared our kernel sparse clustering (KSC) approach to four other
methods: kernel k-means (KKM) using the same K and initial clustering, the
spectral clustering (Spect) approach described above, single linkage hierarchical
clustering (HSL) [17], and QuickBundles (QB) [70]. The performance of these
methods was evaluated using four clustering metrics: the Rand Index (RI) which
measures the consistency of the clustering output with respect to the ground
truth, the Adjusted Rand Index (ARI) adjusting ARI values by removing the
chance agreement, the Normalized Adjusted Rand Index (NARI) that further
normalizes the values by considering the cluster sizes, and the Silhouette (SI)
measure which does not use the ground truth and measures the ratio between
the intra-cluster and inter-cluster distances [71]. While RI, ARI and NARI
values range from 0.0 to 1.0, SI values are between −1.0 and 1.0. In practice,
SI values are generally much lower than 1.0 due to the intrinsic intra-cluster
variance. More information about these metrics can be found in [17, 22].
4.3. Comparison of methods and distance measures
Table 1 gives the accuracy obtained by KSC (Smax=3) and the four other
tested methods on the SCIL dataset, for the same number of clusters as the
ground truth (m=10). Since the output of spectral clustering depends on the
initialization of its k-means clustering step, for Spect, KSC and KKM, we report
the mean performance and standard deviation obtained using 10 different ran-
dom seeds. We see that our KSC method improves the initial solution provided
by spectral clustering, and gives in most cases a higher accuracy than other
clustering methods. We also observe that KSC is more robust to the choice
of distance measure than other methods and, as reported in [17], that MCP is
consistently better than other distance measures.
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Table 1: Clustering accuracy of our KSC method (Smax=3), kernel k-means (KKM), spectral
clustering (Spect), and hierarchical clustering (HSL), using the Hausdorff, MCP and EP
distances, on the SCIL dataset. For KSC, KKM and Spect, the mean accuracy over 10
initializations with m=10 is reported. The best results for a distance and accuracy metric are
shown in boldface type.
Dist Method
RI ARI NARI SI
mean (std) mean (std) mean (std) mean (std)
MCP
KSC 0.948 (0.012) 0.780 (0.051) 0.716 (0.047) 0.543 (0.032)
KKM 0.947 (0.011) 0.777 (0.049) 0.716 (0.046) 0.541 (0.028)
Spect 0.942 (0.014) 0.752 (0.058) 0.701 (0.047) 0.515 (0.059)
HSL 0.915 (0.000) 0.704 (0.000) 0.612 (0.000) 0.474 (0.000)
QB 0.943 (0.000) 0.780 (0.000) 0.696 (0.000) 0.486 (0.000)
Haus
KSC 0.924 (0.013) 0.658 (0.068) 0.634 (0.030) 0.425 (0.022)
KKM 0.904 (0.020) 0.589 (0.082) 0.573 (0.068) 0.365 (0.054)
Spect 0.884 (0.018) 0.517 (0.041) 0.538 (0.054) 0.317 (0.069)
HSL 0.891 (0.000) 0.640 (0.000) 0.609 (0.000) 0.221 (0.000)
QB 0.851 (0.000) 0.468 (0.000) 0.485 (0.000) 0.143 (0.000)
EP
KSC 0.919 (0.005) 0.634 (0.026) 0.641 (0.006) 0.422 (0.020)
KKM 0.915 (0.013) 0.621 (0.052) 0.634 (0.034) 0.410 (0.032)
Spect 0.911 (0.014) 0.603 (0.053) 0.616 (0.040) 0.408 (0.031)
HSL 0.842 (0.000) 0.539 (0.000) 0.445 (0.000) 0.197 (0.000)
QB 0.885 (0.000) 0.534 (0.000) 0.550 (0.000) 0.129 (0.000)
Figure 2 compares the ground truth clustering of the SCIL dataset with the
outputs of KSC (Smax=3) using the Haus, MCP and EP distances. Except for
the superior cerebellar peduncle bundle (cyan and green colors in the ground
truth), the bundles obtained by KSC+MCP and KSC+Haus are similar to those
of the ground truth clustering. Also, we observe that the differences between
KSC+MCP and KSC+Haus occur mostly in the right inferior fronto-occipital
fasciculus and inferior longitudinal fasciculus bundles (yellow and purple colors
in the ground truth). Possibly due to the large variance of endpoint distances
in individual bundles, KSC+EP gives poor clustering results.
4.4. Impact of sparsity
Figure 3 reports the mean ARI (over 10 runs) obtained on the SCIL dataset
by our KSC approach, using Smax=1,2,3, for an increasing number of clusters
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Figure 2: Right sagittal (top) and inferior axial (bottom) views of the ground truth, and
bundles obtained by KSC (Smax = 3) using the Haus, MCP and EP.
Figure 3: Mean ARI obtained on the SCIL dataset by KSC (Smax = 1, 2, 3), KKM and Spect,
using Haus (left), MCP (center), EP (right); for varying m.
(i.e., dictionary size m). For comparison, the performance of KKM and Spect
is also shown. When the Spectral Clustering initialization is near optimal (i.e.,
when m is near the true number of clusters and using MCP), both methods find
similar solutions. However, when the initial spectral clustering is poor (e.g.,
Haus and EP distance or small number of clusters) the improvement obtained
by KSC is more significant than KKM. Hence, KSC (Smax≥2) is more robust
than hard clustering approaches (i.e., Spect, KKM or KSC with Smax=1) to the
number of clusters and distance measures.
To illustrate the soft clustering of KSC, Fig. 4 (left) and (center) show
the membership level of streamlines to two different bundles. Streamline colors
in each figure correspond to the values of a row in W normalized so that the
minimum is 0 (blue) and the maximum is 1 (red). We observe streamlines
having a membership to both bundles (e.g., orange-colored streamlines in the
left image), reflecting the uncertainty of this part of the clustering. In Fig. 4
(right), we show the importance of each streamline in defining the prototype
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Figure 4: Membership level of streamlines to two different bundles (left and center), and
importance of each streamline in defining the prototype of a bundle (right). Blue means a
null membership/importance, while non-zero values are represented by a color ranging from
green (lowest value) to red (highest value).
of a bundle, using the normalized value of a column in A as colors. It can be
seen that only a few streamlines are used to define this bundle, confirming the
sparsity of A.
4.5. Group sparsity prior
Figure 5: (a) Mean ARI obtained on the SCIL dataset by GKSC, MCP+L1, MCP+Manifold
and Spect, using MCP; for varying m; (b) mean and standard deviation of final m for varying
input m; (c) Distribution of bundle sizes for a sample run using m = 20.
Figure 5(a) plots the mean Adjusted Rand Index (ARI) obtained by our
group sparse model (MCP+L1+L21) for various cluster numbers (m), over 10
runs with different spectral clustering initializations. As baseline, we also re-
port the ARI of spectral clustering and our method without group sparsity
(MCP+L1), i.e. using λ2=0. We see that employing group sparsity improves
clustering quality and provides a greater robustness to the input value of m.
The advantages of using a group sparse prior are further confirmed in Table 2,
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Table 2: Clustering accuracy of proposed methods using MCP distances and three types
of priors: L1 norm sparsity alone (L1), with group sparsity (L1+L21), and with manifold
regularization (L1+Manifold). Reported values are the mean accuracy over 10 initializations
with (input) m=10 clusters. The best result for each accuracy metric is shown in boldface
type.
Prior
RI ARI NARI SI
mean (std) mean (std) mean (std) mean (std)
L1 0.947 (0.011) 0.775 (0.049) 0.714 (0.045) 0.543 (0.029)
L1+Manifold 0.948 (0.010) 0.780 (0.044) 0.717 (0.046) 0.546 (0.033)
L1+L21 0.949 (0.006) 0.791 (0.025) 0.721 (0.035) 0.563 (0.039)
which gives the mean ARI, RI, NARI and average SI for m=10. Results show
that MCP+L1+L21 outperforms MCP+L1 for all performance metrics. In a
t-test, these improvements are statistically significant with p <0.01.
As described in Section 3.4, group sparsity has the benefit of providing mean-
ingful bundles, regardless of the number of clusters m given as input. In Fig.
5(a), we see that the ARI of MCP+L1+L21 increases monotonically until reach-
ing the ground-truth number of bundles m∗=10. While the clustering accuracy
of other methods drops for m >10, the performance of MCP+L1+L21 remains
stable. This is explained in Fig. (b) which plots the number of non-empty
clusters found by MCP+L1+L21 as a function of m: the number of output
clusters stays near to m∗=10, even for large values of m. As additional confir-
mation, Fig. 5(c) shows the number of streamlines per cluster for a sample run
of MCP+L1+L21 with m = 20. In this example, the output clustering contains
m∗=10 non-empty clusters.
In Fig. 6, we measure the impact of sparse regularization parameters λ1 and
λ2 for a fixed ADMM parameter of µ = 0.01. As shown in (a), λ1/µ controls
the mean number of non-zero weights per streamline (i.e., how soft or hard is
the clustering). Likewise, as illustrated in (b), λ2/µ defines the size of bundles
in the output. These results are consistent with the use L1-norm and L2,1-norm
sparsity in (10). Finally, the optimization stability of the MCP+L1+L21 model
is illustrated in Fig. 6(c), where convergence is reached around 20 iterations.
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Figure 6: (a) Mean number of non-zero assignment weights per streamline, for λ2/µ = 80 and
increasing λ1/µ. (b) Mean number of streamlines per bundle, for λ1/µ = 0.1 and increasing
λ2/µ. (c) Cost function value at each of a sample run for MCP+L1+L21.
4.6. Manifold regularization prior
We apply the proposed manifold regularization prior to enforce the group-
ing of streamlines with similar end-points. The idea is to obtain bundles that
correspond to localized regions of the cortex. To generate the Laplacian ma-
trix in (12), we constructed a graph where the nodes are streamlines and two
nodes are connected if the distance between their nearest endpoints is below
some threshold. Following [27], we used a distance threshold of 7mm, giving a
Laplacian matrix with overall sparsity near 15%.
Figure 7: (a) Percentage overlap with EP based Laplacian prior matrix, compared with
baseline initialization of spect, for varying m. (b) Mean of avg SI for KSC+MCP clustering
of 10 unrelated HCP subjects for varying m.
In Fig. 5(a), we see that the manifold regularization prior (MCP+Manifold)
improves performance compared to spectral clustering baseline and L1 norm
sparsity (MCP+L1). This improvement is particularly important when the
input number of clusters is below that of the ground truth (i.e., m <10).
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Conversely, for m > 10, MCP+Manifold is outperformed by group sparsity
(MCP+L1+L21) due to the over-segmentation of streamlines. Fig. 7(a) mea-
sures the the percentage of streamlines with nearby endpoints (i.e., edges in the
graph) that are assigned to the same cluster, denoted as overlap in the figure. As
expected, the prior helps preserve anatomical information defined by streamline
endpoints in the clustering.
4.7. Validation on HCP data
We evaluated the performance of our kernel sparse clustering (KSC) method
on a population of subjects from the Human Connectome Project (HCP). For
this experiment, we used two datasets: 10 unrelated HCP subjects, and subjects
from the freely available MIDAS dataset [58] (results in Supplement material).
The objective here is to show applicability of our method across population-
subjects, and analyse the impact of inter-subject variability.
Figure 7(b) shows the mean of average SI obtained for the 10 unrelated sub-
jects, using a varying number m of clusters and 3 runs for each m value. This
plot was generated by sampling 5000 streamlines uniformly over the full tractog-
raphy ([13, 49]) and computing their pairwise MCP distance. We observe that
clustering quality decreases with higher values of m, and that this quality varies
across subjects. A similar trend is observed for MIDAS dataset (Supplement
material, Fig. 2). Comparing HCP and MIDAS datasets, a greater average
SI is obtained for HCP possibly due to the higher resolution of images in this
dataset. Full clustering visualization for 10 subjects (m = 50) and subject 1
for m = 25, 50, 75, 100, 125, 150 are shown in Supplement material, Figure 3,4).
Note the optimal number of streamline clusters is still an open challenge [13],
we used m = 50 in this study for ease of visualization and interpretation.
Figure 8 shows sparse code memberships of streamlines in six different bun-
dles: Corpus Callosum - anterior body (row 1) and central body (row 2), left In-
ferior Occipitofrontal Fasciculus (IOF) (row 3), left Cortico-Spinal-Tract (CST)
(row 4), right IOF (row 5), and right CST (row 6). Results are reported for
subject 1 (m=25 and m=50), subjects 2 (m=50) and subject 3 (m=50). Sparse
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Figure 8: Color coded visualization of sparse code memberships of streamlines in Corpus
Callosum (row-1,2); left Inferior Occipitofrontal Fasciculus (IOF) and Cortico-Spinal-Tract
(CST) (row-3,4); and right IOF and CST (row-5,6).
code values are represented by a color ranging from green (lowest value) to red
(highest value). While variations are observed across values of m and subjects,
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the general shape of bundles recovered by our method is similar.
Figure 9: Unsupervised multi-subject dictionary visualization. Four different dictionaries and
corresponding bundles. Top row: Axial view of full dictionary with a unique color assigned
to each bundle; Second row: Anterior Body, and Central Body bundles in Corpus Callosum;
Third row: Left CST, and Left IOF bundles; Last row: Right CST, and Right IOF bundles.
Each dictionary has a different color code, while the bundles respect that dictionary color-code.
(m=50 bundles).
4.8. Application to automated tractography segmentation
In this section, we apply the proposed KSC method for the automated seg-
mentation of new subject streamlines. Again, the focus of our analysis is on
inter-subject variability and its effect on results. To label streamlines, we used
as bundle atlas the dictionaries obtained from 40 unrelated HCP subjects (4
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dictionaries, each one learned from 10 subjects. Dictionaries were generated
by sampling 5000 streamlines in each subject and employing MCP as distance
measure. Note that expert-labeled streamlines could also be used as dictionary.
Figure 10: Automated segmentation visualization. Top row: full segmentation of 4 HCP
subjects using dictionary D1, with a unique color assigned to each cluster, and same color code
as D1. Rows 2-7: sparse code (bundle membership) visualization for the posterior body CC,
anterior body CC, left IOF, left CST, right IOF, and right CST bundles. Membership values
are represented by a color ranging from green (no membership) to red (highest membership).
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The bundles encoded by these dictionaries are depicted in Figure 9. More-
over, segmentation results obtained for 4 different subjects using dictionary D1
are shown in Fig. 10. For each subject, we give the full segmentation as well as
membership values for CC, left/right IOF, and left/right CST bundles. Addi-
tionally, to analyze the impact of sampling streamlines from a subject, segmen-
tation results for 5 instances of subject 1 using D1 are provided in Supplement
material. Once more, while we observe variability across segmented streamlines
from different subjects, the results obtained by our method are globally consis-
tent across subjects. Similar consistency is found across multiple instances of
the subject 1 (see Supplement material, Fig. 5).
5. Discussion
We now summarize and discuss the findings related to proposed approaches,
impact of various priors, and their applications. We then highlight limitations
and additional considerations of this study.
5.1. Main findings
Our experiments have demonstrated the usefulness of our kernel sparse clus-
tering (KSC) and various sparsity priors. The soft assignment provided by
KSC (Smax ≥ 2) improved performance for all measures of clustering quality
compared to a hard clustering approaches like kernel k-means. This improve-
ment was most significant when the input number of clusters (parameter m) is
not set close to the ground truth value. In such cases, soft assignment offers a
greater robustness to the ambiguous membership of streamlines to bundles.
Comparing the different streamline distances, we found that mean of closest
points (MCP) performed the best. Hausdorff distance measures the maximum
distance between any point on a streamline and its closest point on another
streamline, and thus fails to capture bundles with branching or diverging stream-
lines. Likewise, end points distances may be more affected by outlier streamlines
or issues in diffusion tractography output. These observations are in line with
previous analyses on streamline distances [17, 22].
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Results revealed the input number of clusters to have a high impact on
results. The true value of this parameter is largely unknown [13], and even in
expert labeled set could be off the mark due to labeling errors [17]. Our analysis
showed that group sparsity provides robustness to this confound, and recovers
meaningful bundles when it is set far from the ground-truth value. Likewise, the
proposed manifold regularization prior helped the clustering by enforcing related
pairs of streamlines to be grouped together. This could be useful in a wide range
of applications where anatomical information (e.g., cortical parcellation atlas)
is available.
Unsupervised clustering of subjects from HCP and MIDAS datasets showed
that our KSC method can be employed for data driven analyses, our method
finding plausible clusters corresponding to well known bundles. Moreover, the
visualization of clusters and membership values demonstrates that KSC can
effectively capture inter-subject variability. Experiments on automated stream-
line segmentation also revealed that KSC can accurately recover major bundles
in new subjects, and that this segmentation is robust to the number of clus-
ters, inter-individual variations, and the sampling of streamlines from the same
subject.
5.2. Limitations and additional considerations
Due to the lack of gold standard clustering, as well as the various challenges
in diffusion tractography [72] and its interpretation [67], validating streamline
clustering approaches is difficult. A large scale and data-driven analysis, for
example using data from over 1000 HCP subjects, could lead to interesting
observations on number of bundles and their population-wise variability.
An important aspect of our dictionary learning method is its initialization.
While we employed spectral clustering for this task, considering other tech-
niques could possibly lead to better results. For the automated segmentation
of streamlines in new subjects, we learned the dictionary in an unsupervised
setting, however expert-labeled streamlines set or atlas/clustering from other
approaches can also be utilized.
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One the main advantages of the proposed kernel-based framework is that it
alleviates the need for an explicit streamline representation. Previous attempts
in utilizing dictionary learning and sparse coding for streamline clustering might
have been hindered by this. Employing kernels also provides flexibility and en-
ables the extension to other streamline similarity measures, which can incorpo-
rate a richer set of characteristics such as along-tract diffusivity [28, 73, 74].
Another key element of our study is the anatomical interpretation of clus-
tering results. The streamlines generated from diffusion tractography provide a
macro-scale inference of the underlying fibers[67, 72]. As such, the clustering for
a given distance/similarity measures focuses primarily on the geometric aspect
of streamlines. Although we considered end points proximity in our manifold
regularization prior, additional information such as structural parcellation could
be incorporated to improve the anatomic plausibility of the final clustering [3, 6].
The sparse code representation of streamlines conveys a wealth of informa-
tion on inter-individual variability in terms of streamline geometry. Extension of
this study could leverage this information for additional tasks, such as identify-
ing noisy/spurious streamlines, discovering tract-based biomarkers to discrimi-
nate between healthy and diseased subjects [7], or establishing bundle-to-bundle
correspondences across subjects.
6. Conclusion
We presented a novel framework using kernel dictionary learning with various
sparsity priors for the unsupervised segmentation of white matter streamlines.
The proposed framework does not require explicit streamline representation
and enables using any streamline similarity measure. Dictionary bundles are
encoded as a non-negative combination of training streamlines, and the kernel
trick is used to model non-linear relationships between streamlines and bundles.
We compared our method against state-of-the-art streamline clustering ap-
proaches using expert-labeled data, as well as subjects from the HCP and MI-
DAS dataset. Results demonstrate the usefulness of having a soft assignment,
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and that our method is suitable for scenarios where streamlines are not clearly
separated, bundles overlap, or when there is important inter-individual variabil-
ity. Experiments using group sparsity (L2,1 norm) and manifold regularization
show that these priors can improve clustering quality by adding robustness to
the input number of clustering or incorporating anatomical constraints in the
clustering.
The benefits of the proposed approach in cases of inter-individual variability
was showcased for the automated segmentation of streamlines from new sub-
jects. In future work, we will investigate the usefulness of our approach for
identifying and comparing major bundles in healthy vs diseased subjects, and
for incorporating along-tract measures in the clustering process.
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Supplemental material
1. Algorithms
1.1. Non-negative kernelized sparse clustering
1.1.1. Algorithm summary
Algorithm 1: Algorithm 2: Kernelized sparse clustering method
Input: Pairwise streamline distance matrix Sdist ∈ Rn×n;
Input: The desired number of streamline bundles m;
Input: The RBF kernel parameter γ;
Input: The sparsity level Smax and maximum number of iterations Tmax;
Output: The sparse assignment matrix W ∈ Rn×m and hard assignment
vector c ∈ {1, . . . ,m}n;
Initialize the kernel matrix: kij = exp(−γ ·dist2ij) ;
Initialize A as a random selection matrix;
for t = 1, . . . , Tmax do
Update each column wi of W using NNKOMP (Algorithm 2);
Update dictionary until convergence:
Aij ← Aij
(
KW>
)
ij
(KAWW>)ij
, i = 1, . . . , n, j = 1, . . . ,m.;
tout ← tout + 1;
Compute hard assignment: ci = argmaxk′ wim′ , i = 1, . . . , n ;
return {W, c} ;
1.1.2. Algorithm complexity
In Algorithm 2, the user provides a matrix Sdist of pairwise streamline dis-
tances, as well as the desired number of bundles (clusters), and obtains in return
the soft (matrix W) and hard (vector c) streamline clusterings. Various distance
measures, suitable for streamlines, are described in experiments. The distances
are converted into similarities by using a Gaussian (RBF) kernel of parameter
γ. Note that the obtained kernel is semi-definite positive only if the distance
is a metric. However, non-metric distances, such as the Hausdorff distance (see
experiments), have been shown to be quite useful in practice [1]. In the main
Preprint on arXiv
ar
X
iv
:1
80
4.
05
42
7v
1 
 [c
s.C
V]
  1
5 A
pr
 20
18
loop, the dictionary matrix A and sparse streamline-to-bundle assignment ma-
trix W are optimized alternatively, until convergence or Tmax iterations have
been reached. The soft clustering of W is converted to a hard clustering by
assigning each streamline i to the bundle m for which wim is maximum.
1.2. Non-negative kernelized orthogonal matching pursuit (NNKOMP)
Algorithm 2: Non-negative kernelized orthogonal matching pursuit
Input: The dictionary matrix A ∈ Rn×m+ and kernel matrix K ∈ Rn×n;
Input: The streamline index i and sparsity level Smax;
Output: The set of non-zero weights Is and corresponding weight values
ws;
Initialize set of selected atoms and weights: I0 = ∅, w0 = ∅;
for s = 1, . . . , Smax do
τj =
[
A>
(
ki −KA[Is]ws
)]
j
/
[
A>KA
]
jj
, j = 1, . . . ,m;
jmax = arg maxj 6∈ Is−1 τj , Is = Is−1 ∪ jmax;
ws = arg minw∈Rs+ w
>A>[Is]KA[Is]w − 2k>i A[Is]w;
return {Is, ws} ;
Note: A[Is] contains the columns of A whose index is in Is ;
1.3. Group sparse kernelized dictionary learning
1.3.1. Algorithm summary
1.3.2. Algorithm complexity
The clustering process of our proposed method is summarized in Algorithm
1. In this algorithm, the user provides a matrix Sdist of pairwise streamline
distances (see experiments for more details), the maximum number of clusters
m, as well as the trade-off parameters λ1, λ2, and obtains as output the dictio-
nary matrix A and the cluster assignment weights W. At each iteration, W, Z
and U are updated by running at most Tin ADMM loops, and are then used to
update A. This process is repeated until Tout iterations have been completed
or the cost function f(D,W) converged. The soft assignment of W can be
converted to a hard clustering by assigning each streamline i to the bundle m
for which wim is maximum.
2
Algorithm 3: ADMM method for group sparse kernelized clustering
Input: Pairwise streamline distance matrix Sdist ∈ Rn×n;
Input: The maximum number of streamline bundles m;
Input: The RBF kernel parameter γ;
Input: The cost trade-off parameters λ1, λ2 and Lagrangian parameter
µ;
Input: The maximum number of inner and outer loop iterations
Tin, Tout;
Output: The dictionary A ∈ Rn×m and assignment weights W ∈ Rn×m+ ;
Initialize the kernel matrix: kij = exp(−γ ·dist2ij);
Initialize A as a random selection matrix and tout to 0;
while f(D,W) not converged and tout ≤ Tout do
Initialize U and Z to all zeros and tin to zero;
while ||W − Z||2F not converged and tin ≤ Tin do
Update W, Z and U:
W ← (A>KA+ µI)−1(A>K+ µ(Z−U));
zˆij ← max
{
wij + uij − λ1
µ
, 0
}
, i ≤ m, j ≤ n;
zi· ← max
{
||zˆi·||2 − λ2µ , 0
}
· zˆi·||zˆi·||2 , i ≤ m;
U ← U + (W − Z);
tin ← tin + 1;
Update dictionary until convergence:
Aij ← Aij
(
KW>
)
ij
(KAWW>)ij
, i = 1, . . . , n, j = 1, . . . ,m.;
tout ← tout + 1;
return {A,W} ;
The complexity of this algorithm is mainly determined by the initial ker-
nel computation, which takes O(n2) operations, and updating the assignment
weights in each ADMM loop, which has a total complexity in O(Tout ·Tin ·m2 ·n).
Since Tout, Tin and m are typically much smaller than n, the main bottleneck
of the method lies in computing the pairwise distances Sdist used as input. For
datasets having a large number of streamlines (e.g., more than n = 100, 000
streamlines), this matrix could be computed using an approximation strategy
3
such as the the Nystro¨m method [2], described later in the paper.
1.4. Kernelized dictionary learning with Laplacian prior
1.4.1. Update W: Bartels-Stewart Algorithm summary
Algorithm 4: Bartels-Stewart Algorithm summary
Input: P, Q, and R;
Output: W
Step 1: Transfrom P and Q into Schur form
Cc = R;
[Qa,Ta] = schur(P); Cc = Q
>
aCc
[Qb,Tb] = schur(Q); Cc = CcQb
Step 2: Solve following Simplified Sylvester equation using back
substitution TaW +WTb = Cc
Step 3: Recover W:
W = QaWQ
>
b
return {W} ;
1.4.2. Algorithm summary and complexity
The algorithm below provides summary of the methods, while complexity
can be computed similar to previous section, with only difference being update
of W.
1.5. Group sparsity and manifold prior visualization
The bundles obtained by group sparsity (MCP+L1+L21) for the input num-
ber of clusters m = 20 are presented in Figure 1 (middle). We observe that the
clustering is similar to the ground truth clustering, except for small differences
in left/right inferior longitudinal fasciculus bundles (purple and blue colors in
the ground truth). Also, we observe that superior cerebellar peduncle bundles
(cyan and green colors in the ground truth) are well separated.
Figure 1(right) shows clustering output using this method for m = 10 and
MCP for a sample run. We observe that the clustering is similar to the ground
truth clustering, except for small differences in left/right inferior longitudinal
fasciculus bundles (purple and blue colors in the ground truth).
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Algorithm 5: ADMM method for kernelized dictionary learning with
Laplacian prior
Input: Pairwise streamline distance matrix Sdist ∈ Rn×n;
Input: The maximum number of streamline bundles m;
Input: The RBF kernel parameter γ;
Input: The cost trade-off parameters λ1, λL ;
Input: Lagrangian parameter µ1;
Input: The maximum number of inner and outer loop iterations
Tin, Tout;
Output: The dictionary A ∈ Rn×m and assignment weights W ∈ Rn×m+ ;
Initialize the kernel matrix: kij = exp(−γ ·dist2ij);
Initialize A as a random selection matrix and tout to 0;
Precompute schur(λLL);
while f(D,W) not converged and tout ≤ Tout do
Initialize U and Z to all zeros and tin to zero;
while ||W − Z||2F not converged and tin ≤ Tin do
Update W, Z, and U:
W ← Sylvester((A>KA+ µ1I), λLL, (A>K+ µ1(Z−U)))
zˆij ← max
{
wij + uij − λ1
µ1
, 0
}
, i ≤ m, j ≤ n;
U ← U + (W − Z);
tin ← tin + 1;
Update dictionary until convergence:
Aij ← Aij
(
KW>
)
ij
(KAWW>)ij
, i = 1, . . . , n, j = 1, . . . ,m.;
tout ← tout + 1;
return {A,W} ;
1.6. Results on multi-subject MIDAS dataset (KSC+MCP)
Data: To evaluate the performance of our method on multiple subjects, we
also used the data of 12 healthy volunteers (6 males and 6 females, 19 to 35
years of age) from the freely available MIDAS dataset [3]. For fiber tracking, we
used the tensor deflection method [4] with the following parameters: minimum
fractional anisotropy of 0.1, minimum streamline length of 100 mm, threshold
for streamline deviation angle of 70 degrees. A mean number of 9124 streamlines
5
Figure 1: Right sagittal (top) and inferior axial (bottom) views of the ground truth (left),
and bundles obtained by MCP+L1+L21 (middle, m=20, final m=10), and MCP+L1+Lap
(right, m=10).
Figure 2: MIDAS: Mean of average SI using MCP: varying m mean over 12 subjects (left);
for m = 35 for each subject (middle); Convergence plot (right for KSC+MCP )
was generated for the 12 subjects.
Results: Figure 2 (left) shows the mean SI (averaged over all clusters)
obtained by KSC (Smax=3), KKM and Spect with MCP, on 12 subjects of the
MIDAS dataset. We see that our soft clustering method outperforms the hard
clustering approaches, especially for a small number of clusters. In Figure 2
(right), the results obtained for m = 35 are detailed for each subject. Error
bars in the plot show the mean and variance of SI values obtained over 10
different initializations. As can be seen, our method shows a greater accuracy
and less variance across subjects.
1.7. Results on Human Connectome Project subjects
Figure 3 shows clustering output for 10 HCP subjects for m = 50, with
an unique color assigned to each cluster. For this simplified visualization each
streamline is assigned to a single cluster by taking the maximum for each column
6
of the matrix W. Note, we have used a unique color code for each subject,
as establishing a cluster correspondence across subjects is itself a challenging
problem. We observe that the overall pattern of clustering across subjects looks
similar. However, there are subtle variations for clusters across subjects.
Figure 3: Visualization of clustering output for 10 unrelated HCP subjects using KSC, for m
= 50.
Similarly, Figure 4 shows simplified visualization of clustering output for sub-
ject 1, for varying m. As expected, going from m = 25 to m = 150 the clusters
split into smaller ones, for example, observe the clusters in corpus callosum.
1.8. Multi-subject clustering as dictionary
1.8.1. Computing the kernel matrix using the Nystro¨m method
When there can be multiple subjects, each subject having several thousands
of streamlines, computing the similarity between all pairs of training streamlines
in K is impossible. To alleviate this problem, we approximate the kernel matrix
using the Nystro¨m method [2, 5]. In this method, a set of p representative
streamlines are sampled from while set of training streamlines, where p |X|.
The pairwise similarities between all selected streamlines are then computed in a
reduced kernel matrix Ka ∈ Rp×p. Likewise, the similarity between the selected
and non-selected ones are obtained in a matrix Kb ∈ Rp×(|X|−p). The whole
kernel matrix is then reconstructed using a low-rank approximation K = GG>,
7
Figure 4: Visualization of clustering output for subject 1 using KSC, for varying m.
where G> = K−
1
2
a
[
K>a K
>
b
]
. In practice, the most computationally expensive
step of this method is the SVD decomposition of Ka.
1.8.2. HCP multi-subject clustering
When there are multiple subjects, each subject having several thousands of
streamlines, computing the similarity between all pairs of training streamlines
in K is impossible. To alleviate this problem, we approximate the kernel matrix
using the Nystro¨m method [2, 5]. Figure 9 (manuscript) shows simplified visu-
alization of A matrix of 4 sets of 10 unrelated HCP subjects. (These subjects
are utilized as dictionary in next section). We utilized 50, 000 streamlines for
each set, sampling 5, 000 streamlines from each subject.
For simplification, we show full clusterings and select bundles including An-
terior Body, and Central Body bundles in Corpus Callosum; Third row: Left
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Cortico-Spinal-Tract, and Left Arcuate Fasciculus bundles; Last row: Right
Cortico-Spinal Tract, and Right Inferior Occipitofrontal Fasciculus bundles. The
objective here is to show that the multi-subject clustering output provides plau-
sible clusters, corresponding to well-known anatomical bundles. Also, compar-
ing multi-subject clustering with single subject clustering, we observe overall
similarity in terms of clusters, while also reflecting variation. We also observe
subtle variations across multi-subject clustering sets, for example, within IOF
or CST bundles.
1.9. Application: automated segmentation of new subject streamlines
To analyze the impact of sampling streamlines from a subject, Figure 5
shows segmentation output for 5 instances of subject 1 using dictionary D1.
Figure 5: Automated segmentation of 5 instances of subject 1 using dictionary D1.
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