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A MIRROR CONSTRUCTION FOR THE TOTALLY
NONNEGATIVE PART OF THE PETERSON VARIETY
KONSTANZE RIETSCH
Dedicated to Professor George Lusztig on his 60th birthday
Abstract. We explain how A. Givental’s mirror symmetric family [14] to the
type A flag variety and its proposed generalization [3] to partial flag varieties by
Batyrev, Ciocan-Fontanine, Kim and van Straten relate to the Peterson variety
Y ⊂ SLn/B. We then use this theory to describe the totally nonnegative part
of Y , extending a result from [30].
1. Introduction
The (type A) Peterson variety is a remarkable (n − 1)-dimensional projective
subvariety of the full flag variety SLn/B used by Dale Peterson to construct all of
the small quantum cohomology rings of the partial flag varieties SLn/P . This paper
has two aims: firstly to relate the mirror symmetry constructions of Givental [14]
and Batyrev, Ciocan-Fontanine, Kim, and van Straten [3] to the Peterson variety,
and secondly to use these constructions to describe the totally nonnegative part of
the Peterson variety.
The mirror constructions of [14] and [3] provide in the full flag variety case,
and provide conjecturally in the partial flag variety case, a set of solutions to the
quantum cohomology D-module – a system of differential equations introduced by
Givental whose total symbols recover relations of the small quantum cohomology
ring [13] – in terms of oscillating integrals along families of cycles lying in a ‘mirror
family’. These mirror families are k-dimensional families Z → Ck of affine varieties
of the same dimension as SLn/P which are defined in terms of an associated graph,
see Figure 1, and which come with natural volume forms on the fibers and a phase
function F : Z → C. Here k = dimH2(SLn/P ). If the mirror conjecture holds
then critical points of the phase function F along individual mirrors should relate
to elements in the spectrum of the quantum cohomology ring, where fixing a variety
in the mirror family corresponds to fixing the values of the quantum parameters
q1, . . . , qk in qH
∗(SLn/P ).
In Dale Peterson’s theory the spectrum of qH∗(SLn/P ) is precisely a stratum YP
of the Peterson variety Y . In this paper we compare Peterson’s YP with the variety
Zcrit swept out by the critical points of F along the fibers of the mirror family Z
from [3, 14]. As it turns out Zcrit recovers the parts of the Peterson variety that lie
in certain Deodhar strata (a finer decomposition of the flag variety than the Bruhat
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decomposition). If P = B then this includes an open dense subset of YB. But in
the case P 6= B, the variety YP can have entire irreducible components which lie
in the ‘wrong’ Deodhar stratum and hence are not seen by Z. This phenomenon is
demonstrated explicitly in Section 9 for SL4/P = Gr2(C
4).
In this special case, Gr2(C
4), an earlier mirror construction consistent with the
‘GBCKS’ mirror construction from [14, 3] was given by Eguchi, Hori and Xiong
in [9, Appendix B], see [2]. Its deficiency with regard to recovering the quantum
cohomology ring was observed also in [9], where it was fixed in an ad hoc way
by a partial compactification. For a ‘fix’ of the GBCKS construction for general
SLn/P we refer to our sequel paper [26]. It has not been checked how in the case
of Gr2(C
4) the general construction of [26] relates to the ad hoc construction from
[9].
Next we turn our attention to total positivity. The totally nonnegative part
(SLn/B)≥0 of the flag variety was defined by Lusztig [21] as an extension of the
classical theory of total positivity for matrices. It is a semi-algebraic subset inside
the real flag variety SLn(R)/B (which we view with its Hausdorff topology).
In [30] we showed that the totally positive part of YP (that is, the open interior
of YP ∩ (SLn/B)≥0) agrees with the subset of YP where all of the Schubert classes
take positive real values. Using this result it was then proved that the quantum
parameters restrict to give a homeomorphism YP,>0
∼−→ Rk>0, where k = dimYP ,
making YP,>0 a cell.
In Section 10 we use the mirror constructions from the previous sections to give
a direct new proof of the above parameterization. In fact we can extend the result
to the boundary to get a homeomorphism,
YP,≥0
∼−→ Rk≥0,
parameterizing the totally nonnegative part of YP . Therefore we obtain a cell
decomposition of the whole totally nonnegative part of the Peterson variety Y . This
mirror symmetric approach to proving the cell decomposition has the advantage of
being completely elementary, whereas the proof in [30] relied on positivity of the
structure constants of the quantum cohomology rings involved (the 3-point genus
zero Gromov-Witten invariants for SLn/P ). On the other hand, though, we obtain
no results about positivity of Schubert classes using only the mirror construction.
Finally, it is shown that the totally nonnegative part Y≥0 of the Peterson variety
is contractible. We conjecture that Y≥0, as a cell decomposed space, is homeomor-
phic to an (n− 1)-dimensional cube.
The interpretation of the GBCKS mirror construction and resulting proof of
the cell decomposition of the totally nonnegative part of the Peterson variety Y
presented here date back to 2002, and were presented at the Erwin Schroedinger
Institute in January of 2003 as well as alluded to in a footnote in [29]. In the full flag
variety case a similar interpretation (but very different application) of Givental’s
mirror coordinates has since appeared also in the interesting work of Gerasimov,
Kharchev, Lebedev and Oblezin [12] on the quantum Toda lattice.
Acknowledgements : I would particularly like to thank George Lusztig and Dale
Peterson. The first for introducing me to the marvelous theory of total positivity,
and the second for his inspiring lectures on quantum cohomology. Without either
one of them this paper would not have been written. These results were mostly
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written up while on leave in Waterloo, Canada. I thank the University of Waterloo
for its hospitality.
2. Notation
From now on we let n be the rank. Consider G = SLn+1(C) with fixed Borel
subgroups B = B+, the group of upper-triangular matrices, and B− the lower-
triangular matrices, and with maximal torus T = B+ ∩ B−. We also have U+
and U−, the unipotent radicals of B+ and B−, respectively. Let I = {1, . . . , n}
and ei, fi the usual Chevalley generators of the Lie algebra g = sln+1. So ei is the
matrix with 1 in position (i, i + 1) and 0 everywhere else, and fi is its transpose.
Let
xi(t) := exp(tei), yi(t) := exp(tfi), t ∈ C
be the associated simple root subgroups. The datum (T,B+, B−, xi, yi; i ∈ I) is
called a pinning by Lusztig [21].
The Weyl group W = NG(T )/T is isomorphic to the symmetric group Sn+1.
Define representatives
s˙i := yi(−1)xi(1)yi(−1), i ∈ I.
for the simple reflections si := s˙iT . The si are Coxeter generators for W . For
general w ∈ W a representative w˙ ∈ G can be defined by w˙ = s˙i1 s˙i2 · · · s˙im ,
where si1si2 · · · sim is a (any) reduced expression for w. The length m of a reduced
expression for w is denoted by ℓ(w).
Let P ⊇ B be a parabolic subgroup ofG. Then there is a corresponding parabolic
subgroup WP of W generated by the elements si with s˙i ∈ P . Define IP = {i ∈
I | s˙i ∈ P} and IP its complement in I. We have
WP = 〈si | i ∈ IP 〉 ,
WP := {w ∈W | ℓ(wsi) > ℓ(w) for all i ∈ IP .}
The longest element in WP is denoted by wP . The longest element in W is also
denoted w0.
Let IP = {n1, . . . , nk} where 0 = n0 < n1 < n2 < · · · < nk < n + 1 = nk+1.
Then the homogeneous space G/P can be identified with the variety of partial flags
Fn1,n2,...,nk(Cn+1) = { {0} ⊂ V1 ⊂ V2 ⊂ · · · ⊂ Vk ⊂ Cn+1 | dimC(Vj) = nj }.
3. Quantum cohomology of SLn+1/P
Let H∗(G/P ) :=
⊕
kH
2k(G/P ) be the cohomology of G/P viewed as a graded
vector space with grading given by k. We will always take coefficients in C. For
w ∈ WP denote by σwP the Poincare´ dual class to the Schubert cycle [Xw] where
Xw = B−wP/P . It is well known that the Schubert classes σ
w
P are a homogeneous
basis of H∗(G/P ) with deg(σwP ) = ℓ(w).
The small quantum cohomology ring of the partial flag variety SLn+1/P has
been described in the papers [1, 6, 18]. As a graded vector space it is given by
qH∗(SLn+1/P ) = H
∗(SLn+1/P )⊗ C[qP1 , . . . , qPk ],
where C[qP1 , . . . , q
P
k ] is a graded polynomial ring with deg(q
P
j ) = nj+1 − nj−1. The
multiplicative structure constants are 3-point genus 0 Gromov-Witten invariants,
see for example [15, 6, 10, 19] or [7, 24]. For the purposes of this paper we will be
mainly interested in presentations of these rings.
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3.1. Let
C[h] = Sym•(h∗) = C[x1, . . . , xn+1]/(x1 + . . .+ xn+1)
be the coordinate ring of h = Lie(T ), where the xi are the coordinates corresponding
to the matrix entries along the diagonal. The Z-span of the xi is the character lattice
X∗(T ) inside h∗. The assignment taking a character λ to the first Chern class of
the associated line bundle Lλ = G×BCλ on G/B, extends to a ring homomorphism
C[h]→ H∗(G/B). By Borel [4], this map identifies H∗(G/B) with the quotient
C[x1, . . . , xn+1]/(e
(n+1)
1 , . . . , e
(n+1)
n+1 ),
where e
(n+1)
l = el(x1, . . . , xn+1) is the l-th elementary symmetric polynomial in
n + 1 variables. Moreover the projection G/B → G/P gives rise to an inclusion
H∗(G/P ) → H∗(G/B) which identifies H∗(G/P ) with the WP -invariant part of
H∗(G/B). Explicitly, consider the ring C[x1, . . . , xn+1]
WP , which is a polynomial
ring generated by the elementary symmetric polynomials
σ
(1)
l := el(x1, . . . , xn1), l = 1, . . . , n1,
σ
(2)
l := el(xn1+1, . . . , xn2), l = 1, . . . , n2 − n1,
...
σ
(k+1)
l := el(xnk+1, . . . , xn+1), l = 1, . . . , n+ 1− nk.
The full elementary symmetric polynomials e
(n+1)
r may be expressed as polynomials
in the σ
(j)
l and we let J denote the ideal these polynomials generate. Then we have
(3.1) H∗(G/P ) ∼= C[σ(1)1 , σ(1)2 , . . . , σ(k+1)n+1−nk ]/J.
3.2. The analogous presentation of the quantum cohomology ring due to [1, 6, 18]
goes as follows. From now on let us write σ
(j)
l for the element σ
(j)
l ⊗1 ∈ qH∗(G/P ),
and similarly qPj or just qj for 1⊗ qPj . These are the generators.
Definition 3.1 ((q, P )-elementary symmetric polynomials). Let l ∈ Z and j ∈
{−1, 0, . . . , k + 1}. Define elements E(j)l,P = E(j)l ∈ C[σ(1)1 , . . . , σ(k+1)n+1−nk , q1, . . . , qk]
recursively as follows. The initial values are
E
(−1)
l = E
(0)
l = 0 for all l, and E
(j)
l = 0 unless 0 ≤ l ≤ nj ,
and we set σ
(j)
l = 0 if l > nj − nj−1 and σ(j)0 = 1 for all j. For 1 ≤ j ≤ k + 1 and
0 ≤ l ≤ nl the polynomial E(j)l satisfies
E
(j)
l =
(
E
(j−1)
l + σ
(j)
1 E
(j−1)
l−1 + · · ·+ σ(j)l−1E(j−1)1 + σ(j)l
)
+ (−1)nj−nj−1+1qj−1E(j−2)l−nj+nj−2 .
Theorem 3.2 ([1, 18, 6]). The quantum cohomology ring qH∗(G/P ) is given by
the generators σ
(1)
1 , . . . , σ
(k+1)
n+1−nk
, q1, . . . , qk with relations
E
(k+1)
1 = E
(k+1)
2 = · · · = E(k+1)n+1 = 0.
A MIRROR CONSTRUCTION AND TOTAL POSITIVITY 5
4. The Peterson variety
Dale Peterson [25] discovered a remarkable unified construction for all of the
quantum cohomology rings qH∗(G/P ), for varying P , as coordinate rings of the
strata of a single projective variety Y . For G of general type this ‘Peterson variety’
Y is a subvariety of the Langlands dual flag variety G∨/B∨. We will recall his
result in type A.
4.1. In our conventions the Peterson variety will be a subvariety of G/B−, where
G = SLn+1(C). Let us recall first the Bruhat and opposite Bruhat decompositions
G/B− =
⊔
w∈W
B−w˙B−/B− =
⊔
v∈W
B+v˙B−/B−.
We also define
Rv,w := B+v˙B− ∩B−w˙B−/B−.
This intersection of opposed Bruhat cells is smooth of pure dimension ℓ(w) − ℓ(v)
if v ≤ w in the Bruhat order, and otherwise empty, see [17, 22].
Let {ωi | i ∈ I} be the set of fundamental weights. Consider V ωr =
∧r
Cn+1,
the r-th fundamental representation of G with its standard basis {vi1 ∧· · ·∧vir | 1 ≤
i1 < i2 · · · < ir ≤ n+1}. The stabilizer of the highest weight space 〈v1 ∧ · · · ∧ vr〉C
defines a maximal parabolic which we denote Pωr . Let us write V−ωr for V
ωn−r+1 ,
which is the representation with lowest weight −ωr, and fix the lowest weight vector
v−ωr = vr+1 ∧ · · · ∧ vn+1. For w ∈ WPωr we have a well defined rational function
(4.1) Mwωr(gB
−) :=
〈g · v−ωr , w˙ · v−ωr 〉
〈g · v−ωr , v−ωr〉
on the flag variety G/B−, where 〈 , 〉 denotes the inner product on V−ωr such that
the standard basis is orthonormal.
Let us introduce the principal nilpotent element
f = f1 + . . .+ fn.
We write g ·X := gXg−1 for the adjoint action of g ∈ G on X ∈ g.
Definition 4.1 (The Peterson variety). Let Y ⊂ G/B− be the projective variety
defined by
Y :=
{
gB−
∣∣∣∣∣ g−1 · f ∈ b− ⊕
∑
i∈I
Cei
}
.
More formally, Y is defined by the equations
pr
gα
(g−1 · f) = 0,
where pr
gα
is the projection onto the weight space gα, and α runs through the set
of all roots which are positive but not simple. For a parabolic P ⊇ B define the
(non-reduced) intersection
YP := Y ×G/B− B+w˙PB−/B−.
Suppose P ′ ⊇ P is another parabolic. Then we set
Y(P,P ′) := Y ×G/B− RwP ,wP ′ .
We also write Y ◦P for Y(P,G).
The Peterson variety and some generalized versions of it are also of independent
interest and have been studied in the papers [5, 19, 20, 32].
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4.2. We now state Peterson’s result in type A, see also [19] and [30, 31].
Theorem 4.2 (Peterson [25]). (1) The C-valued points of Y decompose into a
union of strata,
Y (C) =
⊔
P⊇B
YP (C).
(2) Let w
[r]
l = sr−l+1sr−l+2 · · · sr−1sr, where 1 ≤ l ≤ r. For each parabolic P
there is a unique isomorphism
ψP : C[YP ]
∼−→ qH∗(G/P ),
such that M
w
[nj]
l
ωnj
7→ E(j)l for j = 1, . . . , k and 1 ≤ l ≤ nj.
(3) ψP induces an isomorphism
ψ◦P : C[Y
◦
P ]
∼−→ qH∗(G/P )[q−11 , . . . , q−1k ].
Note that M
w
[r]
l
ωr
is a regular function on the Bruhat cell B+w˙PB
−/B− if
r ∈ IP and 1 ≤ l ≤ r.
5. The GBKCS mirror construction for SLn+1/P
In [14], A. Givental introduced a mirror family to the full flag variety SLn+1/B
and proved a kind of mirror theorem. His mirror construction was generalized
by Batyrev, Kim, Ciocan-Fontanine and van Straten in [3], who defined a similar
family associated to partial flag varieties SLn+1/P and conjectured the analogous
mirror theorem. We recall their construction, which we will refer to as the GBCKS
construction, here.
5.1. Let us fix the partial flag variety
SLn+1/P = Fn1,...,nk(Cn+1).
As before nk+1 = n + 1 and n0 = 0. Define an oriented graph (V ,A) = (VP ,AP )
as follows. Let the vertex set VP ⊂ Z2 be defined by VP = VP⋆ ⊔ VP• where
VP• = {(m, r) ∈ Z2≥0 | n1 ≤ m ≤ n, and 1 ≤ r ≤ nj if m < nj+1, for j = 1, . . . , k},
VP⋆ = {⋆j = (nj − 1, nj−1 + 1) | j = 1, . . . , k + 1}.
Consider v = (v1, v2) in VP . If v′ := (v1, v2 − 1) is in VP then there is a horizontal
arrow, denoted dv or dv1,v2 , pointing from v to v
′. If v′′ = (v1− 1, v2) is in VP then
there is a vertical arrow cv, or cv1,v2 , going from v to v
′′. We define AP to be the
set of all such arrows.
See Figure 1 for an example of a graph (VP ,AP ). The vertices are arranged like
entries in a matrix, with a vertex (i, j) positioned in the i-th row and j-th column.
The dotted lines indicate the shape of the parabolic subgroup P in question. And
the vertices in VP⋆ and VP• are represented by stars and dots, respectively.
As the parabolic will be fixed most of the time we may omit the superscript P
and write V for VP and A for AP .
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(2,2)
(5,5)
(6,6)
Figure 1. The graph for G/P = F2,5,6(C8)
5.2. Let
Z = ZP :=
{
ρ = (ρa)a∈A ∈ CA
∣∣∣∣ ρcρd = ρd′ρc′ , whenever c, c′, d, d′ forma square, (5.1), in the graph
}
.
(5.1)
• d←− •
c′ ↑ ↑ c
• d
′
←− •
The upper right hand corner vertex in (5.1) may of course lie in V⋆.
For simplicity of notation we identify the arrows with functions on Z via
a : ρ 7→ ρa.
The coordinate ring C[Z] can be viewed as the affine algebra over C with generators
a ∈ A and relations cd = d′c′ for c, d, c′, d′ ∈ A arranged as in (5.1). We will refer
to these as ‘box relations’. There is a grading on C[Z] given by setting deg(a) = 1
for every generator a ∈ A.
5.3. The coordinate ring C[Z] has some special elements which we define below.
For j = 1, . . . k let q˜j be a product of generators represented by the arrows along a
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path from vertex ⋆j+1 to ⋆j. Explicitly,
q˜j = dnj+1−1,nj+1
(nj+1−nj−1∏
i=1
cnj+i,nj
)(nj−nj−1−1∏
i=1
dnj ,nj−1+i+1
)
cnj ,nj−1+1,
where we have chosen the path along the outer rim. Note that deg(q˜j) = nj+1 −
nj−1. Now Z is viewed as a family of varieties via
(5.2) q˜ = (q˜1, . . . , q˜k) : Z −→ Ck.
The fiber over Q˜ ∈ Ck is denoted by ZQ˜.
5.4. Finally [14, 3] introduce a function
F =
∑
a∈A
a
on Z. This is the phase function of the proposed mirror model, see Section 6. We
will study its critical point sets along the fibers of the family Z in Section 7.
5.5. Define
(5.3) Z◦ = Z◦P := {ρ ∈ Z | ρa 6= 0, all a ∈ A} = {ρ ∈ Z | q˜j(ρ) 6= 0, 1 ≤ j ≤ k} .
Let the map (5.2) restricted to Z◦ be again denoted by q˜,
q˜ = (q˜1, . . . , q˜k) : Z
◦ −→ (C∗)k.
This restricted map is a trivial bundle with fiber isomorphic to (C∗)V• .
As in [14] one can choose an explicit trivialization by introducing vertex variables
(tv)v∈V running through C
∗. For any arrow a denote by h(a) and t(a) ∈ V the head
and tail of a. Then (tv)v∈V 7→ ρ = (th(a)t−1t(a))a∈A defines a map
(5.4) (C∗)V −→ Z◦.
This map descends to the quotient by the diagonal action of C∗ to give an isomor-
phism (C∗)V/C∗
∼−→ Z◦.
Moreover, for given Q˜ = (Q˜1, . . . , Q˜k) ∈ (C∗)k, the map obtained from (5.4) after
fixing the t⋆j (uniquely up to a common scalar multiple) such that t⋆j t
−1
⋆j+1 = Q˜j
gives rise to an isomorphism
(C∗)V•
∼−→ ZQ˜.
Choosing t⋆j = Q˜j . . . Q˜k, say, and t⋆k+1 = 1 gives rise to a global trivialization of
q˜ : Z◦ → (C∗)k.
5.6. For a pair of parabolics P ′ ⊇ P containing B the corresponding vertex sets
are related by VP ′• ⊆ VP• and we define
Z(P,P ′) :=
{
ρ ∈ ZP | If a ∈ AP , then a(ρ) = 0 ⇐⇒ h(a) ∈ VP ′• or t(a) ∈ VP
′
•
}
.
Note that if P ′ = G we have Z(P,G) = Z
◦
P . In general
Z(P,P ′) ⊂ {ρ ∈ ZP | q˜j(ρ) = 0 ⇐⇒ nj ∈ IP
′},
and the two sets are not equal. In particular ZP 6=
⊔
P ′⊇P Z(P,P ′), see for example
Remark 7.3.
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6. Mirror conjecture and quantum cohomology
The Givental/Eguchi-Hori-Xiong type mirror conjecture [3, Conjecture 5.5.1]
associated to the data introduced in the previous section states that a full set of
solutions to the quantum cohomology D-module (e.g. [7, Chapter 10]) associated
to SLn+1/P can be written down on the mirror side as complex oscillatory integrals
of the form
SΓ(s) :=
∫
Γs
eF/zωs.
Here s = (s1, . . . , sk+1) ∈ Ck+1. Furthermore ωs is a particular volume form on
ZQ˜(s) := Z(es1−s2 ,...,esk−sk+1), and Γ is a suitable family of (possibly non-compact)
middle-dimensional cycles Γs ⊂ ZQ˜(s) for which the integral converges. In the
SLn+1/B case this conjecture was proved by Givental [14].
Whenever the conjecture holds the variety swept out by the critical points of F
along the fibers of Z◦ → (C∗)k should satisfy the relations of the small quantum
cohomology ring (compare with [13]), or ideally completely recover the spectrum
Spec
(
qH∗(SLn+1/P )[q
−1
1 , . . . , q
−1
k ]
)
.
6.1. Let
Z◦,crit = Z◦,critP :=
{
ρ ∈ Z◦ | F|Zq˜(ρ) has a critical point at ρ
}
.
Following [14] we write F in logarithmic vertex variables Tv ∈ C with eTv = tv
to obtain
∂
∂Tv
F =
∑
a,ha=v
eTh(a)−Tt(a) −
∑
a,ta=v
eTh(a)−Tt(a) .
Therefore the critical point condition reads
(6.1)
∑
a,h(a)=v
a−
∑
a,t(a)=v
a = 0, for all v ∈ V•.
For every vertex in V•, the sum of incoming variables equals the sum of outgoing
variables. We define
(6.2) Zcrit = ZcritP := {ρ ∈ ZP | ρ satisfies (6.1)} .
7. The GBCKS construction and the Peterson variety
In this section we demonstrate explicitly how the GBCKS construction relates
to qH∗(SLn+1/P ). This is best done by comparing Z
crit with the Peterson vari-
ety YP . While in the full flag variety case Z
◦,crit is almost isomorphic to Y ◦B, or
Spec(qH∗(SLn+1/B)[q
−1
1 , . . . , q
−1
n ]) (it is isomorphic to an open dense subset), we
will see that in the partial flag variety case entire irreducible components of Y ◦P can
be missed out by Z◦,crit. Nevertheless our result, see in particular Proposition 8.3,
should be considered as positive evidence for the mirror conjecture from [3]. Al-
though, as it turns out, the GBCKS mirror family Z, or rather Z◦, may be thought
of as an open subset of a more complete (and canonical) mirror family, see [26].
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7.1. We want to define a map φ : Z → SLn+1/B−. Let us first introduce some
new notation. Set
(7.1) lj := nj − nj−1, for j = 1, . . . , k + 1.
For (m, r) ∈ V• let
(7.2) c˜m,r =


cnj ,nj−1+1
∏p
i=2 dnj ,nj−1+i if m = nj and r = nj−1 + p,
where 2 ≤ p ≤ lj and j = 1, . . . , k,
cm,r otherwise.
Note that deg(c˜nj ,nj−1+p) = p. We also define for later use
(7.3)
d˜m,r+1 =


dnj−1,nj−1+1
∏p−1
i=1 cnj−i,nj−1 if r = nj−1 and m = nj − p,
where 2 ≤ p ≤ lj and j = 1, . . . , k,
dm,r+1 otherwise.
Note that q˜j = c˜nj ,nj d˜nj ,nj+1.
Consider the simple root subgroups xi(t) for i ∈ I. Let us also fix a one-
parameter subgroup associated to a positive root α[i,i′] := αi+αi+1+ . . .+αi′ with
1 ≤ i < i′ ≤ n by defining
(7.4) x[i,i′](t) := s˙i′ s˙i′−1 . . . s˙i+1xi(t)s˙
−1
i+1 . . . s˙
−1
i′−1s˙
−1
i′ .
Explicitly, x[i,i′](t) is the unipotent upper-triangular matrix with (i, i
′ + 1)-entry t
and zeros everywhere else above the diagonal.
Let r = nj−1 + p for some j = 1, . . . , k and 1 ≤ p ≤ lj . We define elements gr in
SLn+1(C[Z]) by
gnj−1+1 = xn(cn,nj−1+1)xn−1(cn−1,nj−1+1) . . . xnj (cnj ,nj−1+1)s˙nj−1 . . . s˙nj−1+1,
...
gr = xn(cn,r)xn−1(cn−1,r) . . . . . . xnj (c˜nj ,r)s˙nj−1s˙nj−2 . . . s˙nj−1+p,
...
gnj = xn(cn,nj )xn−1(cn−1,nj ) . . . xnj (c˜nj+1,nj ).
The element gr should be viewed as associated to the r-th column in the graph
(V ,A). For r = nk + p with 1 ≤ p ≤ lk+1 − 1 set
gnk+p = s˙ns˙n−1 . . . s˙nk+p.
We can now form the product to get a new element g := g1g2 . . . gn ∈ SLn+1(C[Z]),
or equivalently a map
g : Z → SLn+1(C).
We define the map φ, or φP , keeping track of the dependence on P , by
(7.5)
φP : ZP → SLn+1/B−,
ρ 7→ g(ρ)B−.
Note that the image of φP lies in B
+w˙PB
−/B−.
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7.2. Deodhar strata. The intersections of opposite Bruhat cells Rv,w have a de-
composition into finitely many strata (each of the form Cl×(C∗)m) due to Deodhar
[8]. We will not give Deodhar’s original definition here, but rather use an equivalent
description from [23] which is ideally suited to our needs.
The Deodhar decomposition of Rv,w depends on a choice of reduced expression
for the longer element, w. We write w = si1 . . . sim to mean w with the given
reduced expression (i1, . . . , im). A sequence of integers 1 ≤ j1 < . . . < jl ≤ m gives
rise to a subexpression v for v in w if sij1 sij2 . . . sijl = v. The latter need not be
a reduced expression for v. Associated to the pair (v,w) of reduced expression w
and subexpression v we have the sets
J+(v,w) =
{
r = jp | some p = 1, . . . , l with sj1 . . . sjp−1 > sj1 . . . sjp−1sjp
}
,
J−(v,w) =
{
r = jp | some p = 1, . . . , l with sj1 . . . sjp−1 < sj1 . . . sjp−1sjp
}
,
J◦(v,w) = {1, . . . ,m} \ {j1, . . . , jl}.
The strata of Rv,w are indexed by certain subexpressions v for v in w called
distinguished, see [8] or [23, Section 3] for a definition. By [23, Proposition 5.2] the
Deodhar stratum corresponding to v,w is given by
(7.6)
Rv,w =

g1g2 . . . gmB−
∣∣∣∣∣∣∣ gr =


s˙ir if r ∈ J+(v,w),
yir (mr)s˙
−1
ir
, mr ∈ C, if r ∈ J−(v,w),
xir (tr), tr ∈ C∗, if r ∈ J◦(v,w)

 .
Moreover the parameters tr ∈ C∗ and mr ∈ C define an isomorphism
(C∗)J
◦
(v,w) × CJ−(v,w) ∼−→ Rv,w.
There is a unique distinguished subexpression v+ of w with J−(v+,w) = ∅, which
we call the positive subexpression for v in w. It can be constructed as the right-
most reduced subexpression for v in w, see for example [23, Lemma 3.5], and it
corresponds to the unique open stratum Rv+,w in Rv,w.
7.3. Consider the reduced expression w0 of w0 given by
(snsn−1 . . . s1)(snsn−1 . . . s2) · · · (snsn−1)sn.
Let P ′ be a parabolic with 0 ≤ a1 < b1 < a2 < b2 < . . . < ah < bh ≤ n such that
IP ′ = [a1 + 1, b1] ∪ [a2 + 1, b2] ∪ · · · ∪ [ah + 1, bh],
as union of intervals in {1, . . . , n}. We have a reduced expression wP′ given by
(sb1sb1−1 . . . sa1+1)(sb1sb1−1 . . . sa1+2) · · · (sb1sb1−1)sb1
(sb2sb2−1 . . . sa2+1)(sb2sb2−1 . . . sa2+2) · · · (sb2sb2−1)sb2
· · ·
(sbhsbh−1 . . . sah+1)(sbhsbh−1 . . . sah+2) · · · (sbhsbh−1)sbh .
The expression wP′ can also be constructed as the reduced expression obtained
from the positive subexpression for wP ′ in w0.
Lemma and Definition 7.1. Let P ′ be a parabolic subgroup with P ′ ⊇ P and
recall the definition of Z(P,P ′) from Section 5.6. The map φP : ZP → G/B− from
(7.5) restricts to
φ(P,P ′) : Z(P,P ′) −→ Rw+
P
,w
P′
.
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In particular setting P ′ = G gives Z(P,G) = Z
◦
P and we define
φ◦P := φ(P,G) : Z
◦
P −→ Rw+
P
,w0
.
Proof of Lemma 7.1. This lemma follows directly from the definitions of Z(P,P ′)
and the map φP together with the description of the Deodhar strata proved in [23,
Proposition 5.2], see (7.6). 
We can now use φP to relate the GBCKS construction to the Peterson variety.
Theorem 7.2. (1) The map φP restricts to a map
φcritP : Z
crit
P −→ YP
such that the following diagram commutes,
ZcritP
φcritP−→ YP
ց˜
q
ւ
q
Ck .
Here q : YP → Ck is the map given by the quantum parameters q1, . . . , qk in
qH∗(G/P ) after applying Peterson’s isomorphism ψ−1P , see Theorem 4.2.
(2) The morphism φcritP restricted to the sets Z
crit
(P,P ′) gives rise to embeddings
φcrit(P,P ′) : Z
crit
(P,P ′) −→ Y(P,P ′).
The image of φcrit(P,P ′) is the intersection of Y with the open Deodhar stratum
R
w
+
P
,w
P′
inside RwP ,wP ′ , and we have an isomorphism
(7.7) Zcrit(P,P ′)
∼−→ Y ×G/B− Rw+
P
,w
P′
.
Remark 7.3. The map φcritP is not injective outside the special subsets Z(P,P ′).
For example for SL3/B consider the one-parameter family inside Z
crit given by
assigning values to the arrows in A as follows
ρx =
⋆
0 ↑
• −x−→ ⋆
x ↑ ↑ −x
• x−→ • 0−→ ⋆
.
Then φcritB (ρx) = B
− for all x ∈ C. Note that ρx does not lie in
⊔
P ′ Z(B,P ′) unless
x = 0.
8. Proof of Theorem 7.2
8.1. To prepare for proving the theorem we first require some more notation and
a technical lemma. We have fixed the parabolic P . Let Icrit denote the ideal in
C[Z] generated by the critical point conditions (6.1). We set dm,r = 0 if (m, r) /∈ V
or r = 1.
Let (m, r) ∈ V• and l ≥ 0. Then to any set of columns 1 ≤ r1 < r2 < . . . < rs ≤ r
associate rows m1 > m2 > . . . > ms by ms = m, and mi−1 = mi − deg(c˜mi,ri).
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With this in mind let
G
(m,r)
l =
∑
1 ≤ r1 < . . . < rs ≤ r∑
deg(c˜mi,ri) = l
(
s∏
i=1
c˜mi,ri
)
,
if l > 0, and set G
(m,r)
0 = 1. If (m, r) ∈ Z2 is not in V• then we set G(m,r)l = 0 by
default. Also G
(m,r)
l = 0 unless l ≤ r.
Recall the definition of g from Section 7.1 and let u := gw˙−1P ∈ SLn+1(C[Z]).
The element u lies in U+(C[Z]) and is given by u = u1u2 . . . unk where for nj−1 <
r = nj−1 + p ≤ nj we set
(8.1) ur = unj−1+p = xn(cn,r)xn−1(cn−1,r) . . . xnj+1(cnj+1,r)x[nj−p+1,nj ](c˜nj ,r),
with j = 1, . . . , k, see (7.4). Multiplying together the factors u1 . . . unk it is straight-
forward to check that u is the (n+ 1)× (n+ 1)-matrix
(8.2) u =
(
U (0)|U (1)| · · · |U (k)
)
where U (j) is the (n+ 1)× lj+1 matrix given explicitly by
U (j) =


G
(nj ,nj)
nj 0
G
(nj ,nj)
nj−1
G
(nj+1,nj)
nj
... G
(nj+1,nj)
nj−1
. . . 0
...
. . . G
(nj+1−1,nj)
nj
G
(nj ,nj)
1 G
(nj+1−1,nj)
nj−1
1 G
(nj+1,nj)
1
...
0 1
...
G
(nj+1−1,nj)
1
1
0 0


.
Note that U (0) is zero above the diagonal. In general G
(m,r)
l is a matrix entry in
the partial product u(r) = u1u2 . . . ur.
The definition of G
(m,r)
l implies the following recursion.
(8.3) G
(m,r)
l = G
(m,r−1)
l + c˜m,rG
(m−p,r−p)
l−p
where p := deg(c˜m,r).
Lemma 8.1. If (m, r) ∈ V• and 0 ≤ l ≤ r then
(8.4) G
(m,r)
l = G
(m+1,r)
l + dm,r+1G
(m,r−1)
l−1 mod Icrit.
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Proof of the Lemma. If r = 1 then l = 0, 1 and the relation (8.4) is either trivial or
it reads cm,1 = cm+1,1 + dm,2, which is precisely the critical point condition at the
vertex (m, 1). We now proceed by induction on r. The equalities in this proof are
meant modulo Icrit.
We apply the induction hypothesis to the summands on the right hand side of
(8.3) to obtain
(8.5) G
(m,r)
l = G
(m+1,r−1)
l + dm,rG
(m,r−2)
l−1 + c˜m,rG
(m−p+1,r−p)
l−p
+ c˜m,rdm−p,r−p+1G
(m−p,r−p−1)
l−p−1 ,
where p is fixed to be the degree of c˜m,r.
Case 1 : Suppose c˜m,r = cm,r. Then we can substitute
cm,r = cm+1,r − dm,r + dm,r+1 and cm,rdm−1,r = dm,rcm,r−1
to obtain
G
(m,r)
l = G
(m+1,r−1)
l + cm+1,rG
(m,r−1)
l−1 + dm,r+1G
(m,r−1)
l−1 +
+dm,r
(
G
(m,r−2)
l−1 −G(m,r−1)l−1 + cm,r−1G(m−1,r−2)l−2
)
.
Now c˜m,r = cm,r implies also c˜m,r−1 = cm,r−1 and c˜m+1,r = cm+1,r. Therefore
(8.3) applies twice to give
G
(m,r)
l = G
(m+1,r)
l + dm,r+1G
(m,r−1)
l−1 .
Case 2 : Suppose (m, r) = (nj , nj−1 + p) for some j = 2, . . . , k and 1 ≤ p ≤ lj. In
this case the vertex (m − p, r − p) lies on the right hand edge of the graph, and
dm−p,r−p+1 = 0. Furthermore by the critical point condition at the vertex (m, r)
we can substitute dm,r = cm+1,r + dm,r+1. So (8.5) becomes
G
(m,r)
l = G
(m+1,r−1)
l + (cm+1,r + dm,r+1)G
(m,r−2)
l−1 + c˜m,rG
(m−p+1,r−p)
l−p
= G
(m+1,r−1)
l + cm+1,r
(
G
(m,r−1)
l−1 − c˜m,r−1G(m−p+1,r−p)l−p
)
+ dm,r+1G
(m,r−2)
l−1
+ c˜m,rG
(m−p+1,r−p)
l−p
= G
(m+1,r)
l − cm+1,rc˜m,r−1G(m−p+1,r−p)l−p + dm,r+1G(m,r−2)l−1 + c˜m,rG(m−p+1,r−p)l−p .
Finally we substitute c˜m,r = c˜m,r−1dm,r = c˜m,r−1(cm+1,r + dm,r+1) to get
G
(m,r)
l = G
(m+1,r)
l + c˜m,r−1dm,r+1G
(m−p+1,r−p)
l−p + dm,r+1G
(m,r−2)
l−1
= G
(m+1,r)
l + dm,r+1
(
G
(m,r−2)
l−1 + c˜m,r−1G
(m−p+1,r−p)
l−p
)
= G
(m+1,r)
l + dm,r+1G
(m,r−1)
l−1 .

Corollary 8.2. The elements G
(nj+p,nj)
l appearing as matrix entries in u satisfy
(8.6) G
(nj ,nj)
l = G
(nj+1,nj)
l = · · · = G(nj+1−1,nj)l mod Icrit.
In other words the U (j) as matrices of functions on Zcrit are constant along the
diagonals. 
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8.2. We now use the results from Section 8.1 to show that the elementsG
(nj ,nj)
l |Zcrit
in C[Zcrit] satisfy the relations of the E
(j)
l in qH
∗(SLn+1/P ).
Proposition 8.3. The assignments
qPj 7→ c˜nj ,nj d˜nj ,nj+1 for j = 1 . . . , k, and
σ(j)p 7→ c˜nj ,nj−1+p + (−1)pd˜nj−p,nj−1+1 for j = 1, . . . , k + 1,
where 1 ≤ p ≤ lj, define an algebra homomorphism κ : qH∗(SLn+1/P ) −→
C[Zcrit]. The homomorphism κ takes E
(j)
l to G
(nj ,nj)
l |Zcrit .
Proof. Let σ˜
(j)
p := c˜nj ,nj−1+p + (−1)pd˜nj−p,nj−1+1 for 1 ≤ p ≤ lj , and let σ˜(j)0 = 1.
In all other cases set σ˜
(j)
p = 0. It suffices to prove the relation
(8.7) G
(nj−1,nj−1)
l = G
(nj ,nj)
l −
(
σ˜
(j)
1 G
(nj ,nj)
l−1 + σ˜
(j)
2 G
(nj ,nj)
l−2 + . . .+ σ˜
(j)
l
)
+ (−1)ljqj−1G(nj−2,nj−2)l−nj+nj−2 ,
mod Icrit, where j = 1, . . . , k + 1. See Section 3.
Using Corollary 8.2 we replace the left hand side of (8.7) by G
(nj−1,nj−1)
l and
then apply (8.4) to get
(8.8) G
(nj−1,nj−1)
l = G
(nj ,nj−1)
l + dnj−1,nj−1+1G
(nj−1,nj−1−1)
l−1 mod Icrit.
Now we consider the first summand and successively apply the relation (8.3)
(8.9) G
(nj ,nj−1)
l = G
(nj ,nj−1+1)
l − cnj ,nj−1+1G(nj−1,nj−1)l−1
= G
(nj ,nj−1+2)
l − c˜nj ,nj−1+2G(nj−2,nj−1)l−2 − cnj ,nj−1+1G(nj−1,nj−1)l−1 = . . .
. . . = G
(nj ,nj)
l −
nj−nj−1∑
i=1
c˜nj ,nj−1+iG
(nj−i,nj−1)
l−i .
Let us apply the same relation to the second summand in (8.8),
dnj−1,nj−1+1G
(nj−1,nj−1−1)
l−1 = dnj−1,nj−1+1
(
G
(nj−1,nj−1)
l−1 − cnj−1,nj−1G(nj−2,nj−1−1)l−2
)
,
and note that we can make the replacement dnj−1,nj−1+1cnj−1,nj−1 = d˜nj−2,nj−1+1.
Repeating this process, successively applying (8.3) to the final summand we get
(8.10) dnj−1,nj−1+1G
(nj−1,nj−1−1)
l−1
= dnj−1,nj−1+1G
(nj−1,nj−1)
l−1 − d˜nj−2,nj−1+1G(nj−2,nj−1−1)l−2
= dnj−1,nj−1+1G
(nj−1,nj−1)
l−1 − d˜nj−2,nj−1+1G(nj−2,nj−1)l−2
+ d˜nj−3,nj−1+1G
(nj−3,nj−1−1)
l−3 = . . .
= dnj−1,nj−1+1G
(nj−1,nj−1)
l−1 − · · ·
+ (−1)nj−nj−1−1d˜nj−1,nj−1+1G(nj−1,nj−1+1)l−nj+nj−1
=
(nj−nj−1∑
i=1
(−1)i+1d˜nj−i,nj−1+1G(nj−i,nj−1)l−i
)
+ (−1)nj−nj−1 d˜nj−1,nj−1+1c˜nj−1,nj−1G(nj−2,nj−2)l−nj+nj−2 .
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Summing (8.9) and (8.10) gives
G
(nj−1,nj−1)
l = G
(nj ,nj−1)
l + dnj−1,nj−1+1G
(nj−1,nj−1−1)
l−1
= G
(nj ,nj)
l −
nj−nj−1∑
i=1
σ˜
(j)
i G
(nj−i,nj−1)
l−i +(−1)nj−nj−1qj−1G(nj−2,nj−2)l−nj+nj−2 mod Icrit.
Using Corollary 8.2 we see that this is the relation (8.7) we were trying to prove. 
Remark 8.4. Note that (8.9) and (8.10) were obtained using only the definition of
the G
(m,r)
l . We see therefore that the following relation,
(8.11) G
(nj+1,nj)
l + dnj+1−1,nj+1G
(nj+1−1,nj−1)
l−1
= G
(nj+1,nj+1)
l −
nj+1−nj∑
i=1
(
c˜nj+1,nj+i + (−1)id˜nj+1−i,nj+1
)
G
(nj+1−i,nj)
l−i
+ (−1)nj+1−nj d˜nj ,nj+1c˜nj ,njG(nj−1,nj−1)l−nj+1+nj−1 ,
which is obtained by combining (8.9) and (8.10) and replacing j by j + 1, holds in
C[ZP ]. If l > nj then the left hand side of (8.11) is zero.
We may now use these results to prove the theorem. For a different more Lie
theoretic proof in the G/B case see also [26].
Proof of Theorem 7.2. Consider the matrix u ∈ U+(C[Z]) from (8.2) and let ρ ∈
Zcrit. A direct calculation using the shape of u (see Corollary 8.2) and the relation
(8.7) shows that u(ρ)−1 · f ∈ w˙P · (b− ⊕
∑
i∈I Cei) as required (compare [30,
Section 4.2]). So we have φcritP : Z
crit → YP .
Next we can evaluate the function from (4.1) at φP (ρ) to get
M
w
[nj]
l
ωnj
(φP (ρ)) =
〈
u(ρ) · v−ωnj , w˙
[nj ]
l · v−ωnj
〉
,
for j = 1, . . . , k. It follows from this that M
w
[nj ]
l
ωnj
(φP (ρ)) = G
(nj ,nj)
l (ρ). There-
fore the map (φcritP )
∗ : C[YP ] → C[Zcrit] is the composition of Peterson’s isomor-
phism ψP : C[YP ]→ qH∗(SLn+1/P ) with the homomorphism κ : qH∗(SLn+1/P )→
C[Zcrit] from Proposition 8.3. Since κ takes qj to q˜j |Zcrit this implies also the sec-
ond part of (1).
Let IP
′
= {nj1 , . . . , njk′ } ⊂ IP and set j0 = 0 and jk′+1 = k + 1. The variety
Z(P,P ′) is isomorphic to a product of varieties Z(Pi,SLl′
i
), where l
′
i = nji − nji−1 for
i = 1, . . . , k′ + 1, and the parabolic Pi in SLl′i is determined by I
Pi = {nji−1+1 −
nji−1 , nji−1+2−nji−1 , . . . , nji−1−nji−1}. On the other hand we have corresponding
coordinate projections
R
w
+
P
,w
P′
→RSLl′i
w
+
P
i
,w0
,
which are easily seen to be compatible with intersecting with the Peterson variety
(of SLn+1 and SLl′
i
, respectively). In this way the problem of finding an inverse to
φcrit(P,P ′) is reduced to finding inverses to the maps φ
crit
(Pi,SLl′
i
). Therefore we assume
from now on that P ′ = G.
Suppose ρ ∈ Z(P,G) and φP (ρ) = g(ρ)B− lies in Y(P,G). We can recover the
values ci,j(ρ) for all the vertical arrows from the factors of g¯ := g(ρ). (Recall
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that the entries of the simple root subgroup factors in g¯ are coordinates on the
Deodhar stratum where g¯B− lies). From the special entries c˜nj ,nj−1+p(ρ) we also
recover the values of particular horizontal arrows from the rim of the graph, namely
the dnj ,nj−1+p(ρ). Finally, from qj(g¯B
−) (along with all of the other coordinates
already determined) we can work out values for the remaining horizontal arrows
from the rim, the d⋆j+1(ρ). By the box equations (5.1) these values for all of the
vertical arrows and for the rim determine a unique element in Z(P,G). If ρ was
in Zcrit(P,G), then this element is precisely ρ. Applying the same procedure to an
arbitrary element of YP ×G/B− Rw+
P
,wG
defines a morphism
β : YP ×G/B− Rw+
P
,wG
−→ Z(P,G),
such that β ◦ φcrit(P,G) is the identity on Zcrit(P,G). It remains to show that the image of
β lies in Zcrit(P,G). Then β is the inverse to (7.7) and (2) follows.
Consider ρ ∈ Z(P,G) in the image of β. So u(ρ)w˙PB− ∈ YP and ρ = β(u(ρ)w˙PB−).
Therefore ρ satisfies an identity of (n+ 1)× (n+ 1) matrices over C[Z(P,G)] of the
following form,
(8.12) u(f +A+ +Q) = fu.
Here f is the principal nilpotent from (4.1) and u the matrix from (8.2) with blocks
U (j). The matrix A+ is a block diagonal matrix with upper-triangular blocks A
(j)
+
of size lj × lj for j = 0, . . . , k, and Q is the matrix with entry (−1)lj q˜j in position
(nj−1 + 1, nj − 1) for j = 1, . . . , k and zeroes elsewhere.
We denote the i-th column vector of U (j) by U
(j)
i . Let the entries of A
(j)
+ be
denoted by a
(j)
r,m. The individual columns of (8.12) give identities
U
(j)
m+1 + a
(j)
1,mU
(j)
1 + a
(j)
2,mU
(j)
2 + . . .+ a
(j)
m,mU
(j)
m = fU
(j)
m ,(8.13)
U
(j+1)
1 + a
(j)
1,lj
U
(j)
1 + . . .+ a
(j)
lj ,lj
U
(j)
lj
+ (−1)lj q˜jU (j−1)1 = fU (j)lj ,(8.14)
where 1 ≤ m ≤ lj − 1.
Note that
(8.15) G(m,r)r =
s∏
i=1
c˜mi,ri ,
where (m1, r1) = (m−r+1, 1) and (mi, ri) = (mi−1+deg(c˜mi,ri), ri−1+deg(c˜mi,ri)).
Therefore G
(m,r)
r is invertible in C[Z(P,G)] and G
(m,r)
r (ρ) 6= 0, a fact we will use
repeatedly without further mention.
The identity (8.13) implies recursively that
a
(j)
i,m(ρ) = 0 and G
(nj+m−1,nj)
l (ρ) = G
(nj+m,nj)
l (ρ).
Similarly the identity (8.14) implies, that
a
(j)
i,lj
(ρ) = −σ˜(j+1)lj−i+1(ρ)
for 1 ≤ i ≤ lj , and
G
(nj+1−1,nj)
l (ρ) = G
(nj+1,nj)
l (ρ) + dnj+1−1,nj+1(ρ)G
(nj+1−1,nj−1)
l−1 (ρ)
for 1 ≤ l ≤ nj (comparing also with (8.11)). Therefore ρ satisfies the relation (8.4)
at all vertices (m, r) = (nj +p, nj) with 0 ≤ p ≤ lj . Moreover at the vertex (nj , nj)
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and with l = nj this relation reads
G(nj ,nj)nj = G
(nj+1,nj)
nj ,
or equivalently,
c˜n1,n1 c˜n2,n2 . . . c˜nj ,nj = c˜n1,n1 . . . c˜nj−1,nj−1 c˜nj ,nj−1cnj+1,nj .
Replacing c˜nj ,nj by c˜nj ,nj−1dnj ,nj and canceling we see therefore that ρ satisfies
dnj ,nj (ρ) = cnj+1,nj (ρ),
which is the critical point condition at (nj , nj).
We will now prove using induction that ρ satisfies the relation (8.4) and the
critical point condition for each of the remaining vertices in V•. Let us consider the
ordering on V• starting from (n1, n1) and defined by (m′, r′) ≤ (m, r) if m′ < m or
m′ = m and r′ ≥ r. We may assume that ρ satisfies the relation (8.4) and the critical
point condition for all vertices (m′, r′) and degrees l′ such that (m′, r′) ≤ (m, r)
and l′ < l.
The start of induction at the vertex (n1, n1) has already been checked. Let us
prove the relation (8.4) at a vertex (m, r) which is not on the right hand edge of
the graph (assuming as part of the induction hypothesis that everything is already
proved for the right-most vertex in the row m). We have that (m, r+1) is another
•-vertex. Then at ρ,
(8.16) G
(m,r)
l = G
(m,r+1)
l − c˜m,r+1G(m−p,r+1−p)l−p
=
(
G
(m+1,r+1)
l + dm,r+2G
(m,r)
l−1
)
− c˜m,r+1G(m−p,r+1−p)l−p
=
(
G
(m+1,r)
l + cm+1,r+1G
(m,r)
l−1 + dm,r+2G
(m,r)
l−1
)
− c˜m,r+1G(m−p,r+1−p)l−p
=
{
G
(m+1,r)
l + (dm,r+1 + cm,r+1)G
(m,r)
l−1 − cm,r+1G(m−1,r)l−1 , if deg(c˜m,r+1) = 1,
G
(m+1,r)
l + dm,r+1G
(m,r)
l−1 − c˜m,r+1G(m−p,r+1−p)l−p , if deg(c˜m,r+1) = p > 1.
Here we used the induction hypothesis twice: first that (8.4) holds and then that
the critical point condition holds at the vertex (m, r + 1).
In the first of the two cases above we can go on to use the inductive assumption
that (8.4) holds in degree l− 1 at the vertex (m, r), followed by a box relation and
(8.3), to obtain at ρ
(8.17) G
(m,r)
l = G
(m+1,r)
l + dm,r+1G
(m,r)
l−1 + cm,r+1(G
(m,r)
l−1 −G(m−1,r)l−1 )
= G
(m+1,r)
l + dm,r+1G
(m,r)
l−1 − cm,r+1dm−1,r+1G(m−1,r−1)l−2
= G
(m+1,r)
l + dm,r+1G
(m,r)
l−1 − dm,r+1cm,rG(m−1,r−1)l−2
= G
(m+1,r)
l + dm,r+1(G
(m,r)
l−1 − cm,rG(m−1,r−1)l−2 ) = G(m+1,r)l + dm,r+1G(m,r−1)l−1 .
In the second case we have c˜m,r+1 = dm,r+1c˜m,r, and therefore again
(8.18) G
(m,r)
l = G
(m+1,r)
l + dm,r+1(G
(m,r)
l−1 − c˜m,rG(m−p,r+1−p)l−p )
= G
(m+1,r)
l + dm,r+1G
(m,r−1)
l−1 .
So we see that ρ satisfies the relation (8.4) at the vertex (m, r).
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Let us now show the critical point condition at (m, r). Note first that since (8.4)
holds at (m, r) we have that ρ satisfies
(8.19) G(m,r)r = G
(m+1,r)
r + dm,r+1G
(m,r−1)
r−1
= cm+1,rG
(m,r−1)
r−1 + dm,r+1G
(m,r−1)
r−1 = (cm+1,r + dm,r+1)G
(m,r−1)
r−1
Now suppose first that (m, r) is of the form (nj , nj + s) and 2 ≤ s ≤ lj+1. Then
(8.15) implies that
G(m,r)r = G
(nj ,nj+s)
nj+s = dnj ,nj+sG
(nj ,nj+s−1)
nj+s−1
.
Comparing with (8.19) we see that
dnj ,nj+s(ρ) = cnj+1,nj+s(ρ) + dnj ,nj+s+1(ρ),
which is the critical point condition at (nj , nj + s).
For all other vertices (m, r) ∈ V• we have c˜m,r = cm,r and therefore at ρ
(8.20) G(m,r)r = cm,rG
(m−1,r−1)
r = cm,r(G
(m,r−1)
r−1 + dm−1,rG
(m−1,r−2)
r−2 )
= cm,rG
(m,r−1)
r−1 + cm,rdm−1,rG
(m−1,r−2)
r−2 = cm,rG
(m,r−1)
r−1 + dm,rcm,r−1G
(m−1,r−2)
r−2
= (cm,r + dm,r)G
(m,r−1)
r−1 .
Comparing this identity with (8.19) gives
cm+1,r(ρ) + dm,r+1(ρ) = cm,r(ρ) + dm,r(ρ),
which is the critical point condition at the vertex (m, r).
The induction step showing the critical point condition also works for the vertices
(nj + s, nj) with 1 ≤ s ≤ lj along the right hand edge. Thus once we have proved
the relations (8.4) and the critical point conditions in the m-th row, where m =
nj + s− 1, the critical point condition at the vertex (nj + s, nj) of the subsequent
row follows, and allows us to continue the induction along (m + 1)-st row. Since
we have already checked the critical point condition at all of the vertices (nj , nj),
the induction now goes through to the end and implies that ρ ∈ Zcrit(P,G). In fact,
by verifying the critical point conditions for ρ = β(gB−) from the relations of the
Peterson variety, we have shown that β defines a morphism, YP ×G/B−Rw+
P
,wG
−→
Zcrit(P,G) which is the desired inverse to (7.7). This completes the proof. 
9. The example Gr2(C
4).
Consider the mirror family for Gr2(C
4) given in [2, 3]. It corresponds to the
graph in Figure 2.
In this case we have
C[Z] = C[c21, c31, c31, d22, d32, d33]/(d32c31 − c32d22)
and the critical point condition (for q˜ = d33c32d22c31 fixed) is
c21 = d22 + c31, d33 = c32 + d32, c31 = d32, c32 = d22.
It is easy to check that the critical point problem in this case has up to scalar
only one solution:
c31 = d32 = c32 = d22 = 1, c21 = d33 = 2.
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Figure 2. The graph associated to Gr2(C
4)
Or for fixed value of q = 1, say, there are exactly 4 solutions
c31 = d32 = c32 = d22 = exp(2πik/4)/
√
2, c21 = d33 = 2 exp(2πik/4)/
√
2
where k = 1, . . . , 4. However Spec(qH∗(Gr2(C
4))) over q = 1 should actually have
dimH∗(Gr2(C
4)) = 6 points. (Note that by [11] the quantum cohomology ring of a
Grassmanian Grd(C
m) for fixed nonzero value of q is semisimple. The
(
d
m
)
points
in the Peterson variety for any fixed value of q are described in [28].)
We can find the two missing elements explicitly in the Peterson variety YP for
Gr2(C
4). They are

1 0 i 0
1 0 i
1 0
1

 s˙1s˙3B∨−/B∨−, and


1 0 −i 0
1 0 −i
1 0
1

 s˙1s˙3B∨−/B∨−.
The reason for the discrepancy is that Y ◦P has two irreducible components, one of
them in the open Deodhar stratum R
w
+
P
,w0
,



1 0 s2 0
1
√
2s s2
1
√
2s
1

 s˙1s˙3B∨−/B∨− | s ∈ C∗

 ,
and thus captured by the GBCKS construction, the other,



1 0 m 0
1 0 m
1 0
1

 s˙1s˙3B∨−/B∨− | m ∈ C∗

 ,
in the smaller Deodhar stratum “R3¯21¯3¯23¯ ” corresponding to the subexpression
s31s1s31s3 for s1s3 in s3s2s1s3s2s3. The elements in this stratum are of the form
s˙3x2(t2)s˙1y3(m4)s˙
−1
3 x2(t5)s˙3B
−
for t2, t5 ∈ C∗ and m4 ∈ C (see (7.6)), and they are not seen by Z.
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Since by Kostant [19] the full Peterson variety Y , and hence its open stratum
YB, are irreducible, this problem does not occur to the same extent in the full flag
variety case. In that case the open embedding Z◦,crit → Y ◦B automatically has
dense image, and for generic fixed value of q˜ = (q˜1, . . . , q˜n) the fiber of Z
◦,crit has
the full number of of points (that is, (n+ 1)!).
10. Total Positivity
10.1. The totally positive and nonnegative parts, G>0 and G≥0, of G = SLn+1
are the semialgebraic subsets of SLn+1(R) consisting of those matrices all of whose
subdeterminants are positive, respectively nonnegative. Equivalently, g lies in G≥0
if it acts by matrices with nonnegative real entries in all of the fundamental rep-
resentations
∧r
Cn+1, with respect to the standard bases of these representations.
Similarly g belongs to G>0 if it acts by matrices with strictly positive entries. This
strong notion of positivity for SLn+1, or the general linear group, goes back to work
of Schoenberg and Gantmacher and Krein from the 1930’s, see also [22].
A useful characterization of G≥0 is the following. Note that the simple root
subgroups define semigroups xi(t), yi(t) in G≥0, where t ∈ R≥0. We also have a
semigroup given by the totally nonnegative part of the torus T>0, the diagonal
matrices with positive entries. By a theorem of Ann Whitney [33] these semigroups
together generate G≥0, and this description of G≥0 was used by Lusztig [21] to
extend the notion of total positivity to arbitrary reductive algebraic groups. In
fact, let U+≥0 and U
−
≥0 be the semigroups inside U
+ and U− generated by the
{xi(t) | t ≥ 0}i∈I and the {yi(t) | t ≥ 0}i∈I , respectively. Then Lusztig noted that
one has a ‘triangular decomposition’
G≥0 = U
+
≥0T>0U
−
≥0,
and also introduced a cell decomposition for U+≥0 – and thereby for U
−
≥0 and G≥0
– which goes as follows. Let w ∈ W and define
U+(w) := U+≥0 ∩B−w˙B−.
If one chooses a reduced expression w = si1 . . . sim for w, then U
+(w) is shown to
agree with the set
(10.1) {xi1(t1) . . . xim (tm) | tj ∈ R>0},
making it a semialgebraic cell of dimension m. The unique cell of maximal dimen-
sion, U+(w0), is also denoted by U
+
>0.
Lusztig also defined a totally positive and a totally nonnegative part for the flag
variety G/B− (in our conventions), see [21, Section 8]. These are given by
(G/B−)>0 := {uB− | u ∈ U+>0},
(G/B−)≥0 := (G/B−)>0,
where the closure is taken inside the real flag variety (G/B−)(R) with respect to
its topology as a real manifold. By [27] (G/B−)≥0 has a cell decomposition with
cells
Rv,w;>0 := (G/B−)≥0 ∩Rv,w,
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as conjectured by Lusztig in [22]. An explicit description of these cells mimicking
Lusztig’s factorizations (10.1) is the following [23, Theorem 11.3],
(10.2) Rv,w;>0 = Rv+,w ∩ (G/B−)≥0
=
{
g1g2 . . . gmB−
∣∣∣∣∣ gr =
{
s˙il , if r ∈ J+(v+,w),
xir (tr), tl ∈ R>0, if r ∈ J◦(v,w)
}
.
Here v+ is the positive subexpression sij1 sij2 . . . sijl for v in the reduced expression
w for w from above, see also Section 7.2.
We define the totally nonnegative parts of the Peterson variety and its strata by,
Y≥0 := Y (R) ∩ (G/B−)≥0,
YP,≥0 := YP (R) ∩ (G/B−)≥0,
Y(P,P ′),>0 := Y(P,P ′)(R) ∩ (G/B−)≥0 = Y (R) ∩RwP ,wP ′ ;>0.
The totally positive part of Y is Y>0 := Y(B,G),>0.
10.2. The GBCKS variety ZP also has a natural ‘positive part’. We set
ZP,≥0 := {ρ ∈ ZP | ρa ∈ R≥0 all a ∈ A},
ZP,>0 := ZP,≥0 ∩ Z◦P ,
Z(P,P ′),>0 := Z(P,P ′) ∩ ZP,≥0.
Similarly, let ZcritP,≥0 := Z
crit
P ∩ Z≥0, and ZcritP,>0 := ZcritP ∩ ZP,>0 and Zcrit(P,P ′),>0 :=
ZcritP ∩ Z(P,P ′),>0.
Proposition 10.1. (1) We have the following decomposition,
ZcritP,≥0 =
⊔
P ′⊇P
Zcrit(P,P ′),>0.
(2) The map φcritP : Z
crit → YP restricts to the positive strata giving homeo-
morphisms
φcrit(P,P ′),>0 : Z
crit
(P,P ′),>0
∼−→ Y(P,P ′),>0.
Proof. To prove (1) it is sufficient to show that
Zcrit(P,P ′),>0 = {ρ ∈ ZcritP,≥0 | q˜j(ρ) = 0 ⇐⇒ nj ∈ IP
′}.
The inclusion “⊆” is clear. Let IP ′ = {nj1 , . . . , njt} ⊂ IP , with 1 ≤ j1 < . . . <
jt ≤ k. Suppose ρ ∈ ZcritP,≥0 with q˜ji(ρ) = 0 for i = 1, . . . , t, and q˜l(ρ) 6= 0 for all
other 1 ≤ l ≤ k.
Let v = (v1, v2) be a vertex in VP ′• . Then there is some i such that v1 ≤ nji ≤ v2.
Or in other words, the vertex (nji , nji) in VP
′
• lies above and to the right of v. We
need to show that any arrow a for which either h(a) = v or t(a) = v, satisfies
a(ρ) = 0.
Recall the critical point condition at v,
(10.3)
∑
a′,h(a′)=v
a′(ρ) =
∑
a′′,t(a′′)=v
a′′(ρ).
We suppose indirectly that one of these coordinates, either an a′ or a′′, is nonzero
on ρ. Let us call this coordinate a0. Since a(ρ) ≥ 0 for all a ∈ A it follows that both
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sides of the equation (10.3) must be nonzero. So at least one of the coordinates on
the opposite side of the equation to a0 must also be positive on ρ.
We can now define a sequence of coordinates, a−m, a−m+1, . . . , a0, a1, . . . , am′ ,
all of which should be nonzero on ρ, as follows. Start with a0. If ai for i ≥ 0
has been defined and has h(ai) ∈ VP• , then there is at least one arrow a′′ with
t(a′′) = h(ai) and a
′′(ρ) > 0. We set ai+1 = a
′′ (chosen arbitrarily if there are two
such coordinates). The sequence ends when an arrow am′ has h(am′) ∈ VP⋆ .
On the other side, if a−i has been defined with t(ai) ∈ VP• , then from (10.3) it
follows that there is at least one a′ with h(a′) = t(a−i) and a
′(ρ) > 0. So we set
a−i−1 = a
′. The sequence ends with a−m in the negative direction if t(a−m) ∈ VP⋆ .
Now t(a−m) = ⋆l and h(am′) = ⋆l′ where 1 ≤ l′ ≤ l ≤ k + 1. By construction
the vertex ⋆l is below and to the right of v, while the vertex ⋆l′ is above and to the
left of v. We have
a−ma−m+1 . . . am′ = q˜l′ q˜l′+1 . . . q˜l.
Since the vertex (nji , nji) is above and to the right of v it follows that l
′ ≤ ji ≤ l.
Therefore the product q˜l′ . . . q˜l vanishes on ρ and we have the desired contradiction.
Part (2) of the proposition follows directly from the parameterization of the
totally positive part of RwP ,wP ′ given in (10.2), and also [21] if P = B. 
Theorem 10.2. Let P ′ ⊇ P and IP \ IP ′ = {nk1 , . . . , nkm}. The restriction of
the branched covering q = (q1, . . . , qk) : YP → Ck to the totally positive stratum
Y(P,P ′),>0 gives rise to a homeomorphism
(qk1 , . . . , qkm) : Y(P,P ′),>0 −→ R|I
P |−|IP
′
|
>0 .
Proof. By Proposition 10.1 it is equivalent to show that
(q˜k1 , . . . , q˜km) : Z
crit
(P,P ′),>0 −→ R|I
P |−|IP
′
|
>0
is a homeomorphism. Assume first that P ′ = G and let Q˜ ∈ Rk>0. Then the fiber
ZQ˜ lies inside Z
◦
P and we have to prove that F|ZQ˜ has a unique critical point in
ZQ˜ ∩ ZP,>0 =: ZQ˜,>0.
We begin by showing that a positive critical point (a minimum) exists. Since
we are in ZP,>0 we can write F in terms of the logarithmic vertex variables from
Section 6.1. We have
R
V −→ ZP,>0
(Tv)v∈V 7→ (eTh(a)−Tt(a))a∈A.
Let us fix T⋆j = T⋆j (Q˜) =
∑k
i=j ln(Q˜i) and T⋆k+1 = T⋆k+1(Q˜) = 0. Then the above
map restricts to a diffeomorphism
(10.4) RV•
∼−→ ZQ˜,>0.
We now define FQ˜,>0 to be the restriction of F to ZQ˜,>0 and identify ZQ˜,>0 with
RV• by (10.4). So
FQ˜,>0 : RV• → R>0
(Tv)v∈V• 7→
∑
a∈A
eTh(a)−Tt(a) .
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Define nested subsets C1 ⊂ C2 ⊂ C3 . . . ⊂ RV• by
Cm := {(Tv) ∈ RV• | T⋆1(Q˜)−m|A| ≤ Tv ≤ T⋆k+1(Q˜) +m|A|, for all v ∈ V• }.
The set Cm is nonempty for sufficiently large m, and clearly compact.
Let (T˜v) be an element of ZQ˜,>0 not in Cm. Then there are two possibilities
(1) Suppose first that there is a vertex v ∈ V• such that
T⋆1(Q˜)− T˜v > m|A|.
We can find a sequence of vertices v0 = v, v1, . . . , vs = ⋆1 and a sequence
of arrows a1, . . . , as such that t(ai) = vi−1 and h(ai) = vi. So we have
T⋆1(Q˜)− T˜v =
s∑
i=1
(T˜h(ai) − T˜t(ai)) > m|A|.
Since there are fewer than |A| summands, one of the summands must satisfy
T˜h(ai) − T˜t(ai) > m. Therefore we have
F((T˜v)) > eT˜h(ai)−T˜t(ai) > em.
(2) Otherwise we have T˜v − T⋆k+1(Q˜) > m|A| for some vertex v ∈ V•. In this
case the analogous argument to above, but using a path from ⋆k+1 to v,
implies that F((T˜v)) > em.
Now for every m with Cm nonempty, FQ˜,>0|Cm attains a minimum cm. And the
sequence of minima, cm ≥ cm+1 ≥ · · · , stabilizes to give a global minimum c for
FQ˜,>0, since eventually cm′ < em
′
.
Let us now show that there are no other critical points in ZQ˜,>0. For this it
suffices to prove that the Hessian of FQ˜,>0 is everywhere positive definite, which
follows by direct calculation :
(∑
v∈V•
mv
∂
∂Tv
)2
F
=
(∑
v∈V•
mv
∂
∂Tv
) ∑
v′∈V•
mv′

 ∑
a, h(a)=v′
eTv′−Tt(a) −
∑
a, t(a)=v′
eTh(a)−Tv′

 =
∑
v∈V•
m2v

 ∑
a, h(a)=v
eTv−Tt(a) +
∑
a, t(a)=v
eTh(a)−Tv

− 2∑
a∈A
mh(a)mt(a)e
Th(a)−Tt(a) =
∑
a∈A
(mh(a) −mt(a))2eTh(a)−Tt(a) .
Viewing FQ˜,>0 as a family of functions on RV• , we have shown that for each Q˜
there is a unique ρQ˜ ∈ RV• such that
FQ˜,>0(ρQ˜) = cQ˜
is a minimum for FQ˜,>0. Since FQ˜,>0 depends continuously on Q˜ it follows that so
does the point ρQ˜. Therefore (q˜1, . . . , q˜k) : Z
crit
(P,G),>0 → Rk>0 is a homeomorphism.
In the case of Z(P,P ′),>0 for general P
′ ⊇ P the graph (V ,A) can be replaced
by a disjoint union of subgraphs, in each of which all edges correspond to strictly
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nonzero coordinates on Z(P,P ′). In this case the same arguments as above, now
applied to each one of the subgraphs, prove the theorem. 
10.3. The cell decomposition of Y≥0. Theorem 10.2 gives a cell decomposition
of YP,≥0 for every P . Therefore in total we have a cell decomposition for all of Y≥0
with cells indexed by pairs of parabolics (P, P ′) satisfying B ⊆ P ⊆ P ′.
Recall that I = {1, . . . , n}. Consider the set J of pairs (J,K) of subsets J,K ⊆ I
with J ⊆ K. This set is a poset under the partial ordering
(J,K) ≤ (J ′,K ′) :⇐⇒ J ′ ⊆ J ⊆ K ⊆ K ′.
Moreover J can be identified with the face poset of the n-dimensional cube [0, 1]I
by
F(J,K) =

(xi) ∈ [0, 1]I
∣∣∣∣∣∣
xi = 0 if i ∈ J ,
0 < xi < 1 if i ∈ K \ J ,
xi = 1 if i /∈ K


That is, F(J,K) is an open face of the hypercube [0, 1]
I of dimension |K \ J |.
Conjecture 10.3. There is a homeomorphism
Y≥0 → [0, 1]I
such that Y(P,P ′),>0 is mapped to F(IP ′ ,IP ).
Recall that in [30, Corollary 7.4] we constructed a homeomorphism
(10.5) Y≥0 ∩B−w˙0B−/B− =
⊔
P
Y(P,G),>0
∼−→ Rn≥0
of cell decomposed spaces. Therefore Y≥0 indeed resembles a cube in a neighbor-
hood of the fixed point Y(G,G) = {w˙0B−}.
We end by proving two corollaries of Theorem 10.2 which give further evidence
for Conjecture 10.3. Firstly we see that the parameterizations from Theorem 10.2
can be combined similarly to (10.5) above. In particular Y≥0 also looks like a cube
in a neighborhood of Y(B,B) = {B−}.
Corollary 10.4. The map q = (q1, . . . , qk) : YP,≥0 −→ Rk≥0 is a homeomorphism.
Proof. Since qH∗(G/P ) = H∗(G/P )⊗ C[q1, . . . , qk] it follows that the map
(q1, . . . , qk) : YP → Ck
is finite. Therefore the restriction to the closed subset YP,≥0 of YP is proper and
in particular closed. By Theorem 10.2 the map (q1, . . . , qk) : YP,≥0 → Rk≥0 is a
bijection. Since it is also continuous and closed it is a homeomorphism. 
Finally, we can use this result to show that Y≥0 is contractible.
Corollary 10.5. The totally nonnegative part of the Peterson variety is con-
tractible.
Proof. We claim first that any element of U−>0 translates the totally nonnegative
part of G/B− into the totally nonnegative part of the big cell B+B−/B−. This
can be proved one (opposite) Bruhat cell at a time. Let us consider the totally
nonnegative part of B+w˙B−/B− and act on it by some totally positive u ∈ U−.
Indeed, in this case we can factorize u ∈ U−(w0) into u = u1u2 with u1 ∈ U−(w0w)
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and u2 ∈ U−(w−1). Then using u2 ∈ B+w˙−1B+ and the properties of Bruhat
decomposition we see that
u2B
+w˙B−/B− ⊆ (B+w˙−1B+)w˙ (w˙0B+w˙−10 ) B−/B−
= (B+w˙−1B+w˙w˙0B
+)w˙−10 B
−/B− = B+w˙0B
+w˙−10 B
−/B− = B+B−/B−.
Since by [21, Proposition 8.13] G≥0 preserves the totally nonnegative part of the
flag variety, it follows that
u(B+w˙B−/B−)≥0 = u1u2(B
+w˙B−/B−)≥0 = u1(B
+B−/B−)≥0 = u1U
+
≥0B
−/B−.
Now it follows from [21, Lemma 2.3] that u1U
+
≥0 ⊂ U+≥0T>0U−≥0. Therefore we have
u(B+w˙B−/B−)≥0 ⊂ (B+B−/B−)≥0 as required.
Let y(t) := exp(tf) for t ∈ R≥0. Then y(t) ∈ U−>0, for t > 0, by [21, Proposi-
tion 5.9]. Therefore we have y(t)(G/B−)≥0 ⊆ (B+B−/B−)≥0 for all t > 0. Since
the action of y(t) on the flag variety preserves the Peterson variety this implies
y(t) · Y≥0 ⊂ YB,≥0, for all t > 0.
By Corollary 10.4, YB,≥0 is contractible. Let F
′
s be a deformation retraction F
′
s :
YB,≥0 → YB,≥0 such that F ′0 = id and F ′1(YB,≥0) = {B−}, and s ∈ [0, 1]. Then
Fs(gB
−) :=
{
gB− if s = 0,
F ′s(y(s)gB
−) if 0 < s ≤ 1,
defines a deformation retraction Fs : Y≥0 → Y≥0 with the same properties, implying
that Y≥0 is also contractible. 
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