Abstract
Introduction
Many computer vision problems are concerned with human faces. While various methods have been proposed to locate, classify and recognize (e.g., [12] , [I] , [13] ) human faces, they inevitably make some underlying assumptions on the statistical models of faces.
One of the most dominant representations used for modeling faces is principle component analysis or PCA, which assumes the distribution a single Gaussian. For instance, Turk and Pentland [I31 used PCA to construct eigenfaces that are then used for face recognition. Cootes et al. [SI established a two-layer model, and PCA is applied to model the key points on a face. In fact, there is a long history in study landmarks and distributions in statistics, which also use PCA extensively (e.g., [5, 91) .
To capture more variations in the face models, a mixture of Gaussians model can be used to replace the single Gaussian model. A good example is the Active Shape Model [7] . Other deformable models have also been proposed by [2, 141 to effectively model faces using Gibbs "Visiting from Department of Automation, Tsinghua University, China.
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Existing face models work well for many applications, but they mostly capture the global characteristics of faces and often fail to reveal local details. Such local characteristics, however, are crucial for some tasks such as facial sketch or caricature generation. These tasks require learning some interesting face patterns that are often hidden in the n-on-Gaussian distributions. Although some nonGaussian models have been proposed, they are very difficult to learn.
In fact, the mean. and; covariance (used in the Gaussian models) are the first-order. and, second-order statistics respectively. They are too simple to capture sufficient details of face.models. The l D marginal distributions or histograms, orthe other tiandi represent all orders and thus can be usedsas. feature.statistics.. This motivates us to build an inhomogeneous statistical model of faces which. can cap--ture sophisticated local variations, by making use of 1 D: marginal distributions. Specifically, based on the minimax entropy principle, we build an inhomogeneous Gibbs model for faces. The forms of the potential functions (energy) are learned in a nonparametric way by a maximum entropy principle. We adopt a Markov chain Monte Carlo (MCMC) method, i.e., inhomogeneous Gibbs sampling, to obtain the global optimal parameters. This makes our model sufficient to characterize the non-Gaussian properties in a distribution.
Our work is related to recent work on learning local statistics (e.g., face hallucination [3], learning low-level vision using a Markov network [ 1 1 , IO] and homogeneous Gibbs models such as FRAME [ 16, 151) . In particular, the minimax entropy principle proposed in [ 161 for homogeneous prior learning for texture analysis and synthesis inspired us to build inhomogeneous models for faces.
The remainder of this paper is organized as follows. After introducing the problem in Section 2, we construct an inhomogeneous Gibbs model by the minimax entropy principle in Section 3 . Our method is illustrated by a toy problem in Section 4, and most importantly, applied to face modeling in Section 5. We present some discussions in Section 6 and conclude in Section 7. 
Problem Formulation
For each face, we define its model by a set of key points denoted by w = { (xzl gZ), i = 1 : N / 2 } , and their connectivity, as shown in Figure 1 .
We also collect a number of A 4 face models, { w :~" , 
Gaussian
The simplest model is Gaussian which is commonly used in PCA. Let w = (~1,y1,x2,y2,...,xN/2,~N/2)T be a vector of random variables. We assume
where ei is i-th principal component of the covariance matrix of w, and < ei, ek >= 0 when i # IC. L is the number of ei's and n is Gaussian noise. Each component ni of n is assumed to be independent such that p ( n i , n k ) = p ( n i ) p ( n k ) , where p ( n i ) is a Gaussian distribution with zero mean and variance 05 . PCA will have the distribution where 2 is the normalization factor. This model is easy to build from eigenvalues and eigenvectors of the covariance matrix, but the Gaussian and independence assumptions may not hold for modeling faces.
Mixture of Gaussians
A better model is a mixture of Gaussians i.e.,
where ELl X i = 1, X i > 0, i = 1 : C. C is the total number of Gaussian kernels and pi, Ci are the mean and covariance of Gaussian kernel i. Literally speaking, as C + a, the above distribution can approximate any function. We need to estimate C , pi, Ci and Xi, usually by an Expecfarion-Maximization (EM) [4] algorithm. But even some simple distributions are onerous to be modelled by a mixture of Gaussians and EM could only find a locally optimal solution, as will be shown in Section 4. Therefore, even a mixture of Gaussians model may not be sufficient to learn the distribution of facial key points.
Inhomogeneous Gibbs Model
Since the dimension N of w is large, it is hard to describe f(w) directly. It is natural to build a model based on 1D statistics, as features of the distribution. These features are
(w) is a vectorvalued function of w. Thus we can get the 1D marginal
From the observed sample set, we can get the corresponding empirical distribution (histogram):
i=l Then we define a distribution function set sharing the same marginal densities:
and regard two distributions as indiscriminating if they are in the same set. But how to select an optimal distribution p ( w ) from this set? How to find its form and learn the parameters? How to choose the features to model the distribution? We show in next section that the optimal distribution turns out to be an inhomogeneous Gibbs one by the maximum entropy principle, the parameter can be learnt by Markov chain Monte Carlo and the feature set is gradually pursued by the minimum entropy principle.
Learning Inhomogeneous Gibbs Model

Maximum Entropy Principle
We apply the maximum entropy principle to learn the p ( w ) so that the learnt model can be generalized, or present no more information than what is available [ 161, subject to
Ep[4(a)(w)]
Gibbs distribution with the form [ 161:
It is well known that the solution to above problem is where A is the parameter set and Z(A) is the normalization factor. A(*) is a vector-valued parameter according to qda)(w). The exponential term of (7) is the Gibbspofentiul energy to be learnt. The The maximum likelihood estima-
Note that entropy(f(w)) is fixed and the entropy of p ( w ; A) depends on the set of features {q5(a), a = 1 , 2 , . . .} included in the distribution p ( w ; A). We should find the best features to constrain p ( w ; A) such that it has,minimum entropy. We call this the minimum entropy principle.
Let B be the set of all possible features, and S C B an arbitrary set of K features. Let 0s = {p(w)lJq?[4(a)(w)l = Ef[4(")(w)],w(") E SI be the set of probability distributions which can reproduce the expected feature statistics in S. Then by the minimax entropy principle, the optimal set of features is S' = arg min { max entropy(p)}.
ISl=K P € O S
We must devise a feature pursuit method to find the above optimal feature set.
be the log-likelihood function. The optimization is a stochastic ascent method with the gradient of L ( A ) [ 161, leading to an iterative update of A(*),
Feature Pursuit where E p ( w ,~)
/+(a) ( t u ) ] is calculated from the synthesized
The feature bank B in our model chooses linear unit vectors as features, which form a unit hypersphere in Ndimensional linear space. Let S = a = 1 : K } be the current selected feature set, and ps(w) be the maximum entropy distribution of f(w). We want to find a new fea- T (411 The synthesized sample set {tusyn} is drawn from an inho-
mogeneous Gibbs sampling.
E / b 4
Unlike in the homogeneous model [ 161, the synthesized histogram in our inhomogeneous model must be estimated from a number of independent samples in the Markov chain, not from a Markov random field.
The above integration could not be analytically calculated.
But we can get the empirical distribution of Eps [wT4(@)]
and Ef[wT4(') ] by independent samples from ps(w) and f(w) respectively, using the Parzen window method with
Minimum Entropy Principle
Gaussian kernels
Since our goal is to make an inference about the underlying distribution f(w), the goodness of the model can be measured by the Kullback-Leibler(KL) where E is a small value, the feature pursuit can stop. The feature set is sufficient to represent the observed distribution.
But how many features are enough? d[4'4'] = K L ( E p , [wT4(B)], Ef[WT4(4)])
An Example
We use a simple example to illustrate our inhomogeneous prior learning method. Suppose the distribution is a circle-like one that can be modeled as (in polar coordinates)
T -G U U S S~C U Z ( T~, a), 6 N U n i f~m ( 0 , 2~] .
We can easily draw a set of independent samples from this distribution, shown in row I , column 1 (denoted as L( 1 , l ) for simplicity) of Figure 2 . Before any features are selected, the synthesized samples L ( 2 , l ) are uniformly drawn on the space, because the energy term of the Gibbs distribution is zero. After comparing the observed and synthesized samples, the first feature on which their KL divergence is maximized is chosen, with the observed samples shown in L( 1 , 2 ) . Samples drawn according to this feature are then shown in L ( 2 , 2 ) and the corresponding Gibbs energy is shown in L ( 3 , 2 ) . The darker a pixel is, the smaller Gibbs energy it carries. Due to the symmetry of circle, the position of the first feature is arbitrary.
After comparing the synthesized and observed samples again, the second feature is chosen. The second feature turns out to be a vector perpendicular to the first feature.
Samples synthesized based on these two features are shown in L(2,3) and the Gibbs energy in L ( 3 , 3 ) . Similarly the third feature is found, and it is right the middle of the first and second features. The fourth is again perpendicular to the third one. Because the information gain (U divergence) by adding the fifth feature is insignificant (lower than a'given threshold of 0.05), the feature pursuit process stops and the selected four features are regarded as nearly sufficient to describe the distribution. We observe that the final synthesized sample set using four features (shown in L ( 2 , 5 ) ) is very similar to the observed one, i.e., a circle. This is also demonstrated by the histograms for both the observed and synthesized samples with these two features, as shown in Figure 3 . The whole learning process takes three minutes on a P I I I 667Hz PC with 256MB memory.
It is obvious that the single Gaussian method fails to deal with this problem. But it may be learnt with a mixture of Gaussians. For example, if we set the kernel number to be 10, the EM algorithm will generate some results depending on the initialization. Figure 4 shows a "good" estimation on the left and a "bad' one on the right. Even the "good" one cannot accurate describe the distribution because of insufficient number of kernals.
Learning the Face Model
Dealing with High Dimensions
Before we apply the inhomogeneous prior learning technique to modeling faces, we must deal with the high dimensionality problem. We use 83 feature points in our face model ( N = 166). There are two problems why the process could be very slow.
The number of energy terms in the Gibbs distribution
is proportional to the number of features selected. If too many features, it is time consuming to calculate the1 conditional density and to run the Markov chain.
1n
;the first few steps of feature pursuit, the possible state space constrained by few linear features will be so huge in high dimensional space that it will take the Markov chain a long time to walk through the space.
Recall that, in feature pursuit, the feature projected in which the synthesized and observed densities have the maximum KL divergence is selected. It is obvious that the KL divergence between the delta function S(z -50) and any other density function g ( x ) # 6(x -50) is infinite. At the beginning of feature pursuit, the feature set is null so the Gibbs distribution is in fact a uniform one in a hypercubic. Let U ( w ) be the initial uniform distribution. We ( 0 ) want to find a feature ~$ 0 ) such that K 1 5 ( h $ (~) , h$lPw))) is maximized. If then the above condition can be approximated by must be the optimal one to be selected. In practice
Or simply
Var(h;;)) < E where E is a very small value, then q5@) is a very important feature which must be selected. PCA is naturally employed to find the most important features at the first stage. In fact, the smallest eigenvectors (which correspond to the smallest eigenvalues) record the basic properties of the distribution, while the largest eigenvectors record the main variation. We select the smallest eigenvectors contributing to less than 3% of the total eigenvalue as primitive features. This solves problem (2) because the Markov chain now only needs to walk through the constrained space by the primitive features.
To efficiently solve the problem (I), we again reduce the number of features by PCA, and learn the distribution in a much smaller subspace. If we use the smallest eigenvectors as initial features, the marginal distributions on these features are very rigid which can be regarded as hard constraints that we must satisfy. This is approximately equivalent to reducing the dimensions to a subspace constructed by the largest principal components. In this way, the original problem is greatly simplified.
Inhomogeneous Gibbs Models of Faces
We now apply our method to learn the face model of key points. First we reduce the dimension (166) of the original problem using PCA and transform the key points to an 18-dimensional subspace. Some typical training faces from our 73 training examples are shown in Figure 5(d) .
At the beginning, the feature set is null. All the faces are uniformly sampled in the PCA-constrained space. Some typical synthesized samples are listed in Figure 5 are sufficient to model the distribution because adding more features in the learning process no longer changes the KL divergence significantly. This whole learning process of face (with 17 features) took nearly a day to complete because of the high dimensionality and complexity.
Comparing the synthesized Figure 5 (c) and observed samples Figure 5 (d), we may find it hard to discriminate them visually. Indeed, the histograms of observed and synthesized samples displayed in Figures 6 suggest that they match each other very well. The mean square error between the synthesized and the observed samples is less than 7%.
This precise matching demonstrates that we can learn very complex distributions in high dimensional space. Note that most of these histograms are not simply Gaussians, thus it is inappropriate to assume a Gaussian model for faces.
Discussion a ) Why the Maximum Entropy Principle?
The maximum entropy principle generalizes the statistical properties in the observed samples, and makes the learnt model present information no more than what is available.
This principle naturally leads to a Gibbs distribution.
b) Why the MCMC Method?
The parameters of Gibbs model are learnt by calculating the expected features. This expectation can be approximated by Monte Carlo integration. An efficient Markov chain is driven by conditional density from the Gibbs model to obtain the independent samples. This method is globally optimal if these samples can represent the underlying distribution.
c ) Why the Minimum Entropy Principle?
The minimum entropy principle is to make the learnt distribution close to the observed one. A feature is selected to maximally decrease the entropy of current Gibbs model. The decrease of entropy, or the information gain by the new feature is measured by the KL divergence.
d ) Why KL Divergence? In pattern recognition, the Fisher Linear Discriminant [6] is always used to find a linear feature projected on which Figure 7 . Overview of the learning framework. (1) current feature set; (2) observed histograms with respect to each feature; (3) learning procedure: PL-parameter leaming, FP-feature pursuit; 4) the learnt distribution; (5) synthesized samples; (6) observed samples. two classes can be maximally discriminated. This discriminant is based on the assumption that these two classes are well separated in the feature space. Other discriminants such as L2 norm [ 161 merely record the global difference. We use KL divergence to measure the difference of two distributions even if they overlap. In fact, KL divergence emphasizes the tails of the distribution, which are very important to measure the difference of two densities and often have the most interesting characters.
e ) Why an Inhomogeneous Model?
In homogeneous models, like texture, all elements (pixels) are unlabelled and thus are treated equal. The histogram of each feature can be directly calculated from them. In inhomogeneous models, such as a face, each element is a landmark that has a label and meaning. Therefore the Gibbs energy function depends on the label and the histogram of each feature must be computed from a set of independent samples.
f) Why Dimension Reduction Using PCA?
Directly applying the inhomogeneous Gibbs model to faces does not work in practice because the dimension of face model is too high. Thus, it is important to find a compact space to simplify the model. PCA provides such compact space constructed by the largest eigenvectors. Instead of using a set of orthogonal bases such as principal components, we use ID marginal statistics defined in the space formed by the principal components. Therefore, we can construct an over-complete set of bases which are more flexible for capturing the characteristics of the underlying local distribution.
Conclusion
We have built an inhomogeneous Gibbs model to learn prior distributions. In particular, this model is applied to obtain a better prior distribution for face modelling. A minimax entropy principle is used to derive an inhomogeneous Gibbs model, and features are selected by minimizing the KL divergence. Such learning framework is illustrated in Figure 7 . To deal with the high-dimensional problem in face modelling, PCA is employed to reduce the feature space.
The good results on face data demonstrate our model is effective and efficient to capture precise and subtle face patterns.
