Detection of faint edges in noisy images is a challenging problem studied in the last decades.
Introduction
Edges detection is one of the most classical problems of computer vision. Many works addressed this problem and introduced a variety of solutions. Unfortunately, some imaging domains suffer from faint edges and noisy images, such as medical, satellite and even real natural images. Detection of edges under these challenging conditions should be done by methods geared for that end. Existing approaches that deal with high level of noise are all relatively slow (runtime of seconds for an image). This work is the first to use deep learning for that purpose of faint edge detection. By training the U-net [11] on a simulated faintedges dataset, we developed a new algorithms that deal with noise. Since a forward pass of a network can be optimized on a GPU, our algorithm is real time and is order of magnitude faster than existing approaches. Even though, our experiments demonstrate that it is yet more accurate.
See Figure 1 for example of a medical image and its edge images. Our method in the middle (DeepFaster) is compared to [10] (FastEdges) on the right. The edge images are plotting the blood vessels, both achieve good results and manage to track the vessels, while only our method can be run in real time since our network is fully convolutional and its runtime does not scale a lot with the size of the image. The paper is organized as follow, in Section 2 we cover the Figure 1 . Example of a medical image with many curved edges. Left: the original image. Middle: our DeepFaster method result. Right: [10] FastEdges results. Both methods achieve high quality of detection while ours run in milliseconds and FastEdges runtime is more than seconds.
previous work on edge detection including faint edges and noisy images. In Section 3 we explain how we trained our network and developed the faster algorithm. Then, in Section 4 we evaluate our scheme and compare it to [10] and to [2] on both noisy simulations and real images.
Previous Work
Edge detection is a fundamental problem of image processing and computer vision with many related works. Marr and Hildreth [9] offered to detect edges by zero crossing of the 2D Laplacian applied to an images. Sobel [5] detects edges by applying a 3x3 derivative filter on an images, and computing the gradients. Canny [2] extends Sobel by hysteresis thresholding of the local gradients. These classical approaches are very fast but unfortunately very sensitive to image noise and cannot detect accurately faint edges at all. Advanced group of works are focused on the problem of boundary detection and segmentation [1, 7, 3] . These methods achieves high quality results on Berkeley Segmentations Dataset (BSDS500) [12] . A recent group of works are optimized and trained on this dataset utilizing deep learning tools [8, 14] . Even though these approaches are great for boundary detection they suffer from the presence of noise as can be seen in the experiments of [10] .
The specific problem of faint edge detection in noisy images is addressed by a group of recent papers. [4] was the first to detect faint edges by difference of oriented means. They utilized matched filters that averages the noisy from each side along an edge, and maximizes the contrast across the edge. Their method is limited to straight lines. Denote by N the number of pixels in an images, thus their computational complexity is O(N logN ). [10] extended their work to curved edges, and by utilization of a dynamic pro-gramming and approximations achieves better accuracy at a complexity of O(N logN ). The actual run time of these methods on a noisy images is seconds. [6, 13] introduced a sub-linear approaches for detection of straight and curved edges. Our work is utilizing deep-learning to improve these recent works. We introduce a O(N ) algorithm, that its actual runtime is negligible due to GPU acceleration. Although our method is faster, we achieve even more accurate results when detecting faint edges in noisy images.
Detection Network Learning
For the purpose of detecting faint edges in noisy images, we tackle this problem as a binary image segmentation. The network we used is U-net [11] and its name describes its architecture. The network downscales the images along the first half of the layers by convolutions with relu activations and max polling. Then, in the second half of the layers it upscales the images by convolution transpose and relu activation. In addition, it has connections between the first and the second halves by concatenations of every two layers in the same resolution. This architecture assists to create a multi-scale algorithms for detection and segmentations. On top of the last later, we apply a sigmoid activations. See Figure 2 for the graphs of the sigmoid. This activation turns the network into binary classification procedure. High values are mapped to 1 while low values are mapped to zero. The loss we use for training is dice coefficients, denote by Y the binary labels of the edges, and by Y the output of the network for a given input X, then the computed loss function is:
p is an image pixel. This loss corresponds to minus intersection of edges divided by the sum of absolute values. We initialize the network with random weights. To train the network we use a dataset of 1406 binary images. Each image is clean originally. For ground truth we apply Canny [2] on the clean binary images to extract the labels Y . Then each image is used to create a group of noisy images in different signal to noise ratios (snr's) by the following formula:
I is the noisy images, input to our network, I clean is the original binary image, I noise is a random Gaussian noise image width standard deviation of 1. snr is the measure of the faintness of the edges, each binary image creates 6 training examples by using snr values from 1 to 2 in jumps of 0.2. The clip function clips the values to the range of 0 to 1. We trained the network for 100 epochs on a geforce gtx 1070 GPU, for 1.5 hours. We augmented the dataset by Moreover, we added samples of clean noise with no labels. Our dataset after augmentations contains around 17,000 examples. We then divided the dataset to 90% training and 10% testing. See Figure 3 for our loss across the epochs graph. The loss decreases dramatically as the training advances, and the graphs of train and test are very close one to each other, indicating that there is no over fitting. In the experiments, we use this trained network and apply a threshold of 0.5 to the output of the sigmoid to obtain a binary image result.
Experiments
We test our method on both simulated images and real images. We compared mainly to FastEdges [10] , this method showed superior results in detection of faint edges in noisy images. In addition, we compare to the classic Canny [2] approach. We test these methods in both aspects of quality and run time. To extract a measure of similarity between the binary results and the ground truth we use a strict version of F-measure. This meausre is strict because it is pixel-wise and do not allow matching of neighboring pixels like the regular measure used in [10] . Therefore, the values in our graph are lower than in [10] , but this measure emphasize better our method accuracy, since it is accurate in a pixel level. The F-measure is the harmonic mean of the precision and recall:
Denote by Y the labels and by Y the results, then precision is computed as follow,
(4) The recall is computed in a similar way,
(5) We compared the algorithms using a challenging binary patters showed on Figure 4 . This pattern contains triangle, straight lines, 'S' shape and concentric circles. We used it to create a set of images from snr 0 to 2 in jumps of 0.1, contaminated with Gaussian additive noise. For each snr, we compute the F-meausre for every method for 100 iterations of different random noises as in Eq. (2). Then we take the average F-score of all the iterations. It can be seen in the graph of Figure 4 that the methods geared to detect faint edges in noisy images, ours and [10] , are superior to Canny [2] . Moreover, our method using deep learning techniques achieves slightly better results than the previous method FastEdges. Table 1 summarizes the results in the graph. It can be seen that at both snr's of 1 and 2, our DeepFaster method achieves that highest F-score. Figure 5 shows the simulation images of snr = 2. It compares our result to this of FastEdges [10] . Both methods achieve a good accuracy of detection on this image but ours contains less false detections.
Even though our method is the most accurate, it achieves a real-time complexity as can be shown in Table 2 . Our run time is 10 millisecond, not a lot above Canny's run time, and it is orders of magnitude faster that FastEdges [10] that runs in seconds. We computed these run times on a single machine with i7 CPU, 32 GB of RAM, and geforce gtx 1070 GPU. Note that Canny and FastEdges runs on the CPU while our new method utilized the parallelism of the GPU. Figure 6 shows our method results on a noisy images from the dataset we used to train and test our network. It can be seen that we manage to detect and track edges even Figure 4 . Simulation of faint edges detection in noisy image. Left: the binary pattern used to evaluate the performance of the methods. Right: The strict F-score graph along the different signal-tonoise ratios from 0 to 2. The methods geared for faint edges detection achieve the highest accuracy. Our method DeepFaster obtains a slightly higher graph from the previous approach of FastEdges [10] . 
Algorithm
Run-Time (milliseconds) DeepFaster 10 FastEdges 2600 Canny 3 Table 2 . Run time in milli-seconds of the different methods of edge detection. Our runtime is very close to Canny's time and is order of magnitude faster than FastEdges. We achieve this improvement by running our network on a GPU.
at high curvatures. Moreover our results are very similar to the ground truth labels. Figure 7 show ours and FastEdges [10] results on a group of real images. Both methods obtains high quality of detection. However, since our network is fully convolutional, its run-time does not scale significantly with size, and our run time on these images is much faster than FastEdges.
Conclusions
We introduced a novel work for detection of faint edges in noisy images. Our work is the first to solve this specific problem by using deep learning technique. We compared our method to FastEdges [10] which is the state-of-the-art in faint edge detection. We showed experimentally that we manage to improve this method in both aspects of run Figure 6 . Results on images from the dataset we used to train and test our network. Left: the input noisy images with a binary pattern. Middle: the ground truth labels. Right: our detections. DeepFaster result is very similar to the ground truth and we manage to detect and track edges even at high curvatures. time and quality. We achieved similar and better results on simulation and real images, while improving the run times in order of magnitude. FastEdges needed seconds to process an images whereas ours algorithm requires only milliseconds by utilizing a fully convolutional network running on a GPU.
