A graph has an optimal`-interval routing scheme if it is possible to direct messages along shortest paths by labeling each edge with at most`pairwise-disjoint subintervals of the cyclic interval 1 : : : n] (where each node of the graph is labeled by an integer in the range). Although much progress has been made for`= 1, there is as yet no general tight characterization of the classes of graphs associated with larger`. Bodlaender et al. have shown that under the assumption of dynamic cost links each graph with an optimal`-interval routing scheme has treewidth at most 4`. For the setting without dynamic cost links, this paper addresses the complementary question of the number of intervals required to label classes of graphs of treewidth k. Although it has been shown that there exist graphs of treewidth two that require an arbitrarily large number of intervals, our work demonstrates a class of graphs of treewidth two, namely 2-trees, that are guaranteed to allow 3-interval routing schemes. In contrast, this paper presents a 2-tree that cannot have a 2-interval routing scheme. For general k, any k-tree is shown to have an optimal interval routing scheme using 2 k+1 intervals per edge.
1 Introduction E cient strategies for interprocessor communication are crucial to fast performance in a distributed network. The classical solution to point-to-point routing involves storing a routing table at every processor, which contains for each possible destination an entry specifying the link to be taken by a message. When the size of the routing table is proportional to the number of processors in the network, this strategy proves prohibitive for large networks. Several strategies have been proposed to reduce the amount of space required by these schemes. One approach has shown that routing table space can be reduced at the expense of increasing the distance traversed by a message by at most a constant factor 1]. Another line of research has been to look at speci c classes of graphs, such as planar graphs or c-decomposable graphs 6, 7] .
To achieve compact routing tables, Santoro and Khatib 12] proposed interval routing.
Each node is assigned a distinct label from the set f1; : : :; ng, and each link a subinterval such that for any node v in the network, the subintervals associated with outgoing links from v form a partition of the cyclic interval 1 : : : n]. When a message with destination u arrives at node v, the message is forwarded on the unique outgoing link labeled with an interval containing u. Variants of the scheme include linear schemes, in which 1 : : : n] is viewed as a linear interval, optimal schemes, in which messages are routed along shortest paths (by the distance metric), and multi-label (or`-interval) schemes in which links can be labeled with at most`intervals 13].
A complete characterization of graphs that admit optimal`-interval routing schemes, or the class`-IRS (or`-LIRS when restricted to linear schemes) has as yet proved elusive, though partial results have been obtained. Many well-known classes of graphs have been shown to be in 1-LIRS, such as complete graphs, meshes, hypercubes, complete bipartite graphs 9], and proper interval graphs 4]. Other graphs such as trees, tori, unit circular-arc graphs, and interval-arc graphs are in 1-IRS 4, 9, 10, 12] . In attempts to characterize`-IRS and`-LIRS for general`, several closure properties have been obtained 9, 10] as well as evidence that it is su cient to consider biconnected graphs 10]. Some progress has been made under the additional assumption of dynamic cost links 2, 5] : in this more restrictive setting, a graph admits an optimal`-labeling only if it does so regardless of the costs on edges.
Bodlaender et al. 3 ] make an intriguing connection between compact routing and treewidth, proving that graphs that admit optimal`-label interval routing schemes have treewidth at most 4`under the assumption of dynamic cost links. Under the distance metric, the converse does not hold, since for all n, it is possible to construct a graph G n of treewidth two such that there is an edge with (n 1=3 ) intervals in any optimal interval routing scheme for G n 9]. It remains to be determined for which subclass of graphs of treewidth k there are schemes using f(k) intervals, for f(k) some function of k. In this paper, we consider the class of k-trees, all of which have treewidth k; such graphs and other de nitions are discussed in Section 2. Since each graph of treewidth k is a subgraph of a k-tree, there is hope that insights into the constraints on labeling k-trees will generalize to insights about partial k-trees. We show that every k-tree has an interval routing scheme using 2 k+1 intervals per edge. For the case of 2-trees, we show a tight bound on the number of intervals required for any optimal labeling scheme: we construct a 3-interval optimal labeling for any 2-tree, and exhibit a 2-tree that does not admit a 2-labeling.
The rest of the paper is organized as follows. We establish general properties of routing schemes on k-trees in Section 3, and then in Section 4 propose a labeling scheme. The labeling scheme is shown to be optimal in Sections 5 and 6 . The case of 2-trees is considered in Section 7, which speci es a 3-interval labeling for each 2-tree, and in Section 8, which shows that not every 2-tree has a 2-labeling. Rami cations of this work are considered in Section 9.
Preliminaries 2.1 Interval labeling schemes
Each graph G = (V (G); E(G)) considered in this paper is a connected undirected unweighted graph without self-loops, representing a network. Although (u; v) 2 E(G) is an undirected edge between u and v, to model bidirectionality of the links in a network, we treat the edge as a pair of directed edges, (u; v) and (v; u). All labeling schemes to be considered will be optimal labelings, as de ned formally below. We will be particularly interested in schemes for which`2 O(1), so that the total storage cost for all routing tables will be in O(jV (G)j).
De nition 1 For any integer` 1, and any graph G = (V (G); E(G)), where jV (G)j = n, an optimal`-interval labeling of G, or`-labeling of G, denoted L G , consists of a bijection between V (G) and f1; 2; : : : ; ng, where L G (v) is the label of v, and the assignment to each e 2 E(G) of an edge label, L G (e), which is a set containing`or fewer disjoint subintervals of the cyclic interval 1 : : :n], such that:
1. for each v, the intervals associated with the outgoing edges form a partition of 1 : : :n] (possibly excluding L G (e)); and 2. for each distinct u and v, if for some outgoing edge e from v a subinterval in L G (e) contains the vertex label L G (u), then there is a shortest path in G from v to u containing the edge e as the rst edge. Figure 1 illustrates part of a 2-interval labeling of a graph; for the sake of readability, all edge labels except those emanating from nodes c and d are omitted. Given the vertex labeling as indicated, the edges emanating from d cannot optimally be labeled with a single interval each.
A labeling scheme is said to be strict if for every vertex v the label v is not included in any interval associated with an edge outgoing from v. All upper bounds given in this paper are for strict labeling schemes. However, the lower bound in Section 8 applies to both strict and non-strict schemes.
In our determination of shortest paths, the following de nition proves useful:
De nition 2 The length of any shortest path from u to v is dist(u; v). Given a pair of nodes u and v, a node w is closer to u than to v if dist(w; u) < dist(w; v) and equidistant to u and v if dist(w; u) = dist(w; v). More generally, w is equidistant to all nodes in a set S if for all pairs s and t in S, dist(w; s) = dist(w; t). 
k-trees
In this paper we consider labelings of k-trees. For any constant k, the set of partial ktrees, or subgraphs of k-trees, is equivalent to the set of graphs of treewidth k. Classes of graphs that are partial k-trees include trees, outerplanar graphs, series-parallel graphs, and chordal graphs with small clique size; more details about partial k-trees can be found in other work 8].
De nition 3 For k > 0, the set of k-trees is the smallest set of graphs satisfying:
1. A k-clique is a k-tree. 2 . Let G be a k-tree on n nodes and K be a k-clique in G. Then the n + 1 node graph G 0 formed by taking G and introducing a new node v adjacent to all of K is a k-tree. We can view the construction of a k-tree G as a step-by-step process. First, a k-clique of original nodes is formed; in the following, we denote the nodes in the clique x 1 ; x 2 ; : : : ; x k . Each subsequent nonoriginal node v is added by choosing a k-clique in the existing graph, known as the attachment clique of v, and adding all edges between v and AC(v), the set of nodes in the attachment clique of v. Any node in AC(v) is a parent of v. We use OP(v) to denote the set of parents of v which are original nodes and NP(v) to denote the set of parents of v which are nonoriginal nodes. The node v is the child of each node in AC(v). We use the notation children(S) to denote the set of nodes v such that each node in S is a parent of v (or, equivalently, the set of nodes v such that S AC(v)). For any attachment clique, the set of nodes with that attachment clique is a set of siblings, or, for any node v, siblings(v) is the set of nodes with attachment clique AC(v). The ancestors of a node and descendants of an attachment clique (or, by extension, a node in the attachment clique) can be de ned analogously. Figure 2 is an illustration of a 3-tree with original nodes x 1 ; x 2 , and x 3 . The nodes a and b are siblings, where AC(a) = OP(a) = fx 1 ; x 2 ; x 3 g; for the node c, OP(c) = fx 1 ; x 3 g and NP(c) = fbg. Each of the nodes a, b, and d are in the set children(fx 2 ; x 3 g).
The step-by-step construction of a k-tree implies a partial order on the nodes in G. The original nodes are at depth 0. For any subsequent node v, the depth of v, depth(v), is one To make ner the distinction between nodes, we introduce the notion of rank. For each original node x i we assign an arbitrary distinct rank in the range 1; : : :; k. For any other node v in G, rank(v) = depth(v) + k. For the sake of completeness, we say that the attachment clique of an original node x is the set of original nodes of rank less than rank(x), and that each node in AC(x) is a parent of x. Figure 3 demonstrates a 2-tree with ranks speci ed for each node. We use the notation v 1 ; v 2 ; : : : ; v`] to denote a set of nodes fv 1 ; v 2 ; : : : ; v`g listed in order of rank.
The following additional de nitions prove useful in our characterizations of routing schemes. For any node v, the parent of v with minimal rank is the oldest parent of v, or op(v), and that with maximum rank is the youngest parent of v, or yp(v). By the de nition of depth, it is clear that rank(v) = rank(yp(v)) + 1. Analogously, for cliques P and P 0 , we will say that P is older than P 0 (and P 0 is younger than P) if and only if each node in P 0 is a descendant of P. The construction of k-trees dictates that for distinct cliques P and P 0 that are both ancestors of v, either P is older than P 0 or P 0 is older than P.
The set Q = fg 1 ; g 2 ; : : :; g k g of parents of op(v) is the set of grandparents of the node v.
A low node is a node that does not have any of the original nodes as parents; an original node or a child of any original node is a high node. The following de nitions facilitate the discussion of labelings by grouping together nodes with similar characteristics.
De nition 4 For v a nonoriginal node and p 2 AC(v) ? fop(v)g, we de ne the cousins of v and p, cous(v; p), to be the set of nodes fb 2 V (G) j p is the node with minimum rank in AC(b) \ AC(v)g. For x an original node, we de ne N(x) to be the set of nodes fc 2 V (G) j the oldest parent of c is xg. De nition 5 For any nonoriginal node v, the cluster of v, cluster(v), is the set of descendants of v such that for each node u in the set, u is equidistant to all the parents of v. Similarly, for a set S, cluster(S) = s2S cluster(s).
In Figure 3, The key behind the results in the paper is the fact that the structure in a k-tree constrains the possible relationships between parents of nodes, as indicated in the following lemma. Lemma 
Separators
In order to prove properties of routing schemes in k-trees, we make use of the fact that the structure of the graphs dictates the possible routing of shortest paths. In particular, k-trees can be partitioned using small sets of nodes; each path between separate components must be routed through a node in the separator. Proof: Both parts of the lemma are simple consequences of the construction of a ktree. When u is a descendant of C, it is not di cult to see that in the graph induced on V (G) ? C, each node in the component containing u will be a descendant of C, proving the rst statement. The second statement follows from the observation that each child of C, along with its descendants, will comprise a distinct component in V (G) ? C.
2
In Figure 3 , fc; dg is an e-f separator by property 1 of Lemma 2, and fx 1 ; x 2 g is an a-g separator, by property 2 and the fact that g is a descendant of the sibling c of a.
To determine the possible labels of edges, we make use of separators and clusters. Certain labelings are forced: if there is an edge from v to w and w is on every shortest path from v to x, then the edge (v; w) must be labeled with x. The following lemma is a simple consequence of the fact that any path from u to v must pass through a u-v separator. 
Properties of clusters in k-trees
In order to be able to better describe the relationships between nodes in the graph, we make extensive use of the concept of clusters. In particular, we will form labelings in which nodes in a cluster form a single contiguous interval in the labeling. To manipulate nodes in this way, we rst establish basic properties of clusters in k-trees. We 
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Lemma 7 is a critical result which relates clusters and shortest paths. In particular, we are able to determine a cluster to which a node u belongs by simply identifying a clique of which u is a descendant and determining to which node in the clique u is closest. Lemma on the idea that each cluster should form a single interval, and that clusters of siblings should be adjacent in the labeling. Since the cluster of a node in turn contains clusters of its children, we have to ensure that the ordering of nodes of high rank results in the proper order of clusters of nodes of low rank. To this end, we de ne an ordering on nodes based on the lexicographic ordering of their parents; later we will show that for any set L ofǹ odes, the set of nodes with the`oldest parents equal to the set L forms one interval in the labeling.
We specify the labels of the n vertices of G by listing a sequence of sets of nodes, where it is understood that a set of size s receives the next consecutive s unassigned labels in the range from 1 to n. An arbitrary order is imposed on the original nodes. For each original node x, the labels of x and cluster(N(x)) are adjacent in the labeling, as follows: x 1 ; cluster(N(x 1 )); x 2 ; cluster(N(x 2 )); : : : ; x k ; cluster(N(x k )):
As a consequence of Lemma 6, each node in the graph is included in the labeling. The nodes in N(x) are ordered according to a lexicographic ordering of their attachment cliques such that the cluster of a node is adjacent to the node itself. To describe the ordering of nodes within cluster(N(x)), we determine an ordering of the nodes in N(x). We let Moreover, for all nonoriginal v, v directly precedes cluster(v) in the ordering. Finally, to label the nodes in cluster(N(x)) and cluster(v) we make use of the ordering de ned above.
In particular, for any u and w in N(x) (cluster(v) \ children(v)), if u w then we set L(u) < L(w) and for all s 2 cluster(u) and t 2 cluster(w), L(s) < L(t).
The edge labels can be speci ed in terms of clusters, cousins, and children. Roughly speaking, an edge from a parent to a child is labeled by the cluster of the child, an edge from a child v to a parent p 6 = op(v) is labeled by p and the clusters of the cousins cous(v; p) (except for the clusters of children of v), and an edge from a child v to op(v) is labeled with all remaining nodes. In Section 6, we will show that the largest number of intervals is required by the edge from v to op(v); the bound on the number of intervals arises from the contiguity of clusters. The edge labelings are listed formally below. We use v to denote Figure 4 illustrates a 4-labeling of a 2-tree; for the sake of readability, all edge labels except those emanating from b and x 2 are omitted. The table below indicates how the vertex labels were derived. The order of labels is x 1 ; cluster(N(x 1 )); x 2 ; cluster(N(x 2 )); using the fact that N(x 1 ) = fa; b; c; i; jg, N(x 2 ) = fd; kg, and the membership of cluster(c) and cluster(b) as de ned below, we obtain the following ordering of vertex labels: x 1 ; c; f; h; g; a; b; e; j; i;x 2 ; d; k:
a fag fd; kg 4 6 b fb; eg fd; f; g; hg 5 7 c fc; f; g; hg fd; kg 3 2 d fdg fb; f; g; hg 7 12 e feg ; 13 8 f ffg fe; ig 10 3 g fgg ; 12 5 h fhg ; 11 4 i fig fe; fg 9 10 j fjg fkg 6 9 k fkg fjg 8 13 5 Shortest paths
We now prove that the labeling scheme presented in Section 4 is an optimal scheme, namely, that the edge labels indicate shortest paths in G. Lemma 10 proves that each edge from a parent to a child can be labeled by the child's cluster.
Lemma 10 For any nonoriginal child c z of an arbitrary node z, if u 2 cluster(c z ) there is a shortest path from z to u via c z .
Proof: If u = c z then the result is trivial; otherwise, u must be a descendant of a clique consisting of c z and a set P of k ? 1 parents of c z . For any p 2 AC(c z ) ? P, since p and u are in di erent components of the graph induced on V (G) ? (P fc z g), clearly dist(p; u) = minfdist(p; b)+dist(b; u) j b 2 P fc z gg. But since u 2 cluster(c z ), for all q 2 P, dist(p; u) = dist(q; u), and hence dist(p; u) = dist(c z ; u) + 1. Since z is also a parent of c z , dist(z; u) = dist(p; u). We can then conclude that dist(z; u) = dist(c z ; u) + 1, or that there is a shortest path from z to u via c z . 2
Since an original node has no parents that are nonoriginal nodes, any edge out of a node x i not handled in the previous lemma is an edge from x i to some x j . Lemma 11 indicates that modulo the nodes included in the labels on edges to children of x i , the nodes in V (G) are partitioned with respect to the sets N(x j ).
Lemma 11 For x i and x j original nodes, there is a shortest path via x j from x i to every node u 2 cluster(N(x j )) ? cluster(children(x i )). Proof: We consider the set of nodes in AC(c), where u 2 cluster(c) and c 2 N(x j ) ? children(x i ). Since u 6 2 cluster(children(x i )), clearly x i 6 2 AC(c), and Finally, the labels of edges from nonoriginal nodes to their oldest parents are considered in Lemmas 14 and 15, the proofs of which can be found in the appendix. Lemma 14 considers paths from low nodes to nondescendants, Lemma 15 considers paths from high nodes to nondescendants. Paths from nonoriginal nodes to descendants not found in the clusters of children were previously covered by Lemma 
Counting intervals
We make use of the contiguity of clusters and the lexicographic ordering of nodes to prove bounds on the maximum number of interval labels on any edge. Lemma 16 establishes the contiguity of clusters of nodes sharing sets of oldest parents; it is used extensively throughout this section. The remaining lemmas are used to determine bounds on the number of intervals Lemma 17 For i > j, the number of intervals occupied by the set fx j g cluster(N(x j )) ?
cluster(children(x i )) is at most 2 i?j?1 + 1, and for i < j, the number of intervals is 1.
Proof: Since x j is adjacent to cluster(N(x j )) in the labeling, the set fx j g cluster(N(x j )) occupies a single interval. If i < j, then no child of x i is in cluster (N(x j ) ), completing the proof for this case.
To complete the proof of the lemma we must show that when i > j, cluster(children( Finally, to determine the total number of intervals occupied by cluster(children(v)), we observe that we can partition the children of v on the basis of the oldest parent in the attachment clique. Statements 1 and 2 concern those children for which v is not the oldest parent in the attachment clique; by Lemma 8, the union of clusters of all such children forms cluster(v) ? fvg, which occupies a single contiguous interval. The total number of intervals occupied by cluster(children(v)) is thus at most ( 2 Theorem 1 Every k-tree has an optimal 2 k+1 -interval routing scheme. Proof:
We rst show that the routing scheme described is a legitimate labeling, then that it is optimal, and nally that there are at most O(2 k ) labels per edge. The fact that every node in V (G) is assigned a unique label is a consequence of Lemmas 6 and 8. By a straightforward examination of the edge labeling scheme, one can verify that for each node the intervals associated with the outgoing edges form a partition of 1 : : : n]. Finally, the fact that the labeling yields shortest paths is a consequence of the lemmas in Section 5.
We now consider each type of edge and show that for each one, the number of intervals satis es the stated bound. 7 A 3-labeling for 2-trees In this section, we describe how to modify the labeling described in Section 4 to obtain an optimal 3-labeling for 2-trees. To motivate the description of the new labeling, we rst examine the labeling from Section 4 as applied to 2-trees. Following the notation of Section 2, x 1 and x 2 are the original nodes of T, and for any node v AC(v) = op(v); yp(v)]. We introduce the notation g(v), the grandparent of v, to denote the node in AC(yp(v))?fop(v)g, which is de ned whenever yp(v) is nonoriginal.
To facilitate the description of the labeling, we introduce a ner grouping of nodes into sets. The children of a node v can be categorized by their rank; for any node v, we let C(v; i) = fb 2 V (T ) j v 2 AC(b) and rank(b) = rank(v) + ig. As before, x 1 has rank 1 and x 2 has rank 2, so C(x 1 ; 2) = C(x 2 ; 1) is the set of children of x 1 and x 2 . Any node v is in C(op(v); i) for some value of i; if i is odd, we call v an odd node, and if i is even, we call v an even node. We will be interested in sets of children of particular pairs of nodes Using the new notation, the labeling of Section 4 when applied to 2-trees can also be described as follows: x 1 ; cluster(C(x 1 ; 2)); cluster(C(x 1 ; 3)); : : : ; x 2 ; cluster(C(x 2 ; 2)); cluster(C(x 2 ; 3)); : : : 
Since V (G) ? (fvg cluster(children(v)) fyp(v)g cluster(cous(v; yp(v)))) is the label on the edge (v; op(v)), it is a simple corollary of the following lemma that four intervals will be required if none of cluster(v); cluster(O(v)); cluster(yp(v)); and cluster(G(v)
)
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To reduce the number of intervals required, we alter the labeling so that for any node v, two of the above four intervals will always be adjacent.
Theorem 2 Every 2-tree has an optimal 3-labeling scheme. Proof: For any 2-tree T, we de ne the following vertex labeling: x 1 ; cluster(C(x 1 ; 2) C(x 1 ; 3)); cluster(C(x 1 ; 4) C(x 1 ; 5)); : : : ; x 2 ; cluster(C(x 2 ; 2) C(x 2 ; 3)); cluster(C(x 2 ; 4); C(x 2 ; 5)); : : : To further specify the labeling within each set of the form C(x; 2i) C(x; 2i + 1), we rst recursively establish an ordering on nodes in C(x; j) as follows. We use the term C(x; i)-contiguous to denote that the nodes in a set are contiguous under the restriction of to nodes in C(x; i).
As a base case, the nodes in C(x 1 ; 2) (children of x 1 and x 2 ) are assigned an arbitrary order . Each node in C(x 2 ; 2) is a child of x 2 We next note that any child of x of rank rank(x)+2i+1 must be the child of x and a node of rank rank(x)+2i (and hence a child of x itself). Since x is the oldest parent of any node in C(x; 2i), the above statement can be written as the equation C(x; 2i+1) = O(C(x; 2i)). Thus, to determine the ordering of labels of all elements in the set cluster(C(x; 2i) C(x; 2i + 1)), we order the nodes in C(x; 2i) in a manner consistent with and place cluster(O(b)) right after cluster(b) for each node b 2 C(x; 2i). For convenience, for each low node v, we use S`to denote the set of siblings of v that appear before v in the labeling (or, equivalently, S`is the set of siblings u such that u v) and S r to denote the set of siblings of v that appear after v in the labeling (or, equivalently, S r is the set of siblings u such that v u).
Lemma 22 For v an even node, the set cluster(v) cluster(O(v)) forms a single interval in the labeling.
Proof:
Since v is an even node, there exists a value i such that the rank of v is 2i greater than that of its parent z = op(v). It is not di cult to see that v 2 C(z; 2i) and that O(v) C(z; 2i+1).
As noted in the description of the ordering of nodes in cluster(z), the nodes in the set cluster(C(z; 2i) C(z; 2i + 1)) are ordered so that cluster(v) and cluster(O(v)) are adjacent, as claimed. 2 We now describe the edge labeling for all nodes v, where the label on a particular edge out of v will depend on whether v and yp(v) are original or nonoriginal and even or odd. In each of the cases below, we describe the edge labeling and show that the number of intervals on any edge is at most three.
In the following bounds, we make use of facts concerning Y(v). Since each node has a rank one greater than that of its younger parent, rank(v) = rank(yp(v)) + 1, and any node in Y(v) has rank rank(yp(v)) + 2. Since Y(v) is always a set of even siblings, by Lemma 23 we can conclude that the set cluster(Y(v) O(Y(v))) forms a single interval in the labeling. We will use this fact repeatedly in proving bounds on the number of intervals on edges of the type (v; yp(v)). To complete the labeling for edges outgoing from original nodes, we describe the labeling on the edges (x i ; x j ). N(op(v) ) otherwise. Moreover, since in this case g(v) = yp(yp(v)), it follows that rank(yp(v)) = rank(g(v)) + 1. Therefore the set G(v) is a set of even nodes, enabling the application of Lemma 23 to this set.
Since the rank of v is one greater than the rank of its younger parent and v is even, yp(v) is an odd node. The labeling on the edges outgoing from v is described below: (v) )) forms a single interval, which must be excluded. This gives a total of at most two intervals.
We count the number of excluded intervals. By Lemma 22, since v is even, the set cluster(v) cluster(O(v)) occupies one interval, and since yp(v) is even, the set cluster(yp(v)) cluster(G(v)) occupies one interval, as argued in the previous subcase. Thus the total number of intervals on the edge (v; op(v)) is at most two. Since v is an even node, by Lemma 23, the set cluster(v) cluster(O(v)) forms a single interval in the labeling. The set fx 2 g cluster(N(x 2 )) is also a single interval, yielding a total of at most two interval labels on the edge.
The fact that the labeling described above is a valid labeling can be veri ed using Lemmas 20 and 6 and a straightforward examination of the labels on the edges. To complete the proof of the theorem, we demonstrate in Lemmas 24 (for edges (x i ; x j )), 26 (for edges (v; op(v))), 29 (for edges (v; yp(v)), and 10, 24 and 25 (for edges (v; c)) that the labeling is optimal.
Lemma 24 For x i an original node and v a child of x i , there is a shortest path via v from x i to every element in the set of nodes labeling the edge (x i ; v).
Proof: Since N(x 2 ) \ children(x 1 ) = ;, the result follows from Lemma 11 and Lemma 10 for the node x 1 . Since N(x 1 )\children(x 2 ) = C(x 1 ; 2), we can conclude that cluster(N(x 1 ))?
cluster(C(x 1 ; 2) C(x 1 ; 3)) cluster(N(x 1 )) ? cluster(children(x 2 )). Thus the optimality of the label on the edge (x 2 ; x 1 ) is a consequence of Lemma 11, and that of the edges (x 2 ; c) where c = 2 C(x 1 ; 2) is a consequence of Lemma 10. Finally, we consider the label on (x 2 ; c) where c 2 C(x 1 ; 2) is a child of x 2 . For u 2 cluster(c), the existence of a shortest path from x 2 to u via c follows from Lemma 10. Suppose instead that u 2 cluster(a) for some a 2 O(c). Since AC(a) = x 1 ; c], using Lemmas 2 and 3 and the fact that u is equidistant to x 1 and c we can conclude that there is a shortest path via from x 2 to u. The lemma is now a consequence of the fact that by Lemmas 12, 13, 27 and 28, there is a shortest path from v via yp(v) to any node in X. 8 Counterexample for 2-labelings for 2-trees In this section we demonstrate a 2-tree T that cannot be optimally 2 Figure 6 . In the following, we de ne the endpoint of a subinterval to be either the leftmost (smallest) or the rightmost (largest) element in the subinterval. We use the functions l and r to specify the left and right endpoints of a given subinterval. In what follows, we will consider I X (and I Y ) to be minimal; this implies that the endpoints are labels of elements of A B, that is a label of a vertex in C cannot be at an end of I X . Since we are concerned with cyclic intervals, without loss of generality, we can assume I X contains the label 1, and consequently that the smallest label in I Y is larger than the largest label in I X . Theorem 3 There exists a 2-tree T such that T = 2 2-IRS.
Conclusions and open questions
In this paper we have shown that any 2-tree has a 3-labeling, and in fact that any k-tree has an 2 k+1 -labeling, but that there exists a 2-tree that does not have a 2-labeling. We would like to determine a precise function f(k) such that every k-tree has an f(k)-labeling but no f(k) ? 1 labeling. A rst step might be to determine the tightness of the 2 k+1 -labeling bound, perhaps by use of experimental results for particular values of k. The existence of a partial 2-tree of size n, for any n, which cannot be labeled with fewer than bn 1=3 c ? 2 intervals 9] indicates that our results on 2-trees cannot be generalized to partial 2-trees. It remains to be determined for which graphs of treewidth two our results hold, and in particular which characteristics of those graphs are being exploited. Our counterexample for a 2-labeling has two nodes of high degree; we would like to be able to determine general relations among treewidth, degree, and the number of intervals needed in any optimal multi-label scheme. Finally, we would like to consider the assumption of dynamic cost links. A graph that has an optimal`-labeling under the distance metric may not be optimal under the assumption of dynamic cost links, since there may exist an assignment of costs to edges which makes the labeling suboptimal. It would be helpful to be able to determine the relationships, if any, between the two settings.
Proof: To prove the rst part of the claim, suppose instead that jZj > 1 and C 6 = AC(u).
Since u is a descendant of C, there exists an ancestor w of u such that C = AC(w) and an element z in C such that u is a descendant of the clique C 0 = (fwg C) ? fzg. Since jZj > 1, C 0 is a clique younger than C such that u is a descendant of C 0 and C 0 \(P Q) 6 = ;, contradicting the minimality of C.
To prove the second part of the lemma, suppose instead that Z = fp i g for some i 6 = 1 and that v were a descendant of C. Since Finally, suppose instead that Z = fg i g for some i 6 = 1 and that v were a descendant of C.
Using the same argument as in the previous paragraph, g 1 , op(v), and v must all be in the same component of the graph induced by G(V ) ?C. Consequently, g 1 must be a descendant of C, with rank greater than that of any node in C, or rank(g 1 ) > rank(g i ), a contradiction. 2
In the remainder of the proof, we can assume that u is a descendant of Q. It su ces to consider the following two cases:
Case 1: u is an ancestor of v. 
C Interval labeling algorithm
In this section we brie y discuss a quadratic-time algorithm for labeling a k-tree using the scheme presented in Section 4. Given that the labeling of a particular graph is a onetime operation and that the primary motivation for designing interval labeling schemes is the e ciency of the subsequent routing, the e ciency of the labeling algorithm is not an important e ciency consideration. The algorithm discussed in this appendix is thus presented at a high level, with the intention of covering the main ideas and ignoring netuning.
In order to e ciently label nodes and edges in an input k-tree G, we rst preprocess the graph, creating a few useful data structures. A perfect elimination ordering for the graph can be determined in linear time 11], and from this we can easily derive parent-child relations and attachment cliques for all nodes. It is not di cult to see that in time O(n log n) we can create a list AC of length jV (G)j containing a pair (attachment clique, node) for each node in the graph, where the nodes in each attachment clique and all pairs in the list and stored in lexicographical order. In addition, we create for each node v a list cc(v) containing in lexicographical order all nodes in children(v) \ cluster(v) (or children(v) \ N(v) for v an original node). All cc lists can be formed in linear time by traversing AC, inserting u in order into cc(v) for each entry in AC with op(u) = v.
The node labeling can be accomplished using a recursive algorithm. The algorithm works through the original nodes from last to rst according to the perfect elimination scheme ordering, for each node x assigning the next segment of available labels to x and cluster(N(x)). In general, to process a node v and nodes in cluster(v) (or cluster(N(x)) for v an original node), the algorithm traverses cc(v) in order, processing each entry u and cluster(u) in turn. Along the way, we store at each node v the largest label used for any node in cluster(v), from which it is easy to later determine the interval occupied by fvg cluster(v).
It is straightforward to see that a constant amount of time is spent on each node, and thus the total time to construct the labeling is O(n).
To construct edge labels, it su ces to extract intervals occupied by vertices and their clusters, as established during the node labeling, and to identify cousins. For a parent p i 6 = op(v) of v, it is possible to nd all cous(v; p i ) by scanning through AC in linear time, at each entry determining whether or not the node in question is in the set and not a child of v.
As each node u 2 cous(v; p i ) ? children(v) is encountered, the interval for fug cluster(u) is included in the set of intervals being determined. Processing labels for other types of edges is similar. Since the label for each edge can be determined in linear time, the fact that a k-tree has O(jV (G)j) edges implies that the labeling can be achieved in quadratic time.
