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Karya tulis ini membahas implementasi sistem pengenalan ucapan dalam bahasa Indonesia dimana suatu 
perangkat membaca file suara lalu ditranslasikan menjadi teks sesuai dengan kata yang diucapkan pada 
file suara tersebut didasarkan pada kata yang sudah dilatih ke dalam sistem. Metode MFCC digunakan 
untuk proses ekstraksi ciri dimana akustik vektor atau vektor ciri direduksi jumlah dimensinya 
menggunakan PCA, lalu hasil ektraksi ciri tersebut diklasterkan dengan algoritma Y. Linde, A. Buzo, dan 
R. Gray (LBG) dan diklasifikasikan menggunakan HMM. Pengurangan dimensi pada vektor akustik atau 
vektor ciri dilakukan karena jumlah dimensi data yang diekstrak dari sinyal suara menggunakan MFCC 
yang tinggi. Metode PCA dipilih karena PCA mampu memproyeksikan data ke space yang bervariansi 
tinggi sehingga data yang redundant atau kurang signifikan bisa direduksi. Selain itu pengurangan 
dimensi pada vektor ciri dapat meningkatkan performansi sistem dikarenakan jumlah dimensi yang 
berkurang akan mengurangi data yang harus dikalkulasi oleh sistem. Hasilnya sistem mampu mengenali 
kata dengan rata – rata akurasi sebesar 80,19%, namun performansi sistem tidak naik secara signifikan 
yaitu paling tinggi hanya sebesar 3,29% untuk proses pelatihan, dikarenakan hanya proses kuantisasi 
vektor yang jumlah data untuk dikalkukasinya berkurang, selain itu proses PCA menambah beban sistem 
yang sebelumnya tidak ada. 
 
Kata kunci : pengenalan ucapan, MFCC, LBG, PCA, HMM 
 
Abstract 
This paper talks about the implementation of speech recognition in Bahasa Indonesia. The system will 
translate audio file into text according to the spoken word that has been trained into the system. MFCC 
method is used for feature extraction where feature vector dimension is reduced with PCA method, then it 
quantized using Y. Linde, A. Buzo, and R. Gray (LBG) and classified with HMM method. The reduction 
of the feature vector dimension is applied because the number of dimension in MFCC feature from 
MFCC method is very high. PCA is chosen because the PCA can project the data into a space where the 
variance is high with the order of the dimension, so the redundant and less important data can be 
reduced. Also, the dimension reduction can affect the system performance, because lesser dimension 
means lesser data to be calculated. The results show that the system can recognizes word with 80.19% 
accuracy, but there is no significant improvement in system performance, the highest improvement is at 
around 3.29% for training process, because only at vector quantization process where the number of data 
has decreased, also the PCA process add process time that wasn’t there before. 
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1. Pendahuluan  
 
Latar Belakang 
Suara merupakan salah satu metode interaksi atau komunikasi antar manusia. Selain itu suara juga 
digunakan untuk berinteraksi antar manusia dengan komputer. Namun, agar perangkat komputer mampu 
berinteraksi melalui suara, perlu adanya suatu sistem pada perangkat yang dapat melakukan pengenalan suara 
manusia, sistem tersebut dinamakan automatic speech recognition [1]. 
Automatic speech recognition atau speech recognition adalah proses pengenalan suara manusia berupa kata 
atau kalimat agar bisa dikenali oleh perangkat komputer untuk berbagai macam kebutuhan, seperti aplikasi 
speech-to-text yang mampu merubah kata atau kalimat yang diucapkan oleh manusia menjadi teks sesuai dengan 
apa yang diucapkannya; aplikasi voice command yang mampu membuat ucapan manusia menjadi penghubung 
untuk mengendalikan perangkat komputer, telpon pintar atau yang lainnya. Perkembangan teknologi speech 
recognition ini sudah dikembangkan sejak tahun 1960-an [1] dan menghasilkan banyak metode dalam 
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pengembangannya, seperti untuk ekstraksi ciri Mel-Scale Frequency Cepstral Coefficient (MFCC) dan untuk 
klasifikasi Hidden Markov Model (HMM). 
Dalam karya tulis ini telah diimplementasikan automatic speech recognition bahasa Indonesia menggunakan 
inputan suara isolated word atau satu kata per waktu [1] berupa nama – nama kota di Indonesia [2,3,4,5,6,7]. 
Metode yang digunakan untuk ekstraksi ciri adalah MFCC dan untuk klasifikasi adalah HMM. Kedua metode 
tersebut sudah banyak digunakan dalam pengembangan sistem pengenalan ucapan dan menghasilkan akurasi 
yang baik [1,8,9,10,11]. Namun terdapat penambahan metode Principal Component Analysis (PCA) setelah 
sinyal suara diubah menjadi vektor ciri untuk mereduksi jumlah dimensi pada vektor cirinya. PCA digunakan 
karena sifat data yang dihasilkan pada ekstraksi ciri MFCC yang kompleks atau berdimensi tinggi [10,12,13]. 
Meski demikian pada fitur MFCC tersebut terdapat banyak sekali redudansi pada datanya [12]. PCA akan 
membantu menyederhanakan data yang redundant dan mengurangi jumlah dimensi pada dataset [10,11,13,14] 
sehingga diharapkan akan dapat mengurangi beban sistem tanpa mengurangi akurasi pendeteksian kata secara 
drastis. 
 
Topik dan Batasannya 
Sinyal suara yang digunakan pada sistem pengenalan ucapan tidak bisa digunakan secara langsung. Untuk 
dapat diolah, sinyal suara harus diekstrak cirinya terlebih dahulu menggunakan algoritma MFCC. Algoritma ini 
sudah banyak sekali digunakan dalam proses ekstraksi sinyal suara dan menghasilkan data yang baik [8]. 
Algoritma MFCC secara sederhana melakukan analisis sinyal suara pada rentang waktu yang singkat lalu 
dikonversikan ke dalam skala mel dan difilter menggunakan Mel-filter bank. Namun, hasil fitur dari proses 
MFCC ini menghasilkan data dengan jumlah dimensi yang tinggi [10,12,13]. Ini dikarenakan banyak sekali 
variabel – variabel yang dapat diekstraksi pada suatu sinyal suara. Secara matematis data tersebut mempunyai 
banyak redudansi antar datanya [12,15]. Maka dari itu algoritma PCA digunakan untuk mereduksi jumlah 
dimensi pada fitur MFCC. PCA mampu membuang data – data yang redundant dan tidak relevan terhadap sifat 
suara yang diucapkan dengan mentransformasikan data ke dalam space dimana dimensi diurutkan berdasarkan 
variansi datanya. Pengurangan dimensi ini berpengaruh terhadap akurasi dan performansi dari sistem.  
Sistem hanya mampu mengenali ucapan berupa isolated word atau satu kata dalam satu waktu yang telah 
dilatih sebelumnya pada proses latih. Selain itu sistem hanya menerima inputan data suara berupa file, tidak 
mampu menerima data suara secara langsung misal menggunakan mikrofon. Data yang akan diinputkan sebatas 
suara orang baik laki – laki maupun perempuan yang menyebutkan sepuluh nama – nama kota yang ada di 
Indonesia yaitu “Aceh”, “Bandung”, “Bengkulu”, “Cilacap”, “Garut”, “Jakarta”, “Klaten”, “Majalengka”, 
“Padang”, dan “Solo”. Selain itu data yang digunakan bersifat environment controlled dimana datanya direkam 
pada studio tertutup sehingga noise pada data suara sangatlah minimal dan intonasi suara formal tanpa ada 
penekanan suara.  
 
Tujuan 
Mengimplementasikan sistem pengenalan ucapan menggunakan algoritma MFCC, LBG dan HMM, lalu 
menganalisa dampak dari pengurangan dimensi pada fitur MFCC dengan algoritma PCA terhadap akurasi dan 
performansi sistem. Pengurangan fitur MFCC akan berdampak pada perubahan akurasi sistem baik mengalami 
peningkatan maupun penurunan. Pengurangan fitur MFCC juga berdampak pada peningkatan performansi 
sistem dikarenakan penurunan dimensi fitur MFCC akan berdampak pada pengurangan data yang harus 
dikalkulasi oleh sistem.  
 
Organisasi Tulisan 
Studi pustaka menjelaskan teori – teori atau algoritma yang digunakan pada sistem yang dibangun. Bagian 
Sistem yang Dibangun menjelaskan secara rinci proses – proses yang terjadi pada sistem baik alur data maupun 
algoritma yang digunakan. Selanjutnya pada bagian Evaluasi menjelaskan mengenai hasil pengujian terhadap 
sistem yang telah dibangun beserta analisanya. Lalu yang terakhir bagian Kesimpulan menyimpulkan bagaimana 
tujuan awal karya tulis ini terhadap hasil analisa keluaran sistem yang telah dibangun.   
 
2. Studi Pustaka 
 
2.1 Mel-Frequency Cepstral Coefficient (MFCC) 
Mel-Frequency Cepstral Coefficient adalah suatu koefisien yang merepresentasikan sinyal suara dimana 
didasarkan pada presepsi pendengaran manusia yang tidak bisa mempersepsikan frequensi suara diatas 1000 hz 
[8,14]. MFCC mempunyai dua buah filter yaitu filter linear yang berfrequensi dibawah 1000 hz dan filter 
logaritmik yang berfrequensi diatas 1000 hz. Proses dari MFCC yaitu : 
a. Pre-emphasis 
Pre-emphasis digunakan untuk meningkatkan suara pada frekuensi tinggi, dikarenakan terdapat lebih 
banyak energi pada frekuensi yang lebih rendah. Persamaannya adalah sebagai berikut : 




 [ ]   [ ]     [   ]       (2.1) 
 
Dimana a merupakan sinyal suara pada n; b merupakan koeffiseien untuk pre-emphasis; dan c merupakan 
panjang sinyal suara. 
b. Framing 
Sinyal suara bersifat stationer pada rentang waktu yang singkat [8]. Maka dari itu agar dapat diolah sinyal 
suara harus dipotong – potong dengan rentang waktu yang singkat, konsep ini disebut juga short time analysis 
[16]. 
c. Windowing 
Proses framing akan mengakibatkan sinyal suara discontinue antar satu frame dengan frame selanjutnya. 
Maka dari itu perlu diperbaiki dengan mengaplikasikan Hamming Window terhadap sinyal suara tersebut. 
Persamaannya adalah sebagai berikut : 
 
 [ ]  {
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Dimana n merupakan sample sinyal suara ke-n; L adalah panjangnya frame atau jumlah sampel dalam satu 
frame. 
d. Discrete Fourier Transform (DFT) / Fast Fourier Transform (FFT) 
Sinyal suara akan diubah ke dalam domain frekuensi dengan menggunakan algoritma Fast Fourier 
Transform. Persamaannya adalah sebagai berikut : 
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Dimana x merupakan sinyal suara pada k frame dan N jumlah sampel pada frame. 
e. Mel-Filter Bank Processing dan Log 
Sinyal suara akan diubah ke dalam skala mel dengan menggunakan persamaan berikut : 
 
   ( )           (   
 




Dimana f  merupakan frekuensi yang akan diubah ke Mel-spectrum. 
Setelah itu sinyal suara akan difilter dengan menggunakan Mel-Filter bank. Mel-Filter bank dibuat sebanyak 
30 filter dimana filter berjarak secara linear pada frekuensi suara di bawah 1000 hz dan secara logaritmik pada 
frekuensi suara di atas 1000 hz [16]. 
f. Discrete Cosine Transform 
Log-mel spectrum kemudian diubah kembali ke domain waktu. 
g. Delta Energy dan Delta Spectrum 
Proses penambahan fitur pada cepstral. Dengan menggunakan persamaan : 
 
       ∑   [ ]
  




Dimana x merupakan sinyal suara pada frame dengan rentang waktu    dan   .  
Proses perhitungan delta dihitung dengan menggunakan persamaan : 
 
 ( )  




Dimana t merupakan waktu; c merupakan fitur MFCC atau cepstral pada t waktu. 
 
2.2 Principal Component Analysis (PCA) 
PCA adalah suatu metode untuk mengekstraksi struktur dari dataset berdimensi tinggi, sehingga menjadi 
dataset dengan dimensi yang lebih rendah, dengan menghilangkan variabel yang tidak berkaitan, namun tetap 
memungkinkan mempertahankan sebanyak mungkin dari variasi yang ada dalam kumpulan dataset [11,12,13]. 
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Caranya dengan merotasi data dengan mencari vektor eigen dan nilai eigen pada suatu dataset, lalu dataset 
diurutkan berdasarkan nilai eigen-nya dan diproyeksikan dengan vektor eigen-nya. Nilai eigen adalah suatu 
angka yang menunjukan besarnya persebaran data (variance) sedangkan vektor eigen adalah suatu vektor yang 
akan membagi dataset menjadi data yang paling tersebar, vektor eigen dengan nilai eigen terbesar akan menjadi 
komponen utamanya (principal component) [11,12,13]. Tahap dari proses algoritma PCA adalah sebagai berikut 
: 
a. Mencari rata - rata  
Menghitung nilai rata-rata dengan menggunakan persamaan : 
 
 ̄   
 
 
∑   
 




Dimana     merupakan data pada baris j dan kolom i dengan jumlah kolom atau dimensi sebesar n. 
b. Mencari co-variance 
Menghitung nilai co-variance dengan menggunakan persamaan : 
 
   (   )   
 
   
∑(     ̄)(     ̅)
 
   
  
(2.8) 
   
Dimana x dan y merupakan dimensi data pada index x dan y; n merupakan jumlah dimensi data;  ̄ dan  ̅ 
merupakan rata – rata fitur MFCC pada x dan y. 
Setelah didapatkan co-variance maka perlu dicari vektor eigen (φi) dan nilai eigen (ψi) dengan 
menggunakan persamaan : 
 
          (2.9) 
 
Dimana C merupakan matriks co-variance;    merupakan vektor eigen pada index i; dan    merupakan 
nilai eigen pada index i. 






   
    
(2.10) 
 
Dimana    merupakan nilai eigen pada index i; M merupakan dimensi matriks co-variance; dan    
merupakan vektor eigen pada index i. 
c. Urutkan vektor  
Setelah didapatkan vektor eigen dan vektor eigen-nya lalu vektor eigen diurutkan berdasarkan dari nilai 
eigen dari terbesar ke terkecil. 
d. Ambil N-dimensi data yang akan dipertahankan 
Vektor eigen akan dipilih berdasarkan jumlah dimensi yang diinginkan. 
e. Proyeksikan data awal ke eigenspace. 
Data awal dikalikan dengan vektor eigen dengan jumlah dimensi yang diinginkan. Hasilnya adalah data 
yang telah direduksi oleh PCA. 
 
        (2.11) 
 
Dimana A merupakan matriks yang akan direduksi; dan    merupakan vektor eigen dengan k element 
(Dimensi yang akan dihasilkan setelah reduksi). 
 
2.3 Kuantisasi Vektor 
Kuantisasi Vektor adalah proses pemetaan vektor dari kumpulan vektor menjadi region dalam suatu ruang 
(data) [16,17]. Tujuan dari penggunaan kuantisasi vektor adalah mengurangi jumlah vektor yang ada dengan 
menghitung titik tengah (centroid/codeword) dari kumpulan vektor yang serumpun (cluster), sehingga akan 
mengurangi jumlah data yang ada. Kumpulan dari centroid/codeword disebut dengan codebook [16]. Algoritma 
kuantisasi vektor yang digunakan adalah algoritma Y. Linde, A. Buzo, dan R. Gray (LBG). 
LBG adalah metode yang digunakan untuk mencari centroid pada proses kuantisasi vektor yang diciptakan 
oleh sekelompok orang bernama Y. Linde, A. Buzo, dan R. Gray pada tahun 1980 [9,16]. Pengelompokan data 
dilakukan dengan cara mencari jarak terdekat antara data dengan centroid dengan menggunakan persamaan 
Euclidean Distance. Tahap dari proses algoritma LBG adalah sebagai berikut [16,18]:  
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a. Inisialisasi Codebook 
Inisialisasi codebook dengan satu centroid. Posisi centroid didasarkan pada semua dataset yang ada. 
b. Gandakan Codebook 
Gandakan jumlah centroid yang ada pada codebook dengan parameter yang telah ditetapkan. 
c. Pasangkan vektor dengan centroid terdekat 
Pasangkan semua dataset dengan centroid terdekatnya menggunakan persamaan Euclidean Distance [17,19] 
sebagai berikut : 
 
 (   )   √(     )  (     )    (     )  (2.12) 
 
Dimana p merupakan vektor data dan q merupakan vektor centroid. 
d. Perbaharui centroid 
Perbaharui posisi semua centroid pada codebook berdasarkan dari semua posisi data yang berpasangan 
dengan centroid-nya. 
e. Hitung distorsi 
Hitung perubahan posisi rata-rata centroid. 
f. Ulangi  
Jika distorsi belum melebihi dari threshold-nya maka proses berulang ke tahap c. Jika jumlah centroid 
belum sesuai dengan yang diharapkan maka proses akan berulang ke tahap b.  
 
2.4 Hidden Markov Model 
Hidden Markov Model merupakan varian dari finite state machine dimana current state tidak bisa diamati 
(hidden) namun setiap state menghasilkan output atau emisi berupa simbol yang bisa diamati [20]. HMM 
terbentuk dari beberapa variabel yaitu N adalah jumlah state dalam suatu model Markov; M adalah jumlah 
simbol yang ada pada suatu observation sequence yang dapat diinputkan ke dalam suatu model Markov; A 
adalah probabilitas state transisi; B adalah probabilitas distribusi simbol pada suatu state; dan   adalah 
probabilitas inisial state pada suatu model markov. HMM biasa ditulis seperti dibawah ini : 
 
   (     ) (2.13) 
 
Dimana A merupakan probabilitas transisi state; B merupakan probabilitas emisi simbol pada suatu state; 
dan   merupakan probabilitas inisial state. 
  
Terdapat dua algoritma utama yang digunakan untuk proses latih dan uji yaitu algoritma forward-backward 
untuk proses latih dan algoritma viterbi untuk proses uji. 
a. Algoritma forward 
i. Inisialisasi 
 
  ( )      (  )                     (2.14) 
 
Dimana   ( ) merupakan variabel inisial alpha pada state i;    merupakan nilai probabilitas inisial state i; 
  (  ) merupakan nilai probabilitas variabel emisi pada state i dengan inputan obervation sequence   ; dan N 




    ( )  [∑  ( )   
 
   
]   (    ) 
(2.15) 
 
Dimana     ( ) merupakan nilai variabel alpha pada waktu t + 1 dengan next state j;   ( ) merupakan nilai 
variabel alpha pada waktu t dengan inputan next state j; dan   (    ) merupakan nilai probabilitas emisi pada 
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Dimana  ( | ) merupakan nilai probabilitas model   jika diberikan observation sequence O; dan   ( ) 
merupakan nilai variabel alpha pada state i. 
 
b. Algoritma backward 
i. Inisialisasi 
 
  ( )                          (2.17) 
 




  ( )  ∑   
 
   
  (    )    ( ) 
(2.18) 
 
Dimana   ( ) merupakan variabel beta pada waktu t dan state i;     merupakan nilai probabilitas transisi 
pada current state i dan next state j;   (    ) merupakan nilai probabilitas emisi pada next state j jika diberikan 
inputan observation sequence     ; dan     ( ) merupakan nilai variabel beta pada waktu     dengan inputan 
next state j. 
c. Algoritma Viterbi 
Algoritma Viterbi ini akan mencari state sequence (state mana saja yang dilalui) yang menghasilkan 
probabilitas tertinggi pada suatu HMM jika diberikan suatu obervation sequence [20]. Nilai dari probabilias ini 
yang akan dibandingkan untuk setiap model yang ada pada proses pengujian. Algoritmanya adalah sebagai 
berikut : 
i. Inisialiasi 
  ( )       (  )                     (2.19) 
  ( )         dddddd  (2.20) 
 
Dimana   ( ) merupakan nilai probabilitas awal pada state i (state i sebagai inisial state) dengan nilai 
probabilitas inisial state    , dan nilai probabilitas emisi   (  ) jika diberikan inputan observation sequence    
pada state i.  
 
ii. Rekursi 
  ( )     
        
[    ( )   ]  (  )                      
                                                                                    
 
(2.21) 
  ( )        
        
[    ( )   ]                              




Dimana   ( ) merupakan nilai probabilitas pada waktu t dan state j, lalu dicari nilai tertinggi probabilitas 
pada waktu t – 1 yang telah dikalikan dengan probabilitas transisi     lalu dikalikan dengan probabilitas emisi 
pada state j jika diberikan inputan obervation sequence    dengan T adalah jumlah observation sequence dan N 
adalah jumlah state.   ( ) merupakan state yang menghasilkan probabilitas tertinggi pada waktu t dan state j. 
 
iii.  Terminasi 
       
       
[  ( )]  (2.23) 
  
         
        
[  ( )]  (2.24) 
 
Dimana    merupakan nilai probabilitas dengan sequence state yang menghasilkan probabilitas tertinggi 
dan   
  merupakan state sequence-nya. 
 
iv.  Path  
  
       (    
 )         t = T – 1, T – 2, ... , 1       (2.25) 
 
Dimana   
  merupakan hasil akhir state sequence pada waktu t;      merupakan state yang telah dicari 
simpan sebelumnya pada waktu t + 1 jika diberikan inputan next state-nya      
  . 




3. Sistem yang Dibangun 
Berikut ini adalah diagram sistem secara umum : 
 
Gambar 3.1 Diagram Alur Keseluruhan Sistem 
Sistem yang dibangun berupa aplikasi komputer desktop yang berjalan pada Java Virtual Machine. Sistem 
terdiri dari dua proses yaitu pelatihan dan pengujian. Pada proses pelatihan sistem akan membaca data latih lalu 
menyimpan data – data hasil pelatihan ke dalam media penyimpanan yang nantinya akan dimuat ke dalam sistem 
untuk proses pengujian. Sistem pengenalan ucapan ini terdiri dari lima bagian yaitu praproses, ekstraksi ciri, 
reduksi dimensi, vektor kuantisasi/klasterisasi dan klasifikasi.  
 
3.1 Praproses 
Pada praproses semua data suara baik untuk proses pelatihan maupun pengujian akan dihilangkan bagian 
heningnya (silence) dengan menggunakan algoritma End Point Detection. Proses ini dilakukan untuk 
menghilangkan sinyal suara yang kosong sehingga data sinyal suara yang tidak penting akan dihilangkan. Proses 
berulang untuk semua file yang akan dilatih atau diuji ke dalam sistem. 
 
3.2 Ekstraksi ciri 
Pada tahap ini sinyal suara akan diekstrak cirinya dengan menggunakan MFCC. Prosesnya digambarkan 
dengan diagram berikut ini : 
 
 
Gambar 3.2 Diagram Alur Proses Ekstraksi Ciri Dengan Algortima MFCC 
Sinyal suara akan dipotong – potong menjadi frame dengan rentang waktu 21 millisekon dan ditumpuk 
dengan jarak 10 milisekon. Masing – masing frame akan dikalikan dengan Hamming Window dengan Persamaan 
2.2. Sinyal suara kemudian diubah ke dalam domain frekuensi dengan algoritma Fast Fourier Transform dengan 
Persamaan 2.3 lalu dikonversi ke dalam skala mel dan difilter dengan Mel-filter bank dengan jumlah 30, dimana 
frekuensi terendahnya 80 hz dan tertingginya 48000 hz. Kemudian sinyal suara akan dikembalikan ke dalam 
domain waktu dengan DCT. Setelah diambil 12 koeffisien cepstral lalu diekstrak energinya sebanyak 1 dimensi. 
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sehingga total dimensi fitur MFCC yang diekstrak untuk setiap frame sinyal suara adalah sebanyak 39 dimensi. 
Proses berulang untuk semua frame pada semua sinyal suara yang diinputkan. 
  
3.3 Reduksi dimensi 
Berikut ini adalah diagram proses reduksi dimensi menggunakan algoritma PCA : 
 
Gambar 3.3 Diagram Alur Proses Reduksi Dimensi Menggunakan Algoritma PCA 
Data input untuk proses ini adalah semua fitur MFCC untuk semua file suara pada data latih. Data akan 
dinormalisasi dengan cara mengurangi semua data dengan rata-ratanya. Kemudian akan dicari nilai covariance-
nya untuk semua dimensi data. Setelah itu dicari vektor eigen dan nilai eigen-nya dengan menggunakan 
Eigenvalue Decomposition. Nilai eigen akan menentukan kandungan informasi yang ada pada suatu dimensi, 
dikarenakan semakin tinggi nilai eigen maka data pada dimensi tersebut sangat bervariasi [11,13]. Vektor eigen 
akan diurutkan berdasarkan nilai eigen-nya. Pada tahap ini proses reduksi dimensi dilakukan dengan cara 
mengambil vektor eigen sesuai dengan dimensi data yang ingin dihasilkan, lalu vektor eigen akan dikalikan 
dengan data awal yang telah dinormalisasi. Data vektor eigen ini akan disimpan ke dalam database sistem untuk 
proses pengujian.  
Data akustik vektor yang telah direduksi dimensinya pada proses reduksi dimensi ini yang akan digunakan 
untuk proses vektor kuantisasi.  
 
3.4 Klasterisasi (Kuantisasi Vektor) 
Proses kuantisasi vektor digambarkan dengan diagram berikut ini : 
 
Gambar 3.4 Diagram Alur Proses Klasterisasi Dengan Algoritma LBG 
Jenis HMM yang digunakan untuk proses klasifikasi adalah diskret HMM dimana pada jenis ini HMM 
hanya bisa menerima inputan berupa simbol – simbol diskret sehingga vektor akustik berupa kumpulan fitur 
MFCC yang telah dihasilkan proses ekstraksi ciri harus dikonversikan ke dalam simbol diskret dengan kuantisasi 
vektor menggunakan algoritma LBG. 
Pada proses kuantisasi vektor sistem akan mengambil inputan berupa kumpulan akustik vektor untuk semua 
data latih dan memprosesnya menjadi codebook. Pertama akan dicari centroid awal sebanyak satu yang 
didasarkan pada semua data latih yang ada. Lalu, centroid akan digandakan dengan parameter split sebesar 
0,005. Setelah itu semua data akan dipasangkan dengan centroid terdekatnya menggunakan Persamaan 2.12. 
Posisi centroid akan diperbaharui dan dihitung distorsinya. Jika distorsi belum melebihi threshold-nya maka 
proses akan berulang lagi ke proses Pasangkan Data dengan Centroid Terdekat,  jika jumlah centroid belum 
sesuai dengan yang diinginkan yaitu 256 maka proses akan berulang ke proses Gandakan Centroid. Data 
kumpulan centroid yang disebut dengan codebook ini akan disimpan ke dalam database untuk digunakan pada 
proses pengujian. 
Setelah codebook dihasilkan maka setiap frame dalam akustik vektor atau fitur MFCC akan dikonversi 
menjadi simbol – simbol dengan cara memasangkannya dengan centroid terdekat, lalu diambil nomor urut 
centroid tersebut dalam kumpulan centorid pada codebook. Proses ini akan menghasilkan kumpulan observation 
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sequence untuk setiap file suaranya yang akan digabungkan untuk semua kelas yang sama (kata yang sama) 
untuk melatih model kata pada proses klasifikasi. 
 
3.5 Klasifikasi 
Proses klasifikasi digambarkan dengan diagram berikut ini : 
 
Gambar 3.5 Diagram Alur Proses Klasifikasi 
Pada proses pelatihan model kata akan dilatih dengan cara menginputkan observation sequence atau 
kumpulan simbol – simbol dari proses kuantisasi vektor untuk kata yang sama, kemudian dilatih dengan 
menggunakan algoritma forward-backward. Tiap iterasinya akan dihitung alpha dan beta-nya yang akan 
menjadi salah satu komponen untuk melatih parameter emisi dan transisi untuk model kata tersebut. Proses 
diulangi sebanyak 25 kali dan diulangi untuk masing – masing kata sampai semua model kata yang akan dilatih 
terbentuk.  
Pada proses pengujian akurasi dihitung dengan cara menginputkan obervasion sequence dengan semua 
model kata yang telah dilatih ke dalam sistem dan dihitung berapa probabilitas observation sequence tersebut 
dihasilkan oleh model kata tersebut menggunakan algoritma Viterbi. Hasil probabilitas tersebut akan 
dibandingkan dengan semua probabilitas model kata yang ada pada sistem. Probabilitas tertinggi yang akan 
menjadi hasil akhirnya. 
 
3.6 Skenario Pengujian 
Pengujian dilakukan dengan cara membagi data menjadi beberapa kelas antara dua sampai sepuluh kelas. 
Masing – masing kelas merepresentasikan jumlah kata yang dilatih pada sistem. Sistem dua kelas akan dilatih 
dengan kata “Aceh” dan “Bandung” sedangkan sistem tiga kelas akan dilatih dengan kata “Aceh”, “Bandung”, 
dan “Bengkulu” begitu juga seterusnya.  
Pengurangan dimensi dilakukan dengan cara mengurangi dimensi fitur MFCC dari default-nya sebesar 39 
dimensi ke 34, 29, 24, 19, 14, 9, 5, 4, 3, 2 dan 1 dimensi.  
Perhitungan akurasi dilakukan dengan cara menjumlahkan kata yang berhasil dikenali dengan benar dibagi 
dengan jumlah kata yang diujikan. 
Pengujian performansi dilakukan dengan cara menghitung selisih waktu dalam milisekon ketika program 
mulai, setelah proses ekstraksi ciri selesai, setelah proses reduksi dimensi selesai, setelah proses kuantisasi 
vektor selesai dan setelah proses klasifikasi selesai. Perhitungan waktu diulang sebanyak lima kali untuk proses 




4.1 Hasil Pengujian 
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b. Persentase kumulatif jumlah pesebaran data berdasarkan rata-rata nilai eigen pada semua kelas dataset 
 
 
Gambar 4.2 Persentase Kumulatif Jumlah Nilai Eigen 
c. Tabel performansi sistem untuk proses pelatihan dan pengujian 
 














39 103,19 1,33 0 0 
34 101,21 1,25 1,92 6,02 
29 100,16 1,28 2,94 3,76 
24 100,1 1,25 2,99 6,02 
19 99,79 1,32 3,29 0,75 
14 100,39 1,25 2,71 6,02 
9 99,94 1,3 3,15 2,26 
4 99,85 1,24 3,24 6,77 
1 99,84 1,25 3,25 6,02 
 
 
4.2 Analisis Hasil Pengujian 
Dari pengujian di atas, terlihat bahwa sistem sudah mampu mengenali ucapan dengan baik dengan rata-rata 
akurasi sistem sebesar 80,19%. Pada Tabel Akurasi Sistem Lengkap di Lampiran 2 terlihat bahwa persentase 
tertinggi pada sistem tanpa pengurangan dimensi fitur MFCC ada pada sistem dengan 2 dan 3 kelas dengan 
akurasi sebesar 100% dan akurasi terendahnya ada pada sistem dengan 7 kelas dengan 71,42%. Rata – rata untuk 
sistem tanpa pengurangan dimensi fitur MFCC adalah sebesar 86,1%. Berdasarkan hasil akurasi sistem tersebut 
dapat diketahui bahwa algoritma MFCC untuk ekstraksi ciri; LBG untuk kuantisasi vektor; dan HMM untuk 
klasifikasi sudah sangat baik untuk digunakan sebagai algoritma dalam pembangunan sistem pengenalan ucapan. 
Berdasarkan grafik pada Gambar 4.1 terlihat bahwa akurasi sistem cenderung konstan pada akurasi lebih 
dari 80%, hingga jumlah fitur MFCC berada pada 2 dimensi ke bawah terjadi penurunan akurasi masing - 
masing sekitar 20%. Ini dikarenakan berdasarkan rata – rata nilai eigen untuk semua dataset pada grafik di 
Gambar 4.2 terlihat bahwa 81% data berkumpul pada tiga dimensi pertama fitur MFCC. Maka dari itu 
pengurangan dimensi hingga dimensi berjumlah di bawah tiga akan berakibat data tersisa sebanyak 72% untuk 2 
dimensi dan 61% untuk 1 dimensi. Kehilangan banyak data berakibat pada penurunan akurasi sistem secara 
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Performansi sistem secara keseluruhan tidaklah berubah secara drastis, peningkatan performansi rata - rata 
adalah sebesar 2,9% untuk proses pelatihan dan 4,7% untuk proses pengujian. Ini dikarenakan hanya proses 
kuantisasi vektor yang mengalami jumlah penurunan jumlah data untuk dikalkulasi, pada proses klasifikasi 
akustik vektor sudah diubah ke dalam bentuk obervation sequence sehingga tidak terjadi perubahan data baik 
sebelum pengurangan dimensi maupun sesudahnya. Selain itu proses pengurangan dimensi menambah beban 
komputasi sistem rata-rata sebesar 293,5 milisekon pada proses pelatihan.  
 
5. Kesimpulan 
Berdasarkan sejumlah pengujian yang telah dilakukan, metode MFCC, LBG dan HMM sudah sangat baik 
untuk digunakan dalam pembangunan sistem pengenalan ucapan untuk inputan data isolated-word atau satu kata 
per waktu. Pengurangan jumlah dimensi pada fitur MFCC berpengaruh terhadap akurasi sistem. Ini dikarenakan 
jumlah dimensi fitur MFCC berpengaruh terhadap jumlah data yang merepresentasikan suatu kata pada sinyal 
suara. Jumlah dimensi yang optimal untuk menghasilkan sistem berakurasi paling tinggi namun tetap memiliki 
performansi yang tinggi adalah fitur MFCC dengan jumlah 5 dimensi. Dimana pada 5 dimensi pertama ini fitur 
MFCC sudah mencakup 90% dari total data yang ada pada fitur MFCC berjumlah 39 dimensi. Jumlah dimensi 
paling tinggi tidak menjamin bahwa akurasi akan paling tinggi. Ini dikarenakan tidak semua variabel yang dapat 
diekstrak pada proses ekstraksi ciri akan berguna untuk proses pengenalan kata. Penggunaan fitur MFCC dengan 
jumlah dimensi 2 dan 1 tidak direkomendasikan, dikarenakan pada jumlah dimensi ini fitur MFCC sudah 
kehilangan terlalu banyak data sehingga berakibat pada penurunan akurasi sistem secara drastis. 
Pengurangan dimensi fitur MFCC tidak meningkatkan performansi secara signifikan, ini dikarenakan hanya 
proses kuantisasi vektor yang mengalami penurunan jumlah data untuk dikalkulasi, sedangkan pada proses 
klasifikasi, data sudah diubah ke dalam bentuk obervation sequence sehingga tidak terjadi perubahan data 
sebelum pengurangan maupun sesudah pengurangan dimensi pada fitur MFCC. Selain itu, proses reduksi 
dimensi menambah beban sistem yang sebelumnya tidak ada jika tidak dilakukan reduksi dimensi.   
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2. Tabel akurasi sistem lengkap 
 
Akurasi Kelas   
Dimensi 
MFCC 




39 100 100 95 92 73,3 71,42 85 82,2 76 86,1 
34 100 100 90 88 76,6 71,42 75 75,5 80 84,06 
29 100 100 95 96 76,6 80 77,5 80 86 87,9 
24 100 93,3 95 92 76,6 68,57 80 82,2 88 86,19 
19 100 80 95 88 83,3 80 75 75,55 86 84,76 
14 100 100 95 88 80 77,14 77,5 84,4 78 86,67 
9 100 93,3 100 92 73,3 80 85 84,4 72 86,67 
5 100 93,3 95 100 83,3 71,42 90 75,5 86 88,28 
4 90 93,3 90 92 73,3 71,42 72,5 77,7 78 82,02 
3 100 80 90 84 76,6 74,28 77,5 71,1 84 81,94 
2 100 80 75 60 60 51,42 47,5 46,6 52 63,61 
1 80 60 45 44 40 40 35 26,6 26 44,07 






























39 11659 0 856,2 90672 103,19 91,53 
34 10128 301,2 650,8 90125,4 101,21 91,08 
29 9651,2 301 571,2 89637,4 100,16 90,51 
24 9585,4 247,4 467,8 89794,8 100,1 90,51 
19 9378,2 226,8 363,4 89819 99,79 90,41 
14 9810,4 336 297 89943,2 100,39 90,58 
9 9368,2 290,6 250,2 90030,4 99,94 90,57 
4 9560,4 238,6 187 89863,6 99,85 90,29 
1 9575 385,6 113,8 89765,6 99,84 90,27 
 
















39 1278,2 0 10,8 41,6 1,33 0,05 
34 1054,4 162,2 7,8 27,6 1,25 0,2 
29 1080 163,8 8,2 25 1,28 0,2 
24 1056,4 158 7,6 23,8 1,25 0,19 
19 1122,6 167,6 7,8 22,8 1,32 0,2 
14 1056,8 165,8 7,2 21,6 1,25 0,19 
9 1107,2 160,4 7,6 22 1,3 0,19 
4 1051,4 157,2 8 20 1,24 0,19 
1 1053,4 169 8,2 20,2 1,25 0,2 
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