The Classical Family Algebra of the Adjoint Representation of $sl(n)$ by Tai, Matthew
ar
X
iv
:1
30
6.
08
67
v1
  [
ma
th.
RT
]  
4 J
un
 20
13
THE CLASSICAL FAMILY ALGEBRA OF THE ADJOINT
REPRESENTATION OF sl(n)
MATTHEW TAI
Table of Contents
Abstract
Notation
1: The Problem
2: Generators and Relations
3: Sufficiency of the Generators
4: Proof of the Relations
5: Natural Generators
6: Generalized Exponents
References
Abstract
For the simplie Lie algebra g = sl(n,C) we find a set of generators and relations
for the classical family algebra (End(g) ⊗ S(g))G as an algebra over the ring I(g).
From these we can then determine a I(g)-linear basis of the family algebra, and
thus the generalized exponents of the irreducible components of End(g) viewed as
a g-module.
Notation
g a simple Lie algebra over C
G the corresponding adjoint Lie group to g
Unless marked with a weight, pi indicates the defining representation.
ωi are fundamental weights of g, ω1 corresponds to the defining representation pi
All traces are taken with respect to the defining representation.
xα, xβ , . . . Greek letters indicate elements of g
k, l, n, d Roman letters indicate integers
{xα} a basis of g, {x
β} the dual basis such that
〈
xβ , xα
〉
= δβα
Kαβ = tr(pi(xα)pi(xβ)). K
αβ is the corresponding entry in the matrix inverse of K.
Kαβ is the Killing form up to a scaling, so we simply refer to both as the Killing
form.
∂α = ∂
∂xα
, considering xα as coordinate functions on g
∗
1: The Problem
Given a simple Lie algebra g over C, we can consider the universal enveloping
algebra U(g) as a g-module under the action induced from the adjoint action on
itself. As a g-module, U(g) is isomorphic to Sym(g) = Pol(g∗), the polynomial
functions on g∗, and in turn C[g∗], C adjoin the basis elements of g, treated as
1
2 MATTHEW TAI
commuting variables.
As a g-module, C[g∗] splits as I(g)⊗H(g), where I(g) = C[g∗]G is the subalgebra
of polynomials invariant under the adjoint action, and H(g) is the subalgebra of
polynomials annihilated by all left-invariant differential operators on G = exp(g)
with constant coefficients and no constant term. The structure of I(g) is well-known
[11], so the interesting question is about H(g).
As H(g) is a graded g-module, it decomposes into homogeneous irreducible finite-
dimensional g-modules, and the degrees in which a module of a given isotopy type
appears are called the generalized exponents of that module. Thus finding the gen-
eralized exponents of the modules gives insight into the structure of H(g), and thus
into C[g∗], Sym(g) and U(g) [7].
The generalized exponents can be calculated via the q-analogue of Kostant’s multi-
plicity formula ([3,4,5,8,10]), expanding modules via resolutions by Verma modules,
but this is unwieldy due to needing to sum over the Weyl group of g and the calcu-
lation of the Kostant partition function [6]. Instead, Kirillov found a set of algebras
that contain finitely many different isotypic components as g-modules, so that the
structures of these algebras could yield another way to calculate the generalized
exponents.
Given a finite dimensional representation (piλ, Vλ) of g we can look at the endomor-
phisms of Vλ as a vector space, End(Vλ). piλ induces a representation (Πλ, Vλ) of G.
Then G acts on End(Vλ) by an action piλ(g)(A) = Πλ(g)AΠλ(g
−1) and on C[g∗] by
an action induced from the adjoint action on g, and hence acts on End(Vλ)⊗C[g
∗].
In [6], Kirillov defines the classical family algebra
Cλ(g) = (End(Vλ)⊗ C[g
∗])G
the elements of End(Vλ) ⊗ C[g
∗] invariant under this action. The invariant poly-
nomials I(g) inject into this algebra as IdVλ ⊗ P for P ∈ I(g), and hence we get
that Cλ(g) is a free I(g)-module. The image of I(g) is central so we treat I(g) as
the scalar ring of the family algebra.
We can consider End(Vλ) as a g-module, and hence it decomposes into a number
of irreducible g-modules End(Vλ)µ with highest weight µ. An element A ∈ Cλ(g)
is called harmonic if there is a µ such that A ∈ (End(Vλ)µ ⊗H(g))
G and A is ho-
mogeneous. Since A is g-invariant, its polynomial part is in H(g)wmax(−µ), which
is isomorphic as an g-module to H(g)µ via the Killing form. Hence the existence of
a non-zero harmonic element A with corresponding weight µ implies the existence
of a Vµ-isotypic component of H(g) that is homogeneous with degree deg(A). In
fact, a I(g)-linear basis of Cλ(g) comprised of harmonic elements has exactly one
basis element for each generalized exponent of the subrepresentations of End(Vλ).
In this paper we will be finding the algebraic structure of Cω1+ωn−1(sl(n,C)), the
classical family algebra for the adjoint representation (V = g) of the algebras
sl(n) = An−1. For n = 2 and 3, the structure of the family algebra has already
been worked out by [9], so this paper will assume n ≥ 4. As an example, we will
use n = 4.
2: Generators and Relations
Consider first the family algebra for piλ = pi, the defining representation; thus V
is n-dimensional, End(V ) is the set of n×n matrices and the family algebra consists
of polynomial-valued n × n matrices. In this algebra define F = pi(xα) ⊗K
αβxβ ,
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an n× n matrix whose entries are degree 1 polynomials in g∗. Note that tr(F 2) =
Kαβxαxβ . We then define the symmetrized Casimir elements ck = tr(F
k) and,
using the Cayley-Hamilton theorem, define dk by
Fn =
n−2∑
k=0
dn−kF
k
Note that c0 = n, c1 = dn−1 = 0, and that we can go from the ck to the dk via
the Newton formulae. By [11], I(g) = C[c2, . . . , cn]. For the rest of this paper, ck
is considered to have degree k.
Example: for n = 4, d1 = 0, d2 =
c2
2 , d3 =
c3
3 , d4 =
c4
4 −
c22
8 .
Switching now to the family algebra for the adjoint representation, we have the
isomorphism End(g) ∼= g ⊗ g∗ and hence elements of the family algebra can be
written as
xα ⊗ x
β ⊗ Pαβ
for xα ∈ g, x
β ∈ g∗, and hence xα ⊗ x
β ∈ End(g), and Pαβ ∈ C[g
∗]. Using this
isomorphism, we can refer to the xα and x
β as coordinates for the entries in a matrix
in End(g). We can also write an element of the family algebra just by specifying the
polynomial part, {Pαβ }, with the coordinates implied by the uncontracted indices
on the polynomial part. Multiplication of elements of the algebra is given by
(xα ⊗ x
β ⊗ Pαβ )(xγ ⊗ x
δ ⊗Qγδ ) = xα ⊗ x
δ ⊗ Pαβ Q
β
δ
or, in terms of just the polynomial data,
({Pαβ }{Q
γ
δ})
ǫ
ζ = {P
ǫ
ηQ
η
ζ}
If every polynomial in the polynomial part of an element of the family algebra is of
degree k, we say that the elemet of the family algebra has degree k.
Theorem 1. (Generators) The following three elements generate the family al-
gebra over I(g):
L = xα ⊗ x
β ⊗Kαγtr(pi(xβ)pi(xγ)F )
R = xα ⊗ x
β ⊗Kαγtr(pi(xγ)pi(xβ)F )
S = xα ⊗ x
β ⊗Kαγxβxγ
where the traces are taken considering pi(xβ), pi(xγ) and F as polynomial-valued
n× n matrices.
The polynomial parts of L and R are degree 1 polynomials, as pi(xβ) and pi(xγ)
both have scalar entries and F takes entries in degree 1 polynomials. The polyno-
mial parts of S are degree 2 polynomials.
For the relations, first we define for concision the following notation:
Let
Lk = L
k +
1
n

 ∑
λ⊢k,|λ|>1

 |λ|∏
i>2
cλi
n

Lλ1−1SRλ2−1


Rk = R
k +
1
n

 ∑
λ⊢k,|λ|>1

 |λ|∏
i>2
cλi
n

Lλ1−1SRλ2−1


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where λ ranges over compositions. As will be shown below,
Lk = xα ⊗ x
β ⊗Kαγtr(pi(xβ)pi(xγ)F
k)
Rk = xα ⊗ x
β ⊗Kαγtr(pi(xγ )pi(xβ)F
k)
Example: for n = 4,
L1 = L, R1 = R, L2 = L
2 +
1
4
S, R2 = R
2 +
1
4
S
L3 = L
3 +
1
4
(LS + SR), R3 = R
3 +
1
4
(LS + SR)
L4 = L
4 +
1
4
(L2S + LSR+ SR2) +
1
16
c2S
R4 = R
4 +
1
4
(L2S + LSR+ SR2) +
1
16
c2S
For all n, we get the following relations:
Theorem 2. (Relations) The following relations are sufficient for defining the
family algebra with the generators above
LR = RL, LS = RS, SL = SR
SLkRlS = −n
∑
λ⊢k+l+2
|λ|∏
i
(
−
cλi
n
)
S
Ln =
n−2∑
k=0
dn−kLk, Rn =
n−2∑
k=0
dn−kRk
n−1∑
l=0
Ln−1−lRl =
n−3∑
k=0
dn−k−1
k∑
l=0
Lk−lRl
Note that these relations are not independent. The SLkRlS relations become
redundant when k + l exceeds n− 1. The Ln relation minus the Rn relation gives
the LkRl relation times L−R, and hence the three relations are not independent.
Here I give both the Ln and Rn relation because each of them is easier to prove
individually than any linear combination of them that isn’t a multiple of the LkRl
relation.
Example: for n = 4, we get
SS = c2S, SLS = SRS = c3S, SL
2S = SLRS = SR2S = (c4 − c
2
2/4)S
SL3S = SL2RS = SLR2S = SR3S = (c5 −
2
4
c2c3)S =
c2c3
3
S
L4 +
1
4
(L2S + LSR+ SR2) +
1
16
c2S =
c2
2
(L2 +
1
4
S) +
c3
3
L+
c4
4
−
c22
8
R4 +
1
4
(L2S + LSR+ SR2) +
1
16
c2S =
c2
2
(R2 +
1
4
S) +
c3
3
R+
c4
4
−
c22
8
L3 + L2R+ LR2 +R3 =
c2
2
(L +R) +
c3
3
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3: Sufficiency of the Generators
Note that for T a (1, k+1) tensor built from the Killing form, structure constants
and Casimir elements and P ∈ C[g∗]G, the expression
xα ⊗ x
β ⊗ Tαβγ1...γk∂
γ1 . . . ∂γkP
will always be invariant and hence an element of the family algebra, since ∂α trans-
forms as a (1, 0) tensor.
We define (xα)
b
a to be the a, b entry of pi(xα). We define the object
tα1α2···αk = tr(pi(xα1 )pi(xα2 ) · · ·pi(xαk)) = (xα1 )
a2
a1
(xα2)
a3
a2
· · · (xαk)
a1
ak
so that
ck = tr(F
k) = tα1α2···αk
∏
i
Kαiβixβi
Note that the structure constants, defined by [xα, xβ ] = f
γ
αβxγ , can be written as
fγαβ = CK
δγ(tαβδ − tβαδ)
for some constant C. Also note that any trace that isn’t fully symmetrized can
be expressed in terms of symmetrized traces and structure constants [1] so all of
the invariants can be written in terms of traces and the Killing form. Hence our
generators, built from traces and the Killing form, are all in the family algebra.
For any Lie algebra g, we have a projection operator from End(V ) = V ⊗ V ∗ to
the adjoint subspace, given by
Projb,da,c(vb ⊗ v
a) = vd ⊗ v
c ∈ g
For sl(n), this projector
Projb,da,c = (xα)
b
aK
αβ(xβ)
d
c = δ
d
aδ
b
c −
1
n
δbaδ
d
c
which can be read as removing the trace/n times the identity from operators from
V to V , i.e. the standard projection from gl(n) = End(V ) to sl(n).
The proof that the generators given generate the whole algebra follows from two
lemmas.
Lemma 1. Any expression of traces contracted to each other via the Killing form
can be expressed as a polynomial in uncontracted traces
Proof. If we have tα1···αkK
α1β1tβ1···βl , we can use the projection operator to get
tα1···αkK
α1β1tβ1···βl = (xα1)
a2
a1
· · · (xαk)
a1
ak
Kα1β1(xβ1)
b2
b1
· · · (xβl)
b1
bl
= (α2)
a3
a2
· · · (xαk)
a1
ak
(xβ2)
b3
a1
· · · (xβl)
a2
bl
−
1
n
(α2)
a3
a1
· · · (xαk)
a1
ak
(xβ2)
b3
b1
· · · (xβl)
a1
bl
= tα2···αkβ2···βl −
1
n
tα2···αk tβ2···βl
A contraction between a trace and itself can also be rewritten, giving
tα1···αi···αkK
α1αi = tα2···αi−1tαi+1···αk −
1
n
tα2···αi−1αi+1···αk
Hence any expression in traces contracted with the Killing form which has only
lower indices can be rewritten as a polynomial in traces. 
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So we assume from now on that no traces are contracted to any other traces.
To get from a tensor built from traces to an element of the family algebra, we
simply pick one index to be xα, pick a second index x
β , raising it with the Killing
form, and then contract the rest of the indices to elements of g and symmetrize
them.
Lemma 2.
Lk = {K
αγtr(pi(xβ)pi(xγ)F
k)}
Rk = {K
αγtr(pi(xγ )pi(xβ)F
k)}
Proof. For k = 1, the desired identity follows by definition.
For k = 2:
L2 = {Kαγtr(pi(xβ)⊗ pi(xδ)F )K
δǫtr(pi(xǫ)pi(xγ)F}
Replacing the xδK
δǫxǫ with the adjoint representation projector, we get
{Kαγtr(pi(xβ)pi(xγ)F
2)} − {
1
n
Kαγtr(pi(xβ)F )tr(pi(xγ )F )}
The second term simplifies to { 1
n
Kαγxβxγ} =
1
n
S. Hence we get that
L2 = {K
αγtr(pi(xβ)pi(xγ)F
2)}, R2 = {K
αγtr(pi(xβ)pi(xγ)F
2)}
Now suppose that for all l < k,
Ll = {K
αγtr(pi(xβ)pi(xγ)F
l)}, Rl = {K
αγtr(pi(pi(xγ )xβ)F
l)}
We write Lk = LLk−1, which we can expand as
LLk−1 − L

 ∑
λ⊢k−1,|λ|>1
1
n

 |λ|∏
i>2
cλi
n

Lλ1−1SRλ2−1


Considering the first term, we get
LLk−1 = {K
αγtr(pi(xδ)pi(xγ)F )K
δǫtr(pi(xβ)pi(xǫ)F
k−1)}
Expanding out xδK
δǫxǫ by the adjoint representation projector gives
{Kαγtr(pi(xβ)pi(xγ)F
k)} − {
1
n
Kαγtr(pi(xβ)F )tr(pi(xγ )F
k−1)}
Since the identity holds for k − 2, we get
SRk−2 = {K
αγxγxβ}{K
δǫtr(pi(xǫ)pi(xζ)F
k−2)}
= {KαγxγxβK
βǫtr(pi(xǫ)pi(xζ )F
k−2)}
= {Kαγxγtr(Fpi(xζ )F
k−2)}
= {Kαγxγtr(pi(xζ )F
k−1)}
Hence the second term is SRk−2.
Our expression for {Kαγtr(pi(xβ)pi(xγ)F
k)} is now Lk plus
SRk−2 + L
∑
λ⊢k−1,|λ|>1
1
n

 |λ|∏
i>2
cλi
n

Lλ1−1SRλ2−1
These two expressions become
∑
λ⊢k,|λ|>1
1
n

 |λ|∏
i>2
cλi
n

Lλ1−1SRλ2−1
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since the second contains exactly the terms that contain an L and SRk−2 contains
exactly the terms that do not.
Hence we get that
{Kαγtr(pi(xβ)pi(xγ)F
k)} = Lk +
∑
λ⊢k−1,|λ|>1
1
n

 |λ|∏
i>2
cλi
n

Lλ1−1SRλ2−1 = Lk
as desired, and similarly for Rk. 
Proof. (Theorem 1)
By Lemma 1, we only need to worry about where xα and x
β are contracted to;
everything else is traces. For a single term, the coordinate indices xα and x
β
are either contracted to different traces, or the same trace. Assume there are no
nontrivial Casimir elements involved.
In the first case, our object is of the form {Kαγtr(pi(xγ)F
k)tr(pi(xβ)F
l)}. By
Lemma 2 we can write this object as Lk−1SRl−1. Note that k and l are both at
least 1, since if k = 0 then we’d get tr(pi(xγ)F
k) = tr(pi(xγ )) = 0, and similarly if
l = 0.
Now suppose that the coordinates xα and x
β are contracted to the same trace.
Since all the other indices are contracted to elements of g, by Lemma 2 we get the
object {Kαγtr(pi(xγ )F
kpi(xβ)F
l)}, which we can then write as LkRl+
1
n
Lk−1SRl−1
via the adjoint representation projector.
Hence L, S and R generate the entire family algebra. 
4: Proof of the Relations
First we prove that the relations hold:
Proof. (Verifying the Relations)
LR = {Kαγtr(xγxβF )}{K
δζtr(xǫxζF )}
= {Kαγtr(xγxβF )K
βζtr(xǫxζF )}
= {Kαγtr(xγFxǫF )−
1
n
Kαγtr(xγF )tr(xǫF )}
= {Kαγtr(FxγFxǫ)−
1
n
Kαγtr(Fxγ)tr(Fxǫ)}
= {Kαγtr(Fxβxγ)K
βζtr(Fxζxǫ})
= {Kαγtr(xβxγF )K
βζtr(xζxǫF})
= {Kαγtr(xβxγF )}{K
δζtr(xζxǫF )}
= RL
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LS = {Kαγtr(xγxβF )}{K
δζxǫxζ}
= {Kαγtr(xγxβF )K
βζxǫxζ}
= {Kαγtr(xγF
2)xǫ}
= {Kαγtr(FxγF )xǫ}
= {Kαγtr(xβxγF )K
βζxǫxζ}
= {Kαγtr(xβxγF )}{K
δζxǫxζ}
= RS
The relation SL = SR follows analogously.
Since RS = LS and LR = RL, SLkRlS = SLk+lS. So we only prove the relation
for this expression:
SLkS = {Kαγxβxγ}{K
δ1ζ1tr
(
pi(xζ1)pi(xǫ1 )F
)
} · · · {Kδkζktr
(
pi(xζk )pi(xǫk)F
)
}{Kηιxθxι}
= {KαγxβxγK
βζ1tr
(
pi(xζ1)pi(xǫ1 )F
)
Kǫ1ζ2 · · ·Kǫk−1ζktr
(
pi(xζk )pi(xǫk)F
)
Kǫkιxθxι}
= {Kαγxγxθ(tr
(
pi(xǫ1)F
2
)
Kǫ1ζ2tr
(
pi(xζ1 )pi(xǫ2)F
)
· · ·Kǫk−1ζktr
(
pi(xζk )F
2
)
)}
= (tr
(
pi(xǫ1)F
2
)
Kǫ1ζ2tr
(
pi(xζ1 )pi(xǫ2)F
)
Kǫ2ζ3 · · ·Kǫk−1ζk tr
(
pi(xζk )F
2
)
)S
where in the third equality we replace xβK
βζ1pi(xζ1 ) and pi(xǫk)K
ǫkιxι with F .
Now we just need to expand out the scalar:
tr
(
pi(xǫ1)F
2
)
Kǫ1ζ2tr
(
pi(xζ1 )pi(xǫ2)F
)
Kǫ2ζ3 · · ·Kǫk−1ζk tr
(
pi(xζk )F
2
)
Each instance of the Killing form in the previous expression gives rise to an expan-
sion via the adjoint representation projector, either connecting a pair of F s into
a single trace or separating them into a product of two traces. Hence for each
composition of k + 2 we get a product of Casimir elements corresponding to that
composition, where separations give a factor of − 1
n
. Thus we get the desired rela-
tion.
The next relation follows from Lemma 2. Since dn−k is a scalar, we can move it in
and out of traces and hence by the Cayley-Hamilton theorem applied to F ,
Ln = {K
αγtr
(
pi(xβ)pi(xγ)F
n
)
}
= {Kαγtr
(
pi(xβ)pi(xγ)
∑
k
dn−kF
k
)
}
=
∑
k
dn−k{K
αγtr
(
pi(xβ)pi(xγ)F
k
)
}
=
∑
k
dn−kLk
The same argument gives the Rn relation.
The last relation follows from the fact that for sl(n) the highest-degree algebraically
independent Casimir element has degree n so cn+1 must reduce to a polynomial
in ck for k ≤ n. Hence the object written as {Kβγ∂
α∂γcn+1} must be reducible.
Writing out the full expression gives the LkRl reduction relation. 
Proof. (Sufficiency of the Relations)
Because of the relations LR − RL = 0, (L − R)S = S(L − R) = 0, the SLkRlS
relation and the Ln and Rn relations, all of our I(g) linearly independent monomials
can be written in the form LkSmRl where k < n, since otherwise we could use the
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Ln relation to reduce it, l < n for the same reason, and m either 0 or 1 since the
SLkRlS relation reduces any pair of S factors to a single S.
Lemma 3. No monic polynomial in L+R with coefficients in I(g) and degree less
than n− 1 can vanish.
Proof. If we consider LkRm−k, lower the raised coordinate using the Killing form,
and then symmetrize over all of the indices, coordinate or otherwise, we end up
with a polynomial in Casimir elements of degree m + 2 including a term of cm+2
and all other terms products of Casimir elements of lower degree.
Now suppose that we have a monic polynomial in L + R with coefficients in I(g)
and degree m less than n − 1. Then the leading terms, i.e. the terms involving
no nontrivial Casimir elements, has positive coefficients for all terms of the form
LkRm−k and thus the symmetrization of this polynomial then yields a polynomial
in Casimir elements with nonvanishing cm+2 coefficient.
Since m < n − 1, we have that m + 2 < n + 1 and hence cm+2 is algebraically
independent of the Casimir elements of lower degree; hence the symmetrization
cannot vanish, and hence the polynomial in (L+R) cannot vanish. 
Consider now the LkRl relation. The leading term is∑
k
LkRn−1−k
and hence multiplying this leading term by (L+R)m yields a polynomial in L and
R that only has positive cofficients. In particular, the term Ln−1Rm has positive
coefficient in this polynomial. For m ≤ n− 1, neither Ln−1 nor Rm can be reduced
by the Ln or Rn relations.
Hence we get that for m < n−1, (L+R)m times the LkRl relation yields a relation
in each degree greater than n− 2 that cannot be deduced from the other relations.
Since no polynomial in L + R vanishes for degree less than n − 1, we get that
the relations of the form (L+R)m times the LkRl relation are themselves linearly
independent from one another over I(g). We also get a relation in degree 2n− 2 by
squaring the LkRl relation, and this one is also linearly independent from the other
relations since the LkRl relation is itself a polynomial in L and R that is linearly
independent from all polynomials in L+R, just by comparing leading coefficients.
Now we show that there cannot be any other relations that are not in the ideal
generated by the ones listed. We do so by counting the number of I(g)-linearly
independent monomials.
Note that since LS = RS,
Ln−1S =
1
n
∑
k
LkRn−1−kS
Hence, using the LkRl relation, we can reduce Ln−1S to terms involving nontrivial
Casimir elements. Hence we get that Ln−1SRl is not linearly independent over I(g)
from terms of lower degree. Similarly, LkSRn−1 cannot be linearly independent.
Thus we get that our linearly independent monomials are LkSRl for 0 ≤ k, l ≤ n−2
and LkRl for 0 ≤ k, l ≤ n− 1, minus one in each degree between n− 1 and 2n− 2
since (L+R)m times the LkRl relation gives Ln−1Rm in terms of other monomials.
This yields a total of 2n2 − 3n + 1 terms not known to be linearly dependent. If
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there are more relations, then there will be fewer linearly independent terms.
In [6], we get that the dimension over I(g) of the family algebra Vλ is given by∑
µ
mλ(µ)
2
where mλ(µ) is the multiplicity of the weight µ in Vλ. Since I(g) is an integral
domain and the family algebra is free over it, there is a set of linearly independent
objects of size equal to the dimension.
For the adjoint representation, the weights with non-zero multipllicity are the roots,
each with multiplicity 1, and 0, with multiplicity equal to the rank of the algebra.
This gives us n(n− 1) + (n− 1)2 = 2n2 − 3n+ 1. Hence, since the relations given
above limit us to 2n2−3n+1 linearly independent elements at most, and any further
relations would reduce that number, there cannot be any more relations. 
Example: for n = 4, we get that the relations give us the following 21 linearly
independent pieces:
1, L,R, L2, LR,R2, S, L3, L2R,LR2, LS, SR
L3R,LR3, L2S,LSR, SR2, L3R2, L2SR,LSR2, L2SR2
as predicted by the dimension formula 2 · 42 − 3 · 4 + 1 = 21
5: Natural Generators
Instead of using L and R as defined above, we can instead look atM = 12 (L−R)
and N = 12 (L + R). These elements are in many senses more natural, as M is
proportional to xα ⊗ x
β ⊗ Kαγf δγβxδ, with f
δ
γβ being the structure constant, and
N is proportional to xα⊗ x
β ⊗Kβγ∂
α∂γc3. In particular, M and N are harmonic.
In this basis, we get the following relations:
MN = NM, MS = SM = 0
SNkS = −n
∑
λ⊢k+2
|λ|∏
i
(
−
cλi
n
)
S
⌊n−12 ⌋∑
k=0
(
n
2k + 1
)
Nn−1−2kM2k =
n−2∑
j=1
dn−j
⌊ j−12 ⌋∑
k=0
(
j
2k + 1
)
N j−1−2kM2k
Similarly to Lk and Rk, we define
Nk =
⌊ k2 ⌋∑
j=0
(
k
2j
)
Nk−2jM2j +
1
n

 ∑
λ⊢k,|λ|>1

 |λ|∏
i>2
cλi
n

Nλ1−1SNλ2−1


and get
Nn =
n−2∑
k=0
dn−kNk
As noted earlier, the difference of the Ln and Rn relation is 2M times the L
kRl
relation, so here only the sum of the Ln and Rn relations is given.
While this set of generators is in a sense more natural than the one given above, with
two of the generators being harmonic, it is also much more unwieldy algebraically
as N andM do not have the symmetry that L and R possessed. A set of generators
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with all three generators being harmonic is even more complicated algebraically.
Example: for n = 4, the SNkS relations look exactly like the SLkS relations, since
N = 12 (L+R) and S doesn’t distinguish between L and R.
4N3 + 4NM2 =
c2
2
N +
c3
3
N1 = N, N2 = N
2 +M2 +
1
4
S, N3 = N
3 + 3NM2 +
1
4
(NS + SN)
N4 = N
4 + 6N2M2 +M4 +
1
4
(N2S +NSN + SN2) +
1
16
c2S
N4+6N2M2+M4+
1
4
(N2S+NSN+SN2)+
1
16
c2S =
c2
2
(N2+M2+
1
4
S)+
c3
3
N+
c4
4
−
c22
8
The linearly independent pieces now look like
1,M,N,M2,MN,N2, S,M3,M2N,MN2, NS, SN
M4,M3N,N2S,NSN, SN2,M5, N2SN,NSN2, N2SN2
6: Generalized Exponents
For each subrepresentation of g⊗ g∗ with highest weight λ, there is a projection
operator
Pλ(xα ⊗ x
β) = Pr(λ)βγαδxγ ⊗ x
δ ∈ Vλ ⊂ g⊗ g
∗
calculated in [1]. The generalized exponents of λ are then the degrees of the non-
vanishing elements of the form
Pλ(xα ⊗ x
β)Pαβ
that are linearly independent over I(g).
Using the Killing form, we identify g∗ with g and consider g ⊗ g. As a g-module
this decomposes into ∧2g and S2g, the alternating and symmetric tensor square
respectively, which then further decompose into irreducible representations.
For n = 2, ∧2g is isomorphic to g itself, and hence is the adjoint representation,
with generalized exponent 1. S2g decomposes into a trivial representation and a
5-dimensional representation, with generalized exponents 0 and 2 respectively.
For n = 3, ∧2g decomposes into a copy g, with generalized exponents 1 and 2, and
two dual 10-dimensional representations with weights 3ω1 and 3ω2 respectively and
each with generalized exponent 3. S2g decomposes into the trivial representation
with generalized exponent 0, another copy of g, again with generalized exponents
1 and 2, and a 27-dimensional representation with generalized exponents 2, 3 and
4. See [9] for details. Note that Rozhkovskaya uses a different basis, generated by
harmonic elements. Her M1 is proportional toM , her N1 is proportional to N , and
her N2 is proportional to 3N
2 + 3M2 + S + c2.
For n ≥ 4, the decomposition of g⊗g is fixed. ∧2g decomposes into a copy of g and
two dual representations with highest weights 2ω1 + ωn−2 and ω2 + 2ωn−1 respec-
tively, while S2g decomposes into the trivial representation, another copy of g, and
two representations with highest weights ω2 + ωn−2 and 2ω1 + 2ωn−1 respectively.
In an orthonormal basis for g, the corresponding elements of the family algebra are
actually symmetric or antisymmetric as matrices.
The LkRl reduction relation gives us a relation ∼ on elements in the ω2 + ωn−2
representation; applying the differential operatorD = (∂αc3)Kαβ∂
β gives a relation
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equivalent to the multiples of the LkRl relation times L+R, modulo the Ln and Rn
relations. Since D transforms as the trivial representation, D applied to both sides
of ∼ again gives a relation between elements of the ω2+ωn−2 representation; hence
we get that the generalized exponents of ω2+ωn−2 plus a copy of {n−1, . . . , 2n−2}
gives the generalized exponents of 2ω1 + 2ωn−1.
Along with the fact that ω1 +ωn−1 has generalized exponents 1, . . . , n− 1 gives us
enough information to get the full set of generalized exponents for the representa-
tions in question, given in table 1. Note that the two copies of ω1+ωn−1 each give
an independent set of harmonic basis elements, one symmetric, one antisymmetric.
Written as q-multiplicities, we get that the generalized exponents of representa-
tions of sl(n) are equivalent to the Kostka polynomials, which are computable from
Young Tableaux [2]. Hence we can easily check the results given.
Table 1. Generalized Exponents in Cω1+ωn−1(sl(n))
Weight q-multiplicity
0 1
ω1 + ωn−1 q[n− 1]q
2ω1 + ωn−2 q
3
(
n−1
2
)
q
ω2 + 2ωn−1 q
3
(
n−1
2
)
q
ω2 + ωn−2 q
2
(
n−1
2
)
q
− qn−1
2ω1 + 2ωn−1 q
2
(
n
2
)
q
Example: for n = 4, we have the following generalized exponents:
Weight q-multiplicity
0 1
ω1 + ω3 q + q
2 + q3
2ω1 + ω2 q
3 + q4 + q5
ω2 + 2ω3 q
3 + q4 + q5
ω2 + ω2 = 2ω2 q
2 + q4
2ω1 + 2ω3 q
2 + q3 + 2q4 + q5 + q6
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