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We propose a novel architecture for superconducting circuits to improve the efficiency of a quantum annealing system.
To increase the capability of a circuit, it is desirable for a qubit to be coupled not only with adjacent qubits but also with
other qubits located far away. We introduce a circuit that uses a lumped element resonator coupled each with qubit. The
resonator-qubit pairs are coupled by rf-superconducting quantum interference device (SQUID)-based couplers. These
pairs make a large quantum system for a quantum annealer. This system could prepare a problem Hamiltonian and tune
the parameters for quantum annealing.
1. Introduction
With the present information explosion in our society, it
is indispensable to realize efficient quantum information-
processing systems for the coming generation. Such quan-
tum systems are being researched and developed. Among
them, superconducting quantum circuits are making remark-
able progress. Quantum annealing is a class of quantum infor-
mation processing specialized for solving optimization prob-
lems.1–3) In general, a wide range of real-world problems can
be classified as optimization problems, which cover the fields
of fundamental science, the improvement of productivity, and
the development of infrastructure. However, it is practically
impossible to solve these optimization problems with von
Neumann computers when the size of the problems exceeds
certain limits.4)
For quantum annealing, a problem to be solved is encoded
as strengths of interactions in a “spin glass” that consists of
many spins and interactions between spins.5) By suitably en-
coding the time evolution of the spin glass, nature itself will
find the minimum energy of the whole system, giving us the
solution to the optimization problem. To build a quantum an-
nealer, we need to consider what is required for such a phys-
ical system. When the number of the interactions for each
qubit increases, the encoding of optimization problems be-
comes more efficient. Therefore, it is possible to reduce the
overhead of the number of physical spins.6, 7) Thus, a larger
problem can be solved efficiently. In general, it is indispens-
able to increase the number of spins as well as couplings be-
tween these spins to efficiently solve large-scale problems by
quantum annealing.
In this paper, we propose a novel architecture for scalable
quantum annealing circuits with full coupling, in which a spin
is coupled to all other spins. The existing superconductive
quantum annealing systems8, 9) utilize flux qubits as spins,
which are coupled with each other by an rf-superconducting
quantum interference device (SQUID)-based coupler.10) On
the other hand, in our proposed architecture, the coupling
structure between qubits is mediated by superconducting res-
onators. Here, the pair of the qubit and resonator functions as
a very long quantum system (spin), enabling it to be coupled
to a large number of other spins. A strongly coupled qubit-
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resonator pair enables us to make a large quantum system
compared with the size of a qubit. Additionally, to increase
the coupling energy between spins, deep-strong coupling11, 12)
between the qubit and the resonator is introduced. It is also
possible to introduce a dispersive readout.13, 14)
2. Proposed Architecture
We propose a novel architecture for superconducting cir-
cuits to realize a quantum annealing system that consists of
flux qubits and lumped element (LC) resonators (Fig. 1).
Each flux qubit has longitudinal (Z) and transverse (X) de-
grees of freedom.15, 16) Their Z and X energies are controlled
by applied external magnetic fluxes to the main loop and α-
loop [shown in Fig. 1(b)], respectively. It is common to use
flux qubits for quantum annealing because the quadratic struc-
ture of the energy band of the flux qubit allows a transverse
magnetic field and longitudinal magnetic field to easily and
continuously increase or decrease.17) For this reason, we also
employ flux qubits for our proposed architecture.
In general, a lumped element resonator has a uniform cur-
rent distribution on its inductive parts, in contrast to a dis-
tributed resonator such as those of the coplanar type, with the
standing wave dependent on the resonant frequency. In our
architecture, we utilize an LC resonator with a long induc-
tive limb, which plays an important role in our architecture
[see Fig. 1(a)]. The long inductive limbs make it possible to
couple many spins. Accordingly, an LC resonant mode with
a uniform current is realized, while other non-LC resonant
modes inevitably exist. However, by optimizing the parame-
ters of the circuit, the energy of the LC resonant mode can be
realized in the vicinity of the qubit energy, while making the
other modes far away from the energy. Thus, the coupling of
the other resonant modes to the qubit can be ignored.
In the architecture, N flux qubits are arranged on a line
and each qubit is connected to a different LC resonator via
a mutual inductance. The N LC resonators are braided so that
they fully interact with each other by the long inductive limb
through the rf-SQUID-based couplers as shown in Fig. 1(a).
Thus, the N flux qubits effectively and fully interact with all
other qubits via the network of LC resonators and couplers.
In contrast with the existing scheme, in which each qubit
interacts with some qubits through an rf-SQUID-based cou-
pler, the proposed system has the following advantages. The
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Fig. 1. (Color online) (a) Schematic representation of full-coupling quantum annealing circuit. The orange part is the LC resonator, which has a long
inductive limb. All qubits (blue part) form a pair with the resonator, and each pair couples with all other pairs via an rf-SQUID-based coupler (green part). ×
(crosses) represent Josephson junctions. (b) Schematic representation of two flux qubits coupled to two LC resonators via an rf-SQUID-based coupler. The flux
qubit and the resonator share a line with a β-junction. Blue crosses represent Josephson junctions. Red and purple crosses are α- and β-junctions, respectively.
ϕ is the phase difference across each junction. f αi and f
z
i are flux biases of the α-loop and main loop, respectively. Each loop of a qubit and coupler needs
control lines. For simplicity, these control lines are omitted in the N-qubit circuit figure (a). In the N-qubit circuit, control lines and resonators are arranged in
a multilayer.
qubits fully interact with each other. The number of interac-
tions between the qubits is N(N−1)/2 when there are N qubits
in the proposed circuit. On the other hand, the existing scheme
has a unit cell with 2N interactions8)
In the mapping optimization problems to interactions of a
system, the larger the number of spins and interactions be-
tween spins, the more efficiently the problems are mapped.
Because of the long inductive limbs of resonators for the pro-
posed architecture, it is possible to increase the number of
spins and interactions.
In the mapping optimization problems to interactions of a
system, the larger the number of spins and interactions be-
tween spins, the more efficiently the problems are mapped. In
our architecture, because of the long inductive limbs of res-
onators, it is possible to increase the number of spins and in-
teractions.
Considering the actual realization of the quantum annealing
circuit, as it is clear from Fig. 1(a), the resonator is interwo-
ven in a stitchlike manner. Therefore, a standard multilayered
superconducting integration is required. On the other hand,
the qubit, which is the part most sensitive to decoherence, can
be separately fabricated by the standard double-angle shadow
evaporation of aluminum18) that produces all the good super-
conducting qubits.
3. General Quantum Annealing
To perform the quantum annealing, the requirement is that
a Hamiltonian of a physical system fits the form of the sto-
quastic Hamiltonian (HQA), which is given by1)
HQA = Λ(t)
∑
i
ε˜iσ
z
i + Λ(t)
∑
i, j
i< j
J˜i jσziσ
z
j + Γ(t)
∑
i
∆˜iσ
x
i , (1)
where ε˜i and ∆˜i are the normalized energies of the ith spin cor-
responding to the longitudinal and transverse magnetic fields,
respectively, J˜i j is the normalized energy of the interaction
between the spins (−1 ≤ {ε˜i, J˜i j} ≤ 1), and Λ and Γ are time-
dependently tunable values.
The optimization problem is mapped onto ε˜i and J˜i j. After
mapping the optimization problem to the system, the quan-
tum annealing is performed in accordance with the following
procedure. Initially (t = t0), all spins are made to face the
same direction by applying transverse magnetic fields, where
Λ(t0) = 0 and Γ(t0) = 1. Then, the magnetic fields applied
to the spins are gradually changed to the longitudinal direc-
tion. Finally, at t = t f , Λ(t f ) = 1, and Γ(t f ) = 0, the states
of the spins show us the solution to the problem. When the
system is at the end of an annealing procedure, the energy of
the spin and the strengths of the effective interactions between
spins should be much larger than the transverse energy of the
spin (∆˜i  ε˜i , J˜i j). To satisfy these requirements, the charac-
teristics of our proposed architecture must be estimated and
calculated.
4. Requirements of Proposed Architecture
The proposed architecture is described by the follow-
ing Hamiltonian, which considers the qubits, resonators,
the longitudinal and transverse inductive coupling between
each qubit and resonator, and the interactions between res-
onators:19)
HN =
∑
i
(
εiσ
z
i + ∆iσ
x
i
)
+ ωri
(
a†i ai +
1
2
)
+
∑
i
gziσ
z
i
(
a†i + ai
)
+ gxiσ
x
i
(
a†i + ai
)
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+
∑
i, j
i< j
gci j
(
a†i + ai
) (
a†j + a j
)
, (2)
where i and j are integers from 1 to N, which is the total num-
ber of qubits (resonators), σzi and σ
x
i are the ith spin oper-
ators of the longitudinal and transverse degrees of freedom,
εi = εi( f zi ) and ∆i = ∆i( f
α
i ) are the energies of each degree
of freedom of the ith qubit, f zi = Φ
z
i/Φ0 and f
α
i = Φ
x
i /Φ0,
Φzi and Φ
x
i are the fluxes of the ith qubit in the α-loop and the
main loop, Φ0 is the flux quantum, a
†
i and ai are the bosonic
creation and annihilation operators of the ith resonator, ωri is
the energy of the ith resonator, gzi and g
x
i are the longitudinal
and transverse coupling constants between the ith qubit and
resonator, and gci j is the coupling constant between the ith and
jth resonators, respectively.
When the applied flux of the main loop changes away from
a half-integer multiple of the flux quantum, the Z and X en-
ergies of the ith qubit (εi,∆i) become ∆i = 0 and εi = ε
f
i ,
and the transverse coupling gxi is neglected. The third term
of the Hamiltonian (HN), which describes the qubit-resonator
interactions, is exactly diagonalized (following and expand-
ing Billangeon’s method in Refs. 20 and 21) by the unitary
operator given by
UN = exp
 N∑
k=1
N∑
l=1
−θklσzk
(
a†l − al
) . (3)
Here, θi j are set to satisfy the following simultaneous equa-
tions for all i and j:
∀i, j gziδi j −
N∑
k=1
(
2gck j + ω
r
kδk j
)
θik = 0 , (4)
where we impose gci j = g
c
ji because the coupling strength
of the resonators is symmetric, and gii = 0 because the
self-coupling refers to the self-energy of the resonator ωri ,
which has already been included. Under this constraint, using
the Baker–Campbell–Hausdorff (BCH) formulation, the first-
order terms cancel out, the effective interaction terms remain,
and the higher-order terms equal zero,
H ′N ≡U†NH fNUN
=
∑
i
ε
f
i σ
z
i +
∑
i, j
i< j
Ji jσziσ
z
j
+
∑
i
ωri
(
a†i ai +
1
2
)
+
∑
i, j
i< j
gci j
(
a†i + ai
) (
a†j + a j
)
, (5)
where Ji j = −gziθ ji.
Ji j is the strength of the effective interaction between the ith
and jth qubits. We can obtain Ji j by applying Cramer’s rule
to Eq. (4). θi j denotes the route from the ith qubit to the jth
qubit through the network of resonators. In the proposed ar-
chitecture, the full interactions between qubits are effectively
realized. In the Hamiltonian in Eq. (5), the qubit-resonator in-
teraction term has already been diagonalized. The remaining
terms of resonator couplings change the eigenenergies of the
resonators only and not the other terms. Therefore, to evaluate
the energies of qubits and effective couplings between qubits
for the quantum annealing Hamiltonian in Eq. (1), it is not
necessary to consider the 3rd and 4th terms of the Hamilto-
nian in Eq. (5) that depend only on the resonators themselves.
To map a particular optimization problem that we wish to
solve, it is necessary that the set of interactions (Ji j) is en-
coded to the set of coupling constants of the system (gci j). If
the encoding time is not polynomial when using a classical
computer, it makes no sense to build the system. In our pro-
posed circuit, once the set of interactions of the problem is
fixed, it can be converted to the set of gci j by a common matrix
method using a classical computer in polynomial time with
Eq. (4).
We define the coupling matrix G with non-diagonal
elements 2gci j and diagonal elements ω
r
i . Then, using
Cramer’s rule, we obtain Ji j = −gzi (detG′i j/ detG), where
G′i j is G with the ith columns replaced with the vector
(0, · · · , 0, gzj, 0, · · · , 0)T , which has the jth qubit-resonator
coupling strength at the jth element with other elements equal
to zero. The highest orders of detG and detG′i j for the res-
onator energy are
detG ∝
N∏
k=1
ωrk, detG
′
i j ∝ 2gzjgci j
N∏
k=1, k,i, j
ωrk . (6)
Therefore, we can estimate the strength of the effective in-
teraction through just two (i and j) resonators as
|Ji j| ∝ (gzi/ωri )(gzj/ωrj)gci j , (7)
where the lower-order terms of ωr are ignored, which are
much smaller than the highest-order term because the lower-
order terms correspond to coupling through more than two
resonators.
In the strong-coupling regime, which is usually used in the
field of superconducting circuits, the resonator energy ωr is
larger than the coupling constant g between a qubit and res-
onator (κ, γ  g < ωr), where κ and γ are the photon leakage
rate from the resonator and the relaxation rate from the qubit,
respectively. In this regime, the value of |Ji j| is much smaller
than the sufficient strength of the interactions: |Ji j|  1.
For example, when N = 2, Ji j is given by
J12 =
4gz1g
z
2g
c
12
ωr1ω
r
2 − (2gc12)2
. (8)
The value of J12 is lower than the order of MHz when
common values of the qubit-resonator coupling strength22)
(∼ 100 MHz) are used in the strong-coupling regime. To sat-
isfy the requirement of the final procedure (see Sect. 3) of
the quantum annealing, ε must also be lower than the order of
MHz. However, the thermal fluctuation of a quantum circuit in
a 10 mK environment is equivalent to a frequency fluctuation
of around 200 MHz. Thus, this system cannot give the correct
solution to problems because the final state of the qubits is
easily buried in thermal noise.
The ultrastrong-coupling regime23, 24) is stronger than the
strong coupling regime. However, the coupling strength is
still smaller than the energy of the resonator by one order of
magnitude (g ∼ 0.1ωr), so the strength of the effective in-
teractions is also insufficient in this regime. To resolve this
problem of the strength, we adopt the deep-strong-coupling
regime, which has recently been realized in experiments.11, 12)
In the deep-strong-coupling regime, the coupling strength
between the qubits and resonators is similar to the energy of
the resonator (g ∼ ωr). A large inductance, generated by the
3
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qubit and the resonator sharing a line and a large Josephson
junction (called β-junction), allows the coupling strength to
increase. In this regime, the strength of the effective interac-
tion is larger and Eq. (7) becomes
|Ji j| ∝ gci j . (9)
The order of the strength of Ji j depend the order of the
strength of gci j.
Although in this regime, the approximation of the Jaynes–
Cummings model fails, the second-order term of the resonator
gz,2i (a
†
i + ai)
2 appears in the system Hamiltonian without the
approximation of the Rabi model. Fortunately, following the
method of Ref. 11, this second-order term can be transformed
into a first-order term and eliminated to obtain the form of the
Hamiltonian in Eq. (2).
Next, we calculate the energy levels and the coupling
strengths of the qubit in the deep-strong-coupling regime.
From Fig. 1(b), the Hamiltonian of the ith qubit is given by
Hqi =
1
2(α + β + 2αβ)C
[
(α + β + αβ)
(
q2a + q
2
b
)
−(1 + 2α)q2β − 2αβqaqb − 2α(qa + qb)qβ
]
− EJ
{
cosϕa + cosϕb + cosϕβ (10)
+α cos
(
pi f αi
)
cos
[
ϕa + ϕb + ϕβ + pi(2 f zi − f αi )
]}
,
where q j is the conjugate momentum of φ j = ϕ jΦ0/2pi, j ∈
{a, b, β}, C is the capacitance of the Josephson junction,
EJ is the energy of the Josephson junction, and 0.5αEJ
and βEJ are the energies of the α-junction and β-junction,
respectively. To derive the energy levels, we calculate the
Schro¨dinger equation of the Hamiltonian (Hqi ) by using
the wave function |Ψξ〉 = ∑k,l,mCξk,l,m|ψ(a)k 〉|ψ(b)l 〉|ψ(β)m 〉, where
|ψ( j)η 〉 = (2pi)−1/2 exp(−iηϕ j), Cξk,l,m is an arbitrary complex
number for η ∈ {k, l,m} and ξ is the number of energy states.
The energy band structure is shown in Fig. 2.
The coupling constant between the qubit and the resonator
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Fig. 2. (Color online) Calculated energy levels of a flux qubit with a β-
junction as a function of main loop flux bias. The energy gap between E1 and
E0 is 2
√
∆2i + ε
2
i . |Ψξ〉 is the ξth eigenstate given Eξ . We take the calcula-
tion space maximum value of k, l, and m of 7 for a good approximation. The
parameters are Ec/h = 5 GHz, EJ/h = 250 GHz, α = 0.7, and β = 4.
via the β-junction is also calculated25) (shown in Fig. 3) as
g‖i =
1
2
Ir × 12Φ0
(
〈Ψ1|ϕβ |Ψ1〉 − 〈Ψ0|ϕβ |Ψ0〉
)
, (11)
g⊥i =
1
2
Ir × 12Φ0
(
〈Ψ0|ϕβ |Ψ1〉 + 〈Ψ1|ϕβ |Ψ0〉
)
, (12)
where ϕβ is the phase difference at the β-junction.
As shown in Fig. 2, a flux qubit can be well approximated
as a two-level system around the optimal point ( f zi ∼ 0.5)
because of its large anharmonicity.26) Using the Hamiltonian
in Eq. (10) and both of the coupling constants in Eqs. (11) and
(12), the Hamiltonian of the resonator-qubit pair is given by
Hqri = ωri
(
a†i ai +
1
2
)
+ ω
q
i σ
z′
i +
(
g‖iσ
z′
i + g
⊥
i σ
x′
i
) (
a†i + ai
)
, (13)
where ωqi =
√
∆2i + ε
2
i and the Pauli matrix σ
z′
i basis is |Ψ0〉
and |Ψ1〉. gzi and gxi in the coordinate σzi of the Hamiltonian
in Eq. (2) can be calculated using g‖i , g
⊥
i , εi, and ∆i (Fig. 3).
Thereby, gxi is negligible because it is much smaller than g
z
i .
In the deep-strong-coupling regime, the state of the pair
of the qubit and resonator is displaced. When the qubit en-
ergy is sufficiently smaller than the resonator energy, the state
of the pair at the transverse magnetic field can be approxi-
mated27) to |←〉i ≡ |+〉i ⊗ exp
[
−(gzi/ωri )(a†i − ai)
]
|ni〉. Here,
|+〉i ≡ (|	〉i + |〉i)/
√
2, |	〉i and |〉i are the basis of the ith
qubit and correspond to the current directions, and ni is the
photon number of the Fock state in the ith resonator.
Next, we describe a procedure to perform quantum
annealing using the parameters in the proposed circuit
(∆i, εi, gzi , g
x
i , g
c
i j). An example of the procedure for each
parameter during annealing is shown in Fig. 4. This graph
is based on the assumption that the flux biases are linearly
changed at each loop.
In the beginning of the quantum annealing procedure, the
state of each qubit is |←〉. Then, to fit the Hamiltonian of the
proposed architecture [Eq. (2)] to the form of Eq. (1), Ji j, ∆i,
and εi must be controlled with time. To control the parame-
ters, they are time-dependently tuned by external flux biases.
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Fig. 3. (Color online) Calculated coupling constant of each degree of free-
dom as a function of the main loop flux bias. The solid and dashed curves
represent gzi and g
x
i , respectively. These constants are calculated from g
‖
i , g
⊥
i ,
εi, and ∆i. The other parameters are shown in Table I.
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The four parameters (∆i, εi, Jzi j, J
x
i j) depend on the flux biases
of the main loop and the α-loop because Ji j depends on gzi, j,
gxi, j, and the set of g
c
i j. Such a standard annealing path is shown
in Fig. 4.
In the proposed system, we can freely choose εi and |Jzi j|
in the range of 0 to around 2 GHz. At the end of the path, ∆i
should be set much smaller than εi and |Jzi j|.28) Fortunately, ∆i
is reduced by the factor exp[−2(gzi/ωri )2] in the deep-strong-
coupling regime.27) Therefore, the final state of the system
should correspond to the solution to an optimization problem.
After the annealing, the flux qubit can be measured by disper-
sive readout with high accuracy.
From Eq. (8), the coupling strength (J12) is expressed in
terms of the circuit parameters as
J12 ≈ M
2
L2r
McI
q
1 I
q
2 , (14)
where M is the mutual inductance between a qubit and a res-
onator, and Mc is the effective mutual inductance between res-
onators (1 and 2) through the coupler. Iqi is the screening cur-
rent of the ith qubit (i = 1, 2). Lr is the effective inductance of
resonators.
To realize antiferromagnetic and ferromagnetic interactions
between qubits for the mapping of problems in Eq. (8), the rf-
SQUID-based coupler connecting the resonators requires that
the coupling must be able to take positive and negative values
under external biases.10, 29) To meet the requirement from the
coupler, the circuit parameters are chosen to obtain the cou-
pling strength (J12) on the order of GHz. The parameters are
listed in Table I.
Parasitic direct couplings exist between resonators because
of geometric mutual inductance at their limbs. However, in
the case that two resonators with the parameters given in Ta-
ble I are positioned 100 µm apart, the parasitic direct cou-
plings should be lower than the order of MHz. The simulation
showed that such small parasitic couplings can be ignored.
When the length of the resonator limb is elongated to the order
of cm, the parasitic couplings probably need to be suppressed
with a superconducting ground plane.
An N-qubit system can clearly be realized in the same way.
In this N-pair circuit, we can show that the order of coupling
strengths is not reduced by the increase in N. We deal with this
N-qubit system as a unit cell because the number of qubits in
the unit cell is limited by the length of the long inductive limb
of the LC resonators. From Eq. (14), to make Ji j as large as
possible, the inductance of the resonator cannot be made too
large. It is necessary to suppress Lr to nH order or below to
construct a fully coupled circuit with dozens of qubits. For
this reason, the length of the long inductive limb is limited to
cm order.
5. Conclusion
We have described the architecture of a quantum anneal-
ing circuit with lumped element resonators to considerably
increase the number of coupled qubits, which is important
for an efficient quantum annealing system. Although the to-
tal number of fully coupled qubits is considered to be limited
to around 100 in a unit at present, this unit can be scaled up
by combining with other units via other couplers.
Quantum annealing machines with dozens of fully coupled
qubit unit cells should have an obvious advantage in map-
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Annealing time (s = t/tf)
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Fig. 4. (Color online) Calculated circuit parameter dynamics for a typical
annealing path. This graph is based on the assumption that gci j is linearly
increased from 0 to 400 MHz. f zi and f
α
i are also linearly changed from 0.5
to 0.4997 and from 0.21 to 0, respectively. During the annealing path, Jzi j
(solid curve) and Jxi j (dashed curve) are calculated from g
z
i and g
x
i in Eq. (2).
The other parameters are shown in Table I.
Table I. Parameters for annealing calculation. Iri is the root-mean-square
current of the resonator. Ic and Is are critical currents of Josephson junctions
in an rf-SQUID-based coupler and a qubit, respectively. EJ = IcΦ0/2pi, Ec =
e2/2C. The resonator with the parameters below has a 2-mm-long inductor
limb.
Parameter Value Unit
Ec/h 5 GHz
EJ/h 250 GHz
ωr 7.2 GHz
Ir 41 nA
Lr 1.4 nH
Mc 154 pH
Is 10 µm
α 0.8 -
β 1.1 -
ping problems such as social networks, economics, and cate-
gorized advertisements. These problems can be decomposed
into many subsets, where tight relationships exist within the
subset, while only shallow relationships are required among
subsets.
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