Abstract-We present two new strategies for parallel implementation of scalar multiplication over elliptic curves. We first introduce a Montgomery-halving algorithm which is a variation of the original Montgomery-ladder for point multiplication. This Montgomery-halving can be run in parallel with the original Montgomery-ladder in order to concurrently compute part of the scalar multiplication. We also present two point thirding formulas in some subfamilies of curves EðF 3 m Þ. We use these thirding formulas to implement scalar multiplication through (Third, Double)-and-add and (Third, Triple)-and-add parallel approaches. We also provide some implementation results of the presented parallel strategies which show a speed-up of 5-14 percent on an Intel Core i7 processor and a speed-up of 8-19 percent on a Qualcomm Snapdragon processor compared to non-parallelized approaches.
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INTRODUCTION
C RYPTOGRAPHIC protocols based on elliptic curves necessitate efficient implementation of scalar multiplication (SM) on the curve. This operation is generally performed through a sequence of point doublings and point additions combined with a recoding of the scalar which reduces the number of additions. In the case of curves defined over extended binary fields Knudsen [14] and Schroeppel [21] independently proposed in 1999-2000 an alternative approach. This approach is based on the halving operation, which multiplies a point of the curve by the inverse of 2. Schroeppel and Knudsen showed that this operation is really efficient on curves defined over extended binary fields.
Modern processors are made with a certain number of cores: two or four cores are found in recent Intel processors as well as in the processors of many recent tablets and smartphones. The amount of cores will probably increase in the future, pushing the developers to take advantage of such design by increasing the inherent parallelism of their software. For cryptographic protocols, the easy way is to process cryptographic computations for different messages in parallel. A more challenging approach is to perform the core operation in cryptographic protocols, in this present case scalar multiplication, in parallel fashion. Ideally, such parallelized scalar multiplication might have the same computation load as the best sequential algorithms to date and might distribute the computations over two or more cores, reducing thus the delay of the computation without increasing the work load of the cryptographic computation.
A first parallel approach was proposed in [23] , where the authors parallelize scalar multiplication as follows: half of scalar multiplication is performed through a Double-andadd approach while the other half is performed concurrently through a Halve-and-add approach. The timings of the software implementations [23] on Intel Core i5 and i7 processors show that such a parallelization provides a significant speed up of the scalar multiplication.
In this paper we investigate two new orientations for the parallelization of scalar multiplication. The first orientation concerns the parallelization of Montgomery-ladder point multiplication on curves EðF 2 m Þ. The Montgomery method for scalar multiplication is very regular. Indeed, the same set of field operations is carried out at each iteration of the main loop, thus increasing the resistance of scalar multiplication against timing attack and simple power analysis (SPA). We propose a halving version of the approach of Montgomery, the Montgomery-halving, which replaces point doublings with point halvings in the main loop of the algorithm. This leads to a parallelization of Montgomery point multiplication into two threads: one thread performing the original Montgomery-ladder point multiplication and a second thread performing the Montgomery-halving approach.
The second orientation consists in adapting the halving approach to non-supersingular curves over F 3 m . To achieve this goal, we propose a thirding operation on two sub-families of non-supersingular elliptic curves EðF 3 m Þ. Thirding a point consists of a multiplication by the inverse of 3 modulo the point order. We use this point thirding in a Third-andadd formulation of the scalar multiplication and then combine this approach with the usual Double-and-add or Triple-and-add approaches to obtain a parallelization of the scalar multiplication on EðF 3 m Þ.
We provide implementation results based on the proposed parallel approaches. In the case of the parallelized Montgomery point multiplication in EðF 2 m Þ, we have implemented the operations in F 2 m using the approaches of [23] . Implementation strategies for field multiplications and field additions in F 3 m are based on [3] . For the other field operations in F 3 m we adapt the methods used for F 2 m to the case of characteristic three fields. The timings obtained provide a speed up of 5 to 19 percent for the Montgomery-parallel approach and 6 to 18 percent for the parallel scalar multiplication EðF 3 m Þ compared to non-parallel approaches.
The paper is organized as follows. In Section 2, we review some background information on elliptic curve over extended binary fields and related scalar multiplication methods. In Section 3, we present the Montgomery-halving approach and the parallelized Montgomery approach for scalar multiplication and related implementation results. In Section 4, we review the best methods known for the implementation of scalar multiplication in EðF 3 m Þ. Then, in Section 5, we present our proposed thirding point formula together with our Third-and-add and parallel approaches for scalar multiplication, along with implementation strategies and timings. Finally, in Section 6, we give some concluding remarks.
BINARY ELLIPTIC CURVE SCALAR MULTIPLICATION
In this section, we consider an extended binary field F 2 m ¼ F 2 ½t=ðfðtÞÞ; where fðtÞ 2 F 2 ½t is an irreducible polynomial of degree m, and an elliptic curve EðF 2 m Þ defined by the following Weierstrass equation:
Let P 1 ¼ ðx 1 ; y 1 Þ and P 2 ¼ ðx 2 ; y 2 Þ be two points on EðF 2 m Þ. Then the addition of two points on the curve can be computed as follows: if ðx 3 ; y 3 Þ are the coordinates of the point P 3 ¼ P 1 þ P 2 , we have:
& where ¼ y 1 þy 2 x 1 þx 2 if P 1 6 ¼ P 2 ;
The above point doubling and point addition formulas involve an inversion in F 2 m which is a costly operation. It is generally preferable to use a projective coordinate system which provides curve operation formulas with a few more field multiplications but without any field inversion. The most widely used coordinate systems are: the standard projective coordinate system where the projective coordinates P ¼ ðX : Y : ZÞ correspond to the affine coordinates ðX=Z; Y =ZÞ satisfying the curve equation (1) , and the L opez-Dahab projective coordinates P ¼ ðX : Y : ZÞ which corresponds to the affine coordinates ðX=Z; Y =Z 2 Þ.
Double-and-Add Scalar Multiplication
The scalar multiplication is the computation of
for a point P 2 EðF 2 m Þ and a scalar k 2 N. The most widely used method to implement scalar multiplication is the classical Double-and-add approach combined with the NAF w recoding of the scalar k. This recoding consists in rewriting k as k ¼ P ' i¼0 k i 2 i so that each k i is an odd integer in fAE1; . . . ; AE2 wÀ1 À 1g. The NAF w representation of k is sparse since the proportion of non-zero coefficients k i is ffi 1=ðw þ 1Þ. This is an advantageous operation since it reduces the number of additions in the Double-and-add algorithm. Indeed, the Double-and-add approach computes k Á P by first precomputing T ½i ¼ i Á P for odd positive integers i 2 ½0; 2 wÀ1 , and then performs a sequence of doubling and addition R 2 Á R þ signðk i ÞT ½ jk i j for i ¼ '; ' À 1; . . . ; 0 where ' is the length of NAF w ðkÞ. As stated in [11] , the total complexity of the Double-and-add scalar multiplication is w þ ' doublings and
additions.
Algorithm 1. Double-and-Add
Require: P 2 EðF 2 m Þ and a scalar k 2 ½0; N À 1 where N is the order of P .
Montgomery-Ladder Point Multiplication
Another popular approach to implement scalar multiplication is the Montgomery-ladder point multiplication. This algorithm uses two points Q 0 and Q 1 which have a constant difference Q 1 À Q 0 ¼ P during the whole run of the algorithm. The point Q 0 successively takes the values k ðiÞ Á P where
and ½k ' ; k 'À1 ; . . . ; k 1 ; k 0 2 is the binary representation of the scalar k. This approach is described in Algorithm 2. We notice that loop operations on the point
which are equivalent to the point doubling and point addition of the Double-and-add approach. The other loop operations
An interesting property of this approach is its regularity during each iteration. Such property is important to provide resistance against some side channel attacks like simple power analysis or timing attacks. In the case of binary elliptic curves, Lopez and Dahab in [16] showed that the use of standard projective coordinates makes this approach almost as efficient as the Double-and-add approach combined with NAF w recoding. This optimized approach requires ð6' þ 10ÞM þ I where ' is the bit length of k while M and I represent respectively a field multiplication and a field inversion.
Algorithm 2. Montgomery-Ladder Point Multiplication
Require: P 2 EðF 2 m Þ and a scalar k 2 ½0; ordðP Þ Ensure:
T Q 1 ; Q 1 2T; Q 0 Q 0 þ T; 8: end if 9: end for 10: return Q 0
Halve-and-Add Scalar Multiplication
In the case of elliptic curve over extended binary field, the halving operation, originally presented in [14] , [21] , makes the implementation of scalar multiplication possible through a Halve-and-add approach in place of a Doubleand-add approach. We assume that the degree m of F 2 m is odd and that TraceðaÞ ¼ 1 where a is the coefficient of the equation (1) which defines EðF 2 m Þ and where TraceðaÞ is defined as TraceðaÞ ¼ P mÀ1 i¼0 a 2 i . The point doubling over EðF 2 m Þ is a one to one application when it is restricted to the subgroup of EðF 2 m Þ formed by the points of odd order. We only consider such points of odd order. The halving formula is derived from the doubling formula: let P ¼ ðx; yÞ and Q ¼ ðu; vÞ be two points on EðF 2 m Þ such that Q ¼ 2 Á P . If N is the order of Q and s is such that 2 Â s ¼ 1 mod N, we have P ¼ s Á Q which is equivalent to P ¼ 1 2 Á Q. The doubling formula (2) provides the following relations between ðx; yÞ and ðu; vÞ:
Following [8] we can recover the coordinates ðx; yÞ in terms of u and v as follows: we first solve the quadratic equation (4) to get , this can be done through a half-trace
, then using (5) we compute x ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi v þ uð þ 1Þ p and y is then given by (3) as
Halving a point comes down to the following computations: one Quadratic solver and one Trace computation plus two multiplications, one square root and a few additions. Consequently, when the HalfTrace, square root and Trace operations are performed efficiently, this makes the halving operation competitive compared to doubling operation.
The Halve-and-add algorithm proposed in [8] is similar to the Double-and-add approach. Preliminary, we need to recode the scalar k in base 1=2 representation: we first compute
where ' is the bit length of N and then we derive
Thus, using (6), we obtain the following base 1=2 representation of k:
The above integer is then recoded with NAF w and the scalar multiplication can then be computed through a sequence of halvings and additions. This approach is detailed in Algorithm 3 and involves '=ðw þ 1Þ þ 2 wÀ1 þ 1 additions and ' halvings.
Algorithm 3. Halve-and-Add
Require: P 2 EðF 2 m Þ of odd order N and a scalar k 2 ½0; N À 1 and ' ¼ dlog 2 ðNÞe þ 1 and w a window size. We review the parallel approach for scalar multiplication in EðF 2 m Þ presented in [23] . We consider a point P 2 EðF 2 m Þ of odd order N of bit length ' and a scalar k 2 ½0; N À 1. The scalar k is recoded by first computing
where n is the fixed split generally taken close to '=2. Afterwards we compute NAF w ðk 0 Þ ¼ P ' i¼0 k 0 i 2 i and we obtain the following expression of k:
The scalar multiplication k Á P of P is then split in two parts:
the first part k 1 Á P is computed with the Double-and-add algorithm and the second part k 2 Á P is performed through a Halve-and-add approach. This parallel method is described in Fig. 1 .
PARALLELIZED MONTGOMERY POINT MULTIPLICATION
In the previous section, we saw that scalar multiplication could be performed in parallel fashion by concurrently performing Halve-and-add and Double-and-add algorithms. In this section, we present an adaptation of this strategy in order to parallelize the Montgomery-ladder point multiplication.
Montgomery-Halving
We consider an elliptic curve EðF 2 m Þ defined by
EðF 2 m Þ with an odd order N and a scalar k 2 ½0; N À 1. We further assume that TraceðaÞ ¼ 1 and m is odd which makes it possible to use a point halving on EðF 2 m Þ. Our goal is to modify the Montgomery point multiplication in order to use the halving operation instead of the doubling operation. We present a new algorithm with the following properties: regularity of the operations performed in each iteration of the main loop in order to keep the SPA resistance properties of the original Montgomery point multiplication; constant difference between Q 1 and Q 0 , the two points computed at each iteration all along the whole point multiplication, which provides some resistance against fault attacks. As in the case of the Halve-and-add approach, we have to recode the scalar k by first computing 
We prove the lemma by induction on i. We first consider the case i ¼ 0: since the initial value of Q 0 and
0 À 2Þ Á P , the induction hypothesis is satisfied in this case. We now assume that the induction hypothesis is satisfied up to i and we prove it for i þ 1. By induction hypothesis we have
Now we consider the following two cases:
In this case the following operations are performed:
We thus obtain the required values
=2 þ 1 and the two points Q 0;iþ1 and Q 1;iþ1 are computed as follows: 
This ends the proof of the lemma. t u The proposed algorithm still has a regularity in the operations of the main loop iteration, i.e., the same type of operation is performed independently of the value taken by the bits k 0 i . The difference Q 1;i À Q 0;i ¼ À2 Á P is preserved during the whole computations, which can be used to detect some fault injection during the computation. Consequently, the proposed algorithm conserves the main properties of the original Montgomery-ladder point multiplication.
Unfortunately, in terms of efficiency, the use of point halving requires to use affine coordinates. Indeed, we could not find a projective form of the Montgomery-halving approach which would save the inversions involved in the ' À 1 point additions of the algorithm. But the approach still makes it possible to develop a parallel version of the Montgomery point multiplication. The next section deals with this version.
Parallel Version
In this parallelized version, we use a split technique similar to the one used by the authors in [23] . Let P be the point to be multiplied with a scalar k and we assume that P has an odd order N. The method to parallelize the computations is similar to the one reviewed in Section 2. The scalar k is recoded by first computing
and is then split in two parts
Then the scalar multiplication k 1 Á P is computed with the original Montgomery-ladder algorithm and the second part k 2 Á P is performed in parallel through a Montgomery-halving approach. The final result is obtained with a final addition k Á P ¼ ðk 1 Á P Þ þ ðk 2 Á P Þ. This parallel method is described in Fig. 2 .
Implementations Results
The platforms used for our implementations are:
An Optiplex 990 DELL equipped with an Intel Core i7-2600 processor and with an Ubuntu 12.04 operating system. The code was written in C language and compiled with gcc 4.6.3. Following the recommendations of [4] the hyperthreading and turbo-boost options have been disabled on our platform in order to measure accurately the performances of the considered algorithms. We used Papi library [1] to get cycle counts. A Nexus 7 tablet with a Qualcomm Snapdragon processor (ARM-v7 architecture) which comprises two cores. The tablet was running an Ubuntu touch 10.04. The code was written in C language and compiled with gcc 4.8.2. We also used Papi library [1] to get cycle counts. The considered curves are the NIST B233 defined over 
where b is a non-sparse element in the field F 2 m . The conditions TraceðaÞ ¼ 1 and m odd are fulfilled which means that there is an efficient halving operation on the curve.
Implementation Strategies for Field Operations
We use the following strategies for implementing field operations in F 2 233 and F 2 409 :
Polynomial multiplication. On the Intel Core i7 processor, we follow the same strategy as the one presented in [23] . The multiplication is performed using a combination of Karatsuba approach for binary polynomial and carry-less instruction of the Intel Core i7 processor. Specifically, the recursion of Karatsuba is performed twice for F 2 233 resulting in nine multiplications of degree 63 polynomials. For the case of F 2 409 , the recursion is performed three times which results in 25 multiplications of degree 63 polynomials. A multiplication of polynomial of degree 63 is performed with the Intel Core i7 carry-less multiplication (PCLMUL instruction). This instruction is part of the AES-NI instruction set and we use it with the intrinsic function _mm_clmulepi64_si128.
On the Snapdragon processor we do not have any carry-less multiplication instruction, consequently we have to use the approach of Lopez-and-Dahab [17] : to compute cðtÞ ¼ aðtÞ Â bðtÞ we first precompute all the products ða 0 þ a 1 t þ a 2 t 2 þ a 3 t 3 Þ Â bðtÞ which are then stored in table T . Afterwards, the polynomial aðtÞ is split in a sequence of nibbles split aðtÞ in a sequence of bytes, and use the table to replace each byte by its corresponding squaring.
On the Intel Core i7 processor this insertion of zeros is performed with the method presented in [6] . Specifically, we use the byte_shuffle instruction which applies a fixed S-box f0; 1g 4 ! f0; 1g 8 simultaneously to the least significant nibbles of each byte of a 128 bit word. This makes it possible to perform the squaring of a polynomial aðtÞ by choosing the S-box as the function which inserts zeros between each bit of a nibble. The resulting squaring implementation on the Intel Core i7 consists of a few word maskings and byte shufflings. Reduction. The irreducible polynomials which defines the NIST fields F 2 233 and F 2 409 are trinomials. We then use the usual approach to perform the polynomial reduction modulo fðtÞ which is made of a few word shifts of the unreduced part of the polynomial followed with XOR operations. Square-root. Let aðtÞ ¼ P mÀ1 i¼0 a i t i be an element of F 2 m , then the square-root of a can be expressed as follows:
We thus have to separate the bits of a into two parts: one part containing bits with odd subscript and the second part with bits with even subscript. This can be done by a few maskings and shiftings. Then we have to remove the zeros between the bits of the resulting two parts a odd and a even . On the Snapdragon processor we use a table look-up approach to remove zeros in each byte of a odd and a even as it was done in the implementation of the squaring. On the Intel Core i7 processor, we use the byte_shuffle instruction to remove the zeros as it was used in the squaring implementation. Then we have to multiply with ffiffi t p , but ffiffi t p has a sparse expression in the fields F 2 233 and F 2 409 , consequently this multiplication consists of a few shifts and XORs. Field inversion. We use the approach of Itoh-Tsujii [12] which is derived from the following expression of the inverse of a
The method of Itoh-Tsujii performs this exponentiation through a short sequence of field multiplications and multi-squarings. Indeed, in the case of F 2 233 a sequence of a 2 e À1 is computed where e follows the addition chain 1 ! 2 ! 3 ! 6 ! 7 ! 14 ! 28 ! 29 ! 58 ! 116 ! 232 using the following relation:
The same method is applied for F 2 409 . Half-trace. This operation is defined as HalfTraceðaÞ ¼
: One important fact is that it is a linear operation. Consequently we precompute and store the terms
. . . ; dm=4e and ½c 0 ; c 1 ; c 2 ; c 3 2 f0; 1g 4 , in a table T ½ Á ½ Á . Then the polynomial a is split in a sequence of nibbles; we use the table T ½ Á ½ Á to compute the half-trace of each nibble and then accumulate their value to obtain HalfTraceðaÞ. As shown in [8] , this approach can be optimized by removing the even bits of a, which divides by two the number of look-up table on the nibbles of a. We only implemented this optimized version on the Intel Core i7 processor, by using a few byte_shuffle instructions. Integer operations modulo N. integer addition and multiplication are performed using schoolbook approaches. The reduction modulo N is performed using the approach of Montgomery [18] . For the inversion we used the lower level function of the GMP library [2] for extended Euclidean algorithm since it was faster than our own code.
Implementation Results
In Table 1 , we report the number of instruction (XOR, AND and shift) and table sizes along with timings obtained for the finite field operations. We notice that on both Core i7 and Snapdragon processors the squaring and square-root operations are the fastest operations, they are above twice as fast as than a field multiplication. Moreover, field multiplication, Half-trace and multi-squaring have roughly the same cost. The field inversion is the slowest operation: it is 22 to 30 times slower than a multiplication on an Intel Core i7 processor and approximately 16 to 18 times slower on a Snapdragon processor.
In Table 2 , we report the timings obtained for the three considered scalar multiplication approaches: original Montgomery-ladder, Montgomery-halving and Montgomery-parallel. We also report timings for the most efficient methods, yet unprotected against side channel analysis, which are Double-and-add, Halve-and-add and Parallel (Double, Halve)-and-add. We also report timings for signing operation of the ECDSA protocol which is the part of ECDSA which might be threatened by side channel analysis. The ECDSA signature of a message m, or a hash of it, is a couple ðs; RxÞ computed as follows: r Randomð1; NÞ; R ¼ ðRx; RyÞ r Á P; s r À1 ðm þ Rx Â kÞ mod N;
where N is the order of the point P and k is the private key.
In our parallel implementation, the modular inversion r À1 mod N is performed by one of the two threads involved in the computations of the scalar multiplication. The other operations modulo N required to get the signature s were performed at the very end of computations.
The timings reported in Table 2 are the average of hundreds of executions with input point P and scalar k taken at random. The values given in the split column correspond to the split value n defined in Section 3.2 which minimizes the timing of the parallel approach. The optimal split value is around 40 for the curve B233 and 60 for the curve B409 on the Core i7 and 50 for B233 and 85 for B409 on the Snapdragon processor. Fig. 3 shows the behavior of the timings of the parallel algorithm when the split value n varies from 20 to 60. We notice that the curve has a 'V' shape: if we approximate each branch of the 'V' shape by a straight line we get the following timing maxðÀ607 n þ 164;968; 3;022 n þ 31;018Þ expressed in terms of the split n.
We also notice that our proposed parallelized version of Montgomery method provides a speed-up of 5 to 10 percent compared to the Montgomery-ladder approach on an Intel Core i7 processor and a speed-up of 19 percent on a Snapdragon processor. The parallelization on the Snapdragon processor is better, which can be explained partly by the fact that the ratio I/M is smaller over the Snapdragon processor.
Below we provide some recently published implementation results for several Montgomery scalar multiplications over elliptic curves for field sizes close to 256. The implementation results are all on an Intel Core i7 Sandy Bridge or i5 Ivy Bridge, thus showing that our implementation is competitive compared to these results, even if the comparison is not fair since most of the considered fields have a slightly larger size than 233. Yet, they generally take advantage of sparse curve coefficients. Moreover, we notice that the timings for Montgomery-ladder and Double-, Halve-and (Double, Halve)-and-add shown in Table 2 are better than the one reported in [23] . Table 2 .
In many recent works [5] , [15] , [20] the authors have taken advantage of endomorphism available on some specific curves in order to apply the so-called GLV approach [9] , which uses cheap endomorphism to reduce by the number point doublings in scalar multiplication. We did not consider this approach since it is not available on NIST curves B233 and B409. But on curve which involves an endomorphism our proposed parallelization can be easily combined to the GLV approach, thus providing some speed improvement.
We also expect that a dedicated hardware implementation (i.e. ASIC or FPGA) should make the proposed parallelization even more interesting. Indeed, using normal bases in hardware should increase the efficiency of the inversion relatively to the multiplication due to almost free multisquarings. It should make the Montgomery-halving scalar multiplication more efficient and then increase the speed of the parallel approach.
ELLIPTIC CURVES DEFINED OVER CHARACTERISTIC THREE FIELDS
In this section, we focus on elliptic curves defined over characteristic three fields F 3 m . Such elliptic curves are generally separated into two kinds of curves: supersingular elliptic curves and ordinary elliptic curves. Here we will focus on ordinary elliptic curves. Such curves can be defined by a Weierstrass equation:
Curve Operations
Let P 1 ¼ ðx 1 ; y 1 Þ and P 2 ¼ ðx 2 ; y 2 Þ be two points on EðF 3 m Þ. The addition, doubling and tripling formulas on this curve are as follows:
Addition. The coordinates ðx 3 ; y 3 Þ of the point P 3 ¼ P 1 þ P 2 are:
Doubling. The coordinates ðx 3 ; y 3 Þ of P 3 ¼ 2 Á P 1 are:
Tripling. The coordinates ðx 3 ; y 3 Þ of P 3 ¼ 3 Á P 1 are computed as follows:
A common strategy to improve the efficiency of the addition, doubling and tripling operations consists in using a projective coordinate system in order to remove field inversions which are costly operations. The following set of projective coordinates were proposed in the context of curves defined over field of characteristic three:
The Jacobian projective coordinates of a point P ¼ ðX; Y; ZÞ (cf. [11] ) corresponds to the affine coordinates of P as ðx; yÞ ¼ ðX=Z 2 ; Y =Z 3 Þ . The ML-projective coordinates ðX; Y; Z; T Þ of a point P defined in [13] corresponds to the affine coordinates of P as ðx; yÞ ¼ ðX=T; Y =Z 3 Þ. The scaled projective coordinate system ðX; Y; T Þ was proposed in [7] . The affine coordinates ðx; yÞ of a point P can be derived from its scaled projective coordinates ðX; Y; T Þ as x ¼ X=bT and y ¼ Y =bT . The complexities of the curve operations in each coordinate system are given in Table 3 . Farashahi et al. showed in [7] that the most advantageous coordinate system is the scaled projective system for curves admitting a point of order three. Smart and Westwood proved in [22] that these curves are isomorphic to curves given by a Weierstrass equation of the form In other words, an elliptic curve which admits a point of order 3 has a curve equation with a ¼ 1. We also notice from Table 3 , that for the other kind of ordinary curves the Jacobian coordinate system provides the best set of curve operations.
Scalar Multiplication in E EðF 3 m 3 m Þ
We now review the best-known scalar multiplication approaches for elliptic curves over characteristic three fields. The well-known Double-and-add approach has already been presented in Section 2. This approach applies equally in the case of a curve EðF 3 m Þ. But for elliptic curves over characteristic three fields, the tripling operation on the curve is really efficient (cf. Table 3 ). This motivates the use of the Triple-and-add variation of the Double-and-add approach which replaces doubling operations with tripling operations. Triple-and-add. The Triple-and-add approach uses a scalar recoded with the signed window representation (SWR 3;w ) of [19] . The SWR 3;w extends the NAF w to base three integer representation. Specifically, scalar k is recoded as a sequence k 0 ; . . . ; k ' of elements k i 2 ½À 
Algorithm 5. SWR 3;w -Signed Window Representation in Base 3
Require: An integer k ! 0 and a window length w Ensure: The SWR 3;w of k while k > 0 do if k 0 mod 3 then
Note that, in Algorithm 5, the operation mod s is a signed modular reduction, i.e., integers are reduced in the set fÀð3 w À 1Þ=2; . . . ; À1; 0; 1; . . . ; ð3 w À 1Þ=2g: From [19] we know that the length ' of this SWR 3;w ðkÞ satisfies ' blog 3 ðkÞc þ 1 and that the number of non-zero k i is approximately ffi ' wþ 1
2
. The Triple-and-add method for scalar multiplication k Á P uses the SWR 3;w method to recode the scalar k, it then precomputes the points i Á P for 0 < i < 
The complexity of this approach is equal to the cost of the precomputations which is 3 wÀ1 additions plus ð2w À 3Þ triplings, plus the cost of the main loop which requires ' wþ 1 2 additions plus ' triplings where ' is the length of SWR 3;w ðkÞ (for further details the reader may refer to [19] ).
Comparison of the complexity of the Double-and-add and Triple-and-add approaches. Based on the complexity of the Double-and-add and Triple-and-add methods combined with the complexities of the curve operations given in Table 3 , we can derive the number of multiplications (M) for some cryptographic field sizes m. For the sake of simplicity, we neglect cubings, cube roots and additions in F 3 m which are generally assumed to be neatly faster than multiplications and inversions. We also assume that a squaring has the same cost as a multiplication, i.e., S ¼ M. The resulting complexities are given in Table 4 . We notice that, in the case a ¼ 1, the Double-and-add method with w ¼ 4 in scaled projective coordinates provides the best complexity results. But we also notice that the Triple-and-add approach with w ¼ 3 in scaled projective coordinates has a complexity of the same order of magnitude. For the case a 6 ¼ 1 the Triple-and-add approach with w ¼ 3 gives the best complexity results.
PARALLEL SCALAR MULTIPLICATION IN E EðF 3 m 3 m Þ
We present in this section a Third-and-add approach to perform a scalar multiplication in EðF 3 m Þ. This method uses a thirding operation on the curve which consists in multiplying a point P by the inverse of 3. We will then take advantage of this new Third-and-add approach to parallelize scalar multiplication by concurrently performing the Third-and-add and Triple-and-add or Doubleand-add algorithms. DA ¼ Double-and-add, TA ¼ Triple-and-add.
Thirding When
We consider two points P ¼ ðx P ; y P Þ and Q ¼ ðx Q ; y Q Þ on an elliptic curve EðF 3 m Þ given by an equation
, with a ¼ 1. The tripling formula in affine coordinates is as follows: if P ¼ 3 Á Q, the expression of ðx P ; y P Þ in terms of ðx Q ; y Q Þ is
If we set
the previous equation (8) rewrites as
Computing the thirding of P , i.e., Q ¼ 1 3
Â Ã Á P , consists of the computation of the coordinates x Q and y Q in terms of x P and y P . Before proceeding to the presentation of the thirding formula, we first need to state some results concerning the solutions of the equation in the variable B of the form B 3 À B ¼ u where u is a fixed element of F 3 m satisfying TraceðuÞ ¼ 0.
Lemma 2 (ThirdTrace).
We assume that the field F 3 m has a degree satisfying m 6 ¼ 0 mod 3. The three solutions of the equation B 3 À B ¼ u where u 2 F 3 m satisfies TraceðuÞ ¼ 0 are: 
and
Proof. It is clear that if B 0 is a solution of B 3 À B ¼ u then B 1 and B 2 are also solutions of this equation:
There is no other solution since the equation is of degree three in B. Now, we check that the expression of B 0 given in (11) when m 1 mod 3 is a solution of the equation
We now consider the second case, i.e., m 2 mod 3:
and since TraceðuÞ ¼ P mÀ1 i¼0 u
In the sequel, for m an odd integer, we will call the thirdtrace of B 2 F 3 m the element
( Lemma 3. We consider an elliptic curve EðF 3 m Þ defined by 
ii) If P ¼ ðx P ; y P Þ 2 EðF 3 m Þ satisfies Traceðy P Þ ¼ 0 it has an order N 0 , and if P ¼ ðx P ; y P Þ 2 EðF 3 m Þ satisfies Traceðy P Þ 6 ¼ 0 then it has an order equal to 3N 0 .
Proof.
We proceed to the proof of i): we first prove that the points ðx 0 ; y 0 Þ; ðx 1 ; y 1 Þ and ðx 2 ; y 2 Þ satisfy (8).
We look for the solutions of (8): from Lemma 2 and since Traceðy P Þ ¼ 0 we deduce that B 0 ¼ ThirdTraceðy 
Finally, we deduce the possible solutions ðx 0 ; y 0 Þ; ðx 1 ; y 1 Þ and ðx 2 ; y 2 Þ of (10) in terms of A 0 ; A 1 ; A 2 and B 0 ; B 1 ; B 2 . We first remark that
This implies the respective expressions of x 0 ; x 1 and x 2 in terms of A 0 ; A 1 and A 2 given in (12). Now, using (9), we compute the values for y 0 ; y 1 and y 2 :
This means that the three points ðx 0 ; y 0 Þ; ðx 1 ; y 1 Þ and ðx 2 ; y 2 Þ of (12) are the solutions of (8) . We now prove that these three points ðx 0 ; y 0 Þ; ðx 1 ; y 1 Þ and ðx 2 ; y 2 Þ are on EðF 3 m Þ. We take i 2 f0; 1; 2g and then we use the fact that ðx P ; y P Þ satisfy the curve equation:
We now replace y P and x P by their respective expression in terms of x i and y i : 
Now, we multiply the equation by ðx 3 i þ bÞ 3 and we obtain:
We finally obtain that y 
since TraceðB 3 Þ ¼ TraceðBÞ. We now assume that P ¼ ðx P ; y P Þ 2 EðF 3 m Þ is of order 3N 0 , then it cannot satisfies Traceðy P Þ ¼ 0, otherwise using iÞ it would exists Q 1 ; Q 2 and Q 3 satisfying 3Q i ¼ P . This means that Q i would have an order equal to 9N 0 which contradicts the fact that EðF 3 m Þ has order 3N 0 . This ends the proof of iiÞ. t u
The previous lemma shows us that for a given point P of order N 0 we compute the point Q ¼
given by (12) and then selecting the point Q i such that
To efficiently implement the thirding formula (12) we can use the following strategies:
are costly operation. These three inversions can be performed through only one inversion plus a few multiplications. Indeed, we use the strategy proposed by Montgomery: we first compute the product
In order to avoid some trace computations and some multiplications in the computations of ðx i ; y i Þ; i ¼ 0; 1; 2; we can proceed by first computing y 0 and then we compute Traceðy 0 Þ and if it is equal to zero then we compute x 0 and return ðx 0 ; y 0 Þ, otherwise we compute y 1 and its trace Traceðy 1 Þ. Again if Traceðy 1 Þ ¼ 0 we compute x 1 and return ðx 1 ; y 1 Þ, otherwise we compute y 2 and x 2 and return ðx 2 ; y 2 Þ.
Thirding When
We consider the case of elliptic curves EðF 3 m Þ defined by
, with a ¼ À1. Let P ¼ ðx P ; y P Þ and Q ¼ ðx Q ; y Q Þ be two points on EðF 3 m Þ. Based on (7), if P ¼ 3 Á Q, the expression of ðx P ; y P Þ in terms of ðx Q ; y Q Þ is as follows:
, then the previous equation rewrites as
The process to derive a thirding formula in this case is similar to the case a ¼ 1 of Section 5.1. We first need to solve the equation y P ¼ ÀðB 3 þ BÞ in the variable B, and then we derive the corresponding solution for A; x Q and y Q . We only deal with m odd which is the case in practice.
Lemma 4. Let u 2 F 3 m and we assume that m is odd. Then the equation B 3 þ B ¼ u has a unique solution which is
In the sequel we denote HalfTraceðBÞ ¼ P ðmÀ1Þ=2 i¼0 u 3 2i the half-trace of B.
Proof. We first check that B ¼ P ðmÀ1Þ=2
But, now, we notice that 
We now prove that the solution is unique. Indeed if B 1 and B 2 are two solutions of
however, such elements are in F 3 2 nF 3 and since m is assumed to be odd, these elements are not in F 3 m . In other words C must be equal to zero and thus B 1 and B 2 are equal. This concludes the proof. t u
We are now able to generate the thirding formula in the case a ¼ À1 and m odd.
Lemma 5.
We consider an elliptic curve EðF 3 m Þ given by
with m odd. Let P ¼ ðx P ; y P Þ and Q ¼ ðx Q ; y Q Þ be two points on EðF 3 m Þ. The order N 0 of the curve satisfies N 0 6 0 mod 3 and if 3 Á Q ¼ P then the coordinates of Q can be computed in terms of ðx P ; y P Þ as follows:
B
HalfTraceðÀy P Þ þ TraceðÀy P Þ;
Proof. To check that N 0 6 0 mod 3 we follow the same outline as in the proof of [22, Lemma 1] . If N 0 0 mod 3, a non trivial point of order three T ¼ ðx T ; y T Þ exists on the curve. If we look at the tripling formula (7) and since
But such y T exists in F 3 m if and only if À1 is a square in F 3 m but this is not possible since m is odd and, thus, F 3 m does not contain the square roots of À1. The thirding formula is a straightforward consequence of Lemma 4 which provides the expression of B in terms of y P . The expressions of A; x Q and y Q in terms of x P and y P are obtained using the same approach as in the proof of Lemma 3. t u
Parallel Scalar Multiplication in E EðF
We consider a curve EðF 3 m Þ given by y 2 ¼ x 3 þ ax 2 þ b where a 2 f1; À1g. The thirding formulas presented in the two previous sections provide some new approaches to implement the scalar multiplication on EðF 3 m Þ. Indeed, let k be the scalar and let P be a point on EðF 3 m Þ of order N < 3
' which is assumed to be prime. If we denote k 0 ¼
e., with k 0 i 2 f0; 1; 2g we have
Consequently, the scalar multiplication k Á P can be performed through a sequence of thirdings and additions:
We extend this idea to a Third-and-add approach which uses SWR 3;w to recode k 0 . Details of this approach are given in Algorithm 7.
Algorithm 7. Third-and-Add with SWR 3;w Require: A curve EðF 3 m Þ, a point P 2 EðF 3 m Þ of prime order N < 3 ' and a scalar k 2 ½1; N. 
The Third-and-add approach is not interesting in practice since the thirding operation appears to be quite costly compared to the tripling operation. But we can take advantage of the Third-and-add approach to implement scalar multiplication in parallel fashion. Indeed, we can split the integer k into two parts k 1 and k 2 as follows: we set a split value 0 < n < ' ¼ dlog 3 ðNÞe and we compute
in base 3 we can rewrite k as follows:
Then scalar multiplication can be split into two concurrent algorithms: a Triple-and-add algorithm which performs k 2 Á P and a Third-and-add algorithm which performs k 1 Á P . The result is obtained after a final addi-
Implementation Strategies and Timings for Field Operations
The platforms used for our experimentations are the same as in Section 3. Then a 0 and a 1 are stored in an array of computer words (128 bits for the Intel Core i7 processor and 32 bits for the Snapdragon processor). The respective number of computer words is specified Table 5 for each platform and field.
Addition. We use the approach presented in [3] : let a and b be two elements in F 3 m and let a 0 and a 1 and b 0 and b 1 be the decomposition of a and b as described above. The formula used to compute the addition c ¼ a þ b in F 3 m is the following:
and c 1 ¼ u^ða 1 j b 1 Þ; p 2 are easy to implement and fast.
ThirdTrace, HalfTrace and Multi-cubing. The thirdtrace is a linear function, i.e., ThirdTraceða þ bÞ ¼ ThirdTraceðaÞ þ ThirdTraceðbÞ and the same is true for the half-trace HalfTraceða þ bÞ ¼ HalfTraceðaÞ þ
HalfTraceðbÞ and the multi-cubing ða þ bÞ
Therefore, ThirdTrace, HalftTrace and multi-cubing operations were implemented in similar fashion. We present only the implementation strategy for the third-trace: for the computation of ThirdTrace we first precompute and store in a table tab TT the values
where ða 4i ; a 4iþ1 ; a 4iþ2 ; a 4iþ3 Þ 2 f0; 1g 4 and i >¼ 0. To compute ThirdTraceðaÞ for an element a ¼ P mÀ1 i¼0 a i t i 2 F 3 m , we decompose a into a sequence of nibbles ½a 4i ; a 4iþ1 ; a 4iþ2 ; a 4iþ3 for 0 i < dm=4e, and then sum the 2 Â dm=4e values tab TT ½i½a 4i þ 2a 4iþ1 þ 4a 4iþ2 þ 8a 4iþ3 .
Inversion.
To perform the inversion we use the approach of Itoh-Tsujii [12] . The inverse of a 2 F 3 m is given by:
This expression can be computed through a short sequence of multi-cubings and multiplications. Indeed, if we denote e k ¼ P kÀ1 i¼0 3 i ; then the following identity holds
This property enables to compute a À1 ¼ ða e mÀ2 Þ 3 Â a e mÀ1 using an addition chain. Indeed for m ¼ 127 the sequence of e k where k follows the addition chain
In Table 5 , we provide the number of instructions (XOR, AND, shifts and byte_shuffle) involved in our codes. We also provide the sizes of tables used for field operations. We then measure the average computational time for each operation over the two platforms Intel Core i7 and Qualcomm Snapdragon processors. We note that the instruction counts is closely related to the computational time. The cubing and third-root operations are the fastest operations and multiplication, Half-Trace and Third-Trace are all more than five times slower. The inversion is the most costly operation.
Timings of Elliptic Curve Scalar Multiplications
We implemented the Double-and-add, Triple-and-add and Third-and-add algorithms for scalar multiplication along with their parallel counterparts, in EðF 3 127 Þ and EðF 3 251 Þ. The curves chosen have either a ¼ 1 and order 3N where N is prime, either a ¼ À1 and a prime order N. In F 3 127 we used:
And we used the two following curves over F 3 251 .
7E33035F 242EEFB5A22DEA057A242601DF 8037554A0598DB:
The timings obtained a scalar multiplication on the above curves are shown in Table 6 . The reported timings correspond to a scalar multiplication and to an ECDSA signature. These timings are coherent with the complexity results of Table 3: For a ¼ 1 the best non-parallelized approach is the Double-and-add scalar multiplication while the Triple-and-add approaches are slightly slower In the literature, we could not find any recent enough implementation results for elliptic curve scalar multiplication on EðF 3 m Þ. We thus compare our results with some recently published implementation results over ordinary curves EðF 2 m Þ and EðF p Þ. The above timings show that scalar multiplication on an ordinary curve EðF 3 m Þ is not competitive compared to EðF 2 m Þ and EðF p Þ on Intel processors. This is mainly explained by the poor efficiency of the underlying F 3 m field arithmetic. On a Snapdragon processor the timings for scalar multiplication over EðF 3 127 Þ are close to the timings for B233 only.
We expect the characteristic three approach, and consequently the proposed parallel approach, to become competitive when implemented on dedicated hardware. Indeed, field arithmetic might show a closer efficiency to the one of EðF 2 m Þ and EðF p Þ. In particular, inversion might take benefit from the use of normal basis representation and in this case, the thirding operation might be more efficient.
CONCLUSION
We have presented in this paper two new strategies for parallel implementation of scalar multiplication. The first one concerns elliptic curves over binary fields F 2 m : we have proposed a halving form of the Montgomery point multiplication. This approach can be used in parallel to the original Montgomery-ladder in order to compute concurrently part of the scalar multiplication. The second strategy concerns implementation of elliptic curve scalar multiplication in EðF 3 m Þ: we provide point thirding formulas on two sub- families of ordinary elliptic curve. Point thirding is the analog in EðF 3 m Þ to point halving in binary elliptic curves EðF 2 m Þ. This leads to a Third-and-add approach for scalar multiplication and also a parallel approach which concurrently performs Third-and-add and Triple-and-add or Double-and-add algorithms. We implemented these two new parallel strategies. The timings obtained show a speed-up of 5-19 percent compared to the original non parallelized version for the case of EðF 2 m Þ and a speed-up of 6-18 percent for scalar multiplication EðF 3 m Þ on Intel Core i7 and Qualcomm Snapdragon processors.
