Givenaset P with n points in R k ,its diameter, d P ,isthe maximum of the Euclidean distances between its points. We describe an algorithm that in m ≤ n iterations obtains
Theorem 2.1: r q ≤ d P ≤ √  3 r q .
Proof:
We need only showt hat d P ≤ √  3 r q .F or a given y ∈ R k and r ≥ 0, let S(y , r) = { x ∈ R k : d(x , y) ≤ r }. Note that we immediately have d P ≤ 2 r q .T op rove the tighter bound, we estimate the diameter of S( p , r p ) ∩ S(q , r q ), i.e., max { d(x , y):x , y ∈ S( p , r p ) ∩ S(q , r q )}. Let p′=q + (r q /r p )(p − q). Note that r q ≥ r p .I f x ∈ S( p , r p ), then d(x , p′ ) ≤ d(x , p) + d( p , p′ ) ≤ r p + (r q − r p ). Thus, x ∈ S( p′ , r q )( see Figure 1 ) . file figure1
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We showthat the diameter of S( p′ , r q ) ∩ S(q , r q )e quals √  3 r q .W ithout loss of generality,we may assume r q = 1, p′=( − where x = (x 1 , x 2 ,...,x k )a nd y = (y 1 , y 2 ,...,y k ).Note that if x is feasible, so is − x .By the triangle inequality,itsuffices to consider the following equivalent problem:
Then the previous problem is equivalent to
. The optimal value of the above isattained at 0a nd is √  3.
• The bound of Theorem 2.1 is also tight for each k ≥ 2, asm ay be seen from Figure 2 . The figure also implies that no improvement is possible if one repeats algorithm A, starting with q .T his remains true eveni fo ne repeats the algorithm with a point different than both p and q ,e.g., consider the case where manycopies of p and q exist.
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In what follows we describe algorithm B, which either improvesthe lower bound or guarantees a tighter upper bound to d P .I nitially,the algorithm applies algorithm A, starting with an arbitrary point p ∈ P ,o btaining the estimate r q .I tt hen removes p and q from P and applies algorithm A with the center of the line segment joining q and p′ as the news tarting point. Algorithm B terminates if the newe stimate does not improve ori fa tm ost one point remains. Otherwise, the process is repeated. More formally the algorithm is as follows:
Algorithm B
Step 0:
Step 1:
Step 2: If r j+1 ≤ r j ,stop. Otherwise, j = j + 1,go to Step 1.
Assume that the above algorithm terminates for j = m .C learly, m ≤ n .A lso note that if P m+1 ≤ 1, weh av e computed r m = d P in O(n)i terations. Since each iteration requires O(n)s teps, in this case Algorithm B computes the actual diameter in O(n 2 )t ime, which is no worse than the time-complexity of the pedestrian algorithm of computing the distance between ev ery pair of points in P .
Lemma 2.1 : r m ≤ d P .
Proof:
We need to showthat for j = 2,...,m , p j ∈ H(P), where H(P)i sthe convex hull of P .This, together with the fact that P and H(P)h av e the same diameter,implies the result. By induction we only need to prove this for j = 2. Note that p 2 = α 1 p 1 + α 2 q 1 ,w here α 1 = r 1 /2 ρ 1 ,and α 2 = 1 − α 1 .Since r 1 ≤ 2ρ 1 ,itfollows that p 2 is a convex combination of p 1 and q 1 .
•
Next we obtain an upper bound to d P .S ince r m+1 ≤ r m ,wemay conclude that
We may assume r m = 1, p′ m = (− 1 2 ,...,0) , and q m = ( 1 2 ,...,0) . The diameter of the intersection of these four hyperspheres is bounded above byt he optimal value of the following optimization problem:
The point z in the above problem corresponds to q m+1 .L et δ (k)b ethe optimal value of (P2).
We first obtain a lower bound to δ (k),and then using it we prove that the actual value coincides with this lower bound.
Proof:
. Let us consider the restricted problem where x = z 1 ,and y = z 2 .This problem reduces to:
The third equation is redundant and, without loss of generality we may assume z i = 0f or i = 3,4,...,n .Thus, the above problem has the same optimal value as the following: 
Thus it follows that the point y that depends on z o ,w ill lie on the arc of the circle ∂ S ((− To compute y 1 we need to solvet he equations (y 1 + Proof: From Theorem 2.2, we observet hat for k = 2, the constraint
≤ 1i sredundant in (P2), i.e. if this constraint is removed, the resulting optimization problem has the same optimal value. Let (P3) denote this optimization problem that results once the above constraint is removedfrom (P2). we prove that (P3) has the same optimal value for all k ≥ 2.
Let the triplet (x , y , z)w ith x = (x 1 , x 2 ,...,x k ), y = (y 1 , y 2 ,...,y k ), z = (z 1 , z 2 ,...,z k )b ea no ptimal solution of (P3). Let x = (x 1 , x 2 ,0,...,0), y = (y 1 , y 2 ,0,...,0)a nd z = (z 1 , z 2 ,0,...,0), where and that d(x , y) ≥ d(x , y) . The point ( x , y , z )i st rivially feasible with respect to all but the last constraint of (P3). By Cauchy-Schwarz inequality,
≤ 1,it follows that ( x , y , z )s atisfies the last constraint as well. Applying the Cauchy-Schwarz inequality once more, we get (
The main result of this paper may nowbesummarized as follows:
The worst case bound of the algorithm is achievable by considering the fivep oints
, where z
2 ,I ft he first point is selected as p 1 ,t hen the second point is q 1 and p 2 = (0 , 0) .I f q 2 is the third point, the algorithm terminates with r 1 = r 2 = 1,while the actual diameter is √    5 − 2 √  3.While the worst case bound is achievable, we have not been able to determine the worst-case time complexity of Algorithm B. However, based on empirical evidence described below, wea re led to conjecture that for uniformly distributed points in R k for fixed k ,the worst-case time complexity of Algorithm B is O(n).
Remarks : Ac omputer implementation of algorithm B was carried out and in what follows we present some of the results.
We considered sets of points of sizes n = 50 , 100 , 150 , 200 , 250 in each of the dimensions k = 2,3,4,5,6 . Foreach possible pair of values of n and k ,100 sample sets P were generated by uniform distribution in the unit hypercube. For each test problem, Algorithm B was run and at the same time the actual diameter was computed by brute force. The average percentage error is produced in Table I . For example for n = 150 and k = 4, the mean error of the approximate diameters computed for 100 sample sets by Algorithm B was only 1.72% . Incidentally,d uring the runs, the maximum error reached was about 24%, showing that the theoretical error bound was attained ( √    5 − 2 √  3 ≈ 1. 24 ). The maximum number of iterations m required by Algorithm B for the 100 sample sets considered for each pair n and k are giveninT able II. It appears difficult to justify the surprisingly small magnitude of these numbers. 
