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Thermal transport through liquid-solid interfaces plays an important role in many chemical and
biological processes, and better understanding of liquid-solid energy transfer is expected to enable
improving the efficiency of thermally driven applications. We determine the spectral distribution
of thermal current at liquid-solid interfaces from nonequilibrium molecular dynamics, delivering a
detailed picture of the contributions of different vibrational modes to liquid-solid energy transfer.
Our results show that surface modes located at the Brillouin zone edge and polarized along the liquid-
solid surface normal play a crucial role in liquid-solid energy transfer. Strong liquid-solid adhesion
allows also for the coupling of in-plane polarized modes in the solid with the liquid, enhancing the
heat transfer rate and enabling efficient energy transfer up to the cut-off frequency of the solid. Our
results provide fundamental understanding of the energy transfer mechanisms in liquid-solid systems
and enable detailed investigations of energy transfer between, e.g., water and organic molecules.
I. INTRODUCTION
Energy transfer across liquid-solid interfaces plays an
important role not only in conventional heat exchange
applications such as heat pipes [1] but also in emerg-
ing nanotechnological applications such as photothermal
cancer therapy [2], targeted drug delivery [3], solar vapor
generation [4], reversible trapping of biomolecules [5], and
nanofluid cooling [6]. The transfer of vibrational energy
between liquids and solids is, however, poorly understood
compared to solid-solid interfaces, in part due to the dif-
ficulty of experimentally isolating the thermal resistance
of the interface [7, 8]. Existing experiments have, how-
ever, indicated [8–12] that the interfacial conductance of
a typical solid-liquid surface is generally close to the con-
ductance of a typical solid-solid interface.
Simulations of the complex vibrational dynamics at
liquid-solid interfaces are an invaluable tool in under-
standing the heat transfer mechanisms. Molecular dy-
namics (MD) simulations have been used to investigate
the effects of, e.g., liquid-solid bonding strength [13–
16], temperature [17], pressure [18], surface roughness
[19, 20], surface patterning [21], and surface functional-
ization [22–25] on the interfacial conductance. Detailed
analysis of heat transfer mechanisms at solid-liquid inter-
faces is, however, still lacking, mostly due to the nonex-
istence of simplifying small-displacement approximations
allowing for extracting frequency-dependent mode trans-
mission functions as in stiff solid-solid surfaces (see, e.g.,
Refs. [26, 27]).
In this paper, we gain access to the energy transfer
mechanisms at liquid-solid interfaces by utilizing our re-
cently developed method for calculating the spectrally
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decomposed heat current (SDHC) from nonequilibrium
molecular dynamics [28]. By combining SDHC with the
wavevector decomposition [29, 30], which we have previ-
ously developed for analyzing the contributions of differ-
ent phonon branches on thermal conduction, we provide
a thorough picture of the contributions of different vibra-
tional modes on energy transfer at liquid-solid interfaces.
In order to highlight the pertinent features in solid-liquid
energy transfer instead of addressing material-specific
properties, we simulate a generic Lennard-Jones (LJ) sys-
tem with the potential parameters of liquid argon and
”stiff” argon as in numerous earlier works [13–16, 31, 32].
The LJ potential accounts for the pertinent features of in-
teratomic interactions (repulsion and attraction at small
and large distances, respectively) and also allows for sim-
ulating large systems efficiently.
II. THEORY AND METHODS
A. Spectral heat flux
Spectral heat current at the liquid-solid interface is de-
termined by monitoring the force-velocity correlations at
the interface [28]. The starting point for the analysis is
the total heat flux flowing across the interface from the
liquid (l) to the solid (s) [33, 34],
Ql→s =
1
2A
∑
j∈l
∑
i∈s
〈Fij · (vi + vj)〉 (1)
=
1
A
∑
j∈l
∑
i∈s
〈Fij · vi〉. (2)
Here A is the interface area, the interparticle force Fij
is defined as the derivative of the interatomic interaction
2(a)
x (nm)
10 15 20 25 30 35T
em
pe
ra
tu
re
 (K
)
120
140
160
180
(b) ∆Ts
Figure 1. (Color online) (a) Schematic illustration of the stud-
ied system: Lennard-Jones liquid sandwiched between two
Lennard-Jones solids arranged in a face-centered cubic lat-
tice. The spectral heat current ql→s(ω) is calculated at the
solid-liquid interfaces by monitoring the force and velocity
trajectories of the atoms located within the potential cut-off
distance from the liquid. (b) Typical temperature profile in
the non-equilibrium simulation. The spectral conductance is
defined as g(ω) = |ql→s(ω)|/∆Ts, where ∆Ts is the tempera-
ture jump at the surface.
potential Vij with respect to particle position xi,
Fij = −
∂Vij
∂xi
, (3)
and the identity [35] 〈Fij · vj〉 = 〈Fij · vi〉 was used in
Eq. (2). Following the derivation of Ref. [28], the heat
flux Ql→s can be decomposed spectrally as
Ql→s =
∫ ∞
0
dω
2pi
ql→s(ω), (4)
where ω is the angular frequency and the spectral heat
flux ql→s(ω) is given by the expression
ql→s(ω) =
2
A
Re
∑
j∈l
∑
i∈s
∫ ∞
−∞
dτeiωτ 〈Fij(τ) · vi(0)〉. (5)
Here τ is the correlation time between forces and veloc-
ities and the correlation function 〈Fij(t1) · vi(t2)〉 only
depends on the time-difference t1−t2 due to the assumed
steady state.
B. Simulation setup
We investigate the spectral heat flux in the simulation
system depicted in Fig. 1. LJ liquid of length Lliquid is
sandwiched between two LJ solids consisting of 40×8×8
unit cells in a face-centered cubic lattice oriented so that
the [100] crystal direction is along the x-axis. The LJ
interatomic interaction energy is [36]
Vij(r) = 4εij
[(σ
r
)12
−
(σ
r
)6]
, (6)
where the particle sets i, j ∈ {l, s} label either liquid
(i ∈ l or j ∈ l) or solid (i ∈ s or j ∈ s) and r is
the interparticle distance. We choose the potential and
mass parameters of the liquid to correspond to liquid ar-
gon [37]: σ = 3.4 A˚, εll = 1.67 × 10
−21 J, and atomic
mass m = 39.948 amu. For the solid parts, m and σ
are unchanged but the interaction strength is chosen as
εss = 10εll as in earlier simulations [13, 16, 31]. The
liquid-solid interaction parameter is set to εls = εll un-
less noted otherwise and the interaction cut-off radius is
rc = 2.5σ. The length of the liquid region is chosen as
Lliquid ≈ 5.5 nm.
To impose nonequilibrium, atoms located in regions
of length Lbath = 13.6 nm are coupled to Langevin heat
baths at temperatures T+∆T/2 and T−∆T/2 in the left
and right solids, respectively. We use the Langevin bath
relaxation time τ = 2.14 ps, corresponding to weak bath
coupling [28]. Simulations are performed at the mean
temperature T = 150 K and with the temperature bias
∆T = 50 K. System pressure is set to P = 50 MPa
by controlling the system volume with a barostat in an
initial equilibrium simulation. In this equilibrium run,
periodic boundary conditions are employed in all three
spatial directions. The simulations were performed at
the average temperature of T = 150 K, which is close to
the value of T = 170 K recently used in Ref. [16]. At
T = 150 K, relatively high pressure is needed to ensure
that the pair distribution function of the middle part of
the system exhibits the oscillations expected in the liquid
phase [36], and we choose the value P = 50 MPa for our
simulations. After the equilibration, periodic boundary
conditions are imposed only in the y- and z−directions
and atoms located in the two left- and right-most unit
cells are fixed to avoid atomic sublimation at the sys-
tem boundaries. Atomic equations of motion are inte-
grated using LAMMPS simulation software [38] with the
timestep 4.28 fs.
Atomic velocities and forces are collected for the eval-
uation of the spectral heat flux (5) during a nonequi-
librium collection run of 107 steps. Details of the eval-
uation of Eq. (5) from the MD trajectories are dis-
cussed in Appendix A. A typical nonequilibrium tem-
perature profile observed in the simulation is shown in
Fig. 1(b). As expected, the temperature profile exhibits
a temperature jump ∆Ts at the interface due to the non-
zero thermal resistance. In the results below, we nor-
malize the calculated spectral heat flux by the tempera-
ture jump to extract the spectral interface conductance
as g(ω) = |ql→s(ω)|/∆Ts. Here the absolute value ac-
counts for the fact that at the left interface, heat flows
from the solid to the liquid. Temperature jump ∆Ts at
the surface is determined by extrapolating linearly fitted
temperature profiles in the solid and the liquid to the
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Figure 2. (Color online) Spectral interface conductance
g(ω) = |q(ω)|/∆Ts at the left and right liquid-solid interfaces
versus frequency. For reference, also the spectrally decom-
posed bulk conductivity of the solid is shown.
interface and calculating the difference [18]. Note that
the precise values of ∆Ts are not critically important in
our analysis, because we focus on the spectral distribu-
tion of conductance instead of absolute values. The ef-
fects of structural parameters, pressure, and solid-liquid
mass ratio on the spectral conductance are discussed in
the Appendix.
III. NUMERICAL RESULTS
Figure 2 shows the spectral interface conductance
g(ω) = |ql→s(ω)|/∆Ts versus frequency f = ω/(2pi) at
the left and right interfaces. Conductances calculated
at the left and right interfaces agree closely, suggesting
that the conductance is relatively insensitive to the tem-
perature difference between the left and right interfaces.
In the analysis below, we therefore focus on the spectral
conductance at the left interface.
The spectral interface conductance of Fig. 2 has a
maximum at f ≈ 2.4 THz, indicating the dominant con-
tribution of vibrations with frequencies around this value
to the interfacial heat transfer. The position of the peak
differs from the maximum position in the bulk spectral
conductivity κ(ω) = q(ω)/|dT/dx| calculated for the two
solids in direct contact without the liquid (dT/dx is the
thermal gradient in the bulk). This shift in the position of
maximum is similar to the shift in the density of states
at a free surface compared to the one of the bulk [39].
Figure 2 also shows that the highest-frequency modes in
the bulk at frequencies f & 5 THz do not contribute to
liquid-solid energy transfer, indicating the decoupling of
high-frequency vibrations in the solid from the vibrations
in the liquid.
To better understand the shape of the spectral distri-
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Figure 3. (Color online) (a) Wavevector-decomposed spectral
heat flux and (b) interfacial density of states versus wavevec-
tor and frequency at the solid-liquid interface (arbitrary units,
brighter colors correspond to larger values). (c) Wavevector-
decomposed spectral heat flux and (d) interfacial density of
states in the bulk solid. The surface mode labeled as A in (a)
and located on the Brillouin zone boundary X¯–M¯ contributes
strongly to the interfacial conductance at f ≈ 2.3 THz. Sur-
face mode labeled B has, on the other hand, smaller effect
on energy transfer due to its in-plane polarization. Figures
have been calculated for a 20 × 20 cross-section to improve
the wavevector resolution compared to the 8× 8 cross-section
used in other calculations.
bution of Fig. 2, we take advantage of the translational
invariance along the y- and z-directions and decompose
Eq. (5) into in-plane wavevector contributions as
q(ω) =
∑
q‖∈SBZ
q(ω;q‖), (7)
where q‖ = (qy, qz) is the in-plane wavevector and SBZ
4is the two-dimensional Brillouin zone of the (100) surface
[39]. The decomposition is derived by substituting the
two-dimensional discrete Fourier transforms of forces Fi
and velocities vi in Eq. (5) and performing the sum over
unit cells in y- and z-directions to eliminate one of the
wavevectors [29, 30].
Figure 3 shows the wavevector-decomposed spectral
current at (a) the liquid-solid interface and (c) in bulk
solid along different directions in the two-dimensional
Brillouin zone. The wavevectors labeled as Γ¯, X¯ and M¯
correspond to the high-symmetry points in the (qy,qz)-
plane as in Ref. [39]. It can be seen from Fig. 3(a)
that modes at the Brillouin zone boundary X¯–M¯ con-
tribute strongly to the peak in the spectral conductance
at f ≈ 2.3 THz (branch labeled A). By comparing the
vibrational density of states at the surface of the solid
[Fig. 3(b)] to the bulk density of states of the solid [Fig.
3(d)], these modes at the zone boundary at f ≈ 2.3 THz
can be identified as surface modes due to their absence
in the bulk [39] (note that the lowest-frequency modes
at the interface in the X¯–M¯ line have a slightly smaller
frequency than the lowest-frequency bulk modes). The
surface density of states of Fig. 3(b) also shows a low-
frequency surface mode in the Γ¯–X¯ and X¯–M¯ directions
[labeled B in Fig. 3(a)]. The small contribution of this
surface mode on the spectral heat flux of Fig. 3(a) can
be understood by the fact that the mode is mostly po-
larized in the in-plane direction [39] and cannot therefore
couple to the liquid, as discussed in more detail below.
The branch labeled A is, on the other hand, primarily po-
larized in the out-of-plane direction, allowing for efficient
coupling between the solid and the liquid.
In addition, Fig. 3(a) shows that the acoustic modes
at low frequencies (. 1 THz) and near the zone center Γ¯
couple efficiently with the liquid. Their total contribution
to the spectral conductance of Fig. 2 is, however, small
because they occupy only a small region of the Brillouin
zone in the (qy ,qz)-plane.
Parameter values εls > 1 and εls < 1 correspond, re-
spectively, to ”wetting”and ”non-wetting” liquids [13]. In
the former case, the liquid tends to form a wetting layer
on the solid surface [40], enhancing the heat transfer rate
[11]. It has been suggested [32] that the enhancement
arises from the improved coupling of in-plane vibrations
at the solid surface with the liquid, but this has not been
transparently demonstrated. To understand the role of
interfacial bonding strength on heat transfer, we show
in Fig. 4 the spectral conductance for various liquid-
solid interaction parameters εls. To analyze the roles
of in-plane and out-of-plane vibrations (in and perpen-
dicular to the yz-plane, respectively), we also show the
x-coordinate (out-of-plane) contribution
gx(ω) = −
2
A∆Ts
Re
∑
j∈l
∑
i∈s
∫ ∞
−∞
dτeiωτ 〈F xij(τ)v
x
i (0)〉.
(8)
on the spectral conductance as shaded regions.
In the case of weak liquid-solid bonding (εls = 0.5εll),
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Figure 4. (Color online) Spectral conductance at the left
liquid-solid interface for various liquid-solid interaction pa-
rameters εls. The shaded regions denote the contribution of
forces and velocities oriented along the x-coordinate (normal
to the liquid-solid surface) to the total conductance [Eq. (8)].
which corresponds to a hydrophobic surface, the contri-
bution of in-plane vibrations to the spectral conductance
of Fig. 4 is negligible. In this case, the liquid atoms sat-
isfy a microscopic free slip boundary condition, allowing
the liquid atoms to flow freely along the surface, decou-
pled from the in-plane vibrations of the solid [32]. It is,
however, important to note that in-plane vibrations can
be intimately coupled to out-of-plane motion as in, e.g.,
Rayleigh waves.
In the case of a strong liquid-solid bonding (εls = 5εll),
on the other hand, the spectral conductance increases at
all frequencies. At frequencies f . 2 THz, the increase
originates mostly from the increased contribution of in-
plane vibrations: strong bonding essentially renders a
no-slip boundary condition [32] at the surface, forcing the
velocities of liquid atoms to follow the velocities of solid
atoms and allowing for energy transfer. At frequencies
f & 2 THz, the contribution of in-plane vibrations re-
mains large, but also vibrations along the surface normal
(x-axis) benefit from the strong coupling and contribute
more to the conductance: even the highest-frequency
modes with f & 5 THz can couple to the liquid. The
large contribution of high-frequency modes to the con-
ductance in the case of strong coupling is in contrast with
the predictions of Ref. [16], where the analysis of the
interfacial density of states in different cases suggested
that the increase in the conductance is likely to originate
from low-frequency modes. The difference in the conclu-
sion is expected to arise because the interfacial density
of states is only indirectly related to the thermal conduc-
tivity and may therefore fail to reflect all the pertinent
features of the spectral heat current. In contrast, our
spectral decomposition method directly decomposes the
thermal current as described by MD into spectral domain
5and therefore is expected to avoid potential complications
in interpreting the spectral form of the heat current. The
hypotheses of Refs. [16, 32] of the importance of in-plane
vibrations in the case of strong solid-liquid bonding is,
however, validated by our results.
It is important to note that in the strongly bonded
case (εls = 5εll), the liquid atoms closest to the solid
adsorb to the solid surface, enabling the transfer of high-
frequency vibrations between the solid and this wetting
layer. We do not expect, however, that these high-
frequency vibrations are able to carry energy deep into
the liquid. Instead, they are most likely transformed into
lower-frequency vibrations carrying the energy. In fu-
ture, it could be fruitful to investigate the validity of this
hypothesis by calculating the spectral decomposition of
heat current inside the liquid.
IV. SUMMARY
In summary, we have determined the spectral distri-
bution of thermal conductance of liquid-solid interfaces,
providing fundamental microscopic understanding of the
heat transport mechanisms. Energy transfer across the
interface was shown to be dominated by the surface
modes located at the Brillouin zone boundary and po-
larized along the surface normal (out-of-plane). When
the liquid-solid bonding is weak, only out-of-plane vi-
brations along the surface normal contribute to energy
transfer, but strong interfacial bonding (hydrophilicity)
allows also for the coupling of transverse vibrations in
the solid with the liquid. Strong bonding also enables
heat transfer at very high frequencies, extending up to
the cut-off frequency of the solid. The presented results
and methods lay ground for future investigations of heat
transfer mechanisms between prevalent liquids such as
water and complex materials such as functionalized sur-
faces, nanoparticles, and biomolecules.
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Appendix A: Evaluation of the heat current
spectrum
In the results section of the main manuscript, we report
the spectral heat flux distributions q(ω) = |ql→s(ω)| at
both left and right liquid-solid interfaces. As discussed
in Ref. [30], the spectral flux can be calculated in terms of
the discrete Fourier transforms of the force and velocity
trajectories of the atoms in the left solid as
ql→s(ω) =
2
AM∆ts
Re
∑
j∈l
∑
i∈l
〈Fˆliquidi (ω) · vˆi(ω)
∗〉, (A1)
where
F
liquid
i =
∑
j∈L
Fij (A2)
is the total force exerted by the liquid on the solid atom
i and the Fourier transforms are defined for, e.g., the
velocities as
vˆi(ωl) = ∆ts
M∑
k=1
eiωlk∆tsvi(k∆ts). (A3)
Here ∆ts is the sampling interval, M is the number of
samples, and the discrete angular frequencies are ωl =
2pil/(M∆ts). By dividing the simulation run into blocks
of sizeM , determining the spectral current for each block
and calculating the inter-block variances, we can esti-
mate the statistical error in the spectral currents. We
use ∆ts = 10∆t = 42.8 fs and M = 50000 in our cal-
culations. It is important to note that only the atoms
located within the potential cut-off distance rc from the
liquid contribute to Eq. (A1). Finally, the sharply fluc-
tuating spectra obtained from Eq. (A1) require spectral
smoothing, which is carried out with a rectangular win-
dow of width ∆ω = 2pi × 0.23 THz.
Appendix B: Effect of liquid length and cross-section
size
The spectral conductance g(ω) shown in Fig. 2 of
the main manuscript can only be considered an inherent
property of the surface, if it is insensitive to the liquid
length Lliquid. In Fig. 5(a), we therefore plot the spec-
tral heat flux and the conductance (obtained by dividing
by ∆T l−s for various values of Lliquid. It can be seen in
Fig. 5(b) that except for the shortest liquid considered,
L = 2.2 nm, the conductance is essentially independent
of the liquid length. This independence is closely related
to the diffusivity of heat transfer in the liquid: if the
mean free paths of heat carriers exceeded the length of
the liquid, local conductance could not be unambiguously
defined (which is the case in bulk superlattices).
Figure 5(b) shows the spectral conductance for various
cross-section sizes. Here, for example, 8×8 refers to eight
unit cells in y- and z-direction. The results of Fig. 5(b)
show that the conductance is not sensitive to the cross-
section size and, therefore, the results shown for 8 × 8
cross-section in the main manuscript do not suffer from
finite-size effects.
Appendix C: Spectral heat current in the bulk
Figure 6 compares the spectral heat current at the
liquid-solid interface to the heat currents inside the solid
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Figure 5. (a) Spectral conductance g(ω) at the left interface
for various lengths of the liquid at T = 150 K and P = 50
MPa. (b) Spectral conductance for various numbers of unit
cells in the cross-section.
in the vicinity of the interface. The calculation of spec-
tral currents in the solid has been described earlier in
Ref. [28]. Figure shows that the frequency distribution
of heat current is very different in the solid and the liq-
uid. In the solid, the spectral distribution is similar to
the bulk distribution in the absence of liquid (Fig. 2 in
the main manuscript), with a peak at ∼ 4 THz. This
analysis shows that the localized surface modes, which
are strongly coupled with the liquid and therefore con-
tribute to solid–liquid heat transfer at . 2.5 THz, are
able to couple also with the propagating bulk modes and
therefore mediate energy transfer.
Appendix D: Effect of pressure
Exerting pressure on the solid-liquid system is known
to boost the interfacial conductance at hydrophilic inter-
faces [18], because the increasing pressure enables closer
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Figure 6. Spectral heat current q(ω) inside the solid in the
immediate vicinity of the interface, compared to the current
at the solid-liquid interface. In the labeling of heat currents
in the solid, the first unit cell (u.c.) refers to the two solid
monolayers closest to the liquid, second unit cell refers to the
third and fourth monolayers away from the interface, etc.
contact between the liquid and the solid. To investigate
which frequencies play the main role in the enhancement,
we plot in Fig. 7(a) the spectral conductance at pres-
sures P = 25 MPa, P = 50 MPa (the case of Fig. 2 in
the manuscript) and P = 100 MPa for εls = 1. Figure
7(a) shows the contribution of low-frequency vibrations
at . 1 THz to the spectral heat current depends only
weakly on pressure. In the frequency range from 1 to 5
THz, however, increasing the pressure increases the spec-
tral conductance, and the enhancement is especially no-
table at & 2 THz. The calculation of Fig. 7(a) has been
performed for intermediate coupling εls, and we expect
that the effect of pressure is even stronger for smaller εls
[18].
To investigate the effect of pressure on the system dy-
namics in more detail, we plot in Fig. 7(b) the vibra-
tional spectrum of the confined liquid. The spectrum is
calculated from the velocity autocorrelation function as
S(ω) ∝
∑
i∈l
∫ ∞
−∞
dteiωt〈vi(t)vi(0)〉. (D1)
For a harmonic solid, the spectrum S(ω) coincides with
the phonon density of states and therefore provides di-
rect information of atomic vibrations. For a liquid, the
spectrum S(ω) contains, on the other hand, (indirect) in-
formation of both atomic vibrations and atomic diffusion
[41]. The contribution of diffusion to S(ω) is apparent
from the fact that S(ω = 0) is proportional to the diffu-
sion constant in a bulk liquid [41].
Figure 7(b) shows at low pressure, vibrational spec-
trum is dominated by the low frequencies . 2 THz.
The dominance of low frequencies highlights the ease
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Figure 7. (a) Spectral conductance g(ω) at the left liquid-solid
interface for different pressures P . (b) Vibrational spectrum
in the liquid in the three cases.
of diffusion at low pressure and the related suppression
of high-frequency vibrations. We believe that this sup-
pression of high-frequency collective vibrations is inti-
mately linked to the suppression of thermal conductance
at high frequencies. When the pressure is increased to
100 MPa, on the other hand, liquid-liquid interactions be-
come stronger, which hinders diffusion and boosts high-
frequency vibrations. This broadening of the spectrum
enables more efficient energy transfer between the liquid
and the solid at high frequencies. It is notable that the
high-pressure spectrum exhibits a maximum at a non-
zero frequency, typical of non-confined liquids [42].
Appendix E: Effect of liquid mass
The effect of the mass-mismatch of the liquid and solid
atoms on the interfacial conductance has been investi-
gated by Ge and Chen [43]. The authors noticed that
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Figure 8. (a) Spectral heat current q(ω) at the left liquid-solid
interface for different liquid atom masses mliquid. (b) Vibra-
tional spectrum in the liquid in the three cases. While the
calculation of vibrational density of states in the solid would
require normalizing S(ω) by the atomic mass, we have not car-
ried out this normalization for the liquid in order to highlight
the effect of liquid mass on diffusion constant [proportional to
S(ω = 0)].
increasing the solid-liquid mass ratio mAr/mliquid typi-
cally increases the conductance by enabling larger overlap
in the vibrational spectra. By determining spectral heat
currents, we can extend their analysis by investigating,
which vibrational frequencies contribute to the enhanced
conductance.
Figure 8(a) shows the spectral conductance for differ-
ent liquid masses mliquid. The mass of the solid atoms
is mAr. Figure shows that at low frequencies . 1 THz,
changing mliquid does not change the spectral conduc-
tance. This insensitivity at low frequencies (long wave-
lengths) suggests the inapplicability of the acoustic mis-
match model (AMM) [44] on heat transfer at a classical
liquid-solid interface. AMM predicts, after all, that the
resistance is proportional to the mismatch in the acoustic
8impedances Zi = ρici, where ρ and c are the mass den-
sity and phonon velocity. No such dependence on density
can be observed in Fig. 8(a) at low frequencies, where
the long-wavelength approximation employed in AMM is
valid.
At frequencies larger than 1 THz, on the other hand,
the effect of liquid atommass on the spectral conductance
is strong. For small mass mliquid = 0.5mAr, the spectral
conductance exhibits a very strong peak at ∼ 2.3 THz.
When the liquid mass is larger than the solid atom mass
(mliquid = 2mAr), the conductance distribution is, on
the other hand, relatively flat, and the contribution of
high-frequency modes (& 3 THz) is small.
To further analyze the effect of liquid mass, we show
in Fig. 8(b) the vibrational spectra for the three mass
values. First, one can notice that reducing the mass en-
hances the diffusion, visible in the zero-frequency limit
in the spectrum (proportional to the diffusion constant).
This is intuitively expected, because the root-mean-
square velocities of the atoms are inversely proportional
to the square root of the mass and higher velocities are
expected to lead to stronger diffusion. The case of low
pressure (Fig. 7) shows, however, that the diffusivity of
liquid atoms does not play as important a role in liquid-
solid heat transfer as the presence of high-frequency vi-
brations. Figure 8(b) shows that reducing the liquid
mass notably broadens the spectrum and enables high-
frequency vibrations in the liquid. Similarly to the case
of high pressure (Fig. 7), this broadening is accompanied
by increased conductance.
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