We show that the problem of designing RNA sequences that can fold into multiple stable secondary structures can be transformed into a combinatorial optimization problem that can be solved by means of simple heuristics. Hence it is feasible to design RNA switches with prescribed structural alternatives. We discuss the theoretical background and present an efficient tool that allows the design of various types of switches. We argue that both the general properties of the sequence structure map of RNA secondary structures and the ease with which our design tool finds bistable RNAs strongly indicates that RNA switches are easily accessible in evolution. Thus conformational switches are yet another function for which RNA can be employed.
INTRODUCTION
Over the last 10 years it became evident that RNA plays a central role within living cells and actively performs a variety of tasks in many different biological contexts+ These functions are often intimately related to the three-dimensional structure of the molecules+ The process of RNA folding is thought to be of a hierarchical nature (Brion & Westhof, 1997; Tinoco & Bustamante, 1999 )+ Stable RNA secondary structure elements fold fast, on a microsecond time scale, and determine the subsequent assembly of the tertiary fold+ The energies involved in secondary structure formation are large compared to those of the tertiary contacts; hence the basic properties of the conformational energy landscape of an RNA molecule can be understood at the level of secondary structures (Flamm et al+, 2000) + One of its most important features is the fact that nonnative conformations can have energies comparable to the ground state and they can be separated from the native state by very high energy barriers+ Stable alternative conformations have been observed experimentally for a variety of RNA molecules (Fresco et al+, 1966; Emerick & Woodson, 1993; Hawkins et al+, 1977) + When the formation of non-native-like secondary structure happens at early stages of the folding process, major structural reorganizations of the folding chain become necessary to reach the native state+ This involves breaking a large number of base pairs and hence may be very costly in terms of energy+ Misfolded conformations, therefore, often constitute folding traps that can dramatically slow down the RNA folding process (Pan et al+, 1997 (Pan et al+, , 1998 Treiber et al+, 1998) + Alternative conformations of the same RNA can determine completely different functions (Baumstark et al+, 1997; Perrotta & Been, 1998 )+ SV11, for instance, is a relatively small molecule that is replicated by Qb replicase (Biebricher et al+, 1982; Biebricher & Luce, 1992 )+ It exists in two major conformations, a metastable multicomponent structure and a rodlike conformation, constituting the native state, separated by a huge energy barrier+ Although the metastable conformation is a template for Qb replicase, the ground state is not+ By melting and rapid quenching, the molecule can be reconverted from the inactive stable to the active metastable form (Zamora et al+, 1995) + The capability of RNA molecules to form multiple (meta)-stable conformations with different functions is used in nature to implement so called molecular switches that regulate and control the flow of a number of biological processes+ Alternative foldings are probably involved in the viroid replication process (Hecker et al+, 1988; Loss et al+, 1991; Gultyaev et al+, 1998 )+ The terminator and antiterminator, two alternative RNA hairpins, regulate gene expression in Escherichia coli and Bacillus subtilis by attenuation (Fayat et al+, 1983; Putzer et al+, 1992; Babitzke & Yanofsky, 1993 )+ A complex series of mRNA rearrangements regulates the plasmid maintenance in the hok/soc system of plasmid R1 (Nagel et al+, 1999)+ The binding of the elongation factors EF-Tu and EF-G to alternative conformations of 28S rRNA during the elongation cycle in protein biosynthesis has been proposed in Wool et al+ (1992)+ There is convincing evidence that the codon-anticodon arrangement and the proper recognition of the tRNA at the ribosomal A site are controlled by an RNA switch (Lodmell & Dahlberg, 1997; von Ahsen, 1998 )+ Artificial RNA switches have been designed as well+ For instance, Soukup and Breaker (1999) have engineered a molecule that is triggered by ligand binding using a switching mechanism similar the one proposed for the ribosomal A site+ A particularly impressive example has been described by Schultes and Bartel (2000) , who designed a sequence that can satisfy the base-pairing requirements of both the hepatitis delta virus self-cleaving ribozyme and an artificially selected self-ligating ribozyme, which have no base pairs in common+ This intersection sequence displays catalytic activity for both cleavage and ligation reactions+ Structural probing demonstrated that the new molecule indeed adopts the tertiary folds of both ribozymes+ Giegerich et al+ (1999) presented a software tool that can be used to investigate the possibility of structural switching in a given sequence+ Their program paRNAss clusters suboptimal structures by structural similarity and energy barriers+ An RNA switch is then a sequence where clusters of suboptimal structure are clearly separated from each other with a significant energy barrier between them+ In this contribution, we consider the complementary problem, namely the design of a switching sequence when the structural alternatives are given+
We show that bistable, and more generally, multistable RNA molecules with a variety of additional properties can be found rather easily+ We present a computational method that allows the design of RNA sequences that fold into prescribed alternative conformations+ In the case of bistable molecules, the two alternative conformations can be chosen at will+ The freedom of choice is limited only when three or more alternative structures are required+ We give examples of small RNAs that are designed to change their preferred conformation in a desired temperature range, and that have energy barriers of a desired height+ In a more sophisticated application, an artificial analog of SV11 RNA is designed in a mere 10 min using a Perl program based upon the Vienna RNA Package (Hofacker et al+, 1994)+ The ease with which RNA sequences with properties of switches can be found suggests that this mechanism is readily available in evolution+ The known features of the sequence-structure map of RNA secondary structure folding can be used to derive the same conclusion+
THEORY

RNA structures and compatible sequences
An RNA secondary structure can be understood as a set ⍀ of base pairs+ For simplicity we assume that the sequence positions are numbered consecutively from 1 to n, the set of unpaired positions will be denoted by ⌼+ Base pairs in secondary structures satisfy two constraints:
1+ A base may participate in at most one base pair+ 2+ Base pairs must not cross, that is, we cannot have 2 bp (i,j ) and (k, l ) with i , k , j , l+ This condition excludes pseudoknots+
The base pairing rules of RNA allow only six types of base pairs out the 16 possible combinations+ Given a secondary structure ⍀, this restricts the choice of sequences that are compatible with ⍀, as for each pair {i, j } ʦ ⍀ and each compatible sequence x, x i x j must be either one of the four Watson-Crick pairs, AU, UA, GC, and CG, or one of the two "wobble" pairs, GU and UG+ Much of the discussion below remains valid for arbitrary alphabets A of nucleic acids and general pairing rules B. For the biophysical alphabet we have, of course,
We denote the set of all sequences that are compatible with a structure ⍀ by C[⍀]+ Clearly, for each i ʦ ⌼, we may choose an arbitrary letter from the nucleic acid alphabet, and for each pair we may choose one of the possible base pairs+ Using the notation 6X6 for the number of elements in the set X (e+g+, 6⍀6 denotes the number of base pairs), we have
sequences that are compatible with the secondary structure ⍀+ For the biophysical alphabet, we have explicitly 4 6⌼6 6
6⍀6
, whereas for the restricted alphabet {G, C} with pairing rule {GC, CG}, we have 2 6⌼6ϩ6⍀6 ϭ 2 nϪ6⍀6 compatible sequences+
Design as an optimization problem
The energy of an RNA sequence in a particular secondary structure can be evaluated in a "nearest-neighbor" model, for which most energy parameters have been carefully measured (Jaeger et al+, 1989; Walter et al+, 1994; Mathews et al+, 1999) + Within this energy model, the RNA folding problem of finding the (near) optimal secondary structures of a given sequence can be solved efficiently by means of dynamic programming (Zuker & Stiegler, 1981; Zuker, 1989; McCaskill, 1990 )+ We use the implementation Vienna RNA Package, version 1+3+1, to evaluate the "folding function" ⌽, that is, to compute the secondary structure ⌽(x ) of a given sequence x+
The structural dissimilarity D(⍀ 1 ,⍀ 2 ) of two RNA secondary structures ⍀ 1 , ⍀ 2 can be quantified by a variety of distance measures (see, e+g+, Shapiro & Zhang, 1990; Hofacker et al+, 1994; Reidys & Stadler, 1996) + In the simplest case, we count the number of base pairs that are either in ⍀ 1 or in ⍀ 2 but not in both+ In set notation this is the symmetric difference metric
Sequence x folds into structure ⍀, that is, ⌽(x) ϭ ⍀, if and only if D(⍀,⌽(x)) ϭ 0+ Hence, the inverse folding problem of finding a sequence x that folds into a prescribed secondary structure ⍀ can be rephrased as the following combinatorial optimization problem:
The program RNAinverse 4 is based on this idea (Hofacker et al+, 1994)+ It is straightforward to modify Eq+ (4) to search, for instance, for sequences in which the ground state is much more stable than any structural alternative (Hofacker et al+, 1994) : Let E (x;⍀) be the energy of structure ⍀ for sequence x, and let G(x) be the ensemble free energy of sequence x, which can be computed by McCaskill's (1990) algorithm+ Sequences with the desired property minimize
where p is the probability of structure ⍀ in the Boltzmann ensemble of sequence x+ We found that the combinatorial optimization problems (4 and 5) are easily solvable by means of adaptive walks+ Starting from a randomly chosen initial sequence x 0 , we produce mutants by exchanging a nucleotide at the unpaired positions ⌼ or by replacing one of the six pairing combinations by another one in a pair in ⍀+ A mutant is accepted if the cost function ⌶(x) decreases+ It is the purpose of this contribution to demonstrate that the inverse folding approach can be generalized to more complicated design problems involving two or more structural constraints on the sequences+ Below we give a few examples of design schemes+ Example 1
Given two distinct secondary structures ⍀ 1 and ⍀ 2 (with the same sequence length n), we want to design a sequence x that has a Boltzmann ensemble consisting almost exclusively of ⍀ 1 and ⍀ 2 such that these two structural alternatives occur with roughly equal frequencies+ A suitable cost function for this design problem is
where j . 0 is a constant that weights the relative importance of thermodynamic stability and equal frequencies+ An example is shown in Figure 1+ Example 2 A "switch" that changes its preferred structure from ⍀ 1 to ⍀ 2 when the temperature changes from T 1 to T 2 can be obtained with a cost function such as the following:
The first term favors ⍀ 1 at temperature T 1 and ⍀ 2 at T 2 + The second term explicitly penalizes the wrong structure relative to the correct one+ Such a design is shown in Figure 2+ The "design by optimization" approach is by no means limited to thermodynamic properties of the RNA molecule+ Kinetic properties can be prescribed as well+ Example 3
Given two distinct secondary structures ⍀ 1 and ⍀ 2 , we wish to design a sequence that has ⍀ 1 and ⍀ 2 as stable local energy minima with roughly equal energy, and for which the energy barrier between these two minima is roughly ⌬E+ An appropriate cost function is, for instance,
where B(x,⍀ 1 ,⍀ 2 ) is the height of the energy barrier between the two structures and z . 0 is a weighting factor+ The computation of B(x,⍀ 1 ,⍀ 2 ), which in itself is a nontrivial problem, is discussed in the section Estimating Barrier Height+ An example is shown in Figure 3+ FIGURE 1. Equilibrium base pair probabilities (right) and energy barriers between the 30 lowest local minima (left) for the designed sequence GUCCUUGCGUGAGGACAGCCCUUAUGUGAGGGC+ The sequence has two dominating conformations, a rodlike one (black ) and a two-component structure (gray); all other possible base pairs have very low probability+ The two conformations have energies of Ϫ17+1 and Ϫ17+0 kcal/mol, respectively, and are separated by an energy barrier of 17+2 kcal/mol (indicated by the height of the saddle point connecting the two states in the tree)+ FIGURE 2. Specific heat of a designed RNA sequence, calculated using the RNA heat program of the Vienna RNA package+ The sequence switches from a V-shaped to a rodlike structure between 20 and 37 8C+
The cost functions (6, 7, and 8) are only defined for sequences that are compatible with both ⍀ 1 and ⍀ 2 + The optimization can-and should-therefore, be restricted to the intersection C[⍀ 1 ] പ C[⍀ 1 ]+ The structure of this set, which is crucial for the design algorithm, is described in detail in the following sections+ In particular, we need to solve two mathematical problems on our way: (1) how to fairly choose a starting point for the optimization procedure in the intersection, and (2) how to mutate the sequence such that (a) all mutants are compatible with both structures, and (b) there is as little sequence bias as possible+ If these conditions are satisfied, repeatedly running the algorithm will produce a fair sample of possible solutions+
The intersection theorem
Theorem 1 (Intersection Theorem)+ If the nucleic acid alphabet admits at least one type of complementary base pairs, then, for any two secondary structures ⍀ 1 and ⍀ 2 there exists at least one sequence that is compatible with both structures, in symbols
Proof+ An abstract group-theoretical proof can be found in Reidys et al+ (1997)+ Here we give a different, purely combinatorial version+ Consider two secondary structures ⍀ 1 and ⍀ 2 + To construct the dependency graph c, we use the sequence positions {1, + + + , n} as vertices, and draw edges connecting i and j for each base pair (i, j ) in ⍀ 1 and ⍀ 2 + Because sequence constraints can arise only from base pairs, that is, edges in c, it is clear that each connected component of c is independent from all others+ To construct a sequence in C[⍀ 1 ] പ C[⍀ 2 ], we can therefore assign each component separately+ Because any vertex is incident with at most two edges, the connected components of c are only paths, cycles, and isolated vertices; see Figure 4+ We may distinguish three types of positions and associated components in c:
1+ Positions that are unpaired in both structures form isolated vertices+ For these we may select an arbitrary letter from A. 2+ Positions that are paired with the same pairing partner in both structures form paths of length 2+ We may assign any one of the possible base pairs in B to such a path+ 3+ The remaining positions are paired differently in the two structures and can belong to cycles or paths+ They are discussed below+ Let us color the graph ⌿ such that each pair from ⍀ 1 (⍀ 2 ) is drawn in red (green), and leaving pairs that occur in both structures black+ Each sequence position in class (3) is now incident with at most one red and one green edge+ Furthermore, red and green edges alternate along paths and cycles+ Cycles therefore must have even number of edges and vertices+ If XY and YX are base pairs, we may associate the alternating sequence XYXYX +++ with the vertices of each path and cycle+ Independence of the cycles and paths of ⌿ implies that there are indeed sequences that are compatible with both ⍀ 1 and ⍀ 2 +
The intersection theorem does not directly generalize to more than two sequences+ However, using the idea of the edge-colored dependency graph we obtain the following+ Theorem 2 (Generalized Intersection Theorem)+ Suppose B ʕ A ϫ A contains at least one symmetric pair, that is, XY ʦ B implies YX ʦ B. Then 
When producing a valid sequence of letters for a cycle C k we have to follow the edges in this graph+ Thus, if we start with a particular letter X, all other occurrences of the same letter X must appear after an even number of steps along the cycle+ This includes encountering X after having gone around the cycle+ Odd cycles therefore cannot be associated with a valid sequence and the theorem follows+
The size of the intersection
The edge-colored graph ⌿ introduced in the proof of the Intersection Theorem 1 can be used to enumerate the size of C[⍀ 1 ] പ C[⍀ 2 ]+ It will be convenient to add the pairs of ⍀ 12 as paths of length 1 and the unpaired positions in ⌼ 12 as isolated vertices to ⌿+ With this definition we may write
where F (c) is the number of sequences that are compatible with a connected component c of ⌿+ For an isolated vertex (unpaired base) F({i }) ϭ 6A 6, the number of different nucleotides+ For a base pair F ({i, j }) ϭ 6B 6, the number of possible base pairs+ The values F(c) for larger components depend on the details of the base pairing rules+ In the proof of the Intersection Theorem we have used that the components of the dependency graph can be only isolated points, paths, and cycles in the case of two structures+ Let us write P n and C n for a path and cycle with n vertices, respectively+ For A ϭ {G,C} and B ϭ {GC,CG}, we have F (P n ) ϭ F (C n ) ϭ 2+ For A ϭ {G, C, A, T} and B ϭ {GC, CG, AT, TA}, we have F (P n ) ϭ F (C n ) ϭ 4, independent of n+ In both cases, the se- quence along a path P n or cycle C n is uniquely determined by the first letter+ In the case of the biophysical RNA alphabet A ϭ {G, C, A, U} B ϭ {GC, CG, AU, UA, GU, UG}
( 1 1 ) we have a much more complicated situation because of the GU-pairs+ We find
where Fib(n) is the nth Fibonacci number+ For the derivation of these formulae we refer to the Appendix+ Note that the size of the intersection is always large for the biophysical alphabet, which should facilitate the design problem+ For other alphabets, the intersection is small, if the dependency graph consists of few large components+ In this case design of switching sequences will be infeasible+
Random sequences in C[V 1 ] പ C[V 2 ]
To avoid a bias towards particular sequence motifs, we need to find sequences in C[⍀ 1 ] പ C[⍀ 2 ] that are "as random as possible+" The combinatorial results in the previous section can be used in a straightforward way to generate sequences in C[⍀ 1 ] പ C[⍀ 2 ] with a uniform distribution+ Clearly, sequence positions in different connected components c of ⌿ are independent+ The problem hence reduces to generating sequences for a connected component c+ From the recursions Eq+ (12) (see Appendix), it is clear that the probabilities p Q (k; X6Y) of finding a particular letter X in the kth position of a cycle or path depends only on the letter Y in the previous position and whether a cycle C n or a path Pn is considered+ We first note that p Qn (k; G6C) ϭ 1p Qn (k; U6A) ϭ 1,
where Q n denotes either a cycle or a path of length n+ Furthermore, p Q (k; X6Y) ϭ 0 if XY is not a valid base pair+ In the case of paths the situation is simple+ For the first letter of a path we have
The recursions (16) in the Appendix immediately imply
for 2 l k l n+ In the case of cycles, only the initialization is different, because any even length path starting with G or U is also a valid cycle+ Cycles starting with C or A can be constructed by appending a path of length n Ϫ 1 starting with G or U, respectively+ The procedure is summarized as algorithm 1 in the Appendix+
Consistent mutations
We distinguish two different types of "mutations" in cycles: (1) local mutations that conserve the purinepyrimidine pattern and lead to sequences that have Hamming distances of at most 3, and (2) nonlocal mutations which exchange R a Y at each position of the cycle+ Let us first consider local mutations+ We select a position k in the cycle at random and mutate according to the rule G a A or C a U+ Then we have to perform the required "repairs" in the cycle+ For instance AUG r ACG r GCG+ Note that the letter before A is necessarily U, hence no further repair is necessary+ It is not hard to check that in the worst case a repair of the previous and the following position is necessary+ The Hamming distances between local mutants are therefore never larger than 3+ Furthermore, the repairs are obviously unique; that is, there is a single mutant for each position in the cycle+ To see that this scheme leads to a uniform distribution on the intersection, we observe that any cycle of length l has exactly l local neighbors, namely, exactly one for each position+ It remains to verify that the mutants obtained from changing different positions are indeed distinct+ Because a mutation at position k affects at most the two neighboring positions, it is sufficient to show that the mutants arising from mutations in adjacent positions are always distinct+ Figure 5 lists all possible cases, showing that such mutants are indeed distinct+ Nonlocal mutations are generated by replacing a cycle with a new, randomly generated sequence as described in the section The Size of the Intersection+ This is necessary because the local moves discussed above preserve the purine-pyrimidine pattern+
Estimating barrier height
The energy barriers separating local minima are the most important factor influencing the folding kinetics of an RNA molecule (Flamm et al+, 2000)+ For short sequences, these barrier heights and the structures at the saddle points (transition states) can be determined exactly with the help of complete suboptimal folding (Wuchty et al+, 1999) in the following manner+
We assign each suboptimal structure to a basin corresponding to the lowest local minimum that can be reached along a path that visits only structures with lower energy+ The saddle point between two basins is then the lowest energy structure that has neighbors belonging to each of the two basins (Vertechi & Virasoro, 1989 )+ The definition of neighbors and local minima, of course, depends on the choice of the move set, in the simplest case insertion and deletion of individual base pairs (Flamm et al+, 2000) + In general, the exact determination of barrier heights is too costly to be used in each evaluation of the cost function+ Estimates, however, can be calculated relatively cheaply+ If we consider only opening and closing of single base pairs as the move set by which secondary structures can refold, then the base pair distance D(⍀ 1 ,⍀ 2 ), (Eq+ 3) gives us the minimum number of moves needed to transform ⍀ 1 into ⍀ 2 + Morgan and Higgs (1998) have introduced the notion of direct paths, which consist of exactly d ϭ D(⍀ 1 , ⍀ 2 ) moves+ Because evaluation of all possible direct paths is still too costly, they used a simple greedy algorithm to derive upper bounds on the height of a barrier+ To improve the greedy estimate, we use the following procedure+ Starting at the first structures we generate all conformations that are one step closer to the second structure+ Of the resulting partial paths we keep the best m; these candidates are then extended by one step in the next iteration+ Thus, we perform a breadthfirst search of the possible paths and bound the search by keeping only the best m candidates at each step; see Figure 6+ If we already know an upper bound for the barrier height we can reduce the search space further by terminating each path as soon as its energy becomes higher than our bound+ It can therefore be useful to repeat the above procedure a few times with increasing values of m+ Note that for m ϭ 1, we recover the greedy algorithm of Morgan and Higgs (1998)+
Implementation
The procedure defined above was implemented using the scripting language Perl+ This allows easy modifications, such as variations of the cost functions+ On the other hand, the program makes use of the C routines of the Vienna RNA Package (via a Perl extension module), and thus has access to fast routines for computation of RNA secondary structures and base-pairing probabilities+ For the small example of Figure 1 , the program takes about 1+3 s per sequence on a 333 MHz Pentium II+ While manual design is not too hard for such an example, the optimization procedure yields significantly better sequences+ For the 115-nt SV11 example, Figure 7 , it designs one sequence in about 10 min+
DISCUSSION
In the Introduction, we briefly reviewed the experimental evidence for a functional role of bistable RNAs in a variety of different contexts+ We showed how the RNA design problem can be transformed into an easily solvable combinatorial optimization problem on the set of RNA sequences that are compatible with all desired structures+ The intersection theorem guarantees that for any two prescribed secondary structures, there is always a nonempty set of compatible sequences+
The computational procedure for finding RNA switches, including switches that can be triggered by external stimuli such as temperature changes, work surprisingly efficiently for (nearly) arbitrary pairs of structures+ In particular, it does not require sophisticated optimization procedures+ In fact, a simple local optimization scheme such as an adaptive walk is sufficient+
The ease with which switches can be designed suggests that RNA switches are also readily accessible in evolution+ Hence the known cases are probably not exceptional instances of unusual RNA behavior, but represent another class of functions for which nature can employ RNA+ This view is strongly supported by the large body of experimental, computational, and theoretical evidence that has been accumulated on the sequence-structure maps of nucleic acids+ Thus RNA switches are likely not exceptional instances of unusual RNA behavior, but another class of functions for which nature employs RNA+ 1+ The additivity of the energy parameters for nucleic acid secondary structures implies that the energetic effects of point mutations on the ground state are bounded by a constant 5 independent of the chain length n; see Fontana et al+ (1993b) 
' is a point mutant of a sequence x with ground-state structure ⌽(x) ϭ ⍀ and if x ' is still compatible with ⍀, then ⍀ must also appear as a low-energy suboptimal structure of the sequence x ' , at most a few kilocalories per mole above the energy of the mutants' ground state ⍀ ' ϭ ⌽(x ' )+ 2+ The neutral set ⌽ Ϫ1 (⍀) consists of all sequences whose ground state (under fixed environmental conditions) is the secondary structure ⍀+ Extensive computational studies (Schuster et al+, 1994; Grüner et al+, 1996a Grüner et al+, , 1996b showed that ⌽ Ϫ1 (⍀) is approximately uniformly embedded in the set C[⍀] of sequences that are compatible with ⍀+ In the case of common secondary structures (i+e+, those with a typical distribution of stack and loop sizes (Fontana et al+, 1993a) ) the neutral sets ⌽ Ϫ1 (⍀) form connected networks that are densely embedded in C[⍀]+ Therefore, the neutral networks of two structures, ⍀ 1 and ⍀ 2 , come very close together on the set Let us first consider paths+ A path that starts, say, with a G can be extended in exactly two ways: (1) with path starting with C, or (2) with a path starting with U+ A path that starts with C, on the other hand, must be continued with a path starting with G+ The number of paths of length n starting with a particular letter X are therefore given by the following recursions:
These recursions are of course started with F (P 1 x ) ϭ 1 for all X ʦ A.
For cycles, the situation appears more complicated at first glance, because we have to make sure that start and end can pair+ For the biophysical pairing rules, however, we observe that pairs always consist of one purine, A, G, and one pyrimidine U, C, so that purines and pyrimidines alternate along a path+ Thus, in a path of even length, starting with the letter G, the last letter is guaranteed to pair the G at the beginning+ The number of cycles starting with G is therefore equal to the number of paths F (C n G )F (P n G )+ Similarly, we have F (C n U ) ϭ F (P n U )+ Now consider a cycle starting with C+ Clearly, the position before and after the C must both be G+ Hence C n C can be thought of as constructed from a cycle C nϪ2 G by inserting CG immediately after the start+ Hence we obtain the following recursions:
Because A and C, and G and U, behave in the same way, we introduce the abbreviations F 1 p (n) ϭ F (P n A ) ϭ F (P n C ) F 2 p (n) ϭ F (P n G ) ϭ F (P n U )
F 1 c (2m) ϭ F (C 2m A ) ϭ F (C 2m C )
F 2 c (2m) ϭ F (C 2m G ) ϭ F (C 2m U )+
This yields F 2 p (n) ϭ F 2 p (n Ϫ 1) ϩ F 1 p (n Ϫ 1)
with the initial conditions 
except for the initial conditions+ Taking the initializations into account (see Table A1 ), we obtain ALGORITHM 1. A recursive algorithm to fill a cycle+ We use the symbol a b to mean the concatenation ab of the strings a and b+ In addition a function fillUpath analogous to fillGpath is needed+ 
Of course we have F (P n ) ϭ ϩ2F 1 p (n) ϩ 2F 2 p (n) and F (C n ) ϭ 2F 1 c (n) ϩ 2F 2 c (n)+ Thus F (P n ) ϭ 2(Fib(n) ϩ Fib(n ϩ 1)) ϭ 2Fib(n ϩ 2) F (C n ) ϭ 2(Fib(n Ϫ 1) ϩ Fib(n ϩ 1)) ϭ 2Lucas(n)+ (23) The Lucas numbers Lucas(n) satisfy the same recursion as Fib(n)+ However, the initialization is different: Lucas(0) ϭ 2 and Lucas(1) ϭ 1+
Generating random compatible sequences
The discussion is the section Random Sequences in C[⍀1] പ C[⍀2] leads to a recursive algorithm for filling a cycle by a random sequence+ We use the symbol a b to mean the concatenation ab of the strings a and b+ In addition algorithm 1 requires a function fillUpath analogous to fillGpath. 0  0  1  1  1  --1  2  1  2  1  2  1  3  2  3  --2  4  3  5  2  5  3  5  5  8  --5  6  8  1 3  5  1 3  8  7  1 3  2 1  --1 3  8  2 1  3 4  1 3  3 4  2 1 
