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Purpose – This paper aims to investigate the methods for the prediction of tags on a textual corpus that
describes diverse data sets based on short messages; as an example, the authors demonstrate the usage of
methods based on hotel staff inputs in a ticketing system as well as the publicly available StackOverﬂow
corpus. The aim is to improve the tagging process and ﬁnd the most suitable method for suggesting tags for a
new text entry.
Design/methodology/approach – The paper consists of two parts: exploration of existing sample data,
which includes statistical analysis and visualisation of the data to provide an overview, and evaluation of tag
prediction approaches. The authors have included different approaches from different research ﬁelds to cover
a broad spectrum of possible solutions. As a result, the authors have tested a machine learning model for
multi-label classiﬁcation (using gradient boosting), a statistical approach (using frequency heuristics) and
three similarity-based classiﬁcation approaches (nearest centroid, k-nearest neighbours (k-NN) and naive
Bayes). The experiment that compares the approaches uses recall to measure the quality of results. Finally,
the authors provide a recommendation of the modelling approach that produces the best accuracy in terms of
tag prediction on the sample data.
Findings – The authors have calculated the performance of each method against the test data set by
measuring recall. The authors show recall for each method with different features (except for frequency
heuristics, which does not provide the option to add additional features) for the dmbook pro and
StackOverﬂow data sets. k-NN clearly provides the best recall. As k-NN turned out to provide the best
results, the authors have performed further experiments with values of k from 1–10. This helped us to
observe the impact of the number of neighbours used on the performance and to identify the best value
for k.
Originality/value – The value and originality of the paper are given by extensive experiments with
several methods from different domains. The authors have used probabilistic methods, such as naive
Bayes, statistical methods, such as frequency heuristics, and similarity approaches, such as k-NN.
Furthermore, the authors have produced results on an industrial-scale data set that has been provided
by a company and used directly in their project, as well as a community-based data set with a large
amount of data and dimensionality. The study results can be used to select a model based on diverse
corpora for a speciﬁc use case, taking into account advantages and disadvantages when applying the
model to your data.
Keywords Tag prediction, Natural language processing, Multi-label classiﬁcation,
k-nearest neighbor, Naïve Bayes
Paper type Research paper

This paper is an extended version of the following conference paper: Bojan Božic, André Ríos and Sarah
Jane Delany (2018), Validation of Tagging Suggestion Models for a Hotel Ticketing Corpus. In
Proceedings of the 20th International Conference on Information Integration and Web-based Applications
and Services (iiWAS2018), Maria Indrawan-Santiago, Eric Pardede, Ivan Luiz Salvadori, Matthias
Steinbauer, Ismail Khalil and Gabriele Anderst-Kotsis (Eds.). ACM, New York, NY, USA, 15–23. DOI:
https://doi.org/10.1145/3282373.3282386. Furthermore, the authors send their thanks to DmBook Pro [9]
who provided a manually tagged data set, which our research was based on.
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1. Introduction
In this paper, we are analysing two separate data sets, one that represents short text entries
from hotel staff in a ticketing system [1] [2] and the other one is a data set from the wellknown StackOverﬂow [3] platform. Firstly, we will be looking into the dmbook pro data set,
which has 2,017 entries that have been tagged by a representative user manually and
include a the name of the book (which represents the category of a ticket and equals a hotel
book for separate types of entries, e.g. rooms, maintenance, logs, etc.), the type of the book (is
a short version of the book name), the actual content of the ticket, an overall ID of the ticket,
the respective tags that the representative user regards as correct and complete and ﬁnally,
the user ID of the user he created the ticket. Secondly, we are analysing our models with the
StackOverﬂow data set as well. This data set has 263,540 entries which are tagged and
include the title of the entry or question, a unique question identiﬁer for every question, the
user ID of the user who created the question, a score from other users representing the
impact or quality of the question, the time at which the question has been posted (measured
in epoch time), the respective tags that represent correct tags for our training set and could
be e.g. “python”, “R”, “jnlp”, “compatibility”, etc. (in most cases, a number of tags between
two and six have been used), number of views for the posted question, number of answers to
the question, a unique identiﬁer for each answer, an identiﬁer for every user who answered,
score for each of the answers and ﬁnally, the time when the answer has been posted. The
main concern is how to predict as many correct tags as possible based on the several feature
variables, with text content being the main one. Our approach was to apply server models,
compare the results and ﬁnd the best ﬁt for our problem.
However, our work is limited by the amount of data, especially the dmbook pro data set
which only has 2,017 observations; therefore, we have tried to make up for it by including
the StackOverﬂow data set, which, having 263,540 observations, is signiﬁcantly bigger. The
size of the sample has a direct impact on the difﬁculty of prediction, and hence, our goal is to
increase the amount of available training data even more to improve our results.
Considering the underlying data, however, one should keep in mind that especially tags with
lower frequency are harder to predict.
Our main objective is to improve recall in special and the whole process of tagging short
text entries in speciﬁc for all types of semi- or fully automated tagging systems. The
baseline of our research are users who have to tag their text entries or tickets manually with
pre-deﬁned hash tags, which leads to low consistency as some users may require more tags
for a speciﬁc entry than others, because there might be users who are more prone to tagging,
while others might not be willing to put in the effort and do not use tags at all. Our
suggestion for a future system is, hence, either a fully automatic tagging with a feature for
manual correction or a system that suggests most likely tags and the user has to select the
right ones before proceeding, which would be a semi-automated approach.
In this paper, we will be ﬁrst exploring our two data sets by the means of statistical
analysis of independent variables, as well as visualisation with graphing techniques to gain
understanding of the underlying data sets. In the second part of the paper, we will evaluate
several approaches and methods of predicting tags to solve the earlier introduced problem.
The main contribution is a recommendation of one speciﬁc model and conﬁguration
(selection of parameters and variables) that provides the best results for predicting tags on
the evaluated data.
In Figure 1, we can see how tags are distributed in the dmbook pro and StackOverﬂow
data sets through heatmaps. On the left and right of the ﬁgure, tags that have been used are
shown (e.g. ITproblem, TvNotWorking, VIP, etc. for dmbook pro, and ajax, opencv, entity
framework, python-3.x, etc. for StackOverﬂow). The bottom of the ﬁgure shows how many
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Figure 1.
Overview of tags and
frequencies for both
data sets in
a heatmap

tags have been used for the respective ticket or question (tickets are ranging from one to six
and questions from one to ﬁve). Every single ﬁeld in the map shows how many times a tag
has been used in combination with other tags (from one alone to six with ﬁve others). For
example, the tag “maintenance” has been used 498 times in total, but even 204 times just
standalone, while it has been used 215 times together with exactly one other tag, etc. In
comparison, the tag “electrical” is always used in combination with others. On the right side,
we can easily see the most frequently used tags in StackOverﬂow, such as “java”,
“javascript” and “string”.
The structure of the paper includes the following sections: In Section 2, we summarise
the state of the art in the ﬁeld of tag prediction by referencing and exploring related work.
Section 3 explains our approach in detail, especially focusing on the research method and
the measures we used to deﬁne the performance. Exploration of data is presented in
Section 4, and the functionality of investigated methods and approaches in Section 5. The
last two sections, Section 7 and Section 8, show results as well as our conclusions and
future work.
2. Related work
In this work, we deﬁne tags are short phrases or words written as hashtags and
concatenated in camel case, which annotate a short free text entry (in our data sets,
these entries are either tickets or questions). These tags are used to represent the free
text and can be seen as a form of classiﬁcation or even summarisation of the content.
While exploring the state of the art, we have split relevant work in subsections
depending on the method of tag detection and prediction used. Therefore, we are
providing an overview of statistical, similarity, probabilistic, semantic models and
recommender systems.
Since the dawn of Web 2.0, tagging has been gaining traction in terms of popularity and
usefulness, especially in social media and general social platforms where images and shorttext posts are shared, linked and reacted upon (Smith, 2007). However, tagging can be used
in many different tasks of information management. From a software perspective, the
biggest challenge is how to identify and assign tags in an automatic way so that textual
corpora can be archived/stored, retrieved and searched for most efﬁciently and by adding
semantic enrichment to keep the context.
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2.1 Statistic models
The simplest approaches used for text analysis and tagging involve traditional statistical
methods. An overview of statistical text analysis can be found in Miner et al. (2012). Most
popular have been linear models, which are very good at ﬁnding the context of a text based
on keywords (Kutner et al., 2005). Lastly, Briscoe and Carroll (2002) describe a robust and
accurate statistical model for annotating text corpora, which can be applied as an automatic
tagging system.
2.2 Similarity models
Similarity models span from collaborative tagging where every user is able to tag textual
content (Golder and Huberman, 2005) to polysemy where words can have different
meanings, and therefore speciﬁcity is an important factor (Noruzi, 2006). When tagging text
corpora collaboratively, the concept that is used is called a folksonomy (Trant, 2009). The
similarity approaches used in this paper and represent this area of research are multi-label
classiﬁcation (Tsoumakas and Katakis, 2007), nearest centroid (as described in Cazzanti
et al., 2008) and k-nearest neighbours (Pascal and Mineau, 2001).
2.3 Probabilistic models
Most probabilistic models are used in machine learning techniques or generate models that
can be used to classify data sets (Krestel and Fankhauser, 2009; Allahyari and Kochut,
2016). Therefore, they are a logical choice for detection and prediction of tags in free text. An
interesting topic model that uses a probabilistic approach on DBPedia [4] knowledge is
Allahyari and Kochut (2016). Already tagged data can be processed further by the use of tag
clustering (Begelman et al., 2006; Shepitsen et al., 2008), graph partitioning algorithms (Song
et al., 2011) or supervised learning algorithms (Stanley and Byrne, 2013). The probabilistic
model used in our work and representing this category of models is naïve Bayes (Rish, 2001).
2.4 Semantic models
Capturing the context of free text has been a major obstacle in tag prediction; however, the
Semantic Web community has produced good results in using ontologies for this purpose
(Wang et al., 2004). Such an example is the work published by Djuana et al. (2011) where
user tagging is used to learn a domain ontology and WordNet builds the basis on which this
ontology relies upon. Similarly, Lin et al. (2009) use low support association rule mining to
build ontological structures. Alternatively, collaborative ontologies can be used in a userdriven way for recommendation of tags (Prokofyev et al., 2012) or a topic ontolgy can be
constructed by using an existing set of categories and enriching it by the use of external
resources for knowledge, e.g. Wikipedia [5] or WordNet [6].
2.5 Recommender systems
Even though recommender systems are not part of our research scope, we are listing some
relevant work in the area that could also be used for tag prediction and similar tasks in
relation to tags. One such approach to improve the process of assigning user-created tags to
text input with the help of a recommender system in the area of social web is Fabiano et al.
(2017) and Campana and Delmastro, 2017). Also natural language processing (NLP) has
been used in combination with recommender systems to extract tags, identify keywords and
use them for tags (Kazi and Ng., 2014). This is also a regularly used approach for capturing
the context, such as metadata or ratings, which can be associated with tag prediction and
used to improve the process. As recommender systems use structured tagging and therefore

provide tags with metadata or context to improve results, there is research in this area as
well (Case study, 2006). Finally, extracting tags from information found in the proﬁles of
users can help to solve the problem of how to kick off the tagging process, which is called
overcoming the problem of a “cold start”, mentioned in the work of Preisach et al. (2010).
3. Approach and research method
Our approach consists of two phases. Phase 1 includes the identiﬁcation of methods that are
appropriate for predicting tags and represent an area of research (such as statistics,
similarity and probability) and comparing them to each other based on recall as metric of
performance. The second phase includes evaluation of the models and selection of the best
ﬁt as the recommended model. Therefore, we have named the two phases exploration and
evaluation. Before commencing our work, the data has undergone preprocessing and
cleansing to make it ready for usage as an input to the models. In detail, Bag of Words has
been used to represent the text as well as tokenising to remove white spaces and
punctuation and extract only words of interest. Furthermore, stopwords have been removed
with the same purpose, and all remaining words were lemmatised to make sure that no
redundant information was involved.
3.1 Exploration of sample data
The ﬁrst step was to statistically describe and explore the data set and identify any signal
present as well as derive facts from the underlying data. In the dmbook pro data set, we
have analysed the features textual content, books and tags by creating statistics and
plotting graphs for ﬁrst visual data exploration, and in further steps, aggregation of
variables of interest and basic descriptive statistical analysis. The features of interest from
the StackOverﬂow data set were the titles of questions, scores for questions, times when the
questions were posted, number of views, number of answers and tags as dependent variable.
3.2 Evaluation of tag prediction approaches
Step 2 of our approach and research method was the evaluation of tag prediction approaches
in which identiﬁcation of several algorithms for tag prediction, based on research papers,
has been performed, and these algorithms became candidates for the best ﬁt approach. The
list of candidates contains ﬁve models and algorithms that could potentially reach the best
results in relation to the input variables and desired output. The selected models and
algorithms are a statistical analysis model, which uses frequency heuristics to ﬁnd the right
tag dynamically, a multi label-classiﬁcation model that is a supervised machine learning
model and uses gradient boosting, a model that uses probability to determine the most
probable tags using the naïve Bayes algorithm, and two classiﬁcation models that use
similarity to ﬁnd the closest tags, which are the nearest centroid algorithm and the k-nearest
neighbours algorithm. A more detailed overview of the models and algorithms used can be
found in Section 5. Finally, we have used recall to measure the performance of all selected
models and algorithms and decide which is the best ﬁt for our task.
3.2.1 Method. We have used ten-fold cross validation to evaluate candidate methods and
algorithms. k-fold cross-validation (where k stands for the number of times the data set is
split into test set and training set) is a de facto standard in supervised machine learning. In
our case, the data set has been split into ten parts, and we have used each of them as the test
set when the rest have been used to train the model. The performance metric (recall) is the
average of those ten runs and is calculated by counting how many of the predicted tags are
also in the set of actual tags as deﬁned by the user.

Tagging
suggestion
models

205

IJWIS
16,2

206

3.2.2 Test approach. To evaluate the models and algorithms, we were using ten-fold
cross validation to split data into training and test sets and took the average recall results of
the ten runs in the result table. Therefore, the approaches that require training have been
trained on the training set and tested with the test set by comparing the identiﬁed tags to the
user-deﬁned ones and calculating recall according to the deﬁnition below. It was made sure
that different data sets were being used for training and test to avoid learning data from
same examples as were used for testing.
3.2.3 Recall. This is a deﬁnition of the performance measure used which is recall. Recall,
as deﬁned in the performed experiments, is the ratio of correctly found and suggested tags
over the amount of actually correct tags as deﬁned manually in the test set. As a formula,
ST
this is OT
where ST is the set of correctly suggested tags and OT is the set of originally
deﬁned correct tags in the test set. For example, a text entry that was tagged with
[“plumbing”, “maintenance”, “noise”] could score a set of suggested tags of [“plumbing”,
“cleanliness”, “maintenance”] by the system, in which case the recall would be 23, as of the
three tags from the original data set, two have been guessed correctly, the position of
guessed tags is hereby not relevant. The reason recall was chosen is that it ﬁts the problem
of ﬁnding as many relevant tags as possible, whereby it is not a problem if the system
suggests a few tags that might not be relevant as long as the number of correct tags is
maximal. This is a good ﬁt, as we expect a software solution that leaves the ﬁnal decision to
the user, and therefore, the user will be able to eliminate all irrelevant tags manually.
4. Data exploration
Firstly, we were looking into how the two selected data sets were structured and which
characteristics they had. After that, we have extracted features and deﬁned parameters for
our tag prediction experiments. Lastly, we have tested all selected models with both data
sets.
4.1 The dmbook pro data set
A snippet of dmbook pro data is shown in Table 1. This data set is structured as follows:
 book_name: This is the name of the so-called hotel book that also describes the
category of the text entry. A hotel book is the place where physical tickets are
created by hotel staff to log speciﬁc events at reception, regarding room service,
maintenance, general logs, etc. Smaller hotels would usually maintain only one
book. As there is no standardised naming of books, this variable might be different

book_name

book_type

content

0

DM Log

log

1
2

DM Log
DM Log

log
log

3

Nights

log

Maintenance

log

10.30am
Brieﬁng Notes

log

Erna from Pandora
called in sick for this ev. . .
928 and 481 are VIP’s
had to move Mr Peters
room 935 to 838 he is wit. . .
Guest in room 571 no
wake up call 2 nd time in. . .
!Urgent! - Please replace
outside balcony door. . .
Welcome Inspection tomorrow,
all staff in full. . .

Table 1.
4
A snippet of data
from the dmbook pro 5
data set

id

tags

user_id

99324

[stafﬁngIssue]

998

92996
97855

[VIP]
[roomMove]

998
998

97507

998

97411

[guestIncident,
wakeUpCall]
[maintenance]

998

97284

[internal]

998









throughout hotels, even though the book might be used for the same category, e.g.
one hotel might use “reception” and another front desk for the same book type.
book_type: A short name for the book that is sometimes used to deﬁne its type, so
different books might have the same type in a hotel (at least theoretically).
content: The content of the ticket text a staff member might create when an event
occurs in the hotel to log it. This is the main observation that we want to tag, and
therefore, we are using it as input to predict tags.
id: Unique identiﬁer for entries to the ticketing system.
tags: Our dependent variable, as this is what we want to predict. No ﬁxed number of
tags have been deﬁned; therefore, it could be any amount of tags we are looking for.
However, all tickets in the dmbook pro data set have a maximum of six tags.
user_id: The user identiﬁer for the user who generated the entry. There might be a
correlation of users and book names, as a member of staff normally would work in
one part of the hotel and therefore only use one or a few different books. However, in
small hotels, there might be only one book, or one member of staff might have
multiple functions and therefore use more books.

According to the statistical analysis, we have used three variables for prediction of tags: the
book name as category of tickets, the book type for additional information in case several
books are related to each other and the content of the ticket that provides the most
signiﬁcant information regarding potentially relevant tags. Our dependent variable and the
variable we want to predict is tags.
Figure 2 shows an overview of all tags and their frequencies used in the 2,017 entries of
our data set. How often each of the 33 tags occurs also tells us how important they are and
how likely it is that the tag is included in the list of tags for a new entry. The idea is to enable
new tags in the collection as well; however, some training will be required until a new tag
becomes available for automatic tagging. Furthermore, we expect the system to stay within
the limits of 40–50 tags in the long run, as a hotel ticketing system is very speciﬁc and will
only require a relatively small ﬁnite amount of tags in total.
As we can see in Figure 2, two of the used tags are fairly predominant, namely,
guestIncident and maintenance. Together, they make up 33 per cent of the total number of
tags. It also indicates that we might be looking at different levels of tags, meaning that while
some of them are rather general and others could be very speciﬁc and therefore used less
frequently. An example for such a speciﬁc tag is TvNotWorking. It is used in only 0.46 per
cent of the tickets in our data set and describes a very speciﬁc issue. Should a data set with a
much larger amount of tags be used, we would suggest creating a taxonomy for tags to
distinguish between general and speciﬁc ones. This would also enable us to assign tags on
different levels depending on the use case or role of the staff member looking at the data.
Figure 3 shows the amount of tags used for each entry in the data set. We can see clearly
that the majority of entries only use one tag and the vast minority three or more. We can
infer from the graph that by using only three entries, we can cover the biggest part of the
data set.
During meetings and discussions with the customer, we have determined that it is not a
drawback to list additional tags as recommendations that might be irrelevant. Indeed, they
might even be useful, as some of them might be relevant but not considered yet for a speciﬁc
entry. However, this paper does not cover generating new tags or extracting additional
information from the textual content. If we want to include new tags, we would have to
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Figure 2.
An overview of all
dmbook pro tags
sorted by the
frequency of usage

Figure 3.
Amount of tags for
each entry

update the set of tags used for tagging and rerun training so that they would be made
available for recommendation by the system.
An alternative view of how tags are related to the amount of their occurrence in the set of
total tags, as shown in Figure 4. We can see the percentage of a tag occurring alone in blue or
with another tag in green, two other tags in red, etc. Hence, we can easily ﬁnd out which of
the tags are mostly used alone or which are only used in combination with others. For
example, tags mostly used alone are wakeUpCall, stafﬁngIssue, noShow and delivery.
Whereas, tags that are used in combination with others are, e.g. plumbing, noise,
roomTemperature, electrical and TvNotWorking. As mentioned earlier, this indicates
general tags, which are preferably used alone, and speciﬁc tags, which normally appear in
combination with others. Speciﬁc tags also indicate a more precise or exact tagging process,
which could suggest reward users if we want to encourage this type of tagging behaviour.
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4.2 The StackOverﬂow data set
The StackOverﬂow data set is a data dump of stackoverﬂow.com and contains questions
and answers on the StackOverﬂow platform for the time span from 18 February to 7 June in
the year 2009.
It contains the following features:
 title: The title of the question.
 qid: A unique identiﬁer of the question.

Figure 4.
Tags of ticketing
entries in dmbook pro
compared to the
amount of tags in
total measured when
they appear in the list
of tags
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i: A user identiﬁer of the user who posted the question.
qs: Score for the respective question based on the user rating.
qt: Time when the question was posted, measured in epoch time.
tags: The list of tags which the question has been tagged with, e.g. “html”, “R”,
“mysql”, “python”, etc.; most questions have been tagged by two to six tags each.
qvc: Amount of views for the question.
qac: Amount of answers for the question.
aid: Unique identiﬁer for the answer.
j: User identiﬁer of the user who answered the question.
as: Score for the answer given.
at: Time when the answer was given.

An example of four different data points is shown in Table 2. For example, the ﬁrst example
shows a best practices entry with question score of 3, the tags “best-practices” and “codesmell”,
a question view count of 417, and an answer score of 1. As these features are the most
meaningful ones, they will be our main features for predicting tags. Therefore, for this data set,
we are using the score, time, number of views and number of answers to predict tags.
Figure 5 shows the ten most popular tags in this data set. As we can see, with the
exception of the tag subjective, all of them are programming languages. However, the data
set includes 14,248 unique tags and 263,540 data points.
Finally, Figure 6 shows a proportion map for StackOverﬂow tags that occur more than
2,000 times in the data set. In comparison to the dmbook pro data set, in the StackOverﬂow
data set, the highest number of tags per entry is ﬁve. As we can see in the proportion map,
most entries occur together with one or two others; however, it is very rare that there are
four or more tags for an entry. Interestingly, some tags never occur alone (such as mysql or
json), but other occur alone in more than 40 per cent of cases (such as python or cþþ).
5. Tag prediction approaches
In the section, we are giving a detailed description of the selected models and algorithms
that we have tested and validated to ﬁnd a recommendation of the best approach to solve the
underlying problem. Our models represent their respective ﬁelds of research and span over
different types of possible solutions to cover a broad area of research. Hence, we have
applied and validated a multi-label classiﬁer representing a supervised machine learning
algorithm, a general statistical model which uses frequency heuristics, two similarity-based
classiﬁers which are nearest centroid and k-nearest neighbours and lastly, one probabilistic
classiﬁer, namely, naïve Bayes.
In the following subsections, we describe each of the validated models in detail.
5.1 Multi-label classiﬁcation
A multi-label classiﬁer is a supervised machine learning model, and a detailed overview can
be found in Read et al. (2011). Our implementation of this classiﬁer is it uses gradient
boosting, which is provided by scikit-learn [7]. Gradient boosting is usually performed on
training data to improve the prediction results of the classiﬁer. The implemented multi-label
classiﬁer uses an ensemble approach where a prediction model is built for every tag, and
several classiﬁers, which are members of the ensemble, combine their outputs to decide

Data Access Layer, Best Practices
Table Within Div Firefox vs Chrome
Choosing speciﬁc Environment
to build using Apache ANT
Where is the jar ﬁles cached
for Java Web Start/JNLP applications?

title

tags

qvc qac

163

4

qt

564936 60956 5 1235044226 java, web, start, jnlp

qs
9
6
9

i

563493 25517 3 1235003886 best-practices, codesmell
417
563844 8409 1 1235014215 css,html, design, compatibility,ﬂoats
255
564515 58175 2 1235035597 java, spring, ant, build-process, packaging 390

qid

j

as

at

565132 16883 1 1235047138

563543 67561 1 1235005680
563851 65663 0 1235014479
573106 37213 0 1235226171

aid
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Table 2.
Snippet of data from
the StackOverflow
data set
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which tags are included in the list of predicted tags according to their ﬁt to the textual
content. This approach is very common in the area of multi-class classiﬁcation.
5.2 Frequency heuristics
A statistical analysis model with frequency heuristics has been used to ﬁnd co-occurrence of
tags based on single words and phrases in the analysed textual content. The frequency
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Figure 5.
Overview of the ten
most popular tags in
the StackOverﬂow
data set

Figure 6.
Proportion map of all
entries and the
number of total tags
they appear in for
StackOverﬂow

heuristics algorithm browses the training data and creates a probability map based on
frequency of occurring words. Each word is associated with tags that are a potential ﬁt, and
a probability of co-occurrence of tag and word is calculated. For example, if the word broken
appears four times in the textual content of a ticket together with the tag maintenance and
11 times in total, then the probability of broken in the list of words for potential tag
maintenance is 0.35. Every time a test entry is inspected, the top three tags are suggested
that have the highest probability for the words of the textual content of the entry listed in the
previously generated dictionary.
5.3 Nearest centroid
The nearest centroid algorithm is also known as Rocchio algorithm of classiﬁcation; a
detailed speciﬁcation can be found at Schütze et al. (2008a). This algorithm creates groups or
clusters of text entries from the training set that has a speciﬁc tag and ﬁnds the centroid of
the cluster as a central point. Every ticket is assigned a similarity to the centroid of every
cluster. The metric used is cosine similarity. Finally, the algorithm returns the three most
similar tags and lists them as suggested tags.
5.4 K-nearest neighbours
One quite simple and broadly used algorithm is k-nearest neighbours (k-NN), which returns
the IDs of the k most similar entries in the training set and selects the suggested tags from
the tags of these entries. The idea is that neighbours use similar tags; therefore, the closer
two entries are, the more likely it will be that their tags are similar as well. Any value of k
can be used; however, different values will lead to different results in the tagging process.
Therefore, we will try different values for k and select the best ﬁt. The suggested tags will
have the highest frequency within the k number of neighbours. In our evaluation, we used a
range of k values from 1–10 and suggested up to three most frequent tags depending on the
tags of neighbours. Different versions of the algorithms are implemented in sklearn, and a
description of them as well as examples are provided at Schütze et al. (2008b).
5.5 Naïve Bayes
The naïve Bayes model [8] consists of a set of probabilistic supervised learning algorithms
that apply Bayes’ theorem with the naïve assumption of conditional independence.
n jyÞ
Therefore, we are using Bayes’ theorem P ð yjx1 ; . . . ; xn Þ ¼ PPððxx11;...;x
;...;xn Þ with the assumption
that P ðxi jy; x1 ; . . . ; xi  1; xi þ 1; . . . ; xn Þ ¼ P ðxi jyÞ, and we can simplify the relationship to
n
Y
P ð yÞ
P ðxi jyÞ
P ðxi jx1 ; . . . ; xn Þ ¼ P ði¼1
and therefore, use the classiﬁcation rule
x1 ;...;xn Þ ,
n
Y
^y ¼ argmaxP ð yÞ P ðxi jyÞ. Therefore, we can use maximum a posteriori (MAP) to estimate
i¼1

P ðxi jyÞ and P(y), which is the relative frequency of class y in the training set. For our
experiments, we are using multinomial naïve Bayes in sklearn.
6. Experiment results
In our experiments, we have measured the performance of every model and algorithm on a
test set of the dmbook pro data set and calculated the recall (Section 3). In Table 3, an
overview of recall results for every model and algorithm is shown, and we distinguish
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between test runs with and without the feature book names (the frequency heuristics model
is not multivariate and therefore can only be used with one feature, namely, text content).
Table 3 also shows that k-NN seems to perform best in terms of recall. Therefore, we
have conducted further experiments and increased the values of k from 1 to 10. This led us to
the observation that k has direct inﬂuence on the results, and the model improves when the
right value for k is selected.
While this impact is not fundamental, it can still be clearly identiﬁed, and larger data sets
may even show a much more signiﬁcant difference with varying values of k. In any case, our
experiments have shown that for this speciﬁc task, k-NN performs best with a value of k = 8,
and increasing it further has no additional beneﬁts. Therefore, we conclude that this
algorithm is a good ﬁt for tag prediction on the dmbook pro data set, but the exact value of k
varies and needs to be reconﬁrmed whenever the size or nature of the data set changes.
6.1 Book names
For the dmbook pro data set, an additional feature has been identiﬁed as adding to the
quality of retrieved results, namely, the book names. Hence, we have compared all models
and algorithms to their respective results, including this additional feature. Our ﬁndings are
that book names have the potential to improve results for multi-label classiﬁcation
signiﬁcantly and for k-NN slightly; however, they even have a negative effect on the nearest
centroid algorithm.
6.2 Runtime
In addition to classiﬁcation performance, measured as recall, we have investigated runtime
performance as well. Runtime performance was measured on a PC with an Intel Core i77600U CPU and 2.80 GHz processor as well as with 16 GB RAM. The evaluation was
performed in two different categories. We have distinguished between models and
algorithms with training and real-time tag detection as well as models and algorithms that
run training before they are able to classify text entries and therefore need longer on a ﬁrst
conﬁguration run.
The results of models and algorithms without training are shown in Figure 7. It can be
seen that they require less time by far. The graphs show us that frequency heuristics has the
shortest runtime and k-NN runtime depends on whether book names are used or not. When

Method

Table 3.
Ten-fold crossvalidated recall for
all methods of the
dmbook pro data set
with and without
book names and
different sizes of k
for k-NN

Multi-label classiﬁcation
Frequency heuristics
Nearest centroid
k-NN
k-NN
k-NN
k-NN
k-NN
k-NN
k-NN
k-NN
k-NN
k-NN
Naïve Bayes

Recall with book names

Without

0.735
–
0.764
0.986
0.987
0.990
0.991
0.992
0.994
0.995
0.997
0.997
0.997
–

0.707
0.709
0.772
0.979
0.981
0.983
0.986
0.990
0.991
0.992
0.993
0.993
0.9930
0.982
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book names are used, the runtime of the k-NN algorithm is shorter than without that feature.
This is an unexpected result. Furthermore, increasing the value of k has not nearly as much
negative impact on runtime as expected.
In contrast to the runtime performance graph with models and algorithms that require no
training, Figure 8 shows an overview of models and algorithms with training times. Here,
we can see that the multi-label classiﬁer has signiﬁcantly shorter runtime than the nearest
centroid, and that there is almost no difference when book names are taken into account,
which again is a surprising result. For the nearest centroid algorithm, including book names
even improves runtime. Naïve Bayes is only slightly slower than the multi-label classiﬁer,
which performs best amongst the methods requiring training.
To summarise the ﬁndings, we can conclude that frequency heuristics has the shortest
runtime within models and algorithms without training, while the multi-label classiﬁer
offers the best runtime performance within methods that require training. Taking into
account the results, however, we would suggest using k-NN as the model of choice for
methods that do not require training, rather than frequency heuristics, as the advantage in
runtime does not justify the signiﬁcantly worst classiﬁcation performance. On the other
hand, the multi-label classiﬁer would be our recommended choice for models that require
training, as its results are very close the other models, but it has superior runtime compared
to nearest centroid as well as naïve Bayes. In any cases, we would add book names to the set
of features because it gives us better results without the disadvantage of longer runtime; on
the contrary, it seems even to have a positive impact on runtime.
6.3 The StackOverﬂow data set
We have used the same experiments for the StackOverﬂow data set. However, instead of
book names, we have included ratings of questions in all experiments. Table 4 shows the
recall for all StackOverﬂow experiments, which provides slightly lower, but very similar
results to dmbook pro experiments.
The most important ﬁnding here is that we were able to conﬁrm our results with a larger
data set (magnitude of 100 compared to dmbook pro), which proves our hypothesis about
the suggested model.
Again, the table shows that k-NN is the best ﬁt in terms of recall. Furthermore, we
observed that raising k in our k-NN experiments improves recall, but the raise stops being
signiﬁcant after k = 5.
7. Further considerations
Considering our evaluation results, we can deduce that several models represent a good
ﬁt for the underlying problem of tag prediction; however, if we want to apply one of the
models to a running system or industrial setting, we need to consider several factors and
limitations.
Every model or algorithm needs a data set to train and learn tag prediction to be able
to classify tags on its own. This is independent of whether the model or algorithm
applies training ﬁrst or in real time. The important point is that a certain concept is
captured from aforementioned training data. We are forced to assume that this data is a
cross-section of the population, and therefore, as sample, represents the big whole every
data set is trying to model. However, as time goes by, new tickets, questions or other
type of entries might be added to the data set, and this concept might change. Our
model will be ignorant to these changes and will undergo a so-called concept drift,
which is described in Gama et al. (2014). Therefore, if we want to use any of the models
in production, there has to be a solution that prevents concept drift from happening by
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keeping the model updated and the data set representative enough to keep up the
quality of results.
Normally, recurring and frequent retraining of the training set as well as regular
updates of the training set itself need to be part of the classiﬁcation process, if we are
using a classiﬁer over a longer period. Model updates could result in new models, and
these would need to replace old ones after a certain time to prevent them from becoming
deprecated. In k-NN, this type of ofﬂine training would not be necessary as new data is
dynamically added to the neighbourhood and the model is reconﬁgured every time
classiﬁcation happens. The only concern with k-NN is the balance between concept drift
management and classiﬁcation time, as increasing the size of the model and training data
would also increase the time of ﬁnding the right position for a newly added neighbour. To
avoid a high increase in classiﬁcation time, the model needs to be pruned regularly, which
would maintain an efﬁcient training set. An example of editing algorithms to ensure this
can be found in Massie et al. (2006).
8. Conclusion and future work
The main contribution of this paper consists of evaluating several models and algorithms for
automatic tag prediction based on free textual content and several additional variables (of
which, book names is the most inﬂuential one). This task has been investigated on several data
sets (an industry use case data set – dmbook pro, and an open-source community data set –
StackOverﬂow, to improve tag detection and assignment for data sets. The ﬁrst part of our
research consisted of the exploration of two different data sets, which helped us to gain
understanding of the data in dmbook pro and StackOverﬂow. Furthermore, we have reviewed
research papers to ﬁnd candidates of models and algorithms that have the best potential of
optimising both classiﬁcation and runtime performance. Based on evaluation results and
runtime tests, we recommend the k-NN model with the features textual content of ticket or
question and book name. Our ﬁndings show that k-NN is the best candidate for classiﬁcation
performance, but also performs reasonably well in terms of runtime. Another signiﬁcant
advantage of k-NN is the robustness to concept drift; however, regular pruning and editing of
the model might be needed in the case of long-term usage of the model. We also recommend
further experiments to determine the exact type and time intervals these adoptions would
become necessary. We have compared data sets that require ofﬂine training, such as multi-label

Table 4.
Ten-fold crossvalidated recall for
all methods of the
StackOverﬂow data
set with different
sizes of k for k-NN

Method

Recall

k

Multi-label classiﬁcation
Frequency heuristics
Nearest centroid
k-NN
k-NN
k-NN
k-NN
k-NN
k-NN
k-NN
k-NN
k-NN
k-NN
Naïve Bayes

0.702
–
0.757
0.963
0.972
0.973
0.978
0.981
0.982
0.982
0.984
0.983
0.983
0.952

–
0.703
–
1
2
3
4
5
6
7
8
9
10
–

classiﬁer, nearest centroid and naïve Bayes, as well as “real-time” classiﬁers, such as a
statistical analysis of frequency heuristics and k-nearest neighbours model.
In our future work, we are envisioning the following list of tasks:
 Further evaluation of the k-NN model, including additional tests for feature
extraction depending on the used data set, which would help us ﬁnd the optimal
parameters and features for the model. This would also include testing the model
on a much larger data set with a minimum size of 1,000,000 entries and
especially more than 100 features. We have made the ﬁrst step by including the
StackOverﬂow data set, but this should be done on a signiﬁcantly larger scale as
well. Further work to exactly specify how to avoid concept drift for long-term
models would complete our work in this area.
 Finally, we have implemented a prototypical software solution for the company,
which is being tested and prepared for going live in a safe environment while our
model is being evaluated for long-term use.

Notes
1. www.ics.uci.edu/duboisc/stackoverﬂow/
2. www.dmbook.pro/en/demo
3. https://stackoverﬂow.com
4. http://dbpedia.org
5. www.wikipedia.org
6. https://wordnet.princeton.edu
7. http://scikit-learn.org/stable/modules/generated/sklearn.ensemble.GradientBoostingClassiﬁer.
html
8. https://scikit-learn.org/stable/modules/naive_bayes.html
9. www.dmbook.pro/en
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