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Dispersive estimates for the Schro¨dinger equation in dimensions
four and five
Fernando Cardoso, Claudio Cuevas and Georgi Vodev
Abstract
We prove optimal (that is, without loss of derivatives) dispersive estimates for the
Schro¨dinger group eit(−∆+V ) for a class of real-valued potentials V ∈ Ck(Rn), V (x) =
O(〈x〉−δ), where n = 4, 5, k > (n− 3)/2, δ > 3 if n = 4 and δ > 5 if n = 5.
1 Introduction and statement of results
The problem we address in the present paper is that one of finding the smallest possible
regularity of a potential so that the corresponding Schro¨dinger group satisfies L1 → L∞
dispersive estimates without loss of derivatives. While in dimensions one, two and three no
regularity of the potential is required in order that such estimates hold true (see [2], [3], [6],
[8], [9], [10]), the problem turns out to be quite hard in higher dimensions and far from being
solved. Denote by G the self-adjoint realization of the operator −∆+ V on L2(Rn), n ≥ 4,
where V ∈ L∞(Rn) is a real-valued potential satisfying
|V (x)| ≤ C〈x〉−δ , ∀x ∈ Rn, (1.1)
with constants C > 0, δ > (n + 2)/2. It is well known that G has no strictly positive
eigenvalues and resonances similarly to the self-adjoint realization, G0, of the free Laplacian
−∆ on L2(Rn). The operator G, however, may have, in contrast to the operator G0, a finite
number of non-positive eigenvalues and zero may be a resonance. It is shown in [11] that
under (1.1) only, the operator eitGχa(G), ∀a > 0, satisfies L
1 → L∞ dispersive estimates with
a loss of (n− 3)/2 derivatives, where χa ∈ C
∞((−∞,+∞)), χa(λ) = 0 for λ ≤ a, χa(λ) = 1
for λ ≥ 2a. On the other hand, the counterexample of [4] shows the existence of potentials
V ∈ Ck0 (R
n), ∀k < (n− 3)/2, for which eitGχa(G) does not satisfy optimal (that is, without
loss of derivatives) dispersive estimates. Roughly speaking, the minimum regularity of the
potential in order that optimal dispersive estimates could hold true is V ∈ C(n−3)/2(Rn).
The problem of proving such dispersive estimates for potentials with this minimal regularity
(even if they are supposed of compact support and small), however, is difficult and, to our
best knowledege, is still open. Note that optimal dispersive estimates for eitGχa(G) are
proved in [5] for potentials satisfying (1.1) with δ > n as well as the condition
V̂ ∈ L1. (1.2)
This result has been recently extended in [7] to potentials satisfying (1.1) with δ > n−1 and
(1.2). Clearly, (1.2) is fulfilled for potentials belonging to the Sobolev space Hn/2+ǫ(Rn),
ǫ > 0. Roughly speaking, (1.2) requires 3/2+ ǫ more derivatives on the potential than what
the counterexample of [4] would suggest in order to have optimal dispersive estimates. In
the present paper we show that this gap can be reduced significantly when n = 4, 5. The
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problem, however, remains open when n ≥ 6. To be more precise, given any k, δ ≥ 0, we
introduce the space Ckδ (R
n) of all functions V ∈ Ck(Rn) satisfying
‖V ‖Ck
δ
:= sup
x∈Rn
∑
0≤|α|≤k0
〈x〉δ |∂αxV (x)|
+ν sup
x∈Rn
∑
|β|=k0
〈x〉δ sup
x′∈Rn:|x−x′|≤1
∣∣∂βxV (x)− ∂βxV (x′)∣∣
|x− x′|ν
< +∞,
where k0 ≥ 0 is an integer and ν = k − k0 satisfies 0 ≤ ν < 1. Introduce also the space
Vkδ (R
n) of all functions V ∈ Ck(Rn) satisfying
‖V ‖Vk
δ
:= sup
x∈Rn
∑
0≤|α|≤k0
〈x〉δ+|α| |∂αxV (x)|
+ν sup
x∈Rn
∑
|β|=k0
〈x〉δ+k0+1 sup
x′∈Rn:|x−x′|≤1
∣∣∂βxV (x) − ∂βxV (x′)∣∣
|x− x′|ν
< +∞,
where k0 and ν are as above. Our main result is the following
Theorem 1.1 Let n = 4 or n = 5 and let V ∈ Ckδ (R
n) with k > (n − 3)/2, δ > 3 if n = 4
and δ > 5 if n = 5. Then, for every a > 0 there exists a constant C = C(a) > 0 so that we
have the dispersive estimate∥∥eitGχa(G)∥∥L1→L∞ ≤ C|t|−n/2, t 6= 0. (1.3)
Moreover, if in addition zero is neither an eigenvalue nor a resonance, then we have∥∥eitGPac∥∥L1→L∞ ≤ C|t|−n/2, t 6= 0, (1.4)
where Pac denotes the spectral projection onto the absolutely continuous spectrum of G.
Note that (1.4) follows from (1.3) and the low-frequency dispersive estimates proved in
[7] for potentials satisfying (1.1).
We expect that (1.3) holds true in any dimension n ≥ 4 for potentials V ∈ Ckδ (R
n) with
k > (n− 3)/2, δ > n− 1. In fact, as suggested by the important Proposition 2.5 below, the
condition (1.2) could probably be replaced by the following one
V ∈ Vkδ (R
n) with k > (n− 3)/2, δ > 2. (1.5)
In other words, there should be optimal dispersive estimates for potentials satisfying (1.5)
as well as (1.1) with δ > n− 1 (or probably under (1.5) only).
To prove (1.3) we follow the same strategy as in Appendix B of [7] where optimal disper-
sive estimates have been proved for potentials satisfying (1.2) as well as (1.1) with δ > n−1.
The analysis, however, becomes harder without (1.2). Nevertheless, many arguments from
[7] still work in our case. The advantage of considering the case n = 4, 5 is that we can
reduce the problem to estimating the L1 → L∞ norm of operators (denoted by T1 and T2
below) with explicit kernels (see Proposition 2.2 below). These operators are obtained by
iterating twice the semi-classical Duhamel formula (see (2.9)). In higher dimensions one
must iterate this formula a finite number of times (depending on the dimension) and hence
one must involve more operators most of which being no longer with explicit kernels (see
[1] for more details). In other words, the bigger the dimension is, the more difficult the
proof is. To make our approach work in higher dimensions we also need to improve in h
the estimates (2.16) and (3.1) below concerning the operator T2 provided more regularity on
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the potential is required. This turns out to be hard despite the fact that T2 has an explicit
kernel. In contrast, the operator T1 can be treated in all dimensions (see Propositions 2.5
and 2.6 below).
Acknowledgements. The authors have been supported by the agreement Brazil-France
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2 Proof of Theorem 1.1
Without loss of generality we may suppose t > 0. Given a function ψ ∈ C∞0 ((0,+∞)) and a
parameter 0 < h ≤ 1, following [10], [11] (see also Appendix B of [7]), we set
Ψ(t, h) = eitGψ(h2G)− eitG0ψ(h2G0),
F (t) = i
∫ t
0
ei(t−τ)G0V eiτG0dτ.
By a simple argument originating from [10] (see also [11]) it is easy to see that (1.3) follows
from the following semi-classical dispersive estimates.
Theorem 2.1 Under the assumptions of Theorem 1.1, there exist constants C, β > 0 so
that for all t > 0, 0 < h ≤ 1, we have the estimates
‖F (t)‖L1→L∞ ≤ Ct
−n/2, (2.1)∥∥Ψ(t, h)− F (t)ψ(h2G0)∥∥L1→L∞ ≤ Chβt−n/2. (2.2)
Proof. A lot of our analysis works out in all dimensions n ≥ 4, so in what follows we
will establish our key estimates in the greatest possible generality. This might be usefull in
view of possible further applications. Let ψ1 ∈ C
∞
0 ((0,+∞)) be such that ψ1 = 1 on suppψ.
Define the operators Tj(t, h), j = 1, 2, as follows
T1(t, h) = i
∫ t
0
ei(t−τ)G0ψ1(h
2G0)V e
iτG0ψ(h2G0)dτ,
T2(t, h) = i
∫ t
0
ei(t−τ)G0ψ1(h
2G0)V T1(τ, h)dτ.
Using some estimates from [11] we will first prove the following
Proposition 2.2 Let V satisfy (1.1). Then, for all t > 0, 0 < h ≤ 1, 0 < ǫ ≪ 1, we have
the estimates
‖T2(t, h)‖L1→L∞ ≤ Ch
−(n−4)/2t−n/2, (2.3)∥∥∥∥∥∥Ψ(t, h)−
2∑
j=1
Tj(t, h)
∥∥∥∥∥∥
L1→L∞
≤ Ch−(n−6)/2−ǫt−n/2. (2.4)
Proof. To prove (2.3) we will use the following estimates proved in [11] (see Proposition
2.1): ∥∥〈x〉−seitG0ψ(h2G0)〈x〉−s∥∥L2→L2 ≤ C〈t/h〉−s, ∀t, 0 < h ≤ 1, s ≥ 0, (2.5)∥∥∥eitG0ψ(h2G0)〈x〉−1/2−s−ǫ∥∥∥
L2→L∞
≤ Chs−(n−1)/2|t|−s−1/2, (2.6)
3
∀t 6= 0, 0 < h ≤ 1, 0 ≤ s ≤ (n− 1)/2. For 1/2− ǫ/4 ≤ s ≤ (n− 1)/2, 0 < ǫ≪ 1, we get
ts+1/2
∥∥∥〈x〉−1/2−s−ǫT1(t, h)∥∥∥
L1→L2
≤ C
∫ t/2
0
(t− τ)s+1/2
∥∥∥〈x〉−1/2−s−ǫei(t−τ)G0ψ1(h2G0)〈x〉−1/2−s−ǫ∥∥∥
L2→L2
×
∥∥〈x〉−1−ǫeiτG0ψ(h2G0)∥∥L1→L2 dτ
+C
∫ t
t/2
τs+1/2
∥∥∥〈x〉−1/2−s−ǫei(t−τ)G0ψ1(h2G0)〈x〉−1−ǫ∥∥∥
L2→L2
×
∥∥∥〈x〉−1/2−s−ǫeiτG0ψ(h2G0)∥∥∥
L1→L2
dτ
≤ Chs+1/2
∫ ∞
0
∥∥〈x〉−1−ǫeiτG0ψ(h2G0)∥∥L1→L2 dτ
+Chs−(n−1)/2
∫ ∞
0
∥∥∥〈x〉−1−ǫ/2eiτG0ψ1(h2G0)〈x〉−1−ǫ/2∥∥∥
L2→L2
dτ
≤ Chs−(n−3)/2+β
′
∫ ∞
h
τ−1−β
′
dτ + Chs−(n−3)/2−β
′
∫ h
0
τ−1+β
′
dτ
+Chs−(n−1)/2
∫ ∞
0
〈τ/h〉−1−ǫ/2dτ ≤ Chs−(n−3)/2, (2.7)
where 0 < β′ ≪ 1 is independent of h. In the same way, using (2.6) and (2.7), we obtain
tn/2 ‖T2(t, h)‖L1→L∞
≤ C
∫ t/2
0
(t− τ)n/2
∥∥∥ei(t−τ)G0ψ1(h2G0)〈x〉−n/2−ǫ∥∥∥
L2→L∞
∥∥〈x〉−1−ǫT1(τ, h)∥∥L1→L2 dτ
+C
∫ t
t/2
τn/2
∥∥∥ei(t−τ)G0ψ1(h2G0)〈x〉−1−ǫ∥∥∥
L2→L∞
∥∥∥〈x〉−n/2−ǫT1(τ, h)∥∥∥
L1→L2
dτ
≤ C
∫ ∞
0
∥∥〈x〉−1−ǫT1(τ, h)∥∥L1→L2 dτ + Ch ∫ ∞
0
∥∥eiτG0ψ1(h2G0)〈x〉−1−ǫ∥∥L2→L∞ dτ
≤ Ch−(n−4)/2. (2.8)
To prove (2.4) we will make use of the following identity which can be derived easily from
Duhamel’s formula (see [10], [11]):
Ψ(t, h) =
3∑
j=1
Ψj(t, h), (2.9)
where
Ψ1(t, h) =
(
ψ1(h
2G)− ψ1(h
2G0)
)
Ψ(t, h) + ψ1(h
2G0)e
itG0
(
ψ(h2G)− ψ(h2G0)
)
+
(
ψ1(h
2G)− ψ1(h
2G0)
)
eitG0ψ(h2G0),
Ψ2(t, h) = T1(t, h),
Ψ3(t, h) = i
∫ t
0
ei(t−τ)G0ψ1(h
2G0)VΨ(τ, h)dτ.
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Iterating this identity once again, we obtain
Ψ3(t, h) =
3∑
j=1
Ψ
(j)
3 (t, h), (2.10)
where
Ψ
(1)
3 (t, h) = T2(t, h),
Ψ
(2)
3 (t, h) = i
∫ t
0
ei(t−τ)G0ψ1(h
2G0)VΨ1(τ, h)dτ,
Ψ
(3)
3 (t, h) = i
∫ t
0
T˜1(t− τ, h)VΨ(τ, h)dτ,
where T˜1 is defined by replacing in the definition of T1 the operator ψ(h
2G0) by ψ1(h
2G0).
Clearly, T˜1 satisfies (2.7). We will use now the following estimates proved in [11].
Proposition 2.3 Let V satisfy (1.1). Then, for all t 6= 0, 0 < h ≤ 1, 0 < ǫ ≪ 1,
1/2− ǫ/4 ≤ s ≤ (n− 1)/2, we have the estimates∥∥∥〈x〉−1/2−s−ǫΨ(t, h)∥∥∥
L1→L2
≤ Chs−(n−3)/2−ǫ|t|−s−1/2, (2.11)
‖Ψ(t, h)‖L1→L∞ ≤ Ch
−(n−3)/2|t|−n/2, (2.12)∥∥∥〈x〉−1/2−s−ǫΨ1(t, h)∥∥∥
L1→L2
≤ Chs−(n−7)/2−ǫ|t|−s−1/2, (2.13)
‖Ψ1(t, h)‖L1→L∞ ≤ Ch
−(n−7)/2|t|−n/2. (2.14)
Combining (2.11) and (2.13) together with (2.6) and (2.7), in the same way as above, it
is easy to get the estimates∥∥∥Ψ(j)3 (t, h)∥∥∥
L1→L∞
≤ Ch−(n−6)/2−ǫt−n/2, j = 2, 3. (2.15)
Now (2.4) follows from (2.9), (2.10), (2.14) and (2.15). ✷
Thus the problem of proving (2.2) is reduced to studying the operators T1 and T2. To
make our proof work when n = 4 we need to improve the estimate (2.3) with an extra factor
O(hǫ). This can be done if one requires a little regularity on the potential. More precisely,
we have the following
Proposition 2.4 Let V ∈ Cεδ (R
n) with 0 < ε ≪ 1, δ > (n + 2)/2. Then, there exist
constants C, ε0 > 0 so that for all t > 0, 0 < h ≤ 1, we have the estimate
‖T2(t, h)‖L1→L∞ ≤ Ch
−(n−4)/2+ε0t−n/2. (2.16)
Proof. Let ρ ∈ C∞0 (R
n) be a real-valued function such that
∫
ρ(x)dx = 1, and set
ρθ(x) = θ
−nρ(x/θ), 0 < θ ≤ 1. It is easy to see that V ∈ Cεδ (R
n) implies that the function
Vθ = V ∗ ρθ satisfies the bounds
|Vθ(x)| ≤ C〈x〉
−δ , ∀x ∈ Rn, (2.17)
|V (x)− Vθ(x)| ≤ Cθ
ε〈x〉−δ, ∀x ∈ Rn, (2.18)
with a constant C > 0 independent of θ. We also have∥∥∥V̂θ∥∥∥
L1
=
∥∥∥ρ̂θV̂ ∥∥∥
L1
≤ ‖ρ̂θ‖L2
∥∥∥V̂ ∥∥∥
L2
= Const ‖ρθ‖L2 ‖V ‖L2 ≤ Cθ
−n/2.
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Therefore, we get (see [5])∥∥e−itG0VθeitG0∥∥L1→L1 ≤ ∥∥∥V̂θ∥∥∥L1 ≤ Cθ−n/2, ∀t. (2.19)
Define now the operator T2,θ(t, h) by replacing in the definition of T2(t, h) the potential V
by Vθ. In the same way as in (2.8), using (2.17) and (2.18), we get
‖T2(t, h)− T2,θ(t, h)‖L1→L∞ ≤ Cθ
εh−(n−4)/2t−n/2. (2.20)
Let 0 < γ < 1 be a parameter to be fixed later on depending on h. For t ≥ 4γ, we decompose
the operator T2,θ as T
(1)
2,θ + T
(2)
2,θ , where
T
(j)
2,θ (t, h) = i
2
∫ ∫
Ij
ei(t−τ)G0ψ1(h
2G0)Vθe
i(τ−s)G0ψ1(h
2G0)Vθe
isG0ψ(h2G0)dsdτ,
I1 = [γ, t− γ]× [0, τ ] ∪ [t− γ, t]× [γ, τ − γ],
I2 = [0, γ]× [0, τ ] ∪ [t− γ, t]× [0, γ] ∪ [t− γ, t]× [τ − γ, τ ].
Proceeding as in (2.8) and using (2.17) one can easily get the estimate∥∥∥T (1)2,θ (t, h)∥∥∥
L1→L∞
≤ Cγ−ǫh−(n−4)/2+ǫt−n/2 (2.21)
for every 0 < ǫ≪ 1. On the other hand, using (2.19) together with the fact that the operator
ψ(h2G0) is uniformly bounded on L
1, we obtain∥∥∥T (2)2,θ (t, h)∥∥∥
L1→L∞
≤ Cγ2θ−nt−n/2, (2.22)
for t ≥ 4γ. Clearly, for 0 < t ≤ 4γ the estimate (2.22) holds with T
(2)
2,θ replaced by T2,θ.
Combining (2.20)-(2.22) we conclude
‖T2(t, h)‖L1→L∞ ≤ C
(
θε + γ−ǫhǫ + γ2θ−n
)
h−(n−4)/2t−n/2. (2.23)
Now, taking γ = h1/2, θ = h1/(n+ε), we deduce (2.16) from (2.23). ✷
To deal with the operator T1 we need the following proposition the proof of which will
be given in Section 4.
Proposition 2.5 Let V ∈ V
(n−3)/2+ε
δ (R
n) with 0 < ε ≪ 1, δ > 2. Then, there exist
constants C > 0, 0 < ε′ ≪ 1, so that for every 0 < γ ≤ 1 we have the estimates∥∥∥∥∫ γ
0
ei(t−τ)G0V eiτG0dτ
∥∥∥∥
L1→L∞
≤ Cγε
′
t−n/2, t ≥ 2γ, (2.24)
∥∥∥∥∫ t
0
ei(t−τ)G0V eiτG0dτ
∥∥∥∥
L1→L∞
≤ Ct−n/2+ε
′
, 0 < t ≤ 2. (2.25)
Clearly, for 0 < t ≤ 2 the estimate (2.1) follows from (2.25). On the other hand, it is
shown in Appendix B of [7] that for t ≥ 2 we have the estimate∥∥∥∥∫ t−1
1
ei(t−τ)G0V eiτG0dτ
∥∥∥∥
L1→L∞
≤ Ct−n/2 (2.26)
for potentials satisfying (1.1) with δ > n − 1. So, for t ≥ 2 the estimate (2.1) follows from
(2.24) and (2.26). It is also clear that in the particular case of n = 4 the estimate (2.2)
follows from Propositions 2.2, 2.4 and the following
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Proposition 2.6 Let V ∈ V
(n−3)/2+ε
δ (R
n) with 0 < ε ≪ 1, δ > 2, and suppose in addition
that V satisfies (1.1) with δ > n− 1. Then, there exist constants C > 0, 0 < ε1 ≪ 1, so that
we have the estimate∥∥∥∥∫ t
0
(1− ψ1)(h
2G0)e
i(t−τ)G0V eiτG0ψ(h2G0)dτ
∥∥∥∥
L1→L∞
≤ Chε1t−n/2. (2.27)
Proof. Let 0 < γ < 1 be a parameter to be fixed later on depending on h. By (2.24),∥∥∥∥(∫ γ
0
+
∫ t
t−γ
)
(1− ψ1)(h
2G0)e
i(t−τ)G0V eiτG0ψ(h2G0)dτ
∥∥∥∥
L1→L∞
≤ Cγε
′
t−n/2. (2.28)
On the other hand, it is proved in [7] (see Proposition B.5) that for potentials satisfying (1.1)
with δ > n− 1 we have the estimate∥∥∥∥∫ t−γ
γ
(1− ψ1)(h
2G0)e
i(t−τ)G0V eiτG0ψ(h2G0)dτ
∥∥∥∥
L1→L∞
≤ Chǫγ−(n−3)/2−ǫt−n/2, (2.29)
for every 0 < ǫ≪ 1. By (2.28) and (2.29),∥∥∥∥∫ t
0
(1− ψ1)(h
2G0)e
i(t−τ)G0V eiτG0ψ(h2G0)dτ
∥∥∥∥
L1→L∞
≤ C
(
γε
′
+ hǫγ−(n−3)/2−ǫ
)
t−n/2.
(2.30)
Now, taking γ = hβ1 with a suitably chosen constant β1 > 0, we get (2.27). ✷
To prove (2.2) in the case n = 5 we need to improve in h the estimate (2.16) provided
more regularity of the potential is required. To do so, we have to refine the estimates in the
proof of Proposition 2.4 and especially (2.22). This will be carried out in the next section.
3 Study of the operator T2 in the case n = 5
In this section we will prove the following
Proposition 3.1 Let V ∈ C1δ (R
5) with δ > 5. Then, there exist constants C, ε0 > 0 so that
for all t > 0, 0 < h ≤ 1, we have the estimate
‖T2(t, h)‖L1→L∞ ≤ Ch
ε0t−5/2. (3.1)
Proof. We keep the same notations as in the previous section. It is easy to see that
V ∈ C1δ (R
5) implies that the function Vθ = V ∗ ρθ satisfies the bounds
|Vθ(x)| ≤ C〈x〉
−δ , ∀x ∈ R5, (3.2)
|V (x) − Vθ(x)| ≤ Cθ〈x〉
−δ, ∀x ∈ R5, (3.3)
|∂αxVθ(x)| ≤ Cαθ
1−|α|〈x〉−δ, ∀x ∈ R5, |α| ≥ 1, (3.4)
with constants C,Cα > 0 independent of θ. In view of (3.4) we have∥∥∥V̂θ∥∥∥
L1
=
∫
|ξ|≤R
∣∣∣V̂θ(ξ)∣∣∣ dξ + ∫
|ξ|≥R
∣∣∣V̂θ(ξ)∣∣∣ dξ
≤
(∫
|ξ|4
∣∣∣V̂θ(ξ)∣∣∣2 dξ)1/2
(∫
|ξ|≤R
|ξ|−4dξ
)1/2
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+(∫
|ξ|6
∣∣∣V̂θ(ξ)∣∣∣2 dξ)1/2
(∫
|ξ|≥R
|ξ|−6dξ
)1/2
≤ CR1/2
∑
|α|=2
‖∂αxVθ(x)‖L2(R5) + CR
−1/2
∑
|α|=3
‖∂αxVθ(x)‖L2(R5)
≤ CR1/2θ−1 + CR−1/2θ−2 = O
(
θ−3/2
)
, (3.5)
if we choose R = θ−1. We have the following
Lemma 3.2 For all t > 0, 0 < h ≤ 1, 0 < θ ≤ 1, we have
‖T2(t, h)− T2,θ(t, h)‖L1→L∞ ≤ Cθh
−1/2t−5/2, (3.6)
with a constant C > 0 independent of t, h and θ.
Proof. The estimate (3.6) is obtained in the same way as (2.20) using (3.3) instead of
(2.18). ✷
Lemma 3.3 For all t ≥ 4γ, 0 < h ≤ 1, 0 < θ ≤ 1, 0 < γ ≤ 1, we have∥∥∥T (1)2,θ (t, h)∥∥∥
L1→L∞
≤ Chγ−3/2t−5/2, (3.7)
with a constant C > 0 independent of t, h, θ and γ.
Proof. Using (2.6) (with n = 5, s = (n − 1)/2), (2.7) (with V replaced by Vθ, n = 5,
s = (n− 1)/2) and (3.2) (with δ > 5) we get
t5/2
∥∥∥∥∫ t−γ
γ
∫ τ
0
ei(t−τ)G0ψ1(h
2G0)Vθe
i(τ−s)G0ψ1(h
2G0)Vθe
isG0ψ(h2G0)dsdτ
∥∥∥∥
L1→L∞
≤ C
∫ t/2
γ
(t− τ)5/2
∥∥∥ei(t−τ)G0ψ1(h2G0)〈x〉−5/2−ǫ∥∥∥
L2→L∞
×
∥∥∥∥〈x〉−5/2−ǫ ∫ τ
0
ei(τ−s)G0ψ1(h
2G0)Vθe
isG0ψ(h2G0)ds
∥∥∥∥
L1→L2
dτ
+C
∫ t−γ
t/2
τ5/2
∥∥∥ei(t−τ)G0ψ1(h2G0)〈x〉−5/2−ǫ∥∥∥
L2→L∞
×
∥∥∥∥〈x〉−5/2−ǫ ∫ τ
0
ei(τ−s)G0ψ1(h
2G0)Vθe
isG0ψ(h2G0)ds
∥∥∥∥
L1→L2
dτ
≤ Ch
∫ ∞
γ
τ−5/2dτ ≤ Chγ−3/2.
To bound the norm of the integral over [t − γ, t]× [γ, τ − γ] observe that it can be written
in the form ∫ t−γ
γ
M(t− s, h)Vθe
isG0ψ(h2G0)ds,
where the operator
M(t, h) =
∫ γ
0
eiτG0ψ1(h
2G0)Vθe
i(t−τ)G0ψ1(h
2G0)dτ
satisfies the estimate ∥∥∥M(t, h)〈x〉−5/2−ǫ∥∥∥
L2→L∞
≤ Cht−5/2.
Therefore, it can be treated in the same way as above. ✷
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Proposition 3.4 For all t ≥ 4γ, 0 < h ≤ 1, 0 < θ ≤ 1, 0 < γ ≤ 1, 0 < ǫ≪ 1, we have∥∥∥T (2)2,θ (t, h)∥∥∥
L1→L∞
≤ Cǫγ
2−ǫθ−5/2t−5/2, (3.8)
with a constant Cǫ > 0 independent of t, h, θ and γ. Moreover, for 0 < t ≤ 4γ the estimate
(3.8) holds with T
(2)
2,θ replaced by T2,θ.
Proof. In view of (3.5), we get∥∥e−itG0VθeitG0∥∥L1→L1 ≤ ∥∥∥V̂θ∥∥∥L1 ≤ Cθ−3/2, ∀t. (3.9)
In what follows we will derive (3.8) from (3.9) and the following proposition the proof of
which will be given in Section 5.
Proposition 3.5 Let n be odd and let V ∈ V
(n−1)/2
δ (R
n) with δ > 1. Then, for every
0 < γ ≤ 1, 0 < ǫ≪ 1, we have the estimates∥∥∥∥∫ γ
0
ei(t−τ)G0V eiτG0dτ
∥∥∥∥
L1→L∞
≤ Cǫ ‖V ‖V(n−1)/2
δ
γ1−ǫt−n/2, t ≥ 2γ, (3.10)
∥∥∥∥∫ t
0
ei(t−τ)G0V eiτG0dτ
∥∥∥∥
L1→L∞
≤ Cǫ ‖V ‖V(n−1)/2
δ
t−n/2+1−ǫ, 0 < t ≤ 2, (3.11)
with a constant Cǫ > 0 independent of t, γ and V .
We are going to use this proposition with n = 5 and V replaced by Vθ. To this end,
observe that (3.4) implies
‖Vθ‖V2
δ
≤ Cθ−1. (3.12)
Setting
P (τ) =
∫ τ
0
ei(t−τ
′)G0Vθe
iτ ′G0ψ1(h
2G0)dτ
′,
Q(τ) =
∫ τ
0
e−isG0Vθe
isG0ds,
we can write ∫ γ
0
∫ τ
0
ei(t−τ)G0Vθe
i(τ−s)G0ψ1(h
2G0)Vθe
isG0dsdτ
=
∫ γ
0
P ′(τ)Q(τ)dτ = P (γ)Q(γ)−
∫ γ
0
P (τ)Q′(τ)dτ. (3.13)
By Proposition 3.5 and (3.12) we have
‖P (τ)‖L1→L∞ ≤ Cǫθ
−1τ1−ǫt−5/2. (3.14)
On the other hand, (3.9) implies
‖Q′(τ)‖L1→L1 ≤ Cθ
−3/2, (3.15)
‖Q(τ)‖L1→L1 ≤ Cτθ
−3/2. (3.16)
By (3.13)-(3.16) we conclude that the L1 → L∞ norm of the LHS of (3.13) is upper bounded
by
Cǫθ
−5/2γ2−ǫt−5/2.
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It is easy to see that the L1 → L∞ norm of the integrals over [t− γ, t]× [0, γ] and [t− γ, t]×
[τ − γ, τ ] can be bounded in the same way. ✷
By Lemmas 3.2 and 3.3 and Proposition 3.4, we conclude
‖T2(t, h)‖L1→L∞ ≤ C
(
θh−1/2 + hγ−3/2 + γ2−ǫθ−5/2
)
t−5/2. (3.17)
Now, taking θ = h1/2+ǫ, γ = h2/3−ǫ, we deduce (3.1) from (3.17). ✷
4 Proof of Proposition 2.5
It is easy to see that (2.25) follows from (2.24) applied with γ = t/2. To prove (2.24) observe
that the kernel of the operator ∫ γ
0
ei(t−τ)G0V eiτG0dτ
is of the form
K(x, y, t, γ) = cn
∫ γ
0
∫
Rn
eiϕ(t− τ)−n/2τ−n/2V (ξ)dξdτ,
where cn is a constant and
ϕ(x, y, ξ, t, τ) =
|x− ξ|2
4(t− τ)
+
|y − ξ|2
4τ
.
Let φ ∈ C∞0 (R), φ(λ) = 1 for |λ| ≤ 1/2, φ(λ) = 0 for |λ| ≥ 1. Clearly, the function 1 − φ
can be written as
(1 − φ)(λ) =
∞∑
q=1
φ˜(2−qλ)
with a function φ˜ ∈ C∞0 (R), φ˜(λ) = 0 for |λ| ≤ 1/2 and |λ| ≥ 1. Therefore, we have
1 =
∞∑
q=0
φq(λ),
where φ0 = φ, φq(λ) = φ˜(2
−qλ), q ≥ 1. Write now the function K as
K(x, y, t, γ) = cn
∞∑
p=1
∞∑
q=0
Kp,q(x, y, t, γ), (4.1)
where
Kp,q(x, y, t, γ) =
∫ γ
0
∫
Rn
eiϕ(t− τ)−n/2τ−n/2φp(γ/τ)φq(|ξ|)V (ξ)dξdτ.
Clearly, (2.24) would follow from (4.1) and the following
Proposition 4.1 Under the assumptions of Proposition 2.5, there exist constants C > 0
and 0 < ε′ ≪ 1 so that we have the bound
|Kp,q(x, y, t, γ)| ≤ C2
−ε′(p+q)γε
′
t−n/2, t ≥ 2γ. (4.2)
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Proof. Set k0 = (n− 4)/2 if n is even and k0 = (n− 3)/2 if n is odd, k = (n− 3)/2 + ε,
ν = k − k0, 0 < ν < 1. Set also Vq(ξ) = φq(|ξ|)V (ξ), Vq,θ = ρθ ∗ Vq, 0 < θ ≤ 1, where the
function ρθ is as in the previous section. Since V ∈ V
k
δ (R
n), we have∣∣∂αξ Vq(ξ)∣∣ ≤ C2−q(δ+|α|), 0 ≤ |α| ≤ k0, (4.3)∣∣∂αξ Vq(ξ)− ∂αξ Vq(ξ′)∣∣ ≤ C2−q(δ+|α|+1)|ξ − ξ′|ν , |ξ − ξ′| ≤ 1, |α| = k0. (4.4)
It is easy to see that these bounds imply∣∣∂αξ Vq,θ(ξ)∣∣ ≤ C2−q(δ+|α|), 0 ≤ |α| ≤ k0, (4.5)∣∣∂αξ Vq,θ(ξ)∣∣ ≤ Cθ−1+ν2−q(δ+|α|), |α| = k0 + 1, (4.6)∣∣∂αξ Vq(ξ)− ∂αξ Vq,θ(ξ)∣∣ ≤ Cθν2−q(δ+|α|), 0 ≤ |α| ≤ k0. (4.7)
Decompose now the function Kp,q as K
(1)
p,q + K
(2)
p,q , where K
(1)
p,q and K
(2)
p,q are defined by
replacing Vq in the definition of Kp,q by Vq − Vq,θ and Vq,θ, respectively. We would like to
integrate by parts with respect to the variable ξ. To this end, observe that
∇ξϕ =
t
2τ(t− τ)
(ξ − ζ),
where
ζ =
τ
t
x+
t− τ
t
y.
We are going to use the identity
eiϕ = Lξe
iϕ,
where
Lξ = −i
∇ξϕ
|∇ξϕ|2
· ∇ξ = −i
2τ(t− τ)
t
Λξ−ζ ,
Λξ =
ξ
|ξ|2
· ∇ξ.
It is easy to see by induction that given any integer m ≥ 0, the operator
(
Λ∗ξ
)m
is of the
form (
Λ∗ξ
)m
=
∑
0≤|α|≤m
a(m)α (ξ)∂
α
ξ , (4.8)
with functions a
(m)
α ∈ C∞(Rn \ 0) satisfying∣∣∣∂βξ a(m)α (ξ)∣∣∣ ≤ C|ξ|−2m+|α|−|β|, ∀ξ ∈ Rn \ 0. (4.9)
Given an integer 0 ≤ m < (n− 1)/2 and a function W ∈ Cm0 (R
n), we have∫
Rn
eiϕW (ξ)dξ =
∫
Rn
eiϕ
(
L∗ξ
)m
W (ξ)dξ
= (−2i)mt−mτm(t− τ)m
∑
0≤|α|≤m
∫
Rn
eiϕa(m)α (ξ − ζ)∂
α
ξ W (ξ)dξ.
Therefore, making a change of variables µ = t/τ we can write
Jp(x, y, t, γ;W ) :=
∫ γ
0
∫
Rn
eiϕ(t− τ)−n/2τ−n/2φp(γ/τ)W (ξ)dξdτ
11
= (−2i)mtm−n+1
∑
0≤|α|≤m
∫ ∞
t/γ
∫
Rn
eiϕ
(
µ
µ− 1
)m−n/2
µn/2−2−mφp(γµ/t)
× a(m)α
(
ξ − y − µ−1(x− y)
)
∂αξ W (ξ)dξdµ. (4.10)
Setting
f(µ) =
∫ µ
2
exp
(
i
λ|x− ξ|2
4(λ− 1)t
+ i
λ|y − ξ|2
4t
)
λ−1/2dλ,
g(m)α (µ) =
(
µ
µ− 1
)m−n/2
µ(n−3)/2−mφp(γµ/t)a
(m)
α
(
ξ − y − µ−1(x − y)
)
,
we can write the integral in the RHS of (4.10) as follows∫ ∞
t/γ
∫
Rn
g(m)α (µ)∂
α
ξ W (ξ)dξdf(µ) =
∫
Rn
f(µ)g(m)α (µ)
∣∣∣∞t/γ ∂αξ W (ξ)dξ
−
∫ ∞
t/γ
∫
Rn
f(µ)∂µg
(m)
α (µ)∂
α
ξ W (ξ)dξdµ. (4.11)
In view of (4.9), we have∣∣∣g(m)α (µ)∣∣∣ ≤ C (2pt/γ)(n−3)/2−m ∣∣ξ − y − µ−1(x− y)∣∣−2m+|α| , (4.12)∣∣∣∂µg(m)α (µ)∣∣∣ ≤ C (2pt/γ)(n−3)/2−m−1
×
(∣∣ξ − y − µ−1(x− y)∣∣−2m+|α| + µ−1|x− y| ∣∣ξ − y − µ−1(x− y)∣∣−2m+|α|−1)
≤ C (2pt/γ)
(n−3)/2−m−1
×
(∣∣ξ − y − µ−1(x− y)∣∣−2m+|α| + |y − ξ| ∣∣ξ − y − µ−1(x− y)∣∣−2m+|α|−1) . (4.13)
We will also need the following
Lemma 4.2 There exists a constant C > 0 such that
|f(µ)| ≤ Ct1/2|y − ξ|−1, ∀µ ≥ 2. (4.14)
By (4.10)-(4.14), we get
|Jp(x, y, t, γ;W )| ≤ Ct
−n/2 (2p/γ)
(n−3)/2−m
∑
0≤|α|≤m
∫
Rn
(
|ξ − y|
−2m+|α|−1
+|y − ξ|−1
∣∣ξ − y − γt−1(x − y)∣∣−2m+|α| + ∣∣ξ − y − γt−1(x − y)∣∣−2m+|α|−1) ∣∣∂αξ W (ξ)∣∣ dξ
+Ct−n/2−1 (2p/γ)
(n−3)/2−m−1
∑
0≤|α|≤m
∫ 2pt/γ
2p−1t/γ
∫
Rn
(
|y − ξ|−1
∣∣ξ − y − µ−1(x− y)∣∣−2m+|α|
+
∣∣ξ − y − µ−1(x− y)∣∣−2m+|α|−1) ∣∣∂αξ W (ξ)∣∣ dξdµ
≤ Ct−n/2 (2p/γ)
(n−3)/2−m
∑
0≤|α|≤m
sup
ξ∈Rn
〈ξ〉n+ǫ−2m−1+|α|
∣∣∂αξ W (ξ)∣∣ , (4.15)
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for every 0 < ǫ ≪ 1. Applying (4.15) with m = k0, W = Vq − Vq,θ, and using (4.7), we
obtain ∣∣∣K(1)p,q ∣∣∣ ≤ Ct−n/2θν (γ2−p)k0−(n−3)/2 2−q(2k0−n+3). (4.16)
We would like to apply (4.15) with m = k0 + 1 as well. When n is odd, however, this is
impossible because (4.15) does not hold with m = (n−1)/2 (due to the fact that the function
|ξ|−n is not integrable at ξ = 0). Therefore, we need to make some modifications in this
case. Consider first the case n even. Then we can apply (4.15) with m = k0+1 = (n− 2)/2,
W = Vq,θ, and use (4.5) and (4.6) to obtain∣∣∣K(2)p,q ∣∣∣ ≤ Ct−n/2θ−1+ν (γ2−p)k0−(n−5)/2 2−q(2k0−n+5). (4.17)
By (4.16) and (4.17) we conclude
|Kp,q| ≤ Ct
−n/2θν
(
γ2−p
)k0−(n−3)/2
2−q(2k0−n+3)
(
1 + θ−1γ2−p2−2q
)
. (4.18)
Taking θ = γ2−p2−2q we deduce from (4.18)
|Kp,q| ≤ Ct
−n/2
(
γ2−p
)k−(n−3)/2
2−q(2k−n+3), (4.19)
which clearly implies (4.2) in this case. Let now n be odd. Given an integer 0 ≤ m < n/2,
by (4.9) and (4.10),
|Jp(x, y, t, γ;W )| ≤ Ct
−n/2−1 (2p/γ)(n−2)/2−m−1
×
∑
0≤|α|≤m
∫ 2pt/γ
2p−1t/γ
∫
Rn
∣∣ξ − y − µ−1(x − y)∣∣−2m+|α| ∣∣∂αξ W (ξ)∣∣ dξdµ
≤ Ct−n/2 (2p/γ)
(n−2)/2−m
∑
0≤|α|≤m
sup
ξ∈Rn
〈ξ〉n+ǫ−2m+|α|
∣∣∂αξ W (ξ)∣∣ , (4.20)
for every 0 < ǫ ≪ 1. Applying (4.20) with m = k0 + 1 = (n − 1)/2, W = Vq,θ , and using
(4.5) and (4.6), we get ∣∣∣K(2)p,q ∣∣∣ ≤ Ct−n/2θ−1+ν (γ2−p)1/2 2−q. (4.21)
By (4.16) and (4.21) we conclude
|Kp,q| ≤ Ct
−n/2θν
(
1 + θ−1
(
γ2−p
)1/2
2−q
)
. (4.22)
Taking θ = (γ2−p)
1/2
2−q we deduce from (4.22)
|Kp,q| ≤ Ct
−n/2
(
γ2−p
)ν/2
2−νq, (4.23)
which implies (4.2) in this case. ✷
Proof of Lemma 4.2. We need to show that the function
f˜(µ) =
∫ µ
2
eiϕ(λ)λ−1/2dλ,
where
ϕ(λ) =
λσ1
λ− 1
+ λσ2,
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satisfies the bound ∣∣∣f˜(µ)∣∣∣ ≤ Cσ−1/22 , ∀µ ≥ 2, σ1, σ2 > 0, (4.24)
with a constant C > 0 independent of µ, σ1 and σ2. We have
ϕ′ :=
dϕ
dλ
= σ2 − σ1(λ− 1)
−2,
so ϕ′ vanishes at λ0 = 1 + (σ1/σ2)
1/2. Suppose first that λ0 ≥ 20/11. We will consider
several cases.
Case 1. 2 ≤ µ ≤ 9λ0/10. We have, for 2 ≤ λ ≤ 9λ0/10,
|ϕ′(λ)| ≥
σ2|λ− λ0|
λ− 1
≥
σ2λ0
10(λ− 1)
,
∣∣∣∣ϕ′′(λ)ϕ′(λ)
∣∣∣∣ ≤ 2λ− 1
(
1 +
σ2
|ϕ′(λ)|
)
≤
22
λ− 1
.
Integrating by parts, we get
f˜(µ) =
∫ µ
2
(iϕ′)−1λ−1/2deiϕ = eiϕ(iϕ′)−1λ−1/2
∣∣∣∣µ2 − ∫ µ
2
eiϕg(λ)dλ ,
where the function
g(λ) =
d
dλ
(
(iϕ′)−1λ−1/2
)
satisfies the bound
|g(λ)| ≤ Cσ−12 λ
−1
0 λ
−1/2.
Hence,
|f˜(µ)| ≤ Cσ−12 λ
−1
0 µ
1/2. (4.25)
On the other hand, we have
|f˜(µ)| ≤ 2µ1/2. (4.26)
By (4.25) and (4.26),
|f˜(µ)| ≤ Cσ
−1/2
2 (µ/λ0)
1/2
≤ Cσ
−1/2
2 . (4.27)
Case 2. 9λ0/10 ≤ µ ≤ 11λ0/10. Making a change of variables λ = λ0(1+ z) we can write
f˜1(µ) :=
∫ µ
9λ0/10
eiϕ(λ)λ−1/2dλ = λ
1/2
0
∫
I
eiκφ(z)(1 + z)−1/2dz,
where κ = σ2λ0, I = [−10
−1, µ/λ0 − 1] ⊂ [−10
−1, 10−1] and
φ(z) = (1 + z)
(
1 +
(λ0 − 1)
2
λ0(1 + z)− 1
)
= λ0 +
λ0
λ0 − 1
z2 +O(z3), |z| ≤ 10−1,
uniformly in λ0. If |a| ≤ 10
−1 and 0 < θ0 ≪ 1, we can change the contour of integration to
obtain ∣∣∣∣∫ a
0
eiκφ(z)(1 + z)−1/2dz
∣∣∣∣
≤
∣∣∣∣∫ a
0
eiκφ(e
iθ0y)(1 + eiθ0y)−1/2dy
∣∣∣∣+
∣∣∣∣∣a
∫ θ0
0
eiκφ(e
iθa)(1 + eiθa)−1/2dθ
∣∣∣∣∣
≤ C′1
∫ a
0
e−C1κy
2
dy + C′2
∫ θ0
0
e−C2κθdθ = O(κ−1/2).
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Hence
|f˜1(µ)| ≤ Cσ
−1/2
2 . (4.28)
Case 3. µ > 11λ0/10. Changing the contour of integration we can write
f˜2(µ) :=
∫ µ
µ0
eiϕ(λ)λ−1/2dλ =
∫ z0
0
eiϕ(µ0+ze
iθ0 )
(
µ0 + ze
iθ0
)−1/2
dz
+z0
∫ θ0
0
eiϕ(µ0+z0e
iθ)
(
µ0 + z0e
iθ
)−1/2
dθ,
where 0 < θ0 ≪ 1, µ0 = 11λ0/10, z0 = µ− 11λ0/10. It is easy to check that
Imϕ(µ0 + ze
iθ) ≥ Czσ2θ, ∀z ≥ 0, 0 < θ ≤ θ0,
with a constant C > 0 independent of z, θ and σ2. Therefore, we get
|f˜2(µ)| ≤
∫ ∞
0
e−C
′zσ2z−1/2dz + z
1/2
0
∫ θ0
0
e−Cz0σ2θdθ
≤ O
(
σ
−1/2
2
)
+ z
1/2
0 O
(
(σ2z0)
−1/2
)
≤ Cσ
−1/2
2 . (4.29)
Clearly, when λ0 ≥ 20/11 the bound (4.24) follows from (4.27)-(4.29). When λ0 ≤ 20/11 we
have
Imϕ(2 + zeiθ) ≥ Czσ2θ, ∀z ≥ 0, 0 < θ ≤ θ0.
Therefore, proceeding as in Case 3 we conclude that (4.24) holds in this case, too. ✷
5 Proof of Proposition 3.5
We keep the same notations as in the previous section. Clearly, it suffices to prove the
following
Proposition 5.1 Under the assumptions of Proposition 3.5, for every 0 < ǫ ≪ 1 there
exists a constant Cǫ > 0 so that we have the bound
|Kp,q(x, y, t, γ)| ≤ Cǫ ‖V ‖V(n−1)/2
δ
2−ǫ(p+q)γ1−ǫt−n/2, t ≥ 2γ. (5.1)
Proof. Since V ∈ V
(n−1)/2
δ (R
n), we have∣∣∂αξ Vq(ξ)∣∣ ≤ C〈ξ〉−δ−|α|, 0 ≤ |α| ≤ (n− 1)/2, (5.2)
and 〈ξ〉 ∼ 2q on suppVq(ξ), where the constant C is of the form
C = C′ ‖V ‖
V
(n−1)/2
δ
, (5.3)
with C′ > 0 independent of V . Choose a function η ∈ C∞0 (R
n), η(ξ) = 1 for |ξ| ≤ 1, η(ξ) = 0
for |ξ| ≥ 2 and let 0 < θ ≤ 1 be a parameter to be fixed later on. Decompose the function
Kp,q as K˜
(1)
p,q + K˜
(2)
p,q , where K˜
(1)
p,q and K˜
(2)
p,q are defined by replacing Vq in the definition of
Kp,q by Vq − V˜q,θ and V˜q,θ , respectively, where
V˜q,θ(ξ) = η
(
θ−1(ξ − ζ)
)
Vq(ξ).
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In view of (5.2) we have (for 0 ≤ |α| ≤ (n− 1)/2)
∣∣∣∂αξ (Vq(ξ)− V˜q,θ(ξ))∣∣∣ ≤ C2−qθ−ǫ |α|∑
j=0
|ξ − ζ|−j+ǫ〈ξ〉j−|α|−2ǫ,
which implies∑
0≤|α|≤(n−1)/2
∫
Rn
(
|y − ξ|−1|ξ − ζ||α|+1−n + |ξ − ζ||α|−n
) ∣∣∣∂αξ (Vq(ξ)− V˜q,θ(ξ))∣∣∣ dξ
≤ C2−qθ−ǫ
∑
0≤|α|≤(n−1)/2
|α|∑
j=0∫
Rn
(
|y − ξ|−1|ξ − ζ||α|+1−n−j+ǫ + |ξ − ζ||α|−n−j+ǫ
)
〈ξ〉j−|α|−2ǫdξ ≤ C2−qθ−ǫ.
Therefore, proceeding as in (4.15) (with m = (n− 1)/2), we get∣∣∣K˜(1)p,q ∣∣∣ ≤ Ct−n/2θ−ǫγ2−p−q. (5.4)
Similarly, we have ∣∣∣∂αξ V˜q,θ(ξ)∣∣∣ ≤ Cθ |α|∑
j=0
|ξ − ζ|−j−1〈ξ〉j−1−|α|−ǫ,
which implies∑
0≤|α|≤(n−3)/2
∫
Rn
(
|y − ξ|−1|ξ − ζ||α|+3−n + |ξ − ζ||α|+2−n
) ∣∣∣∂αξ V˜q,θ(ξ)∣∣∣ dξ
≤ Cθ
∑
0≤|α|≤(n−3)/2
|α|∑
j=0∫
Rn
(
|y − ξ|−1|ξ − ζ||α|+2−n−j + |ξ − ζ||α|+1−n−j
)
〈ξ〉j−1−|α|−ǫdξ ≤ Cθ.
Therefore, proceeding as in (4.15) (with m = (n− 3)/2), we get∣∣∣K˜(2)p,q ∣∣∣ ≤ Ct−n/2θ. (5.5)
By (5.4) and (5.5), we conclude
|Kp,q| ≤ Ct
−n/2
(
θ−ǫγ2−p−q + θ
)
≤ Ct−n/2
(
γ2−p−q
)1−ǫ
, (5.6)
if we choose θ = γ2−p−q, where the constant C is of the form (5.3). ✷
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