Plasmonics deals with light confinement at the nanoscale [1] . This is achieved by binding light to coherent electron oscillations at the surfaces of metallic nanoparticles, the so-called surface plasmons (SPs) or surface plasmon polaritons. These SPs come together with large field enhancements and evanescent fields in the vicinity of metallic nanoparticles [2] , which allow light confinement to subdiffraction volumes [3] . Besides being of fundamental interest, this topic holds promise for a variety of photonics applications, such as optical communication and storage [4] or quantum optics [5] . Although plasmonics forms a bridge between the micrometer scale of optics and the nanometer scale of nanostructures, the diffraction limit of light forbids in conventional optical microscopy the direct observation of light confinement with nanometer resolution. An approach to circumvent this shortcoming is to use instead of optical (photon) probes other probes, such as electrons, hereby entering the field of electron microscopy. As both photons and electrons interact with plasmonic nanoparticles through the electrodynamic fields, both measurement techniques provide related information.
Electron energy loss spectroscopy (EELS) is a subfield of electron microscopy that has been proven particularly useful in the context of plasmon field mapping. The basic principle is sketched in Fig. 1 : Electrons with kinetic energies of typically 100 keV (corresponding to velocities comparable to the speed of light) pass by or penetrate through the metallic nanoparticle, excite particle plasmons, and lose energy. Finally, the energy loss of the electrons is detected and recorded. By raster-scanning the electron beam over the sample, one obtains a spatial map of the plasmon fields with nanometer resolution.
In the dawning of plasmonics, EELS was used for the first observation of bulk and surface plasmons [6, 7] (see also Ref. [8] for a brief historical sketch), and was later established as a unique characterization tool for the investigation of ensembles of plasmonic nanoparticles [9] . Initially, further progress was hindered by the lack of versatile fabrication tools for metallic nanoparticle and the limited energy resolution of EELS, which made it hard to resolve particle plasmons of a few eV in noble-metal nanoparticles such as gold or silver. The second generation of EELS measurements of plasmonic nanoparticles started with the pioneering studies of nanorods and nanotriangles [10, 11] , which reported the mapping of plasmon mode distributions with nanometer spatial and sub-eV energy resolution, opening a most detailed view to the plasmonics world that was up to that point only accessible through computer simulations.
This chapter provides an overview of how such EELS mapping is performed, how it can be interpreted and simulated, and what has been achieved so far. Let me start with a disclaimer of what the paper is not about. Being a theoretical physicist, I have refrained from discussing experimental details. Excellent reviews about electron microscopy and EELS for plasmonic nanoparticles exist (see e.g. [12, 13] and references therein), and the interested reader is referred to the pertinent literature. From the viewpoint of a theoretician, it is amazing to see how much the field of electron microscopy has matured in recent years. Electron microscopes nowadays come as true technical masterpieces, however, also hand in hand with enormous costs that force research groups to join efforts and make measurement times scarce and precious. In most of the joint studies where I have been involved only a few measurement series were performed, and often it takes several weeks from the planning stage to the experiment. Yet, the true heroes of the trade remain those who actually perform the experiments. In particular with EELS for plasmonic nanoparticles several critical points remain, such as sample preparation, sufficiently high energy resolution, suppression of contamination during the measurement process, and post-processing of the recorded data. Thus, results that appear to come out of routinely measurements are usually based on extremely hard work.
So this chapter deals more with theory, simulation, and results, although, I had to realize with despair that there already exists an excellent review article by Javier García de Abajo [8] that covers almost everything. What I thus provide in the following is a short introduction to EELS with plasmonic nanoparticles, with a focus on theory and simulation, probably with more equations than needed. Sec. 2 introduces the basic equations. In Sec. 3 I present the most common simulation approaches together with a few representative results to highlight the principles underlying EELS for plasmonic nanoparticles. The quasistatic approximation and an eigenmode expansion are discussed in Sec. 4. Sec. 5 is the main part of this work and provides an overview of what has been done with EELS and what can be learned from EELS measurements. This section contains several references, which, however, are neither exhaustive nor complete. Finally, in Sec. 6 I give a brief summary and an outlook to possible future developments.
Theory
In this section we derive the theory for computing EELS probabilities. Our derivation closely follows the review article of García de Abajo [8] . To facilitate comparison with this work, in the following we adopt a Gaussian unit system (conversion to SI units can be done along the guidelines given in Ref. [14] ) and we only consider non-magnetic materials with a permeability µ = 1. As shown in Fig. 1 , in EELS a swift electron passing by or penetrating through a metallic nanoparticle (i) excites a SP, (ii) performs work against the induced SP field, and finally (iii) the electron's loss in kinetic energy is measured. We will next show how to account for the various steps within a semiclassical framework.
Within a small time interval dt an electron propagates the distance d = v dt, where v is The electron excites a dipolar particle plasmon, which comes together with a localized electric field, and performs work against the induced field, hereby loosing a fraction of its kinetic energy. (c) By raster scanning the electron beam over the sample and recording the energy loss probability one obtains a map of the plasmonic field distribution with nanometer spatial resolution and with sub-eV energy resolution.
the electron velocity. Let r e (t) denote the electron position, and E[r e (t)] and B[r e (t)] the electric and magnetic fields at the electron position, respectively. The work performed by the electron against the electric field is then given by
where q = −e is the charge of the electron. We have exploited the fact that magnetic fields cannot directly perform work [14] because of (v × B) · v ≡ 0. The total work performed by the electron, which corresponds to the energy loss ∆E, is then obtained by integrating over the entire electron trajectory,
At this point we have to more specific about two points. First, the electric field entering Eq. (2) is the electric field felt by the electron, which, however, does not include the field produced by the electron itself. 1 Second, from now on we will assume that for swift electrons, with kinetic energies in the range from several tens to hundreds of keV, the electron's trajectory 1 The field produced by the electron and felt by the same electron would diverge for a point-like particle such as the electron. Self-interaction divergences are commonly treated in the field of quantum electrodynamics, but are always neglected in classical electrodynamics.
is not noticeably modified by the energy lost through plasmon excitation. We thus assume r e (t) = r 0 + v t. For an electron propagating along the positive z-direction, which will be considered if not noted differently, the electron trajectory becomes r e (t) = R 0 +ẑ vt ,
with the impact parameter R 0 = (x 0 , y 0 ). There is a subtle point about Eq. (3) that needs some clarification: although it is precisely the velocity change that allows to detect the electron's energy loss in experiment (through deflection in the magnetic field of the detector), in the theoretical approach the energy losses are already described through the integral expression of Eq. (2), accounting for the work performed by the electron, and the consideration of minor trajectory changes would only lead to very small additional corrections. The energy loss ∆E of Eq. (2) can be spectrally decomposed into different frequency components using the Fourier transform
where ω is the angular frequency. Inserting this expression into Eq. (2) and using the definition
ω Γ EELS (R 0 , ω) dω for the energy loss probability, with ω being the energy loss, we finally arrive at
where we have used E * (r, ω) = E(r, −ω), which directly follows from Eq. (4) for real electric fields E(r, t). Eq. (5) is the central result of this section which allows us to compute the electron energy loss probability Γ EELS once the electric field E(r, ω) has been computed.
Fields produced by swift electrons
The charge distribution of a swift electron propagating along the trajectory of Eq. (3) is
where R = (x, y) are the in-plane coordinates of the electron. The corresponding current distribution is J (r, t) = vρ(r, t). For the solution of Maxwell's equations in frequency space we need the Fourier transform of Eq. (6), which reads
where we have introduced the wavenumber q = ω/v. For an unbounded medium with a background permittivity ε(ω), the electric field associated with ρ(r, ω) can be obtained from the solutions of Maxwell's equations. The calculation is explicitly worked out in Ref. [14] (Sec.14) in the context of the Liénard-Wiechert potentials, by starting from the fields for an electron at rest and then boosting the electron to velocity v through a (relativistic) Lorentz transformation, and we get [8] 
where γ ε = 1/ 1 − εv 2 /c 2 is the Lorentz contraction factor, and the notation ρ = R − R 0 has been employed. K 0 and K 1 are the modified Bessel functions of order 0 and 1, respectively. For completeness we also give the expression for the scalar potential within the Lorentz gauge condition,
which will be used later in the context of the boundary element method approach. The vector potential is given by A(r, ω) = ε v c φ(r, ω). Fig. 2 shows the z and radial components of the electric field, Eq. (8) . As can be seen, the radial component is much larger than the z component. For sufficiently small radial distances ρ, the radial component shows a 1/ρ dependence reminiscent of the electric field produced by a charged wire. At large distances the electric field decays exponentially. 
Decomposition into bulk and surface losses
It is convenient to split the energy loss probability of Eq. (5) into bulk and boundary contributions [12] . In general, if the electric field E(r, ω) produced by the electron is at hand (e.g., as obtained from simulations) such splitting is not mandatory, but it helps to get more insight into the different loss channels. Bulk losses arise when the electron propagates through a medium described by a dielectric function ε(ω). They only depend on the dielectric properties of the material and the distance L propagated by the swift electron through this material, but not on the nanoparticle geometry [8] 
where q c ≈ (mvϕ out / ) 2 + q 2 is a cutoff frequency that is determined by the half-aperture collection angle of the microscope spectrometer ϕ out . In the nonretarded limit c → ∞ this expression reduces to
As an example, we consider a Drude type permittivity ε(ω) = 1 − ω 2 p /[ω(ω + iγ)] with ω p and γ being the plasma frequency and collision frequency of the free electron gas. In this case, the loss function can be evaluated explicitly and we obtain
This expression corresponds to a Lorentzian peaked at the plasma frequency ω ≈ ω p and broadened by the collision frequency γ. For more realistic dielectric functions, such as those extracted from optical experiments [15] , we find similar shapes with practically no bulk losses in the low-energy regime relevant for particle plasmons, and a pronounced peak at the bulk plasmon energy, see Fig. 3 . In case of gold one observes a broad distribution above 2 eV associated with d-band absorption [1] .
We next consider the situation where the electron propagates through a system composed of different materials, described through homogeneous dielectric functions ε j (ω), which are separated by sharp boundaries ∂Ω j . We split the different loss channels into bulk and boundary contributions, with Γ bulk,j (ω) being given by Eq. (10), and the boundary losses are often further separated into begrenzung (German expression for restriction) and surface losses [12] . The distinction between these contributions is somewhat subtle. In short, the begrenzung losses are due to the fact that dielectric effects entering Eq. (10) become modified in the vicinity of boundaries, for instance due to a less efficient screening close to metal boundaries, and the modification of the loss probabilities is accounted for through an additional begrenzung term. All remaining contributions, in particular those originating from surface plasmons, are denoted as surface losses. Below we will show how these different losses can be accounted for within a simulation approach.
Expressing EELS losses in terms of the dyadic Green function
There is a formal and convenient connection between the EELS loss of Eq. (5) and the dyadic Green function, which was first stated and analyzed in Ref. [16] . Let us first introduce the dyadic Green function, which rests on the following concept: as we are dealing with Maxwell's equations in the linear regime, it suffices to seek for the solution of delta-like current sources δ(r − r )1 1 subject to suitable boundary conditions, in general out-going waves at infinity [14] . Such a delta-like source is a mathematical idealization, since any meaningful current distribution must additionally comply with the continuity equation. Nevertheless, once we have obtained the solution of Maxwell's equations for a delta-like current distribution, we can immediately obtain the solution for a general current source J (r, ω) through linear superposition of these delta-like sources.
To be more precise, we start from the wave equation for the electric field and for delta-like sources,
where k 0 = ω/c is the wavenumber of light in vacuum and G(r, r , ω) is the dyadic Green function. It describes the electric field at position r for a delta-like current source at position r , oscillating with frequency ω. Additionally, G is assumed to have the proper boundary conditions of out-going waves at infinity (retarded Green function [14] ). With the dyadic Green function of Eq. (12) we can immediately write down a formal solution for a general current distribution J (r, ω) as
Eq. (13) follows from the defining Eq. (12) through a linear superposition of the delta-like sources, and thus also has the proper boundary conditions. For this reason, once we have determined the dyadic Green function of Eq. (12) for a given frequency ω and dielectric environment ε(r, ω), we have the solution of Maxwell's equation through Eq. (13) at hand. The dyadic Green function can be immediately employed for the calculation of the energy loss probability of Eq. (5),
with G zz =ẑ · G ·ẑ. Assuming a straight electron trajectory r e (t) = R 0 +ẑ vt and indicating explicitly the dependence of G on the in-plane and z directions, this expression can be rewritten as
Eq. (15) expresses the EELS losses in terms of the dyadic Green function of Maxwell's theory. When the electron propagation path goes through several media, for instance for trajectories penetrating metallic nanoparticles, it is convenient to split the Green function into a bulk and boundary contribution,
Here −4πi G bulk (r, r , ω) · J (r , ω) dr gives the field for a current distribution inside an unbounded medium, and the induced part G ind gives the begrenzung and surface contributions due to the particle boundaries. With this decomposition we can split the losses of Eq. (15) into bulk losses, as previously discussed in Sec. 2.2, and additional boundary losses viz.
For simple geometries, such as layer structures or spheres, this expression can be evaluated analytically, as briefly discussed below. In the general case, one must employ numerical simulation approaches, as we will be shown in Sec. 3.
Analytic expressions for simple systems
For simple geometries, such as layer structures, infinitely long cylinders, or spheres, one can obtain analytic expressions which are often extremely useful, e.g. for testing the accuracy of simulation approaches. For spheres, one can resort to Mie theory and compute the EELS probabilities either within the quasistatic limit [17] (see Sec. 4) or using the full Maxwell's equations [18] . Explicit expressions can be found in these papers as well as in Ref. [8] .
Simulation approaches
The simulation of EELS and plasmonic nanoparticles usually employs Eq. (17), which splits the loss probabilities into bulk and boundary contributions, and on generic Maxwell solvers. These solvers start with a given source, in our case the current distribution J (r, ω) = v ρ(r, ω) of the swift electron, and compute the electromagnetic fields E(r, ω) and B(r, ω) using Maxwell's equations. Among the many available Maxwell solvers, in the following we discuss three of them which have so far been predominantly used in the literature, namely the discrete dipole approximation (DDA), the finite difference time domain (FDTD), and the boundary element method (BEM) approaches.
Discrete dipole approximation (DDA)
The conceptually probably most simple approach is based on the so-called discrete dipole approximation [19, 20] which approximates a metallic nanoparticle through a large collection of small polarizable particles ("discrete dipole"). A given external excitation E ext , such as the electric field of the swift electron, then polarizes the different dipoles according to
Here P j is the polarization of the j'th dipole with polarizability α j , which in general is assumed to be isotropic, and E j is the sum of E ext and the polarization field produces by all dipoles. Eq. (18) constitues a matrix equation, which can be solved by inversion usually employing iterative schemes [19, 20] . In Ref. [21] the authors presented a DDA implementation of EELS simulations and for electron trajectories that do not penetrate the nanoparticle.
Finite difference time domain (FDTD)
The finite difference time domain (FDTD) approach is arguably the most successful and widely used simulation schemes in computational electrodynamics [22, 23] . The basic idea is to discretize the computational domain by finite differences and to propagate the fields, starting with some initial conditions, in the time domain. Typically different spatial and time meshes are used for the electric and magnetic fields E and B, which allows to propagate E and B in an efficient manner. A key ingredient of the FDTD approach are the perfectly matched layer (PML) absorbing boundary conditions which allow to restrict the computational domain, almost perfectly absorbing out-going waves at a user-defined boundary sufficiently far away from the simulated nanoparticles. A FDTD implementation for EELS simulations was presented in Ref. [24] . In a related scheme, EELS simulations with a discontinuous Galerkin time-domain method were presented [25] . Both simulation approaches work best for non-penetrating electron trajectories.
Boundary element method (BEM)
The boundary elemet method (BEM) approach was the first EELS simulation scheme used in the field of plasmonics. The development for BEM simulations of EELS was pioneered by Javier García de Abajo and coworkers [8, 26] . As we will present below primarily results from such BEM simulations, in the following we describe the main ingredients in more detail.
The BEM approach of Ref. [8, 26] uses as basic ingredients the scalar and vector potentials φ and A rather than the electromagnetic fields E and B, and additionally employs the Lorentz gauge condition ∇ · A = ik 0 εφ [14] . Potentials and fields are connected through E = ik 0 A − ∇φ and B = ∇ × A. Both φ and A are solutions of the Helmholtz equations (rather than the wave equations for electromagnetic fields)
In what comes next, we foresee the separation of the EELS losses into bulk and boundary contributions. First, we split the scalar and vector potentials into external and induced contributions
These potentials are to be used for the electron propagating within the medium with permittivity ε j , i.e. r ∈ Ω j . Due to the decomposition of Eqs. (20) , the external and induced potentials give rise to bulk and boundary losses, respectively.
In order to obtain the induced potentials, we again make use of the concept of Green functions, which, however, in this case are not defined through the wave Eq. (12) but rather the Helmholtz equation
with k j = √ ε j k 0 being the wavenumber in medium j. We can now write down the solutions of the Helmholtz equations in the ad-hoc form
These expressions are constructed such that: (i) since φ j ext , A j ext , and G j fulfill the Helmholtz equations everywhere in the spatial domain Ω j except on the boundary ∂Ω j , Eqs. (22) also fulfill the Helmholtz equations within Ω j ; (ii) the (artificial) surface charges and currents σ j and h j have to be chosen such that the boundary conditions of Maxwell's equations are fulfilled. As shown in Refs. [26, 27] , this leads to a set of eight integral equations.
To render Eqs. (22) suitable for a numerical implementation within a boundary element method (BEM) approach, we have to approximate the boundaries ∂Ω j by boundary elements of finite size. The boundary integrals of Eqs. (22) are then represented by a sum over these boundary elements, and the eight constituent equations for the (now discretized) surface charges and currents become matrix equations, which can be solved through numerical matrix inversion [26, 27] . In Refs. [27, 28] we presented details of a computational solution scheme for the BEM equations using the Matlab toolbox MNPBEM. Fig. 4 shows results of BEM simulations [28] for a swift electron with a kinetic energy of 200 keV (electron velocity v/c ≈ 0.7) passing by a silver nanoparticle with a diameter of 80 nm. The dielectric function of Ag is taken from optical experiments [15] and the minimal distance between electron and nanosphere is 10 nm. For comparison, we also report results from Mie calculations [8, 18] providing an analytic expression for Γ EELS . As can be seen, the results of the BEM simulations and Mie calculations are in extremely good agreement, thus highlighting the accuracy of numerical simulation approaches. We tentatively assign the two peaks at loss energies of 3.26 eV and 3.54 eV to excitations of the dipolar and quadrupolar modes, respectively. : Loss probability for electron trajectory passing by a silver nanosphere, as shown in inset. We compare the results of our BEM simulations with analytic results derived within Mie theory [8] . In the simulation the nanosphere diameter is 80 nm, the silver dielectric function is extracted from optical experiments [15] , the background dielectric constant is one, and the minimal distance between electron beam and nanosphere is 10 nm. We assume a kinetic electron energy of 200 keV. Figure 5 : Induced electric field E ind at the dipole resonance of 3.26 eV. All simulation parameters are identical to those given in Fig. 4 . We show the discretization of the particle boundary as used in our BEM simulation approach [28] . The cones show the imaginary part of E ind in the plane of the trajetory of the swift electron (see magenta line). (5) and (15) are the general expressions that allow to compute the EEL probabilities from the solutions of the full Maxwell equations. In some cases, in particular for small nanoparticles and for a more intuitive understanding of EELS, it is advantageous to resort to the so-called quasistatic approximation.
Selected results of BEM simulations
In the quasistatic approximation one assumes that the nanoparticle is much smaller than the wavelength of light, both inside and outside the metallic nanoparticle, such that in Eq. (19) we have |∇φ(r, ω)| |kφ(r, ω)|. If this is the case, the vector potential is much smaller than the scalar potential (as can be inferred from the Lorentz gauge condition), and is thus neglected. Instead of the Helmholtz equation we then obtain the Poisson equation
The potentials inside and outside the nanoparticle have to be matched by employing the boundary conditions of Maxwell's equations at the particle boundary ∂Ω, namely the continuity of the parallel component of the electric field and of the normal component of the dielectric displacement. Electric field E and scalar potential φ are related through E = −∇φ. The "quasi" of the quasistatic approximation refers to the fact that we keep in the solution of Eq. (23) and the consideration of the boundary conditions the full frequency content of ε(r, ω). We next evaluate the energy loss probability of Eq. (5) which we rewrite in the form
where J is the current distribution of the swift electron and E ind the induced field of the nanoparticle. Through repeated use of the divergence theorem one can establish a number of useful expressions. We start with ∇ · (J * φ ind ) = (∇ · J * )φ ind + J * · ∇φ ind , where, upon integration over the entire space and use of the divergence theorem, the term on the left-hand side vanishes because φ ind approaches zero at infinity. Together with the continuity equation iωρ = ∇ · J we then find
which is the equivalent form of Eq. (5) but within the quasistatic limit.
For an electron beam that does not penetrate the metallic nanoparticle we can procede even further. From ∇ · [(∇φ * )φ ind ] = (∇ 2 φ * )φ ind + (∇φ * ) · (∇φ ext ) together with ρ = −∇ 2 φ ind /(4π) we obtain after integration over the entire space and use of the divergence theorem the intriguing expression
stating that the loss probaility is maximized when the integrated overlap between the field of the swift electron E * (which is reminiscent of the field distribution of a charged wire) and of the "induced" particle plasmon field E ind is as large as possible.
Solution of Maxwell's equations in the quasistatic approximation
We will now show how to compute the scalar potential in case of a single boundary ∂Ω, for a discussion of more general setups see Refs. [17, 27] . First, we introduce the Green function for the Poisson equation,
Similarly to Eq. (22), we split the scalar potential into an external and induced part
where φ ext is the external potential associated with the charge distribution of the swift electron, see Eq. (20) and Ref. [8] for its quasistatic approximation. Again we have introduced a surface charge distribution σ(s, ω) that has to be chosen such that the boundary conditions of Maxwell's equations are fulfilled. The continuity of the tangential electric field E in = E out at the particle in-and outside is fulfilled when the potential is continuous, as is per construction the case in Eq. (22) . 2 For the continuity of the dielectric displacement D ⊥ in = D ⊥ out we have to perform in Eq. (27) a normal derivative ∂ ∂n =n · ∇ on both sides of the equation, and finally 2 Note that in the quasistatic limit the external potential φext does not depend on the materials' permittivities [8] , similarly to the Green function of the Poisson equation, and the surface charge distribution σ(s, ω) at the particle in-and outside is the same. In the case of the full Maxwell equations, see Eq. (22), φ j ext , A j ext , and G j depend on εj, and one has to introduce different σ j and h j at the particle's in-and outside.
perform the limit r → s. As disussed in more length in Ref. [26] , some care has to be taken about this limit in the integral on the right-hand side. If we use a coordinate system withn poynting in the z-direction and assume that the surface charge distribution σ is constant within a small circle of radius R, the contribution to the surface derivative of the integral becomes
where the sign depends on whether we approach the surface from the out-or inside of the particle boundary. Thus, we find for the surface derivatives of the dielectric displacement
Subtracting the two expressions finally leads to the integral equation
which allows us to compute for a given external potential the surface charge distribution σ, and thus provides the solution of Maxwell's equations in the quasistatic limit. Again, Eq. (29) can be transformed from a boundary integral equation to a BEM equation by approximating the particle boundary through a set of boundary elements of finite size [26, 27] . The solution for σ then involves a simple matrix inversion.
Eigenmode expansion
The neat thing about Eq. (29) is that all material parameters are embodied in the function Λ(ω). As we will discuss now, this allows for a convenient eigenmode expansion which was first introduced by Ouyang and Isaacson [29] . To this end, we introduce σ k (s) defined through
which form a complete basis set satisfying the unusual orthogonality relations 3
3 There exists another definition for an eigenmode expansion [30, 31] , where in addition to the right eigenmodes of Eq. (30) one introduces left eigenmodesσ k (s) defined through ∂Ωσ k (s )
∂G(s ,s) ∂n ds = λ kσk (s). The left and right eigenmodes form a biorthogonal set ∂Ω σ k (s)σ k (s) ds = δ kk which is complete. This biorthogonal basis set is often advantageous for numerical implementations [28, 31] .
In accordance to Ref. [31] , we shall refer to these modes as geometric eigenmode as they only depend on the nanoparticle geometry. Through these modes, one can decompose the solution of Eq. (29) into contributions that only depend on material properties (described through Λ) and geometry (described through σ k and λ k ). As worked out in Ref. [31] , for a point charge at position r the field at position r can be expressed through the induced Green function
where we have assumed that both r and r are located outside the metallic nanoparticle in a medium with permittivity ε. Inserting the eigenmode expansion into Eq. (24) gives for an electron trajectory that does not penetrate the nanoparticle [see Eq. (17) for the corresponding expression using the full Maxwell's equations]
which can be brought to the final form
The term in curly brackets gives a Lorentzian lineshape at the resonance frequencies where Re[Λ(ω) + λ k ] ≈ 0, the integral gives a form factor describing how well a given eigenmode can be excited by the electron beam. Eq. (32) provides a quite transparent decomposition of the loss function into a lineshape function and an oscillator strength.
Results
Refs. [10] and [11] were the first to investigate SP resonances of single metallic nanorods and nanotriangles, respectively. Fig. 6 shows EEL spectra and maps for a silver nanotriangle, with a side length and height of approximately 80 nm and 10 nm, respectively. Panel (a) shows EEL spectra recoreded for three different electron beam positions, as indicated in the inset which additionally shows a high-angle annular dark-field (HAADF) image of the nanotriangle. In the spectra one can distinguish at least three peaks, whose maps are displayed in panels (c-e). Below we will use a quasistatic mode expansion to label them as (c) dipole, (d) hexapole, and (e) breathing modes [32] . From the figure it becomes apparent that, in comparison to optical spectroscopy, EELS can (i) map both modes that couple to light and those which are "dark" [33] , and (ii) allows to map the EEL mode patterns with nanometer resolution. This renders EELS ideal for the investigation of the complete plasmonic mode spectrum. On the other hand, in comparison to optical spectroscopy the loss peaks are typically broader, due to the finite EELS energy resolution of ≈ 0.1 eV caused by the non-monochromatic energy distribution of the swift electrons, which, however, is usually not a serious limitation for the observation of SP peaks which are intrinsically broadened through ohmic losses of the metal and radiative damping. Another problem is the question of which quantity is measured in EELS. This point will be discussed in more detal in Sec. 5.6. Fig. 7 shows simulated EEL spectra for a nanoparticle geometry similar to the experimental study shown in Fig. 6 (see also Ref. [11] for related simulation results). In comparison to the experiments, the simulated spectra show a richer peak structure, which is probably masked in the experiment by the finite spectral resolution, and the peaks are blue-shifted. This shift is attributed to the neglect of the substrate in the simulations, as will be discussed in Sec. 5.4. We observe in the simulated spectra at least four pronounced peaks, labelled with (a-d), in addition to the bulk plasmon peak around 3.8 eV (see also Fig. 3 ). EEL maps computed at the resonance energies are displayed in Fig. 8. In particular the modes (a,b,d ) compare well with the experimental maps of Fig. 6(c,d,e) , showing that EELS experiments and simulations can be compared on par. We will return to a discussion of these modes in Sec. 5.2. Figure 9 : EEL spectra for a silver nanodisk with a diameter of 60 nm and a height of 10 nm. The impact parameters of the electron beams for the different spectra are reported in the inset, and the beam propagation direction is the z-direction perpendicular to the shaded disk.
The example of a metallic nanodisk
To get more insight to the plasmonic mode patterns and how they are measured in EELS, in the following we discuss the situation of a metallic nanodisk. A combined experimental and simulation study of silver nanodisks was presented in Refs. [32] [33] [34] [35] . In contrast to the nanotriangle discussed above, the nanodisk has cylinder symmetry leading to the conservation of angular momentum [26] , which significantly facilitates the interpretation. Fig. 9 shows typical EEL spectra for a silver nanodisk with 60 nm diameter and 10 nm height. At the disk edge (triangular symbols) one observes a number of peaks, whereas in the center (circle) we only observe one pronounced peak. We again see a bulk loss peak at an energy of 3.8 eV. Since the nanodisk exhibits cylinder symmetry, the EELS probability only depends on the radial distance of the electron beam (measured with respect to the disk center) but not on the azimuthal angle. For this reason, in Fig. 10 we show instead of EEL maps a density plot of the EELS probabilites as a function of loss energy and impact parameter. In agreement to the spectra for selected impact parameters shown in Fig. 9 we observe (i) a series of peaks located at the disk boundaries, whose spatial extension decreases with increasing loss energy, (ii) a mode located in the disk center around 3.5 eV, and (iii) a featureless bulk plasmon peak at 3.8 eV.
In Fig. 11 we report the surface charge distributions for the geometric eigenmodes σ k (s) computed from Eq. (30) . As the disk exhibits cylinder symmetry, the modes can be classified according to the angular momentum = 0, 1, 2, . . . [26] . The surface charge distributions thus With increasing energy we obtain dipole, quadrupole, hexapole, and other multipole modes, whose surface charge distribution is largest at the disk edges. Additionally, we obtain a "breathing" mode with a charge distribution that oscillates in the radial direction. The slight deviations of the eigenmodes from cylinder symmetry are due to the non-spherical boundary discretization used in our simulations.
depend through σ k ∼ e ±i ϕ on the azimutahl angle ϕ, with degenerate eigenvalues for ± . We can also form linear superpositions cos φ and sin φ from these degenerate modes. These (real-valued) eigenmodes naturally come out from BEM solvers and numerical diagonalization routines [27] . In EELS, the position of the electron beam determines the linear combination of the modes, and by rotating the electron beam around the nanodisk the mode pattern will rotate accordingly. For this reason, the loss probability, which accounts for mode excitations and the work of the electron performed against the electric field of the excited modes, does not depend on angle (see also Fig. 1c) . The dipolar, quadrupolar, and hexapolar modes shown in Fig. 11 correspond to angular momentum numbers = ±1, ±2, ±3, respectively. In principle, there exists an infinite number of such modes. As can be seen in Fig. 10 , the highest loss probabilities for these modes are at the disk edge. The spatial extension of the EELS signal decreases with increasing angular order , which is attributed to the tighter field confinement and the stronger localization of σ k at the disk edges for larger orders. The "breathing" mode in Fig. 11 corresponds to a radial oscillation mode with = 0 [33] , which shows up in the EEL maps of Fig. 10 at a loss energy of 3.5 eV. This mode is optically dark, at least for sufficiently small nanoparticles where retardation effects can be ignored [35] . As shown in Ref. [33] , with increasing disk size additional radial "breathing" modes appear in the spectra, with mode patterns that have two to several zeros along the radial direction. In addition to these angular and radial plasmon excitations, there also exist modes with nodes along the vertical z-direction. However, for flat nanodisks these modes typically have very high plasmon energies and can be hardly observed in EELS. It is important to realize that this mode characterization in terms of angular, radial, and vertical modes is entirely dictated by symmetry.
In Ref. [34] it was shown that there exists an intriguing connection of radial and angular modes to SPs in planar film geometries and at the edges of such films. For films, the SP plasmon dispersion ω 2D (k ) depends on the wavevector k in the in-plane direction, whereas for film edges the plasmon dispersion ω 1D (k x ) depends on the wavenumber k x associated with the motion along the edge. The radial modes then can be interpreted as SP film modes, where the wavenumber k n ≈ 2nπ/d is determined by the disk diameter and the radial mode number n = 1, 2, . . . . 4 As has been demonstrated both experimentally and theoretically [33, 34] , the plasmon energies of the radial modes coincide almost perfectly with the SP energies ω 2D (k n ). Similarily, the plasmon energies of the angular modes agree extremely well with the SP energies of edge modes ω 1D (k ), with the wavenumber associated with the angular order and the disk circumference according tp k ≈ 2 π/(πd). Thus, the radial and angular disk modes can be mapped to the film and edge modes of planar films, where the wavenumbers are determined by the disk geometry (diameter and circumference). A similar characterization in terms of film and edge modes was also demonstrated for other particle geometries [37, 38] .
EELS mapping for nanotriangles and other geometries
We briefly comment on the modes of a nanotriangle, with EEL spectra and maps already discussed at the beginning of Sec. 5. Figs. 12(a-c) show the eigenmodes for a nanotriangle, with increasing energy, as computed from Eq. (30) . The modes of panel (a) have dipolar character, whereas modes (b,c) are more complicated [32] . Although not completely obvious from the figure, through linear combination of the two dipolar modes we can get modes where the dipole moment points into any direction within the (x, y) plane. Indeed, in optics the scattering or extinction spectra do not on the polarization direction within the triangle plane. Similarily, all EEL maps shown in Fig. 8 exhibit perfect triangular symmetry.
In addition to the investigation of nanotriangles [11, [39] [40] [41] , EELS was employed to a myriad of other nanoparticle geometries, such as nanorods [10, [42] [43] [44] [45] [46] [47] , nanocubes [48] [49] [50] , nanoholes [51] , nanodecahedra [52] , plasmonic tapers [53] , or split-ring resonators [54] . Additionally, for nanowires EELS was used for probing the complex SP reflection coefficients at the wire ends [55, 56] and for the investigation of plasmon modes in bent geometries [57] . All these studies underlined the great potential of EELS for nanometer imaging of plasmon modes with sub-eV energy resolution. 
Coupled particles
Nanoparticle coupling allows for strong field enhancements in the gap regions, which can be exploited for extreme light confinement, surface enhanced Raman spectroscopy (SERS) [58] and sensorics, or for tailoring light-matter couplings [1, 3] . Again, EELS can be used for the mapping of plasmon modes in coupled nanoparticles, but the interpretation of the signals from the hot-spot region requires some care. Consider for example the the bowtie geometry shown in the inset of Fig. 13 , which consists of two flipped nanotriangles separated by a narrow gap region. The modes of lowest energy correspond to bonding and antibonding dipolar modes, where the dipoles (see lower panel of Fig. 12 ) are either parallel (bonding mode) or antiparallel (antibonding mode). The dipole moments for these modes add up either constructively or destructively, resulting in optically bright and dark modes. For the bonding mode, the electric field in the gap region points from one nanotriangle to the other one and comes together with a strong nearfield enhancement. When an electron with propagation direction perpendicular to the bowtie plane shown in the inset of Fig. 14 moves through the hot-spot region, the velocity v is perpendicular to the induced electric field E ind . Thus, the energy loss probability of Eq. (5) becomes small because of v · E ind ≈ 0, EELS "is blind to hot spots" [59] . Another way of understanding this effect is to recall Eq. (25) stating that the loss probaility is given by the integrated overlap between the field of the swift electron E * and of the "induced" particle plasmon field E ind . Because of symmetry, E * is symmetric with respect to reflection at the mirror plane, whereas E ind of Figure 14 : EEL maps for bowtie geometry, see Fig. 13 , and for (a) bonding and (b) antibonding mode. For the bonding mode the EEL intensity at the hot-spot in the gap region vanishes, as discussed in the text and in Ref. [59] . the bonding mode is antisymmetric. Thus, the integral vanishes. Fig. 14 shows EEL maps for the (a) bonding and (b) antibonding modes, showing indeed a strongly reduced EELS signal for the bonding mode in the gap region. In contrast, the antibonding mode has a high EELS signal, despite its low photonic local density of states (LDOS) [2] , which is attributed to the strong components of E ind in z direction and the resulting large v ·E ind contributions. Indeed, corresponding EEL maps were observed in [60, 61] .
Other coupling phenomena have been observed for metal nanosphere dimers [62, 63] , nanowire dimers [64] , oligomer-type nanocavities [65] , split-ring resonators [66] , or hybrid metal-semiconductor nanogap antennas [67] . The relation between SERS hot spots and EELS signals has been studied in [68] . Nonlocality [69] and quantum effects [61, 70, 71] have been investigated for coupled nanoparticles. Assembly of plasmonic nanopartciels through DNA strands has been demonstrated in [72, 73] .
Substrate effects
In EELS experiments the plasmonic nanoparticles must be placed on some thin support, such as mica [11] , carbon grids [42] , or silicon nitride (SiN) membranes [33] . Large-area and homogeneous SiN membranes are available for various thicknesses, typically of the order of 10 nm. Fig. 15 shows results of simulations performed with (solid lines) and without (dashed lines) a thin SiN membrane. Whereas the thin membrane leads to practically no additonal electron losses, the energies of the plasmon modes are significantly red-shifted due to the large permittivity ε ≈ 4 of SiN and should be included in EELS simulations for quantitative comparison with experiment [74] . Substrate induced symmetry breaking of plasmon modes was reported in [34, 75] . 
Combining electrons and photons
When a fast electron excites a particle plasmon, the plasmon can decay by emitting a photon. This so-called cathodoluminescence (CL) provides additional information about plasmon modes [12, 13] . See also Refs. [8, 76] for CL theory. CL was first observed for a silver nanosphere [77] , and has since then been applied in many experimental studies, such as for imaging of plasmonic modes in nanowires [78] or nanotriangles [79] . Correlated CL and EELS mapping has been studied in [44, 52] , and the differences and similarities between these two techniques have been analyzed in [41] .
Another intersting experimental technique based on electron microscopy is to combine photoexcitation and subsequent EELS imaging of SPs using the time-resolved photon-induced near-field electron microscopy (PINEM) technique [80] , which has been used for the investigation of spherical dimers [81] and for nanorods [82] . Theoretical work has been concerned with plasmon electron energy-gain spectroscopy [83] and vortex electron beams [84] . Nonlinear inelastic electron scattering in EELS has been demonstrated in [85] .
Plasmon tomography
A question that has attracted some interest is what quantity is measured in EELS. In [16] the authors established a link between EELS and the photonic local density of states (LDOS), although this link is sometimes rather dubious [59] . An interesting recent development is the connection between EELS and plasmon field tomography. In [86] the authors showed that the full three-dimensional plasmon fields can be reconstructed from a series of rotated EELS maps, making various assumptions including the validity of the quasistatic approximation. A similar approach was developed independently in [49] and demonstrated experimentally for a silver nanocube. Angular-resolved EELS maps were presented for a split-ring resonator [87] . A tomography scheme using CL was shown in [88] .
Quantum effects
Recent years have seen various efforts to investigate the limits of classical plasmonics, bringing EELS to the regime where quantum effects play a noticable role. Quantum plasmon resonances of individual [70] and coupled [71] metallic nanoparticles were presented. In the latter approach, the electromagnetic forces on plasmonic nanoparticles induced by fast electron beams were used to control the nanoparticle arrangements [89] . In a recent study [90] , the authors investigated silver nanocubes coupled through a molecular tunnel junction, which leads to plasmon tunneling and the emergence of charge transfer plasmon peaks.
Summary and Outlook
To summarize, we have given a short introduction to EELS of plasmonic nanoparticles. In the first part we have developed the methodology for computing EEL signals and maps, including a generic description scheme within the framework of the Green's tensor of Maxwell's theory and an eigenmode expansion using the quasistatic approximation, and have discussed implementations for EELS simulations. In the second part we have discussed typical EELS results for single and coupled nanoparticles, the impact of membranes needed to support the nanoparticles, as well as variants of EELS, such as cathodoluminescence (CL), time-resolved photon-induced near-field electron microscopy (PINEM), or plasmon field tomography. Although plasmonics remains an optics game, targeting at light confinement at the nanoscale through excitation of surface plasmons, EELS has been established as an extremely efficient characterization tool that provides information about plasmonic field distributions with nanometer spatial and sub-eV energy resolution.
As usual it is impossible to foresee future developments of the field and predictions are doomed to failure. I will nevertheless try to speculate a little bit about future developments. First, the combination of electron microscopy and optics is particularly attractive for plasmonics, and CL will probably be employed more routinely in future studies. PINEM and variants which combine electron microscopy with a femtosecond time resolution have a great potential for unveiling coherent and incoherent plasmon dynamics at ultrashort time scales. Future EELS studies will also benefit from improved energy resolutions, providing spectra that have the intrinsic linewidths of the plasmonic peaks. Both from the experimental and theoretical side, plasmon tomography still needs further improvements but holds a lot of promise for measuring plasmonic fields in full 3D and with unprecedented precision. By a similar token, electron holography [91] offers the possibility to to retrieve phase information of plasmonic processes. One can also expect that novel materials will move into the focus of plasmonics, where EELS and electron microscopy provide an ideal platform for detailed investigations. Altogether, EELS of plasmonic nanoparticle and, more generally, the interaction of fast electrons with SPs will certainly play an important role in the (continuously) promising future of plasmonics.
