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SIMULTANEOUS RUIN PROBABILITY FOR TWO-DIMENSIONAL FRACTIONAL
BROWNIAN MOTION RISK PROCESS OVER DISCRETE GRID
GRIGORI JASNOVIDOV
Abstract: This paper derives the asymptotic behavior of the following ruin probability
P {∃t ∈ G(δ) : BH(t)− c1t > q1u,BH(t)− c2t > q2u} , u→∞,
where BH is a standard fractional Brownian motion, c1, q1, c2, q2 > 0 and G(δ) denotes a regular grid
{0, δ, 2δ, ...} for some δ > 0. The approximation depends on H, δ (only when H ≤ 1/2) and the relations
between parameters c1, q1, c2, q2.
Key Words: fractional Brownian motion; simultaneous ruin probability; two-dimensional risk processes;
discrete models; exact asymptotics
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1. Introduction
Let BH(t), t ∈ R be a standard fractional Brownian motion (fBM) with zero-mean and covariance
function
cov(BH(t), BH(s)) =
1
2
(|t|2H + |s|2H − |t− s|2H), H ∈ (0, 1), s, t ∈ R.
Define two risk processes
R
(H)
i,u (t) = qiu+ cit−BH(t), i = 1, 2,
where ci, qi > 0. The discrete simultaneous ruin probability over the infinite time horizon is defined by
ψ¯δ,H(u) = P
{
∃t ∈ G(δ) : R(H)1,u (t) < 0, R(H)2,u (t) < 0
}
,(1)
where G(δ) denotes the grid {0, δ, 2δ, ...} (if δ = 0, then set G(δ) = [0,∞)). For positive δ the simulta-
neous ruin probability is of interest both for theory-oriented studies and for applications in reinsurance
(see e.g. [7] and references therein). In this paper we investigate only the discrete setup; the continuous
problem has been already solved in [7]. For any possible choices of positive δ and H ∈ (0, 1) it is not
possible to calculate ψ¯δ,H(u) explicitly. A natural question when lack of explicit formulas is the case, is
how can we approximate ψ¯δ,H(u) for large u? Also of interest is to know what is the role of δ, does it
affects the ruin probability in the considered risk model? Theorem 2.1 gives detailed answers for these
questions. Our results show that the discrete time ruin probabilities behave differently from continuous
if H ≤ 1/2.
Also of certain interest is the finite time horizon setup of the problem. For fixed T > 0 the discrete
simultaneous ruin probability over a finite time horizon is
ζ¯H,T (u) = P
{
∃t ∈ [0, T ] : R(H)1,u (t) < 0, R(H)2,u (t) < 0
}
.(2)
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2The corresponding discrete ruin problem over a finite time horizon (in contrary with the infinite case)
is trivial, since set [0, T ] ∩G(δ) consists of finite number of elements and hence asymptotics of the large
deviation is determined by the unique maximizer of the variance of the process (this e.g., follows imme-
diately from Lemma 2.3 in [9] or Proposition 2.4.2 in [10]). In the light of this we shall be concerned only
with the continuous time problem. Asymptotics of ζ¯H,T (u) are discussed in Remark 2.6.
We organize the paper in the following way. The next section gives notation, necessary assumptions
and the main results. All proofs are relegated to Section 3, while some technical calculations are pre-
sented in the Appendix.
2. Main Results
First of all we eliminate the trends via self-similarity of fBM. We have for any u > 0
ψ¯δ,H(u) = P {∃t ∈ G(δ) : BH(t) > q1u+ c1t, BH(t) > q2u+ c2t}
= P {∃tu ∈ G(δ) : BH(tu) > (q1 + c1t)u,BH(tu) > (q2 + c2t)u}
= P
{
∃t ∈ G(δ/u) : BH(t)
c1t+ q1
> u1−H ,
BH(t)
c2t+ q2
> u1−H
}
= P
{
∃t ∈ G(δ/u) : BH(t)
max(c1t+ q1, c2t+ q2)
> u1−H
}
.
If the two lines q1 + c1t and q2 + c2t do not intersect over (0,∞), then the problem degenerates to the
one-dimensional case, which is discussed in Theorem 2.4. In consideration of that dealing with ψ¯δ,H(u)
we always suppose that
c1 > c2, q2 > q1.(3)
It turns out, that the variance of BH (t)max(c1t+q1,c2t+q2) can achieve its unique maxima only at one of the
following points:
t1 =
Hq1
c1(1−H) , t2 =
Hq2
c2(1−H) , t
∗ =
q2 − q1
c1 − c2 .(4)
It follows from (3) that t1 < t2. As we show later, the order between t1, t2 and t
∗ determines the asymp-
totics of ψ¯δ,H(u) as u→∞.
Denote by Φ and Φ the distribution and survival functions of a standard normal random variable, re-
spectively. For notational simplicity we shall write B(t) instead of B1/2(t) and ψ¯δ(u) instead of ψ¯δ,1/2(u).
Define Pickands constant H2H by
H2H = lim
S→∞
1
S
E
{
sup
t∈[0,S]
e
√
2BH (t)−|t|2H
}
, H ∈ (0, 1)
and for any α > 0 the discrete Pickands constant by
Hα = E


supt∈αZ e
√
2B(t)−|t|
α
∑
t∈αZ
e
√
2B(t)−|t|

 .
3It is known that H2H and Hα are positive and finite constants (see [9], [10], [5]). For any real numbers
a ≤ b and α > 0 denote [a, b]α = [a, b]
⋂
αZ. Define
Hkα[S, T ] = E
{
sup
t∈[S,T ]α
e
√
2B(t)−|t|+k(t)
}
for some function k(t) and −∞ < S < T <∞. Denote further
Hkα = lim
T→∞
Hkα[−T, T ]
when the limit exists. We refer to [10] for properties of Piterbarg constants. Let
d(t) = I(t < 0)
(q2c1 + c2q1 − 2q2c2)t
c1q2 − q1c2 + I(t ≥ 0)
(2c1q1 − c1q2 − q1c2)t
c1q2 − q1c2
and
dδ(t) = I(t < 0)
(q2c1 + c2q1 − 2q2c2)t
c1q2 − q1c2 + I(t ≥ 0)
( (2c1q1 − c1q2 − q1c2)t
c1q2 − q1c2 − δ
(c1q2 − q1c2)(c1 − c2)
q2 − q1
)
,
where I(·) is the indicator function. Define constants
C
(i)
H =
cHi q
1−H
i
HH(1−H)1−H , i = 1, 2.
The theorem below establishes the asymptotics of ψ¯δ,H(u).
Theorem 2.1. Let δ > 0 and u→∞.
1) If t∗ /∈ (t1, t2), then
ψ¯δ,H(u) ∼


H2H
2
1
2−
1
2H
√
pi
H1/2(1−H)1/2 (C
(i)
H u
1−H)
1
H
−1Φ(C(i)H u
1−H), H > 1/2
H2c2i δe−2ciqiu, H = 1/2√
2piHH+1/2qHi u
H
δcH+1i (1−H)H+1/2
Φ(C
(i)
H u
1−H), H < 1/2,
where i = 1 if t∗ < t1 and i = 2 if t∗ > t2.
2) If t∗ ∈ (t1, t2), then with DH = c1t
∗+q1
(t∗)H =
c2t∗+q2
(t∗)H when H > 1/2
ψ¯δ,H(u) ∼ Φ(DHu1−H),(5)
when H = 1/2
Hdδγ Φ(D1/2
√
u)(1 + o(1)) ≤ ψ¯δ(u) ≤ AHdγΦ(D1/2
√
u)(1 + o(1)),(6)
where Hdγ ,Hdδγ ∈ (0,∞) and
A = e
δ
(c1q2−c2q1)(c1q2+q1c2−2c2q2)
2(q2−q1)2 , γ =
δ(c1q2 − q1c2)2
2(q2 − q1)2 ,(7)
when H < 1/2
2e−Bu
1−H
Φ(DHu
1−H)(1 + o(1)) ≤ ψ¯δ,H(u) ≤ Φ(DHu1−H)(1 + o(1)),(8)
where
w1(t) =
(q1 + c1t)
2
t2H
, w2(t) =
(q2 + c2t)
2
t2H
, B = − δw
′
1(t
∗)w′2(t
∗)
2(w′1(t∗)− w′2(t∗))
> 0.(9)
43) If t∗ = ti, i = 1, 2, then
ψ¯δ,H(u) ∼ 1
2
×


H2H
2
1
2−
1
2H
√
pi
H1/2(1−H)1/2 (C
(i)
H u
1−H)
1
H
−1Φ(C(i)H u
1−H), H > 1/2
H2c2i δe−2ciqiu, H = 1/2√
2piHH+1/2qHi u
H
δcH+1i (1−H)H+1/2
Φ(C
(i)
H u
1−H), H < 1/2.
Remark 2.2. The bounds in (8) are exact. Namely, there exist two tending to infinity sequences {un}n∈N
and {vn}n∈N such that as n→∞
ψ¯δ,H(un) ∼ Φ(DHu1−Hn ), ψ¯δ,H(vn) ∼ 2e−Bv
1−H
n Φ(DHv
1−H
n ).
Remark 2.3. Let u→∞. Then for case 1) it holds
ψ¯δ,H(u) ∼ P
{
sup
t∈G(δ)
(BH(t)− cit) > qiu
}
i = 1, 2,
where i = 1 if t∗ < t1 and i = 2 if t∗ > t2. For case 3) it holds
ψ¯δ,H(u) ∼ 1
2
P
{
sup
t∈G(δ)
(BH(t)− cit) > qiu
}
i = 1, 2.
To study the asymptotics of the two-dimensional ruin probability over the infinite time horizon crucial is
the asymptotic approximation of the one-dimensional one. The following auxiliary theorem derives the
approximations of this probability.
Theorem 2.4. For any δ > 0 with CH =
cH
HH (1−H)1−H as u→∞
P {∃t ∈ G(δ) : BH(t)− ct > u} ∼


H2H
2
1
2−
1
2H
√
pi
H1/2(1−H)1/2 (CHu
1−H)1/H−1Φ(CHu1−H), H > 1/2,
H2c2δe−2cu, H = 1/2
√
2piHH+1/2uH
δcH+1(1−H)H+1/2Φ(CHu
1−H), H < 1/2.
(10)
Remark 2.5. When H > 1/2 the asymptotics of the discrete probabilities in Theorems 2.1 and 2.4 are
the same as in the continuous case and do not depend on δ. The cause is ”high density” of the grid
G(δ/u). If H = 1/2 the asymptotics differ only in the constants. For H < 1/2 the discrete asymptotics
are infinitely smaller then the corresponding continuous. Here the grid G(δ/u) is ”sparse”. All these
statements directly follow from Proposition 2.1 and Theorem 3.1 in [7].
Next we study the finite-horizon case. Here for large u the two-dimensional ruin probability always
reduces to the one-dimensional one, that has been already studied in [3],[2]. More precisely, we have
Remark 2.6. Regardless of (3) for any T > 0 with λ(u) = max(q1u+c1T,q2u+c2T )
TH
as u→∞
ζ¯H,T (u) ∼

H2H(λ(u))
1−2H
H
(1/2)(1/2H)
H Φ(λ(u)), H < 1/2
Φ(λ(u)), H > 1/2
and
ζ¯ 1
2
,T (u) = Φ(
uqi√
T
+ ci
√
T ) + e−2ciqiuΦ(
uqi√
T
− ci
√
T ), i = 1, 2,
where i = 1 if (q1, c1) ≥ (q2, c2) in the alphabetical order and i = 2 otherwise.
53. Proofs
Let N be a standard normal random variable independent of all stochastic processes which we consider.
We write ξ ∼ N (µ, σ2) if ξ is a Gaussian random variable with expectation µ and variance σ2. We reserve
notation C,C1 for some positive constants that do not depend on u, they might differ in different places.
Proof of Theorem 2.1. Case (1). Assume, that t1 < t
∗, case t2 > t∗ follows by the same argu-
ments. Notice, that
ψ¯δ,H(u) ≤ P {∃t ∈ G(δ) : BH(t)− c1t > q1u} = P
{
∃t ∈ G(δ/u) : BH(t)
c1t+ q1
> u1−H
}
=: ψ
(1)
δ,H(u).(11)
Denote
Vi(t) =
BH(t)
cit+ qi
, i = 1, 2.(12)
Since t∗ < t1 we have for any positive ε < t1 − t∗
ψ¯δ,H(u) ≥ P
{
∃t ∈ [t1 − ε, t1 + ε] δ
u
: V1(t) > u
1−H , V (t2) > u1−H
}
= P
{
∃t ∈ [t1 − ε, t1 + ε] δ
u
: V1(t) > u
1−H
}
∼ ψ(1)δ,H(u), u→∞.
The last line above follows from
P
{∃t /∈ [t1 − ε, t1 + ε] : V1(t) > u1−H} = o(ψ(1)δ,H(u)), u→∞,(13)
proof is in the Appendix. Thus
ψ¯δ,H(u) ∼ ψ(1)δ,H(u), u→∞
and by Theorem 2.4 the claim is established.
Case (2). Denote
ZH(t) =
BH(t)
max(c1t+ q1, c2t+ q2)
and σ2H(t) = Var{ZH(t)}.(14)
Notice, that if t1 ≤ t∗ ≤ t2, then t∗ is the unique maximizer of σH(t). Moreover, σH(t) increases over
(0, t∗) and decreases over (t∗,∞). Define
tu = t
∗ +
θu
u
∈ G( δ
u
), where θu ∈ [0, δ).(15)
Case H > 1/2. From Theorem 3.1 case (3), H > 12 in [7] it follows that
ψ¯δ,H(u) ≤ Φ(DHu1−H)(1 + o(1)), u→∞.(16)
We have by the asymptotic ratio Φ(x) ∼ 1√
2pix
e−x
2/2, x→∞ (see e.g. [9], Lemma 2.1)
ψ¯δ,H(u) = P
{
∃t ∈ G( δ
u
) : ZH(t) > u
1−H
}
≥ P{ZH(tu) > u1−H}
= Φ(u1−H
q1 + c1(t
∗ + θu/u)
(t∗ + θu/u)H
) ∼ Φ(DHu1−H), u→∞.
6Combining the statement above with (16) we establish the claim.
Case H = 1/2. For notation simplicity, here we write Z(t) instead of Z1/2(t). We have (proof is in
the Appendix)
ψ¯δ(u) ∼ P
{
∃t ∈ [t∗ − lnu√
u
, t∗ +
lnu√
u
] δ
u
: Z(t) >
√
u
}
, u→∞.(17)
Next for any fixed S, u > 0 we consider the intervals
∆j,S,u = [tu + jSu
−1, tu + (j + 1)Su−1] δ
u
, −Nu ≤ j ≤ Nu,
where Nu = ⌊S−1 ln(u)
√
u⌋ and ⌊·⌋ is the ceiling function. Let
pj,S,u = P
{
sup
t∈∆j,S,u
B(t)
c1t+ q1
>
√
u
}
for j ≥ 0, pj,S,u = P
{
sup
t∈∆j,S,u
B(t)
c2t+ q2
>
√
u
}
for j < 0.
Denote ∆ = ∆−1
⋃
∆0. We have
P
{
sup
t∈∆
Z(t) >
√
u
}
≤ P
{
∃t ∈ [t∗ − lnu√
u
, t∗ +
lnu√
u
] δ
u
: Z(t) >
√
u
}
≤
−2∑
j=−Nu
pj,S,u +
Nu∑
j=1
pj,S,u + P
{
sup
t∈∆
Z(t) >
√
u
}
.(18)
We shall compute the asymptotic of each summand in the right part of the inequality above and then
compare the asymptotics.
Approximation of
Nu∑
j=1
pj,S,u. We have
pj,S,u = P
{
sup
t∈∆j,S,u
B(t)
c1t+ q1
>
√
u
}
= P
{
sup
t∈∆j,S,u
(B(t)−√αµt) > √α
}
,
where √
α = q1
√
u and µ =
c1
q1
.
By independence of the increments of BM with α = v2, cj,S,v = tu + jSv
−2, Sˆ = Sq21, δˆ = δq
2
1 and ϕv,j
being the probability density function of
√
cj,S,vN we have
pj,S,u = P
{∃t∈∆j,S,u : (B(t)−√αµt) > √α}
= P
{
∃t ∈ [tu + jS
u
, tu +
(j + 1)S
u
] δ
u
: B(t)−B(cj,S,v)−
√
αµ(t− cj,S,v) +B(cj,S,v)−
√
αµcj,S,v >
√
α
}
=
∫
R
P
{
∃t ∈ [0, S
u
] δ
u
: B(t)−√αµt−√αµcj,S,v >
√
α− x|√cj,S,vN = x
}
ϕv,j(x)dx
=
∫
R
P
{
∃tv2 ∈ [0, Sq21 ]q21δ :
B(tv2)
v
−
√
αµtv2
v2
−√αµcj,S,v >
√
α− x
}
ϕv,j(x)dx
=
∫
R
P
{
∃t ∈ [0, Sˆ]δˆ : (B(t)/v − vµ(cj,S,v + t/v2) > v − x
}
ϕv,j(x)dx
=
1
v
∫
R
P
{
∃t ∈ [0, Sˆ]δˆ : (B(t)/v − vµ(cj,S,v + t/v2) > v − (v − x/v)
}
ϕv,j(v − x/v)dx
7=
1
v
∫
R
P
{
∃t ∈ [0, Sˆ]δˆ : (B(t)− µt) > x+ µcj,S,vv2
}
ϕv,j(v − x/v)dx
=
1
v
∫
R
P
{
∃t ∈ [0, Sˆ]δˆ : (B(t)− µt) > x
}
ϕv,j(v(1 + µcj,S,v)− x/v)dx
=
e−v
2(1+µcj,S,v)
2/(2cj,S,v)
v
√
2picj,S,v
∫
R
P
{
∃t ∈ [0, Sˆ]δˆ : (B(t)− µt) > x
}
ex(1+µcj,S,v)/cj,S,v−x
2/(2cj,S,vv
2)dx.
By Borell-TIS inequality (Lemma 5.3 in [7]), (see also proof of Theorem 1.1 in [6] and proof of (26)) we
have with χ = 1+µt
∗
t∗ as u→∞∫
R
P
{
∃t∈[0,Sˆ]
δˆ
: (B(t)− µt) > x
}
ex(1+µcj,S,v)/cj,S,v−x
2/(2cj,S,vv
2)dx
∼
∫
R
P
{
∃t ∈ [0, Sˆ]δˆ : (B(t)− µt) > x
}
eχxdx =: J(S).
Clearly, J(S) is a non-decreasing function and by the explicit formula (see [4])
P {∃t ≥ 0 : B(t)− ct > x} = e−2cx, c, x > 0(19)
we have
J(S) ≤
0∫
−∞
eχxdx+
∞∫
0
P {∃t ≥ 0 : B(t)− µt > x} eχxdx = 1
χ
+
∞∫
0
e(−2µ+χ)xdx <∞,
provided by χµ < 2 that follows from t1 < t
∗. Thus we have that
lim
S→∞
J(S) ∈ (0,∞).(20)
Hence we have as u→∞ and then S →∞
Nu∑
j=1
pj,S,u ≤ C 1
v
Nu∑
j=1
e
−v2(1+µcj,S,v)
2
2cj,S,v =
C
v
e
−v2(1+µt∗)2
2t∗
Nu∑
j=1
e
−v2( (1+µcj,S,v)
2
2cj,S,v
− (1+µt∗)2
2t∗ ).
Setting
a(t) = (1 + µt)2/2t = 1/(2t) + µ+ µ2t/2, a′(t) = (−1/t2 + µ2)/2,
we have an expansion a(t∗ + x) = a(t∗) + xa′(t∗) +O(x2) as x→ 0. Hence (proof is in the Appendix)
Nu∑
j=1
e
−v2( (1+µcj,S,v)
2
2cj,S,v
− (1+µt∗)2
2t∗ ) ∼
Nu∑
j=1
e−v
2a′(t∗)( θu+jS
u
), u→∞.(21)
We have with ω = a′(t∗)q21 > 0
Nu∑
j=1
e−v
2a′(t∗)( θu+jS
u
) = e−ωθu
Nu∑
j=1
e−jSω ≤ Ce−ωS , S →∞.
In the light of the calculations above, we have
Nu∑
j=1
pj,S,u ≤ C 1
v
e
−v2(1+µt∗)2
2t∗ e−ωS ≤ CΦ(D1/2
√
u)e−ωS .(22)
8Approximation of P
{
sup
t∈∆
Z(t) >
√
u
}
. Let B∗(t) be an independent copy of BM, φu(x) be the probability
density function of
√
utuN and define
η = q1 + c1t
∗ = q2 + c2t∗ =
c1q2 − q1c2
c1 − c2 .(23)
By the self-similarity and independence of the increments of BM we have as u→∞
P
{
sup
t∈∆
Z(t) >
√
u
}
= P
{∃tˆ ∈ [utu − S, utu)δ : B(tˆ) > q2u+ c2tˆ or ∃t ∈ [utu, utu + S]δ : B(t) > q1u+ c1t}
= P{∃tˆ ∈ [utu − S, utu)δ : B(tˆ) > q2u+ c2tˆ
or ∃t ∈ [utu, utu + S]δ : (B(t)−B(utu)) +B(utu) > q1u+ c1t}
= P{∃tˆ ∈ [utu − S, utu)δ : B(tˆ) > q2u+ c2utu + c2(tˆ− utu)
or ∃t ∈ [utu, utu + S]δ : B∗(t− utu) +B(utu) > q1u+ c1utu + c1(t− utu)}
=
∫
R
φu(ηu− x)× P{∃tˆ ∈ [utu − S, utu)δ : B(tˆ) > q2u+ c2utu + c2(tˆ− utu)
or ∃t ∈ [utu, utu + S]δ : B∗(t− utu) + ηu− x > q1u+ c1utu + c1(t− utu)|B(utu) = ηu− x}dx(24)
=
∫
R
P{∃tˆ ∈ [−S, 0)δ : Zu(tˆ)− c2tˆ > x+ c2θu or ∃t ∈ [0, S]δ : B∗(t)− c1t > x+ c1θu}φu(ηu− x)dx
=
e
−η2u
2tu√
2piutu
∫
R
P
{∃tˆ ∈ [−S, 0)δ : Zu(tˆ)− c2tˆ > x+ c2θu or ∃t ∈ [0, S]δ : B∗(t)− c1t > x+ c1θu} e ηxtu− x22utu dx
∼ 1√
2piut∗
e
−η2u
2t∗ e
η2θu
2(t∗)2−
ηc2θu
t∗
×
∫
R
P
{∃tˆ ∈ [−S, 0)δ : Zu(tˆ)− c2tˆ > x or ∃t ∈ [0, S]δ : B∗(t)− c1t > x+ (c1 − c2)θu} e ηxtu− (x−c2θu)22utu dx,
where Zu(tˆ) is a Gaussian process with expectation, covariance and variance defined below (sˆ ≤ tˆ):
E
{
Zu(tˆ)
}
=
ηu− x
utu
tˆ, Var{Zu(tˆ)} = −tˆ− tˆ
2
utu
, cov(Zu(sˆ), Zu(tˆ)) =
−sˆtˆ
utu
− tˆ.
Technical details of (24) are in the Appendix. Since η − 2t∗c2 > 0 we have∫
R
P
{∃tˆ ∈ [−S, 0)δ : Zu(tˆ)− c2tˆ > x or ∃t ∈ [0, S]δ : B∗(t)− c1t > x+ (c1 − c2)δ} e ηxtu− (x−c2θu)22utu dx(25)
≤ e
θuη(η−2t∗c2)
2(t∗)2
∫
R
P
{∃tˆ ∈ [−S, 0)δ : Zu(tˆ)− c2tˆ > x or ∃t ∈ [0, S]δ : B∗(t)− c1t > x+ (c1 − c2)θu} e ηxtu− (x−c2θu)22utu dx
≤ e
δη(η−2t∗c2)
2(t∗)2
∫
R
P
{∃tˆ ∈ [−S, 0)δ : Zu(tˆ)− c2tˆ > x or ∃t ∈ [0, S]δ : B∗(t)− c1t > x} e ηxtu− (x−c2θu)22utu dx.
We estimate the integral in the lower bound. Assume, that BM is defined on R (centered Gaussian
process with cov(B(t), B(s)) = |t|+|s|−|s−t|2 ). When u → ∞ covariance and expectation of Zu(t) − tηt∗
converge to those of BM, hence Zu(t) − tηt∗ converges to B(t) for t < 0 in the sense of convergence of
9finite-dimensional distributions. Thus (proof is given in the Appendix)∫
R
P
{∃tˆ ∈ [−S, 0)δ : Zu(tˆ)− c2tˆ > x or ∃t ∈ [0, S]δ : B∗(t)− c1t > x+ (c1 − c2)δ} e ηxtu− (x−c2θu)22utu dx(26)
∼
∫
R
P
{∃tˆ ∈ [−S, 0)δ : B(tˆ) + ζtˆ > x or ∃t ∈ [0, S]δ : B(t)− c1t > x+ (c1 − c2)δ} e ηxt∗ dx, u→∞,
with ζ = ηt∗ − c2. Denote ξ = η
2
(t∗)2 and κ =
ηδ(c1−c2)
t∗ . We have as u→∞∫
R
P
{∃tˆ ∈ [−S, 0)δ : B(tˆ) + ζtˆ > x or ∃t ∈ [0, S]δ : B(t)− c1t > x+ δ(c1 − c2)} e ηxt∗ dx
=
t∗
η
∫
R
P
{
∃tˆ ∈ [−S, 0)δ : B(tˆ) η
t∗
+
ζη
t∗
tˆ > x or ∃t ∈ [0, S]δ : B(t) η
t∗
− ηc1t
t∗
> x+ κ
}
exdx
=
t∗
η
∫
R
P
{
∃tˆξ ∈ [−Sξ, 0)δξ : B(tˆξ) + ζt
∗
η
tˆξ > x or ∃tξ ∈ [0, Sξ]δξ : B(tξ)− ξc1t
∗t
η
> x+ κ
}
exdx
=
t∗
η
∫
R
P
{
∃tˆ ∈ [−Sξ, 0)δξ : B(tˆ) + ζt
∗
η
tˆ > x or ∃t ∈ [0, Sξ]δξ : B(t)− c1t
∗
η
t > x+ κ
}
exdx
=:
t∗
η
I(S).
Similarly to the proof of (20) we have
lim
S→∞
I(S) ∈ (0,∞).(27)
Denote
dˆ(t) = I(t < 0)
ζt∗t
η
− I(t ≥ 0)(c1t
∗t
η
+ κ).
We have
I(S) =
∫
R
P
{
∃t ∈ [−Sξ, Sξ]ξδ : B(t) + dˆ(t) > x
}
exdx = E
{
exp
(
sup
t∈[−Sξ,Sξ]δξ
(B(t) + dˆ(t))
)}
= E

 supt∈[−Sξ
2
,Sξ
2
] δξ
2
e
√
2B(t)−|t|+dˆ(2t)+|t|

 .
We have that
dˆ(2t)+|t| = I(t < 0)(q2c1 + c2q1 − 2q2c2)t
c1q2 − q1c2 +I(t ≥ 0)
( (2c1q1 − c1q2 − q1c2)t
c1q2 − q1c2 −δ
(c1q2 − q1c2)(c1 − c2)
q2 − q1
)
= dδ(t).
Since δξ2 = γ by (27) we have
E

 supt∈[−Sξ
2
,Sξ
2
] δξ
2
e
√
2B(t)−|t|+dˆ(2t)+|t|

→Hdδγ ∈ (0,∞), S →∞.
Thus we conclude that as u→∞ and then S →∞
P
{
sup
t∈∆
Z(t) >
√
u
}
≥ Hdδγ Φ(D1/2
√
u)(1 + o(1)).(28)
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For the same reasons we have that as u→∞ and then S →∞
P
{
sup
t∈∆
Z(t) >
√
u
}
≤ Hdγe
δη(η−2t∗c2)
2(t∗)2 Φ(D1/2
√
u)(1 + o(1)).(29)
Finally we can compare the approximations in (18). From (28) and (22) it follows that
Nu∑
j=1
pj,S,u is
negligible as u→ ∞ and then S →∞. By the same arguments
−2∑
j=−Nu
pj,S,u is also negligible. Thus the
claim follows from (28) and (29).
Case H < 1/2. First of all we prove the lower bound in (8). We have with t−u = tu − δ/u and w = u1−H
(V1(t) and V2(t) are defined in (12))
ψ¯δ,H(u) ≥ P
{
sup
t∈{t−u ,tu}
ZH(t) > w
}
= P {V1(tu) > w}+ P
{
V2(t
−
u ) > w
}− P{V1(tu) > w,V2(t−u ) > w} .
We have by the ratio Φ(x) ∼ 1
x
√
2pi
e−x
2/2, x→∞ and Taylor’s theorem as u→∞
P {V1(tu) > w} = Φ(u1−H q1 + c1tu
tHu
) ∼ Φ(DHu1−H) exp(−θuw
′
1(t
∗)
2
u1−2H),
where w1(t) is defined in (9). By the same arguments
P
{
V2(t
−
u ) > w
} ∼ Φ(DHu1−H) exp(−−(δ − θu)w′2(t∗)
2
u1−2H), u→∞.
By Lemma 2.3 in [9] we conclude that as u→∞
P
{
V1(tu) > w,V2(t
−
u ) > w
}
= o(P {V1(tu) > w})
and hence as u→∞
P
{
sup
t∈{t−u ,tu}
ZH(t) > w
}
= Φ(DHu
1−H)
(
exp(−θuw
′
1(t
∗)
2
u1−2H) + exp(−−(δ − θu)w
′
2(t
∗)
2
u1−2H)
)
(1+o(1)).
Notice that w′1(t
∗) > 0 and w′2(t
∗) < 0. We have as u→∞ (recall, B is defined in (9))
exp(−θuw
′
1(t
∗)
2
u1−2H) + exp(−−(δ − θu)w
′
2(t
∗)
2
u1−2H) ≥ 2e−Bu1−2H (1 + o(1)).(30)
Hence the lower bound in (8) is established.
Next we prove the upper bound. We have as u→∞
ψ¯δ,H(u) ≤ P {∃t ∈ G(δ/u), t < t∗ : V2(t) > w}+ P {∃t ∈ G(δ/u), t ≥ t∗ : V1(t) > w}
∼ P{V2(t−u ) > w}+ P {V1(tu) > w} ,(31)
proof of the last line above is in the Appendix. Similarly to the proof of the lower bound we have
P
{
V2(t
−
u ) > w
}
+ P {V1(tu) > w} ≤ P {V1(t∗) > w} (1 + o(1)) ∼ Φ(DHu1−H), u→∞
establishing the claim.
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Case (3). Assume that i = 1, case i = 2 follows by the same arguments. We have
P

 supt∈[t∗,∞) δ
u
V1(t) > u
1−H

 ≤ ψ¯δ,H(u)
≤ P

 supt∈[t∗,∞) δ
u
V1(t) > u
1−H

+ P

 supt∈[0,t∗) δ
u
V2(t) > u
1−H

 .(32)
Case H ≥ 1/2. It follows from Theorem 1 in [8] that
P

 supt∈[t∗,∞) δ
u
V1(t) > u
1−H

 ∼ 12ψ(1)δ,H(u), u→∞,
where ψ
(1)
δ,H(u) is defined in (11). Since H ≥ 12 in view of Remark 2.5 for some positive constant C that
does not depend on u
ψ
(1)
δ,H(u) ≥ Cψ(1)0,H(u), u→∞.
It follows from the proof of Theorem 3.1, case (4), H ≥ 1/2 in [7] that
P
{
sup
t∈[0,t∗)
V2(t) > u
1−H
}
= o(ψ
(1)
0,H(u)), u→∞.
Hence (32) yields that
ψ¯δ,H(u) ∼ 1
2
ψ
(1)
δ,H(u), u→∞
establishing the claim by (10).
Case H < 1/2. From proof of Theorem 2.4, case H < 1/2 follows, that
P

 supt∈[t∗,∞) δ
u
V1(t) > u
1−H

 ∼ 12ψ(1)δ,H(u), u→∞.
Notice that
P

 supt∈[0,t∗) δ
u
V2(t) > u
1−H

 ≤ P{V2(t−u ) > u1−H}+ ut
∗
δ
sup
t∈[0,t∗−δ/u) δ
u
P
{
V2(t) > u
1−H}
= P
{
V2(t
−
u ) > u
1−H}+ ut∗
δ
P
{
V2(t
−
u − δ/u) > u1−H
}
= Φ(
u1−H(q2 + c2t−u )
tHu
) +
ut∗
δ
Φ(
u1−H(q2 + c2(t−u − δ/u))
(t−u − δ/u)H
).
We have that
Φ(
u1−H(q2 + c2(t−u − δ/u))
(t−u δ/u)H
) = Φ(DHu
1−H) exp(u1−2H
(2δ − θu)w′2(t∗)
2
)(1 + o(1)), u→∞.
SinceH < 1/2 and w′2(t
∗) < 0 it follows from (10) that the expression above equals o(ψ(1)δ,H(u)) as u→∞.
Hence from (32) it follows
ψ¯δ,H(u) ∼ 1
2
ψ
(1)
δ,H(u), u→∞
and the claim is established. 
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Proof of Remark 2.2. Consider a sequence {un}n∈N such un → ∞ and for all n t∗ ∈ G(δ/un).
From the proof of Theorem 2.1 case (2), H < 1/2 it follows, that
ψ¯δ,H(un) = Φ(DHu
1−H
n )(1 + o(1)), n→∞.
We choose a sequence {vn}n∈N such vn → ∞ and for all n t∗ − δw
′
2(t
∗)
vn(w′1(t
∗)−w′2(t∗)) ∈ G(δ/vn). For such
sequence inequality in (30) becomes equality, hence
ψ¯δ,H(vn) ∼ 2e−Bv
1−H
n Φ(DHv
1−H
n ), n→∞. 
Proof of Theorem 2.4. When H = 12 the assertion of the theorem follows from the results in [6] and [8].
Case H > 1/2. For large u > 0
P

∃t ≥ 0 : inf
s∈[t,t+u 2H−12H ]
(BH(s)− cs) > u

 ≤ P
{
sup
t∈G(δ)
(BH(t)− ct) > u
}
≤ P
{
sup
t≥0
(BH(t)− ct) > u
}
.
In a view of Remark 3.4 in [1]
P

∃t ≥ 0 : inf
s∈[t,t+u 2H−12H ]
(BH(s)− cs) > u

 ∼ P
{
sup
t≥0
(BH(t)− ct) > u
}
, u→∞
implying
P
{
sup
t∈G(δ)
(BH(t)− ct) > u
}
∼ P
{
sup
t≥0
(BH(t)− ct) > u
}
, u→∞.
The asymptotic of the last probability above is given e.g. in Proposition 2.1 in [7], thus the claim follows.
Case H < 1/2. By the self-similarity of fBM we have
ψδ,H(u) := P {∃t ∈ G(δ) : BH(t) > u+ ct} = P
{
∃t ∈ G( δ
u
) :
BH(t)
1 + ct
> u1−H
}
(33)
=: P
{
∃t ∈ G( δ
u
) : V (t) > u1−H
}
.
Note, that the variance of V (t) achieves its unique maxima at t0 =
H
c(1−H) . As shown in the Appendix
ψδ,H(u) ∼ P
{
sup
t∈I(t0)
V (t) > u1−H
}
:= ς(u), u→∞,(34)
with I(t0) = (−1/
√
u+ t0, 1/
√
u+ t0). Next (proof see in the Appendix)
ς(u) ∼
∑
t∈I(t0)
P
{
V (t) > u1−H
}
, u→∞.(35)
We approximate the sum above. We have as u→∞ with uˆ = u1−HcH
HH (1−H)1−H∑
t∈I(t0)
P
{
V (t) > u1−H
}
=
∑
t∈I(t0)
Φ(u1−H
1 + ct
tH
) ∼
∑
t∈I(t0)
1√
2piuˆ
e
− 1
2
(u1−H 1+ct
tH
)2
.
Define
fH(t) =
(1 + ct)2
t2H
.(36)
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We have that f ′H(t0) = 0 and f
′′
H(t0) =
2c2+2H (1−H)2H+1
H2H+1
> 0. We write as u→∞
∑
t∈I(t0)
1√
2piuˆ
e
− 1
2
(u1−H 1+ct
tH
)2
=
1√
2piuˆ
e−uˆ
2/2
∑
t∈I(t0)
e
− 1
2
u2−2H
(
(1+ct)2
t2H
− (1+ct0)
2
t2H
0
)
∼ Φ(uˆ)
∑
t∈I(t0)
e−
1
2
u2−2H
f ′′H (t0)
2
(t−t0)2 .(37)
The proof of the last line above is given in the Appendix. Next (set F =
f ′′H(t0)
4 =
c2+2H (1−H)2H+1
2H2H+1
)
∑
t∈I(t0)
e−
1
2
u2−2H
f ′′H (t0)
2
(t−t0)2 ∼ 2
∑
t∈(0,u−1/2)δ/u
e−Fu
2−2H t2
= 2
∑
tu1−H∈(0,u1/2−H )
δu−H
e−F (tu
1−H )2
=
2uH
δ
(
δu−H
∑
t∈(0,u1/2−H )
δu−H
e−Ft
2)
∼ 2u
H
δ
√
F
∞∫
0
e−Ft
2
d(
√
Ft)
=
√
piuH
δ
√
F
, u→∞.
Combining the line above with (37) we have
ς(u) ∼ Φ( u
1−HcH
HH(1−H)1−H )
√
2piHH+1/2uH
δcH+1(1−H)H+1/2 , u→∞,(38)
and by (34) and (35) the claim is established. 
Proof of Remark 2.6. Assume, that (q1, c1) ≥ (q2, c2) in the alphabetical order. Then for large u
q1u+ c1t ≥ q2u+ c2t for all t ∈ [0, T ], hence for large u
ζ¯H(u) = P {∃t ∈ [0, T ] : BH(t)− c1t > q1u,BH(t)− c2t > q2u}
= P {∃t ∈ [0, T ] : BH(t) > max(c1t+ q1u, c2t+ q2u)}
= P {∃t ∈ [0, T ] : BH(t) > c1t+ q1u} .
If (q2, c2) > (q1, c1) in the alphabetical order, then by the same arguments
ζ¯H(u) = P {∃t ∈ [0, T ] : BH(t) > c2t+ q2u} .
Consequently, ζ¯H(u) for large u always coincides with one of the single-dimensional probabilities, namely,
with the smallest one. For H = 1/2 the claim follows by [4]. For H 6= 1/2 Theorem 2.1 in [3] establishes
the proof. 
4. Appendix
Proof of (13). We shall prove that V1(t) is a.s. bounded on [0,∞). By Chapter 4, p. 31 in [10] it is
equivalent to
P {V1(t) is bounded for t ≥ 0} > 0.
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We have as u→∞
P
{
sup
t≥0
V1(t) ≤ u
}
= 1− P
{
sup
t≥0
V1(t) > u
}
→ 1
by Proposition 2.1 in [7]. Thus V1(t) is bounded a.s.
Notice, that the variance v(t) of V1(t) achieves its unique maxima at t1. Denote
m = max
t∈[0,t1−ε]∩[t1+ε,∞)
v(t), M = E
{
sup
t∈[0,t1−ε]∩[t1+ε,∞)
V1(t)
}
.
By Borell-TIS inequality (see Lemma 5.3 in [7]) we have that M <∞ and for all u large enough we have
P
{∃t /∈ [t1 − ε, t1 + ε] : V1(t) > u1−H} ≤ e− (u1−H−M)22m .
From Theorem 2.4 and inequality m < v(t1) it follows, that
e−
(u1−H−M)2
2m = o(ψ
(1)
δ,H(u)), u→∞
and thus (13) holds. 
Proof of (17). We have
P
{
∃t ∈ [t∗ − lnu√
u
, t∗ +
lnu√
u
] δ
u
: Z(t) >
√
u
}
≤ ψ¯δ(u) ≤ P
{
∃t ∈ [t∗ − lnu√
u
, t∗ +
lnu√
u
] δ
u
: Z(t) >
√
u
}
+P
{
∃t ∈ [0, t∗ − lnu√
u
] δ
u
: Z(t) >
√
u
}
+ P
{
∃t ∈ [t∗ + lnu√
u
,∞) δ
u
: Z(t) >
√
u
}
.(39)
We have for some fixed ε > 0
P
{
∃t ∈ [t∗ + lnu√
u
,∞) δ
u
: Z(t) >
√
u
}
≤ P
{
∃t ∈ [t∗ + lnu√
u
, t∗ + ε) δ
u
: Z(t) >
√
u
}
+ P
{
∃t ∈ [t∗ + ε,∞) δ
u
: Z(t) >
√
u
}
.
Thus by Borell-TIS inequality (Z(t) is bounded a.s. by the same arguments as in the proof of (13)),
P
{
∃t ∈ [t∗ + ε,∞) δ
u
: Z(t) >
√
u
}
= o(P {Z(tu)} >
√
u), u→∞.
Also
P
{
∃t ∈ [t∗ + lnu√
u
, t∗ + ε) δ
u
: Z(t) >
√
u
}
≤ 2εu
δ
sup
t∈[t∗+ lnu√
u
,t∗+ε) δ
u
P
{
Z(t) >
√
u
}
≤ 2εu
δ
P
{
Z(t∗ +
lnu√
u
) >
√
u
}
=
2εu
δ
Φ(
√
u(c1(t
∗ + lnu√
u
) + q1)√
t∗ + lnu√
u
)
= o(P {Z(tu)} >
√
u), u→∞.
Thus we conclude, that
P
{
∃t ∈ [t∗ + lnu√
u
,∞) δ
u
: Z(t) >
√
u
}
= o(P
{
Z(tu) >
√
u
}
), u→∞.
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By the same arguments
P
{
∃t ∈ [0, t∗ − lnu√
u
) δ
u
: Z(t) >
√
u
}
= o(P
{
Z(tu) >
√
u
}
), u→∞.
Hence (17) follows from (39) and two expressions above. 
Proof of (21). Recall, that a(t) = (1+µt)
2
2t . We have
|
Nu∑
j=1
e
−v2( (1+µcj,S,v)
2
2cj,S,v
− (1+µt∗)2
2t∗ ) −
Nu∑
j=1
e−v
2a′(t∗)( θu+jS
u
)|
= |
Nu∑
j=1
(e−v
2(a(cj,S,v)−a(t∗)) − e−v2a′(t∗)( θu+jSu ))|
= |
Nu∑
j=1
e−v
2a′(t∗)( θu+jS
u
)(e−v
2
(
a(cj,S,v)−a(t∗)−a′(t∗)(cj,S,v−t∗)
)
− 1)|
≤ u1/10 sup
1≤j≤u1/10
e−v
2a′(t∗)( θu+jS
u
) sup
1≤j≤u1/10
|e−v2
(
a(cj,S,v)−a(t∗)−a′(t∗)(cj,S,v−t∗)
)
− 1|+ CNue−u1/10C1
≤ Cu1/10 sup
1≤j≤u 110
|e−v2
(
a(cj,S,v)−a(t∗)−a′(t∗)(cj,S,v−t∗)
)
− 1|+ CNue−u1/10C1 .
Notice that a′′(t∗) = 1(t∗)3 > 0. When u is large enough and j ≤ u
1
10
|e−v2
(
a(cj,S,v)−a(t∗)−a′(t∗)(cj,S,v−t∗)
)
− 1| ≤ |e−v2a′′(t∗)(cj,S,v−t∗)2 − 1| = |e−Cv2( θu+jSu )2 − 1| ≤ u−7/10.
Thus
Cu1/10 sup
1≤j≤u 110
|e−v2
(
a(cj,S,v)−a(t∗)−a′(t∗)(cj,S,v−t∗)
)
− 1| < u−1/2.
Hence as u→∞
|
Nu∑
j=1
e
−v2( (1+µcj,S,v)
2
2cj
− (1+µt∗)2
2t∗ ) −
Nu∑
j=1
e−v
2a′(t∗)( θu+jS
u
)| < u−1/2 + CNue−u1/10C1 → 0.(40)
As was shown in the proof of Theorem (2.1), case (2)
Nu∑
j=1
e−v
2a′(t∗)( θu+jS
u
) ∼ e−ω(θu+S) ≥ e−ω(δ+S) > 0, u→∞.
Thus the claim follows by the line above and (40). 
Proof of (24). We find the distribution law of Xu(tˆ) := {B(tˆ)|B(utu) = ηu− x}, tˆ ∈ [utu − S, utu]. Let
utu − S ≤ sˆ ≤ tˆ ≤ utu and N1, N2 be independent standard Gaussian random variables independent of
B(utu). Then
(B(sˆ), B(tˆ), B(utu)) = (
√
sˆ− sˆ
2
tˆ
N1 +
sˆ
√
utu − tˆ√
tˆutu
N2 +
sˆ
utu
B(utu),
√
tˆ− tˆ
2
utu
N2 +
tˆ
utu
B(utu), B(utu)).
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By the formula above, we have
E
{
Xu(tˆ)
}
=
tˆ(ηu− x)
utu
, cov(Xu(sˆ),Xu(tˆ)) = sˆ− sˆtˆ
utu
.
For the process
Yu(tˆ) + ηu− x = Xu(tˆ), tˆ ∈ [−S + utu, utu]
we have
E
{
Yu(tˆ)
}
=
(ηu− x)(tˆ− utu)
utu
, cov(Yu(sˆ), Yu(tˆ)) = sˆ− sˆtˆ
utu
.
Thus
P{∃tˆ ∈ [utu − S, utu)δ : B(tˆ) > q2u+ c2utu + c2(tˆ− utu)
or ∃t ∈ [utu, utu + S]δ : B∗(t− utu) + ηu− x > q1u+ c1utu + c1(t− utu)|B(utu) = ηu− x}
= P
{∃tˆ ∈ [utu − S, utu)δ : Yu(tˆ) > x+ c2θu + c2(tˆ− utu) or ∃t ∈ [0, S]δ : B∗(t) > x+ c1θu + c1t}
= P
{∃tˆ ∈ [−S, 0)δ : Zu(tˆ)− c2tˆ > x+ c2θu or ∃t ∈ [0, S]δ : B∗(t)− c1t > x+ c1θu} .
Recall, that Zu(tˆ) is a Gaussian process with expectation and covariance defined below (sˆ ≤ tˆ):
E
{
Zu(tˆ)
}
=
ηu− x
utu
tˆ, cov(Zu(sˆ), Zu(tˆ)) =
−sˆtˆ
utu
− tˆ.

Proof of (26). First of all we show that with δ¯ = (c1 − c2)δ∫
R
P
{∃tˆ ∈ [−S, 0)δ : Zu(tˆ)− c2tˆ > x or ∃t ∈ [0, S]δ : B(t)− c1t > x+ δ¯} e ηxtu− (x−c2θu)22utu dx
=
M∫
−M
P
{∃tˆ ∈ [−S, 0)δ : Zu(tˆ)− c2tˆ > x or ∃t ∈ [0, S]δ : B(t)− c1t > x+ δ¯} e ηxt∗ dx+BM,v,
(41)
where BM,v →∞ when u→∞ and then M →∞. We have∣∣∣ ∫
R
P
{∃tˆ ∈ [−S, 0)δ : Zu(tˆ)− c2tˆ > x or ∃t ∈ [0, S]δ : B(t)− c1t > x+ δ¯} e ηxtu− (x−c2θu)22utu dx
−
M∫
−M
P
{∃tˆ ∈ [−S, 0)δ : Zu(tˆ)− c2tˆ > x or ∃t ∈ [0, S]δ : B(t)− c1t > x+ δ¯} e ηxt∗ dx∣∣∣
≤
∣∣∣
M∫
−M
P
{∃tˆ ∈ [−S, 0)δ : Zu(tˆ)− c2tˆ > x or ∃t ∈ [0, S]δ : B(t)− c1t > x+ δ¯} (e ηxtu− (x−c2θu)22utu − e ηxt∗ )dx∣∣∣
+
∫
|x|>M
P
{∃tˆ ∈ [−S, 0)δ : Zu(tˆ)− c2tˆ > x or ∃t ∈ [0, S]δ : B(t)− c1t > x+ δ¯} e ηxtu− (x−c2θu)22utu dx
=: |I1|+ I2.
By Borell-TIS inequality for large u and x > 0
P
{∃tˆ ∈ [−S, 0)δ : Zu(tˆ)− c2tˆ > x or ∃t ∈ [0, S]δ : B(t)− c1t > x+ δ¯}
≤ P {∃t ∈ [−S, 0] : Zu(t)− E {Zu(t)} > x}+ P {∃t ∈ [0, S] : B(t) > x}
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≤ e−x2/C .
Thus as u→∞
I2 ≤
∫
x>M
e−
x2
C
+ ηx
tu
− (x−c2θu)
2
2utu dx+
−M∫
−∞
e
ηx
2t∗ dx→ 0, M →∞.
For I1 we have for large u
|I1| ≤
M∫
−M
e−
x2
C
+ ηx
t∗ (e−
xηθu
ut∗tu−
(x−c2θu)2
2utu − 1)dx.
Let u ≥M3. For such u
sup
x∈[−M,M ]
|e− xηθuut∗tu−
(x−c2θu)2
2utu − 1| ≤ C 1
M
,
hence for u ≥M3
M∫
−M
e−
x2
C
+ ηx
t∗ (e−
xηθu
ut∗tu−
(x−c2θu)2
2utu − 1)dx ≤ C
M
∫
R
e−
x2
C
+ ηx
t∗ =
C1
M
.
Thus we proved that
lim
M→∞
lim
u→∞(|I1|+ I2) = 0
and (41) holds. Since for t ∈ [−S, 0] Zu(t) − ηt∗ t converges to B(t) in the sense of convergence of finite-
dimensional distributions we have (recall, ζ = ηt∗ − c2)
M∫
−M
P
{∃tˆ ∈ [−S, 0)δ : Zu(tˆ)− c2tˆ > x or ∃t ∈ [0, S]δ : B(t)− c1t > x+ δ¯} e ηxt∗ dx
→
M∫
−M
P
{∃tˆ ∈ [−S, 0)δ : B(t) + ζtˆ > x or ∃t ∈ [0, S]δ : B(t)− c1t > x+ δ¯} e ηxt∗ dx, u→∞.
By the monotone convergence theorem
lim
M→∞
M∫
−M
P
{∃tˆ ∈ [−S, 0)δ : B(tˆ) + ζtˆ > x or ∃t ∈ [0, S]δ : B(t)− c1t > x+ δ¯} e ηxt∗ dx
=
∫
R
P
{∃tˆ ∈ [−S, 0)δ : B(tˆ) + ζtˆ > x or ∃t ∈ [0, S]δ : B(t)− c1t > x+ δ¯} e ηxt∗ dx,
and the claim is established. 
Proof of (31). First we prove
P
{∃t ∈ G(δ/u), t ≥ tu + δ/u : V1(t) > u1−H} = o (P{V1(tu) > u1−H}) , u→∞.(42)
Fix some ε > 0. By Borell-TIS inequality as u→∞
P
{∃t ∈ G(δ/u), t ≥ t∗ + ε : V1(t) > u1−H} = o
(
Φ(u1−H
c1tu + q1
tHu
)
)
.(43)
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We have as u→∞
P
{∃t ∈ G(δ/u), tu + δ/u ≤ t ≤ t∗ + ε : V1(t) > u1−H} ≤ εu
δ
sup
t∈G(δ/u),tu+δ/u≤t≤t∗+ε
P
{
V1(t) > u
1−H}
≤ εu
δ
P
{
V1(tu + δ/u) > u
1−H}
=
εu
δ
Φ(u1−H
c1(tu + δ/u) + q1
(tu + δ/u)H
)
∼ εu
δ
Φ(u1−H
c1tu + q1
tHu
) exp(−w
′
1(t
∗)δ
2
u1−2H)
= o
(
Φ(u1−H
c1tu + q1
tHu
)
)
.
Hence
P
{∃t ∈ G(δ/u), tu + δ/u ≤ t ≤ t∗ + ε : V1(t) > u1−H} = o
(
Φ(u1−H
c1tu + q1
tHu
)
)
, u→∞.
By (43) with the the line above we establish (42). By the same arguments
P
{∃t ∈ G(δ/u), t < t−u : V2(t) > u1−H} = o (P{V2(t−u ) > u1−H}) , u→∞.
Combination of (42) and the line above establishes the claim. 
Proof of (34). We have
ς(u) ≤ ψδ,H(u) ≤ P
{
sup
t∈G(δ/u)\I(t0)
V (t) > u1−H
}
+ ς(u).(44)
Denote ε(t0) = (−ε+ t0, ε+ t0)δ/u for some ε > 0. We have
P
{
sup
t∈G(δ/u)\I(t0)
V (t) > u1−H
}
≤ P
{
sup
t∈ε(t0)\I(t0)
V (t) > u1−H
}
+ P
{
sup
t∈G(δ/u)\ε(t0)
V (t) > u1−H
}
.
By Borell-TIS inequality we have
P
{
sup
t∈G(δ/u)\ε(t0)
V (t) > u1−H
}
= o(Φ(u1−H
1 + ct0
tH0
)), u→∞.(45)
Notice, that
P
{
sup
t∈ε(t0)\I(t0)
V (t) > u1−H
}
≤ Cu sup
t∈ε(t0)\I(t0)
P
{
V (t) > u1−H
}
≤ Cu (P{V (t0 − 1/√u) > u1−H}+ P{V (t0 + 1/√u) > u1−H})
= Cu
(
Φ(u1−H
1 + c(t0 − 1/
√
u)
(t0 − 1/
√
u)H
) + Φ(u1−H
1 + c(t0 + 1/
√
u)
(t0 + 1/
√
u)H
)
)
= 2CuΦ(u1−H
1 + ct0
tH0
) exp(−1
4
f ′′H(t0)u
1−2H)(1 + o(1)), u→∞,
recall that fH(t) =
(1+ct)2
t2H
and f ′′H(t0) > 0. Hence we have
P
{
sup
t∈ε(t0)\I(t0)
V (t) > u1−H
}
= o(Φ(u1−H
1 + ct0
tH0
)), u→∞
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and the claim follows by the line above combined with (44) and (45). 
Proof of (35). By Bonferroni inequality,∑
t∈I(t0)
P
{
V (t) > u1−H
}−Π(u) ≤ ς(u) ≤ ∑
t∈I(t0)
P
{
V (t) > u1−H
}
,
where
Π(u) =
∑
t1 6=t2∈I(t0)
P
{
V (t1) > u
1−H , V (t2) > u1−H
}
.
We show, that for some positive constant Cˆ that does not depend on u and for all t1, t2 ∈ I(t0)
P
{
V (t1) > u
1−H , V (t2) > u1−H
} ≤ Φ(uˆ)Φ(Cˆu1−2H), u→∞(46)
(recall, uˆ = u
1−HcH
HH (1−H)1−H ). Fix some numbers t1, t2 ∈ I(t0). Notice that variances of
V (t1)
σH (t0)
and V (t2)σH (t0)
are not grater than 1. Hence
P
{
V (t1) > u
1−H , V (t2) > u1−H
}
= P
{
V (t1)
σH(t0)
>
u1−H
σH(t0)
,
V (t2)
σH(t0)
>
u1−H
σH(t0)
}
≤ P
{
ε(1)V (t1)
σH(t0)
>
u1−H
σH(t0)
,
ε(2)V (t2)
σH(t0)
>
u1−H
σH(t0)
}
:= P {W1 > uˆ,W2 > uˆ} ,
where numbers ε(1), ε(2) ≥ 1 are chosen such that
Var
ε(1)V (t1)
σH(t0)
= Var
ε(2)V (t2)
σH(t0)
= 1.
We have, that correlation rw of (W1,W2) has expansion
rw(t1, t2) = 1− C|t1 − t2|2H + o(|t1 − t2|2H), t1, t2 → t0.(47)
Notice that size of the grid equals δ/u and hence for all t1, t2 ∈ I(t0)√
|t1 − t2|2H ≥ δHu−H .(48)
From Lemma 2.3 in [9] follows that
P {W1 > uˆ,W2 > uˆ} ≤ Φ(uˆ)Φ(uˆ
√
1− rw(t1, t2)
1 + rw(t1, t2)
), u→∞.
From (47) and (48) we conclude that for some positive constant Cˆ as u→∞
Φ(uˆ
√
1− rw
1 + rw
) ≤ Φ(Cuˆu−H) = Φ(Cˆu1−2H).
There are less then Cu2 summands in Π(u), hence by (46) and (38) the claim holds. 
Proof of (37). To establish (37) we need to show that (set u = 12u
2−2H)
∣∣∣ ∑
t∈I(t0)
(
e
−u
(
(1+ct)2
t2H
− (1+ct0)
2
t2H0
)
− e−u
f ′′H (t0)
2
(t−t0)2
)∣∣∣ = o(1), u→∞.
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Fix ρ = 1−2H5 > 0. We have∣∣∣ ∑
t∈I(t0)
(
e
−u
(
(1+ct)2
t2H
− (1+ct0)
2
t2H
0
)
− e−u
f ′′H (t0)
2
(t−t0)2
)∣∣∣
=
∣∣∣ ∑
t∈I(t0)
e−
u
2
f ′′H(t0)(t−t0)2
(
e
−u( (1+ct)2
t2H
− (1+ct0)
2
t2H
0
− f
′′
H (t0)
2
(t−t0)2) − 1
) ∣∣∣
= 2
∣∣∣ ∑
t∈(0,u−1/2)δ/u
e−
u
2
f ′′H (t0)t
2
(
e
−u( (1+c(t+t0))
2
(t+t0)
2H −
(1+ct0)
2
t2H
0
− f
′′
H (t0)
2
t2) − 1
) ∣∣∣
=: 2
∣∣∣ ∑
t∈(0,u−1/2)δ/u
e−
u
2
f ′′H (t0)t
2
r(u, t)
∣∣∣
≤ 2
∣∣∣ ∑
t∈(0,uH−1+ρ)δ/u
e−
u
2
f ′′H (t0)t
2
r(u, t)
∣∣∣+ 2∣∣∣ ∑
t∈[uH−1+ρ,u−1/2)δ/u
e−
u
2
f ′′H(t0)t
2
r(u, t)
∣∣∣.
We shall show, that both sums above tend to 0 as u → ∞. The second sum is negligible because
ut2 ≥ 12u2ρ for all t ∈ [uH−1+ρ, u−1/2)δ/u. Hence this sum exponentially less then 1 as u → ∞. For the
first sum we write ∣∣∣ ∑
t∈(0,uH−1+ρ)δ/u
e−
u
2
f ′′H(t0)t
2
r(u, t)
∣∣∣ ≤ uH+ρ
δ
sup
t∈(0,uH−1+ρ)
|r(u, t)|(49)
Since f ′H(t0) = 0 and f
′′′
H (t0) 6= 0 we have as u→∞
sup
t∈(0,uH−1+ρ)
|r(u, t)| ∼ 1
2
u2−2H
|f ′′′H (t0)|
6
sup
t∈(0,uH−1+ρ)
t3 = Cu−1+H+3ρ.
Combining with (49) we have as u→∞∣∣∣ ∑
t∈(0,uH−1+ρ)δ/u
e−
u
2
f ′′H(t0)t
2
r(u, t)
∣∣∣ ≤ CuH+ρ−1+H+3ρ = Cu(−1+2H)/5 → 0,
and the claim is established. 
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