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ABSTRACT
While a number of different algorithms have recently been
proposed for convolutional dictionary learning, this remains
an expensive problem. The single biggest impediment to
learning from large training sets is the memory requirements,
which grow at least linearly with the size of the training set
since all existing methods are batch algorithms. The work
reported here addresses this limitation by extending online
dictionary learning ideas to the convolutional context.
Index Terms— Convolutional Sparse Representation,
Convolutional Dictionary Learning, ADMM
1. INTRODUCTION
Sparse representations and dictionary learning have become
ubiquitous techniques in signal and image processing, com-
puter vision, and machine learning [1]. Most dictionary learn-
ing algorithms (e.g. [2, 3]) are batch methods in that they re-
quire the access to all training data when they start, so the
training data size is limited by the amount of available mem-
ory. Online methods [4, 5, 6, 7], in contrast, are designed to
operate on small subsets of the training data at a time, mak-
ing it possible to process a large training data set with limited
memory. These methods continuously aggregate past train-
ing data, updating the current learned dictionary to incorpo-
rate the sparse codes obtained for the new training data. The
updates depend on accumulating the sparse codes computed
while training, and do not require accessing previous sparse
codes. These methods can therefore run in constant memory
and at a computation cost linear in the total training data size.
Consider the linear representation, Dx ≈ s, where s is
a signal of size N to represent, D is a dictionary, and x is
the representation. A convolutional representation [8] imple-
ments Dx as a sum of convolutions,
∑M
m=1 dm ∗ xm ≈ s,
where dm are dictionary filters, and the representation
{xm}
M
m=1 is a set of coefficient maps, each map xm hav-
ing the same size N as the signal s. Given {dm} and s, a
sparse convolutional representation can be obtained by solv-
ing the Convolutional Basis Pursuit DeNoising (CBPDN)
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ℓ1-minimization problem
argmin
{xm}Mm=1
1
2
∥∥∥∑
m
dm ∗ xm − s
∥∥∥2
2
+ λ
∑
m
‖xm‖1 . (1)
Given a set of K training signals {sk}
K
k=1, the dictionary
learning problem is
argmin
{dm},{xk,m}
1
2
∑
k
∥∥∥∑
m
dm ∗ xk,m − sk
∥∥∥2
2
+ λ
∑
k
∑
m
‖xk,m‖1
subject to ‖dm‖2 = 1, ∀m ∈ {1, . . . ,M} , (2)
where the coefficient maps xk,m,m ∈ {1, . . . ,M}, represent
sk, k ∈ {1, . . . ,K}. The norm constraint avoids the scaling
ambiguity between dm and xk,m. As the notation is cumber-
some, it is convenient to define the linear operator Dm such
that Dmxk,m = dm ∗ xk,m and let D ,
(
D1 D2 · · ·DM
)
and xk ,
(
x
T
k,1 x
T
k,2 · · ·x
T
k,M
)T
. Then, we can writeDxk =∑M
m=1 dm ∗ xk,m ≈ sk.
The most recent approaches for solving (2), all of which
are batch methods, use alternating minimization over {xk,m}
and {dm}, where each minimization subproblem is approxi-
mated by performing a few iterations of ADMM [9, 10, 11,
12, 13, 14]. When K is large, the dm update subproblem is
computationally expensive since it depends on all the KM
maps xk,m of size N each, thus preventing the use of a large
training set. The purpose of the present work is to develop
online dictionary learning methods for training data sets that
are much larger than those that are presently feasible.
2. ONLINE DICTIONARY LEARNING
In the online setting, training signals are processed in a
streaming fashion, s(1), s(2), · · · , s(t), · · · . The coefficient
maps {x
(t)
m }Mm=1 of the t
th training signal s(t) are computed
via CBPDN (1) using the latest dictionary {d
(t−1)
m }Mm=1,
{x(t)m }
M
m=1 ← CBPDN
(
s
(t), {d(t−1)m }
M
m=1
)
, (3)
which is a relatively cheap step since only the current signal
s
(t) is involved. Define the loss function for s(t)
f (t)(D) ,
1
2
∥∥∥∑
m
x
(t)
m ∗ dm − s
(t)
∥∥∥2
2
. (4)
The simplest way to update the dictionary is to minimize the
loss function at the current iterate,
D(t) ← argmin
D
f (t)(D) + ιCPN(D) , (5)
where ιCPN is the indicator function of the constraint set for
filter support and normalisation [11]. However, this approach
may overfit each s(t) and never converge to a dictionary that
represents the features of the entire training sequence. A bet-
ter approach, inspired by [5], introduces the surrogate func-
tion
F (t)(D) = f (1)(D) + · · ·+ f (t)(D) , (6)
based on which, the updated dictionary is computed as,
D(t) ← argmin
D
F (t)(D) + ιCPN(D) . (7)
Modified variants of (7) are proposed in Section 2.1 below,
with its fast algorithm presented in Section 2.2.
2.1. Acceleration via Modified Surrogate Function
At the current time t, the dictionary is the result of an accumu-
lation of past coefficient maps x
(τ)
m , τ < t which were com-
puted with the then-available dictionaries. A way to balance
accumulated past contributions and information provided by
the new training samples is to compute a weighted combina-
tion of these contributions, as routinely done in other online
schemes [4, 5]. This combination considers more strongly
the more recent updates, since those are the result of a more
extensively trained dictionary.
Consider the surrogate function (6) written recursively as
F (t)(D) = F (t−1)(D) + f (t)(D) , (8)
and instead of a direct combination, use a factor to weight
past (i.e. outdated) contributions
F
(t)
mod(D) = α
(t)F
(t−1)
mod (D) + f
(t)(D) . (9)
Here α(t) ∈ (0, 1) is a forgetting factor, which has its own
time evolution [5]
α(t) = (1 − 1/t)p (10)
regulated by the forgetting exponent p > 0. This is a rea-
sonable choice since, as t increases, the factor α(t) increases
(α(t) → 1 as t → ∞), reflecting the increasing accuracy of
the past information as the training progresses.
A large forgetting factor α (small p) can be expected to
lead to a stable algorithm since all the training signals are
given nearly equal weights as their information is accumu-
lated in D. However, it also leads to slow convergence. An
extreme case is as p → 0, α(t) → 1, which recovers (6). A
small forgetting factor, conversely, leads to faster convergence
since it gives past, less accurate information lower weights.
But if the factor is too small (p is too large), the surrogate
function is overwhelmingly influenced by the current train-
ing signal s(t), causing the convergence to be unstable. As
Algorithm 1: Main Algorithm: Online Convolutional
Dictionary Learning
Initiate: InitializeD(0) with random dictionary.
Aˆ
(0)
mod ← 0, bˆ
(0)
mod ← 0.
1 for t = 0, 1, · · · , T do
2 Sample a signal s(t).
3 Solve sparse coding problem (3).
4 Compute FFT: xˆ(t) = FFT2(x(t)).
5 Accumulate with forgetting factor α(t),
Aˆ
(t)
mod ← α
(t)Aˆ
(t−1)
mod + (xˆ
(t))H(xˆ(t))
bˆ
(t)
mod ← α
(t)
bˆ
(t−1)
mod + (xˆ
(t))H(sˆ(t))
(12)
6 D-update: Solve (11) via Algorithm 2.
7 end
Output: D(T )
p→∞, we have α(t) → 0, so only the loss function f (t)(D)
of the current s(t) is considered, which recovers (5). Based
on the modified surrogate function F
(t)
mod(D) in (9), the dic-
tionary update (7) is modified correspondingly to
D(t) ← argmin
D
F
(t)
mod(D) + ιCPN(D) . (11)
2.2. Minimizing Modified Surrogate Function
A popular approach for solving quadratic minimization prob-
lems like (7) and (11) is Fast Iterative Shrinkage-Thresholding
(FISTA) [15], which computes a gradient at each step. Ac-
cording to the notation in Section 1, each loss function can be
written as f (t)(D) = 12‖Dx
(t) − s(t)‖22. Thus, the gradient
for the surrogate function can be computed as
∇F (t)(D) =
( t∑
τ=1
(x(τ))Tx(τ)
)
D −
( t∑
τ=1
(x(τ))T s(τ)
)
. (13)
We cannot follow this formula directly since the cost would
increase linearly in t. Instead we perform the iterative up-
dates [5]
A(t) = A(t−1) + (x(t))Tx(t) , b(t) = b(t−1) + (x(t))T s(t) ,
at a constant cost. So, at a constant cost, we can also compute
∇F (t)(D) = A(t)D − b(t).
A further significant improvement is to take advantage of
the convolutional property of the linear operatorD. The con-
volution is implemented in the frequency domain, using the
Fast Fourier Transform (FFT). Inspired by the frequency do-
main FISTA variant for the CBPDN problem [11], we propose
a frequency domain FISTA to solve (11), which is described
in Algorithm 2. Each loss function in the frequency domain
has the form
f (t)(Dˆ) ,
1
2
∥∥∥Dˆxˆ(t) − sˆ(t)
∥∥∥2
2
=
1
2
∥∥∥∑
m
dˆm ⊙ xˆ
(t)
m − sˆ
(t)
∥∥∥2
2
, (14)
Algorithm 2: D-update: Frequency domain FISTA for
solving (11)
Input: Information matrix Aˆ
(t)
mod and bˆ
(t)
mod.
Initiate: Let G0 = D(t−1), Gˆ0 = FFT2(G0).
Auxiliary variableG0aux = G
0.
Let γ0 = 1 for acceleration.
1 for j = 0, 1, 2, . . . until convergence do
2 Compute FFT, Gˆjaux = FFT2(G
j
aux).
3 Compute gradient in frequency domain,
∇F
(t)
mod(Gˆ
j
aux) = Aˆ
(t)
modGˆ
j
aux − bˆ
(t)
mod . (15)
4 Compute dictionary,
Gj+1 = projCPN
(
IFFT2
(
Gˆjaux − η∇F
(t)
mod(Gˆ
j
aux)
))
.
(16)
Compute auxiliary dictionary (Nesterov
acceleration) for next step,
γj+1 =
(
1 +
√
1 + 4(γj)2
)
/2 ,
Gj+1aux = G
j+1 +
γj − 1
γj+1
(Gj+1 −Gj) . (17)
5 end
Output: D(t) ← GJ , where J is the last iterate.
where ·ˆ denote frequency-domain values, xˆ(t) is obtained by
applying the Fourier transforms to each x
(t)
m in x
(t), and “⊙”
is point-wise multiplication. Then, the gradient can be com-
puted as∇F (t)(Dˆ) = Aˆ(t)Dˆ− bˆ(t), where Aˆ(t) and bˆ(t) are
iteratively updated through
Aˆ(t) = Aˆ(t−1)+(xˆ(t))H xˆ(t) , bˆ(t) = bˆ(t−1)+(xˆ(t))H sˆ(t).
This accumulation is weighted by the forgetting factor, as de-
rived from the modified surrogate function, to yield expres-
sion (12). The main algorithm is given in Algorithm 1. ItsD-
update step calls frequency domain FISTA which is described
in Algorithm 2.
Direct extension of the online approach for regular dic-
tionary learning leads to matrices A(t) and Aˆ(t) of size
O(M2N2), which is prohibitive except for very small N
(M is usually much smaller than N , so the quadratic order
is less problematic). However, since the frequency-domain
product (xˆ(t))H xˆ(t) has onlyO(M2N) non-zero values, this
structure can be exploited to obtain a corresponding reduction
in storage requirements for Aˆ(t).
2.3. Region Sampling (Limited Memory Version)
In Section 2.2, the information matrix Aˆ
(t)
mod of sizeO(M
2N)
is maintained and updated. (Recall thatM is the total number
of dictionary filters andN is the signal dimension.) WhenM
andN are large, Aˆ
(t)
mod requires a large amount of memory. To
reduce memory size, we sample small regions of the whole
signal. Specifically, given a current signal s(t) ∈ N , we sam-
ple small regions s
(t)
samp,1, s
(t)
samp,2, ... ∈ N˜ , with N˜ < N , and
treat them as if they were different signals.
In this way, the training signal sequence becomes:
{s(t)samp}t , {s
(1)
samp,1, · · · , s
(1)
samp,n, s
(2)
samp,1, · · · , s
(2)
samp,n, · · · } .
In our experiments, we sample each 256×256 image to obtain
small 64×64 regions before Algorithm 1 is called. For the ex-
periments reported here we use circular boundary conditions
rather than the more careful boundary handling [10, 14] that
would be necessary for smaller regions. We call this approach
“Online-Samp.”.
3. RESULTS
All the experiments are conducted using MATLAB R2016a
running on a workstation with 2 Intel Xeon(R) X5650 CPUs
clocked at 2.67GHz. The dictionary size is 8 × 8 × 32 and
the training and testing image size is 256 × 256. As in [5],
dictionaries are evaluated by comparing the functional values
obtained by computing CBPDN (1) on the test set. The train-
ing set consists of 50 images and the test set consists of 5 sep-
arate images. Four of the training set images were standard
images (Lena, Barbara, Kiel, Mandrill), and the remainder of
the training images, and the testing images, were cropped and
rescaled from a set of images, of a variety of scenes, obtained
from Flickr.
3.1. Effect of Forgetting Exponent p
An efficient algorithm requires a good choice of the forgetting
factor α(t). In this paper, we used the forgetting factor evolu-
tion defined in (10), where p is the crucial exponent parame-
ter to tune, as we discussed in Section 2.1. The experiments
reported in Fig 1 compare the convergence resulting from dif-
ference choices of p for the full training set of 50 images. In
Fig 1(a), when 1 ≤ p ≤ 10, the algorithm is faster when p in-
creases (p = 5 is almost the same with p = 10). In Fig 1(b),
if p increases continuously, the algorithm gets more and more
unstable (for p = ∞, the algorithm reduces to the “naive”
update scheme (5)). Thus, p = 5 is a reasonable choice.
3.2. Comparison with Batch Learning
In this section, online convolutional dictionary learning with
a set of 50 training images and with parameter p = 5 is com-
pared with batch learning [11, 16] with training sizes of 10,
20, and 50. The result is shown in Fig 2. According to this fig-
ure, online convolutional dictionary learning is the best after
200 seconds. For batch learning, a small training set leads to
inaccurate results but a large training set leads to a large com-
putational cost. Online learning handles only one image at a
time, and accumulates the previous information in a compact
way, making it efficient for a large training set.
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(a) 1 ≤ p ≤ 10: larger p leads to faster convergence.
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(b) 10 ≤ p ≤ ∞: too large p leads to instability.
Fig. 1. A comparison of the convergence behaviour of the
online dictionary learning algorithm for different forgetting
exponents p. Note that the functional value is evaluated on
the testing set, not the training set.
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Fig. 2. Computation time comparison of batch and online
learning. Note that the functional value is evaluated on the
testing set, not the training set.
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Fig. 3. A comparison of Online, Online-samp, and Batch al-
gorithms with a training set of 50 images. The functional
value is evaluated on the testing set, not the training set.
Schemes Memory (MB)
Batch (K = 10) 618
Batch (K = 20) 1197
Batch (K = 50) 2902
Online (256× 256) 1213
Online-Samp. (64× 64) 133
Table 1. Memory Usage Comparison in Megabytes.
3.3. Region Sampling (Limited Memory Version)
To avoid high memory usage, we use the technique proposed
in Section 2.3, and consider a sample region with size 64×64.
We found experimentally that p = 40 is a good choice for
size 64 × 64. As shown in Fig. 3, the Online-Samp. scheme
is not as stable as online scheme without sampling, but it still
shows good performance after enough iterations, and requires
substantially less memory, as shown in Table 1.
4. CONCLUSIONS
We have proposed the first online convolutional dictionary
learning algorithms capable of learning from a training im-
age set of arbitrary size. Our approaches are based on an ex-
tension of ideas from online dictionary learning for standard
sparse representations. The first of these processes an entire
training image at a time; while the O(NM2) memory cost is
vastly better than the O(N2M2) cost that would correspond
to a direct extension of prior methods for standard sparse rep-
resentations, it can still be high whenM is large. The second
approach further reduces memory usage by sampling regions
from each training image, at the expense of somewhat worse
convergence behaviour.
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