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Metaheuristic algorithmsAbstract In this paper, we propose a method for the solution of a multiobjective optimal control
problem (MOOCP) in a linear distributed-parameter system governed by a wave equation. An
explicit solution for the wave equation is derived and the control problem of this distributed-
parameter system is reduced to an approximate multiobjective programming problem. The fuzzy
goals are incorporated for objectives and the equilibrium problem in terms of maximization of
the degree of attainment for the aggregated fuzzy goals is considered. The solution of the equilib-
rium optimization problem is a Pareto optimal solution with the best satisfaction performance
which is achieved by using a metaheuristic algorithm such as the simulated annealing (SA) together
with the simplex method of linear programming (LP) problems. An illustrative numerical example is
presented to indicate the efﬁciency of the proposed method and the capability of the SA in ﬁnding
optimal solution compared with two popular metaheurestics.
 2014 Production and hosting by Elsevier B.V. on behalf of Ain Shams University.1. Introduction
The mathematical modeling of a control system ultimately
results in an optimal control problem with lumped or distrib-
uted parameters and has either single or multiple objectives.
In practice, for optimization models with multiple objectives,
which sometimes are conﬂicting and noncommensurable, it
usually becomes impossible to ﬁnd an appropriate solution
to obtain the optimum values of all the objectives
simultaneously. Because of this fact, the notion of Paretooptimality has been introduced. A solution is said to be
(globally) Pareto optimal or a (globally) efﬁcient point or a
nondominated or a noninferior point if and only if there does
not other solution that would improve some objective values
without worsening at least one criterion, simultaneously [1].
There exists a wide variety of methods that can be used to
compute Pareto optimal points. A widely used technique con-
sists of reducing the multi-objective problem to a single objec-
tive one by means of ‘‘scalarization’’ procedure. The weighted
sum (WS) method and normalization is a commonly used sca-
larization technique which consists of assigning each normal-
ized objective function a weight coefﬁcient, which represents
the relative importance of each objective provided by deci-
sion-maker (DM), and then optimizing the function obtained
by summing up all the objective functions scaled by their
weight coefﬁcients that only one solution can be rendered
accordingly. By taking the weights as parameters, the method
can generate several points in the Pareto set for various
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more expensive, this approach gives an idea of the shape of
the Pareto front and provides the user with more information
about the trade-off among the objectives. Even so, this method
suffers an intrinsic drawback: non-convex parts of the Pareto
set cannot be obtained by minimizing convex combinations
of the objectives [1]. Recent scalar multiple objective optimiza-
tion techniques such as Normal Boundary Intersection (NBI)
[2] and Normalized Normal Constraint (NNC) [3] have been
found to mitigate the disadvantages of the WS method.
Recently, these methods have been successfully combined
with direct optimal control approaches for the efﬁcient solu-
tion of multi-objective optimal control problems. For example,
in [4], a successful application of NBI and NNC for the multi-
ple objective optimal control of (bio)chemical processes has
been reported, and in [5] several scalarization techniques for
multi-objective optimization, for example WS, NNC, and
NBI have been integrated with fast deterministic direct optimal
control approaches. Moreover, these methods are integrated
with direct multiple shooting approach for multi objective
optimal control of distributed parameter systems [6].
From the mathematical point of view, every Pareto optimal
solution is equally acceptable as the solution to the multi-
objective optimization problem. However, for practical rea-
sons only one solution shall be chosen at the end picking a
desirable point out of the set of Pareto optimal solutions
involves a DM. There are many techniques to ﬁnd such solu-
tion [7]. The Zimmermann’s fuzzy technique [8] proposed in
1979 is one of the frequently used methods to obtain a Pareto
optimal solution with the best satisfaction performance. This
approach in conjunction with measure theory has been used
to multiobjective optimal control problems [9,10]. Moreover,
this approach in conjunction with linear programming tech-
niques has proved to be a very efﬁcient tool for linear
lumped-parameter systems [11–13] and distributed-parameter
systems [14].
Motivated by [14], in this paper, by assuming that the DM
may have a fuzzy goal for each of the objective functions, we
consider a fuzzy programming approach to multiobjective con-
trol problems in linear distributed-parameter systems. To
achieve this goal, a MOOCP in a linear distributed-parameter
system governed by a wave equation is presented in Section 2.
In Section 3, we derive a solution to the wave equation and
formulate a multiobjective programming problem, approxi-
mating the MOOCP. Fuzzy goal programming of the resulting
problem is the subject of Section 4, which is based on assigning
a fuzzy goal for each objective and incorporating them follow-
ing the fuzzy decision of Bellman and Zadeh [15]. The perfor-
mance of the three popular metahurestics [16], genetic
algorithm (GA), simulated annealing (SA) and evolution strat-
egy (ES), for solving the resulting optimization problem is
compared in Section 5. The last section is the conclusion.
2. Problem statement
We consider a control system whose evolution in time is
described by the function (x, t)ﬁ y(x, t), deﬁned in
(0,‘) · (0,s), with ‘, s> 0, satisfying the wave equation with
unitary velocity given by
yttðx; tÞ ¼ yxxðx; tÞ; ð1Þwhere y(x, t) describes the variation of the amplitude of oscil-
lation at the point x and time t. The initial conditions are
yðx; 0Þ ¼ fðxÞ; ytðx; 0Þ ¼ hðxÞ; ð2Þ
and the boundary conditions are
yð0; tÞ ¼ u1ðtÞ; yð‘; tÞ ¼ u2ðtÞ; ð3Þ
where uj:[0,s]ﬁ R, j= 1, 2 are the measurable control func-
tions which are assumed to be constrained as
1 6 ujðtÞ 6 1; 8t 2 ½0; s; j ¼ 1; 2: ð4Þ
Some of the most popularly used performance indices for
this linear distrusted-parameter system are as follows [17–19]:
Minimum ﬁnal time problem,
J1ðuÞ ¼
Z s
0
dt: ð5Þ
Minimum fuel problem,
J2ðuÞ ¼
Z s
0
ju1ðtÞjdt; J3ðuÞ ¼
Z s
0
ju2ðtÞjdt: ð6Þ
Minimum ﬁnal distance problem,
J4ðuÞ ¼
Z ‘
0
jyðx;sÞ  g1ðxÞjdx; J5ðuÞ ¼
Z ‘
0
jytðx; sÞ  g2ðxÞjdx:
ð7Þ
Therefore, we have a MOOCP with conﬂicting objectives.
There are many methods used to treat this problem numeri-
cally, like the Pseudospectral methods [20], and interactive
fuzzy satisﬁcing method [14]. Pseudospectral methods have
become increasingly popular for solving differential equations
and optimal control problems. Moreover, these methods are
very useful in providing highly accurate solutions to partial dif-
ferential equations. As our future work, using the pseudospec-
tral methods to solve the MOOCP leads to a multi-objective
optimal control problem with objective functions of Mayer
and Bolza type, that the techniques of control theory and mul-
tiobjective optimization methods such as the NBI and NNC
can be used to ﬁnd the Pareto front for this problem. Nerveless,
with respect to the one dimensionality of the linear wave Eq.
(1), we can propose an explicit solution for it, and in this way
we can reduce the constraints of the MOOCP to a system of
algebraic equations, which are easy to handle numerically. Fol-
lowing this idea converts the MOOCP to a multiobjective pro-
gramming problem as detailed in the next section.
3. Multiobjective programming formulation
In order to convert the MOOCP to a multiobjective program-
ming problem, we ﬁrst propose an explicit solution for (1)
which satisﬁes initial and boundary conditions (2) and (3).
Applying the Laplace transform with respect to t yields,
@2Yðx; sÞ
@2x
 s2Yðx; sÞ ¼ sfðxÞ  hðxÞ; ð8Þ
Yð0; sÞ ¼ U1ðsÞ; Yð‘; sÞ ¼ U2ðsÞ; ð9Þ
where Y(x, s), U1(s) and U2(s) , respectively, denote the Laplace
transform of y(x, t), u1(t) and u2(t). By using the methods of
linear differential Equations we derive a solution for (8) and
(9) as
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sinhð‘sÞ U1ðsÞ þ
sinhðxsÞ
sinhð‘sÞ U2ðsÞ þ Zðx; sÞ; ð10Þ
where Z(x, s) is a particular solution of (8) obtained by the
method of undetermined coefﬁcients, given by
Zðx; sÞ ¼ ‘
2s
‘2s2 þ n2p2 þ
‘2
‘2s2 þ n2p2
 
sin
npx
‘
 
; ð11Þ
when fðxÞ ¼ hðxÞ ¼ sin npx
‘
 
, for some integer n. Therefore, for
each arbitrary functions f(x) and h(x) with convergent half-
range Fourier series in [0, ‘] , a particular solution of (8) is
Zðx; sÞ ¼
X1
n¼1
‘2ans
‘2s2 þ n2p2 þ
‘2bn
‘2s2 þ n2p2
 
sin
npx
‘
 
; ð12Þ
where ans and bns are the Fourier coefﬁcients of f(x) and h(x),
respectively. We denote the inverse Laplace transform of
Z(x, s) by z(x, t) which is given by
zðx; tÞ ¼
X1
n¼1
an cos
npt
‘
 n
þ ‘bn
np
sin
npt
‘
 
sin
npx
‘
 
: ð13Þ
It should be noted that the inﬁnite series (13) converges
with the increase of n.Therefore, it will be approximated by
the sum of the ﬁrst ﬁnite elements of (13). Assume that d is
the Dirac delta function deﬁned as:
dðxÞ ¼ 1 if x ¼ 0
0 if x–0:

ð14Þ
It can be veriﬁed that the Inverse Laplace transform of
sinhðxsÞ
sinhð‘sÞ ; 0 6 x < ‘ is g(x, t), which is given by:
gðx; tÞ ¼ dðt ‘þ xÞ þ dðt 3‘þ xÞ þ dðt 5‘þ xÞ þ   
 dðt ‘ xÞ  dðt 3‘ xÞ  dðt 5‘ xÞ     :
ð15Þ
Therefore, the Inverse Laplace transform of sinhðxsÞ
sinhð‘sÞU2ðsÞ is
Z t
0
gðx; tÞu2ðt tÞdt ¼
Xxþt‘2‘½ 
k¼0
u2ðt ð2kþ 1Þ‘þ xÞ

Xtx‘2‘½ 
k¼0
u2ðt ð2kþ 1Þ‘ xÞ; ð16Þ
where
Pn<0
k¼0ak  0 and [Æ] denotes the integer part function. As
a result:
yðx; tÞ ¼
Xtx2‘½ 
k¼0
u1ðt 2k‘ xÞ 
Xtþx2‘2‘½ 
k¼0
u1ðt 2ðkþ 1Þ‘þ xÞ
þ
Xxþt‘2‘½ 
k¼0
u2ðt ð2kþ 1Þ‘þ xÞ

Xtx‘2‘½ 
k¼0
u2ðt ð2kþ 1Þ‘ xÞ þ zðx; tÞ: ð17Þ
For a ﬁnal time s and j= 0, 1, . . . , m, we let,n1j ¼ sxj2‘
 	
;n2j ¼ sþxj2‘2‘
h i
; n3j ¼ sþxj‘2‘
h i
; n4j ¼ sxj‘2‘
h i
;
rkj ¼ u1ðs 2k‘ xjÞ; _rkj ¼ _u1ðs 2k‘ xjÞ; k¼ 0;1; . . . ;n1j;
qkj ¼ u1ðs 2ðkþ 1Þ‘þ xjÞ; _qkj ¼ _u1ðs 2ðkþ 1Þ‘þ xjÞ;
k¼ 0;1; . . . ;n2j;
1kj ¼ u2ðsð2kþ 1Þ‘þ xjÞ; _1kj ¼ _u2ðsð2kþ 1Þ‘þ xjÞ;
k¼ 0;1; . . . ;n3j;
xkj ¼ u2ðsð2kþ 1Þ‘ xjÞ; _xkj ¼ _u2ðsð2kþ 1Þ‘ xjÞ;
k¼ 0;1; . . . ;n4j;
yðxj;sÞ g1ðxjÞ ¼ aj; ytðxj;sÞ g2ðxjÞ ¼ bj;
8>>>>>>>>><
>>>>>>>>>:
ð18Þ
where xj ¼ ‘m j, j= 0, 1, . . . , m, and m is an integer. We note
that a variable s can be decomposed into a pair of nonnegative
variables (s+, s) such that s= s+  s, ŒsŒ= Œs+Œ+ ŒsŒ
and s+s = 0. Therefore, our MOOCP is transformed into
the following multiobjective optimization problem:
Minimize ðJ1ðvÞ; J2ðvÞ; J3ðvÞ; J4ðvÞ; J5ðvÞ Þ
subject to :
Xn1j
k¼0
ðrþkjrkjÞ
Xn2j
k¼0
ðqþkjqkjÞþ
Xn3j
k¼0
ð1þkj1kjÞ

Xn4j
k¼0
ðxþkjxkjÞaþj þaj ¼g1ðxjÞzðxj;sÞ;
Xn1j
k¼0
_rkj
Xn2j
k¼0
_qkjþ
Xn3j
k¼0
_1kj
Xn4j
k¼0
_xkj
bþj þbj ¼g2ðxjÞztðxj;sÞ;
16rþkjrkj61; rþkjP0; rkjP0; k¼0;1; .. . ;n1j;
16qþkjqkj61; qþkjP0; qkjP0; k¼0;1;. . . ;n2j;
16 1þkj1kj61; fþkjP0; fkjP0; k¼0;1; .. . ;n3j;
16xþkjxkj61; xþkjP0; xkjP0; k¼0;1; .. . ;n4j;
aþj P0;a

j P0;b
þ
j P0;b

j P0; j¼0;1; . . .;m;
8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:
ð19Þ
where the ﬁnal time s and the corresponding variables satisfy-
ing the constraints of the problem (19) are denoted by v,
J1(v) = s, and Ji(v), i= 2, 3, 4, 5 are, respectively, discrete
forms of Ji(v), as:
J2ðvÞ ¼
Xm
j¼0
Xn1j
k¼0
ðrþkj þ rkjÞ þ
Xm
j¼0
Xn2j
k¼0
ðqþkj þ qkjÞ;
J3ðvÞ ¼
Xm
j¼0
Xn3j
k¼0
ð1þkj þ 1kjÞ þ
Xm
j¼0
Xn4j
k¼0
ðxþkj þ xkjÞ;
J4ðvÞ ¼
Xm
j¼0
ðaþj þ aj Þ; J5ðvÞ ¼
Xm
j¼0
ðbþj þ bj Þ:
8>>>>>><
>>>>>:
ð20Þ
The ﬁnal time s is unknown; hence, the optimization prob-
lem (19) is not linear and the number of variables depends on
s, which makes it too complicated to use the traditional multi-
objective optimization techniques, such as the NBI and NCC
to ﬁnd the Pareto front for this problem. Besides, these meth-
ods have some drawbacks. For example the dominated solu-
tions can be introduced as optimal solutions by these
methods and the NBI introduces equality constraints, which
are generally more difﬁcult to handle numerically [3].
However, for a ﬁxed ﬁnal time s, (19) is a linear multiobjec-
tive optimization problem. We note that each solution of the
problem (19) corresponds to a control function which is
Let ks = 0 and j 2 (0,1) is a random number.
While termination criterion not satisﬁed do
1. Perturb j and obtain j^ 2 ð0; 1Þ.
2. Let s^ ¼ ð1 j^Þsþ j^s.
3. Let vi ¼ ArgminfJ iðvÞjv 2 V s^g, i= 2, 3, 4, 5.
4. Let Jmi ¼ maxj¼2;3;4;5J iðvjÞ and Jmini ¼ J iðviÞ, i= 2, 3, 4, 5.
5. Assess J i and Ji within J
min
i and J
m
i , i= 2, 3, 4, 5.
6. Let ðv^; ks^Þ ¼ Argmaxfkjv 2 V s^; s^þ kðs sÞ 6 s; J iðvÞ
þkðJ i  J iÞ 6 J i, i= 2, 3, 4, 5
7. Create a random number r 2 [0,1].
8. If eðksks^Þ=Temp P r set j ¼ j^; s ¼ ð1 jÞsþ js and ks ¼ ks^.
9. Reduce Temp
End while
1302 H. Zarei, M.R. Bahrmandachieved using the Hermit interpolation method. The fuzzy
goal programming formulation of this problem is discussed
in the next section. This formulation is based on the Zimmer-
mann’s fuzzy technique which is useful for the attainment of a
Pareto optimal solution which, among other Pareto optimal
solutions, has the best satisfaction of the DM.
4. Fuzzy goal programming formulation
In this section we incorporate the fuzzy goals for objectives
and consider the equilibrium problem in terms of maximiza-
tion of the degree of attainment for the aggregated fuzzy goals.
The fuzzy goals are quantiﬁed by eliciting the corresponding
membership functions, which usually are linear, through the
interaction with the DM.
For notational convenience, we express the multiobjective
programming problem (19) as
Maximize
v2V
ðJ1ðvÞ; . . . ; J5ðvÞÞ; ð21Þ
where V is the set of all vectors v satisfying the constraints of
the problem (19). Since we are interested in minimizing the
objective functions, it is quite natural to deﬁne the linear mem-
bership function l(Ji(v)), i= 1, 2, 3, 4, 5 for the fuzzy goal of
the DM as,
l JiðvÞð Þ ¼
1 if JiðvÞ < Ji
JiJiðvÞ
JiJi if Ji 6 JiðvÞ 6 Ji
0 if Ji < JiðvÞ;
8><
>: ð22Þ
where Ji and Ji are, respectively a minimum value and a max-
imum value of totally desirable levels for Ji(v). After eliciting
the linear membership functions, using such linear membership
functions l(Ji(v)), i= 1, 2, 3, 4, 5, and following the fuzzy
decision of Bellman and Zadeh [15], the approximate multiob-
jective programming problem (21) can be interpreted as:
Maximize
v2V
min
i¼1;...;5
lðJiðvÞÞ: ð23Þ
By introducing the auxiliary variable k, the problem (23)
can be equivalently transformed as
Maximize k
subject to JiðvÞ þ kðJi  JiÞ 6 Ji; i ¼ 1; . . . ; 5
v 2 V:
ð24Þ
We note that the fuzzy goals of the DM can be described by
the other forms of membership functions. Nerveless, the linear
form which preserves the linearity of the problem (24) is of
more interest. If (v*,k*) is a unique optimal solution of (23),
then v is a Pareto optimal solution of (21) [13]. If this sufﬁcient
condition for Pareto optimality of vs not satisﬁed, then we can
test the Pareto optimality for v by solving the following
problem:
Maximize 11 þ    þ 15
subject to lðJiðwÞÞ þ 1i ¼ lðJiðvÞÞ; i ¼ 1; . . . ; 5
w 2 V; 1i P 0:
ð25Þ
For the optimal solutions (w*,1*) of this problem, the fol-
lowing theorem [14] holds.
Theorem 1. If 1i ¼ 0 for all i 2 {1, . . . , 5}, then v* is a Pareto
optimal solution to the problem (21). If 1i > 0 for at least onei 2 {1, . . . , 5} , then, instead of v*, w* is a Pareto optimal solution
to the problem (21).
The problem (24) is not linear, while it is linear for a ﬁxed
ﬁnal time s and we denote its optimal objective value by ks, which
is obtained by the simplex method. Assume that vi, i = 2, 3, 4, 5
minimizes the individual objective Ji(v) over Vs , the set of all
vectors v satisfying the constraints of (21) with the ﬁnal time s.
As stated in [7,14], the DM assesses suitable values for Ji and Ji
within Jmini and J
m
i , given by:
Jmi ¼ maxj¼2;3;4;5JiðvjÞ and Jmini ¼ JiðviÞ: ð26Þ
Assume that a minimum value and a maximum value of totally
desirable levels for J1(v) re J1 = s and J1 ¼ s, respectively.
Obviously, we are seeking an optimal time s 2 ½s;s maximizing
the function sﬁ ks; that is a nonlinear programming problem.
Consequently, we resort to heuristic methods to solve it, which
are powerful tools for combinatorial optimization problems.
Here, we use the SA metaheuristic to solve the problem (24).
The SA with the initial temperature Temp is outlined as follows:
Algorithm 1. (The SA metaheuristic to solve the problem (24))The next section indicates the capability of the SA metaheu-
ristic in ﬁnding the optimal solution of the problem (24), com-
pared with the GA and the ES.
5. Numerical results
To illustrate the proposed method, consider the following ﬁve-
objective optimal control problem of one-dimensional wave
propagation system. This problem has been studied extensively
from the single objective viewpoint by many authors [10–12].
Example 1. (Minimum time, Minimum fuel and minimum
ﬁnal distance problem).
minimize ðJ1; J2; J3; J4; J5Þ
Subject to yttðx; tÞ ¼ yxxðx; tÞ;
yðx; 0Þ ¼ fðxÞ ¼ xð1 xÞ;
@y
@t
ðx; 0Þ ¼ ytðx; 0Þ ¼ 0;
yð0; tÞ ¼ u1ðtÞ;
yð‘; tÞ ¼ u2ðtÞ:
1 10 100 1000
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0.4
0.45
0.5
0.55
0.6
0.65
0.7
Fitness evaluations
Av
er
ag
e 
be
st
 fi
tn
es
s
GA
ES
SA
Fig. 1 Comparison of the algorithmic performance of the SA
with the GA, and the ES.
Table 1 Numerical results.
METHOD J1 J2 J3 J4 J5 k
w
s Æksæ k
b
s
r
hksi
SA 0.5364 0.7030 0.5863 0.2845 0.0000 0.6588 0.6602 0.6622 0.0058
ES 0.5465 0.7307 0.5807 0.2719 0.0000 0.6390 0.6478 0.6504 0.0065
GA 0.5530 0.7483 0.5770 0.2638 0.0000 0.6295 0.6386 0.6468 0.0113
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(x) = sin(px), x 2 [0, ‘]. We set m= 12, s ¼ 1 and s= 0.3.
The mutation performed on binary form is selected as pertur-
bation operator in SA algorithm. For the SA algorithm, 30
simulation experiments have been executed. Each experiment
has been stopped after 2000 ﬁtness evaluations. For the
annealing schedule, we set an initial temperature 104, and a0 0.1 0.2 0.3 0.4
−0.4
−0.2
0
0.2
0.4
y 
(x
,τ
* )
Fig. 2 The ﬁnal
0 0.05 0.1 0.15 0.2 0.2
−0.4
−0.2
0
0.2
0.4
u 
(t)
Fig. 3 The optimal btemperature decreasing factor of 0.9. Each temperature was
tried 10 times, and the total number of (different) tempera-
tures tested was 200. Analogously, 30 experiments have been
carried out with a Genetic Algorithm (GA) and the Evolution
Strategy (ES) in order to perform a comparison of the perfor-
mance between the SA algorithm and two classical methods.
The GA employs a random initial sampling, roulette wheel
selection based on the rank of the solutions, binary
tournament parent selection, two-point crossover and swap
mutation [37]. A r-self adaptive evolution strategy [37] has
been selected. Moreover the uniform crossover has been
implemented. As a standard ES, this ES does not contain
any parent selection and, thus, it considers all populations
to be a population of parents. Finally, a (l+ k) strategy
has been chosen. Table 1 gives, for each algorithm under
examination, the values of the objective functions Ji, the ﬁt-
ness kbs obtained by the most successful experiment (over
the 30 sample runs), the average ﬁtness at the end of the
experiments Æksæ, the ﬁtness of the least successful experiment
kws , and the standard deviation rdivided to the related value
of Æksæ. Concerning the robustness of the algorithms, the
value r/Æksæ is very small for all algorithms. This basically
means that the three algorithms offer a good performance
in terms of robustness. The results show that, according the
average best ﬁtness value Æksæ, the SA outperforms the other0.5 0.6 0.7 0.8 0.9 1
x
y(x, τ* )
0.25sin(2πx)
state function.
5 0.3 0.35 0.4 0.45 0.5
t
u1(t)
u2(t)
oundary controls.
0 0.05
0.1 0.15
0.2 0.25
0.3 0.35
0.4 0.45
0.5
00.1
0.20.3
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0.60.7
0.80.9
1
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,t)
Fig. 4 Solution of the wave equation with optimal boundary controls.
1304 H. Zarei, M.R. Bahrmandmethods. Moreover, the value of r/Æksæ is smaller in the case
of the SA algorithm and therefore the proposed algorithm is
probably more robust than the other methods. Fig. 1 shows
the comparison of the performances. From this ﬁgure and
Table 1, it is qualitatively clear that the SA tending to con-
verge to a solution having a better performance than the
other methods. The most successful experiment in SA algo-
rithm gives s* = 0.5290 with ks ¼ 0:6622. Moreover, we
found l (J1(v
*)) = 0.6729, l(J2(v
*)) = 0.6622,i= 2, 3, 4,
and l(J5(v
*)) = 1. The corresponding amplitude of the wave
at ﬁnal time s* is shown in Fig. 2 and the optimal boundary
controls u1 and u2 are shown in Fig. 3. Moreover, Fig. 4
shows the corresponding solution of the wave equation.6. Conclusion
In this paper, we have studied a multi-objective optimal con-
trol problem (MOOCP) dealing with designing the one-dimen-
sional linear wave equation’s boundary conditions with
minimal L1-norm which steer the amplitude of the wave to a
predeﬁned value with a desired velocity at a minimum time.
For this end, we converted the MOOCP into a multi-objective
programming problem and then the Zimmermann’s fuzzy
approach is used and the MOOCP is converted into a single-
objective optimization problem. The resulting problem whose
solution is compromise Pareto optimal is solved using a meta-
heuristic algorithm such as the SA together with the simplex
method of linear programming (LP) problems. An illustrative
numerical example demonstrated the feasibility and efﬁciency
of the proposed method.
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