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Augmented Lagrangian Optimization
under Fixed-Point Arithmetic
Yan Zhang, Student Member, IEEE, Michael M. Zavlanos, Member, IEEE
Abstract—In this paper, we propose an inexact Augmented
Lagrangian Method (ALM) for the optimization of convex and
nonsmooth objective functions subject to linear equality con-
straints and box constraints where errors are due to fixed-point
data. To prevent data overflow we also introduce a projection
operation in the multiplier update. We analyze theoretically the
proposed algorithm and provide convergence rate results and
bounds on the accuracy of the optimal solution. Since iterative
methods are often needed to solve the primal subproblem in
ALM, we also propose an early stopping criterion that is simple
to implement on embedded platforms, can be used for problems
that are not strongly convex, and guarantees the precision of the
primal update. To the best of our knowledge, this is the first
fixed-point ALM that can handle non-smooth problems, data
overflow, and can efficiently and systematically utilize iterative
solvers in the primal update. Numerical simulation studies on
a utility maximization problem are presented that illustrate the
proposed method.
Index Terms—convex optimization, Augmented Lagrangian
Method, embedded systems, fixed-point arithmetic.
I. INTRODUCTION
Embedded computers, such as FPGAs (Field-Program-
mable Gate Arrays) or ASICs (Application-Specific Integrated
Circuits), are typically low-cost, contain simple circuits, and
allow for fast sampling and updates. For this reason, they have
long been used for the control of systems with fast dynamics
and power limitations, in applications as diverse as automotive,
aerospace, medical, and robotics. While the focus has pri-
marily been on low-level control, e.g., Proportional-Integral-
Differential (PID) control, more recently, embedded computers
have been suggested to obtain real-time solutions to more
complex optimization problems [1, 2, 3]. Nevertheless, these
solutions have typically been problem specific (e.g., quadratic
problems) and relied on rather simple optimization algorithms
(e.g., gradient projection methods), impeding widespread use
of embedded computers for optimization.
The main challenge in implementing advanced optimiza-
tion algorithms on resource-limited embedded devices is the
difficulty in providing complexity certifications that guarantee
performance. Specifically, embedded computers typically em-
ploy fixed-point data for computation, which requires fewer
bits than floating-point data, is more economical in terms of
memory resources, and allows for simpler circuits to perform
bitwise arithmetics. Though this accelerates computation, im-
plementing algorithms using fixed-point data is challenging.
Data precision and dynamic range need to be predetermined
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for a specific class of problems (problems of the same form but
using different data) in order to control the solution accuracy
and avoid overflow. Moreover, the number of iterations needed
to achieve a user-specific accuracy must also be predetermined
to satisfy time constraints in real-time applications.
In this paper, we propose an Augmented Lagrangian Method
(ALM) to solve problems of the form
min f(x) s.t. Ax = b, x ∈ X (1)
on embedded platforms under fixed-point arithmetic, where
x ∈ Rn, A ∈ Rp×n, b ∈ Rp and f(x) is a scalar-valued
function. The set X is convex. Several algorithms have been
demonstrated to efficiently solve problem (1) using exact
arithmetics, e.g., the interior-point method [4] and the active-
set method [5]. However, these methods often require the
solution of systems of linear equations that are sensitive to
conditioning and arithmetic errors [6]. Instead, first order
methods only require gradient calculation that involves simple
operations, e.g., addition and multiplication, and, therefore,
they are preferred for optimization using finite data precision.
Recent work on error analysis of inexact first-order methods is
presented in [7, 8, 9]. Specifically, Devolder et al. [7] proposed
a first-order inexact oracle to chracterize the inexact evaluation
of the subgradients and analyzed the error propagation for a
gradient and fast gradient method. Patrinos et al. [8], Necoara
and Patrascu [9] extend the inexact oracle to the dual method
with suboptimal solution of the primal subproblem and provide
error analysis and iteration complexity results However, these
analyses assume strong convexity of the objective functions.
Nedelcu et al. [10], Necoara et al. [11] analyze the convergence
of ALM using an inexact oracle for general convex problems.
The inexactness comes from the approximate solution of the
subproblems in ALM. Similar analysis has been conducted in
[12, 13, 14]. However, none of above works on ALM consider
the error in the multiplier update under fixed-point arithmetic.
Moreover, since no projection is used in the multiplier update,
the above works cannot provide an upper bound on the
multiplier iterates and therefore cannot avoid data overflow.
Perhaps the most relevant work to the method proposed here
is [2]. Specifically, Jerez et al. [2] analyze the behavior of
the Alternating Direction Method of Multipliers (ADMM), a
variant of the ALM, on fixed-point platforms. However, the
analysis in [2] can only be applied to quadratic objective
functions. Moreover, to prevent data overflow, the proposed
method needs to monitor the iteration history of the algorithm
to estimate a bound on the multiplier iterates.
Compared to existing literature on inexact ALM, we pro-
pose a new inexact ALM that incorporates errors in both the
2primal and dual updates and contains a projection operation
in the dual update. Assuming a uniform upper bound on
the norm of the optimal multiplier is known, this projec-
tion step can guarantee no data overflow during the whole
iteration history. To the best of our knowledge, this is the
first work to provide such guaranetees for general convex
and non-smooth problems. Furthermore, we show that our
proposed algorithm has O(1/K) convergence rate and provide
bounds on the achievable primal and dual suboptimality and
infeasibility. In general, iterative solvers are needed to solve
the subproblems in ALM but the theoretical complexity of
such solvers is usually conservative. Therefore, we present a
stopping criterion that allows us to terminate early the primal
iteration in the ALM while guaranteeing the precision of the
primal update. This stopping condition is simple to check on
embedded platforms and can be used for problems that are
not necessarily strongly convex. We note that in this paper
we do not provide a theoretical uniform upper bound on the
optimal multiplier for general convex problems. Instead, our
contribution is to develop a new projected ALM method that
relies on such bounds to control data overflow on fixed-point
platforms.
The rest of this paper is organized as follows. In Section II,
we formulate the problem and introduce necessary notations
and lemmas needed to prove the main results. In Section III,
we characterize the convergence rate of the algorithm and
present bounds on the primal optimality and feasiblity of
the solution. In Section IV, we present the stopping criterion
for the solution of the primal subproblem under fixed-point
arithmetic. In Section V, we present simulations on various
problem instances that verify the theoretical analysis in the
previous sections. In Section VI, we conclude the paper.
II. PRELIMINARIES
We make the following assumption on problem (1).
Assumption II.1. The function f(x) is convex and is not
necessarily differentiable. The problem (1) is feasible.
The Lagrangian function of problem (1) is defined as
L(x;λ) = f(x)+ 〈Ax− b, λ〉 and the dual function is defined
as Φ(λ) , minx∈X L(x;λ), where λ ∈ R
n is the Lagrangian
multiplier [15] and 〈·, ·〉 is the inner product between two
vectors. Then the dual problem associated with problem (1)
can be defined as maxλ∈Rp Φ(λ). Suppose x
⋆ is an optimal
solution of the primal problem (1) and λ⋆ is an optimal
solution of the dual problem. Then, we make the following
assumption:
Assumption II.2. Strong duality holds for the problem (1).
That is, f(x⋆) = Φ(λ⋆).
Assumption II.2 implies that (x⋆, λ⋆) is a saddle point of the
Lagrangian function L(x;λ), [15]. That is, ∀x ∈ X , λ ∈ Rp,
L(x⋆;λ) ≤ L(x⋆;λ⋆) ≤ L(x;λ⋆). (2)
The dual method can be viewed as a subgradient method to
solve the dual problem [15]. Therefore, it suffers the slow
convergence rate that is due to non-differentiability of the
Algorithm 1 Augmented Lagrangian Method
Require: Initialize λ0 ∈ Rp, k=0
1: while Axk 6= b do
2: xk = argminx∈X Lρ(x;λk)
3: λk+1 = λk + ρ(Axk − b)
4: k ← k + 1
5: end while
Algorithm 2 Augmented Lagrangian Method under inexact-
ness
Require: Initialize λ0 ∈ Rp, k=0
1: while k ≤ Kout do
2: x˜k ≈ argminx∈X Lρ(x;λk) so that:
Lρ(x˜k, λk)− Lρ(x
⋆
k, λk) ≤ ǫ
k
in
3: λk+1 = ΠD[λk +
1
L
(Ax˜k − b+ ǫkout)]
4: k ← k + 1
5: end while
objective function Φ(λ) in the dual problem, e.g., when the
primal problem (1) is not strongly convex. This limitation can
be alleviated using the ALM which restores differentiability of
Φ(λ) by maximizing the Moreau envelope of Φ(λ) [16]. The
Augmented Lagrangian function of the primal problem (1) is
defined by Lρ(x;λ) = f(x) + 〈Ax − b, λ〉 +
ρ
2‖Ax − b‖
2,
where ρ is the penalty parameter and ‖ · ‖ is the Euclidean
norm of a vector. Moreover, we define the augmented dual
function Φρ(λ) = minx∈X Lρ(x;λ). Note that Φρ(λ) is
always differentiable with respect to λ and its gradient is
∇Φρ(λ) = Ax⋆λ−b, where x
⋆
λ = argminx∈X Lρ(x;λ). More-
over, ∇Φρ(λ) is Lipschitz continuous with constant LΦ =
1
ρ
[16]. The ALM can be viewed as a gradient ascent method on
the multiplier λ with step size 1
LΦ
= ρ. We present the ALM
in Algorithm 1. Discussion on the convergence of Algorithm 1
can be found in [15, 16] and the references therein.
In practice, Algorithm 1 cannot be implemented exactly
on a fixed-point platform. Instead, the ALM needs to be
modified to include fixed-point arithmetic errors. We present
this modified ALM in Algorithm 2. In Algorithm 2, x⋆k =
argminx∈X Lρ(x;λk). The effect of the fixed-point arithmetic
is incorporated in the error terms ǫkin and ǫ
k
out. Moreover,Kout
is the number of iterations in the ALM and L is the step
size used in the dual update and is defined in Lemma III.2.
Finally, D is a convex and compact set containing at least
one optimal multiplier λ⋆ and ΠD denotes the projection onto
the set D. This projection step is the major difference that
makes the analysis in this paper different from other works on
inexact ALM, e.g., [10, 11]. The setD is predetermined before
running the algorithm. We make the following assumption:
Assumption II.3. The set D is a box that contains 0, 2λ⋆ and
λ⋆ + 1, where 1 is a vector of appropriate dimension and its
entries are all 1.
The above choice of D is discussed in more details in
Section III. Note that this set D depends on a uniform bound
on ‖λ⋆‖ over a set of problem data. The methods proposed in
[15, 17, 18, 19] establish such bounds on ‖λ⋆‖ for fixed prob-
3lem parameters. On the other hand, Patrinos and Bemporad
[20], Richter, Morari, and Jones [21] provide uniform bounds
on ‖λ⋆‖ assuming b ∈ B in the constraints in problem (1).
However, the methods in [20, 21] can only be applied to
quadratic problems. For general problems considered in this
paper, the interval analysis method in [22] can be used to
estimate a uniform bound on ‖λ⋆‖. However, the interval
analyisis method requires restrictive assumptions on the set of
problem data and gives impractical bounds [23]. In practice,
we can approximate these bounds using sampling and then
apply an appropriate scaling factor. Our contribution in this
paper is to develop a new projected ALM method that employs
such bounds to control data overflow on fixed-point platforms.
III. CONVERGENCE ANALYSIS
In this section, we show convergence of Algorithm 2 to
a neighborhood of the optimal dual and primal objective
value. First, we make some necessary assumptions on the
boundedness of errors appearing in the algorithm.
Assumption III.1. At every iteration of Algorithm 2, the
errors are uniformly bounded, i.e.,
0 ≤ ǫkin ≤ Bin, ‖ǫ
k
out‖ ≤ Bout, for all k.
This assumption is satisfied by selecting appropriate data
precision and subproblem solver parameters. Specifically,
ǫkin ≥ 0 if x˜k is always feasible, that is, x˜k ∈ X , which
is possible if, e.g., the projected gradient method is used to
solve the subproblem in line 2 in Algorithm 2. Due to the
projection operation in line 3 of Algorithm 2, we have that for
∀λ1, λ2 ∈ Dδ, ‖λ1−λ2‖ ≤ Bλ, where Dδ = D∪{λδ ∈ Rm :
λδ = λ+ǫ
k
out, for all λ ∈ D}. SinceD is compact and ‖ǫ
k
out‖
is bounded according to Assumption III.1, Dδ is also compact.
Dδ is only introduced for the analysis. In practice, we only
need to compute the size of D to implement Algorithm 2.
A. Inexact Oracle
Consider the concave function Φρ(λ) with LΦ-Lipschitz
continuous gradient. For any λ1 and λ2 ∈ Rp, we have 0 ≥
Φρ(λ2)− [Φρ(λ1)+ 〈∇Φρ(λ1), λ2−λ1〉] ≥ −
LΦ
2 ‖λ1−λ2‖
2.
Recall the expression of ∇Φρ(λ). Since step 2 of Algorithm 2
can only be solved approximately, ∇Φρ(λ) can only be
evaluated inexactly. Therefore, the above inequalities can not
be satisfied exactly. Instead, an inexact oracle proposed in [7]
can be used that employs the approximate gradient of Φρ(λ)
to satisfy the inequalities within an error level. Specifically,
with Φδ,L(λ) and sδ,L(λ) approximating Φρ(λ) and ∇Φρ(λ),
the inequalities are now satisfied within an error δ and a new
Lipschitz constant L. We formally present the inexact oracle
that we use in this paper below, which is a modification of the
oracle proposed in [11] to include the effect of ǫkout.
Lemma III.2. (Inexact Oracle) Let assumptions II.1, II.2 and
III.1 hold. Moreover, consider the approximations Φδ,L(λk) =
Lρ(x˜k;λk)+BoutBλ to ∇Φρ(λk) and sδ,L(λk) = Ax˜k− b+
ǫkout to Φρ(λk). Then these approximations consititute a (δ, L)
inexact oracle to the concave function Φρ(λ) in the sense that,
for ∀λ ∈ Dδ,
0 ≥ Φρ(λ) − (Φδ,L(λk)+〈sδ,L(λk), λ− λk〉)
≥ −
L
2
‖λ− λk‖
2 − δ,
(3)
where L = 2LΦ =
2
ρ
and δ = 2Bin + 2BoutBλ.
Proof. The proof is similar to [11] and therefore is omitted.
B. Dual Suboptimality
Showing the convergence of the dual variable is similar to
showing the convergence of the projected gradient method
with the inexact oracle used in [8]. Therefore, we omit the
proof and directly summarize the dual suboptimality results
of our algorithm, which we will use in the following analysis.
Specifically, similar to the inequality (10) in [8], we have the
following inequality:
Φρ(λ
⋆)− Φρ(λk+1)
≤
L
2
(‖λk − λ
⋆‖2 − ‖λk+1 − λ
⋆‖2) + δ.
(4)
Furthermore, similar to the Theorem 5 in [8], we have the
following convergence result for the dual variable:
Theorem III.3. Let assumptions II.1, II.2 and III.1 hold.
Define λ¯K =
1
K
∑K
k=1 λk. Then, we have Φρ(λ
⋆)−Φρ(λ¯k) ≤
L
2k‖λ0 − λ
⋆‖2 + δ.
C. Primal Infeasibility and Suboptimality
Define the Lyapunov/Merit function φk(λ) = L2 ‖λk−λ‖
2+
1
2‖λk−1−λ
⋆‖2. Also define the residual function r(x) = Ax−
b. We have the following intermediate result:
Lemma III.4. Let assumptions II.1,II.2 and III.1 hold. For all
k ≥ 1, and for all λ ∈ D, we have that
f(x˜k)− f(x
⋆) + 〈λ, r(x˜k)〉 ≤ φ
k(λ)− φk+1(λ) + E, (5)
where E = (1 + 4
L
)BλBout + (1 +
4
L
)Bin + (
1
2 +
1
2L)B
2
out.
Proof. We recall that x˜k is a suboptimal solution as defined in
step 2 of Algorithm 2 that satisfies Lρ(x˜k;λk)−Lρ(x⋆k;λk) ≤
ǫkin. Moreover, due to the optimality of x
⋆
k , we also have
that Lρ(x
⋆
k;λk) ≤ Lρ(x
⋆;λk) = f(x
⋆), where x⋆ is the
optimal solution to problem (1). The equality is because
r(x⋆) = Ax⋆ − b = 0. Combining these two inequalities, we
have that Lρ(x˜k;λk) − f(x⋆) ≤ ǫkin. Expanding Lρ(x˜k;λk)
and rearranging terms, we get f(x˜k)−f(x⋆) ≤ −〈λk, r(x˜k)〉−
ρ
2‖r(x˜k)‖
2+ǫkin. Adding 〈λ, r(x˜k)〉 to both sides of the above
inequality, we get
f(x˜k)−f(x
⋆) + 〈λ, r(x˜k)〉
≤ 〈λ− λk, r(x˜k)〉 −
ρ
2
‖r(x˜k)‖
2 + ǫkin.
(6)
In what follows, we show that the right hand side of (6) is
upper bounded by φk(λ) − φk+1(λ) + E. First, we focus
on the term 〈λ − λk, r(x˜k)〉. For all λ ∈ D, we have that
‖λk+1 − λ‖2 = ‖ΠD[λk +
1
L
(r(x˜k) + ǫ
k
out)] − λ‖
2 ≤ ‖λk +
1
L
(r(x˜k)+ǫ
k
out)−λ‖
2 = ‖λk−λ‖2+2〈
1
L
(r(x˜k)+ǫ
k
out), λk−
4λ〉+ 1
L2
‖r(x˜k)+ǫkout‖
2, where the inequality follows from the
contraction of the projection onto a convex set. Rearranging
terms in the above inequality and multiplying both sides by
L
2 , we have 〈r(x˜k), λ−λk〉 ≤
L
2 (‖λk−λ‖
2−‖λk+1−λ‖2)−
〈ǫkout, λ−λk〉+
1
2L‖r(x˜k)‖
2+ 1
L
〈r(x˜k), ǫkout〉+
1
2L‖ǫ
k
out‖
2. Ap-
plying Assumption III.1 and the Cauchy-Schwartz inequality,
we obtain
〈r(x˜k), λ− λk〉 ≤
L
2
(‖λk − λ‖
2 − ‖λk+1 − λ‖
2) (7)
+ BoutBλ +
1
2L
‖r(x˜k)‖
2 +
1
L
〈r(x˜k), ǫ
k
out〉+
1
2L
B2out.
To upper bound the term 〈r(x˜k), ǫkout〉 in (7), first we add
and subtract ǫkout from r(x˜k), and rearrange terms to get
〈r(x˜k), ǫkout〉 = 〈r(x˜k) + ǫ
k
out, ǫ
k
out〉 − ‖ǫ
k
out‖
2. Defining an
auxilary variable λδk = λk + ǫ
k
out, recalling the definition of
sδ,L(λk) in Lemma III.2, and ignoring the nonpositive term
−‖ǫkout‖
2, we obtain 〈r(x˜k), ǫkout〉 ≤ 〈sδ,L(λk), λδk − λk〉.
Next we apply the second inequality in Lemma III.2 to upper
bound 〈sδ,L(λk), λδk − λk〉. In order to apply Lemma III.2,
both λδk and λk need to belong to Dδ. Due to the projection
in line 3 in Algorithm 2, λk always belongs to D. Recalling
the definition of Dδ, it is straightforward to verify that λk,
λδk ∈ Dδ. Thus applying Lemma III.2 we get
〈r(x˜k), ǫ
k
out〉 ≤ 〈sδ,L(λk), λδk − λk〉
≤ Φρ(λδk)− Φδ,L(λk) +
L
2
B2out + δ.
(8)
Since λ⋆ is the global maximizer of the function Φρ(λ), we
get Φρ(λ
⋆) > Φρ(λδk). We can also show that Φδ,L(λk) ≥
Φρ(λk) always holds because Φδ,L(λk) = Lρ(x˜k;λk) +
BoutBλ ≥ Lρ(x˜k;λk) ≥ Lρ(x⋆k;λk), where the last inequality
holds due to the optimality of x⋆k. Combining these two
inequalities we obtain that Φρ(λ
⋆) − Φρ(λk) ≥ Φρ(λδk) −
Φδ,L(λk). Substituting this inequality into (8), we have that
〈r(x˜k), ǫkout〉 ≤ Φρ(λ
⋆) − Φρ(λk) +
L
2B
2
out + δ. Combining
this inequality, (4) and (7), we get
〈r(x˜k), λ− λk〉 ≤
L
2
(‖λk − λ‖
2 − ‖λk+1 − λ‖
2)
+
1
2
(‖λk−1 − λ
⋆‖2 − ‖λk − λ
⋆‖2) +
1
2L
‖r(x˜k)‖
2
+BoutBλ + (
1
2
+
1
2L
)B2out +
2
L
δ.
(9)
Combining (9) with (6), we have that f(x˜k) − f(x⋆) +
〈λ, r(x˜k)〉 ≤
L
2 (‖λk−λ‖
2−‖λk+1−λ‖2)+
1
2 (‖λk−1−λ
⋆‖2−
‖λk−λ⋆‖2)+(
1
2L −
ρ
2 )‖r(x˜k)‖
2+BoutBλ+(
1
2 +
1
2L )B
2
out+
2
L
δ + ǫkin. From Lemma III.2, we have that L = 2LΦ =
2
ρ
,
and 12L −
ρ
2 < 0. Therefore, the term (
1
2L −
ρ
2 )‖r(x˜k)‖
2 < 0
can be neglected. Recalling the definition of φk(λ), δ and E,
we obtain (5), which completes the proof.
Next, we apply Lemma III.4 to prove the primal optimality
and feasibility of Algorithm 2.
Theorem III.5. (Primal Suboptimality and Infeasibility)
Let assumptions II.1, II.2 and III.1 hold. Define x¯K =
1
K
∑K
k=1 x˜k. Then, we have that (a) primal suboptimality:
− (
1
K
φ1(2λ⋆)+E) ≤ f(x¯K)−f(x
⋆) ≤
1
K
φ1(0)+E, (10)
(b) primal infeasibility:
‖r(x¯K)‖ ≤
1
K
φ1(λ⋆ +
r(x¯K )
‖r(x¯K)‖
) + E. (11)
Proof. Summing inequality (5) in Lemma III.4 for k =
1, 2, . . . ,K , we have that
∑K
k=1 f(x˜k) − Kf(x
⋆) +
〈λ,
∑K
k=1 r(x˜k)〉 ≤ φ
1(λ)−φK+1(λ) +KE ≤ φ1(λ) +KE,
where the second inequality follows from φk(λ) ≥ 0. Dividing
both sides of the above inequality by K and using the fact that
1
K
∑K
k=1 r(x˜k) = r(x¯K), we get
1
K
∑K
k=1 f(x˜k) − f(x
⋆) +
〈λ, r(x¯K )〉 ≤
1
K
φ1(λ)+E. From the convexity of the function
f(x), we have that f(x¯K) ≤
1
K
∑K
k=1 f(x˜k). Combining the
above two inequalities, we obtain
f(x¯K)− f(x
⋆) + 〈λ, r(x¯K )〉 ≤
1
K
φ1(λ) + E. (12)
To prove the right inequality in (10), let λ = 0 in (12). Then,
we have that f(x¯K) − f(x⋆) ≤
1
K
φ1(0) + E. To prove the
left inequality in (10), according to the inequality (2) and
Assumption II.2, we have that
f(x⋆)− f(x¯K) ≤ 〈λ
⋆, r(x¯K)〉. (13)
Adding 〈λ⋆, r(x¯K)〉 to both sides of (13) and rearranging
terms, we have that
〈λ⋆, r(x¯K)〉 ≤ f(x¯K)− f(x
⋆) + 〈2λ⋆, r(x¯K )〉. (14)
Combining inequalities (13) and (14), we obtain f(x⋆) −
f(x¯K) ≤ f(x¯K) − f(x⋆) + 〈2λ⋆, r(x¯K )〉. Combining this
inequality and the inequality in (12) with λ = 2λ⋆, we get
f(x⋆)− f(x¯K) ≤
1
K
φ1(2λ⋆) + E.
To prove (11), let λ = λ⋆ + r(x¯K)‖r(x¯K)‖ in (12), which also
belongs in D by Assumption II.3. Rearranging terms, we
obtain f(x¯K)−f(x⋆)+ 〈λ⋆, r(x¯K)〉+‖r(x¯K )‖ ≤
1
K
φ1(λ⋆+
r(x¯K)
‖r(x¯K)‖
) + E. Letting x = x¯K in the second inequality
in (2), we have that f(x¯K) + 〈λ⋆, r(x¯K)〉 − f(x⋆) ≥ 0.
Combining this inequality with the above inequality, we get
‖r(x¯K)‖ ≤
1
K
φ1(λ⋆ + r(x¯K)‖r(x¯K)‖ ) + E, which completes the
proof.
IV. FIXED-POINT IMPLEMENTATION
To apply the Algorithm 2 to solve the problem (1) on fixed-
point platforms, we need another assumption.
Assumption IV.1. The set X is compact and simple.
The compactness is needed to bound the primal iterates
x˜k in Algorithm 2. X is simple in the sense that comput-
ing the projection onto X is of low complexity on fixed-
point platforms, for example, X is a box. In practice, the
compactness captures the physical constraints on x such as
constraints on the control input signals or prior knowledge on
x such as system parameters to be estimated. We note that
our convergence analysis in Section III does not rely on the
5Assumption IV.1. This assumption is needed only for fixed-
point implementation.
Due to the projection operation in the multiplier update in
Algorithm 2, ‖λk‖ is always bounded. Since now both xk
and λk lie in compact sets, the bounds on the norms of these
variables can be used to design the word length of the fixed-
point data to avoid overflow, similar to Section 5.3 in [8].
Meanwhile, according to the results in (10) and (11), we can
choose the numberKout of the outer iterations, the accuracy of
the multiplier update Bout and the accuracy of the subproblem
solution Bin in Algorithm 2 to achieve an ǫ-solution to the
problem (1). That is, |f(x¯K)− f(x⋆)| ≤ ǫ and ‖r(x¯K)‖ ≤ ǫ.
To achieve the accuracy Bin in line 2 of Algorithm 2, iterative
methods are needed. When L(x;λk) is differentiable with Lip-
schitz continuous gradient, we can apply the results in [7, 8]
to solve this problem using fixed-point data. When L(x;λk) is
composed of smooth and nonsmooth terms then the results in
Schmidt, Roux, and Bach [24] can be applied. However, the
iteration complexity of these methods is usually conservative
in practice. Therefore, in this section, we present a stopping
criterion for early termination of the subproblem solver with
guarantees on the solution accuracy. The proposed stopping
criterion can be used for box-constrained convex optimization
problems that are not necessarily strongly convex, and is
simple to check on embedded devices. A similar stopping
criterion has been proposed in [10], which however requires
the objective function of the subproblem to be strongly convex.
In what follows, we relax the strong convexity assumption so
that this stopping criterion can be applied to the problems
considered here.
Lemma IV.2. Consider a convex and nonsmooth function
f(x), with support X ⊂ Rn and set of minimizers X⋆.
Assume f(x) satisfies the quadratic growth condition,
f(x) ≥ f⋆ +
σ
2
dist2(x,X⋆), for ∀x ∈ X , (15)
where dist(x,X⋆) is the distance from x to the set X⋆. and
σ > 0 is a scalar. Then, we have that for any x ∈ X and any
s ∈ NX (x),
f(x)− f⋆ ≤
2
σ
‖∂f(x) + s‖2, (16)
where NX (x) is the normal cone at x with respect to X .
Proof. The proof is the similar to the proof in [10] and
therefore is omitted.
Necoara, Nesterov, and Glineur [25] have shown that the
function h(Ax) satisfies the inequality (15) when the set X
is polyhedral and h(y) is strongly convex. However, since the
subproblem objective Lρ(x, λk) is in the form
∑
i hi(Aix)
rather than h(Ax), in what follows we present a generalization
of Theorem 8 in [25] so that the function Lρ(x, λk) satisfies
the inequality (15) and the condition (16) can be applied.
Lemma IV.3. Consider a convex function H(x) =∑
i hi(Aix− bi) with the polyhedral support X = {x : Cx ≤
d}, where hi(y) is σi−strongly convex with respect to y for
any i. Then we have
H(x) ≥ H⋆ +
σ
2
dist
2(x,X⋆), (17)
where σ = mini{σi}
θ2(A˜,C)
, the matrix A˜ is in the form
[· · · |ATi | · · · ]
T and θ(A˜, C) is a constant only related to the
matrices {Ai} and C.
Proof. Given x⋆ ∈ X⋆, for any x ∈ X , from
the strong convexity of the function hi, we have that
hi(Aix − bi) ≥ hi(Aix⋆ − bi) + 〈∂hi(y)|y=Aix⋆−bi , Ai(x −
x⋆)〉 + σi2 ‖Aix − Aix
⋆‖2 = hi(Aix⋆ − bi) + 〈x −
x⋆, ATi ∂hi(y)|y=Aix⋆−bi〉 +
σi
2 (x − x
⋆)TATi Ai(x − x
⋆).
Adding up the above inequalities for all i, we have
H(x) ≥ H(x⋆) + 〈
∑
iA
T
i ∂hi(y)|y=Aix⋆−bi , x − x
⋆〉 +∑
i
σi
2 (x − x
⋆)TATi Ai(x − x
⋆). Recall that ∂H(x⋆) =∑
iA
T
i ∂hi(y)|y=Aix⋆−bi . From the optimality of x
⋆, we have
that 〈
∑
iA
T
i ∂hi(y)|y=Aix⋆−bi , x − x
⋆〉 ≥ 0 for any x ∈ X .
Therefore, we obtain
H(x) ≥ H(x⋆) +
∑
i
σi
2
(x− x⋆)TATi Ai(x− x
⋆). (18)
Next, we show that the optimal solution set X⋆ = {x˜⋆ :
A˜x˜⋆ = t⋆;Cx˜⋆ ≤ d}, where t⋆ = A˜x⋆. To do so, we decom-
pose the space Rn into two mutually orthogonal subspaces,
V and U , where V is the intersection of the kernel spaces of
all matrices Ai and U is the union of the row space of all
matrices Ai. Showing that X
⋆ = {x˜⋆ : A˜x˜⋆ = t⋆;Cx˜⋆ ≤ d}
is equivalent as showing that X⋆ = X˜⋆, where X˜⋆ = {x˜⋆ :
x˜⋆ = x⋆ + v, where v ∈ V ;Cx˜⋆ ≤ d}. First, we show that
X˜⋆ ⊂ X⋆. If x˜⋆ ∈ X˜⋆, we have that x˜⋆ is feasible and
H(x˜⋆) = H(x⋆) because Aix˜
⋆ = Ai(x
⋆ + v) = Aix
⋆, for
any i. Therefore, X˜⋆ ⊂ X⋆. Second, we prove that X⋆ ⊂ X˜⋆
by showing that if x˜ /∈ X˜⋆, then x˜ is not optimal. If Cx˜ > d,
then x˜ is not feasible. On the other hand, if Cx˜ ≤ d but
x˜ = x⋆ + αv + u, where α is any real number and u ∈ U ,
then H(x˜) > H(x⋆). This is due to the inequality (18) and∑
i
σi
2 (x˜ − x
⋆)TATi Ai(x˜ − x
⋆) > 0. Therefore, X⋆ ⊂ X˜⋆
and we have shown that X⋆ = X˜⋆. Since X⋆ = {x˜⋆ :
A˜x˜⋆ = t⋆;Cx˜⋆ ≤ d}, according to Lemma 15 in [26], for any
x ∈ X , we have that dist(x,X⋆) ≤ θ(A˜, C)‖A˜(x − x⋆)‖.
Furthermore, we have that dist2(x,X⋆) ≤ θ2(A˜, C)‖A˜(x−
x⋆)‖2 ≤ θ
2(A˜,C)
mini{σi}
∑
i σi(x− x
⋆)TATi Ai(x− x
⋆). Combining
this inequality with (18), we get the desired result (17).
The constant θ(A˜, C) can be obtained as in [25]. If the
objective function f(x) in problem (1) is of the form h(Ax−b)
where h(y) is strongly convex and the set X = {x :
l ≤ x ≤ u}, according to Lemma IV.3, the subproblem
objective Lρ(x, λk) satisfies the inequality (15). Therefore,
according to Lemma IV.2, we have that the iterate xt re-
turned from the subproblem solver satisfies Lρ(xt;λk) −
Lρ(x
⋆
k;λk) ≤ Bin if ‖∂Lρ(xt;λk) + s
⋆
t ‖ ≤
√
σ
2Bin, where
s⋆t = argminst∈NX (xt) ‖∂Lρ(xt;λk) + st‖. As discussed in
[10], ‖∂Lρ(xt;λk) + s⋆t ‖ can be efficiently evaluated. Specif-
ically, we have that ‖∂Lρ(xt;λk) + s⋆t ‖ = ‖[∂Lρ(xt;λk)]Is‖,
where[∂Lρ(xt;λk)]Is is a reduced vector only containing the
entries of ∂Lρ(xt;λk) belonging to the index set Is. The set
Is contains the indexes of the inactive constraints such that
[l]i < [xt]i < [u]i, the indexes such that [∂Lρ(xt, λk)]i ≤
0, where [xt]i = [l]i, and [∂Lρ(xt, λk)]i ≥ 0, where
[xt]i = [u]i. However, under fixed-point arithmetic, the gradi-
6ent ∂Lρ(xt;λk) can only be approximated by ∂˜Lρ(xt;λk) =
∂Lρ(xt;λk) + ǫg, where ǫg is the arithmetic error. Therefore,
we can find an approximate index set I˜s ⊃ Is, where I˜s
contains the indexes of the inactive constraints, the indexes
such that [∂˜Lρ(xt, λk)]i ≤ ‖ǫg‖∞ where [xt]i = [l]i, and
[∂˜Lρ(xt, λk)]i ≥ −‖ǫg‖∞ where [xt]i = [u]i. Furthermore,
we have that ‖[∂Lρ(xt;λk)]Is‖ ≤ ‖[∂˜Lρ(xt;λk) − ǫg]I˜s‖.
To guarantee that ‖[∂Lρ(xt;λk)]Is‖ ≤
√
σ
2Bin, it suffices to
let ‖[∂˜Lρ(xt;λk)− ǫg]I˜s‖ ≤ ‖[∂˜Lρ(xt;λk)]I˜s‖+ ‖[ǫg]I˜s‖ ≤√
σ
2Bin. So we have the following stopping criterion un-
der fixed-point arithmetic: ‖[∂˜Lρ(xt;λk)]I˜s‖ ≤
√
σ
2Bin −
‖[ǫg]I˜s‖.
V. NUMERICAL SIMULATIONS
In this section, we present simulation results for a utility
maximization example to verify the convergence and error
analysis results in Section III and the design of the fixed-
point implementation in Section IV. The simulations are
conducted using the Fixed-Point Designer in Matlab R2015a
on a Macbook Pro with 2.6GHz Intel Core i5 and 8GB,
1600MHz memory. Consider an undirected graphG = (N , E),
where N = {1, 2, . . . , N} is the set of nodes and E is the
set of edges, so that (i, j) ∈ E if the nodes i and j are
connected in the graph G. Denote the set of neighbors of
node i as Ni. The set N consists of two subsets {S,D},
where S and D are the sets of source and the destination
nodes, respectively. The node i ∈ S generates data at a rate si,
where smin ≤ si ≤ smax. The data flows from node i to node
j through edge (i, j) ∈ E at a rate tij , where 0 ≤ tij ≤ cij . All
generated data finally flows into the destination nodes, which
are modeled as sinks and can absorb the incoming data at any
rates. The nodes collaboratively solve the following network
utility maximization (NUM) problem
max
{si},{tij}
∑
i=1
log(si)
s.t.
∑
j∈Ni
tij −
∑
j∈Ni
tji = si, ∀i ∈ S (19)
smin ≤ si ≤ smax, ∀i ∈ S, 0 ≤ tij ≤ cij , ∀(i, j) ∈ E ,
where the constraint
∑
j∈Ni
tij −
∑
j∈Ni
tji = si expresses
the flow conservation law at the node i. The logarithm ob-
jective function measures the utility of the data generation
rate. To solve problem (19) distributedly, distributed ALM
schemes [27, 28, 29, 30, 31, 32] have been proposed that
converge much faster than the dual decomposition method
although at the cost of solving nontrivial subproblems locally
at each iteration. Here we employ the consensus-ADMM
method in [28] to solve problem (19). Specifically, let node
i keep a local decision variable [si, t
T
(i)]
T , where t(i) =
[t
(i)
i1 , . . . , t
(i)
i|Ni|
, t
(i)
1i , . . . , t
(i)
|Ni|i
]T . Then, at the t th iteration,
each node needs to solve a local problem
min
si,t
(i)
ij
,t
(i)
ji
− log(si) + 〈p
t
i, t(i)〉+ µ‖t(i) − g
t
i‖
2
s.t.
∑
j∈Ni
t
(i)
ij −
∑
j∈Ni
t
(i)
ji = si, (20)
smin ≤ si ≤ smax, 0 ≤ t
(i)
ij ≤ cij , 0 ≤ t
(i)
ji ≤ cji,
TABLE I
PRIMAL OPTIMALITY AND FEASIBLITY ACHIEVED BY ALGORITHM 2 FOR
THE NUM PROBLEM
ǫ fl-wl low. (10), opt., up. (10) feas., (11)
1 10-14 -0.9861, 0.0338, 0.7026 0.0439, 1.0
0.1 14-18 -0.0995, 0.0034, 0.0707 0.0044, 0.1
0.01 17-21 -0.0100, 0.00035, 0.0071 0.00044, 0.01
where the variables pti and g
t
i are updated at every iteration of
the consensus-ADMM to finally achieve consensus t
(i)
ij = t
(j)
ij
on all edges. Problem (20) has the form of problem (1) and
we can apply Algorithm 2 to solve it using fixed-point data.
Since the objective function in (20) is not quadratic, the results
in [2] cannot be applied.
For our numerical simulations, we randomly generate prob-
lem (19) on a network of 10 nodes and apply Algorithm 2
to solve the subproblem (20). The capacity cij is determined
by the communication specifications, e.g., link lengths, band-
width, transmit power, etc; see [27]. The limits on the local
data generation rate are [0.5, 1]. In what follows we present
results for the node that solves the largest subproblems that are
of dimension 9. The parameters pti and g
t
i in (20) are obtained
by running 30 iterations of consensus-ADMM on problem (19)
with double floating-point data. This creates 30 instances of
subproblem (20) which we solve using Algorithm 2. The
bounds on ‖λ⋆‖ for each problem instance were obtained by
solving each problem using the Matlab function fmincon.
Table I shows the achieved optimality and feasibility for
the worst-case scenario and for three solution accuracies,
ǫ = 1, 0.1 and 0.01. We observe that the theoretical bounds
are one order of magnitude looser compared to the actual
performance.
Note that this simulation serves only the purpose of showing
the ability of Algorithm 2 to solve non-quadratic convex
optimization problems, as the subproblems (20). Such prob-
lems can not be solved using existing algorithms with fixed-
point arithmetic, e.g., [2]. A systematic solution of (19) using
distributed ALM methods with fixed-point data is an open
problem and is left for future research.
VI. CONCLUSION
In this paper we proposed an Augmented Lagrangian
Method to solve convex and non-smooth optimization prob-
lems using fixed-point arithmetic. To avoid data overflow, we
introduced a projection operation in the multiplier update.
Moreover, we present a stopping criterion to terminate early
the primal subproblem iteration, while ensuring a desired
accuracy of the solution. We presented convergence rate results
as well as bounds on the optimality and feasibility gaps. To
the best of our knowledge, this is the first fixed-point ALM
that can handle non-smooth problems, data overflow, and can
efficiently and systematically utilize iterative solvers in the
primal update.
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