Fuzzy Logic (FL) together with Recurrent Neural Network (RNN) is used to predict the software reliability. Fuzzy Min-Max algorithm is used to optimize the number of the kgaussian nodes in the hidden layer and delayed input neurons. The optimized recurrent neural network is used to dynamically reconfigure in real-time as actual software failure. In this work, an enhanced fuzzy min-max algorithm together with recurrent neural network based machine learning technique is explored and a comparative analysis is performed for the modeling of reliability prediction in software systems. The model has been applied on data sets collected across several standard software projects during system testing phase with fault removal. The performance of our proposed approach has been tested using distributed system application failure data set.
INTRODUCTION
Software reliability prediction in software systems plays a key part for any software organization to produce quality and reliable software. The key part of software quality is it's reliability. So predicting software reliability plays a key part for producing good quality software. As per IEEE Standard Glossary of Software Engineering, a definition of software reliability is the probability of the failure free operation of a computer program for a specified period of time in a specified environment [1, 2, 3, 4] . Computational Intelligence (CI) can offer promising approaches to software reliability prediction and modeling, because they require only failure history as input without any assumption [5] .
As per IEEE Standard Glossary of Software Engineering, a definition of software reliability is the probability of the failure free operation of a computer program for a specified period of time in a specified environment [1, 2, 3, 4] . The time duration between successive failures or the cumulative failure time is a vital factor of software reliability [6, 7] . CI can offer promising approaches to software reliability prediction and modeling, because they require only failure history as input without any assumption. In reply to this, neuro-fuzzy approach has been applied to software reliability assessment. Fuzzy Min-Max algorithm is used to optimize the neural network architecture after every occurrence of software failure time data.
The main contribution of this paper is to propose hybrid model of fuzzy logic and neural network to handle dynamic data set of software reliability between number of observed failure along with successive software failures. We propose an adaptive software reliability prediction model fuzzy min-max with recurrent neural network (FMM-RNN) approach based on multiple-delayed-input single-output architecture. We structured the data set relationship between failure sequence number and failure time data. Optimization technique is used to model the inter-relationship among software failure time data. In addition, we made a comparative study about the performance of some wellknown existing software reliability prediction models against our approach model. Neuro-Fuzzy system is used in 1930 ISSN: 2088-8708 predicting the software reliability from the aspects of prediction ability for short-term prediction.
The paper is organized as follows: Section 2. describes the related work proposed so far in reliability prediction. Section 3.1. presents our proposed model fuzzy min-max with recurrent neural network (FMMRNN) architecture. The basic terminologies, application, architecture development is discussed in Section 3.. Section 4. focus on computation of measure criterion of the propose model and observations are presented. In Section 5., the concluding remarks and future work are included.
BACKGROUND OF RELATED WORK
Karunanithi et al. [8] first propose a neural network for software reliability prediction. The authors [9, 10, 11, 12 ] developed a connectionist model for reliability prediction. Raj Kiran et al. [13, 14] implemented the use of wavelet neural networks (WNN) and employed wavelets as transfer function to predict software reliability. Pai et al. [15] used support vector machines and simulated annealing algorithms for reliability forecasting. They used lagged data in their analysis by dividing the 101 observations such as: 33 observations for training, 8 observations for validation, 60 observations for test. Since it is not a standard method of splitting the data set for experimentation. [16] used neural network approach for software defect prediction and pointed out that the approach is poor at at predicting number of software defects, but qualitatively good at classifying program modules. Sitte [17] , analyzed two methods (i.e. Neural Networks (NN) and 2) parametric recalibration models) for reliability prediction.
An early reliability prediction approach at design phase is proposed by Mohanta et al. [18] . The fault is estimated using product metrics collected during design phase of the components. Then these product metrics are used for reliability prediction. Adnan et al. [19] and Cai et al. [20] determined the number of input neurons and the number of neurons in hidden layers were determined using a pre-specified range of values (i.e. 20, 30, 40, and 50 input neurons selected in Cai et al. [20] , while 1, 2, 3, and 4 input neurons were selected in Adnan et al. [19] and Cai et al. [20] used genetic algorithm as an optimization search scheme to determine the optimal or near optimal network architecture. Tian and Noor [6] predicted software reliability using RNN. Su et al. [21] build a dynamic weighted combinational model using NN. Lo [22] designed a model examines several conventional software reliability growth models.
PROPOSED MODEL FMMRNN RELIABILITY PREDICTION
In this section, we discuss about our proposed model FMMRNN architecture and its applicability in software reliability prediction. Fuzzy Min-Max is a specific type of neuro-fuzzy that has high efficiency rather than other computational methods [23] . The FMMRNN architecture comprises of two steps 1) Network optimization, 2) Reliability prediction. The complete architecture frame work of our propose model is shown in Fig. 1 . The model receive the failure data as input then Fuzzy Min-Max algorithm is use to optimizing the neural network architecture. The Fuzzy Min-Max algorithm optimization process determines the optimal or near-optimal numbers of 'k' hidden neurons and initializes the k-centers. On the basis of numbers of neurons in the hidden layer, the network is framed. The cumulative execution time is taken as input and the number of cumulative failures is taken as output to the networks. As this is a supervised learning, so the network is trained with input and output data proved to the model. This information is then used to dynamically reconfigure the neural network architecture for predicting the next-step failured i+1 . 
Recurrent Neural Network
The RNN is based on standard feed-forward neural networks. RNN is a dynamic network as it is a network with output feedback [24] .
Copy (delayed to previous state)
Copy (delayed to previous state) Figure 2 . An graphical presentation of unfolding network associated with recurrent back-propagation through time learning. Fig. 2 shows the RNN with back-propagation through time learning that consists of cycles with its states. In FMMRNN model, the hidden layers are recursive relationship in nature. In recurrent network an extra layer of neurons which copy the current activations in memory (i.e. in the hidden layer neurons)and move forward. Later on, it delays these values for one time instant [25] , feed them back as additional inputs into the hidden layer neurons as shown in Fig. 2 . As a result of this, each node 1 sends activation along a recurrent connection, has at least τ number(s) of copies. In the supervised learning, an error deviation is the Euclidean distance between the predicted output of the network and actual output. That error deviation is propagated through time [26] . Each time the error is calculated and the weights are folded back and added with error to compute the new updated weights using network training method.
where, net k (t) = Here, f 2 is an activation function between the hidden and output nodes.
In this paper, we consider y i as the output (predicted failure) with activation function f(.) and w ij as the weight from node j to node i associated with this link. Here the input nodes x i receive external inputs (i.e. the failure number). The desired state of unit i denoted as d i corresponding to x i . The accumulated cost function (i.e. the Summed Square Error (SSE)) 'L' in Equation 2 measures the deviation (i.e. difference between the actual and desired values) of the network outputs y i (t) from the desired functions d i (t) from t = t 0 to t = t 1 for all copies of the output nodes.
Where L k = d k − y k , k th output node 0 , otherwise Here, n is the total no of output nodes and is an index over the training sequence d k (t), y k (t) ( these are the desired and predicted output functions of time respectively).
The change in weights ∆W and ∆V are calculated as
where γ m , γ g [0,1] are the constant parameters. The last step in the training process is the updation of net weights using Equations 3 & 4, which is given below: The training process aim is to update the net weights using Equations 5 and 6.
The aim of this weight updation is to minimize the error deviation between the desired output and actual output. 1 In this paper the term unit, node and neuron are used interchangeably.
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FMMRNN Training
This section gives a brief discussion about RNN training using back-propagation learning rule. We can interpret number of failures as a function of cumulative execution time x i . Both cumulative execution time and number of failures are normalize in the range 0 to 1. Suppose f is the function of x i , it can be written as f (
The normalized values of the input to the network such as f (x 1 ), f (x 2 )...f (x i ) are used to predict thed i+1 . In other way, we can forecastd i+1 by using
is target value is known as short term prediction or 1-step ahead prediction or next-step prediction. In this study, we assume that the logistic function binary sigmoidal F (x) = 1/(1 + e −λx ) is used for each neuron, where λ is the steepness parameter. The range of this transfer function varies from 0.0 to 1.0. The logistic transfer function is used to reduce the computational burden during training. The cross-validation process splits the entire representative data set into two sets: a) a training data set, used to train the network, b) a test data set used to validate the output of the model. We split the data set as follows: 80% for training and 20% for testing.
The training process is continued and the weights are updated until the last hidden layer state is reached. In the first epoch, the weights are typically initialized to a small random value. On next onwards a set of weights are chosen at random and the weights are adjusted in proportion to their contribution to error [27] .
We employed MATLAB Version 7.10.0 environment for prediction purpose. The weights are initialized with small random value before first epoch starts. After then, the weights are adjusted randomly. The error tolerance for back-propagation algorithm is E min =0.005. The network model FMMRNN is trained with initial weights and continues until the stopping criteria gets satisfied and the best weights are recorded for next-step-prediction of the reliability.
EXPERIMENTAL RESULTS AND OBSERVATIONS
In our reliability prediction experiment, we considered the failure data during system testing phase of distributed system application having defect severities 2 and 3 [28] as provided in Table 1 . As per our experimental • The Average Error (AE), how adequately a model determines all over the system testing phase [29] . AE, measures how well a model predicts throughout the testing phase [30] . Average Error(%):
• The Root Mean Square Error (RMSE), is used to determine how far on average the error (i.e. between actual and target value) is from 0. The lower is RMSE, the higher is prediction accuracy. Mathematically,
is an average of an absolute error that computes how close predictions are to the final result. The MAE and RMSE are used together to analyze the variation in the errors on data set.
Here, F i denotes the predicted output and D i denotes the desire output of i th node. In our experiment, we consider data set(DS) [31] for prediction and analysis purpose. The number of hidden layers is one and the numbers of neurons present in the hidden layer calculated by optimization process are recorded from 10 to 50. Table 5 represent the result of the model during validation. After the proposed network model is successfully trained with 80% data, then the network undergoes for next-step predictions IJECE ISSN: 2088-8708 1933 Table  5 . We observed that the network model produce best result at 45 numbers of neurons in the hidden layer. Fig. 3 and 4 summarize in terms of AE and 6 in terms of RMSE. The best results found for data set for short-term prediction (STP) are as follows: the values of AE, RMSE, NRMSE, and MAE are 3.0019, 0.00438, 0.0261, and 0.0331 respectively. The STP for measurement unit AE on training is shown in Fig. 3 (i.e. the desired output and predicted output) and deviation between actual and forecasted value. Figure 4 show the prediction graph of actual data and predicted result for data set DS10. The corresponding deviation between the actual and computed output is shown in Figure 5 . The figure shows how close predictions are to the predicted results.
The accuracy of AE, we found in this experiment has been greatly improved and is consistent than some well-known methods that are arrived at Table 6 . The performance of the network during training is presented in Figure 5 . Eror Deviation of Next-step prediction on test data.
Observations
The comparative data are shown in Table 6 for the given data set with various models. It is also observed that the training results shows better accuracy than the prediction result.
The next-step prediction in Table 6 shows that our proposed model has less NRMSE value i.e 0.0261 and AE is 3.0019. Beside, the measurement criteria NRMSE is also found minimum than the various reliability prediction models [13, 14, 32] and RMSE value with [10, 33, 34] .
Model quality is observed if its predictions are close to the ideal line passing through the zero error [8] . Fig.  3, 4 ans 5 show the prediction closeness between the actual value and prediction value.
Some observations on software reliability prediction using our proposed feed forward neural network model are listed below:
• The training results of the proposed model are better than the prediction result of the corresponding trained neural network. It means that producing good result at approximating does not certainly good at forecasting.
• Unlike statistical techniques, no unrealistic assumption is made in recurrent neural network approach.
• As we in the category of black-box model approach, so some useful information is ignored. ISSN: 2088-8708 Figure 6 . Performance result during training.
• Our model is a generic model that can work in any stabilize smooth trend data set and in any environment.
.
Threats to Validity
Below we discuss the possible threats to the validity of our work.
• Arbitrary data set partitioning for training and testing the network can be a limiting factor.
• As our experiment uses MATLAB for computation, so it suffers the same threats to validity as MATLAB does.
• As we discussed in Section 4., The weights of the neural network are chosen as random variables with specified distributions. So computed value may not produce the same result for every run. That is, even if for same input dataset and the same learning scheme are employed, expecting the same output is difficult.
• So far there is no such criteria on range for training and testing partitioning with respect to the performance validation.
The FMMRNN model shows that it yields a lower average relative prediction error and Normalized Mean Square Error compared to other model [13, 14, 32] approaches.
CONCLUSION
In this approach, we presented a novel technique for software reliability prediction using fuzzy min-max algorithm together with recurrent neural network technique. We presented experimental evidence showing that fuzzy max-min algorithm with recurrent network (using back propagation learning) is giving the accurate result comparable to other methods. Software reliability prediction is used to improve software process control and achieve high software reliability. This finding gives a good sign of prediction capabilities of the developed fuzzy-neural networks model for estimating the software reliability. More datasets and other types of computational intelligence and simulation tools need to use for further justify our findings.
