ABSTRACT This Article presents a thorough overview of QoS routing metrics, resources and factors affecting performance of QoS routing protocols. The relative strength, weakness, and applicability of existing QoS routing protocols are also studied and compared. QoS routing protocols are classified according to the QoS metrics used type of QoS guarantee assured.
due to the lack of resources and the excessive computation overhead. QoS routing usually involves two tasks: collecting and maintaining up-to-date state information about the network and finding feasible paths for a connection based on its QoS requirements. [5] To support QoS, a service can be characterized by a set of measurable pre specified service requirements such as minimum bandwidth, maximum delay, maximum delay variance and maximum packet loss rate. However many other metrics are also used to quantify QoS and in this paper we cover most of them in detail. The remainder of this paper is organized as follows. In Section 2, we discuss related works in terms of QoS routing surveys and summarize their main points. Review of the several challenges faced by the provision of QoS on the MANET environment is given is section 3. In section 4, we analyze the QoS routing metrics commonly used by all applications and the tradeoffs involved in the protocol design. Section 5 and 6 presents the taxonomy of QoS routing protocols based on their network architecture, type of QoS guarantee assured and the interaction with the MAC layer. Following this, we summarize and compare the operations, key features and major advantages and drawbacks of a selection of QoS routing protocols proposed in the literature. Finally we draw the conclusions and discuss our findings in the field of QoS routing. We ask that authors follow some simple guidelines. In essence, we ask you to make your paper look exactly like this document. The easiest way to do this is simply to download the template, and replace the content with your own material.
RELATED WORKS
Routing protocols belonging to different QoS philosophies have been proposed in the literature. A fairly comprehensive overview of the state of the field of QoS in networking was provided by Chen in 1999 [6] . Chakrabarti and Mishra [7] later summarized the important QoS related issues in MANETs in 2001 and their conclusions highlighted several significant points in MANET research. It includes admission control policies and protocols, QoS robustness and QoS preservation under failure conditions. In 2004, Al-Karaki and Kamal published a detailed overview [8] and the development trends in the field of QoS routing. They highlighted some areas such as security and multicast routing requiring further research attention. They were categorized the QoS routing solutions into various types of approaches: Flat, Hierarchical, Position-based and power aware QoS routing.Reddy et al. [9] provided a thorough overview of the more widely accepted MAC and routing solutions for providing better QoS in MANETs.
ISSUES AND CHALLENGES WHILE PROVIDING QOS
IN AD-HOC NETWORKS QoS provision will lead to an increase in computational and communicational cost. In other words, it requires more time to setup a connection and maintains more state information per connection.
The improvement in network utilization
Sanjeev Gangwar et al IJCSET |January 2012| Vol 2, Issue 1,771-775 counterbalances the increase in state information and the associated complexity and various issues are needed to be faced while providing QoS for MANETS. The major problems that are faced are as follows: Unreliable channel: The bit errors are the main problem which arises because of the unreliable wireless channels. These channels cause high bit error rate and this is due to high interference, thermal noise, multipath fading effects, [10] and so on. This leads to low packet delivery ratio. Since the medium is wireless in the case of MANETs, it may also lead to leakage of information into the surroundings.
Maintenance of route:
The dynamic nature of the network topology and changing behavior of the communication medium makes the maintenance of network state information very difficult. The established routing paths may be broken even during the process of data transfer. Hence the need for maintenance and reconstruction of routing paths with minimal overhead and delay causes. The QoS aware routing would require the reservation of resources at the intermediate nodes. The reservation maintenance with the changes in topology becomes cumbersome.
Mobility of the node:
Since the nodes considered here are mobile nodes, that is they move independently and randomly at any direction and speed, the topology information has to be updated frequently and accordingly so as to provide routing to reach the final destination which result in again less packet delivery ratio.
[11] Limited power supply: The mobile nodes are generally constrained by limited power supply compared to nodes in the wired networks. Providing QoS consumes more power due to overhead from the mobile nodes which may drain the node's power quickly.
Lack of centralized control:
The members of any ad hoc networks can join or leave the network dynamically and the network is set up spontaneously. So there may not be any provision of centralized control on the nodes which leads to increased algorithm's overhead and complexity, as QoS state information must be disseminated efficiently.
Channel contention: Nodes in a MANET must communicate with each other on a common channel so as to provide the network topology. However, this introduces the problems of interference and channel contention. For peer-to-peer data communications these can be avoided in various ways. One way is to attempt global clock synchronization and use a TDMA-based system where each node may transmit at a predefined time. This is difficult to achieve since there is no centralized control on the nodes. Other ways are to use a different frequency band or spreading code (as in CDMA) for each transmitter. This requires a distributed channel selection mechanism as well as the dissemination of channel information [12] . 
EVALUATION METRICS FOR QOS ROUTING PROTOCOLS
As different applications have different requirements, the services required by them and the associated QoS parameters differ from application to application. For example, in case of multimedia applications, bandwidth, delay and delay-jitter are the key QoS parameters, whereas military applications have stringent security requirements. The following is a sample of the metrics commonly used by applications to specify QoS requirement to the routing protocol.  Minimum Throughput (bps) -the desired application data throughput. [ Where m (p) is the total of metric m of path (p), lk i is a link in the path (p), LK is the number of links in path (p), and i= 1,…LK Delay, delay variation (jitter), and cost are examples of this type of composition. Various factors that determine the delay in communication networks are reviewed in [23] .
• Concave metrics: This can be represented mathematically as follows:
Bandwidth is an example of this type of composition. The bandwidth we are interested in here is the residual bandwidth that is available for new traffic. It can be defined as the minimum of the residual bandwidth of all links on the path or the bottleneck bandwidth.  Multiplicative metrics. This can be represented mathematically as follows:
Loss probability is an indirect example of this type of composition.  Convex metrics: This can be represented as the maximum of all metric along the path m(p)=max (m(lk i )) Vulnerability (in context of security) and throughput use the convex rule. Whatever the metrics used in determining the path, these metrics must represent the basic network properties of interest. Such metrics include residual bandwidth, delay, and jitter. Since the flow QoS requirements have to be mapped onto path metrics, the metrics define the types of QoS guarantees the network can support. Alternatively, QoS-based routing cannot support QoS requirements that cannot be meaningfully mapped onto a reasonable combination of path metrics. 
QOS-AWARE ROUTING PROTOCOLS
The primary goal of the QoS-aware routing protocols is to determine a path from a source to the destination that satisfies the needs of the desired QoS. The QoS-aware path is determined within the constraints of bandwidth, minimal search, distance, and traffic conditions. Since path selection is based on the desired QoS, the routing protocol can be termed QoS-aware. In the literature, numerous routing protocols have been proposed for finding QoS paths. In the following sections some of these QoS routing protocols are described.
CEDAR
The Core-Extraction Distributed Ad hoc Routing (CEDAR) algorithm is proposed for QoS routing in ad hoc networks. Bandwidth information is advertised by elected subset nodes along with their link state updates, to identify and avoid congested parts of the network. When a link fails, CEDAR's route re-computation confines itself to the immediate neighborhood of the breakage. Core extraction: A set of nodes is elected to form the core that maintains the local topology of the nodes in its domain, and also to perform route computations. The core nodes are elected by approximating a minimum dominating set1 of the ad hoc network. Link state propagation: QoS routing in CEDAR is achieved by propagating the bandwidth availability information of stable links to all core nodes. The basic idea is that the information about stable high bandwidth links can be made known to nodes far away in the network, while information about the dynamic or low bandwidth links remains within the local area. Route computation: Route computation first establishes a core path from the domain of the source to the domain of the destination. Using the directional information provided by the core path, CEDAR iteratively tries to find a partial route from the source to the domain of the furthest possible node in the core path satisfying the requested bandwidth. This node then becomes the source of the next iteration. In the CEDAR approach, the core provides an efficient low-overhead infrastructure to perform routing, while the state propagation mechanism ensures availability of link state information at the core nodes without incurring high overheads.
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Multipath Routing Protocol (MRP)
MRP is a reactive on-demand routing Protocol which extends DSR protocol to find multipath routing coupled with bandwidth and reliability constraint. It consists of three phases: routing discovery, routing maintenance and traffic allocation. In routing discovery phase, the protocol selects several multiple alternate paths which meet the QoS requirements and the ideal number of multipath routing is achieved to compromise between load balancing and network overhead. In routing maintenance phase, it can effectively deal with route failures similar to DSR.Furthermore, the per-packet granularity is adopted in traffic allocation phase.
Genetic Algorithm-Based QoS Routing Protocol for MANETS (GAMAN)
A Genetic Algorithm-based source-routing Protocol for MANETs (GAMAN) is proposed, which uses end-to-end delay and transmission success rate for QoS metrics. Genetic Algorithms (GAs) may be employed for heuristically approximating an optimal solution to a problem, in this case finding the optimal route based on the two QoS constraints mentioned. The first stage of the process involves encoding routes so that a GA can be applied; this is termed gene coding. For this purpose, paths are discovered ondemand and then a network topology view is constructed in a logical tree-like structure. Each node stores a tree routed at itself with its neighbor nodes as child nodes and in turn their neighbor nodes as their children. The route discovery algorithm is assumed to collect locally computed metrics such as average delay over a link and the link reliability for the links on each path. After the gene encoding stage, the fitness T of each path is calculated as follows:
where Di and Ri are the delay and reliability of link i, respectably.
The fitness values are used to select paths for cross-over breeding and mutation operations. The fittest path (with the smallest T) and the offspring from the genetic operations are carried forward into the next generation. While this method is a useful heuristic for approximating the optimal value over the delay and link reliability metrics at the same time, it requires many paths to be searched in order to collect enough "genetic information" for the GA operations to be meaningful. This means that the method is not suited to large networks
Predictive Location-Based QoS Routing in Mobile Ad Hoc Networks (PLBQR)
It is a location aware QoS routing protocol in which a locationdelay prediction scheme, based on a location-resource update protocol has been performed. The location updates contain resource information pertaining to the node sending the update. This resource information for all nodes in the network and the location prediction mechanism are together used in the QoS routing decisions. There are dynamic changes in topology and resource availability due to the high degree of mobility of nodes in the ad hoc network. Due to these changes, the topological and routing information used by current network protocols is rendered obsolete very quickly. The advantage of this system is the prediction of new location based on previous location is made when there is variation in the geographical location. QoS routing based on the resource availability at the intermediate nodes in the source to destination route is performed which is rare in other location based routing scheme. But, accurate prediction on velocity and direction is not made when there are dynamic changes in the direction. The transmission is made only in linear pattern (i.e., angular velocity is kept as zero).
QoS Multicast Routing Protocol with Dynamic group topology (QMRPD)
The QMRPD is a hybrid protocol which attempts to significantly reduce the overhead of constructing a multicast tree with multiple QoS constraints. In QMRPD, a multicast group member can join or leave a multicast session dynamically, which should not disrupt the multicast tree. It satisfies the multiple QoS constraints and least cost's (or lower cost) requirements. Its main objective is to construct a multicast tree that optimizes a certain objective function (e.g., making effective use of network resources) with respect to performance-related constraints (e.g., end-to end delay bound, inter-receiver delay-jitter bound, minimum bandwidth available, and maximum packet-loss probability) and design a multicast routing protocol with dynamic group topology. It attempts to minimize the overall cost of the tree. The dynamic group membership has been handled by this protocol with less message processing overhead.
QoS Optimized Link State Routing (QOLSR)
The Optimized Link State Routing (OLSR) protocol [23] is a proactive link state routing protocol for MANETs. One key idea is to reduce control overhead by reducing the number of broadcasts as compared with pure flooding mechanisms. The basic concept to support this idea in OLSR is the use of multipoint relays (MPRs) [23, 27] . MPRs refer to selected routers that can forward broadcast messages during the flooding process. To reduce the size of broadcast messages, every router declares only a small subset of all of its neighbors. "The protocol is particularly suitable for large and dense networks" [23] . MPRs act as intermediate routers in route discovery procedures. Hence, the path discovered by OLSR may not be the shortest path. This is a potential disadvantage of OLSR. OLSR has three functions: packet forwarding, neighbor sensing, and topology discovery. Packet forwarding and neighbor sensing mechanisms provide routers with information about neighbors and offer an optimized way to flood messages in the OLSR network using MPRs. The neighbor sensing operation allows routers to diffuse local information to the whole network. Topology discovery is used to determine the topology of the entire network and calculate routing tables. OLSR uses four message types: Hello message, Topology Control (TC) message, Multiple Interface Declaration (MID) message, and Host and Network Association (HNA) message. Hello messages are used for neighbor sensing. Topology declarations are based on TC messages. MID messages contain multiple interface addresses and perform the task of multiple interface declarations. Since hosts that have multiple interfaces connected with different subnets, HNA messages are used to declare host and associated network information. Extensions of message types may include power saving mode, multicast mode, etc.
Ad hoc QoS on-demand routing (AQOR)
This protocol uses limited flooding to discover the best route available in terms of smallest end-to-end delay with bandwidth guarantee. A route request packet includes both bandwidth and end-to-end delay constraints. Let Tmax denote the delay constraint. If a node can satisfy both constraints, it will rebroadcast the request to the next hop and switch to explore status for a short period of 2Tmax. If multiple request packets arrive at the destination, it will send back a reply packet along each of these routes. Intermediate nodes will only forward the reply, if they are still in explored state. However, the bandwidth reservation for each flow is only activated by the arrival of the first data packet from the source node. Delay is measured during route discovery. The route with the least delay is chosen by the source. No mechanism for connection tear-down is needed or integrated, since all reservations are only temporary. Timers are reset every time a route is used. So there is an upper time bound after which broken routes are detected. To further reduce communication overhead during route discovery, AQOR can work with some location aided routing protocols. For delay violation detection, the estimated time offset between the systems clocks of source and destination node has to be known. 
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