Abstract. Real-world networks, e. g. the social relations or world-wide-web graphs, exhibit both small-world and scale-free behaviour. We interpret lattice triangulations as planar graphs by identifying triangulation vertices with graph nodes and onedimensional simplices with edges. Since these triangulations are ergodic with respect to a certain Pachner flip, applying different Monte-Carlo simulations enables us to calculate average properties of random triangulations, as well as canonical ensemble averages using an energy functional that is approximately the variance of the degree distribution. All considered triangulations have clustering coefficients comparable with real world graphs, for the canonical ensemble there are inverse temperatures with small shortest path length independent of system size. Tuning the inverse temperature to a quasi-critical value leads to an indication of scale-free behaviour for degrees k ≥ 5. Using triangulations as a random graph model can improve the understanding of real-world networks, especially if the actual distance of the embedded nodes becomes important.
Introduction
Real world systems or networks that consist of many similar entities that are interacting can be described by graph theory (see [1, 2] for reviews). Examples are the world-wideweb, where single websites are modelled as vertices and links between websites are modelled as edges; the network of social interactions, where vertices represent single humans and edges imply an existing friendship between two humans and the scientific co-author network, where authors of scientific papers are vertices and an edge between two authors is existent if both are co-authors of a common paper.
Most of these real networks share three common properties [3, 2] :
(i) The clustering coefficient, which is basically the probability that two neighbours of a common node are connected by a graph edge, is high and independent of the size of the network. In real networks this means for example that there is a high probability that if two persons know a common person, they know each other, too; if two scientific authors are co-authors of a common third author, also these two are very likely co-authors.
(ii) The length of the shortest path between two random vertices, measured by the number of edges the path consists of, is small even for huge graphs and scales like the logarithm of the system size for increasing system size. This behaviour is commonly known for the network of social interactions, where every two random persons of the world should know each other over less then 10 middlemen, or in the world wide web, where each website can be reached from every other website within a few clicks.
(iii) The distribution of the number of edges incident with a vertex (its degree k) follows a power-law distribution (P (k) ∝ k −γ ) with 2 < γ < 3, which means that there are a lot of vertices with only a few neighbours, and only a minority highly connected vertices. For example in the co-author network there are few authors that worked together with a lot of different people, and there are a lot of authors that worked only with very few co-authors.
The appearance of the first two properties is often denoted as small-world behaviour, networks with the third property are denoted as scale-free. To understand the structure and behaviour of real world networks different random graphs are used as model systems [3] . Three widely used models are the Erdös-Rényi random graph [4, 5, 6] , the Watts-Strogatz random graph [7] (and a slightly altered version denoted as Newman-Watts random graph [8] ) and the Barabási-Albert random graph [9] . While all three models have a shortest path length scaling with the logarithm of the system size [10, 7] , none exhibits both the other two properties of real-world networks: The Erdös-Rényi random graph has vanishing clustering coefficient and a binomial degree distribution; the Watts-Strogatz random graph exhibits a nonvanishing clustering coefficient for a special choice of parameters [7] , but also a degree distribution that agrees quantitatively with the Erdös-Rényi graph [11] ; the Barabási-Albert model creates a scale-free degree distribution with exponent γ = 3 [9, 12, 13] , but leads also to a vanishing clustering coefficient for increasing system size [14] . Several more complicated models developed afterwards combine both small-world and scale-free behaviour [15, 16, 17] , there are also models that use graphs with vertices embedded in some geometric space that exhibit these two properties [18, 19, 20] .
We present here a novel type of (embedded) random graphs by identifying triangulations of integer lattice point sets as graphs that shows a crossover from ordered, large-world to unordered, small-world and possible scale free behaviour. Such triangulations are tessellations of the convex hull of the point set into non-intersecting simplicial building blocks (triangles in two dimensions, tetrahedrons in three dimensions) [21] . Triangulations are an important tool in physics for describing curved space(-times), in quantum geometry (e.g. in the framework of Causal Dynamical Triangulations [22] and in spin foams [23] ); they are also a major object of study in topology and geometry where one is for example interested in the number of distinct triangulations of a given topological manifold [24] . Triangulations are commonly used for describing foams [25] , where often a special so-called Delaunay triangulation, which is the dual to the Voronoi tessellation, is used for foam construction. They can also be used for describing the topological properties of foams in terms of the neighbouring cells [26, 27, 28] . Additionally glass-like dynamics near regular configurations can be found in dual graphs of topological triangulations [29] . The dual graphs of disordered triangulations as described in this paper can be used for the construction of poly-disperse foams, which exhibit a broad range of cell sizes, and for considering e.g. their transport and diffusion problems.
Triangulations have been used as random graph models before: Random Apollonian Networks [30, 31, 32] (randomised dual graphs of Apollonian packed granular matter) are triangulations constructed using a procedure similar to preferential attachment and show both small-world and scale-free behaviour. Since each graph can be embedded into a closed surface with high enough genus, and triangulations are maximal planar graphs in the sense that each insertion of another edge will break planarity, triangulations of surfaces with arbitrary genus were studied in [33] . Canonical ensembles of triangulations of the sphere were used in [34] to consider a quench from the random triangulations to zero temperature.
In contrast to the triangulations considered in [30, 31, 32, 33, 34] before, which we denote as topological triangulations, we use embedded triangulations with vertices having fixed coordinates, precisely unimodular triangulations of two-dimensional integer point lattices. For topological triangulations only the topological degrees of freedoms (the way how vertices are connected) are important, contrary to embedded triangulations where additionally the actual coordinates of the vertices are fixed and specified. This causes complexities and numerical difficulties that do not have to be addressed in topological triangulations, e.g. to determine whether a Pachner flip leads to a valid triangulation.
In this paper we measure the degree distribution, the clustering coefficient and the Figure 1 . Examples of unimodular triangulations of a 8 × 8 lattice. The colour of the vertices corresponds to the number of incident vertices, the dashed border is fixed and will not be flipped, but is considered for the calculation of the energy. From left to right: Minimal energy triangulation (β → +∞), random triangulation at infinite temperature (β = 0), example of a maximal energy configuration (β → −∞). The colour code corresponds to the difference of the actual and the reference vertex degree as defined in (1) .
shortest path length of random lattice triangulation graphs using Metropolis MonteCarlo simulations and find a high clustering coefficient and similarities to common network models. Introducing the notion of an energy of a triangulation that is well known in literature and corresponds to the variance of the degree distribution we apply the usual notion of statistical physics and examine the canonical ensemble averages of these observables for different values of the inverse temperature. For the numerical calculation of the expectation values we use the Wang-Landau algorithm for calculating the density of states. This makes it possible to calculate equilibrium properties for all temperatures, in contrast to Metropolis or Glauber dynamics used in [29, 33, 34] , where it is hard to access negative temperatures and low temperatures, but we loose the ability to consider dynamical behaviour like quenches or glass-transitions studied in the literature before. In the canonical ensemble we find in all considered observables a transition from an ordered large-world behaviour for positive temperatures to smallworld and scale free behaviour for negative temperatures.
Triangulations as random graphs
A triangulation of a discrete point set A = {x 1 , . . . x K }, x i ∈ R 2 is a tessellation of the convex hull of the point set into triangles σ i ∈ A 3 so that the interiors of two distinct triangles σ i = σ j do not intersect, and so that every point X i is the corner of at least one triangle [21] . Sometimes the latter property is not required, if all points are corners of a triangle the triangulation is then called full, if there are points that are not part of the triangulation it is called non-full. In this paper we consider only full triangulations of two-dimensional integer M × N -lattices
which are unimodular, that is that all triangles have equal area 1/2. Examples of such triangulations can be found in figure 1 . There are analytical bounds [35] and numerical calculations [36] for the total number of triangulations on such integer lattices. Both the bounds and the numerical calculations show that number of triangulations scales exponentially with the system size of the underlying lattice, this extensivity makes it possible to apply tools from statistical physics to triangulations. A similar system was also considered in [37] , where the convergence of a Metropolis-like Monte Carlo algorithm applied to lattice triangulations was analysed for different parameter choices.
Taking the edges and the corners of triangulations in addition to triangles into account as simplices, a triangulation is also a simplicial complex, i.e. all faces of simplices are also contained in the simplicial complex. We interpret triangulations as graphs by identifying vertices as graph nodes and the triangulation edges as graph edges. Neglecting the boundary vertices triangulation graphs are maximal planar, i.e. no edge between an internal and another vertex can be inserted without violating the planarity of the graph.
Since we are not interested in properties of certain triangulations but in averages over all triangulations of a given point set, we need a method that is able to construct all possible triangulations of a given point set. Therefore we use Pachner flips [38] , elementary steps that map a triangulation into another one: Select an edge {x i , x j } of the triangulation that connects two neighbouring triangles {x i , x j , x k } and {x i , x j , x l }. If the quadrangle consisting of the two triangles is convex, replace the two triangles by {x i , x k , x l } and {x j , x k , x l }; if the quadrangle has a concave or a flat angle, discard the flip as non-executable (see figure 2 for some examples). These flips are ergodic for triangulations of point sets in two dimensions [39] , that is that every triangulation of a given point set can be transformed into every other one by a finite number of Pachner flips, so we can use these Pachner moves for doing Markov chain Monte Carlo simulations. Notice that the introduced Pachner flip conserves the number of edges and the unimodularity of the triangulation. In principle there are more Pachner moves (inserting and removing vertices) beside flips, but these lead to non-full triangulations and thus are not considered here. In the context of graph theory on topological triangulations [34, 33] the Pachner moved here is called T 1 , and the two additional moves not used here are called T 2 . Note that there is a fundamental difference between the diagonal edge flips in topological and in lattice triangulations: Each former flip can always been executed, whereas latter ones can only be executed if the two adjacent triangles form a convex quadrangle. This is due to the fixation of the vertex coordinates in lattice triangulations, while for topological triangulations no coordinates of the vertices are specified and the notions of convex or concave do not exist.
To categorise triangulations of a point set according to their order and disorder, we define for a triangulation T the energy function taking low values for ordered triangulations and high values for unordered triangulations. Here k
is the number of edges that are incident with the vertex v in triangulation T and T 0 is a reference triangulation that will be the ground-state of the energy function (in this paper we choose the maximal ordered triangulation displayed in figure 1 as the reference triangulation). The additional term k
with T 0 being the maximal ordered triangulation can be seen as an implementation of fixed boundary conditions as displayed in figure 1 . Periodic boundary conditions, which yield toroidal topology, cannot be used for lattice triangulations, because on closed surfaces without boundaries there are several possibilities to connect two vertices with an edge (e.g. with different winding number) and therewith it depends on the choice of the connection whether the considered object is a valid triangulation. In contrast, for the considered topology, the edge between two vertices is always the line segment.
Since the number of edges of full lattice triangulations is constant, sums over linear vertex degrees vanish and the chosen energy function (1) is the simplest possible polynomial energy function in the number of vertices, edges and triangles. It can be related to the square of the local curvature usually used in dynamical triangulations [22] (which is basically the deficit angle given by the number of triangles around a vertex minus six). Similar energy functions were already applied to graphs in [40] ; in [37] the total length of all edges was used as energy function in lattice triangulations, which qualitatively agrees with our choice since high energy leads to long edges in the triangulations; previous works [29, 34, 33] considering topological triangulations as graphs also use the energy function (1) with the mean vertex degree k instead of k
Interpreting the triangulation vertices as graph nodes and the 1-simplices as graph edges, we compare the graph properties of the triangulations with Erdös-Rényi [4, 5, 6 ], Newman-Watts [8] and Barabási-Albert [9] random graphs. In all three cases we choose the model parameters so that the number n of the random graph nodes matches the number M N of the lattice triangulation vertices and the average number of random graph edges matches the number e = 3M N − 2(M + N ) + 1 of the lattice triangulation edges.
In the Erdös-Rényi random graph there are n vertices, each pair of vertices is connected by an edge with probability p [4, 5, 6]. They have a small world behaviour for the shortest path length, but vanishing clustering coefficient and a binomial degree distribution. To compare the Erdös-Rényi random graph with triangulations we choose its parameters to be n = M N and p = 2e/n(n − 1) → 6/n.
The Newman-Watts random graph [8] is a modification of the Watts-Strogatz graph [7] . Starting with a regular graph of n vertices and connections to the next L neighbours, for each present edge an additional edge is inserted between two random vertices with probability q. This model can be seen as the periodic regular graph superimposed with a random graph. The random rewiring leads to shortcuts and a short average path length, the basic regular graph leads to a high clustering coefficient. To obtain a comparable random graph we use the parameters n = M N , L = 4 and q = −1 + e/2M N The Barabási-Albert random graph [9] is constructed as following: Start with m isolated vertices and iteratively insert t vertices, each with m edges to already present vertices, such that the probability for connecting to a present vertex is proportional to its degree (preferential attachment). This random graph has vanishing clustering coefficient, but a power-law degree distribution and a small-world shortest path length. We choose the model parameters m = 3 and t = M N − 3 to compare with M × N lattice triangulations.
Random triangulations
In this section we calculate the scaling behaviour of the vertex degree distribution, the mean energy, the average clustering coefficient and the average shortest path length in terms of the system size of random triangulations and compare it with random graphs. With random triangulations we denote the ensemble with each possible triangulation having the same constant weight and contributes equally in the calculation of expectation values. The results are especially interesting, because due to the constant ensemble weights (that are in particular independent of the triangulation energies) they do not depend on the actual choice of the energy function.
We calculate these observables in the random ensemble using the Metropolis algorithm [41] taking into account at least 1000 different random triangulations per considered system size. The autocorrelation time of all considered observables is smaller than 10M N Pachner moves, to avoid errors due to the autocorrelation, we execute 1000M N flips before the first and between two successive measurements to calculate the observable averages.
Random triangulations were considered up to a system size of 64 × 64, which seems to be small if comparing with topological triangulations [34, 33] . For lattice triangulations one has to check the convexity of quadrangles to decide whether a step is permissible, which increases the computation time needed for one Metropolis step and which decreases the step acceptance ratio, because some steps have to be rejected.
In this paper we restrict to quadratic integer lattices for clarity reasons, actually also simulations for non-quadratic lattices were performed. Except of the average shortest path length (which grows with |M − N |) all observables only depend on the actual For comparing the random triangulation averages with the results in the Erdös-Rényi, the Newman-Watts and the Barabási-Albert random graphs of the same size that are not known analytically, we use averages over 500 randomly generated instances of the respective random graphs. The generation of these random graphs was done using the NetworkX framework [42] .
Vertex degree distribution
The vertex degree distribution of the considered random graphs is known analytically: for the Erdös-Rényi and Newman-Watts it follows a binomial distribution, for the Barabási-Albert random graph it is a power-law distribution [12, 13] .
In figure 3a ) the degree distribution of random triangulations is displayed for different lattice sizes and compared with the different random graphs. In contrast to the random graphs the values k = 0 and k = 1 are not encountered for triangulations since these vertex degrees are forbidden for the graph to form a valid triangulation. The degree k = 2 can only be realised on the boundary of the triangulation, so the probability decreases for increasing lattice size and decreasing importance of the boundary.
The calculations for our random triangulations agree for k ≥ 4 with the results for the degree distribution of a topological triangulation of a torus in [34] . In contrast to our results, where P (k) is peaked at k = 4, in [34] a monotonically decreasing P (k) with maximal value at k = 3 was found. This is because the vertex degree k = 3 is difficult to realise due to the non-general coordinates of the vertices in lattice triangulations (there are many collinear points), so even by constructing one cannot realise more than one out of four vertices having degree k = 3. In topological triangulations one can realise Apollonian-like networks [30, 31, 32] , where every second vertex can have degree k = 3.
To compare a Newman-Watts random graph we used a ring with each vertex connected to its L = 4 nearest neighbours and added edges, so for this graph the degrees k < 4 are not present. As a result one can see that the degree distribution of random triangulations is comparable with the Erdös-Rényi and Newman-Watts random graph for k ≥ 5, whereas the Barabási-Albert model shows a scale free power law behaviour ∝ k −3 .
Mean energy
To quantify the disorder of a triangulation we use an energy function which is, up to boundary terms, the variance of the degree distribution multiplied with the lattice size. In figure 3b ) we compare the specific average energy of random triangulations with the degree variance of the random graphs, which can be calculated from the vertex degree distributions. For the random triangulations a fit to the numerical calculated data yields a convergence of the specific average energy to 4.62 ± 0.05, the Erdös-Rényi and Newman-Watts random graphs show a similar behaviour (see Tab. 1 for the detailed values). For the Barabási-Albert random graph the second moment of the degree distribution diverges. For random topological triangulations the energy per vertex can be calculated analytically to be E/n = ( k − 3) 2 = 9 for k = 6 in topological triangulations [33] , which agrees with our finding that E/M N converges for M N → ∞. The absolute value of the specific energy in lattice triangulations is smaller, because the degree distribution has a peak located nearer at the mean value as discussed in Sec. 3.1.
Clustering coefficient
The clustering coefficient C i = 2K/k i (k i −1) of a vertex i with degree k i is the ratio of the number of connections K between the k i neighbours and number of possible connections. For a non-boundary vertex of a triangulation holds K = k i and C i = 2/(k i − 1), for a boundary vertex K = k i − 1 and C i = 2/k i . The clustering coefficient C of the whole graph is the average of the vertex clustering coefficients. The clustering coefficient for the Erdös-Rényi random graph equals the edge connection probability p (≈ 6/M N to ensure equal edge number), for the Barabási-Albert model it can be calculated using a mean-field approach [14] . In both cases the clustering coefficient vanishes for increasing lattice sizes for our choice of parameters.
The numerical results for the random triangulations and the Newman-Watts graph can be seen in figure 3c ), both are converging to a constant value for increasing lattice sizes. For random triangulations the limit is 0.4859 ± 0.0005, which is higher than for all considered random graphs (see Tab. 1 for the detailed values). Intuitively this means that almost every second possible edge between neighbours of a common vertex is present in the random triangulation.
For topological triangulations the clustering coefficient is C ≈ 0.6 [33] . This is higher than for our lattice triangulations, mainly due to the fact that the degree k = 3 is much more probable for topological than for random triangulations.
Shortest path length
As for the clustering coefficient the shortest path length is analytically known for both the Erdös-Rényi and the Barabási-Albert random graphs [10] and has to be calculated numerically for the Newman-Watts graph. For all random graphs the shortest path length shows small-world behaviour and increases approximately with the logarithm of the vertex number.
These values are compared with the shortest path length of random triangulations in figure 3d ). In contrast to the random graphs, for random triangulations there is a power law behaviour of the shortest path length ∝ (M N ) 0.400±0.001 . Also for random topological triangulations a power law scaling of the average shortest path length can be found [33] .
Canonical triangulations
In this section we consider canonical averages of the degree distribution, the mean energy, the clustering coefficient and the shortest path length of lattice triangulations in terms of the inverse temperature with respect to the energy defined in (1). These calculations extend the results obtained in the previous section which correspond to the special case of vanishing inverse temperature β = 0. The numerical simulations are not restricted to the usually considered case β ≥ 0, but can be extended to the case of negative inverse temperatures β < 0. These negative temperatures can also be interpreted as positive inverse temperatures with a negative coupling constant included in the definition (1) of the energy, which makes the triangulations with the most disorder the ground state of the energy function.
It is difficult to use Metropolis Monte-Carlo simulations [41] to perform canonical averages for triangulations, especially if one wants to explore the regime of negative temperatures/coupling. There exist triangulations that are local minima in the energy landscape [36] , and due to the small Metropolis acceptance probabilities (∝ exp(−β∆E), where ∆E is the energy difference induced by the flip) the algorithm gets stuck in one Erdös-Rényi
of these local minima. Other states outside of the local minimum that contribute to the ensemble average are reached only after many steps or not at all, so the autocorrelation times and therewith the simulation errors become large, or the possibility arises that the system is not even computationally ergodic anymore. This problem was also treated analytically in [37] , where the mixing time (which is related to the autocorrelation time) of Glauber dynamics on lattice triangulations is shown to scale exponentially with the system size for a small enough β < 0. Using a parallel tempering approach [43] , which is basically the parallel calculation of multiple Metropolis simulations at different inverse temperatures with the possibility of interchanging the inverse temperatures, can help to overcome the problem of these local minima in the energy landscape. But parallel tempering is known to fail in situations with a large free energy barrier, e.g. in first order phase transitions.
Flat histogram algorithms as the Wang-Landau algorithm [44, 45] are used to calculate the density of states (DOS) g(E) (which is the normalised number of states with energy E) of systems and can help to overcome both the local minima and the free energy barrier problem. This algorithm samples the single states according to their inverse DOS g(E)
−1 based on an initial estimation of g(E) and simultaneously improves the estimation until it converges to the actual DOS of the system. The two main advantages of this algorithm is that with the knowledge of the DOS the observables can be calculated for all inverse temperatures β based on only one simulation, whereas for the Metropolis algorithm a new simulation for each β has to be used. The second one is that the algorithm does not get stuck anymore in local minima and the problems of large autocorrelation times described before and in [37] do not occur. Flat histogram sampling techniques were already applied to two-dimensional lattice triangulations [36] , but are limited to relatively small system sizes.
In figure 5 one can see a comparison of Metropolis sampling and a sampling based on the DOS calculated with Wang-Landau in terms of the acceptance ratios and the autocorrelation time of the energy observable. For negative temperatures the Metropolis algorithm basically gets stuck in high-energy states, which leads to low acceptance ratios and long autocorrelation times. Using the Wang-Landau algorithm this problem does not occur, because steps are weighted according to their entropy difference, and not their energy difference.
The DOS of two-dimensional lattice triangulations can only be calculated up to . The solid line is the temperature independent value obtained by a multicanonical simulation. Note that for the simulations based on the density of states the acceptance ratio is lower and the autocorrelation time is higher than in the Metropolis case for certain temperatures ranges, but the Wang-Landau algorithm has on the one hand the advantage that only one simulation has to be performed for the whole temperature range, on the other hand it makes negative temperatures accessible at all.
11 × 11 triangulations for all energies, introducing a energy cutoff makes it possible to calculate the density of states up to 25 × 25 triangulations that can be used only for positive inverse temperatures β > 0. For bigger lattice sizes the Wang-Landau algorithm does not converge anymore in a reasonable amount of time, since on the one hand the entropy between neighbouring states differs by orders of magnitude, on the other hand the high energy states are only connected among themselves by pathes involving low energy states, which makes flat histogram sampling difficult (see [36] for a detailed discussion).
Degree distribution
The canonical averaged distribution P (k) of the vertex degrees of 8 × 8 lattice triangulations is plotted for different temperatures in figure 4a ). For the positive inverse temperature β = 0.2 one finds a similar behaviour as for the random triangulations β = 0 with the maximum of the degree distribution shifted towards degrees k = 5 and k = 6, because this degrees are preferred at low temperatures due to the energy function (1). For negative inverse temperatures β = −0.1 there is an additional peak at vertex degree k ≈ 40, because for this inverse temperature the triangulation with maximal energy contributes most to the ensemble average. An interesting behaviour can be found for the inverse temperature β = −0.04 (here the probability distribution of the triangulation energies has two peaks, which is a hint for a phase transition). For this inverse temperature the degree distribution behaves similar to a power law k
for vertex degrees in the range 5 < k < 25, which matches the degree distribution of the Barabási-Albert model qualitatively. One has to admit that due to the small system size the range of vertex degrees found spans less than one magnitude and that there are deviations from a pure power law behaviour even in this range. Nevertheless the qualitative change of the degree distribution compared to random triangulations is remarkable. Additionally we suspect that for bigger system sizes there is a clearer power law behaviour for larger ranges of degrees. Similar results for the canonical averaged triangulation degree distribution can be found in [34] for positive temperatures.
Mean energy, clustering coefficient and shortest path length
To compare the temperature dependence of the mean energy for different lattice sizes, we consider the expectation value of the mean energy = E c (β)/ E rnd in terms of the energy of a random triangulation. The results of the numerical calculations for the relative mean energy, the clustering coefficient and the shortest path length can be found in figure 4b) -d) .
The temperature dependence of all considered observables shows the characteristic behaviour of a first-order phase transition, with quasi-critical inverse temperature β c → 0 for increasing system size, but this is not a real phase transition. For the maximal energy of a quadratic N × N lattice triangulation there is a lower bound that scales with N 4 [36] , so that the maximal specific energy scales at least with N 2 . For β < 0 (which is equivalent to using negative coupling) these maximal energy states are the ground states, which are then not bounded by below for the limit of infinite system size. For negative temperatures only finite systems can be considered and and the thermodynamic limit of infinite system size cannot be obtained, so the behaviour found at β → 0 is then no actual phase transition in sense of statistical physics. For negative inverse temperatures one finds a high clustering coefficient (approximately 0.7 independent of the system size), and small average path length between 2 and 3 independent of the system size. The latter can be understood in terms of the graph theoretical diameter of the highest energy triangulations, which can be shown to be 4 independent of the lattice size. So for a small enough negative inverse temperature one can find a small-world behaviour for the triangulation graphs.
For positive temperatures the average energy per vertex and the clustering coefficient can be approximated analytically. The first possibility is to use the meanfield approach suggested in [33] , where the topological and entropic properties of the triangulations are neglected. This results in
The second possibility is to use the known degeneracy Ω(E = 4) and Ω(E = 0) of the ground state and the first excited state [36] to calculate the expectation values neglecting Both approximations are compared with the numerical results in figure 6 . For both the specific energy and the clustering coefficient the mean field approximation is correct for 0 < β < 1.5, the two-niveau low-temperature approximations is correct for β > 3.
Conclusion
In this paper we proposed a new model for real-world graphs or networks by interpreting unimodular triangulations of two-dimensional integer lattice as graphs. Considering averages of random triangulations we found that they show a higher clustering coefficient than common random graph models, but also a power law growing shortest path length in terms of the system size, where one would expect a logarithmic scaling for small world behaviour. The degree distribution behaves similar as in the Erdös-Rényi and Newman-Watts random graph. Introducing an energy function that measures the order and disorder of a triangulation, canonical averages of graph observables in triangulations can be calculated using the Wang-Landau algorithm. This Monte Carlo method made it possible for the first time to calculate expectation values for the whole temperature range, albeit only for small system sizes. Using the Wang-Landau algorithm it is possible to access equilibrium properties of both high energy triangulations, which are poorly connected with other similar triangulations, and low energy triangulations, where dynamically a glass-like phase was found in the literature before, both phenomena making it difficult to use the Metropolis algorithm. Considering the temperature dependence of the clustering coefficient, the average shortest path length and the degree distribution we found small-world behaviour for negative temperatures β < β c below a negative, quasi-critical temperature and hints for scale-free behaviour for temperatures near the quasi-critical temperature. All considered observables show a cross-over behaviour going from negative temperatures, where the partition function dominated by disordered triangulations, to positive temperatures, where it is dominated by ordered triangulations.
In contrast to the topological the lattice or in general embedded triangulations are useful if one deals with networks and graphs where the actual coordinates of the vertices become important. Despite the introduction of vertex coordinates which induce non-executable flips, our results show qualitatively agreement with the graph properties of topological triangulations of surfaces with suitable genus that were estimated analytically and calculated numerically in the literature.
An extension to the grandcanonical ensemble, where the number of vertices is not fixed any more, is possible by considering also insertion and removal Pachner moves. Additionally one can apply the methods described in this paper also to triangulations of arbitrary point sets in two and more dimensions.
