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vSOMMAIRE
Cette thèse présente quelques propriétés des sous-variétés lagrangiennes
monotones. On résoud d’abord une conjecture de Barraud et Cornea dans le
cadre monotone en montrant que le rayon de Gromov relatif à deux lagran-
giennes dans la même classe d’isotopie hamiltonienne donne une borne in-
férieure à la distance de Hofer entre ces deux mêmes lagrangiennes. Le cas
non-monotone de cette conjecture reste ouvert encore. On définit toutes les
structures nécessaires à l’énoncé et à la preuve de cette conjecture.
Deuxièmement, on définit une nouvelle version d’un morphisme de Seidel
relatif à l’aide des cobordismes lagrangiens de Biran et Cornea. On montre que
cette version est chaîne-homotope aux différentes autres versions apparaissant
dans la littérature. Que toutes ces définitions sont équivalentes fait partie du
folklore mais n’apparaît pas dans la littérature.
On conclut par une conjecture qui identifie un triangle exact obtenu par
chirurgie lagrangienne et un autre dû à Seidel et faisant intervenir le twist de
Dehn symplectique.
Mots-clés : Sous-variétés lagrangiennes, Rayon de Gromov, Distance de
Hofer, Morphisme de Seidel, Cobordisme lagrangien, Rigidité symplectique,
Twist de Dehn, Chirurgie.
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SUMMARY
We present in this thesis a few properties of monotone Lagrangian subma-
nifolds. We first solve a conjecture of Barraud and Cornea in the monotone set-
ting by showing that the relative Gromov radius of two Hamiltonian-isotopic
Lagrangians gives a lower bound on the Hofer distance between them. The ge-
neral non-monotone case remains open to this day. We define all the structures
relevant to state and prove the conjecture.
We then define a new version of a Lagrangian Seidel morphism through
the recently introduced Lagrangian cobordisms of Biran and Cornea. We show
that this new version is chain-homotopic to various other versions appearing
in the litterature. That all these previous versions are the same is folklore but
did not appear in the litterature.
We conclude with a conjecture claiming that an exact triangle obtained by
Lagrangian surgery is isomorphic to an exact triangle of Seidel involving the
symplectic Dehn twist.
Key-words : Lagrangian submanifolds, Gromov width, Hofer distance, Sei-
del morphism, Lagrangian cobordism, Symplectic rigidity, Dehn twist, Sur-
gery.
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INTRODUCTION
Cette thèse a pour but de donner, comme son titre l’indique, quelques pro-
priétés nouvelles des sous-variétés lagrangiennesmonotones. La première pro-
priété illustre un phénomène de rigidité propre aux lagrangiennes. Ces varié-
tés ont une codimension assez grande, ce qui pourrait inciter à croire qu’elles
ne prennent pas beaucoup d’espace symplectique. Étant données deux telles
sous-variétés hamiltoniennes isotopes, il est légitime d’essayer de plonger sym-
plectiquement une boule ouverte touchant à une seule d’entre elles et dont le
rayon est arbitrairement grand. Il se trouve que c’est impossible ; en effet, le
Théorème 2.1.1, page 17, montre que le rayon de cette boule est borné supé-
rieurement par la distance de Hofer entre les deux lagrangiennes. Ce théorème
peut aussi être utilisé pour prouver que cette distance est bien non-dégénérée,
un résultat difficile démontré par Chekanov. En ce sens, les lagrangiennes d’une
même classe d’isotopie hamiltonienne sont rigides ; bien qu’elles soient topo-
logiquement petites, elles remplissent symplectiquement un espace non négli-
geable. Le rayon figurant dans le théorème est appelé rayon de Gromov relatif
et sera défini clairement au Chapitre 1.
Il peut être assez difficile de montrer que deux lagrangiennes sont dans
la même classe d’isotopie, et la deuxième partie de la thèse, qui commence
au Chapitre 3, permet de définir une autre notion d’équivalence entre lagran-
giennes. Les cobordismes lagrangiens ont été introduits par Arnol’d [Arn80] et
plus récemment repris par Biran et Cornea [BC11], qui ont défini la catégorie
des cobordismes lagrangiens et montré que cette définition est plus flexible que
celle d’isotopie en donnant des exemples de lagrangiennes monotones cobor-
dantes mais non isotopes, pas même topologiquement isotopes. Cette notion
4reflète quand même la rigidité des lagrangiennes, e.g. deux lagrangiennes co-
bordantes ont la même cohomologie quantique, en fort contraste avec la notion
usuelle de cobordisme.
On peut aussi retrouver l’information donnée par une isotopie hamilto-
nienne grâce aux cobordismes ; c’est le contenu du deuxième résultat original
de la thèse, le Théorème 3.0.1, fruit d’une collaboration en cours avec Octav
Cornea. On définit un isomorphisme de comparaison en homologie de Floer la-
grangienne par un cobordisme appelé la suspension lagrangienne et onmontre
que celui-ci est chaîne-homotope au morphisme de Seidel relatif, qui a été étu-
dié par exemple dans [HL10], [HLL11] et [AS01]. On donne aussi d’autres défi-
nitions déjà connues du morphisme de Seidel et on montre qu’elles sont toutes
chaîne-homotopes.
Étant données ces deux notions d’équivalence de lagrangiennes, il serait in-
téressant de voir comment se comporte le rayon de Gromov relatif à l’intérieur
d’une même classe de cobordismes. Bien qu’on ne traite pas cette question
dans la thèse, elle relie ses deux parties distinctes et fera l’objet de recherches
futures.
On procède maintenant à une description des différents chapitres de la
thèse. L’introduction de chacun de ces chapitres servira aussi à décrire plus
en détails leur contenu.
Au Chapitre 1, on définit d’abord les notions de base de la topologie sym-
plectique utiles dans cette thèse et on donne une définition exacte du rayon
de Gromov relatif. Ceci mène naturellement vers le Chapitre 2, où on énonce
et démontre le Théorème 2.1.1. Afin d’arriver à la preuve, il faut d’abord défi-
nir plusieurs structures algébriques et vérifier certaines de leurs propriétés. Ce
chapitre est une traduction presque littérale de l’article [Cha11].
Ensuite, on donne les définitions relatives aux cobordismes lagrangiens au
début du Chapitre 3, ainsi que quelques exemples. La Section 3.4 contient les
nouveaux résultats sur le morphisme de Seidel relatif ainsi que plusieurs défi-
nitions de ce dernier.
5Au Chapitre 4, on détaille un exemple de cobordisme lagrangien donné par
la trace d’une chirurgie lagrangienne, en suivant la présentation de [BC11].
Ensuite, on discute brièvement des fibrations de Lefschetz symplectiques, qui
permettent de définir un autre type de morphisme de comparaison, appelé le
twist de Dehn, grâce à un résultat de Seidel.
Finalement, la Conjecture 4.2.1, qui fait partie d’une collaboration en cours
avec Paul Biran et Octav Cornea, relie le résultat de Seidel au triangle exact
associé à la chirurgie lagrangienne de la Section 4.1.2 dans un cas simple, et
permet de généraliser le résultat de Seidel aux lagrangiennes monotones.
Chapitre 1
RAYONDE GROMOV RELATIF
Dans ce chapitre, on introduit les notions de base de la topologie sym-
plectique en se contentant de donner les définitions utiles dans les prochains
chapitres ; le lecteur pourra consulter [MS95] pour une introduction beaucoup
plus vaste.
On commence par définir les structures symplectiques et complexes sur des
espaces vectoriels, pour ensuite munir le fibré tangent d’une variété de telles
structures. La question de l’existence des ces structures est brièvement discutée
via le h-principe symplectique de Gromov.
On énonce ensuite le fameux théorème de non plongement de Gromov, qui
illustre un phénomène purement symplectique, et on en extrait la définition
du rayon de Gromov.
Enfin, on définit les sous-variétés lagrangiennes (monotones), qui consti-
tuent l’objet principal de cette thèse. On adapte aussi le rayon de Gromov à ce
contexte et on donne quelques résultats connus reliant ce rayon à la distance
de Hofer entre deux lagrangiennes. Le Chapitre 2 sera consacré à l’étude de ce
rayon.
1.1. TOPOLOGIE SYMPLECTIQUE
1.1.1. Formes symplectiques et structures complexes linéaires
Une structure symplectique sur R2n est une forme bilinéaire anti - symé-
trique ω ∈ Λ2(R2n) non-dégénérée. La structure symplectique standard sur
8cet espace est
ω0 =
∑
i
dxi∧ dyi,
où on a identifié R2n avec Cn.
Le groupe d’automorphismes linéaires préservant ω0 est le groupe sym-
plectique, dénoté Sp(2n). L’ensemble des structures symplectiques de R2n est
S ∼= GL(2n,R)/Sp(2n),
puisque les matrices inversibles agissent de façon transitive sur les structures
symplectiques et que le stabilisateur deω0 est Sp(2n).
De la même manière, l’espace des structures complexes sur R2n, soit l’en-
semble des endomorphismes J : T∗R2n → T∗R2n tels que J2 = −I, est donné
par
J ∼= GL(2n,R)/GL(n,C),
car GL(n,C) est le stabilisateur de J0, la structure complexe standard sur Cn.
Finalement, on dénote H ⊂ J × S, l’ensemble des structures hermitiennes
sur R2n, c’est à dire les couples (J,ω), où J et ω sont compatibles, ce qui signi-
fie :
•ω(v,w) = ω(Jv, Jw) ;
•ω(v, Jv) > 0, ∀v 6= 0.
Soient pJ : H → J et pS : H → S les projections. Étant donnée ω ∈ S
(resp. J ∈ J ), Jω := p−1S (β) (resp. p
−1
J (J)) est l’ensemble des structures com-
plexes (resp. symplectiques) compatibles avec ω (resp. J). Le résultat suivant
est classique et remonte à Gromov :
Proposition 1.1.1. Les deux projections sont des fibrations dont les fibres sont contrac-
tiles et non vides. De plus, ce sont des équivalences d’homotopie, ce qui implique qu’il
y a une équivalence d’homotopie canonique J ∼ S.
1.1.2. Structures symplectiques et presque complexes
Soit π : E → M un fibré vectoriel réel sur une variété M. On dit que E
est un fibré symplectique, complexe ou hermitien si chaque fibre est munie de
la structure appropriée et si cette structure varie de façon lisse en fonction du
9point de base. En utilisant une partition de l’unité et la Proposition 1.1.1, on
obtient une équivalence d’homotopie
S(E) ∼ J (E) ∼ H(E)
entre l’ensemble des structures symplectiques, complexes et hermitiennes sur
E.
Une variété M est une variété presque complexe (resp. presque symplec-
tique) si son fibré tangent admet une structure complexe (resp. symplectique).
Comme on vient de le voir, ces structures sont en bijection, du moins à homo-
topie près. M est une variété complexe si la structure presque complexe est
intégrable et est symplectique si la structure presque symplectique ω est aussi
fermée, i.e. dω = 0.
Comme on considèrera des variétés symplectiques pas nécessairement com-
pactes, on doit supposer qu’elles ont un bon comportement «à l’infini», afin
d’assurer la compacité des espaces de courbes holomorphes utilisés dans toute
la thèse. On adoptera la définition de Gromov de variétés symplectiques con-
vexes à l’infini, c’est à dire qu’on peut couvrir M par une suite d’ensembles
emboîtés et relativement compacts V1 ⊂ V2 ⊂ ... telles que chaque application
holomorphe f : D2 → M, où f(∂D2) ⊂ Vk et D2 est le disque unité complexe
fermé, vérifie f(D2) ⊂ Vk+1.
On note que la condition de non-dégénérescence de ω signifie que l’appli-
cation
Iω : T∗M→ T ∗M
X 7→ ιXω := ω(X, ·)
est un isomorphisme de fibrés. Un peu d’algèbre linéaire montre que la dimen-
sion d’une telle variété est nécessairement paire, dénotée par la suite 2n. Ceci
est équivalent àωn 6= 0 et définit une forme volume.
L’exemple type est celui de R2n ∼= Cnmuni de la formeω0. Le théorème de
Darboux affirme que cet exemple est le modèle local de toute variété symplec-
tique, donc qu’autour de chaque point de M, on peut trouver un voisinage U
difféomorphe à un ouvert de R2n qui est tel queω|U := ω0.
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On utilisera les structures presque complexes de manière fondamentale
dans cette thèse, afin de définir des invariants associés à une variété sym-
plectique, en «comptant» certaines courbes vérifiant les équations de Cauchy-
Riemann associées à J, dites courbes J-holomorphes. Ces méthodes remontent
à Gromov [Gro85] et sont encore utilisées aujourd’hui.
Un difféomorphisme φ : (M,ω1) → (V,ω2) est appelé un symplectomor-
phisme si φ∗ω2 = ω1. On remarque qu’une telle application préserve le vo-
lume, puisque Vol M = ωn1 = φ
∗(ωn2) = φ
∗(Vol V). On verra à la prochaine
section que certaines applications préservent le volume sans préserver la forme
(en dimension supérieure à 2) et mèneront naturellement vers la définition
d’une capacité symplectique, le rayon de Gromov.
Soit H(M) := {H : M× [0, 1]→ R | supp H est compact} muni de la norme
||H|| =
∫1
0
maxHt − minHtdt.
Le gradient symplectique de H ∈ H est l’unique famille à un paramètre de
champs de vecteurs définie par
ıXt
H
ω = −dHt.
Ces champs de vecteurs engendrent un flot hamiltonien Ψt par l’équation dif-
férentielle
d
dt
Ψt = X
t
H ◦ Ψt, Ψ0 = Id.
L’ensemble des flots hamiltoniens évalués au temps t = 1 est appelé le groupe
des difféomorphismes hamiltoniens et est dénoté Ham(M,ω). L’énergie d’un
difféomorphisme hamiltonien φ ∈ Ham(M) est le nombre
E(φ) = inf
H|ΨH1 =φ
{||H||}.
1.1.3. H-principe symplectique
Avant de discuter du rayon de Gromov, on se permet une brève digression
sur l’existence de structures symplectiques sur des variétés ouvertes (i.e. soit
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non compacte ou ayant une frontière) et le h-principe symplectique de Gro-
mov. Bien que l’objet de cette thèse ne soit pas l’existence de structures sym-
plectiques, mais plutôt la définition d’invariants associés à une variété sym-
plectique, la question de l’existence la précède et a été étudié auparavant. Le
résultat est assez surprenant et reflète une certaine souplesse de la topologie
symplectique.
On établit d’abord quelques notations :
J :=J (TM) = {structures presque complexes surM}
S :=S(TM) = {structures presque symplectiques surM}
S :={structures symplectiques surM}
S
a :={structures symplectiques surM représentant a ∈ H2(M; R)}.
On a maintenant le résultat suivant :
Théorème 1.1.1 (Le h-principe symplectique, Gromov. Voir e.g. [EM02].). Étant
donnée une variété symplectique ouverte M, l’inclusion Sa →֒ S est une équivalence
d’homotopie. En particulier :
- Toute structure presque symplectiqueβ ∈ S est homotope dans S à une structure
symplectiqueω ∈ Sa ;
- Siω0, ω1 ∈ Sa sont homotopes dans S, alors elles le sont aussi dans Sa.
D’après la Proposition 1.1.1, ce théorème implique qu’une variété presque
complexe (M, J) admet une structure symplectique ω représentant une classe
de cohomologie a ∈ H2(M) prédéterminée telle que J ∈ [p−1S (ω)], soit la classe
d’homotopie des structures presque complexes compatibles avec ω. Il suffit
pour s’en convaincre de contempler le diagramme commutatif suivant :
H
pJ
((PP
PP
PP
PP
PP
PP
PP
pS

([0, 1], {0}, {1}) //
66m
m
m
m
m
m
m
m
(S, {β}, {ω}) //___ (J , {J}, {Jω})
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1.2. THÉORÈME DE NON PLONGEMENT ET RAYON DE GROMOV
On considère le cylindre symplectique de rayon R, soit Z2n = B2(R) ×
R2n−2 ⊂ R2n, n > 1 , où Bk(R) est la boule de rayon R dans Rk. On demande
que ce plongement respecte le scindement R2n ∼= Cn, i.e. la boule de rayon
R est incluse dans le premier facteur C. Le théorème suivant est classique et
central en topologie symplectique :
Théorème 1.2.1 (Théorème de non plongement, Gromov [Gro85]). S’il y a un
plongement symplectique B2n(r)→ Z2n(R), alors r ≤ R.
Ce phénomène est purement symplectique. En effet, il existe des plonge-
ments différentiables préservant le volume peu importe la valeur de r, e.g.
(x1, y1, ..., xn, y,n ) 7→ (Rrx1, Rr , x2, y2, ..., xn−1, yn−1, rRxn, rRyn).
Ceci mène naturellement à la définition du rayon de Gromov d’une variété
symplectique (M,ω). Il s’agit du nombre
wG(M) = sup{πr2 |B2n(r) peut être plongée symplectiquement dansM }.
Ce nombre vérifie les axiomes d’une capacité symplectique (voir par ex-
emple [MS95]) et permet de caractériser, à un signe près, les symplectomor-
phismes. Il se généralise facilement au cas lagrangien, comme on peut le voir
à l’énoncé du Théorème 2.1.1.
On peut bien évidemment généraliser cette quantité et considérer des plon-
gements de plusieurs boules disjointes de même rayon, ou encore de rayons
différents ; ceci mène à l’étude du paquetage symplectique (voir e.g. [Gro85],
[Bir97] de même que [BC09b] dans le cas relatif).
1.3. SOUS-VARIÉTÉS LAGRANGIENNES
Une sous-variété L d’une variété symplectique (M,ω) est dite lagrangienne
si dimL =
1
2
dimM = n et ω|T∗L = 0. L’exemple typique est Rn ⊂ (Cn, ω0) et
le théorème de Darboux s’applique ici encore ; on peut toujours trouver une
carte symplectique autour d’un point de L qui l’envoie sur la partie réelle de
R2n. D’ailleurs, ce même théorème donne plusieurs exemples de lagrangiennes
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dans M : il suffit de prendre une lagrangienne dans un ouvert de R2n et l’en-
voyer dans M. Il est donc important de d’abord parler de ces lagrangiennes
locales. À l’exception du Chapitre 3, toutes les lagrangiennes considérées se-
ront fermées, i.e. compactes, connexes et sans bord.
Même si la codimension des lagrangiennes est très grande, elles sont en fait
plutôt rigides, comme on peut le voir dans le prochain
Théorème 1.3.1 (Gromov [Gro85]). Soit L une sous-variété lagrangienne fermée de
(R2n, ω0). Alors β1(L) := rang H1(L; Z) ≥ 1.
La preuve de ce théorème est très indirecte et consiste à montrer l’existence
d’un disque holomorphe u non constant à bord sur L. Ensuite, un calcul simple
donne
0 <
∫
D2
u∗ω0 =
∫
D2
u∗dλ =
∫
S1
u∗λ,
où λ est une primitive de ω0, d’où on conclut que la boucle représentée par
le bord du disque engendre un sous-groupe isomorphe à Z en homologie. Ce
résultat a ensuite été utilisé par Gromov afin de définir des structures sym-
plectique dites exotiques sur R2n. On remarque que l’hypothèse de fermeture
ne peut être enlevée, telle qu’on le voit en considérant la lagrangienne Rn.
On mentionne que ce théorème s’obtient comme corollaire du Théorème 2.1.2,
page 17, dans le cas monotone seulement.
Ce résultat contraste fortement avec les immersions lagrangiennes dans
R2n et même dans une variété symplectique quelconque. On ne mentionne en
ce sens que le résultat suivant, dû, on ne s’en étonnera pas, à Gromov :
Théorème 1.3.2. Une variété L admet une immersion lagrangienne dans (Cn, ω0) si
et seulement si T∗L⊗R C est un fibré complexe trivial.
À titre d’exemples, on peut prendre n’importe quel groupe de Lie, puisque
ceux-ci sont parallélisables. Aussi, l’Exemple 2 de la page 66 donne une im-
mersion lagrangienne de la sphère Sn dans Cn, pour n’importe quelle valeur
de n.
14
Deux homomorphismes associés à une lagrangienne L seront importants
dans toute cette thèse, notamment l’aire symplectique de disques à bord sur L :
ω :π2(M,L)→ R
u 7→ ∫
D2
u∗ω
et l’indice de Maslov :
µ : π2(M,L)→ Z.
L’indice de Maslov envoie un disque sur la classe d’homotopie d’une boucle
dansΛ(R2n), soit l’ensemble de tous les sous-espaces vectoriels lagrangiens de
(R2n, ω0), en suivant le plan tangent à L le long de la frontière du disque ; on
utilise ici le fait que u∗(TM,ω) ∼= (D2 × R2n, ω0). Le lecteur pourra consulter
[MS95] pour une définition plus précise. L’image de ce morphisme est alors
NLZ, où NL ≥ 0 est appelée la classe de Maslov minimale de L.
Dans cette thèse, toutes les lagrangiennes sont monotones, ce qui signifie
que NL ≥ 2 et qu’il y a une constante τ > 0, appelée constante de monotonie,
telle que
ω(A) = τµ(A) ∀A ∈ π2(M,L).
1.4. DISTANCE DE HOFER ET RAYON DE GROMOV RELATIF
Étant donnée une lagrangienne L, soit L(L) := {φ(L) | φ ∈ Ham} l’en-
semble de toutes les lagrangiennes hamiltoniennes isotopes à cette dernière.
Cet ensemble est muni de la pseudo-distance de Hofer
∇ : L × L→ R
∇(L, L ′) = inf
φ∈Ham(M)|φ(L)=L′
{E(φ)}.
On dit que φ ∈ Ham(M) est non-dégénéré (par rapport à L) si φ(L) ∩ L
s’intersectent transversalement ; cette définition est nécessaire en homologie
de Floer lagrangienne (voir la Section 2.2.3).
La pseudo-distance de Hofer est en fait une vraie distance. Ce résultat,
bien que simple à énoncer, s’avère difficile à démontrer. L’argument essentiel
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montre que la distance est strictement positive dès que L ′ 6= L. Il a été montré
en toute généralité (sans hypothèse de monotonie) par Chekanov [Che98].
La preuve de Chekanov repose sur des méthodes de courbes holomorphes
et est très indirecte, comme la preuve du théorème de non plongement. Elle
consiste à d’abord démontrer les inégalités de Morse dans le cadre lagrangien.
Plus exactement, si l’énergie d’un difféomorphisme hamiltonien est plus petite
que l’aire symplectique de toutes les sphères ou disques J-holomorphes à bord
sur L, alors #{L ∩ φ(L)} ≥
∑
βi(L), en supposant que l’intersection est trans-
verse. On en déduit que l’énergie de déplacement d’une lagrangienne, c’est à
dire l’énergie minimale des hamiltoniens φ tels que φ(L) ∩ L = ∅, est stricte-
ment positive, car L est compacte.
Maintenant, soient L 6= L ′ ∈ L(L) deux lagrangiennes et φ ∈ Ham(M)
vérifiant φ(L) = L ′. Comme L 6= L ′, φ doit déplacer une petite boule dans M
(indépendante de φ) contenant un point de L\L ′. Cette boule contient un tore
lagrangien qui sera déplacé par φ, d’où on tire que l’énergie de φ est bornée
inférieurement par l’aire des sphères ou disques J-holomorphe minimaux, qui
est strictement positive. Le résultat suit.
Barraud et Cornea [BC07a] ont défini le rayon de Gromov de L relatif à L ′
par
wG(M\L
′, L) := sup


π
2
r2
∣∣∣∣∣
Il existe un plongement symplectique
e : B2n(r)→M\L ′,
e−1(L) = B2n(r) ∩Rn


.
Le Théorème 2.1.1 du Chapitre 2 relie le rayon relatif à la distance de Ho-
fer (dans le cadre monotone) et généralise des résultats de Barraud et Cornea.
Dans ce chapitre, on discutera en détails de résultats utilisant cette capacité
symplectique relative.
Finalement, le rayon relatif a été généralisé par Biran et Cornea dans le
contexte du paquetage symplectique [BC09b].
Chapitre 2
UN RAFINEMENTGÉOMÉTRIQUED’UN
THÉORÈME DE CHEKANOV
2.1. INTRODUCTION
Étant données L et L ′ deux lagrangiennesmonotones et hamiltoniennes iso-
topes (pas nécessairement transverses) d’une variété symplectique (M2n, ω)
convexe à l’infini, on considère une boule de rayon r plongée symplectique-
ment dans M\L ′ et dont la partie réelle repose sur L. Le résultat principal de
ce chapitre relie ce rayon à la distance de Hofer ∇(L, L ′) entre les deux lagran-
giennes :
Théorème 2.1.1. Soit r tel que défini ci-haut, alors π
2
r2 ≤ ∇(L, L ′).
On utilisera dans la preuve le résultat suivant.
Théorème 2.1.2. Soient L et L ′ deux lagrangiennes monotones et hamiltoniennes
de (M,ω). Alors pour chaque structure presque complexe J ∈ Jω et pour chaque
x ∈ L\L ′, il existe une fonction J-holomorphe u qui est soit une bande dont la frontière
repose sur L et L ′, soit un disque à bord sur L, soit une sphère, et qui est telle que
x ∈ Im(u) et
∫
u∗ω ≤ ∇(L, L ′). De plus, si L et L ′ sont transverses, alors pour
chaque J générique, on a µ(u) ≤ n.
Ce théorème résout partiellement une conjecture de Barraud et Cornea,
énoncée sans l’hypothèse de monotonie [BC06]. Il montre aussi que la distance
de Hofer est non-dégénérée, résultat d’abord montré par Chekanov [Che00]
sans la monotonie. En regardant attentivement la preuve du Théorème 2.3.1,
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on peut éliminer la présence de sphères holomorphes pour un ensemble de
deuxième catégorie dans L\L ′.
En appliquant le Théorème 2.1.2 à une lagrangienne déplaçable par une
isotopie hamiltonienne, on retrouve un résultat connu disant que par chaque
point générique de L passe un disque pseudo-holomorphe d’aire symplectique
moindre que l’énergie de déplacement. Ceci implique un autre résultat de Che-
kanov [Che98], soit que l’énergie nécessaire pour déplacer une lagrangienne
de façon hamiltonienne est plus grande que l’aire du plus petit disque ou de la
plus petite sphère holomorphes.
Dans le même ordre d’idées, on peut aussi en déduire que lorsque la dis-
tance deHofer entre deux lagrangiennes est plus petite que le seuil de bouillon-
nement (i.e. l’aire minimale d’une sphère ou d’un disque holomorphes), alors
on peut trouver une bande holomorphe passant par un point quelconque de
L dont l’indice de Maslov est borné supérieurement par n et dont l’aire sym-
plectique est plus petite que ∇(L, L ′), reprouvant ainsi un résultat de Barraud
et Cornea ([BC07a] et [BC06]).
Ces applications directes du Théorème 2.1.2 correspondent aux cas extrê-
mes où il n’y a soit aucune bande, soit aucun disque holomorphes. La nou-
veauté de ce résultat réside dans le cas intermédiaire, où il n’est pas clair à
priori si une surface holomorphe existe. Le théorème dit alors qu’il en existe
bien une et que son aire est assez petite.
Afin de montrer ce théorème, on ne peut pas seulement considérer l’ho-
mologie de Floer lagrangienne ou encore l’homologie quantique lagrangienne,
puisqu’elles peuvent être nulles. Cependant, on détecte la présence de bandes
ou de disques en travaillant directement au niveau des complexes de chaînes.
Les principaux outils utilisés sont une action du complexe de perles sur le com-
plexe de Floer (voir §2.2.5) combinée à une homotopie de chaînes entre l’iden-
tité et la composition PSS−1 ◦ PSS (voir §2.2.4).
On définit toutes les structures nécessaires aux preuves des théorèmes à la
prochaine section et on procède ensuite aux preuves elles-mêmes. Enfin, on
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donne aussi certaines estimations d’énergie nécessaires aux théorèmes, mais
déjà classiques.
2.2. STRUCTURES ALGÉBRIQUES
2.2.1. Conventions et définitions
On réfère le lecteur au Chapitre 1 pour les définitions de base.
2.2.1.1. Disques pseudo-holomorphes simples et absolument distincts
Afin de définir diverses structures algébriques, on considèrera des espaces
de disques pseudo-holomorphes à bord sur une lagrangienne satisfaisant cer-
taines relations d’incidence, e.g. la frontière intersecte une variété instable d’un
flot gradient transversalement, etc. La procédure ira généralement comme suit.
D’abord, on définit un espace impliquant des disques, des bandes de Floer et
d’autres objets et on calcule la dimension virtuelle de cet espace.
Ensuite, on montre que lorsque la dimension virtuelle est au plus 1, alors
cet espace est une variété différentiable dont la dimension coïncide avec la
dimension virtuelle. L’argument clé pour montrer la structure de variétés re-
viendra souvent à montrer que les disques utilisés pour définir cet espace sont
simples et absolument distincts, ce qui est fait par une récurrence sur la classe
deMaslov totale et repose sur un résultat technique de Lazarrini (voir [BC07b]
et [Laz00]).
Puisque ces détails techniques ont été étudiés minutieusement par Biran et
Cornea, on n’insistera pas sur ces conditions de simplicité, cependant le lec-
teur devrait les garder à l’esprit en considérant les innombrables espaces de
modules utilisés dans cette thèse.
2.2.1.2. Théorie de Morse
Étant données une fonctionMorse-Smale f et ρ unemétrique riemannienne,
on dénote par Crit(f) l’ensemble des points critiques de f, φt son flot gradient
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négatif et Wu(x) (resp. Ws(x)) la variété instable (resp. stable) d’un point cri-
tique x. L’indice de Morse d’un point critique x est défini par |x| = dimWu(x)
et il induit une graduation sur Crit(f).
2.2.2. Homologie quantique lagrangienne
2.2.2.1. Complexe de perles
On rappelle brièvement la construction du complexe de perles, d’abord
suggéré par Oh [Oh96] d’après une idée de Fukaya et développé ensuite par
Biran et Cornea, dont l’homologie est appelée homologie lagrangienne quan-
tique et est dénotée QH(L). Le lecteur est invité à lire les articles [BC09b],
[BC09a] ainsi que le plus technique [BC07b] pour une exposition plus détaillée
et de nombreuses applications de ces structures à la topologie des sous-variété
lagrangiennes.
Soit Λ = Z2[t, t−1] l’anneau des polynômes de Laurent muni de la gradua-
tion deg t = −NL.
Soit f : L → R une fonction Morse-Smale et J ∈ Jω, ainsi que ρ la métrique
riemannienne associée à J. Le complexe de perles associé à f est l’anneau gradué
C∗(f, ρ, J) = (Z2 < Crit(f) > ⊗Λ)∗
où le degré d’un point critique est son indice de Morse.
La différentielle d est définie en comptant (modulo 2) les lignes du flot de
Morse (i.e. le gradient négatif) ainsi que les trajectoires perlées, où on suit des
lignes de flot deMorse connectant ensemble des disques J-holomorphes à bord
sur L, dont les points de départ et d’arrivée sont des points critiques (voir la fi-
gure 2.1). Cette différentielle se scinde en une somme d =
∑
kdk, où dk compte
le nombre (modulo 2) de trajectoires perlées dont la classe deMaslov totale des
disques y figurant est kNL, k ≥ 0.
u1 uk
x y
FIG. 2.1: Une perle !
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Afin de pouvoir compter le nombre de trajectoires perlées, il faut d’abord
montrer qu’elles forment une variété différentiable de dimension 0 (en restrei-
gnant les indices de façon appropriée). Ce résultat est démontré dans [BC07b]
et fait grand usage de la monotonie. Il y est ensuite montré que d2 = 0 en
utilisant un argument de recollement (de l’anglais «gluing») pour les produits
d’espaces de perles en dimension zéro. Finalement, en adaptant des arguments
standards en théorie de Morse, ils montrent que l’homologie de ce complexe
est indépendante des choix de J et de f génériques.
Sans l’hypothèse de monotonie, il serait alors nécessaire d’élargir le com-
plexe de perles et de considérer plutôt le complexe des amas (voir [CL05]), ou
encore les structures A∞ de [FOOO09].
2.2.2.2. Produit quantique lagrangien
Dans cette section, on rappelle comment donner à l’homologie quantique
la structure d’un anneau unitaire, qui correspond au produit d’intersection
en théorie de Morse lorsqu’il n’y a pas de disque pseudo-holomorphe. Des
exemples montrent que cet anneau n’est pas commutatif, pas même au sens
gradué (voir e.g. [BC09b]).
On fixe f, g deux fonctionsMorse-Smale. Soient x ∈ Crit(f) et y, z∈ Crit(g).
On considère l’espace des tripodes de classe de Maslov totale kNL, dénoté
Px,yz (k), tel qu’indiqué à la figure 2.2. La perle du coin supérieur gauche quitte
y et relie des disques pseudo-holomorphes par des lignes du flot −∇g jusqu’à
ce qu’elle atteigne un disque pseudo-holomorphe v, qui peut être constant.
La perle du coin inférieur gauche suit des lignes du flot −∇f jusqu’à at-
teindre le même disque v. Quant à la perle de droite, elle quitte le disque v
et atteint éventuellement le point z. Lorsqu’aucun disque n’est présent, on re-
trouve le produit d’intersection classique.
Le produit qu’on voit à la figure 2.2 est dénoté x ◦ y = z⊗ tk, où kNL est la
somme des classes de Maslov des disques.
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u2
u1
u3v
y
x
z
FIG. 2.2: Un tripode
Les considérations techniques mentionnées dans la définition du complexe
de perles permettent de compter (modulo 2) le nombre de tripodes de dimen-
sion 0. Ces derniers sont ensuite utilisés pour définir le produit quantique
◦ : (C(f)⊗Λ C(g))∗ → C(g)∗−n.
En regardant une compactification appropriée des espaces unidimension-
nels de tripodes et en utilisant un argument de recollement (voir [BC07b]),
on montre que cette opération induit un produit en homologie, aussi appelé
produit quantique. Des arguments standards montrent que le produit est in-
dépendant des choix génériques impliqués dans sa construction.
On vérifie directement, en arguant sur la dimension, queMf est l’unité de
ce produit, au niveau même des chaînes, où f est une fonction Morse-Smale
possédant un unique maximumMf. Autrement dit,Mf ◦ y = y ∀y ∈ Crit(g).
Cependant,Mg ne serait une unité qu’en homologie seulement.
2.2.3. Homologie de Floer lagrangienne
On rappelle maintenant la construction d’une version de l’homologie de
Floer lagrangienne (voir aussi [Oh93]).
Soit H ∈ H un hamiltonien non-dégénéré ainsi que son flot hamiltonien Ψt.
On s’intéresse à l’ensemble des orbites contractiles du flot hamiltonien débu-
tant et terminant sur L. Soit d’abord l’ensemble des chemins relatifs contractiles
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P0(L) = {γ ∈ C
∞([0, 1],M) | γ(0) ∈ L, γ(1) ∈ L, [γ] = 1 ∈ π1(M,L)} et le sous-
ensemble des orbites hamiltoniennes contractiles OH = {γ ∈ P0(L) | γ ′(t) =
XtH(γ(t))}. Comme H est non-dégénéré, il n’y a qu’une quantité finie de telles
orbites, qui correspondent à un sous-ensemble des points d’intersection de
L ∩ Ψ1(L)
On définitD2− = {z ∈ C | |z| ≤ 1, Re(z) ≤ 0} la partie gauche du disque unité
complexe. On sépare sa frontière en deux chemins paramétrés par [0, 1], soient
γ1 = D
2
−∩S
1 et γ2 = D2−∩ iR, orientés de telle sorte que γ1#γ2 parcourt le bord
du disque dans le sens anti-horaire.
Soient maintenant γ ∈ OH et un disque u : (D2−, γ1, γ2) → (M,L, γ) vé-
rifiant u(γ2(t)) = γ(t), c’est donc un demi-disque qui «bouche» l’orbite γ
(puisque γ ∈ P0(L), un tel demi-disque existe). À l’aide d’une trivialisation du
fibré symplectique u∗TM, on obtient un chemin de sous-espaces linéaires la-
grangiens de R2n, en suivant le chemin de lagrangiennes Tγ1(t)L#(Ψt)∗(Tγ1(1)L).
Il est possible d’associer un indice de Maslov à un tel chemin (voir [RS93]),
en fixant d’abord Tγ2(0)L comme lagrangienne de référence. Avec ce choix, l’in-
dice de Maslov d’un couple (u, γ) vérifie µ(u, γ)+n/2 ∈ Z ([RS93], Théorème
2.4). C’est un demi-entier tel que µ(u, γ) + µ(−v, γ) = µ(u#(−v)) ∈ NLZ ; Il
généralise ainsi l’indice de Maslov d’une boucle de lagrangiennes.
On définit une relation d’équivalence sur ces couples par (u, γ1) ∼ (v, γ2)
⇐⇒ γ1 = γ2 et µ((u, γ1)) = µ((v, γ2)). L’espace quotient est dénoté par O˜H.
On remarque que O˜H est en bijection avecOH×Λ, car il est muni d’une action
transitive de π2(M,L) (donnée par la somme connexe) dont le stabilisateur est
kerµ, et π2(M,L)/ kerµ ∼= Λ. Pour chaque γ ∈ OH, on fixe alors un représen-
tant de la classe d’équivalence γ˜ := [uγ, γ] ∈ O˜H.
Le complexe de Floer est alors donné par
CF(L,H, J) = Z2 < γ˜ | γ ∈ OH > ⊗Λ,
et la graduation est |γ˜| := n/2 − µ(γ˜). Avec ce choix, les morphismes PSS et
PSS−1 de la Section 2.2.4 préservent le degré (ce choix n’est certainement pas
nécessaire, mais rend les notations plus faciles à suivre).
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La différentielle est donnée en comptant (modulo 2, comme toujours) les
bandes u : R × [0, 1] → M telles que u(t, i) ∈ L, i = 0, 1 et satisfaisant à
l’équation de Floer
∂su+ J(u)∂tu+∇Ht(u) = 0 (2.2.1)
ainsi qu’aux conditions asymptotiques
lim
s→±∞ u(s, t) = γ
±(t) ∈ OH. (2.2.2)
On pose
M(γ˜−, γ˜+, k) =

u : R× [0, 1]→M
∣∣∣∣∣
u vérifie (2.2.1) et (2.2.2)
µ(uγ−#u#− uγ+) = kNL

 .
Étant donnés des choix génériques d’hamiltonienH et de structure presque
complexe J ∈ Jω, M(γ˜−, γ˜+, k) est une variété différentielle de dimension
|γ˜−| − |γ˜+| + kNL. On remarque aussi l’action par translation de R sur chaque
bande, donnée par u(s, t) 7→ u(s0 + s, t), s0 ∈ R. L’espace quotient est dénoté
par M˜(γ˜−, γ˜+, k).
La différentielle de Floer est définie par
∂ : CF∗(L,H, J)→ CF∗−1(L,H, J)
γ˜− 7→ ∑
γ˜+,k
|γ˜− |+kNL−|γ˜
+ |−1=0
#2M˜(γ˜−, γ˜+, k)γ˜+⊗ tk
qu’on étend ensuite par linéarité. C’est bien une différentielle et l’homologie
de Floer lagrangienne résultante est indépendante des choix deH et J réguliers
(voir par exemple [Oh93]).
2.2.4. Morphismes PSS et PSS−1 lagrangiens
Ayant défini deux homologies associées à une sous-variété lagrangienne, il
est maintenant naturel de vouloir les comparer. Il n’est pas surprenant que ces
homologies soient isomorphes et on rappelle comment le montrer, en utilisant
les morphismes PSS et PSS−1.
Ces morphismes ont d’abord été introduits en homologie de Floer hamilto-
nienne par Piunikhin, Salamon et Schwarz [PSS96] et ont ensuite été étudié de
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manière indépendante par Albers ([Alb08], [Alb10]) dans le cadre lagrangien
monotone ainsi que par Katic´ et Milinkovic´ ([KM05]) dans le cas de la section
nulle du fibré cotangent. Barraud et Cornea ont obtenu certains résultats dans
[BC06] en les considérant sous le seuil de bouillonnement du cadre lagrangien
non-monotone. Ils ont été défini en toute généralité dans [CL05].
Comme toujours, des espaces de modules seront nécessaires. Comme on
veut comparer le complexe de perles avec le complexe de Floer, l’idée géomé-
trique appropriée consiste à considérer un espace de perles telles que le der-
nier disque de la perle est un demi-disque satisfaisant à une équation de Floer
perturbée et convergeant vers une orbite hamiltonienne. Ces demi-disques
peuvent être vus comme des bandes u : R× [0, 1]→M satisfaisant à l’équation
PSS
us + Jut + β(s)∇H = 0, (2.2.3)
où β(s) est 0 si s ≤ 0, vaut 1 si s ≥ 1 et β ′ ≥ 0. Ainsi, u interpole entre les
équations de Cauchy-Riemann ∂Ju = 0 et l’équation de Floer (2.2.1). On exige
aussi les conditions asymptotiques et aux bords suivantes (voir figure 2.3) :


u(s, i) ∈ L, s ∈ R, i = 0, 1;
u(−∞, t) = l0 pour un certain l0 ∈ L;
u(∞, ·) ∈ OH.
(2.2.4)
γ
L
u
FIG. 2.3: Demi-disque du PSS
Sous ces conditions, u peut être vu comme une fonction u : (D2−, γ1, γ2) →
(M,L, γ).
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On dénote par M(x, γ˜,m) l’espace des perles partant de x où le dernier
disque est un demi-disque convergeant vers γ et vérifiant (2.2.3) ainsi que
(2.2.4). L’entier mNL est la classe de Maslov totale des disques plus la classe
de Maslov de −uγ (voir figure 2.4). Comme auparavant, la dimension virtuelle
de cet espace est v := |x| +mNL − |γ˜| (voir [BC07b] et [Alb08]). Lorsque v ≤ 1,
alorsM(x, γ˜,m) est une variété de dimension v.
Le morphisme PSS est donné par
PSS : C∗(f)→ CF∗(L;H)
x 7→ ∑
γ˜,m
|x|+mNL−|γ˜|=0
#2M(x, γ˜,m)γ˜⊗ tm.
Par des arguments de compacité et de recollement, on montre qu’il s’agit d’un
morphisme de chaînes.
x
u1 u2
ur
γ
FIG. 2.4: Une perle convergeant vers une orbite
Le morphisme inverse est défini de façon similaire : on débute avec une
orbite γ et on utilise un demi-disque suivi de perles jusqu’à un point critique
x. Ce demi-disque satisfait à l’équation PSS inverse
us + Jut + β(−s)∇H = 0. (2.2.5)
L’ensemble des perles de γ à x avec un tel demi-disque PSS−1 est dénoté
M(γ˜, x,m) et sa dimension (virtuelle) est |γ˜| +mNL− |x|, oùmNL est la classe
de Maslov totale des disques plus la classe de Maslov de uγ. Le morphisme
inverse est défini au niveau des chaînes par
PSS−1 : CF∗(L,H)→ C∗(f)
γ˜ 7→ ∑
γ˜,m
|γ˜|+mNL−|x|=0
#2M(γ˜, x,m)x⊗ tm.
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Il reste à montrer qu’il y a une homotopie de chaînes ψ : C∗(f) → C∗+1(f)
vérifiant
id− PSS−1PSS = (dψ− ψd). (2.2.6)
La forme de cette homotopie de chaînes est la même que celle dans [Alb08],
elle-même adaptée du cas hamiltonien [PSS96], la seule différence est la pré-
sence de disques holomorphes non constants. On rappelle quand même sa
construction, car certains espaces de modules y figurant seront utilisés pour
prouver le Théorème 2.1.2. On n’aura cependant pas besoin du fait que PSS−1
est l’inverse à droite de PSS, on ne le montre donc pas.
En recollant ensemble deux disques vérifiant respectivement les équations
PSS et PSS inverse le long de leur orbite commune, on obtient un élément de
π2(M,L) vérifiant une équation de Cauchy-Riemann perturbée. Ce disque de-
vrait alors être utilisé dans une famille à un paramètre pour interpoler entre
l’identité et PSS−1 ◦ PSS. Plus formellement, soit u : R × [0, 1] → M vérifiant
u(s, i) ∈ L, i = 0, 1, et satisfaisant à l’équation
us + J(t, u)ut+ αR(s)∇H = 0, E(u) :=
∫
ω(us, Jus) <∞, (2.2.7)
où R ≥ 1, αR : R→ R est lisse et est telle que αR(s)


= 1 si |s| ≤ R
= 0 si |s| ≥ R+ 1
−1 ≤ α ′R(s) ≤ 1.
On pose aussi αR = Rα1 lorsque R ∈ (0, 1). Comme E(u) < ∞, on peut
montrer que u induit une autre fonction u : (D2, S1) → (M,L). À l’instar des
disques holomorphes, la classe de Maslov de ces disques peut être négative.
Soient ensuite x, y ∈ Crit(f) et une perle allant de x à y, où tous les disques
sont J-holomorphe, à l’exception d’un seul, qui lui satisfait à l’équation (2.2.7)
pour un certain R dépendant du disque. On quotiente par un groupe d’au-
tomorphismes de perles et on dénote l’ensemble de ces nouvelles perles par
M(x, y,m), oùmNL est la classe de Maslov totale (encore une fois,m peut être
négatif).
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La dimension virtuelle de cet espace est v := |x| +mNL − |y| + 1 et, lorsque
v ≤ 1, il s’agit d’une variété de dimension v. Le paramètre R augmente la
dimension par 1, d’où le terme «+1» dans la dimension virtuelle.
L’homotopie de chaînes cherchée est alors donnée par
ψ : C∗(f)→ C∗+1(f)
x 7→ ∑
y,m
|x|+mNL−|y|+1=0
#2M(x, y,m)y⊗ tm.
Pour montrer qu’il s’agit bien d’une homotopie de chaînes, on compactifie
les espaces M(x, y,m) de dimension 1 et on regarde leur bord. On obtient
PSS−1 ◦ PSS en faisant tendre R vers l’infini et l’identité en le faisant tendre
vers zéro.
2.2.5. Structures de QH(L)-module
Dans cette section, onmunitHF(L) d’une structure deQH(L)-module. Cette
structure a été utilisé par Schwarz [Sch00] en homologie de Floer hamilto-
nienne lorsque M est symplectiquement asphérique et par Leclercq en homo-
logie de Floer lagrangienne dans le cas faiblement exact, afin de définir des
invariants spectraux.
La forme géométrique de cette structure consiste à «brancher» une perle à
une bande telle qu’à la figure 2.5. Soient donc x ∈ Crit(f) et γ˜ ∈ O˜H. On dénote
ensuiteM(x, γ˜, α˜, k) l’ensemble de toutes les perles partant de x et telles que la
dernière ligne de flot entre dans une bande de Floer v connectant γ à α au point
v(0, 0), où kNL est la classe de Maslov totale des disques pseudo-holomorphes
plus celle de uγ#v# − uα.
Sous des hypothèses de généricité et lorsque la dimension virtuelle de cet
espace est au plus égale à 1, il s’agit d’une variété lisse de dimension |x| + |γ˜|+
kNL− |α˜|−n. On donne ici les lignes directrices nécessaires pour montrer qu’il
s’agit bien d’une variété, puisque, contrairement à la plupart des autres struc-
tures présentées dans ce chapitre, la structure de module n’a pas été traitée di-
rectement par Biran et Cornea. On indique seulement des articles de référence,
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FIG. 2.5: x ⋆ γ
puisque les détails apparaissent dans des endroits variés dans la littérature,
dans des contextes différents.
Les principaux problèmes concernent deux arguments de transversalité.
Le premier montre que les variétés instables du flot gradient intersectent les
bandes de Floer transversalement en (0, 0). Pour montrer ceci, on doit per-
mettre à la structure complexe de varier et considérer l’espace de module uni-
versel des bandes de Floer (voir e.g. [FHS95]). Cet argument était implicite
dans [Lec08].
Le deuxième argument montre que l’évaluation d’un disque pseudo - ho-
lomorphe au point 1 intersecte les bandes de Floer transversalement en (0, 0).
Encore ici, on doit permettre à la structure presque complexe de varier et adap-
ter la preuve de [MS04], Proposition 3.4.2. On choisit ensuite une structure
presque complexe commune près du point d’intersection, qu’on utilise afin de
recoller ensemble un disque et une bande en une bande d’un côté, et en une
ligne de flot reliant ce disque et cette bande de l’autre côté.
Une fois ces deux vérifications terminées, en raisonnant par récurrence,
comme à la Proposition 3.1.3 de [BC07b], on montre que lorsque la dimension
virtuelle est au plus 1, les disques présents sont tous simples et absolument
distincts, ainsiM(x, γ˜, α˜, k) est une variété ayant la dimension désirée.
L’action du complexe de perles sur le complexe de Floer est définie par
⋆ : (C(f)⊗ΛCF(L,H))∗ → CF(L,H)∗−n
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x⊗ γ˜ 7→ ∑
α˜,k
|x|+|γ˜|+kNL−|α˜|−n=0
#2M(x, γ˜, α˜, k)α˜⊗ tk.
C’est un morphisme de chaînes, par les mêmes arguments de recollement
utilisés auparavant. On peut aussi montrer de façon similaire que cette action
induit, en homologie, une structure de QH(L)-module à gauche sur HF(L). La
preuve que (x◦y)⋆γ = x⋆ (y⋆γ) n’est pas complètement standard, cependant
elle est très similaire à la preuve de (2.2.8) présentée plus bas.
On a montré précédemment que l’homologie quantique lagrangienne est
isomorphe, via le morphisme PSS, à l’homologie de Floer lagrangienne. De
plus, l’homologie quantique admet une structure de QH(L)-module évidente,
définie par le produit quantique. Il est donc naturel de se demander si le PSS
préserve ces structures de modules. On montre à la prochaine section que c’est
bien le cas.
2.2.6. Le PSS est un isomorphisme de QH(L)-module
Cette propriété du PSS a déjà été montré par Leclercq [Lec08] lorsqu’il n’y a
pas de disque holomorphe. La preuve qu’on donne ici est une généralisation.
On montre qu’étant données deux fonctions Morse-Smale f et g, il y a une
homotopie de chaînes
η : (C(f)⊗ C(g))∗ → CF(L)∗−n+1
vérifiant
PSS(x ◦ y) = x ⋆ PSS(y) + (∂η− η∂)(x⊗ y). (2.2.8)
On remarque d’abord que PSS(x ◦ y) compte le nombre de points (modulo
2) dans
⋃
zP
x,y
z (k1) ×M(z, γ˜, k2). On peut recoller une telle configuration le
long des deux lignes de flot qui entre et sorte de z, obtenant de la sorte une
famille à un paramètre d’espaces qui peuvent se briser et engendrer le terme
PSS(x ◦ y). On dénote pour l’instant ce nouvel espace par S (voir figure 2.6).
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gluing
FIG. 2.6: Recoller PSS(x ◦ y) afin d’éliminer z
En ce qui a trait au terme x ⋆ PSS(y), on peut recoller la bande et le demi-
disque le long de l’orbite γ et obtenir ainsi un demi-disque perturbé satisfai-
sant à (2.2.5). On dénote pour l’instant S ′ l’ensemble de telles configurations.
On veut maintenant utiliser ces deux nouveaux espaces afin de définir l’ho-
motopie de chaînes η. Avant de procéder, on remarque qu’ils définissent en fait
le même espace. En effet, on considère une famille à un paramètre d’éléments
de S ′, où un disque avec deux points marqués est expulsé deM(H, α˜, k) à la
limite. Par des arguments de recollement standards, on peut recoller ce disque
de manière à obtenir un élément de S (voir la figure 2.7). Ceci mène à la défi-
nition suivante :
η : (C(f)⊗ C(g))∗ → CF(L)∗−n+1
x⊗ y 7→ ∑
α˜,k
|x|+|y|+k−|α˜|−n=0
#2P
x,y
α˜ (k)α˜⊗ t
k
L’espace Px,yα˜ (k) est défini comme le produit quantique, excepté que le dernier
(demi)-disque u satisfait à l’équation PSS (2.2.3) et converge vers α (voir les
coins supérieur droit et inférieur gauche de la figure 2.7). De plus, kNL est la
classe de Maslov totale des disques plus celle de −uα.
En considérant les espaces Px,yα˜ (k) de dimension 1 et leur frontière, on
montre que η est bien une homotopie de chaînes entre PSS(x ◦y) et x ⋆ PSS(y).
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recollement
recollement
bouillonnement
FIG. 2.7: Recoller x ⋆ PSS(y) dans S ′ et passer vers S
2.3. PREUVE DES THÉORÈMES 2.1.1 ET 2.1.2
On amaintenant tous les outils nécessaires pour montrer le Théorème 2.1.2.
Il suit directement du prochain
Théorème 2.3.1. Soit L ⊂ (M2n, ω) une sous-variété lagrangienne monotone et
H ∈ H un hamiltonien non-constant. Alors pour chaque J ∈ Jω, x0 ∈ L, il y a une
application u qui est soit une bande de Floer satisfaisant à (2.2.1) et à bords sur L, soit
un disque J-holomorphe à bord sur L ou encore une sphère J-holomorphe, telle que x0
est dans l’image de u et E(u) ≤ ||H||. Si L et ΨH1 (L) s’intersectent transversalement,
alors pour un choix générique de J, on a 0 ≤ µ(u) ≤ n.
Pour en déduire le Théorème 2.1.2, il suffit d’appliquer le flot hamiltonien
ΨHt de H sur la fonction u, dans le cas où c’est une bande de Floer. L’action est
donnée par ΨHt (u(s, t)) (comparer avec la Section 3.2.0.2) et donne une bande
de Floer Ψ♯1J-holomorphe à bords sur L et Ψ1(L), d’énergie bornée par ||H||.
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DÉMONSTRATION. Premier cas : ΨH1 (L) intersecte L transversalement. Soient f, g
deux fonctions Morse-Smale génériques, ayant chacune un unique minimum
(resp. maximum) mf et mg (resp. Mf et Mg). L’idée est de choisir mf = x0,
le point par lequel on voudrait qu’une bande ou un disque passe. Il n’est pas
toujours possible de procéder ainsi, la raison étant queWu(x0) pourrait ne pas
intersecter l’espace des disques ou des bandes de Floer transversalement (i.e.
x0 n’est peut-être pas générique). Cependant, par des arguments de généricité,
on peut prendre mf aussi près que voulu de x0 et ensuite utiliser une suite de
bandes/disques convergent vers x0 pour obtenir le résultat. On remarque qu’à
la limite, une sphère peut bouillonner hors de ces disques/bandes au point x0.
Il en est de même pour l’indice de Maslov, qui pour un point générique vaudra
n, mais à la limite vaudra au plus n, puisque le bouillonnement fait diminuer
l’indice de Maslov (on utilise ici le fait que J est générique). On suppose donc
quemf = x0.
En combinant les équations (2.2.6) et (2.2.8), on obtient
x ◦ y = PSS−1(x ⋆ PSS(y)) + PSS−1(∂η− η∂)(x⊗ y) + (dψ− ψd)(x ◦ y).
On pose x = mf et y = Mg, donnant ainsi
mg⊗ t
0+ h.o.t = PSS−1(mf ⋆ PSS(Mg))
+ PSS−1(∂η− η∂)(mf⊗Mg)
+ (dψ−ψd)(mf ◦Mg)
:= (1) + (2) + (3).
L’abbréviation t.o.s. signifie «termes d’ordre supérieur» et représente des
monômes où une puissance de t positive apparaît. On note qu’il pourrait n’y
avoir aucun terme de la sorte, mais que mg ⊗ t0 apparaît certainement dans
le membre de gauche, par des arguments standards en homologie de Morse.
Donc il apparaît aussi dans le membre de droite et une des trois expressions
données par (1), (2) et (3) doit le contenir. On conclut qu’un des espaces de
modules utilisés pour définir ces expressions doit être non-vide. On montre
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maintenant que peu importe le cas, on obtient une application u avec les pro-
priétés désirées.
Cas (1) : Comme mf est le minimum, Wu(mf) contient seulement le point
mf, doncmf touche soit à un disque holomorphe ou à une bande de Floer par-
tant de PSS(Mg) et se terminant à une orbite qui est envoyée versmg⊗ t0 via
PSS−1. On dénote u1 le disque holomorphe ou la bande de Floer touchant à
mf, ui les autres disques holomorphes ou demi-disques du PSS et PSS−1 appa-
raissant dans l’espace de modules. Par les estimations d’énergie (2.4.2), (2.4.1)
et (2.4.3) de la Section 2.4, on obtient
0 <
k∑
1
E(ui)
≤
∑
ω(ui) + ||H||
= ||H||,
où la dernière égalité vient du fait que la classe de Maslov totale (et ainsi l’aire
symplectique totale, par monotonie) est nulle, car on considère l’espace de mo-
dules représentant le termemg⊗ t0.
Cas (2) : D’abord, on note que mg ⊗ t0 ne peut pas être dans l’image de
d, puisque c’est l’unique minimum, on peut ainsi ignorer le terme ∂η de (2)
et considérer seulement η∂(mf ⊗Mg). De plus, Mg étant un cycle par des ar-
guments de théorie de Morse et pour des raisons de degré, on peut simplifier
encore et ne considérer que le terme η(dmf)⊗Mg, qui doit être non-nul. Fina-
lement,mf est le minimum et dmf 6= 0, donc un disque holomorphe passe par
mf. Les mêmes estimations d’énergie qu’au cas (1) donne la borne d’énergie
désirée.
Cas (3) : La preuve utilise l’estimation d’énergie (2.4.4) et est identique au
cas (2).
Deuxième cas : ΨH1 (L) n’intersecte pas L transversalement.
On règle ce cas en considérant une suite d’isotopies hamiltoniennesΨH
k
1 conver-
geant vers ΨH1 , de norme de Hofer comprise dans l’intervalle [||H||, ||H|| + ǫ]
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et telle que l’intersection ΨH
k
1 (L) ∩ L est transverse. On utilise ensuite le pre-
mier cas prouvé ci-haut pour obtenir une suite de fonctions J-holomorphes et
on regarde l’application limite. Dans le cas de disques ou de sphères, le théo-
rème de convergence de Gromov s’applique et on obtient le résultat. Le cas
restant, soit celui d’une suite de bandes holomorphes {uk} dont le bord est
uk(s, 1) ∈ Ψ
Hk
1 (L), a déjà été étudié par Hofer (voir [Hof88], Proposition 2),
où il est montré que le manque de compacité est dû à un bouillonnement de
sphère ou de disque.
On obtient ainsi lamême borne qu’auparavant sur l’énergie de l’application
u, sauf qu’il est impossible de prédire son indice de Maslov, car il n’y a pas de
contrôle sur la dimension de L∩ΨH1 (L) (dans la définition de l’indice deMaslov
en §2.2.3, il fallait choisir une lagrangienne de référence et utiliser la dimension
de l’intersection). 
DÉMONSTRATION DU THÉORÈME 2.1.1. Cet argument est standard et remonte
à Gromov. On suppose d’abord que l’application u du Théorème 2.1.2 est soit
une bande de Floer, soit un disque. Soit maintenant un plongement symplec-
tique e : (B(r), ω0, J0) → (M\L ′, ω, e∗J0) qui envoie la partie réelle de la boule
sur L. Alors e−1 ◦ u est une courbe J0-holomorphe passant par le centre de la
boule dont l’aire, par le théorème de réflexion de Schwarz et par la théorie des
courbes holomorphes classique, est au moins
π
2
r2. Par choix de u, cette aire est
aussi bornée supérieurement par∇(L, L ′).
Si u est une sphère, le même argument donne πr2 ≤ ∇(L, L ′). 
2.4. ESTIMATIONS D’ÉNERGIE
Ces estimations sont maintenant standards et on peut les trouver en an-
nexe de [Alb08] (en faisant attention aux conventions de signes, etc.) ; on ne
donne donc que celles nécessaires à la preuve du Théorème 2.3.1. On rappelle
la définition de l’énergie d’une fonction de deux variables :
E(u) :=
∫
ω(us(s, t), Jus(s, t))dsdt.
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Proposition 2.4.1. Étant donnée une bande de Floer u ∈ M(γ˜−, γ˜+, k), on a
E(u) = ω(u) −
∫
Ht(γ
+(t))dt+
∫
Ht(γ
−(t))dt. (2.4.1)
Proposition 2.4.2. Soit u un demi-disque satisfaisant à l’équation (2.4) et conver-
geant vers une orbite γ, alors
E(u) ≤ ω(u) −
∫
Ht(γ(t)) +
∫
sup
M
Ht(·)dt. (2.4.2)
De façon analogue, on borne supérieurement l’énergie d’un demi-disque u
satisfaisant à l’équation (2.2.5) :
E(u) ≤ ω(u) +
∫
Ht(γ(t)) −
∫
inf
M
Ht(·)dt. (2.4.3)
Proposition 2.4.3. Soit u un disque vérifiant l’équation (2.2.7), alors
E(u) ≤ ω(u) + ||H||. (2.4.4)
Chapitre 3
COBORDISMES LAGRANGIENS ET
MORPHISMES DE SEIDEL RELATIFS
Dans un article récent, Biran et Cornea [BC11] ont défini, à l’aide d’un
cobordisme lagrangien monotone V : (L)  (L1, ..., Lk), un morphisme de
chaînes ΦV : CF(L,N) → CF(L1, N) entre deux complexes de Floer lagran-
giens, où N ⊂ (M,ω) est une lagrangienne (monotone) quelconque. Ils ont
ensuite défini un foncteur de la catégorie des cobordismes monotones vers la
catégorie de Fukaya deM. Dans ce chapitre, on étudie la valeur de ce foncteur
sur les cobordismes VΨ définis par la suspension lagrangienne associée à une
isotopie hamiltonienne Ψt.
Seidel a associé à une isotopie hamiltonienne un isomorphisme de l’homo-
logie quantique QH(M) vers elle-même [Sei97]. La variante lagrangienne de
ce morphisme a été défini dans [HL10] et [HLL11], est appelée morphisme de
Seidel relatif géométrique et est notée Ss(Ψ) (l’indice «s» veut dire «sections»,
car le morphisme est défini à l’aide de sections holomorphes).
Le résultat principal de ce chapitre est le suivant :
Théorème 3.0.1. Le morphisme de Seidel relatif géométrique associé à une isotopie
hamiltonienne Ψt est chaîne-homotope au morphismeΦVΨ .
La preuve est divisée en plusieurs étapes, chacune d’intérêt indépendant,
et consiste à définir différentes versions du morphisme de Seidel relatif et à
montrer qu’elles sont toutes chaîne-homotopes. Premièrement, on montre que
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le morphisme ΦVΨ définit par la suspension lagrangienne associée à l’isoto-
pie hamiltonienne Ψt est chaîne-homotope à un morphisme de comparaison
à bords variables Sδ(Ψ) associé à cette même isotopie, qui compte des bandes
holomorphes dont le bord varie en fonction de Ψt ; c’est le contenu de la Pro-
position 3.4.1.
Deuxièmement, on définit un morphisme de Seidel relatif «perlé», noté
SP(Ψ), en faisant agir l’isotopie sur le bord d’un disque holomorphe dans une
perle. Onmontre à la Proposition 3.4.3 que ce morphisme est chaîne-homotope
au morphisme de comparaison à bords variables Sδ(Ψ).
On montre finalement à la Proposition 3.4.4 que le morphisme de Seidel
relatif perlé est chaîne-homotope au morphisme de Seidel relatif géométrique,
terminant ainsi la démonstration du Théorème 3.0.1.
La Proposition 3.4.1 est nouvelle et est le fruit d’une collaboration en cours
avec Octav Cornea. Les deux autres sont certainement connus des experts, ce-
pendant aucune preuve n’apparaît dans la littérature. De plus, la définition du
morphisme à l’aide des cobordismes est très récente et son identification avec
le morphisme de Seidel relatif était mentionnée sans preuve dans [BC11].
À la prochaine section, on introduit la notion de cobordismes lagrangiens,
due à Arnol’d et ramener récemment à l’ordre du jour par Biran et Cornea
[BC11], et on donne quelques exemples simples.
Afin de définir les différents morphismes de Seidel relatifs, on aura besoin
d’une version de l’homologie de Floer lagrangienne plus riche que celle utili-
sée au chapitre précédent. À la Section 3.2, on élargit d’abord le cadre homolo-
gique pour tenir compte de paires de lagrangiennes qui ne ne sont pas néces-
sairement dans la même classe d’isotopie hamiltonienne. Ensuite, on définit
les morphismes de comparaison à bords variables introduits par Oh [Oh93],
qui permettent de montrer l’invariance de l’homologie de Floer lagrangienne
sous l’action d’une isotopie hamiltonienne.
On adapte ensuite l’homologie de Floer lagrangienne aux cobordismes la-
grangiens, en suivant la présentation de Biran et Cornea. Ce passage n’est pas
39
direct, puisque les cobordismes lagrangiens sont des variétés à bord, ou en-
core, dans notre contexte, des variétés non compactes. Il faut donc donner les
arguments qui permettent de garantir la compacité des espaces de bandes de
Floer, ce qu’on fera à la Section 3.3. On donne aussi quelques exemples de cal-
cul d’homologie pour certains cobordismes.
La Section 3.4 contient les résultats nouveaux de ce chapitre. On y définit
toutes les versions du morphisme de Seidel relatif mentionnées ci-haut et on
montre qu’elles sont chaîne-homotopes entre elles.
3.1. COBORDISMES LAGRANGIENS
Dans la catégorie des variétés différentiables, il est naturel, depuis les tra-
vaux de Thom, de considérer comme équivalentes deux variétésM0 etM1 (pas
nécessairement connexes) s’il y a une autre variété V vérifiant ∂V = M0∐M1.
On dénote un tel cobordisme lisse par (V ;M0,M1). Lorsqu’on considère deux
sous-variétés lagrangiennes L0 et L1 d’une variété symplectique (M,ω), un co-
bordisme (V ; L0, L1) inclus dans M ne peut pas être une sous-variété lagran-
gienne de M, puisque sa dimension est trop grande. Pour remédier à ce pro-
blème, on introduit la notion de cobordisme lagrangien, qui remonte à Arnol’d.
On suit de près la présentation de Biran-Cornea [BC11] et on invite le lecteur à
consulter leur article pour plus de détails et d’applications.
Un cobordisme lagrangien V entre deux familles de sous-variétés lagran-
giennes connexes (Li)1≤i≤k et (L ′j)1≤j≤r est un cobordisme lisse (V ;∐iLi,∐jL
′
j)
ainsi qu’un plongement lagrangien V ⊂ ([0, 1]×R)×M ∼= (T ∗[0, 1]×M,ω0⊕ω)
vérifiant, pour un petit ǫ > 0,
V |[0,ǫ)×R×M = ∐i([0, ǫ)× {i})× Li
V |(1−ǫ,1]×R×M = ∐j((1− ǫ, 1]× {j})× L
′
j
On dénote un tel cobordisme par V : (L ′j)  (Li). Les L
′
j sont appelés les
extrémités positives de V et les Li les extrémités négatives. On dit aussi de ces
extrémités qu’elles sont cylindriques.
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FIG. 3.1: Projection de V dans dans le plan
Un cobordisme est monotone si V ⊂ ([0, 1] × R) ×M est une sous-variété
lagrangienne monotone. Il est élémentaire si son bord contient au plus deux
composantes connexes et il est trivial si V ∼= L× [0, 1].
En pratique, on considèrera souvent V comme une sous variété de R2×M
et on étendra trivialement les extrémités négatives et positives vers −∞ et+∞.
Si on doit distinguer entre V et son extension réelle, on dénotera cette dernière
V .
3.1.1. Exemples
On présente ici quelques exemples de cobordismes lagrangiens qui appa-
raîtront souvent dans ce chapitre.
(1) Étant données une courbe γ ⊂ R2 dont les extrémités sont sur la droite
réelle et L une sous-variété lagrangienne dans M, L := γ × L est un
cobordisme lagrangien entre L et L. De plus, L est monotone si et seule-
ment si L l’est aussi, avec la même constante de monotonie.
FIG. 3.2: La courbe γ
(2) (Suspension lagrangienne)
Proposition 3.1.1. Soit Ψt, t ∈ [0, 1], une isotopie hamiltonienne engendrée
par l’hamiltonien Ht, alors le plongement suivant est lagrangien et est appelé
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la suspension lagrangienne :
Φ : L× [0, 1]→ T ∗[0, 1]×M
(p, t) 7→ (t, Ht(Ψt(p)), Ψt(p)).
DÉMONSTRATION. Même si cette preuve apparaît déjà dans [Pol01],
§3.1.E, on la reproduit ici, car les calculs seront utiles pour comparer
différents morphismes de Seidel relatifs (voir Section 3.4).
Des calculs simples donnent
Φ∗(
∂
∂p
) = dHt(Ψt∗(
∂
∂p
))
∂
∂y
+ Ψt∗(
∂
∂p
)
Φ∗(
∂
∂t
) =
∂
∂x
+
∂Ht
∂t
∂
∂y
+ XtH
où x et y sont les coordonnées sur T ∗[0, 1]. On en tire
Φ∗(ω0⊕ω)(
∂
∂p1
,
∂
∂p2
) = ω(Ψt∗
∂
∂p1
, Ψt∗
∂
∂p2
)
= Ψ∗tω(
∂
∂p1
,
∂
∂p2
)
= 0
car Ψ∗t préserveω et L est lagrangienne. Finalement, on a
Φ∗(ω0⊕ω)(
∂
∂p
,
∂
∂t
) = −ω0(
∂
∂x
, dHt(Ψt∗(
∂
∂p
))
∂
∂y
) −ω(Xth, Ψt∗
∂
∂p
)
= −dHt(Ψt∗(
∂
∂p
)) + dHt(Ψt∗(
∂
∂p
)) = 0.

L’image de ce plongement est presque un cobordisme lagrangien entre
L et Ψt(L). Il faut encore rendre le cobordisme cylindrique aux extrémi-
tés. Pour ce faire, il suffit de remarquer qu’on peut reparamétriser le flot
hamiltonien par Ψa(t) où a(t) = 0, t ∈ [0, ǫ) et a(t) = 1, t ∈ (1 − ǫ, 1]
et considérer la suspension lagrangienne associée au flot reparamétrisé.
L’hamiltonien de ce nouveau flot est donné par a ′(t)H(a(t), x), le cobor-
disme est donc cylindrique aux bouts. De plus, vus comme chemins à
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bouts fixés dansHam(M), les deux isotopies hamiltoniennes Ψt et Ψa(t)
sont homotopes.
FIG. 3.3: Projection de la suspension dans le plan
(3) Comme on le verra à la Section 4.1, la trace d’une chirurgie lagrangienne
engendre aussi un cobordisme lagrangien.
3.2. RETOUR SUR L’HOMOLOGIE DE FLOER LAGRANGIENNE
Avant de procéder à la définition de l’homologie de Floer dans le contexte
des cobordismes, il est nécessaire d’élargir le contexte qu’on a d’abord étudié
à la Section 2.2.3, puisqu’on considère maintenant des paires de lagrangiennes
monotones qui ne sont pas nécessairement hamiltoniennes isotopes.
SoitHD2 = H
D
2 (M,L) l’image de l’homomorphisme d’Hurewicz π2(M,L)→
H2(M,L) et B ∈ HD2 . Étant donné J ∈ Jω, on pose M˜(B, J) l’espace des disques
J-holomorphes représentant la classe B et on note G = PSL(2,R) le groupe
des biholomorphismes du disque unité. Tel que mentionné au Chapitre 2 (voir
aussi [BC09b]), lorsque J est générique et que µ(B) = 2, alors (M˜(B, J) ×
∂D2)/G est une variété lisse, compacte et sans bord de dimension n. On a aussi
l’application d’évaluation au bord suivante :
ev : (M˜(B, J)× ∂D2)/G→ L
(u, z) 7→ u(z).
Le degré de cette application (modulo 2) est dénoté ν(B). La quantité algé-
brique de J-disques de classe 2 est alors donnée par le nombre
dL :=
∑
B∈HD2 , µB=2
ν(B) (mod 2)
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et est indépendante de J, par le théorème de compacité de Gromov pour les
disques holomorphes. On note au passage que lorsque NL ≥ 3, alors dL = 0.
Si on considère deux lagrangiennes L0 et L1uniformémentmonotones, c’est-
à-dire que dL0 = dL1 et de même constante de monotonie, alors l’homologie de
Floer lagrangienne HF(L0, L1) est bien définie. Cependant, cette homologie ne
sera pas invariante par l’action d’une isotopie hamiltonienne à support com-
pact sur un des facteurs, comme on peut le voir en considérant l’exemple ci-
dessous.
Exemple(Sections parallèles dans T ∗S1). Deux sections parallèles dans T ∗S1 et
délimitant un cylindre d’aire A sont lagrangiennes. Leur homologie de Floer
est nulle, puisqu’elles ne s’intersectent pas, mais en considérant une isotopie
hamiltonienne qui les fait s’intersecter transversalement en deux points, leur
homologie devient alors Z2 ⊕ Z2. Dans ce cas, les deux bandes de Floer appa-
raissant dans la différentielle ont des aires différentes (ce qui n’est pas le cas
si on prend une section ainsi qu’une isotopie hamiltonienne de celle-ci), valant
respectivement ǫ et A− ǫ. 
FIG. 3.4: Sections parallèles et une perturbation hamiltonienne
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Afin d’assurer l’invariance de l’homologie de Floer par l’action d’une iso-
topie hamiltonienne, on peut imposer deux conditions. La première a été pro-
posé par Oh [Oh93] et consiste à imposer la condition que l’image de l’homo-
morphisme i∗ : π1(L; Z) → π1(M; Z) induit par l’inclusion est un sous-groupe
de type torsion. Dans ce cas, la théorie ne s’applique pas à l’exemple donné
ci-haut et l’homologie de Floer est à coefficients dans Z2. Dans ce chapitre, on
choisit d’imposer cette condition à toutes nos lagrangiennes, qui est un peu
plus restrictive que la deuxième condition mentionnée ci-bas. On dira qu’une
lagrangienne vérifiant cette condition est une lagrangienne de type torsion.
Autrement, on peut aussi tenir compte de l’aire des bandes de Floer dans
la définition de la différentielle, auquel cas l’homologie de Floer est à coef-
ficients dans l’anneau de Novikov universel A. Le prix à payer en imposant
cette condition est une légère modification de chaque morphisme défini, afin
de tenir compte des aires. Voir e.g. [BC11].
On définit maintenant l’homologie de Floer lagrangienne dans ce contexte
plus large qu’au Chapitre 2. Soit (L0, L1) un couple de lagrangiennes uniformé-
mentmonotones de type torsion. On dénote parP(L0, L1) := {γ ∈ C0([0, 1],M) |
γ(0) ∈ L0, γ(1) ∈ L1} l’espace des lacets deM allant de L0 à L1 et par Pη(L0, L1)
la composante connexe par arcs de ces chemins contenant η, pour chaque
classe d’homotopie η ∈ π0(P(L0, L1)).
On fixe ensuite η ∈ π0(P(L0, L1)) et on considère un hamiltonienH ∈ H(M)
(voir le Chapitre 2, §2.2.1 et 2.2.3 pour les notations) ainsi que son flot hamil-
tonien ΨHt . On suppose que Ψ est non-dégénéré, i.e. que Ψ
H
1 (L0) intersecte L1
transversalement. On dénoteOη(H) l’ensemble des orbites de Ψt qui sont aussi
dans Pη(L0, L1). Finalement, on choisit une famille générique à un paramètre
de structures presque complexes compatibles avecω, notée J = {Jt}t∈[0,1].
On définit le complexe de Floer (non gradué) CF(L0, L1; η,H, J) comme l’es-
pace vectoriel sur Z2 engendré par les éléments de Oη(H). La différentielle est
définie par la formule
∂(γ−) =
∑
γ+∈Oη(H)
#2M˜0(γ−, γ+;H, J)γ+.
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où M˜0(γ−, γ+;H, J) représente la composante de dimension 0 de l’espace des
bandes de Floer (voir l’équation (2.2.1), page 24) à bord sur L0 et L1 et connec-
tant γ− à γ+, modulo l’action de R par translation. On note au passage que
la dimension de ces espaces se calcule à l’aide de l’indice de Maslov-Viterbo
[Vit87]. Cependant, comme on considère les complexes de Floer sans gradua-
tion, on n’insiste pas sur la définition de cet indice.
Comme L0 et L1 sont uniformément monotones, on a ∂2 = 0 et on dénote
l’homologie du complexe de Floer par
HF(L0, L1; η,H, J).
Les bandes de Floer donnent une homotopie entre γ− et γ+ vues comme
élément de Pη(L0, L1), on peut ainsi considérer un complexe de Floer élargi,
qui tient compte de chaque composante connexe,
CF(L0, L1;H, J) =
⊕
η
CF(L0, L1; η,H, J)
ainsi que son homologie HF(L0, L1, H, J), dans laquelle s’injecte chaque facteur
HF(L0, L1; η,H, J). Des résultats standards montrent que ces homologies sont
indépendantes des choix génériques de H et de J.
Lorsque H = 0, les bandes de Floer sont des bandes J-holomorphes et on
dénotera alors le complexe de Floer par CF(L0, L1). Dans ce cas, on supposera
que L0 et L1 s’intersectent transversalement.
Si L0 = L1, on retrouve l’homologie de Floer telle que définie au Chapitre 2,
en considérant HF(L0, L0; η0, H), où η0 est la classe d’homotopie d’un chemin
constant.
3.2.0.1. Morphisme de comparaison à bords variables
Dans cette section, on rappelle la définition des morphismes de comparai-
son à bords variables en homologie de Floer lagrangienne, due à Oh [Oh93].
On les utilisera notamment à la Section 3.4 pour comparer et définir différents
morphismes de Seidel relatifs.
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Comme ces morphismes et leurs propriétés sont très connus, on rappelle
seulement les éléments de la construction qui seront importants par la suite,
sans toutefois fournir de preuve.
Soit Ψt une isotopie hamiltonienne telle que Ψ0 = Id. Le morphisme de
comparaison à bords variables associé à cette isotopie est
Sδ(Ψ) : CF(L0, L1;H)→ CF(L0, Ψ1(L1);H)
γ− 7→∑
α
#2M0ǫ(γ
−, γ+)γ+,
oùM0ǫ(γ
−, γ+) est la composante de dimension 0 deMǫ(γ−, γ+), soit l’espace
des bandes de Floer à bords variables. Ce sont des bandes u : R×[0, 1]→M sa-
tisfaisant à l’équation de Floer (2.2.1) et vérifiant u(−∞, t) = γ−(t), u(∞, t) =
γ+(t) ainsi que les conditions aux bords variables

u(s, 0) ∈ L0
u(s, 1) ∈ Ψα(s)(L1),
(3.2.1)
où 

α(s) = 0 si s ∈ (−∞, 0],
α ′(s) > 0 si s ∈ (0, 1),
α(s) = 1 si s ∈ (1,∞).
(3.2.2)
L’énergie des éléments de ces espaces est bornée uniformément (voir e.g.
[Oh93]), de sorte que le théorème de compacité de Gromov s’applique pour
montrer que Sδ(Ψ) est un morphisme de chaînes. L’application induite en ho-
mologie est aussi dénotée Sδ(Ψ) et est un isomorphisme qui ne dépend que de
la classe d’homotopie à bouts fixes de l’isotopie.
On note d’abord que les éléments deMǫ(γ−, γ+) ne sont pas invariants par
l’action de translation des réels sur un des facteurs, contrairement aux bandes
de Floer, à cause des conditions aux bords variables. Cependant, lorsque Ψt =
Id, les bandes sont invariantes par translation et, pour cette raison,Mǫ(γ−, γ+)
est dégénéré sauf lorsque γ− = γ+, auquel cas il n’y a que la bande constante,
ainsi Sδ(Ψ) = Sδ(Id) = Id au niveau des complexes.
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Finalement, si on considère L0 := L = L1 et Ψ1(L) = L, alors on peut calculer
l’indice de Maslov des bandes de Floer à bords variables, comme on l’a fait
au Chapitre 2. Plus exactement, en suivant les mêmes notations, soient u ∈
Mǫ(γ˜
−, γ˜+). Alors les plans tangents à L et à Ψα(s)(L) le long du bord du disque
uγ#u#−uα engendrent une boucle de lagrangiennes ; on peut donc calculer son
indice de Maslov. Ce dernier n’est pas un multiple de NL, mais l’indice de la
différence de deux telles boucles l’est (voir e.g. [Oh93] ou [AS01] ; à comparer
aussi avec le morphisme Ss(Ψ) de la Section 3.4.3).
On fixe donc un disque à bords variables de référence u0. Le morphisme de
comparaison à bords variables est alors donné par
Sδ(Ψ) : CF∗(L;H)→ CF∗+µ(u0)(L;H)
γ˜− 7→ ∑
γ˜+, B∈π2(M,L)
|γ˜− |−|γ˜+ |+µ(B)+µ(u0)=0
#2Mǫ(γ˜−, γ˜+, B)γ˜+⊗ tµ(B)
où les éléments u ∈ Mǫ(γ˜−, γ˜+, B) satisfont à la propriété supplémentaire
[uγ#u# − uα#(−u0)] = B. Avec les conditions imposées dans la sommation,
cet espace est de dimension nulle.
3.2.0.2. Variation de l’hamiltonienH, morphismes de naturalité et morphismes de
comparaison à bords variables
On considère le morphisme de naturalité de Floer bH associé à un hamilto-
nien H et à son flot hamiltonien φt (voir aussi [BC06] et [Lec08]) :
bH : CF(L0, φ
−1
1 (L1); 0; J)→ CF(L0, L1;H;φ♯J)
x 7→ φt(x).
oùφ♯ représente la structure presque complexe J conjuguée parφ∗. Une simple
vérification montre que bH est bien défini et est un isomorphisme de com-
plexes de chaînes. Le but de ce morphisme est de transformer l’équation J-
holomorphe en l’équation de Floer (2.2.1) associée à H et φ♯J.
Il est montré dans [HLL11] que le morphisme de naturalité est chaîne-
homotope au morphisme de Seidel relatif géométrique de la Section 3.4.3.
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On prend maintenant une isotopie hamiltonienne Ψt vérifiant Ψ1(φ−11 (L1))
= φ−11 (L1). Alors φ1 ◦ Ψ1(φ
−1
1 (L1)) = L1 et, en utilisant l’action de bH sur les
bandes de Floer, on montre que le diagramme suivant est commutatif :
CF(L0, φ
−1
1 (L1); 0; J)
Sδ(Ψ)
//
bH

CF(L0, φ
−1
1 (L1); 0; J)
bH

CF(L0, L1;H;φ
♯J)
Sδ(φ1◦Ψ◦φ
−1
1 )
// CF(L0, L1;H;φ
♯J)
Ici, le morphisme Sδ(φ1 ◦ Ψ ◦ φ−11 ) est associé à l’isotopie φ1 ◦ Ψt ◦ φ
−1
1 . Le
diagramme ci-haut permet de conclure que les deux versions du morphisme
de comparaison à bords variables sont conjuguées par bH, au niveau des com-
plexes de chaînes.
3.3. HOMOLOGIE DE FLOER LAGRANGIENNE DES COBORDISMES
On considère dans cette section l’extension réelle des cobordismes lagran-
giens, de sorte que les cobordismes sont des sous-variétés lagrangiennes non-
compactes à bouts cylindriques deR2×M. Étant donnés deux tels cobordismes
V0, V1 s’intersectant transversalement, on peut considérer l’espace des bandes
de Floer à bords sur V0 et V1 et définir le complexe de Floer tel qu’on l’a fait à
la dernière section, en adoptant les mêmes notations. Dans tous les cas consi-
dérés plus bas, la différentielle de Floer compte les bandes holomorphes, i.e.
l’hamiltonien H est nul et les orbites de Floer sont les points d’intersection des
cobordismes.
Afin d’appliquer la théorie telle qu’énoncée à la dernière section, on doit
d’abord régler certains problèmes liés au fait que les lagrangiennes ne sont
pas compactes. Tous les arguments qu’on utilise ont été traités en détails dans
[BC11], on les rappelle brièvement ici, puisqu’ils ne font pas encore partie du
folklore symplectique. De plus, on n’essaiera pas d’être le plus général pos-
sible, on se contentera de présenter la théorie minimale nécessaire aux appli-
cations qui suivront.
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Premièrement, il faut s’assurer que la projection dans le plan des bandes
holomorphes d’énergie finie est contenue dans un sous-ensemble compact as-
sez grand B ⊂ R2, telle qu’indiquée à la Figure 3.5, afin que les théorèmes de
compacité de Gromov s’appliquent dans ce cadre non-compact.
FIG. 3.5: À l’extérieur de la boîte B, les cobordismes ne s’intersectent pas et sont
cylindriques, de sorte que les bandes sont contenues dans B.
Soit donc u : Σ→ R2×M, où Σ est soit une sphère holomorphe, un disque
holomorphe à bord dans V0 ou V1, ou encore une bande holomorphe R× [0, 1]
reliant deux points d’intersection de V0 ∩ V1 et telle que u(s, 0) ∈ V0, u(s, 1) ∈
V1. Un résultat qui remonte à Chekanov [Che97] nous permet alors de garantir
la compacité au sens de Gromov de l’espaces des bandes de Floer :
Lemme 3.3.1 ([BC11], Lemme 4.2.1). Si l’aire symplectique de u est finie, alors soit
π ◦ u est constante, soit π ◦ u ⊂ B.
Finalement, afin de s’assurer que la différentielle des complexes de Floer
des exemples ci-bas a bien la forme voulue, on doit pouvoir garantir que cer-
taines bandes n’apparaissent pas. On considère par exemple la Figure 3.6, où
on prend la structure complexe standard de R2 près des extrémités. Une bande
holomorphe non constante d’aire symplectique finie dont (la projection de)
l’extrémité négative est sur le point P peut être, autour de P, dans le deuxième
et quatrième cadrans définis par les deux courbes s’intersectant, à cause des
conditions aux bords imposées à cette bande. De plus, le lemme précédent ga-
rantit qu’elle ne se trouve pas dans le quatrième cadran, puisque cette région
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du plan délimitée par les deux cobordismes est non bornée. La seule possibi-
lité est qu’elle se dirige vers le point Q, ou encore qu’elle soit incluse dans la
fibre M au-dessus de P. Des arguments similaires s’appliquent si l’extrémité
négative se trouve en Q et garantissent entre autre la forme triangulaire de la
différentielle du premier exemple ci-bas.
Exemples
(1) (Cobordismes élémentaires. Voir aussi [BC11], Corollaire 4.1.2) Soient
trois lagrangiennes N, L, L ′ ⊂M s’intersectant deux à deux transversa-
lement. On considère aussi un cobordisme élémentaire V : L  L ′ et
un trivial N : N  N donné par le produit d’une courbe dans C avec
N. De plus, on suppose que ces deux cobordismes s’intersectent seule-
ment aux extrémités (voir la Figure 3.6). On a alors une identification
de complexes de Floer
(CF(N,V), ∂) = (CF(N, L)⊕ CF(N, L ′), D).
FIG. 3.6: Intersection de cobordismes élémentaires
En prenant une structure presque complexe générique qui coïncide avec
la structure produit près des extrémités, la différentielle est donnée par
une matrice D ayant la forme suivante :
D =

 ∂1 0
φV ∂2

 (3.3.1)
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où ∂1 est la différentielle de Floer de CF(N, L) et ∂2 celle de CF(N, L ′).
De plus, on a
D2 =

 ∂
2
1 0
∂1 ◦ φV +φV ◦ ∂2 ∂
2
2

 .
On conclut queφV est un morphisme de chaînes si et seulement siD2 =
0.
On regarde plus attentivement deux cas particuliers où on peut calculer
φV.
(a) Soient deux courbes γ1, γ2 ⊂ C s’intersectant en deux points, di-
sons pi, et les cobordismes N := γ1×N, V := γ2× L. On dénote xr
les points d’intersection de N et L. Alors φV = Id.
En effet, M˜((pi, xr), (pj, xs)) ∼= (M(pi, pj)×M(xr, xs))/R, en pre-
nant la structure presque complexe produit. Cet espace n’est de
dimension 0 que si pi = pj, auquel cas D est identifié avec la dif-
férentielle de Floer de CF(N, L) (donnant les termes ∂1 et ∂2), ou
encore que si xr = xs, etΦV est alors l’identité.
L’homologie de ce complexe est nulle, comme on peut le montrer
en considérant le triangle exact de la Section 4.1.2 ou encore en la
calculant directement.
(b) SoitΨt une isotopie hamiltonienne etV le cobordisme donné par la
suspension lagrangienne associée à Ψ1−t (voir la Proposition 3.1.1
à la page 40). En prenant 1− t, l’extrémité positive du cobordisme
est L ; ce choix est purement technique. On montrera à la Section
3.4 que φV est chaîne-homotope au morphisme de comparaison à
bords variables Sδ(Ψ), c’est donc un isomorphisme et le triangle
exact de la Section 4.1.2 montre que l’homologie de Floer de ces
deux cobordismes est nulle.
(2) En intersectant la trace d’une chirurgie avec un cobordisme trivial, on
peut relier L1, L2 et leur chirurgie L1#˜L2 par un triangle exact. On expli-
quera cette construction à la Section 4.1.2.
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3.4. MORPHISMES DE SEIDEL RELATIFS
Dans cette section, on donne la preuve du Théorème 3.0.1, qui est divisée
en plusieurs étapes. On définit différentes versions du morphisme de Seidel
relatif et on montre qu’elles sont chaîne-homotopes.
3.4.1. Suspension lagrangienne
On considère le cobordisme VΨ donné par la suspension lagrangienne asso-
ciée à une isotopie hamiltonienne Ψt ainsi que le morphismeΦVΨ de l’équation
3.3.1 associé à ce cobordisme. Dans cette section, on va montrer la
Proposition 3.4.1. φVΨ est chaîne homotope à Sδ(Ψ).
On va se servir dans la preuve du résultat suivant :
Proposition 3.4.2 (Voir aussi [Pol01], Théorème 6.1.B). Soit Ψt une isotopie ha-
miltonienne telle que Ψ0 = Id. La suspension lagrangienne associée à Ψ1−t est hamil-
tonienne isotope à celle associée à l’identité.
DÉMONSTRATION. On dénote ht,s une famille à un paramètres de chemins
dansHam(M) reliant l’identité àΨ1−t, i.e. une famille telle queht,0 = Id, ht,1 =
Ψ1−t et h1,s = Id. Il est toujours possible de trouver une telle homotopie entre
deux chemins, puisque l’espace des chemins d’un espace connexe par arcs est
contractile. Pour chaque s0 fixé, on dénote Ht,s0(x) l’hamiltonien correspon-
dant ainsi que d
dt
ht,s0 = Xt,s0 son gradient symplectique. On a aussi, pour un
t0 fixé, l’hamiltonien Ft0,s(x) et son gradient symplectique
d
ds
ht0,s = Yt0,s.
On a donc une isotopie de plongements lagrangiens induite par cette fa-
mille, soit
Φ : (L× [0, 1])× [0, 1]→ T ∗[0, 1]×M
(p, t, s) 7→ (t, Ht,s(ht,s(p)), ht,s(p)).
On remarque que pour chaque s fixé,Φ est un plongement lagrangien, ainsi
Φ∗((dx ∧ dy) ⊕ ω) = αs ∧ ds, où αs ∈ Ω1(L × [0, 1]) dépend de s. Un calcul
simple montre que dαs = 0. Il est connu qu’on peut étendre Φ à une isoto-
pie hamiltonienne de T ∗[0, 1] ×M, aussi dénotée Φ, si et seulement si αs est
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exacte pour chaque s ([Pol01], Exercice 6.1.A). On montre maintenant que αs
est exacte.
Mais αs est exacte si et seulement si [αs] = 0 ∈ H1(L× [0, 1]) ∼= H1(L× {1}).
Aussi, on a H1(L× {1}; R) ∼= Hom(H1(L× {1}; R)). Il suffit donc de montrer que
sur chaque cycle σ ∈ H1(L× {1}), on a 0 =
∫
σ
αs =
∫1
0
αs(σ∗(
∂
∂t
))dt.
Soit donc ξ ∈ T∗L (en particulier σ∗( ∂∂t)). Des calculs simples donnent (com-
parer avec la Proposition 3.1.1)
αs(ξ) = αs∧ ds(ξ,
∂
∂s
)
= (dx∧ dy)⊕ω(Φ∗ξ,Φ∗
∂
∂s
)
= . . .
= −ω(Yt,s, ht,s,∗(ξ))
Finalement, sur L× {1}, on a h1,s = Id, donc Y1,s = 0, αs(ξ) = 0 et l’intégrale
est nulle aussi. 
On considère maintenant la famille de cobordismes associés à cette isoto-
pie hamiltonienne Φ (on peut utiliser la même reparamétrisation du flot pour
chaque valeur de s, les bouts sont donc cylindriques à chaque s). On choisit
aussi ht,s de sorte que h0,s = Ψs ; ce dernier choix est crucial dans l’équation
(3.4.1) ci-bas. Cette famille de cobordismes satisfait aux propriétés suivantes :
(1) Φ|s=0 = L× [0, 1] =: L est le cobordisme trivial ;
(2) Φ|s=1 = VΨ est la suspension lagrangienne associée à Ψ1−t ;
(3) Φs|{(1,0)}×M est l’identité ;
(4) Φs|{(0,0)}×M = h0,s = Ψs.
Dans les deux dernières propriétés, on a considéré Φs comme une isotopie
hamiltonienne sur T ∗[0, 1]×M. À l’aide de cette famille, on peut passer à la
DÉMONSTRATION DE LA PROPOSITION 3.4.1. On utilise lemorphisme de com-
paraison à bords variables associé à Φ dans le contexte des cobordismes, soit
Sδ(Φ) : (CF(N, L), D1)→ (CF(N,VΨ), D2).
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Comme les cobordismes ne sont pas des variétés fermées, il faut s’assurer de
bien pouvoir utiliser le morphisme SδΦ. On doit d’abord vérifier que la pro-
jection dans le plan d’une suite de bandes à bords variables reste dans une
boîte compacte. Pour ce faire, on remarque qu’en t ∈ [0, ǫ) ∪ (1 − ǫ, 1], on a
Φ(x, t, s) = (t, 0, ht,s(p)), puisque les flots de Xt,s sont constants pour ces va-
leurs de t (voir Figure 3.3). Ainsi Φs(L) est constant pour ces valeurs de t, ∀ s,
et le Lemme 3.3.1 garantit alors que la projection des bandes reste dans une
boîte compacte (voir Figure 3.5).
Les bornes d’énergie de bandes à bords variable de [Oh93] sont encore va-
lables, ainsi on peut appliquer la compacité de Gromov et vérifier que SδΦ est
bien un morphisme de chaînes.
(a) Intersection de VId avecN, lorsque s = 0
(b) Intersection de VΨ avecN, lorsque s = 1
En utilisant les propriétés de Φ énumérées ci-haut et le fait, démontré à la
Section 3.2.0.1, que Sδ(Id) = Id, on trouve
Sδ(Φ) =

Sδ(Id) 0
η Sδ(Ψ)

 =

Id 0
η Sδ(Ψ)

 (3.4.1)
où η : (CF(N, L), ∂1) → (CF(N,Ψ1(L)), ∂2) est l’homotopie de chaîne recher-
chée. En effet, comme Sδ(Φ) est un morphisme de chaînes, on a Sδ(Φ) ◦D1 =
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D2◦Sδ(Φ). En utilisant les définitions deD1 etD2 données par l’équation 3.3.1,
ainsi que la matrice Sδ(Φ), on obtient
Sδ(Φ) ◦D1 =

 ∂1 0
η ◦ ∂1+ Sδ(Ψ) Sδ(Ψ) ◦ ∂1


et
D2 ◦ Sδ(Φ) =

 ∂1 0
φV + ∂2 ◦ η ∂2Sδ(Ψ)

 ,
d’où on tire η ◦ ∂1+ Sδ(Ψ) = φV + ∂2 ◦ η (les signes n’importent pas, puisqu’on
compte modulo 2). 
On voudra appliquer cette proposition au cas où N = L et Ψ1(L) = L dans
les prochaines sections. Cependant, la proposition ne s’applique pas directe-
ment à ce cas, puisque les intersections ne sont pas transverses.
On fixeN = L et on considère une perturbation hamiltonienne de L donnée
parφ1(L), engendrée parH, ainsi que le cobordisme V˜ associé à l’isotopie φ−11 ◦
Ψ1−t◦φ1. La proposition s’applique alors et montre queΦV˜ : CF(L, φ
−1
1 (L); 0)→
CF(L, φ−11 (L); 0) est chaîne-homotope à Sδ(φ
−1
1 ◦Ψ◦φ1), et ce derniermorphisme
est égal à bH ◦ Sδ(Ψ) ◦ b−H1, comme on l’a montré à la Section 3.2.0.2.
3.4.2. Morphisme de Seidel relatif perlé
On considère maintenant une isotopie hamiltonienne Ψ ∈ HamL(M), i.e.
telle que Ψ1(L) = L, afin de définir le morphisme de Seidel relatif perlé :
SP(Ψ) : C∗(f)→ C∗+µ(u0)(f)
x 7→ ∑
y, B∈π2(M,L)
|x|−|y|+µ(B)+µ(u0)=0
#2P(x, y, Ψ, B)⊗ tµ(B)/NL
oùP(x, y, Ψ, B) est l’espace des perles reliant x à y, telles qu’un seul des disques
J-holomorphes ui est identifié avec une bande J-holomorphe d’énergie finie
R× [0, 1] et vérifie les conditions aux bords variables (3.2.1).
On demande aussi que la somme des classes de Maslov totale moins la
classe de Maslov d’une bande de référence u0 (voir la Section 3.2.0.1) soit égale
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FIG. 3.7: Morphisme de Seidel relatif perlé
à µ(B). Sous ces conditions, l’énergie des éléments de P(x, y, Ψ, B) est unifor-
mément bornée, comme on l’a vu à la Section 3.2.0.1.
On considère aussi le morphisme de comparaison à bords variables associé
à cette isotopie
Sδ(Ψ) : CF∗(L, L;H)→ CF∗+µ(u0)(L, L;H),
tel que défini à la Section 3.2.0.1. La prochaine étape de la démonstration du
Théorème 3.0.1 consiste à montrer la
Proposition 3.4.3. Le morphisme de Seidel relatif perlé est chaîne-homotope au mor-
phisme de comparaison à bords variables. Plus précisément, PSS−1 ◦ Sδ(Ψ) ◦ PSS est
chaîne-homotope à SP(Ψ).
DÉMONSTRATION. On utilise les notations de la Section 2.2.4, page 24, et les
idées utilisées pour prouver que PSS−1 ◦ PSS est chaîne-homotope à l’identité.
On pourra aussi comparer avec la Proposition 4.1 de [HLL11].
L’homotopie de chaînes est définie comme suit :
η : C∗(f)→ C∗+µ(u0)+1(f)
x 7→ ∑
y, B∈π2(M,L)
|x|−|y|+µ(B)+µ(u0)+1=0
#2M(x, y, B, Ψ, R)y⊗ tµ(B)/NL .
oùM(x, y, B, Ψ, R) est l’espace des perles allant de x à y telles qu’un seul des
disques ui est une bande satisfaisant à l’équation (2.2.7), soit
∂sui + J∂tui + αR(s)∇H = 0,
pour un certain R ∈ (0,∞) et vérifiant les conditions aux bords variables
(3.2.1). La condition sur la classe de Maslov est la même qu’à la définition du
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morphisme SP(Ψ). On rappelle que le but du paramètre R est d’interpoler entre
l’équation de Floer et l’équation J-holomorphe.
Pour démontrer qu’il s’agit bien d’une homotopie de chaînes, on regarde le
bord de la compactification des espacesM(x, y, B, Ψ, R) de dimension 1 (voir
Figure 3.8). La présence de l’espace de modules définissant SP(Ψ) dans le bord
est due au paramètre R de l’équation (2.2.7) qui tend vers 0. Lorsqu’il tend vers
∞, l’espace demodules de PSS−1◦Sδ(Ψ)◦PSS apparaît. Les autres composantes
du bord donnent les termes η ◦ d+ d ◦ η et correspondent géométriquement à
des lignes de flot brisées.
(a) La bande ui vérifie ∂sui + J∂tui + αR(s)∇H = 0
(b) Lorsque R→∞, on a PSS−1 ◦ Sδ(Ψ) ◦ PSS
(c) Lorsque R→ 0, ∂Jui = 0 ; c’est le morphisme SP(Ψ)
FIG. 3.8: Variation du paramètre R

3.4.3. Morphisme de Seidel relatif géométrique et sections holomorphes
Dans cette section, on rappelle la construction dumorphisme de Seidel rela-
tif géométrique de Hu-Lalonde [HL10] et Hu-Lalonde-Leclercq [HLL11], noté
Ss(Ψ) et associé à une isotopie Ψ ∈ HamL(M). On montre ensuite la
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Proposition 3.4.4. Le morphisme de Seidel relatif perlé SP(Ψ) est chaîne-homotope
au morphisme de Seidel relatif géométrique Ss(Ψ).
La construction du morphisme de Seidel relatif géométrique se base sur
plusieurs calculs qu’on retrouve dans [AS01] et dans [MS04], on se contentera
de les rappeler, sans toutefois les redémontrer.
Étant donnée Ψ ∈ HL(M) une isotopie hamiltonienne qui fixe L, l’applica-
tion tore de Ψ1 est définie topologiquement comme un quotient N ∼= [0, 1] ×
L/(0, p) ∼ (1, Ψ1(p)). On a aussi un plongement
ρ : N→ D2×M
(t, p) 7→ (e2iπt, Ψt(p))
Un calcul simple montre que ce plongement n’est pas lagrangien pour la
structure symplectique produit. Cependant, pour un certain choix de forme
de connexion τ associée à l’hamiltonien Ht qui engendre Ψt, on peut définir
une structure symplectique sur le fibré trivial D2×M, qui se restreint à ω sur
chaque fibre, et qui est telle que ce plongement est lagrangien.
Étant donnéHt, on considère des fonctions F, G : D2×M→ R et une forme
de connexion
τ = ω− d ′F∧ ds− d ′G∧ dt+ (∂tF− ∂sG)ds∧ dt,
où s, t sont les coordonnées sur le disque et d ′ est la dérivée extérieure par
rapport aux coordonnées surM. Pour un choix approprié de F etG, qui dépend
de H, le transport parallèle associé à cette forme de connexion préserve N.
Alors,
ω˜ = τ + c(s, t)π∗(ds∧ dt), c(s, t) ≫ 0
définit une forme symplectique sur D2 ×M pour laquelle N est une lagran-
gienne (voir [MS04], Exercice 8.1.3, ainsi que [AS01], Sections 2 et 3). Ici, π :
D2×M → D2 est la projection. De même, on peut aussi définir des structures
presque complexes compatibles avec ω˜ qui se restreignent à des structures
59
compatibles avec ω sur chaque fibre. De telles structures sont dites compa-
tibles avec la fibration. On munit D2×M d’une telle structure, donnée par
JN =


0 −1 0
1 0 0
−JXF + XG −XF− JXG J

 .
On dit que u ∈ π2(D2×M,N) représente une classe de section si π∗(u) est
le générateur de π2(D2, S1). C’est une classe de fibre si elle est dans l’image de
π2(M,L) → π2(D2×M,N). Il est montré dans [HLL11], par une poursuite de
diagramme commutatif («diagram chasing»), que la différence de deux classes
de section est une classe de fibre. On dénote µ(u) l’indice de Maslov de la
composition πM◦u : D2→ D2×M→M, calculé dansM par rapport àω (ceci
correspond à l’indice de Maslov vertical dans [HLL11] ; comparer aussi avec la
Section 3.2.0.1).
Soient maintenant f : L → R une fonction Morse-Smale et σ0 une classe de
section fixée, appelée classe de référence (dans la Section 3.2.0.1, le graphe de
u0 représente une telle classe de référence). Alors σ−σ0 est une classe de fibre,
∀σ classe de section. Le morphisme de Seidel relatif géométrique est défini sur
le complexe de perles associé à f :
Ss(Ψ) : C∗(f)→ C∗+µ(σ0)(f)
x 7→ ∑
y∈Crit(f), B∈π2(M,L)
|x|−|y|+µ(B)+µ(σ0)=0
#2Mxy(N,B, JN)y⊗ t
µ(B)/NL
L’espace Mxy(N,B, JN) consiste en la famille des perles (de dimension 0)
allant de x à y, où un seul des disques u vérifie les propriétés suivantes :
(1) u : D2→ D2×M ;
(2) Im(u|∂D2 ) ⊂ N ;
(3) π ◦ u = IdD2 ;
(4) ∂JNu = 0.
On fixe aussi la somme totale des classes de Maslov moins la classe de Maslov
de u0 égale à µ(B).
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Des méthodes standards montrent que Ss(Ψ) est bien un morphisme de
chaînes. L’argument essentiel est que les disques représentant une classe de
section sont nécessairement simples et que des bulles holomorphes ne peuvent
apparaître que dans les fibres, faisant ainsi baisser la dimension de l’espace par
au moins 2 - car L est monotone - et est donc impossible.
Ayant défini cette autre version du morphisme de Seidel relatif, on peut
maintenant passer à la
DÉMONSTRATION DE LA PROPOSITION 3.4.4. La preuve se base sur un résul-
tat de Gromov ([Gro85] et [MS04]), qui identifie l’espace des sections JN-holo-
morphes u : D2→ D2×M à bord sur N avec les disques u : D2→M satisfai-
sant à
∂su(s, t) − XF(s, t, u(s, t)) + J(∂tu(s, t) − XG(s, t, u(s, t))) = 0 (3.4.2)
u(e2πit) ∈ Ψt(L)
où XF(s, t, ·) est le champ de vecteurs hamiltonien associé à F(x, y, ·) : M → R
et les fonctions F et G ont été utilisées plus haut afin de définir τ et ω˜. Dans la
définition du morphisme de Seidel géométrique, on peut donc utiliser un tel
disque u plutôt que d’utiliser des sections.
On prend ensuite une fonction générique h(r) telle h(r) = 1 lorsque r ∈
[0, ǫ) et h(r) = 0 lorsque r ∈ (1 − ǫ, 1], ainsi qu’une famille régulière de struc-
tures presque complexes J(r), de sorte que les équations
∂su− h(r)XF(u) + J(r)(∂tu− h(r)XG(u)) = 0,
u(e2πit) ∈ Ψt(L),
interpolent entre les disques utilisés dans la définition de Ss(Ψ) (en r = 0)
et ceux de SP(Ψ) (en r = 1). La compacité est garantit par la borne d’énergie
suivante, qu’on retrouve dans [AS01], Lemme 5.2, ainsi que [MS04], Remarque
8.1.10 :
E(u) ≤
∫
D2
u∗ω+ ||RH|| + max
Ψt(L)
H,
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où RH est la courbure de la connexion τ ; ces quantités sont bornées, puisque
les supports deH, F etG sont compacts. Par les résultats de [Oh93] mentionnés
dans la Section 3.2.0.1, l’aire symplectique de u est aussi bornée uniformément.
Ceci permet de définir l’homotopie de chaînes recherchée. 
Chapitre 4
PERSPECTIVES
Ce chapitre a pour but de donner les directions que prendra la recherche à
la suite des résultats introduits au chapitre précédent.
Le but est d’arriver à la Conjecture 4.2.1 qui relie le triangle exact associé
à la chirurgie lagrangienne de la Section 4.1.2 à un triangle exact obtenu par
Seidel et faisant intervenir le twist de Dehn. Le twist de Dehn est une opération
topologique obtenue en considérant des fibrations de Lefschetz, qu’on définit
brièvement. Cette conjecture est le fruit d’une collaboration en cours avec Paul
Biran et Octav Cornea.
4.1. CHIRURGIE LAGRANGIENNE
On présente dans cette section un exemple de cobordisme non élémentaire,
la trace d’une chirurgie lagrangienne. On introduit ensuite la notion de tri-
angle exact qui permet de calculer l’homologie de Floer lagrangienne de cobor-
dismes élémentaires et aussi celui obtenu par chirurgie. On suit la présentation
de Biran et Cornea [BC11].
4.1.1. Cobordisme lagrangien engendré par la trace d’une chirurgie
La chirurgie est une opération locale effectuée autour de chaque point d’in-
tersection qui consiste à remplacer l’union des axes réel et imaginaire par leur
somme connexe de façon lagrangienne, pour ainsi obtenir une seule sous-
variété lagrangienne plongée. Elle a été définie par Polterovich [Pol91]. On
donne ici la version, un peu différente, de Biran et Cornea [BC11].
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On commence d’abord avec le modèle local, soit L1 = Rn ⊂ Cn et L2 =
iRn ⊂ Cn. On considère ensuite la courbe H(t) = a(t) + ib(t) ⊂ C satisfaisant
aux propriétés suivantes
(1) H est lisse ;
(2) (a(t), b(t)) = (t, 0), ∀t ∈ (−∞,−1] ;
(3) (a(t), b(t)) = (0, t), ∀t ∈ [1,∞) ;
(4) a ′(t), b ′(t) > 0, ∀t ∈ (−1, 1).
FIG. 4.1: La fonction H
À l’aide de H, on définit la chirurgie lagrangienne entre L1 et L2 par L =
H · Sn−1 ⊂ Cn, plus exactement, on a un plongement :
Φ : R× Rn→ Cn
(t, x1, ..., xn) 7→ ((a(t) + ib(t))x1, ..., (a(t) + ib(t))xn),
et L est l’image de Φ(R × Sn−1), dénotée L = L1#L2. Il est à noter que la classe
d’isotopie hamiltonienne de L dépend du choix de H, mais pas la classe d’iso-
topie lagrangienne. En effet, une isotopie entre deux choix de H engendre une
isotopie lagrangienne.
Lemme 4.1.1. L est une sous-variété lagrangienne de Cn et il y a un cobordisme
lagrangien L (L1, L2).
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DÉMONSTRATION. Un calcul simple mène àΦ∗ω = (a ′(t)b(t)−a(t)b ′(t))dt∧
(
∑n
k=1xkdxk). L est donc lagrangienne, puisque
∑n
k=1xkdxk = 0 sur S
n−1.
Aussi, Φ est bien un plongement, par les propriétés de H.
Afin d’obtenir le cobordisme, on utilise le même procédé. Soit H^ = H ·Sn ⊂
Cn+1, i.e.
H^ = {(a(t) + ib(t))x1, ..., (a(t) + ib(t))xn+1)}.
Comme précédemment, H^ est une sous-variété lagrangienne, appelée anse
lagrangienne. On considère aussi la projection sur le dernier facteur π : Cn+1→
C et sa restriction à H^ (voir Figure 4.2)
π^ := πH^ : ((a(t) + ib(t))x1, ..., (a(t) + ib(t))xn+1) 7→ (a(t) + ib(t))xn+1
PosonsW0 = H^∩π^−1([−2, 0]×[0, 2]).On remarque d’abord que π^−1({(−2, 0)})
= L1× {(−2, 0)}, π^−1({(0, 2)}) = L2× {(0, 2)} et π^−1({(0, 0)}) = L × {(0, 0)}, d’où
on déduit ∂W0 = L1∐ L2∐ L. Ce cobordisme n’est cependant pas cylindrique
au bord L. On va "allonger" ce bord pour le rendre cylindrique.
Afin de rendre le bout cylindrique, on considère un voisinage de L0 := L×
{(0, 0)} dans H^, qu’on appelle U et N ∼= T ∗U un voisinage de Weinstein de
U dans Cn+1. On remarque ensuite que {L × (−y, y) | y ∈ [0, ǫ]} peut s’écrire
comme le graphe d’une 1-forme σ : U→ T ∗U s’annulant sur L0. Cette forme est
fermée puisqueU est une lagrangienne et elle est exacte puisqueH1(U, L0) = 0.
On prend finalement l’isotopie hamiltonienne engendrée par une primitive de
σ, qu’on fait agir surW0∪U, pour obtenir un cobordisme à bouts cylindriques
W0 ∪ {L× (−y, y) | y ∈ [0, ǫ]}, donnant ainsi L (L1, L2).

On revient maintenant à deux sous-variétés lagrangiennes L1 et L2 s’inter-
sectant transversalement en un nombre fini de points (par compacité). La chi-
rurgie lagrangienne entre les deux, notée L1#˜L2, s’obtient en appliquant l’opé-
ration de chirurgie locale ci-dessus dans une carte autour de chaque point d’in-
tersection pour laquelle L1 est envoyée sur Rn et L2 sur iRn (une telle carte
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(a) Anse lagrangienne
projetée dans le plan
(b) Trace de la chirurgie rendue cylin-
drique
FIG. 4.2: Chirurgie lagrangienne
existe, par une version lagrangienne du théorème de Darboux). On rempla-
cera donc un voisinage de chaque point d’intersection par la trace de la chirur-
gie. Lorsqu’il n’y a qu’un point d’intersection, L1#˜L2 est la somme connexe des
deux lagrangiennes.
Avant de donner quelques exemples de chirurgie lagrangienne, on men-
tionne que même si L1 et L2 sont monotones, on ne peut pas s’assurer à priori
que L1#˜L2 le soit encore.
Exemples.
(1) On pose M = S1× S1, et Li les générateurs de π1(M), plongée dansM
(voir la Figure 4.3). Alors la chirurgie transforme leur union en un twist
de Dehn, qui, selon l’ordre des facteurs Li, sera positif ou négatif.
(2) On considère l’immersion lagrangienne ı : Sn→ Cn
ı(x0, x1, ..., xn) = (x1, x0x1, ..., xn, x0xn).
Les points N := (1, 0, ..., 0) et S = (−1, 0, ..., 0) sont identifiés et s’inter-
sectent transversalement. On peut donc choisir une carte symplectique
autour de l’image du point d’intersection double, telle que ı(U ∪ V) ∼=
Rn ∪ iRn, où U,V sont des voisinages de N et S.
On effectue alors la chirurgie sur L1 := U et L2 := V , afin d’obtenir un
plongement lagrangien d’un tore.
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(a) Géné-
rateurs du
tore
(b) Twist de
Dehn posi-
tif
(c) Twist de
Dehn néga-
tif
FIG. 4.3: Twists de Dehn
On peut appliquer cette procédure à n’importe quelle immersion la-
grangienne où les points d’auto-intersection sont doubles et transver-
ses. Pour des résultats utilisant ces méthodes, voir par exemple [Pol91].
(3) Biran et Cornea ([BC11], §6.3) donnent des exemples, obtenus par chi-
rurgie, de lagrangiennes cobordantes (non monotones) qui ne sont pas
isotopes au sens classique. Ces exemples sont intéressants dans le contexte
de [BC11], Théorème 5.2.1.
4.1.2. Triangle exact associé à la chirurgie lagrangienne
Les calculs qu’on donne dans cette section apparaissent déjà dans [BC11]
et serviront surtout à introduire la Conjecture 4.2.1.
On suppose implicitement que toutes les lagrangiennes satisfont aux hy-
pothèses nécessaires à la construction de l’homologie de Floer. En pratique, il
faut vérifier que ces conditions sont satisfaites.
La matrice D de la Section 3.3 apparaît dans une construction classique
en topologie algébrique, soit l’application cône (de l’anglais «mapping cone»)
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induite par un morphisme de chaînes, qu’on explique à l’instant (voir aussi
[Wei94]).
On considère deux complexes de chaînes (X, ∂X) et (Y, ∂Y), pas nécessaire-
ment gradués, ainsi qu’un morphisme de chaînes φ : X→ Y. Le cône associé à
φ est le complexe de chaînes (Cone(φ), D) := X⊕ Y muni de la différentielle
D =

∂X 0
φ ∂Y

 .
On a bien D2 = 0, et une simple vérification montre qu’il y a une suite
courte exacte de complexes de chaînes
0 // Y
i
// Cone(φ)
j
// X // 0
donnée par l’inclusion et la projection. Le connectant ∂ induit en homologie
par cette suite courte exacte n’est nul autre que φ∗. En effet, on a
∂[x] := [i−1 ◦D ◦ j−1(x)]
= [i−1 ◦D(x, 0)]
= [i−1(∂Xx, φ(x))]
= [φ(x)]
= φ∗([x]).
On écrit la suite longue exacte induite comme un triangle exact
H(Y)
i∗
// H(Cone(φ))
j∗xxqqq
q
qq
q
qq
q
H(X)
φ∗
OO
Soient maintenant le cobordisme engendré par la trace de la chirurgie de
deux lagrangiennes, V : L1#˜L2  (L1, L2) ainsi que le cobordisme trivial N :=
γ ×N, où N est une troisième lagrangienne quelconque et γ est identifiée à la
Figure 4.4.
Le complexe de Floer CF(N,V) est le cône associé aumorphisme de chaînes
φ : CF(N, L2) → CF(N, L1), défini en comptant les bandes de Floer reliant P à
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FIG. 4.4: Intersection de la trace d’une chirurgie avec un cobordisme trivial
Q . De plus, comme la courbe γ est hamiltonienne isotope à la courbe γ ′, il y
a un isomorphisme H(Cone(φ)) ∼= HF(N, L1#˜L2) induit par le morphisme de
comparaison à bords variables associé à cette isotopie. Le triangle exact associé
au cône est donc
HF(N, L1)
i∗
// HF(N, L1#˜L2)
j∗wwooo
oo
oo
oo
oo
HF(N, L2)
φ∗
OO
(4.1.1)
Pour une généralisation à des cobordismes dont les extrémités négatives
sont plus nombreuses, le lecteur pourra consulter [BC11], Corollaire 4.1.5.
4.2. TWIST DE DEHN, TRIANGLE EXACT DE SEIDEL ET CHIRURGIE
Étant donnée une sphère lagrangienne L dans (M,ω), on considère un voi-
sinage de Weinstein T ∗L de L dans M. Le flot géodésique φt est une isoto-
pie hamiltonienne définie sur T ∗L\L0, où L0 est la section nulle. Des calculs
simples montrent que pour t = π, il s’étend à un symplectomorphisme de T ∗L
et, lorsque restreint à L0, il coïncide avec l’application antipodale.
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Ensuite, on ne considère que les covecteurs de norme au plus 1 et on étend
ce symplectomorphisme de façon triviale au reste de M. On obtient ainsi un
symplectomorphisme de M appelé le twist de Dehn selon L, dénoté τL. Appli-
qué par exemple à un méridien du tore, il coïncide avec la notion classique de
twist de Dehn positif.
La question est maintenant de savoir quel est son effet sur l’homologie de
Floer lagrangienne. Un difféomorphisme hamiltonien laisse cette dernière in-
variante, et Seidel a montré, dans le cas exact, quel est l’effet du twist de Dehn
sur l’homologie.
Théorème 4.2.1 ([Sei03], Théorème 1). Soit L une sphère lagrangienne exacte d’une
variété symplectique exacte (M,ω) munie d’un difféomorphisme fixé f : Sn → L.
On peut lui associer un automorphisme symplectique exact de M, le twist de Dehn
τL = τ(L,[f]). Étant données deux lagrangiennes exactes L0, N deM, il y a un triangle
exact en cohomologie de Floer lagrangienne
HF(τL(L0), N)
tw // HF(L0, N)
δuulll
ll
ll
ll
ll
ll
HF(L,N)⊗HF(L0, L)
◦
OO
Le morphisme ◦ est le produit classique en cohomologie de Floer et δ est
défini indirectement comme le connectant d’une suite courte exacte. Le mor-
phisme intéressant dans le contexte de cette thèse est tw, qu’on voudra obtenir
grâce aux cobordismes lagrangiens.
Il est classique, en théorie de Picard-Lefschetz, de relier le twist de Dehn
et les fibrations de Lefschetz. Il se trouve qu’on peut faire la même chose en
topologie symplectique. On donne quelques détails à ce sujet. Pour une pré-
sentation très détaillée dans le cas exact, voir [Sei03].
Les fibrations de Lefschetz auxquelles on va s’intéresser sont ce qui s’ap-
proche le plus d’une fibration triviale M × D2 sans l’être, où (M,ω) est une
variété symplectique. Plus exactement, on va considérer un espace
M →֒ E π→ D2
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qui est une fibration symplectique lorsque restreint à E\E0
π→ D2\{0}. On de-
mande aussi que la fibre singulière au-dessus de 0, M0, ne contienne qu’un
seul point singulier et que la projection dans une carte autour de ce point soit
donnée par π(z1, z2, ..., zn+1) =
∑
z2i et soit holomorphe, où les coordonnées
locales sur E correspondent à Cn+1. La projection est donc une fonction de
Morse complexe et le point singulier un point critique. Pour plus de détails sur
la topologie de telles fibrations, le lecteur peut consulter l’excellent [GS99]. On
mentionne au passage qu’une fibration de Lefschetz, malgré son nom, n’est
pas une fibration.
En considérant la partie réelle de π−1(1), on obtient une sphère lagran-
gienne L de M. Le lien entre les fibrations de Lefschetz et le twist de Dehn
est que la trace du transport parallèle appliqué à L le long de ∂D2 correspond
à l’application tore du twist de Dehn selon L.
On peut aussi appliquer la procédure inverse, c’est à dire commencer avec
une sphère lagrangienne L ⊂ M et construire une fibration de Lefschetz avec
une seule fibre singulière dont la monodromie autour du cercle est le twist de
Dehn.
Le morphisme tw du triangle exact ci-haut est alors défini en considérant
une fibration de Lefschetz au-dessus d’une bande R × [0, 1] et en étudiant les
sections holomorphes de cette fibration à bords sur certaines lagrangiennes
bien choisies. La difficulté du résultat de Seidel est demontrer l’existence d’une
suite courte exacte, et non de définir chaque morphisme.
Maintenant, en appliquant le Théorème 4.2.1 à une lagrangienne L0 telle
que #{L0∩L} = 1, on peut remplacer le produit tensoriel parHF(L,N), puisque
HF(L0, L) = Z2. Dans ce cas, on a aussi le résultat suivant, qui s’obtient en
adaptant la preuve de [Sei99], Proposition 8.6 :
Proposition 4.2.1. Étant données L une sphère lagrangienne et L0 une lagrangienne
intersectant L transversalement en un seul point, la chirurgie lagrangienne L0#L est
hamiltonienne isotope au twist de Dehn τL(L0), pour un choix approprié d’anse la-
grangienne.
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On peut donc remplacer le terme τL(L0) par L0#L dans le triangle exact ci-
dessus. La ressemblance avec le triangle exact 4.1.1, page 69, est frappante. On
émet donc la
Conjecture 4.2.1 (Biran, C., Cornea, travaux en cours). Lorsque #{L0∩ L} = 1, le
triangle exact de Seidel et celui associé à la chirurgie lagrangienne sont isomorphes.
La méthode d’approche pour prouver une telle conjecture dans le contexte
de cette thèse est claire : il faut étudier les cobordismes dans une fibration de
Lefschetz et remplacer les sections holomorphes de Seidel par l’intersection de
cobordismes bien choisis, comme on l’a fait à la Section 3.4.
On remarque que cette conjecture généralise le résultat de Seidel au cadre
non-exact. De plus, il s’agit d’un premier pas à faire dans l’étude de la catégorie
de Fukaya d’une fibration de Lefschetz (comparer avec les résultats fonctoriels
de Biran et Cornea [BC11]).
La prochaine étape consiste à comparer ces deux triangles dans le cas où
il y a plusieurs points d’intersection. Un argument simple montre que dans ce
cas général le twist de Dehn ne peut pas être difféomorphe à la chirurgie. Il
reste à voir ce qu’on pourra dire à ce sujet.
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