In this paper, algorithms are developed for the problems of spectral factorization and sum of squares of polynomial matrices with n indeterminates, and a natural interpretation of the tools employed in the algorithms is given using ideas from the theory of lossless and dissipative systems. These algorithms are based on the calculus of 2n-variable polynomial matrices and their associated quadratic differential forms, and share the common feature that the problems are lifted from the original n-variable polynomial context to a 2n-variable polynomial context. This allows to reduce the spectral factorization problem and the sum of squares problem to linear matrix inequalities (LMI's), to the feasibility of a semialgebraic set or to a linear eigenvalue problem.
Introduction
The spectral factorization problem was originally used by Wiener in [16] to obtain a frequency domain solution to optimal filtering problems. Later it has arisen in different areas of systems and control, such as the polynomial and behavioral approaches to H ∞ control problems, theory of dissipative systems, and in LQG theory (see for instance [4] ). The related problem of sum of squares (SOS) has appeared earlier and has a venerable history. It has connections with Hilbert's 17th problem, that he posed at the International Congress of Mathematicians in 1900. Recently, much attention has been directed to SOS methods in order to test feasibility of semialgebraic sets [7] , and to the problem of finding Lyapunov functions for nonlinear systems [9] .
Most of the vast literature on these problems deal with either the 1-dimensional case (i.e., the case of polynomials in one indeterminate) or the scalar case (as opposed to the matrix case). In this paper we present a unified framework to address both the problem of spectral factorization and the problem of SOS for polynomial matrices, giving gentle and systematic algorithms. Also, a natural interpretation of the tools employed in the algorithms is given using ideas from the theory of lossless and dissipative systems. In this paper we will pay particular attention to the theory of dissipative distributed systems, as recently developed in [11] . This theory is underlying most of our algorithms and proofs, where the problem is lifted from the original n-variable polynomial context to a 2n-variable polynomial context. The key is that factorizations of 2n-variable polynomial matrices can essentially be performed by doing factorizations of constant real symmetric matrices. Similar ideas were used in [14] for spectral factorization of polynomial matrices in one variable and in [12] for SOS of polynomials in n variables.
The problem of multidimensional spectral factorization is stated as follows. Denote the ndimensional indeterminate by ξ = (ξ 1 , ξ 2 , . . . , ξ n ). Given a para-hermitian real q × q n-variable polynomial matrix Z(ξ ), i.e. a real n-variable polynomial matrix with the property that Z T (−ξ) = Z(ξ ), the problem is to compute another real n-variable polynomial matrix F (ξ) (called a spectral factor) such that Z(ξ ) = F T (−ξ)F (ξ). We also address the case when F (ξ) is allowed to be a rational polynomial matrix.
The problem of sum of squares is stated here as follows. Given a real symmetric positive semidefinite q × q n-variable polynomial matrix Z(ξ ), i.e. a real n-variable polynomial matrix with the property that Z(ξ ) T = Z(ξ ) and Z(ξ ) 0 for all ξ ∈ R n , the problem is to compute another n-variable polynomial matrix F (ξ) such that Z(ξ ) = F T 
(ξ )F (ξ ).
This paper is organized as follows. Section 2 contains the basic background material on multidimensional systems, quadratic differential forms and 2n-variable polynomial matrices. Sections 3 and 4 connect the problem of polynomial spectral factorization with 2n-variable polynomial matrices and the problem of factorizing a constant matrix that is obtained from solving a linear matrix inequality (LMI). Also, in Section 4, we reduce the problem of rational spectral factorization to the problem of finding a feasible point of a semialgebraic set and to a linear eigenvalue problem. Finally, in Section 5, we connect the sum of squares problem to 2n-variable polynomial matrices and linear matrix inequalities.
nD multidimensional systems and 2n-variable polynomial matrices
In the behavioral approach to system theory, the behavior is a subset of the space W T consisting of all trajectories from T, the indexing set, to W, the signal space. In this paper we consider systems with T = R n (from which the terminology 'nD-system' derives) and W = R q . We call B a linear differential nD behavior if it is the solution set of a system of linear, constant-coefficient partial differential equations, more precisely, if B is the subset of C ∞ (R n , R q ) (the set of smooth functions) consisting of all solutions to
where R is a polynomial matrix in the n-dimensional indeterminate ξ = (ξ 1 , ξ 2 , . . . , ξ n ), and ). We call (1) a kernel representation of B and write B = ker(R). In general, there are many other ways to represent an nD system. Let B be the subset of C ∞ (R n , R q ) consisting of all functions w for which there exits ∈ C ∞ (R n , R q ) such that
Here M is a polynomial matrix in the indeterminate ξ = (ξ 1 , ξ 2 , . . . , ξ n ), and again
. We call (2) an image representation of B and the variable is called the latent variable. In this case we write B = im(M). Image representations often appear in physics, where the latent variables in a such a representation are called potentials. An important propery of behaviors is controllability, see [10] . It can be shown that a behavior admits an image representation if and only if it is controllable.
In many modelling and control problems for linear systems it is necessary to study quadratic functionals of the system variables and their derivatives, for example, in linear quadratic optimal control and H ∞ -control. We will use polynomial matrices in 2n variables as a tool to express quadratic functionals of functions of n variables (see [17, 11] ). We will now review the notational conventions for quadratic differential forms and discuss the results that are relevant to the problems of multivariable spectral factorization and sums of squares.
For convenience, denote x := (x 1 , . . . , x n ). Multi-indices are denoted by k := (k 1 , . . . , k n ) and l := (l 1 , . . . , l n ), and indeterminates by ζ := (ζ 1 , . . . , ζ n ) and η := (η 1 , . . . , η n ). We also denote
denote the set of real polynomial q × q matrices in the 2n indeterminates ζ and η; that is, an element of
where k,l ∈ R q×q ; the sum ranges over the multi-indices k, l ∈ N n , and is assumed to be finite.
l,k for all l and k. In this paper we restrict our attention to the symmetric elements in R q×q [ζ, η] , and denote this subset by R q×q s [ζ, η] . Any symmetric induces a quadratic functional
where the kth derivative operator
We will call Q the quadratic differential form (in the following abbreviated with QDF) associated with . For a given symmetric 2n-variable polynomial matrix (ζ, η) = k,l k,l ζ k η l , the n-tuple k ∈ N n is called the degree of the monomial ζ k := ζ
n . In the 1-variable case (n = 1) it is of course clear how to order the monomials ζ k with increasing degree. In that case one can write
where the symmetric matrix in the middle is called the coefficient matrix of (ζ, η), denoted by mat( ). In order to define the coefficient matrix mat( ) for symmetric 2n-variable polynomial matrices (ζ, η) for general n > 1, we first need to introduce an ordering on the monomials ζ 
As an example, let n = 2, and consider the set of all 2-tuples (a 1 , a 2 ) with 0 a 1 N 1 , 0 a 2 N 2 with N 1 , N 2 positive integers. The 2-tuples in this set are ordered as follows:
Using the above anti-lexicographic ordering, for a given symmetric (ζ, η) ∈ R q×q s [ζ, η] a unique coefficient matrix mat( ) is defined, and mat( ) is symmetric. The matrix mat( ) has as block entries the coefficients k,l , with k and l ordered according to the given ordering. We will explain this now in more detail for n = 2. Let
1 I ), with I the q × q identity matrix. Then (ζ, η) can be written as
where the (
Note that (i,j ) has as block entries the coefficient matrices (k 1 ,i)(l 1 ,j ) of (ζ, η) with multiindices (k 1 , i) and (l 1 , j) ordered in the given ordering. The matrix in the middle of (4) is the coefficient matrix mat( ) of (ζ, η). We will denote 2 appearing in this matrix from the left to the right are indeed ordered according to the given ordering. As shorthand notation, we will sometimes write mat
Of course, in the same way we can define the coefficient matrix of a given n-variable polynomial matrix F (ξ). If F (ξ) = k F k ξ k , then the anti-lexicographic ordering on the multi-indices k ∈ N n uniquely defines the coefficient matrix of F (ξ), which will be denoted by mat(F ).
For a given 2n-variable polynomial matrix, factorizations of the coefficient matrix will give rise to factorizations of the 2n-variable polynomial matrix. Our algorithms will actually reduce the problems of spectral factorization and sum of squares to factorization problems for these coefficient matrices, which are of course constant real matrices. It is important to note that the correspondence between R q×q s [ζ, η] and the set of real symmetric matrices is bijective and that the size of mat( ) depends on the highest monomial degree of ζ and η in (ζ, η).
We will also consider vectors ∈ (R q×q s
[ζ, η]) n , i.e. n-tuples of symmetric 2n-variable polynomial matrices = ( 1 , . . . , n ) with i ∈ R q×q s [ζ, η] . In the same way that induces a QDF, induces a vector of quadratic differential forms (VQDF), defined as
We review the notion of divergence of a VQDF (see [11] ). Given a VQDF Q as above, its divergence is defined as the QDF
for w ∈ C ∞ (R n , R q ). It was shown in [11] that the 2n-variable polynomial matrix associated with the divergence of a VQDF Q is given by the 2n-variable polynomial matrix˙ defined bẏ
In this paper we are interested in mat(˙ ), i.e., in the underlying real symmetric coefficient matrix. For the sake of simplicity consider again the case n = 2. First, for i = 1, 2, define the i-block right-shift and i-block downward-shift operators, σ i,R and σ i,D respectively, as follows:
Here 0 q denotes the q × q zero matrix, and 0 (N 1 +1)q the (N 1 + 1)q × (N 1 + 1)q zero matrix. The sizes of the other 0-matrices appearing in the above should be apparent from the context. It is straightforward to verify that mat((
We now explain how this generalizes to general n > 1. Let be a symmetric 2n-variable polynomial matrix with highest monomial degree (N 1 , N 2 , . . . , N n ). In order to express (ζ, η) in terms of its coefficient matrix using monomials in the lexicographic ordering, we define
, and in addition to V 2 (ζ 1 , ζ 2 ) we define recursively for k = 2, 3, . . . , n:
The monomials appearing from left to right in the matrix V n (ζ 1 , ζ 2 , . . . , ζ n ) are then ordered in the anti-lexicographic ordering, and therefore we have
In this way we can see that multiplication of (ζ, η) by ζ k and η k corresponds to appropriate downward-shift and right-shift of blocks within the coefficient matrix mat( ), respectively. These shift operators are called the k-block downward-shift and k-block right-shift operators, σ k,D and
we obtain:
We conclude this section by noting that the notion of divergence of a VQDF can be given a physical interpretation in the context of dissipative nD systems (see [11] ). Indeed, if B is a controllable nD behavior with image representation B = im(M), and ∈ R q×q s
. If such storage function exists, then B is called dissipative with respect to Q . If the first coordinate x 1 designates time t, and the remaining x 2 , . . . , x n are space coordinates, then the inequality (6) can be rewritten as
This can be interpreted as saying that the change in stored energy
) into the infinitesimal volume and the energy lost by the volume due to energy flux flowing out of the volume in the directions x 2 , . . . , x n . The difference between the right hand side and the left hand side is the rate at which energy is dissipated within the volume. This difference is called the dissipation rate.
Lifting n variable to 2n variable polynomial matrices
In the section following the present one, we show how the problem of multi-dimensional spectral factorization can be reduced to factorization of a real symmetric constant matrices. This result will be achieved by lifting the spectral factorization problem to a 2n-variable polynomial context, i.e., by associating with the to-be-factored n-variable polynomial matrix Z(ξ ) a suitable 2n-variable polynomial matrix. Lifting the problem to a 2n-variable polynomial matrix context allows us to formulate the problem of spectral factorization in terms of the related coefficient matrices. In the present section we will discuss this lifting procedure.
Let Z(ξ ) be a real para-hermitian n-variable polynomial matrix,
Note that Z(ξ ) is para-hermitian if and only if the coefficient matrices
In the following, we will associate with Z(ξ ) symmetric, 2n-variable polynomial matrices (ζ, η) with the property that
For a given Z(ξ ) there are always infinitely many 's such that this property holds. For example, whenever satisfies (7) then also (ζ, η) :
One possible choice of such that (7) holds is given by
. (7) . Note that for this particular choice of (ζ, η), the highest monomial degree of ζ and η occurring in the entries of (ζ, η) is equal to the highest monomial degree occurring in Z(ξ ). This is not true for all choices of (ζ, η).
In the following, we will establish a characterization of all symmetric 2n-variable polynomial matrices (ζ, η) such that (−ξ, ξ ) = Z(ξ ). For the special case that n = 1 this was done in [14] . In fact, there the following was proven:
In terms of the coefficient matrix mat( ), this requires that the M + 1 anti-diagonals, with an appropriate sign-pattern, add up to the coefficients of Z(ξ ).
In the present paper, we will concentrate first on the case n = 2, and comment later on how to generalize this to the general case n > 2. Let a para-hermitian 2-variable polynomial matrix Z(ξ 1 , ξ 2 ) be given by
On the other hand, let (ζ 1 , ζ 2 , η 1 , η 2 ) be a symmetric 4-variable polynomial matrix given by
Clearly,
Thus, a necessary condition for (−ξ, ξ ) = Z(ξ ) is that 2N 1 M 1 and 2N 2 M 2 . Therefore, for notational convenience, we will write
where we define
We will describe now the relations between the Z k,l and the (k 1 ,k 2 )(l 1 ,l 2 ) that are necessary and sufficient for
where for i, j = 0, 1, . . . , N 1 we have
We first consider the Z k,0 , k = 0, 1, . . . , 2N 1 . It follows from (8) that these coefficient matrices are determined by the block (0,0) , in particular by taking the sum of the blocks on the 2N 1 + 1 anti-diagonals of this matrix, with an appropriate sign pattern. Note that
The conditions are:
These turn out to be determined by the anti-diagonal blocks (0,l) , (1,l−1) , (2,l−2) , . . . , (l−1,1) , (l,0) of mat( ). The easiest way to visualize the conditions are by forming a matrix l defined by 0 .
We form a matrix l defined by 
Example 3.1. As a simple example, consider the case that q = 1 and Z(ξ 1 , ξ 2 ) is the scalar 2-variable polynomial given by Z(ξ 1 , ξ 2 ) = ξ 2 1 ξ 2 2 + 2ξ 1 ξ 2 − ξ 2 1 + 1. By the above considerations, it is possible to find a scalar 4-variable polynomial matrix (ζ 1 , ζ 2 , η 1 , η 2 ) with highest monomial degree (N 1 , N 2 ) = (1, 1) . The (unknown) coefficient matrix mat( ) is therefore a symmetric 4 × 4 matrix:
The conditions for Z(ξ ) = (−ξ, ξ ) then become: 1)(1,1) . 
Pre-and post-multiplying with (1, ζ 1 , ζ 2 , ζ 1 ζ 2 ) and (1, η 1 , η 2 , η 1 η 2 ) T yields the corresponding
In [14] , for a given para-hermitian 1-variable polynomial matrix Z(ξ ), an explicit formula for a minimal degree symmetric (ζ, η) satisfying (−ξ, ξ ) = Z(ξ ) was obtained. In fact, if
= 0, and M even, then a 2-variable polynomial matrix of minimal degree is given in terms of its coefficient matrix by
Note that the two-variable polynomial matrix defined in this way has degree M 2 . A related , with degree M+1 2 , can be defined for the case that M is odd. We will now extend this result to the case n = 2. Let Z(ξ ) be a para-hermitian 2-variable
).
By applying the formulas obtained earlier in this section, one finds that if we take is even the minimal size is (
2 + 1)q. All of the above can be generalized to the general case n > 1 by applying similar ideas to the more complicated block structure that was described at the end of the previous section. The notation however becomes rather cumbersome. We omit the details here.
Spectral factorization
In this section we will present algorithms for multidimensional spectral factorization. We distinguish two different spectral factorization problems. In the first one we will search for spectral factors which are polynomial matrices and reduce the problem to a linear matrix inequality. In the second case we will allow the spectral factors to be rational matrices, and connect it to a linear eigenvalue problem, and to a problem of finding a feasible point of a semialgebraic set.
Theorem 4.1. Let Z(ξ ) be a q × q para-hermitian n-variable polynomial matrix. Let (ζ, η) ∈ R q×q [ζ, η] be any symmetric 2n-variable polynomial matrix such that (−ξ, ξ ) = Z(ξ ). Then the following statements are equivalent: (i) Z(ξ ) admits a spectral factorization, i.e. there exists a positive integer r and a r × q n-variable polynomial matrix F (ξ) such that
(ii) There exists an n-tuple of symmetric 2n-variable polynomial matrices (ζ, η) = ( 1 (ζ, η) , . . . , n (ζ, η)),
(iii) There exists a symmetric 2n-variable polynomial matrix (ζ, η) such that (−ξ, ξ ) = Z(ξ ) and mat( ) 0. ( 1 (ζ, η) , . . ., n (ζ, η)), such that (12) holds, and factorize
Assume that any of these conditions hold. Then an F such that (11) holds can be computed as follows: find (ζ, η) =
where F is a constant matrix with full row rank, say r. Then the polynomial matrix F (ξ) with coefficient matrix F (i.e., mat(F ) = F ) satisfies (11) . [11, Theorem 4] , there exists a vector of 2n-variable polynomial matrices (ζ, η) = ( 1 (ζ, η) , . . ., n (ζ, η))
. This equality can be written, in terms of the associated coefficient matrices as mat( ) − F T F = mat(˙ ), where F is the coefficient matrix of F (ξ). This implies (12) since F T F 0.
(ii) ⇒ (i) Since mat( −˙ ) is a symmetric positive semi definite matrix we can factorize it as mat( −˙ ) = F T F . Now let F (ξ) be the n-variable polynomial matrix with coefficient matrix F .
Then we obtain (ζ, η) −˙ (ζ, η) = F T (ζ )F (η). By taking ζ = −ξ and η = ξ we then obtain Z(ξ ) = (−ξ, ξ ) = F T (−ξ)F (ξ). (i) ⇒ (iii) Define (ζ, η) := F T (ζ )F (η). (iii) ⇒ (i) Factor mat( ) = F T F and define F (ξ) as the n-variable polynomial matrix such that mat(F ) = F .

Remark 4.1. Condition (ii) above can be reformulated in terms of the underlying QDF's as div(Q (w)) Q (w) for all w ∈ C
∞ (R n , R q ), equivalently, the nD system with behavior B = C ∞ (R n , R q ) is dissipative with respect to the supply rate Q , and Q is a storage function. Thus, the idea of the theorem is to compute a spectral factor F (ξ) of Z(ξ ) by means of computing a storage function Q for the Q -dissipative system C ∞ (R n , R q ). In fact, F ( d dx )w 2 is the corresponding dissipation rate, see also [11] .
The central issue is that the inequality (12) is in fact a linear matrix inequality, and a solution can be computed, for instance, using the LMI Toolbox in Matlab.
In [14] , the above theorem was used for spectral factorization of 1-variable polynomial matrices. Here, we will now take a closer look at the case n = 2. In this case, for a given (ζ 1 , ζ 2 , η 1 , η 2 ) with highest monomial degree (N 1 , N 2 ) , the size of mat( ) is equal to q(N 1 + 1)(N 2 + 1), so the sizes of the unknowns mat( 1 ) and mat( 2 ) are qN 1 (N 2 + 1) and q(N 1 + 1)N 2 , respectively. The LMI (12) then becomes:
If we partition the unknown mat( 1 ) as
of size qN 1 × qN 1 , then we have
For general n > 2, the linear matrix inequality (12) involves all k-block downward and right-shift operators σ k,D and σ k,R (k = 1, 2, . . . , n) and takes the form
. Since the i , equivalently the matrices mat( i ), can always be taken to be symmetric, the actual number of unknowns in the LMI (12) is equal to
Example 4.1. We continue with Example 3.1 here. Take (ζ 1 , ζ 2 , η 1 , η 2 ) with mat( ) given by (9) . Since the highest monomial degree (N 1 , N 2 ) = (1, 1), the unknowns mat( 1 ) and mat( 2 ) both have size 2 × 2. Write
We have 
Thus the LMI in the unknowns a, b, c, p, q, r becomes
In the first part of this section we have dealt with factorization of polynomial matrices, where the spectral factors were again required to be polynomial matrices. In general, for a given parahermitian polynomial matrix, a necessary condition for the existence of a polynomial spectral factor is that Z(iω) 0 for all ω ∈ R n . For the case of one indeterminate this is also a sufficient condition, and several algorithms exist for obtaining polynomial spectral factors, see [2, 4, 6, 13, 14] . For n > 1 the condition Z(iω) 0 for all ω ∈ R n is no longer sufficient for the existence of a polynomial spectral factor. This situation changes if we allow the spectral factor F (ξ) to be a rational matrix, i.e., F (ξ) ∈ R r×q (ξ ). In that case, the requirement Z(iω) 0 for all ω ∈ R n is a necessary and sufficient condition. (i) There exists an integer r and an n-variable rational matrix
(ii) There exists an n-tuple of symmetric 2n-variable polynomial matrices (ζ, η) = ( 1 (ζ, η) , . . . , n (ζ, η))
. . , n, and a polynomial
Assume that any of these conditions hold. Then an F such that (14) holds can be computed as follows: find a (ζ, η) = ( 1 (ζ, η) , . . ., n (ζ, η)) and a polynomial p(ξ ), such that (15) holds, and factorize
where D is a constant matrix with full row rank, say r. Define D(ξ ) as the polynomial matrix with coefficient matrix
Proof. The equivalence of (i) and (iii) is proved in [11] . ((i) ⇒ (ii)) Let the polynomial p(ξ ) be the least common multiple of the denominators in the entries of F (ξ). Then obviously
and since mat(
Remark 4.2. Condition (21) can be restated as
. This says that the
, is Q dissipative, and has storage function Q ( ) with corresponding dissipation rate D(
In the inequality (15) the unknowns are the entries of mat( i ), i = 1, 2, . . . n, and the coefficients of p. Of course, the coefficients of p appear quadratically in the inequality, and therefore (15) is no longer a linear matrix inequality. An additional complication is that the highest monomial degree appearing in p(ξ ) is unknown, so the number of unknowns in the inequality is also an unknown.
In the remainder of this section we will propose two different ideas for possible algorithms to solve the inequality (15) .
Our first algorithm reduces the nonlinear problem to a linear eigenvalue problem. In order to avoid too cumbersome notation, we consider for this first algorithm only the case n = 2. For the sake of simplicity, we will also assume that (ζ, η) can be chosen such that its coefficient matrix mat( ) is nonsingular. Let p(ξ 1 , ξ 2 ) be a real polynomial with highest monomial degree
where
). Let I denote the q × q identity matrix, and for i = 0, 1, . . . , N 1 , define shift operatorsσ i acting on
Finally, define a (
It is a matter of straightforward calculation to check that the coefficient matrix of
Then we have We conclude this section with our second conceptual algorithm to solve the nonlinear inequality (15) . In the following, we will denote the unknowns appearing in (15) by α 1 , α 2 , . . . , α k (where k is also unknown), and collect them in a single vector α ∈ R k . The inequality (15) can be written as S(α 1 , . . . , α k ) 0, where S(α) is a real symmetric matrix function, say of size N . In the following, we will reduce this inequality to checking feasability of a semi-algebraic set. In order to proceed, let 
is not empty. A feasible point α in U correspond to a polynomial p and to a (ζ, η) such that mat( −˙ ) is positive semidefinite. Moreover after finding a feasable α, we can construct a spectral factor F (ξ) as explained in Theorem 4.2. Unfortunately, even if we know that the semialgebraic set U is not empty, in general, to find a feasible point is a difficult problem. However recent developments have led to an approach using semidefinite programming to deal with semialgebraic sets [7, 8] .
Since the degree of p is unknown, we may have to execute these algorithms for different degrees of p.
Another important difference between the case n = 1 and n > 1 is that, under the condition that a spectral factor exists, in the multidimensional case it is not always possible to find a square spectral factor, not even in the scalar case with n = 2, see [5, 1] . In the case that n = 1 this is always possible.
Sum of squares
Let Z(ξ ) ∈ R[ξ ] be a polynomial in n indeterminates, and assume that Z(ξ ) = F T (−ξ)F (ξ) for some n-variable polynomial row vector F (ξ). Substituting ξ = iω yields Z(iω) = F T (−iω) F (iω). If F (iω) is decomposed into real and imaginary parts as F (iω) = A(ω) + iB(ω), we have Z(iω) = A 2 (ω) + B 2 (ω). Thus, one can see that representation as sum of squares is at the heart of the problem of spectral factorization, and therefore we expect that similar techniques can be used in order to treat the sum of squares problem.
A given n-variable polynomial q × q matrix Z(ξ ) is called positive semi-definite if Z(ξ ) T = Z(ξ ) and Z(ξ ) 0 for all ξ ∈ R n . In the following, we will associate with Z(ξ ) symmetric, 2n-variable polynomial q × q matrices (ζ, η) with the property that
For a given Z there are always infinitely many 's such that this property holds. One possible choice of such that (17) holds is given by
, this indeed satisfies (17) . For a given n-variable polynomial matrix Z(ξ ), it is possible to characterize all symmetric 2n-variable polynomial matrices (ζ, η) such that (17) holds. The procedure to do that is analogous to the one described in section 3 to characterize all symmetric 2n-variable polynomial matrices (ζ, η) such that (−ξ, ξ ) = Z(ξ ). The only difference is that, in the present case, there is no alternating sign pattern: the signs of the blocks on the various anti-diagonals are all positive. We omit the details here.
In the following we will use skew-symmetric 2n-variable polynomial matrices. A given ∈ R q×q [ζ, η] will be called skew-symmetric if (ζ, η) T = − (η, ζ ). It is easily verified that is skew-symmetric if and only if is coefficient matrix is skew-symmetric, i.e., mat( ) T = −mat( ). (ζ, η) . This implies (18). We see that the i can be chosen skew-symmetric. Indeed,
Analogous to theorem 4.1, we obtain the following theorem for SOS. 
(ii) There exist an n-tuple of skew-symmetric 2n-variable polynomial matrices (ζ, η) = ( 1 (ζ, η) , . . ., n (ζ, η))
and mat( ) 0. ( 1 (ζ, η) , . . ., n (ζ, η)), such that (20) holds, and factorize
Assume that any of these conditions hold. Then an F such that (19) holds can be computed as follows: find (ζ, η) =
where F is a constant matrix with row rank, say r. Then the polynomial matrix F (ξ) with coefficient matrix F (i.e., mat(F ) = F ) satisfies (19).
. By proposition 5.1, there exists a vector of skew-symmetric 2n-variable polynomial matrices (ζ, η) = ( 1 (ζ, η) , . . ., n (ζ, η))
. This equality can be written in terms of the associated coefficient matrices as mat( ) − F T F = mat( ), where F is the coefficient matrix of F (ξ). This implies (20) since F T F 0.
(ii) ⇒ (i) Since mat( − ) is a symmetric positive semidefinite matrix we can factorize it as mat( − ) = F T F , with row rank, say r. Now let F (ξ) be the n-variable polynomial matrix with coefficient matrix F . Then we obtain (ζ, η)
(iii) ⇒ (i) Factor mat( ) = F T F and define F (ξ) as the n-variable polynomial matrix such that mat(F ) = F .
We note that, in a different form, condition (iii) in the above theorem can also be found in [3] and [12] in the context of sum of squares of real polynomials.
As in the previous section, in order to be able to apply the above theorem, we need to be able to express (20) as an LMI. Thus we need to express mat( ) in terms of shifts of the coefficient matrices mat( i ). It is easy to see that mat(
. . , n and therefore the inequality (20) can be expressed as
If the highest monomial degree of (ζ, η) is equal to (N 1 , N 2 , . . . , N n ) then, as before, mat( i ) has size n i := qN i n j =1,j / =i (N j + 1)(i = 1, 2 . . . , n) . Since the i , or equivalently the matrices mat( i ), can always be taken to be skew-symmetric, the actual number of unknowns in the LMI (20) is equal to
We illustrate the use of the previous theorem for SOS by means of the following example:
We want to find, if these exist, a positive integer r and an F (ξ) ∈ R r×2 [ξ ] such that Z(ξ ) = F T (ξ )F (ξ ). We first construct (ζ, η) ∈ R 
Conclusions
In this paper we have presented a new framework in which is possible to develop algorithms to address the problems of spectral factorization and sum of squares, even for the matrix case, with any number of indeterminates. The algorithms are based on the idea of associating with the (n-variable) polynomial matrix Z to be factored, a 2n-variable polynomial matrix . For the case n = 2 explicit formulas for such have been given. This allows us to relate the problem of spectral factorization with the theory of multidimensional dissipative systems, and give, in most cases, a physical interpretation of the elements of the algorithms.
We expect that this approach will provide further results in this area. Future research will treat, for instance, the presense of uniform denominators in the spectral factorization problem (see also [15] ), the reduction of the number of unknowns in the matrix inequalities presented, rational factors for SOS, and so on.
