Abstract. Many modern statistical applications ask for the estimation of a covariance (or precision) matrix in settings where the number of variables is larger than the number of observations. There exists a broad class of ridge-type estimators that employs regularization to cope with the subsequent singularity of the sample covariance matrix. These estimators depend on a penalty parameter and choosing its value can be hard, in terms of being computationally unfeasible or tenable only for a restricted set of ridge-type estimators. Here we introduce a simple graphical tool, the spectral condition number plot, for informed heuristic penalty parameter selection. The proposed tool is computationally friendly and can be employed for the full class of ridge-type covariance (precision) estimators.
Introduction
The covariance matrix Σ of a p-dimensional random vector Y
p is of central importance in many statistical analysis procedures. Estimation of Σ or its inverse Σ −1 ≡ Ω (generally known as the precision matrix) are central to, for example, multivariate regression, time-series analysis, canonical correlation analysis, discriminant analysis, and Gaussian graphical modeling. Let y T i be a realization of Y T i . It is well-known [50] that the sample covariance matrix Σ = n −1 n i=1 (y i −ȳ)(y i −ȳ) T is a poor estimate of Σ when p approaches the sample size n or when p > n. When p approaches n,Σ will tend to become illconditioned. When p > n,Σ is singular leavingΩ undefined. However, many contemporary applications in fields such as molecular biology, neuroimaging, and finance, encounter situations of interest where p > n. The estimation of Σ can be improved by shrinking the eigenvalues ofΣ towards a central value [e.g., 50] or by convexly combiningΣ with some well-conditioned target matrix [e.g., 45] . These solutions define a class of estimators that can be caught under the umbrella term 'ridge-type covariance estimation'. Such estimators depend on a penalty parameter determining the rate of shrinkage and choosing its value is of prime importance. Available procedures for choosing the penalty have some (situation dependent) disadvantages in the sense that (a) they can be computationally expensive, (b) they can be restricted to special cases within the class of ridge-type estimators, or (c) they are not guaranteed to result in a meaningful penalty-value. There is thus some demand for a generic and computationally friendly procedure on the basis of which one can (i) heuristically select an acceptable (minimal) value for the penalty parameter and (ii) assess if more formal procedures have indeed proposed an acceptable penalty-value. Here such a tool is provided on the basis of the matrix condition number.
The remainder is organized as follows. Section 2 reviews the class of ridge-type estimators of the covariance matrix. In addition, penalty parameter selection is reviewed and an exposé of the matrix condition number is given. The spectral condition number is central to the introduction of the spectral condition number plot in Section 3. This graphical display is posited as an exploratory tool, that may function as a fast and simple heuristic in determining the (minimum) value of the penalty parameter when employing ridge estimators of the covariance or precision matrix. Section 4 illustrates usage of the spectral condition number plot with data from the field of oncogenomics. Section 5 discourses on the software that implements the proposed graphical display. Sections 6 and 7 conclude with discussions.
2. Eigenstructure regularization and the condition number 2.1. Ridge-type shrinkage estimation. Regularization of the covariance matrix goes back to Stein [50, 51] , who proposed shrinking the sample eigenvalues towards some central value. This work spurred a large body of literature [see, e.g., 23, 24, 64, 63] . Of late, two encompassing forms of what is referred to as 'ridge-type covariance estimation' have emerged.
The first form considers convex combinations ofΣ and some positive definite (p.d.) target matrix T [12, 34, 35, 36, 45, 18] :
(1)Σ I (λ I ) = (1 − λ I )Σ + λ I T, with penalty parameter λ I ∈ (0, 1]. Such an estimator can be motivated from the Steinian bias-variance tradeoff as it seeks to balance the high-variance, low-bias matrixΣ with the lower-variance, higher-bias matrix T. The second form is of more recent vintage and considers the ad-hoc estimator [61, 65, 22] :
with λ II ∈ (0, ∞). This second form is motivated, much like how ridge regression was introduced by Hoerl and Kennard [26] , as an ad-hoc modification ofΣ in order to deal with singularity in the high-dimensional setting. van Wieringen and Peeters [58] show that both (1) and (2) can be justified as penalized maximum likelihood estimators [cf. 61]. However, neither (1) nor (2) utilizes a proper 2 -penalty in that perspective. Starting from the proper ridgetype 2 -penalty λa 2 tr (Ω − T)
T (Ω − T) , van Wieringen and Peeters [58] derive an alternative estimator:
with λ a ∈ (0, ∞). van Wieringen and Peeters [58] show that, when considering a p.d. T, the estimator (3) is an alternative to (1) with superior behavior in terms of risk. When considering the non-p.d. choice T = 0, they show that (3) acts as an alternative to (2) , again with superior behavior. Clearly, one may obtain ridge estimators of the precision matrix by considering the inverses of (1), (2) , and (3) . For comparisons of these estimators see [39, 9, 58] .
For expositions of other penalized covariance and precision estimators we confine by referring to [44] .
2.2. Penalty parameter selection. The choice of penalty-value is crucial to the aforementioned estimators. Let λ denote a generic penalty. When choosing λ too small, an ill-conditioned estimate may ensue when p > n (see Section 2.3). When choosing λ too large, relevant data signal may be lost. Many options for choosing λ are available. The ridge estimators, in contrast to 1 -regularized estimators of the covariance or precision matrix [e.g., 19 , 3], do not generally produce sparse estimates. This implies that model-selection-consistent methods (such as usage of the BIC), are not appropriate. Rather, for 2 -type estimators, it is more appropriate to seek loss efficiency.
A generic strategy for determining an optimal value for λ that can be used for any ridge-type estimator of Section 2.1 is k-fold cross-validation (of the likelihood function). Asymptotically, such an approach can be explained in terms of minimizing Kullback-Leibler divergence. Unfortunately, this strategy is computationally prohibitive for large p and/or large n. Lian [38] and Vujačić et al. [60] propose approximate solutions to the leave-one-out cross-validation score. While these approximations imply gains in computational efficiency, they are not guaranteed to propose a reasonable optimal value for λ.
Ledoit and Wolf [36] propose a strategy to determine analytically an optimal value for λ under a modified Frobenius loss for the estimator (1) under certain choices of T [cf. 18] . This optimal value requires information on the unknown population matrix Σ. The optimal penalty-value thus needs to be approximated with some estimate of Σ. Ledoit and Wolf [36] utilize an n-consistent estimator while Schäfer and Strimmer [45] use the unbiased estimate n n−1Σ . In practice, this may result in overshrinkage [9] or even negative penalty-values [45] .
Given the concerns stated above, there is some demand for a generic and computationally friendly tool for usage in the following situations of interest:
i. When one wants to speedily determine a (minimal) value for λ for whichΣ(λ) is well-conditioned; ii. When one wants to determine speedily whether an optimal λ proposed by some other (formal) procedure indeed leads to a well-conditioned estimateΣ(λ); iii. When one wants to determine speedily a reasonable minimal value for λ for usage in a search-grid (for an optimal such value) by other, optimization-based, procedures. In Section 3 we propose such a tool based on the spectral condition number.
2.3.
Spectral condition number. The estimators from Section 2.1 are p.d. when their penalty-values are strictly positive. However, they are not necessarily wellconditioned for any strictly positive penalty-value when p n, especially when the penalty takes a value in the lower range. We seek to quantify the condition of the estimators w.r.t. a given penalty-value. To this end we utilize a condition number [59, 57] .
Consider a nonsingular matrix A ∈ R p×p as well as the matrix norm · . The condition number w.r.t. matrix inversion can be defined as [25] (4) cond(A) := lim
indicating the sensitivity of inversion of A w.r.t. small perturbations δA. When the norm in (4) is induced by a vector norm the condition number is characterized as [25] :
For singular matrices C(A) would equal ∞. Hence, a high condition number is indicative of near-singularity and quantifies an ill-conditioned matrix. Indeed, the inverse of the condition number gives the relative distance of A to the set of singular matrices S [11] :
.
Another interpretation can be found in error propagation. A high condition number implies severe loss of accuracy or large propagation of error when performing matrix inversion under finite precision arithmetic. One can expect to loose at least log 10 C(A) digits of accuracy in computing the inverse of A [e.g., Chapter 8 and Section 6.4 of, respectively, 7, 21]. In terms of error propagation, C(A) is also a reasonable sensitivity measure for linear systems Ax = b [25] . We can specify (5) with regard to a particular norm. We have special interest in the 2 -condition number C 2 (A), usually called the spectral condition number for its relation to the spectral decomposition. When A is a symmetric p.d. matrix, it is well-known that [59, 21]
We can connect the machinery of ridge-type regularization to this spectral condition number. Let VD(Σ)V T be the spectral decomposition ofΣ with D(Σ) denoting a diagonal matrix with the eigenvalues ofΣ on the diagonal and where V denotes the matrix that contains the corresponding eigenvectors as columns. Note that the orthogonality of V implies VV T = V T V = I p . This decomposition can then be used to show that, like the Stein estimator [50] , estimate (2) is rotation equivariant:
That is, the estimator leaves the eigenvectors ofΣ intact and thus solely performs shrinkage on the eigenvalues. When choosing T = ϕI p with ϕ ∈ [0, ∞), the estimator (3) also is of the rotation equivariant form, as we may then write:
An analogous decomposition can be given for the estimator (1) when choosing T = µI p , with µ ∈ (0, ∞). The effect of the shrinkage estimators can then, using the rotation equivariance property, also be explained in terms of restricting the spectral condition number. For example, using (6), we have:
Similar statements can be made regarding all rotation equivariant versions of the estimators discussed in Section 2.1. Similar statements can also be made when considering a target T for estimators (1) and (3) that is not of the form αI p whenever this target is well-conditioned (i.e., has a lower condition number thanΣ).
Example 1. For clarification consider the following toy example. Assume we have a sample covariance matrixΣ whose largest eigenvalue d(Σ) 1 = 3. Additionally assume thatΣ is estimated in a situation where p > n so that d(Σ) p = 0 and, hence, d(Σ) 1 /d(Σ) p = 3/0 = ∞ (under the IEEE computing Standard for Floating-Point Arithmetic; [27] ). Say we are interested in regularization using the estimator (3) using a scalar target matrix with ϕ = 2. Even using a very small penalty of λ a = 1 × 10 −10 it is then quickly verified that
Under a large penalty such as λ a = 10, 000 we find that
00015. Indeed, van Wieringen and Peeters [58] have shown that, in this rotation equivariant setting,
as the penalty value grows very large. Section 1 of the Supplementary Material visualizes this behavior (in the given setting) for various scenarios of interest:
LetΣ(λ) denote a generic ridge-type estimator of the covariance matrix under generic penalty λ. We thus quantify the conditioning ofΣ(λ) for given λ (and possibly a given T) w.r.t. perturbations λ + δλ with
A useful property is that C 2 [Σ(λ)] = C 2 [Ω(λ)], i.e., knowing the condition of the covariance matrix implies knowing the condition of the precision matrix (so essential in contemporary topics such as graphical modeling). The condition number (7) can be used to construct a simple and computationally friendly visual tool for penalty parameter selection.
3. The spectral condition number plot 3.1. The basic plot. As one may appreciate from the exposition in Section 2.3, whenΣ(λ) moves away from near-singularity, small increments in the penalty λ can cause dramatic changes in C 2 [Σ(λ)]. One can expect that at some point along the domain of λ, its value will be large enough for C 2 [Σ(λ)] to stabilize (in some relative sense). We will cast these expectations regarding the behavior in a (loose) definition:
Heuristic Definition. LetΣ(λ) denote a generic ridge-type estimator of the covariance matrix under generic fixed penalty λ. In addition, let ∆λ indicate a real perturbation in λ as opposed to the theoretical perturbation δλ. We will term the estimateΣ(λ) well-conditioned when small increments ∆λ in λ translate to (relatively) small changes in
From experience, when considering ridge-type estimation of Σ or its inverse in p > n situations, the point of relative stabilization can be characterized by a leveling-off of the acceleration along the curve when plotting the condition number (7) against the natural logarithm of λ. As should be clear from Section 2.3, the spectral condition number displays (mostly) decreasing concave upward behavior in the feasible domain of the penalty parameter with a vertical asymptote at ln(0) and a horizontal asymptote at C 2 (T) (which amounts to 1 in case of a strictly positive scalar target). The logarithm is used on the xaxis as, especially for estimators (2) and (3), it is more natural to consider orders of magnitude for λ. In addition, usage of the logarithm 'decompresses' the lower domain of λ, which enhances the visualization of the point of relative stabilization, as it is in the lower domain of the penalty parameter where ill-conditioning usually ensues when p > n. Figure 1 uses simulated data (see Section 4 of the Supplementary Material) with p = 100 and n = 25. The estimator used is the ad-hoc ridge-type estimator given by (2) . One can observe relative stabilization of the spectral condition number -in the sense of the Heuristic Definition -at approximately exp(−3) ≈ .05. This value can be taken as a reasonable (minimal) value for the penalty parameter. The spectral condition number plot can be a simple visual tool of interest in the situations sketched in Section 2.2, as will be illustrated in Section 4.
3.2.
Interpretational aids. The basic spectral condition number plot can be amended with interpretational aids. The software (see Section 5) can add two such aids to form a panel of plots. These aids support the heuristic choice for a penalty-value and provide additional information on the basic plot.
The first aid is the visualization of log 10 C 2 [Σ(λ)] against the domain of λ. As stated in Section 2.3, log 10 C 2 [Σ(λ)] provides an estimate of the digits of accuracy one can expect to loose (on top of the digit loss due to inherent numerical imprecision) in operations based onΣ(λ). Note that this estimate is dependent on the norm. This aid can support choosing a (miminal) penalty-value on the basis of the error propagation (in terms of approximate loss in digits of accuracy) one finds acceptable. Figure 2 gives an example.
Let C ln(λ) →C2[Σ(λ)] denote the curvature (of the basic plot) that maps the natural logarithm of the penalty-value to the condition number of the regularized precision matrix. We seek to approximate the second-order derivative of this curvature (the acceleration) at given penalty-values in the domain [λ min , λ max ]. The software (see Section 5) requires the specification of λ min and λ max , as well as the number of steps one wants to take along the domain [λ min , λ max ]. Say we take s = 1, . . . , S steps, such that λ 1 = λ min , λ 2 , . . . , λ S−1 , λ S = λ max . The implementation takes steps that are log-equidistant, hence ln( 
which is available for s = 2, . . . , S−1. The second visual aid thus plots C ln(λ) →C2[Σ(λ)] against the feasible domain of λ (see Figure 2 for an example). The behavior of the condition number along the domain of the penalty-value is to always decrease. This decreasing behavior is not consistently concave upward for (1) (under general non-scalar targets) and (3), as there may be parts of the domain where the behavior is concave downward. This aid may then more clearly indicate inflection points in the regularization path of the condition number. In addition, this aid may put perspective on the point of relative stabilization when the y-axis of the basic plot represents a very wide range. Software implementing the spectral condition number plot is discussed in Section 5. The following section illustrates, using oncogenomics data, the various uses of the spectral condition number plot with regard to covariance or precision matrix regularization. Section 2 of the Supplementary Material contains a second data example to further illustrate usage of the condition number plot. Section 4 of the Supplementary Material contains all R code with which these illustrations can be reproduced (including querying the data).
4. Illustration 4.1. Context and data. Various histological variants of kidney cancer are designated with the amalgamation 'renal cell carcinoma' (RCC). Chromophobe RCC (ChRCC) is a rather rare and predominantly sporadic histological variant, accounting for 4-6% of RCC cases [49] . ChRCC originates in the distal convoluted tubule [47] , a portion of the nephron (the basic structural unit of the kidney) that serves to maintain electrolyte balance [52] . Often, histological variants of cancer have a −1 . This estimator exhibits nonlinear shrinkage. The left-hand panels give the basic spectral condition number plot. The middle and right-hand panels exemplify the interpretational aids to the basic plot: the approximate loss in digits of accuracy (middle panel) and the approximation of the acceleration along the curve in the basic plot (right-hand panel). The top panels give the basic condition number plot and its interpretational aids for the domain λ a ∈ [1 × 10 −5 , 1000]. The bottom panels zoom in on the boxed areas. The interpretational aids can support the selection of a (minimal) penalty-value and may provide additional information on the basic plot. For example, say we are interested in choosing (approximately) the minimal value for the penalty for which the error propagation (in terms of approximate loss in digits of accuracy) is at most 1. From the middle panels we see that we should then choose the penalty-value to be exp(−4.2). From the right-hand panels we may infer that the regularization path of the condition number displays decreasing concave downward behavior for penalty-values between approximately exp(.2) and exp(1.8).
distinct pathogenesis contingent upon the deregulation of certain molecular pathways. A pathway can be thought of as a collection of molecular features that work interdependently to regulate some biochemical function. Recent evidence suggests that (reactivation of) the Hedgehog (Hh) signaling pathway may support cancer development and progression in clear cell RCC (CCRCC) [13, 8] , the most common subtype of RCC. The Hh-signaling pathway is crucial in the sense that it "orchestrates tissue patterning" in embryonic development, making it "critical to normal kidney development, as it regulates the proliferation and differentiation of mesenchymal cells in the metanephric kidney" [8] . Later in life Hh-signaling is largely silenced and constitutive reactivation may elicit and support tumor growth and vascularization [13, 8] . Our goal here is to explore if Hh-signaling might also be reactivated in ChRCC. The exploration will make use of network modeling (see Section 4.3) in which the network is taken as a representation of a biochemical pathway. This exercise hinges upon a well-conditioned precision matrix.
We attained data on RCC from the The Cancer Genome Atlas Research Network [55] as queried through the Cancer Genomics Data Server [6, 20] using the cgdsr R-package [28] . All ChRCC samples were retrieved for which messenger ribonucleic acid (mRNA) data is available, giving a total of n = 15 samples. The data stem from the IlluminaHiSeq RNASeqV2 RNA sequencing platform and consist of normalized relative gene expressions. That is, individual gene expressions are given as mRNA z-scores relative to a reference population that consists of all tumors that are diploid for the gene in question. All features were retained that map to the Hh-signaling pathway according to the Kyoto Encyclopedia of Genes and Genomes (KEGG) [31] , giving a total of p = 56 gene features. Regularization of the desired precision matrix is needed as p > n. Even though features from genomic data are often measured on or mapped to (approximately) the same scale, regularization on the standardized scale is often appropriate as the variability of the features may differ substantially when p > n; a point also made by [61] . Note that we may use the correlation matrix R = (Σ • I p )
instead ofΣ in equations (1) to (3) without loss of generality.
4.2.
Penalty parameter selection. The precision estimator of choice is the inverse of (3). The target matrix is chosen as T = ϕI p , with ϕ set to the reciprocal of the average eigenvalue of R: 1. First, the approximate leave-one-out crossvalidation (aLOOCV) procedure [38, 60] is used (on the negative log-likelihood) in finding an optimal value for λ a under the given target and data settings. This procedure searches for the optimal value λ * a in the domain λ a ∈ [1 × 10 −5 , 20]. A relatively fine-grained grid of 10, 000 log-equidistant steps along this domain points to 1 × 10 −5 as being the optimal value for the penalty (in the chosen domain). This value seems low given the p/n ratio of the data. This calls for usage-type ii. of the condition number plot (Section 2.2), where one uses it to determine if an optimal penalty as proposed by some procedure indeed leads to a well-conditioned estimate. The condition number is plotted over the same penalty-domain considered by the aLOOCV procedure. The left-hand panel of Figure 3 depicts this condition number plot. The green vertical line represents the penalty-value that was chosen as optimal by the aLOOCV procedure. Clearly, the precision estimate at λ a = 1 × 10
is not well-conditioned in the sense of the Heuristic Definition. This exemplifies that the (essentially large-sample) approximation to the LOOCV score may not be suitable for non-sparse situations and/or for situations in which the p/n ratio grows more extreme (the negative log-likelihood term then tends to completely dominate the bias term). At this point one could use the condition number plot in accordance with usage-type i., in which one seeks a reasonable minimal penalty-value. This reasonable minimal value (in accordance with the Heuristic Definition) can be found at approximately exp(−6), at which
.66. One could worry that the precision estimate retains too much noise under the heuristic minimal penalty-value. To this end, a proper LOOCV procedure is implemented that makes use of the root-finding Brent algorithm [4] . The expectation is that the proper data-driven LOOCV procedure will find an optimal penaltyvalue in the domain of λ a for which the estimate is well-conditioned. The penaltyspace of search is thus constrained to the region of well-conditionedness for additional speed, exemplifying usage-type iii. of the condition number plot. Hence, the LOOCV procedure is told to search for the optimal value λ * a in the domain λ a ∈ [exp(−6), 20]. The optimal penalty-value is indeed found to the right of the heuristic minimal value at 5.2. At this value, indicated by the red vertical line in Figure 3 ,
The precision estimate at this penaltyvalue is used in further analysis.
4.3.
Further analysis. Biochemical networks are often reconstructed from data through graphical models. Graphical modeling refers to a class of probabilistic models that uses graphs to express conditional (in)dependence relations (i.e., Markov properties) between random variables. Let V denote a finite set of vertices that correspond to a collection of random variables with probability distribution P, i.e., {Y 1 , . . . , Y p } ∼ P. Let E denote a set of edges, where edges are understood to consist of pairs of distinct vertices such that Y j is connected to Y j , i.e., Y j − Y j ∈ E. We then consider graphs G = (V, E) under the basic assumption {Y 1 , . . . , Y p } ∼ N p (0, Σ). In this Gaussian case, conditional independence between a pair of variables corresponds to zero entries in the precision matrix. Indeed, the following relations can be shown to hold for all pairs {Y j , Y j } ∈ V with j = j [see, e.g., 62]:
where − indicates the absence of an edge. Hence, the graphical model can be selected by determining the support of the precision matrix. For support determination we resort to a local false discovery rate procedure proposed by [45] , retaining only those edges whose empirical posterior probability of being present equals or exceeds .80. The right-hand panel of Figure 3 represents the retrieved Markov network on the basis ofΩ a (5.2). The vertex-labels are curated gene names of the Hh-signaling pathway genes. The graph seems to retrieve salient features of the Hhsignaling pathway. The Hh-signaling pathway involves a cascade from the members of the Hh-family (IHH, SHH, and DHH) via the SMO gene to ZIC2 and members of the Wnt-signaling pathway. The largest connected component is indicative of this cascade, giving tentative evidence of reactivation of the Hh-signaling pathway in (at least) rudimentary form in ChRCC. [55] . The green vertical line indicates the value of the penalty parameter that was chosen as optimal by the aLOOCV procedure (1 × 10 −5 ). The red vertical line indicates the value of the penalty that was chosen as optimal by the root-finding LOOCV procedure (5.2). The value indicated by the aLOOCV procedure does not lie in a region where the estimate can be deemed well-conditioned. Right-hand panel : The retrieved Markov network using the optimal penalty-value as indicated by the root-finding LOOCV procedure. The vertex-labels are Human Genome Organization (HUGO) Gene Nomenclature Committee (HGNC) curated gene names of the Hh-signaling pathway genes. Certain salient features of the Hh-signaling pathway are retrieved, indicating that this pathway may be reactivated in ChRCC.
Software
The R-package rags2ridges [43] implements (along with functionalities for graphical modeling) the ridge estimators of Section 2.1 and the condition number plot through the function CNplot. This function outputs visualizations such as Figure 1 and Figure 2 . The condition number is determined by exact calculation using the spectral decomposition. For most practical purposes this exact calculation is fast enough, especially in rotation equivariant situations for which only a single spectral decomposition is required to obtain the complete solution path of the condition number. Additional computational speed is achieved by the implementation of core operations in C++ via Rcpp and RcppArmadillo [15, 14] . For example, producing the basic condition number plot for the estimator (3) on the basis of data with dimensions p = 1, 000 and n = 200, using a scalar target matrix and 1, 000 steps along the penalty-domain, will take approximately 1.2 seconds (see Section 3 of the Supplementary Material for a benchmark exercise). The additional computational cost of the interpretational aids is linear: producing the panel of plots (including interpretational aids) for the situation just given takes approximately 1.3 seconds. When λ is very small and p n the exact calculation of the condition number may suffer from rounding problems (much like the imaginary linear system Σx = b), but remains adequate in its indication of ill-conditioning.
When exact computation is deemed too costly in terms of floating-point operations, or when one wants more speed in determining the condition number, the CNplot function offers the option to cheaply approximate the 1 -condition number, which amounts to
The 1 -condition number is computationally less complex than the calculation of C 2 [Σ(λ)] in non-rotation equivariant settings. The machinery of ridge-type regularization is, however, less directly connected to this 1 -condition number (in comparison to the 2 -condition number). The approximation of C 1 [Σ(λ)] uses LAPACK routines [2] and avoids overflow. This approximation is accessed through the rcond function from R [54] . The package rags2ridges is freely available from the Comprehensive R Archive Network (http://cran.r-project.org/) [54] .
Discussion
The condition number plot is a heuristic tool and heuristics should be handled with care. Below, some cases are presented that serve as notes of caution. They exemplify that the proposed heuristic accompanying the condition number plot should not be applied (as any statistical technique) without proper inspection of the data.
6.1. Artificial ill-conditioning. A first concern is that, when the variables are measured on different scales, artificial ill-conditioning may ensue [see, e.g., 21]. In case one worries if the condition number is an adequate indication of error propagation when using variables on their original scale one can ensure that the columns (or rows) of the input matrix are on the same scale. This is easily achieved by scaling the input covariance matrix to be the correlation matrix. Another issue is that it is not guaranteed that the condition number plot will give an unequivocal point of relative stabilization for every data problem (which hinges in part on the chosen domain of the penalty parameter). Such situations can be dealt with by extending the domain of the penalty parameter or by determining the value of λ that corresponds to the loss of log 10 C[Σ(λ)] digits (in the imaginary linear system Σx = b) one finds acceptable.
6.2. Naturally high condition numbers. Some covariance matrices may have high condition numbers as their 'natural state'. Consider the following covariance matrix: Σ equi = (1 − )I p + J p , with −1/(p − 1) < < 1 and where J p denotes the (p × p)-dimensional all-ones matrix. The variates are thus equicorrelated with unit variance. The eigenvalues of this covariance matrix are p + (1 − ) and (with multiplicity p − 1) 1 − . Consequently, its condition number equals 1 + p /(1 − ). The condition number of Σ equi thus becomes high when the number of variates grows large and/or the (marginal) correlation approaches one (or −1/(p− 1)). The large ratio between the largest and smallest eigenvalues of Σ equi in such situations mimics a high-dimensional setting in which any non-zero eigenvalue of the sample covariance estimate is infinitely larger than the smallest (zero) eigenvalues. However, irrespective of the number of samples, any sample covariance estimate of an Σ equi with large p and close to unity (or −1/(p − 1)) exhibits such a large ratio. Would one estimate the Σ equi in penalized fashion (even for reasonable sample sizes) and choose the penalty parameter from the condition number plot as recommended, then one would select a penalty parameter that yields a 'wellconditioned' estimate. Effectively, this amounts to limiting the difference between the penalized eigenvalues, which need not give a condition number representative of Σ equi . Thus, the recommendation to select the penalty parameter from the wellconditioned domain of the condition number plot may in some (perhaps exotic) cases lead to a choice that crushes too much relevant signal (shrinking the largest eigenvalue too much). For high-dimensional settings this may be unavoidable, but for larger sample sizes this is undesirable. 6.3. Contamination. Real data is often contaminated with outliers. To illustrate the potential effect of outliers on the usage of the condition number plot, consider data y i drawn from a contaminated distribution, typically modeled by a mixture distribution:
. . , n, some positive constant c > 0, and mixing proportion φ ∈ [0, 1]. Then, the expectation of the sample covariance matrix E(y i y
In high-dimensional settings with few samples the presence of any outlier corresponds to mixing proportions clearly deviating from zero. In combination with any substantial c the contribution of the outlier(s) to the eigenvalues may be such that the contaminated sample covariance matrix is represented as better conditioned (vis-à-vis its uncontaminated counterpart). It is the outlier(s) that will determine the domain of well-conditionedness in such a situation. Then, when choosing the penalty parameter in accordance with the Heuristic Definition, undershrinkage may ensue. One may opt, in situations in which the results are influenced by outliers, to use a robust estimator forΣ in producing the condition number plot.
Conclusion
We have proposed a simple visual display that may be of aid in determining the value of the penalty parameter in ridge-type estimation of the covariance or precision matrix when the number of variables is large relative to the sample size. The visualization we propose plots the spectral condition number against the domain of the penalty parameter. As the value of the penalty parameter increases, the covariance (or precision) matrix will move away from (near) singularity. In some lower-end of the domain this will mean that small increments in the value of the penalty parameter will lead to large decreases of the condition number. At some point, the condition number can be expected to stabilize, in the sense that small increments in the value of the penalty have (relatively) little effect on the condition number. The point of relative stabilization may be deemed to indicate a reasonable (minimal) value for the penalty parameter.
Usage of the condition number plot was exemplified in situations concerned with the direct estimation of covariance or precision matrices. The plot may also be of interest in situations in which (scaled versions of) these matrices are conducive to further computational procedures. For example, it may support the ridge approach to the regression problem x = Yβ + . We would then assess the conditioning of Y T Y + λI p for use in the ridge-solution to the regression coefficients:
We explicitly state that we view the proposed condition number plot as an heuristic tool. We emphasize 'tool', as it gives easy and fast access to penaltyvalue determination without proposing an optimal (in some sense) value. Also, in the tradition of exploratory data analysis [56] , usage of the condition number plot requires good judgment. As any heuristic method, it is not without flaws.
Notwithstanding these concerns, the condition number plot gives access to a fast and generic (i.e., non-target and non-ridge-type specific) procedure for regularization parameter determination that is of use when analytic solutions are not available and when other procedures fail. In addition, the condition number plot may aid more formal procedures, in terms of assessing if a well-conditioned estimate is indeed obtained, and in terms of proposing a reasonable minimal value for the regularization parameter for usage in a search grid.
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SUPPLEMENTARY MATERIAL
This supplement contains figures and R code in support of the main text. In addition, this supplement contains a second illustration of (the use of) the spectral condition number plot.
Behavior largest and smallest eigenvalues
This section contain a visual impression ( Figure S1 ) of the behavior of the largest and smallest eigenvalues along the domain of the penalty parameter. The setting is given in Example 1 of the main text. 
A second Illustration
2.1. Context and data. Prostate cancer refers to an adenocarcinoma in the prostate gland. It is the most common solid tumor diagnosed in western men [48] . Its prognosis is largely determined by metastasis with low survival rates for metastatic forms in comparison to organ-confined forms [1] .
Vascular endothelial growth factor (VEGF) is a signal protein that supports vascularization [17] . Vascular endothelial cells are cells that line the interior of blood vessels. The formation of new blood vessels is pivotal to the growth and metastasis of solid tumors. VEGF is actually at the helm of a cascade of signaling pathways that form the VEGF-signaling pathway. In specific, the activation of VEGF leads to the activation of the mitogen-activated protein kinase (MAPK) and phosphatidylinositol 3'-kinase (PI3K)-AKT signaling pathways [32] . The VEGFsignaling pathway thus largely consists of two subpathways. These subpathways mediate "the proliferation and migration of endothelial cells and" promote "their survival and vascular permeability" [32] . Hence, VEGF overexpression supports tumor growth and metastasis.
VEGF-signaling is likely active in metastatic prostate cancer. This contention is supported by recent evidence that changes in the PI3K-pathway are present in metastatic tumor samples [53] . Cancer may be viewed, from a pathway perspective, as consisting of a loss of normal biochemical connections and a gain of abnormal biochemical connections. Severe deregulation would then imply the loss of normal subpathways and/or the gain of irregular subpathways. Our goal here is to explore if the VEGF-signaling pathway in metastatic prostate cancer can still be characterized as consisting of the MAPK and PI3K-AKT subpathways. The exploration will make use of a pathway-based factor analysis in which the retained latent factors are taken to represent biochemical subpwathways [cf. 5] . This exercise hinges upon a well-conditioned covariance matrix.
We attained data on prostate cancer from the Memorial Sloan-Kettering Cancer Center [53] as queried through the Cancer Genomics Data Server [6, 20] using the cgdsr R-package [28] . All metastatic samples were retrieved for which messenger ribonucleic acid (mRNA) data is available, giving a total of n = 19 samples. The data stem from the Affymetrix Human Exon 1.0 ST array platform and consist of log 2 whole-transcript mRNA expression values. All Human Genome Organization (HUGO) Gene Nomenclature Committee (HGNC) curated features were retained that map to the VEGF-signaling pathway according to the Kyoto Encyclopedia of Genes and Genomes (KEGG) [31] , giving a total of p = 75 gene features. Regularization of the desired covariance matrix is needed as p > n. Regularization is performed (as in the illustration in the main text) on the standardized scale.
Model.
We work with standardized data. Hence, let z i ∈ R p denote a centered and scaled p-dimensional observation vector available for i = 1, . . . , n persons. The factor model states that
where ξ i ∈ R m denotes an m-dimensional vector of latent variables typically called 'factors', and where Γ ∈ R p×m is a matrix whose entries γ jk denote the loading of the jth variable on the kth factor, j = 1, . . . , p, k = 1, . . . , m. Finally, the i ∈ R p denote error measurements. Hence, the model can be conceived of as a multivariate regression with latent predictors. An important assumption in this model is that m < p: the dimension of the latent vector is smaller than the dimension of the observation vector. The following additional assumptions are made: (i) The observation vectors are independent; (ii) rank(Γ) = m; (iii) ξ i ∼ N m (0, I p ); (iv) i ∼ N p (0, Ψ), with Ψ a (p × p)-dimensional diagonal matrix with strictly positive diagonal entries ψ j ; and (v) ξ i and i are independent for all i and i . The preceding assumptions establish a distributional assumption on the covariance structure of the observed data-vector: (vi) z i ∼ N p (0, Σ = ΓΓ T + Ψ). Hence, to characterize the model, we need to estimate Γ and Ψ on the basis of the sample correlation matrix. As p > n for the data at hand, the sample correlation matrix is singular and standard maximum likelihood estimation (MLE) is not available. Recent efforts deal with such situations by (Bayesian) sparsity modeling of the factor model [e.g., 5], i.e., by imposing sparsity constraints in the loadings matrix. Our approach differs. We first ensure that we have a well-conditioned correlation matrix by using a regularized (essentially a Bayesian) estimator. Afterwards, standard MLE techniques are employed to estimate Γ and Ψ on the basis of this regularized correlation matrix. Hence, we perform MLE on the basis ofΣ(λ * ) where λ * is (in some sense) deemed optimal.
Penalty parameter selection.
The estimator of choice is again (3) of the main text where we replaceΣ with the sample correlation matrix R. The target matrix is chosen as T = I p , such that a regularized correlation matrix ensues. Again, the aLOOCV procedure was tried first in finding an optimal value for λ a under the given target and data settings. We searched for the optimal value λ * a in the domain λ a ∈ [1 × 10 −5 , 20] with 10, 000 log-equidistant steps along this domain. Again, the procedure pointed to 1 × 10 −5 as being the optimal value for the penalty (in the chosen domain), which seems low given the p/n ratio of the data. The condition number plot (covering the same penalty-domain considered by the aLOOCV procedure) indeed indicates that the precision estimate at λ a = 1 × 10 −5 is not wellconditioned in the sense of the Heuristic Definition, exhibiting a condition number of approximately 9, 456 ( Figure S2) . A reasonable minimal penalty-value (in accordance with the Heuristic Definition) can be found at approximately exp(−6.5), at which C 2 [Σ a (exp(−6.5))] ≈ 785.01. This reasonable minimal value is subsequently used to constrain the search-domain to the region of well-conditionedness. A rootfinding (by the Brent algorithm [4] ) LOOCV procedure is then told to search for the optimal value λ * a in the domain λ a ∈ [exp(−6.5), 20]. The optimal penaltyvalue is found at .422. At this value, indicated by the red vertical line in Figure  S2, 
Further analysis.
The dimension of the factor solution is unknown. Hence, the optimal factor dimension needs to be determined in conjunction with the estimation of the model. Now, letΣ m =Λ mΛ T m +Ψ denote the MLE solution under m factors. Then, we determine the optimal dimension (contingent upon the MLE solutions) using the Bayesian Information Criterion (BIC; [46] ), which, for Figure S3 gives the BIC scores for each dimension allowed by the existence condition p(p + 1)/2 − η ≥ 0. The solution with the lowest BIC score is deemed optimal, indicating that m = 2 is the preferred solution.
The specified FA model is inherently underidentified. Assume H ∈ R m×m is an arbitrary orthogonal matrix. Considering the implied covariance structure of the observed data we may write:
This equality implies that, given Ψ, there is an infinite number of alternative loading matrices that generate the same covariance structure as Γ. Thus, in any solution, Γ can be made to satisfy m(m − 1)/2 additional conditions, and, hence, the structure of the existence condition given above. Naturally, any estimation method then requires a minimum of m(m − 1)/2 restrictions on Γ to attain uniqueness (up to possibly polarity reversals in the columns of Γ). In MLE this is achieved by requiring that Γ T Ψ −1 Γ be diagonal along with an order-condition on its diagonal elements. As this is a convenience solution that has no direct interpretational meaning, usually a post-hoc rotation is applied, whence estimation is settled, to enhance interpretation. Here, the Varimax [29] rotation to an orthogonal simple structure was ultimately used as oblique rotation (that allows for factor correlations) indicated a near-zero correlation between the two retained latent factors (note that any orthogonal representation has equivalent oblique representations).
The final factor solution is represented in Figure S4 . This Dandelion plot [40] visualizes the magnitudes of the elements ofΛ andΨ and their relation to the two retained factors. The latent factors are taken to represent biochemical subpwathways. Table S1 characterizes the factors according to their constituting genes that achieve the highest absolute loading. These genes are furthermore associated with VEGFsignaling subpathways as indicated by the WikiPathways database [33] . Factor 1 consists mostly of MAPK-related genes. In addition, genes related to the glycerol phospholipid biosynthesis pathway load on factor 1. The MAPK pathway has been associated with lipid homeostase in yeast [42] and "phospholipid composition and synthesis are similar in yeast and mammalian cells" [10] . Genes with pathway association indicated by '-' in Table S1 (PIK3R5 and SPHK2) could not be associated to VEGF-subpathways according to the WikiPathways database. PIK3R5 is, however, related to the MAPK-signaling pathway according to the Ingenuity Target Explorer [16] . Factor 2 consists mostly of genes related to the PI3K/AKTsignaling and prostate cancer pathways. Moreover, this factor also includes general VEGF-signaling pathway genes that are conducive in activating the MAPK and PI3K/AKT cascade. These results suggest that the compositional subpathway structure of the VEGF-signaling pathway in metastatic prostate cancer can still be characterized as consisting of the MAPK and PI3K-AKT cascades. Hence, VEGFpathway degerulation in metastatic prostate cancer is more likely characterized by intricate changes in its known subpathways than by the loss of these (normal) subpathways or the gain of (abnormal) subpathways.
Benchmark
A benchmarking exercise was conducted to get an indication of the execution time of the CNplot function. The sample size n is not a factor in the execution time as the function operates on the covariance (or precision) matrix. Hence, time complexity hinges on the dimension p and the number of steps S taken along the (specified) domain of the penalty-parameter. Execution time was thus evaluated for various combinations of p and S.
Timing evaluations were done for all ridge estimators mentioned in Section 2.1 of the main text and all combinations of the elements in p ∈ {125, 250, 500, 1000} and S ∈ {125, 250, 500, 1000}. The basic condition number plot was produced 50 times (on simulated covariance matrices) for each combination of estimator, p, and S. In addition, both a rotation equivariant situation (using a scalar target) and a rotation non-equivariant situation (using a non-scalar target) were considered for estimators (1) and (3) of the main text (note that estimator (2) is always rotation equivariant). All execution times of the CNplot call in R were evaluated with the microbenchmark package [41] . All timings were carried out on a Intel Core Tables S2 to S4 indicate that, in general, the condition number plot can be produced quite swiftly. As stated in the main text: in rotation equivariant situations only a single spectral decomposition is required to obtain the complete solution path of the condition number. Hence, the time complexity of the CNplot call in these situations is approximately O(p 3 ) (worst-case time complexity of a spectral decomposition) as, after the required spectral decomposition, the solution path can be obtained in linear time only. Increasing the number of steps S along the penalty-domain thus comes at little additional computational cost. For the rotation non-equivariant setting the time complexity is approximately O(Sp 3 ) as a spectral decomposition is required for all s = 1, . . . , S. The runtime of the condition number plot function under Estimator (3) of the main text is then somewhat longer than the corresponding runtime under Estimator (1). This is because the spectral decomposition in the former situation is also used for computing the (relatively expensive) matrix square root. As S acts as a scaling factor in rotation non-equivariant settings the computation time of the plot can be reduced by coarsening the search-grid along the penalty-domain.
To compare the runtimes for the CNplot call we also conducted timing evaluations for the approximate leave-one-out cross-validation (aLOOCV) and rootfinding LOOCV procedures as used in the main text (implemented in rags2ridges). Time complexity for the root-finding LOOCV procedure hinges on the dimension p and the sample size n. In contrast, time complexity for for the aLOOCV procedure is dependent on p, n, and S. Timings were done for all combinations of the elements in p ∈ {125, 250}, n ∈ {100, 200} and (when relevant) S ∈ {125, 250}. The basic condition number plot was produced 50 times (on simulated data of dimension n × p) for each combination of p, n and (possibly) S. For the root-finding LOOCV procedure both a rotation equivariant situation and a rotation non-equivariant situation were considered. Ridge estimator (3) of the main text was used for all timing evaluations. The results, stated as median runtimes in seconds, are given in Tables Table S2 Table S6 . Benchmarking results for various values of p, n, and S for the approximate LOOCV procedure. The ridge estimator considered is given in equation (3) Tables S5 and S6 indicate that, even under these relatively light settings, the runtimes for the aLOOCV and root-finding LOOCV procedures far exceed the runtime of (corresponding) calls to CNplot. The runtime for the root-finding LOOCV procedure is (given p) exacerbated for larger sample sizes. The runtime for the aLOOCV procedure is (given p) exacerbated for larger samples sizes, finer searchgrids, and (not shown) situations of rotation non-equivariance.
R Codes
The R libraries needed to run the code snippets below can be found in Listing 1: Listing 1. Packages and dependencies ----------------------------------------------- 
# # Obtain covariance matrix on p > n data p = 100 n = 25 set . seed (333) X = matrix ( rnorm ( n * p ) , nrow = n , ncol = p ) Cx <-covML ( X ) 
Example copy number Plot with i n t e r p r et a t i o n a l aids
# # Spectral condition number plot with i n t e r p r e t a t i o n a l aids CNplot ( Cx , lambdaMin = .00001 , lambdaMax = 1000 , step = 2000 , Iaids = TRUE , type = " Alt " , target = default . target ( Cx , type = " DEPV " ) ) # # Zoom CNplot ( Cx , lambdaMin = .01 , lambdaMax = 1000 , step = 2000 , Iaids = TRUE , type = " Alt " , target = default . target ( Cx , type = " DEPV " ) )
The code in Listing 4 was used for Section 4 of the main text: # # Specify data set details mskccDB <-CGDS ( " http : / / www . cbioportal . org / public -portal / " ) studies <-g e t C a n c e r S t u d i e s ( mskccDB ) cancerStudy <-" kirc _ tcga _ pub " caseList <-getCaseLists ( mskccDB , cancerStudy ) caseList <-getCaseLists ( mskccDB , cancerStudy ) [3 ,1] m y g e n e t i c p r o fi l e = g e t G e n e t i c P r o f i l e s ( mskccDB , cancerStudy ) The code in Listing 5 was used for the second illustration contained in Section 2 of this supplement: # # Specify data set details mskccDB <-CGDS ( " http : / / www . cbioportal . org / public -portal / " ) studies <-g e t C a n c e r S t u d i e s ( mskccDB ) cancerStudy <-" prad _ mskcc " caseList <-getCaseLists ( mskccDB , cancerStudy ) [15 ,1] m y g e n e t i c p r o fi l e = g e t G e n e t i c P r o f i l e s ( mskccDB , cancerStudy ) mrnaProf <-" prad _ mskcc _ mrna " # # Extract data Y2 <-get Profile Data ( mskccDB , geneList [ ,1] , mrnaProf , caseList ) Y2 <-as . matrix ( Y2 )
# # Filter no -data samples and genes and scale data sRemove <-which ( rowSums ( is . na ( Y2 ) ) > ncol ( Y2 ) / 2) ; sRemove gRemove <-which ( colSums ( is . na ( Y2 ) ) > 0) ; gRemove Y2 <-scale ( Y2 , center = TRUE , scale = TRUE ) # # Plot dims <-seq (1 , ( mmax -1) , 1) plot ( dims , BIC , axes = FALSE , type = " l " , col = " red " , xlab = " dimension of latent vector " , ylab = " BIC score " ) axis (2 , ylim = c ( min ( BIC ) , max ( BIC ) ) , col = " black " , lwd = 1) axis (1 , xlim = c (0 ,( mmax -1) ) , col = " black " , lwd = 1 , tick = TRUE )
fit <-factanal ( factors = 2 , covmat = R , rotation = " promax " ) print ( fit , digits = 2 , cutoff = .3 , sort = FALSE ) fit <-factanal ( factors = 2 , covmat = R , rotation = " varimax " ) print ( fit , digits = 2 , cutoff = .3 , sort = TRUE ) The code in Listing 6 was used in the benchmark exercise contained in Section 3 of this supplement: , to = c ( " Approximate LOOCV " ) ) save ( tm , file = paste ( " aLOOCV . BM . RE . n " ,nu , " p " ,pu , " S " ,su , " . Rdata " , sep = " " ) ) # # Plot boxplot ( tm , log = FALSE ) } } }
