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GROMOV–WITTEN INVARIANTS OF LOCAL P2
AND MODULAR FORMS
TOM COATES AND HIROSHI IRITANI
Abstract. We construct a sheaf of Fock spaces over the moduli space of elliptic curves
Ey with Γ1(3)-level structure, arising from geometric quantization of H
1(Ey), and a global
section of this Fock sheaf. The global section coincides, near appropriate limit points, with
the Gromov–Witten potentials of local P2 and of the orbifold [C3/µ3]. This proves that the
Gromov–Witten potentials of local P2 are quasi-modular functions for the group Γ1(3), as
predicted by Aganagic–Bouchard–Klemm, and proves the Crepant Resolution Conjecture for
[C3/µ3] in all genera.
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1. Introduction
Let Y be the total space KP2 of the canonical line bundle of P2, and let X denote the
orbifold
[
C3/µ3
]
, where the group µ3 of third roots of unity acts with weights (1, 1, 1). Let
F gY = −
t3
18
δg,0 − t
12
δg,1 +
∞∑
d=0
ng,de
dt, F gX =
∞∑
k=1
norbg,k
tk
k!
denote the genus-g Gromov–Witten potentials of Y and X respectively. Here ng,d is the
genus-g, degree-d Gromov–Witten invariant of Y , and norbg,k is the genus-g Gromov–Witten
invariant of X with k insertions of the age-1 orbifold class. We regard F gY as a function of
t ∈ H2(Y ), and F gX as a function of t ∈ H2orb(X ). The main result of this paper is:
Theorem A (see Corollary 10.3.5, Theorem 10.5.3, Theorem 10.3.9 for precise statements).
Introduce modular parameters τ , τorb by
τ = −1
2
− 3
2pii
∂2F 0Y
∂t2
τorb = 3
∂2F 0X
∂t2
= −1
2
+
t
2pii
+O(et) = t +O(t4)
Then:
(1) when regarded as a function of τ , F gY extends to a holomorphic function on the upper
half-plane H;
(2) when regarded as a function of τorb, F
g
X extends to a holomorphic function on the disc
|τorb| < r, where r = Γ(13)3/Γ(23)3;
(3) for g ≥ 2, F gY is a quasi-modular function with respect to the congruence subgroup:
Γ1(3) =
{(
a b
c d
)
∈ SL(2,Z) : a ≡ d ≡ 1, c ≡ 0 mod 3
}
;
(4) (Crepant Resolution Conjecture) {F gY } and {F gX } are related by an explicit Feynman
diagram expansion, which takes the following form for g ≥ 2:
F gX = F
g
Y + (polynomial expressions in {∂kt F hY : 0 ≤ h < g, 1 ≤ k ≤ 3g − 3})
where τorb = r · 3τ+1−ξ3τ+1−ξ2 .
This proves conjectures of Aganagic–Bouchard–Klemm [2].
1.1. Geometric Quantization and the Fock Sheaf. Aganagic–Bouchard–Klemm’s pre-
diction was based on Witten’s discovery [81] that a topological string partition function
(1) Z = exp
 ∞∑
g=0
~g−1F g

can be understood as a ‘wave function’ of a quantum-mechanical system that arises from
geometric quantization of the state space of the theory. In the present setting, the state space
is given by H1(Ey), where
(2) Ey = compactification of
{
(x1, x2) ∈ (C×)2 : x1 + x2 + yx1x2 + 1 = 0
}
is the family of elliptic curves, parametrised by y ∈ H/Γ1(3) ∼= P(3, 1), that corresponds to Y
under mirror symmetry. Quasi-modularity follows by ‘quantizing’ monodromies of this family.
The aim of the present paper is to verify this physics picture for local P2 mathematically.
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Let us begin with the genus-zero part of the story. The graph of dF 0Y defines a Lagrangian
submanifold L in the cotangent bundle T ∗H2(Y ) ∼= H2(Y ) ⊕ H4(Y ) of H2(Y ), where we
regard H4(Y ) = H4c (Y ) as the dual of H
2(Y ) via the intersection pairing:
L = Γ(dF 0Y ) =
{
(t, p) ∈ H2(Y )⊕H4(Y ) : p = ∂F
0
Y
∂t
}
.
The Crepant Resolution Conjecture at genus zero – proved in this case by [17,27] – says that
the graphs of dF 0Y and dF
0
X coincide under an affine symplectic transformation U : T
∗H2(Y )→
T ∗H2orb(X ): see Figure 1. The family {TtL} of tangent spaces to L defines a variation of Hodge
structure (VHS) of weight 1; under mirror symmetry, this is identified with the VHS onH1(Ey)
of the mirror family. The mirror curve Ey is parameterized by y ∈ P(3, 1) ∼= H/Γ1(3) and the
Gromov–Witten potentials F 0Y , F
0
X describe the local behaviour of the VHS near y = 0 (the
large-radius limit) and y = ∞ (the orbifold point) respectively. An important observation
here is that the directions of the ‘y-axes’ H4(Y ) and H4orb(X ) do not coincide. In higher
genus, these y-axes play the role of a polarization in geometric quantization.
-
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Figure 1. Genus-zero Crepant Resolution Conjecture for X = [C3/µ3]
Geometric quantization (see [60]) associates to a symplectic vector space H a Hilbert space,
called the Fock space, which is an irreducible representation of the Heisenberg algebra associ-
ated with H. To construct such a representation, we need the data of a polarization, that is, a
Lagrangian subspace P of H. Given a polarization P , the Fock space is a space Fun(H/P ) of
functions on H/P of an appropriate class (C∞, L2, Schwartz, etc). It carries an action of the
Heisenberg algebra given by ‘canonical quantization’. For instance, if H is a 2-dimensional
symplectic vector space with Darboux co-ordinates (p, x), and if we choose P to be the
subspace 〈∂/∂p〉, then the corresponding Fock space is a space of functions of x, and the
Heisenberg algebra acts by operators x and ~∂/∂x. If we have two different polarizations P1,
P2, the corresponding Fock spaces are canonically isomorphic as projective representations of
the Heisenberg algebra:
T (P1, P2) : Fun(H/P1)
∼=−→ Fun(H/P2)
by the Stone–von Neumann theorem. Such an isomorphism is given by an integral transfor-
mation of Fourier type.
We are interested in Fock space elements of the form (1), which can be viewed as asymptotic
series in ~. Agangagic–Bouchard–Klemm [2] described the isomorphism T (P1, P2) for such
asymptotic functions using a sum over Feynman diagrams. Using their Feynman rule, we
construct in §7 a sheaf FockCY of Fock spaces1 over the base P(3, 1) of the mirror family.
1This is a sheaf of sets, not of vector spaces, as functions of the form (1) are not closed under addition.
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Note that we need to construct a Fock sheaf here, instead of a Fock space, because there is
no globally defined, single-valued, flat polarization over the moduli space P(3, 1) ∼= H/Γ1(3),
because the mirror family has non-trivial monodromies. Roughly speaking, we:
(a) choose an open covering {Uα} of P(3, 1) by sufficiently small open sets Uα;
(b) choose a Gauss–Manin flat polarization Pα ⊂ H2(Ey) such that Pα t L over Uα,
i.e. Pα ⊕H1,0(Ey) = H1(Ey) for each y ∈ Uα;
(c) define Γ(Uα,FockCY) to be the space of asymptotic series exp(
∑∞
g=1 ~g−1F g), where
F g is a holomorphic function on Uα;
and then patch local Fock spaces Γ(Uα,FockCY) over overlaps Uα ∩ Uβ using the Feynman
rule of Aganagic–Bouchard–Klemm. Theorem A above is a consequence of the following more
fundamental result:
Theorem B (Theorem 8.6.1, Theorem 9.0.1). There exists a global section CCY of the Fock
sheaf FockCY such that:
(1) in a neighbourhood of the large-radius limit point y = 0 and with respect to the polar-
ization PLR = H
4(Y ), CCY is represented by the Gromov–Witten potentials of Y ;
(2) in a neighbourhood of the orbifold point y = ∞ and with respect to the polarization
Porb = H
4
orb(X ), CCY is represented by the Gromov–Witten potentials of X ;
(3) in a neighbourhood of the conifold point y = − 127 and with respect to a polarization
Pcon, CCY is represented by a collection {F gcon} of functions such that F gcon has poles
of order 2g − 2 at y1 = − 127 for g ≥ 2.
There are various possible choices of polarization, which are summarized in Table 1. The
VHS of the mirror family has singularities at the large-radius (y = 0), conifold (y = − 127),
and orbifold (y =∞) points. Near these points, there are unique flat polarizations PLR, Pcon,
Porb characterized by invariance under local monodromy (Notation 7.2.7, Proposition 10.3.2).
These polarizations become multi-valued when they are analytically continued.
On the other hand, we can also consider polarizations which are not Gauss-Manin flat, but
are single-valued. Expressing the global section CCY with respect to a single-valued polariza-
tion yields exp(
∑∞
g=1 ~g−1F g), where the correlation functions F g are single-valued on P(3, 1).
The polarization Pcc defined by H
0,1(Ey) = H1,0(Ey), which we call the complex-conjugate
polarization, is single-valued, and coincides with PLR at y = 0, Pcon at y = − 127 , and Porb
at y = ∞. It varies non-holomorphically along P(3, 1), and correlation functions for CCY
with respect to Pcc satisfy the Bershadsky–Cecotti–Ooguri–Vafa holomorphic anomaly equa-
tion [9] (Proposition 10.6.3). We can also obtain single-valued polarizations by considering
the algebraic structure of the bundle H1(Ey) over P(3, 1):
⋃
yH
1(Ey) ∼= O(1)⊕O(−1). The
algebraic polarization Palg is a single-valued holomorphically-varying non-flat polarization,
corresponding to O(−1) over P(3, 1); correlation functions for Palg can be thought of as the
‘holomorphic ambiguity’ in the holomorphic anomaly equation. Correlation functions for Palg
are rational functions, and it follows that the Gromov–Witten potentials F gY , F
g
X belong to
certain polynomial rings (see Theorem 10.7.3).
Remark 1.1.1. Polarizations are called ‘opposite line bundles’ in the main body of the text.
Remark 1.1.2. Lho–Pandharipande [65, 66] also proved a similar finite generation result,
and a version of the Crepant Resolution Conjecture for Y and X . We give a proof of their
version of Crepant Resolution Conjecture using our method below (Theorem 10.7.3) but we
learned its elegant formulation from them.
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polarization flat/curved global behaviour correlation functions
PLR flat multi-valued F
g
Y , quasi-modular
Porb flat multi-valued F
g
X
Pcon flat multi-valued quasi-modular
Pcc curved single-valued almost-holomorphic modular
Palg curved single-valued holomorphic modular (rational functions)
Table 1. Various Polarizations
Remark 1.1.3. It was conjectured by Huang–Klemm [52, 53] that the correlation function
F gcon with respect to Pcon should satisfy a certain ‘gap condition’ – see (127). We do not have
a proof of this conjecture, but verify it up to genus g = 7. See §10.8.
1.2. Summary of the Argument. In outline: we pass from Y and X to their toric com-
pactifications Y = PP2(O(−3)⊕O) and X = P(1, 1, 1, 3). These have generically semisimple
quantum cohomology, which is not true for Y or X . We determine the Gromov–Witten po-
tentials of Y and X using the Givental–Teleman formula; this requires semisimplicity. We
relate the two potentials via mirror symmetry for Y and X . The Gromov–Witten potentials
of Y and X glue together to give a single-valued section CB of an infinite-dimensional version
of the Fock sheaf, which we constructed in [25]; this is a higher-genus version of the Crepant
Resolution Conjecture for Y and X . The finite-dimensional version of the Fock sheaf, and the
global section CCY, emerge from their infinite-dimensional counterparts by taking a certain
‘conformal limit’ or ‘local limit’. In this limit, the volume of the fiber of Y → P2 becomes
infinitely large, and the Gromov–Witten theory of Y reduces to that of Y .
Let us explain some more details. We consider the Landau–Ginzburg model that is mirror
to the small quantum cohomology of Y . This is given by
Wy1,y2 =
(
x1 + x2 +
y1
x1x2
+ 1
)
x3 +
y2
x3
(x1, x2, x3) ∈
(
C×
)3
(3)
where (y1, y2) ∈ (C×)2. This family of Laurent polynomials extends over a partial compacti-
fication MB of (C×)2, where the limits
(y1, y2)→ (0, 0) (y−1/31 , y1/31 y2)→ (0, 0)
correspond respectively to the large-radius limit for Y and the large-radius limit for X : see
Figure 2.
The Landau–Ginzburg mirror determines an infinite-dimensional symplectic vector bundle
over MB, with fiber over (y1, y2) ∈ (C×)2 equal to
H3
(
Ω•(C×)3((z)), zd+ dWy1,y2 ∧
)
This vector bundle carries a flat Gauss–Manin connection, which has logarithmic singularities
along y1 = 0, y2 = 0, and y1 = − 127 , and has a Lagrangian subbundle
FB = H
3
(
Ω•(C×)3 [[z]], zd+ dWy1,y2 ∧
)
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y1 = 0 y1 = − 127 y1 =∞
LR con orb {y2 = 0} ∼= P(3, 1)
1
Figure 2. The B-model moduli spaceMB: this is the base space of the family
Wy1,y2 of Landau–Ginzburg potentials.
Such structures have been studied by K. Saito [74] in the context of singularity theory. By
transporting the Lagrangian subspaces FB in the fibers to a fixed fiber
2, using the Gauss–
Manin connection, we obtain a moving family of semi-infinite Lagrangian subspaces. This is
an example of a variation of semi-infinite Hodge structure (VSHS) [5].
On the other side of mirror symmetry, we consider the descendant potentials Fg
Y
and
FgX , which are generating functions for genus-g Gromov–Witten invariants of Y and X with
descendants. Fg
Y
and FgX are functions on an infinite-dimensional space, and the graph of the
differential dF0
Y
defines a Lagrangian submanifold
LY ⊂ H•(Y )⊗ C((z−1))
in Givental’s symplectic space H•(Y )⊗C((z−1)). Under mirror symmetry, the tangent spaces
to the Givental cone LY are identified with the VSHS determined by the Landau–Ginzburg
mirror, near the large-radius limit point for Y . Analogous statements hold for X .
The Landau–Ginzburg model (3) is a mirror to the small quantum cohomology of Y ,
rather than the full big quantum cohomology, and therefore the VSHS that it determines is
not miniversal. In §5 we construct a miniversal unfolding of this semi-infinite variation, over
a six-dimensional baseMbigB , that is a mirror to the big quantum cohomology of Y . The base
MbigB is a thickening of MB \ {y1 = − 127}. It carries an infinite-dimensional version FockB of
the Fock sheaf, which we constructed in [25] and review in §6 below, and furthermore there is
a distinguished global section CB of this Fock sheaf. The global section CB is constructed using
Givental’s formula for higher-genus potentials [41]; see [25, §7.2]. It coincides under mirror
symmetry, near the large-radius limit points for Y and X , with the total descendant potentials
ZY = exp(
∑
g≥0 ~g−1FgY ) of Y and ZX of X . This follows from Teleman’s theorem [80]
[25, Theorem 7.15].
Now we take the local limit. Observe that the Landau–Ginzburg potential Wy1,y2 with y2
set to zero defines the family (2) of elliptic curves Ey1 ; thus the divisor (y2 = 0) in MB can
be identified with the base P(3, 1) ∼= H/Γ1(3) of the mirror family of Y . A key step in the
argument is the construction of a “restriction map” from the infinite-dimensional Fock sheaf
FockB overMbigB to the finite-dimensional Fock sheaf FockCY over P(3, 1). This requires care,
as the VSHS associated with Wy1,y2 has logarithmic singularities along y2 = 0. We also need
a result comparing polarizations for the VSHS with polarizations for the VHS.
2We are hiding some technical details here. To obtain a moving subspace realization, we need to analytify
FB in the z-direction. The analytification is denoted by FB in the main body of the text.
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Theorem C (see Propositions 4.3.1, 5.1.5, 5.1.6 and 5.1.7, Notation 7.2.7, Theorem 8.0.1).
Let y1 ∈ P(3, 1). There is a one-to-one correspondence between:
(a) flat polarizations near y1 for the VSHS associated with the Landau–Ginzburg mirror
that are compatible with the Deligne extension;
(b) flat polarizations near y1 for the VHS associated with the mirror family {Ey} of elliptic
curves.
Let FockB denote the infinite-dimensional Fock sheaf over MbigB and let FockCY denote the
finite-dimensional Fock sheaf over P(3, 1). Write P(3, 1)◦ = P(3, 1) \ {− 127} for the comple-
mement of the conifold point, and let i : P(3, 1)◦ ↪→MbigB denote the inclusion map. There is
a restriction map:
i−1FockB −→ FockCY
∣∣
P(3,1)◦
By applying the restriction map to the global section CB of FockB, we obtain a section CCY
of FockCY over P(3, 1)◦. It is then easy to check that CCY corresponds to the Gromov–Witten
potentials of Y and X , respectively, near y1 = 0 and y1 =∞. In §9, we show that the genus-g
potential of CCY has poles of order 2g − 2 at the conifold point y1 = − 127 , by analysing the
pole order of the ingredients in Givental’s formula for higher-genus potentials. This proves
Theorem B.
Remark 1.2.1. In the main body of the text, we consider various versions of VSHS but
do not use the term ‘VSHS’ itself, instead using the equivalent notions of TEP structures,
log-TEP structures, and log-cTEP structures.
Remark 1.2.2 (Related work). Higher-genus Gromov–Witten invariants of local P2 and[
C3/µ3
]
have been studied by many authors. In string theory, Alim–Scheidegger–Yau–
Zhou [4], Huang–Klemm [52], and Huang–Klemm–Quackenbush [53] have emphasized the
importance of special geometry and the holomorphic anomaly equations. On the mathe-
matics side, Bouchard–Cavalieri have computed Gromov–Witten invariants of
[
C3/µ3
]
at
genus 2 and 3 using Hodge and Hurwitz–Hodge integrals [13]. Lho–Pandharipande have
recently established the holomorphic anomaly equation for local P2, in the precise form pre-
dicted by physicists, and used this to prove a higher-genus Crepant Resolution Conjecture
for
[
C3/µ3
]
[65, 66]. Another approach goes via the Remodelling Conjecture of Bouchard–
Klemm–Marin˜o–Pasquetti [14] and Eynard–Orantin recursion [33]. Fang–Liu–Zong [34] have
established the Remodelling Conjecture for all toric Calabi–Yau 3-orbifolds, and this should
lead to a proof of modularity and the holomorphic anomaly equation in our setting.
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List of Notation
VA,X ⊂ HX open subset of the form (8).
M×A,X = VA,X2piiH2(X,Z) the base of the A-model TEP structure; see Example 2.7.5.
(MA,X , DA,X) the base of the A-model log-TEP structure;
M×A,X =MA,X \DA,X ; see Example 2.7.6, Theorem 5.4.1.
(F˜A,X ,∇A,X , (·, ·)A,X) see Example 2.7.5.
(F×A,X ,∇A,X , (·, ·)A,X) A-model TEP structure; see Example 2.7.5, Theorems 3.3.1, 3.3.2.
(FA,X ,∇A,X , (·, ·)A,X) A-model log-TEP structure; see Theorem 5.4.1.
(FA,X ,∇A,X , (·, ·)A,X) A-model log-cTEP structure; see Example 6.1.5.
PA canonical opposite module for the A-model TEP structure;
see Example 2.8.6.
PA canonical opposite module for the A-model log-cTEP structure;
see Example 6.7.5.
FockA,X A-model Fock sheaf; see Definition 6.8.10.
(MB, D) the base of the B-model log-TEP structure;
see (23) and Proposition-Definition 3.5.4.
M×B MB \D; the base of the B-model TEP structure; see (23), Definition 3.2.2.
M◦B MB \ {y1 = −1/27}; see Theorem 5.0.1.
(MbigB , Dbig) the base of the big B-model log-TEP structure; see Theorem 5.0.1;
this contains M◦B but not MB.
(MCY, DCY)
(
P(3, 1), {0,− 127}
)
; the base of FCY, FCY (§4.1) and FockCY (§7.3).
M◦CY P(3, 1) \ {− 127}; the base of Fock◦CY (§8).
(F×B ,∇B, (·, ·)B) the B-model TEP structure (Definition 3.2.2) with base MB.
(F×GKZ,∇GKZ) the GKZ system, isomorphic to (F×B ,∇B); see §3.4.
(FB,∇B, (·, ·)B) the B-model log-TEP structure with base (MB, D);
see Proposition-Definition 3.5.4.
(FbigB ,∇B, (·, ·)B) the big B-model log-TEP structure; see Theorem 5.0.1.
(FbigB ,∇, (·, ·)) the big B-model log-cTEP structure; see Example 6.1.6.
(FCY,∇, (·, ·)) the restriction of FB to MCY; see §4.1.
H, H, Hvec vector bundles (of rank 6, 3, 2) on MCY obtained from FCY; see §4.1–4.2.
PLR, Pcon, Porb unique Deligne-extension-compatible opposite modules for FB
near y = 0, y = − 127 , and y =∞ respectively; see Proposition 5.1.7.
FockB the B-model Fock sheaf over MbigB ; see Definition 6.9.2.
FockCY the finite-dimensional Fock sheaf over MCY = P(3, 1); see Definition 7.3.9.
F> restriction of a sheaf F over M× C to M× C×; see Notation 2.8.3.
10 TOM COATES AND HIROSHI IRITANI
2. Notation and Preliminaries
2.1. Bases for Cohomology and Orbifold Cohomology. Let X denote one of X , X , Y
and Y . We fix bases {φ0, φ1, . . . , φN} for the (orbifold) cohomology HX of X such that
• φ0 is the identity class
• writing r for the dimension of the (untwisted) degree two cohomology group H2(X)
– so that r = 0, 1, 1, 2 respectively for X = X , X , Y and Y – the classes φ1, . . . , φr
form a nef integral basis of H2(X);
• if X is compact, {φ0, . . . , φN} is a basis dual to {φ0, . . . , φN} with respect to the
(orbifold) Poincare´ pairing.
More specifically we choose the following explicit bases. Let HX denote the Chen–Ruan
orbifold cohomology H•orb(X ;C). We fix the basis:
φ0 = 10 φ1 = 1 1
3
φ2 = 1 2
3
for HX , where 1k, k ∈ {0, 13 , 23}, denotes the fundamental class of the component of the inertia
stack I(X ) corresponding to the element exp(2piik) ∈ µ3. The age of 1k is 3k.
Let HX denote the Chen–Ruan orbifold cohomology H
•
orb(X ;C). Let h ∈ H2(X ;C) denote
the first Chern class of the line bundle O(1)→ X , and regard elements of H•(X ;C) as orbifold
cohomology classes via the canonical inclusion of X into the inertia stack I(X ). We fix the
basis:
φ0 = 10 φ1 = h φ2 = h
2 φ3 = h
3 φ4 = 1 1
3
φ5 = 1 2
3
for HX , where 10, 1 1
3
, 1 2
3
denote the fundamental classes of the components of the inertia
stack I(X ), ordered so that the age of 1k is 3k. The orbifold Poincare´ pairing on X satisfies
(1, h3) = (h, h2) =
(
1 1
3
,1 2
3
)
=
1
3
and that all other pairings among basis elements are zero.
Let HY = H
•(Y ;C). Let 1 ∈ HY denote the unit class, let pi : Y → P2 denote the
projection, and let h ∈ H2(Y ;C) denote the first Chern class of the line bundle pi?O(1)→ Y .
We fix the basis:
φ0 = 1 φ1 = h φ2 = h
2
for HY .
Let HY = H
•(Y ;C). Let h1, h2 ∈ H2(Y ) be such that, regarding Y as the projective
compactification of the line bundle O(−3)→ P2, the zero section is Poincare´ dual to h2−3h1,
the infinity section is dual to h2 and the fiber is dual to h1. With these conventions, h1 and
h2 are rays of the Ka¨hler cone for Y . We fix the basis:
φ0 = 1 φ1 = h1 φ2 = h2 φ3 = h
2
1 φ4 = h1(h2 − 3h1) φ5 = h21h2
for HY .
2.2. Gromov–Witten Invariants. Let X denote one of X , X , Y , Y . Let Xg,n,d denote
the moduli space of n-pointed genus-g stable maps to X of degree d ∈ H2(X;Q). If X is a
smooth algebraic variety (so X = Y or X = Y ) then there are evaluation maps:
evk : Xg,n,d → X k ∈ {1, 2, . . . , n}
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If X is an orbifold (so X = X or X = X ) then there are evaluation maps to the rigidified
cyclotomic inertia stack:
evk : Xg,n,d → I(X) k ∈ {1, 2, . . . , n}
and a canonical isomorphism H•(IX;Q) ∼= H•(IX;Q), so we get cohomological pullbacks
ev?k : HX → H•(Xg,n,d;C) k ∈ {1, 2, . . . , n}
that behave like the pullbacks via evaluation maps: see [1] or [21, §2.2.2]. Write:
〈α1, . . . , αn〉Xg,n,d =
∫
[Xg,n,d]vir
k=n∏
k=1
ev?k(αk)(4)
where α1, . . . , αn ∈ HX ; the integral denotes cap product with the virtual fundamental class
[7, 68] followed by push-forward (in homology) along the map from Xg,n,d to a point; if X
is non-compact (i.e. X = X or X = Y ), we require that d 6= 0 or that at least one of the
classes α1, . . . , αn has a compact support, so that the integral (4) is well-defined
3. The right-
hand side of (4) is a rational number when α1, . . . , αn are rational, called a Gromov–Witten
invariant of X.
Let ψ1, . . . , ψn ∈ H2
(
Xg,n,d;Q
)
denote the universal cotangent line classes [1, §8.3]. Write:〈
α1ψ
i1
1 , . . . , αnψ
in
n
〉X
g,n,d
=
∫
[Xg,n,d]vir
k=n∏
k=1
ev?k(αk) ∪ ψikk(5)
where α1, . . . , αn ∈ HX ; i1, . . . , in are non-negative integers; the integral denotes cap product
with the virtual fundamental class followed by push-forward to a point; and as before we
insist that d 6= 0 or that one of α1, . . . , αn has compact support. The right-hand side of (5)
is a rational number when α1, . . . , αn are rational, called a gravitational descendant of X.
Consider now the morphism pm : Xg,m+n,d →Mg,m that forgets the map, forgets the last
n marked points, forgets any stack structure at the marked points (if X is an orbifold), and
then stabilises the resulting prestable curve. Let ψm|i ∈ H2(Xg,n+m,d;Q) denote the pullback
along pm of the ith universal cotangent line class on Mg,m. Write:
(6)
〈
α1ψ¯
i1
1 , . . . , αmψ¯
im : β1, . . . , βn
〉X
g,m+n,d
=
∫
[Xg,m+n,d]vir
k=m∏
k=1
(
ev?k(αk) ∪ ψikm|k
)
·
l=m+n∏
l=m+1
ev?l (βl−m)
where α1, . . . , αm ∈ HX ; β1, . . . , βn ∈ HX ; i1, . . . , im are non-negative integers; the integral
denotes cap product with the virtual fundamental class followed by push-forward to a point;
and as before we insist that d 6= 0 or that one of α1, . . . , αn has compact support. We insist
also that m ≥ 3 if g = 0 and that m ≥ 1 if g = 1, so that the map pm is well-defined. The
right-hand side of (6) is a rational number, called an ancestor invariant of X.
3Here we use the property that the evaluation maps for X and Y are proper; this will also appear in §2.4.
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2.3. Gromov–Witten Potentials. Let X denote one of X , X , Y , Y . Let r be the rank
of H2(X). In §2.1 we fixed a basis φ0, . . . , φN for HX such that φ1, . . . , φr is a nef basis for
H2(X;C) ⊂ HX . For d ∈ H2(X;Q), write:
Qd = Qd11 · · ·Qdrr
where di = d · φi. Let t0, . . . , tN be the co-ordinates on HX defined by the basis φ0, . . . , φN ,
so that t ∈ HX satisfies t = t0φ0 + . . .+ tNφN . The genus-g Gromov–Witten potential is:
(7) F gX =
∑
d∈NE(X)
∞∑
n=0
Qd
n!
〈
t, . . . , t
〉X
g,n,d
where the first sum is over the set NE(X) of degrees of effective curves in X. This is a
generating function for genus-g Gromov–Witten invariants. The genus-g Gromov–Witten
potential is a priori a formal power series in variables Qi and t
j :
F gX ∈ C[[Q1, . . . , Qr]][[t0, . . . , tN ]]
but the Divisor Equation [1, Theorem 8.3.1] implies that:
F gX ∈ C[[t0, Q1et
1
, . . . , Qre
tr , tr+1 . . . , tN ]]
It thus makes sense to set Q1 = · · · = Qr = 1, obtaining an element:
F gX
∣∣
Q1=···=Qr=1 ∈ C[[t
0, et
1
, . . . , et
r
, tr+1 . . . , tN ]]
There is an open region VA,X ⊂ HX of the form:{
|ti| < i i = 0 or r < i ≤ N
<ti < −Mi 1 ≤ i ≤ r
(8)
such that all of the power series F gX
∣∣
Q1=···=Qr=1, g ≥ 0, converge on VA,X [23]. In the rest
of this paper we will write F gX for the analytic function F
g
X
∣∣
Q1=···=Qr=1 defined on VA,X , so
that:
F gX(t) =
∑
d∈NE(X)
∞∑
n=0
ed·t(2)
n!
〈
t′, . . . , t′
〉X
g,n,d
t ∈ VA,X
where we write t(2) =
∑r
i=1 t
iφi for the degree two part of t and t
′ = t− t(2). We refer to the
limit point: {
ti = 0 i = 0 or r < i ≤ N
<ti → −∞ 1 ≤ i ≤ r
as the large-radius limit point for X.
2.4. Quantum Cohomology. Let X be one of X , X , Y , Y . When X is compact, i.e. X is
either Y or X , we define the quantum product ∗ on HX by the formula:
(9) (φi ∗ φj , φk)X = ∂
3F 0X
∂ti∂tj∂tk
(t)
∣∣∣∣
Q1=···=Qr=1
where the pairing (·, ·)X on the left-hand side is the (orbifold) Poincare´ pairing. The product
∗ defines a family of commutative ring structures on HX parameterized by t ∈ VA,X , called
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the quantum cohomology of X. When X is not compact, i.e. X is either X or Y , we define
the quantum product by using the push-forward by the last marked point
φi ∗ φj =
∑
d∈NE(X)
∞∑
n=0
ed·t(2)
n!
(evn+3)?
(
ev?1(φi) ev
?
2(φj)
n∏
k=1
ev?k+2(t
′) ∩ [X0,n+3,d]vir
)
Here we write t(2) =
∑r
i=1 t
iφi for the degree two part of t and t
′ = t − t(2). This makes
sense because the evaluation map evn+3 is proper. The quantum products for X and Y can
be obtained as the limits of the quantum products for X and Y respectively. We have
lim
<(t1)→−∞
ι?(φi ∗Xt φj) = ι?(φi) ∗Xι?(t) ι?(φj)
lim
<(t2)→−∞
ι?(φi ∗Yt φj) = ι?(φi) ∗Yι?(t) ι?(φj)
where ι denotes the natural inclusion of X into X or Y into Y and ∗Xt denotes the quantum
product of X at the parameter t. In particular, the quantum products for X and Y are also
convergent on regions of the form (8).
2.5. Dubrovin Connection, Fundamental Solution and J-Function. Let X be one of
X , X , Y , Y . Write c1(X) = ρ1φ1 + · · ·+ ρrφr. Define the Euler vector field E on HX by:
(10) E = t0
∂
∂t0
+
r∑
i=1
ρi
∂
∂ti
+
N∑
i=r+1
(
1− 12deg φi
)
ti ∂
∂ti
and the grading operator µ : HX → HX by:
µ(φi) =
(
1
2 deg φi − 12 dimCX
)
φi
Let pi : VA,X ×C→ VA,X denote projection to the first factor. The Dubrovin connection4 is a
meromorphic flat connection ∇ on pi?(TVA,X) ∼= HX × (VA,X × C), defined by:
∇ ∂
∂ti
=
∂
∂ti
− 1
z
(
φi∗
)
0 ≤ i ≤ N
∇z ∂
∂z
= z
∂
∂z
+
1
z
(
E∗)+ µ where z is the co-ordinate on C(11)
The Dubrovin connection defines the A-model TEP structure in Example 2.7.5 below.
The Dubrovin connection admits the following fundamental solution L(t,−z) [38, Corollary
6.2; 54, Proposition 2.4]. Suppose that X is compact, i.e. X is either X or Y . Then the
fundamental solution is an End(HX)-valued function of (t, z) ∈ VA,X × C× defined by
(12) L(t,−z)α = et(2)/zα+
∑
d∈NE(X),n≥0
(n,d)6=(0,0)
N∑
i=0
ed·t(2)
n!
〈
φi, t′, . . . , t′,
et
(2)/zα
z − ψ
〉
0,n+2,d
φi
which satisfies the differential equation:
(13) ∇ ∂
∂ti
(L(t,−z)α) = 0 i = 0, . . . , N
and preserves the (orbifold) Poincare´ pairing
(L(t,−z)α,L(t, z)β)X = (α, β)X for all α, β ∈ HX .(14)
4The sign of z is often flipped in the literature: see e.g. [54].
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Givental’s J-function is defined to be
J(t,−z) = L(t,−z)−11
= e−t
(2)/z
1− t′z + ∑
d∈NE(X),n≥0
(n,d)6=(0,0),(1,0)
N∑
i=0
ed·t(2)
n!
〈
t′, . . . , t′,
φi
z(z + ψ)
〉
0,n+1,d
φi
 .(15)
When X is non-compact, the fundamental solution L(t, z) and the J-function J(t, z) are
defined similarly, replacing {φi} above with the dual basis of {φi} in the compactly-supported
cohomology group. See [55, §2.5] for more details.
2.6. Descendant Potentials and Ancestor Potentials. Let X be one of X , X , Y , Y .
Let φ0, . . . , φN be the basis for HX defined in §2.1. Let (t0, t1, t2, . . .) be an infinite sequence
of elements of HX , and write tn = t
0
nφ0 + · · · + tNn φN . Set t(z) =
∑∞
n=0 tnz
n ∈ HX [[z]]. The
genus-g descendant potential of X is:
(16) FgX =
∑
d∈NE(X)
∞∑
n=0
Qd
n!
〈t(ψ1), . . . , t(ψn)〉Xg,n,d .
This is a formal power series5 in variables Qi, 1 ≤ i ≤ r, and tjn, 0 ≤ j ≤ N , 0 ≤ n < ∞;
it is a generating function for genus-g gravitational descendants of X. The total descendant
potential is:
ZX = exp
( ∞∑
g=0
~g−1FgX
)
.
This is a formal power series5 in variables ~, ~−1, Qi, 1 ≤ i ≤ r, and tjn, 0 ≤ j ≤ N ,
0 ≤ n <∞; it is a generating function for all gravitational descendants of X.
Let t ∈ HX , let (a0, a1, a2, . . .) be an infinite sequence of elements of HX , and write:
t = t0φ0 + · · ·+ tNφN an = a0nφ0 + · · ·+ aNn φN a(z) =
∞∑
i=0
anz
n ∈ HX [[z]]
The genus-g ancestor potential of X is:
(17) F¯gX =
∑
d∈NE(X)
∞∑
n=0
∞∑
m=0
Qd
n!m!
〈
a(ψ¯1), . . . ,a(ψ¯m) :
n︷ ︸︸ ︷
t, . . . , t
〉X
g,m+n,d
This is a formal power series5 in variables Qi, 1 ≤ i ≤ r; tj , 0 ≤ j ≤ N ; and akn, 0 ≤ k ≤ N ,
0 ≤ n < ∞. It is a generating function for genus-g ancestor invariants of X. The total
ancestor potential is:
AX = exp
( ∞∑
g=0
~g−1F¯gX
)
This is a formal power series5 in variables ~; ~−1; Qi, 1 ≤ i ≤ r; tj , 0 ≤ j ≤ N ; and akn,
0 ≤ k ≤ N , 0 ≤ n <∞. It is a generating function for all ancestor invariants of X.
5 See [23, §2.5] for a precise statement.
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2.7. TEP Structures and log-TEP Structures.
Definition 2.7.1. Let M be a complex manifold. Let z denote the standard co-ordinate on
C, let (−) : M× C →M× C be the map sending (t, z) to (t,−z), and let pi : M× C →M
be the projection. A TEP structure
(F ,∇, (·, ·)F) with base M consists of a locally free
OM×C-module F of rank N + 1, a meromorphic flat connection:
∇ : F → (pi?Ω1M ⊕OM×Cz−1dz)⊗OM F(M×{0})
and a non-degenerate pairing:
(·, ·)F : (−)?F ⊗OM×C F → OM×C
which satisfies: (
(−)?s1, s2
)
F = (−)?
(
(−)?s2, s1
)
F
d
(
(−)?s1, s2
)
F =
(
(−)?∇s1, s2
)
F +
(
(−)?s1,∇s2
)
F
(18)
for local sections s1 ∈ F((−)?V ), s2 ∈ F(V ), where V ⊂ M × C is an open subset. Here
F(M×{0}) denotes the sheaf of sections of F with poles of order at most 1 along the divisor
M×{0} ⊂ M× C.
Definition 2.7.2. Let D ⊂M be a normal crossing divisor. A log-TEP structure with base
(M, D) is a tuple (F ,∇, (·, ·)F ) consisting of a locally free sheaf F of rank N + 1 over M, a
meromorphic flat connection ∇
∇ : F → Ω1M×C(logZ)⊗OM×C F(M×{0})
where Z = (M×{0})∪ (D×C) is a normal crossing divisor inM×C, and a non-degenerate
pairing
(·, ·)F : (−)?F ⊗OM×C F → OM×C
which satisfies the same properties (18) as TEP structure. Here Ω1M×C(logZ) denotes the
sheaf of differential forms with logarithmic singularities along Z.
Remark 2.7.3. The notion of TEP structure is due to Hertling [47]: ‘TEP’ stands for
Twister, Extension, and Pairing. This gives us a co-ordinate-free language in which to discuss
mirror symmetry. More precisely, a TEP structure in our sense is what Hertling would call
a TEP(0)-structure; for us all TEP structures have weight zero. A log-TEP structure is a
TEP structure with logarithmic singularities; cf. Reichelt’s notion of log-trTLEP structure
[71, Definition 1.8]. When D = ∅, a log-TEP structure is the same thing as a TEP structure.
Definition 2.7.4. A log-TEP structure (F ,∇, (·, ·)) with base (M, D) is said to be miniversal
if for every point x ∈ M, there exists a section ξ of F|z=0 on a neighbourhood Ux of x such
that the map
ΘM(logD) −→ F|z=0
X 7−→ z∇Xξ
is an isomorphism over Ux. Here ΘM(logD) denotes the sheaf of logarithmic vector fields,
that is, the subsheaf of ΘM consisting of vector fields tangent to the divisor D. (When M
has an orbifold singularity at x, we take Ux above to be a uniformizing chart near x.) By
taking D = ∅, this also defines miniversality for TEP structures.
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Example 2.7.5 (A-model TEP structure). An important class of examples of miniversal TEP
structures is provided by the quantum cohomology of a smooth algebraic variety or orbifold
X. We will need this only when X is one of X , X , Y , Y , but the definition here makes
sense whenever the genus-zero Gromov–Witten potential F 0X defines an analytic function on
a region VA,X ⊂ HX of the form (8). The Dubrovin connection (11) defines a TEP structure
(F˜A,X ,∇A,X , (·, ·)A,X) with base VA,X , where
• F˜A,X is the locally free sheaf corresponding to the trivial HX -bundle over VA,X × C;
• ∇A,X is the Dubrovin connection;
• (·, ·)A,X is the pairing induced by the orbifold Poincare´ pairing.
When X is a smooth variety, the Divisor Equation implies that the Dubrovin connection
descends to M×A,X × C, where
M×A,X := VA,X/2piiH2(X,Z).
and 2piiH2(X,Z) acts on VA,X by translation. When X is an orbifold, and we interpret
H2(X,Z) as the sheaf cohomology6 of the topological stack X, we again have that the
Dubrovin connection descends to M×A,X × C. In this case, 2piiH2(X,Z) acts on the vec-
tor bundle HX × (VA,X × C) → (VA,X × C) by the so-called Galois action, which is also
nontrivial in the fibre direction. We refer the reader to [54, Proposition 2.3] for details; see
also Example 2.7.6. The TEP structure (F˜A,X ,∇A,X , (·, ·)A,X) described above descends, via
the Galois action, to a TEP structure (F×A,X ,∇A,X , (·, ·)A,X) with base M×A,X . This is the
A-model TEP structure.
Example 2.7.6 (A-model log-TEP structure). The quotient spaceM×A,X has a natural par-
tial compactification defined by our choice of nef basis for H2(X); this compactification,
which we denote by MA,X , adds a normal crossing divisor DA,X at infinity. The A-model
TEP structure extends to the partial compactification to give a miniversal log-TEP structure(FA,X ,∇A,X , (·, ·)A,X)
with base
(MA,X , DA,X), called the A-model log-TEP structure: see [55, §2.2]. Concretely,
this amounts to the following. Suppose first that X is a smooth variety. Recall that we
have fixed a basis φ0, . . . , φN for HX such that φ0 ∈ H0X is the unit class and that φ1, . . . , φr
is a nef basis for H2(X) in §2.1. This defines co-ordinates t0, . . . , tN on HX . Set qi = eti ,
1 ≤ i ≤ r, and consider CN+1 = C×Cr×CN−r with co-ordinates (t0, q1, . . . , qr, tr+1, . . . , tN ).
The partial compactification MA,X is a neighbourhood of the origin in CN+1. The locally
free sheaf FA,X is given by the trivial HX -bundle over MA,X × C. The divisor DA,X is the
locus q1q2 · · · qr = 0, the pairing is as in Example 2.7.5, and the meromorphic flat connection
is:
∇ ∂
∂ti
= ∂
∂ti
− 1z
(
φi∗
)
i = 0 or r < i ≤ N
∇qi ∂∂qi = qi
∂
∂qi
− 1z
(
φi∗
)
1 ≤ i ≤ r
∇z ∂
∂z
= z ∂∂z +
1
z
(
E∗)+ µ
(19)
6An element of H2(X,Z) corresponds to an isomorphism class of a topological orbi-line bundle on X.
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where (as before) z is the standard co-ordinate on C and E is the Euler vector field:
E = t0
∂
∂t0
+
r∑
i=1
ρiqi
∂
∂qi
+
N∑
i=r+1
(
1− 12deg φi
)
ti
∂
∂ti
When X is an orbifold, MA,X has orbifold singularities along the divisor DA,X and FA,X is
defined as an orbi-sheaf over MA,X . We shall describe the structure explicitly for X = X =
P(1, 1, 1, 3) (and this is the only case we need). In this case we have co-ordinates t0, . . . , t5
on HX dual to the basis 10, h, h
2, h3,1 1
3
,1 2
3
from §2.1. Set q = et1 and consider the space
C6 with co-ordinates (t0, 3√q = et1/3, t2, t3, t4, t5). By the Divisor Equation, the Dubrovin
connection (11) for X = X induces a meromorphic flat connection of the form (19) on the
trivial HX -bundle over V × C, where V is a small open neighbourhood of the origin in the
C6. Let µ3 act7 on the trivial bundle HX × (V × C)→ (V × C) by
ξ · (α, (t0, 3√q, t2, t3, t4, t5), z) = (G(ξ)α, (t0, ξ−1 3√q, t2, t3, ξt4, ξ−1t5), z)
where G(ξ) is the endomorphism of HX represented by the matrix I ξ 0
0 ξ−1

in the basis 10, h, h
2, h3,1 1
3
,1 2
3
and I is the identity matrix of size 4. The µ3-action here
preserves the Dubrovin connection and the orbifold Poincare´ pairing. The base of the A-
model log-TEP structure is given by:
(MA,X , DA,X) = ([V/µ3] , [{ 3√q = 0}/µ3])
FA,X is the orbi-sheaf corresponding to the orbi-vector bundle:
[(HX × (V × C))/µ3]→ [V/µ3]× C
∇A,X is the meromorphic flat connection induced by the Dubrovin connection, and (·, ·)A,X
is the pairing on FA,X induced by the orbifold Poincare´ pairing.
Notation 2.7.7. As found in the notation M×A,X = MA,X \ DA,X , F×A,X , we often put a
cross “×” to denote spaces (or sheaves) obtained by deleting normal crossing divisors from
other spaces (or by restricting to the complement of these divisors).
2.8. From TEP Structures to trTLEP Structures via Opposite Modules. Hertling
has defined the notion of a trTLEP structure with baseM. This consists of a TEP structure(F ,∇, (·, ·)F) with base M together with certain extension data for F , ∇, and (·, ·)F across
M× {∞} ⊂ M× P1. We encode these extension data using a subsheaf of pi?(F|M×C×) of
semi-infinite rank called an opposite module (Definition 2.8.5). A TEP structure equipped
with an opposite module is equivalent to a trTLEP structure, so the reader who prefers
sheaves of finite rank can translate statements about opposite modules into statements about
trTLEP structures. We will use both languages since opposite modules fit well with Givental
quantization.
Definition 2.8.1 (Hertling [47, §5.2]). LetM be a complex manifold and let (−) : M×P1 →
M× P1 be the map sending (t, z) to (t,−z). A trTLEP structure (E ,∇, (·, ·)E) with base M
consists of:
7 The group µ3 here arises as H
2(X,Z)/H2(|X|,Z), where |X| denotes the coarse moduli space of X = X .
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• a locally free sheaf E on M× P1 such that E|{y}×P1 is a free OP1-module for each
y ∈M;
• a meromorphic flat connection ∇ on E with poles along Z =M×{0} ∪M× {∞}:
∇ : E → Ω1M×P1(logZ)⊗ E(M×{0});
• a non-degenerate pairing:
(·, ·)E : (−)?E ⊗OM×P1 E → OM×P1
which satisfies:(
(−)?s1, s2
)
E = (−)?
(
(−)?s2, s1
)
E
d
(
(−)?s1, s2
)
E =
(
(−)?∇s1, s2
)
E +
(
(−)?s1,∇s2
)
E
for s1, s2 ∈ E .
Note that∇ has logarithmic singularities alongM×{∞}, and that the restriction of a trTLEP
structure
(E ,∇, (·, ·)E) to M× C is a TEP structure.
Remark 2.8.2. The ‘L’ in ‘trTLEP structure’ stands for logarithmic (along M×{∞}) and
the ‘tr’ stands for trivial (along {y}×P1). Our trTLEP structure is what Hertling would call
a trTLEP(0) structure: for us all trTLEP structures are of weight zero.
Notation 2.8.3. Let F be a sheaf on M× C. We write F> for the restriction F∣∣M×C× .
Definition 2.8.4. Let
(F ,∇, (·, ·)F) be a TEP structure with base M. The pairing (·, ·)F
induces a symplectic pairing:
Ω : pi?F> ⊗OM pi?F> −→ OM
s1 ⊗ s2 7−→ Resz=0
(
(−)?s1, s2
)
F dz
The connection ∇ induces an operator
∇ : pi?F> → (Ω1M ⊕OMdz)⊗OM pi?F>
which preserves the symplectic pairing Ω.
Definition 2.8.5. Let
(F ,∇, (·, ·)F) be a TEP structure with baseM. Recall that pi?F> is a
pi?(OM×C×)-module. This contains a locally free pi?(OM×C)-module F := pi?F as a subsheaf.
Let P be a locally free pi?(OM×(P1\{0}))-submodule of pi?F>. We say that:
(1) P is opposite to F if pi?F> = F⊕P;
(2) P is isotropic if Ω(s1, s2) = 0 for all s1, s2 ∈ P;
(3) P is parallel if ∇XP ⊂ P for all X ∈ TM;
(4) P is homogeneous if ∇z∂zP ⊂ P.
An opposite module for
(F ,∇, (·, ·)F) is a locally free pi?(OM×(P1\{0}))-submodule P of pi?F>
such that P is opposite to F, isotropic, parallel, and homogeneous.
Example 2.8.6 (the A-model trTLEP structure and canonical opposite module). Recall that
the A-model TEP structure F×A,X with baseM×A,X is given as the quotient of the trivial HX -
bundle over VA,X × C by the Galois action (see Example 2.7.5). The Dubrovin connection
on the trivial HX -bundle over VA,X × C extends to the trivial HX -bundle over VA,X × P1
with only logarithmic poles along VA,X × {∞}, and yields a trTLEP structure with base
VA,X . This trTLEP structure descends, via the Galois action, to give a trTLEP structure
with base M×A,X called the A-model trTLEP structure. This is an extension of the A-model
TEP structure.
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The corresponding opposite module can be described as follows. Consider the sheaf
P˜A = z
−1HX ⊗ pi?(OVA,X×(P1\{0})) ⊂ HX ⊗ pi?(OVA,X×C×)
over VA,X , where pi : VA,X × P1 → VA,X is the projection. The sheaf P˜A gives an opposite
module for the TEP structure (F˜A,X ,∇A,X , (·, ·)A,X) introduced in Example 2.7.5. It descends
to an opposite module PA of the A-model TEP structure via the Galois action. We call PA
the canonical opposite module of the A-model TEP structure. Alternatively, zPA can be
described as the push-forward along pi of the restriction of the A-model trTLEP structure to
M×A,X × (P1 \ {0}).
Remark 2.8.7. The subsheaf F = pi?F of pi?F> in the above definition gives a variation
of semi-infinite Hodge structure (VSHS) in the sense of Barannikov [5]. It is maximally
isotropic with respect to Ω and satisfies the Griffiths transversality condition ∇XF ⊂ z−1F
for X ∈ TM. It also satisfies ∇z2∂zF ⊂ F. See [27,55] for an exposition.
We now recall how an opposite module P for a TEP structure
(F ,∇, (·, ·)F) with base M
determines a trTLEP structure with baseM. To give an extension of the locally free sheaf F>
onM×C× to a locally free sheaf onM×C is the same thing as to give a locally free pi?(OM×C)-
submodule F of pi?F> such that pi?F> = F⊗pi?(OM×C)pi?(OM×C×). The submodule F consists
of those sections which extend holomorphically to z = 0; in the situation at hand the extension
is given by the TEP structure F itself, so F = pi?F . To give an extension of F> to a locally
free sheaf over M× (P1 \ {0}) is the same thing as to give a locally free pi?(OM×(P1\{0}))-
submodule F′ of pi?F> such that pi?F> = F′ ⊗pi?(OM×(P1\{0})) pi?OM×C× . The submodule F′
consists of those sections which extend holomorphically to z = ∞; in the situation at hand
we take F′ = zP. Thus the opposite module P determines an extension of the locally free
sheaf F on M× C to a locally free sheaf E on M× P1. The restriction E|{y}×P1 is a free
OP1-module because Py is opposite to Fy: the space of global sections of E|{y}×P1 is zPy∩Fy,
and the projection zPy ∩ Fy ∼−→ zPy/Py gives a trivialization of E|{y}×P1 (see [55, Lemma
3.8]). The pairing (·, ·)F on F extends holomorphically and non-degenerately across z = ∞
to a pairing on E because P is isotropic. The connection ∇ on F induces a connection on
E with logarithmic singularity along z = ∞ because P is homogeneous and parallel. Thus
an opposite module P for the TEP structure
(F ,∇, (·, ·)F) determines a trTLEP structure
(E ,∇, (·, ·)E). Conversely, a trTLEP structure (E ,∇, (·, ·)E) determines an opposite module
P = z−1pi?(E|M×(P1\{0})) of the underlying TEP structure. We have thus proved:
Proposition 2.8.8. There is a bijective correspondence between opposite modules for a TEP
structure and trTLEP structures which extend that TEP structure.
Let P be an opposite module for a TEP structure (F ,∇, (·, ·)F ) with baseM. It defines a
locally free sheaf zP/P of rank N + 1 = rankF on M. This is identified with the restriction
to z =∞ of the corresponding trTLEP structure E , and is equipped with a flat connection
∇ : zP/P→ Ω1M ⊗ (zP/P)
since ∇X with X ∈ TM preserves P. Therefore zP/P defines a flat vector bundle over M.
The trivialization E|{y}×P1 ∼= OP1 ⊗ (zPy/Py) discussed before Proposition 2.8.8 yields an
isomorphism:
(20) F ∼= pi?(zP/P)
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Definition 2.8.9. We call the isomorphism (20) the flat trivialization associated to the
opposite module P. Over a simply-connected base, we can take a flat frame of zP/P that
yields a trivialization of F . This is also called a flat trivialization.
Remark 2.8.10. The flat trivialization gives rise to a Frobenius-type structure. See Hertling
[47, Theorem 5.7] and Coates–Iritani–Tseng [27, Proposition 2.11].
Example 2.8.11. The flat trivialization associated to the canonical opposite module PA in
Example 2.8.6 corresponds to the standard trivialization of F˜A,X in Example 2.7.5.
3. The Mirror Landau–Ginzburg Model for Y and X
Mirror symmetry associates to each toric variety a Landau–Ginzburg model [39,48]. In this
context, a Landau–Ginzburg model consists of:
• a holomorphic family pi : Z →M×B of algebraic tori;
• a function W : Z → C, called the superpotential;
• a section ω of the relative canonical sheaf KZ/M×B which gives a holomorphic volume
form ωq on each fibre Zq = pi
−1(q).
The base space M×B of the family is called the B-model moduli space. In this section we
define the Landau–Ginzburg model that corresponds to Y under mirror symmetry (§3.1) and
use it to construct a TEP structure, called the B-model TEP structure (§3.2). We formulate
mirror symmetry for Y as an equivalence of TEP structures (§3.3) between the A-model TEP
structure – or rather its restriction to the small quantum cohomology locus H2(Y ) ⊂ H•(Y ) –
and the B-model TEP structure defined from the Landau–Ginzburg model. We then give an
alternative construction of the B-model TEP structure, in terms of the so-called GKZ system,
which is useful in computations (§3.4). The B-model TEP structure is defined over a non-
compact baseM×B , but computations with the GKZ system allow us to define an extension of
the B-model TEP structure over a toric partial compactification MB of M×B , such that the
extension has logarithmic singularities along the partially-compactifying divisor (§3.5).
Remark 3.0.1. The Landau–Ginzburg model that we consider in this section provides a
mirror to the small quantum cohomology of Y : an open subset in the base M×B corresponds
to a relatively open subset in the small quantum cohomology locus H2(Y ) ⊂ HY . We will
construct a mirror to big quantum cohomology, over a larger base MB, in §5 below.
3.1. The Mirror Landau–Ginzburg Model. The toric variety Y is the GIT quotient of
C5 by (C×)2 where (C×)2 acts via the inclusion
(21) (C×)2 ↪→ (C×)5, (s, t) 7→ (s, s, s, s−3t, t).
Consider the map pi given by restricting the dual of this inclusion
pi : (C×)5 −→ (C×)2
(w1, . . . , w5) 7−→ (w1w2w3w−34 , w4w5)
to the following open subset of (C×)2:
(22)
{
(y1, y2) ∈ (C×)2 : y1 6= − 127
}
The superpotential W is:
W = w1 + w2 + w3 + w4 + w5
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h2
h1
1
Figure 3. The secondary fan for Y .
and the holomorphic volume form ωy on the fibre Zy = pi
−1(y1, y2) is:
ωy =
d logw1 ∧ · · · ∧ d logw5
d log y1 ∧ d log y2
We delete the locus y1 = − 127 in (22) because critical points of W |Zy escape to infinity there:
see [27, §3.1].
We now consider a partial compactification M×B of the open subset (22) and extend the
Landau–Ginzburg model considered above to a Landau–Ginzburg model over this larger base.
Consider the secondary fan (Figure 3) for the toric variety Y ; this records the weight data
(21) defining the toric variety Y . The toric orbifoldMB associated to the secondary fan gives
a partial compactification of the open set (22). The two cones in the secondary fan define
toric co-ordinate patches on MB. Let y1, y2 be the co-ordinates dual respectively to h1 and
to h2, and let y1 and y2 be the co-ordinates dual respectively to h2− 3h1 and to h2. The two
co-ordinate systems are related by:
(23)
y1 = y
−1/3
1 y1 = y
−3
1
y2 = y
1/3
1 y2 y2 = y1y2
Note that MB is an orbifold with a Z/3Z quotient singularity at (y1, y2) = 0, and (y1, y2) is
a uniformizing system near this orbifold point.
We define the base M×B of our new Landau–Ginzburg model to be
M×B :=MB \
{
(y1, y2) ∈ C2 : y1y2 = 0 or y1 = − 127
}
Taking w1, w2, w5 as co-ordinates on the fibre Zy ⊂ Z, we see that:
(24)
Wy = w1 + w2 +
y1y
3
2
w1w2w35
+
y2
w5
+ w5
= w1 + w2 +
y32
w1w2w35
+
y1y2
w5
+ w5
ωy = d logw1 ∧ d logw2 ∧ d logw5
We can therefore extend the family of tori pi, the superpotential Wy, and the section ω across
the locus {y1 = 0}. These extensions define a new Landau–Ginzburg model with base M×B .
Notation 3.1.1. We refer to the point (y1, y2) = (0, 0) as the large-radius limit point and to
the point (y1, y2) = (0, 0) as the orbifold point. We refer to the locus y1 = − 127 as the conifold
locus.
Remark 3.1.2. The right-hand cone in Figure 3 is canonically identified with the Ka¨hler
cone of Y , and under this identification the cohomology classes h1, h2 defined in §2.1 are as
pictured.
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Remark 3.1.3. The Landau–Ginzburg model described here is discussed in more detail in
[27, §§2–3].
3.2. The B-Model TEP structure. We now use the Landau–Ginzburg model
(
pi : Z →
M×B ,W, ω
)
to define a TEP structure, called the B-model TEP structure. This is almost the
same as the discussions in [27, §2.5.1; 54, §3.3], with the main difference8 being that there
the (equivalent) language of variations of semi-infinite Hodge structure is used. Consider the
locally free sheaf R over M×B × C× with fibre over (y, z) equal to the relative cohomology
group H3
(
Zy, {x ∈ Zy : <(Wy(x)/z) 0}
)
. This sheaf carries a flat Gauss–Manin connection
∇GM, and there is a distinguished global section of R given by:
(y, z) 7−→ exp (−Wy/z)ωy.
Let OZ×C denote the analytic structure sheaf. Consider the OM×B×C-module F
× consisting
of sections of R of the form:[
f(x, z) exp
(−W (x)/z)ω] where f(x, z) ∈ (pi × id)?OZ×C
such that, for each z ∈ C, the function x 7→ f(x, z) is algebraic on each fibre Zy. The sheaf
F× is a locally free extension of R to M×B × C [54, Proposition 3.14]. The B-model TEP
structure will, roughly speaking, be the twist of F× by a factor of z−3/2: this twist will ensure
that the pairing on the B-model TEP structure behaves correctly.
Lemma 3.2.1 (see [27, Lemma 2.19]). The intersection pairing:
I : H3
(
Zy, {x ∈ Zy : <(Wy(x)/z) 0}
)⊗H3(Zy, {x ∈ Zy : <(Wy(x)/z) 0})→ C
induces a pairing:
I : (−)?F× ⊗F× → (2piiz)3OM×B×C
Proof. Observe that, on the one hand:
I
([
f(x,−z)eW (x)/z ω
]
,
[
g(x, z)e−W (x)/z ω
])
∈ OM×C×
and on the other hand:
I
([
f(x,−z)eW (x)/z ω
]
,
[
g(x, z)e−W (x)/z ω
])
=
∑
critical points σ
(∫
Γ−(σ)
f(x,−z)eW (x)/z ω
)
·
(∫
Γ+(σ)
g(x, z)e−W (x)/z ω
)
where
(25)
Γ+(σ) ∈ H3
(
Zy, {x ∈ Zy : <(Wy(x)/z) 0}
)
Γ−(σ) ∈ H3
(
Zy, {x ∈ Zy : <(Wy(x)/z) 0}
)
are the Lefschetz thimbles given by upward (for Γ+) and downward (for Γ−) gradient flow
of the function x 7→ <(W (x)z ) from the critical point σ ∈ Zy of W |Zy . Stationary phase
8A minor difference is that the sign of z is flipped compared to [27,54].
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approximation gives that, as z → 0 in some angular sector:
(26) I
([
f(x,−z)eW (x)/z ω
]
,
[
g(x, z)e−W (x)/z ω
])
∼
∑
critical points σ
(−2piz)3/2
(
f(σ)√
Hessσ(W )
+O(z)
)
· (2piz)3/2
(
g(σ)√
Hessσ(W )
+O(z)
)
Thus the function
I
([
f(x,−z)eW (x)/z ω
]
,
[
g(x, z)e−W (x)/z ω
])
∈ OM×C×
is in fact regular at z = 0 and lies in (2piiz)3OM×B×C. 
Definition 3.2.2. The B-model TEP structure
(F×B ,∇B, (·, ·)B) consists of:
• the locally free OM×B×C-module F
×
B := F×;
• the flat connection:
∇B : F×B →
(
pi?Ω1M×B
⊕OM×B×Cz
−1dz
)⊗OM×
B
×C
F×B (M×B × {0})
defined by:
∇B := ∇GM − 3
2
dz
z
• the pairing:
(·, ·)B := 1
(2piiz)3
I(·, ·)
It is proven in [54, §3.3] that the B-model TEP structure is, in fact, a TEP structure.
Remark 3.2.3. The connection ∇B is compatible with the pairing (·, ·)B, whereas the con-
nection ∇GM is compatible with the pairing I(·, ·).
3.3. Mirror Symmetry as an Isomorphism of TEP Structures. Let X denote X or Y .
Let
(F×A,X ,∇A,X , (·, ·)A,X) be the A-model TEP structure for X, as defined in Example 2.7.5.
This is a TEP structure with baseM×A,X = VA,X/2piiH2(X,Z), where VA,X ⊂ HX is an open
subset of the form (8). Recall also that M×A,X =MA,X \DA,X , where (MA,X , DA,X) is the
base of the A-model log-TEP structure in Example 2.7.6. With notation as in Example 2.7.6,
we have
MA,Y =
{
(t0, q1, q2, t
3, t4, t5) ∈ C6 : |ti| < i, |qi| < i
}
DA,Y = {q1q2 = 0}
for X = Y and
MA,X =
[ {
(t0, 3
√
q, t2, t3, t4, t5) ∈ C6 : |ti| < i, | 3√q| < 1
}/
µ3
]
DA,X = {q = 0}
for X = X .
Theorem 3.3.1 (Mirror Symmetry for Y ). Let (y1, y2) be the co-ordinates defined in §3.1.
Let h1, h2 ∈ H2(Y ) be as in §2.1. There are real numbers 1, 2 > 0 such that if:
U× =
{
(y1, y2) ∈M×B : |yi| < i
}
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and the map mirY : U
× →M×A,X is
mirY (y1, y2) = (0, y1e
−3g(y1), y2eg(y1), 0, 0, 0), g(y1) =
∞∑
d=1
(3d− 1)!
(d!)3
(−1)d+1yd1
then there is an isomorphism of TEP structures(F×B ,∇B, (·, ·)B) ∣∣∣
U××C
∼= mir?Y
(
FA,Y ,∇A,Y , (·, ·)A,Y
)
where on the left we have the B-model TEP structure and on the right we have the A-model
TEP structure.
Proof. This is an example of [27, Conjecture 2.21], and is proven in [27, §3.2]. 
Theorem 3.3.2 (Mirror symmetry for X ). Let (y1, y2) be the co-ordinates defined in §3.1.
Let h ∈ H2(X ) be the first Chern class of O(1) as in §2.1. There are real numbers 1, 2 > 0
such that if:
U× =
{
(y1, y2) ∈M×B : |yi| < i
}
and the map mirX : U
× →M×
A,X is
mirX (y1, y2) = (0, y2, 0, 0, t(y1), 0), t(y1) =
∞∑
n=0
(−1)n
∏n−1
j=0 (
1
3 + j)
3
(3n+ 1)!
y3n+11
then there is an isomorphism of TEP structures:(
F×B ,∇B, (·, ·)B
)∣∣∣
U××C
∼= mir?X
(
FA,X ,∇A,X , (·, ·)A,X
)
where on the left we have the B-model TEP structure and on the right we have the A-model
TEP structure.
Proof. This is an example of [27, Conjecture 2.21], and is proven in [27, §3.4] along y1 = 0.
A proof including the y1-direction is given in [54, Proposition 4.8]. 
Remark 3.3.3. The map mirY (y1, y2) = (0, q1, q2, 0, 0, 0) is determined by the I-function [39]
of Y via the asymptotics IY (y1, y2, z) = 1 + (h1 log q1 + h2 log q2)/z + o(z
−1): see (35). On
the other hand, mirX (y1, y2) is determined by the extended I-function [19] of X
IX (y1, y2, z) =
∑
k1,k2≥0
yk11 y
k2+3h/z
2
∏
c≤0,〈c〉=
〈
k2−k1
3
〉(h+ cz)3∏
c≤ k2−k1
3
,〈c〉=
〈
k2−k1
3
〉(h+ cz)3
1
k1!zk1
∏k2
c=1(3h+ cz)
1〈 k1−k2
3
〉
via the expansion IX (y1, y2, z) = 1 + (t1 1
3
+ (log q)h)/z + o(1/z).
3.4. The GKZ System and the B-Model TEP Structure. We now give an alternative
construction of the B-model TEP structure, which is very convenient for calculations. This
construction is in terms of the so-called GKZ system, due to Gelfand–Kapranov–Zelevinsky
[35].
Definition 3.4.1. Let Dz ⊂ EndC(OM×B×C) denote the subsheaf of the sheaf of differential op-
erators onM×B×C generated, as a sheaf of rings, byOM×B×C and {zX : X is a vector field on M
×
B},
where z is the standard co-ordinate on C.
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Remark 3.4.2. Let E be a Dz-module. The action of (1/z) · zX defines a map
∇X : E → z−1E = E(M×B × {0})
When E is a coherent OM×B×C-module, one may view ∇X as a flat connection in the direction
of M×B with poles along z = 0.
Definition 3.4.3. By the GKZ system we mean the Dz-module F×GKZ onM×B ×C defined as
follows. Recall from (23) that M×B is covered by two co-ordinate patches (y1, y2) and (y1, y2)
related by:
y1 = y
−1/3
1 y1 = y
−3
1
y2 = y
1/3
1 y2 y2 = y1y2
Define charts U×LR and U
×
orb on M×B by:
(27) U×LR =
{
(y1, y2) ∈ (C×)2 : y1 6= − 127
}
U×orb =
{
(y1, y2) ∈ C× C× : y31 6= −27
}
Let z denote the standard co-ordinate on C. Consider the left ideal ILR ⊂ Dz|U×LR×C generated
by:
(28)
D2(D2 − 3D1)− y2,
D31 − y1(D2 − 3D1)(D2 − 3D1 + z)(D2 − 3D1 + 2z)
where D1 = −zy1∂y1 , D2 = −zy2∂y2 . Consider the left ideal Iorb ⊂ Dz|U×orb×C generated by:
(29)
D2d1 − y2,
(D2 − y1d1)3 − 27(d1)3
where d1 = −z∂y1 , D2 = −zy2∂y2 . The ideals ILR and Iorb coincide on the overlap (U×LR ∩
U×orb)× C and define a left ideal I ⊂ Dz over M×B × C. The GKZ system F×GKZ is defined to
be the Dz-module Dz/I.
Definition 3.4.4 (Grading operator). Define the Euler vector field E on MB by:
(30) E = 2y2∂y2 = 2y2∂y2
This matches up with the Euler vector field (10) on the A-model under the mirror maps mirX ,
mirY . Consider the endomorphism Gr ∈ EndC(Dz) defined by the commutator:
(31) Gr(P ) = [z∂z + E,P ]
This preserves the GKZ ideal I and induces an endomorphism Gr ∈ EndC(F×GKZ) of the GKZ
system, called the grading operator.
Setting:
(32)
∇z∂z = Gr−E −
3
2
= Gr +2z−1D2 − 3
2
= Gr +2z−1D2 − 3
2
defines a meromorphic connection on F×GKZ in the direction of z. Combining this with the
connection defined in Remark 3.4.2, we obtain a meromorphic flat connection on F×GKZ:
(33) ∇ : F×GKZ →
(
pi?Ω1M×B
⊕OM×B×C
dz
z
)
⊗OM×
B
F×GKZ
(M×B × {0}).
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Remark 3.4.5. The GKZ system is a version of what is sometimes referred to as the Horn
system, homogenized by including the variable z.
Remark 3.4.6. Recall from Definition 2.7.1 that we consider TEP structures in the category
of complex manifolds and holomorphic maps. The A-model TEP structure is naturally a
holomorphic object, as the structure constants of quantum cohomology are transcendental
rather than algebraic functions. The GKZ system and the B-model TEP structure can most
naturally be defined in the algebraic category but, for simplicity of exposition, in this paper
we will regard them as holomorphic objects.
3.4.1. The GKZ System is Isomorphic to the B-Model TEP Structure. The B-model TEP
structure
(F×B ,∇B, (·, ·)B) defines another Dz-module (F×B ,∇B) on M×B × C, which we call
the B-model Dz-module. Recall that there is a distinguished global section of F×B :
(34) (y, z) 7−→ exp (−W y/z)ωy.
Oscillating integrals: ∫
Γ+(σ)
e−W y/z ωy
over the Gauss–Manin-flat cycles (Lefschetz thimbles) Γ+(σ) defined in (25) are annihilated
by the differential operators (28), (29), where we take:
D1 = −z∇By1∂y1 d1 = −z∇
B
∂y1
D2 = −z∇By2∂y2 D2 = −z∇
B
y2∂y2
It is proven in [54, §4] that we have a Dz-module isomorphism:
ϕ : (F×GKZ,∇GKZ)
∼=−→ (F×B ,∇B)
defined by sending the distinguished section 1 ∈ F×GKZ to the distinguished section (34) of
F×B .
3.4.2. The Pairing on the GKZ System. We can use the Dz-module isomorphism between the
GKZ system and the B-model Dz-module to define a pairing on the GKZ system:
(·, ·)GKZ : (−)?F×GKZ ⊗OM×
B
×C
F×GKZ → OM×B×C
by pulling back the pairing (·, ·)B on the B-model Dz-module along the isomorphism ϕ. This
pairing can be computed using mirror symmetry: the isomorphisms in Theorem 3.3.1 and The-
orem 3.3.2 intertwine the pairings (·, ·)B and (·, ·)A,−; moreover the pairing (·, ·)A,− can be com-
puted through Givental’s I-function. For example if f(z, y1, y2, D1, D2) and g(z, y1, y2, D1, D2)
are elements of the GKZ system defined near (y1, y2) = (0, 0), then their pairing can be written
in terms of the A-model pairing:(
(−)?f(z, y1, y2, D1, D2), g(z, y1, y2, D1, D2)
)
GKZ
=
(
f(−z, y1, y2, z∇1, z∇2)1, g(z, y1, y2,−z∇1,−z∇2)1
)
A,Y
where ∇i = (mir?Y ∇A,Y )yi∂yi is the Dubrovin connection pulled back by the mirror map mirY .
By applying the inverse L(t,−z)−1 of the fundamental solution (12) to the sections of the
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A-model TEP structure in the right-hand side and using the properties (13), (14) of L(t,−z)
and the definition (15) of the J-function, we find that the pairing equals(
f(−z, y1, y2, zy1∂y1 , zy2∂y2)J(mirY (y1, y2), z),
g(z, y1, y2,−zy1∂y1 ,−zy2∂y2)J(mirY (y1, y2),−z)
)
Y
The mirror theorem of Givental [39] says that J(mirY (y1, y2),−z) equals the cohomology-
valued power series IY (y1, y2,−z):
(35) IY (y1, y2,−z) =
∑
d1,d2≥0
y
d1−h1/z
1 y
d2−h2/z
2∏d1
m=1(h1 −mz)3
∏d2
m=1(h2 −mz)
∏0
m=−∞(h2 − 3h1 −mz)∏d2−3d1
m=−∞(h2 − 3h1 −mz)
Here we expand the right-hand side as a Taylor series in the (nilpotent) cohomology classes h1,
h2 from §2.1; note that all but finitely many terms in the infinite products on the right-hand
side cancel. Hence we obtain
(36)
(
(−)?f(z, y1, y2, D1, D2), g(z, y1, y2, D1, D2)
)
GKZ
=
(
f(−z, y1, y2, zy1∂y1 , zy2∂y2)IY (y1, y2, z), g(z, y1, y2,−zy1∂y1 ,−zy2∂y2)IY (y1, y2,−z)
)
Y
Equations (36) and (35) together make clear that the pairing:
((−)?f(z, y1, y2, D1, D2), g(z, y1, y2, D1, D2))GKZ
extends holomorphically across the locus y1y2 = 0 if f and g depend polynomially on (y1, y2).
3.5. The B-Model log-TEP Structure. Recall that the B-model TEP structure has base
M×B , which is the open subset of the toric variety MB obtained by deleting the divisor
D = (y1y2 = 0) ∪ (y1 = − 127) from MB. Here we construct a logarithmic extension of the
B-model TEP structure across D, which we call the B-model log-TEP structure. This is a
log-TEP structure in the sense of Definition 2.7.2.
Proposition 3.5.1. The flat connection and the pairing of the GKZ system are described
explicitly as follows.
(a) In the chart near (y1, y2) = (0, 0) with y1 6= − 127 , writing D1 = −zy1∂y1, D2 =−zy2∂y2, the GKZ system has basis:
(37) 1, D2, D
2
2, D
3
2, D1, (1 + 27y1)D
2
1
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With respect to this basis, we have:
D1 =

0 −13y2 13zy2 18y22
(
y1 − 154
)
0 6zy1y2
0 0 −13y2 9zy1y2 0 2z2y1
0 13 0
1
3y2(1− 27y1) 0 −3zy1
0 0 13 0 0 y1
1 0 0 −zy2(1 + 27y1) 0 −3y1(3y2 + 2z2)
0 0 0 3y2
1
1+27y1
0

D2 =

0 0 0 y2(54y1y2 − y2 + z2) −13y2 19zy2(1 + 27y1)
1 0 0 −zy2(2− 27y1) 0 −19y2(1 + 27y1)
0 1 0 y2(2− 27y1) 13 0
0 0 1 0 0 19(1 + 27y1)
0 0 0 −3zy2(1 + 27y1) 0 −13y2(1 + 27y1)
0 0 0 9y2 0 0

and the Gram matrix of the pairing is:
0 0 0 9 0 0
0 0 9 0 0 (1 + 27y1)
0 9 0 27y2 3 0
9 0 27y2 0 0 y2(1 + 27y1)
0 0 3 0 0 9y1
0 1 + 27y1 0 y2(1 + 27y1) 9y1 0

(b) In the chart near (y1, y2) = (− 127 , 0), writing t = y1 + 127 and Dt = zt∂t, the following
relations define the GKZ system:
9ty = D2(9tD2 − (27t− 1)Dt)
729t2D3t =
[
9tD2 − (27t− 1)(Dt + 2z)
]
× [9t(D2 + z)− (27t− 1)(Dt + z)][9t(D2 + 2z)− (27t− 1)Dt]
and the GKZ system has basis:
(38) 1, D2, D
2
2, D
3
2,
(
1− 127t
)
Dt,
1
27t
(
(27t− 1)2D2t + (27t− 1)Dt
)
(This is the same basis as Part (a).) With respect to this basis, we have:
Dt =

0 9ty21−27t
−9tzy2
1−27t
27t(18t−1)y22
27t−1 0 6tzy2
0 0 9ty21−27t 9tzy2 0 2tz
2
0 9t27t−1 0
9(2−27t)ty2
27t−1 0 −3tz
0 0 9t27t−1 0 0 t
27t
27t−1 0 0
−729t2zy2
27t−1 0 −3t
(
2z2 + 3y2
)
0 0 0 81ty227t−1
1
27t−1 0

D2 =

0 0 0 y2(54ty2 − 3y2 + z2) −13y2 3zy2t
1 0 0 −zy2(3− 27t) 0 −3y2t
0 1 0 y2(3− 27t) 13 0
0 0 1 0 0 3t
0 0 0 −81zy2t 0 −9y2t
0 0 0 9y2 0 0

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and the Gram matrix of the pairing is:
0 0 0 9 0 0
0 0 9 0 0 27t
0 9 0 27y2 3 0
9 0 27y2 0 0 27ty2
0 0 3 0 0 9t− 13
0 27t 0 27ty2 9t− 13 0

(c) In the chart near (y1, y2) = (0, 0) with y
3
1 6= −27, writing d1 = −z∂y1, D2 = −zy2∂y2,
the GKZ system has basis:
(39) 1,D2,D
2
2,D
3
2, d1, d
2
1
With respect to this basis, we have:
d1 =

0 y2 −zy2 z2y2 0 −3zy1y2y31+27
0 0 y2 −2zy2 0 − 3y1y2y31+27
0 0 0 y2 0 0
0 0 0 0 0 1
y31+27
1 0 0 0 0 − z2y1
y31+27
0 0 0 0 1 3zy1
y31+27

D2 =

0 0 0 −2z2y1y2 y2 0
1 0 0 0 0 0
0 1 0 3y1y2 0 0
0 0 1 0 0 0
0 0 0 −3zy21y2 0 y2
0 0 0 y2(y
3
1 + 27) 0 0

and the Gram matrix of the pairing is:
0 0 0 9 0 0
0 0 9 0 0 0
0 9 0 27y1y2 0 0
9 0 27y1y2 0 0 0
0 0 0 0 0 9
27+y31
0 0 0 0 9
27+y31
0

Proof. We will prove only part (a). Part (b) follows trivially from part (a), and part (c) is
very similar. Consider first the subsheaf of the GKZ system spanned, over OU×LR×C, by:
1, D2, D
2
2, D
3
2, D1, (1 + 27y1)D
2
1
This subsheaf is locally free over U×LR×C; to see this, it suffices to show that the Gram matrix
of the pairing is as claimed, for this matrix is invertible for all y1, y2.
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To compute the Gram matrix, observe that the pairing is homogeneous of degree −3 with
respect to the grading (31) and that, in view of the discussion immediately above, only non-
negative powers of y1, y2, and z can occur. Thus the Gram matrix takes the form:
0 0 0 ∗ 0 0
0 0 ∗ ∗z 0 ∗
0 ∗ ∗z ∗z2 + ∗y2 ∗ ∗z
∗ ∗z ∗z2 + ∗y2 ∗z3 + ∗zy2 ∗z ∗z2 + ∗y2
0 0 ∗ ∗z 0 ∗
0 ∗ ∗z ∗z2 + ∗y2 ∗ ∗z

where each asterisk denotes an unknown function of y1. Consider now the matrix entry
((−)?D2, D21)GKZ. Combining equation (36) with the equality:
IY (y1, y2,−z)
∣∣∣
y2=0
= e−h1/ze−h2/z
(
1 +
∑
k>0
yk1
∏
−3k<m≤0(h2 − 3h1 −mz)∏
1≤m≤k(h1 −mz)3
)
yields:
((−)?D2, D21)GKZ =(
h2 +
∑
k>0 y
k
1h2
∏
−3k<m≤0(h2−3h1+mz)∏
1≤m≤k(h1+mz)3
, h21 +
∑
l>0 y
l
1(h1 − lz)2
∏
−3l<m≤0(h2−3h1−mz)∏
1≤m≤l(h1−mz)3
)
A,Y
and hence:
((−)?D2, D21)GKZ
=
∫
Y
(
h2 +
∑
k>0 y
k
1h2
∏
−3k<m≤0(h2−3h1+mz)∏
1≤m≤k(h1+mz)3
)(
h21 +
∑
l>0 y
l
1(h1 − lz)2
∏
−3l<m≤0(h2−3h1−mz)∏
1≤m≤l(h1−mz)3
)
=
∫
Y
h2h
2
1 = 1
where for the second equality we used the relation h2(h2 − 3h1) = 0 in H•(Y ). Thus:(
(−)?D2, (1 + 27y1)D21
)
GKZ
= 1 + 27y1
The same reasoning allows us to fill in almost all terms in the Gram matrix that are not
divisible by y2: 
0 0 0 9 0 0
0 0 9 0 0 1 + 27y1
0 9 0 ∗y2 3 0
9 0 ∗y2 ∗zy2 0 ∗y2
0 0 3 0 0 ∗
0 1 + 27y1 0 ∗y2 ∗ 0

Furthermore the symmetry: (
(−)?s1, s2
)
B
= (−)?((−)?s2, s1)B
gives a corresponding symmetry of the GKZ pairing, which in particular implies that
((−)?D32, D32)GKZ = 0.
All remaining terms in the Gram matrix are therefore independent of z. These can be calcu-
lated using the principal term of the stationary phase approximation (26), where we see the
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residue pairing:([
f(x,−z)eW (x)/z ω
]
,
[
g(x, z)e−W (x)/z ω
])
B
=
∑
critical points σ
f(σ, 0)g(σ, 0)
Hessσ(W )
+O(z)
Thus: (
(−)?D22, D32
)
GKZ
=
∑
critical points σ
(
y2
∂W
∂y2
(σ)
)2(
y2
∂W
∂y2
(σ)
)3
Hessσ(W )
+O(z)
=
∑
critical points σ
( 3y1y32
w1w2w35
+ y2w5
)5
w21w
5
+O(z)
= 27y2 +O(z)
where we use co-ordinates (w1, w2, w5) on the fibre of the Landau–Ginzburg model as in (24),
and at the last step we used the critical point equations:
w1 − y1y
3
2
w1w2w35
= 0 w2 − y1y
3
2
w1w2w35
= 0 w5 − 3y1y
3
2
w1w2w35
− y2
w5
= 0
On the other hand we know that ((−)?D22, D32
)
GKZ
is independent of z, so:(
(−)?D22, D32
)
GKZ
= 27y2
The same reasoning yields (D32, D
2
2)GKZ = 27y2 and:(
(−)?D32, (1 + 27y1)D21
)
GKZ
= y2(1 + 27y1)
(
(−)?D1, (1 + 27y1)D21
)
GKZ
= 9y1(
(−)?(1 + 27y1)D21, D32
)
GKZ
= y2(1 + 27y1)
(
(−)?(1 + 27y1)D21, D1
)
GKZ
= 9y1
This completes the calculation of the Gram matrix.
We now compute the connection matrices, i.e. the matrices for the action of D1 and D2 on
the elements:
1, D2, D
2
2, D
3
2, D1, (1 + 27y1)D
2
1
This is routine, involving repeated application of the equations (28); one can do this system-
atically using Gro¨bner basis methods as in [44]. In particular we discover that the subsheaf
of the GKZ system spanned over OU×LR×C by the above elements is closed under the action of
D1 and D2. It follows that this subsheaf is in fact the entire GKZ system over U
×
LR ×C, and
hence that (37) is a basis for the GKZ system over U×LR × C, as claimed. 
With these explicit connection matrices in hand, we now construct a logarithmic extension
of the B-model TEP structure to all of MB.
Definition 3.5.2 ([30, Proposition 5.2]). Let (G×,∇) be a locally free sheaf with flat connec-
tion onM\D, where D is a normal crossing divisor inM. Let G be a locally free extension of
G× to M such that ∇ is extended to a meromorphic flat connection on G× with logarithmic
singularities along D. We say that
(G,∇) is the Deligne extension of (G×,∇) across D if the
residue endomorphisms of ∇ along D are nilpotent. Let (F×,∇, (·, ·)) be a TEP structure
with base M \ D. We say that a log-TEP structure (F ,∇, (·, ·)) with base (M, D) is the
Deligne extension of (F×,∇, (·, ·)) if (F ,∇, (·, ·)) restricts to (F×,∇, (·, ·)) over M \ D and
for each z ∈ C×, (F ,∇)|M×{z} is the Deligne extension of (F×,∇)|(M\D)×{z}
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Remark 3.5.3. Deligne [30] called this logarithmic extension “prolongement canonique”.
The Deligne extension of a flat connection on M\D across D exists if and only if the local
monodromy around D is unipotent, and is unique if it exists. When the local monodromy
around D is not unipotent, a logarithmic extension is given by the choice of a determination
of logarithm, i.e. a section of C→ C/Z [30, Proposition 5.4].
Proposition-Definition 3.5.4. Recall from §3.1 that the toric varietyMB is covered by two
toric co-ordinate patches, with co-ordinate systems (y1, y2) and (y1, y2). Let ULR and Uorb
denote the following co-ordinate patches of MB (see equation (27) for U×LR and U×orb)
ULR = {(y1, y2) ∈ C2} Uorb = {(y1, y2) ∈ C2 : y31 6= −27}
Specifying that the following generators of F×B = F×GKZ:
1, D2, D
2
2, D
3
2, D1, (1 + 27y1)D
2
1 over U
×
LR × C, as in (37)
1,D2,D
2
2,D
3
2, d1, d
2
1 over U
×
orb × C, as in (39)
form locally free bases for FB over (respectively) ULR × C and Uorb × C defines a locally free
sheaf FB over MB × C. The sheaf FB carries a meromorphic flat connection ∇B and a
pairing (·, ·)B and the triple (FB,∇B, (·, ·)B) forms a log-TEP structure with base (MB, D) in
the sense of Definition 2.7.2, where
(40) D = (y1y2 = 0) ∪ (y1 = −1/27).
We call the triple (FB,∇B, (·, ·)B) the B-model log-TEP structure. The restriction of the B-
model log-TEP structure toM×B×C is canonically isomorphic to the B-model TEP structure,
and the B-model log-TEP structure is the Deligne extension of the B-model TEP structure.
Proof. We need to check that the generators specified give locally free bases for F×B over
(respectively) U×LR×C and U×orb×C, that the connection matrices with respect to these bases
have logarithmic singularities along the divisor D × C, that the residue endomorphisms of
the connection along D are nilpotent, and that the pairing extends holomorphically across D.
These statements follow easily from Proposition 3.5.1. 
Remark 3.5.5. The locally free sheaf FB should be understood as an orbi-vector bundle on
the orbifold chart, cf. Example 2.7.6. In other words, on the chart Uorb, FB is a µ3-equivariant
sheaf equipped with µ3-invariant connection and pairing. The µ3-action is given on the frame
by (1,D2,D
2
2,D
3
2, d1, d
2
2) 7→ (1,D2,D22,D32, e2pii/3d1, e4pii/3d22).
4. The Conformal Limit
Let MCY = P(3, 1), and let DCY be the divisor {0,− 127} ⊂ MCY. A key ingredient in
Aganagic–Bouchard–Klemm’s modularity argument is the family of elliptic curves:
(41)
{
[X : Y : Z] ∈ P2 : X3 + Y 3 + Z3 + y−1/3XY Z = 0}
parametrized by y ∈ MCY \DCY, and the corresponding variation of Hodge structure. This
variation of Hodge structure is a two-dimensional vector bundle over MCY \DCY equipped
with a flat connection and a Hodge filtration. We will see in this section how this finite-
dimensional variation of Hodge structure arises from the B-model TEP structure, by taking
the conformal limit y2 → 0 of the Deligne extension FB.
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4.1. A Vector Bundle of Rank 6 on MCY with a Logarithmic Connection. The
closure of the locus {y2 = 0} in MB is a copy of MCY. Consider the restriction
FCY := FB|MCY×C
of the B-model log-TEP structure FB (Proposition-Definition 3.5.4) toMCY×C ⊂MB×C.
The sheaf FCY has the structure of a log-TEP structure with base (MCY, DCY) together
with the endomorphism N : FCY → z−1FCY defined as the residue of ∇B along the divisor
MCY × C ⊂MB × C and the grading operator Gr. More precisely we have:
• a meromorphic flat connection with poles along Z = (DCY × C) ∪ (MCY × {0})
∇ : FCY → Ω1MCY×C(logZ)⊗FCY(MCY × {0})
defined by
∇ (s|y2=0) =
(
∇B
y1
∂
∂y1
− 1
3
y2
∂
∂y2
s
)∣∣∣∣
y2=0
dy1
y1
+
(
∇B
z ∂
∂z
s
)∣∣∣
y2=0
dz
z
=
(
∇B
y1
∂
∂y1
s
)∣∣∣∣
y2=0
dy1
y1
+
(
∇B
z ∂
∂z
s
)∣∣∣
y2=0
dz
z
for a local section s of FB;
• a flat non-degenerate pairing
(·, ·) : (−)?FCY ⊗FCY → OMCY×C
induced by (·, ·)B;
• the residue endomorphism N : FCY → z−1FCY:
N = ∇By2∂y2
∣∣
y2=0
= ∇By2∂y2
∣∣
y2=0
= −z−1D2 = −z−1D2
which is flat for ∇ and satisfies ((−)?Ns1, s2) = −((−)?s1, Ns2) for s1, s2 ∈ FCY;
• the grading operator Gr: FCY → FCY induced from the grading operator (31) of the
GKZ system: this is related to ∇z∂z by
∇z∂z = Gr−2N −
3
2
(cf. equation (32)).(42)
Remark 4.1.1. Let ∇ be a flat connection on M with logarithmic singularities along a
smooth divisorD ⊂M. In order to obtain a flat connection alongD from∇, we need to choose
a splitting of the sequence 0→ Ω1D → Ω1M(logD)|D Res−−→ OD → 0 (see Example 8.1.1 below)
otherwise the induced connection along D is defined only ‘up to the residue endomorphism’.
This choice is not canonical in general, and we chose a particular splitting when defining the
connection ∇ on FCY. The splitting does not play an important role in this section, but will
appear again in §§8.1–8.2 and will be important there.
The triple (FCY,∇, (·, ·)) is a log-TEP structure with base (MCY, DCY) in the sense of Def-
inition 2.7.2. The grading operator Gr on FCY is pi−1OMCY -linear since the variable y1 of
the base is of degree zero. Thus it serves as another connection in the z-direction. The GKZ
description also passes to FCY: on the chartMCY \ {0,− 127 ,∞}, it is defined by the relations
D2(D2 − 3D1) = 0,
D31 − y1(D2 − 3D1)(D2 − 3D1 + z)(D2 − 3D1 + 2z) = 0
where D1 = −zy1∂y1 is as before and D2 = [−zy2∂y2 ]y2=0 = −zN is now an OMCY×C-linear
endomorphism commuting with D1. It is extended across the three points {0,− 127 ,∞} by the
bases specified in Proposition-Definition 3.5.4.
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4.1.1. The Rank 6 Vector Bundle H. Consider now the push-forward pi?(F>CY) where pi : MCY×
C× →MCY is the projection; see Notation 2.8.3 for the notation here. Consider the subsheaf
of pi?(F>CY) consisting of homogeneous sections of degree 1 with respect to Gr; this subsheaf
is locally free of rank 6 over MCY, and thus defines a rank-6 vector bundle H →MCY. The
vector bundle H carries the following structures:
• a logarithmic flat connection ∇ : O(H)→ Ω1MCY(logDCY)⊗O(H), induced from the
meromorphic flat connection on FCY;
• a ∇-flat endomorphism N ∈ End(H) of vector bundles, induced by the residue endo-
morphism N : FCY → z−1FCY;
• an OMCY -bilinear symplectic pairing Ω: O(H) ⊗ O(H) → OMCY , induced by the
pairing (·, ·) on FCY.
The pairing (·, ·) induces a symplectic pairing Ω on O(H) because, when restricted to O(H),
(·, ·) takes values in z−1OMCY ; we set:
Ω(s1, s2) = Resz=0
(
(−)?s1, s2) dz for s1, s2 ∈ O(H).
The connection ∇ on H preserves the symplectic form, and N : H → H is infinitesimally
symplectic, i.e. Ω(Nv,w)+Ω(v,Nw) = 0. In view of Proposition-Definition 3.5.4, local frames
of H over the manifold chart MCY \ {y1 = ∞} and the orbifold chart MCY \ {y1 = 0} are
given respectively by:
−z, D2, z−1D22, z−2D32, D1 − 13D2, z−1(1 + 27y1)(D1 − 13D2)2
−z, D2, z−1D22, z−2D32, d1, z−1(1 + 127y31)d21
on MCY \ {y1 =∞}
on MCY \ {y1 = 0}(43)
These two bases are related by the transition matrix I −13y1 −19y1(1 + 27y−31 )
0 3y−11

where I is the identity matrix of rank 4. This implies that O(H) ∼= O⊕4 ⊕O(1)⊕O(−1) as
a bundle on MCY = P(3, 1).
4.1.2. The Hodge Filtration. The vector bundle H carries a ‘Hodge filtration’ given by pole
order at z = 0:
F p =
[
pi?
(
zp−2FCY
)]
deg 1
where pi : MCY × C → MCY is the projection and the subscript indicates that we take the
subsheaf consisting of homogeneous elements of degree 1. This is a decreasing filtration by
subbundles:
0 ⊂ F 3 ⊂ F 2 ⊂ F 1 ⊂ F 0 = H
such that one has:
∇vF p ⊂ F p−1 NF p ⊂ F p−1 Ω(F p, F 4−p) = 0
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for any vector field v ∈ ΘMCY(logDCY}). Explicit bases of the subbundles F p on the manifold
chart MCY \ {y1 =∞} are given by:
F 3 : −z
F 2 : −z,D2, D1 − 13D2
F 1 : −z,D2, D1 − 13D2, z−1D22, z−1(1 + 27y1)(D1 − 13D2)2
F 0 : −z,D2, D1 − 13D2, z−1D22, z−1(1 + 27y1)(D1 − 13D2)2, z−2D32
There is a ‘primitive section’ ζ ∈ F 3 of H, represented by −z in the GKZ system. This
satisfies N3ζ 6= 0, and N3ζ is flat.
4.1.3. The Kernel and the Image of N . The endomorphism N is flat for ∇, and therefore the
kernel and image of N are preserved by ∇. By examining the action of N = −z−1D2 on the
basis (43), we know that both KerN and ImN are of rank 3 and have the following explicit
bases (on the manifold chart MCY \ {y1 =∞}):
KerN : z−2D32, D1 − 13D2, z−1(1 + 27y1)(D1 − 13D2)2
ImN : D2, z
−1D22, z
−2D32
4.2. A Vector Bundle of Rank 2 on MCY with a Logarithmic Connection. We
now pass from H, which is a six-dimensional symplectic vector bundle over MCY, to a two-
dimensional symplectic vector bundle Hvec over MCY. The bundle Hvec is obtained from H
via the infinitesimally symplectic endomorphism N . A similar construction appears in the
work of Konishi–Minabe [63, §8] in the A-model.
4.2.1. The Rank 3 Vector Bundle H = CokN and Quantum D-Module of KP2. Consider the
cokernel H of the map N : H → H. This carries a flat connection ∇ with logarithmic poles
along DCY induced by ∇ on H. Write θ = ∇y1∂y1 = −z−1D1 for the operator9 acting on
O(H). Local frames for H on the manifold chart MCY \ {y1 = ∞} and the orbifold chart
MCY \ {y1 = 0} are given respectively by:
(44) ζ = [−z], θζ = [D1 − 13D2], −(1 + 27y1)θ2ζ = [z−1(1 + 27y1)(D1 − 13D2)2]
and
ζ = [−z], −3y−11 θζ = [d1], 13y1(1 + 27y−31 )θ(θ + 13)ζ = [−z−1(1 + 127y31)d21]
We have O(H) ∼= O ⊕O(1)⊕O(−1). The differential operator
(45) θ3 − y1(−3θ)(−3θ − 1)(−3θ − 2)
annihilates the primitive section ζ ∈ O(H). Hence the D-module (O(H),∇) is isomorphic
to the quantum D-module for Y = KP2 ; equation (45) is the Picard–Fuchs equation for the
family of elliptic curves (41) mirror to KP2 . With respect to the frame {ζ, θζ, (1 + 27y1)θ2ζ}
(44) in the manifold chart, the action of θ is represented by the matrix:
θ =
0 0 01 0 −6y1
0 11+27y1 0

9As z−1D2 acts trivially on O(H), we have θ = −z−1(D1 − 13D2) = − 13y1d1.
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4.2.2. Affine Subbundle Haff of H. Any local function ψ(y1) annihilated by the differential
operator (45) gives a D-module homomorphism ψ] : O(H) → OMCY sending ζ to the func-
tion ψ(y1). The constant function 1 is a solution to the equation (45) and thus defines a
homomorphism 1] : O(H)→ OMCY . Consider the slice (affine subbundle) Haff of H given by:
Haff = {v ∈ H : 1](v) = 1}
(cf. the dilaton shift in equation (66)). Elements of Haff take the form:
ζ + x · θζ − p · (1 + 27y1)θ2ζ x, p ∈ C;(46)
on the manifold chart MCY \ {y1 = ∞}. As we see in §4.2.3 below, each fibre of the affine
bundle Haff is naturally equipped with an affine symplectic structure. The affine bundle Haff
is preserved by the connection ∇ on H.
4.2.3. Rank 2 Vector Subbundle Hvec of H Parallel to Haff. Consider the canonical projection
KerN → CokN = H. This induces an embedding of vector bundles KerN/(ImN∩KerN)→
H. LetHvec denote the image of KerN/(ImN∩KerN) inH. From the description ofHaff ⊂ H
in §4.2.2 and KerN in §4.1.3, there is a canonical identification between the tangent space
to the affine space Haff|y and the fibre Hvec|y. In other words, Hvec is a vector subbundle of
H parallel to Haff. The bundle Hvec carries a flat connection ∇ with logarithmic poles along
DCY and one has O(Hvec) ∼= O(1)⊕O(−1).
The symplectic structure on H descends to a symplectic structure on Hvec. Given a finite-
dimensional symplectic vector space (H,Ω) and an infinitesimal symplectic transformation
N ∈ sp(H), the symplectic orthogonal (KerN)⊥ coincides with ImN : since Ω(Nv,w) =
−Ω(v,Nw) we have that ImN ⊂ (KerN)⊥, and the two spaces have the same dimension. The
symplectic pairing Ω thus induces a symplectic pairing on the quotient space KerN/(ImN ∩
KerN). Applying this construction to the (six-dimensional, flat) symplectic vector bundle H
and the bundle map N : H → H yields a (two-dimensional, flat) symplectic vector bundle
Hvec = KerN/(ImN ∩KerN). The symplectic pairing is given by:
(47) Ω
(
θζ,−(1 + 27y1)θ2ζ
)
= −1
3
= Ω
(
[d1], [−z−1(1 + 127y31)d21]
)
and therefore the symplectic form on Haff is given by
1
3dp ∧ dx in the co-ordinates (46).
4.3. Opposite Filtrations on H, H, and Hvec. The Hodge filtration F
• on H induces a
filtration:
0 ⊂ F 3 ⊂ F 2 ⊂ F 1 = H
on H, where F
k
:= F k/(ImN ∩ F k). They are spanned by the bases
F
3
: ζ = [−z]
F
2
: ζ = [−z], θζ = [D1 − 13D2]
F
1
: ζ = [−z], θζ = [D1 − 13D2],−(1 + 27y1)θ2ζ = [z−1(1 + 27y1)(D1 − 13D2)2]
on the manifold chart MCY \ {y1 =∞}. This restricts to a filtration:
0 = F 3vec ⊂ F 2vec ⊂ F 1vec = Hvec
on Hvec, where F
k
vec = Hvec ∩ F k.
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4.3.1. Opposite Filtration. Opposite filtrations are decreasing filtrations which are comple-
mentary to the Hodge filtration. We study a well-behaved class of opposite filtrations which
yield trivializations of FCY|{y}×C (i.e. extensions of FCY|{y}×C to a free OP1-module) with
good properties. See [46, §7; 75, §3] for a closely related discussion.
Proposition 4.3.1. Let y ∈MCY. Let z denote the standard co-ordinate on {y} × P1 ∼= P1.
There is a one-to-one correspondence between:
(A) subspaces P of Hvec|y such that F 2vec ⊕ P = Hvec|y;
(B) filtrations:
0 = U0 ⊂ U1 ⊂ U2 ⊂ U3 = H|y
satisfying F
p ⊕ Up−1 = H|y and U2 = Hvec|y.
(C) filtrations:
0 ⊂ U0 ⊂ U1 ⊂ U2 ⊂ U3 = H|y
satisfying F p ⊕ Up−1 = H|y, N(Up) ⊂ Up−1, U⊥0 = U2, and U⊥1 = U1;
(D) extensions of FCY|{y}×C = FB
∣∣
{y}×C to a locally free sheaf E on {y} × P1 such that:
– the corresponding holomorphic vector bundle on {y} × P1 is trivial;
– the pairing (·, ·)B extends holomorphically across z = ∞ and is non-degenerate
there;
– the connection ∇ has a logarithmic pole at z =∞;
– the map N defined in §4.1 extends holomorphically across z = ∞ and vanishes
there.
This correspondence satisfies:
Uk = Uk/(ImN ∩ Uk)
P = U1 = U1/(ImN ∩ U1)
Proof.
(A ⇐⇒ B). To give a subspace P as in (A) is exactly the same as to give a filtration U• as
in (B) such that U1 = P .
(B =⇒ C). Suppose that U• is a filtration as in (B). Set:
U0 = 〈N3ζ〉
U1 =
{
s ∈ KerN : s+ ImN ∈ U1
}
+ 〈N2ζ〉
U2 = KerN + ImN
where recall that ζ = −z and N = −z−1D2. It is clear that F 1⊕U0 = H, that F 3⊕U2 = H,
that N(Up) ⊂ Up−1, that U⊥0 = U2, and that Uk = Uk/(ImN ∩ Uk). It remains to show that
F 2 ⊕ U1 = H and that U⊥1 = U1. The space U1 is certainly isotropic, and:
dimU1 = dimU1 + dim(KerN ∩ ImN) + 1 = 3
so U1 is maximal isotropic: U
⊥
1 = U1. Both F
2 and U1 have dimension 3, so to show that
F 2 ⊕ U1 = H it suffices to show that F 2 + U1 = H. Let v ∈ H be arbitrary, and let v
denote the equivalence class of v in H. Since F
2 ⊕ U1 = H, there exist f ∈ F 2 and u ∈ U1
such that v = f + u. Let f ∈ F 2 and u ∈ U1 be lifts of u and f respectively. Then
v − f − u ∈ ImN = 〈Nζ,N2ζ,N3ζ〉. Since Nζ ∈ F 2 and N2ζ, N3ζ ∈ U1, it follows that
v ∈ F 2 + U1. Thus if U• is a filtration as in (B), we can define U• as above to obtain a
filtration as in (C) which satisfies Uk = Uk/(ImN ∩ Uk).
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(C =⇒ B). Suppose that we are given a filtration U• as in (C). The filtration U• is opposite
to F •, and counting dimensions gives:
dimU0 = 1 dimU1 = 3 dimU2 = 5
The elements ζ ∈ U3, Nζ ∈ U2, N2ζ ∈ U1, and N3ζ ∈ U0 are non-zero and linearly indepen-
dent; in particular U0 = 〈N3ζ〉. We have U1 = 〈N3ζ,N2ζ, e1〉 for some e1. Since Ne1 ∈ U0
is a scalar multiple of N3ζ we may, by replacing e1 with a linear combination of e1 and N
2ζ,
without loss of generality assume that Ne1 = 0. We have U2 = 〈N3ζ,N2ζ, e1, Nζ, e2〉 for
some e2. Replacing e2 with a linear combination of e2, Nζ, and N
2ζ we may without loss of
generality assume that Ne2 ∈ U1 is a scalar multiple of e1. Thus, with respect to the basis
N3ζ, N2ζ, e1, Nζ, e2, ζ for O(H), the matrix of N has the form:
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 ∗ 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0

We know that the kernel of N is three-dimensional (§4.1.3), so ∗ must be zero and Ne2 = 0.
Set Uk = Uk/(ImN ∩ Uk). We find:
U0 = 0 U1 = 〈[e1]〉 U2 = 〈[e1], [e2]〉 U3 = U
Now Ne1 = Ne2 = 0, so U2 ⊂ Hvec, and both spaces are two-dimensional, so U2 = Hvec.
Since F p ⊕ Up−1 = H, it follows that F p + Up−1 = H. For dimensional reasons we have
F
p⊕Up−1 = H. Thus given a filtration U• as in (C), setting Uk = Uk/(ImN ∩Uk) determines
a filtration as in (B).
(C =⇒ D). We construct the extension (D) using an appropriate opposite module, as in §2.8
but taking the base M there to be the point {y}. Let pi : {y} × P1 → {y} be the projection
map and note, for comparison with §2.8, that:
pi?(O{y}×(P1\{0})) = OP1
(
P1 \ {0}) and pi?(O{y}×C) = OP1(C)
To match with §2.8, write:
F> = FCY
∣∣
{y}×C× and F = pi?
(FCY∣∣{y}×C)
We construct the opposite module using the Rees construction.
Recall that O(H) is the submodule of pi?F> consisting of degree one sections. Define P to
be the OP1
(
P1 \ {0})-submodule of pi?F> spanned by:
z−2U3 + z−1U2 + U1 + zU0
The submodule P is homogeneous. Recall that F is the OP1(C)-submodule of pi?F> spanned
by:
z−1F 3 + F 2 + zF 1 + z2F 0
The fact that F p ⊕ Up−1 = H|y implies that pi?F> = F ⊕ P. The facts that U⊥0 = U2 and
U⊥1 = U1 imply that P is isotropic. Thus P is an opposite module. The discussion in §2.8
produces from P an extension of FCY
∣∣
{y}×C to a locally free sheaf E on {y} × P1 such that:
• the corresponding holomorphic vector bundle on {y} × P1 is trivial;
• the pairing (·, ·)B extends holomorphically across z =∞ and is non-degenerate there;
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• the connection ∇ has a logarithmic pole at z =∞.
Recall that zP consists of sections of E over P1 \ {0}. The fact that N(Up) ⊂ Up−1 implies
that the map N extends holomorphically across z =∞ and vanishes there. Thus a filtration
U• as in (C) determines an extension as in (D).
(D =⇒ C). Consider again the discussion in §2.8 with the baseM there taken to be the point
{y}. An extension E as in (D) determines an opposite module P = z−1pi?
(E|{y}×(P1\{0})). Set:
Up = z
p−1P ∩H
This defines an increasing filtration. Recall that we have
F p = zp−2F ∩H
The grading operator Gr preserves zP ∩ F ∼= F/zF and is semisimple there, and therefore P
is generated by homogeneous elements over OP1(P1 \ {0}). Thus the decomposition zp−2F⊕
zp−2P = pi?F> restricted to degree one part implies Up−1 ⊕ F p = H. The fact that P is
isotropic implies that Ω(Up, U2−p) = 0 and thus one has Up = U⊥2−p for dimension reasons.
Furthermore N(Up) ⊂ Up−1 follows from the fact that N extends across z =∞ and vanishes
there. Thus an extension as in (D) determines a filtration U• as in (C). 
4.3.2. Opposite Filtration at the Cusps y = 0,− 127 ,∞. At the large-radius point y = 0, the
conifold point y = − 127 and the orbifold point y = ∞, we have distinguished free extensions
of FCY|{y}×C to {y} × P1 characterized by local monodromy around them. By Proposition
4.3.1, each of them corresponds to a line P in the fibre of Hvec at y.
Proposition 4.3.2. Let y be one of the three points {0,− 127 ,∞} inMCY = P(3, 1). There ex-
ists a unique extension of FCY|{y}×C to a locally free O{y}×P1-module E such that the condition
(D) of Proposition 4.3.1 holds and that, in addition:
• when y is the large radius limit point or the conifold point, the residue endomorphism
FCY|{y}×C → z−1FCY|{y}×C of the connection ∇ at y extends regularly across z =∞
and vanishes there;
• when y is the orbifold point, the action of Aut(y) = µ3 on FCY|{y}×C extends across
z =∞. Here µ3 acts trivially on the base {y} × C.
The free extensions of FCY|{y}×C to {y} × P1 are given explicitly by the following bases:
1, D2, D
2
2, D
3
2, D1, D
2
1 (large radius limit point y = 0)
1, D2, D
2
2, D
3
2, D1, (1 + 27y1)D
2
1 (conifold point y = − 127)
1, D2, D
2
2, D
3
2, d1, d
2
1 (orbifold point y =∞)
Let PLR, Pcon, Porb denote the corresponding subspace P of Hvec|y at the large radius, conifold
and orbifold points under the correspondence between (A) and (D) in Proposition 4.3.1. They
are given by:
PLR = 〈θ2ζ〉, Pcon = 〈(1 + 27y1)θ2ζ〉 Porb = 〈z−1d21〉 = 〈y−21 θ(θ + 13)ζ〉
Proof. We discuss the three cases y = 0,− 127 ,∞ separately.
(y = 0, existence) Take the frame of FCY|{0}×C described in the proposition. Recall that
FCY is the restriction of the B-model log-TEP structure FB to MCY. The connection ∇B
defines two residue endomorphisms Ni : FCY|{0}×C → z−1FCY|{0}×C about the divisors yi = 0,
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i = 1, 2. The map N2 equals N in §4.1. By Proposition 3.5.1, Ni are represented by the
matrices:
−1
z

0 0 0 0 0 0
0 0 0 0 0 0
0 13 0 0 0 0
0 0 13 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0
 −
1
z

0 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 13 0
0 0 1 0 0 19
0 0 0 0 0 0
0 0 0 0 0 0

respectively for i = 1 and i = 2. These are regular at z =∞ and vanish there. The connection
∇z∂z equals Gr−2N2− 32 along {0}×C (see equation (32)). This is regular at z =∞ since the
frame is homogeneous. The Gram matrix of the pairing (·, ·)B along {0}×C is independent of
z by Proposition 3.5.1. The frame thus gives an extension of FCY|{0}×C to {0}×P1 satisfying
the conditions in the proposition.
(y = 0, uniqueness) Suppose that we have an extension of FCY|{0}×C to a free O{0}×P1-
module E satisfying the conditions in the proposition. Set
V := Γ(P1, E) ⊂ Γ(C,FCY|{0}×C)
Recall that Gr acts on FCY|{0}×C. It preserves the space V since Gr = ∇z∂z + 2N2 + 32 is
regular at z = ∞. Therefore V is graded. We have the graded isomorphism FCY|(0,0) ∼= V .
Under this isomorphism 1 ∈ FCY|(0,0) corresponds to a degree-zero global section of FCY|{0}×C
which restricts to 1 at z = 0, but 1 is the only such global section and therefore 1 ∈ V . The
operators zN1, zN2 are regular at both z = 0 and z =∞ and thus they act on V . Therefore
C[zN1, zN2] · 1 ⊂ V . On the other hand, −zNi is given by the multiplication by Di in
the GKZ system, and thus C[zN1, zN2] · 1 contains a 6-dimensional subspace spanned by
1, D2, D
2
2, D
3
2, D1, D
2
2. Hence V = C[zN1, zN2] · 1. The conclusion follows.
(y = − 127 , existence) This is essentially identical to (y = 0, existence). We use Proposition
3.5.1 again.
(y = − 127 , uniqueness) Suppose that we have an extension of FCY|{− 127}×C to a free OP1-
module E satisfying the conditions in the proposition. Set V = Γ(P1, E) ⊂ Γ(C,FCY|{− 1
27
}×C)
as before. For the same reason as in (y = 0, uniqueness), V is graded and is preserved
by the operators zN2, zNt, where N = N2, Nt are the residue endomorphisms along the
divisors y2 = 0 and t = y1 +
1
27 = 0 respectively. Therefore, under the graded isomorphism
FCY|(− 1
27
,0)
∼= V , the homogeneous basis 1, D2, D22, D32, D1, (1 + 27y1)D21 of FCY|(− 1
27
,0) lifts
to a basis of V of the form:
1, D2, D
2
2, D
3
2, D1 + αz1, zNt(D1 + αz1)
for some α, where we used the fact that zNt(D1 +αz1) = (1 + 27y1)D
2
1. We have −zN2(D1 +
αz1) = 13D
2
2 + αzD2 by Proposition 3.5.1 and it has to lie in V . Therefore α = 0. The result
follows.
(y = ∞, existence) This is essentially identical to (y = 0, existence). We use Proposition
3.5.1 again.
(y = ∞, uniqueness) Once again, suppose that we have an extension of FCY|{∞}×C to
a free O{∞}×P1-module E satisfying the conditions in the proposition. Set V = Γ(P1, E) ⊂
Γ(C,FCY|{∞}×C). As before V is graded and preserved by the residue endomorphism zN =
D2. Therefore a homogeneous basis 1, D2, D
2
2, D
3
2, d1, d
2
1 of FCY|(∞,0) lifts to a basis of V of
the form:
1, D2, D
2
2, D
3
2, d1 + α
′z1, d21 + β
′zd1 + γ′zD2 + δ′z21
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for appropriate scalars α′, β′, γ′, δ′. The space V is invariant under the Z/3Z-action; Z/3Z
acts by d1 7→ e2pii/3d1, D2 7→ D2. Thus α′ = 0, as otherwise V contains both 1 and z,
contradicting the fact that V ∼= FCY|(∞,0). Similarly β′ = γ′ = δ′ = 0. This completes the
proof. 
5. Enlarging the Base of the B-Model log-TEP Structure
In this section we enlarge the base of the B-model log-TEP structure (see §3.5) in such a
way that the enlarged log-TEP structure, which we call the big B-model log-TEP structure,
is miniversal (Definition 2.7.4). The process of enlarging the base, described below, should be
an example of a universal unfolding of log-TEP structure. We prove:
Theorem 5.0.1. Let (FB,∇B, (·, ·)B) be the B-model log-TEP structure with base (MB, D)
in §3.5. Let M◦B :=MB \ {y1 = −1/27} be the complement of the conifold locus. We have
• a 6-dimensional complex manifold MbigB
• a closed embedding ι : M◦B →MbigB
• a divisor Dbig in MbigB such that ι−1Dbig = D ∩M◦B;
• a miniversal log-TEP structure (FbigB ,∇B, (·, ·)B) with base (MbigB , Dbig) such that
ι?(FbigB ,∇B, (·, ·)B) is isomorphic to (FB,∇B, (·, ·)B)|M◦B×C.
We call the triple (FbigB ,∇B, (·, ·)B) the big B-model log-TEP structure.
We construct the enlarged base for the B-model TEP structure using Reichelt’s universal
unfolding for log-trTLEP structures. The argument is in three steps, as follows. In the
first step we construct, for each y ∈ MB, a log-trTLEP structure on a neighbourhood Uy of
y. In the second step we delete the conifold locus y1 = − 127 (because Reichelt’s generation
condition fails there) and apply Reichelt’s unfolding result to construct a miniversal log-
trTLEP structure on Uy × Vy, where Vy is a neighbourhood of the origin in C4, such that the
restriction to Uy × {0} is the log-trTLEP structure constructed in the first step. In the third
step we show that the log-TEP structures that underly the log-trTLEP structures constructed
in step two are compatible on chart overlaps, and thus assemble to give a global miniversal
log-TEP structure over a six-dimensional baseMbigB . (The log-trTLEP structures themselves
are in general not compatible with each other on chart overlaps.) The six-dimensional base
MbigB contains M◦B as a subset.
5.1. Step 1: Constructing log-trTLEP Structure Locally. We begin with a general
method to construct a log-trTLEP structure near a unipotent monodromy point of a log-
TEP structure. As we discussed in §2.8, an opposite module for a TEP structure gives
rise to a trTLEP structure and a flat trivialization (Definition 2.8.9). Suppose that a log-
TEP structure with base (M, D) is the Deligne extension of a TEP structure with base
M\D (Definition 3.5.2). In this case, a flat trivialization of the TEP structure given by an
opposite module does not necessarily extend to the log-TEP structure. We introduce below
the notion of “compatibility with Deligne extension” for an opposite module. This describes
a certain special situation where the flat trivialization extends to a trivialization of the log-
TEP structure and yields a log-trTLEP structure. The resulting log-trTLEP structure is
very special: the residue endomorphisms are nilpotent and vanish at z = ∞. We then show
that opposite modules near p for the log-TEP structure which is compatible with the Deligne
extension is uniquely determined by a trivialization of the log-TEP structure over {p} × C
satisfying certain conditions. Finally we apply this method to the B-model log-TEP structure
and construct a log-trTLEP structure locally on MB.
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Definition 5.1.1. Let M be a complex manifold with normal crossing divisor D. Let
(F ,∇, (·, ·)) be a log-TEP structure with base (M, D) which is the Deligne extension of a
TEP structure (F×,∇, (·, ·)) with base M \ D (Definition 3.5.2). Let p be a point in M
and let Up be a contractible open neighbourhood of p such that every (nonempty) irreducible
component of D∩Up contains p. An opposite module P for (F×,∇, (·, ·)) defined over Up \D
is said to be compatible with the Deligne extension (F ,∇, (·, ·)) if the following conditions are
satisfied:
(1) the flat trivialization of F×|(Up\D)×C associated to P (Definition 2.8.9) has no mon-
odromy around D and thus defines a locally free extension E of F to Up × P1 such
that the corresponding vector bundle over Up × P1 is trivial;
(2) the connection ∇ defines a meromorphic flat connection on E with:
∇ : E → Ω1Up×P1(logZ)⊗ E(Up × {0})
where Z = (D × P1) ∪ (Up × {0}) ∪ (Up × {∞});
(3) the pairing (·, ·) extends holomorphically across (Up × {∞}) ∪ ((D ∩ Up)× P1) and is
non-degenerate there;
(4) the residue endomorphisms of ∇ along (D ∩Up)× (P1 \ {0}) are nilpotent and vanish
at (D ∩ Up)× {∞}.
Condition (4) implies that (E ,∇, (·, ·)) coincides with the Deligne extension (F ,∇, (·, ·)) over
Up×C, because the Deligne extension is the unique logarithmic extension such that the residue
endomorphisms are nilpotent.
Remark 5.1.2. When the baseM has an orbifold singularity at p and the Deligne extension
F is an orbi-sheaf (e.g. the B-model log-TEP structure, see Remark 3.5.5), we define the
compatibility with the Deligne extension near p by replacing Up with the uniformizing chart
and requiring the same conditions (1)–(4) in Definition 5.1.1 over the uniformizing chart. The
locally free sheaf E on Up × P1 in (1) becomes Aut(p)-equivariant, where Aut(p) is the finite
automorphism group at p which acts on Up. The connection ∇ and the pairing (·, ·) on E are
invariant under the Aut(p)-action.
Remark 5.1.3. Compatibility with the Deligne extension has been discussed in the context of
the Crepant Resolution Conjecture and mirror symmetry: see [27, Theorem 3.5] and [55, §3.5]
where a characterization of the A-model opposite module is given at certain cusps in the B-
model moduli space.
It is convenient to rephrase the above conditions (1)–(4) in Definition 5.1.1 in terms of
an explicit trivialization. Choose local co-ordinates (x1, . . . , xr, y1, . . . , ys) of M centred at
p ∈M such that the divisor D∩Up can be written as x1x2 · · ·xr = 0. (We set r = 0 if p /∈ D.)
Then an opposite module P compatible with the Deligne extension yields a trivialization of
F|Up×C with the following properties:
• the connection in the trivialization takes the form:
(48) d+
1
z
(
r∑
i=1
Ai(x, y)
dxi
xi
+
s∑
i=1
Bi(x, y)dyi + (C0(x, y) + zC1(x, y))
dz
z
)
where Ai, Bi, C0, C1 are matrix-valued holomorphic functions on Up such that the
residue endomorphisms Ai|xi=0 are nilpotent;
• the Gram matrix of the pairing (·, ·) is constant with respect to the trivialization.
This trivialization extends the flat trivialization of F×|(Up\D)×C associated to P, and we refer
to it as a flat trivialization of F associated to P. Conditions (1)–(3) in Definition 5.1.1 imply
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that an opposite module P compatible with the Deligne extension yields a log-trTLEP struc-
ture with base Up in the sense of Reichelt [71, Definition 1.8]. Note however that Reichelt’s
notion of log-trTLEP structure is more general than our notion of ‘compatibility with the
Deligne extension’: the connection ∇ of a log-trTLEP structure has a form similar to (48)
but the term Ai there can depend linearly on z, i.e. Ai = Ai0(x, y) +Ai1(x, y)z.
Remark 5.1.4. In view of the proof of Proposition A.0.3, slightly more is true about the
connection (48): Ai|xi=0 is independent of x1, . . . , xi−1, xi+1, . . . , xr, y1, . . . , ys and C1(x, y) is
independent of x and y. These follow automatically from the flatness of the connection.
The existence of an opposite module over Up \ D which is compatible with the Deligne
extension is reduced to the existence of a trivialization of F over {p}×C (or equivalently, an
extension of F|{p}×C to a free O{p}×P1-module) satisfying certain properties.
Proposition 5.1.5. Let D be a normal crossing divisor in M and let (F ,∇, (·, ·)) be a
log-TEP structure with base (M, D) which is the Deligne extension of a TEP structure
(F×,∇, (·, ·)) with baseM\D. Let p be a point inM and take local co-ordinates (x1, . . . , xr, y1, . . . , ys)
centred at p such that D can be written as x1x2 · · ·xr = 0 near p. (We take r = 0 when p /∈ D.)
There is a one-to-one correspondence between the following:
(a) an extension of F|{p}×C to a free O{p}×P1-module such that
– the residue endomorphisms ∇xi∂xi |p : F|{p}×C → z−1F|{p}×C, i = 1, . . . , r extend
regularly across z =∞ and vanish there;
– the connection ∇ on F|{p}×C has a logarithmic pole at z =∞, i.e. ∇z∂z is regular
at z =∞;
– the pairing (·, ·) on {p}×C extends regularly across z =∞ and is non-degenerate
there;
– when p is an orbifold point, the Aut(p)-action on F|{p}×C extends across z =∞.
(b) an opposite module P for (F×,∇, (·, ·)), defined near p, which is compatible with the
Deligne extension (F ,∇, (·, ·)).
Proof. Let Up be a contractible open neighbourhood of p in M such that every irreducible
component of D ∩ Up contains p. (If p is an orbifold point, we take Up to be a uniformizing
chart.) In view of the discussion after Definition 5.1.1, an opposite module P, defined over
Up \D, which is compatible with the Deligne extension yields a flat trivialization of F over
Up × C such that
(i) the connection ∇ in the trivialization takes the form:
(49) d+
1
z
(
r∑
i=1
Ai(x, y)
dxi
xi
+
s∑
i=1
Bi(x, y)dyi + (C0(x, y) + zC1(x, y))
dz
z
)
where Ai, Bi, C0, C1 are matrix-valued holomorphic functions on Up and Ai|xi=0 is
nilpotent;
(ii) the pairing (·, ·) is constant with respect to the trivialization.
Restricting the trivialization to {p}×C, we obtain an extension of F|{p}×C to a free O{p}×P1-
module satisfying the conditions in (a). When p is an orbifold point, recall from Remark 5.1.2
that F|Up×C extends, via the trivialization, to an Aut(p)-equivariant free OUp×P1-module E .
Conversely, suppose that we have an extension of F|{p}×C to a free O{p}×P1-module satisfy-
ing the conditions in (a). We take a trivialization of F|{p}×C which yields the free extension.
We shall show that there exists a unique trivialization of F over Up × C extending the trivi-
alization over {p} × C and satisfying the properties (i)–(ii) listed above.
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To see the existence of a trivialization over Up ×C, we first extend the given trivialization
of F along {p}×C to Up×C in an arbitrary way (shrinking Up if necessary). The connection
∇ in the trivialization takes the form
d+
1
z
(
r∑
i=1
Ai(x, y, z)
dxi
xi
+
s∑
i=1
Bi(x, y, z)dyi + C(x, y, z)
dz
z
)
.
where Ai, Bi, C are matrix-valued holomorphic functions on Up × C, Ai(0, 0, z), 1 ≤ i ≤ r
are nilpotent and independent of z and C(0, 0, z) depends linearly on z, i.e. C(0, 0, z) =
C0(0, 0) + zC1(0, 0). By Propositions A.0.1 and A.0.3, after shrinking Up if necessary, there
exists a gauge transformation L+ defined on Up × C such that L+|{p}×C = id and that this
connection is transformed to a connection of the form (49) by L+. By Proposition A.0.4, the
Gram matrix of the pairing (·, ·)F is constant over Up × C after the gauge transformation.
Next we show the uniqueness of such a trivialization. Suppose we have a gauge transfor-
mation G such that G|{p}×C = id and that G transforms the connection (49) to a connection
of the same form:
(50) d+
1
z
(
r∑
i=1
A′i(x, y)
dxi
xi
+
s∑
i=1
B′i(x, y)dyi + (C
′
0(x, y) + zC
′
1(x, y))
dz
z
)
where A′i(0, y), 1 ≤ i ≤ r are nilpotent. By Proposition A.0.1, the connections (49) and (50)
admit respectively unique “fundamental solutions in the U -direction” of the form:
L˜(x, y, z)e
∑r
i=1 Ai(0,0) log xi/z, L˜′(x, y, z)e
∑4
i=1 A
′
i(0,0) log xi/z
satisfying the initial conditions L˜(0, 0, z) = L˜′(0, 0, z) = id. Then we have
L˜′(x, y, z)e−
∑r
i=1 A
′
i(0,0) log xi/z = G(x, y, z)L˜(x, y, z)e−
∑r
i=1 Ai(0,0) log xi/z
Since the trivialization along {p} × C is fixed, the residue endomorphisms are the same
Ai(0, 0) = A
′
i(0, 0). Since the connections (49), (50) in the U -direction are trivial along
z =∞, L˜ and L˜′ are regular on Up × (P1 \ {0}) and L˜|z=∞ = L˜′|z=∞ = id. Therefore G has
to be the identity on Up × C.
When p is an orbifold point, we additionally need to check that the opposite module
corresponding to the trivialization of F|Up×C is well-defined on the quotient (Up \D)/Aut(p).
(The trivialization itself may not descend to the quotient.) It suffices to show that each
g ∈ Aut(p) acts on the trivializing frame by a constant matrix (independent of z). This
follows from the uniqueness statement: let s0, . . . , sN be the trivializing frame of F|Up×C and
define a matrix-valued function M on Up × C by [g · s0, . . . , g · sN ] = [s0, . . . , sN ]M . By
the last condition in (a), Mp := M |{p}×C is a constant matrix independent of z. The frame
[s0, . . . , sN ]Mp yields a trivialization of F|Up×C satisfying the properties (i)–(ii) above since
Mp is constant. On the other hand, since ∇ and (·, ·) are Aut(p)-invariant, the connection
matrices and Gram matrix of the pairing (·, ·) do not change under the gauge transformation by
M , and hence the trivialization given by the frame [s0, . . . , sN ]M also satisfies the properties
(i)–(ii) above. The uniqueness argument shows that the two trivializing frames are the same,
i.e. M = Mp is a constant matrix. 
We now apply the above general method to the B-model log-TEP structure (FB,∇B, (·, ·)B).
Recall from §3.5 that (FB,∇B, (·, ·)B) is the Deligne extension of the B-model TEP structure
(F×B ,∇B, (·, ·)B) with logarithmic singularities along
D = {y1y2 = 0} ∪ {y1 = −1/27}
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For each point y in MB, we shall construct an opposite module P for the B-model TEP
structure over Uy \ D for a sufficiently small neighbourhood Uy of y, which is compatible
with the Deligne extension. This yields a log-trTLEP structure with base (Uy, Uy ∩D) which
underlies the B-model log-TEP structure.
5.1.1. Step 1, Case 1: y ∈ MCY \ (DCY ∪ {∞}). Let y be of the form y = (y1, y2) such that
y2 = 0 and y1 6= 0, − 127 , ∞. In other words, we take y ∈ MCY \
(
DCY ∪ {∞}
)
. In this case
there are many possible choices for P:
Proposition 5.1.6. Let y ∈MCY \
(
DCY ∪ {∞}
)
. The following are equivalent:
(A) a subspace P of Hvec|y such that F 2vec ⊕ P = Hvec|y;
(B) an opposite module P defined on Uy \ D, where Uy is a neighbourhood of y in MB,
such that P is compatible with the Deligne extension.
Proof. By Proposition 4.3.1, a subspace P of Hvec|y such that F 2vec ⊕ P = Hvec|y is equiv-
alent to an extension of FB|{y}×C to a free O{y}×P1-module satisfying the condition (a) of
Proposition 5.1.5. The conclusion follows from Proposition 5.1.5. 
5.1.2. Step 1, Case 2: the Large-Radius, Conifold, and Orbifold Points. We next consider the
large-radius, conifold, and orbifold points. In each case there is a unique choice for P. For
the large-radius and the orbifold points, the uniqueness has been shown in [27, Theorem 3.5]
for the case at hand, and in [55, Theorem 3.13] for a more general target.
Proposition 5.1.7. We have the following:
(1) Suppose that y is the large-radius limit point y = (y1, y2) = (0, 0). There is a unique
opposite module PLR, defined near y, which is compatible with the Deligne extension.
The corresponding flat trivialization of FB along {y} × C is given by the frame:
1, D2, D
2
2, D
3
2, D1, D
2
1
(2) Suppose that y is the conifold point y = (t, y2) = (0, 0). There is a unique opposite
module Pcon, defined near y, which is compatible with the Deligne extension. The
corresponding flat trivialization of FB along {y} × C is given by the frame:
1, D2, D
2
2, D
3
2, D1, (1 + 27y1)D
2
1
(3) Suppose that y is the orbifold point y = (y1, y2) = (0, 0). There is a unique opposite
module Porb, defined near y, which is compatible with the Deligne extension. The
corresponding flat trivialization of FB along {y} × C is given by the frame:
1, D2, D
2
2, D
3
2, d1, d
2
1
Proof. In all three cases, in view of Proposition 5.1.5, it suffices to check that there exists a
unique extension of FB|{y}×C to a free O{y}×P1-module satisfying the condition (a) of Propo-
sition 5.1.5 and that it is defined by the frame given in the proposition. This has been proved
in Proposition 4.3.2. 
5.1.3. Step 1, Case 3: y 6∈ MCY. We now turn to the remaining case, where y /∈MCY. This
means either that y = (y1, y2) with y2 6= 0, or that y = (y1, y2) with y1 = 0 and y2 6= 0. We will
use the fact that any connection ∇ as in Definition 5.1.1 defined on U×C extends canonically
to a connection on V × C, where V is the orbit of U under the flow of the Euler field: see
e.g. Kim–Sabbah [59, Example 1.3]. In the case at hand, the Euler field is 2y2∂y2 = 2y1∂y2 .
The opposite submodules constructed in Step 1, Cases 1 and 2, are defined on neighbourhoods
{Uy} that together cover the locus MCY ⊂ MB where y2 = 0 or y2 = 0, and so the orbits
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of these neighbourhoods under the Euler flow cover all of MB. Thus we construct, for any
y ∈ MB with y 6∈ MCY, a neighbourhood Uy of y in MB and an opposite module P over
Uy \D which is compatible with the Deligne extension.
More precisely, we have the following statement:
Proposition 5.1.8. Let p : MB → MCY be the map that sends (y1, y2) ∈ MB to the point
(y1, 0) ∈ MCY ⊂ MB, and which sends (y1, y2) ∈ MB such that y1 = 0 to the orbifold point
(y1, y2) = (0, 0) ∈ MCY ⊂ MB. Let y ∈ MCY. For a sufficiently small open neighbourhood
Uy of y, an opposite module defined over Uy \D which is compatible with the Deligne extension
extends to an opposite module over p−1(p(Uy)) \D.
Proof. Suppose for simplicity that y ∈ MCY is neither the large radius limit point, nor
the conifold point, nor the orbifold point. (The argument in these three cases is essentially
identical.) Then p(x) is the limit as t → −∞ of the image of x under the time-t flow of the
Euler field. With respect to the flat trivialization defined by P, we have:
∇z∂z = z∂z − 2z−1B(y1, y2) + C(y1, y2)
∇∂y1 = ∂y1 + z−1A(y1, y2)
∇y2∂y2 = y2∂y2 + z−1B(y1, y2)
for (y1, y2) in Uy, for some regular endomorphism-valued functions A,B,C on Uy. Flatness
of ∇ gives that C is independent of y1 and y2 (see Remark 5.1.4) and yields the following
differential equations:
2y2∂y2B = B − [C,B]
2y2∂y2A = 2∂y1B = A− [C,A]
These differential equations imply:
B(y1, y2t
2) = t · t−CB(y1, y2)tC
A(y1, y2t
2) = t · t−CA(y1, y2)tC
t ∈ C×
The right-hand side defines an analytic continuation of B(y1, y2), A(y1, y2) – which are origi-
nally defined only near y2 = 0 – to all of Vy = p
−1(p(Uy)). By the discussion after Definition
5.1.1 this yields an opposite module over Vy \D which is compatible with the Deligne exten-
sion. 
Remark 5.1.9. This completes Step 1: we have constructed, for each y ∈MB, a neighbour-
hood Uy of y in MB and an opposite module P over Uy ∩M×B which is compatible with the
Deligne extension. In particular, P determines a log-trTLEP structure with base Uy.
5.2. Step 2: Unfolding the log-trTLEP Structures Locally. We now delete the conifold
locus, y1 = − 127 , from MB, setting:
M◦B :=
{
(y1, y2) ∈MB : y1 6= − 127
}
Consider y ∈M◦B, a neighbourhood Uy of y inM◦B, and an opposite module P over Uy\D such
that P is compatible with the Deligne extension, as constructed in Step 1. The choice of Uy
and P defines a log-trTLEP structure with base Uy such that the underlying TEP structure
coincides with the B-model log-TEP structure. The section ξ of FB corresponding to the
element 1 ∈ F×GKZ satisfies the conditions (IC), (GC), (EC), and flatness in [71, Theorem 1.12].
We therefore consider Reichelt’s universal unfolding of our log-trTLEP structure. This is a
log-trTLEP structure with base (Uy ×Vy, (D∩Uy)×Vy), where Vy is a neighbourhood of the
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origin in C4, such that the restriction to Uy × {0} coincides with the log-trTLEP structure
with base (Uy, D ∩ Uy) defined by P. The underlying log-TEP structure is miniversal in the
sense of Definition 2.7.4.
Remark 5.2.1. We delete the conifold locus y1 = − 127 because Reichelt’s generation condition
(GC) fails there.
5.3. Step 3: A Global Miniversal TEP Structure. Now that we have completed Steps 1
and 2, we are in the following situation. Given a sufficiently small open subset U of M◦B,
there exists an opposite module P over U \D that is compatible with the Deligne extension.
Thus there exists a log-trTLEP structure with base (U ×V, (U ∩D)×V ), where V is an open
neighbourhood of the origin in C4; this log-trTLEP structure is constructed as a universal
unfolding of the log-trTLEP structure with base (U,U ∩D) defined by P. The log-trTLEP
structure with base (U × V, (U ∩ D) × V ) determines a log-TEP structure with the same
base, and we now show that all these log-TEP structures glue together, after shrinking the
base U × V if necessary, to give a global, miniversal log-TEP structure, defined on a six-
dimensional complex manifold MbigB that contains M◦B as a closed submanifold. This global
log-TEP structure is the big B-model log-TEP structure.
5.3.1. The Gluing Map. To simplify the notation, when there is no risk of confusion, we
denote a log-TEP (or log-trTLEP) structure simply by the corresponding locally free sheaf
F , omitting the flat connection ∇ and the pairing (·, ·)F .
Lemma 5.3.1. Let U be an open set of M◦B. Suppose that we have opposite modules P, P′
for the B-model TEP structure F×B over U \D that are compatible with the Deligne extension.
These opposite modules define the log-trTLEP structures underlying the B-model log-TEP
structure FB. Suppose that U is sufficiently small so that the log-trTLEP structures admit
the following universal unfolding as in Step 2:
miniversal log-trTLEP structure EP with base (U × V, (U ∩D)× V )
miniversal log-trTLEP structure EP′ with base (U × V ′, (U ∩D)× V ′)
where V , V ′ are open neighbourhoods of the origin in C4. We write FP = EP|(U×V )×C and
FP′ = EP′ |(U×V ′)×C for the underlying log-TEP structures. Let θPP′ denote the canonical
isomorphism of log-TEP structures
θPP′ : FP|U×{0}×C ∼= FB|U×C ∼= FP′ |(U×{0})×C
given by the construction. There exist open sets OPP′ ⊂ U × V , OP′P ⊂ U × V ′ and a
biholomorphic map ϕPP′ : OPP′ → OP′P such that:
• U × {0} ⊂ OPP′ and U × {0} ⊂ OP′P;
• ϕPP′ |U×{0} is the identity map;
• ϕPP′ maps the divisor ((U ∩D)× V ) ∩OPP′ onto ((U ∩D)× V ′) ∩OP′P;
• there is an isomorphism ΘPP′ : FP|OPP′×C → (ϕPP′ × id)?(FP′ |OP′P×C) of log-TEP
structures which restricts to θPP′ over (U × {0})× C.
Moreover, the map ϕPP′ and the isomorphism ΘPP′ are unique as germs.
Proof. By construction, the log-TEP structures FP and FP′ are equipped with natural op-
posite modules P and P′ that are compatible with Deligne extensions and give rise to the
log-trTLEP structures EP and EP′ . Recall from Proposition 5.1.5 that a Deligne-extension-
compatible opposite module for FP′ near p ∈ U ×{0} corresponds bijectively to an extension
of FP′ |{p}×C to a free O{p}×P1-module satisfying certain conditions. By the isomorphism
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θPP′ : FP|U×{0}×C ∼= FP′ |U×{0}×C, one can shift the opposite module P for FP|U×{0}×P1 to
an opposite module P′′ for FP′ |U×{0}×C. For every point p ∈ U×{0}, P′′ gives rise to an exten-
sion of FP′ |{p}×C to a free O{p}×P1-module satisfying the conditions of Proposition 5.1.5, (a).
Therefore, the opposite module P′′ for FP′ |U×{0}×C extends to a Deligne-extension-compatible
opposite module (which we denote by P′′ again) for FP′ over an open neighbourhood O of
U × {0} in U × V ′. This gives rise to a log-trTLEP structure EP′′ over O × P1 underlain by
the log-TEP structure FP′ and one has an isomorphism of log-trTLEP structures:
θPP′′ : EP|(U×{0})×P1 ∼= EP′′ |(U×{0})×P1
(The isomorphism θPP′′ is induced from θPP′ .) The universal property of Reichelt’s unfolding
implies that there exist a biholomorphic map ϕPP′ : OPP′ → OP′P between an open neigh-
bourhood OPP′ of U×{0} in U×V and an open neighbourhood OP′P of U×{0} in O ⊂ U×V ′
such that ϕPP′ satisfies the properties listed in the statement and that θPP′′ extends to an
isomorphism of log-trTLEP structures:
ΘPP′′ : EP|OPP′×P1 ∼= (ϕPP′ × id)?(EP′′ |OP′P×P1)
The map ϕPP′ and isomorphism ΘPP′′ are unique as germs. Restricting ΘPP′′ to OPP′ × C,
we obtain the desired isomorphism ΘPP′ between FP and (ϕPP′ × id)?(FP′).
We show the uniqueness of ϕPP′ and ΘPP′ . Suppose we have ϕPP′ and ΘPP′ satisfying the
conditions in the statement. Then the isomorphism ΘPP′ : FP ∼= (ϕPP′ × id)?FP′ of log-TEP
structures induces a log-trTLEP structure EP′′ underlain by the log-TEP structure FP′ which
is isomorphic to EP as a log-trTLEP structure. By the uniqueness of Reichelt’s universal
unfolding, ϕPP′ and ΘPP′ should be the same (as germs) as what we constructed above. 
5.3.2. The Big B-model log-TEP Structure. The above Lemma 5.3.1 says that the underlying
log-TEP structures of the miniversal log-trTLEP structures constructed locally in Step 2 do
not depend on the choice of opposite modules. Therefore, they are glued together to give a
global miniversal log-TEP structure over a 6-dimensional baseMbigB . At first sight, the gluing
construction looks obvious: however it is not so straightforward to show that the glued space
is Hausdorff. We leave this technical (but elementary) problem to a separate paper [24] and
adapt the result there to our setting.
We take an open covering {Ui}i∈I of M◦B such that for each i ∈ I there exists an opposite
module Pi for F×B over Ui \D which is compatible with the Deligne extension and that the
log-trTLEP structure associated to Pi admits Reichelt’s universal unfolding Ei with base
(Ui × Vi, (Ui ∩ D) × Vi) for an open neighbourhood Vi of the origin in C4. We write Fi =
Ei|(Ui×Vi)×C for the log-TEP structure underlying Ei. We glue the local charts Ui × Vi first
and then glue the local log-TEP structures Fi.
First we construct an ambient spaceMbigB containingM◦B. Write ι : Ui ∼= Ui×{0} → Ui×Vi
for the inclusion map and define the sheaf of algebras over Ui by Ai := ι−1OUi×Vi . For i, j ∈ I,
the sheaves Ai and Aj are canonically isomorphic along Ui ∩Uj by the map ϕPiPj in Lemma
5.3.1. The gluing maps ϕPiPj satisfy the cocycle condition by their uniqueness. Therefore Ai
for all i ∈ I are glued together to give a global sheaf A of algebras over M◦B. The sheaf A
is naturally equipped with a surjection A → OM◦B . By [24, Theorem 1], there exists a global
6-dimensional complex manifoldMbigB together with a closed embedding ι : M◦B →MbigB such
that we have an isomorphism A ∼= ι−1OMbigB which commutes with the natural surjections to
OM◦B . The space M
big
B is unique in the sense explained in loc. cit.
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Next we construct a log-TEP structure onMbigB . Consider the inclusion ι× id : M◦B×C→
MbigB ×C and set A˜ = (ι× id)−1OMbigB ×C. This is the sheaf of algebras overM
◦
B×C. Consider
the pull-back (ι × id)−1Fi. This is a locally free A˜|Ui×C-module of rank 6. Recall that the
gluing maps ϕPiPj are determined so that the log-TEP structures Fi and (ϕPiPj × id)?Fj
are isomorphic. In view of the construction of A, this means that (ι× id)−1Fi|(Ui∩Uj)×C and
(ι × id)−1Fj |(Ui∩Uj)×C are canonically isomorphic as A˜|(Ui∩Uj)×C-modules for each i, j ∈ I.
Therefore the sheaves (ι × id)−1Fi are glued together to a locally free A˜-module B of rank
6. By [24, Theorem 2, Remark 4], there exists a locally free sheaf FbigB of rank 6 over an
open neighbourhood ofM◦B×C inMbigB ×C such that (ι× id)−1FbigB ∼= B. Similarly, we can
glue the divisors (Ui ∩D) × Vi on local charts to construct a global divisor Dbig in MbigB by
regarding them as a coherent A˜-module and applying [24, Theorem 2]. The flat connection
and the pairing on the local charts are glued to give germs of connections and pairings:
∇B : (ι× id)−1FbigB → (ι× id)−1
(
Ω1MbigB ×C
(log Ẑ)⊗FbigB (M×{0})
)
(·, ·)B : (ι× id)−1
(
(−)?FbigB ⊗FbigB
)
→ (ι× id)−1OMbigB ×C
where Ẑ = MbigB × {0} ∪ Dbig × C. These germs extend to an actual open neighbourhood
of M◦B × C and satisfy the properties of a miniversal log-TEP structure. Because of the flat
connection ∇, the structure (FbigB ,∇B, (·, ·)B) extends automatically to an open set of the
form O×C, where O is an open neighbourhood ofM◦B inMbigB . The proof of Theorem 5.0.1
is now complete.
5.4. A Mirror Theorem for Big Quantum Cohomology. The opposite module P in
Proposition 5.1.7(1) coincides under mirror symmetry (Theorem 3.3.1) with the canonical op-
posite module for Gromov–Witten theory defined in Example 2.8.6: this is [27, Theorem 3.5].
Thus in a neighbourhood of the large-radius limit point (y1, y2) = (0, 0), the A-model log-
TEP structure (Example 2.7.6) is isomorphic to the big B-model log-TEP structure. Since
the universal unfolding of a log-TEP structure is unique as an analytic germ, this proves:
Theorem 5.4.1. Let (MA,Y , DA,Y ) denote the base of the A-model log-TEP structure for Y ,
as described in Example 2.7.6. Let Dbig be the divisor in MbigB as above. Consider:
• the A-model log-TEP structure (FA,Y ,∇A,Y , (·, ·)A,Y ) for Y ; this is a log-TEP struc-
ture with base (MA,Y , DA,Y ).
• the big B-model log-TEP structure (FbigB ,∇B, (·, ·)B); this is a log-TEP structure with
base (MbigB , Dbig).
There exist:
• an open neighbourhood Ubig of the large-radius limit point in MbigB ;
• an open embedding of pairs Mir: (Ubig, Dbig ∩ Ubig)→ (MA,Y , DA,Y ); and
• an isomorphism of log-TEP structures
(51)
(FbigB ,∇B, (·, ·)B)∣∣∣
Ubig×C
∼= Mir? (FA,Y ,∇A,Y , (·, ·)A,Y ).
The map Mir is called the mirror map; it sends the large-radius limit point in MbigB to the
origin in MA,Y , and coincides with the map mirY in Theorem 3.3.1 when restricted to the
small parameter space U× ⊂ Ubig there. The isomorphism (51) intertwines the opposite
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module PLR for FbigB defined in Proposition 5.1.7(1) with the canonical opposite module PA
from Example 2.8.6.
Remark 5.4.2. An analogous mirror symmetry statement for log-trTLEP structures was
proved by Reichelt–Sevenheck [72].
Remark 5.4.3. A similar statement holds for the big quantum cohomology of the orbifold
X : cf. [27, proof of Theorem 3.12].
6. Quantization Formalism and Fock Sheaf
As discussed in the Introduction, Givental’s quantization formalism has been an essential
ingredient in much recent work in Gromov–Witten theory. Givental’s formulation of his
quantization rules depends on a choice of flat co-ordinate system and so, in the context
of mirror symmetry, is applicable only over certain patches of the moduli space MbigB . In
previous work, we constructed a global and co-ordinate-free version of Givental’s quantization,
associating to a miniversal cTEP structure a Fock sheaf on (an open subset of) the total space
of that cTEP structure [25]. Furthermore we showed that whenever the cTEP structure is
semisimple, such as is the case for the A-model cTEP structure associated to a target space
X with semisimple quantum cohomology, there is a canonically defined global section of this
Fock sheaf. (In the A-model case, this global section coincides with the total descendant
potential ZX .) In this section, we review the construction of the Fock sheaf.
6.1. cTEP Structures and log-cTEP Structures. We will need the notions of cTEP
structure and log-cTEP structure. One can think of these as being obtained from the notions
of TEP structure (Definition 2.7.1) and log-TEP structure (Definition 2.7.2) by taking the
formal completion along the divisor z = 0.
Definition 6.1.1. Let Â1 = Spf C[[z]] denote the formal neighbourhood of zero in C. Recall
that a sheaf of modules over M× Â1 is the same thing as a sheaf of OM[[z]]-modules. Let
(−) : M× Â1 →M× Â1 denote the map sending (t, z) to (t,−z); this is consistent with our
previous definition of (−), in Definition 2.7.1. For an OM[[z]]-module F, we give the pull-back
(−)?F the structure of an OM[[z]]-module by setting:
f(z)(−)?α = (−)?f(−z)α for all f(z) ∈ OM[[z]] and α ∈ F.
Write F[z−1] for the locally free OM((z))-module F ⊗OM[[z]] OM((z)), and F0 for the quotient
F/zF.
Notation 6.1.2. We will use sans serif font (F, G, etc.) to denote sheaves and similar
structures over Â1 or M× Â1.
Definition 6.1.3 (cf. Definition 2.7.1). Let M be a complex manifold. A cTEP structure
(F,∇, (·, ·)F) with base M consists of a locally free OM[[z]]-module F of rank N + 1, a mero-
morphic flat connection:
∇ : F→ (Ω1M ⊕OMz−1dz)⊗OM z−1F
and a non-degenerate pairing:
(·, ·)F : (−)?F⊗OM[[z]] F→ OM[[z]]
which satisfies:
((−)?s1, s2)F = (−)?((−)?s2, s1)F
d((−)?s1, s2)F = ((−)?∇s1, s2)F + ((−)?s1,∇s2)F
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for s1, s2 ∈ F. Here we regard z−1F as a subsheaf of F[z−1]; non-degeneracy of the pairing
(·, ·)F means that the induced pairing on F0 = F/zF
(·, ·)F0 : F0 ⊗OM F0 → OM
is non-degenerate.
Definition 6.1.4 (cf. Definition 2.7.2). Let D be a divisor with normal crossings in a complex
manifold M. A log-cTEP structure (F,∇, (·, ·)F) with base (M, D) consists of a locally free
OM[[z]]-module F of rank N + 1, a meromorphic flat connection:
∇ : F→ (Ω1M(logD)⊕OMz−1dz)⊗OM z−1F
and a pairing:
(·, ·)F : (−)?F⊗OM[[z]] F→ OM[[z]]
which satisfies the properties listed in Definition 6.1.3 and is non-degenerate in the same sense.
Example 6.1.5. Our first key example is the A-model log-cTEP structure, which is the
formalization at z = 0 of the A-model log-TEP structure (Example 2.7.6). Write FA,X for
the sheaf underlying the A-model log-TEP structure and (MA,X , DA,X) for its base. The
A-model log-cTEP structure
(
FA,X ,∇A,X , (·, ·)A,X)
)
has base (MA,X , DA,X) and:
FA,X := FA,X ⊗OMA,X×C OMA,X [[z]]
with meromorphic flat connection∇ and pairing (·, ·) induced by the meromorphic flat connec-
tion and pairing on the A-model log-TEP structure. We refer to the restriction toMA,X\DA,X
of the A-model log-cTEP structure as the A-model cTEP structure.
Example 6.1.6. Our second key example is the big B-model log-cTEP structure, which is
the formalization at z = 0 of the big B-model log-TEP structure from Theorem 5.0.1. This
is a log-cTEP structure with base (MbigB , Dbig):
FbigB := FbigB ⊗OMbig
B
×C
OMbigB [[z]]
with meromorphic flat connection ∇ and pairing (·, ·) induced by the meromorphic flat con-
nection and pairing on the big B-model log-TEP structure.
Remark 6.1.7. A cTEP structure with base M is the same thing as a log-cTEP structure
with base (M, D) where D = ∅. Thus the definitions of symplectic pairing, miniversality,
etc. for log-cTEP structures given below also define the corresponding notions for cTEP
structures.
Definition 6.1.8. Let (F,∇, (·, ·)F) be a log-cTEP structure. The pairing (·, ·)F induces a
symplectic pairing:
Ω: F[z−1]⊗OM F[z−1]→ OM,
defined by:
(52) Ω(s1, s2) = Resz=0((−)?s1, s2)F dz
Definition 6.1.9. Let n ∈ Z and let (F,∇, (·, ·)F) be a log-cTEP structure. We set:
(znF)∨ := lim−→
l
HomOM(znF/zlF,OM),
F[z−1]∨ := lim←−
n
lim−→
l
HomOM(z−nF/zlF,OM).
(53)
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There are natural surjections:
F[z−1]∨  · · · (z−2F)∨  (z−1F)∨  F∨  (zF)∨  · · · .
The dual (znF)∨ has the structure of an OM[[z]]-module such that the action of z is nilpotent;
it is locally isomorphic to (OM((z))/OM[[z]])N+1 as an OM((z))-module. Also F[z−1]∨ is locally
free as an OM((z))-module. The symplectic pairing gives an isomorphism
F[z−1] ∼= F[z−1]∨, s 7→ ιsΩ = Ω(s, ·)
and thus a dual symplectic pairing Ω∨ on F[z−1]∨:
Ω∨ : F[z−1]∨ ⊗OM F[z−1]∨ → OM
The dual flat connection ∇∨ is defined by:
∇∨ : (z−1F)∨ → Ω1M(logD)⊗OM F∨, 〈∇∨ϕ, s〉 := d〈ϕ, s〉 − 〈ϕ,∇s〉
6.2. The Total Space of a log-cTEP Structure. We now consider the total space L of a
log-cTEP structure. This is an algebraic analogue of Givental’s Lagrangian submanifold [43].
Definition 6.2.1. Let (F,∇, (·, ·)F) be a log-cTEP structure. The total space L of (F,∇, (·, ·)F)
is the total space of the infinite dimensional vector bundle associated to zF.
As a set, L = {(t,x) : t ∈ M,x ∈ zFt}. Let pr : L → M denote the natural projection.
We regard L as a “fiberwise algebraic variety” over M, endowing it with the structure of a
ringed space exactly as in [25, Definition 4.7]. Let O denote the structure sheaf of L. For a
connected open set U ⊂M such that F|U is a free OU [[z]]-module, the ring of regular functions
on pr−1(U) is the polynomial ring over O(U):
(54) O(pr−1(U)) := Sym•O(U) Γ(U, (zF)∨).
To make this concrete, take a trivialization F|U ∼= CN+1 ⊗ OU [[z]]. Consider the induced
trivialization F[z−1]|U ∼= CN+1⊗OU ((z)), and the dual frame xin ∈ F[z−1]∨, n ∈ Z, 0 ≤ i ≤ N ,
defined by:
xin : F[z
−1]
∣∣∣
U
∼= CN+1 ⊗OU ((z)) −→ OU∑
m∈Z
N∑
j=0
ajmejz
m 7−→ ain
(55)
where ei, 0 ≤ i ≤ N , denotes the standard basis of CN+1. Restricting xin to zF, we obtain
co-ordinates xin, n ≥ 1, 0 ≤ i ≤ N , on the fibers of L|U .
Definition 6.2.2. Let (F,∇, (·, ·)F) be a log-cTEP structure of rank N+1 with base (M, D).
Let t0, q1, . . . , qr, t
r+1, . . . , tR be local co-ordinates on an open set U ⊂M such that D ∩U is
given by (q1q2 · · · qr = 0). We call the co-ordinate system
{(tj , qk, xin) : j ∈ {0, r + 1, . . . , R}, 1 ≤ k ≤ r, 0 ≤ i ≤ N , n ≥ 1}
an algebraic local co-ordinate system on L. We also set qk = e
tk for k = 1, . . . , r so that
(t0, t1, . . . , tr, tr+1, . . . , tR) gives a multi-valued co-ordinate system on U \D. We write t for a
point on M; this is a slight abuse of notation.
GROMOV–WITTEN INVARIANTS OF LOCAL P2 AND MODULAR FORMS 53
We have:
O(pr−1(U)) = O(U) [xin |n ≥ 1, 0 ≤ i ≤ N] .
We equip O(pr−1(U)) with a grading and filtration as follows. The grading on O(pr−1(U))
is given by the degree as polynomials in the variables xin. The lth part of the filtration, l ≥ 0,
is given by:
(56) Ol(pr−1(U)) =
{∑
n≥0
∑
l1,...,ln≥0
l1+···+ln≤l
∑
i1,...,in≥0
f l1,...,lni1,...,in (t)x
i1
l1+1
· · ·xinln+1
∣∣∣ f l1,...,lni1,...,in (t) ∈ O(U)
}
.
This is an increasing filtration Ol(pr−1(U)) ⊂ Ol+1(pr−1(U)).
6.3. Miniversality of log-cTEP structures. Suppose now that (F,∇, (·, ·)F) is a log-cTEP
structure with base (M, D). Writing the connection ∇ in terms of our trivialization F|U ∼=
CN+1 ⊗OU [[z]] gives:
(57) ∇s = ds− 1
z
C(t, z)s
where s ∈ CN+1 ⊗OU [[z]] ∼= F|U and C(t, z) ∈ End(CN+1)⊗ Ω1U (logD)[[z]]. The residual part
C(t, 0) = (−z∇)|z=0 determines a section of End(F0) ⊗ Ω1U (logD) which is independent of
choice of trivialization.
Example 6.3.1. In the case of the A-model log-cTEP structure (Example 6.1.5), we have
C(t, 0) = (φ0∗)dt0 +
∑r
i=1(φi∗)dqiqi +
∑N
i=r+1(φi∗)dti.
Definition 6.3.2. Let (F,∇, (·, ·)F) be a log-cTEP structure. Let:
F◦0,t := {x1 ∈ F0,t |ΘM(logD)t → F0,t, v 7→ ιvC(t, 0)x1 is an isomorphism}
L◦ := {(t,x) ∈ L | t ∈M, x ∈ zFt, (x/z)|z=0 ∈ F◦0,t}
F◦0 :=
⋃
t∈M
F◦0,t
These are open subsets of, respectively, F0,t, L, and F0. If for every point t ∈ M, F◦0,t is a
non-empty Zariski open subset of F0,t, then we say that (F,∇, (·, ·)F) is miniversal.
Remark 6.3.3. A miniversal log-cTEP structure (F,∇, (·, ·)F) with base (M, D) satisfies
dimM = rankF.
We henceforth assume that our log-cTEP structure is miniversal. Let {tj , qk, xin} be an
algebraic local co-ordinate system on L, and write C(t, z) = ∑Ni=0 Ci(t, z)dti. Here recall that
dti = dqiqi for 1 ≤ i ≤ r. Consider:
(58) P (t, x1) := (−1)N+1 det(C0(t, 0)x1, C1(t, 0)x1, . . . , CN (t, 0)x1)
This is a polynomial of degree N + 1, P (t, x1) ∈ O(U)[x01, . . . , xN1 ], called the discriminant.
The set L◦ is the complement10 of the zero-locus of P (t, x1). The ring of regular functions
over pr−1(U)◦ := pr−1(U) ∩ L◦ is:
O(pr−1(U)◦) = O(U)[{xin}n≥1,0≤i≤N , P (t, x1)−1]
Since P (t, x1) is homogeneous in x1 and lies in the zeroth filter, the grading and filtration on
O(pr−1(U)) extend canonically to O(pr−1(U)◦).
10More invariantly, we can think of P (t, x1)dt
0 ∧ · · · ∧ dtN as a section of the line bundle pr?(det(F0) ⊗
ΩN+1M (logD)) over L, and of L
◦ as the complement to the zero locus of that section.
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6.4. One-Forms and Vector Fields on L. The sheaf Ω1(logD) of logarithmic one-forms
on L is defined in algebraic local co-ordinates {tj , qk, xin} as:
Ω1(logD) =
N⊕
j=0
Odtj ⊕
∞⊕
n=1
N⊕
i=0
Odxin
where recall again that dti = dqiqi for 1 ≤ i ≤ r. The grading on Ω1(logD) is determined by11:
deg(dtj) = 0, deg(dxin) = 1
The filtration on Ω1(logD) is determined by putting dti in the (−1)st filter but not the
zeroth filter, and putting dxin in the (n− 1)st filter but not the nth filter. We write Ode and
Ω1(logD)de for the eth filter of the dth graded piece of O and Ω1(logD) respectively, so that
Ω1(logD)de =
N⊕
j=0
Ode+1dtj ⊕
⊕
e1+e2≤e
N⊕
i=0
Od−1e1 dxie2+1
We also set:(
(Ω1(logD))⊗k
)d
e
=
∑
e1+···+ek≤e
∑
d1+···+dk=d
Ω1(logD)d1e1 ⊗ · · · ⊗Ω1(logD)dkek
The sheaf Θ(logD) of logarithmic vector fields on L is defined by
Θ(logD) = HomO(Ω1(logD),O).
In algebraic local co-ordinates {tj , qk = etk , xin}, with ∂j := ∂∂tj and ∂n,i := ∂∂xin , we have:
Θ(logD) =
N∏
j=0
O∂j ×
∞∏
n=1
N∏
i=0
O∂n,i
Note that Ω1(logD) is the direct sum whereas Θ(logD) is the direct product.
6.5. The Yukawa Coupling and the Kodaira–Spencer Map. As above, let {tj , qk, xin}
be an algebraic local co-ordinate system on L, and write C(t, z) = ∑Ni=0 Ci(t, z)dti. From
flatness of ∇ and flatness of the pairing we have that:[Ci(t, 0), Cj(t, 0)] = 0(Ci(t, 0)s1, s2)F0 = (s1, Ci(t, 0)s2)F0
for all i, j and all s1, s2 ∈ F0. Thus the endomorphisms Ci(t, 0) equip the fibers of F0 with a
structure similar to that of a Frobenius algebra (we need to choose an identity element here;
cf. [25, §4.4]).
Definition 6.5.1. The Yukawa coupling is a cubic tensor:
Y =
∑
i,j,k
C
(0)
ijkdt
i ⊗ dtj ⊗ dtk ∈ ((Ω1(logD))⊗3)2−3
defined in algebraic local co-ordinates {tj , qk, xin} by:
C
(0)
ijk(t,x) =
(Ci(t, 0)x1, Cj(t, 0)Ck(t, 0)x1)F0 where x1 = (x/z)|z=0
11More precisely, the grading and the filtration are defined on the module Ω1(logD)(pr−1(U)) or on
Ω1(logD)(pr−1(U)◦) for an open set U ⊂ M. We will omit the domains pr−1(U), pr−1(U)◦, to ease the
notation.
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Recall again that qk = e
tk for 1 ≤ k ≤ r.
Remark 6.5.2. The Yukawa coupling is a symmetric cubic tensor on L that is pulled back
from F0.
Let pr : L→M denote the natural projection. We define:
pr?(znF) := lim←−
l
pr?(znF/zlF) ∼= (pr−1 znF)⊗pr−1OM[[z]] O[[z]]
pr? F[z−1] := lim←−
l
pr?(F[z−1]/zlF) ∼= (pr−1 F[z−1])⊗pr−1OM((z)) O((z))
pr?(znF)∨ := (pr−1(znF)∨)⊗pr−1OM O
pr? F[z−1]∨ := lim←−
l
pr?(z−lF)∨ ∼= (pr−1 F[z−1]∨)⊗pr−1OM((z)) O((z)).
These are locally free modules over O[[z]], O((z)), O, O((z)) respectively. Note that, with
the exception of pr?(znF)∨, these differ from the standard notion of pullback. For example,
pr?(znF) is the completion of the standard pull-back pr−1(znF)⊗pr−1OMO of znF with respect
to the z-adic topology.
The pull-back pr? F admits a flat connection ∇˜ := pr?∇:
(59) ∇˜ : pr? F→ Ω1(logD) ⊗̂ pr?(z−1F).
where ⊗̂ is the completed tensor product:
Ω1(logD) ⊗̂ pr?(z−1F) := lim←−
n
(Ω1(logD)⊗ pr?(z−1F/znF))
Let {tj , qk, xin} be an algebraic local co-ordinate system on L, where (t0, q1, . . . , qr, tr+1, . . . , tN )
are local co-ordinates on an open subset U of M, and consider a local trivialization F|U ∼=
CN+1 ⊗OU [[z]]. The trivialization of F|U allows us to write:
∇s = ds− 1
z
C(t, z)s
where C(t, z) = ∑Ni=0 Ci(t, z)dti (recall that dti = dqiqi for 1 ≤ i ≤ r). The trivialization
of F|U also induces a trivialization pr? F|pr−1(U) ∼= CN+1 ⊗ O[[z]], and with respect to this
trivialization we have:
∇˜∂j = ∂i −
1
z
Ci(t, z) 0 ≤ i ≤ N
∇˜∂n,i = ∂n,i 0 ≤ i ≤ N , 1 ≤ n <∞
Definition 6.5.3. The tautological section x of pr?(zF) is defined by
x(t,x) = x
where (t,x) denotes the point x ∈ zFt on L.
Definition 6.5.4. The Kodaira–Spencer map KS: Θ(logD)→ pr? F is defined by:
KS(v) = ∇˜vx
The dual Kodaira–Spencer map KS? : pr? F∨ → Ω1(logD) is defined by:
KS?(ϕ) = ϕ(∇˜x), ϕ ∈ pr∗ F∨.
Remark 6.5.5. The maps KS and KS? are isomorphisms over L◦ ⊂ L.
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Definition 6.5.6. Let Θ◦(logD) denote the restriction of Θ(logD) to L◦ ⊂ L, and let
Ω1◦(logD) denote the restriction of Ω
1(logD) to L◦ ⊂ L.
Remark 6.5.7. Using the connection ∇˜ on pr? F and the tautological section x ∈ pr? F, we
can write the Yukawa coupling as follows:
Y (X,Y, Z) = Ω(∇˜X∇˜Y x, ∇˜Zx).
6.6. The Euler Vector Field and Grading Operators.
Definition 6.6.1. An Euler vector field for a log-cTEP structure (F,∇, (·, ·)F) with base
(M, D) is a logarithmic vector field E on M such that ∇z∂z+E is regular at z = 0.
Remark 6.6.2. A miniversal log-cTEP structure always admits an Euler vector field, and
this Euler vector field is unique.
Definition 6.6.3. Suppose that (F,∇, (·, ·)F) is a log-cTEP structure with Euler vector field
E. Define the grading operator gr ∈ EndC(F[z−1]) by
gr := ∇z∂z+E
The grading operator gr preserves F ⊂ F[z−1]. For ϕ ∈ F[z−1]∨, define gr∨(ϕ) by gr∨(ϕ)(x) =
E(ϕ(x))− ϕ(gr(x)).
Lemma 6.6.4. gr∨ is a well-defined element of EndC(F[z−1]∨).
Proof. Let (M, D) be the base of the log-cTEP structure and suppose that ϕ ∈ F[z−1]∨.
We need to show that gr∨(ϕ) ∈ F[z−1]∨, i.e. that gr∨(ϕ) is OM-linear. Let f ∈ OM and
x ∈ F[z−1]. Then:
gr∨(ϕ)(fx) = E(fϕ(x))− ϕ(gr(fx))
= E(f)ϕ(x) + fE(ϕ(x))− E(f)ϕ(gr(x))− fϕ(gr(x))
= f gr∨(ϕ)(x)
as required. 
Example 6.6.5. Consider the big B-model log-cTEP structure (FbigB ,∇, (·, ·)F) (Example
6.1.6). Then the grading operator gr ∈ End(FbigB ), when restricted to the small parameter
space M×B , coincides with Gr−32 where Gr is the grading operator on the GKZ system (Def-
inition 3.4.4). The shift by 32 here reflects the shift by
3
2 in Definition 3.2.2, which was made
to ensure that the B-model TEP structure had weight zero.
Definition 6.6.6. Let ] : F[z−1] → F[z−1]∨ be the map α 7→ Ω(α,−), and let [ : F[z−1]∨ →
F[z−1] be the inverse map. Write α] for ](α), and ϕ[ for [(ϕ).
Lemma 6.6.7. We have:
(a) gr∨
(
α]
)
=
(
(gr +1)α
)]
;
(b)
(
gr∨(ϕ)
)[
= (gr +1)
(
ϕ[
)
;
(c)
(
gr∨⊗1 + 1⊗ gr∨ )Ω = Ω;
(d)
(
gr⊗1 + 1⊗ gr )Ω∨ = −Ω∨.
Proof. For α, β ∈ F[z−1], we have:(
z∂z + E
)
((−)?α, β) = ((−)? gr(α), β)+ ((−)?α, gr(β))
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and hence:
(60) (E − 1)Ω(α, β) = Ω( gr(α), β)+ Ω(α, gr(β))
Rearranging gives:
EΩ(α, β)− Ω(α, gr(β)) = Ω( gr(α), β)+ Ω(α, β)
which is (a). Part (b) follows immediately. Rearranging (60) again gives:
EΩ(α, β)− Ω(α, gr(β))− Ω( gr(α), β) = Ω(α, β)
which is (c). For (d), we have:(
gr⊗1 + 1⊗ gr )Ω∨ = ( gr⊗1 + 1⊗ gr )([⊗ [)Ω
= ([⊗ [)((gr∨−1)⊗ 1 + 1⊗ (gr∨−1))Ω
= ([⊗ [)(−Ω) by (c)
= −Ω∨

6.7. Opposite Modules and Propagators.
Definition 6.7.1 (cf. Definition 2.8.5). Let (F,∇, (·, ·)F) be a log-cTEP structure with base
(M, D). Let P be a locally free OM[z−1]-submodule P of F[z−1]. We say that:
(1) P is opposite to F if F[z−1] = F⊕ P;
(2) P is isotropic if Ω(s1, s2) = 0 for all s1, s2 ∈ P;
(3) P is parallel if ∇XP ⊂ P for all X ∈ ΘM(logD);
(4) P is homogeneous if ∇z∂zP ⊂ P.
An opposite module for (F,∇, (·, ·)F) is a locally free OM[z−1]-submodule P of F[z−1] such
that P is opposite to F, isotropic, parallel, and homogeneous. Let U be an open subset of
M. We say that P is an opposite module over U if P is an opposite module for the restriction
(F,∇, (·, ·)F)
∣∣
U
.
Remark 6.7.2. Conditions (3) and (4) here imply that an opposite module P is preserved
by the grading operator gr.
Example 6.7.3 (opposites compatible with Deligne give opposites for log-cTEP structures).
Let (F ,∇, (·, ·)F ) be a log-TEP structure with base (M, D) which is the Deligne extension of a
TEP structure (F×,∇, (·, ·)F ) with base M\D. Let (F,∇, (·, ·)F) be the log-cTEP structure
with base (M, D) obtained from (F ,∇, (·, ·)F ) by taking the formal completion along the
divisor z = 0 in M× C. Suppose that P is an opposite module for (F×,∇, (·, ·)F ) which is
compatible with the Deligne extension (Definition 5.1.1). Then P determines a trivialization
of F and hence a trivialization of F. Thus P determines an opposite module P for (F,∇, (·, ·)F).
Example 6.7.4. In particular, Proposition 5.1.7 determines opposite modules for the big
B-model log-cTEP structure:
PLR, defined near the large-radius limit point
Pcon, defined near the conifold point
Porb, defined near the orbifold point.
Example 6.7.5. The canonical opposite module PA for the A-model TEP structure defined
in Example 2.8.6 is compatible with the Deligne extension. It thus determines a canonical
opposite submodule PA for the A-model log-cTEP structure.
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An opposite module P determines flat connections on the logarithmic tangent sheaf and
logarithmic cotangent sheaf of L◦, as follows. The connection ∇˜ on pr? F (equation (59))
extends z−1-linearly to a flat connection ∇˜ : pr? F[z−1]→ Ω1(logD) ⊗̂ pr?(F[z−1]), where:
Ω1(logD) ⊗̂ pr?(F[z−1]) := lim←−
n
(Ω1(logD)⊗ pr?(F[z−1]/znF))
The dual flat connection ∇˜∨ : pr? F[z−1]∨ → Ω1(logD) ⊗̂ pr? F[z−1]∨ is defined by:〈∇˜∨ϕ, s〉 := d〈ϕ, s〉 − 〈ϕ, ∇˜s〉 s ∈ pr? F[z−1], ϕ ∈ pr? F[z−1]∨
where Ω1(logD) ⊗̂ pr?(F[z−1]∨) := lim←−n(Ω
1(logD) ⊗ pr?(z−nF)∨). This induces flat connec-
tions ∇˜∨ : pr?(znF)∨ → Ω1 ⊗ pr?(zn+1F)∨ for each n ∈ Z.
Definition 6.7.6. Let P be an opposite module for the log-cTEP structure (F,∇, (·, ·)F), and
let Π: F[z−1]→ F be the projection along P. The composition of the maps:
pr? F
∇˜ // Ω1(logD) ⊗̂ pr?(z−1F) id⊗Π // Ω1(logD) ⊗̂ pr? F
pr? F∨ Π
∨
// pr?(z−1F)∨ ∇˜
∨
// Ω1(logD)⊗ pr? F∨
(restricted to L◦) with the Kodaira–Spencer isomorphisms KS: Θ◦(logD)→ pr? F, KS? : pr? F∨ →
Ω1◦(logD) induces connections:
(61)
∇ : Θ◦(logD)→ Ω1◦(logD) ⊗̂Θ◦(logD)
∇ : Ω◦(logD)→ Ω◦(logD)⊗Ω◦(logD)
where Ω1◦(logD) ⊗̂Θ◦(logD) := lim←−n
(
Ω1◦(logD)⊗
(
Θ◦(logD)/KS−1(pr?(znF))
))
.
The connections in (61) are dual to each other. Proposition 4.108 in [25] shows that they
are flat.
Definition 6.7.7. Let P1, P2 be opposite modules for the log-cTEP structure (F,∇, (·, ·)F).
Let Πi : F[z
−1] → F, i ∈ {1, 2}, be the projection along Pi defined by the decomposition
F[z−1] = Pi ⊕ F. The propagator ∆ = ∆(P1,P2) ∈ HomO(Ω1◦(logD) ⊗ Ω1◦(logD),O) is
defined by:
∆(ω1, ω2) = Ω
∨(Π?1(KS?)−1ω1,Π?2(KS?)−1ω2), ω1, ω2 ∈ Ω1◦(logD).
The logarithmic bivector field ∆ coincides, via the Kodaira–Spencer isomorphism KS?, with
the push-forward along Π1 ×Π2 of the Poisson bivector field on F[z−1] defined by Ω∨.
The propagator ∆ := ∆(P1,P2) is symmetric, i.e. ∆(ω1, ω2) = ∆(ω2, ω1) for all ω1, ω2 ∈
Ω1◦ [25, Proposition 4.110]. Furthermore, if P1, P2, P3 are opposite modules for the log-cTEP
structure (F,∇, (·, ·)F) and ∆ij := ∆(Pi,Pj) then [25, Proposition 4.111]:
∆13 = ∆12 + ∆23
In particular, ∆(P1,P2) = −∆(P2,P1).
Lemma 6.7.8. Let P be an opposite module for the log-cTEP structure (F,∇, (·, ·)F), and let
Π: F[z−1]→ F be the projection along P. Then gr ◦Π = Π ◦ gr.
Proof. Let α ∈ F[z−1], and write α = αF + αP with αF ∈ F and αP ∈ P. Then gr(α) =
gr(αF) + gr(αP). The operator gr preserves both F and P, so gr(αF) ∈ F and gr(αP) ∈ P.
Thus Π ◦ gr(α) = gr(αF ) = gr ◦Π(α), as required. 
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Lemma 6.7.9. Let P1, P2 be opposite modules for the log-cTEP structure (F,∇, (·, ·)F), and
let Πi : F[z
−1] → F be the projection along Pi, i ∈ {1, 2}. Let V = (Π1 ⊗ Π2)Ω∨. Then
(gr⊗1 + 1⊗ gr)V = −V .
Proof. Combine Lemma 6.6.7 and Lemma 6.7.8:
(gr⊗1 + 1⊗ gr)(Π1 ⊗Π2)Ω∨ = (Π1 ⊗Π2)(gr⊗1 + 1⊗ gr)Ω∨
= −(Π1 ⊗Π2)Ω∨ = −V

6.8. The Fock Sheaf. Consider a miniversal log-cTEP structure (F,∇, (·, ·)F) with base
(M, D). As before, let {tj , qk, xin} be an algebraic local co-ordinate system on L (see Defi-
nition 6.2.2) where {tj , qk} are co-ordinates on an open set U ⊂ M. Write the co-ordinates
{t0, log q1, . . . , log qr, tr+1, . . . , tN , xin} as {xµ}, so that:
dxµ =
dqj
qj
and ∂∂xµ = qj
∂
∂qj
if xµ = log qj and 1 ≤ j ≤ r
dxµ = dtj and ∂∂xµ =
∂
∂tj
if xµ = tj and j = 0 or r < j ≤ N
dxµ = dxin and
∂
∂xµ =
∂
∂xin
if xµ = xin
We use Einstein’s summation convention for repeated indices, expressing the Yukawa coupling
and propagator ∆ = ∆(P1,P2) as:
Y = C(0)µνρdx
µ ⊗ dxν ⊗ dxρ ∆ = ∆µν∂µ ⊗ ∂ν
where ∂µ :=
∂
∂xµ . Let P be an opposite module for (F,∇, (·, ·)F) and consider the flat connection
∇ on Ω1◦(logD) determined by P (Definition 6.7.6). The Christoffel symbols of ∇ are defined
by:
∇∂νdxµ = −Γµνρdxρ
The flat connection ∇ acts on n-tensors Cµ1···µndxµ1 ⊗ · · · ⊗ dxµn ∈
(
Ω1◦(logD)
)⊗n
by:
∇(Cµ1···µndxµ1 ⊗ · · · ⊗ dxµn) = (∇νCµ1···µn)dxν ⊗ dxµ1 ⊗ · · · ⊗ dxµn
where:
(62) (∇νCµ1···µn) := ∂νCµ1···µn −
n∑
i=1
Cµ1···ρ
i
···µnΓ
ρ
µiν
Definition 6.8.1 (local Fock space). The local Fock space Fock(U ;P) consists of collections:{∇nC(g) ∈ (Ω1(logD))⊗n( pr−1(U)◦) : g ≥ 0, n ≥ 0, 2g − 2 + n > 0}
of completely symmetric logarithmic n-tensors on pr−1(U)◦ such that the following conditions
hold:
• (Yukawa) ∇3C(0) is the Yukawa coupling Y ;
• (Jetness) ∇(∇nC(g)) = ∇n+1C(g);
• (Grading and Filtration) ∇nC(g) ∈ ((Ω1(logD))⊗n( pr−1(U)◦))2−2g
3g−3;
• (Pole) P∇C(1) extends to a regular 1-form on pr−1(U), where P is the discrimi-
nant (58). Furthermore for g ≥ 2 we have:
C(g) ∈ P 5−5gO(U)[x1, x2, Px3, . . . , P 3g−4x3g−2]
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Writing:
∇nC(g) = C(g)µ1···µndxµ1 ⊗ · · · ⊗ dxµn
we refer to ∇nC(g) or C(g)µ1···µn as n-point correlation functions.
We encode elements of the local Fock space Fock(U ;P) as formal functions on the total
space of the logarithmic tangent bundle Θ(logD)|pr−1(U)◦ , called jet potentials. Let {yµ}
denote the fiber co-ordinates of the logarithmic tangent bundle Θ(logD) dual to { ∂∂xµ }, so
that (x, y) denotes a point in the total space of Θ(logD)|pr−1(U)◦ .
Definition 6.8.2 (jet potential). Given an element C = {∇nC(g)}g,n of Fock(U ;P), set:
(63)
Wg(x, y) =
∞∑
n=max(0,3−2g)
1
n!
C(g)µ1,...,µn(x)y
µ1 · · · yµn
W(x, y) =
∞∑
g=0
~g−1Wg(x, y)
We call Wg the genus-g jet potential and exp(W) the total jet potential associated to C.
Remark 6.8.3. exp(W) is well-defined as a power series in ~ and ~−1: cf. [25, Remark 4.63(2)].
The Fock sheaf is constructed by gluing local Fock spaces Fock(U ;P1), Fock(U ;P2) ac-
cording to the following transformation rule. Let ∆ denote the propagator ∆(P1,P2). The
transformation rule T (P1,P2) : Fock(U ;P1) → Fock(U ;P2) is a map which assigns to a jet
potential exp(W) for an element of Fock(U ;P1), the jet potential exp(Ŵ) for an element of
Fock(U ;P2) given by:
(64) exp
(Ŵ(x, y)) = exp(~
2
∆µν∂yµ∂yν
)
exp
(W(x, y)).
This is equivalent to expressing the correlation functions {Ĉ(g)µ1,...,µn}g,n for Ŵ in terms of sums
over Feynman graphs, the vertex terms of which are the correlation functions {C(g)µ1,...,µn}g,n
for W. We use the notation for graphs established in Appendix B. The transformation rule
(64) is equivalent to the Feynman rule:
Ĉ(g)µ1,...,µn =
∑
Γ
1
|Aut(Γ)| ContΓ(∆, {C
(h)}h≤g)µ1,...,µn
Here the summation is over all connected decorated graphs Γ such that
• To each vertex v ∈ V (Γ) is assigned a non-negative integer gv ≥ 0, called genus;
• Γ has labelled n-legs: an isomorphism L(Γ) ∼= {1, 2, . . . , n} is given;
• Γ is stable, i.e. 2gv − 2 + nv > 0 for every vertex v. Here nv = |pi−1V (v)| denotes the
number of edges or legs incident to v;
• g = ∑v gv + 1− χ(Γ).
We put the index µi on the ith leg, the correlation function ∇nvC(gv) on the vertex v, and the
propagator ∆ on every edge. Then ContΓ(∆, {C(h)}h≤g)µ1,...,µn is defined to be the contraction
of all these tensors with the indices µ1, . . . , µn on the legs fixed. Here Aut(Γ) denotes the
automorphism group of the decorated graph Γ.
Remark 6.8.4. We showed in [25, Proposition 4.115] that the transformation rule (64) is well-
defined, i.e. that it preserves the conditions (Yukawa), (Jetness), (Grading and Filtration),
and (Pole) in the definition of the local Fock space Fock(U ;Pi).
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Remark 6.8.5. The transformation rule (64) satisfies the cocycle condition [25, Proposi-
tion 4.111] : if P1, P2, P3 are opposite modules for F over U and Tij = T (Pi,Pj) is the
transformation rule from Fock(U ;Pi) to Fock(U ;Pj) then T13 = T23 ◦ T12.
Assumption 6.8.6 (Covering Assumption). There is an open covering {Ua : a ∈ A} of M
such that for each a ∈ A there exists an opposite module Pa for F over Ua.
Definition 6.8.7 (Fock sheaf). If Assumption 6.8.6 holds, then we define the Fock sheaf to
be the sheaf of sets onM obtained by gluing the local Fock spaces Fock(Ua;Pa), a ∈ A, using
the transformation rule
T (Pa,Pb) : Fock(Ua ∩ Ub;Pa)→ Fock(Ua ∩ Ub;Pb) a, b ∈ A
over Ua ∩ Ub.
Remark 6.8.8. Note that the Fock sheaf is a sheaf over all of M, not just over M\D.
Remark 6.8.9. We can define the Fock sheaf without the covering assumption: see [25, §4.13].
The definition there requires an analysis of anomaly equations for curved (i.e. non-parallel)
opposite modules.
Definition 6.8.10 (Gromov–Witten wave function). Let X denote either X or Y , and con-
sider the A-model log-cTEP structure for X defined in Example 6.1.5. The base of this
log-cTEP structure is (MA,X , DA,X), and we denote the corresponding Fock sheaf on MA,X
by FockA,X . The Gromov–Witten ancestor potentials of X define a global section CX of
FockA,X , the Gromov–Witten wave function, as we now explain.
Let {φi}Ni=0 be a homogeneous basis of HX as in §2.1, and write a general point t ∈MA,X
as t =
∑N
i=0 t
iφi. Recalling that φ1, . . . , φr form a basis for H
2(X), set qi = e
ti , 1 ≤ i ≤ r,
and write {tj , qk, xin} for the corresponding algebraic local co-ordinate system on the total
space L of the A-model log-cTEP structure. Let PA denote the canonical opposite module
defined in Example 6.7.5. The Gromov–Witten wave-function CX is defined by the element
{∇nC(g)X }g,n ∈ FockA(MA,X ;PA) where:
(65)
∇3C(0)X = Y =
N∑
i=0
N∑
j=0
N∑
k=0
dti ⊗ dtj ⊗ dtk
(
φi ∗ φj ∗ x1, φk ∗ x1
)
∇C(1)X = d(F 1X(t) + F¯1X)
∣∣∣
a0=0,Q1=···=Qr=1
C
(g)
X = F¯gX
∣∣∣
a0=0,Q1=···=Qr=1
for g ≥ 2
and ∇ denotes the covariant derivative ∇PA from Definition 6.7.6. Here ∗ is the quantum
product (9), F¯gX is the genus-g ancestor potential (17), F 1X(t) is the non-descendant genus-one
Gromov–Witten potential:
F 1X(t) =
∞∑
n=0
∑
d∈NE(X)
(n,d)6=(0,0)
Qd
n!
〈t, . . . , t〉1,n,d
and we used the Dilaton shift:
(66) ain = x
i
n + δ
1
nδ
i
0 n ≥ 1
to identify the variables {ti, qk, ain} on the right-hand side with the co-ordinates {ti, qk, xin}
on L. Our convergence results in [23] imply that the Gromov–Witten wave-function is well-
defined – that is, that the specialization Q1 = · · · = Qr = 1 in (65) makes sense and yields
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an analytic function, and the resulting correlation functions satisfy the conditions (Yukawa),
(Jetness), (Grading & Filtration) and (Pole). See [25, Section 6] for details.
Remark 6.8.11 ([25, Theorem 6.8]). The Ancestor–Descendant relation [64, Theorem 2.1],
[42, §5] implies that for t ∈ MA,X sufficiently close to the large-radius limit point for X and
x sufficiently close to −1z, there are flat co-ordinates q = (qin) on a neighbourhood of (t,x)
in L such that:
∇3C(0)X = Y =
∞∑
l,m,n=0
N∑
i,j,k=0
∂3F0X
∂qil∂q
j
m∂qkn
(q) dqil ⊗ dqjm ⊗ dqkn
∇C(1)X = dF1X(q)
C
(g)
X = FgX(q) for g ≥ 2.
Here we regard the genus-g descendant potential FgX , which was defined in §2.6 as a function
of variables tin, as a function of q
i
n via the Dilaton Shift t
i
n = q
i
n + δ
1
nδ
i
0. The flat co-ordinates
q and the algebraic co-ordinates (t,x) are related by
q(z) =
[
L(t,−z)−1x(z)]
+
where L(t,−z) is the fundamental solution (12), [· · · ]+ denotes the non-negative part as a
z-series, q(z) =
∑∞
n=0 qnz
n, x(z) =
∑∞
n=1 xnz
n, qn =
∑N
i=0 q
i
nφi, and xn =
∑N
i=0 x
i
nφi. Thus
one can think of the Gromov–Witten wave function CX as encoding the total descendant
potential ZX of X.
6.9. A Global Section of the Fock Sheaf for the Big B-Model log-cTEP Structure.
We now construct a global section of the Fock sheaf for the big B-model log-cTEP structure.
This global section coincides under mirror symmetry with the Gromov–Witten wave functions
CY and CX .
Proposition 6.9.1. The Covering Assumption (Assumption 6.8.6) holds for the big B-model
log-cTEP structure.
Proof. Let y ∈MbigB be a point of M◦B ⊂MbigB . In §5 we constructed, for a sufficiently small
neighbourhood U smy of y in MB, an opposite module Psmy for the B-model TEP structure on
U smy \D which is compatible with the Deligne extension. After shrinking U smy if necessary, we
may assume that U smy ⊂ M◦B. By the construction of MbigB in §5, the opposite module Psmy
extends to an opposite module Py for the big B-model TEP structure on Uy \Dbig which is
compatible with the Deligne extension, for some neighbourhood Uy of y inMbigB . Recall that
MbigB was constructed as the germ of a thickening of M◦B; after shrinking MbigB if necessary
we may assume that the open sets {Uy : y ∈ M◦B} just constructed form an open covering
of MbigB . By Example 6.7.3, the opposite module Py over Uy determines an opposite module
Py for the big B-model log-cTEP structure over Uy. Thus Assumption 6.8.6 holds for the big
B-model log-cTEP structure. 
Definition 6.9.2. In view of Proposition 6.9.1, there is a Fock sheaf onMbigB determined by
the big B-model log-cTEP structure. We denote this by FockB.
Definition 6.9.3. Recall the definition of C(t, z) from equation (57). We say that a log-cTEP
structure (F,∇, (·, ·)F) with Euler field E and base (M, D) is tame semisimple at t ∈M if the
endomorphism ιEC(t, 0) ∈ EndC(F0,t) is semisimple with pairwise distinct eigenvalues. This
endomorphism is “multiplication by the Euler field” and coincides with the action of ∇z2∂z on
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F0,t. Tame semisimplicity implies that all operators ιvC(t, 0) ∈ End(F0,t) with v ∈ TM(logD)
are semisimple.
Consider now the big B-model log-cTEP structure (FbigB ,∇B, (·, ·)B) with base (MbigB , Dbig).
Let Uss denote the set of points at which this log-cTEP structure is tame semisimple. The
complement of Uss in MbigB is a union of divisors {Bi : i ∈ I} and, after shrinking the
thickeningMbigB ofM◦B if necessary, we may insist that each irreducible component Bi meets
M◦B ⊂MbigB . The critical values of the superpotential Wy are distinct for y ∈M×B =M◦B \D
(see equation (85)), and so the tame semisimple locus Uss containsM×B . This implies that, for
each i ∈ I, the intersection of the divisor Bi withM◦B either contains the component (y1 = 0)
or the component (y2 = 0) of D ∩ M◦B. In particular, each divisor Bi contains the large-
radius limit point y1 = y2 = 0. Moreover, we can also see that Uss does not intersect with
Dbig. In fact, by our local construction of FbigB in §5.2, the residues of z∇ along Dbig define
nilpotent operators (see Proposition A.0.3) in End(FbigB,0), which are non-zero by miniversality.
Therefore a point on Dbig cannot be tame semisimple12.
In previous work we have shown – see [25, Definition 7.9] – that Givental’s formula [41]
for higher-genus potentials defines a section Css of the B-model Fock sheaf FockB over the
tame semisimple locus Uss ⊂ MbigB . The mirror isomorphism of log-TEP structures from
Theorem 5.4.1: (FbigB ,∇B, (·, ·)B)∣∣∣
Ubig×C
∼= Mir? (FA,Y ,∇A,Y , (·, ·)A,Y )
induces an isomorphism of Fock sheaves
FockB
∣∣
Ubig
∼= Mir? FockA,Y
and Teleman’s theorem [80] implies that, under this isomorphism, Css corresponds to the
Gromov–Witten wave function Mir? CY (see Definition 6.8.10) over Uss ∩ Ubig. (This is ex-
plained in detail in [25, Theorem 7.15].) The same is true when we replace Y with X and work
near the orbifold point, which is the large-radius limit point for X . We obtain the following:
Theorem 6.9.4. After shrinking the thickeningMbigB ofM◦B if necessary, there exists a global
section CB of FockB over MbigB extending Css such that the following holds:
(a) near the large radius limit point for Y , CB corresponds to the Gromov–Witten wave
function of Y under the mirror isomorphism in Theorem 5.4.1;
(b) near the large radius limit point for X , CB corresponds to the Gromov–Witten wave
function of X under the mirror isomorphism in Remark 5.4.3.
Proof. In view of our discussion, it suffices to show that the section Css extends holomorphi-
cally across the divisors Bi, i ∈ I. The divisors Bi, i ∈ I, all meet the open set Ubig. By
Hartog’s Principle, it suffices to check that the correlation functions for Css with respect to
one opposite module extend to holomorphic functions on all of Ubig. We check this using
the opposite module PLR from Example 6.7.4; under mirror symmetry, this corresponds to
the canonical opposite module PA from Example 6.7.5 (see Theorem 5.4.1) and Css corre-
sponds to CY . But the correlation functions (65) for CY are evidently holomorphic on all of
Mir(Ubig). 
12We can also check that this holds for the big quantum cohomology of Y : the quantum product hi?
coincides with the nilpotent operator hi∪ along qi = 0 because of the Divisor Equation.
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Remark 6.9.5. The existence of a global section CB with these properties establishes a higher-
genus version of the Crepant Resolution Conjecture for X = P(1, 1, 1, 3). See Theorem 8.1
and Corollary 8.2 in [25] for a more general result for weak-Fano toric orbifolds.
7. The Finite-Dimensional Fock Sheaf
In this section we construct a finite-dimensional version of the Fock sheaf, which one can
think of as arising from the big B-model Fock sheaf by taking the conformal limit. Recall from
§4 that we have a three-dimensional vector bundle H → MCY equipped with a logarithmic
flat connection ∇, a two-dimensional flat subbundle Hvec of H, a two-dimensional flat affine
subbundle Haff of H, and a distinguished section ζ of Haff. There is a canonical identification,
for each y ∈ MCY, between any tangent space to Haff|y and the fiber Hvec|y, so Haff is
parallel to Hvec; Haff is a symplectic affine bundle, Hvec is a symplectic vector bundle, and
this identification between Haff and Hvec intertwines the symplectic structures. The base
MCY of H, Haff, and Hvec is isomorphic to P(3, 1), and the flat connection ∇ has logarithmic
poles at the divisor DCY = {0,− 127}. The finite-dimensional Fock sheaf that we will construct
has base MCY.
H
0
Haff Hvec
Figure 4. The finite-dimensional cone L̂: the primitive section ζ sweeps out
a Lagrangian curve L ⊂ Haff|t0 via parallel translation to the fibre at t0.
7.1. The Yukawa Coupling and the Kodaira–Spencer Map.
Notation 7.1.1. We denote by Θ(logDCY) the sheaf of tangent vector fields on MCY loga-
rithmic along DCY and by Ω
1(logDCY) the sheaf of 1-forms onMCY logarithmic along DCY.
Similarly, we denote by Θ(log{0}) (respectively Ω1(log{0})) the sheaf of tangent vector fields
(respectively 1-forms) logarithmic only at 0 ∈ DCY.
Definition 7.1.2 (cf. Definition 6.5.1). The Yukawa coupling YCY ∈
(
Ω1(logDCY)
)⊗3
is
defined by:
YCY(X1, X2, X3) = Ω
(∇X1∇X2ζ,∇X3ζ) X1, X2, X3 ∈ Θ(logDCY)
Here we regard ∇X3ζ and ∇X1∇X2ζ as sections of Hvec, via the identification of tangent
spaces to Haff with fibers of Hvec discussed above.
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Definition 7.1.3 (Definition 6.5.4). The Kodaira–Spencer map is:
KS: Θ(log{0})→ O(Hvec)
X 7→ ∇Xζ
Remark 7.1.4. The Kodaira–Spencer map gives an isomorphism between the logarithmic
tangent bundle Θ(log{0}) of (MCY, {0}) and the subbundle F 2vec ⊂ Hvec defined in §4.3.
Remark 7.1.5. From the previous remark, it follows that the Yukawa coupling has a pole
of order 3 at the large-radius limit point y1 = 0 and a pole of order 1 at the conifold point
y1 = − 127 . We give an explicit formula for YCY in Example 8.1.2.
Let t0 ∈MCY be a point away from DCY. Locally near t0, we can encode the information of
the filtered flat bundle (H,F
1 ⊂ F 2 ⊂ H,∇) discussed in §4.3 as a finite-dimensional cone L̂
in H|t0 . Parallel translation defines an isomorphism H|t ∼= H|t0 for t in a small neighbourhood
of t0. Via this isomorphism, the flag (0 ⊂ F 1t ⊂ F 2t ⊂ H|t) can be identified with a flag13 in
H|t0 . With this identification in mind, we define the finite dimensional cone L̂ ⊂ H|t0 to be:
L̂ =
⋃
t
F
1
t
where t varies in a neighbourhood of t0. See Figure 4. Recall from §4.3 that F 1t is a line
generated by the primitive section ζ = −z, that F 2t is generated by ζ and θζ, and that
θζ = ∇y1 ∂∂y1 ζ. The tangent space of L̂ along the line F
1
t is therefore F
2
t . Recall also that
ζ lies in the affine subbundle Haff. Under the above identification, t 7→ ζ(t) sweeps out a
one-dimensional Lagrangian submanifold L in Haff|t0 :
L = L̂ ∩Haff|t0 = {ζ(t) : t in a neighbourhood of t0}.
In other words, MCY \ DCY can be locally embedded into a fiber Haff|t0 as a Lagrangian
submanifold. The tangent space of L at ζ(t) is identified with F 2vec|t ⊂ Hvec|t ∼= Tζ(t)Haff|t.
By the same construction, we can realize the universal cover of MCY \DCY as an immersed
Lagrangian submanifold in Haff|t0 .
7.2. Opposite Line Bundles and Propagators.
Definition 7.2.1 (cf. Definitions 2.8.5, 6.7.1). Let U be an open subset ofMCY. An opposite
line bundle over U is a one-dimensional subbundle P of Hvec|U such that
(1) P is flat, i.e. ∇O(P ) ⊂ Ω1(logDCY)⊗O(P );
(2) for each t ∈ U , we have Pt ⊕ F 2vec|t = Hvec|t.
Definition 7.2.2 (Flat connection ∇P , cf. Definition 6.7.6). Let P be an opposite line bundle
over U ⊂ MCY. Let Π: Hvec → Hvec/P ∼= F 2vec denote the projection along P . The flat
connection ∇ on Hvec induces a flat connection on F 2vec over U :
(67) O(F 2vec) ∇−→ Ω1(logDCY)⊗O(Hvec) id⊗Π−−−→ Ω1(logDCY)⊗O(F 2vec)
Composing this with the Kodaira-Spencer isomorphism Θ(log{0}) ∼= O(F 2vec), we obtain a
logarithmic flat connection on U ⊂MCY:
∇P : Θ(log{0})→ Ω1(logDCY)⊗Θ(log{0})
13The map t 7→ (0 ⊂ F 1t ⊂ F 2t ⊂ H|t) ∈ Fl1,2,3(H|t0) can be viewed as a period map.
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We denote the dual connection
∇P : Ω1(log{0})→ Ω1(logDCY)⊗ Ω1(log{0})
by the same symbol.
Remark 7.2.3. The description of Hvec in §4.2 shows that the residue endomorphism N of
∇ at a point t0 ∈ DCY is nilpotent. Monodromy invariance then forces that an opposite line
bundle P around t0 is unique and has ImN as the fiber at t0; such a line bundle will be
denoted by PLR for t0 = 0 and by Pcon for t0 = − 127 – see Notation 7.2.7 below. Therefore
the connection (67) has no logarithmic singularities along DCY for such P , i.e. gives a map
O(F 2vec)→ Ω1 ⊗O(F 2vec)
Consequently, the connection ∇P gives a map:
∇P : Ω1(log{0})→ Ω1 ⊗ Ω1(log{0}) ⊂ Ω1(log{0})⊗2.
In particular, a flat co-ordinate associated with ∇Pcon is holomorphic at the conifold point,
whereas a flat co-ordinate for ∇PLR is logarithmic at the large-radius limit point. Note
however that the connection (67) can have poles along DCY if we do not require the opposite
line bundle P to be flat (see §7.4 for curved opposite line bundles).
Recall from the previous section that a neighbourhood of t0 ∈MCY\DCY can be embedded
into Haff|t0 as a Lagrangian submanifold L. Choose affine Darboux co-ordinates (p, x) on
Haff|t0 such that ∂/∂p is parallel to Pt0 and that Ω = 13dp∧dx. The fact that P is an opposite
line bundle implies that Pt0 = 〈∂/∂p〉 is transversal to the tangent space Tζ(t)L = F 2vec|t (note
that Pt is independent of t when transported to the fiber Hvec|t0). Therefore L can be written
as the graph of a function (see Figure 5), p = p(x). We may regard a function F0B(x) satisfying
p(x) = 3
∂F0B
∂x
as a “genus-zero potential” for the B-model; this depends on the choice of P . The co-ordinate
x restricted to L ⊂ Haff|t0 defines an affine flat co-ordinate with respect to ∇P . More
invariantly, the affine flat structure is given by the projection along the linear foliation Pt0 :
L ⊂ Haff|t0 −→ Haff|t0/Pt0
-
6
x
p
ζ(t)
F 2vec|t
Pt
L
1
Figure 5. Writing L ⊂ Haff|t0 as a graph of p = p(x): Darboux co-ordinates
(p, x) are chosen so that Pt0 = 〈∂/∂p〉; the co-ordinate x on L then defines the
affine flat structure associated to P .
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Example 7.2.4 (The Yukawa coupling in flat co-ordinates). Let P be an opposite line bundle
in a neighbourhood of t0 ∈MCY \DCY. As above, choose affine Darboux co-ordinates (p, x)
of Haff|t0 such that Pt0 = 〈∂/∂p〉 and that Ω = 13dp ∧ dx, and write L as the graph of a
function p = p(x). We set:
(68) τ =
∂p
∂x
Then the Yukawa coupling is given by:
YCY = YCY(∂x, ∂x, ∂x)dx
⊗3 = Ω(∇∂x∇∂xζ,∇∂xζ)dx⊗3
= Ω
((
∂τ
∂x
0
)
,
(
τ
1
))
dx⊗3 =
1
3
∂τ
∂x
dx⊗3
Remark 7.2.5. This calculation shows that the Yukawa coupling is given by the 3rd deriva-
tive of a generating function F0B for L. Note that the Yukawa coupling is independent of the
choice of P whereas F0B depends on P . For Givental’s infinite-dimensional Lagrangian cone,
this is explained in [28, §6.1; 37, §6].
Proposition 7.2.6. For every t ∈ MCY, there exists an opposite line bundle P in a neigh-
bourhood of t.
Proof. When t ∈ MCY is not equal to the large-radius, conifold, or orbifold points, one can
construct an opposite line bundle P on a neighbourhood U of t by choosing a one-dimensional
subspace Pt of Hvec|t that is opposite to F 2vec, and then extending Pt to a line bundle over U
by parallel translation.
When t is equal to the large radius, conifold, or orbifold points, we have a canonical
choice for an opposite line bundle near t. As shown in Proposition 5.1.7, there are unique
opposite modules PLR, Pcon, Porb for F×B near the large radius, conifold and orbifold points,
which are compatible with the Deligne extension FB. These opposite modules induce, via the
correspondence in Proposition 4.3.1, opposite line bundles over neighbourhoods of the large
radius, conifold and orbifold points respectively. 
Notation 7.2.7. We write PLR, Pcon, Porb for the opposite line bundles in a neighbourhood
of the large-radius, conifold and orbifold points (respectively) discussed in the proof above.
The fibres of PLR, Pcon, Porb at the respective limit points are (see Proposition 4.3.2):
PLR
∣∣
y1=0
= 〈θ2ζ〉,
Pcon
∣∣
y1=− 127
= 〈(1 + 27y1)θ2ζ〉,
Porb
∣∣
y1=∞ = 〈z
−1d21〉 = 〈y−21 θ(θ + 13)ζ〉
These are unique opposite line bundles, respectively, around the large-radius, conifold and
orbifold points: see Remark 7.2.3 and Proposition 10.3.2.
Definition 7.2.8 (cf. Definition 6.7.7). Let P1, P2 be opposite line bundles over U , and let
Πi : Hvec → F 2vec be the projection along Pi, i ∈ {1, 2}. The propagator ∆ = ∆(P1, P2) is the
logarithmic bivector field ∆ ∈ (Θ(log{0}))⊗2 defined by:
∆ := (KS⊗KS)−1(Π1 ⊗Π2)Ω∨
where Ω∨ ∈ Hvec ⊗Hvec is the dual symplectic form on H∨vec.
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Example 7.2.9 (The propagator in flat co-ordinates, cf. [25, Lemma 5.22]). Let P1, P2 be
opposite line bundles over a neighbourhood U of t0 ∈MCY \DCY. We embed U into Haff|t0
as a Lagrangian curve L as above. Let (p, x) and (p′, x′) denote affine Darboux co-ordinates
on Haff|t0 associated to P1 and P2 respectively as in Example 7.2.4, so that
P1|t0 =
〈
∂
∂p
〉
, P2|t0 =
〈
∂
∂p′
〉
, Ω =
1
3
dp ∧ dx = 1
3
dp′ ∧ dx′.
Then x and x′ restricted to L give flat co-ordinates for P1 and P2 respectively. If
p′ = ap+ bx+ e
x′ = cp+ dx+ f
with
(
a b
c d
)
∈ SL(2,C)
is the affine symplectic co-ordinate change between (p, x) and (p′, x′), the slope parameters
(68) of L are related by
τ ′ =
aτ + b
cτ + d
and the flat vector fields ∂x, ∂x′ on L ∼= U are related by
(69) ∂x =
∂x′
∂x
∂x′ = (cτ + d)∂x′ .
Let Πi : Hvec → F 2vec denote the projection along Pi for i = 1, 2. Then we have
KS−1 Π1(∂p) = 0 KS−1 Π2(∂p) = KS−1 Π2(a∂p′ + c∂x′) = c∂x′ =
c
cτ + d
∂x
KS−1 Π1(∂x) = ∂x KS−1 Π2(∂x) = KS−1 Π2(b∂p′ + d∂x′) = d∂x′ =
d
cτ + d
∂x
and the propagator is:
∆(P1, P2) = (KS⊗KS)−1(Π1 ⊗Π2)(3∂p ⊗ ∂x − 3∂x ⊗ ∂p)
= − 3c
cτ + d
∂x ⊗ ∂x.
Lemma 7.2.10 (Propagator calculus, cf. [25, Proposition 4.45]). Let P1, P2 be opposite line
bundles over U , let t0 ∈ U , and let x be a flat co-ordinate on U corresponding to P1. Write the
propagator ∆(P1, P2) as ∆(x)∂x⊗∂x, and write the Yukawa coupling as YCY(x) dx⊗dx⊗dx.
Then:
∇P2 −∇P1 = ∆(P1, P2) · YCY = ∆(x)YCY(x)dx
∂∆
∂x
= ∆(x)2YCY(x)
where we regard ∇P1, ∇P2 as connections on Ω1(log{0}).
Proof. Choose co-ordinates as in Examples 7.2.4, 7.2.9 so that, with notation as there,
YCY(x) =
1
3
∂τ
∂x
, ∆(x) = − 3c
cτ + d
.
Let us denote derivatives with respect to x by subscripts. Recalling that x and x′ are flat
co-ordinates for P1 and P2 respectively, and using (69), we have:
∇P1(dx) = 0
∇P2(dx) = ∇P2
(
dx′
cτ + d
)
= − cτx
(cτ + d)2
dx⊗ dx′ = − cτx
cτ + d
dx⊗ dx.
GROMOV–WITTEN INVARIANTS OF LOCAL P2 AND MODULAR FORMS 69
Hence
∇P2(dx)−∇P1(dx) = ∆(x)YCY(x)dx⊗ dx
and:
∂∆
∂x
=
3c2τx
(cτ + d)2
= ∆(x)2YCY(x)
as claimed. 
7.3. The Fock Sheaf. We describe the Fock sheaf in the finite-dimensional setting. The
construction is almost parallel to §6.8.
Definition 7.3.1. Let U be an open subset of MCY and let P be an opposite line bundle
over U . First suppose that U does not contain the conifold point y1 = − 127 . The local Fock
space FockCY(U ;P ) consists of collections:{∇nC(g) ∈ (Ω1U (log{0}))⊗n : g ≥ 0, n ≥ 0, 2g − 2 + n > 0}
of completely symmetric logarithmic n-tensors on U such that:
• (Yukawa) ∇3C(0) is the Yukawa coupling YCY;
• (Jetness) ∇(∇nC(g)) = ∇n+1C(g).
Here ∇ = ∇P is the flat connection on Ω1U (log{0}) defined by P , extended to logarithmic
n-tensors in the obvious way; cf. the discussion in §6.8. When U contains the conifold point,
we define FockCY(U ;P ) similarly except that we allow ∇nC(g) to have poles of order at most
2g − 2 + n at the conifold point, and impose the same conditions (Yukawa) and (Jetness).
Remark 7.3.2. The Yukawa coupling YCY = ∇3C(0) has a pole of order 1 at the conifold
point – see Remark 7.1.5 – and thus satisfies the last condition in the definition.
Let t be a co-ordinate on U . If the point t = 0 is the large-radius limit point then write
u = log t, du = dtt , and ∂u = t
∂
∂t ; otherwise write u = t, du = dt, ∂u =
∂
∂t . Then, as in the
infinite-dimensional case, if:
∇nC(g) = C(g)n du⊗n
then we refer to the tensors ∇nC(g) or the functions C(g)n as n-point correlation functions.
We again encode elements of the local Fock space FockCY(U ;P ) as formal functions on the
logarithmic tangent bundle. Let v be the fiber co-ordinate on the logarithmic tangent bundle
ΘU (log{0}) that is dual to ∂u, so that (u, v) denotes a point in the total space of ΘU (log{0}).
Definition 7.3.3 (jet potential). Given an element C = {∇nC(g)}g,n of FockCY(U ;P ), set:
Wg(u, v) =
∞∑
n=max(0,3−2g)
C
(g)
n (u)
n!
vn and W(u, v) =
∞∑
g=0
~g−1Wg(u, v)
We call Wg the genus-g jet potential and exp(W) the total jet potential associated to C.
Remark 7.3.4. We regard W(g)(u, v) as a formal function on the total space of the logarith-
mic tangent bundle. As in the infinite-dimensional case, exp(W) is well-defined as a power
series in ~ and ~−1.
Definition 7.3.5 (transformation rule). Let P1 and P2 be opposite line bundles over U , and
consider the propagator ∆(P1, P2) = ∆(u)∂u ⊗ ∂u. The transformation rule
T (P1, P2) : FockCY(U ;P1)→ FockCY(U ;P2)
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assigns to a jet potential W for an element C ∈ FockCY(U,P1), the jet potential Ŵ for an
element Ĉ ∈ FockCY(U,P2) given by:
exp
(Ŵ(u, v)) = exp(~
2
∆(u)
∂2
∂v2
)
exp
(W(u, v))
Suppose that C = {C(g)n du⊗n : g ≥ 0, n ≥ 0, 2g − 2 + n > 0} are the correlation functions
for W and that Ĉ = {Ĉ(g)n du⊗n : g ≥ 0, n ≥ 0, 2g − 2 + n > 0} are the correlation functions
for Ŵ. The transformation rule in Definition 7.3.5 is equivalent to the Feynman rule:
(70) Ĉ(g)n du
⊗n =
∑
Γ
1
|Aut(Γ)| ContΓ(∆, {C
(h)}h≤g)
where the summation is over all connected decorated graphs Γ such that:
• To each vertex v ∈ V (Γ) is assigned a non-negative integer gv ≥ 0, called genus;
• Γ has n labelled legs: an isomorphism L(Γ) ∼= {1, 2, . . . , n} is given;
• Γ is stable, i.e. 2gv − 2 + nv > 0 for every vertex v. Here nv = |pi−1V (v)| denotes the
number of edges or legs incident to v;
• g = ∑v gv + 1− χ(Γ).
(See Appendix B for our notation for graphs.) We put the correlation function C
(gv)
nv du
⊗nv
on the vertex v and put the propagator ∆(P1, P2) on every edge. Then ContΓ(∆, {C(h)}h≤g)
is defined to be the contraction of all these tensors; the result is an n-tensor with the n tensor
indices corresponding to the n labelled legs14. As before, Aut(Γ) denotes the automorphism
group of the decorated graph Γ.
Proposition 7.3.6. The transformation rule is well-defined. In other words, if:
C = {C(g)n du⊗n : g ≥ 0, n ≥ 0, 2g − 2 + n > 0}
is an element of FockCY(U,P1) and:
Ĉ = {Ĉ(g)n du⊗n : g ≥ 0, n ≥ 0, 2g − 2 + n > 0}
is defined by the Feynman rule (70) then Ĉ ∈ FockCY(U,P2).
Proof. First note that if U contains either large-radius or conifold points, there is a unique
opposite line bundle over U – see Remark 7.2.3. Therefore the transformation rule is trivial
and there is nothing to prove. In particular, we do not need to discuss the ‘pole order 2g−2+n’
condition at the conifold point. (When we consider curved opposite line bundles, however,
this condition matters: see §7.4.)
We need to show that Ĉ satisfies the properties (Yukawa) and (Jetness) in Definition 7.3.1.
(Yukawa) is obvious, as there is exactly one stable 3-valent graph with g = 0 and so Ĉ
(0)
3 =
C
(0)
3 . To establish (Jetness), we shall differentiate the right-hand side of (70) with respect to
∇P2 and check if it coincides with the Feynman rule for Ĉ(g)n+1du⊗(n+1).
As discussed, it suffices to check (Jetness) away from DCY. Therefore we may choose the co-
ordinate u to be a flat co-ordinate x associated with P1 and use notation as in Lemma 7.2.10.
Since ∇P2 = ∇P1 + ∆(x)YCY(x)dx by Lemma 7.2.10, ∇P2 applied to (70) yields a sum over
stable Feynman graphs as above, but with either:
14Since the base MCY is one-dimensional, there is only one kind of tensor indices; the labelling of legs still
plays a role in reducing automorphisms of Γ.
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(a) a distinguished vertex that carries ∇P1(C(gv)n dx⊗n) = C(gv)nv+1dx⊗(nv+1); or
(b) a distinguished edge which carries d∆(x) = YCY(x)∆(x)
2dx; or
(c) a distinguished leg that carries YCY(x)∆(x)dx in place of dx.
The first possibility here arises from differentiating a vertex term in (70); the second possibility
arises from differentiating an edge term; and the third possibility arises from the difference
of ∇P1 and ∇P2 – recall how ∇ acts on n-tensors from Equation (62). Note that we have
used (Jetness) for C in (a) and Lemma 7.2.10 in (b). Observe that these are precisely the
contributions appearing in the Feynman sum for Ĉ
(g)
n+1dx
⊗(n+1); in fact (a)–(c) correspond
respectively to Feynman graphs such that
(a′) the leg labelled by n+ 1 is on a vertex v such that 2gv − 2 + nv > 1;
(b′) the leg labelled by n+ 1 is on a genus-zero vertex with 1 leg and 2 adjacent edges;
(c′) the leg labelled by n+ 1 is on a genus-zero vertex with 2 legs and 1 adjacent edge.
The proposition follows. 
We now show that the transformation rule satisfies the cocycle condition.
Proposition 7.3.7. Let P1, P2, and P3 be opposite line bundles over U , and let ∆ij =
∆(Pi, Pj) be the corresponding propagators. We have:
∆13 = ∆12 + ∆23
In particular, ∆12 = −∆21.
Proof. Let Πi : Hvec → F 2vec be the projection along Pi. Then, for any sections ω, ω′ of (F 2vec)∨,
we have:
∆13(KS
? ω,KS? ω′) = Ω∨
(
(Π?1 −Π?3)ω,Π?3ω′
)
= Ω∨
(
(Π?1 −Π?2)ω,Π?3ω′
)
+ Ω∨
(
(Π?2 −Π?3)ω,Π?3ω′
)
= Ω∨
(
(Π?1 −Π?2)ω,Π?2ω′
)
+ ∆23(KS
? ω,KS? ω′)
= ∆13(KS
? ω,KS? ω′) + ∆23(KS? ω,KS? ω′)
For the first equality here we used the fact that Im Π?3 = P
⊥
3 is isotropic; for the third equality
we used the fact that Im(Π?2 − Π?3) and Im(Π?1 − Π?2) are contained in the isotropic subspace
(F 2vec)
⊥. 
Corollary 7.3.8. The transformation rule (Definition 7.3.5) satisfies the cocycle condition:
if P1, P2, and P3 are opposite line bundles over U then:
T (P1, P3) = T (P2, P3) ◦ T (P1, P2)
Thus the following Definition makes sense.
Definition 7.3.9 (Fock sheaf). From Proposition 7.2.6 we know that there is an open covering
{Ua : a ∈ A} of MCY such that for each a ∈ A there exists an opposite line bundle Pa over
Ua. The Fock sheaf FockCY is defined to be the sheaf of sets over MCY obtained by gluing
the local Fock spaces FockCY(Ua;Pa), a ∈ A, using the transformation rule
T (Pa, Pb) : FockCY(Ua ∩ Ub;Pa)→ FockCY(Ua ∩ Ub;Pb) a, b ∈ A
over Ua ∩ Ub.
Remark 7.3.10. The Feynman rule (70) coincides with that used by Aganagic–Bouchard–
Klemm [2, §2]. It arises there through stationary phase approximation of certain integral
operators acting on wave functions, which suggests a possible non-perturbative extension of
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the quantization formalism. Our approach here emphasizes rigorous mathematical construc-
tions, but in doing so hides this possible link to a non-perturbative theory.
7.4. Curved Opposite Line Bundles. We discuss a generalization of the previous frame-
work to possibly curved (i.e. not necessarily parallel) opposite line bundles. Of particular
interest to us are the complex conjugate line bundle and the algebraic opposite line bundles
which will be introduced later in §10.4. A general theory for curved opposite modules in the
infinite-dimensional setting was developed in [25, §4.13 and §9], and the discussion here is
parallel to that.
Definition 7.4.1. Let U ⊂MCY be an open set. A possibly curved opposite line bundle over
U is a topological (or C∞) line subbundle P of Hvec|U such that Hvec|U = F 2vec|U ⊕ P .
For possibly curved opposite line bundles P1, P2, the propagator
∆(P1, P2) := (KS
−1⊗KS−1)(Π1 ×Π2)∗Ω∨
is still well-defined as a continuous (or C∞) section of (Θ(log{0}))⊗2 (see Definition 7.2.8).
Let P0 be an opposite line bundle and suppose that an element of the local Fock space for P0
C = {C(g)n du⊗n : 2g − 2 + n > 0} ∈ FockCY(U ;P0)
is given. For a possibly curved opposite line bundle P over U , we define genus-g, n-point
correlation functions Ĉ
(g)
n du⊗n with respect to P by the same Feynman rule as before
(71) Ĉ(g)n du
⊗n =
∑
Γ
1
|Aut(Γ)| ContΓ(∆(P0, P ), {C
(h)}h≤g)
where Γ ranges over all connected, decorated, genus-g stable graphs (see the list of conditions
below equation (70)). Note that Ĉ
(0)
3 du
⊗3 = C(0)3 du
⊗3 is the Yukawa coupling.
Lemma 7.4.2. If U does not contain the conifold point, then the correlation functions (71) are
continuous sections of Ω1(log{0})⊗n. If U contains the conifold point, (1+27y)2g−2+nĈ(g)n du⊗n
extends continuously across the conifold point.
Proof. The former statement is obvious from the definition. The latter statement follows
from the condition that C
(g)
n du⊗n has a pole of order 2g − 2 + n at the conifold point (see
Definition 7.3.1), and the fact that the “Euler number” 2g − 2 + n is additive under graph
contractions. 
Remark 7.4.3. The Feynman rule involving curved opposite modules still satisfies the cocycle
condition. This is because Proposition 7.3.7 and its proof are valid also for curved opposite
line bundles. In particular, we can invert the Feynman rule (71) to get
C(g)n du
⊗n =
∑
Γ
1
|Aut(Γ)| ContΓ(∆(P, P0), {Ĉ
(h)}h≤g).
The main difference from the parallel case is that correlation functions with respect to a
possibly curved opposite line bundle do not satisfy (Jetness) in general. In place of (Jetness),
they satisfy certain anomaly equations. We assume henceforth that a possibly curved opposite
line bundle P is a C∞ subbundle of Hvec. Also, for simplicity, we work over the locus
MCY \ DCY where the connection ∇ has no singularities. We can define a (not necessarily
flat) connection ∇P associated with a curved P by the same formula as in Definition 7.2.2.
Namely, the projection Π: Hvec → F 2vec along P induces a (not necessarily flat) connection
C∞(F 2vec)
∇−→ C∞(T∨C ⊗Hvec) id⊗Π−−−→ C∞(T∨C ⊗ F 2vec)
GROMOV–WITTEN INVARIANTS OF LOCAL P2 AND MODULAR FORMS 73
which in turn defines the connection:
∇P : C∞(T 1,0)→ C∞(T∨C ⊗ T 1,0)
and its dual:
∇P : C∞((T 1,0)∨)→ C∞(T∨C ⊗ (T 1,0)∨)
via the Kodaira–Spencer isomorphism F 2vec
∼= T 1,0. Here TC denotes the complexified tangent
bundle of MCY \ DCY, T∨C its dual, and TC = T 1,0 ⊕ T 0,1 the type decomposition. The
connection ∇P can be naturally extended to n-tensors:
∇P : C∞((T 1,0)∨ ⊗ · · · ⊗ (T 1,0)∨)→ C∞(T∨C ⊗ (T 1,0)∨ ⊗ · · · ⊗ (T 1,0)∨)
Note that the (0, 1)-part of ∇P is the standard Dolbeault operator.
Definition 7.4.4 (torsion). Let P be a possibly curved opposite line bundle. The torsion of
P is the C∞ tensor Λ: (T 1,0)∨ ⊗ (T 1,0)∨ → T∨C defined by
Λ(ω1, ω2) = Ω
∨(∇∨Π∗(KS∗)−1ω1,Π∗(KS∗)−1ω2) ω1, ω2 ∈ C∞((T 1,0)∨)
where∇∨ is the connection on H∨vec dual to∇, Π∗ : (F 2vec)∨ → H∨vec is the dual of the projection
Π: Hvec → F 2vec, and KS∗ : (F 2vec)∨ ∼= (T 1,0)∨ is the dual of the Kodaira–Spencer isomorphism.
Note that Λ vanishes if and only if P is parallel for ∇. We can generalize the propagator
calculus in Lemma 7.2.10 as follows:
Lemma 7.4.5. Let P0 be a (parallel) opposite line bundle over U and let P be a possibly
curved opposite line bundle over U . Let x be a flat co-ordinate associated with P0. Write the
propagator ∆(P0, P ) as ∆(x)∂x ⊗ ∂x, the Yukawa coupling as YCY(x)dx ⊗ dx ⊗ dx, and the
torsion of P as Λ = Λ(dx, dx) = Λxdx+ Λxdx ∈ C∞(T∨C ). Then:
∇P −∇P0 = ∆(P0, P ) · YCY = ∆(x)YCY(x)dx
d∆(x) = ∆(x)2YCY(x)dx− Λxdx− Λxdx.
Moreover, the curvature of ∇P on the cotangent bundle (T 1,0)∨ is YCY(x)Λx dx ∧ dx.
Proof. We use notation as in Examples 7.2.4 and 7.2.9. Take a point t0 ∈ U and embed
a neighbourhood of t0 as a Lagrangian curve L ⊂ Haff|t0 . Fix Darboux co-ordinates (p, x)
on Haff|t0 such that P0 = 〈∂/∂p〉, Ω = 13dp ∧ dx, and that x coincides with the given flat
co-ordinate when restricted to L. In terms of the co-ordinates (p, x), we have
KS(∂x) = τ
∂
∂p
+
∂
∂x
=
(
τ
1
)
where τ is the slope parameter of L in (68). Suppose that the fiber Px at x is written in the
form (via parallel translation to Hvec|t0):
Px = C
(
c
1
)
for a smooth function c = c(x). Then a computation similar to Example 7.2.9 gives:
∆(P0, P ) = ∆(x)∂x ⊗ ∂x = − 3
τ − c∂x ⊗ ∂x.
In terms of the dual frame {dp, dx} of H∨vec|t0 , we have:
Π∗(KS∗)−1(dx) =
1
τ − c(dp− cdx) =
1
τ − c(1,−c)
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Hence:
(72) Λ = Λ(dx, dx) = Ω∨
(
d
[
1
τ − c(1,−c)
]
,
1
τ − c(1,−c)
)
=
3
(τ − c)2dc
and:
∇Pdx = KS∗ (∇∨Π∗(KS∗)−1(dx)|F 2vec) = KS∗
[
d
(
1
τ − c(1,−c)
)∣∣∣∣
F 2vec
]
= −dτ ⊗ dx
τ − c .
Therefore, using YCY(x) =
1
3τx, we find:
∇Pdx−∇P0dx = − 3
τ − cYCY(x)dx⊗ dx = ∆(x)YCY(x)dx⊗ dx
and:
d∆ =
3dτ
(τ − c)2 −
3dc
(τ − c)2 = ∆(x)
2YCY(x)dx− Λ.
Finally, the curvature of ∇P is given by:(∇P )2 (dx) = ∇P (− τx
τ − cdx⊗ dx
)
= − τxcx
(τ − c)2 (dx ∧ dx)⊗ dx = YCY(x)Λx(dx ∧ dx)⊗ dx
as claimed. 
Using Lemma 7.4.5, we deduce the following anomaly equation. We omit the proof since
the argument is very similar to that proving (Jetness) in Proposition 7.3.6.
Proposition 7.4.6 (anomaly equation, cf. [25, Theorem 4.86]). Let P0 be a (parallel) opposite
line bundle and P be a possibly curved opposite line bundle. Let x denote a flat co-ordinate
associated with P0 and let C = {C(g)n dx⊗n}2g−2+n>0 be an element of the local Fock space
FockCY(U ;P0). Let Ĉ
(g)
n dx⊗n denote the genus-g, n-point correlation functions with respect
to P produced from C by the Feynman rule (71). Let Λ = Λ(dx, dx) = Λxdx + Λxdx denote
the torsion of P . Then we have:
Ĉ
(g)
n+1dx
⊗(n+1) = ∇P (Ĉ(g)n dx⊗n) +
1
2
∑
h+k=g
i+j=n
(
n
i
)
Λ⊗ Ĉ(h)i+1Ĉ(k)j+1dx⊗n +
1
2
Λ⊗ Ĉ(g−1)n+2 dx⊗n
Equivalently:
Ĉ
(g)
n+1 =
∂Ĉ
(g)
n
∂x
+ n∆(x)YCY(x)Ĉ
(g)
n +
1
2
∑
h+k=g
i+j=n
(
n
i
)
ΛxĈ
(h)
i+1Ĉ
(k)
j+1 +
1
2
ΛxĈ
(g−1)
n+2 ,
0 =
∂Ĉ
(g)
n
∂x
+
1
2
∑
h+k=g
i+j=n
(
n
i
)
ΛxĈ
(h)
i+1Ĉ
(k)
j+1 +
1
2
ΛxĈ
(g−1)
n+2
where we use notation from Lemma 7.4.5.
Remark 7.4.7. When we apply this in §10, we shall restrict to the following special cases:
(a) P is an anti-holomorphic line subbundle, i.e. preserved by the (1, 0)-part of ∇ (e.g. the
complex conjugate opposite line bundle in Definition 10.4.1);
(b) P is a holomorphic line subbundle which is not flat (e.g. the algebraic opposite line
bundle in Definition 10.4.3).
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In the case (a), we have Λx = 0. Therefore the correlation functions satisfy ‘partial’ jetness
(∇P )1,0(Ĉ(g)n dx⊗n) = Ĉ(g)n+1dx⊗(n+1) and the holomorphic anomaly equations:
0 =
∂Ĉ
(1)
1
∂x
+
1
2
ΛxYCY(x) for g = 1
0 =
∂Ĉ
(g)
0
∂x
+
1
2
g−1∑
h=1
ΛxĈ
(h)
1 Ĉ
(g−h)
1 +
1
2
ΛxĈ
(g−1)
2 for g ≥ 2
where Ĉ
(g)
1 = ∂xĈ
(g)
0 for g ≥ 2 and Ĉ(g)2 = ∂xĈ(g)1 + ∆(x)YCY(x)Ĉ(g)1 for g ≥ 1. Note that the
holomorphic anomaly equation in genus 1 says that Ĉ
(1)
1 dx behaves as a ‘connection 1-form’
on the square root of the canonical bundle:
d(Ĉ
(1)
1 dx) =
1
2
ΛxYCY(x)dx ∧ dx = 1
2
(∇P )2.
In the case (b), we have Λx = 0. Thus the correlation functions Ĉ
(g)
n are holomorphic, but do
not satisfy (Jetness).
8. The Conformal Limit of the Fock Sheaf
Let M◦CY denote the complement of the conifold locus:
M◦CY :=MCY \ {− 127}
and let Fock◦CY denote the restriction toM◦CY of the finite-dimensional Fock sheaf FockCY from
§7. Recall from §6 that the B-model Fock sheaf is defined on MbigB and let i : M◦CY →MbigB
denote the inclusion. In this section, we prove:
Theorem 8.0.1. There exists a restriction map of Fock sheaves, i−1FockB → Fock◦CY.
There are several things to understand:
• how correlation functions for FockB give rise to correlation functions for Fock◦CY (§8.1);
• how opposite modules for the big B-model log-cTEP structure that are compatible
with the Deligne extension give rise to opposite line bundles for Hvec (§8.2);
• how the transformation rule used to assemble FockB out of local Fock spaces gives rise
to the transformation rule used to assemble Fock◦CY out of local Fock spaces (§§8.3–
8.4).
With this material in place, we define the restriction map i−1FockB → Fock◦CY in §8.5. In
§8.6 we show that there is a global section CCY of the finite-dimensional Fock sheaf Fock◦CY,
which arises via restriction from the global section CB of FockB. Near the large-radius limit
point, correlation functions of CCY encode Gromov–Witten invariants of the non-compact
Calabi–Yau 3-fold Y = KP2 and near the orbifold point, the correlation functions of CCY
encode Gromov–Witten invariants of the non-compact orbifold X = [C3/µ3]. We will see
in §9 that the genus-g, n-point correlation functions of CCY, which a priori are holomorphic
functions on M◦CY, are in fact meromorphic functions on MCY with poles at the conifold
point − 127 ∈MCY of order at most 2g− 2 + n. Thus we can think of CCY as a global section
of the finite-dimensional Fock sheaf FockCY.
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8.1. Correlation Functions in the Conformal Limit. Recall from Theorem 5.0.1 that the
big B-model log-TEP structure FbigB (and hence the big B-model log-cTEP structure FbigB ) has
logarithmic singularities along Dbig ⊂MbigB . Let L denote the total space of the big B-model
log-cTEP structure and L◦ denote its open subset as defined in Definition 6.3.2. Correlation
functions for the B-model Fock sheaf FockB are local sections ∇nC(g) of Ω1◦(logDbig)⊗n,
where Ω1◦(logDbig) is the sheaf of one-forms on L
◦ logarithmic along pr−1Dbig, satisfying the
conditions (Yukawa), (Jetness), (Grading and Filtration), and (Pole). Correlation functions
for the finite-dimensional Fock sheaf FockCY are local sections ∇nC(g) of Ω1(log{0})⊗n, where
Ω1(log{0}) is the sheaf of one-forms on MCY logarithmic at y1 = 0, satisfying the conditions
(Yukawa) and (Jetness). Roughly speaking, to relate FockB to FockCY, we want to pull back
correlation functions for FockB along
15 the primitive section ζ : M◦CY → L◦. This requires care,
because in general there is no canonical way to restrict logarithmic forms to the logarithmic
locus.
Example 8.1.1. Let i : D →M be the inclusion of a normal crossing divisor into a complex
manifold. Then there is no canonical map i?Ω1M(logD) → Ω1D; indeed the canonical map
goes in the other direction, and fits into an exact sequence
0 // Ω1D
// i?Ω1M(logD)
res // OD // 0
where the map res takes the residue along D.
To pull back correlation functions for FockB, we first restrict to the image of ζ : M◦B → L◦.
Here there is a well-defined pullback, as ζ
∣∣
M◦B
is transverse to the logarithmic locus in L◦;
over M◦CY, it defines a map:
ζ?Ω1◦(logD
big)→ Ω1M◦B(logD)
∣∣
M◦CY
,
where here and hereafter ζ? means the pull-back by ζ : M◦CY → L◦ and D ⊂MB is the divisor
(40). Then we choose a splitting of
(73) 0 // Ω1M◦CY(log{0}) // Ω
1
M◦B(logD)
∣∣
M◦CY
// OM◦CY //
tt
0.
Here the dashed arrow is multiplication by
du2 =
1
3
dy1
y1
+
dy2
y2
=
dy2
y2
.
As we will see in §8.3, in our situation this choice of splitting is canonical. Combining, we
get a restriction map
(74) ζ?Ω1◦(logD
big) −→ Ω1M◦CY(log{0})
as the composition
ζ?Ω1◦(logDbig) // Ω1M◦B(logD)
∣∣
M◦CY
// Ω1M◦CY(log{0})⊕OM◦CY // // Ω
1
M◦CY(log{0})
where the middle arrow is the splitting and the right-hand arrow is projection to the first
factor.
15The primitive section ζ lands in L◦ ⊂ L because Reichelt’s conditions (IC), (GC) hold along M◦CY: see
§5.2.
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Example 8.1.2. We can compute the B-model Yukawa coupling Y (Definition 6.5.1) us-
ing Proposition 3.5.1. Restricting the result to ζ(M◦B), which is possible because ζ
∣∣
M◦B
is
transverse to the logarithmic locus, yields
Y
∣∣
ζ(M◦B)
= − 1
3(1 + 27y1)
(dy1
y1
)⊗3
+ 9(du2)
⊗3.
But the Yukawa coupling in the finite-dimensional setting (Definition 7.1.2) is
YCY = Ω(θ
2ζ, θζ)
(dy1
y1
)⊗3
= − 1
3(1 + 27y1)
(dy1
y1
)⊗3
– see (47). Thus the restriction map (74) takes the Yukawa coupling Y to YCY.
8.2. Opposite Modules in the Conformal Limit. We now discuss how opposite modules
for the big B-model log-cTEP structure that are compatible with the Deligne extension give
rise to opposite line bundles in the conformal limit. This is largely a summary of material
from §§4–5. In §4, we considered the restriction FCY of the B-model log-TEP structure to
MCY×C. This is a log-TEP structure with base (MCY, DCY), which carries an endomorphism
N : FCY → z−1FCY given by the residue of the B-model connection along the divisorMCY×
C ⊂MB × C. Taking the formalization16 of FCY at z = 0 defines a log-cTEP structure FCY
with base (MCY, DCY), equipped with a residue endomorphism N : FCY → z−1FCY induced
by that on FCY. In §4 we considered a six-dimensional vector bundle H, a three-dimensional
vector bundle H, and a two-dimensional vector bundle Hvec; these are related to the log-cTEP
structure FCY as follows:
(75)
Hvec  q
""
H

 r
##
H FCY[z
−1]
The vector bundle H is included in FCY[z
−1] as the degree-1 part; it is preserved by the action
of the residue endomorphism N , so we can regard N as an endomorphism of H. There is a
canonical surjection from H onto H = H/ ImN , and Hvec = (KerN)/(ImN ∩ KerN) sits
canonically as a subbundle of H. The diagram (75) induces the following diagram of Hodge
subbundles:
(76)
F 2vec  p
!!
F 2

 p
  
F
2
FCY
Here F 2 ⊂ H is three-dimensional, F 2 ⊂ H is two-dimensional, and F 2vec ⊂ Hvec is one-
dimensional. These were introduced in §4.1 and §4.3; we give explicit bases for them below.
Let U be an open neighbourhood of y ∈ M◦CY in MbigB . Let P be an opposite module for
the big B-model log-TEP structure (FbigB ,∇B, (·, ·)B) over U \Dbig such that P is compatible
with the Deligne extension (FbigB ,∇B, (·, ·)B)|U in the sense of Definition 5.1.1. The opposite
module P naturally yields an opposite module P for the big B-model log-cTEP structure
(FbigB ,∇B, (·, ·)B) over U . By a slight abuse of language, we call such a P a Deligne-extension-
compatible opposite module for the big B-model log-cTEP structure FbigB . Let PCY denote the
16Since FCY is graded – see (42) – no information is lost by the formalization (FCY,∇) (FCY,∇).
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restriction P to M◦CY ∩ U . Combining Propositions 5.1.5, 4.3.1 and 4.3.2, we find that P (or
PCY) induces an opposite line bundle P over U ∩M◦CY and that (75) induces the following
diagram of opposite modules, filters, and line bundles:
(77)
P U1
~~~~
 p
!!
U1 PCY
Here U1 is the degree-one part of PCY, which is three-dimensional; U1 is the image of U1
under the projection to H, which is one-dimensional; and the opposite line bundle P is equal
to U1. We have that U1 =
〈
z−1D22
〉
+ {s ∈ KerN : [s] ∈ P}.
Let us now give explicit bases for the bundles in (76) and (77), summarizing the discussion
in §4. We have, in the manifold chart MCY \ {y1 =∞}:
KerN =
〈
D1 − 13D2, z−2D32, z−1(1 + 27y1)(D1 − 13D2)2
〉
ImN =
〈
D2, z
−1D22, z
−2D32
〉
Furthermore:
F 2 =
〈
z,D1 − 13D2, D2
〉
F
2
=
〈
[z], [D1 − 13D2]
〉
=
〈
[z], [D1]
〉
=
〈
ζ, θζ
〉
F 2vec =
〈
[D1 − 13D2]
〉
=
〈
[D1]
〉
=
〈
θζ
〉
and:
U1 =
〈
z−1D22, z
−2D32, z
−1(1 + 27y1)(D1 − 13D2)2 + a(D1 − 13D2)
〉
P =
〈
(1 + 27y1)θ
2ζ + aθζ
〉
where a is a scalar-valued function of y1 that parameterizes the opposite filter U1 or line
bundle P .
A key observation is that the surjection KerN  Hvec induces an isomorphism F 2 ∩
KerN
∼−→ F 2vec. That is, the residue endomorphism N singles out a canonical lift of F 2vec to H.
This is also true near the orbifold point. As we now explain, it is this that makes our choice
of splitting in (73) canonical. Note that the Kodaira–Spencer map (see Definition 6.5.4) gives
an isomorphism ζ?Θ◦(logDbig)
∼−→ ζ? pr? FbigB = FCY|M◦CY , and consider the diagram
(78)
ζ?Θ◦(logDbig) ∼
KS // FCY
∣∣
M◦CY
ΘM◦B(logD)
∣∣
M◦CY
  KS //
?
OO
F 2
∣∣
M◦CY
?
OO
〈
z,D1 − 13D2, D2
〉
(
F 2 ∩KerN)∣∣M◦CY?
OO
〈
D1 − 13D2
〉
ΘM◦CY(log{0}) ∼
KS //
OO
F 2vec
∣∣
M◦CY
∼ OO 〈
[D1 − 13D2]
〉
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where the lower-right vertical isomorphism is the canonical lift of F 2vec to H and KS denotes
the Kodaira–Spencer map. There is a unique choice for the dashed arrow that makes the
diagram commute: the bottom horizontal map takes y1
∂
∂y1
to [D1] = [D1 − 13D2], and so the
dashed map must take y1
∂
∂y1
to y1
∂
∂y1
− 13y2 ∂∂y2 . Thus our choice of splitting in (73) is the
unique choice such that this diagram commutes. Dualizing gives:
Lemma 8.2.1. The restriction map (74) is the unique map that makes the following diagram
commute:
ζ?Ω1◦(logDbig)

F∨CY
∣∣
M◦CY
KS?
∼oo
(
F 2 ∩KerN)∨∣∣M◦CY
∼

Ω1M◦CY(log{0})
(
F 2vec
)∨∣∣
M◦CY
KS?
∼oo
8.3. Connections in the Conformal Limit. In this section we will show that the restriction
map (74) sends the connection (Definition 6.7.6)
∇P : Ω1◦(logDbig) −→ Ω1◦(logDbig)⊗Ω1◦(logDbig)(79)
to the connection (Definition 7.2.2)
∇P : Ω1M◦CY(log{0}) −→ Ω
1
M◦CY(log{0})⊗ Ω
1
M◦CY(log{0})(80)
where the opposite line bundle P is induced by the Deligne-extension-compatible opposite
module P as in §8.2. More precisely, these connections are defined on open sets where P
or P are defined, but we shall omit the restriction signs to ease the notation. Note that it
suffices to check the correspondence between the connections (79), (80) on the manifold chart
{y1 6=∞}; we will work only with this chart.
Remark 8.3.1. Since ∇P is not OL◦-linear, it does not induce a map from ζ?Ω1◦(logDbig) to
ζ?Ω1◦(logDbig)⊗2
Since ζ|M◦B is transverse to the logarithmic locus, we can pull back the connection (79) to
get a connection
Ω1◦(logD
big)
∣∣
ζ(M◦B)
−→ Ω1M◦B(logD)⊗
(
Ω1◦(logD
big)
∣∣
ζ(M◦B)
)
Restricting to M◦CY gives
ζ?Ω1◦(logD
big) −→
(
Ω1M◦B(logD)
∣∣∣
M◦CY
)
⊗ ζ?Ω1◦(logDbig)
and using the splitting (73) gives a connection
∇′ : ζ?Ω1◦(logDbig) −→ Ω1M◦CY(log{0})⊗ ζ
?Ω1◦(logD
big).
Explicitly:
∇′α = dy1
y1
⊗
(
∇P(
y1
∂
∂y1
− 1
3
y2
∂
∂y2
)α).
80 TOM COATES AND HIROSHI IRITANI
Let us identify ζ?Ω1◦(logDbig) with F∨CY using the Kodaira–Spencer map, so that
∇′ : F∨CY −→ Ω1M◦CY(log{0})⊗ F
∨
CY
We need to show that ∇′ induces a connection on (F 2vec)∨ via the map F∨CY → (F 2∩KerN)∨ ∼=
(F 2vec)
∨ – see Lemma 8.2.1 – and that this induced connection coincides, via the Kodaira–
Spencer map, with ∇P . To see this, consider the dual connection
∇′ : FCY −→ Ω1M◦CY(log{0})⊗ FCY
and compute:
∇′(D1 − 13D2) =
dy1
y1
⊗∇P(
y1
∂
∂y1
− 1
3
y2
∂
∂y2
)(D1 − 13D2)
=
dy1
y1
⊗ΠP
(
z−1(D1 − 13D2)2
)
= −dy1
y1
⊗ a
1 + 27y1
(D1 − 13D2)
where ΠP : FCY[z
−1] → FCY is the projection along P. Here we used the fact that ΠP on H
is the same as projection H → F 2 along U1, together with the explicit bases from §8.2. Thus
∇′ preserves F 2 ∩ KerN , and so induces a connection on F 2vec. It remains to show that this
induced connection is ∇P . But this is obvious:
∇P (θζ) = dy1
y1
⊗ΠP (θ2ζ)
= −dy1
y1
⊗ a
1 + 27y1
(
θζ
)
where we again used the explicit bases in §8.2. So under the identification F 2vec ∼−→ F 2∩KerN ,
which sends θζ to D1− 13D2, ∇′ coincides with ∇P . Thus we have shown that the restriction
map (74) sends the connection (79) to the connection (80).
8.4. The Propagators Agree in the Conformal Limit. In this section, we prove:
Proposition 8.4.1. Let P1, P2 be Deligne-extension-compatible opposite modules for the big
B-model log-cTEP structure (FbigB ,∇B, (·, ·)B). Let P1, P2 be the corresponding opposite line
bundles. The pull-back by ζ : M◦CY → L◦ of the propagator in the infinite-dimensional setting
(Definition 6.7.7)
ζ?∆(P1,P2) ∈Hom (ζ?Ω◦(logDbig)⊗2,OM◦CY)
is induced from the propagator in the finite-dimensional setting (Definition 7.2.8)
∆(P1, P2) ∈ ΘM◦CY(log{0})⊗2 = Hom ((Ω1M◦CY(log{0}))
⊗2,OM◦CY)
via the restriction map (74).
The log-cTEP structure (FCY,∇, (·, ·)) with base (MCY, DCY) carries anOMCY -linear grad-
ing operator:
Gr(P ) =
[
z ∂∂z , P
]
This is the grading inherited from the GKZ system (Definition 3.4.4). It is a shift of the
grading operator gr inherited from the big B-model log-cTEP structure so that Gr = gr +32 :
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see Example 6.6.5. The OMCY [[z]]-module FCY decomposes as:
FCY =
∞∏
i=0
F
(i)
CY
where F
(i)
CY is the sub-bundle of degree i with respect to Gr. We have:
F
(i)
CY =

〈
1
〉
i = 0〈
z,D2, D2 − 3D1
〉
i = 1〈
z2, zD2, z(D2 − 3D1), D22, D1(D2 − 3D1)
〉
i = 2〈
z3, z2D2, z
2(D2 − 3D1), zD22, zD1(D2 − 3D1), D32
〉
i = 3
zi−3F(3)CY i ≥ 4
Note that F
(1)
CY = F
2 ⊂ H. Recall from Definition 6.7.7 that the propagator ∆(P1,P2) is
induced from the tensor V ∈ FbigB ⊗̂ FbigB = Hom (Fbig∨B ⊗ Fbig∨B ,OMbigB ):
V (ϕ1, ϕ2) := Ω
∨(Π?1ϕ1,Π
?
2ϕ2)
as ∆(P1,P2) = (KS⊗KS) pr?(V ), where Πi : FbigB [z−1]→ FbigB is the projection along Pi.
Proposition 8.4.2. Let VCY denote the restriction of V to M◦CY. Then we have:
VCY ∈
〈
(D2 − 3D1)⊗2
〉
= (F 2 ∩KerN)⊗2 ⊂ F(1)CY ⊗ F(1)CY.
Proof. Lemma 6.7.9 implies that (Gr⊗1 + 1⊗Gr)VCY = 2VCY, and therefore that:
VCY ∈
(
F
(0)
CY ⊗ F(2)CY
)
⊕
(
F
(1)
CY ⊗ F(1)CY
)
⊕
(
F
(2)
CY ⊗ F(0)CY
)
Let us write:
VCY = 1⊗ a2 +
∑
γijφi ⊗ φj + a2 ⊗ 1
where a2 ∈ F(2)CY, γij is symmetric in i and j, and (φ1, φ2, φ3) = (z,D2, D2 − 3D1) is a basis
for F
(1)
CY. We claim that the following equation holds:
(81)
(
D2 ⊗ 1− 1⊗D2
)
VCY = 0
where D2 = −zN is the endomorphism of FCY (see §4.1). To see this, note that, since
D2 = −zN preserves both FCY and Pi|MCY , we have that D2Πi = ΠiD2. Thus:(
D2 ⊗ 1− 1⊗D2
)
VCY =
(
D2 ⊗ 1− 1⊗D2
)(
Π1 ⊗Π2
)
Ω∨
=
(
Π1 ⊗Π2
)(
D2 ⊗ 1− 1⊗D2
)
Ω∨
which is zero as D2 is self-adjoint with respect to Ω. Writing out the graded pieces of (81)
yields:
0 = 1⊗D2a2 (0, 3) component
0 = D2 ⊗ a2 −
∑
γijφi ⊗D2φj (1, 2) component
The first equation shows that a2 ∈ KerD2. The second equation gives φi 6= D2 =⇒ D2φj =
0, i.e. φj = D2 − 3D1, and thus γ11 = γ12 = γ31 = γ32 = 0. Symmetry of γ gives
γ =
0 0 00 γ22 0
0 0 γ33

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The second equation now becomes D2 ⊗ a2 = γ22D2 ⊗ D22, and thus a2 = γ22D22. Since
D2a2 = 0, we conclude that γ22 = 0 and a2 = 0. Thus VCY = γ33(D2 − 3D1) ⊗ (D2 − 3D1)
and the Proposition follows. 
Proof of Proposition 8.4.1. In view of the diagram (78) and Proposition 8.4.2, it suffices to
show that the element Vfd ∈ F 2vec ⊗ F 2vec defined by
Vfd(ϕ1, ϕ2) := Ω
∨(pi?1ϕ1, pi
?
2ϕ2)
coincides with VCY under the identification F
2
vec
∼= F 2 ∩ KerN , where pii : Hvec → F 2vec is
the projection along Pi and ϕi ∈ (F 2vec)∨. Take ϕ ∈ F∨CY and choose vi ∈ Pi|M◦CY such that
ϕ = Ω(vi, ·) for i = 1, 2; then we have
ιϕVCY = v1 − v2 ∈ FCY.
We know that v1 − v2 lies in F 2 ∩ KerN by Proposition 8.4.2. On the other hand, let
ϕ ∈ (F2 ∩ KerN)∨ ∼= (F 2vec)∨ be the image of ϕ and let wi ∈ H be the degree-1 part of vi.
Then we have ϕ = Ω(wi, ·) on F 2vec ∩ KerN . By the correspondence between Pi and Pi in
§8.2, the image [wi] of wi in H = CokN lies in Pi and thus:
ιϕVfd = [w1]− [w2] ∈ F 2vec ⊂ H.
Since v1−v2 is of degree 1, we have v1−v2 = w1−w2. Thus v1−v2 corresponds to [w1]− [w2]
under the isomorphism F 2 ∩KerN ∼= F 2vec. The conclusion follows. 
8.5. The Restriction Map on Fock Sheaves. As discussed, correlation functions for the B-
model Fock sheaf FockB are local sections ∇nC(g) of Ω1◦(logDbig)⊗n satisfying the conditions
(Yukawa), (Jetness), (Grading and Filtration), and (Pole). Applying the restriction map
(74) to such correlation functions {∇nC(g)}g,n yields local sections of Ω1M◦CY(log{0})
⊗n which
satisfy (Yukawa), by Example 8.1.2, and (Jetness), by §8.3. To show that we get a restriction
map on Fock sheaves
(82) i−1FockB → Fock◦CY
it remains only to check that the restriction map takes the propagator for the big B-model
Fock sheaf FockB to the propagator for the finite-dimensional Fock sheaf Fock
◦
CY. This is the
content of §8.4. Theorem 8.0.1 is proved.
8.6. A Global Section of the Finite-Dimensional Fock Sheaf. Applying the restriction
map (82) to the global section CB of FockB (see Theorem 6.9.4) gives a global section CCY
of Fock◦CY. We can compute the correlation functions of CCY with respect to the opposite
line bundle PLR by applying the restriction map to the Gromov–Witten wave function CY ,
which is a global section of FockA,Y . With notation as in Definition 6.8.10, the mirror map
(see Theorem 3.3.1) gives:
t1 = log q1 = log y1 − 3g(y1)
t2 = log q2 = log y2 + g(y1)
where g(y1) =
∞∑
d=1
(3d− 1)!
(d!)3
(−1)d+1yd1 .
Thus 13dt
1 + dt2 = 13d log y1 + d log y2, and the splitting (73) in these co-ordinates is given by
du2 =
1
3dt
1 + dt2. Restricting to the image of ζ
∣∣
M◦CY
sets
t0 = t3 = t4 = t5 = 0 q2 = 0 x
i
n =
{
−1 if n = 1 and i = 0
0 otherwise.
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Let CY = {∇nC(g)Y }g,n denote the Gromov–Witten wave function of Y . Then the restriction
of ∇nC(g)
Y
to ζ(M◦CY) under the map (74) is given by:(
∂t1 − 13∂t2
)n
F
(g)
Y
(t)
∣∣∣
Q1=Q2=1,t0=t3=t4=t5=0,q2=0
(dt1)⊗n
where F
(g)
Y
is the Gromov–Witten potential (7) of Y . Writing
ng,d =
〈〉Y
g,n,(d,0)
=
〈〉Y
g,n,d
d > 0,
we have
the restriction of ∇3C(0)
Y
=
(
−1
3
+
∞∑
d=1
d3n0,d q
d
1
)(dq1
q1
)⊗3
the restriction of ∇C(1)
Y
=
(
− 1
12
+
∞∑
d=1
dn1,d q
d
1
)
dq1
q1
the restriction of C
(g)
Y
=
∞∑
d=0
ng,d q
d
1 for g ≥ 2
(83)
where q1 = e
t1 and we used the fact that
〈
(h1 − 13h2)3
〉Y
1,3,0
=
∫
Y (h1 − 13h2)3 = −13 and〈
h1 − 13h2
〉Y
1,1,0
= − 124
∫
Y (h1 − 13h2) ∪ c2(Y ) = − 112 . These are the correlation functions of
CCY with respect to the opposite line bundle PLR and coincide with (the derivatives of) the
Gromov–Witten potentials of Y .
In a similar way, we can compute the correlation functions of CCY with respect to the
opposite line bundle Porb by applying the restriction map (82) to the Gromov–Witten wave
function CX . Let {t = t4, log q = t1} denote the co-ordinates on H2orb(X ) dual to {1 1
3
, h}
defined in §2.1. Recall that the mirror map in Theorem 3.3.2 gives
t =
∞∑
n=0
(−1)n
∏n−1
j=0 (
1
3 + j)
3
(3n+ 1)!
y3n+11 , log q = 3 log y2.
Thus the splitting (73) is given in these co-ordinates by du2 =
1
3d log q. Writing
norbg,k =
〈
1 1
3
, . . . ,1 1
3
〉X
g,k,0
=
〈
1 1
3
, . . . ,1 1
3
〉X
g,k,0
when 2g − 2 + k > 0
we have:
the restriction of ∇3C(0)X =
( ∞∑
k=0
norb0,k+3
tk
k!
)
(dt)⊗3
the restriction of ∇C(1)X =
( ∞∑
k=0
norb1,k+1
tk
k!
)
dt
the restriction of C
(g)
X =
∞∑
k=0
norbg,k
tk
k!
for g ≥ 2.
(84)
These are the correlation functions for CCY with respect to the opposite line bundle Porb and
coincide with (the derivatives of) the Gromov–Witten potentials of X . This proves:
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Theorem 8.6.1 (cf. Theorem 6.9.4). Let CCY be the section of the Fock sheaf Fock
◦
CY over
M◦CY given as the restriction of the global section CB ∈ FockB under the map (82). Then:
(a) around y1 = 0 and with respect to the opposite line bundle PLR, the correlation func-
tions of CCY are given by the Gromov–Witten potential of Y as in (83);
(b) around y1 = ∞ and with respect to the opposite line bundle Porb, the correlation
functions of CCY are given by the Gromov–Witten potential of X as in (84).
Remark 8.6.2 (cf. Remark 6.9.5). The existence of a global section CCY with these properties
establishes a higher-genus version of the Crepant Resolution Conjecture [15,27, 28, 55,73] for
the crepant resolution Y → X .
9. Estimates at the Conifold Point
Given an open set U ⊂M◦CY and an opposite line bundle P over U , correlation functions
with respect to P for the global section CCY of Fock
◦
CY are holomorphic functions on U .
Recall that there is a unique opposite line bundle Pcon near the conifold point − 127 ∈ MCY:
see Notation 7.2.7. In this section we show that genus-g, m-point correlation functions for
CCY with respect to Pcon extend meromorphically across the conifold point and have a pole
of order at most 2g − 2 +m there. This shows that CCY satisfies the conifold pole condition
in Definition 7.3.1, and thus that CCY extends to a global section of FockCY over MCY. This
follows immediately from the corresponding statement about CB:
Theorem 9.0.1. Let Pcon denote the unique opposite module for FbigB at the conifold point
that is compatible with the Deligne extension (see Proposition 5.1.7) and let Pcon denote the
corresponding opposite module for FbigB (see Example 6.7.4). Consider the pull-back of the
genus-g, m-point correlation function for CB with respect to Pcon along the primitive section
ζ : M◦B → L◦; this gives a local section of Ω1M◦B(logD)
⊗m which is defined in a neighbourhood
of the conifold divisor (y1 = − 127) but is not defined on the divisor itself. This extends
meromorphically across the conifold divisor, and has a pole of order at most 2g−2 +m there.
In outline: this will follow from the Givental’s higher-genus formula – which we used to
define the B-model global section CB, and which expresses each genus-g correlation function
as a finite sum over Feynman graphs – together with an analysis of the stationary phase
asymptotics of various oscillating integrals. The stationary phase analysis will allow us to
estimate the pole order of each ingredient of Givental’s formula.
9.1. Critical Points. Consider the Landau–Ginzburg mirror (pi,W, ω) from §3.1, and iden-
tify the fiber of pi with (C×)3 by setting
w1 = x1x3, w2 = x2x3, w3 =
y1x3
x1x2
, w4 = x3, w5 =
y2
x3
where (x1, x2, x3) ∈ (C×)3. Then the superpotential becomes
W (x1, x2, x3) = x1x3 + x2x3 +
y1x3
x1x2
+ x3 +
y2
x3
and there are six critical points:
(xc1, x
c
2, x
c
3) =
(
3
√
y1, 3
√
y1,
√
y2
1 + 3 3
√
y1
)
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Writing T = y1 +
1
27 for the co-ordinate near the conifold point, we see that four of the critical
points extend holomorphically across T = 0 and the other two escape to infinity there. The
divergent critical points are those for which the critical value
(85) W (xc1, x
c
2, x
c
3) = 2
√
y2(1 + 3 3
√
y1)
approaches zero as T → 0. We also note that xc3 = O(T−1/2) for a divergent c.
Introduce logarithmic co-ordinates near a critical point c, setting
x1 = x
c
1 exp((x
c
3)
−1/2θ1), x2 = xc2 exp((x
c
3)
−1/2θ2), x3 = xc3 exp((x
c
3)
1/2θ3),
and writing
Wij···k(c) =
(
∂
∂θi
∂
∂θj
· · · ∂
∂θk
W
)
(xc1, x
c
2, x
c
3)
for the multiple logarithmic derivative of W at c. Then the logarithmic Hessian at c satisfies:
Hc =
2 3√y1 3√y1 03√y1 2 3√y1 0
0 0 2y2
 H−1c =

2
3 3
√
y1
− 13 3√y1 0
− 13 3√y1 23 3√y1 0
0 0 12y2

and det(Hc) = 6y
2/3
1 y2. These quantities are holomorphic at T = 0. For a divergent critical
point c, and for m, n ≥ 1 and l ≥ 0, we have:
W 1···1︸︷︷︸
m
3···3︸︷︷︸
l
(c) = W 2···2︸︷︷︸
m
3···3︸︷︷︸
l
(c) =
{
0 m odd
O(T
m−l−2
4 ) m even
W 3···3︸︷︷︸
m
(c) =
{
0 m odd
O(T
−m+2
4 ) m even
W 1···1︸︷︷︸
n
2···2︸︷︷︸
m
3···3︸︷︷︸
l
(c) = O(T
n+m−l−2
4 )
as T → 0. At non-divergent critical points, the multiple logarithmic derivatives of W are
holomorphic at T = 0. Altogether, we get
(86) Wi1...ik(c) =
{
O(T−
k
4
+ 1
2 ) if c is divergent;
O(1) if c is non-divergent.
9.2. Givental’s Higher-Genus Formula. Choose a point t ∈ MB \ D ⊂ MbigB . The B-
model log-cTEP structure is tame semisimple at t because W has pairwise distinct eigenvalues.
Correlation functions for the B-model wave function CB with respect to Pcon are obtained by
applying a certain quantized operator R̂t to the product of Kontsevich–Witten tau-functions
T =
∏
c
τ(qc) where qc = qc0 + q
c
1z + q
c
2z
2 + · · · ∈ C[[z]].
Here c ranges over critical points of W and Rt is an invertible C[[z]]-linear operator:
Rt :
∏
c
C[[z]] −→ FbigB |t
This is Givental’s formula for the ancestor potentials of a semisimple Frobenius manifold. It is
discussed, in a notation and framework convenient for our setting, in [23, §§3–4]; the original
reference is [41]. The operator Rt here is a certain “asymptotic fundamental solution” for the
connection ∇B, whose existence near t is guaranteed in general by [40, Proposition 1.1] and
which in our setting we can obtain from a genuine fundamental solution matrix by taking
stationary phase asymptotics.
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Recall from Proposition 5.1.7 that the flat trivialization of FB corresponding to Pcon is given
by the frame 1, D2, D
2
2, D
3
2, D1, (1 + 27y1)D
2
1 at the conifold point (y1, y2) = (−1/27, 0).
Let D1, . . . ,D6 denote differential operators whose classes in the GKZ system give the flat
trivialization associated with Pcon and coincide with the above frame at the conifold point.
Let c be a critical point, and let Γ+(c) denote the Lefschetz thimble given by upward gradient
flow from c of the function x 7→ <(W (x)z ). Let {sc} denote the flat sections of FB dual to the
cycles {Γ+(c)} so that
1
(2piz)3/2
∫
Γ+(c)
sc′ = δc,c′ (cf. §3.2).
Define a matrix St = (sjc) with rows indexed by j ∈ {1, 2, . . . , 6} and columns indexed by
critical points c of W , by expressing the sections sc with respect to the frame D1, . . . ,D6:
sc =
6∑
j=1
sjcDj
The matrix St is a fundamental solution matrix for ∇B; its entries are multi-valued holo-
morphic functions on M◦B × C×. The duality between the sections {sc} and the cycles {Γc}
implies that the (c, j) entry of the inverse matrix S−1t is the oscillating integral
(87) [S−1t ](c,j) =
1
(2piz)3/2
Dj
∫
Γ+(c)
e−W/zω.
In the basis {Di} of FbigB |t, the linear operator R−1t is represented by a formal power series in
z with coefficients in 6 by 6 matrices. The (c, j)-entry of R−1t is obtained from the (c, j)-entry
(87) of S−1t by stationary phase expansion:
eW (c)/z[S−1t ](c,j) ∼ [R−1t ](c,j) as z → +0.
The basis Di can be calculated explicitly up to order O(T ).
Lemma 9.2.1. Define (D′1, . . . ,D′6) := (1, D2, D22 − y2, D32 + zy2 − 2y2D2, D1, (1 + 27y1)D21).
Then Di = D′i +O(T ) in the GKZ system.
Proof. We need to show that D′i gives a flat trivialization associated with Pcon along the
divisor (y1 = −1/27). Since {D′i} coincides with the frame 1, D2, D22, D32, D1, (1 + 27y1)D21 at
(y1, y2) = (−1/27, 0), it suffices to check that the action of D2 in the basis {D′i} is represented
by a matrix independent of z. Indeed, the action of D2 in the basis {D′i} is
0 y2 0 −2y22 0 0
1 0 y2 0 0 0
0 1 0 y2
1
3 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 9y2 0 0

along the divisor y1 = −1/27. The lemma follows. 
9.3. Stationary Phase Asymptotics. We say that a function f of T has T -order α if
f(T ) = O(Tα) as T → 0. We evaluate the T -order of R−1t by examining the stationary phase
asymptotics of (87), where T = y1 +
1
27 is the co-ordinate of t and we shall keep y2 6= 0 fixed.
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Let c be a divergent critical point, and start with the oscillatory integral associated with c.
We have
1
(2piz)3/2
∫
Γ+(c)
e−W/zω ∼ e
−W (c)/z√
xc3
√
detHc
e z2∆ exp
−1
z
∞∑
k=3
1
k!
∑
i1,...,ik
Wi1···ik(c)θi1 · · · θik

θ1=θ2=θ3=0
where ∆ =
∑3
i,j=1H
ij
c
∂
∂θi
∂
∂θj
and H ijc are the matrix entries of the inverse Hessian. We can
obtain this asymptotic expansion by expanding the integrand in Taylor series in θ1, θ2, θ3 and
performing termwise Gaussian integrals: see [20, §6.2; 66, Appendix A]. The factor (xc3)−1/2
comes from ω = (xc3)
−1/2dθ1dθ2dθ3. By Wick’s theorem, the term in square brackets is the
sum over graphs17
• • • • • • . . . . . .
1
where each vertex has valency at least 3, we place the tensor −1z
∑
i1,...,ik
Wi1···ikdθi1 · · · dθik
at a vertex of valency k, and contract using the bivector field z∆ on each edge. A graph with
E edges and V vertices contributes to the coefficient of zE−V in the asymptotic expansion, and
if the graph has vertices of valencies k1, . . . , kV , then its contribution has T -order
∑V
i=1(−ki4 +
1
2) = −E−V2 ; here we used (86). Thus
1
(2piz)3/2
∫
Γ+(c)
e−W/zω ∼ e−W (c)/z
∞∑
n=0
anz
n with an = O(T
1
4
−n
2 ) as T → 0.
The stationary phase asymptotics of D ∫Γ+(c) e−W/zω, with D a differential operator in y1 and
y2, can be computed similarly. For example, if D = D2 = −zy2 ∂∂y2 , we have
1
(2piz)3/2
D2
∫
Γ+(c)
e−W/zω =
1
(2piz)3/2
y2
xc3
∫
Γ+(c)
e−W/z−
√
xc3θ3ω
∼ e
−W (c)/z√
xc3
√
det(Hc)
y2
xc3
e z2∆ exp
−√xc3θ3 − 1z
∞∑
k=3
1
k!
∑
i1,...,ik
Wi1...ik(c)θi1 · · · θik

θ1=θ2=θ3=0
We apply Wick’s theorem again to express this as a sum over graphs. In this case, we allow
graphs to have additional vertices of valency 1 where we place the tensor (−√xc3dθ3). If a
graph has V vertices of valencies k1, . . . , kV ≥ 3, L vertices of valency 1, and E edges, its
contribution has T -order
∑V
i=1(−ki4 + 12)− L4 = −E−V2 . Hence
1
(2piz)3/2
D2
∫
Γ+(c)
e−W/zω ∼ e−W (c)/z
∞∑
n=0
bnz
n with bn = O(T
3
4
−n
2 ) as T → 0.
Combining this method with Lemma 9.2.1, we can compute the T -orders of the asymptotic
expansion of Di
∫
Γ+(c)
e−W/zω for all i. The analysis for a non-divergent critical point is
17As an illustration, we listed all graphs that contribute whose number of edges is less than or equal to 3.
Such a graphical technique is standard in quantum field theory: see e.g. [10, §2; 82, Chapter I.7].
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identical except for the fact that everything is holomorphic at T = 0. Ordering the critical
points so that the first two are divergent and the last four are non-divergent, we see that
(88) R−1t =
∞∑
n=0

[14 − n2 ] [34 − n2 ] [14 − n2 ] [34 − n2 ] [−14 − n2 ] [14 − n2 ]
[14 − n2 ] [34 − n2 ] [14 − n2 ] [34 − n2 ] [−14 − n2 ] [14 − n2 ]
[0] [0] [0] [0] [0] [1]
[0] [0] [0] [0] [0] [1]
[0] [0] [0] [0] [0] [1]
[0] [0] [0] [0] [0] [1]
 z
n
where [α] denotes a term that has T -order α.
We will need similar estimates for the matrix entries of Rt. For this we use the unitarity
condition
Rt(−z)−TRt(z)−1 = G or equivalently,
∑
c
[Rt(−z)−1](c,i)[Rt(z)−1](c,j) = gij
from [41, §1.3]; here G = (gij) = (((−)?Di,Dj)B) is the Gram matrix in Proposition 3.5.1(b)
evaluated at the conifold point (y1, y2) = (−1/27, 0). The unitarity follows directly from the
description (26) of the B-model pairing. Thus
Rt(z) = G
−1Rt(−z)−T
and since
G−1 =

0 0 0 19 0 0
0 0 19 0 0 1
0 19 0 0 0 0
1
9 0 0 0 0 0
0 0 0 0 0 −3
0 1 0 0 −3 0

we conclude that
(89) Rt =
∞∑
k=0

[34 − n2 ] [34 − n2 ] [0] [0] [0] [0]
[14 − n2 ] [14 − n2 ] [0] [0] [0] [0]
[34 − n2 ] [34 − n2 ] [0] [0] [0] [0]
[14 − n2 ] [14 − n2 ] [0] [0] [0] [0]
[14 − n2 ] [14 − n2 ] [1] [1] [1] [1]
[−14 − n2 ] [−14 − n2 ] [0] [0] [0] [0]
 z
n.
9.4. The Proof of Theorem 9.0.1. It remains to translate these estimates for the pole
order in T of stationary phase asymptotics to estimates for the pole order in T of correlation
functions. Choose a point t ∈ MB \ D ⊂ MbigB . As before, we fix the co-ordinate y2 6= 0
of the point t and study the asymptotics of correlation functions as T = y1 +
1
27 goes to
zero. Introduce algebraic co-ordinates (t˜,x) on the total space L of the big B-model log-cTEP
structure, where
• t˜ ∈MbigB represents a point in a neighbourhood of t; and
• x = ∑∞n=1∑6i=1 xineizn ∈ zC6[[z]] are co-ordinates along the fiber of L →MbigB asso-
ciated with the frame D1, . . . ,D6 of FbigB .
See Definition 6.2.2. There is a distinguished flat co-ordinate system18 qˆ ∈ C6[[z]] in the formal
neighbourhood of the fiber L◦t in L
◦, associated with the frame {Di}: see [25, Definition 4.28].
18Note that the flat co-ordinate system qˆ depends on the choice of t.
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This is given by
(90) qˆ = [M(t˜, z)x]+
where [· · · ]+ means the non-negative part as a z-series. The inverse fundamental solution ma-
trix M(t˜, z) here is characterized by the conditions M(t, z) = Id and dM(t˜, z) = 1zM(t˜, z)A(t˜),
where d is the differential in the t˜-direction and 1zA(t˜) is the matrix-valued connection 1-form
for ∇B written in the frame {Di}.
Let {∇mC(g)}g,m denote the correlation functions for CB with respect to Pcon. Givental’s
higher genus formula discussed in §9.2 gives correlation functions along L◦t , expressed in terms
of the flat co-ordinate system qˆ =
∑∞
n=0
∑6
i=1 qˆ
i
neiz
n. Writing
∇mC(g)∣∣
L◦t
=
∑
C
(g)
(n1,i1),...,(nm,im)
(t,x) dqi1n1 ⊗ · · · ⊗ dqˆimnm
and setting19
Acon(t,x) = exp
 ∞∑
g=0
∑
m:2g−2+m>0
~g−1
m!
∑
n1,...,nm
∑
1≤i1,...,im≤6
C
(g)
(n1,i1),...,(nm,im)
(t,x)aˆi1n1 · · · aˆimnm
 ,
we have
(91) Acon(t,x) =
[
exp
(
~
2
∑
V
(n,c),(n′,c′)
t
∂
∂qcn
∂
∂qc
′
n′
)
T ′
]
qc=[R−1t (x+aˆ)]c
where V
(n,c),(n′,c′)
t are coefficients of Givental’s propagator defined below, and T ′ is the product
of the Kontsevich–Witten tau function modified at genus 1:
T ′(q) =
∏
c
exp
 ∞∑
g=0
~g−1
(Fgpt(qc)− δg,1F1pt([R−1t x]c))
 .
Recall that Fgpt is the genus-g descendant potential (16) of a point; we regard it as a function
of the dilaton-shifted co-ordinate qc = −z+ t. Formula (91) follows from the definition of Css
[25, Definition 7.9], the fact that {∇mC(g)} can be obtained from Css by the transformation
rule T (Pss,Pcon), and the following facts:
• the ‘conifold ancestor potential’ Acon(t,x) is the image under the formalization map of
{∇mC(g)} at (t,x), see [25, Definition 5.11], where the formalization map is the one
associated with the frame {Di}.
• T ′(q) is the image under the formalization map of Css at (t, R−1t x), where the for-
malization map is the one associated with the semisimple trivialization. To see this
combine Lemma 5.13 and Lemma 7.13 of [25].
• the transformation rule T (Pss,Pcon) is expressed in terms of the action of Givental’s
quantized operator R̂t through the formalization map; see [25, Theorem 5.14].
Definition 9.4.1. Givental’s propagator {V (n,c),(n′,c′)t } associated with Rt is defined by
∞∑
n=0
∞∑
n′=0
(−1)n+n′V (n,c),(n′,c′)t wnzn
′
=
[
Rt(−w)−1Rt(z)− Id
z + w
]
(c,c′)
where c, c′ range over critical points of W .
19Acon(t,x) is a formal power series in the shifted flat co-ordinate aˆ =
∑∞
n=0
∑6
i=1 aˆ
i
neiz
n := qˆ − x on a
neighbourhood of (t,x).
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The formula (91) together with the discussion in [23, §3] implies that C(g)(n1,i1),...,(nm,im)(t,x) is
given by the sum over decorated connected Feynman graphs
1
where
• each vertex v is labelled by an integer gv ≥ 0;
• the graph has m external half-edges, called legs, labelled by {1, . . . ,m};
• a label (l, c) ∈ Z≥0 × {critical points of W} is assigned to each pair of a vertex and a
half-edge incident to it; note that we assign a label (l, c) to legs (external half-edges)
too so that legs have two different kinds of labels;
• the Euler number χ of the graph satisfies g = 1− χ+∑v:vertex gv;
and we require that, for each vertex v, if (l1, c1), . . . , (lk, ck) are all the labels attached to
half-edges incident to v, then
l1 + · · ·+ lk ≤ 3gv − 3 + k and 2gv − 2 + k > 0
There are finitely many such decorated Feynman graphs [41]. The contribution of such a
graph Γ to C
(g)
(n1,i1),...,(nm,im)
(t,x) is:
(92)
1
|Aut(Γ)|
∏
e∈E(Γ)
(edge term for e)
∏
v∈V (Γ)
(vertex term for v)
∏
`∈L(Γ)
(leg term for `)
where the edge term for an edge with labels (l, c), (l′, c′) is the coefficient V (l,c),(l
′,c′)
t of
Givental’s propagator; the vertex term for a vertex v incident to half-edges with labels
(l1, c1), . . . , (lk, ck) is
20
∂kFgvpt
∂qcl1∂q
c
l2
· · · ∂qclk
∣∣∣∣∣
qc=[R−1t x]c
=
∞∑
p=0
1
p!
〈
ψl11 , . . . , ψ
lk
k , t
c(ψk+1), . . . t
c(ψk+p)
〉pt
gv ,k+p,0
=
∞∑
p=0
(−qc1)−(2gv−2+k+p)
1
p!
〈
ψl11 , . . . , ψ
lk
k ,q
c
≥2(ψk+1), . . . ,q
c
≥2(ψk+p)
〉pt
gv ,k+p,0
(93)
if c1 = · · · = ck = c and zero otherwise, where we set
(94) qc(z) = −z + tc(z) = [Rt(z)−1x(z)]c,
and qc≥2(z) denotes the truncation of the z-series q
c(z) at degree two; and finally the leg
term of a leg ` with labels s ∈ {1, . . . ,m} and (l, c) is [R−1t eiszns ]cl , where [· · · ]cl denotes the
coefficient of zl in the cth component.
Now we restrict (t,x) to lie on the image of the primitive section ζ : M◦B → L◦, and evaluate
the T -order of C
(g)
(n1,i1),...,(nm,im)
(t,x). The primitive section ζ is given by −z = −zD′1 in the
GKZ system. Since the frame {Di} is homogeneous and D′1 = 1 has the lowest possible degree,
it follows that D1 = f(T )D′1 for some holomorphic function f(T ) such that f(0) = 1 and f is
independent of y2 or z. Therefore the section ζ is given in terms of x by
(95) x11 = −1 +O(T ), x21 = · · · = x61 = 0, x1n = · · · = x6n = 0 for all n ≥ 2.
20We used the Dilaton equation in the second line.
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On this locus, using (94) and (88), we have for n ≥ 1,
qcn =
{
O(T
3
4
−n
2 ) if c is divergent;
O(1) if c is non-divergent.
A more careful analysis of the first column of R−1t shows that qc1 is exactly of T -order
1
4 if c
is divergent, and is exactly of T -order 0 if c is non-divergent. Thus we find for every critical
point c,
(qc1)
−1 = O(T−1/4) and qcn = O(T
3
4
−n
2 ) for n ≥ 2.
We can estimate the T -order of the vertex term (93) from this. Using the fact that the
coefficient of qcj1 · · · qcjp (with j1, . . . , jp ≥ 2) in (93) is non-zero only when l1 + · · ·+ lk + j1 +
· · ·+ jp = 3gv − 3 + k + p, we find that the T -order of the vertex term (93) is at least
(96)
−(2gv − 2 + k + p)
4
+
p∑
r=1
(
3
4
− jr
2
)
= −(2gv − 2)−
k∑
r=1
(
3
4
− lr
2
)
.
The T -order of the leg term [R−1t eiszns ]cl is −14 − l−ns2 by (88). To compute the T -order of
the edge term, writing∑
l,l′≥0
(−1)l+l′V (l,c),(l′,c′)t wlzl
′
=
[
Rt(−w)−1Rt(z)−Rt(−w)
z + w
]
(c,c′)
=
∞∑
l=0
∞∑
l′=0
(−1)lwlzl′
∑
e+e′=l+l′+1,e≤n
[
(R−1t )e(Rt)e′
]
(c,c′)
with Rt(z)
−1 =
∑
e≥0(R
−1
t )ez
e and Rt(z) =
∑
e≥0(Rt)ez
e, and using (88) and (89), we find
that V (l,c),(l
′,c′) = O
(
T−
l+l′+1
2
)
as T → 0, for all pairs (c, c′) of critical points. Since
− l + l
′ + 1
2
=
(
3
4
− l
2
)
+
(
3
4
− l
′
2
)
− 2
let us split the contribution O
(
T−
l+l′+1
2
)
from an edge e with labels (l, c) and (l′, c′) up
into contributions O(T
3
4
− l
2 ) and O(T
3
4
− l′
2 ) carried by the two half-edges given by e and a
contribution O(T−2) carried by e itself. We include this new contribution O(T
3
4
− l
2 ) from a
half-edge with label (l, c) into the T -order of vertices or legs incident to it. Then, the new
T -order of the vertex term of a vertex v becomes −(2gv− 2) – see (96) – and the new T -order
of the leg term of a leg labelled by s ∈ {1, . . . ,m} is −1 + ns2 . Therefore the total T -order of
the contribution from a graph Γ is at least
edge terms︷ ︸︸ ︷
−2|E(Γ)|
vertex terms︷ ︸︸ ︷
−
∑
v∈V (Γ)
(2gv − 2)
leg terms︷ ︸︸ ︷
−
∑
1≤s≤m
(
1− ns
2
)
≥ −(2g − 2 +m)
where we used g =
∑
v∈Γ(V ) gv + 1− χ. Summing over all graphs, we find that
C
(g)
(n1,i1),...,(nm,im)
(t,x) = O(T−(2g−2+m))
as T → 0 on the image of ζ.
We need to check that the change of co-ordinates (90) does not affect the pole order in T .
Recall that C
(g)
(n1,i1),...,(nm,im)
(t,x) is an m-tensor written in the basis {dqˆin} of 1-forms. Write
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t˜ = (t˜1, . . . , t˜6) for a co-ordinate system centered at t, and write 1zA =
1
z
∑6
α=1Aα(t˜)dt˜
α for
the connection 1-form of ∇B. Equation (90) gives
qˆi0 =
∑
α
t˜α[Aα(t)x1]
i +O(|t˜|2)
qˆin = x
i
n +
∑
α
t˜α[Aα(t)xn+1]
i +O(|t˜|2) for n ≥ 1.
Since the section ζ = −z has co-ordinates xin = 0 for n ≥ 2 – see (95) – we have:
ζ?(dqˆi0)
∣∣
t
= [∇Bζ]i0 = δ1,i
dy1
y1
+ δ2,i
dy2
y2
+O(T )
ζ?(dqˆin)
∣∣
t
= dxin for n ≥ 1
where [· · · ]i0 means the coefficient in front of z0Di when expanded in the basis {znDi}. These
1-forms are regular along T = 0. This means that ζ?(∇mC(g)) has poles of order 2g − 2 +m
along y1 = −1/27, for any fixed y2 6= 0. We already know from Theorem 6.9.4 that ∇mC(g)
extends regularly across y2 = 0 as a logarithmic tensor; Hartog’s Principle applied to a section
of Ω1MB(logD)
⊗m thus proves Theorem 9.0.1.
Remark 9.4.2. In this section, we studied correlation functions on the image of ζ, but the
pole order along T = y1 +
1
27 = 0 depends on the choice of slice. A similar analysis shows
that C(g)(t,x) (the 0-point correlation function, with g ≥ 2) has pole of order g − 1 along
T = 0 for a fixed generic x. The restriction to the image of ζ is special because ζ touches the
discriminant divisor P (t, x1) = 0 (see equation (58)) at the conifold point; this follows from
qc1 = [R
−1
t x1]
c = O(T 1/4) on the image of ζ for a divergent c. We have the 5g − 5 pole order
condition along the discriminant (Definition 6.8.1), and correlation functions on the image
of ζ acquire part of their poles from this.
10. Modularity
We now apply the theory developed in the preceding sections to show that the Gromov–
Witten potential of local P2 is a quasi-modular function with respect to the congruence sub-
group Γ1(3) of SL(2,Z):
Γ1(3) =
{(
a b
c d
)
∈ SL(2,Z) : a ≡ d ≡ 1, c ≡ 0 mod 3
}
.
10.1. The Mirror Family for Local P2. As discussed in the Introduction, the mirror to the
non-compact Calabi–Yau manifold Y is a certain family of elliptic curves {Ey : y ∈ MCY}.
This family has been studied by many authors: see for example [2, 16, 31, 51, 62, 77, 78]. We
summarize the aspects of this work that we need.
10.1.1. A Family of Elliptic Curves with Γ1(3)-Level Structure. Recall that MCY = P(3, 1)
and DCY = {− 127 , 0}. We will see the mirror family of Y emerging in the conformal limit
y2 → 0 of the Landau–Ginzburg potential mirror to Y = P(OP2 ⊕OP2(−2)) from §3.1:
Wy = w1 + w2 + w3 + w4 + w5 with w1w2w3 = y1w
3
4, w4w5 = y2.
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Setting the last co-ordinate w5 = y2/w4 to zero and considering the zero locus of Wy in the
projective space with co-ordinates [w1, w2, w3, w4], we obtain a family of elliptic curves
Ey =
{
[w1, w2, w3, w4] ∈ P3 : w1w2w3 = yw34, w1 + w2 + w3 + w4 = 0
}
= compactification of
{
(w1, w2) ∈ (C×)2 : w1 + w2 + y
w1w2
+ 1 = 0
}
parametrized by y = y1 ∈ C ⊂ MCY. The second line is a presentation in the affine chart
w4 = 1. The curve Ey has singularities when y ∈ DCY. By introducing a co-ordinate
v = (w1w2w3)
1/3, we can extend the family across the orbifold point y =∞ as
Ey =
{
[w1, w2, w3, v] ∈ P3 : w1w2w3 = v3, w1 + w2 + w3 + yv = 0
}
with y = y1 = y
−1/3. The isotropy group µ3 at y = ∞ ∈ P(3, 1) acts on the family as
v 7→ ξ−1v, y 7→ ξy. A holomorphic volume form on Ey is given by the one-form
λy =
1
3
d logw1 ∧ d logw2
d(w1 + w2 +
y
w1w2
+ 1)
=
dw1
3w1(w2 − yw1w2 ))
where (w1, w2) ∈ (C×)2 are co-ordinates on the affine chart.
Remark 10.1.1. Aganagic–Bouchard–Klemm [2] worked with a 3-fold covering pi : E˜y → Ey
given by
E˜y =
{
[X,Y, Z] ∈ P2 : X3 + Y 3 + Z3 + yXY Z = 0}
where pi maps [X,Y, Z] to [w1, w2, w3, v] = [X
3, Y 3, Z3, XY Z].
A Γ1(3)-level structure on an elliptic curve E (equipped with a group structure) is by
definition choice of a 3-torsion point t on E. This is equivalent to the choice of an order-3
automorphism σ of E without fixed points, or to a non-zero element ` in H1(E,Z/3Z). We
introduce a group structure on Ey such that [w1, w2, w3, w4] = [1,−1, 0, 0] ∈ Ey is the identity
element, and define a Γ1(3)-structure on Ey by the order 3 automorphism σ:
σ : [w1, w2, w3, w4] 7→ [w3, w1, w2, w4]
The corresponding 3-torsion point is t = σ(0) = [0, 1,−1, 0] ∈ Ey. For a path γ connecting 0
and t, 3γ defines a non-zero element ` ∈ H1(Ey,Z/3Z), which is independent of the choice of
the path γ. The set of ordered bases {α, β} for H1(Ey,Z) satisfying α · β = 1 and [α] = ` is
a torsor over Γ1(3), via change of basis.
A marked elliptic curve is a pair (E, {α, β}) of an elliptic curve E (with group structure) and
a symplectic basis, also called a marking, {α, β} ⊂ H1(E,Z) with α ·β = 1. The moduli space
of marked elliptic curves can be identified with the upper-half plane H = {τ ∈ C : =(τ) > 0}
via the period map (E, {α, β}) 7→ τ = ∫β λ/ ∫α λ ∈ H, where λ is a non-zero holomorphic
one-form on E. We call τ a modular parameter. We let SL(2,Z), and hence PSL(2,Z), act on
the upper-half plane by fractional linear transformations(
a b
c d
)
· τ = aτ + b
cτ + d
which corresponds to the change of markings
(97) (α, β) 7→ (α′, β′) = (α, β)
(
d b
c a
)
.
The moduli stack of elliptic curves with Γ1(3)-level structure is identified with the quotient:
(98) [H/Γ1(3)]
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The Γ1(3)-orbit of a marked elliptic curve (E, {α, β}) corresponds to the elliptic curve E with
the Γ1(3)-level structure ` = [α] ∈ H1(E,Z/3Z).
Remark 10.1.2. The Γ1(3)-structure on Ey lifts to a level-3 structure on E˜y, i.e. to a basis of
3-torsion points. The corresponding order-3 automorphisms are given by [X,Y, Z] 7→ [Z,X, Y ]
and [X,Y, Z] 7→ [X, ξY, ξ2Z] with ξ ∈ µ3.
Proposition 10.1.3. The base space MCY \DCY of the mirror family can be identified with
the moduli stack (98) of elliptic curves with Γ1(3)-level structure.
Proof. As we saw, MCY \ DCY is equipped with a family of elliptic curves with Γ1(3)-level
structure. Hence we have a canonical map MCY \DCY → [H/Γ1(3)]. The j-invariant of Ey
is given by
j(Ey) = − (1 + 24y)
3
y3(1 + 27y)
and this gives the compositionMCY \DCY → [H/Γ1(3)]→ H/PSL(2,Z) ∼= C. We can easily
see that this has the same degree (= 4) and ramification data (at j = 0, 1728) as the covering
[H/Γ1(3)]→ H/PSL(2,Z). Thus the coarse moduli spaces of MCY \DCY and [H/Γ1(3)] are
the same. The µ3-orbifold structures at y =∞, τ = e2pii/3 also match. 
0− 12 12
1
Figure 6. A fundamental domain for H/Γ1(3). Note that Γ1(3) is generated
by τ 7→ τ + 1 and τ 7→ τ/(3τ + 1). The large-radius limit point is τ = +∞i,
the conifold point is τ = 0, and the orbifold point is τ = −12 + i2√3 =
ξ−1
3 ,
where the parameter τ is as in Corollary 10.2.10.
10.1.2. A Relative Cohomology Mirror and the Picard–Fuchs Equation. Let Fy = Fy(w1, w2)
denote the defining equation of Ey on the affine chart (w1, w2) ∈ (C×)2:
Fy = w1 + w2 +
y
w1w2
+ 1.
The corresponding affine elliptic curve
E◦y =
{
(w1, w2) ∈ (C×)2 : Fy(w1, w2) = 0
}
is Ey \ {0, t, 2t}, where t is the 3-torsion point as before. Near y = ∞, by introducing
variables v1 = yw1, v2 = yw2, we define
(99) E◦y =
{
(v1, v2) ∈ (C×)2 : v1 + v2 + 1/(v1v2) + y = 0
}
= Ey \ {0, t, 2t},
where y = y−1/3. A mirror for Y is given by the relative cohomology of the pair
(
(C×)2, E◦y
)
;
such a mirror has been analysed by Stienstra [77], N. Takahashi [78] and Konishi–Minabe [62].
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We shall see that the variation of Hodge structure on H1(Ey) corresponds to the rank 2 vector
bundle Hvec from §4.2, and that the variation of mixed Hodge structure on H2
(
(C×)2, E◦y
)
corresponds to the rank 3 vector bundle H there. Let ζy ∈ H2
(
(C×)2, E◦y
)
denote the relative
cohomology class given by
ζy =
dw1
w1
∧ dw2
w2
=
dv1
v1
∧ dv2
v2
.
Proposition 10.1.4 ([6, 62,77,78]). The classes ζy ∈ H2
(
(C×)2, E◦y
)
, λy ∈ H1(Ey) satisfy
θζy = δ
(
λy
∣∣
E◦y
)
where θ = ∇y ∂
∂y
is the Gauss–Manin connection and δ : H1(E◦y) → H2
(
(C×)2, E◦y
)
is the
connecting homomorphism. They satisfy the Picard–Fuchs equations:(
θ3 + 3yθ(3θ + 1)(3θ + 2)
)
ζy = 0(
θ2 + 3y(3θ + 1)(3θ + 2)
)
λy = 0
(100)
Proof. Let C ∈ H2
(
(C×)2, E◦y
)
be a relative cycle. Working in the chart near y =∞, we find
3y
∂
∂y
∫
C
ζy = −y ∂
∂y
∫
C
ζy =
∫
∂C
y
d log v1 ∧ d log v2
d(v1 + v2 +
1
v1v2
)
= 3
∫
∂C
λy
(see [78, Lemma 1.8], [62, Lemma 4.3]). This gives the first equation. The Picard–Fuchs
equations are well-known: see [6, Theorem 14.2] and [77, §6]. 
Corollary 10.1.5. We have the following isomorphisms.
(1) The rank 3 vector bundle
⋃
yH
2((C×)2, E◦y) overMCY\DCY equipped with the Gauss–
Manin connection is isomorphic to the vector bundle (H,∇) from §4.2 .
(2) The rank 2 vector bundle
⋃
yH
1(Ey) overMCY\DCY equipped with the Gauss–Manin
connection is isomorphic to the vector bundle (Hvec,∇) from §4.2.
These isomorphisms map ζy ∈ H2((C×)2, E◦y) to ζ ∈ H and λy ∈ H1(Ey) to θζ ∈ Hvec.
Proof. The vector bundles (H,∇), (Hvec,∇) are described by the same Picard–Fuchs equa-
tions (100); see (45). 
Consider now the diagram:
0 // H2
(
(C×)2
)
// H2
(
(C×)2, E◦y
) ∂ // H1(E◦y)
i∗

// H1
(
(C×)2
)
// 0
H1(Ey)
where we use Z coefficients and the top row is exact. Since <(Fy) : (C×)2 → R is a Morse
function with 3 critical points of Morse index 2, it follows from Morse theory that
H1((C×)2, E◦y) = 0, H2((C×)2, E◦y) ∼= Z3;
see e.g. [54, §3.3.1]. Generators of H2
(
(C×)2, E◦y
)
are given by 3 Lefschetz thimbles emanating
from critical points of Fy. We define the lattice of vanishing cycles to be
VCy := Im
(
i∗ ◦ ∂ : H2
(
(C×)2, E◦y ;Z
)→ H1(Ey;Z)) .
96 TOM COATES AND HIROSHI IRITANI
Proposition 10.1.6. The sublattice VCy ⊂ H1(Ey;Z) is of index 3 and is given by
VCy = 3H1(Ey;Z) +
{
α ∈ H1(Ey;Z) : [α] = `
}
= pi∗H1(E˜y;Z)
where ` ∈ H1(Ey,Z/3Z) is the Γ1(3)-level structure of Ey and pi : E˜y → Ey is the 3-fold
covering described in Remark 10.1.1.
Proof. We work in the chart near y = ∞ and use the presentation (99) of E◦y . Consider
the projection E◦y → C, (v1, v2) 7→ v1 to the v1-plane, which extends to a ramified covering
Ey → P1. This has 4 branch points given by v1 = 0 and v1(v1 + y)2 = 4; note that v1 = ∞
is not a branch point. The branch points move as y varies, and two of them coalesce when
y = −3ξj , j ∈ {0, 1, 2}, with ξ = e2pii/3, where Ey is singular. The three vanishing cycles
on Ey=∞ associated with three paths [0,−3ξi], i ∈ {0, 1, 2}, on the y-plane are given by
the trajectories of coalescing branch points: see Figure 7. It is then easy to see that these
vanishing cycles generate a sublattice of index 3. Thus VCy is of index 3.
On the other hand, the sublattice VCy is clearly invariant under monodromy. Since we
have MCY \DCY ∼= [H/Γ1(3)], the monodromy group is Γ1(3) and acts on symplectic bases
of H1(Ey,Z) by (97). It is easy to see that there is a unique sublattice of index 3 which is
invariant under Γ1(3). The conclusion follows. 
•
•
•
•0 4 13
4
1
3 ξ
4
1
3 ξ2
α
β
γ1
1
Figure 7. A vanishing cycle γ1 on E∞, pictured on the v1-plane. The black
dots are branch points. Two other vanishing cycles γ2, γ3 are obtained from
γ1 by 2pi/3, 4pi/3 rotations respectively. The cycles {α, β} give a symplectic
basis. With some choice of orientations, we find γ1 = 2α + β, γ2 = α + 2β,
γ3 = −α+ β.
Remark 10.1.7. As a mirror to Y , Chiang–Klemm–Yau–Zaslow [16] considered periods of
a multi-valued one-form ∫
γ⊂Ey
log(w1)
dw2
w2
and periods of the 3-fold Yˇ =
{
(w1, w2, u, v) ∈ (C×)2 × C2 : Fy(w1, w2) + uv = 0
}
:∫
S⊂Yˇ
dw1
w1
∧ dw2
w2
∧ du
u
.
These are equivalent, up to a Tate twist, to the relative cohomology mirror [62].
10.2. Periods and Compactly Supported K-theory. We next compute periods of the
mirror family as explicit hypergeometric series. To do this, we identify periods over integral
cycles with elements of the compactly supported K-group of Y (or X ) via the Γ̂-integral
structure [54–56]. We then identify the modular parameter τ with the second derivative of
the genus-zero Gromov–Witten potential of Y . Most of the computations in this section are
already in the literature, in particular in work of Hosono [51].
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10.2.1. I-function, Γ̂-Integral Structure and Monodromy. The I-functions [18,39] of Y and X
are the power series
IY (y, z) =
∞∑
d=0
yh/z+d
∏3d−1
m=0 (−3h−mz)∏d
m=1(h+mz)
3
IX (y, z) =
∞∑
d=0
yd
∏
0≤m<d/3,〈d/3〉=〈m〉(−mz)3
d!zd
1〈d/3〉
which take values, respectively, in HY = H
•(Y ) and HX = H•orb(X ). In the second line, 〈r〉
denotes the fractional part of a real number r. The components of IY written in the basis
{1, h, h2}, or the components of IX written in the basis {1,1 1
3
,1 2
3
}, form a basis of solutions
to the Picard–Fuchs equation (100) satisfied by ζy. Therefore periods of ζy can be written as
certain linear combinations of these hypergeometric series. In what follows, we set z = 1 and
write IY (y) = IY (y, 1) and IX (y) = IX (y, 1). The Mirror Theorem [40, Theorem 4.2] implies
that the I-function of Y can be expanded as
IY (y) = 1 + th+
∂F 0Y
∂t
(−3h2)
where t = t(y) is the mirror map for Y , given by t(y) = log y + g(y) with g(y) as in Theo-
rem 3.3.1, and
(101) F 0Y (t) = −
1
18
t3 +
∞∑
d=1
〈〉Y0,0,d etd
is the genus-zero Gromov–Witten potential21 restricted to H2(Y ). The Mirror Theorem [18,
Theorem 4.6] implies that the I-function of X can be expanded as
IX (y) = 1 + t1 1
3
+
∂F 0X
∂t
(31 2
3
)
where t = t(y) is the mirror map for X , which is the same map as appeared in Theorem 3.3.2,
and
(102) F 0X (t) =
∞∑
n=3
〈
1 1
3
, . . . ,1 1
3
〉X
0,n,0
tn
n!
.
is the genus-zero Gromov–Witten potential restricted to H2orb(X ).
Consider now the Γ̂-integral structure [54, §2.4; 55, §2]. The classes Γ̂Y ∈ HY , Γ̂X ∈ HX
are defined by:
Γ̂Y := Γ(1 + h)
3 Γ(1− 3h) = 1 + pi2h2, Γ̂X :=
2⊕
i=0
Γ(1− i3)31 i3 .
Let X denote either Y or X and consider the K-group Kc(X) of coherent sheaves on X with
compact support. The groups Kc(Y ), Kc(X ) are freely generated by 3 coherent sheaves:
Kc(Y ) = 〈Opt,OP1(−1),OP2(−1)〉 , Kc(X ) =
〈O0,O0 ⊗ %,O0 ⊗ %2〉
21We added a cubic term to F 0Y which is responsible for the cup product.
98 TOM COATES AND HIROSHI IRITANI
where P1 ⊂ P2 denotes a line and % is the standard one-dimensional representation of µ3. For
V ∈ Kc(X), we define a vector Ψ(V ) lying in the compactly supported (orbifold) cohomology
HX,c of X by
Ψ(V ) = Γ̂X ∪ (2pii)
deg
2 inv∗ c˜h(V ).
This is an analogue of the Mukai vector. For a precise definition of the right-hand side, we
refer the reader to [54, §2.4] and [55, §2.5]. In the case at hand, we have:
Ψ(Opt) = (2pii)3[pt]
Ψ(OP1(−1)) = (2pii)2[P1]
Ψ(OP2(−1)) = (2pii)
(
1 + piih− pi2h2) ∩ [P2]
for Y and
Ψ(O0 ⊗ %i) = (2pii)3
(
1
3
[pt] +
ξ−i
Γ(13)
3
1 1
3
− ξ
−2i
Γ(23)
3
1 2
3
)
i ∈ {0, 1, 2}
for X , where [pt] ∈ H6c (X ) ⊂ H6orb,c(X ) is the class of a non-stacky point, so that (1, [pt]) = 1,
and ξ = e2pii/3. Cf. [55, Example 2.16].
Definition 10.2.1 ([54, 55]). Let X be Y or X . We define the quantum cohomology central
charge of V ∈ Kc(X) to be
ΠX(V ) =
(
(−1)deg /2IX ,Ψ(V )
)
where IX is the I-function of X and (·, ·) is the natural pairing between (orbifold) cohomology
and compactly supported (orbifold) cohomology.
Remark 10.2.2. The quantum cohomology central charge in [54, 55] is a function of the
A-model co-ordinates (Ka¨hler parameters) and is related to the present one by a change of
co-ordinate given by the mirror map, together with a multiplicative factor of (2pii)−3 . Under
the mirror map t = t(y) for Y , we have
ΠY (Opt) = (2pii)3
ΠY (OP1(−1)) = −(2pii)2t
ΠY (OP2(−1)) = −(2pii)
(
pi2 + piit+ 3
∂F 0Y
∂t
)
.
(103)
Similarly, under the mirror map t = t(y) for X , we have
(104) ΠX (O0 ⊗ %i) = (2pii)3
(
1
3
+
ξ−2i
3Γ(23)
3
t +
ξ−i
Γ(13)
3
∂F 0X
∂t
)
, i ∈ {0, 1, 2}.
We introduce period vectors
−→
ΠY and
−→
ΠX as follows:
−→
ΠY :=
(
ΠY (Opt),ΠY (OP1(−1)),ΠY (OP2(−1))
)
,
−→
ΠX :=
(
ΠX (O0),ΠX (O0 ⊗ %),ΠX (O0 ⊗ %2)
)
.
They are power series solutions defined near y = 0, y = y−1/3 = 0 respectively; since they
satisfy the Picard–Fuchs equation, they analytically continue to the universal cover ofMCY \
DCY. Take a base point y0 ∈MCY \DCY such that 0 < y0  1. We choose a branch of −→ΠY
around y0 by requiring that log y0 ∈ R.
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Proposition 10.2.3 ([32,50,51]). Under analytic continuation along the positive real line in
the y-plane, we have
−→
ΠY =
−→
ΠX
1 0 01 −1 0
1 1 1
 .
Moreover, the analytic continuation of
−→
ΠY along the loops γLR, γcon, γorb in Figure 8 are
given by
−→
ΠYMLR,
−→
ΠYMcon,
−→
ΠYMorb respectively, where
MLR =
1 −1 00 1 −1
0 0 1
 , Mcon =
1 0 00 1 0
0 3 1
 , Morb =
1 1 10 1 1
0 −3 −2
 .
Proof. The analytic continuation has been computed in [32,50,51] in a slightly different basis.
The Barnes integral representation for the I-function yields the connection formula between−→
ΠY and
−→
ΠX : see e.g. [27, Appendix; 50, Appendix A]. It is easy to see that the monodromy
around the orbifold point y =∞ corresponds to (−)⊗ % on Kc(X ) and that the monodromy
around the large radius limit point y = 0 corresponds to (−)⊗O(−1) on Kc(Y ). This together
with the connection formula yields MLR and Morb. The conifold monodromy Mcon is then
given by M−1LRM
−1
orb. 
• • •×
y0− 127 0 ∞
?
-
ff
-
	
γcon
γLR
γorb
1
Figure 8. Paths inMCY \DCY. The base point y0 of the analytic continua-
tion is chosen so that 0 < y0  1.
Remark 10.2.4 ([12, 26, 49–51]). The connection matrix relating
−→
ΠY and
−→
ΠX coincides
with the Fourier–Mukai transformation between compactly supported K-groups. Consider
the diagram
[OP2(−1)/µ3]
f
yy
g
&&
Y X
and the Fourier–Mukai transformation Φ(−) = Rg∗(f∗(−)⊗O(−1)⊗ %). Then we have:
(Φ(Opt),Φ(OP1(−1)),Φ(OP2(−1))) =
(O0,O0 ⊗ %,O0 ⊗ %2)
1 0 01 −1 0
1 1 1
 .
As we remarked in the proof, MLR and Morb correspond to the autoequivalences (−)⊗O(−1),
(−)⊗% respectively. The inverse conifold monodromy M−1con corresponds to the Seidel–Thomas
spherical twist by the object OP2(−1). Observe also that the 2× 2 right-lower submatrices of
MLR,Mcon,Morb generate Γ1(3).
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Remark 10.2.5. The above matrices MLR,Mcon,Morb represent the monodromy acting on
homology H2
(
(C×)2, E◦y
)
; the monodromy acting on cohomology H2
(
(C×)2, E◦y
)
, or equiva-
lently the monodromy of
(
H,∇), is given by the adjoint-inverse of these matrices.
10.2.2. Identification of periods with hypergeometric series. We show that quantum cohomol-
ogy central charges are periods of ζy over integral cycles, and vice versa.
Lemma 10.2.6 ([51, Appendix A]). For 0 < y < 127 , let ΓR ∈ H2
(
(C×)2, E◦−y
)
denote the
class of a Lefschetz thimble associated to the critical value 1 − 3y1/3 of F−y and the straight
path [0, 1− 3y1/3], i.e.
ΓR =
{
(w1, w2) ∈ (C×)2 : w1 < 0, w2 < 0, w1 + w2 + −y
w1w2
+ 1 ≥ 0
}
.
Then we have
ΠY (OP2(−1))(epiiy) = 2pii
∫
ΓR
ζ−y.
Remark 10.2.7. The (2pii) factor on the right-hand side here reflects the fact that we are
working with a 2-dimensional relative cohomology mirror model, instead of a 3-dimensional
mirror.
Proof of Lemma 10.2.6. Hosono [51, equation (A.4)] evaluated the period integral over a van-
ishing sphere in the 3-dimensional mirror model (see Remark 10.1.7), and his computation
implies the lemma. We give another proof using the Mellin transform, which was used by
Katzarkov–Kontsevich–Pantev [58] to compute oscillatory integrals mirror to Pn. Via the
co-ordinate change u1 = −w1, u2 = −w2, u3 = −y/(w1w2), we write, for 0 < y < 127 ,
ϕ(y) :=
∫
ΓR
ζ−y =
∫
u1>0,u2>0,u3>0,u1+u2+u3≤1
u1u2u3=y
d log u1 ∧ d log u2 ∧ d log u3
d log y
.
We set ϕ(y) = 0 for y ≥ 127 . The Mellin transform of ϕ(y) can be computed as the Euler
integral: ∫ ∞
0
ys
dy
y
ϕ(y) =
∫
u1+u2+u3≤1
u1>0,u2>0,u3>0
(u1u2u3)
sdu1
u1
du2
u2
du3
u3
=
Γ(s)3
Γ(1 + 3s)
for <(s) > 0. The Mellin inversion formula gives
ϕ(y) =
1
2pii
∫ c+i∞
c−i∞
Γ(s)3
Γ(1 + 3s)
y−sds
for c > 0. Closing the contour to the left, we can write ϕ(y) as the sum of residues at s = −n,
n = 0, 1, 2, . . . . Thus
ϕ(y) =
∞∑
n=0
Resh=0
Γ(h− n)3
Γ(1 + 3h− 3n)y
n−hdh
=
∫
P2
∞∑
n=0
h3
Γ(h− n)3
Γ(1 + 3h− 3n)y
n−h
=
1
2pii
(
(−1)deg /2IY (epiiy),Ψ(OP2(−1))
)
=
1
2pii
ΠY (OP2(−1))(epiiy).
In the second line here, h is regarded as a cohomology class on P2. The lemma follows. 
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Proposition 10.2.8. Let X denote either Y or X . We have an isomorphism Mir: Kc(X) ∼=
H2
(
(C×)2, E◦y ;Z
)
of integral lattices such that for V ∈ Kc(X),
(105) ΠX(V ) = 2pii
∫
Mir(V )
ζy.
Proof. It suffices to prove this for X = Y . We saw in Lemma 10.2.6 that the identity (105)
holds for V = OP2(−1) and Mir(V ) = ΓR. Recall from Proposition 10.2.3 that monodromy
MLR around the large radius limit y = 0 corresponds to (−)⊗O(−1) on Kc(Y ). Since Kc(Y )
is generated by OP2(−1) under (−) ⊗ O(−1), and Lefschetz thimbles are generated by ΓR
under monodromy around y = 0, the conclusion follows. 
Next we describe cycles ∂Mir(V ) on the elliptic curve Ey in terms of the level structure.
Proposition 10.2.9. Let Mir: Kc(Y ) ∼= H2
(
(C×)2, E◦y ;Z
)
as in Proposition 10.2.8 and set
Γ1 = Mir(OP1(−1)), Γ2 = Mir(OP2(−1)). There exist a symplectic basis {α, β} of H1(Ey;Z)
and a sign ε ∈ {±1} such that [α] is the level structure ` ∈ H1(Ey;Z/3Z) and that
∂Γ1 = ε3β, ∂Γ2 = εα.
Proof. By differentiating (105) and using Proposition 10.1.4, we obtain
(106) y
∂
∂y
ΠX(V ) = 2pii
∫
∂Mir(V )
λy,
that is, the derivatives of the quantum cohomology central charges are precisely periods over
cycles from VCy. Since {Opt,OP1(−1),OP2(−1)} is a basis of Kc(Y ) and y ∂∂yΠY (Opt) = 0,
y ∂∂yΠY (OP1(−1)) and y ∂∂yΠY (OP2(−1)) form a basis of periods over vanishing cycles, i.e.
VCy = 〈∂Γ1, ∂Γ2〉 .
The monodromy of y ∂∂yΠY (OP1(−1)), y ∂∂yΠY (OP2(−1)) is given by the 2 × 2 right-lower
submatrices of MLR,Mcon,Morb in Proposition 10.2.3. By reducing the monodromy modulo 3,
we find that the class of ∂Γ1 in VCy /3 VCy generates a monodromy-invariant line over F3 =
Z/3Z.
Let us choose a symplectic basis {α, β} of H1(Ey;Z) such that [α] is the given Γ1(3)-level
structure. Then {−3β, α} forms a basis of VCy by Proposition 10.1.6. The monodromy in
this basis is given by (see (97)):
(−3β, α) 7→ (−3β′, α′) = (−3β, α)
(
a −c/3
−3b d
)
.
Thus the basis {−3β, α} also transforms under Γ1(3), and we see that −3β generates a
monodromy-invariant line of VCy /3 VCy. The discussion in the previous paragraph implies
(107) ∂Γ1 ≡ ±3β mod 3 VCy .
Since ∂Γ1, ∂Γ2 are a basis of VCy, this implies that [∂Γ2] = n[α] + m[3β] in VCy /3 VCy for
some n ∈ F×3 and m ∈ F3; in particular
∂Γ2 ≡ ±α mod 3H1(Ey;Z).
Thus the class of ∂Γ2 in H1(Ey;Z/3Z) equals ε` for some ε ∈ {±1}. Equation (107) implies
that ∂Γ1 is divisible by 3 in H1(Ey;Z) and thus {∂Γ2, ∂Γ1/3} gives a basis of H1(Ey;Z). It
now suffices to show that this is a symplectic basis: ∂Γ2 · (∂Γ1/3) = 1. We will discuss this in
the proof of the following Corollary 10.2.10. 
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Corollary 10.2.10 (cf. Proposition 10.1.3). The multi-valued function
τ = −
y ∂∂yΠY (OP2(−1))
y ∂∂yΠY (OP1(−1))
= −1
2
− 3
2pii
∂2F 0Y
∂t2
takes values in the upper-half plane H and induces an isomorphism MCY \DCY ∼= [H/Γ1(3)],
where t = t(y) is the mirror map for Y .
Proof. We have shown that there exist a symplectic basis {α, β} of H1(Ey;Z) and ε ∈ {±1}
such that [α] = ` and ∂Γ1 = ±ε3β and ∂Γ2 = εα. (The sign ± was not determined in the
above discussion.) Recall from §10.1.1 that the modular parameter for Ey, with respect to
this marking, is given by τ ′ =
∫
β λy/
∫
α λy. On the other hand, by (106), we have
τ = −
y ∂∂yΠY (OP2(−1))
y ∂∂yΠY (OP1(−1))
=
− ∫∂Γ2 λy∫
∂Γ1
λy
= ± 1−3τ ′ .
This quantity satisfies
τ ∼ −1
2
+
log y
2pii
+O(y) as y → 0
which lies in the upper-half plane H when |y| is sufficiently small. The Riemann bilinear
inequality then implies that (∂Γ1,−∂Γ2) is positively oriented, i.e. that ∂Γ1 = ε3β and τ =
1/(−3τ ′). The isomorphism MCY \ DCY ∼= [H/Γ1(3)] in Proposition 10.1.3 was given by
the parameter τ ′; it now suffices to observe that the map τ ′ 7→ τ = 1/(−3τ ′) induces an
isomorphism [H/Γ1(3)] ∼= [H/Γ1(3)] via the involution on Γ1(3):(
a b
c d
)
7−→
(
d −c/3
−3b a
)
=
(
0 1
−3 0
)(
a b
c d
)(
0 1
−3 0
)−1
.
The second expression for τ follows from (103). 
Remark 10.2.11. The parameter τ in Corollary 10.2.10 is a modular parameter for E˜y rather
than for Ey. The map τ
′ 7→ 1/(−3τ ′) exchanging the modular parameters of Ey and E˜y is
known as the Fricke involution. The Fricke involution exchanges the large-radius (τ = +∞i)
and conifold (τ = 0) points, and preserves the orbifold point (τ = 1−ξ3 ,
ξ2−1
3 ). The role of
Fricke involution in this context has been studied extensively by Alim–Scheidegger–Yau–Zhou
[4].
Let χ(V1, V2) =
∑3
i=0(−1)i dim Exti(V1, V2) denote the Euler pairing of coherent sheaves
V1, V2 with compact support. Since we have ∂Γ1 · ∂Γ2 = −3 and χ(OP1(−1),OP2(−1)) = 3,
we conclude:
Corollary 10.2.12. Let X denote either Y or X . For V1, V2 ∈ Kc(X), we have
χ(V1, V2) = −(∂Mir(V1)) · (∂Mir(V2)).
10.3. Opposite Line Bundles at Cusps and the Crepant Resolution Conjecture.
Recall the opposite line bundles PLR, Pcon, Porb associated with large-radius, conifold and
orbifold points that were defined in Notation 7.2.7. We next describe these opposite line
bundles in terms of flat co-ordinates given by central charge functions, and obtain an explicit
Feynman rule relating the Gromov–Witten potentials of X and Y .
As discussed in §4.2.2, any (local) function ψ satisfying the Picard–Fuchs equation:
(108)
[
θ3 + 3yθ(3θ + 1)(3θ + 2)
]
ψ = 0 with θ = y
∂
∂y
GROMOV–WITTEN INVARIANTS OF LOCAL P2 AND MODULAR FORMS 103
defines (locally) a D-module homomorphism ψ] : O(H) → O sending ζ to ψ. In particular,
the central charge functions ΠY (V ), ΠX (V ) define “flat co-ordinates” on H – that is, flat
sections of the dual bundle H
∨
. Recall from §§4.2.2–4.2.3 that the subbundles Haff, Hvec ⊂ H
are cut out, respectively, by the equations
ΠY (Opt)] = (2pii)3, ΠY (Opt)] = 0;
see also (103). Introduce the following flat co-ordinates on H:
x = i(2pii)−3/2ΠY (OP1(−1))]
p = −i(2pii)−3/2ΠY (OP2(−1))]
(109)
where we set i1/2 = epii/4 = (1 + i)/
√
2. These co-ordinates are multi-valued: they are
originally defined near a point y0 with 0 < y0  1, and then analytically continued over the
universal cover of MCY \DCY. For example, if we analytically continue them to the orbifold
point along the positive real line in the y-plane, we have, from the connection formula in
Proposition 10.2.3:
x = i(2pii)−3/2
(
−ΠX (O0 ⊗ %)] + ΠX (O0 ⊗ %2)]
)
p = −i(2pii)−3/2ΠX (O0 ⊗ %2)]
(110)
x and p give Darboux co-ordinates corresponding to an integral basis of Kc(Y ) or Kc(X ).
Lemma 10.3.1. When we restrict (p, x) to Haff, we have Ω =
1
3dp ∧ dx.
Proof. Set Π1 = ΠY (OP1(−1)) and Π2 = ΠY (OP2(−1)). As y → 0, we have (see equa-
tion (103))
Π1 = −(2pii)2 log y +O(y)
Π2 = −(2pii)
(
pi2 + pii log y − 1
2
(log y)2
)
+O(y log y)
The sections θζ, θ2ζ ∈ O(Hvec) form a fiberwise tangent frame of Haff near y = 0. Since x
and p are flat, it suffices to check that the asymptotics of Ω(θζ, θ2ζ) and 13(dp ∧ dx)(θζ, θ2ζ)
agree. We have (see equation (47)):
Ω(θζ, θ2ζ) =
1
3(1 + 27y)
∼ 1
3
(dp ∧ dx)(θζ, θ2ζ) = (2pii)−3 (θΠ2 · θ2Π1 − θ2Π2 · θΠ1) ∼ 1
as y → 0. The conclusion follows. 
Proposition 10.3.2. Let (p, x) be the coordinates of H given by (109). If we analytically
continue the co-ordinates (p, x) along the paths shown in Figure 8, we have that:
(a) the opposite line bundle PLR ⊂ Hvec is cut out by x = 0;
(b) the opposite line bundle Pcon ⊂ Hvec is cut out by p = 0;
(c) the opposite line bundle Porb ⊂ Hvec is cut out by x+ (1− ξ)p = 0, where ξ = e2pii/3.
Proof. The opposite line bundles PLR, Pcon, Porb are flat subbundles of Hvec around the large-
radius, conifold, and orbifold points respectively, and as such, they are necessarily invariant
under the corresponding local monodromy. From the computation in Proposition 10.2.3, we
find that {x = 0} is a unique invariant line in Hvec = {ΠY (Opt)] = 0} around the large-radius
limit point; similarly {p = 0} is a unique invariant line around the conifold point. Parts (a)
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and (b) follow. The monodromy around the orbifold point is semisimple with eigenvalues
{ξ, ξ2} and we have precisely two invariant lines given by x + (1 − ξi)p = 0, i ∈ {1, 2}. On
the other hand, the generator v := ∇∂/∂yζ of F 2vec near the orbifold point has co-ordinates
x(v) = i(2pii)−3/2∂y
(−ΠX (O0 ⊗ %) + ΠX (O0 ⊗ %2)) = i(2pii)3/2
3Γ(23)
3
(−ξ + ξ2) +O(y)
p(v) = −i(2pii)−3/2∂yΠX (O0 ⊗ %2) = −i(2pii)
3/2
3Γ(23)
3
ξ2 +O(y)
where we used (110) and the formula (104) for
−→
ΠX . Therefore F 2vec|y=0 lies in the subspace
x+ (1− ξ2)p = 0. Part (c) follows since Porb is transversal to F 2vec near y = 0. 
Recapitulation 10.3.3. Recall from §7.1 that we can immerse the universal cover ofMCY \
DCY into the fiber Haff|y0 as an (immersed) Lagrangian submanifold L, by parallel translation
of the primitive section ζ. In terms of the “integral” co-ordinates (p, x) on Haff|y0 – see
equation (109) – L is given by:
p = p(ζ) = i(2pii)−1/2
(
pi2 + piit+ 3
∂F 0Y
∂t
)
, x = x(ζ) = −i(2pii)1/2t
where t = t(y) is the mirror map for Y (see equation (103)), and the tangent space is:
(111) T(x(ζ),p(ζ))L = C
(
τ
1
)
with τ =
∂p(ζ)
∂x(ζ)
= −1
2
− 3
2pii
∂2F 0Y
∂t2
.
We saw in Corollary 10.2.10 that the slope τ lies in H and identifies the universal cover of
MCY \DCY with H.
Notation 10.3.4. In this section, we denote by F gX the genus-g Gromov–Witten potential (7)
of X = X or Y , restricted to the second cohomology and with Novikov parameters specialized
to Q = 1. As before, we write t 7→ th ∈ H2(Y ), t 7→ t1 1
3
∈ H2orb(X ) for parameters on the
second cohomology. Explicitly, we have (see equations (83)–(84) and (101)–(102)):
F 0Y (t) = −
1
18
t3 +
∞∑
d=1
〈〉Y0,0,d edt
F 1Y (t) = −
1
12
t+
∞∑
d=1
〈〉Y1,0,d edt
F gY (t) =
∞∑
d=0
〈〉Yg,0,d edt for g ≥ 2
and
F gX (t) =
∑
n:2g−2+n>0
〈
1 1
3
, . . . ,1 1
3
〉X
g,n,0
tn
n!
for g ≥ 0.
Corollary 10.3.5. The following objects can be analytically continued to the universal cover
(MCY \DCY)∼ ∼= H of MCY \DCY:
(a) the opposite line bundles PLR, Pcon, Porb;
(b) the Gromov–Witten potential F gY (t) of Y , when regarded as a function near the large-
radius limit point y = 0 via the mirror map t = t(y);
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(c) the Gromov–Witten potential F gX (t) of X , when regarded as a function near the orbifold
point y = 0 via the mirror map t = t(y).
Proof. We use notation as in Recapitulation 10.3.3. Since τ is a non-zero holomorphic function
on (MCY \DCY)∼, it follows from Proposition 10.3.2 that L is transversal to both PLR and
Pcon everywhere on (MCY \ DCY)∼, i.e. PLR and Pcon extend to opposite line bundles over
(MCY \DCY)∼. Similarly, since 1 + (1 − ξ)τ never vanishes for τ ∈ H, Porb also extends to
the universal cover. Part (a) follows. Parts (b) and (c) follow from Part (a) and the fact that
the Gromov–Witten potentials of Y and X extend to a global section CCY of Fock◦CY: see
Theorem 8.6.1. 
Notation 10.3.6 (Darboux co-ordinates at cusps). Let (p, x) be the “integral” Darboux co-
ordinates on Haff given in (109) and let τ be the slope (111) of L in these co-ordinates. In view
of Proposition 10.3.2, we introduce the following Darboux co-ordinates on Haff|y0 associated
to the large-radius, conifold and orbifold points (cf. Examples 7.2.4, 7.2.9). Here all Darboux
co-ordinates (p′, x′) are normalized so that Ω = 13dp
′ ∧ dx′.
(1) To the large-radius limit point, we associate the Darboux co-ordinates(
pLR
xLR
)
= i(2pii)−1/2
(−2pii −pii
0 1
)(
p
x
)
+
(−pi2
0
)
such that PLR = 〈∂/∂pLR〉. In these co-ordinates, L and its slope are given by:{
pLR = 3
∂F 0Y
∂t
xLR = t
and τLR =
∂pLR
∂xLR
= −2pii
(
τ +
1
2
)
= 3
∂2F 0Y
∂t2
where t = t(y) is the mirror map for Y (see §10.2.1).
(2) To the conifold point, we associate the Darboux co-ordinates:(
pcon
xcon
)
=
1√
3
(2pii)−1/2
(
0 2pii
−3 0
)(
p
x
)
such that Pcon = 〈∂/∂pcon〉. In these co-ordinates, the slope of L is given by:
τcon =
∂pcon
∂xcon
= −2pii
3τ
(3) To the orbifold point, we associate the Darboux co-ordinates(
porb
xorb
)
=
1
i(2pii)3/2
(
3Γ(13)
3 (1− ξ)Γ(13)3
3Γ(23)
3 (1− ξ2)Γ(23)3
)(
p
x
)
+
(
Γ(13)
3
Γ(23)
3
)
such that Porb = 〈∂/∂porb〉. In these co-ordinates, L and its slope are given by:{
porb = 3
∂F 0X
∂t
xorb = t
and τorb =
∂porb
∂xorb
=
Γ(13)
3
Γ(23)
3
· 3τ + 1− ξ
3τ + 1− ξ2 = 3
∂2F 0X
∂t2
where t = t(y) is the mirror map for X (see §10.2.1).
Remark 10.3.7. The slope parameters τLR, τcon, τorb take values, respectively, in the right-
half plane {τLR ∈ C : <(τLR) > 0}, the left-half plane {τcon ∈ C : <(τcon) < 0} and the disc
{τorb ∈ C : |τorb| < Γ(13)3/Γ(23)3}. In particular, the inequalities
<
(
∂2F 0Y
∂t2
)
> 0,
∣∣∣∣∂2F 0X∂t2
∣∣∣∣ < Γ(13)33Γ(23)3
hold.
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Remark 10.3.8. The conifold co-ordinate xcon =
√
3(2pii)−1/2p restricted to L can be written
as the integral:
xcon =
√
3
2pi
∫
ΓR
ζ
for −1/27 < y < 0 by Lemma 10.2.6. In particular, θxcon is a period over a vanishing cycle
at the conifold point (see (106)). We also obtain the asymptotics xcon ∼ 1 + 27y near the
conifold point by approximating the above integral by the area of an ellipse. Since xcon is
invariant under the conifold monodromy, it is holomorphic near y = −1/27.
The slope parameters in Notation 10.3.6 are related to each other by:
τLR =
−3piiτcon − 4pi2
3τcon
, τcon =
−4pi2
3(τLR + pii)
τLR = − pi√
3
Γ(23)
3τorb + Γ(
1
3)
3
Γ(23)
3τorb − Γ(13)3
τorb =
Γ(13)
3
Γ(23)
3
√
3τLR − pi√
3τLR + pi
τcon = 2pii
Γ(23)
3τorb − Γ(13)3
(1− ξ2)Γ(23)3τorb − (1− ξ)Γ(13)3
τorb =
Γ(13)
3
Γ(23)
3
(1− ξ)τcon − 2pii
(1− ξ2)τcon − 2pii
Therefore, by Example 7.2.9, the propagators among the opposite line bundles PLR, Pcon,
Porb are given as follows:
∆(PLR, Pcon) =
−3
τLR + pii
(∂xLR)
⊗2 ∆(Porb, Pcon) =
−3Γ(23)3
Γ(23)
3τorb + ξΓ(
1
3)
3
(∂xorb)
⊗2
∆(Pcon, PLR) = − 3
τcon
(∂xcon)
⊗2 ∆(Pcon, Porb) =
−3(1− ξ2)
(1− ξ2)τcon − 2pii(∂xcon)
⊗2
∆(PLR, Porb) =
−3√3√
3τLR + pi
(∂xLR)
⊗2 ∆(Porb, PLR) =
−3Γ(23)3
Γ(23)
3τorb − Γ(13)3
(∂xorb)
⊗2
(112)
where xLR = t(y), xorb = t(y) are the mirror maps for Y and X respectively. The correlation
functions of CCY with respect to PLR, Pcon, Porb are related by Feynman rules given by these
propagators. In particular, we get:
Theorem 10.3.9 (Crepant Resolution Conjecture for X : explicit form). As in Corollary
10.3.5, we regard the Gromov–Witten potentials of Y and X as holomorphic functions on the
universal cover ofMCY \DCY, and we use Notation 10.3.4. After analytic continuation along
the positive real line in the y-plane, the Gromov–Witten potentials of Y and X are related by
a Feynman rule as in §7.3:
(∂3t F
0
X ) · (dt)⊗3 = (∂3t F 0Y ) · (dt)⊗3 = −
1
3(1 + 27y)
(
dy
y
)⊗3
(∂tF
1
X )dt =
(
∂tF
1
Y +
1
2
(∂3t F
0
Y )∆
)
dt
F gX =
∑
Γ
1
|Aut(Γ)| ContΓ
(
∆, {∂•tFhY : h ≤ g}
)
for g ≥ 2
where Γ in the third line ranges over all connected stable decorated genus-g graphs without
legs, ∆ is the propagator from PLR to Porb:
∆ = − 3
√
3√
3τLR + pi
with τLR = 3
∂2F 0Y
∂t2
,
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ContΓ(∆, {∂•tFhY : h ≤ g}) denotes the contraction along the graph Γ with edge terms ∆ and
vertex terms ∂•tFhY – see the explanation after (70) – and
dt = −
√
3
4pi2
Γ
(
2
3
)3 (√
3τLR + pi
)
dt.
Proof. This follows from Theorem 8.6.1 and the definition of the finite-dimensional Fock
sheaf Fock◦CY. See Example 8.1.2 for the Yukawa coupling (genus-zero term) and (112) for the
propagator. 
Remark 10.3.10. By the general theory developed in §7.3, we can invert the Feynman rule
in the above theorem, by exchanging F gX and F
g
Y , xorb = t and xLR = t, and replacing ∆ with
−3Γ(23)3/(Γ(23)3τorb − Γ(13)3).
Example 10.3.11. In Theorem 10.3.9, the Feynman rule at genus two takes the form:
F 2X = F
2
Y +
1
2
∆(∂2t F
1
Y ) +
1
2
∆(∂tF
1
Y )
2 +
1
2
∆2(∂tF
1
Y )(∂
3
t F
0
Y ) +
1
8
∆2(∂4t F
0
Y ) +
5
24
∆3(∂3t F
0
Y )
2.
10.4. Algebraic and Complex Conjugate Opposite Line Bundles. Recall the notion
of curved opposite line bundle from §7.4. In this section we introduce two curved opposite
line bundles Palg and Pcc. The algebraic opposite line bundle Palg is a holomorphic subbundle
of Hvec which is opposite to F
2
vec but is not flat; the complex conjugate opposite line bundle
Pcc is a C
∞-subbundle of Hvec which is opposite to F 2vec but is not flat in the antiholomorphic
direction. The key property of these line bundles is that they are single-valued over MCY \
DCY, and therefore they yield single-valued correlation functions of the global section CCY of
Fock◦CY. This property plays a crucial role in the next section.
As explained in §10.3, the central charges ΠY (V ) of V ∈ Kc(Y ) give flat co-ordinates
ΠY (V )
] on H, and thus on Hvec. Since the Z-lattice formed by these co-ordinates ΠY (V )] is
preserved under monodromy, they determine a real flat subbundle of Hvec|MCY\DCY
Hvec,R :=
{
v ∈ Hvec
∣∣
MCY\DCY : i(2pii)
−3/2ΠY (V )](v) ∈ R for all V ∈ Kc(Y )
}
with the property that Hvec = Hvec,R ⊕ iHvec,R. Recall from Corollary 10.1.5 that Hvec|y
is isomorphic to H1(Ey,C) for y ∈ MCY \ DCY, and that via this isomorphism, ΠY (V )]
corresponds22 to the integration over the integral cycle ∂Mir(V ). By scaling the isomorphism
Hvec ∼=
⋃
yH
1(Ey,C) by a constant, therefore, we have that Hvec,R ∼= H1(Ey,R).
Definition 10.4.1 (complex conjugate opposite). The complex conjugate opposite line bun-
dle Pcc is defined to be the C
∞ complex subbundle of Hvec|MCY\DCY given as the complex
conjugate of F 2vec with respect to the real form Hvec,R.
Since Pcc is the complex conjugate of a holomorphic subbundle, Pcc is flat in the holomorphic
direction – that is, ∇vC∞(Pcc) ⊂ C∞(Pcc) for any (1, 0)-vector field v. It is not flat in the
antiholomorphic direction.
Lemma 10.4.2. The line bundle Pcc ⊂ Hvec|MCY\DCY extends to a topological line subbundle
of Hvec over MCY such that F 2vec ⊕ Pcc = Hvec holds globally. Moreover, we have
Pcc|y=0 = PLR|y=0, Pcc|y=− 1
27
= Pcon|y=− 1
27
, Pcc|y=∞ = Porb|y=∞.
22Up to a constant – see equations (105) and (106).
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Proof. Under the isomorphism Hvec|y ∼= H1(Ey,C), F 2vec|y corresponds to H1,0(Ey,C) ∼= Cλy.
As discussed above, we have Hvec,R|y ∼= H1(Ey,R). The Hodge decomposition implies that
Pcc|y corresponds to H0,1(Ey,C) and is opposite to F 2vec|y over MCY \DCY.
The extension of Pcc across DCY and the oppositeness there follow from a property of the
nilpotent orbit associated to a degeneration of Hodge structure (see [76]). We will give an
elementary account below. Choose one of the limit points from DCY = {0,− 127} and let t
denote a local co-ordinate centred at that point. From the description of H in §4.2, we can
find a local basis {s0, s1} of Hvec near t = 0 such that F 2vec = 〈s1〉 and that the connection ∇
is of the form:
(∇s0,∇s1) = (s0, s1)A(t)dt
t
with A(0) =
(
0 1
0 0
)
Then we can find a basis {f0, f1} of flat sections of the form (see e.g. Proposition A.0.1):
(f0, f1) = (s0, s1)G(t)
(
1 − log t
0 1
)
where G(t) is a holomorphic matrix-valued function near t = 0 with G(0) = I2. The flat
section f0 spans a monodromy-invariant line; hence after scaling {s0, s1} by a constant, we
may assume that f0 ∈ Hvec,R. Let f2 = af0 + bf1, b 6= 0 be another flat section taking values
in Hvec,R and linearly independent of f0. The monodromy acts on f2 as f2 7→ f2 − 2piibf0;
reality of the monodromy then implies b ∈ iR. The complex conjugate f1 of f1 with respect
to Hvec,R is then computed as:
f1 =
a− a
b
f0 − f1.
Thus the complex conjugate of {s0, s1} with respect to Hvec,R is:
(s0, s1) = (f0, f1)
(
1 log t
0 1
)
G(t)
−1
= (f0, f1)
(
1 a−ab
0 −1
)(
1 log t
0 1
)
G(t)
−1
= (s0, s1)G(t)
(
1 − log t
0 1
)(
1 a−ab
0 −1
)(
1 log t
0 1
)
G(t)
−1
= (s0, s1)
[(
1 a−ab + 2 log |t|
0 −1
)
+O(|t| log |t|)
]
Since Pcc = 〈s1〉, this implies that Pcc extends across t = 0 as a topological line bundle, and
that the fiber at t = 0 is spanned by the invariant section f0|t=0 = s0|t=0. This also shows the
oppositeness of Pcc along DCY and that Pcc|y=0 = PLR|y=0 and Pcc|y=− 1
27
= Pcon|y=− 1
27
(we
showed in the proof of Proposition 10.3.2 that PLR and Pcon are spanned by invariant sections
near cusps). To show that Porb|y=∞ = Pcc|y=∞, it suffices to note that these subspaces are
uniquely characterized by invariance under µ3-monodromy and oppositeness to F
2
vec|y=∞. 
Recall from §4.2 that O(Hvec) is isomorphic to O(1) ⊕ O(−1) as a vector bundle over
MCY ∼= P(3, 1), and that the subsheaf O(F 2vec) ∼= Θ(log{0}) is isomorphic to O(1). There is a
(precisely) one-dimensional family of holomorphic line subbundles of Hvec which correspond
to the factor O(−1).
Definition 10.4.3 (algebraic opposite). The algebraic opposite line bundle Palg = Palg(a),
where a ∈ C, is the holomorphic line subbundle of Hvec with basis given by:
s0 = (9y + a)θζ + (1 + 27y)θ
2ζ over MCY \ {y =∞}
s∞ = (1− 3a)y2∂yζ + (27 + y3)∂2yζ = 9ys0 over MCY \ {y = 0}
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where θ = y ∂∂y and ∂y =
∂
∂y act via the connection ∇. Any holomorphic line subbundle of
Hvec which is globally complementary to F
2
vec is of the form Palg(a) for some a ∈ C.
Lemma 10.4.4. Let Palg(a) be the algebraic opposite line in Definition 10.4.3. We have
Palg(0)|y=0 = PLR|y=0, Palg(13)|y=− 127 = Pcon|y=− 127 , Palg(a)|y=∞ = Porb|y=∞,
for all a ∈ C.
Proof. This follows from Notation 7.2.7 and Proposition 4.3.2. 
Proposition 10.4.5. We use Notation 10.3.6. The propagators between PLR, Pcon, Porb and
Pcc are given as follows:
∆(PLR, Pcc) =
−3
τ − τ (∂x)
⊗2 =
3
2pii(τ − τ)(∂xLR)
⊗2 = − 3
τLR + τLR
(∂xLR)
⊗2
∆(Pcon, Pcc) = −3τ
τ
1
τ − τ (∂x)
⊗2 = − 9
2pii
|τ |2
τ − τ (∂xcon)
⊗2 = − 3
τcon + τcon
(∂xcon)
⊗2
∆(Porb, Pcc) = −31 + τ(1− ξ)
1 + τ(1− ξ)
1
τ − τ (∂x)
⊗2 =
3Γ(23)
6
(2pii)3
(3τ + 1− ξ2)(3τ + 1− ξ2)
τ − τ (∂xorb)
⊗2
=
3τorb
Γ(13)
6Γ(23)
−6 − |τorb|2
(∂xorb)
⊗2
where we regard x, xLR, xcon, xorb as co-ordinates on the immersed submanifold L # Haff,
or on the universal cover of MCY \DCY (see Recapitulation 10.3.3).
Proof. Since (p, x) are real co-ordinates with respect to Hvec,R, the complex conjugation in
these co-ordinates is the ordinary one. Written in this frame, we have:
F 2vec = C
(
τ
1
)
, Pcc = C
(
τ
1
)
, and KS(∂x) =
(
τ
1
)
.
Hence by writing Πcc : Hvec → F 2vec for the projection along Pcc, we have
KS−1 Πcc(∂p) =
1
τ − τ ∂x, KS
−1 Πcc(∂x) = − τ
τ − τ ∂x.
Let ΠLR, Πorb, Πcon : Hvec → F 2vec denote the projections along PLR, Porb, Pcon respectively.
Since KS−1 ΠLR(∂p) = 0, KS−1 ΠLR(∂x) = ∂x, we have (see Definition 7.2.8)
∆(PLR, Pcc) = (KS
−1⊗KS−1)(ΠLR ⊗Πcc)(3∂p ⊗ ∂x − 3∂x ⊗ ∂p) = − 3
τ − τ (∂x)
⊗2.
The other formulae can be obtained similarly using Notation 10.3.6 and
KS−1 Πcon(∂p) =
1
τ
∂x, KS
−1 Πcon(∂x) = 0,
KS−1 Πorb(∂p) =
1− ξ
1 + τ(1− ξ)∂x, KS
−1 Πorb(∂x) =
1
1 + τ(1− ξ)∂x
which we deduce easily from Proposition 10.3.2. 
Remark 10.4.6. The propagators ∆(P, Pcc) with P = PLR, Pcon, Porb approach zero at the
corresponding limit points, confirming again the conclusion of Lemma 10.4.2.
Lemma 10.4.7. For any flat affine Darboux co-ordinates (p˜, x˜) on Haff with Ω =
1
3dp˜ ∧ dx˜,
we have θp˜(ζ) · θ2x˜(ζ)− θ2p˜(ζ) · θx˜(ζ) = (1 + 27y)−1, where θ = y ∂∂y .
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Proof. This follows from 3Ω(θζ, θ2ζ) = (1 + 27y)−1: see (47). 
Let E2(τ) and Ê2(τ) denote the second Eisenstein series and its modular counterpart:
E2(τ) = 1− 24
∞∑
n=1
nQn
1−Qn Ê2(τ) = E2(τ) +
6
pii
1
τ − τ
with Q = e2piiτ . Then we have [57]:
E2
(
aτ + b
cτ + d
)
= (cτ + d)2E2(τ) +
6c(cτ + d)
pii
Ê2
(
aτ + b
cτ + d
)
= (cτ + d)2Ê2(τ)
(113)
for every
(
a b
c d
)
∈ SL(2,Z).
Proposition 10.4.8. Let Palg = Palg(a) be the algebraic opposite line bundle in Defini-
tion 10.4.3. Use Notation 10.3.6. The propagator between Pcc and Palg is given by
∆(Pcc, Palg) = 3
(
1
τ − τ − θx ·
(
(9y + a)θx+ (1 + 27y)θ2x
))
∂x ⊗ ∂x(114)
=
pii
2
Ê2(τ)∂x ⊗ ∂x + 3
(
1
12
− a
)
θ ⊗ θ.(115)
where we regard x = x(ζ) as a co-ordinate on the immersed submanifold L# Haff, or on the
universal cover H of MCY \DCY (see Recapitulation 10.3.3).
Proof. In terms of the integral Darboux co-ordinates (p, x) in (109), Palg is given by
Palg = C
(
(9y + a)θp(ζ) + (1 + 27y)θ2p(ζ)
(9y + a)θx(ζ) + (1 + 27y)θ2x(ζ)
)
Set A := θx(ζ) · ((9y + a)θx(ζ) + (1 + 27y)θ2x(ζ)). Using Lemma 10.4.7, we find
Palg = C
(
θp(ζ)
θx(ζ)A− 1
A
)
= C
(
τA− 1
A
)
.
Arguing as in Proposition 10.4.5, we find:
∆(Pcc, Palg) = 3
(
1
τ − τ −A
)
∂x ⊗ ∂x.
This shows (114). Next we show that the expressions (114) and (115) coincide. Recall that
(p, x) and τ transform under monodromy as (see Proposition 10.2.3)(
p
x
)
7→
(
a b
c d
)(
p
x
)
+
(∗
∗
)
, τ 7→ aτ + b
cτ + d
with
(
a b
c d
)
∈ Γ1(3), whence θx = θx(ζ) transforms as:
(116) θx 7→ c(θp) + d(θx) = (cτ + d)θx.
Therefore the modular transformation property (113) implies that
Ê2(τ)∂x ⊗ ∂x = Ê2(τ)(θx)−2θ ⊗ θ
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is invariant under monodromy, and that the expression (115) descends to a single-valued
bivector field on MCY \ DCY. Moreover, (115) extends to a continuous global section of
Θ(log{0})⊗2 since Ê2(τ) → 1 and θx(ζ) → −i(2pii)1/2 in the large-radius limit τ → +∞i,
and
Ê2(τ)∂x ⊗ ∂x = Ê2(τ)−3τ
2
2pii
∂xcon ⊗ ∂xcon = −
3
2pii
Ê2(−1/τ)∂xcon ⊗ ∂xcon
tends to −3/(2pii)(∂xcon)⊗2 in the conifold limit τ → 0. Note that ∆(Pcc, Palg) is a global
continuous section of Θ(log{0})⊗2 as Pcc, Palg are globally defined; moreover the difference
between (114) and (115) is holomorphic. Thus the difference between (114) and (115) is a
global holomorphic section of Θ(log{0})⊗2 ∼= O(2). Such a section is unique up to a constant,
so it suffices now to check that (114) and (115) have the same value −3aθ ⊗ θ at y = 0. 
Comparing (114) and (115), we obtain:
Corollary 10.4.9. −2piiE2(τ) = (θx) ·
(
(1 + 108y) θx+ 12(1 + 27y)θ2x
)
, where x = x(ζ).
Corollary 10.4.10. Let η(τ) = epiiτ/12
∏∞
n=1(1 − e2piiτn) denote the Dedekind eta function.
We have η(τ) = e−
pii
24 y
1
24 (1 + 27y)
1
8
√
i(2pii)−1/2θx.
Proof. Using the identity ∂∂τ log η(τ) =
pii
12E2(τ) and the above corollary, we have
θ log η(τ) = − 1
(1 + 27y)(θx)2
pii
12
E2(τ) =
1
24
+
1
8
27y
1 + 27y
+
1
2
θ2x
θx
.
We arrive at the formula by integrating this. 
Combining Propositions 10.4.5, 10.4.8, we obtain:
Corollary 10.4.11. With notation as in Propositions 10.4.5 and 10.4.8, we have
∆(PLR, Palg)−∆a = pii
2
E2(τ)(∂x)
⊗2 = −1
4
E2(τ)(∂xLR)
⊗2
∆(Pcon, Palg)−∆a =
(
3
τ
+
pii
2
E2(τ)
)
(∂x)
⊗2 =
3
4
E2
(
3τcon
2pii
)
(∂xcon)
⊗2
∆(Porb, Palg)−∆a =
(
3(1− ξ)
1 + τ(1− ξ) +
pii
2
E2(τ)
)
(∂x)
⊗2
= ∂yxorb ·
(
1
12
y2∂yxorb + 3
(
1 +
y3
27
)
∂2yxorb
)
(∂xorb)
⊗2
where ∆a = 3
(
1
12 − a
)
θ ⊗ θ.
Proof. We use ∆(PLR, Palg) = ∆(PLR, Pcc) + ∆(Pcc, Palg) etc. from Proposition 7.3.7. We
also use Notation 10.3.6, equation (113), Corollary 10.4.9, and Lemma 10.4.7 for (porb, xorb).
Another way to compute these quantities will be explained in Lemma 10.7.1. 
10.5. Quasi-modularity of Gromov–Witten Potentials. In this section we prove that
the Gromov–Witten potential F gY is a quasi-modular function. Let us begin by reviewing the
theory of quasi-modular forms introduced23 by Kaneko–Zagier [57]. We say that a holomorphic
23To be more precise, Kaneko–Zagier considered quasi-modular forms which satisfy a standard growth
condition at cusps. We do not impose the growth condition, since we deal with (quasi-)modular forms with
non-positive weight.
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function f : H→ C is a quasi-modular form of weight k for Γ1(3) if there exist finitely many
holomorphic functions fi : H→ C, i = 1, . . . , n such that
fˆ(τ) = f(τ) +
f1(τ)
τ − τ + · · ·+
fn(τ)
(τ − τ)n
is modular of weight k, i.e.
fˆ
(
aτ + b
cτ + d
)
= (cτ + d)kfˆ(τ) for all
(
a b
c d
)
∈ Γ1(3) and all τ ∈ H.
When n = 0, f is a (holomorphic) modular form of weight k. It is known that f1, . . . , fn
(and hence fˆ) are uniquely determined by f [57, Proposition 1]; see [11, Proposition 3.4] for
a proof. The function fˆ is called the almost holomorphic modular form associated with f ,
and f is called the holomorphic limit of fˆ . Equation (113) shows that E2 is a quasi-modular
form of weight 2 and Ê2 is the associated almost holomorphic modular form. Every almost
holomorphic modular form of weight k can be uniquely expanded in the form:
fˆ(τ) =
n∑
j=0
gj(τ)Ê2(τ)
j
where gj is holomorphic modular of weight k−2j. Taking the holomorphic limit, we find that
the corresponding quasi-modular form f admits a unique expansion:
(117) f(τ) =
n∑
j=0
gj(τ)E2(τ)
j
with gj holomorphic modular of weight k − 2j. The ring of quasi-modular forms is therefore
generated by modular forms and E2 (see [11,57]).
Remark 10.5.1 (modular quantities). Let (p, x) be the Darboux co-ordinates from (109),
regarded as functions on L ∼= (MCY \DCY)∼ ∼= H as in Recapitulation 10.3.3. The following
quantities are holomorphic modular for Γ1(3):
• the rational co-ordinates y, y, which are of weight 0;
• θx, which is of weight 1 (see equation (116));
• θτ = θ(θp/θx) = −(1 + 27y)−1(θx)−2, which is of weight −2;
• the Yukawa coupling YCY(x) = 13∂xτ = 13θτ/θx, which is of weight −3.
We also note the following:
• f(τ)(dτ)⊗k is Γ1(3)-invariant ⇐⇒ f(τ) is of weight 2k;
• f(τ)(∂x)⊗k is Γ1(3)-invariant ⇐⇒ f(τ) is of weight k;
• f(τ)(dx)⊗k is Γ1(3)-invariant ⇐⇒ f(τ) is of weight −k.
These follow from dτ = (θτ)dyy , ∂x = (θx)
−1θ and the above computation.
Notation 10.5.2 (correlation functions for CCY). Let x = x(ζ) denote the co-ordinate on
(MCY \DCY)∼ induced by the integral Darboux co-ordinates (109). We represent the global
section CCY of the finite-dimensional Fock sheaf by correlation functions as follows (see §§8–9):
(1) the correlation functions C
(g)
Y,ndx
⊗n with respect to PLR;
(2) the correlation functions C
(g)
X ,ndx
⊗n
orb with respect to Porb;
(3) the correlation functions C
(g)
con,ndx⊗ncon with respect to Pcon;
(4) the correlation functions C
(g)
cc,ndx⊗n with respect to Pcc;
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(5) the correlation functions C
(g)
alg,ndx
⊗n with respect to Palg(a).
The co-ordinates t = xorb and xcon here were defined in Notation 10.3.6. We will set a =
1
12
unless otherwise specified, and will write F gcon = C
(g)
con,0. Theorem 8.6.1 gives
C
(g)
Y,n =
∂nF gY
∂xn
= in(2pii)−n/2
∂nF gY
∂tn
and C
(g)
X ,n =
∂nF gX
∂tn
(118)
where F gY and F
g
X were defined in Notation 10.3.4.
Theorem 10.5.3. Let g and n be non-negative integers satisfying 2g − 2 + n > 0. We have
the following (quasi-)modularity with respect to the group Γ1(3) and the modular parameter τ
from Corollary 10.2.10.
(a) C
(g)
Y,n is a quasi-modular form of weight −n;
(b) C
(g)
cc,n is the almost-holomorphic modular form of weight −n associated with C(g)Y,n;
(c) C
(g)
alg,n is the holomorphic modular form of weight −n which appears as the constant
term of the E2-expansion (117) of C
(g)
Y,n.
Proof. The correlation functions {C(g)Y,ndx⊗n}, {C(g)cc,ndx⊗n}, {C(g)alg,ndx⊗n} are different real-
izations of the same section CCY of the Fock sheaf, and therefore they are related by the
Feynman rule. The relationship between these correlation functions is shown in Figure 9:
the propagators recorded there were computed in Proposition 10.4.5, Proposition 10.4.8, and
Corollary 10.4.11. Since Pcc and Palg are single-valued subbundles on MCY, we know that
C
(g)
cc,ndx⊗n and C
(g)
alg,ndx
⊗n are Γ1(3)-invariant. Remark 10.5.1 then implies that C
(g)
cc,n and
C
(g)
alg,n are modular of weight −n. The Feynman rules between PLR and Pcc/Palg imply that
C
(g)
cc,n and C
(g)
alg,n can be written in the form:
C(g)cc,n = C
(g)
Y,n +
3g−3+n∑
i=1
fi(τ)
( −3
τ − τ
)i
C
(g)
Y,n = C
(g)
alg,n +
3g−3+n∑
i=1
f˜i(τ)
(
−pii
2
E2(τ)
)i
for some holomorphic functions fi, f˜i on H. Moreover f˜i is modular because it consists of
products of several C
(h)
alg,m’s (with total weight −n − 2i). This implies that C(g)Y,n is a quasi-
modular form, that C
(g)
cc,n is the corresponding almost holomorphic modular form, and that
C
(g)
alg,n is the constant term of the E2-expansion of C
(g)
Y,n, as claimed. 
Essentially the same argument shows the parallel results for conifold correlation functions:
Proposition 10.5.4. Let g and n be non-negative integers satisfying 2g − 2 + n > 0. Let ♥
denote one of alg, con and cc, and write C˜
(g)
♥,n := (
∂x
∂xcon
)nC
(g)
♥,n for the correlation functions
in the frame (dxcon)
⊗n. We have the following (quasi-)modularity with respect to the group
Γ1(3) and the modular parameter τ
′ := −1/(3τ) = τcon/(2pii) discussed in Remark 10.2.11.
(a) C
(g)
con,n is a quasi-modular form of weight −n;
(b) C˜
(g)
cc,n = (6pii)n/2(τ ′)nC
(g)
cc,n is the associated almost-holomorphic modular form;
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C
(g)
cc,n
}
{
C
(g)
alg,n
}
{
C
(g)
Y,n
}
*
j ?
− 3τ−τ
pii
2 E2(τ)
pii
2 Ê2(τ)
99K
99K
{
C˜
(g)
cc,n
}
{
C˜
(g)
alg,n
}
{
C
(g)
con,n
}
Y
?
−3
2pii(τ ′−τ ′)
3
4E2(3τ
′)
3
4Ê2(3τ
′)
1
Figure 9. Triples of correlation functions related by Feynman rules, with the
arrows labelled by propagators. The dashed arrows 99K mean a change of
frames (multiplication by (6pii)n/2(τ ′)n) and change of variables τ ′ = −1/(3τ).
(c) C˜
(g)
alg,n = (6pii)
n/2(τ ′)nC(g)alg,n is the holomorphic modular form which appears as the
constant term of the E2(3τ
′)-expansion of C(g)con,n.
10.6. The Holomorphic Anomaly Equation and the Anomaly Equation.
Proposition 10.6.1. Let (p, x) denote the integral Darboux co-ordinates (109), and regard
x = x(ζ) as a co-ordinate on the universal cover of MCY \ DCY. The torsion forms (see
Definition 7.4.4) of Pcc and Palg(a) are given respectively as follows:
Λcc(dx, dx) =
3
(τ − τ)2dτ = −
3
(τ − τ)2
dx
(1 + 27y)(θx)3
Λalg
(
dy
y
,
dy
y
)
=
9(1− 6a)y − 3a2
1 + 27y
dy
y
Proof. Use (72). In the notation there, we have c = τ for Pcc and c = τ − 1/A for Palg, where
A is as in the proof of Proposition 10.4.8. We also use:
dτ = τxdx = 3YCY(x)dx = − 1
(1 + 27y)(θx)3
dx (see Example 8.1.2),
(1 + 27y)θ3x = −6yθx− 27yθ2x (since x is a solution to (108))
where YCY = YCY(x)(dx)
⊗3. 
Remark 10.6.2. The connection ∇Pcc associated with the complex conjugate opposite line
bundle (see §7.4) respects the positive definite Hermitian metric h on Θ ∼= F 2vec ∼=
⋃
yH
1,0(Ey)
given by h(λ1, λ2) = i
∫
Ey
λ1 ∪ λ2 for λi ∈ H1,0(Ey). Therefore ∇Pcc is the Chern connection
associated with this Hermitian metric. Recall also from Lemma 7.4.5 that
YCY(x)Λx dx ∧ dx = dx ∧ dx
(τ − τ)2|1 + 27y|2|θx|6 =
dτ ∧ dτ
(τ − τ)2
is the curvature of ∇Pcc and gives the Poincare´ metric on H.
From Proposition 7.4.6 and Remark 7.4.7, we obtain the following:
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Proposition 10.6.3. The correlation functions C
(g)
cc,ndx⊗n associated with Pcc satisfy the
following holomorphic anomaly equation:
C
(g)
cc,n+1 = ∇Pccx C(g)cc,n =
∂C
(g)
cc,n
∂x
− nτx
(τ − τ)C
(g)
cc,n
∂C
(1)
cc,1
∂x
= −1
2
|τx|2
(τ − τ)2
∂C
(g)
cc,0
∂x
= −1
2
g−1∑
h=1
3τx
(τ − τ)2C
(h)
cc,1C
(g−h)
cc,1 −
1
2
3τx
(τ − τ)2C
(g−1)
cc,2 .
Proposition 10.6.4. Let Ĉ
(g)
alg,n := C
(g)
alg,n(θx)
n denote the correlation function associated with
Palg(a) written in the frame (
dy
y )
⊗n. Then Ĉ(g)alg,n is a rational function of y of the form:
(119) Ĉ
(g)
alg,n =
2g−2+n∑
i=dn/3e
ci
(1 + 27y)i
, ci ∈ C,
and satisfies the following anomaly equation:
Ĉ
(g)
alg,n+1 = θĈ
(g)
alg,n+
n(a+ 9y)
1 + 27y
Ĉ
(g)
alg,n+
9(1− 6a)y − 3a2
2(1 + 27y)
 ∑
h+k=g
i+j=n
(
n
i
)
Ĉ
(h)
alg,i+1Ĉ
(k)
alg,j+1 + Ĉ
(g−1)
alg,n+2

with θ = y ∂∂y . (In this proposition, we do not specialize a to
1
12 .)
Proof. By Theorem 9.0.1 and Lemma 7.4.2, the n-tensor Ĉ
(g)
alg,n(
dy
y )
⊗n = Ĉ(g)alg,n(−3dyy )⊗n has
poles of order at most 2g − 2 + n at the conifold point and is regular elsewhere. Thus Ĉ(g)alg,n
is of the form (119). The anomaly equation follows from Propositions 7.4.6 and 10.6.1: it
suffices to note that
(120) ∇Palg(a)
(
dy
y
)
=
a+ 9y
1 + 27y
dy
y
⊗ dy
y
,
which follows by combining Lemma 7.4.5, Corollaries 10.4.11 and 10.4.9, and dyy =
dx
θx . 
Remark 10.6.5. The above anomaly equation reconstructs n-point correlation functions
Ĉ
(g)
alg,n from the base cases Ĉ
(0)
alg,3, Ĉ
(1)
alg,1 and Ĉ
(h)
alg,0, h ≥ 2. The anomaly equation preserves
the pole order condition at y = −1/27 and the vanishing condition at y =∞.
Example 10.6.6 (genus-one potential). In this example we set a = −1/12. The genus-one,
one-point function Ĉ
(1)
alg,1 is of the form:
Ĉ
(1)
alg,1 =
c
1 + 27y
for some c ∈ C. The transformation rule between Palg and PLR implies:
(121)
i√
2pii
∂tF
1
Y = C
(1)
Y,1 = C
(1)
alg,1 −
1
2
pii
2
E2(τ)YCY(x).
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Since ∂tF
1
Y |y=0 = −1/12, it follows that c = −1/24. Using Corollary 10.4.9, we get:
(θx) · C(1)Y,1 = −
1
2
θ2x
θx
− 1
12
(
1 +
27y
1 + 27y
)
.
Integrating, we have
F 1Y =
∫
C
(1)
Y,1dx = log
(
(θx)−
1
2 y−
1
12 (1 + 27y)−
1
12
)
+ const
= − log
(
e
pii
24 y
1
24 (1 + 27y)−
1
24 η(τ)
)
(by Corollary 10.4.10)
or equivalently,
eF
1
Y
√
dx = const.
√
dy
y
y
1
12 (1 + 27y)
1
12
which shows that eF
1
Y is modular of weight −1/2 (with automorphic factors). Equation (121)
also implies that:
dF 1Y =
(
−pii
12
E2(τ) +
1
24
(θx)2
)
dτ.
Remark 10.6.7 (solving the holomorphic anomaly equation). Bershadsky–Cecotti–Ooguri–
Vafa introduced a Feynman diagram technique to solve the holomorphic anomaly equation [8,
9]. For example, in our case, a solution at genus one (see Proposition 10.6.3) is
(122) C
(1)
cc,1 = −
τx
2(τ − τ) + f(x)
for some holomorphic function f(x). On the other hand, the transformation rule from Pcc to
Palg(
1
12) gives:
C
(1)
alg,1 = C
(1)
cc,1 +
pii
4
Ê2(τ)YCY(x) = C
(1)
cc,1 +
τx
2(τ − τ) +
d
dx
log(η(τ));
see Proposition 10.4.8. Therefore the holomorphic ambiguity f(x) = C
(1)
alg,1 − ∂x log η(τ)
essentially corresponds to the algebraic potential C
(1)
alg,1. More generally, for g ≥ 2, the trans-
formation rule gives:
C
(g)
alg,0 = C
(g)
cc,0 +
∑
Γ
1
|Aut(Γ)| ContΓ(∆(Pcc, Palg), {C
(h)
cc,•}h<g)
where we separate the Feynman rule (70) into the leading term C
(g)
cc,0 and the lower-genus
contribution. When viewed as an expression for C
(g)
cc,0, this formula solves the holomorphic
anomaly equation recursively in genus, with holomorphic ambiguity C
(g)
alg,0.
Remark 10.6.8. Integrating (122), we find that F 1cc = log(|τ−τ |−
1
2 |y|− 112 |1+27y| 112 |η(τ)|−2)
satisfies ∂xF
1
cc = C
(1)
cc,1. Then F
1
cc is Γ1(3)-invariant and e
F 1cc = |eF 1Y |2|τ − τ |− 12 . We may view
eF
1
cc as a ‘norm’ of the exponentiated genus-one potential, see [8], [25, §9.4].
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10.7. Algebraic Opposite and Finite Generation. As we saw in Proposition 10.6.4, cor-
relation functions with respect to the algebraic opposite line bundle Palg(a) belong to the
polynomial ring C[(1 + 27y)−1]. Using the transformation rule from the algebraic opposite to
other opposites, we conclude that correlation functions with respect to PLR, Porb, Pcon belong
to the polynomial ring generated by (1 + 27y)−1 and the respective propagators, and that
they are related to each other by ‘interchanging the propagators’. This recovers the results of
Lho and Pandharipande [65], and their version of the Crepant Resolution Conjecture [66].
Let us write the propagators between Palg(a) and PLR, Pcon, Porb in the frame θ⊗θ, setting
∆(Palg(a), P♥) = ∆alg,♥ θ ⊗ θ
where ♥ is one of ‘LR’, ‘con’, ‘orb’.
Lemma 10.7.1 (cf. Corollary 10.4.11). Using Notation 10.3.6, we have
∆alg,♥ = 3(1 + 27y)
θ2x♥
θx♥
+ 27y + 3a, ♥ ∈ {LR, con, orb}.
Proof. We can deduce this from the previous computation (Corollary 10.4.11), but here we
outline a simpler derivation. By definition – see Definition 10.4.3 – Palg is spanned by:
valg = (−27y − 3a)θζ − 3(1 + 27y)θ2ζ.
On the other hand P♥ is cut out by x♥ = 0 (see Notation 10.3.6) and is therefore spanned by
v♥ = 3(1 + 27y)
θ2x♥
θx♥
θζ − 3(1 + 27y)θ2ζ.
Since Ω(valg, θζ) = Ω(v♥, θζ) = 1, it follows that v♥ − valg = ∆alg,♥ (θζ). The conclusion
follows. 
Lemma 10.7.2 (cf. Lemma 7.4.5).
θ((1 + 27y)−1) = (1 + 27y)−2 − (1 + 27y)−1,
θ(∆alg,♥) = − 1
3(1 + 27y)
(∆alg,♥)2 +
2(a+ 9y)
1 + 27y
∆alg,♥ +
9(1− 6a)y − 3a2
1 + 27y
.
Proof. The first equation is obvious. The second equation is an analogue of Lemma 7.4.5 (see
also Proposition 10.6.1 and equation (120)) and follows immediately from the Picard–Fuchs
equation (108) for x♥. 
The lemma shows that the ring C[∆alg,♥, (1 + 27y)−1] is closed under the differential θ =
y ∂∂y , so that it is a differential ring. The following theorem shows that the Gromov–Witten
potentials of X and Y belong respectively to the differential rings C[∆alg,orb, (1 + 27y)−1] and
C[∆alg,LR, (1 + 27y)−1].
Theorem 10.7.3. Let C
(g)
Y,n, C
(g)
X ,n, C
(g)
con,n be as in Notation 10.5.2. For a pair (g, n) of non-
negative integers with 2g − 2 + n > 0, there exists a polynomial fg,n(∆, R) ∈ C[∆, R] such
that:
C
(g)
Y,n = fg,n(∆alg,LR, (1 + 27y)
−1)(θx)−n,
C
(g)
X ,n = fg,n(∆alg,orb, (1 + 27y)
−1)(θxorb)−n,
C(g)con,n = fg,n(∆alg,con, (1 + 27y)
−1)(θxcon)−n.
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Moreover, we have deg∆ fg,n ≤ 3g − 3 + n, degR fg,n ≤ 2g − 2 + n and
(123)
∂fg,n
∂∆
=
1
2
∑
n1+n2=n
g1+g2=g
(
n
n1
)
fg1,n1+1fg2,n2+1 +
1
2
fg−1,n+2.
Proof. This follows from the Feynman rule relating Ĉ
(g)
alg,n to each of C
(g)
Y,n, C
(g)
X ,n, C
(g)
con,n together
with Proposition 10.6.4. Note that the Feynman rule for C
(g)
Y,n, written in the frame (
dy
y )
⊗n,
is of the form:
C
(g)
Y,n(θx)
n =
∑
Γ
1
|Aut(Γ)| ContΓ
(
∆alg,LR, {Ĉ(h)alg,•}h≤g
)
and the Feynman rules for C
(g)
X ,n and C
(g)
con,n have the same shape. By Proposition 10.6.4, Ĉ
(h)
alg,m
is a polynomial in (1+27y)−1 of degree ≤ 2h−2+m. Thus the right-hand side can be written
as a polynomial fg,n(∆alg,LR, (1 + 27y)
−1) such that fg,n(∆, R) has degree ≤ 2g− 2 + n in R.
The degree of fg,n as a polynomial in ∆ is bounded by 3g − 3 + n, which is the maximum
possible number of edges appearing in Feynman graphs. The differential equation for fg,n
follows from the Feynman rule: the first term corresponds to separating edges and the second
term corresponds to non-separating edges. 
Remark 10.7.4. Lho–Pandharipande [65, Theorems 1,2], [66, Theorems 1,2] showed essen-
tially the same result for F gY , F
g
X using stable quotient invariants. The differential equation
(123) together with ∂xC
(g)
Y,n = C
(g)
Y,n+1 implies a “holomorphic version” of holomorphic anomaly
equation proved by Lho–Pandharipande [65, Theorem 2], [66, Theorem 2]; such equations are
sometimes referred to as “modular anomaly equations”. The above theorem implies that the
Gromov–Witten potentials F
(g)
Y = C
(g)
Y,0, F
(g)
X = C
(g)
X ,0 are related by a change of generators:
F (g)Y = F (g)X
∣∣∣
∆alg,orb→∆alg,LR
for g ≥ 2. This is a formulation of Crepant Resolution Conjecture due to Lho and Pandhari-
pande [66].
10.8. Calculation of Gromov–Witten Invariants and the Conifold Gap. One can
combine knowledge of the first 2g − 1 genus-g Gromov–Witten invariants of Y – for instance
from the topological vertex [3, 67] – with the modularity results from §10.5 to determine all
genus-g Gromov–Witten invariants of Y (and X ), as we now explain. This is essentially the
calculation of Aganagic–Bouchard–Klemm [2, Section 6.4], placed in our rigorous mathemat-
ical setting.
From Example 8.1.2 and Example 10.6.6 we know the Yukawa coupling YCY and the genus-
one data dF 1Y exactly. Let g ≥ 2, suppose by induction that we know F hY exactly for h < g, and
suppose that we know the first 2g−1 genus-g Gromov–Witten invariants: ng,d, 0 ≤ d ≤ 2g−2.
Consider the transformation rule
(124) C
(g)
alg,0 = C
(g)
Y,0 +
∑
Γ
1
|Aut(Γ)| ContΓ(∆, {C
(h)
Y,•}h<g)
between the correlation functions C
(g)
alg,0 with respect to the algebraic opposite line bundle
Palg(a) and the correlation functions C
(g)
Y,• with respect to PLR (see Notation 10.5.2). Here
the precise value of a is not important, but it is convenient to take a = 112 . In (124) we
have divided the terms in the transformation rule (70) into the main term C
(g)
Y,0 and the
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sum over all Feyman graphs with a non-zero number of edges; also ∆ = ∆(PLR, Palg) from
Corollary 10.4.11. Equation (124) determines the first 2g − 1 terms of the Taylor series
expansion of C
(g)
alg,0 in y. On the other hand, we know that C
(g)
alg,0 has a pole of order at most
2g − 2 at the conifold point, and is regular elsewhere, so (see Proposition 10.6.4)
C
(g)
alg,0 =
2g−2∑
i=0
ai
(27y + 1)i
and the first 2g−1 Taylor coefficients of C(g)alg,0 determine C(g)alg,0 exactly. Reading equation (124)
as an expression for C
(g)
Y,0 now determines C
(g)
Y,0, and hence all genus-g Gromov–Witten invari-
ants of Y , exactly.
Remark 10.8.1. The correlation function C
(g)
Y,0 here is a ‘holomorphic ambiguity’ of Bershadsky–
Cecotti–Ooguri–Vafa [9]; Aganagic–Bouchard-Klemm [2] denote it by h
(0)
g , see Remark 10.6.7.
With the holomorphic ambiguities in hand, we can compute higher-genus Gromov–Witten
invariants of X too. From Example 8.1.2 we have that the Yukawa coupling is
YCY =
9
y3 + 27
dy⊗3,
where y = y−1/3, and by arguing as in Example 10.6.6 we have that
dF 1X =
1
8
y2
y3 + 27
dy +
1
2
∆alg,orbYCY
where ∆alg,orb is the propagator from Lemma 10.7.1. By inverting the mirror map t = t(y)
from Theorem 3.3.2, we can write YCY and dF
1
X in terms of the orbifold flat co-ordinate t;
thus we know both the Yukawa coupling and dF 1X near the orbifold point exactly. Consider
now the transformation rule
(125) C
(g)
alg,0 = C
(g)
X ,0 +
∑
Γ
1
|Aut(Γ)| ContΓ(∆, {C
(h)
X ,•}h<g)
between the correlation functions C
(g)
alg,0 and the correlation functions C
(g)
X ,• with respect to
Porb. Here ∆ = ∆(Porb, Palg) from Corollary 10.4.11. Assuming by induction that we know
the genus-h orbifold Gromov–Witten invariants of X for all h < g, or equivalently that we
know C
(h)
X ,n for all h < g and all n, equation (125) determines C
(g)
X ,0, and hence all genus-g
orbifold Gromov–Witten invariants of X , exactly.
We can perform the same analysis at the conifold point, obtaining ‘conifold Gromov–Witten
invariants’. The conifold flat co-ordinate xcon from Notation 10.3.6 is the holomorphic solution
to the Picard–Fuchs equations that satisfies xcon ∼ 27y+1 near the conifold point (see Remark
10.3.8). Thus we can find xcon by solving the Picard–Fuchs equations in power series:
xcon = (27y + 1) +
11
18(27y + 1)
2 + 109243(27y + 1)
3 + 938926244(27y + 1)
4 + 88351295245(27y + 1)
5 + · · ·
and
27y + 1 = xcon − 1118x2con + 145486x3con − 673352488x4con + 1201272361960x5con − · · ·
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Example 8.1.2 determines the Yukawa coupling near the conifold point:
YCY = − 1
3(1 + 27y)
(dy
y
)⊗3
=(
1
3
1
xcon
− 154 + 12916xcon + 719683 x
2
con
2! − 5292361960 x
3
con
3! +
53
531441
x4con
4! − 260931205308188 x
5
con
5! − · · ·
)
dx⊗3con
Arguing as in Example 10.6.6 we have that
dF 1con = −
1
24
1
1 + 27y
dy
y
+
1
2
∆alg,conYCY
where ∆alg,con is as in Lemma 10.7.1, so that dF
1
con is(
− 112 1xcon + 5216 − 111664xcon − 526244
x2con
2! +
283
3149280
x3con
3! − 2156377292 x
4
con
4! +
4517
535692528
x5con
5! + · · ·
)
dxcon
Note that both the Yukawa coupling and dF 1con have a simple pole at the conifold point. The
transformation rule
(126) C
(g)
alg,0 = C
(g)
con,0 +
∑
Γ
1
|Aut(Γ)| ContΓ(∆, {C
(h)
con,•}h<g)
between the correlation functions C
(g)
alg,0 and the correlation functions C
(g)
con,• with respect to
Pcon inductively determines all the correlation functions C
(g)
con,• from the holomorphic ambi-
guities C
(g)
alg,0, exactly as above. Here ∆ = ∆(Pcon, Palg) from Corollary 10.4.11.
The results of these calculations can be found in Appendix C. We determine Gromov–
Witten and Gopakumar–Vafa invariants of Y up to genus 7 and degree 15, as well as orbifold
Gromov–Witten invariants of X up to genus 7 with up to 27 insertions of the orbifold class 1 1
3
,
and conifold Gromov–Witten invariants up to genus 7 and degree 4. In particular we find
that the genus-g correlation function with respect to the conifold opposite line bundle Pcon,
for 2 ≤ g ≤ 7, has a pole of order of order 2g − 2 at the conifold point:
(127) C
(g)
con,0 =
B2g
2g(2g − 2)3
g−1x2−2gcon + · · ·
and that no other negative powers of xcon occur in the Laurent expansion of C
(g)
con,0. Thus we
verify the “conifold gap” conjecture of Huang–Klemm [52,53] up to genus 7.
Source Code. This paper is accompanied by fully-commented source code24, written in the
computer algebra system Sage [79]. This should allow the reader to verify the calculations
presented here, and to perform similar calculations. The source code, but not the text of this
paper, is released under a Creative Commons CC0 license [29]: see the included file LICENSE
for details. If you make use of the source code in an academic or commercial context, please
acknowledge this by including a reference or citation to this paper. Part of the code, a Sage
package for performing sums over Feynman graphs, makes use of data files produced by the
program ‘boundary’ by Stefano Maggiolo and Nicola Pagani [69].
24https://arxiv.org/src/1804.03292/anc
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Appendix A. Basic Facts About Connections With Logarithmic Singularities
Proposition A.0.1. Consider Cr × Cs with standard co-ordinates (x1, . . . , xr, y1, . . . , ys), a
contractible open neighbourhood U of (0, 0) in Cr×Cs, and a trivial holomorphic vector bundle
E = CN+1 × (U × C) → U × C. Let z denote the standard co-ordinate on the second factor
C of U ×C. Suppose that E has a “partial” meromorphic flat connection ∇ in the directions
of x and y:
∇ = d+ 1
z
(
r∑
i=1
Ai(x, y, z)
dxi
xi
+
s∑
j=1
Bj(x, y, z)dyj
)
where A1, . . . , Ar, B1, . . . , Bs are matrix-valued holomorphic functions on U×C such that, for
1 ≤ i ≤ r, Ai(0, 0, z) is nilpotent. Then there exists a unique matrix-valued function L(x, y, z)
of the form:
L(x, y, z) = L˜(x, y, z)e−
∑r
i=1 Ai(0,0,z) log xi/z
with L˜ regular along U × C× and that L˜(0, 0, z) = id, the identity matrix, such that:
(128)
∇xk∂xkL(x, y, z)v = 0 1 ≤ k ≤ r
∇∂ykL(x, y, z)v = 0 1 ≤ k ≤ s
for every v ∈ CN+1.
Proof. By the assumption, the residue endomorphism Ni = Ai(0, 0, z)/z along xi = 0 is non-
resonant, i.e. the eigenvalues of Ni do not differ by positive integers. In this case, for each
z ∈ C×, the connection ∇|U×{z} is gauge equivalent to the connection d+
∑r
i=1Ni
dxi
xi
[30, 5.4,
5.5]. The required gauge transformation is L˜ in the proposition. 
Remark A.0.2. The flat connection in the above proposition is only a “partial” connection
defined in the directions of x and y. In what follows, we consider a “full” flat connection
extended in the direction of z: even in such a situation we still consider a matrix-valued
function L which solves the equations (128) only in the directions of x and y. Informally, we
call such an L a fundamental solution in the directions of x and y.
Let us recall Birkhoff factorization in the theory of loop groups (see [70]). A smooth loop
z 7→ L(z) in GLN+1 which is sufficiently close to the identity (in the “big cell” of LGLN+1)
admits a unique factorization
L = L+L−
where L+ is a holomorphic map from {z ∈ C : |z| < 1} toGLN+1 with smooth boundary values
and L− is a holomorphic map from {z ∈ P1 : |z| > 1} to GLN+1 with smooth boundary values
which equals the identity at z =∞. In the following proposition, we regard the fundamental
solution L as an element of the loop group LGLN+1 by restricting z to lie in S
1 and consider
its Birkhoff factorization. This method has been used in quantum cohomology in [22,44].
Proposition A.0.3. Suppose that the partial meromorphic flat connection ∇ on E in Propo-
sition A.0.1 is extended in the z-direction to a meromorphic flat connection of the form:
(129) ∇ = d+ 1
z
(
r∑
i=1
Ai(x, y, z)
dxi
xi
+
s∑
j=1
Bj(x, y, z)dyj + C(x, y, z)
dz
z
)
where C(x, y, z) is a matrix-valued holomorphic function on U×C such that C(0, 0, z) depends
linearly on z, i.e. C(0, 0, z) = C0 + C1z for some constant matrices C0 and C1. Assume
moreover that A◦i = Ai(0, 0, z) is both nilpotent and independent of z. Let L be the fundamental
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solution in the directions of x and y in Proposition A.0.1. After shrinking U if necessary, L
admits a Birkhoff factorization L = L+L− such that L+ is holomorphic on U × C, and after
gauge transformation by L+, the connection ∇ takes the form:
(130) L−1+ ◦ ∇ ◦ L+ = d+
1
z
(
r∑
i=1
A˜i(x, y)
dxi
xi
+
s∑
j=1
B˜j(x, y)dyj + C˜(x, y, z)
dz
z
)
where A˜1, . . . , A˜r, B˜1, . . . , B˜s, C˜ are matrix-valued holomorphic functions on U such that, for
1 ≤ i ≤ r, A˜i|xi=0 = A◦i is independent of x1, . . . , xi−1, xi+1, . . . , xr, y1, . . . , ys and nilpotent
and that C˜(x, y, z) depends linearly on z: C˜(x, y, z) = C˜0(x, y) + C1z for some matrix-valued
regular function C˜0 on U and some constant matrix C1.
Proof. Recall that the fundamental solution is of the form L = L˜e−
∑r
i=1 A
◦
i log xi/z with L˜
holomorphic on U × C×. Because L˜(0, 0, z) = id, L˜ admits the Birkhofff factorization L˜ =
L˜+L˜−, shrinking U if necessary. Because A◦i = Ai(0, 0, z) is independent of z, this gives
the Birkhoff factorization of L: L+ := L˜+ and L− := L˜−e−
∑r
i=1 A
◦
i log xi/z. Note that L+
is holomorphic on U × {z ∈ C : |z| < 1} with smooth boundary values. The fundamental
solution L transforms the connection ∇ to L−1 ◦ ∇ ◦ L = d+Ddz/z with D given by
D = L−1(z∂zL+ z−1CL)
= e
∑r
i=1 A
◦
i log xi/zL˜−1
(
z∂zL˜+ L˜z
−1
r∑
i=1
A◦i log xi + z
−1CL˜
)
e−
∑r
i=1 A
◦
i log xi/z.
The flatness of d+D dzz implies that D is independent of x and y. The above expression for
D is polynomial in log x1, . . . , log xr as A
◦
i is nilpotent. Therefore taking the constant term
in log x, x and y, we obtain
D = z−1C(0, 0, z).
Substituting L+L− for L in the equation L−1 ◦ ∇ ◦ L = d+Ddz/z, we obtain
zL−1+ (xi∂xiL+) + L
−1
+ AiL+ = zL−(xi∂xiL
−1
− )
zL−1+ (∂yjL+) + L
−1
+ BjL+ = zL−(∂yjL
−1
− )
L−1+ (z∂zL+) + L
−1
+ z
−1CL+ = L−(z∂zL−1− ) + L−z
−1C(0, 0, z)L−1−
The first two equations show that the left-hand sides are analytically continued to U ×P1 and
thus are independent of z. Therefore, the gauge transformation L+ transforms the connection
matrices Ai, Bj into z-independent connection matrices. The third equation implies that
L−1+ (z∂zL+) + L
−1
+ z
−1CL+ = z−1
[
L−1+ CL+
]
z=0
+ C1
where C(0, 0, z) = C0 + C1z. Therefore L+ transforms the connection matrix z
−1C into a
connection matrix of the form z−1C˜ = z−1C˜0(x, y)+C1. On the other hand, this equation can
be viewed as a differential equation for L+ in the z-direction. Since the differential equation
has no singularities on C×, L+ is analytically continued to a holomorphic function on U ×C.
Now we know that L+ is holomorphic on U ×C, and after gauge transformation by L+ the
connection ∇ remains flat and takes the form:
∇˜ = L−1+ ◦ ∇ ◦ L+ = d+
1
z
(
r∑
i=1
A˜i(x, y)
dxi
xi
+
s∑
j=1
B˜j(x, y)dyj + C˜(x, y, z)
dz
z
)
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where A˜1, . . . , A˜r, B˜1, . . . , B˜s are independent of z, A˜i(0, 0) = A
◦
i is nilpotent for 1 ≤ i ≤ r,
and C˜ is linear in z: C˜ = C˜0(x, y) + zC1. It remains to show that A˜i|xi=0 is independent of
x1, . . . , xi−1, xi+1, . . . , xr, y1, . . . , ys; then it coincides with the nilpotent matrix A◦i . Flatness
of ∇˜ yields:
∂yj A˜i = xi∂xiB˜j + z
−1[A˜i, B˜j ]
xj∂xj A˜i = xi∂xiA˜j + z
−1[A˜i, A˜j ]
This implies that A˜i|xi=0 is independent of x1, . . . , xi−1, xi+1, . . . , xr, y1, . . . , ys. 
Proposition A.0.4. Let (E,∇) be the meromorphic flat connection in Proposition A.0.3.
Suppose that E is equipped with a holomorphic non-degenerate pairing
(·, ·)E : (−1)∗O(E)⊗U×C O(E)→ OU×C
such that
(O(E),∇, (·, ·)E) is a log-TEP structure with base (U,D), where (−) : U×C→ U×C
is the map sending (x, y, z) to (x, y,−z) (see Definition 2.7.2) and D = {x1 · · ·xr = 0} is the
normal crossing divisor. Suppose also that the Gram matrix of the pairing (·, ·)E is independent
of z along {(0, 0)}×C. After the gauge transformation by L+ in Proposition A.0.3, the Gram
matrix of the pairing (·, ·)E with respect to the new trivialization is constant on U × C.
Proof. In the new trivialization after the gauge transformation by L+, the connection takes
the form (130) and the pairing is flat with respect to it. Let G be the Gram matrix of (·, ·)E
in the new trivialization. We expand G =
∑
n≥0G
(n)(x, y)zn. The flatness of the pairing with
respect to the connection (130) implies that
xi
∂
∂xi
G(n) = −ATi G(n+1) +G(n+1)Ai
∂
∂yi
G(n) = −BTi G(n+1) +G(n+1)Bi
By assumption, we have G(n)(0, 0) = 0 for n > 0. The second equation then implies that
G(n)(0, y) is independent of y and is zero for n > 0. Expand:
Ai(x, y) =
∑
I
AIi (y)x
I , G(n)(x, y) =
∑
I
Gn,I(y)xI
where I ∈ Nr is a multi-index. We have from the first equation that
kiG
n,K =
∑
K=I+J
(−(AJi )TGn+1,I +Gn+1,IAJi )
Suppose by induction that Gn,K = 0 for all K with 0 ≤ |K| ≤ m and all n ≥ 0 except for the
case (n,K) = (0, 0). For a multi-index K with |K| = m+ 1, we have
kiG
n,K = −(A0i )TGn+1,K +Gn+1,KA0i .
We can choose 1 ≤ i ≤ r such that ki 6= 0, because |K| = m + 1 > 0. Note that A0i =
Ai(0, y) = Ai(0, 0) is nilpotent. Using the above equation recursively, we find that G
n,K = 0
using the nilpotence of A0i . This completes the induction step and we have that G is constant.
This completes the proof. 
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Appendix B. Notation for Graphs
We fix terminology for graphs as follows. A graph Γ is given by four finite sets V (Γ),
E(Γ), L(Γ), F (Γ) called (the set of) vertices, edges, legs and flags respectively, together with
incidence maps
piV : F (Γ)→ V (Γ), piE : F (Γ)→ E(Γ) unionsq L(Γ)
such that |pi−1E (e)| = 2 for each e ∈ E(Γ) and |pi−1E (l)| = 1 for each l ∈ L(Γ). We assign to an
edge e a closed interval Ie ∼= [0, 1], to a leg l a half-open interval Hl ∼= [0, 1) and to a vertex
v a point pv, and fix identifications pi
−1
E (e)
∼= ∂Ie, pi−1L (l) ∼= ∂Hl. By identifying Ie, Hl, pv via
the map piV : F (Γ) ∼=
⊔
∂Ie unionsq
⊔
∂Hl → V (Γ) ∼= {pv}, we get a topological realization |Γ| of
the graph Γ. We say that Γ is connected if |Γ| is connected, and write χ(Γ) = χ(|Γ|) for the
topological Euler characteristic of |Γ|.
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Appendix C. Tables of Gromov–Witten and Gopakumar–Vafa Invariants
This section records the results of the calculations described in §10.8. Entries in bold face are input to the calculation: everything
else is derived from these. Our results are in agreement with calculations and conjectures in the literature, except for a handful of
cases where we correct typographical errors. These are indicated in typewriter font.
Degree
Genus 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 3 −458 2449 −1233364 211878125 −1023656 64639725343 −1140830253512 6742982701243 −36001193817100 64259827321501331 −9581431054999144 20613867992326082197 −370210551566926592744 73982838271394248375
1 14 −38 −233 343716 −4310710 79522 −3982668128 80370311732 −1587859820336 15461024328120 −297994073139922 71242831022753 −54181444967469613 4101371483470148756 −644362792900656165
2 180 0
3
20 −5145 434978 −15527438 9256995716 −7766586185 31156568622980 −1861037103732 171613292601518 −96219117902358320 52781214821335235 −91020665595975092140 9667253840148948512
3 12016
1
336
1
56
1480
63 −1385717336 34386105112 −4563656185288 2781669093142 −77102209523732 400254094073885504 −2722614157619637112 983475985888069714 −162843995042411187184 41214863871276900918 −13266967197002009748
4 157600
1
1920
7
1600 −2491900 38652431920 −217225227640 36441618478911520 −316806697367150 7262000603358216400 −150516582117817312880 137299697068139103640 −3220668414546452353400 84382375637970689569300 −148242303125813055143771600 46493722208852997775773160
5 11774080
1
14080
61
49280
4471
22176 −6530831998560 538339528519712 −17012987874515354816 6468894871440712320 −1194527831026979728160 35059591015261033912672 −137854826125962719678960 4657319113582735994116160 −24878503668779987078076173920 680936963679366002274758749280 −6533200987152510743952890712320
6 69139626496000
11747
1320883200
377977
1100736000 − 48746871238328000 2027903719131320883200 −24163714857019146764800 641397754746903131132185600 −4310034999040379953412776000 991900415691784747768000 −2395010703130531319710011981324800 1350252537724641260419439146764800 −164221788876199036010533573275184000 216401913744027366018565497763504000 −30299555958143154138600629511728000 4336471454463458700484597703935241600
7 11916006400
31
29030400
703
7603200
11705
4790016 −8293308997319334400 5408101039437096320 −20390495664732131383201280 67514633322027031139916800 −7710530504497344961123654400 4249148287535703243334995800320 −165599293128952124582467935481600 134004683242301119920719933326400 −2371338949510179606529152645179833600 102514354877251248524276529418753222400 −24893430253688273605533668267572217600
Table 2. Some Gromov–Witten invariants of Y = KP2
Degree
Genus 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 3 −6 27 −192 1695 −17064 188454 −2228160 27748899 −360012150 4827935937 −66537713520 938273463465 −13491638200194 197287568723655
1 0 0 −10 231 −4452 80948 −1438086 25301295 −443384578 7760515332 −135854179422 2380305803719 −41756224045650 733512068799924 −12903696488738656
2 0 0 0 −102 5430 −194022 5784837 −155322234 3894455457 −93050366010 2145146041119 −48109281322212 1055620386953940 −22755110195405850 483361869975894765
3 0 0 0 15 −3672 290853 −15363990 649358826 −23769907110 786400843911 −24130293606924 698473748830878 −19298221675559646 513289541565539286 −13226687073790872894
4 0 0 0 0 1386 −290400 29056614 −2003386626 109496290149 −5094944994204 210503102300868 −7935125096754762 278055282896359878 −9179532480730484952 288379973286696180135
5 0 0 0 0 −270 196857 −40492272 4741754985 −396521732268 26383404443193 −1485630816648252 73613315148586317 −3295843339183602162 135875843241729533613 −5230662528295888702200
6 0 0 0 0 21 −90390 42297741 −8802201084 1156156082181 −111935744536416 8698748079113310 −572001241783007370 32970159716836634586 −1707886552705077581628 80979854504456065293006
7 0 0 0 0 0 27538 −33388020 12991744968 −2756768768616 395499033672279 −42968546119317066 3786284014554551293 −283123099266200799858 18542695412600660315361 −1088520963699453440916068
Table 3. Some Gopakumar–Vafa invariants of Y = KP2
The input values for 2 ≤ g ≤ 4 are taken from work of Klemm–Zaslow [61]. The input values for 5 ≤ g ≤ 7 are taken from work
of Haghighat–Klemm–Rauch [45]. The g = 3, d = 7 Gopakumar–Vafa invariant corrects a typographical error in [61, Figure 2].
1
2
6
T
O
M
C
O
A
T
E
S
A
N
D
H
IR
O
S
H
I
IR
IT
A
N
I
i
Genus 0 1 2 3 4 5 6 7 8 9 10 11 12
2 − 12160 14320 − 17680 0 0 0 0 0 0 0 0 0 0
3 1544320 − 411088640 6734354560 − 8093870720 3734128768 0 0 0 0 0 0 0 0
4 − 741990400 86348988800 − 37403209018880 7278591175731200 − 53975575573836800 1053137914863564800 − 1045003152848230400 0 0 0 0 0 0
5 316177598259200 − 22382919399564800 1188860351732172800 − 249278237165542952960 467813113699932577177600 − 14038003317517772800 205440434332690729902080 − 2921058683761014517760 117292943147639500800 0 0 0 0
6 − 6261257317764871424000 131902370771271059485696000 − 719519891488920336951771136000 195043448275075084237942784000 − 12996726530356181650782456676352000 182570868110632930989640794112000 − 24530495575515863231389317929369600 2937733938999713872468152724579942400 − 81366182634551611997233424072704000 2289295968083494977313045109866496000 − 268309704397538035200387633682841600 0 0
7 26332317958454272000 − 3447502789277322069606400 242936799515323366065131880448000 − 5348522046750959488086842507264000 28861258637561351334688120576409600 − 5064191545956106511301564913352704000 7886518712771982561771400132389634048000 −689067633277627125149333200617818292224000 12829735101347867016149363054491598848000 −2386115547816695505710969567664799744000 49066812644367967736334212313983283101696000 − 6769652663878960641131872139548125822976000 11779039621933858193237732006111215616000
Table 4. The coefficient of (27y + 1)−i in the expansion of the genus-g holomorphic ambiguity
This table records the Laurent expansion at the conifold point of the genus-g holomorphic ambiguity Ĉ
(g)
alg,0. Here a =
1
12 .
Number of insertions of 1 1
3
Genus 3 6 9 12 15 18 21 24 27
0 13 − 127 19 −1093729 1194012187 −274287076561 102777653467177147 −2107558316948871594323 24487690049215235531441
1 0 1243 − 14243 130076561 −835416459049 9730293415531441 −62263713156261594323 1836870860485473714348907 −877447958012634736014348907
2 1
19440
− 1311664 20693524880 −128039234723920 314291111944784 −8557024202467127545840 7964469005139389382637520 −2165652826095222589229582512 123817684497686855335972066242608
3 − 31
2449440
11569
22044960 − 242900366134880 871749323198404640 −15200459848871785641760 4509334480385691785641760 −39050288662607269357128352 9607109907927162237163144636982560 −14262745321381354134470275260346568608
4 31362985600 − 18895038848 1156471792550916800 −293218092473401222400 227665707030319183300480 −855627159576453613826497043200 562917323177869058989929809173600 −21451133240781842469852234463084033280 1013178322511951096785585554720083878149760
5 − 519961174596083200 196898123523788249600 − 3391579837814714094246400 786589477821473856986201600 −1057430723091383537127280544652800 54021828623157809350571145524901875200 −3738273607398296929922083910309724116876800 1518869184768410803025171219412388964675072 −179481198406406304666721460292493711500682075648
6 146097306075719767685632000 − 258703053013514779091706880 245367865464431317159303056896000 −40015774193969601803694951773804288000 5342470197951654213739166788425713029120 −375638250799696053178468871563641491059648000 8019780014405254969486119183119337746562068883968000 −3070502316719712753650867310009617101323968620665190400 29810463687802263588732581882184525323607943811723991142400
7 − 1122101011377127539712000 21967934142012545610893056000 −21275260973695396109466143334400 26373375124439869913137462988225024000 −3500876264323814391009112474333788050432000 11550268293733107230286738435228822899200 −1140326806130311256199394162513766807012277361664000 1619963694429944217877658453077012160126311049625497600 −42511791443635288629574749679918458118016841473283399680
Table 5. Some Gromov–Witten invariants of X = [C3/µ3]
The five entries in typewriter font here correct typographical errors in the corresponding table on page 808 of [2].
G
R
O
M
O
V
–
W
IT
T
E
N
IN
V
A
R
IA
N
T
S
O
F
L
O
C
A
L
P
2
A
N
D
M
O
D
U
L
A
R
F
O
R
M
S
1
2
7
Degree
Genus -12 -11 -10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4
2 0 0 0 0 0 0 0 0 0 0 − 180 0 − 1325920 119440 − 3187377913600 239255091680 − 19151257132413440
3 0 0 0 0 0 0 0 0 1112 0 0 0
121
58786560 − 11469664 23855179992689408 − 55724794911296 155758674498788705546240
4 0 0 0 0 0 0 − 3160 0 0 0 0 0 − 109331744742400 7377913600 − 68305691190155742208000 15612791205032688985600 − 14443095195726315338059571200
5 0 0 0 0 27352 0 0 0 0 0 0 0
9841
8380611993600 − 809942818849280 118418785326612060022657024 − 1139758991002105184160424960 11188464609233393947589997146260275200
6 0 0 −1865736400 0 0 0 0 0 0 0 0 0 − 61203943926602365072384000 127627721059144660736000 − 2798427201620099052836032762704465920000 98448651181990424158580224000 − 33848089352340787026603972096855678976000
7 8116 0 0 0 0 0 0 0 0 0 0 0
550838251
100073055427817472000 − 79431309171316428800 277767120917792369912031464488960 − 1177971963811788977453593185779507200 1128638057674398721070001524321295871639552000
Table 6. Some conifold Gromov–Witten invariants
This table records the expansion coefficients of the genus-g conifold correlation function C
(g)
con,0 as a Laurent series in the conifold
flat co-ordinate:
C
(g)
con,0 =
∑
d∈Z
ncong,d x
d
con
See Notation 10.3.6 and Notation 10.5.2 for precise definitions. The genus-g conifold correlation function has a pole of order 2g− 2
at the conifold point, so ncong,d vanishes for d < 2− 2g and ncong,2−2g is non-zero. The leading term
C
(g)
con,0 =
B2g
2g(2g − 2)3
g−1x2−2gcon + · · ·
agrees with predictions in the literature, up to rescaling xcon by
√
3 to match with [9,36] or
√−3 to match with [53]. Note that no
other negative powers of xcon occur, as predicted by [52,53]: this is the “conifold gap”.
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