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Abstract
First, we consider P systems with active membranes, hence with the possibility that the mem-
branes can be divided, with non-cooperating evolution rules (the objects always evolve sepa-
rately). These systems are known to be able to solve NP-complete problems in linear time. Here
we give a normal form theorem for such systems: their computational universality is preserved
even if only the elementary membranes are divided. The possibility of solving SAT in linear
time is preserved only when non-elementary membranes may also be divided under the in5uence
of objects in their region.
Second, we consider a slight generalization, namely, we allow that a membrane can produce
by division both a copy of itself and a copy of a membrane with a di6erent label; again, only
elementary membranes may be divided. In this case, we prove that the hierarchy on the maximal
number of membranes present in the system collapses: three membranes at a time are su:cient
in order to characterize the recursively enumerable sets of vectors of natural numbers. This result
is optimal, two membranes are shown not to be su:cient.
Third, we consider P systems with cooperating rules (several objects may evolve together).
Making use of this powerful feature, we show that many NP-complete problems can be solved
in linear time in a quite uniform way (by systems which are very similar to each other), using
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only elementary membranes division (and not further ingredients, such as electrical charges).
The degree of cooperation is minimal: two objects at a time.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
P systems are a class of distributed parallel computing models introduced in [8],
inspired from the way the alive cells process chemical compounds, energy, and infor-
mation. In short, in the regions delimited by a membrane structure (see Fig. 1 for an
illustration of this notion), one places multisets of objects, which evolve according to
evolution rules associated with the regions; a computation consists of transitions among
system con@gurations; the result of a halting computation is the vector of the multi-
plicities of objects present in the Knal conKguration in a speciKed output membrane
or of objects which leave the external membrane of the system (the skin membrane)
during a computation. That is, a P system of this form computes a set of vectors
of natural numbers. Many variants characterize the family of recursively enumerable
sets of vectors of natural numbers, which are exactly the Parikh sets associated with
recursively enumerable languages. Details can be found in [1,8,11,13,14], etc. When
membrane division is allowed, NP-complete problems can be solved in linear time,
[7,12].
The division of membranes is entailed in [12] by two means: as a result of the
action of an object, and because of the existence of two lower membranes of opposite
polarizations. In the Krst case, rules of the form [ia]
1
i → [ib]2i [ic]3i are used, where i
is the label of the membrane, a; b; c are objects, and 1; 2; 3 ∈{+;−; 0} are electrical
charges associated with the membranes. Note that membrane i is an elementary one,
both before and after the division. In the second case, one uses rules of the form
[i[j ]
1
j [k ]
2
k ]
3
i → [i[j ]4j ]5i [i[k ]6k ]7i , where i; j; k are labels of membranes and 1; : : : ; 7
are electrical charges such that {1; 2}= {+;−}. Note that always a membrane is
divided into two new membranes and that both these new membranes have the same
label as the divided membrane.
While rules of the Krst type can be considered to have a connection with the bio-
chemistry of alive cells, where the division takes place under the in5uence of the
chemical compounds present in the cell, the second type of rules is far from biology,
so it is a natural question whether or not one can get rid of using such rules.
Pleasantly enough, we Knd that rules of the second type are not necessary in or-
der to obtain the computational universality of the systems. The capability of solving
SAT in linear time is preserved only if we allow that also non-elementary membranes
can be divided under the in5uence of objects placed in their regions (but not under
the in5uence of inner membranes of opposite polarizations). When a non-elementary
membrane is divided, all membranes present in it are duplicated and added to each
of the two new membranes obtained by division. Of course, this is a rather powerful
operation (and non-realistic from a biochemical point of view).
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Fig. 1. A membrane structure.
In the case of universality, one does not obtain a bound on the number of membranes
simultaneously present in the system during the computation. Such a bound—even a
rather low one: three—can be found if a slight generalization is introduced in the
division process: when dividing a membrane i, one of the resulting membranes should
be labeled by i, but the second one may have a di6erent label. This corresponds
to the case investigated in [18,19], where, however, the division is provoked by the
“concentration” of certain objects in the membranes. From the proof of our result, one
actually can see that also in our case one can consider that the reason for division is
the concentration of certain objects in the divided membranes.
In all these cases one uses only non-cooperative rules, that is, rules where the objects
evolve independently to each other.
In an attempt to get rid also of the duplication of the membranes present in a dividing
membrane, in the last section of the paper we consider systems with cooperating rules,
where two or more objects evolve by a common rule. This is also a very powerful
feature, leading in an easy way to computational universality (see [3,8]). We do not
examine its power from the competence point of view, but from the performance
point of view and we Knd rather encouraging results from a “practical” point of view:
many NP-complete problems (we consider here 10 problems, Kve from logic and Kve
from graph theory) can be solved in linear time by P systems with cooperative rules,
with elementary membrane division (without using electrical charges for membranes)
and, more important, in a very uniform way. All systems have the same sub-systems:
generating in n steps a set of 2n elements (candidate solutions to our problem), checking
whether or not at least a solution exists, communicating outside the system the result
of this checking. On the one hand, this strategy has the same general shape as the
so-called computing by carving [10], on the other hand, the uniformity of the way of
solving the ten problems reminds the idea of a problem class for a given decidability
tool, as investigated already in [21] (where several NP-complete problems were proved
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to be solvable in linear time by CCC programs, with CCC meaning “computing by
conformational change”). Finding such classes of problems can be important from a
practical point of view: if the solution of one of the problems in the class would be
implemented, then the changes necessary to solve any other problem in the class will
be minimal.
2. P systems with active membranes
We refer to [17] for the elements of formal language theory we use here. We only
specify that for a string x∈V ∗ and a symbol a∈V , we denote by |x| the length of x
and by |x|a the number of occurrences of the symbol a in the string x. The families
of context-free, context-sensitive, and recursively enumerable languages are denoted by
CF; CS; RE, respectively. For w∈V ∗; V = {a1; : : : ; an}, we denote by V (w) the Parikh
vector of w, that is, V (w)= (|w|a1 ; : : : ; |w|an); this is extended to languages in the
natural way. For a family FL of languages, we denote by PsFL the family of Parikh
sets of vectors associated with languages in FL.
A membrane structure will be represented by a string of matching labeled parenthe-
ses. For instance, the membrane structure in Fig. 1 is represented by
[1 [2 ]2 [3 ]3 [4 [5 ]5 [6 [8 ]8 [9 ]9 ]6 [7 ]7 ]4 ]1:
If a membrane with label i has an electrical charge ∈{+;−; 0}, then we indicate
this by writing [i ]i .
A multiset over an alphabet V is represented by a string over V (and by all its per-
mutations) and each string precisely identiKes a multiset; the Parikh vector associated
with the string indicates the multiplicities of each element of V in the correspond-
ing multiset. Thus, when speaking of a “multiset” w∈V ∗ we understand the multiset
identiKed by w.
We now recall from [12] the deKnition of P systems with active membranes. Such
a system is a construct
 = (V;H; ; w1; : : : ; wm; R);
where
(i) m¿1;
(ii) V is an alphabet;
(iii) H is a Knite set of labels for membranes;
(iv)  is a membrane structure, consisting of m membranes, labeled (not necessarily
in a one-to-one manner) with elements of H ; at the beginning, all membranes in
 are supposed to be neutral;
(v) w1; : : : ; wm are strings over V , describing the multisets of objects placed in the m
regions of ;
(vi) R is a Knite set of developmental rules, of the following forms:
(a) [ha→ v]h for h∈H; ∈{+;−; 0}; a∈V; v∈V ∗ (object evolution rules, asso-
ciated with membranes and depending on the label and the charge of the
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membranes, but not directly involving the membranes, in the sense that the
membranes are neither taking part to the application of these rules nor are
they modiKed by them);
(b) a[h ]
1
h → [hb]2h for h∈H; 1; 2 ∈{+;−; 0}; a; b∈V (communication rules; an
object is introduced in the membrane, may be modiKed during this process;
also the polarization of the membrane can be modiKed, but not its label);
(c) [ha ]
1
h → [h ]2h b for h∈H; 1; 2 ∈{+;−; 0}; a; b∈V (communication rules;
an object is sent out of the membrane, may be modiKed during this pro-
cess; also the polarization of the membrane can be modiKed, but not its
label);
(d) [ha ]h→ b for h∈H; ∈{+;−; 0}; a; b∈V (dissolving rules; in reaction with
an object, a membrane can be dissolved, while the object speciKed in the rule
can be modiKed);
(e) [ha ]
1
h → [hb ]2h [hc ]3h for h∈H; 1; 2; 3 ∈{+;−; 0}; a; b; c∈V (division rules
for elementary membranes; in reaction with an object, the membrane is divided
into two membranes with the same label, may be of di6erent polarizations;
the object speciKed in the rule is replaced in the two new membranes by
possibly new objects; all objects di6erent from a are duplicated in the two
new membranes);
(f) [h0 [h1 ]
1
h1 : : : [hk ]
1
hk
[hk+1 ]
2
hk+1
: : : [hn ]
2
hn ]
0
h0
→ [h0 [h1 ]3h1 : : : [hk ]3hk ]5h0 [h0 [hk+1 ]4hk+1 : : : [hn ]4hn ]6h0
for k¿1; n¿k; hi ∈H; 06i6n, and 0; : : : ; 6 ∈{+;−; 0} with {1; 2}= {+;
−}; if this membrane with the label h0 contains other membranes than those
with the labels h1; : : : ; hn speciKed above, then they must have neutral charges
in order to make this rule applicable (division of non-elementary membranes;
this is possible only if a membrane contains two immediately lower mem-
branes of opposite polarization, + and −; the membranes of opposite polar-
izations are separated in the two new membranes, but their polarization can
change; always, all membranes of opposite polarizations are separated by ap-
plying this rule; all membranes of neutral polarization are duplicated and then
are part of the contents of both copies of the membrane h0).
In rules of types (d)–(f), the divided membrane cannot be the skin membrane,
that is, label h in rules of types (d), (e), and label h0 in rules of type (f) cannot
be associated with the skin membrane.
Note that in all rules of types (a)–(e) only one object is speciKed (that is, the objects
do not directly interact) and that, with the exception of rules of type (a), always single
objects are transformed into single objects (the two objects produced by a division rule
of type (e) are placed in two di6erent regions). Also, it is important to note that rules
of type (e) refer to elementary membranes.
A system as above is said to be non-cooperative. If we also allow rules of type
(a) of the general form [hu→ v]h, for h∈H; ∈{+;−; 0}; u∈V+; v∈V ∗, then we say
that we have a cooperative system. Note that such rules, with more than one object in
their “left-hand side” are only allowed for type (a), not for the other types (although
the cooperation can be easily extended to all types of rules, here we do not need
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such a powerful feature). In all sections below, excepting Section 6, we use only
non-cooperative rules.
These rules are applied according to the following principles:
(1) All the rules are applied in parallel: in one step, the rules of type (a) are applied
to all objects to which they can be applied, all other rules are applied to all
membranes to which they can be applied; an object can be used by only one rule,
non-deterministically chosen (there is no priority relation among rules), but any
object which can evolve by a rule of any form, must do it.
(2) If a membrane is dissolved, then all the objects in its region are left free in the
surrounding region. Because all rules are associated with membranes, the rules of a
dissolved membrane are no longer available at the next steps. The skin membrane
is never dissolved.
(3) All objects and membranes not speciKed in a rule and which do not evolve are
passed unchanged to the next step. For instance, if a membrane with the label h
is divided by a rule of type (e) which involves an object a, then all other objects
in membrane h which do not evolve are introduced in each of the two resulting
membranes h. Similarly, when dividing a membrane h by means of a rule of type
(f), the neutral membranes are reproduced in each of the two new membranes with
the label h, unchanged if no rule is applied to them (in particular, the contents of
these neutral membranes is reproduced unchanged in these copies, providing that
no rule is applied to their objects).
(4) If at the same time a membrane h is divided by a rule of type (e) and there are
objects in this membrane which evolve by means of rules of type (a), then in
the new copies of the membrane we introduce the result of the evolution; that is,
we may suppose that Krst the evolution rules of type (a) are used, changing the
objects, and then the division is produced, so that in the two new membranes with
label h we introduce copies of the changed objects. Of course, this process takes
only one step. The same assertions apply to the division by means of a rule of
type (f): always we assume that the rules are applied “from bottom-up”, in one
step, but Krst the rules of the innermost region and then level by level until the
region of the skin membrane.
(5) The rules associated with a membrane h are used for all copies of this membrane,
irrespective whether or not the membrane is an initial one or it is obtained by
division. At one step, a membrane h can be the subject of only one rule of types
(b)–(f).
(6) The skin membrane can never divide. As any other membrane, the skin membrane
can be “electrically charged”.
The membrane structure of the system at a given time, together with all multisets of
objects associated with the regions of this membrane structure is the con@guration of
the system at that time. The (m+1)-tuple (; w1; : : : ; wm) is the initial con@guration. We
can pass from a conKguration to another one by using the rules from R according to the
principles given above. We say that we have a (direct) transition among conKgurations.
A sequence of transitions which starts from the initial conKguration is called a com-
putation with respect to . A computation is complete if it cannot be continued: there
is no rule which can be applied to objects and membranes in the last conKguration.
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Note that during a computation the number of membranes can increase and decrease
but the labels of these membranes are always among the labels of membranes present
in the initial conKguration (by division we only produce membranes with the same
label as the label of the divided membrane).
During a computation, objects can leave the skin membrane (by means of rules of
type (c)). The result of a complete computation consists of the vector describing the
multiplicity of all objects which are sent out of the system during the computation; a
non-halting computation provides no output. The set of all vectors of natural numbers
produced in this way (we say computed) by a system  is denoted by N (). The
family of all such sets N () of vectors of natural numbers is denoted by NPA.
In [12] one proves that PsRE=NPA and that SAT (the satisKability of propositional
formulas in the conjunctive normal form) can be solved in linear time by systems
as above (the time, consisting of parallel steps in our system, for solving a formula
with n variables and m clauses is 2n + 2m + 1). In the proofs of both these results
from [12] rules of type (f) are used, but, as we will see immediately, this is not
necessary.
3. A restricted variant and its power
Let us denote by NPArd the family of vectors of natural numbers N () computed by
(non-cooperative) systems  which do not use division rules of type (f) (the subscript
rd stands for “restricted division”). Somehow surprisingly, but entirely pleasantly, this
restriction does not decreases the power of P systems with active membranes.
In the universality proofs which follow, we need the notion of a matrix gram-
mar with appearance checking. Such a grammar is a construct G=(N; T; S;M; F),
where N; T are disjoint alphabets, S ∈N , M is a Knite set of sequences of the form
(A1→ x1; : : : ; An→ xn), n¿1, of context-free rules over N ∪T (with Ai ∈N; xi ∈ (N ∪
T )∗, in all cases), and F is a set of occurrences of rules in M (N is the non-terminal
alphabet, T is the terminal alphabet, S is the axiom, while the elements of M are called
matrices).
For w; z ∈ (N ∪T )∗ we write w=⇒ z if there is a matrix (A1→ x1; : : : ; An→ xn) in
M and the strings wi ∈ (N ∪T )∗; 16i6n + 1, such that w=w1; z=wn+1, and, for all
16i6n, either wi =w′iAiw
′′
i , wi+1 =w
′
i xiw
′′
i , for some w
′
i ; w
′′
i ∈ (N ∪T )∗, or wi =wi+1,
Ai does not appear in wi, and the rule Ai→ xi appears in F . (The rules of a matrix are
applied in order, possibly skipping the rules in F if they cannot be applied; we say
that these rules are applied in the appearance checking mode.)
The language generated by G is deKned by L(G)= {w∈T ∗ | S =⇒∗ w}. The family
of languages of this form is denoted by MATac. If F = ∅, then G is said to be without
appearance checking. The family of languages generated by such grammars is denoted
by MAT .
It is known that CF ⊂MAT ⊂MATac =RE. Further details about matrix grammars
can be found in [2,17].
A matrix grammar G=(N; T; S;M; F) is said to be in the binary normal form if
N =N1 ∪N2 ∪{S; #}, with these three sets mutually disjoint, and the matrices in M are
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of one of the following forms:
(1) (S→XA), with X ∈N1; A∈N2,
(2) (X →Y; A→ x), with X; Y ∈N1; A∈N2; x∈ (N2 ∪T )∗; |x|62,
(3) (X →Y; A→ #), with X; Y ∈N1; A∈N2,
(4) (X → '; A→ x), with X ∈N1; A∈N2, and x∈T ∗.
Moreover, there is only one matrix of type 1 and F consists exactly of all rules A→ #
appearing in matrices of type 3; # is a trap-symbol, once introduced it is never removed.
A matrix of type 4 is used only once, in the last step of a derivation.
According to Lemma 1.3.7 in [2], for each matrix grammar G there is an equivalent
matrix grammar G′ in the binary normal form; if G is without appearance checking,
then also G′ is without appearance checking.
Theorem 1. PsRE=NPArd.
Proof. The inclusion NPArd ⊆PsRE follows from Church–Turing thesis or can be
proved directly, in a straightforward way (but involving a long construction). Hence,
we only prove the inclusion PsRE⊆NPArd. To this aim, we make use of the equality
PsRE=PsMATac. Let G=(N; T; S;M; F) be a matrix grammar with appearance check-
ing in the binary normal form, with N =N1 ∪N2 ∪{S; #} and matrices of the four
forms mentioned above. Each matrix of the form (X → '; A→ x), X ∈N1; A∈N2; x∈T ∗,
is replaced by (X →Z; A→ x), where Z is a new symbol. We denote the obtained
grammar by G′. Assume that we have n1 matrices of the form (X →Y; A→ x), with
X ∈N1; Y ∈N1 ∪{Z}; x∈ (N2 ∪T )∗, and n2 matrices of the form (X →Y; A→ #), X;
Y ∈N1; A∈N2.
We construct the P system (with p= n1 + n2 + 1 initial membranes)
 = (V;H; ; w1; : : : ; wp; R);
with
V =N1 ∪ N2 ∪ T ∪ {g; Z; †} ∪ {X ′ |X ∈ N1}
∪ {〈x〉 | x ∈ (N2 ∪ T )∗; (X → Y; A→ x) is a matrix in G′};
H = {1; 2; : : : ; p};
 = [p[1 ]01[2 ]
0
2 : : : [n1 ]
0
n1 [n1+1 ]
0
n1+1 : : : [n1+n2 ]
0
n1+n2 ]
0
p;
wi = ' for all i ∈ H − {p};
wp = XA for (S → XA) being the initial matrix of G
and the following set R of rules:
(1) For each matrix mi =(X →Y; A→ x), 16i6n1, we introduce the rules
X [i ]0i → [iY ]+i ,
[iY →Y ]+i ,
A[i ]+i → [iA]0i ,
[iA]0i → [i ]0i 〈x〉,
[iY ]0i → [i ]0i Y ′,
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[p〈x〉→ x]0p,
[pY ′→Y ]0p.
(2) For each matrix mi =(X →Y; A→ #), n1 + 16i6n1 + n2, we introduce the rules
X [i ]0i → [iY ]0i ,
[iY ]0i → [iY ′]+i [iY ′]0i ,
A[i ]+i → [i†]+i ,
[iY ′]0i → [i ]0i Y ,
[iY ′→Y ]+i ,
[iY ]+i → g.
(3) We also consider the following rules, for all a∈T ,
[pa]0p→ [p ]0pa,
as well as the following rules for all ∈N1 ∪N2 ∪{†}
[p→ ]0p.
The system works as follows.
Assume that at a given moment in membrane p we have a multiset Xw, for X ∈N1
and w∈ (N2 ∪T )∗ (also objects g; † can appear, but g never evolves while † evolves
forever, so we ignore them: g does not matter, † leads to a non-halting computation
which is of no further interest). Initially, we have w=A, for (S→XA) being the
starting matrix of G.
As long as symbols  from N1 ∪N2 are present, the computation is not Knished,
the rule [p→ ]0p can be used. That is, we have to remove all non-terminal symbols
from membrane p and this is done by simulating a terminal derivation in G, in the
following way.
The unique copy of X will go to a membrane i. Assume that we have 16i6n1,
hence corresponding to a matrix mi : (X →Y; A→ x) of G. Inside membrane i we have
Y and the membrane gets a positive charge. The rule [iY →Y ]+i can be used forever.
The way to avoid this is to also send to membrane i the symbol A. The arriving of the
right symbol A changes the polarity of membrane i to 0, which allows that both Y and
A can send out of this membrane the symbols Y ′ and 〈x〉, respectively. In membrane
p, the Krst one is replaced by Y and the latter one is replaced by the multiset x. In
this way, the matrix mi was simulated. Note that even if Y ′ is sent out before 〈x〉,
the symbol Y is available only at the next step, hence we can start simulating a new
matrix only after completing the simulation of mi.
Assume now that the symbol X was sent into a membrane i with n1+16i6n1+n2,
that is, corresponding to a matrix mi : (X →Y; A→ #). Inside membrane i we have the
symbol Y , which entails the division of the membrane. We get two copies of membrane
i, one with positive and one with neutral charge; in both membranes we have changed
Y to Y ′. In the positively charged membrane, Y ′ is replaced with Y , but, at the same
step, if any copy of A exists outside membrane [i ]+i , then the rule A[i ]
+
i → [i†]+i should
be used (the use of the rule [iY ′→Y ]+i does not count as a use of the membrane—see
again the principles which govern the use of rules—hence if the rule A[i ]+i → [i†]+i
can be applied, then it must be applied). If this will happen, then the computation
will never stop: at the next step, the membrane is dissolved by the rule [iY ]+i → g and
the trap-object † will be left free in membrane p where it will evolve forever. During
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these steps, the object Y ′ will leave the membrane [i ]0i . Consequently, we correctly
simulate the use of the matrix mi in the appearance checking manner; we return to
a neutral membrane i and to a computation which can be halted if and only if the
symbol A is not present.
These operations can be iterated; hence, any derivation in G can be simulated by
a computation in  and, conversely, the computations in  correspond to correct
derivations in G.
When the object Z has been produced, the process stops—providing that no element
of N2 is still present. This means that the derivation in G is terminal.
At any step, each terminal of G can be sent out of the system by rules [pa]0p→ [p ]0pa.
In conclusion, N ()=T (L(G)), which ends the proof.
It is worth noting that in the previous construction we have only membranes with
two polarizations, + and 0. However, we have a number of membranes simultaneously
present in the system which depends on the number of matrices in G. Bounding this
number is a problem of interest, which we will deal with in Section 5.
4. Solving SAT in linear time
The main reason of considering membrane division is to provide an enlarged par-
allelism, in the aim of solving complex problems in a feasible time. This was shown
in [12] to be possible for systems which can use (non-cooperative) rules of all the six
forms, but, as we have already announced, the restriction not to use rules of type (f)
does not lose this possibility, providing that we compensate this by allowing to rules
of type (e) to be used also for non-elementary membranes. That is, rules of the form
(e′) [ia]1i → [ib]2i [ic]3i
are allowed, even for i being non-elementary; the contents of membrane [i ]
1
i , objects
and membranes included, is copied to both [i ]
2
i and [i ]
3
i —with the exception of
object a, which is replaced by b; c in the two new membranes, respectively.
In order to show that SAT can still be solved in linear time in this framework, some
changes in the proof from [12] are su:cient.
Theorem 2. The SAT problem can be solved by a (non-cooperative) P system with
active membranes, without using dividing rules of the type (f), but using rules of type
(e′), in a time which is linear in the number of variables and the number of clauses.
Proof. Let us consider n variables x1; : : : ; xn, n¿1, and a propositional formula
+ = C1 ∧ C2 ∧ · · · ∧ Cm
with
Ci = yi;1 ∨ · · · ∨ yi;pi
for some m¿1; pi¿1, and yi; j ∈{xk ;¬xk | 16k6n}, for each 16i6m; 16j6pi.
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We construct the P system
 = (V;H; ; w0; w1; : : : ; wm; wm+1; R)
with the components
V = {ai; ti; t′i ; fi; f′i | 16 i 6 n} ∪ {ci | 16 i 6 n+ 1} ∪ {c; g; t};
H = {0; 1; : : : ; m+ 1};
 = [m+1[0[1[2 : : : [m ]0m : : :]
0
2]
+
1 ]
0
0]
0
m+1;
w0 = c1a1a2 : : : an;
wi = ' for all i = 1; 2; : : : ; m− 1 and for i = m+ 1;
wm = t
(note that the only membrane with a positive electrical charge is that with label 1)
while the set R contains the following rules:
(1) [0ci→ ci+1]00 for all 16i6n+1 (we count from 1 to n, which is the time needed
for producing all 2n truth-assignments for the n variables);
(2) [0ai]00→ [0ti]00[0fi]00, for all 16i6n (in membrane 0—which is not an elementary
one!—we non-deterministically choose one variable xi and both values true and
false are associated with it, in the form of objects ti; fi, which are separated in
two membranes with the label 0 which di6er only by these objects ti; fi; this
operation is done in parallel with increasing the subscript of object cj, which is
present in both the new membranes; it is also worth noting that all other objects
and membranes from membrane 0 are duplicated, copies of each of them will be
placed in both copies of membrane 0 produced by the present rule; in particular,
this is true for all membranes with labels 1; 2; : : : ; m associated with the m clauses);
(3) cn+1[1 ]+1 → [1c]01 (after n steps, all truth-assignments are generated; they are placed
in 2n copies of membrane 0, together with copies of the membrane sub-structure
[1[2 : : : [mt]0m : : :]
0
2]
+
1 ; the present rule will change the polarity of membrane 1, which
makes possible the checking of the truth values of all clauses, for all truth-
assignments, in parallel, by means of the rules in the next group);
(4) ti[j ]0j → [jt′i ]+j if xi appears in clause Cj, 16i6n; 16j6m, and fi[j ]0j → [jf′i ]+j ,
if ¬xi appears in clause Cj, 16i6n; 16j6m (the polarization of a membrane
with label j, 16j6m, is changed into + if and only if clause Cj is satisKed by
the current truth-assignment);
(5) [jt′i ]
+
j → ti and [jf′i ]j→fi for all 16j6m; 16i6n (the objects t′i ; f′i introduced
in a membrane j by the previous rules if clause j was satisKed will entail the
dissolvation of this membrane; note that the truth-assignment is not changed, ti
and fi are still present in membrane 0, and that after changing the polarization of
membrane j to + there is no other applicable rule but the dissolving one; in this
way, we can proceed with checking the truth of the subsequent clause);
(6) [0t]00→ [0 ]00t, [m+1t]0m+1→ [m+1 ]+m+1t (if at least one truth-assignment has satisKed
all clauses, then all membranes 1; 2; : : : ; m from one of the copies of membrane 0
were dissolved and the object t can leave both membrane 0 and, at the next step,
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the skin membrane; in this way, the skin membrane gets a positive polarization,
hence no further object can leave the system).
From the previous explanations, it is easy to see that formula + is satisKable if and
only if the object t leave the system, and this precisely happens at the step number
n+2m+3: in n steps we generate all the 2n truth-assignments, in one further step we
change the polarization of membrane 1, in 2m steps we check the truth value of the
m clauses, in two Knal steps we send out a copy of t providing that this is possible.
Thus, in order to check the satisKability of formula + we have to watch the system at
step n+ 2m+ 3.
The reader might try to exemplify the previous construction for a simple formula.
Of course, the speed-up is obtained by making use of an exponential space, which
is obtained in a natural way by the features embedded in a P system as above. This
has nothing to do with any possible implementation of such a system, especially in a
biochemical framework. For instance, dividing membrane 0 and at that step replicating
all the membranes which exist inside it and placing copies of all these membranes
in the new copies of membrane 0 is a totally unfeasible operation. It is an important
open problem whether or not SAT (or another NP-complete problem) can be solved
in a linear time (a polynomial time would be good enough) by P systems using rules
of type (e) and not (e′) as in the previous proof. In some sense, a positive answer is
given in Section 6, but at the price of using cooperative rules.
5. A slight generalization
The fact that when dividing a membrane we always produce two new membranes
with the same label as the former membrane could be biologically motivated, but it is
rather restrictive from a mathematical point of view. In this section we relax a little
this restriction and instead of rules of type (e) we allow rules of the form
(e′′) [ha ]1h → [hb ]2h [jc ]3j
for h; j∈H , h is an elementary membrane, 1; 2; 3 ∈{+;−; 0}, and a; b; c∈V .
That is, only one of the new membranes must have the same label as the former
membrane, the other one may have any other label from the list provided in the system.
Note that we return to dividing only elementary membranes.
We denote by NPA′′rd(k) the family of sets N () of vectors of natural numbers which
can be computed by (non-cooperative) P systems with rules of types (a)–(d), (e′′), by
computations such that at most k membranes are present in any current conKguration,
k¿1. It might be surprising to note that, at the Krst sight, very innocent generalization
we have introduced in the membrane division operation is su:cient in order to get
a characterization of PsRE by systems which never have more than three membranes
present in a conKguration and, moreover, do not use membrane polarization.
Theorem 3. PsRE=NPA′′rd(k) for all k¿3.
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Proof. We only have to prove the inclusion PsRE⊆NPA′′rd(3). To this aim, we proceed
as in the proof of Theorem 1.
Let G=(N; T; S;M; F) be a matrix grammar with appearance checking in the bi-
nary normal form, with N =N1 ∪N2 ∪{S; #}. Each matrix of the form (X → '; A→ x),
X ∈N1; A∈N2; x∈T ∗, is replaced by (X →Z; A→ x), where Z is a new symbol. We
denote the obtained grammar by G′. Assume that we have n1 matrices of the form
(X →Y; A→ x), with X ∈N1; Y ∈N1 ∪{Z}; x∈ (N2 ∪T )∗, and n2 matrices of the form
(X →Y; A→ #), X; Y ∈N1; A∈N2. Let p= n1 + n2 + 1.
We construct the P system (with only two initial membranes)
 = (V;H; [p[0 ]0]p; w0; wp; R)
with
V =N1 ∪ N2 ∪ T ∪ {g; Z; †} ∪ {X ′ |X ∈ N1}
∪ {〈x〉 | x ∈ (N2 ∪ T )∗; (X → Y; A→ x) is a matrix in G′};
H = {0; 1; 2; : : : ; p};
w0 = ';
wp = XA for (S → XA) being the initial matrix of G
and the following set R of rules:
(1) For each matrix mi =(X →Y; A→ x), 16i6n1, we introduce the rules
X [0 ]0→ [iX ]i,
[0X ]0→ [0g]0[iY ′]i,
[iY ′→Y ′]i,
A[i ]i→ [iA]i,
[iA]i→〈x〉,
[p〈x〉→ x]p,
[pY ′→Y ]p.
(2) For each matrix mi =(X →Y; A→ #), n1 + 16i6n1 + n2, we introduce the rules
X [0 ]0→ [0X ]0,
[0X ]00→ [0Y ′]0[iY ′]i,
A[i ]i→ [i†]i,
[iY ′→Y ]i,
[iY ]i→ g,
[0Y ′]0→ [0 ]0Y .
(3) We also consider the following rules, for all a∈T :
[pa]1→ [1 ]pa,
as well as the following rules for all ∈N1 ∪N2 ∪{†}:
[p→ ]p.
This system works in a way which is rather similar to the work of the system in
the proof of Theorem 1. Instead of having copies of membranes i associated with
the matrices in G provided from the beginning, we create such membranes by dividing
membrane 0. A copy of membrane 0 is reproduced, it takes its part during simulating a
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matrix of G, then it returns to its initial state, and waits for being used in a subsequent
simulation. The copy of membrane i is dissolved immediately after simulating the
corresponding matrix mi.
We leave to the reader the routine task to check that the system works as desired,
that is, N ()=T (L(G)). Because at any step of a computation we have at most
three membranes present in the current conKguration, we have T (L(G))∈NPA′′rd(3),
which concludes the proof.
The previous result is optimal from the point of view of the number of membranes
simultaneously present in a conKguration. Indeed, if we do not allow having more than
two membranes in the system, then the dividing operation is not at all used: the skin
membrane cannot be divided, hence we have at any time at most one further membrane
inside. Thus, instead of NPA′′rd(k), k =1; 2, we write NPA(k).
In order to clarify the relations between these two families and NPA′′rd(3) we will
use the Parikh images of ET0L languages.
An ET0L system is a construct G=(V; T; w; P1; : : : ; Pm), m¿1, where V is an al-
phabet, T ⊆V , w∈V ∗, and Pi; 16i6m, are Knite sets (tables) of context-free rules
over V such that for each a∈V there is at least one rule a→ x in each set Pi (we
say that each of these tables is complete). In a derivation step, all the symbols present
in the current sentential form are rewritten using one table. The language generated
by G, denoted by L(G), consists of all strings over T which can be generated in this
way, starting from w. An ET0L system with only one table is called an E0L system.
Details can be found, e.g., in [16].
We denote by E0L and ET0L the families of languages generated by E0L and ET0L
systems, respectively.
The following inclusions are known:
PsCF ⊂ PsE0L ⊂ PsET0L ⊂ PsCS:
For instance, {(2n) | n¿1}∈PsE0L−PsCF , {(2n3m) | n; m¿1}∈PsET0L−PsE0L (ac-
cording to Exercise II.4.4 in [16], we have {a2n3m | n; m¿1}∈ET0L−E0L), and {(n) |
n prime}∈PsCS − PsET0L (see Exercise VI.2.6 in [16]).
Theorem 4. (i) NPA(1)⊆NPA(2)⊆PsET0L⊂NPA′′rd(3)=PsRE.
(ii) If M ∈PsE0L;M ⊆Nk , then M ×{1}∈NPA(1).
(iii) NPA(1)− PsE0L = ∅.
Proof. (i) The inclusions among NPA families follow from the deKnitions.
The inclusion NPA(2)⊆PsET0L can be proved as in [3,6]. Because we do not
have membrane division possibilities, we can at most dissolve the inner membrane.
Evolution rules (including rules which move objects in and out of membranes, as well
as dissolving rules) can be simulated in an ET0L system, by “coloring” the symbols
with the label of the membrane where they are placed. For details, the reader is referred
to the two paper cited above, where much more general variants of P systems are shown
to lead to vector sets in PsET0L.
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The strictness of the inclusion PsET0L⊂PsRE follows from the fact mentioned
above, that PsET0L⊂PsCS.
(ii) Let us consider an E0L system G=(V; T; w; P) and construct the P system
 = (V ∪ {c}; {1}; [1 ]01; cw; R);
R= {[1a→ x]01 | a→ x ∈ P}
∪ {[1c→ c]01; [1c]01 → [1 ]+1 c}
∪ {[1a]+1 → [ ]+1 a | a ∈ T}
∪ {[1→ ]+1 |  ∈ V − T}:
As long as membrane 1 has the charge 0, we can simulate the rules of G (note
that in E0L systems and in P systems alike the rules are used in parallel). In any
moment, the new symbol c can leave the system and change the polarization of the
skin membrane to +. Now, all terminal symbols can leave the system, while all non-
terminal symbols will evolve forever. That is, the computation stops only if the change
of polarization of the skin membrane was done after obtaining a terminal string in the
E0L system G. Consequently, N ()=T (L(G))×{1} (we assume that c is placed
after the symbols of T when counting the multiplicities of symbols sent out of the
system).
(iii) Let us consider the P system
 = ({a; a′; b; c}; {1}; [1 ]01; abc; R);
R= {[1a→ aa]01; [1b→ b]01; [1b]01 → [1 ]+1 b;
[1a→ a′a′a′]+1 ; [1a′ → a′a′a′]+1 ; [1c→ c]+1 ; [1c]+1 → [1 ]01c;
[1a′]01 → [1 ]01a}:
As long as membrane 1 has polarization 0, the object a is doubled and b is just
reproduced; at any moment, b can leave the system and change the charge of the skin
membrane to +. In such a circumstance, a is replaced by a′ and tripled at every step,
while c is just reproduced. At any moment, also c can leave the system and change
again the polarization of the skin membrane, returning it to 0. From now on, only
rules which send all copies of a′ outside the system, changed into a, can be used.
Consequently, N ()= {(2n3m; 1; 1) | n; m¿1}. The family E0L is closed under erasing
morphisms; if N () would be in PsE0L, then also {(2n3m) | n; m¿1} would be in
PsE0L, which is not true. Consequently, N () =∈ PsE0L.
From the previous result, we Knd that NPA(2)⊂NPA′′rd(3) is a strict inclusion. We
do not know whether or not also the inclusion NPA(1)⊆NPA(2) is proper.
Note that in the previous proof we have again used two polarizations of membranes,
+ and 0.
The fact that in the previous proof we have not obtained the inclusion PsE0L⊆NPA
(1) is due to the restriction that we can change the polarization of a membrane only
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when passing objects through it. Moreover, when sending an object out of a membrane,
we can at most change the name of the object, but we cannot “destroy” the object.
If rules of the form [1c]01→ [1 ]+1 would be allowed, then the additional component of
the vectors in T (L(G)) will not be necessary.
6. Using cooperative rules
Working with non-cooperative rules is natural from a mathematical point of view,
because it is natural to look for minimalistic models, but from a biochemical point
of view this is not only non-necessary, but also non-realistic: most chemical reactions
involve two or more chemical compounds (and also produce two or more compounds).
“Reactions” of the form a→ bc corresponds to breaking a molecule a into two smaller
molecules, b and c, but many reactions are of the form ab→ cd, where a and b interact
in producing c and d.
The cooperative rules are very powerful in what it concerns the computing capacity
of P systems, in the sense that by using such rules it is very easy to obtain compu-
tational universality [1,3,8]. We are not interested here in the computing capacity, but
in the computing e:ciency. Not entirely surprisingly, we Knd that using such rules
we can solve many NP-complete problems in a rather uniform manner, that is, by P
systems which are very similar to each other.
The general structure (and functioning) of these systems is as follows:
(1) Always we start with two membranes, always the central one is divided into an
exponential number of copies.
(2) In a central “parallel engine” one generates, making use of the membrane division,
a “data pool” of an exponential size; due to the parallelism, this takes, however,
only a linear time. In parallel with this process, a “timer” is simultaneously tick-
ing, in general, for synchronization reasons.
(3) After Knishing the generation of the “data pool”, one checks whether or not any
solution to our problem exists; this is the step where we need cooperative rules.
(4) A message is sent out of the system at a precise moment telling whether or not
the problem has a solution. In all cases, the last two steps are done in a constant
number of time units, again making use of the parallelism.
Fig. 2 pictorially suggests the general shape of the systems which follow.
Many other decidability problems can be approached in the same way, but we just
illustrate here the idea with Kve problems from logic and Kve from graph theory. It
would be of interest to note that in the case of logic we do not use membrane dissolving
rules; actually, we only use rules of three forms, (a) (cooperative), (c), and (e). This
makes particularly interesting such problems in the case of any attempt to implement
P systems for solving them.
Because in all cases we have the initial membrane structure [1[0 ]0]1, and an empty
multiset in the skin membrane, we do no longer specify these items, but we only
give the other components of the systems, the set V of objects, the initial mul-
tiset w0, and the set of evolution rules. For the formulation of the problems, we
follow [4].
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Fig. 2. The shape of P systems solving NP-complete problems.
Propositional logic
[LO1] Satis%ability (SAT)
Instance: A collection C of clauses Ci =yi;1 ∨ · · · ∨yi;pi , 16i6m, for some m¿1;
pi¿1, and yi; j ∈{xk ;¬xk | 16k6n}, n¿1, for each 16i6m; 16j6pi.
Question: Is there a satisfying truth-assignment for C?
P system:
V = {ai; ti; fi | 16 i 6 n}
∪ {ci | 16 i 6 n+ 1}
∪ {ki | 16 i 6 m} ∪ {yes};
w0 = c1a1 : : : an;
R= {[0ai]0 → [0ti]0[0fi]0 | 16 i 6 n} (parallel engine)
∪ {[0ci → ci+1]0 | 16 i 6 n} (timer)
∪ {[0cn+1ti → k1ti]0 | xi appears in C1; 16 i 6 n}
∪ {[0cn+1fi → k1fi]0 | ¬xi appears in C1; 16 i 6 n}
∪ {[0kjti → kj+1ti]0 | xi appears in Cj+1; 16 i 6 n; 16 j 6 m− 1}
∪ {[0kjfi → kj+1fi]0 | ¬xi appears in Cj+1; 16 i 6 n; 16 j 6 m− 1}
(truth-checking rules)
∪ {[0km]0 → [0 ]0yes; [1yes]1 → [1 ]1yes} (messenger rules):
In n steps, we generate all 2n truth-assignments of the n variables; at the same time,
the counter ci arrives at cn+1 and starts checking the truth of clauses; if a clause Cj
is valid, then the object kj is introduced. Checking all clauses takes m steps. If in any
copy of the membrane 0 we can obtain the object km, then the “message” yes is sent
to membrane 1 and from here out of the system. This means that the set C of clauses
is satisKable if and only if at step n+m+2 we get the object yes outside the system.
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Note that for each clause we have as many checking rules as many literals we have
in the clause.
[LO2] 3-Satis%ability (3-SAT)
Instance: As in the case of SAT, with each clause containing exactly three literals
(that is, pi =3 for all 16i6m).
Question: Is there a satisfying truth assignment for C?
P system: Exactly as above, but with only three checking-rules for each clause
(hence, the answer is obtained at step n+ 5).
[LO3] Not-all-equal 3SAT
Instance: As in the case of 3-SAT.
Question: Is there a truth-assignment such that each clause in C has at least one
true literal and at least one false literal?
P system: Exactly as above, but with the following truth-checking rules:
{[0cn+1ti1 ti2 → k1ti1 ti2 ]0 | xi1 ;¬xi2 appear in C1; 16 i1; i2 6 n}
∪{[0cn+1ti1fi2 → k1ti1fi2 ]0 | xi1 ; xi2 or ¬xi1 ;¬xi2 appear in C1; 16 i1; i2 6 n}
∪{[0cn+1fi1fi2 → k1fi1fi2 ]0 | ¬xi1 ; xi2 appear in C1; 16 i1; i2 6 n}
∪{[0kjti1 ti2 → kj+1ti1 ti2 ]0 | xi1 ;¬xi2 appear in Cj+1; 16 i1; i2 6 n;
16 j 6 m− 1}
∪{[0kjti1fi2 → kj+1ti1fi2 ]0 | xi1 ; xi2 or ¬xi1 ;¬xi2 appear in Cj+1;
16 i1; i2 6 n; 16 j 6 m− 1}
∪{[0kjfi1fi2 → kj+1fi1fi2 ]0 | ¬xi1 ; xi2 appear in Cj+1; 16 i1; i2 6 n;
16 j 6 m− 1}:
For each clause we have three rules in each membrane 0.
The previous rules contain three objects in their left side, but it is easy to modify
them in such a way to have only two objects in each case. For instance, instead of a
rule [0kjti1 ti2 → kj+1ti1 ti2 ]0 we can use the rules
[0kjti1 →〈kjti1〉]0,
[0〈kjti1〉ti2 → kj+1ti1 ti2 ]0,
where 〈kjti1〉 is a new object. Instead of m steps, we need now 2m steps for checking
the truth values of the m clauses (hence, the answer is obtained at the step n+2m+2).
In the same way, with a linear slow-down, we can change all cooperative rules from
the systems which follow, hence we will not state this observation again for each case.
[LO4] One-in-three 3SAT
Instance: As in the case of 3-SAT.
Question: Is there a truth-assignment such that each clause in C has exactly one
true literal?
P system: Exactly as above, but with the following truth-checking rules:
{[0cn+1ti1 ti2 ti3 → k1ti1 ti2 ti3 ]0 | xi1 ;¬xi2 ;¬xi3 appear in C1;
16 i1; i2; i3 6 n}
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∪{[0cn+1ti1 ti2fi3 → k1ti1 ti2fi3 ]0 | xi1 ;¬xi2 ; xi3 or ¬xi1 ;¬xi2 ;¬xi3 appear in C1;
16 i1; i2; i3 6 n}
∪{[0cn+1ti1fi2fi3 → k1ti1fi2fi3 ]0 | xi1 ; xi2 ; xi3 or ¬xi1 ; xi2 ;¬xi3 appear in C1;
16 i1; i2; i3 6 n}
∪{[0cn+1fi1fi2fi3 → k1fi1fi2fi3 ]0 | ¬xi1 ; xi2 ; xi3 appear in C1;
16 i1; i2; i3 6 n}
∪{[0kjti1 ti2 ti3 → kj+1ti1 ti2 ti3 ]0 | xi1 ;¬xi2 ;¬xi3 appear in Cj+1;
16 i1; i2; i3 6 n}
∪{[0kjti1 ti2fi3 → kj+1ti1 ti2fi3 ]0 | xi1 ;¬xi2 ; xi3 or ¬xi1 ;¬xi2 ;¬xi3 appear in Cj+1;
16 i1; i2; i3 6 n; 16 j 6 m− 1}
∪{[0kjti1fi2fi3 → kj+1ti1fi2fi3 ]0 |xi1 ; xi2 ; xi3 or ¬xi1 ; xi2 ;¬xi3 appear in Cj+1;
16 i1; i2; i3 6 n; 16 j 6 m− 1}
∪{[0kjfi1fi2fi3 → kj+1fi1fi2fi3 ]0 | ¬xi1 ; xi2 ; xi3 appear in Cj+1;
16 i1; i2; i3 6 n; 16 j 6 m− 1}:
For each, clause we have exactly one rule in each membrane 0 (we will have three
rules if we reduce to two the number of objects which cooperate in each rule).
[LO5] Minimum 2-satis%ability
Instance: A set of n variables, a collection C of m clauses such that each clause
contains exactly two literals (pi =2 for all 16i6m), and a positive integer k6m.
Question: Is there a truth-assignment that simultaneously satisKes at least k clauses
in C?
P system:
V = {ai; ti; t′i ; fi; f′i | 16 i 6 n}
∪ {ci | 16 i 6 n+ 3}
∪ {di | 16 i 6 m} ∪ {d; yes};
w0 = c1a1 : : : an;
R= {[0ai]0 → [0t′i ]0[0f′i ]0 | 16 i 6 n}
∪ {[0t′i → tmi ]0; [0f′i → fmi ]0 | 16 i 6 n}
∪ {[0ci → ci+1]0 | 16 i 6 n; and i = n+ 2}
∪ {[0cn+1 → cn+2d1d2 : : : dm]0}
∪ {[0djti → dti]0 | xi appears in Cj+1; 16 i 6 n; 16 j 6 m}
∪ {[0djfi → dfi]0 | ¬xi appears in Cj+1; 16 i 6 n; 16 j 6 m}
∪ {[0cn+3dk → yes]0; [0yes]0 → [0 ]0yes; [1yes]1 → [1 ]1yes}:
The answer is obtained in n + 5 steps (n + k + 4 steps if we “reduce” the rule
[0cn+3dk →yes]0 to rules with only two cooperating objects), because the checking
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of the truth of the m clauses is done in parallel for all of them, in only one step, due
to the presence of m copies of each truth value ti; fi and m objects d1; : : : ; dm in each
membrane 0. (This trick, with checking all clauses in parallel, in only one step, can be
applied also for SAT, but at the price of using a rule of the form [0cn+3dm→yes]0,
checking that all clauses are satisKed; if we replace this rule with m rules with only
two objects in their left hand sides, then we return to a system as that considered
above for SAT.) The fact that each clause contains only two literals is only “visible”
in what concerns the number of checking rules, not in the shape of the system.
In the case of logic, we have chosen the Krst problems from the beginning of the
respective section from [4], but for graph theory we have to select decision problems
only; moreover, we present the problems in the order of their di:culty/similarity.
Graph theory
[GT1] Vertex cover
Instance: A directed graph G=(V; E) with n vertices, v1; : : : ; vn, and a positive in-
teger k6card(V ).
Question: Is there a subset V ′⊆V with card(V ′)6k such that for all (vi; vj)∈E;
16i; j6n, at least one of vi; vj is in V ′?
P system:
V = {vi; v′i ; v′′i ; v′′′i | 16 i 6 n+ 1}
∪ {ci | 16 i 6 n+ 3} ∪ {c; d; yes};
w0 = c1v1 : : : vnvn+1;
R= {[0vi]0 → [0v′′′i ]0[0v′′i ]0 | 16 i 6 n+ 1}
∪ {[0ci → ci+1]0 | 16 i 6 n+ 2}
∪ {[0v′′′i → v′ic]0 | 16 i 6 n+ 1}
∪ {[0cn+3v′′i v′′j → d]0 | (vi; vj) ∈ E; 16 i; j 6 n}
∪ {[0cn+3ck+1 → d]0; [0d]0 → d;
d[0 ]0 → [0yes]0; [0yes]0 → [0 ]0yes; [1yes]1 → [1 ]1yes}:
In n+1 steps we generate all possible partitions of V ∪{vn+1} in two subsets, by triple
priming and double priming the objects; the tripled primed objects correspond to the
set V ′ we look for. In step n + 2 the triple primed objects introduce a single primed
version as well as the object c, used for checking whether or not card(V ′)6k. This is
done at step n+3 by the rule [0cn+2ck+1→d]0. Because we have considered an object
vn+1, plus its primed versions, which does not correspond to a vertex in V , we can
have k = card(V ), hence V ′=V ; if also vn+1 is put in V ′, then we get k + 1 copies
of c; if vn+1 is not in V ′, then the rule [0cn+3ck+1→d]0 is not applicable. The object
d will dissolve the copy of membrane 0 where it appears. The rules [0cn+3v′′i v
′′
j →d]0
are present for all edges in E (hence not for i; j= n+1) and any of can be applied if
and only if the negation of the property in the problem is fulKlled. In such a case, the
membrane 0 which corresponds to that subset V ′ is dissolved. Note that at least one
membrane is dissolved, for instance, for the case V ′=V ∪{vn+1} (because in this case
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we get card(V ′)¿k +1), hence at least one copy of d will be produced in membrane
1. If any membrane survives, then the rule d[0 ]0→ [0d]0 can be applied. This means
that a satisfactory set V ′ exists and the corresponding message is sent out of the system
(at step n+ 7).
The Vertex Cover problem was solved in linear time also in [7], but by using P
systems with active membranes with rules of all forms (a)–(f), moreover, allowing
that a membrane can produce by division any number of copies of itself, not only two;
however, in [7] one uses only non-cooperative rules.
[GT58] k-Closure
Instance: The same as above.
Question: Is there a subset V ′⊆V with card(V ′)6k such that for all (vi; vj)∈E;
16i; j6n, either vi ∈V ′ or vj =∈ V ′?
P system: Exactly the same as for Vertex Cover, with the checking rules [0cn+2v′′i
v′′j →d]0 replaced by
{[0cn+3v′′i v′j → d]0; [0cn+3v′iv′′j → d]0 | (vi; vj) ∈ E; 16 i; j 6 n}:
[GT20] Independent set
Instance: The same as above (but we may assume that k¡card(V ), because the
case when k = card(V ) corresponds to E= ∅, which is trivial).
Question: Is there a subset V ′⊆V with card(V ′)¿k such that no two vertices in
V ′ are joined by an edge in E?
P system: Very similar to that for Vertex Cover, but we give it in full details just
to let the reader observe the similarities.
V = {vi; v′i ; v′′i ; v′′′i | 16 i 6 n}
∪ {ci | 16 i 6 n+ 2} ∪ {c; d; yes};
w0 = c1v1 : : : vn;
R= {[0vi]0 → [0v′i]0[0v′′′i ]0 | 16 i 6 n}
∪ {[0ci → ci+1]0 | 16 i 6 n+ 1}
∪ {[0v′′′i → v′′i c]0 | 16 i 6 n}
∪ {[0cn+2v′iv′j → d]0 | (vi; vj) ∈ E; 16 i; j 6 n}
∪ {[0cn+2cn−k+1 → d]0; [0d]0 → d;
d[0 ]0 → [0yes]0; [0yes]0 → [0 ]0yes; [1yes]1 → [1 ]1yes}:
Note that this time we need to check that we have at least k selected vertices, hence
we dissolve a membrane 0 only when less that k vertices are marked with a prime.
[GT4] Graph 3-colorability
Instance: The same as above.
Question: Does there exists a function f :V −→{1; 2; 3} such that f(vi) = f(vj)
whenever (vi; vj)∈E?
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P system:
V = {vi | 16 i 6 n;  ∈ {(1); (2); (3); (23)}
∪ {ci | 16 i 6 2n+ 2} ∪ {d; yes};
w0 = c1v1 : : : vn;
R= {[0vi]0 → [0v(1)i ]0[0v(23)i ]0; [0v(23)i ]0 → [0v(2)i ]0[0v(3)i ]0 | 16 i 6 n}
∪ {[0ci → ci+1]0 | 16 i 6 2n+ 1}
∪ {[0c2n+1v(r)i v(r)j → d]0 | (vi; vj) ∈ E; 16 i; j 6 n; 16 r 6 3}
∪ {[0d]0 → d; d[0 ]0 → [0yes]0; [0yes]0 → [0 ]0yes; [1yes]1 → [1 ]1yes}:
We leave to the reader the task to see how this system works (and, also, to see the
di6erences and the similarities with the previous systems). We only mention that at
least for constant functions f we dissolve a membrane 0, hence we always produce
an object d.
[GT6] Monochromatic triangle
Instance: A graph G=(V; E) with n vertices and m edges (E= {e1; : : : ; em}).
Question: Is there a partition of E into two disjoint sets E1; E2 such that neither
G1 = (V; E1) nor G2 = (V; E2) contains a triangle?
P system: Again very similar to the previous ones, but this time we have to Knd a
subset E′ of E, such that, simultaneously, card(E′)¿1 and card(E′)6m− 1.
V = {ei; e′i ; e′′i ; Ue′i ; Ue′′i | 16 i 6 n}
∪ {ci | 16 i 6 m+ 2} ∪ {d; g; h; yes};
w0 = c1e1 : : : em;
R= {[0ei]0 → [0 Ue′i]0[0 Ue′′i ]0 | 16 i 6 m}
∪ {[0ci → ci+1]0 | 16 i 6 m+ 1}
∪ {[0 Ue′i → e′ig]0; [0 Ue′′i → e′′i h | 16 i 6 m}
∪ {[0cm+2gm → d]0; [0cm+2hm → g]0}
∪ {[0cm+2e′i e′je′k → d]0; [0cm+2e′′i e′′j e′′k → d]0 | 16 i; j; k 6 m;
ei = (vs1 ; vs2 ); ej = (vs2 ; vs3 ); ej = (vs3 ; vs1 ); 16 s1; s2; s3 6 n}
∪ {[0d]0 → d; d[0 ]0 → [0yes]0; [0yes]0 → [0 ]0yes; [1yes]1 → [1 ]1yes}:
The similarity of all these systems encourages the speculation that a few “modules”
of “bio-computers” based on the P systems architecture are su:cient in order to solve
a large class of decidability problems. We believe that similar “computing blocks” can
also be found for other types of problems, for instance, for problems whose answer is
not of the YES–NO type, but a number. It remains as a research topic to Knd such
classes of problems (and the corresponding types of P systems).
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7. Final remarks
We have improved the universality result from [12], from two points of view: only
two polarizations were considered for membranes (+ and 0) and, more important from
the biochemical interpretation, we have no longer used rules for membrane division
where inner membranes of opposite polarizations force the division of an upper mem-
brane. Then, by allowing that one of the membranes obtained by dividing a membrane
with a given label may have a di6erent label, we have found that in order to char-
acterize the family of recursively enumerable sets of vectors of natural numbers we
need at most three membranes to be simultaneously present in the conKgurations of a
computation and that no polarization is needed. However, the type of these membranes
is not restricted (in the proofs above, this number depends on the number of matrices
in the starting grammar). It is an open problem whether or not also the number of
types of membranes can be bounded.
In all previous results, the evolution rules are non-cooperative, always a single ob-
ject enters the “reaction”. In the last section, we have allowed cooperative rules, a
feature which is known to be powerful as it concerns the computing power. We Knd
and convincingly illustrate here that such rules are also very e:cient from the time
complexity point of view: 10 NP-complete problems were shown to be solved in linear
time by P systems with elementary membrane division (without electrical charges of
membranes), using cooperative rules, and of a very uniform structure. This last remark
is a quite encouraging Knding; a small number of “computing modules” can be used,
slightly modiKed from a problem to another one, in order to solve any problem from a
large class. We emphasize the fact that cooperative evolution rules are rather common
in biochemistry, in some sense, more unrealistic can be considered the non-cooperative
rules than the cooperative ones.
A problem of (mathematical) interest in the case of using cooperative rules is to
also consider membrane polarization. Which kind of an advantage can we get in this
way?
From a biochemical point of view, it is also natural to consider that at a given step
a membrane can enter several operations of sending objects in and out. This would
correspond to the fact that the alive cells have several proteins embedded in the mem-
brane, and all of these “protein channels” can work simultaneously. Mathematically,
this means that a constant g is associated with each membrane and at each step we
can use at most g rules which send objects through this membrane. The study of this
variant remains to be done. (For instance, an interesting question is whether or not the
parameter g induces an inKnite hierarchy of the computed vectors.)
Membrane division was considered in [18,19] in a di6erent style: certain objects
are distinguished and a membrane is divided as soon as the ratio of the number of
copies of these distinguished objects over the total number of objects in the membrane
exceeds a given threshold. The contents of the former membrane is distributed in a
random way among the two new membranes. The two new membranes can have any
label, not necessarily the label of the starting membrane.
The reader can see in the proofs of Theorems 1 and 3 that the membranes are divided
only when any object from N1 is present in them. Moreover, in that moment no other
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object is present in the divided membrane. Thus, by considering as distinguished objects
those from N1 and as the threshold controlling the division any strictly positive sub-
unitary number, we are exactly in the situation from [18,19]. Of course, the di6erence
remains in the way of deKning the contents of the newly obtained membranes.
Another strategy of controlling the work of P systems is proposed in [15]: taking
into account the energy consumed or produced by each rule. This can be also used with
respect to systems with active membranes. The investigation of such a case remains to
be done.
Note added in proof: In the meantime, a normal form result stronger than that in
Theorem 1 was also obtained in the paper by A. P)aun, in: I. Antoniou, C.S. Calude,
M.J. Dinneen, (eds.), On P Systems with Membrane Division, vol. Unconventional
Models of Computation, Springer, London, 2000, pp. 187–201 (universality is achieved
without using membrane division). Current information about membrane computing can
be found at the web address http://psystems.disco.unimib.it.
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