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Abstract
We consider the scalar sector of a general renormalizable theory and evaluate the effective potential through
three loops analytically. We encounter three-loop vacuum bubble diagrams with up to two masses and six
lines, which we solve using differential equations transformed into the favorable  form of dimensional reg-
ularization. The master integrals of the canonical basis thus obtained are expressed in terms of cyclotomic
polylogarithms up to weight four. We also introduce an algorithm for the numerical evaluation of cyclo-
tomic polylogarithms with multiple-precision arithmetic, which is implemented in the Mathematica package
cyclogpl.m supplied here.
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1. Introduction
The effective potential [1, 2] plays a very important role in investigating spontaneous symmetry breaking.
In the Standard Model, it has been a topic of numerous studies over many years [3–7], with partial results
at the three- [8] and four-loop orders [9]. The analysis of the effective potential at the two-loop order
leads to the conclusion that the electroweak vacuum may be stable, critical, or slightly meatastable up to
very high energies of the order of the Planck scale [10–12]. Such an analysis at the three-loop order would
require, apart from four-loop renormalization group functions [13–18], also the matching conditions, which
are presently known through the two-loop order only [19]. An important step has recently been taken in
Ref. [20], where the three-loop potential has been studied in a general renormalizable theory evaluating the
loop integrals numerically [21–23].
In this work, we consider the purely scalar sector of a general renormalizable theory and evaluate the
effective potential through three loops analytically. The integrals that appear in our calculation can have
up to two different mass scales. In the case of O(n) symmetry, we reproduce the known result for the scalar
ϕ4 theory with spontaneous symmetry breaking. This theory is a matter of interest for the study of phase
transitions, and its effective potential has been calculated in a series of papers [24, 25]. The results presented
here also reproduce the contribution of the scalar sector to the effective potential in the Standard Model.
This paper is organized as follows. In Section 2, we introduce the Lagrangian of the scalar sector and
parametrize the three-loop effective potential in terms of three-loop master integrals. In Section 3, we discuss
the evaluation of the master integrals with two different mass scales with the help of differential equations.
Preprint submitted to Nuclear Physics B November 13, 2018
ar
X
iv
:1
81
0.
07
47
6v
2 
 [h
ep
-th
]  
12
 N
ov
 20
18
In Section 4, we present our results. The numerical evaluation of the cyclotomic polylogarithms that appear
in our results is discussed in the appendix.
2. Effective potential in the scalar theory
Let us consider the scalar theory described by the Lagrangian
LS = 1
2
(∂H)2 +
1
2
(∂G)2 − µ
2
0
2
H2 − µ
2
i
2
G2i −
τ0
6
H3 − τi
6
HG2i −
λ0
24
H4 − λi
12
H2G2i −
λij
24
G2iG
2
j , (1)
where τi, λi, and λij are couplings. In the Standard Model, the scalar part of the potential reads
L = −m2Φ†Φ− λ(Φ†Φ)2 . (2)
In the broken phase, it can be parametrized as
Φ =
1√
2
(
φ+H + iG0
G+
)
, (3)
where φ is the vacuum expectation value, H is the Higgs field, and G0 and G
± are the scalar would-be
Goldstone bosons. This parametrization corresponds to the following choice of parameters in Eq. (1):
τ0 = τi = 6λφ, λ0 = λi = λij = 6λ, µ
2
0 = m
2 + 3λφ2, µ2i = m
2 + λφ2 . (4)
The three-loop contribution to the effective potential of the theory in Eq. (1) can be schematically
represented as the following sum of Feynman diagrams:
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Here, use the following notation: in each term, the symmetry and color factors are shown explicitly and the
part corresponding to the scalar loop integral with all divergences properly subtracted is depicted as a figure.
We use loop functions with subtracted divergences as introduced in Ref. [20] to separate the calculation of
the complicated three-loop integrals from the renormalization and the calculation of the simple lower-loop
integrals.
3
3. Evaluation of the three-loop integrals
Let us introduce some general notations. All the three-loop integrals which appear in this calculation
can be mapped, depending on the masses attached to the internal lines, on one of the three topologies A, B,
or C shown in Fig. 1. We set m2 = 1 and define the ratio x = m
2
1/m
2
2. After this rescaling, the respective
master integrals read
JAn1...n6 =
∫
d[k1]d[k2]d[k3]
(k21 + 1)
n1(k22 + 1)
n2(k23 + 1)
n3(k212 + 1)
n4(k223 + 1)
n5(k231 + 1)
n6
,
JBn1...n6 =
∫
d[k1]d[k2]d[k3]
(k21 + x)
n1(k22 + x)
n2(k23 + x)
n3(k212 + 1)
n4(k223 + 1)
n5(k231 + 1)
n6
,
JCn1...n6 =
∫
d[k1]d[k2]d[k3]
(k21 + 1)
n1(k22 + x)
n2(k23 + x)
n3(k212 + x)
n4(k223 + 1)
n5(k231 + x)
n6
, (11)
where kab = ka − kb and the loop integration measure is defined as d[ki] = ddk/pid/2eεγE , with d = 4 − 2ε
being the dimension of space-time and γE being Euler’s constant.
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Figure 1: Topologies of the master integrals JA, JB , and JC . Solid and dashed lines have mass squared m
2
2 = 1 and m
2
1 = xm
2
2,
respectively.
The integrals of topology A are single-scale integrals and have been known for a long time [26]. Recently,
they have been evaluated through weight six [27]. The integrals of topologies B and C, appearing in lines (5)–
(10), have two mass scales and depend on the ratio x. For each of these two topologies, we have constructed
a set of reduction rules with the help of the LiteRed package [28] and identified the set of the master
integrals. Differentiating all the master integrals with respect to x and reducing the right-hand sides to the
set of master integrals, we obtain the following systems of differential equations:
∂Jbi
∂x
= MbijJ
b
j ,
∂Jci
∂x
= M cijJ
c
j . (12)
The elements of the matrices Mb and M c are rational functions of the mass ratio x and the space-time
dimension d. It is convenient to switch from the original basis {Jb, Jc} to the new, canonical basis {gb, gc}
of master integrals introduced in Ref. [29]. The integrals in the canonical basis possess the property that the
coefficients of their expansions in ε have uniform transcendentality weight, and the matrix of the differential
equations has a special, so-called ε form. An early discussion of the uniform transcendentality weight of the
ε expansion may be found in Refs. [30, 31].
For topologies B and C, we choose the following sets of master integrals to be transformed to the
4
canonical bases by suitable transformation matrices:
Jb0,0,1,0,1,1
Jb0,1,1,0,0,1
Jb1,1,1,0,0,0
Jb0,0,1,1,1,1
Jb1,1,1,0,0,1
Jb0,1,1,0,1,1
Jb0,1,1,1,0,1
Jb0,2,1,1,0,1
Jb1,1,1,0,1,1
Jb0,1,1,1,1,1
Jb1,1,1,1,1,1

= Tb ·

gb1
gb2
gb3
gb4
gb5
gb6
gb7
gb8
gb9
gb10
gb11

,

Jc0,0,1,0,1,1
Jc0,0,1,1,0,1
Jc1,0,0,0,1,1
Jc0,0,1,1,1,1
Jc0,1,1,1,0,1
Jc1,0,0,1,1,1
Jc0,1,1,1,1,1
Jc1,0,1,1,1,0
Jc2,0,1,1,1,0
Jc1,0,1,1,1,1
Jc1,1,1,1,1,1

= Tc ·

gc1
gc2
gc3
gc4
gc5
gc6
gc7
gc8
gc9
gc10
gc11

. (13)
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Figure 2: Mapping in Eq. (14).
To find the explicit forms of the transformation matrices Tb and Tc and of the matrix of the differential
equations in the ε form, we use the public tools Fuchsia [32] and CANONICA [33], which are implementations
of the algorithms of Refs. [34] and [35], respectively. Both algorithms heavily rely on the polynomial,
rational form of the transformation matrices Tb and Tc. To fulfill this condition, we first make the variable
transformation
x =
y2
(1 + y2)2
, (14)
illustrated in Fig. 2, upon which we can successfully find the transformation matrices Tb and Tc. The
corresponding systems of differential equations then take the form
∂gbi
∂y
= εBijg
b
j ,
∂gci
∂y
= εCijg
c
j . (15)
Now, the matrices B and C are independent of the space-time dimension d. We can proceed further and
decompose them into sums of constant matrices with all dependence on the kinematic variable y factorized
out. These decompositions read:
B(y) =
(
f00B0,0 + f
0
1B1,0 + f
0
2B2,0 + f
0
3B3,0 + f
1
3B3,1 + f
1
4B4,1 + f
0
6B6,0 + f
1
6B6,1 + f
1
12B12,1 + f
3
12B12,3
)
,
C(y) =
(
f00C0,0 + f
0
1C1,0 + f
0
2C2,0 + f
0
3C3,0 + f
1
3C3,1 +f
1
4C4,1 + f
0
6C6,0 + f
1
6C6,1 + f
3
8C8,3
)
. (16)
The matrices Ba,b and Ca,b are constant, with rational entries, and all dependence on y is contained in the
functions f ba(y), defined as
f00 (y) =
1
y
, f ba(y) =
yb
Φa(y)
, (17)
5
where Φn(y) is the n-th cyclotomic polynomial relevant for our calculation. These are given by
Φ1(y) = y − 1 ,
Φ2(y) = y + 1 ,
Φ3(y) = y
2 + y + 1 ,
Φ4(y) = y
2 + 1 ,
Φ6(y) = y
2 − y + 1 ,
Φ8(y) = y
4 + 1 ,
Φ12(y) = y
4 − y2 + 1 . (18)
As a nice property, these functions have transparent integration rules, which lead to a special type of
functions, namely iterated integrals which generalize harmonic polylogarithms. These so-called cyclotomic
harmonic polylogarithms were introduced in Ref. [36].
The systems of differential equations in ε form in Eq. (15) have the nice property that, after the expansion
of all the master integrals in ε, the differential equations for the series coefficients completely decouple and
can be written in the form
gbi {εn}(y) =
1∫
0
dyBijg
b
j {εn−1}(y) + Ci,n , (19)
and similarly for topology C, where gb{εn}(y) denotes the O(εn) coefficient of the ε expansion of gb(y).
Integration of the decompositions in Eq. (16) leads to an iterative integration of the functions in Eq. (17).
Starting from the lowest order of the expansion in ε, which is just a constant, we can integrate order by
order introducing the definition of the cyclotomic harmonic polylogarithm of weight zero, H [ ] (y) = 1, and
using the rule
H
[
a
b ;
a1
b1
; . . . ; akbk
]
(y) =
∫
dyf ba(y)H
[
a1
b1
; . . . ; akbk
]
(y). (20)
At each step of integration, we need to fix the integration constant. This is done by using the expansions
of the integrals in the small-x limit. These expansions are not naive, but contain, on top of the power-like
terms, also logarithms due to subgraphs.
4. Results
The results for the integrals in the canonical basis up to transcendental weight four can be found in the
ancillary files of our submission to the arXiv. To test the validity of the obtained results, we perform a
number of comparisons with already known results and carry out numerous expansions in different limits.
Two-scale integrals with topologies B and C reduce in the limit x→ e ipi3 to one-scale integrals with topology
A and can be calculated with the help of the MATAD package. The four-line [37] and five-line [22] integrals
have already been known before. Therefore, we only present here the expressions for the most complicated
integrals with six lines.
After calculating all the needed integrals, we are ready to present our final results for the loop functions
in lines (5)–(10). We do this for each diagram separately. Defining Lg = ln(m
2
g/µ
2) and Lh = ln(m
2
h/µ
2),
we have for the diagrams with three one-loop subgraphs:
Dia[Eq. 5, 1] = (1− Lh)2Lhm4h ,
Dia[Eq. 5, 2] = (1− Lg)(1− Lh)Lhm2gm2h ,
Dia[Eq. 5, 3] = Lg(1− Lh)2m4h ,
Dia[Eq. 5, 4] = (1− Lg)2Lhm4g ,
Dia[Eq. 5, 5] = (1− Lg)Lg(1− Lh)m2gm2h ,
Dia[Eq. 5, 6] = (1− Lg)2Lgm4g . (21)
6
For the diagrams with convolutions of two-loop and one-loop subgraphs, we have:
Dia[Eq. 6, 1] = m2h
(
−3
2
L2h +
1
2
L3h +
3
2
Lh (1− 3S2)− 1
2
(1− 9S2)
)
,
Dia[Eq. 6, 2] = m2g
(
(1− Lg)Lh − 1
2
(1− Lg)L2h +
1
2
Lg(1− 9S2)− 1
2
(1− 9S2)
)
,
Dia[Eq. 6, 3] =
(1− Lh)m2h
8(m2h − 4m2g)
(
m2g
(−72 + 32Lg + 32Lh − 16LgLh + 32L2h − 2pi2)
+m2h
(−48 + 8Lg + 48Lh − 8LgLh + 4L2h − pi2 − 24LhJb011011 {1/ε2}+ 8Jb011011 {1/ε})) ,
Dia[Eq. 6, 4] = − (1− Lg)m
2
g
8(m2h − 4m2g)
(
m2g
(
72− 32Lg − 32Lh + 16LgLh − 32L2h + 2pi2
)
+m2h
(
48− 8Lg − 48Lh + 8LgLh − 4L2h + pi2 + 24LhJb011011
{
1/ε2
}− 8Jb011011 {1/ε})) ,
Dia[Eq. 6, 5] =
1− Lh
8(m2h − 4m2g)
((
16− 64Lg + 8L2g + 32Lh + 32LgLh − 24L2h
)
m2gm
2
h
+m4g
(−176 + 128Lg − 32L2g + 64Lh − 32LgLh + 64L2h − 4pi2)
+m4h(40− 40Lh − 4L2h + pi2)− 8m2h
(
2m2g −m2h
) (
3LhJ
b
011011
{
1/ε2
}− Jb011011 {1/ε})) ,
Dia[Eq. 6, 6] = − (1− Lg)m
2
g
8(m2h − 4m2g)m2h
((−16 + 64Lg − 8L2g − 32Lh − 32LgLh + 24L2h)m2gm2h
+m4g
(
176− 128Lg + 32L2g − 64Lh + 32LgLh − 64L2h + 4pi2
)
+m4h
(−40 + 40Lh + 4L2h − pi2)+ 8m2h (2m2g −m2h) (3LhJb011011 {1/ε2}− Jb011011 {1/ε})) .
(22)
For the three-loop four-line diagrams, we have:
Dia[Eq. 7, 1] =
m4h
12
(
1 + 210Lh − 132L2h + 24L3h
)
,
Dia[Eq. 7, 2] = −8m2gm2h(2− 8Lg + L2g + 4Lh + 4LgLh − 3L2h)−m4h
(
40− 40Lh − 4L2h + pi2
)
+ 4m4g
(
44− 32Lg + 8L2g − 16Lh + 8LgLh − 16L2h + pi2
)
+ (48Lhm
2
gm
2
h − 24Lhm4h)Jb011011
{
1/ε2
}
+ (8m4h − 16m2gm2h)Jb011011 {1/ε} ,
Dia[Eq. 7, 3] =
m4g
12
(
1 + 210Lg − 132L2g + 24L3g
)
. (23)
7
For the three-loop five-line diagrams, we have:
Dia[Eq. 8, 1] =
m2h
3
(−97 + 78Lh − 24L2h + 3L3h + 162S2− 81LhS2 + 18ζ3) ,
Dia[Eq. 8, 2] =
m2g
12
(
2L3g − 48Lh + 24LgLh − 24L2h − 12LgL2h + 14L3h − 3pi2 + 3Lgpi2 + 8ζ3
)
+
m2h
24
(−24− 528Lh + 204L2h + 16L3h − 5pi2 − 6Lhpi2 + 648LhS2− 24T1ep + 20ζ3)
+
3
2
Lh(2 + Lh)m
2
hJ
b
011011
{
1/ε2
}− (1 + 2Lh)m2hJb011011 {1/ε}+m2hJb011011 {ε0}
+
9
2
L2hm
2
hJ
b
011111
{
1/ε2
}− 3Lhm2hJb011111 {1/ε}+m2hJb011111 {ε0} ,
Dia[Eq. 8, 3] =
m2h
12
(−48Lh + 4L3h − 3pi2 + 3Lhpi2 + 8ζ3)+ m2g12 (−12 + 12Lg − 6L2g + 4L3g
−96Lh + 48LgLh − 48L2h − 24LgL2h + 28L3h − 7pi2 + 6Lgpi2 + 16ζ3
)
+ 3Lh(2 + Lh)m
2
hJ
b
011011
{
1/ε2
}− 2(1 + 2Lh)m2hJb011011 {1/ε}+ 2m2hJb011011 {ε0}
+
9
2
L2hm
2
hJ
b
111011
{
1/ε2
}− 3Lhm2hJb111011 {1/ε}+m2hJb111011 {ε0} ,
Dia[Eq. 8, 4] =
m2g
6
(
2L3g − 48Lh + 24LgLh − 24L2h − 12LgL2h + 14L3h − 3pi2 + 3Lgpi2 + 8ζ3
)
+ 1/12m2h
(−12− 36Lh − 6L2h + 4L3h − 4pi2 + 3Lhpi2 + 8ζ3)
+ 3Lh(2 + Lh)m
2
hJ
b
011011
{
1/ε2
}− 2(1 + 2Lh)m2hJb011011 {1/ε}+ 2m2hJb011011 {ε0}
+ 9/2L2hm
2
hJ
c
011111
{
1/ε2
}− 3Lhm2hJc011111 {1/ε}+m2hJc011111 {ε0} . (24)
8
For the three-loop six-line diagrams of ladder type, we have:
Dia[Eq. 9, 1] =
1
3
(
5− 3L2h + L3h − 27(1 + Lh)S2− 6ζ3
)
,
Dia[Eq. 9, 2] = − 1
36m2h(m
2
h − 4m2g)
(
m2gm
2
h(−80 + 22L3g − 24L2g(1− Lh) + 17pi2
− 3Lg(−28 + 16(5− Lh)Lh + pi2 + 324S2) + 2Lh(Lh(78− 23Lh) + 3(68− pi2 − 108S2))
+ 24T1ep− 36ζ3) +m4g(88− 32L3g + 96L2g(1− 2Lh) + 22pi2 − 12Lg(12− 2Lh(34− 7Lh) + pi2)
+ 8Lh(Lh(30 + 49Lh)− 3(48 + pi2))− 24ζ3) +m4h(−362 + 4L3g + 12L2g(−3 + 2Lh)− 9pi2
+ 6Lg(28 + 8(−3 + Lh)Lh + pi2)− 2Lh(Lh(135 + 44Lh)− 6(56 + pi2 − 27S2)) + 486S2
+ 12T1ep + 6ζ3) + 18Lhm
2
h((4− 18Lh)m2g + (−4 + 3Lh)m2h)Jb011011
{
1/ε2
}
+ 24m2h((−1 + 6Lh)m2g +m2h)Jb011011 {1/ε} − 12(2m2gm2h +m4h)Jb011011
{
ε0
}
− 54L2hm2h(2m2g +m2h)Jb011111
{
1/ε2
}
+ 36Lhm
2
h(2m
2
g +m
2
h)J
b
011111 {1/ε}
− 12(2m2gm2h +m4h)Jb011111
{
ε0
}
+ 108L2h(mg −mh)m2h(mg +mh)Jb021101
{
1/ε2
}
−72Lhm2h(m2g −m2h)Jb021101 {1/ε}+ 24(m2g −m2h)m2hJb021101
{
ε0
})
,
Dia[Eq. 9, 3] =
1
12m2g(m
2
h − 4m2g)
(m2gm
2
h(64− 28L3g − 144L2h + 20L3h − 6L2g(−7 + 4Lh)− 5pi2
+ 12Lh(−4 + pi2)− 3Lg(−84 + 48Lh − 12L2h + pi2) + 8ζ3)− 2m4h(4 + 2L3g − 54L2h
− 38L3h + 6L2g(−3 + 2Lh)− 8pi2 + 6Lh(10 + pi2) + 3Lg(28− 24Lh + 8L2h + pi2) + 12ζ3)
+ 2m4g(−68 + 30L3g − 48L2h − 86L3h + 6L2g(−17 + 12Lh)− 15pi2 + 6Lh(44 + pi2)
+ 12Lg(14− 20Lh − 2L2h + pi2) + 20ζ3) + (72Lh(Lg + 3Lh)m2gm2h − 108L2hm4h)Jb011011
{
1/ε2
}
+ (−24(Lg + 6Lh)m2gm2h + 72Lhm4h)Jb011011 {1/ε}+ (48m2gm2h − 24m4h)Jb011011
{
ε0
}
+ (−108L2hm2gm2h + 108L2hm4h)Jb021101
{
1/ε2
}
+ (72Lhm
2
gm
2
h − 72Lhm4h)Jb021101 {1/ε}
+ (−24m2gm2h + 24m4h)Jb021101
{
ε0
}
+ (108L2hm
2
gm
2
h − 54L2hm4h)Jb111011
{
1/ε2
}
+ (−72Lhm2gm2h + 36Lhm4h)Jb111011 {1/ε}+ (24m2gm2h − 12m4h)Jb111011
{
ε0
}
) ,
Dia[Eq. 9, 4] =
1
12m2h(m
2
h − 4m2g)
(12Lgm
4
g(44 + 8L
2
g + 8Lg(−4 + Lh)− 16Lh(1 + Lh) + pi2)
+ 4m2gm
2
h(4− 6L2g + L3g + L2h(12 + 7Lh)− 3pi2 + 3Lg(16− 4Lh(4 + Lh) + pi2) + 4ζ3)
+m4h(−96− 7pi2 + Lh(60 + 6Lh + 4L2h + 3pi2) + 8ζ3) + 24m4hJb011011
{
ε0
}
+ 36Lhm
2
h(4Lgm
2
g + Lhm
2
h)J
b
011011
{
1/ε2
}− 48(Lgm2gm2h + Lhm4h)Jb011011 {1/ε}
+ 54L2hm
4
hJ
c
011111
{
1/ε2
}− 36Lhm4hJc011111 {1/ε}+ 12m4hJc011111 {ε0}) . (25)
For the three-loop six-line diagram of Mercedes Benz type, we have:
Dia[Eq. 10, 1] = 6ζ3Lh − D6 ,
Dia[Eq. 10, 2] = 6ζ3Lh − Jb111111
{
ε0
}
,
Dia[Eq. 10, 3] = 6ζ3Lh − Jc111111
{
ε0
}
. (26)
The symbols S2, T1ep, E3, DM, DN, and D6 denote the finite and O(ε) parts of single-scale integrals and are
defined in Ref. [26].
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Here, we only present the most complicated six-line integrals:
Jb111111 = DM− 4pi2H
[
0
0 ;
1
4
]
+ (2pi2 − 162S2)H [ 00 ; 112]− 4pi2H [ 00 ; 312]+ 144H [ 00 ; 00 ; 00 ; 03]+ 288H [ 00 ; 00 ; 00 ; 13]
− 384H [ 00 ; 00 ; 00 ; 14]− 144H [ 00 ; 00 ; 00 ; 06]+ 288H [ 00 ; 00 ; 00 ; 16]+ 96H [ 00 ; 00 ; 00 ; 112]− 192H [ 00 ; 00 ; 00 ; 312]
+ 192H [ 00 ; 00 ; 03 ; 14]+ 384H [ 00 ; 00 ; 13 ; 14]− 48H [ 00 ; 00 ; 14 ; 03]− 96H [ 00 ; 00 ; 14 ; 13]+ 48H [ 00 ; 00 ; 14 ; 06]
− 96H [ 00 ; 00 ; 14 ; 16]− 192H [ 00 ; 00 ; 06 ; 14]+ 384H [ 00 ; 00 ; 16 ; 14]− 48H [ 00 ; 00 ; 112 ; 03]+ 48H [ 00 ; 00 ; 112 ; 13]
+ 48H [ 00 ; 00 ; 112 ; 06]+ 48H [ 00 ; 00 ; 112 ; 16]− 48H [ 00 ; 00 ; 312 ; 03]− 96H [ 00 ; 00 ; 312 ; 13]+ 48H [ 00 ; 00 ; 312 ; 06]
− 96H [ 00 ; 00 ; 312 ; 16]+ 192H [ 00 ; 03 ; 14 ; 14]+ 384H [ 00 ; 13 ; 14 ; 14]− 48H [ 00 ; 14 ; 00 ; 03]− 96H [ 00 ; 14 ; 00 ; 13]
+ 384H [ 00 ; 14 ; 00 ; 14]+ 48H [ 00 ; 14 ; 00 ; 06]− 96H [ 00 ; 14 ; 00 ; 16]− 96H [ 00 ; 14 ; 03 ; 14]− 192H [ 00 ; 14 ; 13 ; 14]
+ 96H [ 00 ; 14 ; 06 ; 14]− 192H [ 00 ; 14 ; 16 ; 14]− 192H [ 00 ; 06 ; 14 ; 14]+ 384H [ 00 ; 16 ; 14 ; 14]− 48H [ 00 ; 112 ; 00 ; 03]
+ 48H [ 00 ; 112 ; 00 ; 13]− 96H [ 00 ; 112 ; 00 ; 14]+ 48H [ 00 ; 112 ; 00 ; 06]+ 48H [ 00 ; 112 ; 00 ; 16]− 96H [ 00 ; 112 ; 03 ; 14]
+ 96H [ 00 ; 112 ; 13 ; 14]+ 96H [ 00 ; 112 ; 06 ; 14]+ 96H [ 00 ; 112 ; 16 ; 14]− 48H [ 00 ; 312 ; 00 ; 03]− 96H [ 00 ; 312 ; 00 ; 13]
+ 192H [ 00 ; 312 ; 00 ; 14]+ 48H [ 00 ; 312 ; 00 ; 06]− 96H [ 00 ; 312 ; 00 ; 16]− 96H [ 00 ; 312 ; 03 ; 14]− 192H [ 00 ; 312 ; 13 ; 14]
+ 96H [ 00 ; 312 ; 06 ; 14]− 192H [ 00 ; 312 ; 16 ; 14]− 48H [ 14 ; 00 ; 00 ; 03]− 96H [ 14 ; 00 ; 00 ; 13]+ 192H [ 14 ; 00 ; 00 ; 14]
+ 48H [ 14 ; 00 ; 00 ; 06]− 96H [ 14 ; 00 ; 00 ; 16]− 96H [ 14 ; 00 ; 03 ; 14]− 192H [ 14 ; 00 ; 13 ; 14]+ 384H [ 14 ; 00 ; 14 ; 14]
+ 96H [ 14 ; 00 ; 06 ; 14]− 192H [ 14 ; 00 ; 16 ; 14]− 192H [ 14 ; 03 ; 14 ; 14]− 384H [ 14 ; 13 ; 14 ; 14]+ 192H [ 14 ; 06 ; 14 ; 14]
− 384H [ 14 ; 16 ; 14 ; 14]− 48H [ 112 ; 00 ; 00 ; 03]+ 48H [ 112 ; 00 ; 00 ; 13]+ 48H [ 112 ; 00 ; 00 ; 06]+ 48H [ 112 ; 00 ; 00 ; 16]
− 96H [ 112 ; 00 ; 03 ; 14]+ 96H [ 112 ; 00 ; 13 ; 14]− 192H [ 112 ; 00 ; 14 ; 14]+ 96H [ 112 ; 00 ; 06 ; 14]+ 96H [ 112 ; 00 ; 16 ; 14]
− 192H [ 112 ; 03 ; 14 ; 14]+ 192H [ 112 ; 13 ; 14 ; 14]+ 192H [ 112 ; 06 ; 14 ; 14]+ 192H [ 112 ; 16 ; 14 ; 14]− 48H [ 312 ; 00 ; 00 ; 03]
− 96H [ 312 ; 00 ; 00 ; 13]+ 48H [ 312 ; 00 ; 00 ; 06]− 96H [ 312 ; 00 ; 00 ; 16]− 96H [ 312 ; 00 ; 03 ; 14]− 192H [ 312 ; 00 ; 13 ; 14]
+ 384H [ 312 ; 00 ; 14 ; 14]+ 96H [ 312 ; 00 ; 06 ; 14]− 192H [ 312 ; 00 ; 16 ; 14]− 192H [ 312 ; 03 ; 14 ; 14]− 384H [ 312 ; 13 ; 14 ; 14]
+ 192H [ 312 ; 06 ; 14 ; 14]− 384H [ 312 ; 16 ; 14 ; 14]+ 24H [ 14] ζ3 − 24H [ 312] ζ3
+H [ 112] (143 + 6E3 + 6pi2 − 162S2− 6T1ep + 16ζ3)
− 2 log y(pi2H [ 112]− 81S2H [ 112]− 2pi2H [ 312]+ 48H [ 00 ; 00 ; 03]+ 96H [ 00 ; 00 ; 13]− 144H [ 00 ; 00 ; 14]
− 48H [ 00 ; 00 ; 06]+ 96H [ 00 ; 00 ; 16]+ 48H [ 00 ; 00 ; 112]− 96H [ 00 ; 00 ; 312]+ 48H [ 00 ; 03 ; 14]+ 96H [ 00 ; 13 ; 14]
− 24H [ 00 ; 14 ; 03]− 48H [ 00 ; 14 ; 13]+ 24H [ 00 ; 14 ; 06]− 48H [ 00 ; 14 ; 16]− 48H [ 00 ; 06 ; 14]+ 96H [ 00 ; 16 ; 14]
− 24H [ 00 ; 112 ; 03]+ 24H [ 00 ; 112 ; 13]+ 24H [ 00 ; 112 ; 06]+ 24H [ 00 ; 112 ; 16]− 24H [ 00 ; 312 ; 03]− 48H [ 00 ; 312 ; 13]
+ 24H [ 00 ; 312 ; 06]− 48H [ 00 ; 312 ; 16]− 24H [ 14 ; 00 ; 03]− 48H [ 14 ; 00 ; 13]+ 96H [ 14 ; 00 ; 14]+ 24H [ 14 ; 00 ; 06]
− 48H [ 14 ; 00 ; 16]− 48H [ 14 ; 03 ; 14]− 96H [ 14 ; 13 ; 14]+ 48H [ 14 ; 06 ; 14]− 96H [ 14 ; 16 ; 14]− 24H [ 112 ; 00 ; 03]
+ 24H [ 112 ; 00 ; 13]− 48H [ 112 ; 00 ; 14]+ 24H [ 112 ; 00 ; 06]+ 24H [ 112 ; 00 ; 16]− 48H [ 112 ; 03 ; 14]+ 48H [ 112 ; 13 ; 14]
+ 48H [ 112 ; 06 ; 14]+ 48H [ 112 ; 16 ; 14]− 24H [ 312 ; 00 ; 03]− 48H [ 312 ; 00 ; 13]+ 96H [ 312 ; 00 ; 14]+ 24H [ 312 ; 00 ; 06]
− 48H [ 312 ; 00 ; 16]− 48H [ 312 ; 03 ; 14]− 96H [ 312 ; 13 ; 14]+ 48H [ 312 ; 06 ; 14]− 96H [ 312 ; 16 ; 14])
+ 24 log2 y
(H [ 00 ; 03]+ 2H [ 00 ; 13]− 4H [ 00 ; 14]−H [ 00 ; 06]+ 2H [ 00 ; 16]+ 2H [ 00 ; 112]− 4H [ 00 ; 312]
−H [ 14 ; 03]− 2H [ 14 ; 13]+H [ 14 ; 06]− 2H [ 14 ; 16]−H [ 112 ; 03]+H [ 112 ; 13]+H [ 112 ; 06]+H [ 112 ; 16]
− H [ 312 ; 03]− 2H [ 312 ; 13]+H [ 312 ; 06]− 2H [ 312 ; 16]) ,
10
Jc111111 = DN +
32
3
pi2H [ 00 ; 38]− 192H [ 00 ; 00 ; 00 ; 03]− 384H [ 00 ; 00 ; 00 ; 13]+ 384H [ 00 ; 00 ; 00 ; 14]+ 192H [ 00 ; 00 ; 00 ; 06]
− 384H [ 00 ; 00 ; 00 ; 16]+ 384H [ 00 ; 00 ; 00 ; 38]− 256H [ 00 ; 00 ; 03 ; 14]− 512H [ 00 ; 00 ; 13 ; 14]+ 64H [ 00 ; 00 ; 14 ; 03]
+ 128H [ 00 ; 00 ; 14 ; 13]− 64H [ 00 ; 00 ; 14 ; 06]+ 128H [ 00 ; 00 ; 14 ; 16]+ 256H [ 00 ; 00 ; 06 ; 14]− 512H [ 00 ; 00 ; 16 ; 14]
+ 64H [ 00 ; 00 ; 38 ; 03]+ 128H [ 00 ; 00 ; 38 ; 13]− 64H [ 00 ; 00 ; 38 ; 06]+ 128H [ 00 ; 00 ; 38 ; 16]− 256H [ 00 ; 03 ; 14 ; 14]
− 512H [ 00 ; 13 ; 14 ; 14]+ 64H [ 00 ; 14 ; 00 ; 03]+ 128H [ 00 ; 14 ; 00 ; 13]− 512H [ 00 ; 14 ; 00 ; 14]− 64H [ 00 ; 14 ; 00 ; 06]
+ 128H [ 00 ; 14 ; 00 ; 16]+ 128H [ 00 ; 14 ; 03 ; 14]+ 256H [ 00 ; 14 ; 13 ; 14]− 128H [ 00 ; 14 ; 06 ; 14]+ 256H [ 00 ; 14 ; 16 ; 14]
+ 256H [ 00 ; 06 ; 14 ; 14]− 512H [ 00 ; 16 ; 14 ; 14]+ 64H [ 00 ; 38 ; 00 ; 03]+ 128H [ 00 ; 38 ; 00 ; 13]− 256H [ 00 ; 38 ; 00 ; 14]
− 64H [ 00 ; 38 ; 00 ; 06]+ 128H [ 00 ; 38 ; 00 ; 16]+ 128H [ 00 ; 38 ; 03 ; 14]+ 256H [ 00 ; 38 ; 13 ; 14]− 128H [ 00 ; 38 ; 06 ; 14]
+ 256H [ 00 ; 38 ; 16 ; 14]+ 64H [ 14 ; 00 ; 00 ; 03]+ 128H [ 14 ; 00 ; 00 ; 13]− 512H [ 14 ; 00 ; 00 ; 14]− 64H [ 14 ; 00 ; 00 ; 06]
+ 128H [ 14 ; 00 ; 00 ; 16]+ 128H [ 14 ; 00 ; 03 ; 14]+ 256H [ 14 ; 00 ; 13 ; 14]− 512H [ 14 ; 00 ; 14 ; 14]− 128H [ 14 ; 00 ; 06 ; 14]
+ 256H [ 14 ; 00 ; 16 ; 14]+ 256H [ 14 ; 03 ; 14 ; 14]+ 512H [ 14 ; 13 ; 14 ; 14]− 256H [ 14 ; 06 ; 14 ; 14]+ 512H [ 14 ; 16 ; 14 ; 14]
+ 64H [ 38 ; 00 ; 00 ; 03]+ 128H [ 38 ; 00 ; 00 ; 13]+ 256H [ 38 ; 00 ; 00 ; 14]− 64H [ 38 ; 00 ; 00 ; 06]+ 128H [ 38 ; 00 ; 00 ; 16]
+ 128H [ 38 ; 00 ; 03 ; 14]+ 256H [ 38 ; 00 ; 13 ; 14]− 512H [ 38 ; 00 ; 14 ; 14]− 128H [ 38 ; 00 ; 06 ; 14]+ 256H [ 38 ; 00 ; 16 ; 14]
+ 256H [ 38 ; 03 ; 14 ; 14]+ 512H [ 38 ; 13 ; 14 ; 14]− 256H [ 38 ; 06 ; 14 ; 14]+ 512H [ 38 ; 16 ; 14 ; 14]− 8H [ 14] ζ3 + 8H [ 38] ζ3
+
16
3
log y(pi2H [ 14]− 2pi2H [ 38]+ 24H [ 00 ; 00 ; 03]+ 48H [ 00 ; 00 ; 13]− 48H [ 00 ; 00 ; 14]− 24H [ 00 ; 00 ; 06]
+ 48H [ 00 ; 00 ; 16]− 72H [ 00 ; 00 ; 38]+ 24H [ 00 ; 03 ; 14]+ 48H [ 00 ; 13 ; 14]− 12H [ 00 ; 14 ; 03]− 24H [ 00 ; 14 ; 13]
+ 12H [ 00 ; 14 ; 06]− 24H [ 00 ; 14 ; 16]− 24H [ 00 ; 06 ; 14]+ 48H [ 00 ; 16 ; 14]− 12H [ 00 ; 38 ; 03]− 24H [ 00 ; 38 ; 13]
+ 12H [ 00 ; 38 ; 06]− 24H [ 00 ; 38 ; 16]− 12H [ 14 ; 00 ; 03]− 24H [ 14 ; 00 ; 13]+ 48H [ 14 ; 00 ; 14]+ 12H [ 14 ; 00 ; 06]
− 24H [ 14 ; 00 ; 16]− 24H [ 14 ; 03 ; 14]− 48H [ 14 ; 13 ; 14]+ 24H [ 14 ; 06 ; 14]− 48H [ 14 ; 16 ; 14]− 12H [ 38 ; 00 ; 03]
− 24H [ 38 ; 00 ; 13]+ 48H [ 38 ; 00 ; 14]+ 12H [ 38 ; 00 ; 06]− 24H [ 38 ; 00 ; 16]− 24H [ 38 ; 03 ; 14]− 48H [ 38 ; 13 ; 14]
+ 24H [ 38 ; 06 ; 14]− 48H [ 38 ; 16 ; 14])
− 32 log2 y(H [ 00 ; 03]+ 2H [ 00 ; 13]− 2H [ 00 ; 14]−H [ 00 ; 06]+ 2H [ 00 ; 16]− 6H [ 00 ; 38]−H [ 14 ; 03]
− 2H [ 14 ; 13]+H [ 14 ; 06]− 2H [ 14 ; 16]−H [ 38 ; 03]− 2H [ 38 ; 13]+H [ 38 ; 06]− 2H [ 38 ; 16]) . (27)
At high energy scales, the field strength φ is much larger than the mass parameter m in the Lagrangian,
and we can neglect the latter in Eq. (4). Thus, the ratio x is equal to 1/3. This limit corresponds to the
value y = e−ipi/6. For this massless version of the theory in Eq. (1), partial results are known [38, 39]. We
have checked whether the expressions of all master integrals at this point can be expressed in terms of the
basis constructed in Ref. [27] or a more general basis of the sixth root of unity [40]. The result is that, at
weight two, this is still possible, which has already been found in Refs. [38, 39], while, at higher weights,
some other constants appear. Looking at the cyclotomic polynomials in Eq. (18), one can expect that the
basis constructed from the twelfth root of unity would be appropriate.
In conclusion, we have evaluated the three-loop effective potential in the scalar sector analytically. The
result is expressed in terms of cyclotomic polylogarithms of cyclotomies 1, 2, 3, 4, 6, 8, and 12 and up to
weight four. The general three-loop vacuum master integral with two different mass scales apparently does
not lie in the class of polylogarithmic functions, while the particular subset relevant to the scalar sector
does.
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Appendix A. Numerical evaluation of cyclotomic polylogarithms
In this appendix, we discuss the numerical evaluation of the cyclotomic polylogarithms relevant for our
study. Let us consider the cyclotomic polylogarithm H
[
aw
bw
; . . . ; a1b1
]
(x) of weight w. We introduce the
following short-hand notation, omitting the argument x:
hw = H
[
aw
bw
; . . . ; a1b1
]
, hw−1 = H
[
aw−1
bw−1
; . . . ; a1b1
]
, . . . , h1 = H
[
a1
b1
]
, h0 = H [] ≡ 1 . (A.1)
Obviously, we have (d/dx)hk = f
bk
ak
hk−1, 0 < k ≤ w, that is the vector of functions h = (hw, . . . , h0)T obeys
the following differential equation:
d
dx
h = M(x) h , (A.2)
where the (w + 1)× (w + 1) matrix M(x) has the form
M(x) =

0 f bwaw 0 . . . 0 0
0 0 f
bw−1
aw−1 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . 0 f b1a1
0 0 0 . . . 0 0
 , (A.3)
and the rational functions f ba(x) are given by Eq. (17). The matrix in Eq. (A.3) has simple poles at the zeros
of the polynomials Φn(x), which are the n-th roots of unity lying on the unit circle |x| = 1 in the complex-x
plane. There exist exactly w + 1 linearly independent solutions vk to Eq. (A.2). It is useful to associate
with this set of solutions the (w+ 1)× (w+ 1) matrix W whose columns are formed by the vectors vk. The
determinant detW does not vanish at regular points of Eq. (A.3) indicating the linear independence of the
solutions. Moreover, the matrix W is unique up to a constant matrix multiplier.
If, in the neighborhood of some point x0, the matrix M(x) has a representation of the form
M(x) =
A
x− x0 +
∞∑
k=1
(x− x0)k−1Mk , (A.4)
the fundamental solution W can be found as a generalized series expansion at this point in the form (see
e.g. Ref. [41])
W (x) =
( ∞∑
k=0
xkUk
)
xA , (A.5)
where Uk are constant matrices given by the recursion relation
U0 = I , UnA−AUn =
n∑
k=1
MkUn−k . (A.6)
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In particular, the solution of Eq. (A.2) around x0 = 0 is given by the product
h(x) = W (x)c , (A.7)
where c is the constant vector (0, 0, . . . , 0, 1)T , which is determined by the boundary conditions.
In order to analytically continue h(x) away from x = 0, we follow the idea of Refs. [42, 43]. We can
match the solutions in different regions at some particular point that belongs to both regions. We find
that, to cover the unit circle completely, we can evaluate W (x) at x0 = 0 and at six other points placed
symmetrically on the unit circle, xk = e
ipik/6, k = 0, 1, . . . , 5. We fix the boundary conditions at x0 = 0 as
described above. The matchings to the six other expansions can be taken at the points x˜k =
1
2e
ipik/6, i.e. in
the middle of the straight lines connecting x0 and xk.
The above algorithm has been realized in the Mathematica package cyclogpl.m. It allows one to evaluate,
with multiple-precision arithmetic, the cyclotomic polylogarithms in Eq. (A.1) with bj ≤ 12 and arbitrary
weights. An alternative numerical implementation of cyclotomic harmonic polylogarithms is described in
Refs. [44, 45].
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