In this note we define the terminology that will be used in the remainder of the Supplementary Notes. A metabolic network is a collection of m metabolites, numbered 1 to m, and n reactions, numbered 1 to n. The network can be conveniently represented by the stoichiometric matrix S, where S i,j is the coefficient of the i-th metabolite in the j-th reaction. By convention, this coefficient is negative for reactants, positive for products, and 0 for metabolites not involved in the reaction. The rows of S represent metabolites and the columns of S, reactions. External metabolites are those located outside the cell and not explicitly included in the stoichiometric matrix S, though they may be included in the reactions. All other metabolites are internal.
The value v i represents the flux through reaction i at steady-state. A reaction i is called blocked if it cannot have a nonzero flux (i.e every mode v has v i = 0). A stoichiometric matrix S is called consistent if there are no blocked reactions in it [1] . An enzyme subset is a maximal set of reactions such that any steady-state fluxes in the set are in a fixed ratio. In particular, two reactions, i and j, are part of an enzyme subset if and only if there is a constant κ = 0 such that v i = κv j for all modes v.
An example network, adapted from Klamt and Gilles [2] , is illustrated in Supplementary Figure 1 S happens to be consistent. It is easy to see from the constraint on B that reactions 2 and 3 form an enzyme subset, and from the constraints on D and E, that reactions 6,7 and 8 form an enzyme subset. However, it is possible for two reactions not sharing any metabolites to form an enzyme subset.
For a subset X of reactions and a matrix M or vector v, we denote by M X (respectively v X ) the submatrix of M (respectively subvector of v) containing only the columns (entries) contained in X. Similarly, M −X (respectively v −X denotes the submatrix of M (respectively subvector of v) containing the columns (entries) not contained in X. We also define the support R(v), positive support R + (v), and negative support R − (v) of a vector v as the set of all components that are nonzero, positive, and negative in v, respectively. In other words, Interventions disrupting metabolic functionalities are modeled by cut sets. A cut set for a reaction i is a subset X of reactions not containing i such that constraining these reactions to have flux 0 also constrains reaction i to have flux 0. In other words, X is a cut set for reaction i if any mode v with v X = 0 has v i = 0. A cut set X for reaction i is minimal if no cut set Y for reaction i with Y X can exist. The number of reactions in a cut set X, |X|, is called its size. In the special case of cut sets for the biomass reaction, a minimal cut set of size 1 is called an essential reaction and a minimal cut set of size 2, synthetic lethal reactions. Thus, in the network in Supplementary Figure 1 , reaction 1 is essential and reactions 5 and 6 are synthetic lethal.
The row space of a matrix S, denoted Row(S), is the set of linear combinations of its rows, while its column space, denoted Col(S), is the set of linear combinations of its columns. The nullspace of S, denoted Null(S), is the set of all vectors that are orthogonal to every row. Thus, by equation 1, every mode of a stoichiometric matrix S lies in Null(S). A matrix whose rows form a linear basis for Null(S) is called a nullspace matrix of S.
At the core of the MONGOOSE pipeline are key structural insights, stated and proven in Supplementary Notes 2-8. These insights relate the structural properties of the metabolic network model to the rowspace of its stoichiometric matrix S. Theorems 1 and 2 describe the duality between cut sets and elementary modes which is central to our approach. Theorems 3, 4 and 5 show how this duality can be applied to efficiently identify the important structural features of the network and reduce it without losing information. Theorem 6 shows that this reduction also preserves the energetic feasibility or infeasibility of the flux modes in the network. Theorem 7 shows that when the biomass reaction is blocked, small perturbations to its coefficients leave it blocked.
Supplementary Note 2
Theorem 1 states that cut sets and modes are closely related in fully reversible networks. In fact, the cut sets for reaction i in S are precisely the modes of the nullspace matrix K of S containing reaction i. The same relationship holds between minimal cut sets and elementary modes. This relationship is based on the duality between the rowspace and the nullspace of a matrix, which is different from the Boolean duality described by Klamt and Gilles [2] . This insight will be extended to fully irreversible networks in Theorem 2 below.
Theorem 1 (Cut Sets in Fully Reversible Networks). Let S be the stoichiometric matrix of a fully reversible network. Then X is a cut set for reaction i if and only if there exists a vector y such that R(y T S) ⊆ X ∪ {i}, with y T S having a positive entry in position i. X is a minimal cut set for reaction i if and only if X ∪ {i} is a minimal support of vectors with positive i-th component in the rowspace of S.
Proof. Let us denote by S −X the matrix obtained from S by removing the reactions corresponding to X. Then X is a cut set for reaction i if and only if
By Farkas' lemma, this means that v i = 0 is a linear combination of the equalities in the system S −X v = 0. In other words, there exists a vector y such that
where e i denotes the vector with 1 in the i-th component and 0 elsewhere. It follows that
where u has a 1 in the i-th component, some arbitrary entries in the components corresponding to the reactions in X and 0 everywhere else. Note that the magnitude of the i-th component of u can be changed by multiplying y by a positive scalar. Furthermore, if u has u j = 0 for some j ∈ X then X − {j} is still a cut set for reaction i, so X is not minimal. This proves the theorem.
Supplementary Note 3
Theorem 2 characterizes cut sets in fully irreversible networks, and this characterization yields the basis of an efficient method for identifying such cut sets, as well as a number of consequences useful for understanding the structure of metabolic networks.
Theorem 2 (Cut Sets in Fully Irreversible Networks). Let S be the stoichiometric matrix of a fully irreversible network. Then X is a cut set for reaction i if and only if there exists a y such that R − (y T S) ⊆ X, with y T S having a positive entry in position i. X is a minimal cut set for reaction i if and only if X is a minimal negative support of vectors with positive i-th component in the rowspace of S.
Proof. Let X be a cut set for reaction i. The condition for reaction i being blocked now reads
Since v i ≥ 0 is one of our constraints, we only need to be able to derive the inequality v i ≤ 0. Applying Farkas' lemma to this situation then yields the existence of a vector y such that
It follows that
where u has a 1 in the i-th component, some arbitrary entries in the components corresponding to the reactions in X, and nonnegative entries in the components corresponding to (X ∪ {i}) C . In this case, we see that if u has u j ≥ 0 for some j ∈ X then X − {j} is still a cut set for reaction i. It follows that, for a minimal cut set, the components corresponding to X need to be strictly negative. This proves the theorem.
Corollary. All blocked reactions in a fully irreversible network can be identified by the following algorithm:
w := 1 (the vector of all ones); Q := ∅; z := 1; K := Nullspace matrix of S.
Solve z := max w · x subject to Kx = 0, x ≥ 0, x ≤ 1.
return Q.
Theorem 3, based on a special case of Theorem 2, provides a very efficient method for identifying all blocked reactions in a metabolic network. As our results show, a large fraction of reactions turn out to be blocked in most existing metabolic networks, and it is helpful to identify them both for simplifying subsequent analysis and for pinpointing the areas in which our knowledge of metabolism may currently be incomplete.
Theorem 3 (Blocked Reactions in a Stoichiometric Matrix). All the blocked reactions in a fully reversible network S can be found by a Gauss-Jordan reduction of S. All the blocked reactions in a fully irreversible network can be found via an iterated linear program. A sequential application of these two methods suffices to identify all the blocked reactions in a general network.
Proof. Since the first line of the algorithm for creating a consistent stoichiometric matrix, given here as a corollary, removes topologically blocked reactions which are a fortiori stoichiometrically blocked, the output is the same with or without it. Since any stoichiometrically blocked reaction is a fortiori thermodynamically blocked, it is sufficient to prove that there are no thermodynamically blocked reactions in this output. We will establish this by proving the following two statements:
1. The algorithm for removing thermodynamically blocked reactions applied to K I correctly identifies and removes all the thermodynamically blocked irreversible reactions from S. 2. After all the thermodynamically blocked irreversible reactions are removed from S, all remaining thermodynamically blocked reactions are stoichiometrically blocked.
For the first statement, we note that finding a (maximal) non-negative vector in the nullspace of K I is equivalent to finding a (maximal) non-negative vector in the nullspace of K with the components corresponding to I C set to 0. This, in turn, is equivalent to finding a (maximal) non-negative vector in the rowspace of S with support in I. By Farkas' lemma, this is equivalent to finding all the thermodynamically blocked reactions in S contained in I.
For the second statement, suppose that i / ∈ I is a thermodynamically blocked reaction in S. Then Sv = 0 and v j ≥ 0 ∀ j ∈ I imply both v i ≤ 0 and v i ≥ 0. By Farkas' lemma, this implies that
By adding these together, we conclude that (y + z) T S = j∈I (λ j + µ j )e j .
Since we assumed that no irreversible reactions are thermodynamically blocked in S, all the coefficients must in fact be 0, so λ j = 0 = µ j ∀ j ∈ I. But then y T S = e i implies that reaction i is in fact stoichiometrically blocked in S, completing the proof. 
return S.
Theorem 4 is another application of Theorem 2 and provides an efficient method for identifying the enzyme subsets in a metabolic network. This method was used previously by Gagneur and Klamt [3] , but the fact that it actually identifies all enzyme subsets had not been established to our knowledge.
Theorem 4 (Enzyme Subsets in Consistent Matrices
). In a consistent stoichiometric matrix S, i and j are in an enzyme subset with ratio κ if and only if e i − κe j ∈ Row(S), where e k is the vector with 1 in position k and 0 elsewhere.
Proof.
Suppose that e i − κe j ∈ Row(S). Since every flux mode is orthogonal to every vector in the rowspace of S, it follows that every flux mode v satisfies v i − κv j = 0.
Conversely, suppose that i and j are in an enzyme subset with ratio κ. Then the equality v i − κv j = 0 holds for S. This means that the two inequalities, v i − κv j ≤ 0 and κv j − v i ≤ 0 both hold for S. By Farkas' lemma, this implies that there exist scalars λ k , µ k ≥ 0 for k ∈ I − {i, j} such that
y := κe j − e i + k∈I−{i,j}
Let us consider z := x + y. If z = 0 then we have k∈I−{i,j} (λ k + µ k )e k ∈ Row(S), which by Theorem 2 means that some of the irreversible reactions are thermodynamically blocked, contradicting the consistency of S. Hence, z = 0, so λ k = µ k = 0 for each k and x = e i − κe j ∈ Row(S), completing the proof.
Supplementary Note 6
Theorem 5 is a result about the reduction of a stoichiometric matrix to canonical form. We say that S is in canonical form if it contains no blocked reactions, unidirectional reactions (reversible reactions which can only proceed in the forward or only in the reverse direction) or enzyme subsets, and has linearly independent rows. Theorem 5 states that the reduction process we propose below is guaranteed to converge after a single iteration, unlike the one proposed by Gagneur and Klamt [3] .
Theorem 5 (Canonical Form after a Single Reduction Cycle). Let S be the stoichiometric matrix of a metabolic network after one reduction cycle. Then S is in canonical form.
Proof. By Theorem 3, all the reactions remaining after the application of the algorithm deleting blocked reactions can have a non-zero flux at steady-state. The transformation of effectively unidirectional reactions further transforms the matrix in such a way that every reaction can have a positive flux at steady-state. In other words, if the first two steps of the reduction cycle transform S into S then the linear program given by S u = 0 and u i = 1 is feasible for each i.
The third step of the reduction cycle, the lumping of enzyme subsets, transforms S into S , where S contains a single combined reaction for each of the enzyme subsets in S . By the conclusion of the previous paragraph, we know that S u = 0 and u i = 1 is feasible for any combined reaction i, as well as for any reaction originally in S . Furthermore, S does not admit any further enzyme subsets. Indeed, by Theorem 4 these would correspond to vectors of the form e i − κe j with κ = 0 (i.e. with a support of size exactly 2) in its rowspace. This is clearly impossible if both i and j were originally present in S . If i is a combined reaction and j is an original reaction from S , then the equivalence between S and S shows that j must have been part of the same enzyme subset as one of the reactions in the linear combination that gave rise to reaction i. Finally, if both i and j are combined reactions, then the equivalence between S and S shows that one of the reactions in each of the subsets represented by i and j, respectively were part of the same enzyme subset, and so, by transitivity, the two enzyme subsets should have been combined.
The fourth step of the reduction cycle, the deletion of redundant constraints, transforms S into S , where S contains a maximal linearly independent subset of the rows of S . It follows that Row(S ) = Row(S ), and therefore, also Null(S ) = Null(S ). By combining this with the conclusion of the previous paragraph, S u = 0 and u i = 1 is feasible for each i, so S does not admit any blocked reactions. Furthermore, S does not admit any enzyme subsets because its rowspace is the same as that of S . Finally, S has linearly independent rows, so there are no redundant constraints to be removed. It follows that S is indeed canonical, so a single reduction cycle is sufficient for converting S to canonical form. This completes the proof.
Supplementary Note 7
The reduction to canonical form is advantageous because it preserves all the information in the original matrix while significantly decreasing its size. However, in some situations there are energy balance constraints imposed on the problem, which further restrict the range of allowed flux modes as per equation (12) below. Theorem 6 states that the energetic feasibility status of a mode of a stoichiometric matrix does not change for the equivalent mode when the matrix is reduced to canonical form.
Theorem 6 (Energetic Feasibility in Canonical Form). A mode v is energetically feasible for S if and only if its equivalent mode is energetically feasible for the version of S in canonical form.
Recall that C denotes the set of all internal reactions. The energy balance condition states that a mode v is energetically feasible if and only if
Suppose first that S is the initial stoichiometric matrix, and v is an energetically feasible mode for S. Let w be a vector of chemical potentials for each internal reaction that satisfies equation (12) together with v. We will show how to modify w at every step of the reduction of S to canonical form to keep the vector equivalent to v energetically feasible.
If reaction i is blocked, then v i = 0, so deleting it can be compensated by deleting the corresponding components from both v and w.
If reaction i is effectively forward, then S does not change, so v and w also remain unchanged. If reaction i is effectively reverse, then multiplying v i and w i by −1 simultaneously ensures that v and w satisfy all the constraints in equation (12); recall that in this case, reaction i gets multiplied by −1 in S.
Next, we consider the lumping together of enzyme subsets. It is sufficient to consider a single enzyme subset because they are non-overlapping, and because the lumping procedure can be done a pair of reactions at a time. Therefore, suppose reactions i and j are in an enzyme subset, and let κ = 0 be their ratio, so that v j = κv i . By Theorem 4, the vector e j − κe i is then in the rowspace of S. In the modified S, the new reaction is
If one of i and j is an exchange reaction, then the combined reaction will be an exchange reaction as well, and therefore will not impose any restrictions on w.
Suppose therefore that i and j are both internal reactions. Since w is in the rowspace of S C , we have w = y T S C for some y, so that w i = y T S i and w j = y T S j . By replacing the i-th and j-th components of w with the new component w new = w i + κw j , we ensure that
so that the property that w is in the rowspace of S C is conserved. We also have v new = v i in this case, so that
with equality if and only if both terms are 0, so the energetic feasibility of the modified v is preserved. If a zero column in S results from lumping together an enzyme subset, the corresponding entry of w will be 0 because w is in the rowspace of S. If the corresponding entry of v is not 0, this would violate equation (12). This provides us with a formal justification for deleting zero columns.
Finally, when a redundant row is deleted from S, it is a linear combination of the remaining rows of S. Therefore, the corresponding row of S C is a linear combination of the remaining rows of S C with the same coefficients, so the rowspace of S C does not change when the redundant rows of S are deleted, and w remains a vector in the rowspace of S C .
Conversely, suppose that a mode v is energetically feasble for the canonical form of a stoichiometric matrix S, and satisfies equation (12) with chemical potential vector w defined for the internal reactions (that is, the surviving internal reactions of S and enzyme subsets of S containing only internal reactions).
By the same argument as above, the reversal of the deletion of redundant rows does not change the rowspace of S C , so both v and w satisfy equation (12) after that reversal. The reversal of the deletion of a zero column or a blocked reaction can be matched by inserting a 0 in the corresponding position of v and w, while the reversal of a flipping of an effectively reverse reaction can be matched by simultaneously flipping the sign in the corresponding position of v and w.
For enzyme subsets, we can once again perform the analysis one pair of reactions at a time. Let us consider the reversal of the lumping together of two reactions, i and j. Suppose first that both i and j are internal reactions. Let κ = 0 be the proportionality constant between them, so that v j = κv i for the vector v obtained from the reversal. Since w is in the rowspace of the matrix S C before the lumping of the reactions is reversed, we have w = y T S C for some y, and hence w new = y T S new , where "new" is the index of the reaction corresponding to the lumping together of i and j.
But S new = S i + κS j , so w new = y T S i + κy T S j . By hypothesis, v new w new ≤ 0 and v new = v i . Furthermore, by Theorem 4, the vector e j − κe i is in the rowspace of S, so there exists a vector x such that x T S = e j − κe i , which can be written componentwise as x T S j = 1, x T S i = −κ and x T S k = 0 ∀ k / ∈ {i, j}. We now claim that there exists a λ ∈ R such that the vector z := y + λx gives us a vector w = z T S C that satisfies equation (12) after reversal of the lumping together of reactions i and j. Indeed, since x T S C is 0 outside of components i and j, w remains unchanged except possibly in those components. Using the previously derived relationships, we can write
Furthermore, from the definition w = z T S, we have
z = y + λx =⇒ v j w j = v j (y T S j + λx T S j ) = v j y T S j + λ(1)v j = v j y T S j + λv j .
If v j = 0 then v i = 0 as well (since κ = 0), and thus both v i w i and v j w j are non-negative (in fact, 0) with λ = 0. If v j = 0 then λv j can be made equal to any real number, and it is always possible to choose one that ensures the non-positivity of both v i w i and v j w j as their sum is non-positive by equations (16), (17) and (18).
On the other hand, if one of the reactions i and j is an exchange reaction then w can still be constructed in this way, but λ will be chosen with only one of the two constraints above having to be enforced. Finally, if both are exchange reactions, then the reversal of the lumping has no effect on w, which is defined only for internal reactions.
This shows that the equivalent vector v is energetically feasible for the initial stoichiometric matrix S, completing the proof.
