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Abstract
In this paper we study the notion of critical dimension of random
simplicial complexes in the general multi-parameter model described in
[8], [9], [10]. This model includes as special cases the Linial-Meshulam-
Wallach model [19], [20] as well as the clique complexes of random graphs.
We characterise the concept of critical dimension in terms of various ge-
ometric and topological properties of random simplicial complexes such
as their Betti numbers, the fundamental group, the size of minimal cycles
and the degrees of simplexes. We mention in the text a few interesting
open questions.
To the memory of Tim Cochran
1 Introduction
This paper continues our recent publications [8], [9], [10], in which we introduced
a new class of random simplicial complexes depending on many probability
parameters p0, p1, . . . , pr; here pi ∈ [0, 1] determines the probability that an
i-dimensional simplex σ is included in our random simplicial complex Y given
that the boundary ∂σ is included into Y . This model of random simplicial
complexes includes as special cases many previously studied models such as
the Erdo¨s-Ro´ne random graphs [11], the Linial - Meshulam - Wallach random
simplicial complexes [19], [20] as well as the clique complexes of random graphs
[15], [7].
The main motivation to study large random simplicial complexes comes from
the need of modelling large complex systems in various applications when the
classical notion of configuration space becomes inadequate. These applications
include the new theory of large networks [21]. Recent surveys covering various
aspects of topology of large random spaces can be found in [5] and [18].
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This paper focuses on the notion of a critical dimension of random simplicial
complexes. We show that this notion influences the topology of random com-
plexes in a number of different ways. Firstly, the Betti number in the critical
dimension significantly dominates the Betti numbers in all other dimensions (see
Theorem 7, statement (2)) and the reduced Betti numbers below the critical di-
mension vanish (see Theorems 13 and 16. Secondly, most simplexes σ ⊂ Y of a
random simplicial complex Y in dimensions at or above the critical dimension
have degree zero while simplexes below the critical dimension have their de-
grees unbounded (see Corollary 11). Thirdly, above the critical dimension any
minimal cycle has a bounded size (Theorem 20); we use the Dehn-Sommerville
relations to establish an upper bound on the size of spheres above the critical
dimension which can be embedded into random simplicial complexes (Theo-
rem 21). Besides, we show that the fundamental group of a random simplicial
complex has property (T) if the critical dimension is ≥ 2 and, moreover, a ran-
dom simplicial complex is simply connected if the critical dimension is ≥ 3, see
Theorems 17 and 19.
There is a small overlap between the results presented in this paper and the
preprint of C. Fowler [12] although these two papers largely complement each
other.
This research was supported by a grant from the EPSRC research council.
2 The model
Here we briefly recall the model of random simplicial complexes we studied in
[8], [9], [10].
Let ∆n denote the simplex with the vertex set {1, 2, . . . , n}. We view ∆n as
an abstract simplicial complex of dimension n− 1. For a simplicial subcomplex
Y ⊂ ∆n, we denote by fi(Y ) the number of i-faces of Y (i.e. i-dimensional
simplexes of ∆n contained in Y ). An external face of a subcomplex Y ⊂ ∆n is
a simplex σ ⊂ ∆n such that σ 6⊂ Y but the boundary of σ is contained in Y ,
∂σ ⊂ Y . The symbol ei(Y ) will denote the number of i-dimensional external
faces of Y .
Fix an integer r ≥ 0 and a sequence p = (p0, p1, . . . , pr) of real numbers
satisfying 0 ≤ pi ≤ 1. Denote qi = 1 − pi. We consider the probability space
Ωrn consisting of all subcomplexes Y ⊂ ∆n, with dimY ≤ r. The probability
function
Pr,p : Ω
r
n → R (1)
is given by the formula
Pr,p(Y ) =
r∏
i=0
p
fi(Y )
i ·
r∏
i=0
q
ei(Y )
i (2)
In (2) we use the convention 00 = 1; in other words, if pi = 0 and fi(Y ) = 0 then
the corresponding factor in (2) equals 1; similarly if some qi = 0 and ei(Y ) = 0.
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One may show that Pr,p is indeed a probability function, i.e.∑
Y⊂∆
(r)
n
Pr,p(Y ) = 1,
see [8]. Note that the probability Pr,p(Y ) really depends on r. For example if
dimY = r − 1 then
Pr,p(Y ) = Pr−1,p′(Y ) · q
er(Y )
r
where p′ = (p0, . . . , pr−1).
3 The notion of a critical dimension
In this section we introduce the notion of a critical dimension of a multi-
parameter random simplicial complex. In the following sections we shall explain
the role this notion plays in topology of random simplicial complexes.
First we define the following domains
D−1,D0,D1, . . . ,Dr ⊂ R
r+1
+ .
Consider the linear functions
ψk : R
r+1 → R
where for α = (α0, . . . , αr) ∈ Rr+1 one has
ψk(α) =
r∑
i=0
(
k
i
)
αi, k = 0, . . . , r.
We use the conventions that
(
k
i
)
= 0 for i > k and
(
0
0
)
= 1.
We assume below that α ∈ Rr+1+ , i.e. α = (α0, . . . , αr) with αi ≥ 0 for all i.
Since
(
k
i
)
<
(
k+1
i
)
for i > 0 we see that
ψ0(α) ≤ ψ1(α) ≤ ψ2(α) ≤ . . . ≤ ψr(α). (3)
Moreover, if for some j ≥ 0 one has ψj(α) < ψj+1(α) then
ψj(α) < ψj+1(α) < . . . < ψr(α).
Next we define the following convex domains in Rr+1+ :
Dk = {α ∈ R
r+1
+ ; ψk(α) < 1 < ψk+1(α)}, (4)
where k = 0, 1, . . . , r − 1. One may also introduce the domains
D−1 = {α ∈ R
r+1
+ ; 1 < ψ0(α)}, Dr = {α ∈ R
r+1
+ ; ψr(α) < 1}.
The domains
D−1,D0,D1, . . . ,Dr
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are disjoint and their union is
r⋃
j=−1
Dj = R
r+1
+ −
r⋃
i=0
Hi,
where Hi denotes the hyperplane
Hi = {α ∈ R
r+1;ψi(α) = 1}.
We shall show that hyperplanes H0, . . . , Hr correspond to phase transitions in
homology; in other words these hyperplanes separate areas where different geo-
metric and topological properties are satisfied for large n, with high probability.
The intersections of the domains Dk with the plane α0 = α3 = · · · = 0 is shown
on the Figure 1.
Figure 1: Intersections of the domains Dk with the plane α0 = α3 = · · · = 0.
Like in our previous publications [8], [9], [10], we shall consider here the
multi-parameter random simplicial complexes with the multi-parameters pi =
n−αi where in general the vector of exponents
α = (α0, . . . , αr) ∈ R
r+1
+
is a function of n, i.e. α = α(n). In this paper we shall additionally assume
that the vector of exponents α = α(n) is either constant or more generally has
a limit
α∗ = limα(n).
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Definition 1. Under the above assumptions we shall say that the critical di-
mension of random simplicial complex Y ∈ Ωrn equals k if
α∗ ∈ Dk, where k = −1, 0, . . . , r. (5)
Example 2. Assume that the vector of exponents α is constant and α ∈ D−1.
Then p0 = n
−α0 with α0 > 1. We know that in this case the random complex
Y is empty, Y = ∅, a.a.s. See [8], Example 2.4.
Example 3. Let us now suppose that the vector of exponents α lies in D0 and
is constant (i.e. is independent of n). Then
α0 < 1 < α0 + α1.
By Lemma 2.7 from [9] the number of vertices of a random complex Y ∈ Ωrn is
close to n1−α0 →∞ and by Example 6.3 from [9] the complex Y is disconnected.
On the other hand, the expected number of one-dimensional cycles of any lengths
k ≥ 3 in Y is
≤
∞∑
k=3
(np0)
kpk1 =
∞∑
k=3
nk(1−α0−α1) ≤ 2 · n3(1−α0−α1) → 0.
Using the first moment method, we obtain that for α ∈ D0, with probability
tending to 1, the random complex Y is a forest with many connected compo-
nents.
Example 4. Suppose that the vector of exponents α is constant and lies in D1.
Then
α0 + α1 < 1 < α0 + 2α1 + α2.
By Example 7.3 from [9] a random complex Y ∈ Ωrn is connected, a.a.s.
4 The homological domination principle
In this section we state a theorem stating that for a random complex Y ∈ Ωrn,
the Betti number in the critical dimension k is significantly larger than any
other Betti number bj(Y ) where j 6= k, a.a.s; see Theorem 7 below.
We show later in this paper that the reduced Betti numbers b˜j(Y ) vanish
for j < k, see Theorem 13.
We start by defining the following affine functions
τk(α) = k + 1−
ℓ∑
i=0
ψi(α) =
k∑
i=0
[1− ψi(α)] , (6)
where α = (α0, . . . , αr) ∈ Rr+1, and k = 0, . . . , r.
Remark 5. Note that for α ∈ D−1 one has ψ0(α) > 1 and hence ψi(α) > 1 for
any i; therefore one has τi(α) < 0 for any i = 0, 1, . . . , r.
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Remark 6. If α ∈ Dk where k ≥ 0 then ψi(α) < 1 for all i ≤ k and hence
τi(α) > 0 for all i = 0, . . . , k. Moreover, if α ∈ Dk where k ≥ 0 then
0 < τ0(α) < τ1(α) < · · · < τk(α) and τk(α) > τk+1(α) > · · · > τr(α).
Theorem 7. Consider a multi-parameter random simplicial complex Y ∈ Ωrn
with respect to the probability measure
Pr,p : Ω
r
n → R, where p = n
−α,
i.e.
p = (p0, p1, . . . , pr), pi = n
−αi .
Here α = α(n) is a function of n. We assume that the limit limα(n) = α∗ ∈
Rr+1+ exists and
α∗ ∈ Dk, (7)
for some k = 0, 1, . . . , r, i.e. k is the critical dimension, see Definition 1. Then:
1. For a sequence t→ 0, a random complex Y ∈ Ωrn satisfies
(1− t) ·
nτk(α)
(k + 1)!
≤ bk(Y ) ≤ (1 + t) ·
nτk(α)
(k + 1)!
, a.a.s. (8)
2. For any j 6= k with probability tending to one,
bj(Y ) ≤ (1 + o(1)) · (r + 1)! · n
−e(α) · bk(Y ), (9)
where
e(α) = min
0≤s≤r
{|1− ψs(α)|}
= min{1− ψk(α), ψk+1(α) − 1}. (10)
Note that
lim e(α) = e(α∗) > 0.
Observe that (9) implies that for j 6= k one has
bj(Y ) ≤ 2(r + 1)! · n
−e(α∗)/2 · bk(Y ),
a.a.s. Formula (9) shows that for α∗ ∈ Dk the k-th Betti number dominates all
other Betti numbers.
The proof of Theorems 7 is given in §6.
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5 Face numbers of random complexes
Consider the number fd(Y ) of d-dimensional simplexes of Y where Y ∈ Ωrn is a
random simplicial complex, 0 ≤ d ≤ r. The function fd : Ω
r
n → R is a random
variable and in this section we show that for large n the value of this function
is very close to its expectation on a large set of random simplicial complexes.
Theorem 8. Let Y ∈ Ωrn be a multi-parameter random simplicial complex
with multi-parameter p = (p0, p1, . . . , pr), pi = n
−αi , where in general αi =
αi(n) ≥ 0 is a function of n. Assume that the limit
α∗ = lim
n→∞
α(n) (11)
exists. Then the following statements are true:
(a) If for an integer 0 ≤ d ≤ r one has1 τd(α∗) < 0 then
fd ≡ 0, a.a.s.
In other words, in this case dimY < d, a.a.s.
(b) If for an integer 0 ≤ d ≤ r one has τd(α∗) = 0 then for any real µ > 0
one has
fd(Y ) < n
µ, a.a.s.
(c) If for an integer 0 ≤ d ≤ r one has
τd(α∗) > 0 (12)
then for any sequence2 t = t(n) such that tnδd(α∗)/4 →∞, where3
δd(α∗) = min {τ0(α∗), τd(α∗)} > 0, (13)
the Pr,p-probability that a random complex Y ∈ Ωrn satisfies
(1− t) ·
nτd(α)
(d+ 1)!
≤ fd(Y ) ≤ (1 + t)
nτd(α)
(d+ 1)!
(14)
tends to 1 as n→∞.
Remark 9. It follows from Theorem 8 that
log fd(Y )
logn
∼ τd(α∗), a.a.s.
Proof of Theorem 8. For an integer 0 ≤ d ≤ r, let σ ⊂ ∆
(r)
n be a fixed d-
dimensional simplex. By Lemma 2.9 in [9] one has
Pr,p(σ ⊂ Y ) =
d∏
i=0
p
fi(σ)
i = n
−
∑
d
i=0 (
d+1
i+1)αi . (15)
1Recall that the function τd(α) is defined by (6).
2In particular, one may take t = logn · n−δd(α∗)/4.
3Recall that τd(α∗) > 0 implies τ0(α∗) > 0, see Remark 6.
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We shall use the identity
d∑
i=0
(
d+ 1
i+ 1
)
αi =
d∑
k=0
ψk(α), where 0 ≤ d ≤ r, (16)
which is equivalent to the well-known identity
(
d+1
i+1
)
=
∑d
k=i
(
k
i
)
. The LHS of
this equality counts the number of (i+1)-element subsets of the set {1, . . . , d+1};
for each k = i, . . . , d the number
(
k
i
)
counts the number of (i+1)-element subsets
of the set {1, . . . , d+ 1} for which k + 1 is the maximal element.
By the definition of the affine function τd(α) we have
∑d
k=0 ψk(α) = d+1−
τd(α) and therefore (15) can be rewritten as Pr,p(σ ⊂ Y ) = nτd(α)−(d+1) and
hence
E(fd) =
(
n
d+ 1
)
·
d+1∏
i+0
p
(d+1i+1)
i =
(
n
d+ 1
)
nτd(α)−(d+1). (17)
Thus we obtain (
1−
d2
n
)
·
nτd(α)
(d+ 1)!
≤ E(fd) ≤
nτd(α)
(d+ 1)!
(18)
for n large enough.
To prove statement (a), assume that limn→∞ τd(α) = τd(α∗) < 0 is negative.
It follows that for n large enough we have τd(α) < τd(α∗)/2 < 0 and hence
E(fd) ≤
nτd(α∗)/2
(d+ 1)!
.
Thus we see that E(fd)→ 0 as n→∞ and by the Markov inequality we obtain
that fd(Y ) = 0, asymptotically almost surely.
To prove statement (b), we assume that τd(α∗) = 0 and observe that for
any µ > 0 one has τd(α) < µ/2 for all n large enough. Then using the Markov
inequality we find
Pr,p(fd(Y ) ≥ n
µ) ≤
E(fd)
nµ
≤
nτd(α)−µ
(d+ 1)!
≤
n−µ/2
(d+ 1)!
= o(1).
Next we prove statement (c) assuming that τd(α∗) > 0. From (18) we obtain
E(fd) ≥
(
1−
d2
n
)
·
nτd(α∗)/2
(d+ 1)!
→ ∞ (19)
as n→∞. We shall show below that for n large enough one has
Var(fd)
E(fd)2
≤ C · n−δd(α∗)/2 (20)
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where C is a constant determined by d and δd(α∗) is given by (13). Let t =
ωn−δd(α∗)/4 where ω →∞. Applying the Chebychev inequality we obtain
Pr,p (|fd − E(fd)| ≥ t · E(fd)) ≤
Var(fd)
t2 · E(fd)2
≤
C
t2nδd(α∗)/2
= o(1).
Hence for any sequence t = t(n) as above we shall have
(1− t) · E(fd) ≤ fd ≤ (1 + t) · E(fd), a.a.s.
which together with (18) imply
(1− t) ·
(
1−
d2
n
)
·
nτd(α)
(d+ 1)!
≤ fd ≤ (1 + t)
nτd(α)
(d+ 1)!
, a.a.s..
Next we observe that δd(α∗) ≤ 1 and therefore tn1/4 → ∞. This implies the
inequality (1 − t)(1 − d
2
n ) ≥ (1 − 2t) for n large enough. This gives the left
inequality in (14) by applying the whole argument to t/2 instead of t.
We are left to prove the inequality (20). Given a d-dimensional simplex
σ ⊂ {1, . . . , n} we denote by Aσ the event that σ is a simplex of Y ∈ Ωrn. Given
two d-simplexes σ, τ ⊂ {1, . . . , n} we denote by Aσ ∧ Aτ the event σ ∪ τ ⊂ Y .
We have (see Lemma 2.2 from [9])
Pr,p(Aσ ∧ Aτ ) =
d∏
i=0
p
2(d+1i+1)−(
f0(σ∩τ)
i+1 )
i
where f0(σ ∩ τ) denotes the number of vertices common to σ and τ .
We obtain
E(f2d ) =
∑
σ(d),τ (d)
Pr,p(Aσ ∧ Aτ )
=
d+1∑
j=0
(
n
d+ 1
)
·
(
d+ 1
j
)
·
(
n− d− 1
d+ 1− j
)
·
d+1∏
i=0
p
2(d+1i+1)−(
j
i+1)
i
Using (17) we find
E(f2d )
E(fd)2
=
(
n
d+ 1
)−1
·

(n− d− 1
d+ 1
)
+
d+1∑
j=1
(
d+ 1
j
)
·
(
n− d− 1
d+ 1− j
)
·
j−1∏
i=0
p
−( ji+1)
i


=
(
n
d+ 1
)−1
·

(n− d− 1
d+ 1
)
+
d+1∑
j=1
(
d+ 1
j
)
·
(
n− d− 1
d+ 1− j
)
· n
∑j−1
i=0 (
j
i+1)αi


=
(
n
d+ 1
)−1
·

(n− d− 1
d+ 1
)
+
d+1∑
j=1
(
d+ 1
j
)
·
(
n− d− 1
d+ 1− j
)
· n
∑j−1
k=0 ψk(α)


≤ 1 +
(
n
d+ 1
)−1
·
d+1∑
j=1
(
d+ 1
j
)
·
(
n− d− 1
d+ 1− j
)
· n
∑j−1
k=0 ψk(α).
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On the third step we have used formula (16). Next we observe that
(
n
d+ 1
)−1
·
(
d+ 1
j
)
·
(
n− d− 1
d+ 1− j
)
≤ Cd · n
−j
where Cd is a constant depending on d but not on n. Hence we may write
E(f2d )
E(fd)2
≤ 1 + Cd ·
d+1∑
j=1
n−j+
∑j−1
k=0 ψk(α)
= 1 + Cd ·
d∑
ℓ=0
n−τℓ(α).
Using the convexity properties of τℓ(α) (see Remark 6) one has (for any n)
min
ℓ≤d
τℓ(α) = min{τ0(α), τd(α)}
≥
1
2
min{τ0(α∗), τd(α∗)} =
1
2
δd(α∗) > 0.
Thus we obtain
Var(fd)
E(fd)2
=
E(f2d )
E(fd)2
− 1 ≤ C′dn
−δd(α∗)/2
which implies (20). Here C′d = (d + 1)Cd is a constant depending on d. This
completes the proof of Theorem 8.
6 Proof of Theorem 7.
Every simplicial complex Y ∈ Ωrn satisfies the Morse inequalities
fj(Y )− fj+1(Y )− fj−1(Y ) ≤ bj(Y ) ≤ fj(Y ), (21)
where 0 ≤ j ≤ r. We shall use (21) together with Theorem 8 to obtain infor-
mation about the Betti numbers of Y .
We start with the following three observations:
(1) If τj(α∗) < 0 then fj(Y ) = 0 and hence bj(Y ) = 0, a.a.s. (see Theorem
8, part (a)).
(2) If τj(α∗) = 0 then for any µ > 0 one has
bj (Y ) ≤ fj(Y ) ≤ n
µ,
a.a.s. (see Theorem 8, part (b)).
(3) Let us assume that τj(α∗) > 0 and let t = t(n) be any sequence of real
numbers satisfying
tnδj(α∗)/4 →∞
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where δj(α∗) = min{τ0(α∗), τj(α∗)} > 0. Then by Theorem 8, part (c) we have
bj(Y ) ≤ fj(Y ) ≤ (1 + t) ·
nτj(α)
(j + 1)!
, a.a.s.
Now, suppose that k ≥ 0 is such that the vector α∗ ∈ Dk lies in the domain
Dk; in other words, we assume that k is the critical dimension of the random
complex Y . Then τk(α∗) > 0 and as above we have
bk(Y ) ≤ (1 + t) ·
nτk(α)
(k + 1)!
, a.a.s.
for a sequence t = t(n) tending to 0. Besides, since τk−1(α∗) > 0 we have
fk−1(Y ) ≤ (1 + t
′) ·
nτk−1(α)
k!
≤ (1 + t′) ·
nτk(α)−e(α)
k!
a.a.s. for a sequence t′ → 0. Similarly, if τk+1(α∗) > 0 we similarly obtain
fk+1(Y ) ≤ (1 + t
′′) ·
nτk(α)−e(α)
(k + 2)!
a.a.s. for a sequence t′′ → 0. The last inequality still holds in the case when
τk+1(α∗) ≤ 0 by statements (a) and (b) of Theorem 8 since τk(α) − e(α) con-
verges to τk(α∗) − e(α∗) > 0. To explain the inequality τk(α∗) − e(α∗) > 0
note that in the case τk+1(α∗) ≤ 0 we have τk+1(α∗) < τk−1(α∗), and hence
τk(α∗)− e(α∗) = τk−1(α∗) > 0.
We see that
fk+1(Y ) + fk−1(Y ) ≤ (1 + t
′)
nτk(α)−e(α)
k!
+ (1 + t′′)
nτk(α)−e(α)
(k + 2)!
≤ nτk(α)−e(α)
r + 2
(k + 1)!
,
a.a.s. Finally, using (21) we obtain
bk(Y ) ≥
nτk(α)
(k + 1)!
·
[
1− t− (r + 2)n−e(α)
]
≥
nτk(α)
(k + 1)!
(1− o(1)), (22)
a.a.s. This proves inequality (8).
Finally to prove (9) we observe that for j 6= k we have (assuming that
11
τj(α∗) > 0)
bj(Y )
bk(Y )
≤
fj(Y )
bk(Y )
≤
(1 + t)
1− t′
·
(k + 1)!
(j + 1)!
· nτj(α)−τk(α)
≤ (1 + o(1)) · (r + 1)! · n−e(α),
a.a.s., which is equivalent to (9). Here t, t′ are sequences tending to 0. In the
case when τj(α∗) ≤ 0 we apply statement (b) of Theorem 8 taking µ such that
0 ≤ µ ≤ τk(α∗)− e(α∗). Then
bj(Y )
bk(Y )
≤
fj(Y )
bk(Y )
≤
(k + 1)!
(1− t)
· nµ−τk(α)
≤ (1 + o(1)) · (r + 1)! · n−e(α),
a.a.s., as above. This completes the proof.
7 Degrees of faces above and below the critical
dimension in random complexes
It this section we describe degrees of faces in random simplicial complexes. We
show that their behaviour is very different depending on whether we are above
or below the critical dimension. In dimensions d below the critical dimension
most d-dimensional faces have degree very close to n1−ψ with the exponent
ψ ∈ (0, 1) depending on d and n, while in dimensions above or at the critical
dimension most faces have degree 0, i.e. are isolated.
Recall that the degree of a d-dimensional simplex σ in a simplicial complex
Y is defined as the number of (d + 1)-dimensional simplices in Y that contain
σ. We denote this number by degY (σ).
Given integers d ≥ 0 and s ≥ 0, we denote by fd,s(Y ) the number of d-
dimensional simplexes of Y having degree s; note that fd(Y ) =
∑
s≥0 fd,s(Y ).
If Y ∈ Ωrn is a random simplicial complex then
fd,s : Ω
r
n → R
is a random variable which we shall study in this section.
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Lemma 10. For any d ≤ r and any s ≥ 0 the expectation of fd,s is given by
the formula
E(fd,s) = Λd,s(α) · E(fd), (23)
where
Λd,s(α) =
(
n− d− 1
s
)
· λs · (1 − λ)n−d−s−1, (24)
λ = n−ψd+1(α) (25)
and E(fd) is given by formula (17).
Proof. Clearly we have
E(fd,s(Y )) =
∑
σ⊂∆n
Pr,p({Y ; σ ⊂ Y and degY (σ) = s})
=
(
n
d+ 1
)
· Pr({Y ;σ0 ⊂ Y and degY (σ0) = s}),
where in the first line σ runs over all d-dimensional simplices of ∆n and in the
second line σ0 denotes a fixed d-dimensional simplex. Here we use the obvious
symmetry of the model. We restate the condition degY (σ0) = s as
f0(LkY (σ0)) = s
where LkY (σ0) denotes the link of the d-simplex σ0 in Y .
Let Λd,s(α) denote the conditional probability that a d-simplex σ0 has degree
s in Y given that σ0 is contained in a random complex Y ∈ Ωrn, i.e.
Λd,s(α) = Pr,p (f0(LkY (σ0)) = s | σ0 ⊂ Y ) .
By the definition of conditional probability we have
Pr,p ({Y ; σ0 ⊂ Y and degY (σ0) = s}) = Pr,p ({Y ;σ0 ⊂ Y }) · Λd,s(α).
We see that E(fd,s(Y )) = Λd,s(α) · E(fd(Y )), i.e. (23) holds. By Lemma 3.2 of
[9] the link LkY (σ0) is a multi-parameter random simplicial complex on n−d−1
vertices with the multi-parameter (p′0, p
′
1, . . . , p
′
r−d−1) where
p′i =
i+d+1∏
j=i
p
(d+1j−i)
j .
In particular,
p′0 =
d+1∏
j=0
p
(d+1j )
j = n
−
∑d+1
j=0 (
d+1
j )αj = n−ψd+1(α) = λ.
This completes the proof.
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Corollary 11. Let Y ∈ Ωrn be a random simplicial complex with respect to the
probability multi-parameter p = (p0, p1, . . . , pr) where pi = n
−αi for i = 0, . . . , r
and the vector of exponents α = α(n) = (α0, α1, . . . , αr) converges to a vector
α∗ ∈ R
r+1
+ . Assume that α∗ ∈ Dk for some k ≥ 0. For an integer 0 ≤ d ≤ r
and a constant 0 < δ < 1 denote
µ = µ(n, d, α) = n1−ψd+1(α)
and
T (n, δ) = {s ∈ N ∪ {0}; |s− µ| > δµ}.
Then:
(1) Assume that d < k and ψd+1(α∗) > 0. Then one has∑
s∈T (n,δ)
fd,s(Y ) = 0, (26)
a.a.s. In other words, with probability tending to one, the degrees s of all d-
dimensional simplexes of a random complex Y ∈ Ωrn satisfy the inequality |s−
µ| ≤ δµ.
(2) Assume now that d ≥ k and τd(α∗) > 0. Then there exists a sequence
t = t(n) > 0 tending to 0 such that
fd,0(Y )
fd(Y )
> 1− t, (27)
a.a.s. In other words, if d is greater or equal than the critical dimension k,
“almost all” simplexes of dimension d have degree 0 for n→∞.
Proof. Note that in the case (1) we have ψd+1(α∗) < 1 implying µ→∞ and in
the case (2) we have ψd+1(α∗) > 1 implying µ→ 0.
Since fd,s(Y ) is a non-negative integer valued random variable, the statement
(1) of the lemma is equivalent to
Pr,p

 ∑
s∈T (n,δ)
fd,s(Y ) ≥ 1

→ 0, when n→∞.
For technical reasons we introduce the set
T ′(n, δ) = {s ∈ N ∪ {0}; |s− µ′| >
1
2
δµ′},
where
µ′ = (n− d− 1) · n−ψd+1(α) = µ− (d+ 1)n−ψd+1(α).
One easily checks that T (n, δ) ⊂ T ′(n, δ). By the Markov inequality and Lemma
14
10 we have
Pr,p

 ∑
s∈T (n,δ)
fd,s(Y ) ≥ 1

 ≤ Pr,p

 ∑
s∈T ′(n,δ)
fd,s(Y ) ≥ 1


≤ E

 ∑
s∈T ′(n,δ)
fd,s


=
∑
s∈T ′(n,δ)
E(fd,s)
= E(fd) ·
∑
s∈T ′(n,δ)
Λd,s(α)
≤ nd+1 ·

 ∑
s∈T ′(n,δ)
Λd,s(α)

 .
Recall that Λd,s(α) is binomially distributed with n− d− 1 trials and with the
probability parameter λ = n−ψd+1(α), see (24). By the well-known Chernoff
bound (see [13], formula (2.9) on page 27) we have∑
s∈T ′(n,δ)
Λd,s(α) ≤ 2e
−δ2µ/3,
which implies that
Pr,p

 ∑
s∈T (n,δ)
fd,s(Y ) ≥ 1

 ≤ 2nd+1e−δ2µ/3.
We claim that nd+1e−δ
2µ/3 tends to 0 as n→∞. Indeed, for n large enough,
log(nd+1e−δ
2µ/3) < (d+ 1) logn− n(1−ψd+1(α∗))/2 → −∞
since 1− ψd+1(α∗) > 0. This proves statement (1).
Next we prove the statement (2) of the Lemma. Let ω = ω(n) be a sequence
tending to ∞ and let t = ωµ. Since d ≥ k, where k is the critical dimension, we
have
µ = n1−ψd+1(α) → 0.
Define the subset Ω′ ⊂ Ωrn as follows
Ω′ =
{
Y ∈ Ωrn | fd(Y ) ≥
E(fd)
2
}
.
By Theorem 8, one has Pr,p(Y ∈ Ω
′) → 1 as n → ∞ under the condition
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τd(α∗) > 0. Hence, by the Markov inequality and Lemma 10 we obtain
Pr,p
(
fd,0(Y )
fd(Y )
< 1− t
)
≤ Pr,p
(
fd,0(Y )
fd(Y )
< 1− t and Y ∈ Ω′
)
+ Pr,p (Y 6∈ Ω
′)
= Pr,p

∑
s≥1
fd,s(Y )
fd(Y )
≥ t and Y ∈ Ω′

+ Pr,p (Y 6∈ Ω′)
≤ Pr,p

∑
s≥1
fd,s(Y ) ≥ t ·
E(fd)
2

+ o(1)
≤
2E
(∑
s≥1 fd,s
)
tE(fd)
+ o(1)
=
2
t
·
∑
s≥1
Λd,s + o(1)
It is obvious from the definition of Λd,s that Λd,s ≤ µ
s and since µ→ 0 we see
that for n large enough
∑
s≥1
Λd,s =
∑
s≥1
µs ≤ 2µ = 2
t
ω
.
In particular
Pr,p
(
fd,0(Y )
fd(Y )
< 1− t
)
≤
4
ω
+ o(1)→ 0.
A simplicial complex X is said to be pure if fd,0(X) = 0 for every d < dimX .
The following result is an obvious corollary of the first part of Lemma 11. It
was also proven in [12], Lemma 9.
Corollary 12. Let Y ∈ Ωrn be a random simplicial complex with respect to the
probability multi-parameter p = (p0, p1, . . . , pr) where pi = n
−αi for i = 0, . . . , r
and the vector of exponents α = α(n) = (α0, α1, . . . , αr) converges to a vector
α∗ ∈ R
r+1
+ . Assume that α∗ ∈ Dk for some k ≥ 0. Then with probability tending
to one the k-dimensional skeleton Y (k) of Y is pure, a.a.s..
Proof. By statement (1) of Corollary 11 we have fd,0(Y ) = 0, a.a.s. for every
integer 0 ≤ d < k. Thus,
k−1∑
d=0
fd,0(Y ) = 0, a.a.s.,
i.e. with probability tending to one Y has no degree zero simplices of dimension
less than k.
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8 Betti numbers and the fundamental group of
random simplicial complexes
The main result of this section states that random simplicial complexes have
trivial rational homology below the critical dimension. This result was proven
in [12], Theorem 2. We also show that the fundamental groups of random
simplicial complexes have property (T) if the critical dimension equals 2 and
are trivial if the critical dimension is greater than 2.
Theorem 13. Let Y ∈ Ωrn be a random simplicial complex with respect to
the multi-parameter p = (p0, p1, . . . , pr) = n
−α where α = α(n) ∈ Rr+1+ is a
sequence of vectors converging to a vector α∗ ∈ Dk, where 2 ≤ k ≤ r. Then for
every 0 < j ≤ k − 1 one has
Hj(Y ;Q) = 0,
a.a.s.
Given a graph G we denote by L = L(G) the normalized Laplacian of G, see
[3]. All the eigenvalues of L lie in the interval [0, 2] and the multiplicity of 0 as
an eigenvalue is equal to the number of connected components of G. A quantity
of special interest is the smallest non-zero eigenvalue κ(L) > 0 of L, also known
as the spectral gap of G.
Let X be finite simplicial complex. Each ℓ-dimensional simplex σ ⊂ X
determines a graph Lσ which is defined as the 1-skeleton of the link LkX(σ).
The vertices of Lσ are simplexes of dimension ℓ+ 1 containing σ and the edges
of Lσ are the simplexes of dimension ℓ+ 2 containing σ.
Lemma 14. Let Y ∈ Ωrn be a random simplicial complex with respect to the
multi-parameter p = n−α where α = α(n) is a sequence of vectors in Rr+1+
converging to a vector α∗ ∈ Dk, where 2 ≤ k ≤ r. Then, with probability
tending to one, Y has the following property: the graph Lσ associated to every
ℓ-dimensional simplex σ ⊂ Y , where 0 ≤ ℓ ≤ k − 2, is a non-empty connected
graph with the spectral gap satisfying
κ(Lσ) > 1−
1
ℓ+ 2
.
Theorem 13 obviously follows from Lemma 14 by applying the well-known
result [2] to the skeleta Y (ℓ+2) of a random complex Y , where ℓ ≤ k − 1.
Theorem 15 (Ballman–S´wia¸tkowski [2]). Let ℓ ≥ 0 be a non-negative integer.
If X is a finite (ℓ + 2)-dimensional simplicial complex such that for every ℓ-
dimensional simplex σ ⊂ X the link Lσ = LkX(σ) is non-empty and connected
and the spectral gap of the normalized Laplacian Lσ of the link Lσ satisfies
κ(Lσ) > 1−
1
ℓ+ 2
,
then
Hℓ+1(X ;Q) = 0.
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Proof of Lemma 14. Let σ(ℓ) ⊂ ∆n be an ℓ-simplex. We shall consider all ran-
dom simplicial complexes Y ∈ Ωrn containing σ, where ℓ ≤ k − 2. By Lemma
4.1 of [9], the link Lσ = LkY (σ) of σ in Y
(ℓ+2) is a random simplicial com-
plex of dimension one (a random graph), Lσ ∈ Ω1n−ℓ−1, with respect to the
multi-parameter p′ = (p′0, p
′
1) where
p′0 =
ℓ+1∏
j=0
p
(ℓ+1j )
j = n
−ψℓ+1(α)
and
p′1 =
ℓ+2∏
j=1
p
(ℓ+1j−1)
j =
ℓ+2∏
j=1
p
[(ℓ+2j )−(
ℓ+1
j )]
j = n
ψℓ+1(α)−ψℓ+2(α).
In other words,
Pr,p(Y ⊃ σ and LkY (σ) = L)
Pr,p(Y ⊃ σ)
= P1,p′(L).
Denote
µ = (n− ℓ− 1)p′0;
clearly, µ is the expected number of vertices f0(Lσ) in the random graph Lσ,
which coincides with the expected degree of a simplex of dimension ℓ in Y .
Recall that α∗ ∈ Dk implies ψk(α∗) < 1 (see (4)) and hence for n sufficiently
large one has ψℓ+1(α∗) < ψℓ+2(α∗) < 1. Therefore we have
µ ∼ n1−ψℓ+1(α) →∞.
We may apply Lemma 2.9 of [9] to obtain that, conditioned to σ(ℓ) being a
simplex of the random complex Y , for any ǫ > 0 and any 0 < ǫ′ < 1/2 there
exists an integer Nǫ,ǫ′ such that for all n > Nǫ,ǫ′ one has
(1− ǫ)µ ≤ f0(Lσ) ≤ (1 + ǫ)µ (28)
with probability
≥ 1− 2e−
1
3µ
2ǫ′
.
A first moment argument shows that (28) holds simultaneously for all ℓ-simplices
in Y , a.a.s. Indeed, if ηℓ is the random variable that counts the number of ℓ-
simplices of Y for which inequality (28) fails then for some ǫ′′ > 0,
E(ηℓ) ≤ n
ℓ+1 · 2 exp
(
−
µ2ǫ
′
3
)
≤ Cnℓ+1 exp(−nǫ
′′
)
= o(1).
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We conclude that for any ǫ > 0 a random complex Y ∈ Ωrn with probability
tending to one has the property that for every σ(ℓ) ⊂ Y the graph Lσ satisfies
f0(Lσ)p
′
1
log(f0(Lσ))
>
(1− ǫ)(n− ℓ− 1)p′0p
′
1
log((1 + ǫ)(n− ℓ− 1)p′0)
=
(1− ǫ)(n− ℓ− 1)n−ψℓ+2(α)
log((1 + ǫ)(n− ℓ− 1)n−ψℓ+1(α))
> Cǫ,ℓ
n1−ψℓ+2(α)
(1− ψℓ+1(α)) log n
→ ∞,
where Cǫ,ℓ > 0 is a constant dependent only on ǫ and ℓ. Hence for any real
number δ > 0 and n large enough (depending on δ) we obtain
p′1 >
(1 + δ) log(f0(Lσ))
f0(Lσ)
(29)
for every ℓ-simplex σ(ℓ) ⊂ Y , a.a.s.
Now we shall use a simplified version of Theorem 1.1 from [14] (as appears
in [12]) which states the following. Fix δ > 0 and let p ≥ (1+δ) log nn . Let
G ∈ G(n, p) be a Erdo˝s–Re´nyi random graph. Then for any c > 1 there exists
Nc,δ > 0 (depending on c and δ) such that for n > Nc,δ the graph G is connected
and one has
κ(G) > 1−
1
c
with probability at least 1− n−δ. We apply this result to Theorem the link Lσ
of every ℓ-simplex σ ⊂ Y . Choosing δ = c = ℓ+2 and applying this theorem to
the graphs Lσ gives the bound
Pr,p
(
b0(Lσ) > 1 or min
σ(ℓ)⊂Y
κ(Lσ) ≤
1
ℓ+ 2
)
= o(n−(ℓ+1)) (30)
Hence the expected number of ℓ-simplexes σ in Y with either disconnected Lσ
or such that κ(Lσ) ≤
1
ℓ+2 tends to zero and by the Markov inequality it follows
that with probability tending to one Y satisfies the property that all graphs Lσ
are connected and
κ(Lσ) > 1−
1
ℓ+ 2
for every ℓ-simplex σ ⊂ Y . This completes the proof of Lemma 14.
Next we state a few related results.
Theorem 16. Let Y ∈ Ωrn be a random simplicial complex with respect to
the multi-parameter p = (p0, p1, . . . , pr) = n
−α where α = α(n) ∈ Rr+1+ is a
sequence of vectors converging to a vector α∗ ∈ Dk where 1 ≤ k ≤ r. Then
b0(Y ) = 1, i.e. Y is connected, a.a.s.
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Proof. We want to show that the conditions of Corollary 7.2 from [9] are satis-
fied, i.e. np0p1 − log(np0)→∞. This is equivalent to
n1−α0−α1 − (1− α0) logn→∞. (31)
Since the vector of exponents α converges to α∗ ∈ Dk, where k ≥ 1, we have
ψ1(α∗) < 1 and therefore 1− α0 − α1 > (1− α∗0 − α∗1)/2 = δ > 0 for all large
enough n. This shows that (31) is obviously satisfied.
Theorem 17. Let Y ∈ Ωrn be a random simplicial complex with respect to
the multi-parameter p = (p0, p1, . . . , pr) = n
−α where α = α(n) ∈ Rr+1+ is a
sequence of vectors converging to a vector α∗ ∈ Dk with k ≥ 2. Then the
fundamental group π1(Y ) has property (T), a.a.s.
To show that π1(Y ) has property (T) (a.a.s.) we apply Lemma 14 and the
following result of A. Z˙uk:
Theorem 18 (Z˙uk, [24]). If X is a finite, pure 2-dimensional simplicial complex
so that for every vertex v the link Lv is connected and the normalised Laplacian
L = L(Lv) satisfies κ(L) > 1/2. Then π1(X) has property (T).
Note that the domain D2 is given by the inequalities
α0 + 2α1 + α2 < 1 < α0 + 3α1 + 3α2 + α3;
it can be decomposed into two subdomains
α0 + 3α1 + 2α2 < 1 < α0 + 3α1 + 3α2 + α3,
where the fundamental group π1(Y ) is trivial, and
α0 + 2α1 + α2 < 1 < α0 + 3α1 + 2α2,
where the fundamental group π1(Y ) is nontrivial, see Theorem 8.1 from [9].
See Figure 2. Note that in the second subdomain the first homology group
with rational coefficients H1(π1(Y );Q) = 0 is trivial, i.e. we are dealing with a
nontrivial random perfect group.
Finally we show that random complexes are simply-connected assuming that
α∗ ∈ Dk for k ≥ 3:
Theorem 19. Let Y ∈ Ωrn be a random simplicial complex with respect to
the multi-parameter p = (p0, p1, . . . , pr) = n
−α, where α = α(n) ∈ Rr+1+ is a
sequence of vectors converging to a vector α∗ ∈ Dk, where 3 ≤ k ≤ r. Then
π1(Y ) = 1, i.e. Y is simply connected, a.a.s.
Proof. We apply Theorem 8.1 from [9]. Since α∗ ∈ Dk where k ≥ 3 we have
ψ3(α∗) < 1, i.e. α∗0 + 3α∗1 + 3α∗2 + α∗3 < 1 implying that
α∗0 + 3α∗1 + 2α∗2 < 1.
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Figure 2: Intersections of the domain D2 with the plane α0 = α3 = · · · = 0 and
its two subdomains. The simple connectivity subdomain lies below the dotted
line.
Denoting 1− α∗0 − 3α∗1 − 2α∗2 = 2δ we see that
1− α0 + 3α1 − 2α2 > δ > 0
for all sufficiently large n. Now one checks that the relations (35), (36), (37) of
Theorem 8.1 from [9] are obviously satisfied. This completes the proof.
Question: Is it true that for α∗ ∈ D1 a random complex Y ∈ Ω
r
n has a
free fundamental group, a.a.s.?
We know that it is true in two important special cases: in the Linial-
Meshulam model (see [4], Theorem 1) and in the case of clique complexes of
random graphs (see [7], Theorem A). In the Linial - Meshulam case one has r = 2
and the probability multi-parameter has the exponent (0, 0, α2); the domain D1
is given by the inequality α2 > 1. In the case of clique complexes of random
graphs, the exponent of the probability multi-parameter is (0, α1, 0, 0, . . . ) and
the domain D1 is described by the inequality 1/2 < α1 < 1.
Question: Another interesting open question is whether, on certain subdo-
main of Dk, any finite simplicial complex S of dimension ≤ k admits a topo-
logical embedding into a random simplicial complex Y ∈ Ωrn, a.a.s. For the
Linial-Meshulammodel the corresponding subdomain was described in Theorem
21
3 from [4]. By a topological embedding we understand a simplicial embedding
of a subdivision of S into Y .
9 Minimal cycles and spheres above the critical
dimension
By a k-dimensional minimal cycle S we understand a k-dimensional simplicial
complex S such that bk(S) = 1 and bk(S
′) = 0 for any proper subcomplex. In
this section we examine minimal cycles contained in multi-parameter random
simplicial complexes. We show that in dimensions above the critical dimension
there may exist only ”small” minimal cycles, i.e. having limited number of
vertices. Next we apply the Dehn – Sommerville relations to give an improved
estimate of ”the size” of spheres contained in random simplicial complexes.
Let Y be a random complex with respect to the multi-parameter p = n−α
where α = (α0, α1, . . . , αr) ∈ R
r+1
+ . In this section we assume (for the sake
of simplicity) that the multi-exponent α ∈ Rr+1+ is constant, i.e. it does not
depend on n.
Let k be an integer lying above the critical dimension and not exceeding the
real dimension; this is equivalent to the assumptions:
ψk(α) > 1 and φk(α) < 1. (32)
Recall the notations we use
ψk(α) =
r∑
i=0
(
k
i
)
αi and φk(α) =
r∑
i=0
(
k
i
)
αi
i+ 1
.
We shall use the relation
(k + 1) · φk(α) =
k∑
i=0
ψi(α), (33)
which follows from (16). The following result is also contained in [12].
Theorem 20. Under the above assumptions, a random simplicial complex Y ∈
Ωrn contains no strongly connected
4 k-dimensional subcomplexes S with
f0(S) > (k + 1)
[
1 +
1− φk(α)
ψk(α) − 1
]
(34)
vertices, a.a.s. In particular, with probability tending to one as n → ∞, a
random complex Y ∈ Ωrn has the following property: any k-dimensional minimal
cycle S contained in Y must satisfy
f0(S) ≤ (k + 1)
[
1 +
1− φk(α)
ψk(α)− 1
]
. (35)
4Recall that a simplicial complex S of dimension k is strongly connected if the space
S − S(k−2) is path-connected.
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Proof. Let S be a strongly connected k-dimensional simplicial complex. Then
f0(S) = k + 1 + x, where x ≥ 0, and one shows by induction on the number of
k-simplexes in S that
fi(S) ≥
(
k + 1
i+ 1
)
+ x ·
(
k
i
)
, where i = 0, 1, . . . , k.
We know that the probability that Y contains a subcomplex isomorphic to S is
less than or equal to
nf0(S) ·
r∏
i=0
p
fi(S)
i ≤
nk+1+x ·
r∏
i=0
p
(k+1i+1)+x·(
k
i)
i =
n(k+1)[1−φk(α)]−x(ψk(α)−1)
where we have used the identity (16). The exponent is negative if
x > (k + 1) ·
1− φk(α)
ψk(α)− 1
,
which is equivalent to (34).
For a fixed N there are only finitely many isomorphism types of simplicial
complexes S on N = f0(S) vertices and the estimate above applies to each of
them. Hence, for a fixed
N > (k + 1) ·
[
1 +
1− φk(α)
ψk(α) − 1
]
a random simplicial complex Y ∈ Ωrn contains no strongly connected subcom-
plexes S with f0(S) = N . Finally, any strongly connected k-dimensional sim-
plicial complex on more than N vertices contains as a subcomplex a strongly
connected k-dimensional simplicial complex on N vertices, and Theorem 20
follows.
Next we give a stronger statement for containment of spheres of dimensions
above the critical dimension.
Theorem 21. Let Y be a random complex with respect to the multi-parameter
p = n−α where the vector of multi-exponent α = (α0, α1, . . . , αr) ∈ R
r+1
+ is
constant, i.e. does not depend on n. Suppose that an integer k ≥ 2 is above the
critical dimension and does not exceed the real dimension, i.e. inequalities (32)
are satisfied. Let S be a k-dimensional simplicial sphere satisfying
f0(S) > (k + 1) ·
[
1 +
1− φk(α)− αk · (k + 1)−1
ψk(α)− 1 + (αk−1 + αk)
]
. (36)
Then S cannot be simplicially embedded into Y , a.a.s.
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Note that (36) gives potentially stronger result compared with (34); indeed,
we subtract a non-negative quantity αk · (k + 1)−1 in the numerator and add a
non-negative quantity αk−1 + αk in the denominator.
Proof. Let S be a pure, connected, k-dimensional simplicial complex. Recall
the notions of the f -polynomial and the h-polynomials associated to S. The
f -polynomial is defined as
f(t) = f−1t
k+1 + f0t
k + f1t
k−1 + . . .+ fk−1t+ fk. (37)
where f−1 = 1 and fi = fi(S) are the face numbers of S. The h-polynomial
associated to S is defined by
h(t) = f(t− 1),
i.e.
h(t) = h0t
k+1 + h1t
k + . . .+ hkt+ hk+1 (38)
where
hi =
i∑
j=0
(−1)i−j
(
k − j + 1
k − i+ 1
)
fj−1, 0 ≤ i ≤ k + 1. (39)
For example, one has
h0 = 1 and h1 = f0 − k − 1.
The system of linear equations (39) can be inverted to obtain fi as a nonnegative
linear combinations of h0, . . . , hi+1:
fi−1 =
i∑
j=0
(
k − j + 1
k − i+ 1
)
hj , 0 ≤ i ≤ k + 1. (40)
Let Y ∈ Ωrn be a random complex with respect to the probability multi-
parameter p = n−α, where α = (α0, α1, . . . , αr). In this section we assume that
the vector of multi-exponents α is constant, i.e. it is independent of n.
Consider a fixed simplicial complex S of dimension k ≤ r and let fi = fi(S)
denote the number of i-simplices in X . By Theorem 1 from [10], the condition
k∑
i=0
αifi(S) > f0(S) (41)
implies then S admits no embedding into Y , a.a.s. We want to express this
condition in terms of the coefficients of the h-polynomial of S. We may use (40)
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and the equality h0 = 1 to rewrite the sum
∑d−1
i=0 αifi(S) as
k∑
i=0
αifi(S) =
k∑
i=0
αi

i+1∑
j=0
(
k − j + 1
i− j + 1
)
hj(S)


=
k+1∑
j=0
hj(S) ·

 k∑
i=j−1
(
k − j + 1
i− j + 1
)
αi


=
k+1∑
j=0
hj(S) · γj
where we denote
γj = γj(k, α) =
k∑
i=j−1
(
k − j + 1
i− j + 1
)
αi ≥ 0,
where j = 0, 1, . . . , k + 1. Here we assume that α−1 = 0 by convention. We
obtain the following corollary: Let S be a k-dimensional simplicial complex
where k ≤ r. If
k+1∑
j=0
hj(S) · γj > h1(S) + k + 1 (42)
then S is not embeddable into a random simplicial complex Y ∈ Ωrn, a.a.s., with
respect to the multi-parameter measure Pr,p where p = n
−α, α = (α0, . . . , αr).
We compute a few quantities γj :
γ0 =
k∑
i=0
(
k + 1
i+ 1
)
αi = (k + 1) · φk(α),
γ1 =
k∑
i=0
(
k
i
)
αi = ψk(α),
γk = αk−1 + αk,
γk+1 = αk.
If S is a triangulated k-dimensional sphere then the Dehn – Sommerville
equations hold
hi(S) = hk+1−i(S), for 0 ≤ i ≤ k + 1. (43)
It is also well known (see [23]) that hi(S) ≥ 0. Using the positivity hi(S) ≥ 0,
γi ≥ 0 and the symmetry (43), we may simplify the above non-embedability
criterion (42) by retaining only the terms containing h0, h1, hk, hk+1. We obtain
the following statement:
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Let S be a k-dimensional simplicial sphere, where k ≤ r. If
γ0 + γk+1 + (γ1 + γk) · h1(S) > h1(S) + k + 1, (44)
then S is not embeddable into a random simplicial complex Y ∈ Ωrn, a.a.s. We
may rewrite (44) as
h1(S) >
k + 1− γ0 − γk+1
γ1 + γk − 1
observing that γ1 + γk − 1 > 0 since γ1 = ψk(α) > 1 according to (32). Substi-
tuting here h1(S) = f0(S) − k − 1 and expressing the values of γ0, γ1, γk, γk+1
in terms of αi (see above) we obtain (36).
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