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Zusammenfassung
Strahlkoppelimpedanzen beschreiben die elektromagnetische Wechselwirkung gleich-
förmig bewegter geladener Teilchen mit ihrer Umgebung im Frequenzbereich. Sie füh-
ren bei hohen Teilchenstrahlintensitäten zu einem Wärmeeintrag in verlustbehafteten
Beschleunigerkomponenten sowie zu kohärenten Strahlinstabilitäten. Deshalb muss be-
reits im Design eines Synchrotrons die Impedanz quantifiziert und möglichst minimiert
werden.
Gegenwärtig werden Strahlkoppelimpedanzen meist aus der Fourier-Transformation
des Kielwellenpotenzials (engl. wake potential) bestimmt, welches das Resultat einer
Zeitbereichssimulation ist. Bei niedrigen Frequenzen, niedrigen Strahlgeschwindigkei-
ten, oder dispersivem Material kann dieses sonst sehr effektive Verfahren jedoch unprak-
tisch werden. In diesen Bereichen werden heutzutage häufig analytische Berechnungen
im Frequenzbereich zusammen mit Geometrieapproximationen angewandt.
Diese Arbeit beschreibt die Entwicklung zweier Simulationswerkzeuge, die die Strahl-
koppelimpedanz direkt im Frequenzbereich berechnen. Das erste Werkzeug basiert
auf der Finiten Integrations Technik (FIT) auf einem strukturierten Quadergitter und
wurde sowohl zweidimensional, als auch dreidimensional implementiert. Das (nicht-
konforme) Quadergitter eignet sich jedoch nur schlecht zur Approximation gekrümmter
Strukturen. Dies ist insbesondere ein Problem in der Modellierung des Dipolmoments
als Quellterm für zur Berechnung der transversalen Strahlkoppelimpedanz.
Das zweite Simulationswerkzeug, welches auf der Finiten Elemente Methode (FEM)
und einem unstrukturierten Dreiecksgitter basiert, überwindet dieses Problem. Das
Dipolmoment ist hier als Kreisring eingeprägt, dessen Felder im inneren analytisch
bekannt sind. Dieses Werkzeug ist zweidimensional implementiert und enthält eine
optionale Oberflächenimpedanz-Randbedingung. Es stellt somit eine praktische Mög-
lichkeit zur Bestimmung der Koppelimpedanz langer Strahlrohre dar. Neben beliebiger
Frequenz und Strahlgeschwindigkeit können auch dispersive Materialien gewählt wer-
den, was für die Impedanzberechnung von Ferrit-Kickermagneten entscheidend ist.
Numerische Simulationen von Strahlkoppelimpedanzen enthalten immer Verein-
fachungen, deren Rechtfertigung an einer Messung überprüft werden muss. Die
Koppelimpedanz einer einzelnen Beschleunigerkomponente kann jedoch nicht direkt
gemessen werden. Deshalb wurde im Verlauf dieser Arbeit ein neues Hochfrequenz-
technik-Labor bei der GSI eingerichtet, um breitbandige Strahlkoppelimpedanzen mit
der Drahtmethode indirekt zu messen. Diese Arbeit enthält eine detaillierte Analyse
verschiedener Messmethoden in Form eines Vergleiches analytischer Rechnungen, Si-
mulationen und Labormessungen vereinfachter Beschleunigerkomponenten. Eine ent-
scheidende Schlussfolgerung ist hier, dass auch die Labormessung mit einer elektroma-
gnetischen Simulation validiert werden muss.
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Die Arbeit schließt mit ausgewählten Effekten der Koppelimpedanz auf den umlau-
fenden Teilchenstrahl sowie mit ausgewählten Impedanzresultaten für das geplante SIS-
100 Synchrotron im Rahmen des FAIR projekts bei der GSI.
IV Zusammenfassung
Abstract
The concept of beam coupling impedance describes the electromagnetic interaction of
uniformly moving charged particles with their surrounding structures in the Frequency
Domain (FD). In synchrotron accelerators, beam coupling impedances can lead to beam
induced component heating and coherent beam instabilities. Thus, in order to ensure
the stable operation of a synchrotron, its impedances have to be quantified and their ef-
fects have to be controlled. Nowadays, beam coupling impedances are mostly obtained
by Fourier transform of wake potentials, which are the results of Time Domain (TD) sim-
ulations. However, at low frequencies, low beam velocity, or for dispersive materials,
TD simulations become unhandy. In this area, analytical calculations of beam coupling
impedance in the FD, combined with geometry approximations, are still widely used.
This thesis describes the development of two electromagnetic field solvers to obtain
the beam coupling impedance directly in the FD, where the beam velocity is only a
parameter and dispersive materials can be included easily.
One solver is based on the Finite Integration Technique (FIT) on a staircase mesh. It
is implemented both in 2D and 3D. However, the staircase mesh is inefficient on curved
structures, which is particularly problematic for the modeling of a dipole source, that is
required for the computation of the transverse beam coupling impedance.
This issue is overcome by the second solver developed in this thesis, which is based
on the Finite Element Method (FEM) on an unstructured triangular mesh. It is imple-
mented in 2D and includes an optional Surface Impedance Boundary Condition (SIBC).
Thus, it is well suited for the computation of longitudinal and transverse impedances
of long beam pipe structures of arbitrary cross-section. Besides arbitrary frequency
and beam velocity, also dispersive materials can be chosen, which is crucial for the
computation of the impedance of ferrite kicker magnets.
Numerical impedance simulations always contain simplifications, therefore they have
to be confirmed by dedicated measurements. However, the beam coupling impedance
of a single accelerator component cannot be measured directly. Therefore, a dedicated
RF-laboratory was established at GSI, in order to measure broadband beam coupling
impedances on the bench by means of the wire method, i.e. without beam. A detailed
analysis of measurement methods is given by comparison of analytical, numerical, and
measurement results for simplified accelerator devices. One conclusion is, that also the
bench measurements have to be validated by dedicated electromagnetic simulations.
The thesis closes with selected impedance induced effects on the beam revolving in
the synchrotron and relevant impedance results for the future SIS-100 synchrotron for
the FAIR project at GSI.
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1 Introduction
Charged particle beams have a variety of applications in science and technology. For
protons and heavy ions, the synchrotron is nowadays the best suited acceleration mech-
anism to obtain high beam energy. The synchrotron allows both to accelerate and to
store a charged particle beam. Therefore, it can be used for collision experiments with
either fixed targets outside the synchrotron, or as a collider, consisting of two syn-
chrotrons that collide the beam in a particular interaction point within the rings. Since
the collisions in a collider can be observed in the center-of-mass frame which is at rest,
the observed energy is higher than for a shot on a fixed target observed in the lab-
oratory frame [1]. Nonetheless, in applications beyond elementary particle physics,
where the energy is not on the frontier of the technically possible, fixed targets are
widely used. Examples of such research areas are nuclear, atomic, and plasma physics,
material science, and even biology and medicine.
A major topic of accelerator physics research, i.e. accelerator development, is to
obtain maximum beam intensity stored in the synchrotron. In contrast to the maximum
beam energy, which depends only on the maximum magnet strength, the maximum
beam intensity has a variety limiting factors. These are distinguished between single-
particle effects and collective effects, where collective effects refer to the influence of the
‘ensemble’ (all the particles) on a test particle. Examples of collective effects are space
charge or beam-beam effects, vacuum and electron cloud issues, and, as treated in this
thesis, impedance induced ‘coherent’ beam instabilities. Within the collective effects,
one distinguishes between incoherent and coherent phenomena, i.e. the particles moving
individually or as a whole. Impedance induced beam instabilities are coherent, however,
their natural stabilization mechanism, ‘Landau damping’ [2], is based on momentum
spreads, i.e the dissimilarity between individual particles (incoherent).
Generally, this thesis deals with the electromagnetic interaction of charged particles
with their environment, i.e. accelerator components. Due to the periodic revolution of
the particles in the synchrotron ring, it can be advantageous to describe this interaction
in the frequency domain. This is called ‘beam coupling impedance’ and features many
well known properties of the electrical engineering term ‘impedance’ in the sense of
Ohm’s law.
The focus of this thesis is on ion synchrotrons, where the velocity of the particles
can be significantly lower than the speed of light. Examples of such accelerators are
the SIS-18 [3] at GSI (Gesellschaft für Schwerionenforschung) and the SIS-100 [4]
for the upcoming FAIR (Facility for Antiproton and Ion Research) project at GSI. The
particle bunches used in these machines are long (several meters) and thus lead to a
beam spectrum at low frequencies (several MHz). Also the injector chain for the LHC
(Large Hadron Collider) [5] at CERN and secondary beam decelerator rings such as the
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Extreme Low ENergy Antiproton Ring (ELENA) [6], projected at CERN, face challenges
of subrelativistic beams.
Another focus of this thesis is put on relativistic proton and ion beams in very large
synchrotrons. The large size of the ring leads to a very low revolution frequency. There-
fore, the sidebands of the spectrum, which are susceptible to impedance driven beam
instabilities, are also at very low frequencies. For example, one scenario of a post-LHC
accelerator is given by the Future Circular Collider (FCC) [7] design study. The FCC
proton-proton scenario is outlined for collisions up to 100 TeV in the center of mass.
For a projected magnet strength of 16 T this requires a tunnel circumference of roughly
100 km, resulting in a revolution frequency of only 3 kHz [8].
At these low frequencies, frequency domain beam coupling impedance simulation
methods are better suited than time domain methods.
This thesis deals with techniques to determine the beam coupling impedance directly
in the frequency domain by means of analytic and numeric computation and by means
of measurement. Before motivating this work in detail, the basic principle of a syn-
chrotron is introduced. An overview of the treated topics will be given in Sect. 1.3.
Throughout this thesis SI units are used. A description and the unit for each symbol
can be found in the Symbol List in Appendix G. Unless stated otherwise, all quantities
are observed in the laboratory reference frame.
1.1 Synchrotron Accelerators for Intense Ion Beams
The basic layout of a synchrotron is depicted in Fig. 1.1. It contains magnets for deflec-
tion and focusing of the beam as well as cavities to provide an alternating electric field
for acceleration. Usually the beam is preaccelerated by a Linear Accelerator (LINAC)
and injected into the synchrotron by a fast pulsed magnet (kicker magnet).
The beam energy is a design quantity connected to the magnetic rigidity by
B R= p/q, (1.1)
where B is a homogeneous magnetic field, R is the particle trajectory bending radius in
the magnetic field, and p,q are the particle’s momentum and charge, respectively. Thus,
the magnetic rigidity B · R defines the momentum of a synchronous particle, which is
connected to its energy by
E = γmc2 =
p
m2c4 + p2c2, (1.2)
where γm is the relativistic mass and c is the speed of light in vacuum.
Within the aperture of a magnet, the magnetostatic field is both divergence- and curl-
free and can thus be derived from a scalar potential satisfying the Laplace equation with
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Figure 1.1.: Basic design of a synchrotron. Picture from [1].
appropriate boundary conditions. The thereby obtained field in any normal oriented1
magnet in the synchrotron can be described in cylindrical coordinates %,ϕ as [9]
~B(%,ϕ) = B0
∞∑
n=1
cn

%
r0
n−1  
sin((n− 1)ϕ)~ex + cos((n− 1)ϕ)~ey

, (1.3)
where r0 is a reference radius that defines a two-dimensional (2D) disc
2 on which the
Laplace equation is solved. As illustrated in Tab. 1.1, n = 1 denotes dipoles, n = 2
quadrupoles, n= 3 sextupoles and so on. In a particular magnet of order n, its respective
coefficient dominates and the other coefficients can be used to describe the magnetic
field errors. For example, the field created by an n-pole in the x , z-plane (ϕ = 0) reads
By,n(x , y = 0) = B0cn

x
r0
n−1
, (1.4)
from which one can observe that the (n − 1)-th derivative is constant. This gives rise
to a definition of a respective multipole coefficient as denoted in the third column
of Tab. 1.1.
1 A complete basis also requires the skew magnet multipoles, which are rotated by pi/(2n).
2 For simplicity, fringe fields, where a longitudinal component is present, have been neglected.
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Table 1.1.: Magnet types in a synchrotron.
Multipole order Magnet type Defining equation Application
1 Dipole 1R =
q
pBy Deflection
2 Quadrupole κx =
q
p∂xBy Focusing
3 Sextupole mx =
q
p∂
2
x By Chromaticity control
4 Octupole ox =
q
p∂
3
x By Landau damping control
...
Only the dipole magnets act on the beam as a whole, higher multipoles provide fo-
cusing dependent on the offset from the center, i.e. each particle is affected differ-
ently. Quadrupole magnets provide linear focusing and defocusing in the two transverse
planes. They can be set up as periodic focusing channels, e.g. so-called FODO-channels,
providing a net focusing in both planes. This so-called ‘strong focusing’ concept [10]
allows to store high beam intensities in the synchrotron. Sextupoles, octupoles, and
higher order multipoles provide nonlinear focusing. They are used to control lattice
errors and the beam stability.
The Radio-Frequency (RF) cavities in a synchrotron provide acceleration and longi-
tudinal focusing. They create the RF-potential well3 (bucket) in which the particles
perform the so-called synchrotron oscillations. When the phase of the RF-wave is cho-
sen such that the RF-voltage is positive at the moment a particle passes the cavity gap,
an acceleration takes place.
The crucial property of a synchrotron is that everything has to be synchronized. For a
beam that is stored at constant energy, this is in principle described by Eq. 1.1. During
acceleration, the energy increase has to be synchronized with the field increase in every
magnet as [11]
CRB˙0 ≈ T0q E˙ ≈ U0 sinϕ0, (1.5)
where C is the ring circumference, T0 is the revolution time and U0 and ϕ0 are the
acceleration voltage and phase, respectively. The revolution time T0 = 1/ f0 can be
seen as a constant only at ultrarelativistic energy, otherwise the revolution frequency f0
increases proportional to the particle velocity. However, Eq. 1.5 still holds for low energy
synchrotrons with T0 = T0(E), but it is particularly challenging to synchronize the RF-
frequency4 according to the increasing beam velocity during the acceleration ramp. For
this purpose, tunable ferrite cavities are employed, where the resonance frequency can
be set by a DC bias current, which determines a working point on the ferrite hysteresis
curve. The resonance frequency and the generator frequency and phase need to be
precisely controlled in feedback loops including the beam signal. If all the synchronicity
3 In the reference frame of the beam, the RF-wave looks like a constant potential.
4 The RF-frequency must be an integer harmonic of the revolution frequency, i.e. fRF = hf0, h ∈ N.
4 1. Introduction
conditions are fulfilled, the trajectory of an idealized particle in the synchrotron is fixed
(independent of the energy) and non-ideal particles can be analyzed by means of small
deviations from the ideal particle.
In order to obtain highest beam intensities, all components of the synchrotron need
to be optimized. The beam coupling impedance is a powerful tool for the analysis and
optimization of the electromagnetic interaction between the beam and its environment.
This interaction can lead to intensity dependent beam instabilities and accelerator com-
ponent heating. Thus, in order to push the intensity higher, the machine impedance has
to be understood and, if possible, reduced.
For the intensity limitations originating from the machine impedance, only the com-
ponents which are ‘visible’ for the beam have to be taken into account. These are in
particular:
• Beam pipe (only weakly lossy, but very long and close to the beam)
• Cavities (fundamental and higher order modes (HOMs))
• Collimators (very close to the beam and sometimes strongly lossy)
• Kicker magnets (dispersively lossy and coupling to external supply network)
• Diagnostic equipment (sometimes close to the beam).
A complete impedance model of a synchrotron should include all these components.
However, since obtaining all those impedances is a huge effort (see e.g. [12]), simplified
models gain importance.
1.2 Motivation
The goal of this thesis is to provide and analyze numerical and measurement tools to
obtain impedance data for particular components in the synchrotron ring. The focus is
on structures and frequencies, for which contemporary Time Domain (TD) simulation
tools are not suitable.
The constituents of an impedance model for a synchrotron are nowadays mostly ob-
tained by TD simulation, which is well suited only at medium and high frequency (HF).
At low frequencies, due to Küpfmüller’s uncertainty principle, TD simulations are re-
quired to run for a long interval of time. However, due to spatial mesh properties, it
is not possible to enlarge the time step5. Thus, a strong oversampling happens at low
frequency, which makes the otherwise very efficient explicit TD methods unhandy.
Frequency domain (FD) methods allow an arbitrary choice at which points the fre-
quency axis is sampled. However, each frequency point requires solving a Linear System
of Equations (LSE), which is costly when the number of unknowns is high. There-
fore, FD methods have a particular strength in 2D simulations where the number of
5 This applies only to explicit TD methods which are limited by the CFL criterion.
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unknowns can be kept moderate. Particularly for future synchrotron projects, when
design changes are still being undertaken, quick 2D impedance estimates are useful to
facilitate decisions with the goal of impedance minimization.
(a) LHC (Pic.: CERN [13]) (b) SIS-100 for FAIR
Figure 1.2.: Examples of synchrotron beam pipes (different scales).
Nowadays, beam coupling impedance calculation in the FD is done mostly analyt-
ically. For example, the impedance of the beam pipe of the LHC (see Fig. 1.2a) has
been computed as if it was circular and form factors were applied [14]. Such theory
is very involved, lengthy, and applicable only for particular geometries and particular
frequency ranges. The impedance of the elliptical SIS-18 beam pipe, similarly to the
one for SIS-100 (see Fig. 1.2b), was estimated by a circular pipe with equivalent radius,
which was found inaccurate by a factor of 3 [15] 6.
A 2D FD impedance computation tool is well suited to compute the impedance of
a beam pipe. Moreover, dispersive materials can be included easier in the FD, which
is required for the computation of the impedance of kicker magnets. Pulsed kicker
magnets are used for the injection and extraction of the beam in the synchrotron and
they are usually made of dispersively lossy ferrite (see Fig. 1.3).
Another issue, at which FD computation is better suited than TD, is (very) low beam
velocity. In the FD the beam velocity is just a parameter, whereas in TD involved bound-
ary conditions are required for the entry and exit of a non-ultrarelativistic beam in
the computational domain [17]. Even 3D computations in the FD can employ Flo-
quet (quasi-periodic) boundary conditions for arbitrary beam velocity, which are easy
to implement on a structured mesh.
6 Later numerical computations with a quasi-stationary approach [16] could significantly improve
the agreement with measured beam instability rise time.
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Figure 1.3.: SIS-18 kicker magnet. The horizontal kick is created by a vertical magnetic
field. The coil has only one turn and is fixed by the white ceramic insulators.
The BNC connector at the end is applied for an inductance measurement, see
Fig. F.4 for the inductance as function of the frequency.
Since beam coupling impedance simulations are generally very involved for compli-
cated accelerator structures, simulations have to be accompanied by dedicated mea-
surements in order to gain confidence in the results. Thus, this thesis also includes an
analysis of broadband impedance bench measurement methods.
1.3 Overview
After introducing the concept of a synchrotron in Sect. 1.1, the required fundamentals
to work with beam coupling impedances in synchrotrons are given in Chapter 2. These
are the definitions of wake functions and beam coupling impedances and the theorem
of Panofsky and Wenzel, which draws conclusions on properties of the wake functions
and impedances solely from Maxwell’s equations in vacuum. Additionally, the beam
physics in synchrotrons is introduced, in order to derive the equations of motion for
beam instabilities.
Chapter 3 deals with wave equations and material properties, which are required
for the analytical calculation of beam coupling impedance. Here, also quasi-stationary
approaches are introduced. Space charge and (simplified) resistive wall impedances are
calculated, as they serve as validation examples in the following chapters.
Numerical methods for the computation of beam coupling impedance in the fre-
quency domain are presented in Chapter 4. After a brief introduction of contemporary
time domain methods, the implementation of a FIT (2D/3D) method and a FEM (2D)
method in the frequency domain are shown. Both methods are validated on analytic
examples, before being applied to structures that cannot be addressed analytically.
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Chapter 5 discusses the impedance bench measurements that have been performed in
a new RF-laboratory at GSI, which has been established in the framework of this thesis.
Finally, Chapter 6 shows selected consequences of coupling impedances, i.e. heat load
and (basic) beam instabilities. Some selected impedance results, which are relevant for
the FAIR SIS-100, are presented.
The thesis concludes with a summary and outlook.
8 1. Introduction
2 Fundamentals
2.1 Maxwell’s Equations and Particle Beams
A complete macroscopic description of electromagnetic (EM) fields as function of posi-
tion ~r ∈ Ω ⊂ R3 and time t ∈ R is given by Maxwell’s equations1 (see App. G for the
naming of each vector field)
∇× ~E(~r, t) = −∂t ~B(~r, t) (2.1a)
∇× ~H(~r, t) = ~Js(~r, t) + ~J(~r, t) + ∂t ~D(~r, t) (2.1b)
∇ · ~D(~r, t) = %s(~r, t) (2.1c)
∇ · ~B(~r, t) = 0 (2.1d)
and material equations
~D(~r, t) = "(~r)~E(~r, t) (2.2a)
~B(~r, t) = µ(~r) ~H(~r, t) (2.2b)
~J(~r, t) = κ(~r)~E(~r, t), (2.2c)
where %s and ~Js denote the source charge and current densities, respectively. The ma-
terial distribution given by the permittivity ", the conductivity κ and the permeability
µ, which are assumed to be linear and isotropic. At first, the material is also assumed
to be non-dispersive. By means of Gauss’ and Stokes’ theorems, Maxwell’s equations
can also be written in integral form, which is more general, since the differentiability
requirements of the field vector functions can be relaxed.
The force acting on a charged particle2 i = 1...N is
~Fi(t) = qi
 
~E(~ri , t) + ~vi(t)× ~B(~ri , t)

, (2.3)
where qi and ~vi are the particle’s charge and velocity, respectively.
1 Maxwell originally wrote his equations component-wise [18, 19], the application of vector dif-
ferential operators was first done by Heaviside [20] and independently by Gibbs and Hertz (see
e.g. [21])
2 The particle is assumed to be point-like.
9
For a description of particle motion in both their own and external fields, Maxwell’s
equations have to be coupled with the equations of mechanics,
~Fi(t) = ∂t ~pi(t) (2.4)
~pi(t) = γi(t)mi ~vi(t) (2.5)
where the the relativistic mass and velocity factors are
γ=
1p
1− β2 and β =
| ~v |
c
, (2.6)
and ~pi(t) is the i-th particle’s momentum.
In order to use the charge and current of the particles as sources for Maxwell’s equa-
tions, they have to be expressed as smooth vector fields, i.e.
%s(~r) =
∑
i
qiδξ(~r − ~ri) (2.7a)
~Js(~r) =
∑
i
qiδξ(~r − ~ri) ~vi , (2.7b)
where δξ is a particular square-integrable representation of the δ-function (mollifier)
with δξ→ δ for ξ→ 0. A finite ξ controls how the point-like particles are smeared out.
A tight coupling of Maxwell’s equations with the equations of motion is referred to as
‘self-consistent’ description. This term originates from plasma physics, where the motion
of a huge number of particles is studied. In beam physics, many concepts from plasma
physics have been adopted, see e.g. [22]. However, in contrast to plasma physics, the
external EM fields (magnets, cavities, etc.) acting on a beam in the accelerator are
usually much stronger than the ones created by the beam itself [23].
Different approximation approaches to self-consistency can be made, dependent on
the time-scale of the problem. A famous simulation approach for beams and plasmas
is the Particle-In-Cell (PIC) method (see e.g. [24]), where a huge number of point-like
particles are lumped in a smaller number of finite-sized macro-particles. In each time
step ∆t, the equations for the electromagnetic fields (mean-fields) are solved, interpo-
lated on the particles, the particles pushed and again the fields due to the new sources
are computed (see Fig. 2.1a). Such an approach is analytically self-consistent only in
the limit ∆t → 0. Nonetheless, if the problem has a certain time scale, a numerical ap-
proach can be self-consistent even for a finite ∆t being much smaller than the problem’s
time scale.
In synchrotrons, the EM fields originating from the beam particles and acting back
on the beam are usually not strong enough to destroy the beam within one revolution.
However, over many turns, these fields can cause a destructive self-amplifying insta-
bility. Thus, such an instability must have a rise time that is much longer than the
revolution period and it suffices to compute the impact of those parasitic EM-fields on
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(a) Description of particle motion in elec-
tromagnetic fields. For full analytic
self-consistency ∆t → 0 is required.
Numerical approaches can, dependent
on the time scale of the problem, allow
finite ∆t and still be self-consistent.
(b) Description of particle motion with
wake fields. The electromagnetic
forces are precomputed using a rigid
beam as source. For synchrotrons, the
time step is usually one revolution pe-
riod, which is a good approximation for
multi-turn phenomena.
Figure 2.1.: Particle in Cell (PIC) simulation loop vs. wake field approach.
the beam only once per turn. This is done by the ring wake function or ring impedance,
see Fig. 2.1b.
The wake function or beam impedance approach decouples the equations of elec-
tromagnetics from the ones of mechanics, i.e. the self-consistency is broken. A pre-
computed wake function or impedance, which is a description of the environment of
a particle beam, is calculated by solving Maxwell’s equations subject to a rigid beam
excitation. Due to the linearity of Maxwell’s equations, the wake-force scales linearly
with the source charge. In other words, the deceleration voltage scales linearly with
the beam current, which motivates the impedance concept as it was originally proposed
by Vaccaro [25] in 1966. Such a voltage can then be used to apply kicks in a peri-
odic manner to (macro-) particles and track them by solving their equations of motion.
When the time scale of the EM field effects is much longer than one turn, the parti-
cle tracking with wake functions is a good approximation to the much more expensive
self-consistent simulation.
Examples of such ‘beam dynamics with wake fields’ codes are PATRIC [26] or HEAD-
TAIL [27], which simulate only the direct interaction between beam particles with PIC
and require a description of the surrounding equipment by means of the ring wake
function or beam coupling impedance. Since all the particles in a synchrotron travel
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at nearly the same speed3, the direct particle-particle interaction is in good approxima-
tion only electrostatic. Thus, only a Poisson solver is required to close the PIC loop.
Nowadays such Poisson solvers are extremely fast, such that the interpolation of the
particles to the mean field mesh and the evaluation of the electrostatic mean fields on
the position of the particles (which is another interpolation) are significant constituents
of the overall computation time. The expensive computation of full Maxwell EM fields,
required to describe the interaction of the beam with its surrounding structures, is done
only once and included in the linear wake function. Finally, such an approach is able to
simulate involved particle accelerator processes, such as e.g. the stabilization of a beam
instability due to the wall resistivity by Landau damping.
2.2 Frequency Domain
The periodic revolution of the beam in a synchrotron motivates to describe the motion
in the frequency domain. This arises also from practical considerations, as TD phenom-
ena in a synchrotron are more difficult to observe than beam spectra. The theories for
longitudinal and transverse beam spectra follow in their basic principles the spectra of
frequency- and amplitude-modulation, respectively, as known from communication the-
ory. An overview, also in the context of the distinction between coherent and incoherent
beam phenomena, is given in [28].
In this framework the following convention for the Fourier transform is used:
F(ω) =F{ f (t)}(ω) =
∫ ∞
−∞
f (t)e−iωtdt. (2.8)
The inverse transform reads
f (t) =F−1{F(ω)}(t) = 1
2pi
∫ ∞
−∞
F(ω)e+iωtdω, (2.9)
and between the two domains holds Parsevals’s (unitarity) theorem4.
‖F‖L 2 =p2pi‖ f ‖L 2 . (2.10)
The square of the L 2-norm (see App. B) defines the signal energy
E = ‖ f ‖2L 2 =
∫ ∞
−∞
| f (t)|2dt. (2.11)
3 In the reference frame of the synchronous particle, the motion of all other particles can be seen
as non-relativistic.
4 More generally Plancherel’s theorem states (F ,G∗) = 2pi( f ∗, g) and the Fourier transform is an
unitary isomorphism from L 2(R) to L 2(R).
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Finite energy requires f ∈ L 2(R), but we will also allow distributions, such as the Dirac
δ−distribution, to be Fourier transformed, keeping in mind that this represents infinite
energy. The duration and bandwidth of a signal f (t) are defined as5 [29]
T =
‖t f (t)‖L 2
‖ f (t)‖L 2 (2.12)
B =
‖ωF(ω)‖L 2
‖F(ω)‖L 2 . (2.13)
The two fulfill the Küpfmüller uncertainty principle [30]
T · B ≥ 1/2, (2.14)
where equality is achieved for a Gaussian pulse.
As common in electrical engineering, the underline emphasizes complex quantities.
This serves also to distinguish between real valued functions in TD and complex ones
in FD. Unless stated otherwise, spectral densities, i.e. Fourier transformed quantities,
are used. This is not to be confused with the phasor notation which is very common in
engineering. Apart from the fact that a function G(ω) =F (g(t)) contains only the single
frequency ω (not −ω) and it is in units of [g]/Hz, it can be used in the same manner
as the phasor notation. Additionally, the spectral density enables the representation of
arbitrary broadband periodic and non-periodic signals.
Applying Eq. 2.8 to Eqs. 2.1, Maxwell’s equations read in the frequency domain
∇× ~E(~r,ω) = −iω~B(~r,ω) (2.15a)
∇× ~H(~r,ω) = ~J s(~r,ω) + ~J(~r,ω) + iω~D(~r,ω) (2.15b)
∇ · ~D(~r,ω) = %
s
(~r,ω) (2.15c)
∇ · ~B(~r,ω) = 0, (2.15d)
where the material relations can easily include dispersive materials as
~D(~r,ω) = "0"r(~r,ω)~E(~r,ω) (2.16a)
~B(~r,ω) = µ0µr(~r,ω)
~H(~r,ω) (2.16b)
~J(~r,ω) = κ(~r,ω)~E(~r,ω). (2.16c)
5 For simplicity we consider both the signal and the spectrum as mean value free.
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The real and imaginary parts of the material parameters are usually written as
µ= µ0(µ
′
r − iµ′′r ) (2.17a)
" = "0("
′
r − i"′′r )− i κω , (2.17b)
where κ or "′′r is preferred to describe the losses in metals or dielectrics, respectively.
Finally, we define the magnetic reluctivity as
ν= µ−1 = µ
′ + iµ′′
|µ|2 . (2.18)
2.3 Beam Dynamics in Synchrotrons
For the description of particle motion in synchrotrons one introduces a coordinate sys-
tem (x , y, s) for the horizontal, vertical, and longitudinal position deviation from a ref-
erence particle at (0,0, z), see Fig. 2.2.
Figure 2.2.: Coordinate system in the synchrotron.
The vector ~R(z) = (x , x ′, y, y ′, s,∆p/p0)T denotes the position of a particle in 6-
dimensional phase space, where x ′ = ∂z x , y ′ = ∂z y and s and ∆p are the longitudinal
position and momentum deviation from the ideal particle, respectively. Note that s can
also be understood as time advance or delay with respect to the ideal particle. Gener-
ally, ~R can be linearly mapped from one position z to another z˜ in the synchrotron by a
matrix
~R(z˜) =Mzz˜~R(z). (2.19)
In this framework we will assume that the horizontal, vertical, and longitudinal phase
space planes are uncoupled, i.e. Mzz˜ is block-diagonal. However, it will be allowed that
the dynamics in one plane depend on another by constant parameters.
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The entries of Mzz˜ are determined by the lattice properties
6, such as e.g. the
quadrupole focusing strength κx (see again Tab. 1.1), which are all periodic functions of
the position z, i.e. κx (z) = κx (z + C). Quadrupoles provide additionally κy(z) = −κx (z).
The equations of transverse motion for a single particle (usually referred to as Hill’s
equation) are found from Fx/y = p′x/yvz and read [31]
7
x ′′ +κx (z)x =
1
R(z)
∆p
p
(2.20a)
y ′′ +κy(z)y = 0, (2.20b)
where R(z) is the local curvature of the ideal trajectory. The ordinary differential equa-
tions (ODE) 2.20 provide homogeneous solutions of the pseudo-periodic8 type [10, 31]
yβ (z) =
p
εyw y(z) cos(ψy(z)−ψ0), (2.21)
where βy = w2y is the periodic betatron amplitude function and εy is the so-called
Courant-Snyder invariant [10] or single-particle-emittance. Inserting Eq. 2.21 into 2.20,
the equations
w′′(z)− 1
w3(z)
+ κ(z)w(z) = 0 (2.22a)
ψ′(z)− 1
w2(z)
= 0 (2.22b)
are readily found in both planes x and y, respectively. The solution of an inhomo-
geneous ODE as Eq. 2.20a is given as the sum of general homogeneous solution and
particular solution, i.e. x = xβ + xD. The particular solution xD determines the disper-
sion function, i.e. the abberation from the ideal trajectory due to momentum offset
xD(z) = D(z)
∆p
p
. (2.23)
The dispersion function D(z) is subject to the ODE [31]
D′′(z) + κx (z)D(z) =
1
R(z)
. (2.24)
6 It is rather involved to obtain the complete matrix, see e.g. [31].
7 The dependence on the (assumed constant) momentum deviation is introduced here, since it
has an influence on the beam size.
8 xβ is (non-)periodic for (ir-)rational tune. An entirely periodic solution can be obtained by
applying the Floquet transformation to Hill’s equation, see e.g. [32].
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The betatron amplitude functions βx (z),βy(z) and the dispersion function D(z) are
assumed to be given throughout this thesis. In practice they are obtained by numerical
integration of the ODEs 2.22a and 2.24 for the given accelerator lattice using programs
like MAD-X [33] (Methodical Accelerator Design). Finally, one finds the local beam size
as function of the emittance and momentum spread as [34]
armsx (z) =
q
βx (z)εrmsx + (D(z)∆prms/p)2 (2.25a)
armsy (z) =
q
βy(z)εrmsy . (2.25b)
The betatron tune is the number of betatron oscillation per beam revolution. It is
obtained from the lattice as
Q x/y =
ψx/y(C)
2pi
=
1
2pi
∮
ψ′x/y(z)dz =
1
2pi
∮
dz
βx/y(z)
. (2.26)
Rational values of the tune lead to xβ or yβ (cf. Eq. 2.21) being periodic. A particle that
passes a lattice error at z0 periodically, is resonantly driven away from the ideal trajec-
tory. The vulnerability of the beam to such resonances is quantified by the resonance
order m+ n, where
mQ x + nQ y = p (2.27)
for m,n, p ∈ Z. Intensity effects, such as space charge, change the tune for each par-
ticle individually. This leads to an (e.g. amplitude dependent) tune spread ∆Q. The
tune distribution, however, needs to be fit in between the resonance lines described by
Eq. 2.27, which limits the magnitude of the tune spread. In high intensity synchrotrons
one considers the fourth order resonance as a (conservative) intensity limit, i.e.
N∝∆Q x ,y < 1/4, (2.28)
where N is the number of particles, see e.g. [35], p. 235 for a detailed discussion.
In order to discuss impedance dependent beam instabilities, which evolve in time
scales much larger than T0, it makes sense to find an equation similar to 2.20 but de-
pending on time t = nT0 rather than on a particular position z in the ring. Such an
equation should provide a periodic solution and include a driving term. When z looses
its meaning, so does the local oscillation amplitude w(z). This leads to the so-called
constant focusing approximation, i.e. β(z) is replaced by a constant βˆ obtained from
appropriate averaging.
In order to achieve this, we rewrite Eq. 2.20 as9
∂ 2t + (v
Æ
κ(z))2

y = 0. (2.29)
9 Here we refer only to the vertical plane, y . However, the same formalism applies to x as well.
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When looking at Eq. 2.22a and assuming constant envelope, i.e. w′′ = 0, the focusing
strength κy(z) can be replaced by κˆ(z) ≈ w−4y (s) = β−2y (z). The proper average βˆy of
βy(z) is then given by the ring average of the oscillation frequency in Eq. 2.29, i.e.
ωβ ,y =
1
C
∮
v
q
κˆy(z)ds =
v
C
∮
ds
βy(z)
=Q yω0. (2.30)
The beam coupling impedance enters the equation of motion as a kick
∆y ′ =
∆vy
v
=
∆py
γmv
. (2.31)
The application of such a kick at z0, i.e. y
′(z0) → y ′(z0) +∆y ′, increases the particle
amplitude
p
ε by ∆y ′
p
β(z0) as visible from (cf. Eq. 2.21)
y ′(z) =
√√ ε
β(z)

β ′(z)
2
cos(ψ(z) +ψ0)− sin(ψ(z) +ψ0)

, (2.32)
where for the constant focusing approximation the β ′(z) term can be dropped. More-
over, the origin of impedance kicks, which is the coherent displacement y(z0) resulting
in a dipole moment, also depends linearly on
p
βx (z0) as visible from Eq. 2.21. Thus,
when summing up impedance kicks, the sum has to be weighted linearly with the local
betafunction.
Returning to a description that depends only on time t, the kick can be seen as a
continuous force, i.e.
Fy(t) = ∂t py = p
′
y(t)v = γmv
2 y ′′(t) (2.33)
which is employed as a right hand side to the averaged Eq. 2.29. Subsequently, the
driven harmonic oscillator equation reads
∂ 2t y(t) +ω
2
β ,y y(t) =
Fy(t)
mγ
, (2.34)
where the excitation has to be weighted with the local betatron amplitude function as
Fy(t) =
1
C βˆx
∮
βy(z)Fy(t, z)dz ≈ 1
C βˆy
∑
i
βy(zi)Fy(t, zi)∆zi (2.35)
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with
1
βˆy
= 2pi
Q y
C
=
1
C
∮
ds
βy(z)
and
∑
i
∆zi = C. (2.36)
The equation of motion, Eq. 2.34, is written only for a single particle. We will now
look at the coherent motion
y =
1
N
N∑
i=1
yi . (2.37)
The transverse force can be linearized for small incoherent and coherent displacement
as depicted in Fig. 2.3 as
F ≈ F0 + y ∂ F
∂ y
+ y
∂ F
∂ y
, (2.38)
where the constant term F0 only leads to a constant closed orbit displacement and is
therefore neglected. The incoherent and coherent tune shifts change the tune according
Figure 2.3.: Illustration of coherent and incoherent displacement.
to Q i = Q0,i +∆Q i and Qcoh = Q0 +∆Qcoh, respectively. They can be found from the
equations
∂ 2t yi +ω
2
0Q
2
0,i yi =
1
mγ
yi
∂ F
∂ yi
(2.39a)
∂ 2t y +ω
2
0Q
2
0 y =
1
mγ

yi
∂ F
∂ yi
+ y
∂ F
∂ y

(2.39b)
with Q2 ≈Q20 + 2Q0∆Q as
∆Q i =
1
2Q0,iω
2
0,imγ
∂ F
∂ yi
(2.40a)
∆Qcoh =
1
2Q0ω
2
0mγ

∂ F
∂ y
+
∂ F
∂ y

. (2.40b)
Here, ∂ F/∂ y is the derivative of the force w.r.t. the coordinate of a test particle at the
design trajectory, see Fig. 2.3. In the presence of beam or chamber asymmetries this
incoherent force does not average to zero in the coherent tune shift. As it depends
linearly on the offset of an individual particle from the design trajectory, it is usually
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referred to as quadrupolar or detuning term. However, in a convex chamber, which is
not extremely flat, the average of this force is rather small [36]. The two forces causing
∆Qcoh is what we will later express by the transverse wake potential or beam coupling
impedance.
The acceleration process in a synchrotron is closely related to the longitudinal dy-
namics, i.e. the synchrotron motion. Since the cavity applies a kick on the particles
each turn, the equations of motion should be difference-equations. However, since the
longitudinal motion (w.r.t. s) is slow compared to the beam revolution, the difference-
equations can be well approximated by differential equations [11]. This requires to
calculate differentials of some quantities that change only slightly, e.g.10
∆C
C
=
∆T
T0
+
∆v
v0
,
∆E
E0
= β20
∆p
p0
,
∆v
v0
=
∆β
β0
=
1
γ20
∆p
p0
. (2.41)
Due to the dispersion, the length of the particle orbit C changes with the momentum as
∆C
C
= α
∆p
p0
, (2.42)
where the momentum compaction factor α or the transition energy γtmc
2 is a constant
lattice property and can be computed by [1]
1
γ2t
:= α=
1
C
∮
D(z)
R(z)
dz. (2.43)
The phase-slip factor η := γ−2t −γ−2 connects the revolution period with the momentum
offset as
∆T
T0
= −∆ω
ω0
= η
∆p
p0
. (2.44)
Note that η changes the sign, when the energy crosses γt during acceleration. Since this
requires an RF-phase jump of 180◦, most synchrotrons avoid transition energy crossing
by appropriate design of the dispersion in the lattice.
The phase deviation ∆ϕ can be related to arrival time offset ∆T or spatial position
offset s by
∆ϕ =ωRF∆T =
2pih
C
s, (2.45a)
10 The first equation is trivial, the second and third are readily found from Eqs. 1.2 and 2.5.
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where ωRF is the RF-cavity angular frequency and h=ωRF/ω0 is the (integer) harmonic
number. Finally, we have all the means to describe the synchrotron motion within the
RF-potential well as (see e.g. [1] p. 180)
∂t∆E =
q
T0
[U0(sin(ϕ0 +∆ϕ)− sinϕ0)] (2.46a)
∂t∆ϕ =
2pihη
β2T0E0
∆E. (2.46b)
Note that these equations are the same as the ones for the mathematical pendulum.
If the synchronous phase angle ϕ0 is set to zero, no acceleration takes place, how-
ever there is still longitudinal focusing (stationary bucket). An acceleration is obtained
for ϕ0 6= 0 and among other quantities the magnetic field strength has to be retraced
according to Eq. 1.5.
In case of energy loss due to a wake potential Uwake(∆ϕ), this (negative) potential
has to be added to the energy gain due to the RF-voltage. The second order equation
supplemented with such a wake potential reads
∂ 2t ∆ϕ =
2pihη
β2T 20 E0
[U0(sin(ϕ0 +∆ϕ)− sinϕ0)︸ ︷︷ ︸
≈U0 cosϕ0∆ϕ
+Uwake(∆ϕ)]. (2.47)
For simplicity we consider only small amplitudes (∆ϕ  1) for which Eq. 2.47 can be
linearized and the synchrotron frequency reads
ω2s = − 2pihηβ2T 20 E0 qU0 cosϕ0. (2.48)
In order to have a stable oscillation, i.e. longitudinal focusing, the synchrotron fre-
quency must be real valued. Thus, for positive η, i.e. γ > γt , cosϕ0 < 0 must hold.
Contrarily, for negative η, i.e. γ < γt , cosϕ0 > 0 is required. The electric potential
Uwake(∆ϕ) is dependent on the beam distribution and intensity, and will be expressed
by the wake potential or beam coupling impedance in the next section.
2.4 Wake Functions
The wake function is a Green’s function that describes how a single source charge q1
applies a force on a test charge q2, both directly and indirectly by interference with the
(lossy) wall, see Fig. 2.4. The relevant quantity for both beam dynamics and heat load
considerations is the integrated force, i.e. the energy or momentum change, rather than
at the instantaneous values. This integrated force depends neither on time, nor on the
longitudinal position, but only on the relative distance s between q1 and q2 and their
transverse positions. Usually one makes two assumptions that decouple the equations
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Figure 2.4.: Longitudinal cut through an accelerator structure and centered coordinate
system. The charge q1 is usually referred to as source or leading charge and
q2 is referred to as test or trailing charge.
of motion from electromagnetics (cf. Fig. 2.1b):
1. Rigid Beam Approximation: Although the leading charge loses energy, its veloc-
ity remains unchanged. This is exactly fulfilled for an ultrarelativistic beam which
carries infinite energy.
2. Kick Approximation: The wake force continuously acting on the trailing charge
is lumped in a single kick after the passage through the device. This means that
the trailing charge is also assumed to be rigid during the passage.
These approximations are justified by the different time scales of the particle passage
(fast) and the evolution of wake field effects (slow). We define the wake function as
(see also e.g. [37, 38])
~W (~r⊥2 ,~r
⊥
1 , s) : =
1
q1q2
∫ ∞
−∞
~F

~r2, z2, t =
z2 + s
v

dz2
=
1
q1
∫ ∞
−∞

~E + ~v × ~B~r2, z2, t = z2 + sv dz2, (2.49)
such that a positive value indicates momentum or energy gain for the test charge. The
integral 2.49 exists only if the assumed infinitely long pipe connections (see Fig. 2.4)
do not cause any wakefields, which requires the following conditions:
• Smooth pipe (no geometric wakefields)
• Perfectly conducting pipe (no resistive wakefields)
• Ultrarelativistic beam (no space charge wakefields)
When all these conditions are fulfilled, the infinite integration in Eq. 2.49 can be re-
placed by a finite one, since the scattered fields from the 3D region decay in the pipe
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Figure 2.5.: Example longitudinal wake potential for a ferrite ring obtained by CST Parti-
cle Studio® [40] (PS). Such a non-oscillating wake corresponds to a broad-
band impedance. The dashed red line denotes the excitation bunch shape in
arbitrary units (bunch length σs = 10 cm, β = 1).
below the waveguide cutoff frequency. Above the cutoff frequency, waveguide modes
do not interact with the particle beam in average, since the fields are periodic and
vbeam ≤ c < vmodephase . An estimate of the decay length for a given threshold can be found
in [17]. For non-ultrarelativistic velocity, sophisticated boundary conditions are re-
quired for the entry and exit of the beam in a finite-sized computational domain, see
[39]. In order to ensure that the integral 2.49 is finite, even if the third assumption is
not fulfilled, the integration can be performed over a finite length and the space charge
interaction in the infinitely long pipe can be described by a space charge wake function
per length.
The wake potential describes the wake force acting on the test particle q2 due to the
whole beam. Since ~W (s) is a Green’s function, the wake potential can be obtained by a
convolution with the beam distribution,
~Wpot(~r
⊥
1 ,~r
⊥
2 , s) =
∫∫∫
~W (~r⊥2 ,~r
⊥′
1 , s
′)λ(s− s′)σ(~r⊥1 − ~r⊥′1 )ds′d2~r⊥′1 (2.50)
where σ(~r⊥) is the normalized transverse density and λ(s) is the normalized longitudi-
nal density such that the source charge density is %s(~r) = qtotalσ(~r⊥)λ(s). An example
wake potential for a dispersive ferrite ring, computed by CST Particle Studio® [40]
(PS), is plotted in Fig. 2.5. The wake potential is the (lumped) momentum change
(‘kick’) the trailing particle q2 receives due to passing the structure at relative distance
s to the beam,
∆~p2(~r
⊥
2 , s) =
qtotalq2
v
~Wpot(~r
⊥
2 , s). (2.51)
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Figure 2.6.: Replacement of the source particle by a transversely uniform beam.
The longitudinal wake potential provides the voltage to be added to the RF-voltage
in Eq. 2.47,
Uwake(s) = qtotalWpot,‖(s), (2.52)
the so-called potential well distortion. This means, that the total potential well, which
determines the bunch shape, depends on the bunch shape itself and on the inten-
sity. A self-consistent bunch distribution can be found for a given wake function,
beam intensity, and RF-potential by solving Haissinski’s integral equation [41] (see
also [42], Eq 2.57), which is, however, beyond the scope of this thesis.
A coherent oscillation of a transversely uniform circular beam of radius a can be
written as
σ(~r⊥) = 1
pia2
Θ(a− |~r⊥ − ~d|), (2.53)
where ~d is the transverse displacement vector and Θ denotes the Heaviside step func-
tion. This displacement can be approximated in polar coordinates %,ϕ by [43]
σ(%,ϕ)≈ 1
pia2
(Θ(a−%) +δ(a−%)(dx cosϕ + dy sinϕ) + ...) (2.54)
as illustrated in Fig. 2.7. Equation 2.54 cannot be seen as a Taylor expansion, since the
distributions do not form a metric space, but from both Eqs. 2.53 and 2.54 the moments
Mm,n =
∫
σxm yndA, (2.55)
where m,n ∈ N0, can be determined, equated, and in this way the expansion coefficients
can be calculated. Such an expansion is independent of the reference radius a, but it
requires distributional derivatives11 for m,n > 1. Therefore it is convenient only up to
the first order, i.e. the dipole moment.
11 Derivatives of the δ-distribution in Eq. 2.54 can be shifted by m − 1 partial integrations in
Eq. 2.55.
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Figure 2.7.: Illustration of a coherent transverse oscillation represented by a dipole mo-
ment according to Eq. 2.53 (left) and Eq. 2.54 (right).
Usually, for the coherent beam dynamics, only m,n ∈ {0,1} play a role in the source
term. The relevant multipoles for the test charge are discussed in App. A. Generally, the
transverse wake function can be defined for a pencil beam as linearized w.r.t. the source
and test charge offset (cf. Fig. 2.3),
W drive⊥,x (s) =
1
q1dx1
∫ ∞
−∞

~E + ~v × ~B~r⊥2 = 0, z, z2 + sv dz2 (2.56)
W det⊥,x (s) =
1
q1dx2
∫ ∞
−∞

~E + ~v × ~B~r⊥2 = dx2~ex , z, z2 + sv dz2. (2.57)
The dipolar or driving wake acts coherently, since the force experienced by a test charge
does not depend on the test charge’s position in a dipole field. Contrarily, the detuning
wake acts incoherently, as it depends on the displacement of the test charge linearly.
The transverse force acting on a slice of the beam at relative position s originating from
the whole beam is
∂ F
∂ x
(s) =
qslice(s)qtotal
C
∫ C/2
−C/2
W drive⊥ (s
′)λ(s− s′)ds′ (2.58a)
∂ F
∂ x
(s) =
qslice(s)qtotal
C
∫ C/2
−C/2
W det⊥ (s
′)λ(s− s′)ds′, (2.58b)
where the slice charge is qslice = qtotalλ(s). The expressions 2.58 can be inserted into
Eq. 2.40a to obtain the corresponding coherent tune shift for each slice.
2.5 Beam Coupling Impedance
The beam coupling impedance is defined as the Fourier transform of the wake function,
~Z(~r⊥1 ,~r
⊥
2 ,ω) = −
∫ ∞
−∞
~W (~r⊥1 ,~r
⊥
2 , s)e
−iωs/v ds
v
. (2.59)
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Figure 2.8.: Visualization of the longitudinal de-localization of source and witness parti-
cles in the frequency domain and 2D/3D split.
Since a positive wake indicates energy gain of the test particle, the minus sign is required
to comply with the engineering convention of positive resistance indicating energy loss.
The real valued wake function implies for the impedance
~Z(−ω) = ~Z∗(ω), (2.60)
i.e., it is sufficient to determine the impedance for positive frequencies only.
Using the spectrum of the force F(z,ω) =F{F(z, t)}(z,ω), Eq. 2.59 can be rewritten
by inserting Eq. 2.49 as
~Z(~r⊥1 ,~r
⊥
2 ,ω) = − 1q1q2
∫ ∞
−∞
~F(~r⊥1 ,~r
⊥
2 , z,ω)e
+iωz/vdz, (2.61)
where one should note that the integral is not a Fourier transform, but the wake inte-
gration in the frequency domain.
In the same manner as in the TD, the wake integration length can be restricted to a
finite value l, such that the integral reads
~Z(~r⊥1 ,~r
⊥
2 ,ω) = − 1q1q2
∫ l/2
−l/2
~F(~r⊥1 ,~r
⊥
2 , z,ω)e
+iωz/vdz, (2.62)
with the assumptions that scattered fields have decayed after l/2 and only space charge
fields remain. The way how 2D and 3D impedances are split is illustrated in Fig. 2.8.
In the following, the impedance definition will be reformulated, such that it depends
only on electromagnetic field quantities in the frequency domain, i.e. spectral densities.
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Additionally, a volumetric expression shall be obtained, which will be particularly useful
in numerical simulations. First, we recall the current density in the TD,
~Js(~r⊥, z, t) = q1σ(~r⊥)δ(z − v t) ~v (2.63)
which is transformed as
~J s(~r⊥, z,ω) = q1σ(~r⊥)e
−iωz/v ~ez . (2.64)
The source particle is de-localized in the FD, as illustrated in Fig. 2.8. The longitudinal
impedance for a witness particle of such a beam is found from the product (convolution
in TD) of Eq. 2.62 with σ, i.e.
~Z(ω,~r⊥2 ) = − 1q1q2
∫
beam
~F(~r⊥1 ,~r
⊥
2 , z,ω)e
iωz/vσ(~r⊥1 )dr
⊥
1 dz. (2.65)
Moreover, assuming that the beam experiences the impedance coherently, one can de-
fine more generally
Z‖(ω) = − 1q2
∫
beam
~E · ~J∗sdV. (2.66)
The transverse impedance is found in a similar way from the transverse components
of Eq. 2.62. At first, we look only at dipolar impedances, defined as the force acting on
q2, normalized by the source dipole moment q1dx
Z⊥,x (ω,~r2) = − (−i)q1dx
∫ l/2
−l/2

~E(ω) + ~v × ~B(ω)
x
eiωz/vdz. (2.67)
The (−i) in the definition is put by convention, in order to relate the real part to growth
and the imaginary part to phase shift in stability considerations, as it is the case for
the longitudinal impedance. For negative frequencies, this implies Z⊥(−ω) = −Z∗⊥(ω).
With Faraday’s law (Eq. 2.15a), Eq. 2.67 can be written as
Z⊥,x (ω) =
i
qdx
∫ l/2
−l/2

E x +
v
iω

∂ E x
∂ z
− ∂ Ez
∂ x

eiωz/vdz
= − v
qdxω
∫ l/2
−l/2
∂ Ez
∂ x
eiωz/vdz − E x eiωz/v l/2−l/2

, (2.68)
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in which the last term was obtained using partial integration, such that the E x -term
cancels out. This boundary term is supposed to vanish for large l. We finally define
with the dipolar part of the source current density
Z⊥,x/y(ω) = − vω(qdx/y)2
∫
beam
~E · ~J∗s,dx/y dV. (2.69)
The reformulation of the transverse impedance as dependent on the longitudinal com-
ponent of the electric field is usually referred to as Panofsky-Wenzel [44] theorem. It
will be proven and discussed in more detail in the next section.
The impedance definitions in Eqs. 2.66 and 2.69 are easy to be seen as the beam’s
power loss integrals. A more general approach would take arbitrary (different) multi-
poles for the excitation and evaluation, see App. A. In a circularly symmetric setup, only
multipoles of the same order couple and impedances for different excitation and evalu-
ation orders vanish. If the symmetry of the structure is broken, generally all multipoles
couple.
2.6 Panofsky-Wenzel Theorem
A connection between the longitudinal and transverse wake force can be established by
investigating the curl and divergence of the Lorentz force vector-field due to an arbitrary
source charge distribution12, see also [23]. With Faraday’s law we have
∇× ~F(~r⊥2 , z, t) = −q2(∂t + v∂z)~B(~r⊥2 , z, t) = −q2 d
~B
dt
(~r⊥2 , z, t). (2.70)
For the wake function or wake potential follows
∇′ × ~W (~r⊥2 , s) = 1q2q1
∫ ∞
−∞
∇× ~F(~r⊥2 , z, t = (s+ z)/v )dz
=

v
q1
~B(~r⊥2 , z, t = (s+ z)/v )
∞
z=−∞
= 0 (2.71)
where the gradient ∇ refers to the absolute position of the test charge and ∇′ =
(∂x2 ,∂y2 ,−∂s)T refers to the relative position of the test charge.
We introduce the split of the curl in longitudinal and transverse components as
∇× ~f =
 0 −∂z ∂y∂z 0 −∂x−∂y ∂x 0
 ~f =:
 Zˆ Aˆ
Bˆ 0
 ~f . (2.72)
12 For simplicity, we keep calling the total source charge q1 in this section.
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The two-dimensional vectorial and scalar curl operators are concatenations of Aˆ3D =−~ez ×∇ and Bˆ3D = ~ez · ∇× and have the property
Aˆ =

∂y−∂x

= −BˆT. (2.73)
The operator Zˆ is a concatenation of Zˆ3D = ∂z~ez× and has the property
Zˆ2 = −Iˆ∂ 2z , (2.74)
where Iˆ is the identity matrix. With the above notation follows from Eq. 2.71
−∂s ~W⊥ =∇⊥W‖ (2.75)
Bˆ ~W⊥ = 0 (2.76)
and finally
Theorem 1 (Panofsky-Wenzel). The transverse kick on a charged particle can be deduced
from the longitudinal one by
~W⊥(~r⊥2 , s) = −
∫ s
−∞
∇⊥W‖(~r⊥2 , s′)ds′. (2.77)
Moreover, the impedances are related by
ω
v
~Z⊥(~r
⊥
2 ,ω) =∇⊥Z‖(~r⊥2 ,ω). (2.78)
Note that the transverse gradient always refers to the position of the test charge.
The divergence of the transverse wake function reads
∇⊥ · ~W⊥(~r⊥2 , s) =∇′ · ~W (~r⊥2 , s) + ∂sW‖(~r⊥2 , s) (2.79)
where the divergence of the 3D wake is
∇′ · ~W (~r⊥2 , s) = 1q1q2
∫ ∞
−∞
∇ · ~F(~r⊥2 , z, (s+ z)/v )dz. (2.80)
The divergence of the force is found with Faraday’s and Gauss’ law as
∇ · ~F = q2%s(~r
⊥
2 , z, (s+ z)/v )
"0γ2
− q2β2∂sEz(~r⊥2 , z, (s+ z)/v ), (2.81)
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where %s(~r⊥2 , z, (s + z)/v ) denotes the source charge density at the position of the test
charge. Applying the transverse divergence to Eq. 2.75 and inserting the last three
equations successively one finds
Theorem 2 (Wave equation for the longitudinal wake). The longitudinal wake function
satisfies the wave equation
4⊥ + 1
γ2
∂ 2s

W‖(~r2, s) =
1
γ2"0q1
∂s
∫ ∞
−∞
%s(~r
⊥
2 , z, (s+ z)/v )dz. (2.82)
Hence, in the ultrarelativistic limit (β → 1) holds
4⊥W‖(~r2, s) =4⊥Z‖(~r2,ω) = 0. (2.83)
Theorem 2 states that only waves with kz = ω/c can affect an ultrarelativistic beam,
see also an alternative derivation in [37].
In order to solve Eq. 2.82, boundary conditions are required, which are again wake
functions. Therefore, Eq. 2.82 does not provide a technique to avoid solving Maxwell’s
equations. Nonetheless, together with Theorem 1, it is the basis of several techniques
to change the wake integration contour, see e.g. [45, 46, 47, 48, 49], which can reduce
the effort in the numerical determination of wake functions significantly.
A direct consequence of both Theorems 1 and 2 is
lim
β→1W
det
⊥,x (s) +W
det
⊥,y(s) = 0, (2.84)
i.e., the detuning wakes in both planes can be described by a single function. Moreover,
the detuning wake has a focusing and defocusing effect in the two transverse planes,
which motivates the name ‘quadrupolar wake’.
Theorem 1 is not convenient to establish a relation between the longitudinal and
transverse planes, as the dependence of the longitudinal wake on the transverse position
is usually unknown. However, in the ultrarelativistic limit, the longitudinal wake fulfills
the Laplace equation, which allows to perform a multipole expansion similar to the one
for the magnets without fringe fields. Thus, the transverse wake can be calculated by
Theorem 1 from the longitudinal one for each multipole separately, see App. A.
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3 Analytical Impedance Calculation in
the Frequency Domain
This chapter discusses different formulations and simplifications of Maxwell’s equa-
tions. The goal is to present methods to calculate beam impedances analytically and
to elaborate which formulations are suitable for numerical calculation. Both exact and
approximate formalisms are considered.
3.1 Wave Equation and Dispersion Relation
Combining Eqs. 2.15 leads to the curl-curl equation
∇× ν∇× ~E + iωκ~E −ω2" ~E = −iω~J s (3.1)
and the continuity equation
∇ · (~J s +κ~E) + iω%s = 0. (3.2)
We assume that the beam runs only in vacuum, i.e. supp{κ} ∩ supp{Js} = ;, leading to
disjoint continuity equations,
∇ · ~J s + iω%s = 0 (3.3a)
∇ ·κ~E = 0. (3.3b)
The beam current density is modeled as a convection current density ~J s = %sv~ez . There-
fore, the spatial Fourier correspondence ∂z → −ikz is given for the source fields (beam
in free space) by
kz =
ω
v
. (3.4)
In a longitudinally homogeneous and smooth 2D structure, this property must hold also
for the fields scattered back from the wall.
In 2D structures, fields and finally impedances can be determined by the so-called
‘field matching’ technique, i.e. assuming µ," to be constant in particular subdomains
and enforcing the continuity conditions of the electric and magnetic field at the inter-
faces. For particular structures such as concentric cylinders or parallel plates, the field
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matching technique can be cast into a matrix formalism, see e.g. [50, 51, 52]. The field
matching method can also be generalized to the so-called ‘mode matching’ method in
3D, where the fields of infinitely many modes have to be matched on the subdomain
boundaries. Numerical results are obtained by considering a large but finite number of
modes. Examples for beam pipe cross-section changes are given in [53] and a cylindri-
cal tube of finite length is presented in [54]. The mode matching method can also be
used with numerically calculated eigenmodes, see e.g. [55].
Assuming µ= const in each particular subdomain and µ= µ0," = "0 where the beam
runs, the vector-analytical identity ∇×∇×=∇(∇·)−4 transforms Eq. 3.1 into
4~E + ω2
c2
~E = −iωµ0 ~J s − 1"0∇%s (3.5a)
4~E +ω2µ" ~E = 0, (3.5b)
respectively. The dispersion relation is found from a Bernoulli separation ansatz in
Eq. 3.5b as
k2⊥ + k
2
z =ω
2µ", (3.6)
which holds true in each subdomain with constant µ and ". Restricting Eqs. 3.5 to 2D,
i.e. 4=4⊥−ω2/v 2 and invoking only conductive and vacuum domains, the Helmholtz
equation for the z-component reads
4⊥ − ω
2
β2γ2c2
− iωµ0κ

Ez =
iωµ0
β2γ2
J s,z . (3.7)
Note the similarity of Eq. 3.7 and Eq. 2.82 in Theorem 2 and also 4⊥Ez = 0 in the
ultrarelativistic limit in vacuum domains.
Returning to the full 3D six-component fields, function spaces (here: Sobolev spaces)
are introduced, in order define a unique Helmholtz decomposition. Furthermore, it can
be advantageous to adapt the language of differential forms, as this becomes relevant in
describing mimetic discretizations. A discretization is called mimetic, when it inherits
the properties of the continuous fields, such as ∇ ·∇×= 0. We choose naturally
Φ ∈H 1(Ω), ~E, ~H ∈H curl(Ω), ~D, ~J , ~B ∈H div(Ω), %
s
∈ L 2(Ω), (3.8)
where Ω is a Lipschitz domain. Relevant mathematical details and definitions of the
Sobolev spaces are given in App. B. Under certain conditions, it makes sense to regard
~H not in H curl(Ω), but in H˜ curl(Ω), which is the dual space of H div(Ω). The dual space
is the space of functionals, mapping the functions to the complex numbers. By means
of the Riesz representation theorem, these functionals can be constructed fromH div(Ω)
functions. Similar reasoning applies to ~D and ~J in H˜ div(Ω), as illustrated in the de-Rham
diagram in Fig. 3.1.
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Figure 3.1.: De Rham diagram for the operators relevant for Maxwell’s equations.
In this framework, though a bit sloppy, we call something a k-form, when it appears
under a k-dimensional integral, e.g. Φ is a 0-form, ~E is a 1-form, and %
s
is a 3-form.
For a domain Ω ⊂ Rn, the (n− k)-forms of the dual space are invertibly mapped to the
k-forms of the primal space by Hodge operators, which are for Maxwell’s equations the
constitutive material relations. This allows to interpret energy or impedance functionals
as dual pairings.
In a simply connected domain Ω ⊂ R3, the exterior derivative operators (gradient,
curl, divergence) form an exact de-Rham sequence. This means that the image of one
exterior derivative operator is the kernel of the next (see Fig. 3.1). Thus, the de-Rham
cohomology spaces, i.e. the set difference between the kernel of one and the image of
the previous exterior derivative operator, are empty.
The following theorem can be formulated for the Helmholtz split of ~E in Eq. 3.1 1:
Theorem 3 (Helmholtz decomposition in H curl). In a simply connected domain Ω ⊂ R3,
any vector field ~E ∈ H curl0 (Ω) can be written as ~E = ~Ecurl + ~Ediv, where ~Ecurl and ~Ediv are
uniquely determined by demanding ∇× ~Ediv = 0 and ∇ · " ~Ecurl = 0 for a piecewise smooth
non-vanishing function " : Ω→ C.
Proof. See [56], p.86. The demand of Dirichlet boundary conditions (H curl0 ) can be
somewhat relaxed by allowing integrable impedance boundary conditions. A demon-
strative explicit calculation of ~Ediv and ~Ecurl as function of ~E for constant " can be found
in [57].
If the domain Ω is not simply connected, the Helmholtz decomposition has to be gen-
eralized to the so-called Hodge decomposition, i.e. a third field will become constituent
of ~E. This so-called harmonic field2 satisfies both ∇× ~Eharm = 0 and ∇ · " ~Eharm = 0 and
is yet nonzero, see e.g. [58]. Note that in this case the de-Rham cohomology spaces are
not empty anymore.
By applying Theorem 3 with ~Ediv = −∇Φ to Eq. 3.1, the two consecutive PDEs are
obtained
−∇ · "∇Φ= %
s
(3.9a)
∇× ν∇× ~Ecurl −ω2" ~Ecurl = ~R, (3.9b)
1 A similar theorem can be formulated inH div0 .
2 From ∇× ~Eharm = 0 and ∇ · ~Eharm = 0 follows 4~Eharm = 0.
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where %
s
= (i/ω)∇ · ~J s and
~R= −ω2"∇Φ− iω~J s,z~ez . (3.10)
Crucial is here, that ∇ · ~R = 0 holds due to the continuity equation, i.e. all vector fields
in Eq. 3.9b are divergence free. Moreover, for a beam in z-direction, the charge can be
written as %
s
= J s,z/v .
3.2 Dispersive Materials
The complex and lossless refraction index and the loss tangents are defined for disper-
sive materials as (all functions of the frequency)
n=
Æ
µ
r
"r , nll =
Æ
µ′r"′r , tanδµ =
µ′′r
µ′r
and tanδ" =
"′′r + κ/ω"0
"′r
. (3.11)
This allows to rewrite the dispersion relation, Eq. 3.6, in the 2D case as
k2⊥ =
ω2
c2

n2ll(1− tanδµ tanδ")− 1β2 − in
2
ll(tanδµ + tanδ")

, (3.12)
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Figure 3.2.: Complex k2⊥ plane. The vertical axis represents the Cherenkov condition and
the horizontal axis separates passive and active materials or devices [59].
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where in most cases the product of the two tangents can be neglected3. For metals with
frequency independent conductivity4 Eq. 3.12 reads
k2⊥ =
ω2
c2

− 1
β2γ2
− i κ
ω"0

, (3.13)
where one observes that the real part is small compared to the imaginary one, unless β
is very small. Figure 3.2 shows the different regimes of k2⊥ in the complex plane. The
vertical axis separates propagating from evanescent waves by the Cherenkov condition
βnll > 1. (3.14)
The horizontal axis separates energy gain and energy loss, i.e. in passive systems the
upper half plane is forbidden. Equation 3.12 allows particular conclusions on the mesh
requirements in a 2D simulation, i.e. the mesh size depends only on β , if β is very
small, otherwise it depends only on the frequency and the material distribution.
3.2.1 Ferrites
Magnetic composition materials such as non-conductive ferrites or conductive Magnetic
Alloy (MA) materials do usually not follow a simple analytical dispersion relation.
Nonetheless, one can model the material with a complex permeability, which is de-
termined as a function of the frequency by measurement.
Figure 3.3 shows the modeling of the small signal permeability and the frequency de-
pendent material parameters as provided by the manufacturer. The power loss density
is obtained from the complex permeability µ= µ′ − iµ′′ as
ploss(ω) =
1
T
∫
T
B(t)dH(t) =
1
2
ωµ′′(ω)H20 , (3.15)
where H0 is the magnetic field amplitude and T = 2pi/ω. In this way, the ellipse in
Fig. 3.3 can be seen as the linearized hysteresis loop. From the complex permeability
one can determine the transverse wave number and draw plots as outlined in Fig. 3.2,
see Fig. 3.4.
The data provided by the manufacturer’s datasheet for ferrite materials is usually
specified under restrictive assumptions. These are in particular the linearization at zero
bias field, the neglect of remanence fields and the assumption of isotropy. Furthermore,
permeability curves over frequency are given only at room temperature or for heated
ferrite and they usually contain a 20% error range. For the determination of beam cou-
3 Exceptions are materials with both conductive and magnetic loss, e.g. Magnetic Alloys (MA).
4 This assumption is justified for frequencies below the inverse of the Drude-model [60] relaxation
time constant τ f = κDC/("0ω2p)∼ 10−15 s (angular plasma frequency ωp).
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Figure 3.3.: Linear approximation of the lossy hysteresis loop and frequency dependent
material parameters for ferrite ‘Amidon material 43’ [61]. The angles are
tanα= µ′r and tanδ = µ′′r /µ′r . Since manufacturer’s data were only available
below 100 MHz a power law extrapolation with µ′r∝ f −1.43 and µ′′r ∝ f −1.0
was performed above [59]. The permittivity of such ferrites is roughly "r ≈ 10
and the conductivity can be neglected.
pling impedances from ferrite components, the manufacturer’s data are suitable within
the specified frequency range, which reaches up to 0.1 or 1 GHz. At higher frequen-
cies, sample measurements are required. Methods for such are presented by Barry [62],
Caspers et al. [63], and Völlinger et al. [64] using coaxial or stripline techniques. A
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Figure 3.4.: Transverse wavenumber for the ferrite material shown in Fig. 3.3, for different
relativistic velocities β and radial model (β = 1000) [59].
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detailed treatise about ferrite data measurements for power converter applications at
low and medium frequencies is given in [65].
Another field where more accurate ferrite data are required is eigenmode calculation
for tunable ferrite accelerator cavities, see e.g. [66, 67]. The tensorial permeability
under strong DC magnetic bias fields is usually not provided by the manufacturer. For
parallel bias, measurements have been conducted up to 5 MHz (20 MHz with lower
accuracy requirement) in the framework of this thesis, see [68]. For perpendicular bias,
measurements can be found in [69] up to 100 MHz.
3.2.2 Wave Length and Penetration Depth
From solving the wave equation for a plane wave impinging perpendicularly on a half
space one finds the wave length and penetration depth in the material as
λs =
1
Im {iωpµ"} and δs = 1Re {iωpµ"} , (3.16)
respectively. At the boundary of the half space holds the Leontovich5 Surface Impedance
Boundary Condition (SIBC) ~n× ~n× ~E = Z s~n× ~H, where ~n is the normal vector, and the
surface impedance reads
Z s =
√√√µ
"
. (3.17)
The half-space approximation is valid only if the curvature radius6 of the surface and the
wall thickness7 are much larger than the penetration depth. For smooth metal surfaces
this is usually the case and one finds
Z s =
1
Y s
=
1+ ip
2
s
ωµ
κ
and δs = λs =
√√ 2
µκω
, (3.18)
where " κ/ω has been dropped in the metal.
The SIBC can also be applied for a coated surface. For a metal coating layer (thick-
ness d, permeability µ1 and conductivity κ1) on a metal surface (permeability µ2 and
conductivity κ2), the first order surface impedance can be written as
Zs =
1+ i
κ1δs1
M (+)eikz1d +M (−)e−ikz1d
M (+)eikz1d −M (−)e−ikz1d , (3.19)
5 See [70] p.11 for more details on the naming.
6 Otherwise, higher order surface impedance boundary conditions can be applied, see e.g. [70].
7 Otherwise, impedance transmission conditions can be applied, see e.g. [70, 71].
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Figure 3.5.: Surface impedance for a thick steel surface, coated by a thin copper layer.
where
kz1,2 =
1− i
δs1,2
, M (+) = 1+
√√µ1κ2
µ2κ1
, M (−) = 1−
√√µ1κ2
µ2κ1
. (3.20)
The requirements for the coated boundary condition are the same as for Eq. 3.18, i.e.
d2  δ2 and κ1,κ2  ω", and the curvature radius should be much larger than the
skin depth. Note that there are no requirements on d1/δ1. The surface impedance
of a copper (κ = 70MS) coated steel (κ = 1.4MS) surface is plotted in Fig. 3.5. For
frequencies smaller than
fs =
1
piµ0κ1d2
, (3.21)
i.e. when the skin depth exceeds the coating thickness, the fields can penetrate the
copper and create losses in the steel. Thus, the surface impedance approaches the one
of the steel half space for lower frequencies asymptotically, i.e. when δs,1→∞.
Finally, we report for a ferrite half space
δs =
1
ω
c
q
"r |µr(ω)| sin 12δµ(ω)
, (3.22)
but the requirements for the Leontovich boundary condition are usually not met in
practical cases ( f < 1GHz, d < 0.1m).
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3.3 Quasi-Stationary Modeling
Consider a domain of size l with an arbitrary piece of material µd,"d,κd of thickness
d  l, as depicted in Fig. 3.6. The DC surface resistance in units of Ω is8
zs =
1
κdd
such that ROhm = zs
length
width
. (3.23)
The frequency and relaxation-time diagram following Dirks [72] can be seen in Fig. 3.7.
This diagram shows the material surface resistance on the horizontal axis and the fre-
quency on the vertical axis. There are limit frequencies for the validity of quasi-
Figure 3.6.: Domain of size l with a material sheet of thickness d  l to exemplify quasi
stationary approximations.
stationary approximations which are associated with time constants of the structure
and materials. For the wave propagation through the whole domain
1
ωem
= τem = l
p
µ0"0 (3.24)
is the limit frequency. Above this frequency, the wave properties of Maxwell’s equations
have to be considered and quasi-stationary approximations are invalid. The relaxation
of displaced charges happens within the time
1
ωe
= τe =
"d
κd
. (3.25)
This is the limit frequency for the Electro-Quasi-Stationary (EQS) approximation. Fi-
nally, the magnetic field diffusion through conductive domains has the time constant
1
ωm
= τm = µdκdd
2/2, (3.26)
8 In engineering it is also common to write Ω/, where  is a dimensionless pseudo-unit.
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Figure 3.7.: Frequency and material ranges for quasi-stationary approximations in the
style of Dirks [72]. All axes are logarithmically scaled.
which determines the limit frequency for the Magneto-Quasi-Stationary (MQS) approx-
imation. The intersection points of the limit frequency lines with the wave propagation
limit (see Fig. 3.7) are point A (ωe =ωem),
zs
Z0
=
l
d"rd
 1 (3.27)
and point B (ωm =ωem),
zs
Z0
=
µrdd
2l
 1. (3.28)
The domains of validity of EQS and MQS are schematically illustrated in Fig. 3.7. Non-
dispersive materials would represent straight vertical lines in this plot. Dispersive ma-
terials can be illustrated as curves, but the limit frequencies depend on the material
parameters which again depend on the frequency. Thus, finding the limiting frequen-
cies becomes a nonlinear problem for dispersive materials.
In the following, standard (EQS / MQS) and advanced (Darwin model / radial model)
quasi-stationary models are discussed in order to check their applicability for beam cou-
pling impedance calculation. For simplicity, we assume proper and sufficiently smooth
boundary conditions (e.g. PEC), which do not impair the solvability of the system.
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3.3.1 Electro- and Magneto-Quasi-Statics
The EQS approximation of Maxwell’s equations is obtained by neglecting the induction
term in Eq. 2.15a. The system reads
∇× ~E = 0 (3.29a)
∇ · " ~E = %
s
(3.29b)
∇ ·κ~E +∇ · ~J s + iω%s = 0, (3.29c)
which can be uniquely solved. The substitution ~E = −∇Φ converts the problem into
a complex Poisson equation, which is regular for non-vanishing ". However, since the
EQS can model neither the skin-effect, nor inductances, it is in practice inappropriate
for the determination of beam coupling impedance.
The MQS approximation of Maxwell’s equations is obtained by neglecting the dis-
placement current in Eq. 2.15b. The system reads
∇× ν∇× ~E + iωκ~E = −iω~J s (3.30a)
∇ · (κ~E + ~J s) = 0, (3.30b)
where one should note that the source current density must be divergence free in non-
conductive domains.
The system 3.30 has a unique solution only if domains with κ = 0 are absent. Since
all gradient fields are in the kernel of the curl-curl operator, the solution of the MQS
system is not unique in non-conductive domains. Regularizations of the singular curl-
curl operator can be obtained by gauging, i.e. fixing data for ∇ · ~E where κ is zero. A
famous gauge is obtained by adding a ‘grad-div’ term (see e.g. [73, 74]), such that the
curl-curl operator converts into something similar to a vectorial Laplacian. However, the
exact properties of the operator depend on ν,κ, and gauge constants in the ‘grad-div’
term. There are also opportunities to fix the gauge on the discrete level, e.g. by ‘tree-
cotree’ gauging. Here, the degrees of freedom (DoFs) of a spanning tree are identified
as the singular ones in the curl-curl operator and a regular system is obtained by solving
for the cotree dofs only (see e.g. [75]).
In the computation of beam coupling impedance, the MQS approximation is almost
identical to the radial model which will be discussed in the next subsection.
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3.3.2 Darwin Model and Radial Model
More sophisticated quasi-stationary models are obtained by performing a Helmholtz
split ~E = ~Ediv + ~Ecurl on the displacement current density in Maxwell’s equations:
∇× ~E = −iω~B (3.31a)
∇× ~H = ~J s +κ~E + iω"(~Ediv + ~Ecurl) (3.31b)
∇ · " ~E = %
s
(3.31c)
∇ · ~B = 0 (3.31d)
In Eq. 3.31b, the neglect of ~Ecurl is called Darwin model [76] and we will call the neglect
of ~Ediv radial model (cf. [51, 52]). In the Darwin model we obtain the system
−∇ · "∇Φ+ i∇ · κ
ω
∇Φ= %
s
(3.32a)
∇× ν∇× ~Ecurl + iωκ~Ecurl = ~R (3.32b)
~R= −ω2"∇Φ− iω~J s (3.32c)
∇ · ~R= 0. (3.32d)
Although the curl-curl equation looks similar as the one in the MQS approximation,
it is regular since ~Ecurl is divergence-free by definition. The Darwin model is famous
in plasma physics, when different velocity scales apply in different spatial directions.
Generally, the Darwin model is well suited for low velocities and we report the following
Theorem 4. The Darwin model approximates Maxwell’s equations in free space to second
order in β .
Proof. See [77].
Furthermore, the Darwin model is restricted in frequency only by the wave propa-
gation limit ωem as it comprises both EQS (Eq. 3.32a) and MQS (Eq. 3.32b). Thus,
the Darwin model seems to be suitable for impedance computation, provided the beam
velocity is small, e.g. nonrelativistic (v  c).
The radial model reads as a second order PDE
∇× ν∇× ~Ecurl + iωκ~Ecurl −ω2" ~Ecurl = −iω~J s (3.33a)
∇ · (~J s + κ~E) = 0, (3.33b)
i.e. it is identical to the MQS with a divergence free wave term added. The source
current density must also be divergence free, i.e. the charge is forced to zero.
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In order to apply the beam source (cf. Eq. 2.64)
~J s = σ(~r⊥)e
−iωz/v ~ez (3.34a)
%
s
=
1
v
σ(~r⊥)e−iωz/v (3.34b)
to the radial model, the limit v →∞ has to be taken. Thus, the radial model is suitable
under conditions where the Cherenkov condition is well exceeded, i.e.
β |n|  1. (3.35)
This holds particularly in lossy material such as metals, but also in ferrites, see again
Fig. 3.4, where it is illustrated that the material properties enter the beam impedance
calculation for the radial model and the (highly relativistic) beam model in a similar
manner.
Since the approximation property of the Darwin model is obtained by parametric
expansion of Maxwell’s equations, where the parameter is identified as the velocity, it
can be suspected that similar reasoning applies to the radial model with the inverse
parameter. Thus we formulate
Conjecture 1. The radial model approximates Maxwell’s equations to second order in 1/β .
The correspondence of the radial model to infinite velocity leads to the source fields
being entirely 2D, i.e. ∂z = 0. In longitudinally smooth structures, this property must
also hold for the scattered fields.
Below the wave propagation frequency ωem, the radial model coincides with MQS.
Thus, at LF the radial model is suitable for numerical computation by standard tools,
which are also used e.g. for eddy current problems. Also, the radial model supports
modeling beam impedances by equivalent circuits, as ∇ · ~J s = 0 implies Kirchhoff’s
current law. Appropriate boundary conditions for the entry and exit of the current
are given by a Perfectly Electric Conducting (PEC) surface, which forces the tangential
component of the electric field to zero but keeps its normal component undefined.
Since the excitation is done by a current path of small size, the results for the imag-
inary impedance are severely polluted by the current path inductance, which depends
strongly on the (equivalent) thickness of the current path. For FDTD or FIT on an
equidistant Cartesian mesh, an equivalent thickness of a current path can be deter-
mined by fitting the fundamental solution of the 2D Helmholtz equation to numerically
calculated fields, which results in an equivalent radius of ≈ 0.2 mesh cells [78]. The
same approach can in principle also be performed for an unstructured mesh.
The inductance determined from the equivalent radius corresponds to the longitudi-
nal space charge impedance (to be discussed in detail in the next section) in the limit
of β →∞, i.e.
lim
β→∞β
2γ2 = lim
β→∞γ
2 − 1 = −1. (3.36)
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This inductance usually outshines the imaginary part of the resistive wall impedance,
which can thus not be determined by computation with the radial model.
However, the real part of the beam coupling impedance can be determined either
from the real part of the source current path impedance, or, more accurately, from the
losses in the whole computational domain. The loss integral reads for a model with
conductive and magnetic losses as (cf. Poynting’s theorem)
P(ωi) =
1
2
∫
Ω
 
ωµ′′(~r)| ~H(~r,ωi)|2 +κ(~r)|~E(~r,ωi)|2

d3~r. (3.37)
Note that we have switched here to phasor notation for the evaluation of fields and
current of a particular fixed frequency ωi , as it is done in CST EM-Studio® [40] (EMS).
The longitudinal and dipolar transverse impedance can be calculated from the power
loss as
Re {Z‖(ωi)}= P(ωi)|I |2 (3.38a)
Re {Z⊥, x/y(ωi)}= cωid2x/y
P(ωi)
|I |2 , (3.38b)
where for the transverse impedance a dipole source with horizontal or vertical distance
dx/y of the current paths has to be applied.
Figure 3.8 shows the example of a thin sheet beam pipe, which is a simplified model
of the SIS-100 pipe (cf. Fig. 1.2b). The LF impedance calculation of the SIS-100 pipe
by means of the radial model is discussed in [52] and excerpts are in App. C. The LF
impedance curves for the bellow structure are in [79].
The longitudinal impedance can also be modeled as a transformer circuit, see Fig. 3.9,
featuring a typical low-pass behavior. The calculation of the edge frequency can be
found in [52]. For the transverse impedance a similar replacement circuit can be found
l
wire
(beam)
pipe
h
h2
2 1
Figure 3.8.: Longitudinal cut through a thin resistive beam pipe [59] (left) and a bellow
structure with period P (right).
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Figure 3.9.: Transformer model for beam and wall current and lumped element circuit for
the longitudinal impedance at low frequency [59].
in [80] or [81], however, note that the edge frequency is different for longitudinal and
transverse impedances.
A summary of the properties of the approximations of Maxwells equations is shown
in Tab. 3.1. At low frequencies, the Darwin model and the radial model can be used for
the determination of beam coupling impedance, provided the origin of the impedance
is properly modeled. The Darwin model is particularly suitable for low beam velocity
and the radial model is suitable for resistive wall impedances at high beam velocity,
where the velocity term in the dispersion relation (Eq. 3.12) can be neglected. For
the determination of beam coupling impedances in the high frequency range, the full
Maxwell equations have to be solved.
Table 3.1.: Selected properties of approximations to Maxwell’s equations (JS = Stationary
Current, ES = Electro Statics, MS = Magneto Statics, FM = Full Maxwell).
JS ES MS EQS MQS Darwin Radial FM
Waves 7 7 7 7 7 7 3 3
Resonant circuits 7 7 7 7 7 3 7 3
Coulomb integral 7 3 7 3 7 3 7 3
Biot-Savart integral 7 7 3 3 3 3 3 3
L 7 7 3 7 3 3 3 3
C 7 3 7 3 7 3 7 3
R 3 7 7 3 3 3 3 3
Continuity eq. 7 7 7 3 7 3 7 3
Skin effect 7 7 7 7 3 3 3 3
3.4 Analytical Impedance Calculation in Cylindrically Symmetric Structures
An analytical calculation of the beam coupling impedance is only possible for simple
structures, where a dedicated coordinate system can be attached. In the following we
will assume a 2D cylindrical geometry as depicted in Fig. 3.10. Impedance calculations
for parallel plate geometry can be found in e.g. [82, 83]. Two-dimensional impedance
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calculations always correspond to distributed impedances, as the dependence in lon-
gitudinal direction is solely given by the beam’s longitudinal wave number kz = ω/v .
vacuum
a
PEC
b
beam
Figure 3.10.: Model for space charge impedance computation.
3.4.1 Space Charge Impedance
In a smooth perfectly conducting pipe, the beam experiences only the space charge
impedance, which is at low frequencies proportional to γ−2, since electric defocusing
and magnetic focusing forces cancel [84]. The full Maxwell equations in vacuum imply
(cf. Eq. 3.7) 
4⊥ − ω
2
β2γ2c2

Ez(%,ϕ) = − iωµ0β2γ2 σ(%,ϕ). (3.39)
This PDE can be solved by a separation ansatz for both the longitudinal and transverse
impedance, see e.g. [85, 86, 43]. In the following, the full Maxwell solutions are com-
pared to the results from a modified version of the Darwin model. The Darwin model
reads in the lossless case
∇× ν0∇× ~E +ω2"0∇Φ= −iω~J s, (3.40a)
∇ · ("0 ~E) = %s, (3.40b)
where the ∇Φ term is necessary to allow a current density on the right hand side that is
not divergence free. Rewriting the first equation using ∇×∇×=∇(∇·)−4 results in
4~E = iωµ0 ~J s + 1"0∇%s +ω
2µ0"0∇Φ, (3.41a)
4Φ= 1
iω"0
∇ · ~J s = −
%
s
"0
, (3.41b)
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Figure 3.11.: Longitudinal space charge impedance with asymptotes.
where the second equation is obtained from taking the divergence of the first. The
modification of the Darwin model consists of neglecting the wave term on the right
hand side of Eq. 3.41a, while keeping the gradient of the charge density. The single
second order PDE follows from Eq. 3.41a as
4⊥ − ω
2
β2c2

Ez(%,ϕ) = − iωµ0β2γ2 σ(%,ϕ), (3.42)
which is uniquely solvable in the same way as Eq. 3.39.
The solution of the full Maxwell system represented by Eq. 3.39 is for a monopole
excitation (uniform beam) [85]
Z spch‖ =
l
iω"0pia2

1− 2I1(k%a)

K1(k%a) +
K0(k% b)
I0(k% b)
I1(k%a)

, (3.43)
with k% =ω/(βγc) 9, where In and Kn are the modified Bessel functions of the first and
second kind and n-th order, respectively. From Eq. 3.43 one finds the asymptotes for
low and high frequency as (see Fig. 3.11)
Z spch‖,LF =
−iωµ0 l g0
2piβ2γ2
, g0 =
1
4
+ ln
b
a
, Z spch‖,HF =
−il
ω"0pia2
, (3.44)
9 Although the radial dependence is an evanescent wave, k% has been chosen real-valued and it
is combined with modified Bessel functions.
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Figure 3.12.: Longitudinal space charge impedance with free-space and low-velocity ap-
proximations. The red and blue lines are the same as in Fig. 3.11.
where g0 is usually referred to as geometry factor.
In the limit b→∞ in Eq. 3.43, one finds the free space solution,
Z spch‖,freespace =
l
iω"0pia2

1− 2I1(k%a)K1(k%a)

. (3.45)
The free space solution for the longitudinal impedance should be considered carefully,
as it is invalid at low frequency and also inconsistent with the low frequency approxi-
mation (Eq. 3.44).
The solution of the modified Darwin model reads
Z spch‖,D =
l
iω"0pia2γ2

1− 2I1(kD%a)

K1(k
D
%
a) +
K0(kD% b)
I0(kD% b)
I1(k
D
%
a)

(3.46)
with kD
%
= ω/(β c). Darwin and free-space longitudinal space charge impedances are
plotted in Fig. 3.12, as comparison to the full Maxwell solution.
The transverse space charge impedance is found by applying the dipolar part of
σ(%,ϕ) in Eq. 3.39 as [85]
Z spch⊥ =
ilZ0
βγ2pia2
I21(k%a)

K1(k% b)
I1(k% b)
− K1(k%a)
I1(k%a)

. (3.47)
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Figure 3.13.: Full transverse space charge impedance (top) and indirect part (bottom).
In order to take into account only the effect of the wall (‘indirect space charge’), one
needs to subtract the ‘direct’ interaction of the source charge density. Only this indirect
part acts coherently on the beam, whereas the direct part acts incoherently on the source
charge distribution, i.e. different source particles are affected differently. Hence, the
direct space charge impedance depends strongly on the particular representation of the
dipole moment.
The indirect space charge impedance can be obtained from the total impedance by
Z indirect⊥,spch = Z
spch
⊥ − limb→∞ Z
spch
⊥ =
ilZ0
βγ2pia2
I21(k%a)
K1(k% b)
I1(k% b)
, (3.48)
where one should note that this ‘free space approximation’, i.e. only the direct trans-
verse space charge impedance, is consistent with its LF approximation. The asymptotes
to Eq. 3.47 are
Z spch⊥,LF =
−iZ0 l
2piβγ2

1
a2
− 1
b2

, Z spch⊥,HF =
−ilZ0c
2pia3γω
, (3.49)
3.4. Analytical Impedance Calculation in Cylindrically Symmetric Structures 49
where one observes again that the high frequency limit is independent of the pipe.
Indirect and direct transverse space charge impedances are plotted in Fig. 3.13.
The Darwin model provides (note that there is no γ2 in the denominator)
Z spch⊥,D =
ilZ0
βpia2
I21(k
D
%
a)

K1(kD% b)
I1(kD% b)
− K1(k
D
%
a)
I1(kD%a)

, (3.50)
which is invalid even in the LF limit for γ 6≈ 1.
3.4.2 Simplified Approach to Resistive Wall Impedance
A simplified approach to the calculation of the resistive wall impedance is obtained
by allowing a finite, frequency dependent, surface impedance in Fig. 3.10. This sur-
face impedance gives rise to a scattered field, which obeys the homogeneous Maxwell
equations. For simplicity, a point charge is employed as source, denoted in FD as
~J s(%,ϕ, z,ω) = q
δ(%)
2pi%
e−iωz/v ~ez . (3.51)
For the longitudinal resistive wall impedance, the exact shape of the source plays only a
minor role, as discussed in [87]. Without loss of generality, we set z = 0 in the smooth
pipe. With the point charge source, the (fundamental) solution10 of the Helmholtz
equation 3.39 reads (see e.g. [85])
Esourcez (%,ϕ, z = 0,ω) = q
iωµ0
2piβ2γ2
K0(k%%), (3.52)
where again k% =ω/(βγc). The scattered field must be finite in the origin, therefore
Escatz (%,ϕ, z = 0,ω) = AI0(k%%), (3.53)
with a complex amplitude A yet to be determined. From Maxwell’s equations in cylin-
drical coordinates one finds the radial electric and azimuthal magnetic fields as
E% = i
β c
ω
γ2∂%Ez , Hϕ =
β
Z0
E%, (3.54)
which holds for both source and scattered fields.
10 A more demonstrative way to find this source field is to take the electrostatic field distribution
in the beam’s reference frame and perform a Lorentz transformation to the laboratory frame.
Subsequent Fourier transform results in the same expression for Ez , see [16].
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Thus, the magnetic source and scattered fields read
Hsource
ϕ
=
q
2pi
k%K1(k%%), H
scat
ϕ
=
A
Z0
iβγI1(k%%). (3.55)
The surface impedance gives
Z s(ω) =
Esourcez + E
scat
z
Hsource
ϕ
+Hscat
ϕ

%=b
(3.56)
from which the amplitude A and thus the longitudinal impedance can be determined as
Z‖ =
Al
q
=
l
2pi
iωµ0
β2γ2
K0(k% b)− Z sk%K1(k% b)
Zs
Z0
iβγI1(k% b)− I0(k% b)
. (3.57)
An asymptotic expansion of the Bessel functions for ωb βγc yields
Z‖ =
l
2pi
Z s/b+
iωµ0
β2γ2
(γe + ln(k% b/2))
1− i ωb2c ZsZ0
, (3.58)
where γe ≈ 0.577 is Euler’s constant. In the ultrarelativistic limit one obtains (cf. [88])
Z‖ ≈
l Z s
2pib
, (3.59)
where the cutoff term in the denominator, Z sωb/2Z0c, is small for a metallic pipe and
can be neglected unless extremely high frequencies are considered.
A similar expression is found for the dipolar transverse resistive wall impedance in
the ultrarelativistic limit [89],
Z⊥ ≈
clZ s
ωpib3
. (3.60)
Low and high frequency aspects of resistive wall impedance are discussed in more
detail in [52] and [88], respectively. The full longitudinal and transverse impedance of
an axis-symmetric multilayer cylindrical structure can be obtained by means of the field
matching technique by the Mathematica® [90] script Rewall [50], developed at CERN.
Although the calculation is fully analytical, the numerical evaluation of the final result
can become time consuming and is prone to numerical cancellation effects. Nonethe-
less, if the number of layers is not too high, Rewall has proven to be an effective tool.
Especially for the validation of the 2D numerical impedance solvers presented in this
thesis, Rewall was used extensively.
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4 Numerical Impedance Computation
The first section of this chapter presents TD methods to calculate beam coupling
impedance. Here, the focus is on applicability and results, rather than on detailed
computational aspects. The section 4.2 presents the FIT and FEM full Maxwell ap-
proaches which have been implemented in FD in the course of this thesis. Applicability,
implementation, numerical issues, and finally the results relevant for beam physics, are
discussed.
4.1 Time Domain
Wakefield and impedance computation is nowadays mostly done in the time domain,
due to efficient algorithms which are available in commercial and non-commercial soft-
ware packages. Summaries of those can be seen in e.g. [91, 92]. The wake potential
is obtained by integrating the electromagnetic fields in the TD and the impedance is
subsequently found by discrete Fourier transform (DFT). In order to obtain the point-
charge impedance, the convolution theorem requires to divide by the excitation bunch
spectrum as
~Z(ω) =
F{ ~W (s)}(ω)
F{λ(s)}(ω) . (4.1)
Due to the minimal duration-bandwidth-product, the excitation is usually done by a
Gaussian bunch
λ(z, t) =
qp
2piσs
e−
1
2

z−v t
σs
2
(4.2)
which rigidly moves through the structure. The spectrum of this pulse is obtained from
the FT over s = v t − z as λ(ω)= qωp
2piσω
e−
1
2

ω
σω
2
, (4.3)
where σω = v/σs and the normalization is qω = q
p
2piσω/v . The duration and band-
width are
T =
σsp
2v
, B =
v
σs
p
2
, (4.4)
resulting in TB = 1/2. The choice of the bunch length σs does not necessarily depend
on the real bunch length in the accelerator, but rather on the frequency of interest. The
maximum frequency at which a reasonable excitation amplitude is present, is roughly
2σ f , i.e. the spectrum is mainly located at σ f = v/(2piσs), the so-called frequency
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associated with the bunch length. Shorter bunches increase the maximum frequency,
but they decrease the frequency resolution, which is a particular problem at LF. The
frequency resolution depends on the total number of points employed for the DFT1,
NDFT, as
∆ f =
1
NDFT∆t
. (4.5)
The total integrated wake length is LW = vNDFT∆t. Bunch length and wake length are
the two crucial parameters for TD impedance computation. The choice of finite LW
puts a window-function on the real wake potential. If it is chosen too small, i.e. when
the window closes before the wake has decayed, the resulting impedance will show
the Gibbs phenomenon. This can be smoothed by choosing other than rectangular
window functions, however, this does not provide additional information or increase
the frequency resolution.
Most common TD wake field computation methods are based on Finite Differ-
ences Time Domain (FDTD, Yee 1966 [93]) or Finite Integration Technique (FIT,
Weiland 1977 [94]). More specialized techniques are the Boundary Element Method
(BETD) [95, 96, 97], the Finite Volume method (FVTD) [98], Discontinuous Galerkin
Finite Element (DG-FEM), and implicit methods. In the following we focus on the FIT,
which gives an identical space discretization as FDTD for a Cartesian mesh.
The discretization of time derivatives can be done by forward (explicit) or backward
(implicit) finite differences. Implicit methods are unconditionally stable, but they re-
quire solving a System of Linear Equations (SLE) in each time step. Explicit methods
are much lighter in computation, since they can be written as a matrix-vector multipli-
cation in each time step. A major drawback of explicit methods is that they are only
conditionally stable and some are even always unstable. The most commonly used ex-
plicit method is the so-called ‘leap-frog’ method, introduced by Yee [93] in 1966. It
consists of a (staggered) central difference quotient featuring second order accuracy.
The stability of the scheme is connected to the grid dispersion relation, which describes
the velocity of a plane wave on the grid as dependent on the direction of the wave
vector. It reads for a particular Cartesian cell (∆x ,∆y,∆z) (see e.g. [99])
sin kx∆x2
∆x/2
2
+
 
sin
ky∆y
2
∆y/2
!2
+

sin kz∆z2
∆z/2
2
= µ"

sin ω∆t2
∆t/2
2
, (4.6)
reproducing the continuous dispersion relation
k2x + k
2
y + k
2
z =ω
2µ" (4.7)
in the limit ∆x ,∆y,∆z,∆t → 0.
1 We assume an equidistant DFT. More advanced semi-analytical Fourier transform techniques for
beam coupling impedances can be found in e.g. [14].
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In order to fulfill 4.6 with real valued frequency and wavenumbers, at least
∆t ≤min
i
√√√ µi"i
1
∆x2i
+ 1
∆y2i
+ 1
∆z2i
(4.8)
must hold, where the minimum is taken over all mesh cells2. This is also referred to
as the Courant-Friedrichs-Lewy (CFL) criterion [100] for the time step ∆t. It can be
shown [99, 101], that Eq. 4.8 is also a sufficient condition for stability on the time step.
At low frequencies, Eq. 4.8 already poses a strong requirement on the time step. Due
to the uncertainty principle, lower frequencies require computing longer wakes. As the
time step is fixed by structure properties via the CFL criterion (Eq. 4.8), this leads to the
necessity to compute a large number of time steps, i.e. massive oversampling of a LF
wave.
Time domain simulations using FIT or FDTD are suitable at medium and high fre-
quency, and particularly in perfectly conducting structures. They are disadvantageous
for low frequencies and low velocity of the beam. Also dispersively lossy materials are
difficult to treat in TD, since a convolution with the impulse response, i.e. the inverse
FT of the material dispersion curve, is necessary. This impulse response is usually taken
as a particular dispersion model featuring a number of resonances, which are fitted to
the dispersion data given for the material in FD (see e.g. [102] for details).
An example, which is used for the validation of different methods throughout this the-
sis, is a ferrite (cf. Fig. 3.3) ring. The longitudinal impedance is obtained by DFT of the
wake potential, which is computed by CST Particle Studio® [40] (PS). The impedance
for two different housing scenarios is shown in Fig. 4.1. One is small beam pipe, with
radius equal to the inner radius of the ring and the other is a large beam pipe enclos-
ing the whole ring. Plotted is the longitudinal impedance normalized to the length
l0 =2.54 cm, for 2D analytic calculation using a field matching algorithm [59], and 3D
PS computation for varying length. The two scenarios show a quite different behavior
for the length scaling.
In order to explain this we have to introduce the concept of lumped and distributed
impedance. A lumped impedance is located at a particular z-position, it can be due to an
abrupt cross-section or pipe material change. A distributed impedance scales linearly
with its length, as e.g. space charge or resistive wall impedance for a smooth pipe.
Obviously, 2D (x , y) impedance solvers are suitable only for distributed impedances.
Lumped impedances can in some simple cases be treated by 0D replacement circuits
(lumped elements), however, in most practical cases, a full 3D simulation is required.
For the ferrite ring in Fig. 4.1, one recognizes that the cavity-like setup (left) features
an impedance which scales (almost) linearly with the length. Thus, the transition from
the pipe to the ferrite must have a rather small lumped impedance. This is different for
the large pipe setup (right), where ten times the length is required to see a length inde-
2 A more detailed analysis of the time-step requirements can be done by looking at the eigenvalues
of the iteration matrix, see [99].
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Figure 4.1.: PS simulation for varying length of a ferrite ring compared to analytical 2D
model (see [59]). The left plots are for a Cavity-like setup with beam pipe
radius rp = r1 = 1.78 cm and the right ones are for larger beam pipe with
radius rp = r3 = 3.3 cm enveloping the whole ferrite ring. The dashed curves
are for different length of the ring, normalized to the length l0 =2.54 cm. The
pictures are reused from [59].
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pendent normalized curve. The discrepancy between the length independent curve to
the 2D analytical result originates from the error due to the fitting of the dispersive ma-
terial data to the impulse response model. Choosing a very high order impulse response
model was found to diminish this discrepancy only slightly.
4.2 Frequency Domain
This section treats the two solvers that have been implemented in the course of this
thesis. Although already used as software package for TD wake field computation, the
FIT is introduced here and the implementation of Floquet boundary conditions for the
entry and exit of the beam is described.
The FIT on a rectangular (staircase) mesh is not suitable for modeling structures
with curved boundaries. Especially the circular shape of the beam source, required for
the computation of space charge impedances, cannot be modeled by FIT. Therefore the
second part of this section is dedicated to a 2D Finite Element solver, which enhances the
quality of the source modeling and the representation of curved boundaries significantly.
Many decisive properties of the Maxwell-system in FD are given by the kernel of the
curl-curl operator, namely the space of all gradient fields. The curl-curl wave equation
is regular, only because the ω2" term is added. However, this term becomes small at
low frequency and thus the system matrix is close to singular, i.e. ill conditioned. This
phenomenon is called the low frequency instability for the curl-curl wave equation [103].
The low frequency instability has been clearly observed during this thesis, see
e.g. [104]. However, already established countermeasures can be mentioned [103,
105], but an implementation is beyond the scope of this work. A detailed treatise on
low frequency stabilized FEM formulations can be found in [106].
4.2.1 Finite Integration Technique (FIT)
The finite integration technique introduced by Weiland in 1977 [94] is based on evalu-
ating the integral form of Maxwell’s equations on a given mesh, i.e.
_ei =
∫
Li
~E · d~s _hi =
∫
L˜i
~H · d~s q
i
=
∫
V˜i
%dV
_
di =
∫
A˜i
~D · d~A _bi =
∫
Ai
~B · d~A _j
i
=
∫
A˜i
~J · d~A. (4.9)
The resulting quantities3 are the electric and magnetic edge voltages _e and
_
h, face
fluxes
_
d and
_
b, and the face current
_
j and volume charge q, which are connected by the
3 Here, all quantities are spectral densities.
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Figure 4.2.: Topological FIT mesh properties.
continuity equation. Combining the integrals 4.9 to closed loops or closed surfaces (see
Fig. 4.2) results in the Maxwell-grid-equations (MGE)
C_e = −iω_b (4.10a)eC_h= _j
s
+
_
j + iω
_
d (4.10b)eS_d= q
s
(4.10c)
S
_
b= 0, (4.10d)
where C and S are purely topological curl and divergence operators, that form a dis-
crete de-Rham sequence as shown in Fig. 4.3. The operators eC,eS in Eqs. 4.10 represent
evaluation on a dual grid, which has the property that dual vertices and edges intersect
primal volumes and faces with same index, respectively, and vice versa, see Fig. 4.2
(right). The MGE 4.10 are exact, since they represent an evaluation of Maxwell’s equa-
tions on a given grid topology.
Figure 4.3.: Connection of the FIT state variables and matrix operators. The operators
form a complete discrete de-Rham sequence.
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Throughout this thesis, for FIT only hexahedral (staircase) mesh and the so-called
canonical indexing
n= 1+ (nx − 1)Mx + (ny − 1)My + (nz − 1)Mz , (4.11)
Mx = 1, My = Nx , Mz = Nx · Ny
are used, where nx ,ny ,nz are the x , y, z indices running from 1 to Nx ,Ny ,Nz and n is
the global index. Another indexing scheme, which can be particularly advantageous for
parallel computing, can be found in [67]. For the indexing according to Eq. 4.11 the
discrete partial derivative operators are given by

Px ,y,z

m,n
=

−1, if m= n
1, if m= n−Mx ,y,z
0, else.
(4.12)
The grid incidence matrices C and S can be written in terms of the partial derivative
incidence operators Px ,Py ,Pz as
C=
 0 −Pz PyPz 0 −Px−Py Px 0
 S=  Px Py Pz  G=
 PxPy
Pz
 . (4.13)
The following crucial relations can be established [107]:
ePξ = −PTξ PξPχ = PχPξ for ξ,χ ∈ {x , y, z}eC= CT G= −eST eG= −ST
CG= 0 eCeG= 0 SC= 0 eSeC= 0 (4.14)
The numerical approximations required to solve the MGE are included in the material
matrices
_
h=Mν
_
b,
_
d=M"
_e,
_
j =Mκ
_e, (4.15)
which are diagonal matrices due to the dual orthogonal mesh. The expressions for Mν
and M" are obtained from appropriate averaging (see Fig. 4.4) of the material parame-
ters, which are assumed to be homogeneous fillings in the primal cells. This averaging
must therefore include the dimensions of the mesh, i.e. the metric, represented here by
edge lengths Li and face areas Ai , and the respective duals denoted by a tilde. Invoking
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Figure 4.4.: Material averaging in the dual-orthogonal mesh. Left: averaging of ν over a
dual edge, and right: averaging of " over a dual face.
the normal component of ~B and and the tangential component of ~E to be continuous at
a material jump, one finds [108]
[Mν]n,n = νn
L˜n
An
=
∫
L˜n
~H · d~s∫
An
~B · d~A +O (h
2...3) (4.16a)
[M"]n,n = "n
A˜n
Ln
=
∫
A˜n
~D · d~A∫
Ln
~E · d~s +O (h
3...4) (4.16b)
where h is the mesh size parameter and the averaged material parameters are4
νx (n) :=
ν1Lx ,1 + ν2Lx ,2
Lx ,1 + Lx ,2
(4.17a)
" y(n) :=
"1Ay,1 + "2Ay,2 + "3Ay,3 + "4Ay,4
Ay,1 + Ay,2 + Ay,3 + Ay,4
, (4.17b)
with proper choice of the local indices according to Fig. 4.4 and Eq. 4.11. The error or-
der in Eq. 4.16 is the local inconsistency error of the material matrices (see also [109]).
The global error order, which matters for the field energy or localized quantities of in-
terest (e.g. impedance), reaches 3 only in an equi-distant mesh and constant material
distribution and is 2 in the other cases which are practically relevant [108]. The inverse
material relations are by definition
Mµ :=M
−1
ν
, M"−1 :=M
−1
"
, (4.18)
4 The nodes of the dual mesh are assumed to be centered in the primal volumes, i.e. the primal
nodes are not centered in the dual volumes for a non-equidistant mesh.
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where the inverse of such a diagonal matrix is to be seen as a ‘pseudo-inverse’, i.e.

D−1

n,n
=
¨
[D]−1n,n , [D]n,n 6= 0
0 , [D]n,n = 0.
(4.19)
Note that the above material matrices can be treated in the same way for complex
material parameters and for brevity we will sometimes write
M" =M" +
1
iω
Mκ. (4.20)
Combining Eqs. 4.10, the discrete curl-curl wave equation reads eCMνC+ iωMκ −ω2M"_e = −iω_j s. (4.21)
In the following, the system is rewritten using _e =M−1/2
"
_e′ as
(M−1/2
"
eCMνCM−1/2" − iωM−1/2" Mκ −ω2 I)_e′ = −iωM−1/2" _j e, (4.22)
abbreviated A_e′ = b, which is symmetric but non-Hermitian, since the losses due to
conductivity or complex permeability lead to complex eigenvalues of the system matrix.
Source Terms and Impedance Evaluation
The monopolar excitation current is given for a single beam filament as
_
j
mono
e,z
(nz) =
∫
~J · d~Az = qe−iωz˜i/v (4.23)
where z˜i is the z coordinate at which Lz(nz) and A˜z(nz) intersect. Similarly as for the
radial model simulations (cf. Sect. 3.3.2), Waldschmidt’s equivalent thickness of fila-
ments [78] applies here. However, a thick beam source can be defined by taking many
such filaments in parallel. This allows to get an approximation of a round beam, within
the accuracy constraints of the staircase FIT. A simple model to show that the FIT re-
covers all the qualitative properties of the longitudinal space charge impedance can be
found in App. D.
The dipolar excitation current is modeled by the twin wire dipole approximation as
(see also [110])
_
j
dip
e,z
(iz) =
_
j
mono
e,z
(x = −dx/2)− _jmonoe,z (x = +dx/2). (4.24)
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This approximation is convenient only for ultrarelativistic beams, since the space charge
impedance cannot be obtained analytically for such a dipole on the finite rectangular
mesh. Thus, the direct transverse space charge impedance is unknown and cannot be
subtracted from the final result, in order to obtain the wall impedance only.
The beam’s charge in the dual volumina is obtained using the continuity equation
q
s
(iz) =
i
ω
eS_j
s
=
i
ω
(e−iω∆z2v − e−iω −∆z2v )qe−iωzi/v = ∆z
v
_
j
s
+O (∆z3) (4.25)
for a longitudinally equidistant grid.
Finally, the impedance can be evaluated by a discretization of Eqs. (2.66) and (2.69)
as
Z‖(
_e(ω)) = − 1
q2
_e · _j ∗
mono
(4.26)
Z⊥(
_e(ω)) = − v
ω(qdx )2
_e · _j ∗
dip
, (4.27)
which can be seen as a functional of the discrete solution of Maxwell’s equations in FD.
Boundary Conditions and 2D Simulations
Perfectly electric (PEC) boundaries are imprinted by enforcing the respective Degree of
Freedom (DoF) of the electric field to be zero at the particular edge. This can be done by
setting a particular column in the curl matrix to zero. The boundary normal magnetic
flux is set to zero by setting a row in the curl matrix to zero. The according effect on the
dual curl matrix is created by taking the transpose of the primal one. Thus, the system
matrix maintains its symmetry. Another way to include PEC boundary conditions is in
the material matrices, which keeps the system matrix symmetric according to Eq. 4.22.
For the entry and exit of the beam current (Eq. 4.23) in the computational domain,
dedicated boundary conditions are required. There are two different options to im-
plement them, quasi-periodic (Floquet-) boundary conditions or infinite beam pipe
boundary conditions. Both assume that the excitation frequency is below the cut-off
of the pipe, and the port is sufficiently far away such that scattered fields are decayed
and only source fields are present in the port region.
For a longitudinally homogeneous pipe the correspondence ∂z → −iω/v holds, see
again Eq. 3.4. Therefore one can solve the boundary in 2D and attach the solution as
an inhomogeneous Dirichlet condition to the 3D case. Simpler, one can also think
of many identical devices in a sequence, which leads to phase corrected periodic
(Floquet-) boundary conditions. For the transformation from the entry to the exit of
the beam the phase factor reads
Pz,exp = e
−i ω(L+∆zexit)β c , (4.28)
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Figure 4.5.: Quasi-periodic (Floquet) boundary conditions in 3D and 2D.
Figure 4.6.: Sparsity pattern of partial derivative Pz (left) and system matrix A of Eq. 4.22
(right) with Floquet BC in z-direction and PEC-BC in x,y-direction.
where ∆zexit is the length of a former ‘ghost’-edge
5 and the total length of the compu-
tational domain is now L +∆zexit. The factor Pz,exp enters the partial derivative matrix
5 A ’ghost’ edge/face/volume is an entity which is supposedly placed outside the computational
domain.
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Pz as displayed in Fig. 4.6. As the impact of Pz,exp on the dual operator eP is in reverse
direction, it follows that eP= −PH (4.29)
and subsequently the transposes in Eq. 4.14 can be replaced by Hermitian transposes.
This means that a lossless system with Floquet BC is still Hermitian. Choosing L = 0,
the length of the domain is just one edge ∆zexit, which constitutes the two-dimensional
setup (see Fig. 4.5). As for the analytical calculations, in the 2D numerical computation
the scattered fields have to have the same longitudinal periodicity as the source fields.
Helmholtz Decomposition
Mostly in 3D it makes sense to apply a Helmholtz-split on the wave equation, since a
divergence free curl-curl algebraic system is easier to treat with iterative solvers [111,
110]. Analogously to Theorem 3 (see also [56] p.170) a Helmholtz decomposition can
be performed for mimetically discretized fields. Since FIT is a mimetic discretization,
the requirements for the discrete Helmholtz decomposition are the same as for the
continuous ones. The electric field can be written as _e = _ecurl +
_ediv, where eSM"_ecurl = 0
and C_ediv = 0. Entirely analogous to Eq. 3.9 we have
eSM"eSHϕ = qs (4.30a)
CHMνC
_ecurl −ω2M"_ecurl = _r (4.30b)
with q
s
= (i/ω)eS_j
s
and
_r = −ω2M"Gϕ − iω_j s, (4.31)
which is discretely divergence free, i.e. eS_r = 0. The total field is finally obtained by
_e = −Gϕ + _ecurl. (4.32)
Equation 4.30a is Hermitian in the absence of conductivity and Eq. 4.30b can be made
complex symmetric for purely real reluctivity. However, a Hermitian curl-curl system is
obtained only when the material is entirely lossless.
Software
The FIT was implemented using different software packages, see Fig. 4.7 for an
overview. The mesh originates from EMS. It is imported to MATLAB® [112] by M2M
(Schuhmann et al., TEMF internal) and the material matrices are saved as vectors in
ascii files. The main code is written in C++ using Visual Studio® [113]. The format
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of vectors and matrices is given by the PETSc [114] (Portable, Extensible Toolkit for
Scientific computation) package, which also includes LSE solvers and preconditioners.
In order to run a loop over many frequency points, the material matrices have to
be imported only once. However, dispersive material needs to be rescaled for every
frequency point. Thus, the system matrix and the excitation vector need to be reassem-
bled. The impedance evaluation functional is computed from the source current density
and delivers the resulting impedance as ascii file for further processing in MATLAB. The
entire solution fields can also be imported in MATLAB and subsequently written back
by M2M to EMS for visualization.
It has been experimented with different iterative solvers and preconditioners to im-
prove the solution speed, which particularly required for the 3D computation. The
performance of iterative solvers crucially depends on the condition number6 of the sys-
tem matrix. For a high condition number, the convergence of iterative solvers becomes
slow, or the solver might not converge at all.
The curl-curl equation is usually ill conditioned when different materials are present.
In order to search a solution of the curl-curl system only in the space of discretely
divergence free functions, the Helmholtz split can be employed. The required solving of
the Poisson problem, Eq. 4.30a, is very fast, since conjugate gradient solvers converge in
a few iterations for the positive definite matrix in the absence of conductivity. However,
the effect on accelerating the solution of the curl-curl problem was found to be small,
when employing standard iterative solvers. It has particularly been observed, that the
convergence is slow for low frequency and low β . Therefore, in order to obtain a general
Figure 4.7.: Implementation of the FIT-FD solver for beam coupling impedance.
6 The condition number is defined as cond||·||(A) = ||A||||A−1|| and can be related to the ratio of
the largest and smallest eigenvalue when the 2-norm is used.
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tool that is applicable for all frequencies, velocities and materials, a direct solver (Lower
Upper (LU) decomposition) was employed.
Simulation Results and Discussion
The first example to validate the 2D solver is the same ferrite ring as already treated
with PS in Fig. 4.1. The 2D staircase mesh is taken as a cross-section cut from a 3D mesh
created by EMS. The longitudinal impedance obtained by the FIT is shown in Fig. 4.8
(crosses), as a comparison to analytical results (thick solid lines) from a field matching
algorithm implemented in Mathematica, see [59]. Additionally, also the result from the
radial model is plotted. Due to the slow convergence of the FIT on curved boundaries,
the results agree only poorly, even for the rather fine mesh (205 × 205) that has been
chosen.
Figure 4.8.: Longitudinal impedance of the ferrite ring from 2D FIT for different β as
compared to analytical calculation. The dashed line indicates the result from
the radial model.
66 4. Numerical Impedance Computation
105 106 107 108 109
f  [Hz]
40
20
0
20
40
60
80
100
120
Z
[Ω
]
Ana. 2D Re
Ana. 2D Im
l0  Re
l0/10 Re
l0/10 Re fine mesh
l0/10 Re long pipe
Figure 4.9.: Mesh of the ferrite ring (as in Fig. 4.1 with l = l0/10 = 2.54mm) in the
enveloping pipe setup (top) and longitudinal impedance from 3D FIT for β =
1 (bottom). Solid lined denote real and dashed lines imaginary parts. The
red and blue lines show very long pipe stubs and shorter stubs with higher
mesh resolution, respectively.
In order to reproduce the results of Fig. 4.1 for the pipe-like structure on the right,
which has a strong dependence on the length, 3D computations were performed as
depicted in Fig. 4.9. The length of the pipe has to be chosen such that the scattered
fields are decayed at the end of the pipe, i.e. a pipe length increase should not change
the result. Due to limitations in the computational time, a high mesh resolution and
long pipe stubs could not be achieved at the same time. Thus, the results in Fig. 4.9 did
not converge to sufficient accuracy. This general problem redirected the focus of this
thesis from 3D to 2D computations.
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4.2.2 Finite Element Method (FEM)
Since staircase FIT is not suitable to model a dipolar delta-function ring as Eq. 2.54,
a twin wire approximation has been used. In order to model such a ring properly,
the Finite Element Method (FEM) has significant advantages. Due to the unstructured
mesh, arbitrary beam distributions including good approximations to δ-functions can
be imprinted. This enables the subtraction of the direct space charge impedance, which
is due to the electromagnetic fields within the ring source (see again 3.48). The direct
space charge impedance can be obtained from the limit b→∞ in Eq. 3.47 and reads
Z spch⊥,direct =
ilZ0
βγ2pia2
I1(k%a)K1(k%a). (4.33)
It can be either evaluated analytically and subtracted from the numerical calculation or
it can be evaluated numerically. The numerical evaluation of the direct space charge
impedance can be done on a very coarse mesh that needs to be identical to the one for
the final impedance computation inside the ring and has a large extension outside the
ring. Here, we follow the first approach, i.e. the mesh inside the ring is chosen rather
fine and the direct space charge impedance is evaluated analytically by Eq. 4.33 and
subsequently subtracted.
The finite element method is based on decomposing the computational domain Ω in
finite sized subdomains Ωe, i.e. the elements. A function in an appropriate space can
be approximated by a finite basis, such that each element is the support of one basis
(ansatz) function. Since such an approximation is (weakly) differentiable only once,
a second order PDE has to be brought in a ’weak formulation’. This is obtained by
multiplying with all test functions7 of an appropriate test function space, integrating
over the whole domain and transferring one (exterior) derivative by means of partial
integration. Finally a LSE is obtained, which has number of ansatz functions as columns
and number of test functions as rows.
For simplicity we will only address the 2D beam coupling impedance problem here,
i.e. Ω ⊂ R2 being a Lipschitz domain. The electric field ~E : Ω→ C3 required to determine
the coupling impedance is the solution of the curl-curl equation
∇× ν∇× ~E −ω2" ~E = −iω~J s, (4.34)
where we assume the material parameters to be constant within each triangular ele-
ment, see Fig. 4.10. First, we apply a Dirichlet condition ~n× ~E = 0. Later, this will be
optionally replaced by a metallic SIBC. For a two-dimensional (infinitely long) structure,
the Fourier correspondence ∂z →−iω/v holds, which motivates splitting the electric
field as
~E =

~E⊥
Ez

. (4.35)
7 In the Galerkin approach, the test functions are identical to the ansatz functions.
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Figure 4.10.: Computational domain for the 2D impedance solver [115].
If the vectorial (transverse) parts of the field would be discretized by nodal finite ele-
ments, a jump of the normal field component on a material interface would be impos-
sible. In order to avoid this ‘too much continuity’ phenomenon, Nédélec edge-elements
[116, 117] are used for the discretization of the vector fields.
Since the lowest order Nédélec elements are not suited to compute the divergence
of a field, the irrotational part is calculated separately by applying a Helmholtz split
~E = ~Ecurl + ~Ediv to Eq. 4.35 on the simply connected domain Ω. Thus, the equations to
be addressed are again Eqs. 3.9.
As discussed in Eq. 3.8, the continuous fields are elements of their respective Sobolev-
spaces. For the 2D setup we choose Ez,div/curl ∈H 1(Ω) and ~E⊥,div/curl ∈H curl2D (Ω), such that
they feature the respective properties of the de Rham complex shown in Fig. 4.11. The
unidirectional solid arrows denote complete de Rham sequences, i.e. the range of one
operator is the kernel of the next.
The same de Rham sequences hold for the discrete fields, provided the function spaces
for discrete fields are projections from the continuous function spaces with projection
Figure 4.11.: De Rham diagram for the used operators and function spaces. The operators
Aˆ :H 1(Ω)→H div2D (Ω) and Bˆ :H curl2D (Ω)→L 2(Ω) are the 2D vectorial and
scalar curl operators, respectively and ν,", Zˆ are invertible Hodge operators.
The 2D spaces are supplemented by H 1(Ω) to obtain their 3D z-periodic
equivalents.
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operators that commute with the exterior derivative (see [118], Theorem 5.6). In this
case, the convergence of the projectors implies the convergence of the FEM method.
The functions in H 1(Ω) are discretized using first order nodal elements
Nk(ξ,η) = akξ+ bkη+ ck, (4.36)
which fulfill
Nk(ξi ,ηi) = δi,k, (4.37)
where i and k are local vertex indices and (ξ,η) are local coordinates. Transformed to
the global coordinates (x , y), these elements are a basis of the discrete space H 1h (Ω),
where h is the mesh size parameter. For the discretization of H curl2D (Ω) functions, we
employ lowest order Nédélec edge elements of the first kind (see e.g. [116, 119]),
obtained from the nodal elements by (see e.g. [120])
~wi(ξ,η) = Nk∇⊥Nl − Nl∇⊥Nk, (4.38)
where i, k, l are again local vertex indices. The edge functions ~wi fulfill
1
|lk|
∫
lk
~wi · ~tkds = δi,k (4.39)
with ~tk being the tangential unit vector of edge lk, which is located at the opposite of
node k. Transformed to the global coordinates (x , y), the functions in Eq. 4.38 are a
basis of the reduced space {~u ∈ H curl2Dh : ∇⊥ · ~u = 0}, where the divergence operator is to
be understood in the discrete weak sense.
Source Terms and Impedance Evaluation
The source current (Eq. 2.64) at z = 0 is projected on the nodal functions by writing it
in the H 1h (Ω)-basis as
σ(x , y) =
Nn∑
i=1
aiNi(x , y). (4.40)
The coefficients ai are obtained by multiplying with N j , integrating, and solving the
positive definite system for the ‘mass-matrix’
Mi j =
∫
Ω
NiN jdΩ. (4.41)
Practically, this can be done with a conjugate gradient solver, which converges quickly
for the positive definite matrix.
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Figure 4.12.: Dipole source term σ(x , y) in arbitrary units.
For the dipolar terms, the δ-function in Eq. 2.54 will always be smeared out over
a mesh cell. This error can be minimized by adapting the mesh such that a triangular
representation of the δ-function,
δξ(x − x0) = 1s2 [(Θ(x − (x0 − ξ))−Θ(x − x0)) (x − (x0 − ξ))
− (Θ(x − x0)−Θ(x − (x0 + ξ))) (x − (x0 + ξ))] , (4.42)
is achieved, with ξ  a being the width of the triangle. Note that δξ ∈ L 2(Ω) while
δ /∈ L 2(Ω). A plot of this source term can be seen in Fig. 4.12. The smear-out error can
be estimated by calculating the dipole moment of a source (Eq. 2.54) represented on
the mesh by Eq. 4.42, i.e. ∫
Ω
σdx ,ξxdxdy = qdx

1+
1
6
ξ2
a2

. (4.43)
An optimal choice of the parameter ξ is a trade-off between geometrical representation
of the δ-function, where it should be chosen small, and avoiding small angles in the
mesh, which deteriorates the condition number of the system matrix.
The impedance functionals Eqs. 2.66 and 2.69 are evaluated by inserting the dis-
cretizations of Ez and J z . One obtains a linear form involving the mass matrix Eq. 4.41,
Z‖ = − lq2
Nn∑
j,k=1
aHkM jke j = − lq2 a
HMe, (4.44)
with e j being the nodal coefficients of the total longitudinal electric field and l being
the length of the structure. The transverse impedance is evaluated accordingly, with
normalization to the numerically integrated dipole moment according to Eq. 4.43.
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Software
The implementation is done using the open source finite element toolbox FEniCS [121]8.
It provides a mathematical framework to work with function spaces that have been cre-
ated on the mesh. A function in such a space is represented by a coefficient vector and
basis functions which are available in the function space. Thus, basis changes, i.e. pro-
jections to other function spaces are possible. Likewise, other operators as e.g. partial
differentiation, integration, or interpolation can be applied on discrete functions as if
they were continuous.
FEniCS supports different programming languages, mainly C++ and Python. For
simplicity, Python was chosen here, as it allows to have a complete framework from
the mesh import to the final impedance result plot. Inside FEniCS, the Python source
code is compiled just in time (JIT) to obtain C++ code that runs a powerful linear
algebra backend such as PETSc [114]. FEniCS does not provide complex numbers,
but coupled function spaces are available. This means that the degrees of freedom of
multiple (even nested) function spaces can be summarized in one function space. Thus,
complex functions need to be split in real and imaginary parts which are individual
members of a coupled function space, which however leads to to very lengthy equations.
Therefore the following notation
x = x r + i x i (4.45)
is adopted to write the lengthy equations as brief as possible.
The 2D mesh employed for FEM impedance calculation originates from GMSH [122]
and it is imported using DOLFIN-CONVERT [123]. Since only open source software
is involved, the hereby presented Python code ‘BeamImpedance2D’ [124] is published
as well. A detailed description of the algorithm and further examples are published
in [115]. The following two sections describe the solver, before validation results are
presented.
Poisson Solver
The coupled Poisson system Eq. 3.9a is rewritten in 2D as
−∇⊥ · "0"r∇⊥Φr + ω
2"0"r
β2c2
Φr −∇⊥ · κ
ω
∇⊥Φi + ωκ
β2c2
Φi = %rs
−∇⊥ · "0"r∇⊥Φi + ω
2"0"r
β2c2
Φi +∇⊥ · κ
ω
∇⊥Φr − ωκ
β2c2
Φr = 0. (4.46)
It is solved by means of the standard Galerkin procedure, i.e. testing the real and
imaginary parts of the equation separately with N j and integration by parts to obtain
8 See also the textbook [119] for a detailed description.
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the weak formulation, which is subsequently discretized by inserting the ansatz function
representation of Φ. Thus, the algebraic equations for the real and imaginary coefficients
of Φ are treated separately. Exemplary, the first ’stiffness’ term reads
−
∫
Ω
N j∇⊥ · "∇⊥ΦrdΩ=
∫
Ω
∇⊥N j · "∇⊥ΦrdΩ+
∫
∂Ω
N j ~n · "∇⊥Φrds (4.47)
with a vanishing boundary term for perfectly electric and also for a metallic surface
impedance boundary condition. The first stiffness and mass matrices are
(Srr
"
)i j =
∫
Ω
"0"r∇⊥Ni · ∇⊥N jdΩ. (4.48)
(Mrr
"
)i j =
ω2
β2c2
∫
Ω
"0"rNiN jdΩ. (4.49)
such that the whole system becomes
Srr
"
+Mrr
"
Sri
κ
+Mri
κ
Sir
κ
+Mir
κ
Sii
"
+Mii
"

ϕr
ϕ i

=

%rs
0

. (4.50)
After solving Eq. 4.50, the irrotational electric field is obtained by ~Er⊥, j = (Φ
r
k′ −
Φrk)~t j/l j , where k and k
′ are the nodes attached to the edge l j . It is projected, in the
same manner as for the source, on the H curl2Dh (Ω) basis. Together with Erz = − ωβ cΦi and
the respective imaginary parts, the source term for the curl-curl solver, Eq. 3.10, is
assembled.
Curl-Curl solver and Surface Impedance Boundary Condition
Recalling the notation in Eq. 2.72 and invoking ∂z → −iω/v we have Zˆ3D = ∂z~ez× =−iω/v~ez× and
Zˆ2 =
ω2
β2c2
Iˆ. (4.51)
The curl-curl term in Eq. 3.9 is rewritten as
∇× ν∇× ~E =

AˆνBˆ+ νZˆ2 ZˆνAˆ
BˆνZˆ BˆνAˆ

~E⊥
Ez

. (4.52)
which after splitting real and imaginary parts allows testing ~Er⊥, ~E
i
⊥, E
r
z , E
i
z independently
with ~wrk, ~w
i
k, v
r
k , v
i
k. After integrating by parts, one obtains a bilinear form, i.e. the curl-
curl ’stiffness’ matrix.
4.2. Frequency Domain 73
The R3 vectoranalytical identity ∇× (Φ~w) = Φ∇× ~w − ~w ×∇Φ and Stokes’ theorem
imply for functions ϕ : Ω→ R and ~u : Ω→ R2∫
Ω
ϕ(Bˆ~u)dΩ=
∫
Ω
~u(Aˆϕ)dΩ−
∫
∂Ω
ϕ~u · ~tds, (4.53)
where ~t = ~ez × ~n is the tangential unit vector at the boundary. For the second order
operators in Eq. 4.52 follows∫
Ω
(AˆνrBˆ~Er⊥) · ~wrjdΩ=
∫
Ω
(νrBˆ~Er⊥)(Bˆ~w
r
j)dΩ+
∫
∂Ω
(νrBˆ~Er⊥)~w
r
j · ~tds (4.54)
∫
Ω
(Bˆνr AˆErz)v
r
j dΩ=
∫
Ω
(νrAˆErz) · (Aˆv rj )dΩ−
∫
∂Ω
v rj (ν
rAˆErz) · ~tds. (4.55)
The boundary terms vanish in case of a Dirichlet boundary condition, i.e. a PEC surface.
In order to include a SIBC, the magnetic field is calculated from Faraday’s law as
iZˆEt + AˆEz = −iωµH t = −iωµY sEz = k(Z)Ez (4.56)
BˆEt = −iωµHz = −iωµY sEt = k(Z)Et, (4.57)
with the index t denoting the boundary tangential projection and the abbreviation k(Z) =
−iωµ/Z s. Finally the boundary integrals in Eqs. 4.54 and 4.55 read∫
∂Ω
(νrBˆ~Er⊥)~w
r
j · ~tds =
∫
∂Ω
νr(k(Z) ~E⊥ · ~t)r(~wrj · ~t)ds (4.58)
∫
∂Ω
v rj (ν
rAˆErz) · ~tds =
∫
∂Ω
v rj ν
r(k(Z)Ez)
rds, (4.59)
plus the respective imaginary parts. Note that the ZˆEt term is normal to the boundary
and therefore vanishes.
The discretization of Eq. 3.9b is finally
Scurlcurl +M" +MSIBC

ecurl = r (4.60)
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where the solution vector and the matrices are arranged as
ecurl =
 e
r
⊥
ei⊥
erz
eiz
 , Scurlcurl =
 S
rr
⊥⊥ S
ir
⊥⊥ S
rr
z⊥ S
ir
z⊥
Sri⊥⊥ S
ii
⊥⊥ S
ri
z⊥ S
ii
z⊥
Srr⊥z S
ir
⊥z S
rr
zz S
ir
zz
Sri⊥z S
ii
⊥z S
ri
zz S
ii
zz
 ,
M" =
 M
rr
"⊥ M
ir
κ⊥ 0 0
Mri
κ⊥ M
ii
"⊥ 0 0
0 0 Mrr
"z M
ir
κz
0 0 Mri
κz M
ii
"z
 , MSIBC =
 D
rr
⊥ D
ir
⊥ 0 0
Dri⊥ D
ii
⊥ 0 0
0 0 Trrz T
ir
z
0 0 Triz T
ii
z
 . (4.61)
For example, we spell out the terms
(Srr⊥⊥)i, j =
∫
Ω

(νrBˆ~wri)(Bˆ~w
r
j)− νrZˆ2 ~wri · ~wrj

dΩ (4.62a)
(Mrr
"⊥)i, j = −ω2
∫
Ω
" ~wri · ~wrjdΩ (4.62b)
(Drr
"⊥)i, j =
∫
∂Ω
νrkr ~wri · ~wrjds (4.62c)
(Trr
"⊥)i, j = −
∫
∂Ω
νrkrv ri v
r
j ds. (4.62d)
When lowest order elements are used, the number of DoFs in the LSE Eq. 4.60 is 2 ·
(#nodes + #edges). In the presence of different materials it is usually ill conditioned
and therefore solved with a direct solver, i.e. standard LU decomposition or MUMPS
(MUltifrontal Massively Parallel Sparse direct Solver).
Simulation Results and Discussion
As a first example, we revisit again the ferrite ring as already addressed in TD in Fig. 4.1
and by FD-FIT in Fig. 4.8. The longitudinal impedance curves are visible in Fig. 4.13,
where also the triangular mesh from GMSH is depicted. The agreement of the simu-
lation results with the analytical prediction is quite good, nonetheless, at low β slight
discrepancies in the imaginary part are visible. This can be explained by insufficient
mesh density, since all the curves in Fig. 4.13 have been computed on the same mesh.
However, as predicted by Eq. 3.12, very low beam velocity requires a higher transverse
mesh density.
The proper representation of the source allows also a proper computation of the
space charge impedance. Figure 4.14 shows the longitudinal space charge impedance
for circular beam in circular pipe as depicted in Fig. 3.10. The analytical results are the
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Figure 4.13.: Comparison (FEM vs. analytical) of the longitudinal impedance of the ferrite
ring for different beam velocity. Additionally, the black dashed line shows
an analytical calculation using the radial model.
same as already discussed in Fig. 3.11. As visible in Fig. 4.14, the agreement between
the analytical and numerical curves is excellent for all frequencies.
For the transverse space charge impedance, Fig. 4.15 shows the numerical results
compared to the analytical predictions already made in Fig. 3.13. The agreement for the
full transverse impedance is satisfactory, but for the indirect part, the agreement is good
only below the cut-off frequency. This is due to the fact that the indirect transverse space
charge impedance quickly vanishes above the cutoff (cf. Eq. 3.49), but the numerical
error, which is in the range of 1− 10%, remains.
The next example is a thin resistive circular beam pipe. The geometry and the
impedance in a wide frequency range are shown in Fig. 4.16. At low frequency, i.e.
f < fskin, the resistive wall needs to be resolved by the mesh (resolved wall (RW)
curve). For f > fskin, the mesh consisting of two layers of triangles in the thickness
d, cannot resolve the skin depth anymore. Therefore the RW results deviate from the
analytically expected ones. However, the surface impedance boundary condition can be
employed above fskin, which gives accurate results up to extremely high frequencies.
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Figure 4.14.: Longitudinal space charge impedance for the setup in Fig. 3.10.
Figure 4.15.: Transverse space charge impedance for the setup in Fig. 3.10. The lower plot
shows the indirect part of the space charge impedance, which vanishes at the
cut-off frequency. For the FEM calculation, the numerical error remains.
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Figure 4.16.: Transverse impedance of the thin beam pipe with radius b = 4 cm, thick-
ness d = 0.3 mm, outer boundary radius h = 1 m, length l = 1 m, con-
ductivity κ = 1 MS/m and β = 0.999999. The analytical curve originates
from Rewall [50]. At low frequencies, the resistive wall is resolved by the
mesh (RW-marks, red and magenta), while at high frequency the surface
impedance boundary condition was applied (SIBC-marks, blue and cyan).
BeamImpedance2D is also applied to a first design of the beam pipe for the FCC-hh,
within the FCC design study [7]. As depicted in Fig. 4.17, the pipe has a slit, in or-
der to allow synchrotron radiation to escape the inner vacuum. There are two cooling
capillaries attached on the outside, which supposedly convey all the synchrotron radia-
tion heat power away from the beam pipe. The inner beam screen is made of titanium
(κ0 = 1.8MS), coated with a thin layer of copper (κ0 = 70MS) from the inside. The con-
ductivities are assumed to enhance by a factor of 100 due to the cryogenic temperature
(ϑ = 50K). For a simulation of this coating, the two-layer SIBC, i.e. Eq. 3.19, is applied.
Figure 4.18 shows the vertical transverse impedance, as compared to an analytical cal-
culation by Rewall [50] for a two-layer cylindrical wall with radius 12mm and 18mm,
which are the larger and small semi-axis radii. For this simulation, the value of γ was
chosen realistically as 50000, i.e. β ≈ 1− 1/(2γ2) ≈ 1− 2 · 10−10. Due to the high γ and
the high conductivity, the impedance becomes very small. Thus, the error of the space
charge impedance can prevail over the imaginary part of the resistive wall impedance
at high frequency. The discrepancy at low frequency is due to a modeling difference, i.e.
in Rewall the real titanium layer thickness was taken and vacuum is behind, whereas
the two-layer SIBC assumes the second layer (titanium) as infinitely thick.
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Figure 4.17.: Technical drawing of FCC-hh pipe (R. Kersevan, CERN) and GMSH [122]
triangular mesh from [104]. For the SIBC, only the inner vacuum region
(green) is meshed.
Figure 4.18.: Vertical impedance for the FCC beam pipe as compared to analytical models
(Rewall) with the smaller (b = 12 mm) and larger (b = 18 mm) semi-axis
radius. The vertical green line indicates the frequency at which the skin
depth in copper is equal to the layer thickness. As expected, the numerical
line is between the two. The bump of the imaginary part at high frequency is
a numerical artifact due to inaccurate cancellation of electric and magnetic
fields at the very high γ= 50000.
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5 Impedance Bench Measurements
For complicated devices, such as kicker magnets or collimators, impedance simulations
need to be confirmed by dedicated measurements. This is also because beam based
measurements of coupling impedance can in principle only be done for the whole syn-
chrotron. Techniques to localize the impedance are available, see e.g.[125] or [126],
but they require involved beam optics manipulations and the results are rather coarse.
Therefore, in the course of this thesis, a new RF-laboratory has been set up at GSI,
which is particularly dedicated to the measurement of beam coupling impedance on
the bench, i.e. without beam. In the framework of a hereby supervised MSc thesis,
different measurement boxes have been manufactured. Measurements for the SIS-18
kicker magnet have been performed and compared to PS simulations, see [127]. Here,
only the principles of the measurement are discussed and validated on simplified exam-
ples, as it has also been published in [59]. The main results are the proof of validity
of the transmission line formula for distributed impedance and the comparison of the
different interpretation formulas for impedance wire measurements. In practice, it was
found that in order to gain confidence on measurements, they have to go along with
both wake field and microwave simulations.
The electromagnetic field of a single charge approaches the one of a lossless TEM
transmission line in the ultrarelativistic limit (cf. Eq. 3.52), i.e.
Ez = iq
µ0
2pi
ω
β2γ2
K0

ω
βγc
%

γ→∞−−−→ 0 (5.1a)
1
β
Z0Hϕ = E% = q
µ0
2pi
ω
β2γ
K1

ω
βγc
%

γ→∞−−−→ q Z0
2pi%
. (5.1b)
This motivates measuring the beam coupling impedance of an accelerator device by re-
placing the beam by a wire, which has the same TEM source fields as an ultrarelativistic
beam. The overall effect of the scattered field (cf. Eqs. 3.53 and 3.55), which causes the
impedance for the beam, can be measured by means of Vector Network Analyzer (VNA)
measurements of scattering parameters (S-parameters, see App. E) in the wire case.
As visible from Eq. 5.1b, the restriction of the correspondence of the coaxial line
technique to ultrarelativistic beams is rather strict, since the wave impedance for a
beam is
Zwave =
E%
Hϕ
=
Z0
β
, (5.2)
and a TEM wave in vacuum has always Zwave = Z0. Due to this limitation, slow beam
simulators [128], where electric and magnetic fields are excited by separate antennas,
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did not prevail. Thus, one has to rely on analytical or simulation techniques for the
β-scaling of beam coupling impedances.
The transmission line measurement technique was introduced by Sands and
Rees [129] in order to determine the beam energy loss factors in the TD using a broad-
band pulse with a similar shape as the particle bunch. Nowadays, modern VNAs allow
sweeping a narrow-banded sinusoidal signal, to obtain the impedance directly for a
particular frequency range. Especially when particular beam instability sidebands are
under investigation, the FD method is advantageous.
In both TD and FD it has to be ensured that artifacts due to the measurement setup do
not pollute the measurement result and only the Device Under Test (DUT), as it will be
placed in the accelerator, is analyzed. This can be achieved by performing a reference
measurement (REF) of an empty measurement box or pipe, such that box reflection
errors are purged, i.e. the DUT becomes de-embedded. The de-embedding process
was analyzed for lumped impedances by Hahn and Pedersen [130], and generally by
Kroyer et al. [131]. In order to obtain a reasonable signal quality, the impedance mis-
match from the cables to the measurement box must not exceed a certain value. Thus,
a matching network is required. For high frequencies, mismatch reflections can also just
be disregarded by ‘Time Domain Gating’ [132], but in order to represent the spectrum
of the applied window-function properly, a high bandwidth of the VNA is required. Also,
RF-attenuation foam is an opportunity to damp mismatch reflections.
5.1 De-embedding and Matching
The characteristic impedance of a cylindrical coaxial line is given by [133]
Zc =
Z0
2pi
ln
b
a
, (5.3)
where b and a are the radii of the outer and inner conductor, respectively. Thus, the
characteristic impedance of a large box with a thin wire1 must be very high, i.e., here,
in the range of 400Ω. The (generally complex2) reflection factor is [133]
r =
Zc,1 − Zc,2
Zc,1 + Zc,2
(5.4)
which is for the transition of the box to a conventional 50Ω line in the range of 80%.
Thus, a matching network is required, since otherwise multiple reflections would be in
the same range of amplitude as the primary signal. The simplest way to construct a
matching network is to use RF-resistors (carbon composite) in a way, that each side sees
its own characteristic impedance, e.g. as depicted in Fig. 5.1a. Here, the two resistors
1 The central wire in the coaxial setup must be thin, in order to make sure that most of the field
propagates along with the wire, which corresponds to the ’rigid beam approximation’.
2 In this chapter the underlines are not kept strictly, i.e. all quantities are allowed to be complex.
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(a) Matching with a simple voltage divider. (b) Matching with resistors and a
10dB attenuator [59].
Figure 5.1.: Different types of resistive matching.
R1 and R2 have to fulfill the two matching conditions
R1 ‖ (R2 + Zc,2) = Zc,1 (5.5a)
R2 + R1 ‖ Zc,1 = Zc,2, (5.5b)
where x ‖ y = x y/(x + y) is the abbreviation for parallel circuits. Unfortunately practi-
cal resistors have an inductance, which makes it impossible to fulfill Eqs. 5.5 at higher
frequencies in a broadband manner. This can be partly overcome by taking an attenu-
ator instead of R1. Commercially available attenuators are broadband matched to 50Ω
and do not suffer from the inductance problem.
The frequency dependent attenuation and phase shift of the matching network is cal-
ibrated out by a reference measurement, such that for an assumed perfect matching the
de-embedded transmission is Sde−embed21 (ω) = S
DUT
21 (ω)/S
REF
21 (ω). Here, only the reflection
of the matching network needs to be close to zero, but it is allowed to be lossy, within
(a) REF measurement in order to de-embed
the DUT
(b) Quantities of interest for
the de-embedded DUT
Figure 5.2.: De-embedding by subsequent DUT and REF measurements.
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Figure 5.3.: Large measurement box with Zc = 433±18Ω. The DUT in the bottom picture
is a SIS-18 kicker magnet (cf. Fig. 1.3). Courtesy of L. Eidam [127, 59].
the dynamic range of the VNA. The way how SDUT21 and S
REF
21 are measured is illustrated
in Fig. 5.2. Practical setups for the measurement are shown in Figs. 5.3 and 5.4. Ob-
viously, it is advantageous to have a setup as small as possible, in order to shift the
eigenmodes of the box to frequencies as high as possible.
The calibration with open, short, through, and 50Ω is to be done right in front of
the matching section. Especially at high frequencies, i.e. above 100 MHz, phase-stable
cables are required. Standard SMA cables have been found insufficient. Since precision
measurement cables are very expensive and were not available, a good compromise
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Figure 5.4.: Small measurement box with Zc = 299±12Ω. Courtesy of L. Eidam [127, 59].
was found by using semi-rigid SMA cables. The once calibrated semi-rigid cables do
not change their shape between DUT and REF measurements anymore and also their
temperature drift is acceptable.
5.2 Lumped vs. Distributed Impedance
There is a crucial difference between the beam and the wire setup: the TEM wave expe-
riences an attenuation, which is not negligible and actually the quantity to be measured
by the S21-parameter. Thus, lumped (short) and distributed (long) impedances require
different interpretation of the measured S21 parameters. Mathematically, lumped and
distributed impedances can be identified by their distribution along the z-axis, i.e.
∂ Z lumped‖ (ω, z)
∂ z
= Z total‖ (ω)δ(z − z0) (5.6a)
∂ Zdist‖ (ω, z)
∂ z
=
Z total‖ (ω)
l
. (5.6b)
In a real accelerator components, there is always a mixture of both. The impedance
discontinuity (geometric impedance) at the beginning of the DUT is always lumped,
while the body of the DUT (resistive wall) is often almost equally distributed.
The modeling of lumped impedances is just a localized impedance element in longitu-
dinal direction, while distributed impedances can be represented by a TEM-line with an
impedance element Z‖/l equally distributed to each infinitely short transmission line el-
ement, see Fig. 5.5. We call a device a lumped (distributed) impedance if Z lumped Zdist
(Z lumped  Zdist). Often lumped (distributed) impedances are characterized by Θz  1
(Θz  1), but as it has been exemplary shown in Fig. 4.1, this is not a sufficient cri-
terion. If the ferrite ring with l = l0, i.e. a fixed Θz , can be treated as a lumped or a
distributed impedance, depends also on the housing structure.
The scattering matrices for the de-embedded DUT are given by [133, 134]
Slump =
1
2ZREFc + Z lump

Z lump 2ZREFc
2ZREFc Z
lump

(5.7)
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(a) Lumped impedance (b) Distributed impedance
Figure 5.5.: Different modeling approaches for the de-embedded accelerator component
as depicted in Fig. 5.2b: the lumped impedance is a lumped element of length
zero and the distributed impedance is a transmission line of length l and
characteristic impedance ZDUTc .
Sdist =

(ZDUT
2
c − ZREF2c ) sin(kDUTz l) −2iZDUTc ZREFc−2iZDUTc ZREFc (ZDUT2c − ZREF2c ) sin(kDUTz l)

(ZDUT2c + ZREF
2
c ) sin(kDUTz l)− 2iZDUTc ZREFc cos(kDUTz l) (5.8)
for the lumped and distributed impedance, respectively. How to conclude from the mea-
sured S-parameters to the DUT impedance will be discussed for lumped and distributed
impedances in the following subsections.
5.2.1 Distributed Impedance Measurement
In transmission line theory, a ladder replacement circuit model as shown in Fig. 5.6 can
be derived. Here, L′0,C
′
0, and R
′
0 are inductance, capacitance, and resistance per length,
respectively. The distributed beam coupling impedance can be seen as an additional
longitudinal element Z‖/l. From the transmission line parameters the propagation con-
R'0+iωL'0
iωC'0
1
(a) REF
R'0+iωL'0
ZII/l
iωC'0
1
(b) DUT
Figure 5.6.: Transmission line replacement circuit for distributed impedance. Courtesy of
L. Eidam [127].
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stants and characteristic impedances can be calculated as [133]
kDUTz =ω
q
C ′0L′0
√√√
1− i R
′
0 + Z‖/l
ωL′0
(5.9a)
kREFz =ω
q
C ′0L′0
√√√
1− i R
′
0
ωL′0
(5.9b)
ZDUTc =
√√√R′0 + iωL′0 + Z‖/l
iωC ′0
(5.9c)
ZREFc =
√√√R′0 + iωL′0
iωC ′0
≈
√√√ L′0
C ′0
=: Zc . (5.9d)
This system can be solved for Z‖ as
Z coax‖ = iZ
REF
c l · (kDUTz − kREFz ) ·

1+
kDUTz
kREFz

. (5.10)
Since the DUT setup is a combination of three transmission lines (cf. Fig. 5.5), obtaining
the propagation constants can be involved, when a reflection takes place at the DUT.
When this reflection is small, i.e. ZDUTc ' ZREFc , Eq. 5.8 simplifies to
S21 = S12 = e
−ikz l , S11 = S22 = 0, (5.11)
which can be easily inverted. Otherwise a reflection corrected S21 parameter can be
introduced, which is by definition
SC21 := e
−ikz l . (5.12)
The new SC21 parameter can be obtained by solving Eq. 5.8 for kz, which can be achieved
through replacing sine and cosine by exponentials. The hereby derived quadratic equa-
tion for SC21 is called Wang-Zhang-formula [135],
(SC21)
2 +
S211 − S221 − 1
S21
SC21 + 1 = 0 (5.13)
where only one of the two solutions, that fulfills |SC21| < 1, is physical. Solving Eq. 5.13
requires the knowledge of the S11-parameter, which is in practice difficult to measure
due to multiple reflections between the DUT and the matching section (cf. Fig. 5.2).
Nonetheless, S11 can be determined easily in simulations with waveguide ports.
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The wavenumber kz is found from the complex logarithm of either the original
(Eq. 5.11) or the corrected (Eq. 5.12) S21-parameter. It can be inserted into Eq. 5.10 to
obtain [134]
Z coax‖ = Zc · ln

SREF21
SDUT21

·

1+
ln(SDUT21 )
ln(SREF21 )

(5.14)
which is called ’improved-log-formula’3 in the literature. This formula is exact for ide-
ally distributed impedances, but it does not apply to lumped impedances, since the
replacement circuit in Fig. 5.6 requires many such transmission line elements in succes-
sion. The dependence on the electrical length of the reference ΘREFz = k
REF
z l = ωl/c can
be pointed out explicitly by rewriting Eq. 5.14 as [137]
Z coax‖ = Zc · ln

SREF21
SDUT21

·

2+
i
ΘREFz
ln

SDUT21
SREF21

. (5.15)
This formula contains only the logarithm of the ratio, i.e. the difference term in Eq. 5.10.
Besides the implicit dependence of kDUTz on l, the ln(S
DUT
21 /S
REF
21 )-term is linear in l. Thus,
for distributed impedances, the square bracket in Eq. 5.15 does not depend on the
length explicitly.
When inserting the lumped impedance S-parameters (Eq. 5.7) into the improved-
log-formula (Eq. 5.14 or 5.15) one observes that the second term in the bracket is not
independent of the length anymore, i.e. Θz does not cancel. This shows explicitly the
inapplicability of the improved-log-formula to lumped impedances since the length is
not defined for lumped impedances. In other words, if a differentially short transmis-
sion line element is assigned a finite impedance value (lumped impedance) and this is
integrated over a finite length, then the result must diverge.
5.2.2 Lumped Impedance Measurement
The determination of lumped impedances is significantly simpler than the one for dis-
tributed impedances, since the reflection does not influence the transmission measure-
ment result. In fact, the reflection can even be used as an alternative method to de-
termine a lumped impedance. However, Hahn and Pedersen argued [130], that the
reflection method is inferior to the transmission method.
From solving Eq. 5.7 for Z lump one obtains the so-called Hahn-Pedersen lumped
impedance formula [130],
Z lump‖,HP = 2Zc
SREF21 − SDUT21
SDUT21
. (5.16)
3 Historically, first the lumped element formulas [129, 130], then the simplified transmission
line formula ’Log-formula’ [136] and finally the full transmission line formula ’Improved Log-
formula’ [134] were derived.
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In modern VNA’s this impedance measurement formula is already built-in, i.e. the
impedance can be directly displayed for the simplified case SREF21 = 1. Equation 5.16
is an improvement of the original Sands-Rees pulse-energy-loss formula [129] (see
also [138])
Z lump‖,SR = 2Zc
SREF21 − SDUT21
SREF21
. (5.17)
Note that there is no theoretical limit on the impedance magnitude for the determi-
nation of purely lumped impedances. A proof, that the measured lumped impedance
converges to the beam impedance for decreasing wire radius, is outlined in [139].
5.2.3 Mixed Impedance Measurement
Both the lumped (Hahn-Pedersen) and the distributed (improved-log) formulas apply
only to their respective types of impedance and give incorrect results for the other.
However, practical accelerator components consist of both types, and it is impossible
to disentangle them. Thus, a transmission line measurement interpretation formula is
required, that applies to both. Such a formula is the (Walling-) log-formula [136],
Z log‖ = 2Zc · ln

SREF21
SDUT21

, (5.18)
which is obtained from Eq. 5.15 by neglecting the second term in the square bracket.
The requirement for this neglect can be conveniently expressed as
kDUTz
kREFz
=
ZDUTc
ZREFc
≈ 1, (5.19)
i.e. the log-formula is valid if the presence of the DUT does not change the characteristic
impedance significantly. Contrariwise, it must be invalid for a long distributed device
causing a large attenuation, i.e. a large distributed impedance.
The systematic error of the log-formula for distributed impedances can be quanti-
fied by solving it for the logarithm and inserting into Eq. 5.15. The thereby obtained
quadratic equation
Z coax‖ = Z
log
‖ +
Z log
2
‖
4iΘREFz Zc
(5.20)
has the two solutions
Z log‖ = 2iΘzZc
−1±√√√1+ Z coax‖
iΘREFz Zc
 . (5.21)
5.2. Lumped vs. Distributed Impedance 89
Only the positive solution is physical and gives the length independent error estimate
Z log‖
Z coax‖
= 1+
i
4
Z coax‖
ΘREFz Zc
− 1
8
 Z coax‖
ΘREFz Zc
2
+ ... , (5.22)
which agrees with Hahn’s estimate [140] to first order.
The systematic error of the log-formula (Eq. 5.18) for lumped impedance can be
estimated by inserting the lumped impedance S-parameters (Eq. 5.7),
Z log‖ = −2Zc ln 1
1+ Z
lump
2Zc
. (5.23)
Taylor expansion results in
Z log‖
Z lump
= 1− 1
2
Z lump
2Zc
+
1
3

Z lump
2Zc
2
− ... (5.24)
i.e. the log-formula reproduces lumped impedances, for Z lump 2Zc .
Finally, one can conclude that the log formula is valid for both lumped and distributed
impedance, provided the lumped part does not exceed the characteristic impedance of
the REF, and the distributed part does not change the characteristic impedance signifi-
cantly. Obviously, this is true for a small impedance magnitude.
5.3 Analytical Calculation of the Quasi-TEM Eigenmode
In order to benchmark the wire measurement method, we wish to derive the relevant
eigenmode in a cylindrically symmetric structure analytically. The general eigenvalue
equation for Maxwell’s equations and spatially constant material parameters in particu-
lar subdomains reads
1
"
∇× 1
µ
∇× ~E =ω2 ~E. (5.25)
Assuming a structure which is homogeneous in z-direction (2D) and a wave that prop-
agates as e−ikzz , we find the equation
(∆⊥ +ω2µ")Ez = k
2
z Ez (5.26)
for the eigenvalue kz , which is the propagation constant for the mode being entirely
described by the eigenfunction Ez . Note that such a description is valid only in the
lossy case, since the lossless TEM-mode has Ez = 0 and subsequently another ansatz is
required to determine the fields. For a circularly symmetric setup as depicted in Fig. 5.7,
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vacuum
ferrite
r1
r2
r3
a
Perfectly Electric
Conducting
(PEC)
Figure 5.7.: Cylindrically symmetric ferrite ring example with material data as in Fig. 3.3.
Dimensions: r1 = 1.78 cm, r2 = 3.05 cm, r3 = 3.3 cm, l0 = 2.54 cm. Courtesy
of L. Eidam [59, 127]
the solution of Eq. 5.26 can be constructed from the fundamental system of ordinary
Bessel functions, which reads for the quasi-TEM mode as
Ez(%, z) =

0 r < a
A

J0(k%%)− J0(k%a)N0(k%a)N0(k%%)

e−ikzz a ≤ r < r1
B1J0(k
F
%
%) + B2N0(k
F
%
%)

e−ikzz r1 ≤ r < r2
C

J0(k%%)− J0(k% r3)N0(k% r3)N0(k%%)

e−ikzz r2 ≤ r ≤ r3.
(5.27)
Again, as in Eq. 3.6, the dispersion relation k2
%
+ k2z =ω
2µ" holds and k% and µ" are dif-
ferent in each subdomain, but kz must be the same everywhere. Thus, k% =
q
ω2µ" − k2z
can be replaced in the argument of the Bessel functions and we are left with 5 un-
knowns, i.e. A,B1,B2,C , kz . The matching of the tangential electric and magnetic field,
Ez|ri+ = Ez|ri− (5.28a)
Hϕ|ri+ = Hϕ|ri−, (5.28b)
where the magnetic field is connected to the radial derivative of the electric field by4
Hϕ(%, z) = −
iω"
k2
%
∂%Ez(%, z), (5.29)
provides 4 conditions. Finally, we are allowed to choose an arbitrary value for the
mode amplitude which we take to be A (eigenfunction scaling). Note that B1,B2, and C
4 This can be obtained by rearranging Maxwell’s equations component by component.
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scale linearly with A, but kz is amplitude independent in linear material. When all the
matching conditions are assembled together, a nonlinear equation for kz remains. This
equation can be assembled symbolically and solved numerically using Mathematica.
Finally the transmission factor in an infinitely long 2D structure can be obtained from
kz by Eq. 5.11. The impedances resulting from this transmission will be discussed in the
next section.
This way of calculating the quasi-TEM eigenmode will be used to show that
the improved-log-formula recovers the beam impedance resulting from the surface
impedance (cf. Eq. 3.17)
Zs(ω) = − Ez(b)Hϕ(b) (5.30)
accurately, for frequencies below cutoff and in the limit of vanishing wire radius. The
radius b, on which the surface impedance is evaluated, should be chosen such that the
characteristic impedance is given by Eq. 5.3. For the longitudinal electric field between
the wire and the surface impedance the ansatz (cf. 5.27)
Ez(r) = A

J0(k%%)− J0(k%a)N0(k%a)N0(k%%)

(5.31)
with the amplitude A holds. Calculating the magnetic field by Eq. 5.29 implies the
eigenvalue equation for the surface impedance
Zs(ω) =
k%
iω"
J0(k% b)− J0(k%a)N0(k%a)N0(k% b)
J′0(k% b)− J0(k%a)N0(k%a)N′0(k% b)
. (5.32)
This equation cannot be solved analytically, but an asymptotic expansion for small ξ =
k%a with χ = b/a yields
Zs(ω) =
k%
iω"0
 
χξ ln(χ) +O (|ξ|3)= k%
iω"
 
k% b ln(b/a) +O (|k%a|3)

. (5.33)
The improved-log-formula as given by Eq. 5.10 can be rewritten using the dispersion
relation as
Z coax‖ = −iZc l
k2
%
ω/c
. (5.34)
Inserting Eqs. 5.3 and 5.33 into the latter implies for the impedance measured by the
improved-log-formula
Z coax‖ =
l
2pib

Zs +
k%
iω"
O (|k%a|3)

. (5.35)
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Thus, the imroved-log-formula impedance converges to the beam impedance of an
ultrarelativistic beam (cf. Eq. 3.59) below the cutoff frequency in the limit a → 0.
Nonetheless, the convergence is rather slow, since k% increases for smaller wire radius
(k% is always bounded), see Fig. 5.8 (right). In the same way, the log-formula can be
proven by inserting its justification k2
%
= (ω/c)2 − k2z ≈ 2ω/c(ω/c − kz) into Eq. 5.33.
5.4 Analytical and Numerical Benchmarking of the Wire Measurement
The different formulas for the conversion of S-parameters to longitudinal impedance
can be benchmarked by analytical (2D) and numerical (3D) analysis of the measure-
ment setup for the ferrite ring depicted in Fig. 5.7. The 2D setup is an idealized
purely distributed impedance, whereas the realistic 3D setup contains a combination
of lumped and distributed impedances. Here, only the real parts of the discussed
impedances are shown. A full discussion including the plots for the imaginary parts,
can be found in [59]. In Fig. 5.8, the infinitely long (2D) setup is investigated by com-
parison of analytically calculated beam impedance compared to impedance from the
different conversion formulas for semi-analytically calculated S-parameters (from the
eigenvalue problem). Due to the entirely distributed impedance of the 2D setup, only
the improved-log-formula gives appropriate results. On the right hand side, it is shown
that the improved-log-formula impedance converges to the beam impedance, but the
convergence is rather slow. Even for an extremely small wire radius, a visible error
remains. In practice, for a wire radius of a0 = 0.225 mm, this error is in the range of
15%.
The same analysis can be performed in 3D with numerically obtained impedances and
S-parameters. A handy tool to calculate S-parameters is CST Microwave Studio® [40]
(MWS). Figure 5.9 shows the comparison for the different formulas with S-parameters
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Figure 5.8.: Real impedance from analytically calculated S-parameters with different for-
mulas vs. analytically calculated beam impedance for the 2D model (left)
and convergence of the improved-log-formula impedance for decreasing wire
radius a, where a0 = 0.225mm (right).
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Figure 5.9.: 3D S-parameter simulation with MWS and different conversion formulas vs.
impedance from wakefield simulation by PS. The two plots show the real
part of the impedance for original and corrected S21-parameters. Note the
different vertical axis scalings, the black line (PS) is the same in both plots.
from MWS and beam impedance from PS. The left plot shows the impedance curves
from the original S21-parameter, where the improved-log-formula shows a strong un-
physical peak, which can be accounted to the reflection at the DUT. However, the
lumped and log-formulas give decent results, as one would expect for this rather short
DUT. The right plot shows the impedances from the reflection corrected SC21-parameter,
which was obtained by solving the Wang-Zhang-formula, Eq. 5.13. Here one can see
that the impedance from the improved-log-formula is accurate, whereas the others are
unphysically shifted.
5.5 Practical Measurement Evaluation
The ferrite ring depicted in Fig. 5.7 was also measured in the laboratory. The mea-
surement was performed in the two measurement boxes as depicted in Fig. 5.3 and
Fig. 5.4, where the S-parameters were recorded by a Rohde&Schwarz ZNB4 [141] VNA
(9 kHz-4.5 GHz). The DUT measurement was performed between two averaged REF
measurements, in order to obtain the REF signal at the time of the DUT measurement
and thus reduce the temperature drift.
The imperfect matching leads to multiple reflections, where the dominating ones are
depicted in Fig. 5.10. Therefore, the measured S-parameters show a ripple. For the
REF measurement, the maxima of the ripple corresponds to constructive interference.
Subsequently, the values of the maxima are roughly the same as they would be in the
absence of reflections, and one can coarsely approximate SREF21 by linear interpolation
between these maxima.
For the DUT measurement, the dominating parasitic reflections are between the DUT
and the matching section. Thus the interferences depend on the distance between the
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(a) Dominating parasitic re-
flection for the REF.
(b) Dominating parasitic re-
flections for the DUT.
-18
-17.5
-17
-16.5
-16
-15.5
-15
-14.5
-14
 0  200  400  600  800  1000
| S 2
1R
E F
|  [ d
B ]
f [MHz]
measurement
approximation
(c) Magnitude of the REF signal and
constructive interference approximation.
-3
-2.5
-2
-1.5
-1
-0.5
 0
 0  200  400  600  800  1000
| S 2
1D
U T
/ S
2 1R
E F
|  [ d
B ]
f [MHz]
distance: 10 cm
distance: 15 cm
distance: 20 cm
distance: 25 cm
distance: 30 cm
distance: 35 cm
(d) De-embedded S21 for different longitudi-
nal positions of the DUT.
Figure 5.10.: Dominating parasitic reflections (top) and measured S21-parameters for the
ferrite ring in the large measurement setup in Fig. 5.3. The notch at ≈
700MHz corresponds to the first HOM cutoff. Courtesy of L. Eidam [59].
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Figure 5.11.: Wire measurements with log-formula vs. analytical (2D) at LF (left) and vs.
PS-simulation (3D) at HF (right), performed in the small and large setups
(Figs. 5.3 and 5.4), respectively. Additionally, the blue line shows the result
in the large setup with RF-attenuation foam to damp mismatch reflections.
The dashed lines are error bars. Courtesy of L. Eidam [59].
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DUT and the matching sections. They can be significantly diminished by averaging the
measurements over many longitudinal positions.
The measurement results are depicted in Fig. 5.11, where at LF (left) the analytic
(2D) field-matching result and at HF (right) a PS computation were employed as ref-
erence results. At LF the agreement is reasonably good, whereas at HF discrepancies
occur. These discrepancies can be accounted to multiple reflections and higher order
mode propagation in the large setup. As visible in the plot by comparison of the blue
and green lines, one resoncance could be damped by using RF-attenuation foam at the
end plates of the box. As expected, the agreement is better for the small setup (red line).
Apart from the measurement errors, the remaining discrepancy can also be accounted
to the error in the material data for the PS simulation and their fitting to an impulse
response model.
5.6 Transverse Impedance
Since the transverse impedance can be measured in a similar manner as the longitu-
dinal one, only the different aspects are reported. There are two principal methods
to measure the transverse impedance: the displaced wire method and the twin wire
method. In order to enhance the extremely small signals in the twin wire method at
low frequencies, it can be extended to the coil method, which requires a quasi-stationary
interpretation.
5.6.1 Displaced Wire Method
The displaced wire technique is based on measuring the dipolar longitudinal impedance
and using the Panofsky-Wenzel theorem (more precisely the FT of Eq. A.4) to obtain the
transverse impedance. In a structure with x and y symmetry, the dipolar longitudi-
nal impedance has a quadratic dependence on the transverse offset from the center
(see e.g. [81]). It can be measured in the same way as the monopolar longitudinal
impedance, but with a displaced wire. Subsequently, a parabola can be fitted on the
measured results for each frequency point at different transverse positions [142]. How-
ever, since a displaced wire measures both the driving and detuning impedance, the
driving impedance in one plane can only be obtained if the detuning impedance van-
ishes, i.e. in a structure that is invariant under 90◦ rotation [36]. For rectangular
structures, the detuning impedance can be canceled by measuring the impedance in
both horizontal and vertical planes and adding the two, but this yields only the sum
of both driving impedances. Therefore, the displaced wire technique is inferior to the
twin wire technique for measuring the dipolar transverse driving impedance in general
non-symmetric structures and we will only discuss the twin wire technique in detail.
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5.6.2 Twin Wire Method
The setup is the same as for the longitudinal impedance, but with two symmetrically
driven wires on the differential TEM mode. The characteristic impedance (REF) for
the differential TEM mode, i.e. the voltage between the two conductors divided by the
current in one conductor, is given by (cf. [143])
Zdipc =
Z0
pi
ln

d +
p
d2 − a2
a
· b2 − d
p
d2 − a2
b2 + d
p
d2 − a2

(5.36)
where a is the wire radius, b is outer shield radius and 2d = ∆ is the wire distance.
With respect to this characteristic impedance, symmetric S-parameters can be defined.
The symmetric S21-parameter can be measured best with a 4-port VNA, which internally
converts the 4× 4 S-matrix to a 2× 2 matrix for the symmetric signals. There are also
approaches to use splitters and combiners with a 2-port VNA, but the limited bandwidth
of those components makes the calibration (after the hybrids) an involved endeavor. For
a 4-port VNA the calibration plane can just be chosen before the matching section (as
for the single wire measurement) and the 18 calibration steps (open, short, match,
through) can be significantly eased by using an auto-cal kit.
The twin wire approximation provides for the ultrarelativistic dipolar transverse
impedance (cf. Eq. 2.68 and Eq. 4.24)
Z⊥(ω)≈ c
ω∆2
δZ‖(ω) =
c
ω∆2
· 2Zdipc
SREF21,dip − SDUT21,dip
SDUT21,dip
, (5.37)
where δZ‖ is the impedance obtained by the conversion formula Eq. 5.16 for the differ-
ential mode S21 parameter and characteristic impedance Z
dip
c .
As visible in Fig. 5.12, the S21-parameters show much smaller magnitude and phase
deviations (to REF) for the dipole mode than for the monopole mode. Therefore, the
major difficulty in the dipolar measurement is the poor Signal-to-Noise Ratio (SNR),
especially at low frequency (note the extremely small values of Sdip21 < 10
−6 dB at 1 MHz).
However, this small signal allows all conversion formulas to be linearized, i.e. they agree
with Eq. 5.16. Thus, one does not have to distinguish between lumped and distributed
impedance in the twin wire measurement.
A comparison of the transverse impedance from wake field and S-parameter simu-
lation for the ferrite ring is shown in Fig. 5.13. The agreement between the two is
reasonably good, except at low frequency, where the computational accuracy is insuffi-
cient. The same is visible also for the lab measurement, as plotted in Fig. 5.14. Since
the DUT alters the EM-fields only slightly in the twin wire measurement, the domi-
nating parasitic reflections are the same for DUT and REF measurements. Thus, they
are almost entirely removed by the de-embedding. However, since the difference be-
tween DUT and REF measurement is so small, temperature drifts and noise are the
main issues. The temperature drift can be reduced by taking metal film resistors in-
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stead of carbon resistors for the matching network, which have a higher inductance but
a smaller temperature coefficient. The thereby enlarged mismatch is less critical than
the temperature drift for the twin wire measurement. The noise can be reduced by
averaging many subsequent DUT and REF measurements.
As visible in Fig. 5.14, the result for the ferrite ring in both the large and the small
measurement setup is reasonably good at medium and high frequency. However, at LF
the method becomes impracticable. This can be improved by employing the coil method
instead of the twin wire method.
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Figure 5.12.: S-parameters for the monopole and dipole TEM mode (simulation). At LF
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simulation (MWS) compared to wake field simulation (PS). Courtesy of L.
Eidam [59].
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Figure 5.14.: Transverse impedance of the ferrite ring: Measurement vs. wakefield simu-
lation. The dashed lines denote error bars. Courtesy of L. Eidam [59].
5.6.3 Coil Method
In order to enhance the extremely small signals in the twin wire method at low frequen-
cies, the two wires can be replaced by a multi-turn coil. Both the magnetic flux and the
LCR-meter
Figure 5.15.: Coil measurement setup (left) and different coils (right). Courtesy of L.
Eidam [59].
induced voltage are magnified by the number of turns N and thus Eq. 5.37 has to be
replaced by
Z coil⊥ ≈ cω∆2N 2 δZ (5.38)
for the determination of the dipolar transverse impedance. The coil impedance differ-
ence δZ = ZDUT−ZREF can be determined by a LCR-meter5, where the REF measurement
is performed just by measuring the coil outside the DUT in free space. The setup and
two measurement coils can be seen in Fig. 5.15. The coil method has an upper fre-
quency limit, at which the inter-turn capacitance causes a resonance. The resonance
frequency is usually in the range of 1 MHz. It can be increased by taking fewer turns
5 We used the Agilent E4980A [144], 20 Hz-2 MHz.
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and increasing the turn distance. At extremely low frequency, the accuracy is limited
by the instrument noise and the temperature drift of the coil resistance. Thus, it makes
sense to use different coils, a temperature stable one (e.g. constantan wire) with many
turns for low frequency and one with few turns and high conductivity (copper wire) for
higher frequencies.
Since ferrites usually have very small impedance contributions at such low frequen-
cies, the coil method is benchmarked using a steel beam pipe6 of 2 mm wall thickness
and 3.3 cm radius. The real part of the transverse impedance of the pipe, measured
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Figure 5.16.: Coil measurement of real transverse impedance of a tubular beam pipe vs.
analytical calculation by Rewall. The dashed lines are error bars, obtained
from measurement standard deviations and systematic errors, as e.g. the
wire distance uncertainty.
with the coils depicted in Fig. 5.15 is plotted in Fig. 5.16. Besides the noise at extremely
low frequency, the measured real part of the impedance agrees well with the analytic
prediction by Rewall [50].
Since the phase of the coil current does not depend on the longitudinal position, the
coil method corresponds to entirely 2D source fields, i.e. ∂z = 0 holds for the source
fields. Thus, it does not correspond to an ultrarelativistic beam, but rather to the radial
model, cf. Sect. 3.3.2. The agreement of the real part of the transverse beam impedance
with the one obtained by the radial model at low frequencies is discussed in [52] and is
hereby also confirmed by measurement.
However, the imaginary part of the measurement includes also the ’image induc-
tance’, i.e. the magnetic part of the transverse space charge impedance. For a circular
6 The beam pipe dominates the transverse impedance of a synchrotron at such low frequencies.
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(a) Imaginary part of the measurement vs.
Rewall analytical result plus image in-
ductance −i5.5 · 104Ω/m from Eq. 5.39.
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Figure 5.17.: Coil measurement of the imaginary part of the transverse resistive wall
impedance of the tubular beam pipe. Again, dashed lines are error bars.
Due to the high bias of the image inductance, the imaginary resistive wall
impedance measurement result becomes very inaccurate.
pipe, it can be obtained separately [80], or from the space charge impedance (Eq. 3.49)
by applying the radial model limit β →∞ (cf. Eq 3.36) as7
Z image⊥ =
−iZ0 l
2pib2
= lim
β→∞
1
β
Z indirect⊥,spch . (5.39)
Note that the direct magnetic space charge impedance occurs in both DUT and REF
measurements and is thus not present in the difference.
The measurement result of the imaginary part of the impedance is shown in Fig. 5.17.
Since the image inductance is much higher than the imaginary part of the resistive
wall impedance, small relative measurement errors lead to large relative errors for the
imaginary restive wall impedance.
Thus, it can be concluded, that the coil method is effective only for the determination
of the real part of the transverse restive wall impedance, as it is the case for simulations
with the radial model.
7 The factor 1/β occurs here, since (~E + ~v × ~B) is in the definition of the impedance and thus
dividing by β before taking the limit yields the magnetic part only.
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6 Applications
6.1 Selected Impedance Induced Beam Effects
The imaginary part of the longitudinal and transverse beam coupling impedance causes
real valued coherent tune shifts which are in good approximation proportional to the
beam intensity. Thus, the imaginary (effective) impedance can be measured by so-called
tune slopes, i.e. ∆Q/N∝ Im {Z} with a known constant, calculated from the beam pa-
rameters, see e.g. [145]. The real part of the impedance, which corresponds to resistive
loss, causes an imaginary coherent tune shift, which corresponds to a normalized beam
instability rise time. In the following we will briefly discuss the quantification of the
beam induced heat load and selected beam instabilities.
6.1.1 Beam Induced Heat Load
Beam induced heat load can become problematic in high intensity particle accelerators.
Strongly lossy components can heat up to their melting point or to temperatures that
severely interfere with the component’s function (e.g. Curie-temperature). Also weakly
lossy components are problematic in cryogenic sections, since the cryostat has to be
designed to maintain the low temperature, which leads to costly power consumption of
the cryo-plant.
Beam induced heat load increases strongly for decreasing bunch length. For coasting
beams, there is no coherent heat load at all. The only power loss is due to the incoher-
ent Schottky spectrum, i.e. the spectrum of the deviation of the real beam with large
but finite number of particles from the idealized beam distribution function. However,
this incoherent power loss scales only linearly with the number of particles N , whereas
the coherent loss scales with N 2. Thus, the incoherent power loss is expected to be sig-
nificantly smaller than the coherent one, but due to the extremely short length scale of
the individual particles, it probes the longitudinal impedance at very high frequencies.
In the following we will look only at coherent loss. Starting from a single bunch and
a single shot (as e.g. in a linac), the loss concept will be applied to multi-bunch systems
in circular accelerators.
Coherent Losses of a Single Bunch and a Single Shot
The total heat load in an accelerator structure due to the passing of a particle bunch
can be equated to the energy loss ∆E. Thus, the heat power is P = ∆E f0, where f0 is
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the repetition frequency. The loss factor κ‖ is defined by ∆E =: κ‖q2. It can be obtained
from the wake potential as
κ‖ =
∫ L/2
−L/2
Wpot(s)λ(s)ds,
∫ L/2
−L/2
λ(s)ds = Nb, (6.1)
where λ(s) is the line density normalized to the total number of particles in the bunch Nb
(see e.g. [89, 37]). Equation 6.1 presents the integrated product of the instantaneous
voltage and current. Inserting the wake potential as the convolution of wake function
and beam distribution we obtain
κ‖ =
∫ L/2
−L/2
∫ ∞
−∞
W‖(s′)λ(s− s′)λ(s)dsds′ = L
∫ ∞
−∞
W‖(s′)ACF(−s′)ds′, (6.2)
where the auto-correlation function is defined as
ACF(s′) = 1
L
∫ L/2
−L/2
λ(s+ s′)λ(s)ds. (6.3)
Here, the correlation length L was assumed to be much larger than the support of λ
(bunch length). By means of the Wiener-Khinchine theorem, the FT of the ACF is the
power spectral density
PSD(ω) =
∫ ∞
−∞
ACF(s)e−iωs/v ds
v
=
v
L
|λ(ω)|2. (6.4)
The PSD is real valued, thus the time reversal in Eq. 6.2 has no effect. Transforming
Eq. 6.2 to the FD by means of Plancherel’s theorem, one obtains
κ‖ =
v L
2pi
∫ ∞
−∞
Z‖(ω)PSD(ω)dω=
v 2
pi
∫ ∞
0
Re {Z‖(ω)}|λ(ω)|2dω, (6.5)
where the contribution of the imaginary impedance vanishes since it is an odd function
and the PSD is even.
We consider the simplified example of a Gaussian bunch1
λ(s) =
Nbp
2piσs
e−
1
2

s
σs
2
, |λ(ω)|2 = N
2
b
v 2
e−(
σsω
v )
2
. (6.6)
1 In practice, bunches in synchrotrons are rather parabolic, due to the RF-potential well. However,
since the exact distribution is crucial for heat load estimations, the use of measured PSD can be
preferable [146].
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The loss factor for a simplified cylindrical thick wall resistive impedance Re {Z‖(ω)} =
ROhm
p
ω/ωskin becomes (see also [42], p. 20)
κ‖ =
1
pi
N 2b
∫ ∞
0
ROhm
√√ ω
ωskin
e−(
σsω
v )
2
dω=
1
2pi
N 2b
ROhmp
ωskin

v
σs
3/2
Γ (3/4), (6.7)
where Γ is the Euler Gamma-function and Γ (3/4) ≈ 1.225. Note the dependence on σs,
which leads to a strong increase of the power loss for smaller bunch length.
Coherent Losses of Many Bunches Revolving in a Ring
Due to the periodic passage of the beam in a ring accelerator, the spectrum must be
discrete, i.e. it probes the impedance only at integer revolution harmonics. Thus, Eq. 6.5
must be replaced by
κ‖ =
v 2
pi
∞∑
k=1
Re {Z‖(kω0)}|λ(kω0)|2ω0. (6.8)
We will now look at many bunches in the ring. For M equi-spaced buckets, filled with
M − ξ bunches of equal intensity Nb (ξ empty buckets), the line density in TD reads
λM (t) =
M−1−ξ∑
m=0
λB

t − m
M
T0

, (6.9)
where λB is the distribution of one bunch with support supp(λB) ⊂]0,C/M[ and revolu-
tion period T0 = 2pi/ω0. Thus, the scaled PSD becomes
|λM (ω)|2 = |λB(ω)|2
M−1−ξ∑
m=0
e−iωT0 mM

2
. (6.10)
The sum of exponentials can be simplified by means of the finite geometric series as
M−1−ξ∑
m=0
e−iωT0 mM =
sin
 
ωT0
2M (M − ξ)

sin
 
ωT0
2M
 e−iωT0 M−ξ−12M . (6.11)
In the special case where ξ = 0, i.e. all buckets filled with M equi-spaced and equi-
populated bunches the PSD becomes
|λM (ω)|2 = |λB(ω)|2
 sin
 
ωT0
2

sin
 
ωT0
2M
 
2
. (6.12)
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Evaluated at the revolution harmonics k ∈ N, this is
|λM (kω0)|2 = |λB(kω0)|2
 sin (kpi)sin   kpiM 

2
= |λB(kω0)|2M2
∞∑
ν=−∞
δk,νM , (6.13)
i.e. only every M -th revolution harmonic is present in the spectrum. Thus, the loss
factor can be written as
κ‖ =
v 2
pi
ω0M
2
∞∑
k=1
Re {Z‖(kMω0)}|λB(kMω0)|2. (6.14)
Some comments about this result are in order. For a narrow banded impedance in the
range of an M -th revolution harmonic, the power load of many bunches will add up
coherently, i.e.
κNB‖ =
v 2
pi
ω0M
2Re {Z‖(kresMω0)}|λB(kresMω0)|2, (6.15)
where a sharp resonance at the frequency ωres = kresMω0 was assumed such that all
other impedance contributions can be neglected. However, if the impedance is broad-
band, one can see in Eq. 6.14 that only every M -th revolution band is sampled. Thus
for a roughly constant broadband impedance, there is only a linear dependence on M ,
i.e. the losses of multiple bunches add up incoherently. Assuming realistically that even
M ·ω0 is much smaller than the frequency associated with the bunch length, it is jus-
tified to approximate a broadband impedance to be constant within an Mω0-interval.
Under this assumption, Eqs. 6.14, Eq. 6.8, and Eq. 6.5 evaluate almost identically, pro-
vided the single bunch cases are multiplied by the number of bunches M . Therefore,
in practice, the integral formula for the single bunch single shot loss is frequently used
also for losses on broadband impedances in circular accelerators with many bunches.
6.1.2 Coasting Beam and Coupled Bunch Transverse Instabilities
Complicated transverse beam instabilities, such as the ‘head-tail’ instability [147] or the
Transverse Mode Coupling Instability (TMCI) [148], take place in a broad range of the
beam spectrum, i.e. on many betatron sidebands. Therefore, one defines a so-called
effective impedance, i.e. an impedance weighted with the beam (mode-) spectrum,
integrated over the whole frequency axis.
For simplicity, we restrict ourselves here to transverse instabilities that happen at a
single frequency in the spectrum, such as the resistive coasting beam instability, which
is illustrated in Fig. 6.1. We assume a coherent motion which needs to be C periodic in
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Figure 6.1.: A coherent coasting beam mode. Courtesy of V. Kornilov [15].
z, i.e. kz = 2pin/C , as
y = y0Re

ei(kzz−Ωt)
	
= y0Re

ei(nω0−Ω)t
	
, (6.16)
where Ω is the complex frequency of the mode and Im {Ω} > 0 corresponds to an expo-
nential growth, i.e. a beam instability. The coherent dipolar beam current is
I cohdip = y
Nq
C
v (6.17)
and the dipolar transverse impedance creates the coherent integrated force on a single
test charge q ∮
F(ωw)dz = iZ
dip
⊥ (ωw)I
coh
dip q = iZ
dip
⊥ (ωw)
Nq2v
C
y (6.18)
in each turn, where the ωw is the yet unknown frequency of the mode.
Neglecting the average detuning impedance, the equation of coherent transverse mo-
tion (Eq. 2.34) can be written as
∂ 2t y +ω
2
β
y =
1
mγ
iZ⊥
Nq2v
C2
y . (6.19)
This equation can be transformed using the FT correspondence ∂ 2t → −(nω0 − Ω)2,
obtained from Eq. 6.16, as
ω2
β
− (nω0 −Ω)2 = iZ⊥ Nq
2v
C2mγ
, (6.20)
which can be solved for Ω as
Ω= nω0 ±
√√
ω2
β
− iZ⊥ Nq
2v
C2mγ
≈ nω0 ±

ωβ − 12ωβ iZ⊥
Nq2v
C2mγ

. (6.21)
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Note that Eq. 6.20 is actually an eigenvalue equation for the mode frequency. However,
when the impedance is treated as a perturbation, it can be readily solved as in Eq. 6.21.
The two solutions correspond to two different kinds of plasma waves along the ring.
The ‘fast wave’ (‘+’ solution) probes the impedance at (n +Q)ω0, i.e. the right hand
side betatron sideband. The positive real part of the resistive impedance leads to a
negative Im {Ω}, which is a damping. For the ‘slow wave’ (‘-’ solution), which probes
the impedance at (n−Q)ω0, it is oppositely, and the growth rate for each mode n is
1
τn
= Im {Ωn}= Nq
2
4piCQ ymγ
Re {Zdip⊥ [(n−Q y)ω0]}. (6.22)
When there is no damping, all modes n rise simultaneously. However, in many syn-
chrotrons, due to the beam pipe, Re {Zdip⊥ } is highest for the lowest frequency. Thus, the
(1−Q f )ω0- mode, where Q f is the fractional part of the tune, rises dominantly.
Similarly as for the coasting beam, also the lowest frequency coupled bunch mode
(i.e. each bunch treated as a rigid body) happens to be at (1−Q f )ω0. Therefore, the
low frequency transverse impedance is a major concern in the construction of large syn-
chrotrons. However, particularly at LF, impedance induced instabilities can be damped
by feedback systems. The amount of impedance that can be damped, depends on the
feedback gain. However, at high gain also the amplified pickup noise becomes signifi-
cant, which can lead to beam heating and emittance growth.
6.1.3 Longitudinal Instabilities in Coasting Beams and Long Bunches
As an example for longitudinal instabilities, we will mention only the so-called ’negative-
mass-’ or ’microwave-instability’ for coasting beams or long uncoupled bunches. Ex-
changing the RF-potential with a beam created potential, one obtains an eigenvalue
equation similarly to Eq. 6.20, namely (see [31], Eq. 19.59 or [42], Eq. 5.16)
(Ω− nω0)2 = −inZ‖(nω0)Nq
2ω0
C2m∗ , (6.23)
where m∗ = mγ/η is the effective mass which changes sign at transition energy. In the
presence of a real part of the impedance, we always find an unstable solution called
‘microwave-instability’, since the square root of something imaginary has to be taken.
However, if the impedance is purely imaginary (Z‖ = iZ i‖), we find a real solution if η
and Z i‖ have the same signs. The instability for opposite signs lead to the name ’negative-
mass-instability’. Thus, we can conclude, that for space charge dominated synchrotrons
(i.e. Z i‖ 0) the negative mass instability does not occur below transition energy.
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6.1.4 Landau Damping and Nonlinear Contributions
After reading the two previous sections one would assume that any resistive energy
loss causes a destructive beam instability. In reality, a certain amount of resistivity is
tolerable due to Landau damping of collective phenomena. Landau damping is based on
a dispersion relation for the particle distribution, which leads to interaction of coherent
and incoherent phenomena. The crucial parameter is the momentum spread, which
influences the longitudinal stability directly and the transverse stability by virtue of a
tune spread obtained from the chromaticity, i.e.
∆Q
Q0
= ξ
∆p
p0
. (6.24)
The tolerable amount of impedance (‘impedance budget’) is usually quantified in sta-
bility diagrams (see e.g. [42], p. 168), visualizing contours of constant growth rate in
the complex impedance plane. In the presence of Landau damping, the stability di-
agrams feature an area of zero growth rate, i.e. a domain of the impedance in the
complex plane, on which the beam is stable. This area depends, among other param-
eters, on the beam intensity N and on the momentum spread. It can be estimated by
stability criteria, such as the Keil-Schnell criterion [149] for the longitudinal negative
mass or microwave instability in long bunches or coasting beams (see also e.g. [31],
Eq. 19.98 or [42], Eq. 5.23)
|Z‖(nω0)|
n
< F
mγv |η|C
q2N

∆p
p0
2
FWHM
, (6.25)
where the beam distribution dependent form factor F is of the order of 1. In the trans-
verse plane, a similar stability criterion was derived for the coasting beam instability by
Zotter [150] (see also [42], Eq. 13.86),
|Zdip⊥ ((n−Q)ω0)|® F 8pi
2
p
3
mγQc
q2N
|Sn|

∆p
p0

HWHM
, (6.26)
where Sn = ξ + (n − Q)η is the effective chromaticity for the mode n. Furthermore,
the transverse Landau damping can be enhanced by a betatron amplitude dependent
tune spread, which is created by higher order multipole magnets (in practice mostly
octupoles). Space charge and beam-beam effects play an important role in the anal-
ysis of Landau damping, since they can introduce significant tune spreads. However,
space charge tune spreads do not introduce Landau damping themselves, since the in-
coherent space charge field moves as a whole in the presence of coherent oscillations.
Nonetheless, space charge can both enhance or deteriorate the Landau damping due to
other nonlinearities, as discussed in detail for the coasting beam in [151, 152] and for
head-tail modes in bunched beams in [153, 154, 155].
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6.2 Selected Impedance Results for the FAIR SIS-100
The kicker magnets in the future SIS-100 synchrotron are the dominant sources of trans-
verse impedance at the frequency associated with the bunch length. Also, they have a
large longitudinal impedance contribution at this frequency, which makes them suscep-
tible to beam induced heat load. There are different kinds of kicker magnets outlined
for the SIS-100, see [156] and an excerpt of the relevant data in App. F. The largest
transverse impedance effects are supposed to originate from the bipolar extraction/e-
mergency kicker magnets, where eight modules will be installed in the SIS-100. Another
concern is the heat load in the SIS-100-to-SIS-300 transfer kicker magnets, which are
outlined for the last stage of FAIR. Due to limited space in the ring, it was outlined to
place one of the six modules in a cryogenic section, which requires to reduce the heat
load as much as possible. Apart from the kicker magnets, we will also estimate the heat
load for the cryogenic beam pipe.
6.2.1 Beam Induced Heat Load
The beam induced heat loads in the cryogenic pipe and transfer kicker magnets for the
SIS-100 are evaluated for the high intensity single-bunch proton scenario (see Tab. F.1).
Apart from the highest intensity, this scenario presents the shortest bunch length and
thus the highest heat load.
The power loss per length in an idealized SIS100 pipe with radius 4 cm and conduc-
tivity κ= 2 MS/m is evaluated by Eq. 6.5 to
P
l
=
κ‖q2
T0 l
= 0.89W/m, (6.27)
i.e. a total loss of ≈ 500 W in the cryogenic sections, which is acceptable for the cooling
system.
The beam induced heat load in a kicker module depends crucially on the ferrite yoke
gap. If there is no gap, the magnetic circuit is closed and the longitudinal impedance
is much larger. In the presence of a gap, the longitudinal impedance can be further
decreased by increasing the path length for the magnetic field lines outside the ferrite.
However, achieving this by increasing the gap thickness can be disadvantageous for the
kick field quality. For this reason, it is outlined to fill the gap highly conductive material,
i.e. copper. Such a copper sheet influences the kick-field only weakly, since the dipolar
field has a symmetry plane at the position of the gap. Figure 6.3 shows the longitudinal
impedance of a transfer kicker module (see tab. F.2) from 2D FIT and FEM simulations,
as a comparison between a vacuum and a copper filled gap. The difference between
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Figure 6.2.: FIT and FEM mesh for the extraction/emergency kicker (vertical kick). The
2.8 mm wide yoke gaps (green) are either open (vacuum) or filled with a
copper sheet.
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Figure 6.3.: Longitudinal impedance of the transfer kicker magnet w/o copper filling of
the yoke gap (β = 1).
the two is significantly, i.e. two orders of magnitude. The resulting heat power for the
proton scenario is evaluated by Eq. 6.8 as
P ≈
¨
7327 W for vacuum gap (red line)
48 W for copper filled gap (blue line).
(6.28)
Note that these value holds for CW operation, in practice they have to be scaled with
the duty factor which is in the range of 0.5 at most. Since between the ferrite yoke
and its mounting structure is always a small vacuum gap, the heat conduction is poor.
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Thus, the cooling of the yoke happens almost solely by heat radiation. The tempera-
ture (at thermal equilibrium) can be calculated by invoking the Stefan-Boltzmann law,
see [157], where it is discussed that the 48 W are tolerable.
6.2.2 Transverse Impedance of an Emergency/Extraction Kicker Module
The transverse impedance of a ferrite kicker module does not only originate from the
lossy ferrite yoke, but also from the coupling to the supply network of the kicker. The
supply network is in principle a TEM cable, that is supposed to store a rectangular
current pulse and transport it through the kicker magnet in a low-dispersion manner.
Since realizing this with a cable requires a rather long, bulky, and expensive cable, a
lumped element replacement circuit for the cable is preferred in many cases. This so-
called Pulse Forming Network (PFN) introduces a low-pass behavior with an upper limit
frequency. The low pass behavior restricts the rise time of the kicker pulse, which is one
of the critical design parameters for the PFN, see [158] for more details.
Instead of discussing all details of the PFN, we will just regard its complex impedance,
Zg(ω), seen from the kicker magnet’s terminal. The finite-valued circuit elements in
the PFN introduce resonances in Zg, which lead to resonances in the transverse beam
impedance. A numerical calculation of the PFN impedance for the SIS-100 extraction
kicker system is shown in App. F.
Generally one can consider the connection of the Pulse Forming Network (PFN) to
the transverse beam impedance as 4-pole network, where two poles are represented by
the network and the other two poles are given by the beam as
Ubeam
U terminal

=

Z11 Z12
Z21 Z22

Ibeam
I terminal

. (6.29)
From the impedance matrix of such a four pole one finds [159]
dyZ⊥,y =
Ubeam
Ibeam
= Z11 +
Z21Z12
Zg − Z22 , with Zg =
U terminal
I terminal
. (6.30)
The first term, Z11, can be interpreted as the impedance of the kicker without the net-
work, i.e. the coil being open-circuited. It is obtained from a FIT and FEM simulation,
as depicted in Fig. 6.4.
Under the assumptions of the radial model, the second term can be interpreted as a
transformator circuit, i.e. the Nassibian-Sacherer [81] model. The coil self inductance
and the beam-coil mutual inductance can be written as
L = N 2coilµ0 l
bv
bh
and M = Ncoilµ0 l
dy
bh
, (6.31)
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Figure 6.4.: Horizontal and vertical transverse impedance due to the ferrite yoke of an
extraction/emergency kicker module w/o copper inserts in the ferrite gaps
(β = 1).
where the geometrical parameters can be taken from Tab F.3. By direct comparison, the
impedance matrix entries are found as
1
dy
Z12Z21 =
c
ωd2y
(ωM)2 and Z22 = iωL, (6.32)
where the first term in the product is the same as for the coil measurement, cf. Eq. 5.38.
Note that the coil inductance can also be easily measured, see Fig. F.4 for a measurement
of the SIS-18 kicker. The frequency at which the inductance drops down, i.e. ≈ 45 MHz,
marks the limit of the validity of the transformer model. Inserting Eq. 6.32 into Eq. 6.30
and taking the values from Tab F.3, the transverse beam impedance due to the PFN is
found from the PFN impedance as plotted in Fig. 6.5 (top). The impedance of the PFN
(Fig. F.2) is computed by circuit simulation using LT-SPICE [160] (Simulation Program
with Integrated Circuit Emphasis) and plotted in Fig. F.3.
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Figure 6.5.: Transverse impedance due to the PFN of the extraction/emergency kicker
module. The upper plot shows the original PFN. In the lower plot a non-
linear complex inductor of 10− 2.5iµH in series has been added.
A method to reduce the impedance due to the PFN is given by adding a ferrite induc-
tor in series to the kicker, i.e. Z22 = iω(L + Lind). In order to make sure that such an
inductor does not distort the shape of the kicker pulse, it can be realized by a ferrite
tube, which is immediately driven into saturation by the strong kicker pulse2. For the
much less intense dipolar beam signal the (complex) inductance is for a coaxial shape
Lind = µr l
µ0
2pi
ln
ra
ri
. (6.33)
Taking realistic values µ
r
= (1000 − i250), l = 5 cm, ri = 1 cm, and ra = 2.71 cm, we
obtain Lind = (10 − 2.5i)µH. Redoing the calculation of the beam impedance with the
new Z22 leads to a much lower transverse impedance, as plotted in Fig. 6.5 (bottom).
Additionally, due to the losses in the inductor, the PFN resonances have been broadened.
2 The use of nonlinear material allows nicely to circumvent the reciprocity theorem!
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7 Summary and Outlook
After introducing the theory of wake functions and beam coupling impedances, analyti-
cal methods and reduced numerical models have been discussed first. Quasi-stationary
modeling can be employed for the computation of beam coupling impedances only un-
der particular circumstances. The Darwin model, which neglects EM waves, is suited
for low beam velocity. Contrarily, the radial model, which neglects the beam charge,
is suited only for high beam velocity, since it actually corresponds to infinite velocity,
i.e. ∂z = 0 for the source terms. However, a general tool for impedance computation at
arbitrary beam velocity requires solving the full Maxwell equations.
Two FD solvers were developed in the course of this thesis. The first one is based
on the FIT and uses a simple, structured, staircase mesh. It has the drawback that
curved structures cannot be modeled accurately. This leads to the inability to model
a dipole moment as a cosϕ-shape for the transverse impedance and thus a twin wire
representation is chosen. However, since the direct space charge field is unknown for
a twin wire representation on a finite mesh, the imaginary part of the transverse wall
impedance can be determined by the FIT solver for β = 1 only.
This problem is overcome by the second solver developed in this thesis, which uses
the FEM on an unstructured 2D mesh. The dipole moment is represented as a cosϕ-
shaped ring and the analytically known direct transverse space charge impedance is
subtracted from the impedance result. Thus, the indirect space charge and resistive
wall impedance can be determined for arbitrary β .
The FIT solver works both in 2D and 3D. However, since the number of DoFs in 3D
is very high, the focus was put on small and handy 2D computations. In order to make
use of the 3D solver practically, parallel computing would be required.
The 2D solvers have been validated on metallic beam pipes and a tubular ferrite
structures, where analytic solutions are available. The agreement to the analytical
results was found reasonably well, although the convergence of the staircase FIT for
curved structures is slow. The SIBC, which was implemented in FEM, allows to increase
the frequency to very high values, since meshing the skin depth is avoided. However,
at extremely high conductivity and high frequency, the transverse impedance becomes
small, and even at high γ the error of the space charge impedance can prevail over the
small resistive wall impedance. This problem was found to pollute the solution of the
imaginary part of the transverse impedance of the FCC beam pipe at high frequency.
In order to get more confidence on involved impedance simulations, dedicated bench
measurements were outlined. An extensive analysis of the single and twin wire method
was performed and the impedance of particular samples was measured in a dedicated
laboratory at GSI, which was set up during the years of this thesis. For the longitudinal
impedance, one has to distinguish a-priori between lumped and distributed impedances.
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This is required since a large impedance causes an attenuation, which can be localized
or distributed. This attenuation has to be measured to conclude on the impedance,
based on the a-priori model. For the dipolar transverse impedance measurement, the
signals become small, and the conversion formulas can be linearized. Thus, one does
not have to distinguish between lumped and distributed impedances anymore. How-
ever, the signal becomes extremely small at LF, and the insufficient SNR makes the
method unusable. This can be improved by taking a multi-turn coil instead of the wires.
The signal is enhanced by the number of turns squared, and is thus measurable down to
very low frequencies. Since there is no longitudinal phase advance in the coil, the coil
method has to be interpreted in the framework of the radial model, i.e. quasi-stationary.
In the last chapter, applications were discussed. First, beam induced component heat
load and impedance induced beam instabilities were reviewed. Then, selected calcula-
tions for the kicker magnets in the future SIS-100 synchrotron for FAIR were presented.
These calculations are the basis of beam stability estimates performed in the GSI PBBP
(beam physics) group. The kicker impedance does not only consist of the dispersive fer-
rite yoke part, but also of the coupling to the kicker’s external supply network. This can
be readily imagined by a transformer picture and the reciprocity theorem (primary and
secondary coils can be exchanged). It was shown, that the transverse beam coupling
impedance due to the network can be significantly reduced by putting a nonlinear fer-
rite inductor in series to the network. The kicker pulse, however, is not affected, since
the strong pulse current drives the ferrite immediately into saturation, and therefore
the permeability (and thus the inductance) becomes small.
In the future, also the FEM solver can be extended to 3D simulations, which would
require similar computational resources as for FIT. In my opinion, it is worth invest-
ing efforts to create such a tool in a computationally effective and parallelized manner.
This would be the counterpart to 3D TD solvers, which would complete the ensem-
ble of available solvers, such that the impedance of any accelerator component can be
computed. However, in the development of such a 3D solver one would have to face
many challenges beyond high performance computing. For example, holes in the com-
putational domain (PEC wires) would put restrictions on the Helmholtz decomposition.
Furthermore, the unstructured mesh does not allow simple Floquet boundary condi-
tions, i.e. the map from the entry to the exit of the beam cannot be used. Port boundary
conditions would have to be implemented instead.
The Floquet boundary conditions in FIT, however, can also be employed to compute
the impedance of periodic structures. Examples of such are dielectric gratings, which
are used in Dielectric Laser Acceleration (DLA), see [161].
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A Multipole Expansions for the Wake
Potential and Generalizations
Throughout this chapter we will assume β = 1 and the total (source) charge is q1. Thus,
according to Theorem 2, the longitudinal wake function is a harmonic function of the
transverse coordinates of the test particle.
This dependence can be written as a multipole expansion with m-polar longitudinal
wake functions W‖,m,k in units of V/(Asmm+k) as
W‖(x , y, s) =
∞∑
m=0
ak%m

W normal‖,m,k (s) cos(mϕ) +W
skew
‖,m,k(s) sin(mϕ)

, (A.1)
with cylindrical coordinates x = % cosϕ, y = % sinϕ. Here, the source is chosen to be a
multipole of order k,
σ(%,ϕ) =
1
pia2
δ(a−%) cos(kϕ), (A.2)
where one has to take into account, that for k > 1 the moments are not independent
of the reference radius a anymore. Note that for a cylindrically symmetric structure all
wake-multipoles with m 6= k vanish, and many authors identify m with k.
The transverse wake function can be written as
−∂s ~W⊥(x , y, s) =∇⊥W‖(x , y, s)
=
∞∑
m=0
akm%m−1

(W normal‖,m,k (s) cos(mϕ) +W
skew
‖,m,k(s) sin(mϕ))~e%+
(−W normal‖,m,k (s) sin(mϕ) +W skew‖,m,k(s) cos(mϕ))~eϕ

=
∞∑
m=0
akm%m−1

W normal‖,m,k (s)

cos((m− 1)ϕ)~ex − sin((m− 1)ϕ)~ey

W skew‖,m,k(s)

sin((m− 1)ϕ)~ex + cos((m− 1)ϕ)~ey

. (A.3)
For each mode we can define with the Panofsky-Wenzel theorem,
W⊥,m,k(s) := −
∫ s
−∞
W‖,m,k(s′)ds′ (A.4)
119
in units of V/(Asmm+k−1). The lowest order multipoles acting coherently on the beam
are
W‖(s)≈W normal‖,0,0 (s) (A.5a)
W drive⊥,x (s)≈W normal⊥,1,1 (s) (A.5b)
W drive⊥,y (s)≈W skew⊥,1,1(s). (A.5c)
For the transverse coherent beam dynamics one usually takes also into account one
more term, i.e. m= 2, which is readily found from Eq. A.3,
~W⊥,2,k(s) = ak

W normal⊥,2,k (s)(x~ex − y~ey) +W skew⊥,2,k(s)(y~ex + x~ey)

. (A.6)
Finally, detuning and quadrupolar impedances can be interpreted as
W det⊥ (s)≈W normal⊥,2,0 (s) (A.7a)
W quad⊥ (s)≈W normal⊥,2,2 (s). (A.7b)
The two are quite different, as they describe the chamber asymmetry and the suscepti-
bility of the beam to quadrupolar oscillation, respectively.
A generalized definition of multipolar transverse beam coupling impedance can be
written as
Z⊥,m,k(ω) = − vωMmM˜k
∫
beam
~E · ~J∗test,mdV (A.8)
where ~E is the solution of Maxwell’s equations subject to the excitation by
~J s,k =
Mk
pia2
δ(a−%) cos(kϕ)e−iωz/v ~ez . (A.9)
The two multipole moments are generally different, i.e. Mm = q2am and M˜k = q1ak and
the test current distribution reads
~J test,m =
M˜m
pia2
δ(a−%) cos(mϕ)e−iωz/v ~ez . (A.10)
A similar expansion was also performed by Tsutsui [162], in the view of the interpreta-
tion of impedance bench measurements with displaced wires.
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B The Hilbert SpaceL 2 and
associated Sobolev Spaces
We are following several mathematics textbooks in this chapter, particularly the one
by Monk [56]. Hilbert spaces are linear spaces equipped with a scalar product, that
are complete w.r.t. the norm induced by the scalar product. We look at functions
f , g : Ω → C on an open Lipschitz domain Ω ⊂ Rn. The scalar product is defined as
( f , g) =
∫
Ω
f (x)g∗(x)dnx , (B.1)
which is linear in one and semi-linear in the other argument. The scalar product induces
the norm
|| f ||L 2(Ω) =
Æ
( f , f ) =
√√√∫
Ω
| f (x)|2dnx , (B.2)
which is sometimes also written as || f ||2 for brevity. The Hilbert space L 2(Ω) of func-
tions f : Ω→ C is defined as
L 2(Ω) = { f : || f ||2 <∞}, (B.3)
where the involved (Lebesgue-) integration theory is mostly required to show the com-
pleteness of the space.
Sobolev spaces are Hilbert spaces of (weakly) partially differentiable functions, where
the respective partial derivatives are also square integrable. All derivative operators in
the following are to be understood in the weak sense. In particular one defines for
m ∈ N
H m(Ω) = { f ∈ L 2(Ω) and ∂ q f ∈ L 2(Ω) ∀|q| ≤ m}, (B.4)
where q is a multi-index, i.e. all partial derivative combinations have to be square
integrable.
Particular Sobolev spaces are relevant for Maxwell’s equations in Ω ⊂ R3, namely
H 1(Ω) = { f ∈ L 2(Ω) and ∇ f ∈ (L 2(Ω))3} (B.5a)
H curl(Ω) = {~F ∈ (L 2(Ω))3 and ∇× ~F ∈ (L 2(Ω))3} (B.5b)
H div(Ω) = {~F ∈ (L 2(Ω))3 and ∇ · ~F ∈ L 2(Ω)} (B.5c)
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and L 2(Ω) itself, which is the space for the source charge density. These spaces are
equipped with the Sobolev norms
|| f ||H 1 =
q|| f ||22 + ||∇ f ||22 (B.6a)
||~F ||H curl =
q
||~F ||22 + ||∇× ~F ||22 (B.6b)
||~F ||H div =
q
||~F ||22 + ||∇ · ~F ||22 (B.6c)
We will furthermore define the spaces for Maxwells equations in 2D,
H curl2D (Ω) = {~F ∈ (L2(Ω))2 and Bˆ~F ∈ L 2(Ω)} (B.7a)
H div2D (Ω) = {~F ∈ (L2(Ω))2 and ∇⊥ · ~F ∈ L 2(Ω)}, (B.7b)
with the appropriate Sobolev norms.
In order to account for the boundary conditions, we need to define
H 10 (Ω) = { f ∈ H1(Ω) and f |∂Ω = 0} (B.8a)
H curl0 (Ω) = {~F ∈H curl(Ω) and ~n× ~F |∂Ω = 0}, (B.8b)
i.e. spaces of functions where the Dirichlet boundary conditions have been applied
a-priori.
Furthermore, for the treatment of SIBC a space
H curlimp (Ω) = {~F ∈H curl(Ω) and ~n× ~F ∈ L 2t (∂Ω)}. (B.9)
is required, where L 2t (Ω) is the space of the surface tangential fields, i.e.
L 2t (∂Ω) = {~F ∈ (L 2(∂Ω))3 with ~n · ~F = 0 almost everywhere on ∂Ω}. (B.10)
The norm on H curlimp (Ω) is
||~F ||2H curlimp (Ω) = ||~F ||
2
H curl(Ω) + ||~n× ~F ||2(L 2(∂Ω))3 . (B.11)
Similarly as H curl itself, this space can also be restricted to 2D.
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C Radial Model Results for the
SIS-100 Beam Pipe
As discussed in Sect. 3.3.2, the radial model is particularly suitable for low fre-
quency highly relativistic impedance computation. It was employed to calculate the
LF impedance of the SIS-100 beam pipe and bellows using EMS, see also [52, 79]. The
following summarizes the LF impedance study, which is published in [52], for the SIS-
100 beam pipe depicted in Fig. 1.2b. The pipe wall is made of a d = 0.3 mm stainless
steel sheet, with cooling capillaries attached on the outside. The pipe has an elliptic
shape, which is a trade-off for a large aperture and yet vertically small dipole magnet
gaps. In order to study a worst case model, the conductivity was assumed for room
temperature, i.e. κ = 1.4MS. Beyond the pipe wall, a poorly conducting (κ = 10−2MS)
frame, which summarized all outside equipment, has been attached. The discretization
in CST EMS is done with 2 layers of tetrahedrons in the steel sheet, which should give
accurate results up to the skin effect frequency (cf. Eq 3.21) The longitudinal and trans-
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Figure C.1.: Numerically calculated ratios between the transverse resistive impedance
(real part) of an elliptical and a circular beam pipe (b = bmin) with semi-
axis radii bv = bmin = 40 mm and bh = 2bv . G1x (u0) ≈ 0.46 and G1y(u0) ≈
0.84 are the form factors calculated numerically by Eq. 6.6 of [163] with
u0 = arccosh(bh/
q
b2h − b2v ), see also [52].
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verse impedance are obtained by Eqs. 3.38, where the power loss (Eq. 3.37) is directly
evaluated by a post-processing template in EMS.
The impedance of such an elliptical pipe can also be accessed by form factor theory,
e.g. the one by Gluckstern et al. [163]. However, form factor theory is valid only in the
thick wall regime, i.e. above the skin effect frequency. Figure C.1 shows a comparison
between the analytically calculated form factors and the numerically obtained ones for
different frequencies. The numerical form factors are the transverse impedance ratio
between a plain, thin, elliptic pipe and a round pipe with the radius being the vertical
(smaller) semi-axis radius.
(a) f = 1 kHz, f < fg,‖, Emax ,disp = 0.01 V/m
(b) f = 100 kHz, fg,‖ < f < fs, Emax ,disp = 0.1 V/m
(c) f = 3 MHz, f > fs,Emax ,disp = 1 V/m
Figure C.2.: Longitudinal electric field (left) and wall current density (right) resulting
from a monopolar excitation. The color scale is adapted for each fre-
quency [52].
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(a) f = 10 kHz, f < fg,⊥, Emax ,disp = 0.002 V/m
(b) f = 300 kHz, fg,‖ < f < fs, Emax ,disp = 0.02 V/m
(c) 3 MHz, f > fs,Emax ,disp = 0.2 V/m
Figure C.3.: Longitudinal electric field (left) and wall current density (right) resulting
from a dipolar excitation. The color scale is adapted for each frequency [52].
The longitudinal electric field and the wall current density can be seen for monopolar
and dipolar excitation in Figs. C.2 and C.3. The frequency of onset of the wall current
is given for a circular thin pipe in the radial model by [52]
fg,‖ =
1
2piµκbd ln(h2/h)
(C.1a)
fg,⊥ =
1
piµκbd
(C.1b)
for monopolar (longitudinal impedance) and dipolar (transverse) excitation, respec-
tively. Here, h2 is the radius of an outer PEC boundary condition with h2  h. The two
frequencies are quite different, since for the monopole current, the magnetic flux linked
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between the beam and wall current, is located outside the pipe (cf. Figs. 3.8, 3.9).
Contrarily, the dipole field flux is mostly inside the pipe and leaks to the outside at low
frequency only when there is a material in which it could drive a current.
The Figs. C.2 and C.3 illustrate the three different regimes:
(a) f < fg , The image current in the pipe wall is very small and "DC-like" distributed.
The electromagnetic fields can penetrate through the pipe and outside equipment
affects the impedance.
(b) fg < f < fs, The wall current is almost as large as the beam current and shields
the electromagnetic fields almost completely. The real part of the longitudinal
impedance is the Ohmic resistance of the pipe.
(c) f > fs, The wall current is on the inner surface of the pipe and shields the electro-
magnetic fields completely. The impedance can be computed using the SIBC.
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Figure C.4.: Numerically obtained horizontal impedance of the SIS100 pipe of 1m
lengthy [52]. The dashed vertical line indicates the lowest coherent beta-
tron sideband.
Finally the transverse impedance for those different setups is plotted in Fig. C.4. The
vertical black dashed line indicates the lowest left betatron sideband at (1−Q f ) f0, i.e.
the lowest frequency relevant for a transverse beam instability. As visible in the plot,
there is an influence of outside equipment only at frequencies below this line. Therefore,
it was concluded, that the impact of equipment beyond the pipe wall is of no concern
to the beam stability.
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D The Most Simplified Case for 2D
Beam Coupling Impedance
Calculation with FIT
Figure D.1.: Simplest imaginable mesh for beam coupling impedance computation with
FIT, see also [164].
Applying the MGE (4.10a)-(4.10d) to a strongly simplified mesh as shown in Fig. D.1
results in the following equations:
−iω
v
∆z_e
%
− _ez = −iω
_
b
ϕ
(D.1a)
4
_
hϕ − iω
_
dz =
_
j
s,z
(D.1b)
−iω
v
∆z˜
_
dz + 4
_
d
%
= qe =
∆z˜
v
_
j
s,z
(D.1c)
These three equations for the three unknowns _ez ,
_e
%
and
_
b
ϕ
can be solved using the
material operators 4.15,
4_ez +ω
2Mϕ
µ
Mz
"
(I− ∆z∆z˜
v 2
Mϕ
µ−1M
%
"−1)
_ez
= iωMϕ
µ
(I− ∆z∆z˜
v 2
Mϕ
µ−1M
%
"−1)
_
j
e,z
.
(D.2)
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Inserting Aϕ = ∆%∆z and A˜% = ∆ϕ˜∆z˜, the following mimetic correspondence to the
relativistic relation 1− 1/β2 = −1/(βγ)2 is found
I− ∆z∆z˜
v 2
Mϕ
µ−1M
%
"−1 = −
1
β2γ2
I, (D.3)
independent of the mesh lengths. Thus, Eq. D.2 can be solved as
_ez =
−iωµ0∆z
4β2γ2 −ω2δ2⊥/c2
_
j
e,z
. (D.4)
for equal transverse mesh lengths δ⊥ = ∆x = ∆ x˜ = ∆y = ∆ y˜. Equation D.4 is the
mimetic correspondence to the longitudinal space charge impedance. It fulfills all its
qualitative properties, i.e. ∝ β−2γ−2,∝ω, negative imaginary and a cut-off frequency.
Furthermore, the factor 4 in Eq. D.2 originates from the difference stencil of the trans-
verse Laplacian. Obviously, the geometry factor g (cf Eq. 3.44) is poorly reproduced by
staircase FIT for curved structures.
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E Scattering Parameters and Vector
Network Analysis
Voltages and currents cannot always be defined in RF-structures, since the respective
line integral is not independent of the path. Thus, complex wave amplitudes are used
instead. We restrict ourselves here to TEM modes on ports with identical characteristic
impedance Zc . For each port k = 1...N of such an RF structure, the TEM wave amplitude
is defined as
ak :=
1
2
p
Zc
(Uk + Zc Ik) (E.1a)
bk :=
1
2
p
Zc
(Uk − Zc Ik) (E.1b)
for the ingoing and outgoing waves, where Uk and Ik are the voltage and inflowing
current phasor at port k, respectively. The amplitudes are in linear units of
p
VA. The
vectors of incident and reflected waves are connected by the scattering matrix S= [Sik]
bi =
N∑
k=1
Sikak. (E.2)
Reversely, the S-parameters are obtained by
Sik =
bi
ak

am=0 ∀m 6=k
. (E.3)
In this way, S-parameters can be measured by means of a Vector Network Analyzer
(VNA). A stimulus ak is applied in port k and the outgoing waves bi in port i are mea-
sured. Such a measurement requires that all ports are matched and that the VNA is
calibrated at the plane where the S-matrix is defined.
For the measurements performed during this thesis, a Rohde & Schwarz ZNB4 (9kHz-
4.5GHz) VNA [141] was purchased at GSI. The advantage of such a 4 port VNA is
that symmetric S-parameters can be directly recorded. Also, the complex impedance
as function of the frequency can be determined from the S11-parameter, provided the
impedance can be seen as a lumped element and the reflection is not close to 100%. An
example of such a direct impedance measurement can be seen in Fig. F.4.
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F Data of the FAIR SIS-100
Synchrotron
The relevant technical data of the SIS-100 are in [4] and follow-up reports, as particu-
larly [156]. Note that some of these data are still subject to design changes.
Table F.1.: Parameters for the SIS-100 high intensity single proton bunch scenario.
Proton scenario Symbol Value
Total pipe length l 1083.6 m
Cryogenic pipe length lc ≈ 554 m
Top energy Etop 28.8 GeV
Velocity β 0.983
Particle number Nb 2 · 1013
Bunch length σs 3.7 m
Freq. associated with bunch length σ f =
β c
2piσs
12.7 MHz
Revolution frequency f0 274 kHz
Figure F.1.: Technical Drawing of the SIS100 emergency kicker. Courtesy of U. Blell, GSI.
Recent design changes, however, do not arrange for a beam pipe anymore.
Additionally, there shall be 2 yoke gaps, each filled with a copper strip.
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Figure F.2.: Bipolar extraction/emergency kicker supply network (PFN). Courtesy of
U.Blell, GSI.
132 F. Data of the FAIR SIS-100 Synchrotron
105 106 107 108
f  [Hz]
200
100
0
100
200
300
Z
g[
Ω
]
Re
Im
Figure F.3.: Impedance Zg of the PFN in Fig. F.2 at the kicker terminals, simulated with
LT-SPICE [160].
Table F.2.: Relevant parameters for the SIS-100 to SIS-300 transfer kicker.
SIS100 transfer kicker Symbol Value
Kick direction Vertical monopolar
Coil turns Ncoil 2
Coil inductance (specified) L 3.33µH
Material Ferroxcube 8C11 [165]
Outside Height hv 20 cm
Outside Width hh 23 cm
Inside Height bv 8 cm
Inside Width bh 11 cm
Ferrite thickness D 6 cm
Yoke gap thickness G 2.8 mm
Yoke gap material Copper, κ 58 MS/m
Module length l 80 cm
Number of modules NM 6
Beam deflection field B 120 mT
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Table F.3.: Relevant parameters for the SIS-100 extraction/emergency kicker.
SIS100 extr./emerg. kicker Symbol Value
Kick direction Vertical bipolar
Coil turns Ncoil 2
Coil inductance (specified) L 3.3µH
Material Ferroxcube 8C11 [165]
Outside Height hv 22 cm
Outside Width hh 25.5 cm
Inside Height bv 10 cm
Inside Width bh 13.5 cm
Ferrite thickness D 6 cm
Gap thickness G 2.8 mm
Gap material Copper, κ 58 MS/m
Module length l 75 cm
Number of modules NM 8
Beam deflection field B 114 mT
104 105 106 107 108 109
f  [Hz]
10-2
10-1
100
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CALIBRATION OFF
 Resistance R [Ω]
Inductance L [µH]
 -L [µH]
Figure F.4.: SIS-18 kicker (Fig. 1.3) coil inductance and resistance measurement at the
PFN terminal. The zero-crossing of the inductance at ≈ 45 MHz marks the
limit of validity of the transformer circuit model. The specified inductance is
2µH.
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