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A B S T R A C T
My dissertation is about flood mitigation, model uncertainty and process
diagnostics. I develop and apply methods relevant for reservoir opera-
tion and flood forecasting, I introduce pattern matching procedures for
streamflow time series and I analyze a comprehensive environmental
dataset with regard to catchment runoff production.
Part I deals with flood mitigation in large-scale river basins by means
of coupled hydrological-hydrodynamic modelling and reservoir operation.
Here, I assess the hypothesis that flood protection reservoirs can, in
addition to local points of interest, be operated at distant locations to
improve regional flood mitigation. As a case study I use three major
floods in the Bavarian part of the Danube basin (45.000 km2) and nine
larger reservoirs situated there (total retention volume> 127 ·106m3).
After identifying reservoirs which do have a regional impact I assess
whether regional reservoir operation strategies are conformable with
local reservoir operation strategies. The latter protect the direct down-
stream vicinity against flooding and their protection must not change
for the worse. Furthermore, I evaluate model precision and relate it to
reservoir impact. For the study site I find that model accuracy is satis-
factory on average, although timing issues make the precise operation
of reservoirs on regional locations partly challenging. I also find that
only one out of nine reservoirs has a significant potential to impact
the water levels at regional locations. While these findings are specific
to the selected study site, the generally valid finding is that reservoir
operation strategies optimized for local and regional flood mitigation
are not necessarily mutually exclusive. Sometimes they can, due to
temporal offsets, be pursued simultaneously. I conclude that regional
operation of reservoirs in large-scale river basins can have a signifi-
cant potential to improve flood mitigation. The individual potential
of a reservoir is however case specific and requires accurate models
and knowledge of the associated (timing) uncertainties.
Part II of my dissertation is on the assessment of model uncertainty.
Here, the focus is on the simultaneous evaluation of timing and mag-
nitude errors in streamflow simulations. The study was motivated by
the fact that timing (horizontal) errors are rarely considered in hydro-
logical streamflow simulations, though they are highly relevant e.g.
for the operation of flood protection reservoirs. In this part I introduce
improvements of the Series Distance (SD) approach which emulates vi-
sual hydrograph comparison. The latter is a powerful though complex
evaluation method which rests on the meaningful comparison of ob-
served and simulated streamflow time series. Fur this purpose SD
distinguishes different flow conditions (periods of low-flow and pe-
riods of rise and recession in rainfall-runoff events) and determines
the distance of two hydrographs not between points of equal time,
but between points that are considered hydrologically similar. This is
xiii
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achieved by means of a pattern matching procedure. The improve-
ments comprise an automated procedure to emulate visual coarse-
graining, i.e. the determination of an optimal level of generalization
when comparing two hydrographs, a scaled error model, and error dress-
ing, a concept to construct two-dimensional uncertainty ranges around
deterministic simulations or forecasts. Applying the revised SD ap-
proach to a case study suggests that the proposed method closely
resembles the way a hydrologist would visually evaluate the agree-
ment of observation and model output. The results also show signif-
icant differences in the time-magnitude error statistics for different
flow conditions, which standard methods are not able to reveal. I
hence suppose that the importance of timing uncertainties in stream-
flow simulations is commonly underestimated. I conclude that the im-
proved version of SD offers novel and elaborate techniques for both
practical applications and model diagnostics and evaluation.
In part III I introduce a set of diagnostics for runoff production on
the headwater scale. Its development was motivated by spatial pat-
terns of model performance which I observed in the flood mitigation
study. The proposed diagnostics, i.e. data-driven signatures, character-
ize the generation of baseflow, event-runoff and the seasonal water
balance with respect to the corresponding physiographic controls by
relating different components of the input-state-output triple. Key is-
sues in this context are to derive meaningful surrogates for state, i.e.
estimates for deep and near surface moisture content and to develop
proper normalization schemes. The latter are required to consider the
impact of physiographic catchment properties such as bulk structural
conductivity or that of biotic controls of runoff production. Normaliza-
tion is also required to be able to compare different sites. Applying
the proposed signatures to a small inter-comparison study of catch-
ments from southern Germany (n = 22, 17 . . . 160 km2) I find ev-
idence for functional similarity among different sites and processes.
This applies particularly for the seasonal water balance. Here, normal-
ized double mass curves reveal significant and invariant regime shifts
between winter and summer runoff regimes which coincide with the
onset of vegetation. Temperature sums furthermore explain > 70 %
of the variance in the seasonal summer runoff coefficients, suggest-
ing a strong control of biotic controls across scales and across a con-
siderable gradient of pyhsiographic conditions. I conclude that the
proposed diagnostics can improve the understanding of runoff pro-
duction on the headwater scale. They furthermore stimulate novel
kinds of data analysis e.g. by evaluating temporal derivatives of rain-
fall and streamflow to identify the activation of rapid flow processes
and/or by specifically evaluating variable groups instead of treating
each property as single explanatory variable.
Based upon modelling large spatial domains I hence present both
elaborate evaluation techniques and a set of process diagnostics which
point towards new and/or alternative process hypotheses. The three
topics hence close a learning cycle which is directed towards the im-
provement of hydrological models.
xiv
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Z U S A M M E N FA S S U N G
In meiner Dissertation befasse ich mich mit drei Themenbereichen.
Im ersten untersuche ich praktische Ansätze zur Minderung von Hoch-
wasserschäden durch flussgebietsweite Speichersteuerung. Im zweiten Teil
steht die Beurteilung hydrologischer Abflusssimulationen mit einem
Fokus auf der simultanen Erfassung von Zeit- und Wertefehlern im Vor-
dergrund. Der dritte Teil trägt zur Grundlagenforschung über Ab-
flussbildungsprozesse in mesoskaligen Kopfeinzugsgebieten bei. Der erste
Arbeitsschwerpunkt war durch ein Projekt des Bayerischen Landes-
amtes für Umwelt (BLfU) inhaltlich weitgehend vorgegeben. Die an-
deren beiden entwickelten sich aus der laufenden Bearbeitung her-
aus.
M I N D E R U N G V O N H O C H WA S S E R S C H Ä D E N
Im ersten Themenfeld, der Speicherstudie, stand die Frage im Vorder-
grund, ob durch eine (flussgebietsweite) Steuerung von Rückhaltebe-
cken und Speichern Schäden durch Hochwasser potentiell verringert
werden können. Die Frage wurde anhand von Daten aus dem Baye-
rischen Donaueinzugsgebiet untersucht, das in den letzten zwei Jahr-
zehnten mehrfach von schweren Hochwasserereignissen (HW) betrof-
fen war. Innerhalb des rund 45.000 km2 großen Gebietes sind ins-
gesamt neun größere Rückhaltebecken und Speicher (im folgenden
als Speicher zusammengefasst) mit einem Gesamtrückhaltevolumen
von > 127 · 106 m3 vorhanden. Zur Beantwortung der Fragestellung
wurden acht operationelle Hochwasservorhersagemodelle der Baye-
rischen Wasserwirtschaftsverwaltung gekoppelt und drei historische
Hochwasserereignisse nachgerechnet. Zudem wurden hydrodynami-
sche Simulationen durchgeführt. Zunächst erfolgte eine Beurteilung
der Modellgüte. Darauf aufbauend wurde die physikalisch maximal
mögliche (Fern)Wirkung der einzelnen Speicher anhand der histori-
schen HW-Ereignisse untersucht. Hierzu wurden die Speicher nicht
nur auf (lokale) Ziele im direkten Unterlauf des jeweiligen Speichers,
sondern auch auf entfernte, in der Donau liegende (regionale) Pegel
gesteuert. Über Referenzszenarien wurde die (Fern)wirkung der Spei-
cher quantifiziert. Speicher, die den Wasserstand am regionalen Pegel
signifikant (> 10 cm) beeinflussen können, wurden als regional wirk-
sam klassifiziert. Sie kommen für eine regional abgestimmte Speicher-
steuerung in Betracht.
Im Untersuchungsgebiet zeigte nur einer von neun Speichern, der
Forggensee, eine regionale Wirkung. An zwei von drei HW-Ereignissen
ließ sich der Wasserstand durch ihn am Pegel Ingolstadt, 200 km vom
Speicherauslass entfernt, noch um > 50 cm gegenüber dem Referenz-
szenario reduzieren. Weiter zeigte sich, dass die lokalen und regiona-
len Steuerungsstrategien zeitlich entkoppelt und damit vereinbar sind.
Eine regionale Steuerung des Forggensees scheint damit möglich, auch
ohne den Schutz der lokalen Bevölkerung zu gefährden. Zusätzlich
verdeutlichen die Ergebnisse, dass zeitliche Aspekte für die Speicher-
xv
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steuerung eine große Rolle spielen und genaue Kenntnisse über die
Simulationsunsicherheit zwingend erforderlich sind. Besonders deut-
lich wurde dies an der mittleren Donau. Hier fällt das größte Po-
tential einer regionalen Speichersteuerung mit dem Auftreten großer
Zeitfehler zusammen. Allgemeingültige Schlussfolgerungen der Stu-
die sind:
• Regionale Speichersteuerungsstrategien können Hochwasserschä-
den verringern. Die Umsetzung einer solchen Steuerung ist je-
doch komplex und stark vom Einzelfall abhängig.
• Der Einfluss eines Speichers ist allgemein umso größer, je grö-
ßer sein Volumen im Verhältnis zum Volumen der zu beeinflus-
senden Hochwasserwelle ist.
• Das Zeitfenster für eine effektive (regionale) Steuerung von Spei-
chern kann sehr klein sein. Genaue Kenntnisse über Wellenlauf-
zeiten und Zeitfehler in der Simulationskette sind daher von
hoher Bedeutung.
M O D E L L U N S I C H E R H E I T
Zur besseren Quantifizierung von Zeit- und Wertefehlern habe ich im
zweiten Teil meiner Dissertation das Series Distance (SD) Verfah-
ren (Ehret und Zehe, 2011) um grundlegende Aspekte weiter ent-
wickelt. SD erfasst simultan Zeit- und Wertefehler in Abflusssimu-
lationen und -vorhersagen. Im Gegensatz zu klassischen Gütekriteri-
en wie der Nash-Sutcliffe-Effizienz ist SD keine einzelne Gleichung,
sondern vielmehr ein Verfahren, das die visuelle Ganglinieninterpre-
tation nachempfindet. Im Kern wird versucht hydrologisch ähnliches
miteinander zu vergleichen. Konkret bedeutet dies eine Differenzie-
rung der Fehler nach Abflusssituation. Die Simulationsgüte in Nied-
rigwasserperioden wird also unabhängig von der Genauigkeit der Si-
mulation in steigenden und/oder auch fallenden Zeitreihenabschnit-
ten innerhalb von Niederschlag-Abflussereignissen (NA-Ereignissen)
beurteilt. Der Vergleich der Zeitreihen basiert dazu auf hydrologisch
ähnlichen Punkten und nicht auf Punkten mit identischem Abszis-
senwert. Dazu werden steigende Segmente der simulierten Zeitreihe
mit den zugehörigen steigenden Segmenten der Messung verglichen
(Analoges gilt für fallende Abschnitte). Eine solch differenzierte Be-
trachtung erfordert i) die Trennung von Niedrigwasserperioden und
NA-Ereignissen, ii) die Identifizierung von steigenden und fallenden
Segmenten innerhalb der NA-Ereignisse und iii) die Festlegung einer
eindeutigen und chronologischen Abfolge von Segmenten, die mit-
einander verglichen werden.
In der ersten Version des SD Verfahrens mussten diese Arbeits-
schritte z.T. von Hand gelöst und mit Hilfe eines stark vereinfachen-
den Schwellenwertverfahrens nachempfunden werden. Im Ergebnis
war die automatisierte Anwendnung von SD auf längere Zeitreihen
fehleranfällig und mit hohem Arbeitsaufwand verbunden. Um diese
Hindernisse zu überwinden, wurde nun ein automatisiertes coarse-
graining Verfahren entwickelt. Dieses empfindet die menschliche Fä-
higkeit nach, dominante Muster in Zeitreihen zu erkennen, diese in
xvi
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Beziehung zu setzen und auf sinnvolle Art und Weise zu vergleichen.
Technisch wurde das coarse-graining Verfahren iterativ über die Op-
timierung einer (parametrisierbaren) Zielfunktion gelöst.
Die Auswertungen zeigen, dass das coarse-graining die visuelle In-
terpretation von Ganglinien sehr gut nachempfindet. Zur Verdeutli-
chung des praktischen Nutzens wurde zudem eine Fallstudie gerech-
net, bei der, basiert auf den SD Ergebnissen, ein zwei-dimensionaler
Unsicherheitsbereich um eine Abflusssimulation konstruiert wurde.
Die Fallstudie verdeutlicht zweierlei: i) auch bei vermeintlich genau-
en Abflusssimulationen können große Zeitfehler auftreten und ii) Zeit-
und Wertefehlercharakteristika variieren zwischen unterschiedlichen
Abflusssituationen (steigende vs. fallende Segemente) mitunter stark.
Es liegen die Schlüsse nahe, dass die Bedeutung von Zeitfehlern weit-
gehend unterschätzt wird und dass eine differenzierte Fehlerbetrach-
tung von hohem Wert sein kann. Dies gilt nicht nur für praktische
Anwendungszwecke wie die Konstruktion von Vertrauensbereichen,
sondern auch für die Modelldiagnose.
P R O Z E S S F O R S C H U N G
Der dritte Teil meiner Dissertation widmet sich der Untersuchung
von Abflussbildungsmechanismen auf Kopfeinzugsgebietsskala. Mo-
tiviert wurde er durch die räumlich heterogene Qualität der Model-
lierungsergebnisse in der Speicherstudie und dem Umstand, dass für
mesoskalige Gebiete kaum Methoden zur Untersuchung der räum-
lichen Variabilität der Abflussbildungsmechanismen verfügbar sind.
Ein Vergleich unterschiedlicher Einzugsgebiete hinsichtlich ihres Ver-
haltens in der Abflussbildung ist gegenwärtig nur schwer möglich.
Erklärtes Ziel des dritten Arbeitsschwerpunkt war es, Bildung und
Kontrollen von Basis- und Ereignisabfluss wie auch der saisonalen
Wasserbilanz besser zu verstehen. Kenntnisse über diese Mechanis-
men wären nicht nur für die Regionalisierung, sondern auch für die
Verbesserung verfügbarer Modelle eine große Hilfe.
Zu diesem Zweck habe ich dimensionslose und datengetriebene Si-
gnaturen entwickelt, die einzelne Komponenten des Input-State-Output
Triples von Einzugsgebieten in Relation setzen. Zur Beschreibung
des Gebietszustands (state) wurden unterschiedliche Schätzgrößen
für den tiefen und oberflächennahen Gebietsspeicher abgeleitet und
als erklärende Variable zur Prognose des Basisabflusses bzw. der Er-
eignisabflussbeiwerte herangezogen (output). Im Gegensatz zu diesen
speicher- bzw. kapazitätskontrollierten Prozessen, deren Systemantwort
(output) monoton mit der im System gespeicherten Wassermenge
(state) steigt, wurde auf Ereignisskala zusätzlich versucht, die Bedeu-
tung intensitäts-kontrollierter Abflussbildungsmechanismen wie Infil-
trationsüberschuss oder präferentieller Fluss zu erfassen. Letztere sind
weitgehend unabhängig vom kapazitiven Gebietszustand und werden
vor allem (wenn auch nicht nur) durch die Intensität des Nieder-
schlags, i.d.R. starke, konvektive Ereignisse ausgelöst. Zur Detekti-
on dieser Mechanismen wurden unter anderem die zeitlichen Ablei-
tungen von Ereignisniederschlag (input) und -abfluss (output) aus-
gewertet. Auf saisonaler Skala kamen double-mass-curves (DMCs) zum
xvii
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Einsatz. Diese setzen den kumulierten Gebietsniederschlag (input) in
Relation zur kumulierten Abflussspende (output). Um die Einflüsse
biotischer und abiotischer Einflüsse zu trennen, wurden die DMCs se-
parat für das Winterhalbjahr bzw. die Vegetationsperiode ausgewertet
und mit 24 physiographischen Gebietseigenschaften korreliert.
Zum besseren Verständnis der Kontrollen der jeweiligen Abflussbil-
dungsmechanismen und um unterschiedliche Gebiete vergleichen zu
können, wurden die Signaturen dimensionslos formuliert. Dazu wur-
den alle Variablen, die Eingang in die Analyse fanden, mit struktu-
rellen Gebietseigenschaften und/oder prozesslimitierenden Größen
normiert. Zur Normierung des Basisabflusses wurden beispielsweise
Schätzer für die strukturelle Leitfähigkeit des Untergrunds herange-
zogen. Die Schätzgrößen für die unterschiedlichen Speicherkompar-
timente wurden mit mittleren Porenvolumina des Bodens normiert
und auf saisonaler Skala wurden die Achsen der DMCs mit Hilfe des
kumulierten Jahresniederschlags in den Wertebereich zwischen Null
und Eins übersetzt.
Angewendet auf 22 Kopfeinzugsgebiete (17 . . . 160 km2) im Baye-
rischen Donaueinzugsgebiet, identifizierten die entwickelten Signa-
turen funktional ähnliche Abflussbildungsmechanismen auf allen be-
rücksichtigten Prozessskalen. Vielversprechende Ergebnisse wurden
vor allem auf Ereignis- und Saisonalerskala gefunden. Im ersten Fall
erklärte der normierte mittlere Abfluss vor einem NA-Ereignis in ei-
nigen Gebieten bis zu 70 % der Varianz der Abflussbeiwerte. In we-
nigstens zwei alpinen Gebieten wurden, trotz der nicht unerheblichen
Einzugsgebietsgröße, Hinweise für intensitätskontrollierte Abflussbil-
dungsprozesse gefunden. Auf saisonaler Skala erwiesen sich die nor-
mierten DMCs als besonders geeignet, um die Aufteilung von Nieder-
schlag in Abfluss bzw. Evapotranspiration zu untersuchen. Das Ver-
fahren detektierte eine starke und skaleninvariante Kontrolle der Eva-
potransipration auf die saisonale Abflussbildung. Über die Tempera-
tur konnte nicht nur der Zeitpunkt des Regimewechsels zwischen
Winter- und Sommerperiode deutlich genauer vorhergesagt werden
als über gregorianische oder meteorologische Definitionen, sondern
auch über 70 % der Varianz der saisonalen Sommerabflussbeiwerte
erklärt werden. Ein wichtiges Ergebnis in der Auswertung der sai-
sonalen Winterabflussbeiwerte war, dass der Median des topographi-
schen Einzugsgebietsgradienten, multipliziert mit der gesättigten hy-
draulischen Leitfähigkeit des Bodens, 22 % der Varianz erklärte, wo-
hingegen beide Variablen allein jeweils nicht signifikant korreliert wa-
ren und weniger als 5 % der Varianz erklärten. Ähnliche Ergebnisse
wurden auch für die Basisabflussbildung ermittelt. Die vorgestellten
Auswertungen eröffnen viele neue Forschungsperspektiven im Hin-
blick auf die Analyse von Daten (Verwendung von Variablengruppen
anstelle der individuellen Auswertung) und/oder die Formulierung
von Prozesssignaturen. Im Hinblick auf letztere ist zu erwarten, dass
sich die Aussagekraft der vorgeschlagenen Methoden durch ausge-
reifte Normierungsansätze und die Integration anderer Daten noch
weiter schärfen lässt.
xviii
[ 20. Oktober 2016 at 11:15 – classicthesis version 4.2 ]
Zusammenfassend betrachtet, schließt die Arbeit durch die drei be-
handelten Themen einen Lernzyklus. Ausgehend von großskaligen Mo-
dellierungen zur Minderung von Hochwasserschäden (IST-Zustand),
folgen Analysen zur Modellunsicherheit. Das hierzu (weiter)entwickelte
Series Distance Verfahren erlaubt eine differenzierte Bewertung der
Simulationsgüte im Hinblick auf Zeit- und Wertefehler und zeigt so-
mit Möglichkeiten zur Modellverbesserung auf. Letzteres erfordert je-
doch auch fundierte Kenntnisse über die Abflussbildungsmechanis-
men in der Fläche. Hierzu entwickelte ich Methoden, die diese Pro-
zesse räumlich differenziert erfassen.
xix
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Part I
I N T R O D U C T I O N
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I N T R O D U C T I O N
Technical development (e.g. in computing power) and socio-economic
needs (e.g. flood protection, hydro-electric energy supply or the mit-
igation of climate change impacts) provoke that hydrological mod-
els are nowadays applied to increasingly large domains and with in-
creasingly high spatial resolution (see e.g. Biancamaria et al., 2009; High resolution
modelling of large
spatial domains.
Bravo et al., 2012; Markstrom, Hay, and Clark, 2016; Nester et al.,
2011). Alongside, the requirements of model evaluation techniques
increase as the importance of spatial patterns and the range of differ-
ent perspectives on model performance need to be considered like-
wise. Melsen et al., (2016) even highlight that the calibration and
validation time intervals do not keep pace with the increase in spa-
tial resolution as they do not resolve the processes that are relevant
at the applied spatial resolution. Though the usage of signatures
(Carrillo et al., 2011; Kollat, Reed, and Wagener, 2012; Spence, 2007)
and multi-criteria approaches (Efstratiadis and Koutsoyiannis, 2010;
Gupta, Sorooshian, and Yapo, 1998; Kollat, Reed, and Wagener, 2012;
Vrugt et al., 2003) for both calibration and validation are a clear step Improved methods
for model evaluation
are required.
forward in the evaluation of environmental models, the hydrological
community is still facing knowledge gaps e.g. in terms of the evalua-
tion of timing errors, in the development of criteria which are under-
standable for laymen and/or in the emulation of visual hydrograph
comparison techniques.
The widespread application of hydrological models is however not
only a blessing as hydrological theory lags behind technological progress
in the way that processes causing e.g. flash floods (Merz, 2003), pref-
erential flow (Beven and Germann, 2013), convective rainfall events
(Ruiz-Villanueva et al., 2012), solute transport (Klaus et al., 2014), in- Limitations in
hydrological process
understanding.
tensity triggered rainfall-runoff processes (Struthers and Sivapalan,
2007) and others are still not well understood and can thus not be
modelled adequately, causing severe uncertainty. The reason for this
is that many basic hydrological functions (and their spatio-temporal
variation) remain unobservable underneath the surface and there-
fore remain unknown. In consequence, the selection of a hydrological
model, i.e. the selection of a set of equations to represent hydrological
processes is usually an under-determined problem.
Guidance in terms of diagnostic approaches which shed light on Diagnostics as
learning tools for
evaluation and
improved
understanding
the nature of the underlying processes are required - not only for
the evaluation of hydrological models but also to improve our un-
derstanding of the functional behaviour of our watersheds and hence,
to improve the available models. This is basically what (hydrological)
similarity theory searches for and upon which a wealth of approaches
originated. Past key studies to define and to detect hydrological simi-
larity include the very popular topographic index (Kirby, 1975) which
describes similarity of points within a catchment with respect to event
3
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scale runoff formation (Beven and Kirkby, 1979). The underlying keyKey studies on
hydrological
similarity and
classification
assumptions, i.e. that the topographic gradient is the most important
control factor for runoff generation and that saturated hydraulic con-
ductivity decreases exponentially with depth, are very appropriate
concepts for humid basins with moderate to steep slopes and shal-
low, permeable soils overlying an impermeable bedrock. The concept
appears inappropriate, however, for those environments which do not
fit to the underlying assumptions, particularly if runoff formation is
dominated by other factors as for instance the connectivity of satu-
rated patches (Grayson et al., 1997; Zehe and Sivapalan, 2014), which
is in turn controlled by soil hydraulic properties, geomorphological
properties i.e. riparian zones, colluvial filled hollows, wetlands and
others.
Also the concept of hydrological response units (HRU) has since
Leavesley, (1973) inspired many scientists to detect functional enti-
ties and use them as building blocks for hydrological models. Flügel,
(1996) and Flügel, (1995) later defined "Hydrological Response Units
as distributed, heterogeneously structured entities having a common
climate, land use and underlying pedo-topo-geological associations
controlling their hydrological transport dynamics". Up to now, a large
set of HRU separation methods has been suggested. Among them
are for instance topographic indicators to support geomorphology-
based predictive mapping of soil thickness (Pelletier and Rasmussen,
2009), explanations of the variability of base flow response based on
climatic, soil and land use characteristics (Santhi et al., 2008) or deci-
sion trees to predict the locally dominating runoff processes based on
soil, topography, landuse and small-scale experiments (Peschke et al.,
1999; Scherrer and Naef, 2003; Schmocker-Fackel, Naef, and Scherrer,
2007). Also the REW concept (Reggiani, Sivapalan, and Hassanizadeh,
2000) can be seen as a mathematically rigorous and thermodynami-
cally consistent interpretation of the HRU idea. Recently, Zehe et al.,
(2014) proposed a hierarchy of more specific functional units, defined
on the basis of similarity of terrestrial and atmospheric controls on
driving gradients and resistance terms controlling either the land sur-
face energy balance or rainfall-runoff production, as refinement on
the HRU idea. Other important approaches are the hydrology of soil
types (HOST) classification for the United Kingdom (Boorman, Hol-
lis, and Lilly, 1995) which is similar to the HRU concept in that sense
that it is based on a number of perceptions describing dominant path-
ways of water movement through the soil and, where appropriate in
the substrate. This also applies for the concept of hydrological land-
scapes proposed by Winter, (2001). The latter assumes that common
patterns of surface runoff, ground water flow, and interchange of sur-
face water and ground water with one another and with atmospheric
water can be associated with fundamental hydrologic landscape units
(FHLU).
Many recent studies propose the use of signatures for similarity as-
sessment and model evaluation (Casper et al., 2012; Hrachowitz et al.,Signatures as
functional index or
diagnostic approach.
2013; Pfannerstill, Guse, and Fohrer, 2014). In most of these studies
signatures are defined as specific characteristics of the hydrograph
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such as autocorrelation, slope of/ or bias in the flow duration curve
(or different segments thereof), rising limb density, peak distribution
(Euser et al., 2013) and/or as flow statistics such as mean, variance,
skewness or the coefficient of variation (Ley et al., 2011). Comple-
mentary to these classification schemes others proposes the use of
diagnostic signatures or functional indices to study catchment response
data and to improve the understanding of hydrological processes (Li,
Sivapalan, and Tian, 2012; McMillan et al., 2011a; McMillan et al.,
2014; Sawicz et al., 2011; Tian, Li, and Sivapalan, 2012). In these stud-
ies signatures are defined in a more comprehensive sense and next
to properties of the hydrograph, characteristics of the water balance,
recession characteristics and hydrological thresholds are also consid-
ered.
It is obvious that these approaches to define and to detect hydrolog-
ical and/or functional similarity differ considerably with respect to
the underlying assumptions, methods and proposed similarity mea-
sures (He, Bárdossy, and Zehe, 2011b; Hundecha and Bárdossy, 2004;
Merz and Blöschl, 2004). However, so far there is no convergence
of approaches and there is still a lack of robust data-driven diag- No convergence of
approaches.nostics since many methods resting on similarity theory fall short
of their expectations when it comes to practical applications. Ali et
al., (2012) highlight this in their catchment inter-comparison study
where "catchment groupings obtained using physical properties only
did not match those obtained using flow indices, mean transit times
or storage estimates".
1.1 gaining new knowledge
Modelling, evaluation and process diagnostics are the major topics I
address in this thesis. They are all aspects of hydrological modelling
which can be regarded as an iterative and hypothesis driven learning
cycle pointing towards the generation of new knowledge (Fig. 1.1).
Therein reality is represented through quantitative and qualitative Modelling as an
iterative and
hypothesis driven
learning cycle.
observations (Gupta, Wagener, and Liu, 2008). Upon these we gain a
mental understanding of the environmental system under considera-
tion and on the way things work as Gupta, Wagener, and Liu, (2008) put
it. The authors further coined the term perceptual model for this pro-
cess. The latter is context-specific and subjective due to previous per-
sonal experiences and education. In the model building process the
perceptual model is conceptualized and translated (through a range
of different steps) into a numerical model which ultimately allows
us to derive quantitative simulations. The learning cycle is closed by
an evaluation of the derived model regarding its behaviour, form and
function. Agreement, i.e. similarity, between the model and the obser-
vations of the environmental process under study suggests the accep-
tance of the derived model as a simplified but suitable representation
of the system. Differences suggest rejection of the model, which al-
ways remains a hypothesis and to iterate on the learning cycle by
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including new/other observations and/or by refining the perceptual
and thus, the numerical model.
Observations 
(quant./qual.)
Perceptual 
model
Numerical 
model
Simulations 
(quantitative)
Closeness
Chapter 2
Chapter 4
ne
w
/ot
he
r
rev
isio
n
Chapter 3
Learning 
cylce in 
hydrological 
modelling
Figure 1.1: Structure of the thesis illustrated upon the learning cycle in hy-
drological modelling (modified after Gupta, Wagener, and Liu,
(2008)).
In practice, model evaluation is often limited to the comparison of
(historic) observations and simulations by measuring their degree of
closeness using some statistical performance measures such as the
Nash efficiency (Nash and Sutcliffe, 1970) or the root-mean-squared-
error. Such a (fairly) weak evaluation based upon standard statisticsModel evaluation is
often unsatisfactory
as standard statistics
neglect timing errors
and do not point
towards possible
model improvements.
bears, next to the well-known deficiencies of the NASH or more gen-
erally those of all mean-square-error based distance metrics (Gupta
et al., 2009; Schaefli and Gupta, 2007; Seibert, 2001), two additional
shortcomings: i) Nearly all standard statistics measure closeness in a
vertical sense in that they somehow determine the differences in the
ordinate between observed and simulated points with an identical ab-
scissa. Such a vertical definition of closeness neglects the horizontal
component of the error and is thus incomplete. ii) standard statistics
are poor in a diagnostic sense in the way that they do not illustrate
the nature of the problem under consideration and thus, do not point
towards an alternative perceptual (and numerical) model hypothesis.
In my thesis I do not fully iterate through the learning cycle, but pro-
pose methods and techniques which focus on different aspects thereof
and generate new knowledge in various respects. With reference to
Fig. 1.1 the thesis is structured as follows: I first introduce and applyFlood mitigation and
model application
(Part II).
a large-scale coupling of (numerical) hydrological and hydrodynamic
models which are currently the best available representations of the
hydrological processes in the catchment of interest in chapter 2. Us-
ing these tools, I assess different aspects of flood mitigation in large
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basins including regional reservoir operation and spatial performance
evaluation by means of different performance statistics. The findings
of this application-orientated study motivated the (further) develop-
ment of a distance metric which captures both, the vertical and the Model uncertainty
(Part III).horizontal component of the simulation error (chapter 3) as timing
errors proved to be important. Though the main focus of this chapter
is on closeness I relate the observed deviations back to the model out-
put and present a method to construct uncertainty envelopes around
streamflow simulations and forecasts. The last part of the thesis (chap-
ter 4) closes the cycle in that it presents diagnostic signatures for pro- Process diagnostics
(Part IV).cess identification in lower mesoscale catchments which relates to per-
ceptual model building. Therein I explore the interplay between state,
structure and runoff behaviour from the similarity perspective. This
is for instance done by disentangling the components of dynamical
laws, i.e. parameters describing gradients and resistances (Zehe et al.,
2014) and by treating them as parameter groups and not as single
explanatory variable and/or by explicitly exploring the instationary
role of ecological controls on runoff generation. In this way I present
novel techniques which are not yet described by other approaches on
similarity assessment. The work presented in this chapter was moti-
vated by the distinct spatial performance patterns that I observed in
the modelling exercise (chapter 2).
By covering the range of these topics the thesis bridges the gap be-
tween application-orientated questions and basic research. The three
different topics are self-contained and published separately in peer-
reviewed international journals. In the following I introduce the dif-
ferent chapters in more detail. In chapter 5 the topics are discussed
jointly.
1.2 at the interface of science and practice
In chapter 2 I introduce a large-scale coupling of hydrological and Coupled hydroogical-
hydrodynamic
modelling in a large
spatial domain.
hydrodynamic models. The purpose of this modelling exercise is to
analyze the potential of coordinated regional reservoir operation for im-
proving flood mitigation in large catchments. Contrary to regular op-
erational practice of flood protection reservoirs, where a single reser-
voir is operated such that a certain area in the near (local) downstream
vicinity of the reservoir is protected against flooding, I analyze here
whether the joint operation of multiple reservoirs bears the potential Optimizing
reservoir operation
at local and regional
locations.
to improve flood mitigation at rivers of higher order and thus, at mul-
tiple and distant (regional) spots. The reservoir study has thus a large
practical focus and relevance and was carried out in the Bavarian
part of the Danube basin, which was affected by several severe floods
throughout the last two decades causing damages in the multi-digit
billion area (Rimböck et al., 2014).
Formally, the study was commissioned by the Bavarian Environ-
mental Agency (BLfU) and carried out in cooperation with the Chair
of Hydraulic Engineering and Water Resources Management of the
TU München (TUM). There was also a close collaboration with the
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Bavarian Flood Forecasting Agency which provided hourly historic
rainfall-runoff data and different operational models. These covered,
in the hydrological case, the Bavarian part of the Danube basin (≈
45.000 km2) with a resolution of one square kilometer. Two-dimensional
hydrodynamic models for the Danube and its major tributaries Wer-
tach, Lech, Isar, Naab and Regen (covering a total river length of
≈ 1300 km) were also provided. These tools and different method-
ological approaches were used to analyze the local and regional impact
of nine different flood protection reservoirs which are distributed
along the major northern and southern tributaries of the Danube
based upon data from historic flood events. Specifically I address the
following research questions:
• Q 1.1: Which reservoirs do have a regional impact on flood mit-
igation and might be suitable for a coordinated reservoir opera-
tion?Research questions
related to the
modelling of large
spatial domains and
(regional) reservoir
operation.
• Q 1.2: Are regional operation strategies conformable with local
flood mitigation?
• Q 1.3: Is large-domain hydrological modelling accurate enough
to allow for a regional operation of reservoirs?
• Q 1.4: To what extent does the coupling of hydrological and
2d-hydrodynamic models improve the simulation accuracy?
1.3 closeness on the ordinate and on the abscissa
In chapter 3 I focus on the evaluation of streamflow simulations and
forecasts which are still the most important outcomes of hydrological
models. Following up on the analysis of spatial model performance
and the merging of different performance statistics into a single cri-
terion as described in the previous chapter, I concentrate on the im-
provement of a novel distance metric which emulates visual hydro-
graph inspection. The latter is a powerful though subjective evalua-Emulating visual
hydrograph
inspection using a
pattern matching
procedure.
tion technique which is widely used in hydrology. In the comparison
of time series it allows for the simultaneous consideration of various
aspects like the occurrence of hydrological (rainfall-runoff) events, the
timing of peaks and troughs, the agreement in shape and the compar-
ison of individual rising or falling limbs within an event. The main
strength of visual hydrograph comparison results from the human
ability to identify and compare matching, i.e. hydrologically similar
elements in hydrographs and to differentiate between magnitude (ver-
tical) and timing (horizontal) agreement of hydrographs. Visual hydro-
graph inspection thus rests on two fundamental steps: In the first,
rising and falling segments of the two time series are identified and
intuitively and meaningfully matched. This requires a harmonization
of the temporal resolution of the two hydrographs and the identifica-
tion and mapping of dominant patterns. We call this process coarse-
graining. The second step involves the actual comparison of the two
hydrographs and refers to a joint but individual consideration of tim-
ing and magnitude errors.
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Up to now only very few methods allow emulating what human
reasoning solves in such an intuitive way. With few exceptions, all
statistics that are traditionally used for model evaluation in hydrol- Standard statistics
may compare apples
with oranges.
ogy vertically compare points with identical abscissa. These methods
hence neither ensure that apples are compared with apples nor do they
account for the horizontal error component.
To close this gap in knowledge or at least, to narrow it, I introduce
an adaptation of the Series Distance (SD) approach (Ehret and Zehe,
2011). The latter is a deterministic approach for the simultaneous but
separate quantification of timing and magnitude errors in streamflow
simulations and forecasts which was substantially revised in recent
years. This includes in particular the development of an automated Further development
of the Series
Distance approach.
coarse-graining scheme which allows for a robust and continuous ap-
plication of the formally event-based method. However, the core of
the procedure was subject to several modifications as well.
I hence provide a novel evaluation technique for assessing close-
ness which is fundamental to the learning cycle (Fig. 1.1). The SD
method is particularly relevant whenever knowledge of timing uncer-
tainties is of importance such as in the operation of reservoirs, hydro-
power plants or for the planning of dike defense measures during
floods.
The SD chapter is accompanied by a case study in which I apply
the method to data from a small alpine catchment in order to as-
sess the role of timing uncertainties in streamflow simulations. Based
upon the SD results I construct 2-dimensional uncertainty envelopes
around a historic streamflow simulation and compare it to a bench-
mark error model. Here I address the following research questions:
• Q 2.1: How to emulate (human reasoning in) visual hydrograph
inspection? Research questions
regarding the
assessment of
closeness.
• Q 2.2: What is the role of timing uncertainties in hydrological
streamflow simulations and forecasts?
• Q 2.3: How to consider horizontal error components in the con-
struction of uncertainty envelopes and what is their impact on
the region of confidence?
1.4 understanding the nature of runoff production
The development of a perceptual model for an unknown catchment,
i.e. obtaining a mental understanding of how a watershed actually
functions in terms of storage and release of water is highly relevant
but a difficult and challenging task. As pointed out by Sawicz et al.,
(2011), knowledge of both catchment functioning and their causes Knowledge of
catchment
functioning and the
corresponding
causes and controls
is highly relevant.
would allow us to (hierarchically) classify our catchments, to trans-
fer (regionalize) information and permit generalization. It would fur-
ther allow us to build more realistic (or minimally adequate) mod-
els which would in turn promote that we get more right answers for
the right reasons (Dooge, 1986; Gottschalk, 1985; Grigg, 1965; Kirch-
ner, 2006). The latter is of particular importance for the modelling
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of climate change impacts as changing boundary conditions, i.e. non-
stationarity, "undermine a basic assumption that historically has facil-
itated management of water supplies, demands, and risks" as empha-
sized by Milly et al., (2008) (see also Wagener et al., (2010)).
In order to move a step forward in the functional classification of
catchments and motivated by distinct spatial patterns of model per-
formance which I observed in the reservoir study, I explore the nature
of different runoff formation processes at the catchment scale. Specif-
ically, I assess catchment runoff production at both the event and
seasonal time scale. On the seasonal scale the focus is on the waterAssessing runoff
production at
different time scales.
balance, i.e. the partitioning of rainfall into evapotranspiration (green
water) and discharge (blue water) which I assess with respect to tim-
ing, amount and the corresponding controls. At the event scale the
focus is on the importance of different sub-surface storage compart-
ments and on the detection of intensity controlled mechanisms. The
latter refers to large intensive runoff responses e.g. due to the acti-
vation of rapid flow paths/processes such as surface runoff and/or
preferential flow which are triggered by an intensive, convective rain-
fall forcing. Contrary, the rates of subsurface matrix flow or base flow
production depend primarily on the amount of water that is stored
in the respective control volume and are thus, independent from the
intensity of the forcing. Following Struthers and Sivapalan, (2007) we
call the latter capacity controlled runoff formation mechanisms.
Motivated by the success of similarity assessment based upon di-
mensionless quantities for scaling throughout a range of different dis-
ciplines including hydraulics (e.g. Reynolds, Froude, Peclet number),Assessment of
(functional)
similarity using
dimensionless
quantities.
acoustics (e.g. Helmholtz number) or chemistry (e.g. Damköhler num-
bers) I approach the functional classification of catchment runoff for-
mation using the dimensionless quantities as well. The latter proved
useful as demonstrated in many studies (Bahram, Pierre, and Odgen,
1995; Berne, Uijlenhoet, and Troch, 2005; Budyko, 1956; Reggiani, Siva-
palan, and Hassanizadeh, 2000; Struthers, Hinz, and Sivapalan, 2007a;
Woods, 2003) among others.
The concept I propose rests on dimensionless state-response and
forcing-response plots. Therein, I relate different forcing and storage
descriptors to selected response measures, again separately for differ-
ent runoff production timescales. The storage(forcing)-response plots
are formulated in dimensionless form. This is vital as it i) allows toDimensionless
representations
require proper
normalization.
compare different catchments and ii) to explore the interplay of state
and structure on catchment runoff formation. Dimensionless quanti-
ties are obtained using proper normalization in that I normalize the
variable of interest by its limiting terrestrial or forcing characteristic.
The resulting storage(forcing)-response plots can be interpreted as 2-
dimensionless signatures (or fingerprints) for catchment scale runoff
production as they may reveal (in)variance across scales. Specifically,
I address the following research questions:
• Q 3.1: Are dimensionless state(forcing)-response diagrams fea-Research questions
relevant for the
formulation of
functional
diagnostics.
sible to characterize and to detect differences in event scale
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runoff production, baseflow generation and the seasonal water
balance?
• Q 3.2: Is it possible to detect evidence for intensity controlled
runoff formation, which is essentially a high frequency pro-
cess, based upon (hourly aggregated) operational data, which
are poorly resolved in this context?
• Q 3.3: Which structural, climatic and ecological catchment char-
acteristics explain the differences between different catchments
and among different years and do any of them operate in groups?
I assess these questions using a small catchment inter-comparison
study. For this I use the same data source as in the reservoir study
(chapter 2) but instead of focusing on large streams I sample the
smallest available (gauged) headwater catchments. Compared to the
first chapter which is fairly application-oriented this part contains ba-
sic research. It provides data-driven diagnostics (signatures) which
seek to improve our understanding of the functional runoff formation
mechanisms at different time scales. Thereupon, it seeks to inspire
a novel way of thinking in terms of analyzing variables as parameter
groups and not as single explanatory variables.
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Part II
T H E P O T E N T I A L O F C O O R D I N AT E D
R E S E RV O I R O P E R AT I O N F O R F L O O D
M I T I G AT I O N I N L A R G E B A S I N S
In this part I assess the hypothesis that flood protection
reservoirs can be operated on distant, i.e. regional locations
and river reaches to improve flood mitigation in large
catchments. The reservoir study was commissioned by the
Bavarian Environmental Agency and carried out in coop-
eration with the Chair of Hydraulic Engineering and Wa-
ter Resources Management from the Technical University
of Munich (TUM). The study involved the large-scale cou-
pling of hydrological and hydrodynamic models and dif-
ferent techniques on reservoir impact assessment. Whereas
the focus of my former PhD colleague Daniel Skublics
from the TUM was on the propagation of flood waves and
their representation through hydrodynamic models, I here
present the results of the hydrological part of the project.
These include the findings obtained for model evaluation
and regional reservoir operation.
The study is published in the Journal of Hydrology. The
remainder of part II is a reprint of:
Seibert SP, Skublic D and Ehret U (2014): The Potential of
coordinated reservoir operation for flood mitigation in
large basins - a case study at the Bavarian Danube using
coupled hydrological-hydrodynamic models. Journal of
Hydrology 517, 1128-1144. Copyright (2014), with
permission from Elsevier.
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PA RT 2 : F L O O D M I T I G AT I O N I N L A R G E B A S I N S
abstract
The coordinated operation of reservoirs in large-scale river basins has
great potential to improve flood mitigation. However, this requires
large scale hydrological models to translate the effect of reservoir op-
eration to downstream points of interest, in a quality sufficient for
the iterative development of optimized operation strategies. And, of
course, it requires reservoirs large enough to make a noticeable im-
pact. In this paper, we present and discuss several methods dealing
with these prerequisites for reservoir operation using the example of
three major floods in the Bavarian Danube basin (45,000 km2) and
nine reservoirs therein: We start by presenting an approach for multi-
criteria evaluation of model performance during floods, including as-
pects of local sensitivity to simulation quality. Then we investigate the
potential of joint hydrologic-2d-hydrodynamic modeling to improve
model performance. Based on this, we evaluate upper limits of reser-
voir impact under idealized conditions (perfect knowledge of future
rainfall) with two methods: Detailed simulations and statistical anal-
ysis of the reservoirs’ specific retention volume. Finally, we investi-
gate to what degree reservoir operation strategies optimized for local
(downstream vicinity to the reservoir) and regional (at the Danube)
points of interest are compatible. With respect to model evaluation,
we found that the consideration of local sensitivities to simulation
quality added valuable information not included in the other evalua-
tion criteria (Nash-Sutcliffe-Efficiency and Peak timing). With respect
to the second question, adding hydrodynamic models to the model
chain did, contrary to our expectations, not improve simulations, de-
spite the fact that under idealized conditions (using observed instead
of simulated lateral inflow) the hydrodynamic models clearly outper-
formed the routing schemes of the hydrological models. Apparently,
the advantages of hydrodynamic models could not be fully exploited
when fed by output from hydrological models afflicted with system-
atic errors in volume and timing. This effect could potentially be re-
duced by joint calibration of the hydrological-hydrodynamic model
chain.
Finally, based on the combination of the simulation-based and sta-
tistical impact assessment, we identified one reservoir potentially use-
ful for coordinated, regional flood mitigation for the Danube. While
this finding is specific to our test basin, the more interesting and gen-
erally valid finding is that operation strategies optimized for local
and regional flood mitigation are not necessarily mutually exclusive,
sometimes they are identical, sometimes they can, due to temporal
offsets, be pursued simultaneously.
15
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2.1 introduction
Reservoirs for flood protection are typically designed and operated
with the goal to protect the areas in the downstream vicinity, i.e. along
the river where the reservoir is situated (this is what we will refer
to in the text as "local"). However, especially during floods at subse-
quent, larger rivers of higher order, the question arises whether exist-
ing reservoirs can also be used for flood mitigation at more distant
points of interest along these large rivers (we will refer to this as "re-
gional"), without compromising local flood mitigation. For example,
such requests for regional operation have come from communities
along the Bavarian Danube for the Forggensee, a reservoir which is
located more than 200 km upstream on the Lech River, an alpine trib-
utary to the Danube (Fig. 2.1). Historically, the Forggensee has been
operated during floods with a focus on protecting the local commu-
nities along the Lech river.
If floods at regional points of interest can be influenced by sev-
eral reservoirs, the additional question arises about how to optimally
coordinate the operation of these reservoirs. So far, the operation
of multiple reservoirs on a single gauge or the joint operation of a
single reservoir to multiple local and regional gauges (in the text,
we will refer to this as coordinated (multi)-reservoir operation) dur-
ing floods is not widespread. One reason for this is probably that
modeling tools sufficiently fast and precise for large-scale and coor-
dinated reservoir management have not been available in the past.
Recently, several large-scale hydrological models have been set up,
as mentioned by Nester et al., (2011), Collischonn et al., (2007) and
Mauser and Bach, (2009). The latter have used the PROMET model
at 1 km2 and 1 h resolution in a 77,000 km2 river basin. Also, the
LISFLOOD model (Knijff, Younis, and De Roo, 2010) has been used
to set up the European Flood Alert System "EFAS" on a 25 km2 grid
Thielen et al., 2009. However, all of these examples lack an option to
consider and to represent reservoir operation. In the models, flood
propagation in larger rivers is typically represented by simplified hy-
drological routing schemes such as the Williams method (Williams,
1969), the Muskingum method (Cunge, 1969; McCarthy, 1938; Todini,
2007) or multilinear approaches (Szolgay, 2004). Hence, the ability
of such models to deal with the complex flow processes that occur
during floodplain inundation along large, flat rivers is limited. These
processes can significantly change the shape and timing of a flood
wave and, with it, also have an impact on finding the optimal reser-
voir operation strategy for regional flood mitigation. Hydrodynamic
modeling approaches based on the Navier Stokes equations and suit-
able simplifications (e.g. the 2d-shallow water equations) are much
better capable of resolving these processes and can, coupled with hy-
drological models, be used to overcome the limitations of the latter
in this respect. This has already frequently been done, however, most
of these studies have either been done at very high resolution and
small spatio-temporal extent (e.g. Bradley et al., 1996; Kim et al., 2012;
Nicholas and Mitchell, 2003; Ogden et al., 2000) or at large extent but
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small spatio-temporal resolution (e.g. Biancamaria et al., 2009; Bravo
et al., 2012; Paiva, Collischonn, and Buarque, 2013). Large-scale and
high resolution couplings are still rare (e.g. Bao and Zhao, 2012),
but are exactly what is needed for reservoir operation on the regional
scale. In this paper, we present and discuss the application and results
of such an extensive hydrologic-hydrodynamic model coupling. An-
other issue that arises in the context of regional reservoir operation
is the need for evaluation of the underlying models in high resolu-
tion and on large scales. This is required for two reasons: Firstly to
identify (and possibly remove) weak points in the modeling chain,
and secondly to set the basis for quantification of the overall uncer-
tainty associated with reservoir operation and the contributions of
the various model chain components (e.g. uncertainties from weather
forecasts and observations, uncertainties from representation of the
rainfall-runoff process and routing, etc.). There is a wealth of liter-
ature on the topic of uncertainties related to hydrological modeling
(Beven and Binley, 1992; Georgakakos et al., 2004; Matott, Babendreier,
and Purucker, 2009; McMillan et al., 2011b), to hydrodynamic model-
ing (Cloke and Pappenberger, 2009; Marka et al., 2004; Pappenberger
et al., 2005; Pappenberger et al., 2006; Zehetmair et al., 2008) and
to reservoir operation (Raje and Mujumdar, 2010; Soares, Covas, and
Reis, 2011; Yazdi and Salehi Neyshabouri, 2012), however it is beyond
the scope of this study to establish a full treatment of uncertainties.
Rather, we present a multi-criteria (see also Moriasi et al., (2007)) ap-
proach which includes a new metric termed "Peak Level Certainty"
(PLCY) and which relates the forecast uncertainty at a given point to
the locally required precision to make useful decisions.
It is also beyond the scope of this study to develop a complete sys-
tem for coordinated multi-reservoir operation system (Labadie, 2004;
Opan, 2011; Tilmant, Goor, and Kelman, 2011), instead we investigate
methods to identify candidate reservoirs for regional flood mitiga-
tion by analyzing their maximum potential impact under idealized
conditions. We apply both elaborate simulation-based and simplified
statistically-based approaches and investigate to which degree the lat-
ter can be used as an easy-to-obtain approximation of the former.
The overall goal of this paper is therefore to present and to discuss
methods which can be used for coordinated reservoir operation on
the regional scale, rather than establishing such a system. We do so by
using the example of three major flood events in the Bavarian Danube
basin (45,000 km2). The basin is completely covered by hydrological
models and by 1300 km of 2-d hydrodynamic models and contains
nine larger reservoirs.
The remainder of the paper is structured as follows: An overview of
the basin, the data and all applied methods and models are provided
in Section 2.2. Results from the modeling exercises are presented and
are discussed in Section 2.3, being followed by conclusions in Section
2.4.
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2.2 materials and methods
2.2.1 Study region
The study area comprises the Bavarian Danube catchment, from its
entry at the Baden-Württemberg border (river kilometer 2586) to gauge
PILZ (Passau Ilzstadt, river kilometer 2225) which is located next to
the Austrian border (Fig. 2.1). The basin encompasses 45,000 km2 and
exhibits strong hydro-metrological gradients in both north-south and
east-west directions, with mean annual precipitation ranging from
600mm in the northern sub-catchments to more than 2000mm in the
southern, alpine areas: the basin average is around 1000 mm (BMU,
2002). The rainfall regime is characterized by distinct seasonal cycles
and in the southern alpine areas, 50 % and more of the precipitation
falls as snow.
Figure 2.1: Inset: Germany with federal state boundaries (gray lines) and
the Danube catchment (gray area). Large map: Bavarian Danube
basin. The colored areas represent different sub-basins. The cor-
responding numbers refer to the hydrological sub-model iden-
tifier (MID, see Table 2.2). Important reservoirs (red triangles)
are indicated by capital letters A− I (see reservoir identifier RID,
Table 2.1). The encircled triangle highlights the Forggensee reser-
voir. Selected gauges are indicated by blue-white circles, the blue
italic gauge identifiers (GID) link to Tables 2.1 and 2.2. The blue
lines and polygons represent the major river network and impor-
tant lakes.
The basin is composed of distinct physiographic regions: The south-
ern areas are located in the northern Limestone Alps, the eastern
parts lie in the Bavarian and Bohemian Forest. The majority of the
basin (about 56 %) between the Alps in the South and the Danube in
the center is underlain by faulted Molasse sediments. The area north
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of the Danube is more heterogeneous, but limestone and karst forma-
tions prevail.
The most important tributaries of the Bavarian Danube from the
Alps in the South are the rivers Iller, Lech and Isar, while from the
North it are the Altmühl, Naab and Regen. Almost all larger rivers
in the Bavarian Danube catchment, in particular the river Lech, have
been intensively regulated during the last two centuries, and their
potential for hydro-power production is nearly fully exploited (Pall
and Janauer, 2003; Rösl, Rosemann, and Stockenhuber, 1984).
Nine flood protection reservoirs within the Bavarian Danube basin
are large enough to be relevant for this study. The largest ones are lo-
cated on the southern tributaries, in particular the reservoirs Forggensee
(Lech) and Sylvensteinspeicher (Isar) (triangles C and D in Fig. 2.1).
The reservoirs differ considerably with respect to size, technical as-
pects and catchment properties (Table 2.1).
Table 2.1: Characteristics of selected reservoirs within the Bavarian Danube
catchment. For each reservoir, the name of the main water course
and two gauge identifiers (GID) are provided. The local GID
refers to the local, primary target of reservoir operation; the re-
gional one represents a distant gauge in the Danube. VR is the
regular retention volume, VR,max the (theoretical) maximum pos-
sible retention volume. Area refers to the reservoirs’ catchment
size, HQ100 to the 1-in-100 year reservoir inflow. MAP is the mean
long term annual precipitation in the reservoir catchment. The
reservoir identifier (RID) and the GIDs link to Fig. 2.1. Order is
according to VR,max. Estimates are labeled by asterisks (*).
Reservoir Water GID VR VR,max Area HQ100 MAP RID
course Local Regional (106m3) (106m3) (km2) (m3 s−1) mm
Sylvenstein-
speicher
Isar MUEN HOFK 59.4 88.6 1138 950 1928 D
Forggensee Lech AUGW INGP 22.1 83.6 1582 985 1597 C
Eixendorfer
See
Naab WARN SWWE 12.1 16.9 399 130 853 H
Grüntensee Wertach BIES INGP 11.1 15.6 85 161 1857 B
Vilstalsee Vils ROTT PILZ 8.1 9.6 623 *315 863 A
Liebenstein-
speicher
Naab UKOE SWWE 3 4.5 66 *35 893 E
Silbersee Naab WARN SWWE 3.6 4.4 58 31 903 G
Drachensee Regen FURT SWWE 3.9 3.9 178 *100 823 I
Perlsee Naab WARN SWWE 3.2 3.7 61 36 943 F
2.2.2 Models
2.2.2.1 Hydrological rainfall-runoff models
The Bavarian Danube basin is covered by eight conceptual hydrolog-
ical (HY) models (Table 2.2) of type LARSIM (’Large Area Runoff
Simulation Model’; Ludwig and Bremicker, (2006)). They are in op-
erational use at the Bavarian flood forecasting agency and are used
in this study in a coupled way to simulate distributed runoff forma-
tion, runoff concentration and flood routing. We use the models in
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an event-based (i.e. non-continuous) mode (Ludwig, 1982). The mod-
els are operated on hourly time steps and except for the Lech and
Isar, all models are grid-based (resolution 1 km2) (see Fig A.1). The
Lech and Isar models consist of variable-sized sub-catchments, typi-
cally 2-10 km2 large. The channel routing is represented by simplified
routing schemes (usually after Williams, (1969)). Including the rout-
ing parameters for channel roughness and geometry, altogether 13
model parameters (times the number of elements) are available for
calibration.
Table 2.2: Overview of the hydrological sub-models. Important gauges are
provided by the gauge identifiers (GID). Both GID and the model
identifier (MID) refer to Fig. 2.1
MID Model name Water
course
Size (km2) GID Reservoirs next MID
1 Iller and upper
Danube
Iller,
Danube
11410 KEMP, NEUL - 3
2 Lech Lech 3800 BIES, AUGW Grüntensee,
Forggensee
3
3 Central Danube Danube 7228 INGP, SWWE - 8
4 Altmühl Altmühl 3812 BEIL - 3
5 Naab Naab 6362 HEIT Eixendorfer See,
Liebensteinspeicher,
Perlsee Silbersee
3
6 Regen Regen 3091 MARI Drachensee 3
7 Isar Isar 8435 MUEN, PLAT Sylvensteinspeicher 8
8 Lower Danube Danube 7931 HOFK, PILZ Vilstalsee -
Due to their operational use for flood forecasting, all models are cal-
ibrated with a focus on large floods, typically a one-in-one-hundred-
year event. The application of the models to low or average flow
conditions is of course possible but usually prone to higher uncer-
tainty since the models are applied "out of scope". In every such case
an event-specific adaptation of the default model configuration is re-
quired. This is done by an event-specific scaling factor (SF) which is
applied to the default runoff-coefficients (RC) obtained from calibra-
tion. The SF is the most important and most sensitive model param-
eter. Typically it differs between 0.1 (for conditions with extremely
small RC values such as extreme low flow) and 1 (for conditions
with RC values similar to a one-in-one-hundred-years flood). In oper-
ational forecast mode, the SFs are determined for each new forecast
run by expert’s choice, mainly based on present discharge observa-
tions and predicted rainfall. As our study involved many model runs,
we had to establish an automated method to mimic experts’ reason-
ing. To achieve this, we used the single best predictor for RC, i.e.
observed discharge which was converted into three classes: small (re-
turn period < 2 yrs), medium (return period > 2 and 6 10 yrs) and
high (return period > 10 yrs). Accordingly, we applied the SFs 0.4,
0.7 and 1.0. These values were obtained in a prior study, where we
identified best event-specific SF values across many events and sub
catchments by optimization and then averaged the results. Season-
dependency of SF was not a critical issue in our study as all floods oc-
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curred during the same season (May-Aug). The so determined SF val-
ues (or RC values, respectively) were estimated individually for each
event, but kept constant throughout the periods of simulation. Using
this simplified approach we emulated operational conditions, but in
an automated way. As this study deals with hindcasts, it would have
easily been possible to identify a perfect SF value for each event by
optimizing it based on the available rainfall and discharge data. How-
ever, this would have meant to neglect the forecast uncertainty that
under operational conditions was introduced by expert’s choice of the
SF value. This would of course have made simulation results better,
but would have missed the purpose of the study. For the remaining
parameters, we used (default) operational model configurations. To
account for historical reservoir operation, discharge observations at
the outlets of the reservoirs Grüntensee, Forggensee, Sylvensteinspe-
icher, Liebensteinspeicher, Perlsee and Silbersee (Table 2.1 and Fig.
2.1) were fed into the models, unless they were used for reservoir
optimization (see section 2.2.5.1). The same applies for the Danube
discharge as it enters Bavaria and for the hydrograph of the river Inn.
The latter was fed into our models at the gauge Passau Ingling which
is the located about 2.5 km upstream of the Inn river mouth. The sim-
ulation periods for the three events were 20 days (10.05.-01.06.1999),
13 days (05.08.-18.08.2002) and 11 days (18.08.-29.08.2005).
2.2.2.2 Hydrodynamic models
To test our hypothesis that coupled hydrologic-hydrodynamic model-
ing improves simulations in larger catchments, we used altogether 45
two-dimensional hydrodynamic (HD) models covering a total river
length of approximately 1300 km. Most of them were either devel-
oped for floodplain mapping or for the analysis of flood protection
measures. Due to the large number of models a large variety of bathymetry
and floodplain data were used. Most HDmodels are based on precise
airborne laser scanning data at 1 x 1 m resolution and river cross sec-
tion surveys at 200 m intervals. The resolution of the computational
grid ranges from 10 x 25 m in the channel to 50 x 50 m on the flood-
plains. For model calibration the flood event May 1999 was used for
most HD models. With few exceptions, all models were provided
by the Bavarian water management authorities and set up in Hydro
AS-2d (Nujic, 2003). The latter is a commercial 2d-hydrodynamic soft-
ware which solves the shallow water equations assuming a hydro-
static pressure distribution with a finite volume approach. Detailed information
on the hydrodynamic
models can be
obtained from the
PhD thesis of
Skublics, (2014).
The HD models were combined and homogenized. This included a
simplification of the topology of most models by iteratively reducing
the number of elements (from a total of eight million to four million),
but preserving the precise elevation of hydraulic decisive terrain. This
way, much shorter computation times were achieved, while sufficient
accuracy of the results was maintained. Boundary conditions like ma-
terial and land use definitions remained unchanged. Despite the ho-
mogenizations, the simulation quality of the models remained hetero-
geneous since their underlying data were of different quality.
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The combined models (nine altogether) allowed flood wave simula-
tions along more than 1300 river kilometers along the entire Bavarian
Danube and along its tributaries Wertach, Lech, Isar, Naab and Regen.
The (one-way) coupling between theHY and theHDmodel was estab-
lished by directly feeding the HY model outputs into the HD models.
Runoff generated in a catchment between two tributaries was sum-
marized and was combined with the closest tributary. This way, the
total number of interface nodes between HY and HD was reduced
from 900 to 200.
2.2.3 Data
2.2.3.1 Precipitation and streamflow data
The hydrological models were forced with observed rain gauge data.
Time series from 144 (May 1999), 141 (August 2002) and 280 (August
2005) meteorological stations in hourly resolution were available. Ad-
ditionally, daily totals of precipitation time series of 701 (May 1999)
and 1015 (August 2002) meteorological stations were used for densi-
fication, so that a mean areal coverage of 59, 43 and 179 km2 per sta-
tion was achieved for the respective events. The daily rainfall sums
were disaggregated to hourly sums according to the temporal rain-
fall distribution of the nearest station with hourly data. Precipitation
data were spatially interpolated using the "Rasterpunktverfahren" a
method which is implemented within the LARSIM model (Ludwig,
1978). It is essentially an inversedistance weighted combination of the
four closest stations, one in each quadrant, surrounding the point of
interest.
For model evaluation, observed hourly stream flow data from about
90 gauges throughout the basin were considered. Apart from data
quality criteria, the gauges were selected in such a way that all sub-
catchments were represented as adequately as possible.
2.2.3.2 Characteristics of the selected flood events in the Danube Basin
During the last fifteen years, four larger flood events with return peri-
ods exceeding ten years occurred in the Bavarian Danube catchment.
They originated in the southern, alpine areas of Bavaria (May 1999,
August 2005), in the (south-)eastern Bavarian Forest and alpine areas
(August 2002), and in the central lowland and northern hills (Jan-
uary 2011). The May 1999 flood was triggered by heavy rainfall in
the alpine headwaters falling on soils saturated from a previous pe-
riod of intense snowmelt (most affected basins: Iller and Lech) (BLfU,
2003). The flood events of 2002 and 2005 were exclusively caused by
long and intense rainfall (most affected basins 2002: Inn and Regen;
most affected basins 2005: Iller, Lech and Isar) (BLfU, 2002, 2007). The
January 2011 flood was mainly induced by intense snowmelt and
moderate rainfall (most affected basins: Naab, Altmühl and Regen)
(BLfU, 2011). Even though the highest return periods (Fig. 2.2), and
also most of the damages occurred at the tributaries, all the events
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also caused severe damages along the Danube itself. We selected the
flood events of May 1999, August 2002 and 2005 to investigate model
performance and reservoir impact since, for them, the largest contri-
butions to runoff volume in the Danube came from the rivers with
the largest reservoirs: Iller, Lech (Forggensee) and Isar (Sylvenstein-
speicher) contributed by 81 % (1999), 65 % (2002) and 85 % (2005)
to the runoff volume in the Danube, as recorded at gauge HOFK
(Hofkirchen). BLfU, (2002, 2003, 2011) provide more detailed infor-
mation such as spatial distributions of rainfall or hydrographs of the
major gauges. Böhm and Wetzel, (2006) and Mikhailova, Mikhailov,
and Morozov, (2012) compiled general information on hydrological
extremes in the Danube basin.
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Figure 2.2: Sketch of the major river network (blue lines) of the Bavarian
Danube catchment (excluding the Inn basin). The boxes repre-
sent the occurrence of floods and their respective return periods
(color coded) in the period 1999-2011. Only floods with return
periods larger than 10 years are shown.
2.2.4 Evaluation of model performance
Coordinated regional reservoir operation requires sufficiently precise
simulations, which in turn requires methods to evaluate model per-
formance. However, evaluating simulations in large basins represents
a multi-dimensional problem. Numerous sites need to be judged nu-
merous times with respect to numerous criteria (on numerous indi-
vidual scales) and potentially even by numerous groups of users. To
arrive at an evaluation that (i) includes all criteria considered impor-
tant, (ii) allows a quick but comprehensive overview over all sites and
events and, importantly, (iii) comes in a form interpretable also by
non-experts, we have developed a method which (i) combines differ-
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ent complementary evaluation criteria (Section 2.2.4.1), (ii) transforms
and aggregates them into/on the same relative scale and (iii) allows
for intuitive interpretation (Section 2.2.4.2).
2.2.4.1 Single evaluation criteria
The answer of how to adequately validate and quantify model perfor-
mance is ambiguous, and many authors have dealt with it (Dawson,
Abrahart, and See, 2007; Dawson, Abrahart, and See, 2010; Ehret and
Zehe, 2011; Reusser et al., 2009; Smith, Georgakakos, and Liang, 2004;
Vrugt et al., 2003; Weglarczyk, 1998; Willmott, 1981). An adequate rep-
resentation of peak flow is of great interest in high flow simulations
(Ramirez, 2000). For this reason we have included the amplitude-
based Nash-Sutcliffe-Efficiency (NASH) (Nash and Sutcliffe, 1970).
Despite its limitations (Gupta et al., 2009; Schaefli and Gupta, 2007)
it is widely used as it has the advantages of non-dimensionality and
high correlation to other metrics evaluating peak flow. The second
criterion we have added to our set of evaluation criteria is the Peak-
Time-Difference (PTDF). It accounts for timing errors and it is de-
fined as the time difference between the simulated and the observed
peak flow. Negative values indicate that the simulated peak flow has
occurred prior to the observed one. Correct timing is an important
aspect of model performance, as it strongly influences the superposi-
tion of flood waves at river confluences. Moreover, the PTDF is of high
importance for the planning of dyke defense measures and reservoir
operation.
The two criteria selected so far reflect how a hydrologist would eval-
uate model simulations, without additional knowledge of local condi-
tions at points of interest in the catchment. However, the perspective
of local residents or flood managers in a particular community on
simulation quality may be substantially different: From their point of
view, a model is a good model if it correctly discriminates between
cases where no action is required and/or no damage occurs and such
cases where large action is required and/or large damage occurs. In
Bavaria, these cases are distinguished by the so-called "Meldestufen"
(Flood Impact Levels (FIL)), available for all major gauges. FIL 3 de-
notes that built-up areas are flooded to a smaller degree, FIL 4 indi-
cates large-scale flooding of built-up areas and that substantial efforts
for dyke defense are required. Depending on local topography, land
use and local flood protection, the water level difference between FIL
3 and FIL 4 may be smaller or larger. The point we want to make
here is that local decision making is sensitive to local water level dif-
ferences. Hence, it is advisable to also evaluate model performance
based on these local sensitivities, For this purpose, we have devel-
oped a new evaluation criterion termed Peak-Level-Certainty (PLCY)
and have added it to our set of criteria. It comprises the following
steps and assumptions: We only consider peak water levels, as this is
the decisive quantity for the extent of local damages and flood protec-
tion measures. We express the quality of a model by its ability to cor-
rectly distinguish cases where FIL 3 or FIL 4 is exceeded. This could
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be done by counting "hits" and "missed events" in a classical contin-
gency table. However, due to the limited number of floods available
for analysis, this table would be very sparsely populated. Instead, we
determine the mean absolute error between all available simulated
and observed flood peak water levels (n) (this expresses model error)
and divide it by the water level difference of FIL 4 and FIL 3 (this ex-
presses local sensitivities). We have termed this ratio "relative error",
re.
re =
1
n
∑n
i=1(|max(wsim −wobs)|)
FIL 4− FIL 3
(2.1)
Under the simplifying assumption that the model error follows a
uniform distribution and that it is valid for the entire range of flood
water levels beyond FIL 3, the probability (PLCY) with which a peak
flow predicted to be between FIL 3 and FIL 4 will actually be there
in reality (and not below FIL 3 or above FIL 4), can be expressed as a
function of re (Fig. 2.2). PLCY is high if re is low, which can be the
case if either model errors are small, and/or if local conditions are
not sensitive (i.e. the distance between FIL 3 and 4 is large).
A comparable approach has recently been suggested by Zappa,
Fundel, and Jaun, (2013), who express local sensitivities by the dif-
ference between the 10-year and 5-year flood.
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and relative error
(Eq. 2.1). The latter is
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2.2.4.2 Model performance expressed by multi-criteria grades
To simplify the elaborate analysis, evaluation, aggregation and com-
munication of the different criteria, we have developed a method
which allows transforming, aggregating and combining them on a
consistent relative scale. This way the procedure provides a meaning-
ful overview of the spatial patterns of model performance in large
basins. The relative evaluation scale fosters intuitive interpretation,
which is relevant e.g. for non-experts and decision-makers. It should
be noted, though, that the grading procedure is not intended to sub-
stitute the analysis of the individual performance statistics. Rather it
complements it by providing a simple yet comprehensive overview
which facilitates communication to non-experts and helps to focus
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on relevant areas. Our approach combines and translates the three
previously described evaluation criteria NASH, PTDF and PLCY into
a single grade. From conversation with the forecasters, we have as-
sumed the three criteria to represent all relevant aspects of flood-
related model performance (magnitude, timing, and local sensitivi-
ties), to be non-redundant (see also Section 2.3.3) and to have equal
importance (weights). A conversion matrix (Tables 2.3 and 2.4) trans-
lates the evaluation criteria into a five-category grade system, as it
is used for example in the European Credit Transfer System and re-
lated grading tables (ECTS) or in many psychological questionnaires
(Bühner, 2011). The categories are intuitively classified as "very good",
"good", "satisfactory, "sufficient" and "insufficient".
Table 2.3: Nash-Sutcliffe-Efficiency grades from the literature.
Grade Moriasi et al., (2007) Haag et al. 2005,
Hohenrainer et al.,
(2009)
Crochemore, (2011) Applied ranges
Very good > 0.75 > 0.9 > 0.77 > 0.85
Good ]0.65− 0.75] ]0.8− 0.9] ]0.68− 0.77] ]0.75− 0.85]
Satisfactory ]0.50− 0.65] ]0.7− 0.8] ]0.63− 0.68] ]0.66− 0.75]
Sufficient - ]0.6− 0.7] ]0.55− 0.63] ]0.55− 0.66]
Insufficient < 0.50 < 0.6 < 0.55 < 0.55
The conversions we have selected (Tables 2.3) are adapted from ex-
isting literature (Crochemore, 2011; Crochemore et al., 2014; Moriasi
et al., 2007) and expert knowledge from practitioners in the Bavar-
ian Water Authority and engineering companies (Haag, Vollmer, and
Heß, 2005; Hohenrainer et al., 2009). Even though the precise thresh-
old values which are used to distinguish between two grades may be
somewhat arbitrary, the general magnitude of the individual thresh-
olds is not. This applies for all three criteria. For the sake of simplicity
we have employed precise threshold values instead of fuzzy represen-
tations.
For timing errors, there was less literature available than for NASH
(Cunge, 1969; Ehret and Zehe, 2011). Zappa, Fundel, and Jaun, (2013)
provides some guidance concerning the evaluation of timing errors.
In their study they defined tolerable timing errors as one fourth of
the time between the initialization of a forecast and the median of
the predicted peak timing. Since we did not work with forecasts, we
defined the ranges of the PTDF values based on the idea that flood
precautions required a certain lead time for preparation, irrespective
of catchment size.
For this reason experiences gained by the Bavarian flood forecast-
ing agency concerning the time required to e.g. initiate a warning, to
conduct dyke defense and safety measures or to initiate a reservoir
drawdown were used as criteria to define the value ranges for the
PTDF statistic (Table 2.4) uniformly across all catchment sizes.
For PLCY, there were no literature values available. Hence we made
reasonable assumptions based on our own judgment and comparable
statistics such as the percent bias (Moriasi et al., 2007). Moreover, we
tried to acknowledge measurement uncertainty. For streamflow this
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is typically in the range of 10-15 % Harmel et al., 2006, peak level
uncertainties in the same order of magnitude should still be evaluated
as "very good" or "good" (Table 2.4).
Table 2.4: Ranges of values and corresponding grades for the Peak-Time-
Difference (PTDF) and Peak-Level-Certainty (PLCY) criterion.
Grade Peak-Time-Difference (h) Peak-Level-Certainty (-)
Very good < 3 > 90
Good [3− 6[ ]80− 90]
Satisfactory [6− 9[ ]65− 80]
Sufficient [9− 12[ ]50− 65]
Insufficient > 12 6 50
The conversion of NASH (Tables 2.3), PTDF and PLCY (Table 2.4)
to grades supports comparison and combination of different statistics.
As one example for a simple multi-criteria evaluation we calculated
the mean of the equally weighted three grades as additional crite-
rion. It would of course also be possible to apply individual criterion
weights according to specific user preferences. This procedure is in
line with the suggestions given by Moriasi et al., (2007), who pro-
pose considering several and complementary criteria for single-event
simulations. The weak correlations we have found between our per-
formance statistics (the maximum r2 was < 0.25 among NASH and
PTDF) indicate the independence of our criteria. Nevertheless, it is
important to state that every aggregation comes along with a loss in
detail. Hence, any multi-criteria grades need to be interpreted with
care since e.g. two positive grades may mask a negative one. A further
limitation of our concept is that the data required for the calculation
of the PLCY criterion (namely the FILs) may not be available and/or
that FILs cannot be defined in a meaningful way. The latter would
e.g. apply in remote areas where larger flooding does not cause any
material damage.
2.2.5 Reservoir impact estimation
One goal of this study is to evaluate the potential of reservoirs for
regional flood mitigation, and to evaluate to what degree this is pos-
sible without compromising reservoir operation optimized for local
points of interest. We approached this question by investigating the
maximum potential impact of each reservoir under "laboratory con-
ditions". Here we defined the reservoir "range of impact" as the max-
imum river length downstream of the reservoir, where a noticeable
(i.e. larger than the water level measurement uncertainty during high
flow conditions, which is about 10 cm) peak water level reduction of
∆Wcrit > 10 cm was still possible. Within this range we assumed a
potential for flood mitigation due to reservoir operation. If the range
of impact extends into the Danube, the reservoir is potentially useful
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for coordinated regional flood mitigation. As previously mentioned,
the term "coordinated reservoir operation" can either refer to the op-
eration of multiple reservoirs on a single regional gauge (e.g. reser-
voirs Grüntensee (RID = B) and Forggensee (RID = C) on gauge
INGP (Ingolstadt), Fig. 2.1 and Table 2.1) or the joint operation of a
single reservoir to multiple local and regional gauges (e.g. reservoir
Forggensee (RID = C) to the gauges AUGW (Augsburg u.d. Wertach)
and INGP). We applied both elaborate simulation-based and simpli-
fied statistically-based approaches and investigated to what degree
the latter could be used as an easy-to-obtain approximation of the
former.
2.2.5.1 Reservoir impact estimation based on simulations
The simulation based approach was applied to the three reservoirs
we considered, due to their size and alpine setting, as potentially
the most effective for our test floods: Sylvensteinspeicher (RID = D),
Forggensee (RID = C) and Grüntensee (RID = B). To quantify their
maximum possible impact, we defined the following idealized setting:
Only physical reservoir characteristics like maximum possible water
withdrawal (as function of water level and reservoir outlet character-
istics), maximum tolerable lake water level lowering rates or critical
velocities required for opening or closing of sluice gates, etc. were
considered. Existing management plans and water law regulations
were ignored since these would have restricted the evaluation to local
sites (regional reservoir operation is at the moment not targeted in the
Danube basin). By using observed rainfall, we further assumed full
knowledge of the spatio-temporal distribution of rainfall during the
flood event, i.e. we omitted the uncertainty associated with rainfall
forecasts. Additionally, we maximized the usable retention volume
of each reservoir prior to each flood event. For this purpose we al-
lowed reservoir drawdowns starting 48 h prior to the peak inflow at
the maximum possible rate to gain as much free retention volume
as possible (VR,max in Table 2.1). Whereas the water level drawdown
rate was pre-determined by the reservoir characteristics, the starting
time 48 h prior to a flood event was not. It was determined by the op-
erational experience gained at the Bavarian flood forecasting agency:
48 h prior to a flood, forecasts typically indicate with a high certainty
that a flood will come. This justifies reservoir waterlevel drawdown
even though it is often still uncertain how large the flood will be. Dur-
ing impounding, no spillway activation was allowed at any time. The
same applied during the optimization of the reservoir release during
the flood events.
Owing to the large number of boundary conditions and the well-
known strengths of manual methods Boyle, Gupta, and Sorooshian,
2000, the optimization of the reservoir release was done manually and
separately for each event and reservoir. Each reservoir was optimized
for two target points, one local (the traditional) and one regional (the
new) at the Danube (Table 2.1 and Fig. 2.1), applying the hydrological
models (Table 2.2). The objective for optimization was to reduce the
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water level at the selected target gauge below FIL 3, or, if impossible,
to minimize the duration of its exceedance. To avoid local flooding
as an unwanted side-effect of regional reservoir optimization, we de-
fined an additional constraint: Any increase in water level above FIL
3 due to reservoir operation was not permitted at any point between
the reservoir outlet and the target gauge.
Since it was not possible to analyze the impact of a reservoir in-
dependent from the impact of the other reservoirs and independent
from the contribution of the different sub-basins, we considered them
as neutral as possible. This was done by using observed discharge
time series as model input at the outlets of all other reservoirs and at
the last gauge in the Danube prior to the regional target gauge of the
reservoir of interest.
The impact of the reservoirs was evaluated not only at the local and
regional targets, but for each gauge downstream of the reservoir out-
let by comparing the optimized water level to a reference water level.
The spatial range of the effective reservoir impact was then given by
the last gauge where the resulting impact was > ∆Wcrit. Reference
water levels were generated using the same data and models but with
a different reservoir release (Qref,release). The latter was defined
as Qref,release = min[max. physically possible release, inflow].
Thus, in the reference case, reservoir outflow was equal to reservoir
inflow except for very few cases, thereby mimicking a non-existent
reservoir. Calculated discharge was converted to water levels using
stage-discharge relationships following the Eta-approach (Pegelvorschrift,
1991).
2.2.5.2 Reservoir impact estimation based on specific retention volume
Estimating the potential impact of a reservoir by iterative manual op-
timization as described in the previous section is a laborious task.
Therefore, we also sought for simpler alternatives based on easy-to-
obtain reservoir indices to establish a connection between the simpli-
fied and advanced approach. The aim was then to use the former as
a surrogate for the latter.
We used a simple but meaningful index, the specific retention vol-
ume (V∗), see Fischer, (2008). It relates the maximum possible reten-
tion volume (VR,max) of a reservoir to the size of its catchment (A)
and to the relative mean annual precipitation within its catchment:
V∗ =
VR,max
A
· MAP
MAPD
(2.2)
We expressed the relative mean annual precipitation by the ratio
of the mean annual precipitation (MAP) in a given catchment and
the mean annual precipitation within the entire Danube catchment
(MAPD). Consequently, V∗ can be computed for each reservoir, but
also for each point (gauge) downstream of the reservoir outlet by
simply modifying A and MAP accordingly. The progression of V∗
along a river offers a simple way to study the decline in reservoir
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impact with increasing distance from the reservoir outlet. It also al-
lows comparing reservoirs from different catchments with different
hydro-meteorological regimes.
We identified all reservoirs whose operation potentially influence
the water levels in the Danube during high flow conditions by com-
bining the results from the simulation based assessment of reservoir
impact and the specific retention volume.
2.3 results and discussion
Although the main focus of this article is the analysis of reservoir
impact, we have found interesting results in the evaluation of model
performance. We will briefly discuss results related to the hydrologi-
cal simulations in Section 2.3.1. Findings from the coupled hydrologic-
hydrodynamic simulations are presented in Section 2.3.2 and an overview
of the most important results from the grade based performance eval-
uation is given in Section 2.3.3.
2.3.1 Hydrological simulations
2.3.1.1 General model performance
All analyzed flood events originated in the southern or southeastern
alpine areas. With respect to the overall hydrological model perfor-
mance we observed only little differences between the three events.
Averaged over all gauges, all three events had nearly identical NASH
values (Table 2.5). With respect to PTDF, we observed a slightly neg-
ative average, which indicated that the timing of the simulated peak
flows tended to be about 1 h too early in general. Even though the av-
eraged PTDFs were rated "very good", standard deviations between
8 and 14 h indicated a distinct scatter (Table 2.5). Please note that
with respect to our third statistic, Peak-Level-Certainty (PLCY), the
most interesting results are related to its spatial distribution. We will
discuss this in Section 2.3.3.
Table 2.5: Median of NASH (rather than mean due to the highly skewed
distribution), average and standard deviation of Peak-Time-
Difference (PTDF) for all three flood events.
Flood event NASH (-) Peak-Time-
Difference (h)
May 1999 0.77 −2.2± 14
August 2002 0.82 −0.7± 10
August 2005 0.8 −0.9± 7.7
Average 0.8 −1.2± 10.8
The scatter between the three events was large, and high PTDFs oc-
curred both in combination with poor and good NASH values. The
two criteria thus, are independent (r2 < 0.01, p-value=0.76, n=175).
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Contrary to our expectations, we did not find any significant correla-
tion between catchment size and model performance.
A general result valid for all simulations and throughout the entire
basin was that all model runs overestimated the total volume by up to
10 %. This applied in particular for the tributaries Iller and Isar. The
simulations at the river Iller overestimated the peak flow at the gauge
NEUL (Neu Ulm, Bad Held) between 50 (May 1999) and 150 m3s−1
(August 2005). The PTDF differed between -9 (May 1999) and -14 h
(August 2002) at the same gauge. Hence, already at the beginning of
the Bavarian Danube basin, considerable differences between simu-
lated and observed discharges occurred. Along the Danube, between
the gauges NEUL and PILZ, the NASH and PTDF statistics showed
non-uniform progressions, PTDF with a parabolic shape and distinct
changes at the mouths of larger rivers, NASH with a more consistent
decrease (Fig. 2.4).
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Figure 2.4: Progression of Peak-Time-Difference (PTDF) (left) and Nash-
Sutcliffe-Efficiency (NASH) (right) along the Bavarian Danube for
all three events starting from the gauge NEUL. Going from left
to right the dotted lines mark the distance of the gauges DONW,
INGP, KELH, SWWE, PFEL, HOFK and PILZ from the gauge
NEUL (see also Fig. 2.1). The solid lines represent the distances
of the mouths of the tributaries Lech and Isar from NEUL. One
PTDF value from the gauge INGP (-22 h) and one NASH value
from the gauge PILZ (-0.31), both from the flood event in May
1999 are not shown. Values for gauge INGP and the flood event
1999 were not available due to missing data.
2.3.1.2 Model performance as a function of flood magnitude
To evaluate model performance in terms of flood magnitude, we plot-
ted the NASH and PTDF values for all gauges against the maximum
observed flow Qmax,obs, which was normalized with the 100-year
flood flow rate (HQ100) to allow for better comparison (Fig. 2.5). Both
plots show two clusters of points. The first one represents basins unaf-
fected by larger flooding (normalized Qmax,obs 6 0.25). The second
cluster contains gauges which have experienced floods during our
periods of simulation (normalized Qmax,obs > 0.25). In general, the
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higher the observed stream flow, the better the NASH (Fig. 2.5), the
smaller the scatter of the data (both panels), and the greater the ten-
dency of simulated flood peak to run ahead of the observed ones
(linear regression in Fig. 2.5, left).
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Figure 2.5: Scatterplots of the results of the hydrological model. They show
Peak-Time-Difference (h) (left) and Nash-Sutcliffe-Efficiency (-)
(right) for all available gauges (n) and for the three different
flood events, plotted against the maximum observed discharge
(Qmax,obs), normalized by the 100-year discharge.
The poor results in areas with normalized Qmax,obs < 0.25 (Fig.
2.5) can best be explained by the previously discussed application of
the models "out of their scope" rather than by physiographic charac-
teristics of the basin. We tolerated the poor performance which oc-
curred mainly in the northern catchments (Altmühl and Naab), as
the associated flows did not significantly contribute to the regional
flood wave propagation and due to our focus on the southern basins
which experienced larger floods (see again Fig. 2.2), where we could
analyze the potential of coordinated reservoir management.
2.3.2 Coupled hydrological and hydrodynamic simulations
To evaluate the potential of the hydrodynamic models, we repeated
all stream flow simulations, but this time the simplified hydrological
routing was replaced by the 2d-hydrodynamic model chain in the ma-
jor reaches. All boundary conditions remained unchanged, and we
calculated the same performance statistics as before. By comparing
the results between purely hydrological (HY) and coupled (HY&HD)
simulation (Fig. 2.6) it became obvious that, against our expectations,
the 2d-hydrodynamic simulations did not significantly increase the
overall model performance. Concerning the PTDF, neither approach
outperformed the other (Fig. 2.6, left). Although average and stan-
dard deviation of the coupled simulation were better than the HY
results for the events May 1999 and August 2002 (HY: −3.1± 11, 1± 7
h vs. HY&HD: −0.7± 12, −0.2± 8 h), the opposite was the case for
the flood event of August 2005 (HY: < 0.1± 6 h vs. HY&HD: −3.3± 8
h). In terms of the median NASH, the HY simulations even outper-
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formed the HY&HD approach for the flood events of May 1999 and
August 2005 (HY: 0.71, 0.84 vs. HY&HD: 0.61, 0.72). For the flood
event of August 2002 both approaches yielded an identical median
NASH of 0.84 (Fig. 2.6, right). Hydrodynamic
modelling results
were provided by
Skublics, (2014).
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Figure 2.6: Peak-Time-Difference (PTDF) and Nash-Sutcliffe-Efficiency
(NASH) of the hydrological model (HY) plotted against the
results from the coupled hydrological-hydrodynamic (HY&HD)
simulations. The number of considered gauges (n) is smaller
than in Fig. 2.5 since it only contains gauges were where both
HY and HY&HD simulations were available.
Apparently, the generally known superiority of hydrodynamic mod-
els over conceptual hydrological routing approaches did not apply in
our case, and the results did not justify the large additional effort of
applying the hydrodynamic models.
To analyze this unexpected behavior in more detail, we conducted
an additional experiment. For this purpose we selected the stretch of
the Danube between the gauges NEUL and DONW which is about 80-
km long and characterized by low slopes (≈ 0.9‰) and extensive in-
undation areas. Here, flood wave propagation is subjected to substan-
tial and complex deformations due to floodplain activation, backwa-
ter effects and meander shortcuts (Skublics, Fischer, and Rutschmann,
2009), and hence the hydrodynamic models, which, in contrast to the
hydrological models, explicitly represent these effects, should clearly
outperform the latter. Along this river stretch we replaced, where
available, the hydrological simulations at all lateral and upstream
inflow points with observations. Varying slightly among the floods,
roughly 80 % of the catchment area could thus be represented by
observations. We then fed the routing scheme of the hydrological
model and the hydrodynamic model with these "perfect data" and
compared their performance. The results clearly justified the use of
the 2d −HD model in this river section. Even though the accuracy
of both simulations increased (compared to the case with simulated
lateral inflow), the NASH, PTDF and volume error of the HD model
improved disproportionally more (see Fig. 2.7). Thinking backwards,
this also implies that the HD model suffers disproportionally more
from the lower quality lateral inflow data provided by hydrological
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models than the hydrological routing schemes do. As a consequence,
inaccuracies provided by a HY model may not necessarily be compen-
sated by the subsequent use of a HD model.
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Figure 2.7: Comparison of hydrological (HY) routing (blue) and 2d-
hydrodynamic (HD) modeling (red) at the end of a river stretch
of the Danube of 80 km length (gauge DONW). The left plot
shows results where data from the hydrological model was used
as input. In the right plot measured streamflow data (covering 83
% of the catchment) was used as model input. The statistics in
the top provide NASH = Nash-Sutcliffe Efficiency, PTDF = Peak
Time Difference and VERR = Volume Error.
Skublics, Seibert, and Ehret, (2014) conducted additional experi-
ments to study the interaction between both modeling approaches
in more detail. Using both observed and synthetic hydrographs, they
assessed the influence of errors in volume, peak-flow magnitude and
peak timing on the simulation accuracy of the hydrological routing
and the 2d-hydrodynamic model. They showed that equivalent modi-
fications of the boundary conditions led to different and non-uniform
reactions of the HY and the HD models. It also turned out that errors
in the peak timing and/or the run time significantly affected the su-
perposition of the flood wave of the main river stem with that of the
tributaries. In their example, the resulting errors did not cancel out
but (partly) even amplified each other. Moreover, the deviations were
not uniform but linked to the magnitude of discharge. In summary,
this analysis underlined that in order to tap the full potential of hy-
drodynamic models to improve simulations in large river systems,
sufficiently accurate boundary conditions are required.
2.3.3 Grade-based evaluation of model performance
To get a meaningful overview of the spatial patterns of the perfor-
mance of the hydrological models we developed a method which
allowed transforming, aggregating and combining the individual cri-
teria to a consistent relative scale. The grading procedure did not
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substitute the analysis of the individual performance statistics but
provided additional information which helped us to focus on areas
particular sensitive to flooding and thus, to the reservoir operation.
As described in Section 2.2.4.2 we converted our evaluation criteria
PTDF, NASH and PLCY into grades. Aggregated over all gauges and
all events, NASH, PTDF and PLCY followed a nearly identical distri-
bution (Fig. 8). At around 20 % of the considered gauges, "satisfac-
tory" modeling results were achieved, about 40 % of them were better
("good" or "very good"), and 40 % were worse ("sufficient" or "insuffi-
cient"). In contrast to these more or less uniform distributions, the dis-
tribution of the combined multi-criteria grade could be approximated
by a Gaussian shape which had a clear maximum in the middle (i.e.
overall "satisfactory" model performance). This underlines that the
three performance criteria seem to be uncorrelated.
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Figure 2.8: Histogram of model performance. The bars represent the relative
frequency of all achieved marks based on the criteria Peak-Time-
Difference (PTDF), NashSutcliffe-Efficiency (NASH) and Peak-
Level-Certainty (PLCY). The bar of the multicriteria grade rep-
resents the frequency of the paired average of the three grades
for all individual gauges. Data from all three flood events and all
gauges were considered.
To analyze dominant spatial patterns of the performance of the
HY model, we drew maps of the different criteria (Fig. 2.9). They
clearly showed that the individual criteria possessed distinct spatial
patterns throughout the basin and that these patterns differed among
the criteria.
The calculated NASH values were predominately classified as "good"
or "very good" in the sub-catchments of the rivers Iller, Lech, Isar and
on the river sections of the upper and central Danube (Fig. 2.9, panel
a). This is important since good and/or very good NASH values in-
dicate a good representation of the observed flood peak by the simu-
lation. This implies in turn that a precise reservoir operation should
be possible within these areas (given effective reservoirs), since the
uncertainty associated with the simulation is rather small compared
to its accuracy. The opposite is the case in the northern basins and
also in the lower reaches of the river Isar. Here we have found small
NASH values which indicate higher uncertainty and in turn, that it is
difficult to define an effective reservoir operation strategy. As stated
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in Section 2.3.1.2, we believe that the poor model performance we
have observed in these basins can best be explained by the use of the
models "out of their scope" rather than by physiographic characteris-
tics of the basin.
Regarding the PTDF statistic (Fig. 2.9, panel b), a completely differ-
ent picture emerged. "Good" and "very good" results were achieved
in the headwaters of the rivers Iller, Lech, Isar and Regen. This re-
sult suggests that we can expect accurate inflow simulations at all
alpine reservoirs with respect to the timing, given accurate precipita-
tion data. This finding is fundamental since it enables precise reser-
voir management which is mandatory for long-distance reservoir op-
eration for flood mitigation during larger flood events. More hetero-
geneous results were observed at most of the smaller southern trib-
utaries of the Danube and on most river sections of the Danube it-
self. The PTDFs in the northern sub-catchments were "good" on aver-
age, particularly those in the Regen basin. Poor model performance
with respect to timing was found in the Altmühl and partly in the
Naab catchment. The spatial patterns of the PTDF criterion approxi-
mately coincide with the spatial patterns of stream flow velocity. The
northern basins Altmühl and Naab but also several of the smaller
southern tributaries show comparably slow stream flow velocities
(2− 4 km h−1 on average) and damped high flow responses. Typi-
cally, flood waves within these basins are characterized by slow rises
and recessions and a broad (and rather poorly defined) peak. This
applies in particular in comparison to the larger alpine tributaries of
the Danube (typical stream flow velocities differ between 7 and 14
km h−1) where the opposite is the case. Comparable effects occur on
rivers fed by lakes or in the very downstream sections of larger rivers.
Here the significance of the PTDF criterion is reduced.
The PLCY criterion exhibited the most discontinuous behavior (Fig.
2.9, panel c). This manifests particularly along the rivers Isar and Re-
gen, where the grades cover the entire range of values. The best re-
sults were achieved along the rivers Lech, Altmühl and Naab. For
the Danube, "insufficient" results were achieved for almost the en-
tire river section downstream of gauge DONW. The PLCY criterion
can be interpreted as an indicator for areas which require particular
attention in flood management, either because of poor model perfor-
mance or because of local sensitivity to water level differences. Sev-
eral of the gauges marked "satisfactory", "sufficient" or "insufficient"
(colored yellow, orange and red in Fig. 2.9, panel c) coincide with ar-
eas that have experienced severe damages during the flood events of
May 1999, August 2002, and August 2005.
Like the individual grades for NASH, PTDF and PLCY, the com-
bined grade does not show a trend of increasing model performance
with increasing catchment size (Fig. 2.9, panel d), but other patterns
are visible: Grades along the rivers Iller, Lech and Isar (including their
tributaries) have predominately been classified as "good" or "very
good". "Satisfactory" or "sufficient" results have mainly been limited
to a few head waters gauges and to the lower reaches of the river Isar.
Worse overall model performance and hence potential for improve-
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(a) Nash-Sutcliffe-Efficiency (b) Peak-Time-Difference
(c) Peak-Level-Certainty (d) Combined grade
Figure 2.9: Spatial patterns of model performance. The color coded dots rep-
resent the locations of gauges throughout the basin where results
for NASH (a), PTDF (b) and PLCY (c) are available. The com-
bined grade is shown in the bottom right panel (d).
ments is visible at several of the smaller southern tributaries of the
Danube. On the Danube, good results have only been achieved up-
stream of the river Altmühl mouth. Beyond, overall grades declined
and remained "satisfactory" or "sufficient" along the remaining Bavar-
ian Danube.
2.3.4 Reservoir impact assessment
2.3.4.1 Reservoir impact assessment based on simulations
We discuss results from the simulation-based approach here mainly
for the example of the Forggensee, as it has proved to be the most ef-
fective of the tested reservoirs. It is located on the river Lech (RID = C
in Fig. 2.1), and its influence is clearly detectable throughout the en-
tire river Lech and at several gauges of the Danube. Moreover, we
found that traditional reservoir management practices with a local fo-
cus were, on the Forggensee, not necessarily in conflict with reservoir
operation for regional flood mitigation. The following results were
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derived from an individual analysis of the Forggensee reservoir. Ob-
served discharge time series were used at the outlet of the Grüntensee
reservoir (RID = B, river Wertach) and at the gauge DONW which
is the last gauge in the Danube prior the confluence of Danube and
Lech.
During the May 1999 flood, the reservoir inflow exceeded return
periods of 100 years and the potential of the reservoir for flood mitiga-
tion was limited. The reservoir operation plot (Fig. 2.10, left column)
and the reservoir impact plot (Fig. 2.11, left column) showed that lo-
cal flood protection required the entire available retention space and
that there was no room for reservoir optimization with respect to the
regional gauge INGP. Already tiny modifications in the reservoir re-
lease led to an increase in water level above FIL 3 at the local gauge
AUGW. The operation of the reservoir allowed a reduction (relative
to the reference, see Section 2.2.5.1) of the water level of about 1 m at
the local target gauge AUGW. However, the resulting water levels ex-
ceeded FIL 3, despite the significant reservoir drawdown which was
initiated 48 h prior the peak inflow. At the distant gauge INGP, both
local and regional optimization reduced the water levels by about 60
cm (Fig. 2.11, bottom left).
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Figure 2.10: Operation of the Forggensee during flood events May 1999 (left
column), August 2002 (center column) and August 2005 (right
column). The upper row contains the reservoir inflow and re-
leases for the reference scenario (ref), local (locopt) and regional
(regopt) optimization. The lower row shows the corresponding
water levels. The gray areas represent the standard operating
water level segment, which differed between the three events.
In contrast, the potential for regional reservoir operation during the
August 2005 flood was much higher. While the reservoir inflow again
exceeded a 100-year flood, this time the initial lake water level was
lower, leaving room for optimized operation. In the case of local opti-
mization, the maximum water level at the local target gauge AUGW
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Figure 2.11: Water levels at the local gauge AUGW (upper row) and the re-
gional gauge INGP in the Danube (lower row) as a result of the
Forggensee operation. From left to right: Flood events May 1999,
August 2002 und August 2005. The dashed lines mark the dif-
ferent flood impact levels (FIL). The colored lines represent the
reference scenario (ref) in green, the local (locopt) optimization
in blue and the regional (regopt) optimization in red.
was reduced by more than 2 m, and by more than 50 cm at the re-
gional gauge INGP, compared to the reference. The latter could be
reduced even further to about 1 m, when the reservoir operation was
optimized for regional flood mitigation, even under the additional
constraint of keeping water levels at local gauge AUGW below FIL
3. The local and regional reservoir operation strategies differed sub-
stantially, in particular with respect to timing (compare blue and red
line in Fig. 2.10, top right). Regional optimization did not require a
horizontal cut of the flood wave of the Lech (as for the case of local op-
timization), instead the highest possible discharge reduction during
the falling limb was important (see red line in Fig. 2.11, top right). The
offset in timing between the two optimization strategies was approxi-
mately one day during the flood event of August 2005. This indicates
that local operation strategies not necessarily interfere with regional
operation strategies and that it is possible to combine both local and
regional flood protection issues (given sufficient retention volume).
The flood event of August 2002 takes an intermediate position. It
was smaller (reservoir inflow was below a ten-year-flood), and the
water levels at local gauge AUGW would have remained below FIL
2 even for the reference scenario (assuming a non-existing reservoir).
Thus, local flood protection did not require any action. Nevertheless,
we modified the reservoir release to test the potential of the reser-
voir regarding its influence on the regional flood wave propagation.
Whilst the setting of the local optimization scenario was, for the above
reasons, rather arbitrary, we were able to achieve a significant reduc-
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tion in water level at the regional gauge INGP through regional op-
timization. In the latter case we decided to initiate a much larger
reservoir drawdown than required, which resulted in an artificial pre-
event flood wave of tolerable height (see Figs. 10 and 11, top center),
in favor of additional retention volume during the flood itself. We
were thus able to throttle the reservoir release during the flood event
and to reduce the resulting water level at the regional gauge INGP
(Fig. 2.11, bottom center). This example illustrates the potential of
the reservoir even for smaller flood events. This applies in particular
since we tightened the boundary conditions in this case to a maxi-
mum tolerable water level at the local gauge AUGW to FIL 1. Thus,
the results show that it can be worthwhile to consider regional flood
mitigation measures even if local conditions are not critical.
The differences between the traditional "locopt" reservoir operation
practice and the new "regopt" strategy become obvious when plotting
the maximum possible reduction in water level against the distance
from the reservoir (panel (a) in Fig. 2.12). It clearly shows that "locopt"
operation ensures higher flood protection for the immediate down-
stream area, while "regopt" operation achieves higher water level re-
duction along the Danube. The average differences between the two
strategies amounted to up to 30 cm at the gauge INGP. In any case,
the reservoir operation was detectable over more than 300 river kilo-
meters. Beyond roughly 350 km, the average reduction in water level
was less than 10 cm, i.e. no more effect was achieved according to our
cut-off criterion. The right panel in Fig. 2.12 shows the average wa-
ter level reduction achieved for all three reservoirs where simulations
have been made as a function of distance from the reservoir.
2.3.4.2 Combined reservoir impact assessment based on specific retention
volume and simulations
We computed the specific retention volume (V∗, see Section 2.2.5.2)
for all reservoirs and all downstream gauges in the Danube basin.
It decreases with increasing distance from the reservoir as the catch-
ment size increases (Fig. 2.13).
Based on the detailed, simulation-based information on reservoir
impact (Fig. 2.12) and the easy-to-obtain specific retention volume
(Fig. 2.13), we were able to formulate a simplified rule to determine
the range of reservoir impact. As can be seen from Fig. 2.13, water
level reductions larger than 10 cm (our cutoff criterion) only occurred
when specific retention volume was larger than 1− 2 · 103 m3 km−2.
We set a rough but conservative limit of 1.5 m3 km−2 and transferred
this "translated" cutoff criterion to Fig. 2.13 (indicated by the dashed
line). With this, we could approximate the range of impact for all
additional reservoirs where no simulations were available. The pro-
gressions of V∗ in Fig. 2.13 showed that the range of impact along
the rivers differed among the reservoirs between roughly 25 and 100
river kilometers. Moreover, it became clear that none of the additional
reservoirs had the potential for flood mitigation in the Danube: At the
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Figure 2.12: Simulated water level reductions compared to the reference
scenarios. The panels show results for different reservoirs and
gauges as a function f the distance of the gauge from the reser-
voir outlet. The gauge names are coded in italic capitals, Fig. 2.1
depicts their location.
first gauge in the Danube, V∗ was always well below 1000 m3 km−2
in all cases, except for the Sylvensteinspeicher (V∗ ≈ 2000 m3 km−2).
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Figure 2.13: Specific retention volume (V∗) as a function of the distance
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Danube. The dashed line equals the cut-off value of V∗ = 1.5
103 m3 km−2, indicating the end of measurable reservoir im-
pact.
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In summary, we determined the range of impact of nine reservoirs
located on Danube tributaries to evaluate their potential usefulness
for coordinated regional flood mitigation for the Danube. We per-
formed detailed simulations for the largest three reservoirs. From this,
we identified a lower limit of effectiveness expressed as a minimum
specific retention volume V∗ and applied this criterion to the remain-
ing reservoirs. None of them fulfilled this requirement, in fact, only
one out of the nine reservoirs (Forggensee) fulfilled it. When eval-
uating these results, however, it should be kept in mind that they
were obtained under idealized conditions (full knowledge of rainfall,
no limitations due to existing management plans or water law reg-
ulations); under real conditions, the range of impact would be even
smaller.
2.4 summary and conclusions
The overall goal of this paper was to present and discuss methods
potentially useful to set a basis for coordinated reservoir operation
on the regional scale. In particular, we (i) investigated methods for re-
gional multi-criteria evaluation of model performance, (ii) evaluated
the potential of joint hydrologichydrodynamic modeling to improve
model performance and (iii) applied simulation-based and simplified
methods to determine the impact range of reservoirs. Finally, we in-
vestigated to what degree reservoir operation strategies optimized for
local and regional points of interest were compatible.
Our investigations were done using the example of three major
flood events in the basin of the Bavarian Danube (45,000 km2) and
nine reservoirs therein. Simulations in the basin were done with eight
event-based hydrological (HY) models and nine 2-d hydrodynamic
(HD) models covering 1300 river kilometers. The HY outputs were
directly fed into the HD models without applying any kind of joint
calibration.
2.4.1 Evaluation of model performance
Regional flood mitigation requires hydrological/hydrodynamic sim-
ulations on a large scale, potentially from many models and for many
points of interest, and thus it requires, as a prerequisite, suitable
methods for model evaluation. We established such an evaluation
procedure with a focus on flood simulations. It combines three in-
dependent (maximum r2 < 0.25) criteria which evaluate flood mag-
nitude (NASH), peak timing (PTDF) and a criterion (PLCY) which
relates simulation quality to local quality requirements. The three cri-
teria were transformed and combined into a five-level grade system,
which facilitates large scale model evaluation and detection of spatial
patterns of model performance. Applied to three flood events and
approximately 100 gauges in the Bavarian Danube basin, about 40 %
of all simulations were rated either "good" and "very good" or "suffi-
cient" and "insufficient". The remaining 20 % were rated "satisfactory",
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which corresponds to NASH values between 0.66 and 0.75, PTDFs
of |6 − 9h| and PLCYs of 65-85 %. On average, simulation was "sat-
isfactory", which corresponds to studies in comparable catchments
(Mauser and Bach, 2009). The spatial patterns of model performance
in the Bavarian Danube basin varied considerably among the individ-
ual criteria and the combined result, which suggests that the criteria
are indeed complementary.
2.4.2 The potential of coupled hydrological and hydrodynamic simulations
2-d hydrodynamic models based on the shallow-water equations have
a sound physical basis and require, compared to simplified hydrolog-
ical routing techniques, less calibration. Adding hydrodynamic mod-
els along all major rivers in the Bavarian Danube basin to the model
chain, we therefore expected simulation results to improve, especially
along the Danube, where during floods large inundations occur. To
our surprise, this was not the case: Recalculations of three historical
flood events using hydrological routing schemes and 2-d hydrody-
namic models yielded comparable errors. Within a sensitivity test, we
substituted all hydrologically simulated input into an 80-km stretch
of the Danube (upstream inflow and lateral tributaries) by measured
stream flow data. The results indicated that especially the hydrody-
namic approach profited disproportionally strong from the improved
boundary conditions (or, in other words, suffered disproportionally
strong from poor boundary conditions). From this we conclude that
the use of 2-d hydrodynamic models is in principle superior to hy-
drological routing schemes, but requires boundary conditions of suf-
ficient quality. A possible explanation for the more robust behavior
of the hydrological routing schemes is that they are jointly parame-
terized with the hydrological model, thus allowing for compensation
of model weaknesses in the runoff generation by the routing. If such
parameter interactions are present (see also Kirchner, (2006)), difficul-
ties will naturally arise if the hydrological routing is substituted by an
external 2d-hydrodynamic model, since all compensatory effects will
be removed. It could hence be interesting to investigate to what de-
gree joint calibration of the hydrological rainfall-runoff schemes and
the hydrodynamic models circumvents this problem.
2.4.3 The potential of coordinated reservoir operation for regional flood mit-
igation
Typically, reservoirs are designed and operated in a way to maximize
(local) flood mitigation in the downstream vicinity. The question we
pursued in this study was to evaluate to what degree reservoirs might,
beyond local considerations, also be available for flood mitigation at
more distant (regional) points of interest along larger rivers. For nine
reservoirs situated on tributaries of the Bavarian Danube, we investi-
gated this under idealized conditions, i.e. perfect knowledge of rain-
fall. We determined their range of impact, defined as the maximum
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river length downstream of the reservoir where the flood peak water
level could still be lowered by at least 10 cm. For the three largest
reservoirs, Forggensee, Sylvensteinspeicher and Grüntensee we de-
termined the range of impact with detailed hydrological simulations
and could establish a relationship between the reservoirs" range of
impact and specific retention volume. We then applied this relation-
ship to the remaining reservoirs. From the nine reservoirs tested, even
under the described idealized conditions, only one (Forggensee) had
a detectable regional impact, which vitiated the initial idea of coor-
dinated multi-reservoir flood mitigation in the Danube. However, an
interesting finding for the Forggensee was that reservoir operation
strategies optimized for local and regional flood mitigation, respec-
tively, were not mutually exclusive but could be simultaneously pur-
sued, provided that sufficient retention volume was available. While
these results are of course highly specific to the particular reservoirs
we investigated, we suggest that two reservoir-related findings of this
study are more generally applicable: The first is that local and re-
gional reservoir operation strategies are not necessarily exclusive and
it may thus be worthwhile for a given reservoir to investigate the
preconditions, interdependencies and limitations of these strategies.
The second is that the relationship between specific retention volume
and range of impact we have established is a simple tool for a quick
assessment of a reservoir’s capability for regional flood mitigation.
To conclude: while setting up a system for coordinated regional
reservoir operation including explicit consideration of uncertainties
has been beyond the scope of this study, we have presented several
methods which can be used to set the basis for such as system.
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D I S E N TA N G L I N G T I M I N G A N D A M P L I T U D E
E R R O R S I N S T R E A M F L O W S I M U L AT I O N S
In hydrology it is common to assess magnitude (vertical)
errors in streamflow simulations. Timing (horizontal) er-
rors are however rarely considered. In order to analyze
their importance I propose a method to quantify both
timing and magnitude errors. The method closely resem-
bles the way a hydrologist would visually evaluate the
agreement of observation and model output. The results
show significant differences in the time-magnitude error
statistics for different flow conditions (periods of low-flow
and periods of rise and recession in hydrological events),
which standard statistics are not able to reveal. The pro-
posed method thus offers novel perspectives for model
diagnostics and evaluation.
This study is published in Hydrology and Earth System
Science. Part III is a reprint of:
Seibert SP, Ehret U and Zehe E (2016): Disentangling
timing and amplitude errors in streamflow simulations,
Hydrol. Earth Syst. Sci., 20, 3745-3763,
doi:10.5194/hess-20-3745-2016.
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PA RT 3 : T I M I N G A N D A M P L I T U D E
U N C E RTA I N T I E S
abstract
This article introduces an improvement in the Series Distance (SD)
approach for the improved discrimination and visualization of tim-
ing and magnitude uncertainties in streamflow simulations. SD em-
ulates visual hydrograph comparison by distinguishing periods of
low flow and periods of rise and recession in hydrological events.
Within these periods, it determines the distance of two hydrographs
not between points of equal time but between points that are hydro-
logically similar. The improvement comprises an automated proce-
dure to emulate visual pattern matching, i.e. the determination of an
optimal level of generalization when comparing two hydrographs, a
scaled error model which is better applicable across large discharge
ranges than its non-scaled counterpart, and "error dressing", a con-
cept to construct uncertainty ranges around deterministic simulations
or forecasts. Error dressing includes an approach to sample empiri-
cal error distributions by increasing variance contribution, which can
be extended from standard one-dimensional distributions to the two-
dimensional distributions of combined time and magnitude errors
provided by SD.
In a case study we apply both the SD concept and a benchmark
model (BM) based on standard magnitude errors to a 6-year time se-
ries of observations and simulations from a small alpine catchment.
Time–magnitude error characteristics for low flow and rising and
falling limbs of events were substantially different. Their separate
treatment within SD therefore preserves useful information which
can be used for differentiated model diagnostics, and which is not
contained in standard criteria like the Nash–Sutcliffe efficiency. Con-
struction of uncertainty ranges based on the magnitude of errors of
the BM approach and the combined time and magnitude errors of
the SD approach revealed that the BM-derived ranges were visually
narrower and statistically superior to the SD ranges. This suggests
that the combined use of time and magnitude errors to construct
uncertainty envelopes implies a trade-off between the added value
of explicitly considering timing errors and the associated, inevitable
time-spreading effect which inflates the related uncertainty ranges.
Which effect dominates depends on the characteristics of timing er-
rors in the hydrographs at hand. Our findings confirm that Series
Distance is an elaborated concept for the comparison of simulated
and observed streamflow time series which can be used for detailed
hydrological analysis and model diagnostics and to inform us about
uncertainties related to hydrological predictions.
47
[ October 20, 2016 at 11:15 – classicthesis version 4.2 ]
48 part 3 : timing and amplitude uncertainties
3.1 introduction
Manifold epistemic and aleatory uncertainties make the simulation
of streamflow a fairly uncertain task. The assessment of uncertainties,
i.e. quantification, evaluation, and communication, is thus of great
concern in decision making, model evaluation, the design of technical
structures like flood protection dams or weirs, and many other issues.
The quantification and evaluation of uncertainties typically involves
the comparison of simulated and observed rainfall–runoff data.
For this purpose, visual hydrograph inspection is still the most
widely used technique in hydrology as it allows for the simultane-
ous consideration of various aspects such as the occurrence of hy-
drological rainfall–runoff events, the timing of peaks and troughs,
the agreement in shape, and the comparison of individual rising or
falling limbs within an event. The main strength of visual hydro-
graph comparison results from the human ability to identify and com-
pare matching, i.e. hydrologically similar parts of hydrographs ("to
compare apples with apples") and particularly to discriminate verti-
cal (magnitude) and horizontal (timing) agreement of hydrographs.
Whereas the former implies that rising and falling limbs of the two
time series are intuitively and meaningfully matched before they are
compared, the latter refers to a joint but yet individual considera-
tion of timing and magnitude errors. Visual hydrograph inspection is
hence a powerful yet demanding evaluation technique which is still
rather difficult to mimic by automated methods. Clear disadvantages
of visual hydrograph inspection, however, are its subjectivity and that
its application is restricted to a limited number of events.
3.1.1 Single and multiple criteria for hydrograph evaluation
To overcome this shortcoming, a large number of numerical crite-
ria (Bennett et al., 2013; Dawson, Abrahart, and See, 2007; Laio and
Tamea, 2007; Legates and McCabe, 1999; Nash and Sutcliffe, 1970;
Pachepsky et al., 2006) have been proposed. However, each criterion
typically evaluates only one or just a few hydrograph aspects and
there is no "one size fits all" solution available. For this reason differ-
ent attempts have been undertaken to compare expert judgement and
automated criteria (Crochemore et al., 2014) and to establish model
evaluation guidelines (e.g. Biondi et al., 2012; Harmel et al., 2014; Mo-
riasi et al., 2007). Key points of related guidelines typically include
the statement that the choice of the metric should depend (i) on the
modelling purpose, (ii) on the modelling mode (calibration, valida-
tion, simulation, or forecast), and (iii) on the model resolution (time
stepping, spatial resolution). Further, most authors recommend the
combination of several, preferably orthogonal criteria, which might
imply combined application of absolute and relative criteria (Will-
mott, 1981). Hence, within the last decade several multi-criteria ap-
proaches for model calibration and evaluation have been proposed
(Boyle, Gupta, and Sorooshian, 2000; Efstratiadis and Koutsoyiannis,
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2010; Gupta, Sorooshian, and Yapo, 1998; Kollat, Reed, and Wagener,
2012; Vrugt et al., 2003), which combine different performance criteria
and/or evaluation against hydrological signatures such as the shape
of the flow duration curve (Euser et al., 2013; Hrachowitz et al., 2014).
Even approaches aiming to mimic visual hydrograph comparison
were developed. These include multicomponent mapping (Pappen-
berger and Beven, 2004), self-organizing maps (Reusser et al., 2009),
wavelets (Liu et al., 2011), the hydrograph matching algorithm (Ewen,
2011), and the "Peak-Box" approach for the interpretation and verifi-
cation of operational ensemble peak-flow forecasts (Zappa, Fundel,
and Jaun, 2013). Despite this considerable progress, many practical
and scientific applications (Gassmann et al., 2013; Haag, Vollmer, and
Heß, 2005; Kelleher, Wagener, and McGlynn, 2015; Seibert, Skublics,
and Ehret, 2014; Wrede et al., 2015; Zhang et al., 2016) still rely on
simple mean squared error (MSE) type distance metrics such as the
long-established Nash–Sutcliffe efficiency (NASH) or the root mean
squared error (RMSE) even though their shortcomings are well known
(Gupta et al., 2009; Schaefli and Gupta, 2007; Seibert, 2001).
A less recognized issue of MSE-type criteria is that these compare
points with identical abscissa, i.e. at the same position in time. This
means that points in the observation are "vertically" compared to
points in the simulation (in the following we refer to them as vertical
metrics). The problem with this is that small errors in timing may be
expressed as large errors in magnitude. It is obvious that neither indi-
vidual criteria nor the combination of different vertical metrics within
a multi-objective approach can compensate for this.
3.1.2 Uncertainty assessment and model diagnostics – learning from model
deficiencies
Just as with performance criteria, many methods related to the quan-
tification, visualization, and communication of uncertainties were de-
veloped in recent decades, and the value of knowledge about simu-
lation uncertainty is now generally acknowledged. The range of meth-
ods is large and comprises manifold probabilistic and non-probabilistic
approaches. Probabilistic concepts, for instance, include the total model
uncertainty concept (Montanari and Grossi, 2008), methods based
on Bayes’ theorem (Krzysztofowicz, 1999; Krzysztofowicz and Kelly,
2000), and various ensemble techniques (Cloke and Pappenberger,
2008; Georgakakos et al., 2004; Roulston and Smith, 2003). Non-probabilistic
methods include the generalized likelihood uncertainty estimation
(GLUE) (Beven and Binley, 1992), possibilistic methods (Jacquin and
Shamseldin, 2007), or approaches applying fuzzy-set theory (Nasseri,
Ansari, and Zahraie, 2014). Uncertainty assessment is a field of ongo-
ing research, and so far there is no generally accepted technique avail-
able. The most important points of criticism of the non-probabilistic
methods are their subjectivity and their inconsistency with probabilis-
tic approaches when these are applied to cases which can be explicitly
answered using statistical approaches (Stedinger et al., 2008). On the
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other hand, probabilistic approaches always rely on the assumptions
of ergodicity and stationarity, which are rarely fulfilled in reality. A
spin-off of uncertainty assessment is the field of model diagnostics,
which ultimately aims to learn more about and from model defi-
ciencies. Related approaches either analyse the temporal patterns of
parameter identifiability (Wagener et al., 2003) or the coincidence of
typical errors (Reusser et al., 2009) and parameter sensitivity (Reusser
and Zehe, 2011) in streamflow simulation.
Motivated by the limitations of vertical distance metrics, Ehret and
Zehe, (2011) developed the Series Distance (SD) approach. SD is not
a single equation but rather a concept designed for joint but sepa-
rated assessment of timing and magnitude errors in streamflow sim-
ulations, either for events in distinct periods or the entire time se-
ries. "Joint but separated" means that both the time and magnitude
distances between the observed and simulated hydrographs are deter-
mined for matching pairs of points in the event, but the two distances
are kept separate. Such separate treatment is for instance desirable in
flood forecasting, where errors in magnitude are relevant for dike
defence, whereas errors in timing are crucial for reservoir operation.
The separation of timing and magnitude errors is further helpful for
improving model diagnostics as they point towards different deficien-
cies in the model structure.
Here we present substantial improvements (Sect. 3.2) to the original
approach of Ehret and Zehe, (2011), particularly the coarse-graining
procedure. We furthermore introduce a heuristic approach to visu-
alize timing and magnitude uncertainties in streamflow simulations
by constructing two-dimensional uncertainty ranges in Sect. 3.3. Re-
lated to that, we provide and test several quality criteria to evalu-
ate deterministic uncertainty ranges. The skill of uncertainty ranges
is still rarely evaluated in hydrology (Franz and Hogue, 2011), and
most of the available methods such as rank probability scores (Duan
et al., 2007), rank histograms, or the usage of different moments of
the probability density function (De Lannoy et al., 2006) were devel-
oped in climatology (Franz and Hogue, 2011; Gneiting et al., 2008).
These approaches typically quantify ensemble spread and thus are
probabilistic approaches to evaluate uncertainty estimation. To our
knowledge only few deterministic approaches, e.g. categorical statis-
tics such as the Brier score or contingency tables or combinations of
deterministic and probabilistic approaches (Shrestha, Kayastha, and
Solomatine, 2009), are available. In Sect. 3.4 we test the feasibility of
the advanced SD approach in a case study and compare it to a stan-
dard benchmark error model. Section 3.5 contains the results and dis-
cussion, Sect. 3.6 the related conclusions. To foster the use of the SD
approach, we publish the SD (Matlab) code, licensed under Creative
Commons license BY-NC-SA 4.0, together with a ready-to-use sam-
ple data set alongside this manuscript. It is accessible via a GitHub
repository https://github.com/KIT-HYD/SerieSDistance (Ehret and
Seibert, 2016).
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3.2 series distance – concept and modifications
SD was developed to resemble the strengths of visual hydrograph
inspection in an automated procedure, which typically rests on the
following premises (Ehret and Zehe, 2011):
• Hydrographs contain individual events separated by periods of
low flow.
• Events are composed of rising and falling limbs or segments
which are separated by peaks and troughs.
• These different parts of event hydrographs reflect different hy-
drometeorological processes and should be compared individ-
ually, so as to not compare apples with oranges. This is of par-
ticular importance if the simulated (sim in the following) and
observed (obsin the following) hydrographs do belong to differ-
ent parts of the hydrograph at the same time step t (compare
black rectangle in Fig. 3.1).
• A comprehensive evaluation of the agreement of matching ris-
ing and falling limbs of two hydrographs requires consideration
of both errors in timing and magnitude as this better informs
us about ways to improve the model. A simulated rising limb
can, for example, match perfectly with its observed counterpart
with respect to values but occur systematically too early or too
late, which would indicate the need to adjust model parameters
related to runoff concentration and flood routing or to improve
the related model components.
• A comprehensive comparison of sim and obs should also pro-
vide information on the overall agreement with respect to the
occurrence of relevant events and times of low flow. This is
typically expressed by contingency tables, which contain infor-
mation about correctly predicted, missed, and falsely predicted
events.
These criteria listed above inform about different error sources, and
their individual evaluation therefore provides useful information for
a targeted model improvement. As SD accounts for all of these as-
pects, it is not a single formula but rather a procedure which includes
the following steps. For each step, the main innovations are described
in detail in the sections below.
• Hydrograph preprocessing (Sect. 2.1). New: routines to create
gap-free, non-negative time series and to filter irrelevant fluctu-
ations.
• Identification and pairing of events (Sect. 2.2). New: routines to
read user-specified events and to treat the entire time series as
a single, long event.
• Identification, matching, and coarse-graining of segments (Sect.
2.3): New: this part has been completely reworked and now ap-
plies the coarse-graining procedure.
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• Calculation of the distance between matching segments with
respect to both timing and magnitude (Sect. 2.4). This is the
core of SD, and it is important to note that the distances are
computed between points of the hydrographs considered to be
hydrologically similar. New: routines to calculate a scaled mag-
nitude error.
• Calculation of a contingency table which counts matching, miss-
ing, and false events. No changes.
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Figure 3.1: Time series of observed (black) and simulated (grey) discharge
during a hydrological event. The horizontal line represents a
user-specific threshold which differentiates between event and
non-event periods. The light grey lines represent the Series Dis-
tance connectors linking hydrologically comparable points in the
two time series. Time and magnitude distances are calculated
between these points. The black rectangle highlights time steps
where a part of the recession of the simulation overlaps with a ris-
ing part of the observation (figure from Ehret and Zehe, (2011)).
3.2.1 Hydrograph preprocessing
The application of SD usually requires some preprocessing to assure
gap-free and non-negative time series of equal length; related rou-
tines are now included in the SD code. Further routines are available
for the adjustment of consecutive identical values; the identification
of rising and falling limbs requires non-zero gradients and for time
series smoothing, which is often necessary due to the presence of
sensor-related non-relevant microsegments. Smoothing is based on
the Douglas–Peucker algorithm (Douglas and Peucker, 1973), which
preserves extremes but filters the noise (Ehret, 2016). Preprocessing
also involves the identification of segments, i.e. contiguous periods
of rise or fall in the hydrograph. This is based on the slope of the
hydrograph computed between two successive time steps.
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3.2.2 Identification and pairing of events
For many aspects of hydrology such as flood forecasting or studies of
rainfall–runoff transformation, it is useful to consider a hydrograph
as a succession of distinct events, usually triggered by rainfall events,
separated by periods of low flow. As SD is based on the concept of
comparing similar parts of obs and sim hydrographs, it ideally also
involves the steps of identifying events both in the obs and sim time
series and then relating the resulting events between the series. On
this level, the general agreement of the two series is evaluated with a
contingency table, which counts the number of hits (observed events
that have a matching simulated counterpart), misses (observed events
without a simulated counterpart), and false alarms (simulated events
without an observed counterpart). This is also the basis for the fur-
ther steps of the SD procedure: only for matching pairs of obs–sim
events can matching segments of rise and fall within the events be
identified and the combined time–magnitude error be computed. For
misses, false alarms, and periods of low flow this is not possible. For
these cases, the best indicator of hydrological similarity in obs and sim
is similarity in time; i.e. the distance between the observed and simu-
lated hydrograph can be computed with a standard vertical distance
measure.
The detection of events in hydrographs and their subsequent pair-
ing, however, is not trivial and has to our knowledge not yet been
solved in an automated and generalized way. The original version
of SD applied a simple no-event threshold (see Fig. 3.1) which, how-
ever, often produced unsatisfactory results in the form of many non-
intuitive misses or false alarms if the events peaked just above or be-
low the threshold. To overcome these limitations, two further options
are now included in SD. The first allows the reading of event start and
end points and matching obs and sim events from user-provided lists.
This "event mode" option allows users to apply any desired event
detection method, such as those proposed by Blume, Zehe, and Bron-
stert, (2007), Seibert et al., (2016), or Merz and Blöschl, (2009), and is
recommended if a clear distinction between events and low flow is
important.
If the identification of events is either not possible or relevant, both
the obs and sim time series can be treated as two single, long, match-
ing events, and the steps of segment identification and matching as
described in the next section are applied to the entire time series. De-
spite its simplicity, this "continuous mode" has been shown to work
well in the authors’ opinion after applying the SD approach to differ-
ent discharge time series in both the event and the continuous mode.
Shown to work well in this context means even in the continuous
mode, SD linked parts of obs and sim time series that visually ap-
peared to be matching segments within matching events. Since this
is difficult to show in a simple graph or statistic, we provide the SD
code and test data together with the article.
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3.2.3 Pattern matching: identification, matching, and coarse-graining of
segments
This section describes the core of the SD concept, i.e. the way to iden-
tify, within a matching pair of an observed and a simulated event, hy-
drologically comparable points of the hydrographs in order to quan-
tify their distance in magnitude and time. This pattern matching pro-
cedure has been substantially improved in the new version of SD and
is therefore described in detail here.
The term "hydrologically comparable" relates to how a hydrologist
would visually compare hydrographs and includes several aspects
and constraints. The first constraint is based on the perception that
even if hydrological simulations may deviate from the observations
in magnitude or timing, their temporal order is usually correct. There-
fore, in SD, matching points are compared chronologically by pre-
serving their temporal occurrence: the first point in obs is compared
to the first in sim, the second to the second, the last to the last. Please
note that this does not require the two events to be of equal length, as
in SD, the hydrograph is considered a polygon from which the points
to compare can be sampled by linear interpolation without restriction
to its edge nodes. This is explained in detail below. The second con-
straint relates to the slope of the hydrograph: to ensure hydrological
consistency, points within rising segments of sim are only compared
to points in rising segments of obs, and the same applies to falling
segments. This creates a problem related to the within-event variabil-
ity of the two hydrographs: it is easy to imagine a case in which the
number of segments in the obs and sim event differs. This can be either
due to sensor-related high-frequency micro fluctuations of the obser-
vations, which can create sequences of many short rising and falling
segments, or to general deviations of the simulation from the obser-
vation, such as a double-peaked simulated event while the observed
event is single-peaked. In visual hydrograph evaluation, a hydrolo-
gist will detect the dominant patterns of rise and fall in the two time
series and identify matching segments by doing two things: filtering
out short, non-relevant fluctuations and then relating the remaining
ones by jointly evaluating their similarity in timing, duration, and
slope. The stronger the overall disagreement of the obs and sim event,
the more visual coarse-graining will be done before the hydrographs
are finally compared, while at the same time the degree of coarse-
graining will also influence the hydrologist’s evaluation of the hydro-
graph agreement: the higher the required degree of coarse-graining,
the smaller the agreement.
In SD, these steps are emulated by iteratively maximizing an objec-
tive function: while increasingly coarse-graining the two events, their
overall time and magnitude distance is evaluated. The final evalu-
ation of agreement is then done on the level at which the optimal
trade-off between coarse-graining and hydrograph distance occurs,
i.e. where the objective function is minimal.
The procedure consists of four steps and is explained in the fol-
lowing sections: (1) determination of segment properties, (2) equal-
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izing the number of segments in the obs and sim event, (3) iterative
coarse-graining, and (4) distance computation for the optimal coarse-
graining level.
1. For each segment i in the initial sequence of rises and falls of
an event, its properties relevant for coarse-graining are deter-
mined: start and end time, duration (dt(i)), and absolute mag-
nitude change (dQ(i)). From this the relative duration (dt∗(i))
and the relative magnitude change (dQ∗(i)) of each segment is
calculated, i.e. its duration normalized by the total duration and
its magnitude change normalized by the total sum of absolute
magnitude changes of the entire event. dt∗(i) and dQ∗(i) are
then used to determine the relative importance of each segment
(ISEG(i)) using the Euclidean distance (Eq. (3.1)). Taken together,
all ISEG(i) of the time series sum up to 1, and segments that are
relevant, i.e. that are either very long and/or include large dis-
charge changes, receive large values of ISEG.
ISEG(i) =
√
dt∗ 2(i) + dQ∗ 2(i) (3.1)
2. If the number of segments in the obs and sim event differs, they
are logically equalized by removing the required number from
the event with the surplus. This is done with a directed, iterative
aggregation of segments: the least relevant segment (the one
with the smallest value of ISEG) is selected and assimilated by
its two neighbouring segments. For instance, a small relevant
rising segment will then be combined with its preceding and
succeeding falling segment to a single, long, falling segment.
For the new segment the properties are then determined; its
relative importance is the sum of the previous three segments.
It is important to note that this procedure is a purely logical
assimilation: the timing and magnitude of the points in the dis-
solved segment remain unchanged; they are only reassigned to
the new and larger segment. This also implies that the mean-
ing of coarse-graining in the context of SD is slightly different
from its meanings in statistics and thermodynamics or in upscal-
ing (Attinger, 2003; Neuweiler and King, 2002). In the first case,
coarse-graining is synonymous with the aggregation and aver-
aging of physical quantities; in the second, it is related to the
preservation of heterogeneity effects upon aggregation. In the
case of SD, it means that logical ordering properties are aggre-
gated, while the absolute values of the timing and magnitude
of the data are not changed.
Obviously, this procedure includes a false classification: the ris-
ing segment in the previous example is now hidden within a
larger falling segment. This can be considered as the price of
coarse-graining and can be quantified by the number of falsely
classified edge nodes (n∗mod) of the time series. Therefore, n
∗
mod
is a useful quantity to punish excessive coarse-graining in the
objective function, Eq. (3.2).
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3. With the number of segments in the obs and sim events equal-
ized, their SD timing and magnitude distance can be computed.
To this end, the first obs segment is compared to the first sim
segment, the second to the second, etc. Since the segments can
differ in length we here assume that for each segment pair, the
appropriate number of points is evenly distributed along the
segment duration and can thus be found by linear interpolation
between the time series edge nodes. The first point in the obs
segment is then connected to the first point in the sim segment,
the second to the second, etc. For each connector its horizontal
and vertical projection, i.e. length in time and magnitude, re-
spectively, is determined (compare again Fig. 3.1), yielding the
joint time and magnitude error of the particular point pair.
In the initial version of SD, the number of points for each seg-
ment pair was found by calculating the mean of the two rela-
tive durations, I∗dt, such that long-segment pairs received many
points and the overall number of connector points of the time
series equalled its number of edge nodes. In order to better em-
ulate a hydrologist’s perception of segment importance, in the
current version of SD the number of points is determined by
the mean relative importance ISEG (Eq. 3.1) of a segment pair.
This assigns more points to (and hence puts more emphasis on)
short but steeply rising segments while still preserving the same
overall number of points.
At this point the result of the SD procedure – a two-dimensional
distribution of time and magnitude errors, separately for the ris-
ing and the falling segments – is available. However, in practice
the problem of non-intuitive segment matching often spoils the
results. Due to the constraint of time-ordered segment match-
ing, any minor change in monotony within a rising or a falling
limb that is only present in either the obs or sim event will pro-
duce a false matching of segments. The left panel in Fig. 3.2
illustrates this problem, where the first falling segment in the
observed series (labelled with "2" in a square) corrupts segment
matching: in chronological terms the steep flood rise in obs ("3"
in a square) would be compared to the second rising segment
in sim ("3" in a circle), which is obviously wrong. In this case,
the SD time and magnitude distances will be very large, while
visual comparison would most likely be done as shown in the
right panel of Fig. 3.2 and yield good agreement.
We overcome this problem using iterative coarse-graining again:
within the events, successively more segments are logically ag-
gregated with their neighbours until finally the entire event con-
sists of only two segments: one rise and one fall. Compared to
the last step, in which we apply coarse-graining to either sim
or obs in order to equalize the number of segments in the sim-
ulated and observed event, we here apply it simultaneously to
the obs and sim event. Hence, an equal number of segments and
unique segment matching is ensured. The final comparison of
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Figure 3.2: Illustration of the time-ordered matching of segments in the
coarse-graining procedure. The rising and falling segments of
the simulation (sim) and observation (obs) are numbered and
colour-coded according to their chronological order. Series Dis-
tance compares segments with identical number/colour.
the two events is done for the coarse-graining step in which the
total SD errors and the degree of coarse-graining together are
small. Both requirements are considered in the coarse-graining
objective function (θ). The latter consists of four criteria. The
first two are as follows: (i) the number of edge nodes in falsely
classified segments (n∗mod) and (ii) the cumulated importance of
the dissolved segments (I∗SEG,cum). As discussed above, the false
classifications inevitably occur during the aggregation of seg-
ments. Both criteria monotonically increase with the number
of dissolved segments and therefore punish excessive coarse-
graining. Further criteria are (iii) the SD timing (E∗SD,t) and (iv)
magnitude errors (E∗SD,Q) summed up over all segments of the
event. They are small when segments that are hydrologically
similar, i.e. close in time, duration, and magnitude, are com-
pared. As in Eq. (3.1), each criterion is first normalized to the
range of [0 1] and then combined using the Euclidean distance
(Eq. (3.2)):
θ =
√
γ1n
∗2
mod + γ2I
∗2
SEG,cum + γ3E
∗2
SD,t + γ4E
∗2
SD,Q. (3.2)
Note that θ also includes weighting factors (γ1 . . .γ4) for each
criterion, which allows for a user- or time-series-specific ad-
justment of the objective function. Their setting is hence case-
specific, with the constraint that γ1 . . .γ4 have to sum up to
unity. For example, if the temporal agreement of segments is im-
portant, the weight for E∗SD,t should be large. Setting γ3= 1 and
all other weights to 0 will hence result in a vertical comparison
of the time series, provided that the positions of the edge nodes
are identical. The opposite case (γ4= 1 and γ1=γ2=γ3= 0)
minimizes vertical deviations which leads to horizontally ex-
tended SD connectors. Large weights for either γ1 or γ2 will
prevent any logical aggregation and the pattern matching pro-
cedure will suggest the initial conditions as the best solution.
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Consequently, "extreme" parametrizations of θ are not meaning-
ful as they will prevent the purpose of SD, which is to compare
points which are hydrologically similar.
As can be seen in Fig. 3.2, dissolving a single segment can dras-
tically change the events’ overall SD time and magnitude dis-
tance. Also, as during the successive removal of segments in
coarse-graining, it is impossible to predict which combination
of segments dissolved in obs and sim will yield the best value
of θ; thus, all possible combinations are tested and the best is
kept. If, e.g., both the obs and sim event consist of 10 segments,
10× 10 combinations of segment dissolutions are tested (obs1
with sim1, obs1 with sim2, etc.). The coarse-graining scheme
is thus computationally demanding. The combination with the
minimum θ is kept and serves as the basis for the next segment
reduction step in the coarse-graining procedure.
4. Once the coarse-graining is done, the optimal value of θ is avail-
able for each reduction step, starting with the initial number of
segments and ending with two. In Fig. 3.3, this is shown for
a three-peak event with initially 15 segments. As can be seen
in the lower right panel, the value of the objective function is
initially high: here segment matching is poor and as a result
SD timing errors and thus θ are high (upper left panel). Af-
ter dissolving three segments, agreement is much better (lower
left panel) and θ is at its minimum. Further segment aggrega-
tion does not further decrease SD errors, but now the number
of falsely classified nodes increases and leads to an increase
in θ (upper right panel). The interplay of the two antagonist
parts of θ often leads to the occurrence of a local minimum in
the coarse-graining of complex multi-peak events. The related
reduction step can then be regarded as the optimal degree of
coarse-graining and the final values of SD time and magnitude
errors are determined based on this level. In "simple" events in
which no or little coarse graining is required, the objective func-
tion values often increase fairly linearly. In any case SD time
and magnitude errors are determined based upon the coarse-
graining step with the smallest θ value.
[ October 20, 2016 at 11:15 – classicthesis version 4.2 ]
3.2 series distance – concept and modifications 59
 3.03.03 10.03.03 17.03.03
5
10
15
20
di
sc
ha
rg
e 
(m
3 s
−
1 )
date
observation
simulation
connectors
initial conditions
 3.03.03 10.03.03 17.03.03
5
10
15
20
date
coarse graining step=7
 3.03.03 10.03.03 17.03.03
5
10
15
20
di
sc
ha
rg
e 
(m
3 s
−
1 )
date
coarse graining step=3
l
l
l
l
l
l
l
1 2 3 4 5 6 70
.0
0.
5
1.
0
1.
5
2.
0
2.
5
o
bje
cti
ve
 fu
nc
tio
n 
va
lu
e 
(−)
coarse graining step (1=initial cond.)
Figure 3.3: Coarse-graining steps: all plots contain data from the same multi-
peak discharge event but for different levels of coarse-graining.
The initial conditions (top left panel) are characterized by a large
number of poorly matching simulated (dashed) and observed
(solid) segments as indicated by the non-intuitively placed SD
connectors (grey lines). Segments required to match according to
the chronological order constraint of SD are indicated by match-
ing colours. In the last coarse-graining step (top right panel) the
connectors are placed more meaningfully but the representation
of the entire event by only two segments (one rise, one fall) ap-
pears inadequately coarse. The optimal level of coarse-graining,
here reached at step three, yields visually acceptable connectors
while preserving a detailed segment structure (bottom left panel).
This step is associated with a minimum of the coarse-graining
objective function (Eq. 3.2), indicated by the red dot in the bot-
tom right panel. Grey dots indicated the values of the objective
function for all other coarse-graining steps.
3.2.4 Modifications in the SD error model
In the initial version of SD, the magnitude error (ESD,Q) was calcu-
lated as the absolute difference between points in sim and obs linked
by a Series Distance connector (c):
ESD,Q(c) = Qobs(c) −Qsim(c). (3.3)
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In the current version, the magnitude error can alternatively be scaled
by the mean of the connected points:
E∗SD,Q(c) =
Qobs(c) −Qsim(c)
1
2
(Qobs(c) +Qsim(c))
. (3.4)
This yields a relative and hence dimensionless expression of the ver-
tical error (E∗SD,Q), which facilitates the construction of uncertainty
ranges of variable width (see Sect. 3). As in the first version of SD,
both absolute and relative vertical error values E(∗)SD,Q> 0 indicate
that Qobs(c)>Qsim(c). The calculation of Series Distance timing er-
rors (ESD,t) according to Eq. (3.5) remained unchanged. Error values
of ESD,t> 0 indicate that obs occurs later than sim:
ESD,t(c) = tobs(c) − tsim(c). (3.5)
Similar to the scaling of the vertical error, the timing error could also
be scaled using, e.g., event duration. This could be helpful if the error
compared to the length of the event or the average length of all events
in the time series is of interest.
The application of SD timing and magnitude error models (ESD,t(c)
and ESD,Q(c)) makes sense where timing errors are both present and
detectable, i.e. during events in which discharge is not constant in
time. During low-flow conditions time offsets are, however, difficult,
if not impossible to detect. Therefore, a simple one-dimensional, ver-
tical, "standard" error model analogous to Eq. (3.3), which relates val-
ues at the same time step t, suffices here:
ES(t) = Qobs(t) −Qsim(t). (3.6)
Analogously to the scaled vertical SD error model in Eq. (3.4), a
scaled version of the one-dimensional vertical error model (E∗S(t)) was
added:
E∗S(t) =
Qobs(t) −Qsim(t)
1
2
(Qobs(t) +Qsim(t))
. (3.7)
3.3 error dressing : a heuristic for the construction of
uncertainty ranges
The SD concept can be applied to a variety of tasks such as model
diagnostics, parameter estimation, calibration, or the construction of
uncertainty ranges. In this section we provide one example thereof
and describe a heuristic approach for the construction of uncertainty
ranges for deterministic streamflow simulations. Uncertainty ranges
provide regions of confidence around an uncertain estimate and are
of practical relevance and a straightforward means of highlighting
and of assessing magnitude and timing uncertainties of hydrological
simulations or forecasts. Conceptually, uncertainty ranges should be
wide enough to capture a significant portion of the observed values
but as narrow as possible to be precise and, thus, meaningful. These
requirements are antagonistic as large uncertainty ranges, which cap-
ture most or all observations, are usually imprecise to a degree that
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makes them useless for decision-making purposes (Franz and Hogue,
2011).
The method we propose here follows the concept proposed by
Roulston and Smith, (2003) and yields quantitative estimates of fore-
cast uncertainty by "dressing" single forecasts with historical error
statistics. The original approach was designed to dress ensemble fore-
casts; for SD it was adapted to deterministic streamflow simulations
and extended from one dimension (magnitude) to two (magnitude
and timing). Like statistical approaches to uncertainty assessment, er-
ror dressing is based on the fundamental assumptions of ergodicity
and stationarity, i.e. the assumption that errors that occurred in the
past are reliable predictors for errors in the future. In the following we
first outline the regular, one-dimensional deterministic error dressing
method and then describe its modifications for SD.
3.3.1 The one-dimensional case
Provided with a record of past streamflow observations (Ohist) and
corresponding model simulations (Shist), any valid error model such
as Eq. (3.6) can be applied to calculate a distribution of historic er-
rors. This distribution can then be sampled (Fig. 3.4, upper left panel)
using a suitable strategy and the selected subset of errors can be ap-
plied to each time step of the simulation. Connecting all upper and
all lower values of the dressed errors yields corresponding envelope
curves (Fig. 3.4, upper right panel). For this procedure Roulston and
Smith, (2003) coined the term error dressing.
The choice of the sampling strategy, however, strongly influences
the statistics of the resulting uncertainty ranges and should be care-
fully selected. In our case, the precondition was that the approach
should be extendible to two-dimensional cases to allow its later ap-
plication to the error distributions of the SD approach. Therefore, we
defined the sampling strategy according to the variance contribution,
which is straightforward to apply for the one-dimensional case: for
each point of the error distribution its relative contribution (dσ2i ) to
the unbiased variance of the total error distribution (σ2x) is calculated
according to Eq. (3.8):
dσ2i =
(xi − x)
2
nσ2x
100. (3.8)
Here x and n denote the mean and the size of the corresponding
error distribution. The usage of the unbiased variance, having n in
the denominator not n− 1, ensures that all dσ2i sum up to 100. Next,
all points of the error distribution are ordered by the values of dσ2i ,
and, starting with the smallest, a desired subset of all dσ2i , e.g. 80%
is taken from the list. This subset represents an informal probability
(p∈ [0 1]) as it relates to the number of observations that fall within
the uncertainty range. Small values of p are associated with narrow
(sharp) uncertainty ranges but at the cost of a higher portion of true
values that fall outside. Contrary, high values of p cause wide (im-
precise) uncertainty ranges which, however, contain most errors that
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Figure 3.4: Sketch of the one- and two-dimensional error dressing method
using normally distributed random numbers (n= 1000). The up-
per row panels show the one-dimensional case with an empir-
ical cumulative distribution function of errors (upper left panel)
and an 80% subset thereof sampled according to increasing vari-
ance contribution. The application (dressing) of the subset of er-
rors to a hydrograph and the construction of the corresponding
envelop curves is illustrated in the upper right panel. The lower
row panels show the same procedure for the two-dimensional
case. From the two-dimensional distribution of empirical errors
(bottom left panel) 80% (colour-coded) are again sampled accord-
ing to the combined variance contribution of both distributions
(colour ramp). The bottom right panel contains a sketch of the
two-dimensional error dressing method and the construction
of envelope curves. Please note that the use of normally dis-
tributed numbers yields symmetrical samples and envelopes,
which is usually not the case for real-world data, which are usu-
ally skewed.
occurred in the past. For practical applications, typically coverages of
80 to 90% are chosen. In Fig. 3.4, top left panel, the coverage was set
to p= 0.8.
3.3.2 The two-dimensional case
SD yields two-dimensional distributions of coupled errors in timing
and magnitude and thus requires a two-dimensional strategy for the
[ October 20, 2016 at 11:15 – classicthesis version 4.2 ]
3.3 error dressing : a heuristic for the construction of uncertainty ranges 63
sampling of error subsets and the construction of envelope curves
(Fig. 3.4, lower row panels).
How does one sample from bivariate distributions of coupled er-
rors with different units? Statistics and computational geometry offer
concepts based on the ordering of multivariate data sets, such as geo-
metric median or centre point approaches. The former provides a cen-
tral tendency for higher dimensions and is a generalization of the me-
dian which, for one-dimensional data, has the property of minimizing
the sum of distances. Centre points are generalizations of the median
in higher-dimensional Euclidean space and can be approximated by
techniques such as the Tukey depth (Tukey, 1975) or other methods
of depth statistics (Mosler, 2013). Here, however, we want the errors
to be centred around the mean (not around the median). Hence, we
apply the same concept that we use for the one-dimensional case to
SD in that we sample based on the combined contribution of each
point to the total variance. Analogously to Eq. (3.8) we calculate the
relative timing (dσ2t ) and magnitude (dσ
2
Q) contribution of each point
to the total variances of the corresponding distributions. Their sum
yields an estimate of the combined contribution of each point to the
combined variance of both error distributions:
dσ2t+Q = dσ
2
t + dσ
2
Q. (3.9)
Analogously to the one-dimensional case, the points are ordered
by increasing combined variance contribution dσ2t+Q, and, starting
from the point with the smallest value which is close to or at the
mean, a subset of errors can be extracted. The shape of the resulting
subset depends on the underlying distribution of errors. Uncorrelated
errors yield more or less circular or oval shapes (Fig. 3.4, lower left
panel). By contrast, correlated errors yield different shapes, which is
valuable for diagnostic purposes.
SD distinguishes periods of low flow, rising, and falling limbs.
Hence, subsets of two 2-D error distributions (rising and falling limb)
and from one one-dimensional error distribution (low flow) are cal-
culated and applied to each point of a simulation: points of low flow
are dressed with the low-flow error subset, points of rise with error
subsets from rising limbs, etc. Altogether this yields a region of over-
lapping error ovals around a simulation (Fig. 3.4, lower right panel),
which can for convenience be represented by an upper and lower
envelope curve. These lines are found by subdividing the time series
into time slices of length dt (the temporal resolution of the original se-
ries), centred around each edge node of series. In each time slice, the
magnitude and timing of the largest and smallest error are identified.
These values span the upper and lower limit of the uncertainty en-
velope, respectively. Using linear interpolation yields the upper and
lower limits of the envelope at the points in time of the original series,
which is useful to calculate evaluation statistics.
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3.4 case study
This case study, based on real-world data, serves to present and to
discuss relevant aspects of SD by comparison with a benchmark error
model (BM).
3.4.1 Data and site properties
We used discharge observations (Ohist) of a 6-year period (30 October
1999–30 October 2005) from gauge "Hoher Steg" (HOST), which is lo-
cated in the small alpine catchment of the Dornbirner Ach River in
north-western Austria. Catchment size is 113km2, the elevation range
is 400–2000m a.s.l., and mean annual rainfall differs between 1100
and 2100mm yr−1. For the 6-year period, hourly hydrometeorologi-
cal time series (n= 52 633 time steps) were used to drive an existing,
calibrated conceptual water budget model of the type LARSIM (Large
Area Runoff Simulation Model, gridded version, resolution= 1km2;
Ludwig and Bremicker, 2006), which yielded acceptable simulations
(Shist) with a NASH of 0.78. Please note that for the discussion of
the SD concept, neither the model itself nor the catchment properties
are particularly relevant. The main purpose of the case study was to
apply realistic data. This is also the reason why we used the entire
6-year period to both derive and apply the error distributions; i.e. we
did not distinguish periods of error analysis and error application.
3.4.2 Conceptual setup
For the benchmark model, we derived distributions of 1-D vertical
errors. We did not differentiate cases of low flow and events, which is
rather simplistic but standard practice. For the SD approach we did
differentiate these cases. This may be considered an unfair advantage
for SD as it allows the construction of more custom-tailored uncer-
tainty envelopes. However, as the objective of the case study is not a
competition between the two approaches but a way to present inter-
esting aspects of SD, we considered it justified. For SD, the required
starting and end points of hydrological events were manually deter-
mined both in Ohist and Shist by visual inspection. Altogether there
were n= 123 events in each series, and they were fully matching; i.e.
no missing events or false alarms occurred. The resulting contingency
table is obviously trivial and therefore not discussed further here.
Both for SD and BM, we applied scaled errors (E∗SD,Q(c) according
to Eq. (3.4) and EBM according to Eq. (3.7), respectively), as we found
that compared to the standard error model, they are more applicable
across the usually large discharge ranges present in hydrographs. For
SD, the weights γ1, . . . , γ4 used in the objective function of the coarse-
graining procedure (Eq. 3.2) were set to 17 ,
1
7 ,
5
7 , and 0, respectively,
based on iteratively maximizing the visual agreement of segments
in matching events of sim and obs. Additional studies with different
data sets (not shown here) yielded similar optimal weights, which
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corroborates that this is a relatively robust choice and sufficient for a
proof of concept, as intended in this study. For more widespread ap-
plications, a detailed sensitivity analysis is desirable. Such an analysis
is, however, difficult as several different time series, flow conditions,
and rainfall–runoff events would have to be visualized and compared.
Moreover, there is no robust benchmark available to which we may
compare the outcome of the proposed coarse-graining procedure. For
this reason we provide software such that any interested person can
find out for him/herself whether the proposed method suits his or
her needs or not.
Based upon SD and BM we derived empirical error distributions
from the entire test period and then used them, in the same period, to
construct uncertainty envelopes around the simulation Shist using the
error dressing approach as described in Sect. 3.3. To ensure compa-
rability we enforced identical coverages for both approaches during
the construction of the envelope curves; i.e. we made sure that the
desired fraction of observations (e.g. 80%) fell within the uncertainty
envelope. For the standard error model this was straightforward: if
from the 1-D distribution of errors a subset of p= 80% is selected
and used to construct the uncertainty envelope as described in Sect.
3.3.1 for the same period of time, then by definition the number of
observations within the envelope must also be 80%. For SD, however,
as a consequence of error ovals overlapping in time (Fig. 3.4, lower
right panel), this is not self-evident and typically many more obser-
vations fall within the uncertainty envelope than the level p at which
the subset of the 2-D error distribution is sampled. This issue was
solved by iteratively sampling the error distributions at various lev-
els of p until the desired percentage of observations (here: 80%) fell
within the uncertain envelope.
3.4.3 Evaluation of deterministic uncertainty ranges
The evaluation of deterministic uncertainty ranges requires methods
to quantify properties such as coverage or precision. Here we propose
a set of statistics which can be applied to uncertainty ranges irrespec-
tive of how they were constructed. While this ensures comparability
of the SD and BM-derived ranges, it does not exploit the advantages
of the SD approach, i.e. separate treatment of time and magnitude
uncertainties.
1. Coverage (φ) is the most intuitive criterion. It quantifies the
ratio of observations that fall inside the simulated uncertainty
range and can take values between 0 (no single observed value
included) and 1 (all observations included). φ can easily be
obtained as the number of observations (nobs) that fall inside
the uncertainty range around a simulation, divided by the total
length of the time series (n):
φ =
nobs
n
. (3.10)
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2. Precision (PRC) allows the comparison of different uncertainty
ranges. PRC is the average width of the uncertainty envelope,
i.e. the average difference of the upper (UE+(t)) and the lower
(UE−(t)) envelope curve. The smaller PRC, the sharper the un-
certainty range. High coverages (φ) typically require wide un-
certainty ranges and, thus, high values of PRC. PRC has the
same unit as the discharge time series.
PRC =
1
n
(
UE+(t) −UE−(t)
)
(3.11)
3. Finally we suggest scaling PRC by the value of the simulation
according to Eq. (3.4), i.e. to express uncertainty relative to the
magnitude of the simulation. PRC∗ is dimensionless and de-
creases with decreasing width of the uncertainty range. An un-
certainty range of zero width yields a PRC∗ of 0. Hence, small
values of PRC∗ indicate high skill.
PRC∗ =
1
n
(
UE+(t) −UE−(t)
)
Qsim(t)
(3.12)
In the case study, we used φ as a means to ensure comparabil-
ity rather than for comparison: coverage for both the SD and BM
approach was set to 80± 0.5%. For SD the required percentage of
sampled errors was found by trial and error to be p= 76% (Table 3.3).
With coverage equalized, SD and BM can be directly compared by
PRC and PRC∗. High (relative) precision, i.e. small values of PRC(∗),
indicate better performance. If the evaluation of uncertainty ranges
with respect to over- and undershooting is of interest, additionally
the percentage of observations above or below the uncertainty range
can be computed analogously to Eq. (3.10). This is for instance of in-
terest for flood forecasters who try to minimize overshooting or water
supply managers who try to minimize undershooting. For the sake
of brevity, this has not been further considered here.
3.5 results and discussion
In this section we first discuss some general aspects of the SD concept
and then compare it to the benchmark approach using the case study
data.
3.5.1 Potential and limitations of the core SD concept
Series Distance is an elaborate method for the comparison of simu-
lated and observed streamflow time series. The concept allows the
distinction between different hydrological conditions (low flow and
rising and falling limbs) and determines joint errors in timing and
magnitude of matching points within matching segments of related
hydrographs. Differences in the high- and/or low-frequency agree-
ment of the obs and sim hydrographs are considered with an iterative
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coarse-graining procedure, which effectively mimics visual hydro-
graph comparison. This differentiated evaluation makes SD a pow-
erful tool for model diagnostics and performance evaluation.
The challenges of SD are, however, in the details: the robust, pre-
cise, and meaningful partitioning of the hydrograph into periods of
low flow and events is difficult. We tested various approaches in-
cluding baseflow separation and filtering techniques (e.g. Chapman,
1999; Douglas and Peucker, 1973; Eckhardt, 2005; Perng et al., 2000),
penalty functions (Drabek, 2010), fuzzy logic (Seibert and Ehret, 2012),
and the methods proposed by Merz and Blöschl, (2009) and Norbiato
et al., (2009). In all cases, the results were unsatisfactory when ap-
plied to a range of different flow regimes. The same applies for the
matching of conjugate events in obs and sim. Currently, there is no
robust and automated method available for any of the two cases. Pos-
sible remedies are the adaptation of any of the methods proposed
above to specific conditions (Seibert et al., 2016), manual event de-
tection, and matching, or one could treat the entire time series as a
single, long event, at the expense of losing the separate treatment of
low-flow cases. Within an event, the quality of the segment matching
significantly determines the quality of the subsequent matching of
obs and sim points and hence the quality of the SD error calculation.
This challenge has been solved in a mostly very satisfactory way by
the iterative coarse-graining procedure. The resulting set of match-
ing segments and the required degree of coarse-graining is in itself a
useful result which can be used for comparative hydrograph analysis.
Qualitative analyses of the weighting factors γ1 . . .γ4 in Eq. (3.2)
confirmed that these parameters emphasize different aspects of the
hydrograph and thus allow for a flexible adaptation of the pattern
matching procedure to different flow regimes.
Table 3.1: Qualitative description of the impact of the different weighting fac-
tors of the objective function θ (Eq. 3.2), which governs the coarse-
graining procedure. Note: none of the extreme parametrizations
described by the cases nos. 1–4 is meaningful as any of them pre-
vent the comparison of hydrologically similar points.
Case γ1 γ2 γ3 γ4 Impact
1 1 0 0 0 no aggregation of segments.
2 0 1 0 0 no aggregation of segments.
3 0 0 1 0 horizontal differences are minimized, i.e.
vertical comparison.
4 0 0 0 1 vertical differences are minimized, i.e.
horizontal comparison.
5 14
1
4
1
4
1
4 equal weights, compare Fig. 3.5.
6 17
1
7
5
7 0 suggested default, compare Fig. 3.3 (bot-
tom left panel).
Applied to a single event, different combinations of γ-parameters
cause different segments to be identified and matched, leading to dif-
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Figure 3.5: Optimal coarse-graining solution of the event depicted in Fig.
3.3 if equal weights (γ parameters) are applied to the objective
function θ (Eq. 3.2). In this case the coarse-graining procedure
selects different edge nodes for two segments (see black boxes)
leading to slightly larger timing and smaller magnitude errors
compared to the bottom left panel in Fig. 3.3.
fering SD results and aggregation steps. Overall, γ1 and γ2 are less
sensitive than γ3 and γ4. Table 3.1 qualitatively summarizes the im-
pact of the different weighting factors. Figure 3.5 provides the coarse-
graining solution for the event depicted in Fig. 3.3 if θ is parametrized
using equal weights (case no. 5 in Table 3.1). This plot highlights that
different solutions can be acceptable and that coarse-graining remains
to a certain degree arbitrary. In any case the parametrization of θ re-
quires a visual verification as small modifications may yield different
results. We found that the configuration presented in the case study
(Sect. 3.4.2) which punishes large timing errors (E∗SD,t) produces good
agreement with visual coarse-graining for different events or condi-
tions and we thus suggest it as default parametrization. A more in-
depth study of the impacts of γ1 . . .γ4 using streamflow data from
different regimes and events would, however, be desirable.
The hydrograph matching algorithm (HMA) proposed by Ewen,
(2011) is, to our knowledge, the only method which is similar to the
SD concept in the sense that it relates elements of an observed to el-
ements in a simulated hydrograph in an intuitive manner. Similar to
SD, the HMA uses connectors ("rays") to establish these relationships.
However, the manner in which these connectors are identified is dif-
ferent. The HMA moves chronologically through all elements of obs
and calculates the distance to points in sim which are located within
a defined window around the element in obs using a penalty func-
tion. This procedure generates a (possibly huge) matrix of penalty
values. In a second step the optimal "path" through this matrix is
identified, which yields the connectors. This makes the HMA com-
putationally demanding. However, the same also applies for SD as
the coarse-graining scheme may require a large number of iterations.
The advantage of SD is that unique relationships of points in obs and
sim are established, which is not the case for HMA. Leaving aside
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these methodological finesses, we believe that for hydrological stud-
ies there is a large potential for "intuitive" distance metrics which is
not yet fully exploited: in the intercomparison study of Crochemore
et al., (2014) both HMA and SD closely resembled expert judgement
and outperformed standard (vertical) distance metrics during high-
and, for HMA, also low-flow conditions.
3.5.2 Potential and limitations of the error dressing method
Error dressing is a simple method and straightforward to apply. Con-
ceptually it is very similar to statistical concepts like the total uncer-
tainty method introduced by Montanari and Grossi, (2008) insofar as
it does not distinguish between different sources of uncertainty. Un-
like rigorous statistical concepts, error dressing, however, does not
make any assumptions regarding the nature of the population of er-
rors: they are directly sampled from the empirical distribution, thus
avoiding the need to fit a theoretical distribution to the data. The
fundamental assumption of error dressing is hence that the available
sample represents the population and implies that the skill of the
resulting uncertainty ranges strongly depends on the representative-
ness of the empirical distribution of errors. This may not be the case
if records are short and/or if the available data only cover a limited
range of conditions. This is, however, a frequent problem of statistical
methods for uncertainty assessment (not only in hydrology), where
often the extremes are of interest, although they are rare by definition
(Montanari and Grossi, 2008). Further uncertainties arise from erro-
neous observations, which is a common problem in hydrology. These
conceptual limitations lead to the fundamental question of whether
it is better to profit from statistical (or heuristic) information on the
basis of the stationarity assumption or to neglect it by questioning
the assumption itself (Montanari, 2007). This discussion is, however,
beyond the scope of this study.
The error dressing concept in the presented form does not distin-
guish between seasonality or different flow magnitudes as the same
error distributions are applied to each rising (and/or falling) limb.
More sophisticated implementations are of course possible, such as
a differentiation of errors according to flow magnitudes to better
capture extremes, or differentiation according to forecast lead times.
The same applies for the sampling strategy: as an alternative to the
method presented here based on combined variance contribution, the
sampling of specific quantiles using the median as central reference
or the fitting and application of any parametric function to the dis-
tribution is of course possible. A practical insight from applying the
error dressing concept is that the variance-based method effectively
filters outliers, which sometimes occur when errors are calculated be-
tween poorly matching segments.
A last general issue relates to the sampling from the two-dimensional
error distribution. Due to the superposition of error clouds in succes-
sive time steps it is possible that errors in timing at one time step
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mimic errors in magnitude at neighbouring time steps (Fig. 3.4, bot-
tom right panel). This depends on the temporal extent of the error
ovals. As a consequence, the relationship between p, which defines
the size of the subset from the distribution, and coverage (φ) be-
comes non-unique. In any case it is not directly linear as in the one-
dimensional case in which p equals φ per definition (at least for the
period of calibration). Typically φ exceeds p in the two-dimensional
case, and desired coverage rates of≈ 80% require us to set p to≈ 0.65–
0.75. If a specific coverage is desired, the related value of p is best
found by iteration.
Altogether, the error dressing concept seems suitable for practical
applications where long time series are available but more sophisti-
cated uncertainty assessments are not feasible, either because of the
required effort or because of limited knowledge of the underlying
system.
3.5.3 Case study results
As described in Sect. 3.4.2, within the 6-year time series, altogether
n= 123 events were manually identified in both obs and sim. The
events matched perfectly; i.e. no missed events or false alarms oc-
curred. This is often the case for simulations of responsive catchments
where rainfall events trigger runoff events in most cases and where
the precipitation time series thus carries important information about
the occurrence of hydrological events. This is not necessarily the case
for hydrological forecasts, especially mid- to long-term, where false
precipitation events can generate false hydrological events. In the lat-
ter case, event-based information contained in the contingency table
can be valuable.
The mean event durations were 146 and 154h for obs and sim, re-
spectively, and on average each event initially contained 13 (sub)peaks.
The optimal level of event comparison was on average achieved after
two coarse-graining steps, which reduced the number of peaks on av-
erage to four and led to average durations of 37h for rising limbs and
109h for falling limbs for both obs and sim. These statistics again bear
diagnostic potential as they can be interpreted as surrogates for the
mean concentration time of the catchment or as a reservoir constant
and can thus be compared to other data. Generally, the matching of
segments resulting from the coarse-graining procedure corresponded
well with visual human reasoning (not shown). In the following we
compare the error distributions and uncertainty envelopes derived
from the SD and BM approach for our test case.
3.5.3.1 Comparison of error distributions
Altogether four error distributions were calculated: for SD two 2-D
distributions (one for the rising and one for the falling event limbs)
and one 1-D distribution for the low-flow conditions; for BM a single
1-D distribution of magnitude errors for the entire time series. The
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distributions are shown in Fig. 3.6, corresponding statistics in Table
3.2.
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Figure 3.6: One- and two-dimensional error distributions from the case
study. The upper row contains Series Distance (SD) results for
the rising and falling limbs. The left panel in the lower row shows
the one-dimensional SD distribution of errors for the periods of
low flow. The panel in the bottom right contains the 1-D distri-
bution of magnitude errors of the benchmark model (BM) for
the entire time series. The highlighted subset represents the 80%
subset used to construct the uncertainty envelopes. Distribution
statistics are provided in Table 3.2. To improve the readability
of the upper two panels, we restricted their timing axes to the
range [−45 45]. The number of outliers, i.e. points outside the
range mean± 3SD (standard deviations) ([−42 36]), was < 1%
for the falling limbs and 1 order of magnitude less for the rising
limbs. The dotted lines highlight the origins (all panels).
Comparing the 2-D distributions reveals distinct differences in shape:
for the rising limbs the distribution is rather oval; for the falling limbs
it is almost circular. This is particularly evident in the sampled sub-
sets. The uniform spread of the errors within the oval and the cir-
cle indicates that for the data at hand, the timing and magnitude
errors are largely uncorrelated but dependent upon the hydrological
conditions (rise or fall). The (scaled) magnitude errors for both dis-
tributions are located between ±1.5. The magnitude biases for both
distributions are relatively small and lie, according to the ranges pro-
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72 part 3 : timing and amplitude uncertainties
vided by Di Baldassarre and Montanari, (2009), within the error of
measurement: SDQ,rise = 0.1 for the rising limbs, SDQ,fall = 0.008 for
the falling limbs. Note that positive magnitude biases indicate simu-
lations that on average underestimate the observations. For timing er-
rors, the differences are more pronounced: while for the rising limbs,
timing errors are located between ±10h for the sampled subset and
biased by −0.2h (indicating simulations lagging behind the observa-
tions), for the falling limbs both the bias (−3h) and the range (±20h)
are much larger. Please note that we discuss the timing errors of the
subset here rather than those of the entire sample, as the latter in-
clude few but large outliers caused by occasional poor matching of
falling limbs during coarse-graining.
Table 3.2: Statistical properties of the individual Series Distance (SD) and
benchmark (BM) error distributions from the case study. For the
entire distribution we provide the first (1st Qu.) and third quartile
(3rd Qu.), the mean, median, and the percentage of outliers (data
points which are more than 3 standard deviations apart from the
mean). For the subset we provide the sampled upper (max.) and
lower (min.) boundaries. The subscripts with SD refer to errors
in magnitude (Q) and timing (t) separately for the rising (rise)
and falling (fall) limbs, respectively. SDLF provides results for the
periods of low flow.
Error Entire distribution Sampled subset
Distribution 1st Qu. Mean Median 3rd Qu. %–outlier Min. Max.
SDQ,rise (–) -0.15 0.11 0.13 0.39 0.7 -0.44 0.67
SDQ,fall (–) -0.23 0.01 0.01 0.25 0.5 -0.54 0.55
SDt,rise (h) -0.50 -0.22 0.66 1.60 2.1 -8.41 7.98
SDt,fall (h) -3.89 -2.87 0 1.56 2.9 -21.61 15.86
SDLF (–) -0.64 -0.35 -0.37 -0.06 0.1 -0.89 0.19
BM (–) -0.54 -0.23 -0.24 0.09 0.1 -0.83 0.37
Together, these results confirm that different flow conditions, i.e.
low-flow, rising or falling limbs of events, exhibit different error char-
acteristics. This suggests that a differentiation between hydrological
conditions can be meaningful. For instance, timing errors of the reces-
sion in the case study would be strongly underestimated by timing
errors of the rising limbs, and vice versa, as depicted in the lower
panel of Fig. 3.8. The comparison of 1-D distributions of the SD and
BM model revealed that important error characteristics of rare events
can be shadowed by frequent but often less important low-flow con-
ditions.
3.5.3.2 Comparison of uncertainty envelopes
Subsets of both the SD and BM error distributions were used to con-
struct uncertainty envelopes (UE) around the entire simulated time
series Shist. For better visibility of the details, only a 3-week period is
shown in Fig. 3.7; the envelope statistics presented in Table 3.3, how-
ever, are based on the entire series. The percentages p= 76% for SD
and p= 80% for MD of sampled errors in the subsets were selected
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such that the overall coverage (φ) of the uncertainty envelopes was
80% in both cases.
Compared to UEBM, the UESD in Fig. 3.7 appears both smoother
and more inflated. This is due to the timing component of the er-
ror model, which spreads the uncertainty envelope in time. This is
particularly visible at the beginning of the events. Here, timing errors
dressed to a given time step clearly extend to neighbouring time steps,
representing the uncertainty about the true event start. In the case
of several peaks occurring within a short time (Fig. 3.7, last event),
the smoothing effect of the timing component can lead to a merging
of the related uncertainty envelopes towards a single, large region.
Also the difference between smaller timing errors in the rising limbs
and larger timing errors in the falling limbs are visible. Partly, tim-
ing errors of the falling limb even mimic timing errors in the rising
limb (compare also Fig. 3.8, lower panel). The false inflation of the
uncertainty envelope due to the timing error is undesirable. The rea-
sons for it are, however, manifold. Possible ways forward to narrow
the time-inflated SD uncertainty envelope would be (i) to replace the
static timing error model (Eq. (3.5)) by a relative representation, e.g.
by using mean event duration, (ii) to further differentiate the error
distributions, e.g. according to flow magnitude and (iii) in the con-
sideration of the autocorrelation of the errors which is typically large
in streamflow data. Of course, errors in the coarse-graining can also
contribute to false inflation. In comparison, the uncertainty envelope
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Figure 3.7: Time series detail showing the resulting one- and two-
dimensional uncertainty envelopes around the historic stream-
flow simulation. The envelopes were derived upon Series Dis-
tance (UESD) and the benchmark approach (UEBM), respec-
tively, using error dressing. Please note that the coverage of the
SD and BM envelope may differ for different subsets of the time
series, like in this detail. For the entire time series, however, the
coverage of BM and SD are identical.
of the BM model appears slimmer and more precise. However, due
to the lack of consideration of timing uncertainties, especially during
steep flood rises, the uncertainty envelopes become very narrow. Such
a "vanishing" of the uncertainty envelopes implies that there are no
timing errors to be expected at all (compare, e.g., the period 6–7 June
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2001 in Fig. 3.7), which is deceptive, keeping in mind the SD results
for the timing errors (Fig. 3.6). We thus consider this aspect a disad-
vantage of the one-dimensional error dressing method, especially as
the timing of flood rises is often critical in hydrological applications
(Seibert, Skublics, and Ehret, 2014).
The statistical evaluation of the different uncertainty envelopes (Ta-
ble 3.3) confirms the visual impression: the BM uncertainty envelope
outperforms SD in terms of absolute and relative precision (PRC and
PRC∗, respectively) given identical coverage (φ). On average, UESD
is 3.1m3 s−1 wider than the benchmark envelope, which corresponds
to a relative difference of 30% as indicated by PRC∗. This suggests
that the use of the SD concept to construct uncertainty envelopes im-
plies a trade-off between two effects: on the one hand, the explicit
consideration of timing errors potentially yields better-tailored uncer-
tainty envelopes, as apparent timing errors can be treated as such.
On the other hand, if timing is not a dominant or at least substantial
component of the overall error, the time-spreading effect of the SD en-
velope construction can lead to an undesirable inflation effect. In our
case study, the latter effect apparently predominated. For hydrolog-
ical forecasts based on uncertain meteorological forecasts, however,
the opposite may be the case.
Table 3.3: Coverage (φ), precision (PRC), and relative precision (PRC∗) of
uncertainty envelopes. UESD and UEBM denote Series Distance
and benchmark error model, respectively. The last column (p) pro-
vides the percentage of sampled values of the corresponding dis-
tribution(s).
Uncertainty envelope φ (−) PRC (m3 s−1) PRC∗ (-) p (%)
UESD 80.5 8.2 1.3 76
UEBM 80.0 5.1 1.0 80
3.5.3.3 Disentangling the importance of magnitude and timing errors
To further investigate the individual effects of errors in timing and
magnitude, we also applied them separately to the simulated time
series. To this end we applied case-specific subsets of the error dis-
tributions – i.e. 2-D errors for rising and falling limbs and 1-D error
distributions for low flow – to each point of the simulated time series
just as in the previously described error dressing approaches. The
difference was that we did not apply the entire error subset (oval or
circle) but its projection on the time and magnitude axis, respectively.
The resulting uncertainty bars therefore extend from the maximum
to the minimum magnitude (upper panel) and timing (lower panel)
values of the error subsets and are depicted in Fig. 3.8. For compar-
ison we also plotted the magnitude errors of the BM approach. In
this representation it becomes obvious that the error bars of the SD
and BM approach show considerable differences with respect to ex-
tent and symmetry. For the magnitude error bars the deviations are
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most pronounced in the rising limbs and less so in the falling limbs
and during low-flow conditions. While the SD method reflects the
underling characteristics of the errors, the BM method applies the
same error to all cases. Constructing an uncertainty envelope from
only the SD magnitude errors would yield an envelope comparable
to that of BM but be more variable and have higher uncertainty to-
wards overestimations than towards underestimations. Note that the
true distribution of errors within the error bars is unknown.
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Figure 3.8: Vertical and horizontal error bars. The upper panel shows mag-
nitude error bars (Q) for the Series Distance (SD) method and
the benchmark (BM) approach. For SD different error bars are
drawn for low-flow conditions and rising (rise) and falling (fall)
limbs. In the BM case the same error bars are applied in all cases.
The lower panel shows the corresponding timing error bars (t)
of SD (not available for BM), again separately for the rising and
falling limbs. To improve readability we plotted error bars only
every third hour and introduced a slight time offset between SD
and BM (upper panel only). Both panels show a subset of the hy-
drograph section depicted in Fig. 3.7 and are based on the same
data.
The lower panel in Fig. 3.8 reveals that the uncertainties with re-
spect to timing are considerable, typically during the recessions. Com-
bining horizontal and vertical errors to construct the 2-D SD uncer-
tainty envelope using the method described in Sect. 3.3 will inevitably
cover a large region. While this is undesirable, it points towards pos-
[ October 20, 2016 at 11:15 – classicthesis version 4.2 ]
76 part 3 : timing and amplitude uncertainties
sible alternatives to construct uncertainty ranges: rather than unit-
ing the horizontal and vertical uncertainty components, intersecting
them, i.e. to use only elements which are common to both error com-
ponents,s would also be possible, for example, and most likely narrow
the uncertainty envelope. Also, discharge time series usually exhibit
considerable autocorrelation and so do related simulation errors. Ex-
ploiting this memory effect by time-conditioned sampling of the er-
ror distribution via a Markov process would be a further alternative
to better tailor uncertainty envelopes (Montanari, Rosso, and Taqqu,
1997; Vrugt et al., 2008).
Finally, even if the SD error distributions are not used to construct
uncertainty envelopes, knowledge of magnitude and timing error dis-
tributions is valuable for model diagnostics: in their approach to iden-
tifying characteristic error groups in hydrological time series Reusser
et al., (2009) had to inversely infer the effect of timing errors to their
signatures; SD offers a method to directly measure timing errors and
thus to improve this step.
3.6 conclusions
The main goal of this paper was to present major developments in the
SD concept since its first version presented by Ehret and Zehe, (2011).
These include the development of an iterative optimization proce-
dure which effectively mimics coarse-graining of hydrographs when
comparing them visually. The parameters of the inherent objective
function were derived manually for this study; for more widespread
applications, however, we recommend an in-depth sensitivity analy-
sis using data from different regimes. Coarse-graining yields a set of
matching segments within observed and simulated hydrological time
series and the optimal degree of coarse-graining, both of which can
be used as input for comparative hydrograph analysis. Further devel-
opments include the introduction of a scaled error model, which has
proven to be better applicable across large discharge ranges than its
non-scaled counterpart, and error dressing, a concept to construct un-
certainty ranges around deterministic streamflow simulations or fore-
casts. Error dressing includes an approach to sample empirical error
distributions by increasing variance contribution, which we extended
from standard one-dimensional distributions to the two-dimensional
distributions of combined time and magnitude errors of SD.
Applying the SD concept and a benchmark model (BM) based on
standard magnitude errors to a 6-year time series of observations
and simulations in a small alpine catchment revealed that different
flow conditions (low flow and rising and falling limbs during events)
exhibit distinctly different characteristics of timing and magnitude
errors with respect to mean and spread. Separate treatment of tim-
ing and magnitude errors and a differentiation of flow conditions as
done in SD is thus recommended in general as it preserves useful in-
formation. Exploiting these characteristics and their correlations can
support targeted model diagnostics. Deeper insights can easily be
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provided if the error distributions are further differentiated by dis-
charge magnitude classes, by season, or by considering the temporal
autocorrelation of errors. The latter would allow the development of
a time-conditioned error sampling strategy when constructing 2-D
uncertainty envelopes.
Applying the error distributions of both SD and BM to construct
uncertainty ranges around the fairly accurate simulation revealed a
remarkable timing uncertainty. This suggests that we commonly un-
derestimate the role of horizontal uncertainties in streamflow simu-
lations. For the given data, the BM-derived uncertainty ranges were
in consequence visually narrower and statistically superior to the SD
ranges. This suggests that the use of the SD concept to construct un-
certainty envelopes according to the proposed error dressing method
implies a trade-off between two effects: on the one hand, the explicit
consideration of timing errors potentially yields better-tailored uncer-
tainty envelopes, as apparent timing errors are treated as such. On the
other hand, the time-spreading effect of the SD envelope construction,
which essentially is the union of the time and magnitude error uncer-
tainty ranges, can lead to an undesirable inflation. For the case study
data, the latter effect predominated, while for hydrological forecasts
based on uncertain meteorological forecasts the opposite may be the
case. This also opens interesting avenues for new ways to construct
uncertainty ranges based on the SD concept, e.g. as the intersection
(rather than the union) of the two error components.
We conclude that Series Distance is an elaborate concept for the
comparison of simulated and observed streamflow time series which
can be used both for detailed hydrological analysis and model di-
agnostics. Its application, however, involves considerably more effort
than standard diagnostic measures, which are typically justified if
timing errors are dominant or of particular interest. More generally,
we believe that for hydrological studies there is a large potential for
intuitive distance metrics such as the hydrograph matching algorithm
proposed by Ewen, (2011) or the SD concept, which should be further
exploited as suggested by Crochemore et al., (2014).
To foster the use of the SD concept and the methods therein we pub-
lish a ready-to-use Matlab program code alongside to the manuscript
under a Creative Commons license (CC BY-NC-SA 4.0). It is acces-
sible via https://github.com/KIT-HYD/SerieSDistance. This reposi-
tory also includes extended versions of the SD concept which we did
not describe in full length here. These allow for a continuous usage
of the method (no data on events required) and/or a differentiation
of vertical errors according to flow magnitude.
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Part IV
E X P L O R I N G T H E I N T E R P L AY B E T W E E N
S TAT E , S T R U C T U R E A N D R U N O F F
B E H AV I O U R O F L O W E R M E S O S C A L E
C AT C H M E N T S
Understanding runoff production and the underlying site-
specific physiographic controls is important but rarely fully
understood. In order to advance in this matter, I propose
a set of diagnostic signatures for commonly available data
and apply it to a small catchment inter-comparison study
which uses data from the Danube Basin in Southern Ger-
many. The suggested signatures show that different sites
are functionally similar for base-flow generation, storm-
runoff production and the seasonal water balance. Further,
they highlight that biotic controls are non-stationary, that
intensity controlled runoff formation mechanisms may be
important and that variables may have higher explanatory
power when they are treated as parameter groups.
The study is published as discussion paper in Hydrology
and Earth System Science. Part IV is a reprint of:
Seibert SP, Jackisch C, Ehret U, Pfister L & Zehe E (2016):
Exploring the interplay between state, structure and
runoff behaviour of lower mesoscale catchments. Hydrol.
Earth Syst. Sci. Discuss., doi:10.5194/hess-2016-109, in
review.
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PA RT 4 : I N T E R P L AY A M O N G S T R U C T U R E ,
S T O R A G E A N D R U N O F F
abstract
The question of how catchments actually "function" has probably
caused many sleepless nights as it is still an unsolved and challenging
scientific question. Here, we approach this question from the similar-
ity perspective. Instead of comparing single physiographic features
of individual catchments we explore the interplay of state and struc-
ture on different runoff formation processes, aiming to infer infor-
mation on the underlying "functional" behaviour. Therefore, we treat
catchments as lumped terrestrial filters and relate a set of different
structure and storage descriptors to selected response measures. The
key issue here is that we employ dimensionless quantities exclusively
by normalizing the variable of interest by its limiting terrestrial or
forcing characteristic. Specifically we distinguish extensive/additive
and intensive/non-additive attributes through normalizing storage
volumes by maximum storage capacities and normalizing fluxes (e.g.
discharge) by permeability estimators. Moreover, we propose the nor-
malized temporal derivative of runoff as a suitable measure to detect
intensity-triggered (high frequency) runoff production.
Our dimensionless signatures evidently detect functional similarity
among different sites for baseflow production, storm runoff produc-
tion and the seasonal water balance. Particularly in the latter case
we show that normalized double and triple mass curves expose a
typical shape with a regime shift that is clearly controlled by the on-
set and the end of the vegetation period which we can adequately
characterize by a simple temperature index model. In line with this,
temperature explained 70 % of the variability of the seasonal summer
runoff coefficients in 22 catchments distributed along a strong phys-
iographic and climatic gradient in the German part of the Danube
basin. The proposed non-additive response measure detected signals
of high frequency intensity controlled runoff generation processes in
two alpine settings. The approach, in fact edge filtering, evidently
works when using “low-pass” filtered hourly rainfall-runoff data of
mesoscale catchments ranging from 12 to 170 km2.
We conclude that vegetation exerts a first order control on summer
stream flow generation when the onset and termination of summer
are more significantly defined by temperature than simply by the ac-
tual Gregorian day. We also provide evidence that properties describ-
ing gradients (e.g. surface topography) and resistances (e.g. hydraulic
conductivities) may be much more powerful in explaining runoff re-
sponse behaviour when they are treated as groups compared to their
individual use. Lastly, we show that storage estimators such as the
proposed normalized versions of pre-event discharge and antecedent
81
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moisture can be valuable predictors for event runoff coefficients: For
some of our test regions they explain up to 70 % of their variability.
4.1 introduction
4.1.1 Hydrological similarity as weak form of causality
How close must two catchments be with respect to state and struc-
ture such that they produce runoff in a similar way? Based on the
findings of Dooge, (1986) we establish our studies essentially on the
expectation that hydrological systems are essentially deterministic.
Hence, identical inputs of energy and rainfall will cause an identi-
cal runoff response, if two identical catchments are in the same state.
This crude deterministic paradigm is, however, of low practical use,
because neither the system state nor the structural setup are exhaus-
tively observable. Hence, we can at best postulate that similarity of
structure and state of a terrestrial system implies "similar" function-
ing (He, Bárdossy, and Zehe, 2011a; Wagener et al., 2007; Zehe et al.,
2014). While such a weak form of causality may be easily defined in
qualitative terms, its translation into useful similarity measures for
structure, state and runoff response is far from being a straight for-
ward exercise, particularly at the lower mesoscale.
4.1.2 Challenges in defining structural similarity at the lower mesoscale
Parts of the confusion stem from the inherent equifinality and non-
uniqueness of most of our governing equations (Beven, 1989; Zehe
et al., 2014). This is particularly true for runoff because an integrated
mass flux leaving a catchment control volume is a non-unique prod-
uct of a driving potential gradient and the control volume conduc-
tance (or its inverse resistance). This implies that systems that largely
differ with respect to the topographical controls on the driving gradi-
ents and the pedo-geological controls on the integral conductance
may produce runoff in a similar fashion (Binley and Beven, 2003;
Wienhöfer and Zehe, 2014). Topographic controls and pedological
controls on runoff generation must thus be interpreted as group, to be
able to judge how they jointly control runoff behaviour. This requires
metric data sets on topography as well as on soil water and aquifer
characteristics. While the former is available as highly resolved digital
elevation and landuse maps, the latter can in most cases at best be es-
timated using (very) coarse soil and geological maps in combination
with pedo-transfer functions - not to mention the absence of data char-
acterising preferential pathways. It is, hence, no surprise that many
model-based similarity studies rely on categorical soil and landuse
data and translate them into metric catchment descriptors by means
of their areal share (e.g., Ali et al., 2012; Carrillo et al., 2011; Hun-
decha and Bárdossy, 2004; Kelleher, Wagener, and McGlynn, 2015;
Merz, 2003; Sawicz et al., 2011). Notwithstanding that this approach
is feasible when representing similar catchments by similar parame-
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ters in conceptual models, it is way too simple to be conclusive for
similarity of runoff production in the real world.
4.1.3 Storage estimators and state estimators - how to normalize and how
to achieve coherence?
Storage estimators such as antecedent precipitation (Brocca et al.,
2009; Heggen, 2001), pre-event discharge (Graeff et al., 2012; Ref-
sgaard, 1997) or dynamic storage (Sayama et al., 2011) have been
shown to be helpful to characterise storage in the catchment con-
trol volume and the related runoff proneness across scales (Tetzlaff,
McNamara, and Carey, 2011). This is particularly appropriate when
subsurface storage capacity controls runoff production (Struthers and
Sivapalan, 2007; Struthers, Hinz, and Sivapalan, 2007a,b), which im-
plies runoff to monotonically increase with storage and thus to be
limited by additive quantities. Such quantities are rainfall depth and
saturation deficit in the case of saturation excess (Dunne and Black,
1970), or rainfall depth and subsurface storage in the case of sub-
surface storm flow (Lehmann et al., 2007; Tromp-Van Meerveld and
McDonnell, 2006).
Additive storage measures can easily be derived from either the
catchment water balance or observed rainfall and discharge volumes
(McNamara et al., 2011) and equally easily be upscaled, as soil and
aquifer water content are additive quantities. However, absolute stor-
age is difficult to compare between different pedolological settings
as these measures require a meaningful normalization in order to be
related to runoff processes. Furthermore, dynamic storage (Sayama
et al., 2011) depends on the starting point of integration. As catch-
ment inter-comparison studies should compare coherent time series,
this starting point needs to be carefully chosen to ensure that integra-
tion starts at the same relate storage state. When the catchments of
interest are spread across a wide topographic and climatic range, the
same Gregorian day might be a very inappropriate choice, as further
elaborated in section 4.2.1.
Notwithstanding the importance of storage estimators, they do not
provide a full characterization of the catchment state. The latter par-
ticularly requires information on where in the catchment the water
is stored (Nippgen, McGlynn, and Emanuel, 2015) and whether it is
subject to strong, weak or no capillary and/ or osmotic forces. Unfor-
tunately, soil water potentials, plant water potentials and piezometric
heads are intensive state variables and thus non-additive. They can
neither be determined as residuals of a balance equation nor can they
easily be scaled up in an additive manner (De Rooij, 2011; Rooij, 2009;
Zehe, Lee, and Sivapalan, 2006). Hence, characterization of the full
system state requires comprehensive, spatially highly resolved data
sets on both soil moisture and soil water potentials (Zehe et al., 2013).
As these are rarely available in mesoscale catchments, similarity and
catchment inter-comparison studies are challenging to work with, giv-
ing a fairly incomplete characterisation of the system state. This is
[ October 20, 2016 at 11:15 – classicthesis version 4.2 ]
84 part 4 : interplay among structure , storage and runoff
particularly unpleasant because it is the potential gradients which de-
termine the "forces" driving water and energy fluxes (Kleidon, 2012;
Zehe et al., 2014).
4.1.4 Dimensionless response measures for and beyond capacity controlled
runoff formation
The striking success of similarity theory and scaling based on di-
mensionless quantities throughout a range of disciplines such as hy-
draulics (e.g. Reynolds, Froude, Péclet number), acoustics (e.g. Helmholtz
number), chemistry (e.g. Dammköhler numbers) or micro meteorol-
ogy (e.g. the Monin–Obukhov length) motivated past research for
useful dimensionless quantities characterizing hydrological similar-
ity (e.g., Bahram, Pierre, and Odgen, 1995; Berne, Uijlenhoet, and
Troch, 2005; Reggiani, Sivapalan, and Hassanizadeh, 2000; Schaefli et
al., 2011; Struthers, Hinz, and Sivapalan, 2007a; Woods, 2009; Woods,
2003). The Budyko curve (Budyko, 1956) is probably the most gener-
ally accepted dimensionless analysis technique in hydrology to assess
similarity in the steady state water balance by plotting the evapora-
tive fraction against a dryness index. In line with these studies we
hypothesize that dimensionless state-response diagrams are suitable
candidates for similarity assessment for catchment inter-comparison.
Proper normalization of state and response measures means to nor-
malize using those climate and terrestrial system properties which
limit runoff production. The rationale is that one can expect these di-
mensionless plots to remain invariant, as long as the limiting factors
remain unchanged.
Normalization in the case of capacity controlled runoff formation is
straightforward as it is limited by additive quantities, essentially stor-
age and rainfall volumes. We may hence treat catchments as lumped
terrestrial filters (Black, 1997) and normalize event scale runoff by to-
tal precipitation amount, and relate this to storage estimators such
as antecedent precipitation (Blume, Zehe, and Bronstert, 2007; Graeff
et al., 2012; Heggen, 2001), dynamic storage (Sayama et al., 2011) or
pre-event discharge (Graeff et al., 2009; Kirchner, 2009; Zehe et al.,
2010). A feasible normalization of storage estimators should be based
on the minimum and maximum subsurface storage volume/depth
or, if this information is not available, on the storage depth in the
root zone of the soil. Similarly, we may compare annual double mass
curves of normalized accumulated rainfall and runoff fluxes to dis-
criminate differences in the seasonal interplay of storage and release
(Hellebrand et al., 2008; Pfister, Iffly, and Hoffmann, 2002). Although
all these measures and their normalization can in principle be deter-
mined as residuals of the water balance and from available maps, the
devil lies in the details as further elaborated in section 4.2.1.
Detection and normalization of intensity controlled runoff produc-
tion is, however, not that straight forward (Struthers and Sivapalan,
2007). Intensity controlled runoff generation is characterized by inten-
sive, convective rainfall forcing and a fast, high frequency stream flow
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response, reflecting onset of rapid subsurface flows (Lehmann et al.,
2007; Wienhöfer and Zehe, 2014) and/ or infiltration excess (Niehoff,
Fritsch, and Bronstert, 2002; Zehe et al., 2005). The latter is difficult
to observe in situ during natural forcing conditions but its occurrence
is well known from many artificial rainfall simulation experiments
(e.g., Fiener, Seibert, and Auerswald, 2011; Fiener et al., 2013). In-
tensity controlled runoff production occurs in a threshold like man-
ner (Lehmann et al., 2007; Ruiz-Villanueva et al., 2012; Struthers and
Sivapalan, 2007; Zehe et al., 2007; Zehe and Blöschl, 2004) and is nei-
ther controlled (and limited) by additive rainfall properties nor by
current storage. Hortonian overland flow production is for instance
controlled (and limited) by the relationship of non-additive rainfall in-
tensity and soil infiltrability (Horton, 1939; Zehe and Sivapalan, 2014).
The latter is a conglomerate of unsaturated hydraulic conductivity,
and suction head as well as of the density, depth and capacity of ap-
parent macropores (Beven and Germann, 2013). Again, none of these
quantities is additive during up-scaling.
As intensity control implies i) the high frequencies to be dominant
and ii) first order control of non-additive characteristics, any form
of spatial and temporal data aggregation essentially implies to loose
parts or even the complete signal due to low-pass filtering. There
are promising options to assess highly resolved patterns of rainfall
based on weather radar (e.g., Ehret et al., 2008; Kneis and Heister-
mann, 2008) or to estimate catchment scale patterns of biotic macrop-
ores (Palm, Schaik, and Schröder, 2013; Schaik et al., 2014). However,
discharge as our best observation of runoff formation inevitably rep-
resents a convolution of distributed runoff production and concentra-
tion, which inherently implies low-pass filtering.
A cardinal question is thus on the minimum requirements for de-
tecting intensity controlled runoff generation. Related studies often
operate at relatively small scales, relying on high frequency rainfall-
runoff data in combination with breakthrough or flushing of either
contaminants (Gassmann et al., 2013), artificial tracers (Wienhöfer et
al., 2009), sediments (Martínez-Carreras et al., 2010) or even diatoms
as smart tracers (Klaus et al., 2015; Martínez-Carreras et al., 2015).
Most "operational" data sets however do not offer these sources of ex-
tra information and are at best available at an hourly resolution and
for catchment sizes > 40-50 km2. The challenge to detect intensity
controlled runoff production within inter-comparison studies seems
at first sight similar to the challenge to repair a watch with a mon-
key wrench. One way forward might be to relate temporal changes
in rainfall intensities to temporal changes in runoff - which means in
fact to analyse the acceleration of input and output fluxes, as further
elaborated in section 4.4.4.
4.1.5 Objectives and research questions
While being fully aware of all the listed challenges and shortcomings
of operationally available data sets, we propose and test dimension-
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less measures to discriminate differences in runoff generation (stor-
age and/ or intensity controlled) in lower mesoscale catchments. In
particular, we pose three main questions:
• Question 1: How feasible is the use of dimensionless state and/or
storage-response diagrams to detect differences in event scale
flood production, baseflow generation and the seasonal water
balance?
• Question 2: Can we detect intensity controlled runoff formation
as essentially a high frequency process based on low frequency
data?
• Question 3: Which structural, climatic and ecological catchment
characteristics explain the differences between different catch-
ments and among different years and which of them operate in
groups?
Our study area is the Bavarian part of the Danube basin in South-
ern Germany, which we introduce in detail in section 4.3 together
with the data and model we use. More specifically, we use an opera-
tional data set from the federal water resources management agency
and standard categorial data on landscape characteristics in about
130 lower mesoscale catchments. Additionally, we apply a calibrated
water budget model which covers all of the sub-basins to ensure a con-
sistent estimation of evapotranspiration and storage estimators such
as dynamic storage. Particular emphasis within our inter-comparison
study is on the issues of i) proper normalization of storage estimators
and fluxes, ii) assuring coherence and similar quality of associated
time series and iii) on an assessment of the different storage estima-
tors with respect to explanatory power and redundancy.
4.2 conceptual framework and candidate diagnostics
In this section we propose a set of dimensionless "functional diagnos-
tics", suitable for catchment inter-comparison studies across a wide
range of end members. Hence, we exclusively rely on commonly avail-
able landscape properties and hydro-meteorological data.
4.2.1 Requirements of functional diagnostics
Useful diagnostics for runoff response and catchment state need to be
sensitive to the limiting factors and allow for a normalization of the
responses and state variables to i) separate meteorological from terres-
trial controls and ii) to test our perception on underlying structural
controls. We expect intensity controlled runoff production to occur
in landscapes characterized by strong gradients, shallow and poorly
developed soils, high abundances of either very coarse or fine/clay
substrates, sparse surface coverage, and/or geologies which develop
rift aquifers. Capacity controlled runoff generation is deemed to dom-
inate in landscapes characterized by weak gradients, well drained
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and homogeneous textured soils (without remarkable clay or skele-
ton contents), and medium to high degrees of surface cover over par-
ent materials that sustain pore aquifers. Also snow dominated areas
are expected to exhibit capacity controlled behaviour. At the seasonal
scale we additionally need to make sure of comparing coherent time
series of similar data quality.
4.2.1.1 Normalization of states and response measures
In our study we compare three storage estimates: a rescaled version
of dynamic storage, accumulated antecedent precipitation and pre-
event discharge (see details in section 4.2.2.1). All three surrogates
yield estimates of absolute storage depths (L). Their normalization
requires measures for storage capacity of the different catchment
subsurface compartments, which should reflect both total and active
storage volumes as well as the fractions of free water and capillary
bounded water in soil. Estimation of these storage properties is ham-
pered by the unknown depth of the lower boundary of the control
volume and the heterogeneity of the subsurface materials (Soulsby,
Tetzlaff, and Hrachowitz, 2009; Spence, 2007; Troch, Paniconi, and
Emiel van Loon, 2003). We thus normalize the storage estimators
using average root zone field and air capacity, which are available
through national soil maps (BGR, 1995). Despite their limitation in
the vertical direction, these estimates are deemed to provide an in-
dication of the relative importance of the storage volume containing
capillary bounded water, which feeds evaporation and transpiration,
and free water feeding groundwater recharge and runoff production
(Zehe et al., 2014).
Normalization of rainfall-runoff response and seasonally accumu-
lated runoff is straightforward in the case of capacity controlled runoff
production by means of either total rainfall depth of an event or to-
tal annual precipitation. Baseflow during dry spells (radiation driven
conditions) requires a different normalization based on estimates of
aquifer permeability/transmissivity as these control water release. If
this information is not available, as in our case, the average soil hy-
draulic conductivity provides an alternative.
4.2.1.2 Coherence and quality of integral storage measures
Estimators of water storage such as dynamic storage (dS) (Sayama
et al., 2011) depend essentially on the starting point of integration
(Pfister et al., 2003). Coherence, in terms of "achieving comparability",
of storage time series hence requires that integration in all catchments
starts at the same relative storage amount. This could for instance be
after significant dry and/or wet periods, when subsurface wetness
can be deemed as being either near saturation or near the minimum.
Particularly in the case of a strongly seasonal climate, distinct dry
and wet periods can be useful in selecting a proper start date.
As dS is i) based on the assumption of a closed water balance and
ii) calculated from (areal) estimates of precipitation and model based
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estimates of evapotranspiration, related uncertainties have a direct ef-
fect on the storage estimator. A straight forward quality check of dS
is to plot it against normalized accumulated precipitation for several
years, using the long term annual mean precipitation for normaliza-
tion. By comparing patterns of dS for time periods of potentially sim-
ilar accumulated input one may detect trends, non-monotonic step
changes or other inconsistencies. In our case most of the 130 datasets
did not pass this benchmark test (compare section 4.3).
Finally, we face a similar challenge of "when to start" when relating
integral storage measures to normalized baseflow. This is because "on-
set" and "duration" of the baseflow recession may have variable defini-
tions and meanings (Blume, Zehe, and Bronstert, 2007). Furthermore,
discharge at the river gauge is an aggregation of runoff production,
concentration and routing along the river network. These processes
cover different spatio-temporal scales which make it increasingly dif-
ficult to determine a direct relationship of baseflow behaviour to in-
tegral storage measures when moving up in scale.
4.2.2 Candidate storage, response and intensity estimators for baseflow,
runoff events and the seasonal water balance
This section introduces normalized storage and runoff response mea-
sures, their combination into dimensionless storage/state-response
diagrams as well as their statistical analysis. We distinguish among
i) the generation of baseflow during radiation driven conditions, ii)
rainfall-runoff events as the driven case and iii) the seasonal water
balance. The latter is separated into the winter term and the vege-
tation period, to explore the impact of vegetation controls. Our can-
didate diagnostic measures for high frequency runoff processes and
intensity control are introduced at the end.
4.2.2.1 Normalized storage measures
Firstly, we use a normalized and re-scaled version of dynamic stor-
age (dS∗) (see Appendix A.2.2 on this aspect). dS∗ is calculated as the
residual of the water balance equation, using estimates of areal pre-
cipitation (P), model based estimates of evapotranspiration (E) and
observed discharge (Q). As given in Equation 4.1 we use the average
soil storage volume for normalization, characterised by the sum of
effective field capacity (eFC) and air capacity (AC) in the root zone
(τ), since metric information on aquifer capacity is not available. Es-
timates of eFCτ and ACτ are taken from the national soil map of
Germany (BGR, 1995):
dS∗(t) =
∑T
t=1 P(t) −Q(t) − E(t)
ACτ + eFCτ
(4.1)
dS∗ is deemed to represent the total active bulk catchment water
storage and we expected it to be associated mainly with deeper stor-
age compartments and hence to control the slower flow processes.
Values of dS∗ around zero indicate dry conditions whereas values
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near one indicate that dynamic storage is equal to the root zone stor-
age volume. Note that both values > 1 (e.g. during the occurrence
of snow) and < 0 may occur and absolute values must not be inter-
preted.
The second storage estimator is chosen to better reflect near sur-
face storage. Similar to other studies (Brocca et al., 2009; Graeff et
al., 2012; Heggen, 2001) we estimate normalized antecedent moisture
(θ∗), which is equal to the difference between precipitation and evap-
oration totals within the last seven days (T=7 days in Equation 4.2)
normalized again by the average soil storage volume:
θ∗(t) =
∑T
t=T−7d(P(t) − E(t))
ACτ + eFCτ
(4.2)
Lastly we use a normalized specific pre-event discharge (Q∗) aver-
aged across the last seven days:
Q∗(t) =
1
n
∑T
t=T−7dQ(t)dt
ACτ + eFCτ
(4.3)
The main disadvantage of Q∗ is that it cannot be attributed to any
specific subsurface storage compartment as it inevitably represents
a combination of both, storage and release. The advantage is that it
relies on the best observation we have.
4.2.2.2 Baseflow generation during non-driven conditions
To explore controls of catchment structure and storage on baseflow
generation we relate specific baseflow depths (Qb), normalized by
the bulk average catchment hydraulic conductivity, to the different
storage measures. To this end we define baseflow conditions as fol-
lows: ET < 0.1 mm, no occurrence of snow, dQdt < 0 and no input
in P > 0.1 mm for a period of at least one, three and five days. The
one- and three-day period data sets are used to visually inspect how
fast Q decreases after precipitation ceases, which indicates how fast
the terrestrial filter properties become dominant. Within our statis-
tical analysis we exclusively consider stream flow data where the
last input in P > 0.1 mm was at least five days ago. For response
normalization we use the arithmetic average saturated hydraulic con-
ductivity (Ks) of the catchment (Equation 4.4), since other estimators
for bedrock permeability were not available. Ks is estimated for each
catchment based on available grain size distribution using Rosetta’s
pedo-transfer functions (Schaap, Leij, and Genuchten, 2001).
Q∗b =
Qb
Ks
(4.4)
Normalized baseflow is then related to dS∗ and θ∗ using the Spear-
man’s rank correlation coefficient (ρ) and the non-parametric test of
significance proposed by Best and Roberts, (1975). In the case of sig-
nificant relations (p-values<0.001), we try to identify an empirical
storage-baseflow relationship by fitting power laws using dS∗ and θ∗
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as predictors using R (R Core Team, 2015). The quality of these rela-
tionships are judged by comparing their root-mean-squared-error to
the standard deviation of the normalized baseflow values (nRMSE).
Our approach is in line with past attempts to relate stream flow
variations and drainage behaviour of hillslopes or catchments (e.g.,
Brutsaert and Nieber, 1977; Laurenson, 1964; Rodríguez-Iturbe and
Valdés, 1979) and searches for feasible storage-baseflow relationships
(Kirchner, 2009). Here, we also test the spatial consistency of these
storage-discharge relationships by comparing the multiplier in the
power law (as estimate of the effective catchment permeability) to the
corresponding variation of Ks between the catchments.
4.2.2.3 Event scale rainfall-runoff response
At the scale of individual rainfall-runoff events we relate event runoff
coefficients (CRE), defined as total event quick flow volume (
∑
QE)
divided by total precipitation (
∑
PE) (Equation 4.5), to the different
storage measures. To assure comparability of runoff coefficients, as
recommended by Blume, Zehe, and Bronstert, (2007), and to assure
a sufficiently large sample we use an automated detection of rainfall-
runoff events based on a modification of the constant-k method (Blume,
Zehe, and Bronstert, 2007) (details on the method are provided in ap-
pendix A.2.3).
CRE =
∑
QE∑
PE
(4.5)
We then select rainfall-runoff events with daily precipitation depth
> 10 mm and calculate both, coefficients of determination (Pearson)
and Spearman rank correlation coefficients among CREs and the three
different normalized storage estimators. Significant relationships are
identified by p-values<0.001 in a two-sided t-test or the non-parametric
test of Best and Roberts, (1975). These are interpreted as evidence
for capacity controlled runoff production. In case the respective stor-
age measure were uncorrelated, we test multiple regressions between
CRE and dS∗, Q∗ and/or θ∗, respectively.
4.2.2.4 Storage control on seasonal runoff generation
To shed light on the seasonal dynamics of catchment storage and
release we compile normalized annual double mass curves (nDMC)
and triple mass curves (nTMC) for different hydrological years. Nor-
malized double mass curves relate cumulated runoff (cum.Q/
∑
P)
to cumulated precipitation (cum.P/
∑
P). The normalized triple mass
curve adds cumulated evapotranspiration (cum.E/
∑
P) as the third
dimension to the plot. The rationale is to check whether the annual
water balance is closed within a hydrological year, or whether the
system carries stored water into the next year. The winter period and
vegetation periods are separated using a temperature index model
proposed by Menzel et al., (2003) and analysed separately.
The nDMCs within different catchments are compared according to
a) the average and mean absolute deviations of their slopes within the
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winter and vegetation period, b) the presence and onset of a regime
shift marked by plateaus and c) the mean and inter-annual variation
of the annual runoff coefficient (CRyr). Regime shifts are further anal-
ysed based on the anti-correlation of summer and winter runoff coeffi-
cients (CRS and CRW) with actual annual evaporation from available
water balance simulations. Finally, we attribute differences within the
double and triple mass curves to a range of different (n=24) structural
and climatic properties of the catchment including temperature sums,
characteristics of the grain size distribution, surface cover and several
others. Particularly, we test the product of topographic gradient and
saturated hydraulic conductivity as an explanatory variable, as they
are considered to act in concert.
4.2.2.5 Intensity controlled runoff generation
Our initial idea was to detect high precipitation rates as those being
larger than the estimated hydraulic conductivity and to compare this
to peak flow of events normalized with peak intensity of rainfall. To
correct for the temporal mismatch between the maxima P and Q, we
intended to employ a mean response time defined on the lag cross cor-
relation between P and Q for each individual event (Kirchner, 2009).
However, this approach did not yield clear signals due to several
likely reasons. Although hot spots in rainfall intensities are known
to be localised and dynamic (Fiener and Auerswald, 2009; Goodrich
et al., 1995), we are left having to treat them as spatial rather uni-
form values due to the low density of rain gauges in our study area.
Moreover, texture based estimators using the Rosetta pedo-transfer
functions (Schaap, Leij, and Genuchten, 2001) remained as the only
option and left us without a proper estimator of the influence of pref-
erential pathways.
To separate high intensive rain showers from low and moderate
intensive events we next calculate normalized rainfall event duration
(T∗E (h)) as the ratio of total event rain depth (
∑
PE) divided by the
maximum observed precipitation intensity (PE,max), for all rainfall
events exceeding a threshold of 10 mm. The threshold of 10 mm h−1
is recommended by the German Weather Service (DWD) to detect
strong rainfall events.
T∗E =
∑
PE
PE,max
(4.6)
We expect convective, high intensive and extreme rainfall events to
cluster at short normalized event durations with a large total amount.
Consequently, we relate the maxima in the temporal changes of dis-
charge (dQE,max) and precipitation (dPE,max) (both in mm h−2) -
which implies relating the acceleration of rainfall with stream flow
mass. As high frequency processes are characterised by sharp peaks,
we expect this normalized and dimensionless intensity change (I∗E)
(Equation 4.7) to separate intensity controlled from capacity controlled
runoff production as intensity controlled conditions cluster at large
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I∗E. Note that I
∗
E is an intensity measure and thus non-additive. It is
independent from the runoff coefficient.
I∗E =
dQE,max
dPE,max
(4.7)
Both, the normalized event duration and the normalized maximum
change in stream flow are jointly analysed within scatterplots. Here,
we expect intensity controlled processes to cluster around small val-
ues of T∗E and large values of I
∗
E. Additionally, we compile three-
dimensional scatterplots using
∑
P, dPE,max and dQE,max on the
x, y and z-axis respectively. Here we expect high dQE,max to be asso-
ciated with high dPE,max whereas
∑
P is deemed to be unimportant.
4.3 study area and dataset
The feasibility of the above introduced signatures is tested by inter-
comparing operational data from the Bavarian Environmental Agency
(LfU) for 130 catchments located in the Bavarian Danube basin (≈
45.000 km2). In section 4.3.2 we detail the differences in the climate
and physiographic setting of our test catchments and present our per-
ception of the dominant hydrological processes. Before that, we will
briefly discuss the quality of the database, which in fact was in most
catchments so poor that the majority of the sites had to be excluded
from the analysis.
4.3.1 Data quality and selection of headwater catchments
We focus on lower mesoscale catchments to minimize routing effects
and select all gauged headwater sites 6 170km2 within the Bavarian
part of the Danube basin. For this, hourly hydro-meteorological time
series from the period 01.11.1999 until 31.10.2004 are available. The
data base in the resulting 130 catchments is analysed according to a
set of different quality criteria. We only include catchments where i)
at least one meteorological station was closer than 20 km, ii) the total
absolute water balance error was smaller than 5 % , iii) the amount
of missing and/or implausible meteorological data was < 5 %, and
iv) where the streams are not subject to any severe regulation. This
screening resulted in only 22 catchments being classified as suitable
for the analysis. The sites are spread across the Bavarian part of the
Danube basin (Fig. 4.1 and Appendix A.2.4).
The densest coverage in meteorological stations was for precipita-
tion with a total number of 244 stations. The coverage of the other me-
teorological variables was much coarser, with 59, 55 and 43 stations
for temperature, humidity and radiation, respectively. Since these
numbers include stations which are up to 20 km apart from the finally
selected 22 headwater catchments, we even tolerated lower densities
in meteorological stations as e.g. in the Mopex data set (Duan et al.,
2006; Schaake et al., 2000). The lowest densities of meteorological sta-
tions are located in the southern alpine areas and the corresponding
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Figure 4.1: Upper Danube catchment in southern Germany with selected
head water basins (blue polygons), corresponding gauges (red
triangles) and major river network (blue lines). The site iden-
tifiers (IDs) refer to the corresponding (hydro)geological unit
(color coded map in the background, adapted from BGR and
SGD, (2015)) and a single Arabic numeral. Moving from the
North-West to the South we differentiate TRI (Triassic), JUR
(Jurasic), BFO (Bavarian Forest), MOL (Faulted Molasse), AFO
(Alpine Foreland) and ALP (Alpine). Appendix A.2.4 provides
links between the site IDs and the real gauge names. The inset in
the upper left corner shows Germany’s federal state boundaries,
the individual head water outlets and the basin of the Danube
(grey area). The grid coordinates refer to the Gauss-Kruger zone
4 projection (CRS identifier EPSG:31468).
foothills and in the north-eastern parts of the Bavarian Danube catch-
ment. Catchment characteristics were derived from different digital
map products of Germany such as for soil (scale: 1:1,000,000) (BGR,
1995), hydrogeology (scale: 1:1,500,000 and 1:500,000) (BGR and SGD,
2015; Duscher et al., 2015) and geology (scale: 1:1,000,000) (Toloczyki
et al., 2006), a digital elevation model with resolution of 25 m, the
CORINE land use data (as of 2006) and the official stream network
provided by LfU. Last but not least, we employed the conceptual hy-
drological model LARSIM (Ludwig and Bremicker, 2006) as it pro-
vides consistent areal estimates of evaporation, rainfall and snow wa-
ter equivalent. LARSIM has been calibrated for all study catchments
and operates at hourly time steps. Evaporation is simulated using the
Penman-Monteith equation. Model input is based on interpolated sta-
tion data (grid point method, NOAA, 1972). Additional information
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on the Bavarian part of the Danube basin, the hydro-meteorological
data and the Larsim model can be obtained from Seibert, Skublics,
and Ehret, (2014).
4.3.2 Landscape setting and perceptual models of runoff generation
Topography, landuse, geology, soil and aquifer properties are highly
variable among the different headwaters of the Bavarian part of the
Danube basin, as the region was unequally covered by ice during the
last ice age. The remaining 22 catchments reflect the entire physio-
graphic range (see Tables A.2 and A.3 in the appendix of part IV).
This is underpinned by the large range of topographic gradients (φ)
(Table A.2) calculated according to McGuire et al., (2005) as the flow
path length from each pixel to the stream divided by the correspond-
ing difference in height using the Whitebox geographic analysis tool-
box (Lindsay, 2014). The climate gradient is also rather strong with
mean annual precipitation (MAP) ranging from 600 mm in the north-
ern sub-catchments to more than 2000 mm in the southern, alpine
areas and a total average of 1000 mm. Annual potential evapotranspi-
ration ranges from 350 to 600 mm. Both P and E regimes are char-
acterized by distinct seasonal cycles. In some of the southern alpine
areas more than 50 % of the precipitation may fall as snow.
Based on the dominant physiographic properties (referencing to Ta-
ble A.2 and A.3) we grouped the 22 catchments into 5 major classes,
which largely rely on (hydro)geology and detail on the expected dom-
inant processes drawing from Peschke et al., (1999) and Schmocker-
Fackel, Naef, and Scherrer, (2007), which are categorized into being
capacity controlled or intensity controlled:
• The "Alpine sites" (ALP) in the very south are dominated by
poorly developed and shallow soils (average root zone depth 6
35 cm) with high contents of skeleton and coarse material (aver-
age pore volume 110 mm, Ks ≈ 1e− 6 m s−1) over highly pro-
ductive fissured (partly karstified) aquifers. The surface cover
is sparse with a clear dominance of forests and meadows. Rock
outcrops occur, particularly above the tree line which is approx-
imately around 1800 m.a.s.l in this environment. Catchments of
this physiographic region (ALP1 . . . ALP4, n=4) exhibit strong
geopotential gradients (median φ = 0.36) and receive about
1500 mm annual rainfall. These characteristics clearly suggest a
dominance of rapid flow paths i.e. surface runoff, pipe flow/by-
passing and rapid sub-surface stormflow. Here, we might thus
expect high frequency, intensity controlled runoff formation, at
least during extreme conditions.
• The "Triassic catchments" (TRI) (n=3) are composed of well-
drained, poor to moderately developed sandy soils (mean root
zone depths of 50-80 cm) with high portions of coarse mate-
rial. Regosols, rendzinas, cambisols and partly podzols with
rather weak vertical differentiation over calcareous sandstone
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(TRI1, TRI2) and sandstone (TRI3) prevail. The parent mate-
rial sustains moderately to highly productive pore and fissured
aquifers. The land use is dominated by arable land (about 60
%). Long-term mean annual precipitation is around 750 to 800
mm. The median gradients within the three catchments differed
slightly between 0.028 and 0.038 (-) which is an order of magni-
tude smaller than in the alpine areas. These characteristics sug-
gest a perceptual model, where subsurface matrix flow domi-
nates, and the aquifer strongly controls runoff generation. How-
ever, coarse substrates and corresponding structures may also
sustain rapid flow paths and saturation excess during high in-
tensity rainfall events.
• The faulted "molasses basin" (MOL) and adjacent transition ar-
eas belong to a heterogeneous region which hosts seven of our
sites on mostly well developed, medium and deep cambisols
(root zone depths > 70 cm) with high contents of aeolian sed-
iments (silt and loess). The parent material is often composed
of sheet gravel (MOL1, MOL2, MOL3, MOL5) and sedimentary
rock and fluvial sediments (MOL4, MOL6, MOL7) which pre-
dominantly sustain low to moderately productive aquifers. In
these catchments pore volumes are partly well above > 300 mm.
The soils are fertile which promotes an intensive agricultural
use. The surface topography is characterized by soft hills and
U-shaped valleys. The corresponding gradients in geopotential
are weak. Therefore, we expect that sub-surface capacity con-
trolled (matrix) flow is the dominant runoff process. However,
during high intensity rainfall Hortonian overland flow (due to
surface crusting on arable land) and saturation overland flow
due to reduced hydraulic conductivity is deemed to create a
mixture of capacity and intensity controlled runoff formation.
• The catchments in the "Bavarian Forest" (BFO) (n=3) consist of
loamy, partly sandy cambisols with comparably high contents
of skeleton (in some areas up to 75 Vol.-%). These lie over crys-
talline granite and gneiss which are fractured but practically
non-aquiferous rocks. The root zone depth is on average 60 cm.
Forests and meadows cover 60 to 90 % of the surface. The topog-
raphy is more pronounced and median gradients reach values
up to 0.08. In these areas we expect that preferential flow path-
ways contribute significantly to runoff generation, but merely
in a capacity controlled manner.
• The data set also includes four catchments from the "Alpine
Foreland" (AFO1. . . AFO4). Like the MOL-area this region ex-
hibits complex characteristics as it was altered by three different
glacial advances (and retreats). Consequently, we observe high
spatial variations in the geological parent material and thus,
also in the soils, land use and hydrological characteristics (see
Table and A.2 and A.3). The same applies for topography, as it
is a relict of the different glacial periods. The relief, though com-
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posed of similar gradients as e.g. the Triassic or Molasse sites,
includes a rich variety of landforms typically found on ground,
end and lateral moraines such as rolling foothills, (glacial) lakes,
swamps and smaller surface water courses. Hence, there is no
single dominating perceptual model on runoff formation avail-
able. Also the importance of different storage compartments
cannot be estimated for this region as a whole, but needs to
be evaluated individually for each site.
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Figure 4.2: Regime curves (kernel density estimates) of observed areal pre-
cipitation (grey), discharge (blue) and calculated areal mean
evapotranspiration (Penman-Monteith) (green) of four selected
head water catchments. The width of the individual bands il-
lustrates the inter-annual variation during the four year lasting
period. In all cases identical kernels and bandwidths are used
for variables of the same type. MAP, MAQ and MAE provide
information on the four year mean annual average for P, Q and
E respectively.
To further illustrate variations in the seasonal water balance, we present
regime curves for four different catchments (Fig. 4.2). The catchment
TRI1 (Fig. 4.2, top left) receives a fairly constant input in P throughout
the year, but releases Q with a strong seasonality and pronounced
minimum during summer. Compared to the other sites the inter-
annual variation in E is rather large. The catchment AFO4 (Fig. 4.2,
top right) in contrast shows seasonality in P but a fairly constant
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output in Q. ALP4 (Fig. 4.2, bottom left) and ALP2 (Fig. 4.2, bottom
right), which are both alpine sites, show a pronounced minimum in
Q during February due to snow storage. ALP2 however shows a very
large range in both P and Q during summer, which suggests little
buffering and a high reactivity. In contrast, ALP4 has a much more
damped response to P during summer and a more pronounced sea-
sonality in ET .
4.4 results
The following section documents the performance of our diagnostics.
More specifically, we present selected dimensionless storage/-state-
response analyses that corroborate either their feasibility or their fail-
ure in discriminating differences in runoff behaviour in combination
with the selected statistical measures introduced in section 4.2.2.2.
4.4.1 Storage and structure control on baseflow generation
During low flow conditions, the storage estimators dS∗ and θ∗ are in
most cases linearly independent. Table 4.1 presents the corresponding
statistics. However, significant relationships are encountered in 7 out
of 22 cases, with the highest Spearman rank correlation coefficient (ρ)
between dS∗ and Q∗b is 0.39 with an average of 0.07. All catchments
except one have high and significant rank coefficients of determina-
tion between dS∗ and Q∗b with values ranging from 0.12 to 0.88 and
an average of 0.59. Hence, dS∗ seems to be a valuable predictor for
low flow in a rather wide range of environmental conditions. We also
find significant relationships between θ∗ and Q∗b in about 50 % of all
cases but with rank correlation coefficients being all smaller than 0.28
(except for catchment AFO2, were ρ was 0.54). Hence, θ∗ possesses
much less predictive power.
Five catchments (MOL5, MOL4, TRI1, MOL1, BFO3, MOL7) reveal
power model exponents close to 1± 0.3 for their estimated normal-
ized storage-discharge relationship (Table 4.1). This corroborates a lin-
ear storage-baseflow relationship in line with Fenicia et al., (2005). For
the remaining catchments, we obtain exponents clearly different from
1, suggesting a non-linear interplay of storage and baseflow produc-
tion in the majority of the catchments. This finding is also supported
by 2D scatterplots (Fig. 4.3) which clearly show a strongly non-linear
relationship between dS∗ and Q∗b at e.g. AFO3, MOL6, MOL2, BFO1,
JUR1 and other sites. The nRMSE of the estimated storage-baseflow
relations was on average 0.74, with best values of 0.43 and worst val-
ues larger than 1. Hence on average, the storage-discharge relation-
ships are a better predictor than the average Q∗b. Furthermore, we
do not find a distinct spatial pattern in the exponents as both cases
(linear and non-linear) occurred throughout different geologies and
climate settings.
The normalized baseflow is in fact the flow multiplied with the
inverse of the conductance. Due to the gradient-flux relationship we
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Figure 4.3: Normalized empirical storage-baseflow relationship for the
catchments AFO3 (left) and MOL6 (right). dS∗ and Q∗b are calcu-
lated according to Eq. (4.1 and 4.4), respectively. The power law
functions (red lines) are fitted to stream flow values where the
last input in precipitation > 0.1 mm was > 5d ago (statistics
in the top). The quality of each relation is judged using the root-
mean-square-error normalized to the standard deviation of the
sample (nRMSE) and Spearman’s rank coefficient of correlation
(rho). Note: Fitting the model to the data required a re-scaling of
dS∗ to the range [0 ∞] to prevent root extraction from negative
values.
thus expect the multipliers in the normalized storage discharge rela-
tionship to partly reflect the strength of the gradient driving baseflow
production. In line with this we find that the median of the catchment
gradients explains (r2 = 0.28, p = 0.023) of the multipliers when leav-
ing out two alpine sites.
4.4.2 Storage control on rainfall-runoff response
The total number of rainfall events within the four year period (n=14854)
ranges from 334 to 859 among catchments. Omitting those influenced
by snow or triggered by rainfall totals smaller than 10 mm yields 1174
rainfall events (53 events per catchment on average). The distribution
of the corresponding CRE is right skewed with a median CRE of 0.06,
a mean of 0.11 and a maximum value of 0.83 (inter-quartile range =
0.13).
Table 4.2 presents the resulting statistics of the analysis of the driven
case. Significant rank correlations among the CRE and the three stor-
age measures dS∗, Q∗ and θ∗ are found in 9, 15 and 8 out of 22 cases,
respectively. The corresponding average ρ values are 0.61, 0.63 and
0.52, respectively. In all cases where dS∗ is significantly correlated to
CRE, Q∗ is significantly correlated to CRE as well. Basically the same
applies for the comparison of Q∗ and θ∗. Whenever θ∗ is significantly
correlated to CRE,Q∗ is significantly correlated to CRE as well, except
for the catchments ALP1 and ALP4. We may thus state that Q∗ is the
best predictor for CRE with both the highest number of significant
cases and the highest ρ values.
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Table 4.1: Statistics of the radiation-driven case (baseflow) where the last in-
put in precipitation > 1 mm is at least five days ago: The table
contains the sample size (n), Spearmans rank coefficients of corre-
lation (ρ) between the storage measures dS∗ and θ∗, between stor-
age measures and normalized specific stream flow depths (Q∗b)
and multiplier and exponent of the fitted non-linear model. As
a quality of fit criterion for the latter we provide the root-mean-
squared-error normalized by the standard deviation of the sample
(nRMSE). Note: *-symbols code significant cases (p-values<0.001).
As snow and frequent rainfall yielded small (n<100) and skewed
samples in two alpine basins (ALP1 and ALP4) these values were
set to NA.
ρ between non-linear model
Site n dS∗ & θ∗ Q∗b & dS
∗ Q∗b & θ
∗ multiplier exponent nRMSE
TRI1 364 *0.2 *0.67 0.01 1.8e-04 1.3 0.56
TRI2 384 -0.01 *0.41 *0.18 1.8e-07 7.2 0.89
TRI3 397 *-0.27 *0.88 -0.02 1.4e-04 1.8 0.44
JUR1 588 0.13 *0.75 -0.01 4.4e-05 2.5 0.70
BFO1 1265 0.09 *0.56 0.06 7.9e-05 2.3 0.65
BFO2 1235 0.02 *0.69 0.03 1.5e-04 1.6 0.68
BFO3 899 *0.30 *0.47 -0.01 3.7e-04 0.8 0.87
MOL1 968 *0.39 *0.84 *0.16 8.1e-03 1.1 0.61
MOL2 654 *-0.24 *0.49 0.10 8.8e-04 2.0 0.84
MOL3 447 -0.02 *0.86 -0.11 5.4e-03 1.6 0.59
MOL4 634 -0.11 *0.50 *0.26 1.7e-03 0.9 0.84
MOL5 1184 *0.18 *0.67 *0.22 2.9e-03 0.7 0.83
MOL6 213 *0.30 *0.84 *0.28 6.0e-03 5.2 0.57
MOL7 1018 *-0.28 *0.16 -0.07 1.1e-03 0.8 1.01
AFO1 250 0.16 *0.45 0.14 5.0e-03 0.3 0.95
AFO2 609 0.04 0.12 *0.54 7.8e-04 15.0 0.92
AFO3 708 *0.21 *0.85 0.07 8.9e-03 2.5 0.49
AFO4 356 0.05 *0.42 *0.22 8.8e-03 0.6 0.86
ALP1 90 NA NA NA NA NA NA
ALP2 116 0.03 *0.66 0.19 5.5e-04 2.2 0.64
ALP3 249 0.15 *0.60 0.10 1.0e-08 6.6 0.43
ALP4 80 NA NA NA NA NA NA
* cases - 9 19 7 - - -
Furthermore, we find a rather interesting regional pattern where
a distinct storage measure performs much better. Q∗ is consistently
not (significantly) correlated to CRE in the four alpine sites while θ∗
has significant ρ values in three of the four catchments. Consistently
with this, plots of CRE versus θ∗, thereby scaling the point size with
rainfall depth, clearly corroborate the dominant influence of rainfall
depth (and probably intensity) in the Alpine catchments (e.g. ALP4,
Fig. 4.4, top left) (see also section 4.4.4).
A remarkable finding from the Triassic catchments is that the three
catchments TRI1, TRI2 and TRI3 have the highest ρ and r2 values
between CRE and Q∗ among the entire data set, with up to 70 % of
explained variance (compare Table 4.2). Relationships between CRE
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Table 4.2: Statistics of rainfall-driven conditions: Spearman rank coefficients of correlation (ρ) and
Pearsons coefficient of determination (r2) between the event runoff coeffcients (CRE) and the
three different storage measures (dS∗, θ∗ andQ∗), between the storage measures themselves
and, results for a multiple linear regression (equation and corresponding r2) between CRE
and the two most explanatory (uncorrelated) storage measures. If all three storage measures
were correlated significantly, both, the equation and the r2 value were set to NA. We also
provide the slope of the linear regression (b) between CRE and Q∗ for cases were the latter
were correlated significantly. (*)-symbols code significant cases (p-values<0.001). Values for
ALP1 and ALP4 were set to NA as snow and frequent rainfall yielded small (n<100) and
highly skewed samples.
CRE & dS∗ CRE & Q∗ CRE & θ∗ dS∗ & θ∗ Q∗ & dS∗ Q∗ & θ∗ lin reg. multiple lin. regression
Site n ρ r2 ρ r2 ρ r2 ρ r2 ρ r2 ρ r2 b equation r2
TRI1 51 *0.69 *0.50 *0.81 *0.73 0.38 0.18 0.35 0.11 *0.78 *0.49 0.26 0.18 2.94 *340Q∗+0.087θ∗ 0.73
TRI2 40 *0.57 *0.27 *0.82 *0.57 0.44 0.14 0.40 0.11 *0.53 0.24 0.44 *0.30 3.87 *480Q∗-0.086θ∗ 0.57
TRI3 37 *0.77 *0.46 *0.88 *0.59 0.39 0.13 0.15 0.01 *0.83 *0.36 0.45 0.26 3.13 *500Q∗-0.069θ∗ 0.59
JUR1 40 0.39 0.20 *0.63 *0.29 0.44 0.08 0.41 0.20 *0.63 *0.46 *0.52 *0.43 1.29 NA NA
BFO1 67 0.30 *0.17 *0.46 *0.16 0.35 0.07 0.37 0.14 0.38 *0.27 *0.54 *0.27 1.09 91Q∗+0.034dS∗ 0.22
BFO2 65 *0.51 *0.31 *0.49 *0.24 *0.41 0.09 0.38 0.14 *0.73 *0.46 *0.41 *0.26 1.22 *0.061dS∗+0.057θ∗ 0.32
BFO3 52 *0.71 *0.47 *0.67 *0.46 *0.55 *0.25 0.43 0.19 *0.60 *0.43 *0.51 *0.33 1.97 *0.085dS∗+0.14θ∗ 0.52
MOL1 66 *0.62 *0.23 *0.67 *0.35 0.32 0.05 0.23 0.04 *0.85 *0.63 0.29 0.03 2.68 *490Q∗+0.13θ∗ 0.37
MOL2 67 0.26 0.07 *0.52 *0.19 0.18 0.03 0.11 0 *0.52 *0.24 *0.47 *0.24 1.86 NA NA
MOL3 73 *0.49 *0.22 *0.49 *0.20 0.34 0.06 0.19 0.01 *0.73 *0.46 0.38 *0.17 1.47 *0.097dS∗+0.14θ∗ 0.26
MOL4 70 0.18 0.07 *0.56 *0.20 *0.55 *0.18 0.19 0.06 *0.61 *0.32 *0.49 *0.29 1.90 NA NA
MOL5 77 *0.55 *0.30 *0.72 *0.29 *0.56 *0.24 *0.56 *0.21 *0.74 *0.46 *0.56 *0.31 1.60 NA NA
MOL6 40 0.42 0.20 0.49 0.24 0.30 0.08 0.25 0.04 *0.51 0.15 *0.61 *0.48 NA NA NA
MOL7 38 0.30 0.16 0.48 0.26 0.50 *0.28 0.15 0.01 -0.08 0 0.36 0.22 NA 0.42θ∗+300Q∗ 0.37
AFO1 54 0.01 0 *0.64 *0.27 *0.57 *0.26 0.23 0.04 -0.05 0.01 *0.58 *0.53 1.65 *380Q∗-0.059dS∗ 0.28
AFO2 61 0.19 0.04 *0.48 0.07 0.33 0.07 0.29 0.03 0.25 0.06 0.39 *0.24 0.75 100Q∗+0.26θ∗ 0.09
AFO3 38 0.51 *0.31 0.45 0.24 0.16 0.03 0.15 0 *0.89 *0.69 0.17 0.02 NA *0.11dS∗+0.085θ∗ 0.33
AFO4 65 *0.55 *0.25 *0.58 *0.20 *0.45 0.11 0.30 0.06 *0.55 *0.30 *0.41 *0.21 1.41 NA NA
ALP1 78 0.32 0.09 0.30 0.09 *0.38 0.12 0.34 *0.18 0.22 0.09 *0.42 *0.40 NA 0.14θ∗+0.034dS∗ 0.15
ALP2 39 0.30 0.15 0.42 0.20 0.39 0.17 0.13 0.01 0.29 0.13 *0.57 *0.28 NA 31Q∗+0.04dS∗ 0.26
ALP3 30 0.52 0.22 0.01 0.06 0.41 *0.34 0.30 0.13 0.24 0.14 0.41 0.19 NA 0.016dS∗+0.18θ∗ 0.42
ALP4 26 0.13 0 0.23 0.15 *0.72 *0.50 0.33 0.12 0.07 0.03 0.29 0.28 NA *0.24θ∗+1.8Q∗ 0.5
* count - 9 11 15 14 8 7 1 2 14 13 12 15 - - -
and θ∗ are often pretty linear here, whereas that between CRE and
dS∗ indicates threshold behaviour (see Fig. 4.4, top right). Also the
catchments located in the Molasse area often show significant ρ val-
ues between CRE and Q∗ and the functional relationship is linear in
most cases (e.g. MOL5, Fig. 4.4, bottom left). However, the relation-
ships are clearly more noisy than in the Triassic area. The catchments
located in the Bavarian forest have rather similar ρ values for both,
dS∗ and Q∗ and the functional relationship appears linear as well
(see e.g. BFO3, Fig. 4.4, bottom right).
The inter-comparison of the storage measures at the beginning of
the rainfall-runoff events reveals dS∗ and θ∗ as being not significantly
correlated, except for one catchment (MOL5) (Table 4.2). However,
Q∗ is significantly correlated to dS∗ in 14 and to θ∗ in 12 out of 22
cases, although the catchments do not coincide. The statistics also re-
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Figure 4.4: Event runoff coefficients (CRE) plotted against the normalized
storage measures θ∗, dS∗ or Q∗ for the sites ALP4, TRI1, MOL5
and BFO3. The point sizes are scaled according to the corre-
sponding rain depth. Statistical information is provided in terms
of a regression (dotted line), its equation, the sample size (n),
the root-mean-squared-error (RMSE), Pearsons’ coefficient of de-
termination (r2), Spearmans’ rank coefficient of correlation (rho)
and corresponding p-values (p).
veal that multiple linear regressions among CRE and the two most
explanatory and uncorrelated storage measures explain - at best - 5
% of additional variance (r2) in all except three catchments (ALP3,
ALP2, MOL7) compared to the univariate regressions. Hence, we con-
clude that the consideration of different uncorrelated storage mea-
sures does not further improve the predictability of the event runoff
coefficients compared to the single best predictor.
Similar to the non-driven case we tested for significant relation-
ships between average and median CRE and Ks times φ. The result-
ing coefficients of determination are very small in all cases (r2 6 0.02).
Also the three regression slopes between CRE and the different stor-
age measures obtain small and insignificant coefficients of determi-
nation. However, it turned out that the median topographic gradient
alone explains 31.4 % (p-value=0.0066) of the variance of the aver-
age CRE between the catchments. We may state that gradient and
resistance are conjunct during baseflow recession when the system
operates close to local equilibrium conditions. During rainfall con-
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ditions the gradients dominate the concert, which indicates further-
from-equilibrium conditions.
4.4.3 Seasonal interplay of storage and release
4.4.3.1 Normalized double mass curves
The double mass curves are similar in all catchments in terms of a
fairly linear increase in the winter period and a clear regime shift to-
wards much flatter, partly zero slopes in the vegetation period. In fact
the slopes of the nDMCs are almost constant, just parallely shifted,
during the period of vegetation at many sites (e.g. at MOL2, TRI3
or BFO1, Fig. 4.5, top left, top right and bottom right, respectively).
Strikingly, the onset of the vegetation period, defined by a tempera-
ture index model (Menzel et al., 2003) accurately predicts when the
regime shift occurs (in terms of cum.P/
∑
P). Moreover, temperature
sums explain 70 % of the variance of the summer runoff coefficients
with respect to the entire range of our physiographic setting. During
winter, temperature aggregates are not significant and without predic-
tive power (Fig. 4.5, bottom right). We may thus state that the onset
of the vegetation period dominates the seasonal interplay in storage
and release during the "summer" period, in all of our physiographic
and climatic settings (except for the alpine region), compare Figs. in
Appendix A.2.5.
The different catchments within our data set show considerable
variations in the seasonal summer and winter runoff coefficients and
partly also with respect to their inter-annual variation (Table 4.3).
On average the seasonal winter runoff coefficients (CRW = 0.67) ex-
ceed the average summer runoff coefficients (CRS = 0.32) by a fac-
tor of 2, with two exceptions (ALP2 and ALP3, both alpine sites).
The mean absolute deviation (mad) of the seasonal runoff coefficients
are twice as large during winter (madCRW = 0.1) as during summer
(madCRS = 0.06) (Table 4.3).
With respect to the different physiographic settings we encounter
distinct seasonal and spatial patterns. During winter the highest aver-
age nDMC slopes (CRW = 0.8− 0.9) occur in the north eastern catch-
ments (BFO1, BFO2, BFO3) which are rather densely forested, but
also in the alpine ALP1 catchment. ALP4, ALP3 and ALP2, which are
also alpine catchments and located on similar altitudes, show much
lower winter runoff coefficients of 0.64 to 0.71 on average, probably
due to storage in the snow pack. The smallest winter runoff coeffi-
cients (0.35 and 0.55) occur in MOL7 and TRI3, respectively. With re-
spect to the inter-annual winter variance we encounter small mean ab-
solute deviations 6 0.05 in low lying sites of the Molasse and glacial
drift areas e.g. MOL5, AFO4, AFO2, AFO1. High mean absolute de-
viations >0.15 occur in different geologies, including the sites TRI2,
BFO1, JUR1 and BFO3. Please also note that CRyr > CRW in a few
cases where snow exhibits a strong control on winter runoff regimes
(e.g. ALP3 or ALP2, see Table 4.3). Here, fitting linear regressions to
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Figure 4.5: Normalized double mass curves (nDMC) for the catchments
MOL2 (top left), TRI3 (top right) and BFO1 (bottom left) for the
hydrological years 1999-2003. Onset and end of the period of veg-
etation are determined using a temperature index model. Regres-
sion lines are fitted to both periods (dotted lines in red/ green),
their slopes are interpreted as seasonal runoff coefficients. Pe-
riods with temperatures < 0 °C are highlight in blue. Gregorian
definitions for the start of spring (Mar 20th), start of summer (Jun
20th) and start of fall (Sep 22th) (hatched polygons) are added to
the cum.P/
∑
P plane to highlight their differences to tempera-
ture based estimates on the onset and end of the period of veg-
etation. Statistical properties of all nDMCs are summarized in
Table 4.3. The bottom right panel shows seasonal hourly temper-
ature sums (calculated for each hydrological year starting from
Nov 1st) and corresponding seasonal runoff coefficients for all
sites (n=22) and years (n=4). The dotted lines are regressions.
Statistical information on the summer model is plotted in green.
During winter there was no significant statistical relation avail-
able (r2=0.04, p=0.062).
the double mass curves is not suitable for estimating seasonal winter
runoff coefficients.
According to the statistical analyses in which we regressed 24 dif-
ferent variables against the slopes of the seasonal winter runoff coef-
ficients, the most explanatory variables are sand content (r2 = 0.29),
median gradient (φ) times Ks (r2 = 0.22), silt content (r2 = 0.22),
forest coverage (r2 = 0.16), skeleton content (r2 = 0.15), number of
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Table 4.3: Mean seasonal winter (CRW), summer (CRS) and annual runoff
coefficients (CRyr) as indicated by the slope of regression lines
fitted to the normalized double mass curves. CEyr represents
the mean annual evapotranspiration ratio. The inter-annual varia-
tions of these quantities within the hydrological years (’99-’03) is
quantified using the mean absolute deviation which we provide
by madCRW , madCRS , madCRYR and madCEYR , respectively. All
quantities are dimensionless.
Site CRW CRS CRyr CEyr madCRW madCRS madCRYR madCEW
TRI1 0.72 0.12 0.43 0.53 0.058 0.030 0.031 0.018
TRI2 0.70 0.07 0.37 0.68 0.198 0.027 0.105 0.021
TRI3 0.55 0.12 0.34 0.63 0.133 0.024 0.069 0.022
JUR1 0.73 0.25 0.48 0.56 0.150 0.017 0.054 0.015
BFO1 0.82 0.28 0.52 0.48 0.169 0.037 0.068 0.033
BFO2 0.85 0.30 0.54 0.47 0.143 0.020 0.067 0.029
BFO3 0.93 0.29 0.57 0.51 0.173 0.034 0.089 0.024
MOL1 0.60 0.24 0.38 0.62 0.103 0.040 0.021 0.023
MOL2 0.56 0.27 0.40 0.58 0.080 0.022 0.049 0.042
MOL3 0.62 0.34 0.46 0.57 0.069 0.019 0.045 0.035
MOL4 0.56 0.23 0.37 0.61 0.084 0.021 0.051 0.048
MOL5 0.69 0.22 0.41 0.58 0.055 0.028 0.026 0.023
MOL6 0.60 0.20 0.36 0.66 0.066 0.018 0.025 0.015
MOL7 0.35 0.27 0.31 0.68 0.139 0.089 0.031 0.052
AFO1 0.72 0.35 0.51 0.46 0.031 0.120 0.042 0.053
AFO2 0.68 0.34 0.49 0.48 0.036 0.099 0.043 0.052
AFO3 0.56 0.24 0.38 0.62 0.130 0.068 0.031 0.056
AFO4 0.66 0.22 0.39 0.64 0.050 0.090 0.030 0.092
ALP1 0.89 0.50 0.75 0.24 0.098 0.088 0.031 0.031
ALP2 0.71 0.82 0.83 0.17 0.067 0.161 0.047 0.015
ALP3 0.64 0.84 0.86 0.18 0.082 0.109 0.025 0.017
ALP4 0.66 0.53 0.64 0.33 0.064 0.066 0.032 0.051
mean 0.67 0.32 0.49 0.51 0.10 0.06 0.046 0.035
frost days (r2 = 0.14), effective field capacity (r2 = 0.13) and absolute
sum of negative temperatures (r2 = 0.12). All other variables have
coefficients of determination r2 6 0.10. In several multiple linear re-
gressions based on the above mentioned variables the best result is
achieved for a combination of φ times Ks, forest cover and absolute
sum of negative temperatures (multiple r2 = 0.30, p-value<0.001). Ac-
tive storage estimates (dS), summer temperature sums and length or
end of the period of vegetation from the previous hydrological year
do not help to improve the prediction of the actual CRW . The key
finding in this analysis is that φ times Ks yields a r2 = 0.22, whereas
two variables alone only explain 0.02 and 0.08 % of the variance in
the CRW , respectively. This corroborates that surrogates for gradients
and resistances act jointly and that their impact is detectable even at
the lower mesocale.
The summer season is characterised by an opposite spatial pattern
compared to the seasonal winter runoff coefficients. The highest sea-
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sonal CRS > 0.8 is found in the snow-dominated alpine catchments of
ALP3 and ALP2. The smallest CRS with values between 0.07 and 0.12
are encountered at the Triassic sites (TRI3, TRI2, TRI1). It is also im-
portant to note here that several low-lying sites the CRS shows very
little inter-annual variance as indicated by mean absolute deviations
6 0.03 (e.g. MOL5, TRI3, TRI2, MOL6, MOL2, MOL4, JUR1, MOL3
and others) (Table 4.3). In these catchments the slopes of the nDMCs
are fairly constant throughout different hydrological years indicating
a very strong control of evapotransiration on the water balance dur-
ing summer. At these sites the curves of the nDMCs in summer have
nearly identical slopes and are simply shifted in parallel depending
on the onset of vegetation activity.
We may hence state that normalized double mass analyses are pow-
erful tools for discriminating seasonal differences in the interplay
of storage and release among mesoscale catchments. However, they
do not provide insights into the reasons for inter-annual variations.
In several cases we observed inter-annual variations in CRyr > 0.1,
which could stem from variations of P or ET or a carry over of wa-
ter storage into the next year. To provide more insights we introduce
normalized triple mass curves by adding cum.E/
∑
P as a third di-
mension.
4.4.3.2 Normalized triple masse curves
Conceptually we usually assume that the change in storage tends to
zero within a single hydrological year. Hence, we assume that large
inter-annual variations in the rainfall-runoff ratio CRYR coincide with
large inter-annual variations in the evapotranspiration ratio (CEYR).
To evaluate this assumption on our data set we construct normal-
ized triple mass curves and calculate the mean absolute deviation for
both, CRYR and CEYR. Within our sample we find several catchments
where the mean absolute deviation in the evapotranspiration ratio
(madCEyr) is rather similar to the mean absolute deviation in the an-
nual runoff coefficients (madCRyr) e.g. MOL5, MOL2, ALP1, MOL4,
or MOL1 (see examples in Fig. 4.6, upper row). However, we also
find several sites wheremadCRyr clearly exceededmadCEyr e.g. TRI3,
TRI2, BFO1, JUR1, BFO3 or BFO2 (compare Fig. 4.6, lower row). This
may be attributed to a carry over of water storage feeding runoff for-
mation (blue water) between the hydrological years, indicating inter-
annual memory (under the assumptions of a closed control volume).
Only in two catchments (AFO4 and MOL7) madCRyr is substantially
smaller than the corresponding madCEyr . This can be explained by a
carry over of water into neighbouring years, feeding ET (green water).
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Figure 4.6: Normalized triple mass curves (nTMCs) from the catchments
ALP1, MOL2, TRI2 and BFO1. Each plot contains data from four
different hydrological years (’99-’00, ’00-’01, ’01-’02 and ’02-’03)
which are coded using different line styles. In the upper row (sites
ALP1 and MOL2) the inter-annual variations in cum.Q/
∑
P are
rather identical to the inter-annual variations in cum.E/
∑
P.
At TRI2 and BFO1 (lower row), the inter-annual variations in
cum.Q/
∑
P are much larger than the inter-annual variations in
cum.E/
∑
P. Corresponding statistics of the normalized double
and triple mass curves are summarized in Table 4.3.
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4.4.4 Intensity controlled runoff formation
4.4.4.1 Data evidence in Alpine catchments
Strikingly, we also find signatures of intensity controlled runoff in two
Alpine catchments (ALP1 and ALP2). This is illustrated in Fig. (4.7)
which compares two flood events from site ALP2 caused by rather
similar totals of rainfall (244 and 200 mm) and identical event runoff
coefficients (CRE = 0.58). The rainfall intensities as well as the dis-
charge peaks in the right panel are however twice as large compared
to the left panel, yielding considerable differences in the normalized
temporal intensity changes (I∗E = 0.08 vs. I
∗
E = 0.32). Similar rainfall-
runoff dynamics with strong temporal changes in P which are fol-
lowed by strong increases in Q are observed during many events at
site ALP1.
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Figure 4.7: Two storm events from the alpine catchment ALP2 with almost
similar total amounts of precipitation (P) and discharge (Q),
identical runoff coefficient (CRE), but with different duration
and thus, intensities. The latter is reflected in different I∗E (Eq.
4.7) which corresponds to the normalized maximum temporal
change in intensity. In the first case (left panel) we expect that ca-
pacity controlled processes to dominate the runoff generation. In
the second case (right panel) we assume that the steep rising limb
and the high peak discharge are caused by intensity controlled
runoff formation processes.
In these catchments the highest normalized temporal intensity changes
indeed cluster at small normalized event durations (Fig. 4.8, left panel).
The same scatterplot for MOL2 (Fig. 4.8, right panel) reveals normal-
ized temporal intensity changes to spread equally across all event
durations. The three-dimensional scatterplots of normalized tempo-
ral runoff changes against total precipitation and maximum intensity
(Fig. 4.8, lower row), reveal clearly that large runoff changes coin-
cide partly with high intensities and small rainfall totals. We may,
hence, state the proposed signatures are feasible for detecting high
frequency runoff even within low frequency data sets in mesoscale
catchments. To illustrate that this is of more than academic impor-
tance we present a comparative model exercise.
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Figure 4.8: Diagnostics for the detection of intensity controlled conditions.
The panels in the upper row show scatterplots of the normal-
ized event duration T∗E (Eq. 4.6) which is plotted against the nor-
malized temporal intensity changes (I∗E) (Eq. 4.7). The lower row
shows corresponding three-dimensional scatterplots with event
rain depth, maximum observed rain intensity and the maximum
of the temporal derivative of observed discharge (dIQ,max) are
plotted on the x, y and z-axis respectively. The inclined plane
(dotted) represents the plane of a multiple linear regression. The
left column shows a conclusive case (site ALP1) where the fre-
quent occurrence of intensity controlled runoff formation pro-
cesses is likely. The right column shows inconclusive results from
the site MOL2.
4.4.4.2 Explorative modelling for intensity limited runoff formation
We compare two different model concepts to further elaborate the
feasibility of our diagnostics for detecting intensity control. Our com-
parison shall particularly highlight the errors we might expect when
simulating intensity controlled runoff formation with models relying
on capacity controlled runoff formation with respect to the events
depicted in Fig. 4.7. Specifically, we compare the HBV beta store
(Bergstroem, 1976) with a Green and Ampt approach (G&A) using
the solution of Peschke, (1985), as typical concepts for capacity and in-
tensity controlled runoff formation. Both runoff generation concepts
are implemented in R (R Core Team, 2015) and combined with a sim-
ple linear reservoir, whereas surface runoff is allowed to bypass the
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latter in the case of G&A. Both implementations are then fitted to
observed stream flow data in an event based mode. Here we opti-
mize the maximum storage depth (SMax), beta parameter (β) and
the reservoir constant (kres) in the case of HBV using a simulated an-
nealing algorithm in combination with the root-mean-squared-error
as objective function. The G&A approach is parametrized based upon
a Rosetta Schaap, Leij, and Genuchten, 2001 estimate of Ks and a liter-
ature value for the suction head (psi) at the wetting front (Maidment,
1993). The parameters of the linear reservoir (SMax and kres) are
adopted from the HBV optimization to ensure identical conditions.
During both events depicted in Figure 4.9 the HBV type setup out-
performs G&A, when being judged on the Nash-Sutcliffe-Efficiency
(NASH) criterion. During intensity controlled conditions the HBV
bucket concept however clearly fails to reproduce the high runoff
frequencies in terms of the slope of the rising limb and in the peak
discharge (compare black box in Fig. 4.9, right panel). A closer look
at the right panel reveals, however, that G&A matches the magni-
tude of peak discharge (which is important for flood warning) much
better than the beta store model. The slightly worse NASH value is
because the timing error in peak occurrence is punished, which is a
well known deficiency of the NASH statistical analysis (Seibert, Ehret,
and Zehe, 2016).
This exercise suggests that we are much better off in capturing
sharp peaks of high frequency, intensity controlled runoff formation
processes when using model concepts that are sensitive to the control-
ling, intensive properties compared to model concepts which do not
account for this issue. Though this is essentially not new, data-driven
diagnostics which assist in deciding whether intensity controlled pro-
cesses need to be considered in hydrological modelling are novel and
rarely available.
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Figure 4.9: Simulated storm hydrographs from a capacity controlled event
(left) and a (partly) intensity controlled event (right). Simulations
use a HBV type betastore (red line) and a Green and Ampt
(G&A) approach (blue line). Both concepts are combined with
a linear reservoir. For the HBV type we optimize maximum stor-
age depth (SMax), beta parameter (beta) and reservoir constant
(kres) in an event based mode using a simulated annealing al-
gorithm (initial fillings of the betastore SMini and of the lin-
ear reservoir Sres, ini are insensitive to the peak flow simulation
accuracy). G&A is parametrized based upon a Rosetta (Schaap,
Leij, and Genuchten, 2001) estimate of Ks and a literature value
for the suction head (psi) at the wetting front (Maidment, 1993).
The parameters of the linear reservoir (SMax and kres) are
adopted from the HBV optimization. As (statistical) reference for
the model performance we provide the Nash-Sutcliffe-Efficiency
(NASH) criterion. Statistics of the rainfall-runoff events are pro-
vided in Fig. 4.7.
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4.5 discussion and conclusions
In this study we propose various dimensionless diagnostics to char-
acterize differences in terrestrial runoff production of catchments at
the seasonal and the event scale. Particular emphasis is on a) their
suitable normalization and b) on the question whether low-passed
rainfall-runoff data from mesoscale catchments still bear detectable
signals of high frequency, intensity controlled runoff production. As
benchmark we use operational rainfall-runoff data from 22 catch-
ments spread across a wide range of physiographic and climate con-
ditions in the Bavarian part of the Danube catchment.
4.5.1 Normalized double mass curves discriminating seasonal runoff be-
haviour
Normalized double mass curves turn out to be an easy-to-compute,
yet very powerful means to detect similarity and differences in the
seasonal water balance. In our case their general shape is (invariantly)
characterized by a linear increase in the winter period and a regime
shift with small near to zero slopes when vegetation starts to con-
trol the water balance. The onset and duration of this regime shift
could be predicted very well by a simple temperature index model
(Menzel et al., 2003). In line with this, temperature explains 70 % of
the variability of the summer runoff coefficients within the 22 catch-
ments. It is noteworthy that the usual (Gregorian) definition of spring
and fall onset are of little help to predict the regime shift here. We
hence conclude that vegetation exerts first-order control on stream
flow generation in "summer", while onset and end of the summer (i.e.
the vegetation period) is defined by temperature conditions rather
than simply by the Gregorian day. This finding is important as it sug-
gests that phenological data (and corresponding surrogates) provide
valuable information which is mostly not included in standard hydro-
logical data (or at least hardly considered). We further conclude that
any assessment of the "pure abiotic controls" of the catchment water
balance should be restricted to (snow free) periods of the dormant
season.
The variability of winter runoff coefficients is generally much less
predictable by the available structural and climatic descriptors. Also
the different storage estimators are of little use. The most interest-
ing finding is that the rather coarse estimates of the catchment soil
hydraulic conductivity and the median gradient operate indeed as
a group and that their impact is even detectable at lower mesoscale
sites: their product explains 22 % of the variance in the winter slopes,
while either of the values itself is an insignificant predictor. Express-
ing runoff by the product of an effective gradient and a control vol-
ume conductance, requires the system to operate close to local ther-
modynamic equilibrium conditions. We hence conclude that this is at
least partly the case at the seasonal scale.
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Also normalization of the double mass curve is straight forward.
Here we use annual precipitation totals of the respective hydrological
year. The advantage is that both axes are normalized to one. The dis-
advantage is that the same amount of relative accumulated rainfall
does not correspond to the same total rainfall amount. This would re-
quire us to normalize precipitation and discharge with the long term
mean annual precipitation at the prize, that the maximum ordinates
would then not be constrained to one.
We also provide evidence that normalized triple curves are well
suited for explaining inter-annual variability of annual runoff coeffi-
cients either by different accumulated evaporation totals or by carry
over in storage. The drawback of this signature is that it needs a cal-
ibrated water balance model for its calculation, due to the required
estimates of E, while the double mass curve relies exclusively on stan-
dard observables.
4.5.2 Pre-event discharge as best predictor for capacity controlled runoff
production
At the event scale we compare plots of event runoff coefficients against
the three partly independent storage estimators i) normalized dy-
namic storage dS∗, ii) accumulated normalized discharge Q∗ and iii)
the normalized difference between antecedent precipitation and evap-
oration, θ∗. Generally Q∗, though it is the less sophisticated measure,
does clearly outperform the other storage measures in terms of the ex-
plained variances and with respect to the number of catchments with
significant rank correlations. Yet the comparison of different storage
measures reveals regionally specific dominances. Particularly for the
alpine catchments, Q∗ is insignificant while antecedent wetness ex-
plains most of the variance within three out of four alpine catchments.
This is in line with our perception that these basins are composed of
shallow soils and we thus expect a higher importance of the near
surface storage.
Another interesting finding is that the median topographic gra-
dient explains 31 % of the variability of the mean catchment event
runoff coefficient averaged over all 22 catchments. In fact we find the
same result for the 90 % quantiles of the runoff coefficients and when
using the square root of the topographic gradient. We hence conclude
that this correlation reflects fairly well the strong dependence of rain-
fall totals and intensity on elevation (and the gradient) rather than
the influence of the topographic gradient as a force for driving runoff
concentration during rainfall driven conditions.
In comparison to Q∗ and θ∗ and with regard to the effort of its
derivation, normalized dynamic storage provides little additional value.
Thereupon, dS∗ is significantly correlated to Q∗ in 14 out of 22 catch-
ments, although it is to be expected that parts of these correlations are
spurious (Kenney, 1982; Pearson, 1987), as both, Q∗ and dS∗ are cal-
culated upon the same variable. Similarly, we argue that correlations
between dS∗ and response measures such as event runoff coefficients
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are more difficult to evaluate as they may also involve (non-trivial)
spurious fractions because both variables are again calculated based
on discharge and precipitation. Partly, this applies for Q∗ and θ∗ as
well, but certainly to a lower degree. We hence conclude that dS∗ is
of limited use for explaining rainfall driven runoff formation com-
pared to the well known pre-event discharge and the well known an-
tecedent precipitation. We furthermore conclude that these different
storage measures characterise storage in different depths, and that
event runoff production is controlled by different storage compart-
ments in different regions.
Our results corroborate that the event runoff coefficient is a use-
ful and easy to calculate normalized response measure to discrim-
inate capacity controlled runoff formation. However, it fails to dis-
criminate high frequency runoff production processes as underlined
by our findings in the alpine catchments ALP1 and ALP2. We also
conclude that normalization of different storage estimators is gener-
ally helpful to compare their sensitivity ranges, even when relying
on such simple estimates as the root zone storage depth or the pore
volume therein, as done here.
4.5.3 Heterogeneous performance of storage-baseflow relations
The occurrence of 19 (out of 22) significant relations between dS∗
and Q∗b confirms that dS
∗ is a meaningful storage measure for the
prediction of low flow conditions under a range of different (humid)
physiographic settings. We also found specific storage-baseflow rela-
tionships by fitting power laws, with their exponents and factors be-
ing sensitive to changes in the physiographic setting. This finding is
in line with the results of Shaw and Riha, (2012) who derived storage-
discharge relationships for several catchments of up to 6400 km2 in
size using an adaptation of the method proposed by Kirchner, (2009).
A closer look reveals however that the estimated storage-baseflow
relations are only partly of convincing quality. In many places they
are rather noisy despite the fact that the nRMSE suggests predictive
power. This corroborates that visual inspection of such relations is
indispensable before using them for instance to parametrize regional
baseflow production in a model. Parts of the noise in the relations
most likely arise from the inherent data uncertainty. However, nor-
malization of dS∗ by the root zone storage volume and of Qb by Ks
is also error prone. Ks is at best a surrogate for the aquifer conduc-
tance and thickness. The soil map (BGR, 1995) suggests that e.g. BFO1
and TRI1 have identical Ks values (according to Rosetta estimates
(Schaap, Leij, and Genuchten, 2001)). However, the hydrogeological
map (Duscher et al., 2015) reveals that the aquifer underlying BFO1
is composed of virtually all non-aquiferous fissured rock, whereas the
subsurface of TRI1 hosts low to moderately productive pore aquifers
(compare Table A.3). The alpine sites show similar contradictions as
the smallest Ks values coincide with the highest productive aquifer
types (still Table A.3). A more meaningful structural normalization of
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Q∗b would thus require estimates of aquifer transmissivity. We hence
conclude that the identification of catchments with similar baseflow
production was not feasible with the proposed approach.
Within our attempts to explain differences in the power law mul-
tiplier based on catchment characteristics, we derive φ based upon
surface topography and not, as ideally required, upon bedrock to-
pography. Nevertheless, we find that a considerable portion of the
variability is explained by the topographic gradient, in line with the
flux–gradient–conductance relation. Given the large number of sig-
nificant relationships between Q∗b and dS
∗ we conclude that dS∗ is a
feasible predictor for baseflow production within a rather wide range
of physiographic settings. This supports our initial assumption that
dS∗ characterises deep storage.
4.5.4 "Edge filtering" of low passed data to detect high frequent runoff
processes
The proposed intensity signature detects evidence for high frequency
intensity controlled runoff generation in two alpine catchments within
the available low frequency data sets. The key is to "edge-filter" both
rainfall and discharge data by taking their temporal derivatives and
then to normalize the maximum runoff change by the maximum in
precipitation change. This response measure separates the available
rainfall-runoff events into subsamples with high normalized tempo-
ral intensity changes clustering at small event durations. We conclude
that the approach we present is an easy-to-apply technique to test
for the occurrence of intensity controlled runoff generation processes.
This is also relevant for hydrological modelling as we show that a
wrong conceptualization of intensity controlled runoff by a capac-
ity controlled model approach might imply that the model misses
the flood peak (even though it has a good NASH statistic). Thus,
data-driven signatures on high frequency intensity controlled runoff
generation can assist in the conceptualization of hydrological models
or serve as structural benchmarks. We hence conclude that high fre-
quency runoff production might play a much more prominent role
in lower mesocale flood production than we usually conclude from
analysing hourly (or even lower) resolution data sets. Therefore, we
recommend that operational data should be recorded and stored with
at least 5 min resolution, as this might reveal high frequency pro-
cesses operating even more frequently than we expect.
4.5.5 Conclusion and Outlook
Overall, we recommend the following signatures as suitable to dis-
criminate differences in terrestrial runoff production in lower-mesoscale
catchments:
• Normalized double mass curves for the seasonal water balance,
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• the event runoff coefficient in relation to pre-event discharge for
capacity controlled runoff formation,
• the event duration in combination with the normalized intensity
change for detecting high frequency processes.
The onset and termination of the vegetation period are useful to
explain differences in the summer water balance. We also argue that
gradients and conductances - and hence their underlying controls -
are not independent if one attempts to explain functional differences
by differences in the physiographic and climate setting. However, de-
spite the good explanation we found for differences in the summer
water balance, we were not able to robustly link functional similar-
ity to structural similarity, based upon the properties available within
our (operational) data set.
This brings us to our last conclusion which is founded on the
dilemma of quantity vs. quality. On the one hand, inter-comparison
studies require large sample sizes to include a sufficient number of
end-members and to avoid type I errors (false hits). This makes widely
available operational data sets indispensable (at least for the moment).
On the other hand, we need accurate and sufficiently resolved data
beyond rainfall and runoff to avoid type II errors (false negatives).
Such data are (at least for the moment) only included in "research"
data sets which are fairly limited in number and spatial distribution.
To increase confidence in the proposed signatures we suggest they be
applied to i) to a larger number of catchments and ii) to a (nested) set
of small and densely instrumented catchments with homogeneous
geological setup.
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Part V
S Y N T H E S I S A N D D I S C U S S I O N
In this part I summarize the key findings I obtained in
the individual studies with respect to the guiding
research questions I posed in the introduction. I further
discusses the different topics focusing on the relations
between them and finish with a brief synthesis.
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5
PA RT 5 : S Y N T H E S I S A N D D I S C U S S I O N
5.1 summary
This chapter briefly summarizes the major achievements with respect
to guiding questions posed in the chapters 1.2, 1.3 and 1.4 in the
introduction, respectively:
Which reservoirs do have a regional impact on flood mitigation (Q 1.1) and
are regional operation strategies conformable with local flood mitigation (Q
1.2)? The impact of a reservoir on a flood wave is the higher, the
larger its retention volume is in relation to the volume of the flood
wave. The propagation of flood waves through domains of several
ten-thousands of square kilometers is however a complex process as
the flood wave is non-linearly altered through tributaries, activation
of floodplains, or the operation of water power plants and flood pro-
tection reservoirs, among others.
For the Bavarian part of the Danube basin we found that only one
out of nine reservoirs, the Forggensee which is located in the upper
reaches of the river Lech, had a significant regional impact on the
Danube during high flow conditions. Re-calculations of three historic
flood events suggest that the regional impact of this reservoir is signif-
icant (partly >50 cm at spots located more than 250 km downstream
of the reservoir outlet, Fig. 2.12). Even more important the results
show that local (traditional) reservoir management practices are not
necessarily in conflict with reservoir operation for regional flood miti-
gation. In our case the two reservoir operation strategies exposed an
offset in timing of 20-40 h (Fig. 2.10). These findings suggest that co-
ordinated and/or regional operation of reservoirs in large-scale river
basins has great potential to improve flood mitigation.
Is large-domain hydrological modelling accurate enough to allow for a re-
gional operation of reservoirs? (Q 1.3)? Recalculating three historic flood
events revealed a heterogeneous picture of model accuracy through-
out the Bavarian part of the Danube basin. Expressed in grades and
aggregated over all gauges (n ≈ 90), flood events and the differ-
ent statistics, model performance was rated "satisfactory" at around
20 % of all cases. The remaining gauges were classified either bet-
ter ("good" or "very good"), or worse ("sufficient" or "insufficient")
with nearly identical portions of fairly 40 %. With respect to the in-
dividual statistics we found the best Nash-Efficiencies (> 0.75) at the
highest observed stream flow rates suggesting an increase in model
performance with flow rate. The latter is most likely due to the cal-
ibration of the operational models on the one-in-one-hundred year
flood. Peak timing errors were slightly biased negatively and more
precise at higher flow ates than for lower streamflow values. In ab-
solute terms we observed average timing errors > ±12 h in more
119
[ October 20, 2016 at 11:15 – classicthesis version 4.2 ]
120 part 5 : synthesis and discussion
than one-fifth of the evaluated gauges and distinct spatial differences
across the investigation area (compare Fig. 2.9 top right panel and,
Table 2.5). Although we found good and satisfactory results at many
of the southern tributaries in terms of the NASH criterion, all model
runs overestimated the total volume by up to 10 % which can be
crucial for reservoir operation. This points out that volume errors
are not captured well by the Nash-Efficiency. The accuracy in timing
was heterogeneous and should be improved in several reaches. This
applies in particular for the (central) Danube where the simulated
peaks were (almost consistently) too late as depicted in Fig. 2.4. Here,
the performance in peak timing was rated "satisfactory" or worse in
eight out of ten gauges (compare Fig. 2.9, top right), implying abso-
lute Peak-Time-Differences between the simulated and observed time
series of at least 6-9 h. Comparing this to the width of the window
in time available for the regional operation of the Forggensee reser-
voir, which is 20-30 h (Fig. 2.10) makes clear that timing uncertainties
are large and that accurate information on the timing and associated
uncertainties is of particular relevance for reservoir operation. This
is particularly obvious for the central Danube where large (timing)
errors (Fig. 2.4) coincide with the highest potential water level reduc-
tions due to regional reservoir operation (Fig. 2.12, left panel).
The poorest model performance among all considered gauges was
observed in the northern sub-catchments of the Danube. We attributed
this to a poor model parameterization, i.e. the estimation of event
runoff coefficients (compare chapter 2.3.1.2) and not to physiographic
properties of the basin. The specific individual roles of the model pa-
rameterization, that of the data and that of the physiographic proper-
ties, remain however unknown and open for future research.
To what extent does the coupling of hydrological and 2d-hydrodynamic mod-
els improve the simulation accuracy (Q 1.4)? Contrary to our expecta-
tions the substitution of hydrological (HY) flood routing schemes by
2d-hydrodynamic (HD) models did not significantly increase the sim-
ulation accuracy in the major reaches. The resulting performance of
the coupled model was identical, partly even worse, compared to the
results achieved by the hydrological model alone. The reason was
that the lateral inflow data which were provided by the hydrologi-
cal model was of too poor quality due to the overestimation in vol-
ume mentioned above. Additional analyses from Skublics, Seibert,
and Ehret, (2014) showed that HD models can suffer disproportion-
ally from low quality boundary conditions, compared to hydrological
routing schemes. It even turned out that inaccurate boundary condi-
tions can cause errors that do not cancel out but amplify. The poten-
tial of hydrodynamic models hence stands and falls with the accuracy
of the boundary conditions provided. Inaccuracies of simplified hy-
drological routing schemes may not necessarily be compensated if
they are substituted by a HD model. In any case a joint calibration
of the different methods is suggested. Effects of (rapid) mobilization
of groundwater into the channel due to groundwater riding (Cloke
et al., 2006) were not relevant in this context.
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How to emulate (human reasoning in) visual hydrograph inspection (Q 2.1)?
In chapter 3 I present an advancement of the Series Distance (SD) ap-
proach for an improved discrimination and visualization of timing
and magnitude uncertainties in streamflow simulations. The method
emulates visual hydrograph comparison by distinguishing periods
of low-flow and periods of rise and recession in hydrological events.
Within these periods, it calculates the distance of two hydrographs
not between points of equal time, but between points that are consid-
ered hydrologically comparable. The latter refers to a chronological
comparison of points belonging either both to two corresponding ris-
ing or falling segments of the hydrograph. The identification of suit-
able points is however not trivial and requires a pattern matching
procedure. In visual hydrograph evaluation, a hydrologist detects the
dominant patterns of rise and fall in the two time series and identi-
fies matching segments by doing two things: Filtering out short, non-
relevant fluctuations and then relating the remaining by jointly evalu-
ating their similarity in timing, duration and slope. The stronger the
overall disagreement of the observed and simulated event, the more
visual coarse-graining will be done before the hydrographs are finally
compared, while at the same time the degree of coarse-graining will
also influence the hydrologist’s evaluation of the hydrograph agree-
ment: The higher the required degree of coarse-graining, the smaller
the agreement. One of the key advancements I present in this con-
text is the emulation of this process by an automated coarse-graining
procedure that determines the optimal level of generalization when
comparing two hydrographs. Technically this is solved by iteratively
maximizing an objective function.
What is the role of timing uncertainties in hydrological streamflow simu-
lations (Q 2.2), how to consider them in the construction of uncertainty
envelopes and what is their impact on the region of confidence (Q 2.3)? I
assessed the role of timing errors in event-based simulations consid-
ering about 90 gauges from the Danube catchment (reservoir study)
and based upon continuous simulations using data from the gauge
Hoher Steg which is located in Vorarlberg, Austria (Series Distance
case study). Key findings obtained in the reservoir study were:
1. The horizontal component of the error is not negligible in ab-
solute terms whilst highly relevant for the operation of flood
protection reservoirs (see left panel in Fig. 2.4 and Fig. 2.10).
2. Simple error statistics like the Peak-Time-Difference (PTDF) are
a step ahead in the quantification of timing errors but have sev-
eral limitations: These include the fact that the PTDF statistic is
fairly unspecific to timing errors in either the rising or falling
limb of the hydrograph as only the peaks of the two time se-
ries are compared. For the same reason the PTDF statistic is
error-prone as the comparison rests on two single (here hourly)
observations only, whereas the nature of rainfall-runoff events
may be complex (e.g. multi-peak events or flash floods) with du-
rations varying between periods of time < 1 h and several days.
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Last, the significance of the PTDF criterion is also reduced in
catchments with a dampened flood response. This applies e.g.
for streams which are fed by lakes or for groundwater domi-
nated basins. Here the rising and falling limbs can be flat so
that the crest of the flood wave is not well defined.
The most important results from the Series Distance evaluation are
that the proposed method offers elaborated techniques for the com-
parison of simulated and observed stream flow time series. These can
be used for detailed hydrological analysis, model diagnostics and to
inform about uncertainties related to hydrological predictions.
Applied to the case study SD reveals that different flow conditions
(low flow, rising and falling limbs during events) exhibit distinctly
different time-magnitude error characteristics with respect to mean
and spread (see Fig. 3.6). Further, we find a remarkable timing uncer-
tainty in a continuous simulation from the gauge Hoher Steg (see Fig.
3.8), though the simulation is considered fairly accurate when judged
upon the NASH criterion (NASH=0.78). This suggests that the role of
timing uncertainties is underestimated.
Based upon the SD results it was also possible to consider timing er-
rors in the construction of uncertainty envelopes. I used 2-dimensional
error dressing for this purpose. The results show that the horizontal
error component inflates the region of confidence compared to tra-
ditional approaches which only consider the magnitude component
of the error. This suggests that the combined use of time and mag-
nitude errors to construct uncertainty envelopes implies a trade-off
between the added value of explicitly considering timing errors and
the associated, inevitable time-spreading effect in the related uncer-
tainty ranges. Which effect dominates depends on the characteristics
of timing errors in the hydrographs at hand.
Are dimensionless state-response and forcing-response diagrams feasible to
characterize and to detect differences in event scale runoff production, base-
flow generation and the seasonal water balance (Q 3.1)? Attempting to bet-
ter understand the interplay of state, structure and forcing and runoff
generation on different time scales I propose a set of diagnostics,
i.e. dimensionless state(forcing)-response plots. These are tailored for
baseflow production (radiation driven case), event runoff generation
(rainfall driven case) and the seasonal water balance. In the former
two cases (compare Figs. 4.3 and 4.4) I employ different storage sur-
rogates including the well-known pre-event discharge (Q∗) and an-
tecedent moisture (θ∗) which I normalize using root zone storage
capacity to predict runoff responses. Runoff responses are baseflow
(radiation driven case), which I normalize using saturated hydraulic
conductivity (Ks) and, event runoff coefficients (rainfall driven case),
i.e. quickflow divided by total rainfall depth.
The suggested diagnostics proved useful as they explain up to 70
% of the variability in the runoff responses at some of our test sites
(n = 22). This applies although the applied methods rest on (partly)
strong assumptions and fairly coarse, operational data. The compar-
ison of different catchments further reveals distinct spatial patterns,
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suggesting regional differences in the importance of different storage
compartments. Among the compared storage measures (normalized)
pre-event discharge was the most important predictor for event runoff
response in terms of the explained variance and with respect to the
number of catchments which exposed significant correlations, though
it is the less sophisticated measure (see Tables 4.1 and 4.2). On the sea- Compare also the
double mass curves
reported by
Hellebrand et al.,
2008; Jackisch, 2015;
Pfister, Iffly, and
Hoffmann, 2002.
sonal scale normalized double (and triple) mass curves prove to be an
easy-to-compute, yet very powerful means to detect similarities and
differences in the partitioning of rainfall into evapotranspiration and
discharge across scales. In our case their general shape is (invariantly)
characterized by a linear increase in the winter period and a regime
shift with small, near-to-zero slope when vegetation starts to control
the water balance.
Is it possible to detect evidence for intensity controlled runoff formation based
upon (hourly aggregated) operational data (Q 3.2)? Intensity controlled
runoff generation is characterized by intensive, convective rainfall
forcing and a fast, highly intensive stream flow response, reflecting
onset of rapid subsurface flows and/ or infiltration excess. Inten-
sity controlled runoff production hence occurs at time scales of min-
utes (Blöschl and Sivapalan, 1995) and in a threshold-like manner
(Lehmann et al., 2007; Struthers and Sivapalan, 2007; Zehe and Blöschl,
2004). It is neither controlled (or limited) by additive rainfall prop-
erties nor by current storage. The key to detect intensity controlled
runoff formation mechanisms is hidden in the high frequencies of the
involved signals. As operational data are often hourly aggregates and
hence poorly resolved, i.e. low-passed from the perspective of intensity
controlled processes, edge-filtering proved to be a meaningful tech-
nique to carve out traces of these mechanisms from operational time
series. Therefore, I propose to combine the normalized temporal in-
tensity changes (Eq. 4.7) and the normalized event duration (Eq. 4.6)
into a diagnostic signature. It evidently detects signals of high fre-
quency, intensity controlled runoff generation in at least two Alpine
catchments (compare Fig. 4.8).
Which structural, climatic and ecological catchment characteristics explain
the differences between different catchments and among different years and
do any of them operate in groups (Q 3.3)? My investigations suggest
that vegetation exerts a much stronger control on seasonal stream
flow generation than formerly expected. In my sample of (humid)
catchments I find that onset and termination of the period of vege-
tation trigger significant regime-shifts in seasonal runoff production
across a range of different physiographic settings and scales (compare
Fig. 4.5 and Table 4.3). Temperature based estimates of the vegetation
period thereby prove to be simple to derive and more robust than
Gregorian definitions such as the beginning of spring or that of the
hydrological year. Interpreting temperature sums as bulk surrogates
for ecological controls I find that they explain 70 % of the variability
of the average seasonal summer runoff coefficients.
The results further suggest that it can be helpful to identify and to
jointly evaluate the components that govern our dynamical laws and
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which ultimately drive every flux (Zehe et al., 2014). These compo-
nents are gradients (e.g. surface/bedrock topography) and resistances
(e.g. hydraulic conductivity). Both, during radiation-driven conditions
(see chapter 4.4.1) and during the dormant season (see chapter 4.4.3.1),
the product of saturated hydraulic conductivity (Ks) times the me-
dian topographic gradient (φ) explains a higher portion of the vari-
ance in the runoff response than the two parameters alone. This cor-
roborates that the use of parameter groups can be meaningful, at least
at certain time scales. I conclude that the gradient-flux-resistance rela-
tionship should be further explored and that the proposed diagnos-
tics should be applied to a larger number of catchments and to a
(nested) set of small and densely instrumented catchments with ho-
mogeneous geological setup.
5.2 discussion and outlook
The reservoir study involved the application of distributed hydrolog-
ical and hydrodynamic models to a large spatial-domain and con-
fronted me with parameter estimation, model evaluation and the need
for a better (distributed) process understanding. Parameter estimation
was required in the estimation of event runoff coefficients and base-
flow rates. Thorough evaluation techniques were relevant to relate
reservoir impact to model accuracy and to judge spatial model per-
formance. Explaining the latter called for a deeper understanding of
the runoff production mechanisms and their physiographic controls.
The development of novel evaluation techniques (chapter 3) and data-
driven process diagnostics (chapter 4) opened up several exciting
and challenging research questions (Q 2.1 ... 3.3). Partly I could an-Additional
background
information on
(operational)
modelling aspects is
provided in
appendix A.1.1.
swer these questions, partly aspects thereof remain open for future
research. In this chapter I address noteworthy issues related to the
evaluation of closeness and the development of process diagnostics.
I further name potential future research avenues and highlight links
between the different topics.
5.2.1 New avenues in assessing closeness
My research introduces new methods for the assessment of closeness
that is fundamental for closing the learning cycle (see chapter 1.1). Ba-
sically, I suggest two new alternatives: The first relates to the tradi-
tional way of evaluating hydrological models by comparing simulated
model outputs against observations. Therefore I improved the Series
Distance (SD) method which is able to quantify errors on the ordinate
and on the abscissa. The second alternative proposes the use of func-
tional signatures. These can be used for model/ process diagnostics
but also for evaluation. First I elaborate the former.
In hydrology it is common to assess magnitude (vertical) errors in
streamflow simulations. However, timing (horizontal) errors are rarely
considered. Since time is a property which we can measure with high
precision, timing errors in the measurement of streamflow are in deed
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negligible. Temporal deviations of the simulation from the observa-
tion are however not negligible as these may point towards deficien-
cies in the parametrization or in the structural form of the infiltration,
runoff concentration and/ or routing schemes. The development of
methods which disentangle timing and amplitude errors and which
explicitly quantify timing errors are thus highly relevant for both,
practice and science.
In environmental modelling a wealth of literature on performance
evaluation exists (Bennett et al., 2013). Most of the statistics which are
used in hydrology judge closeness in a purely vertical sense however,
meaning that only errors on the ordinate are evaluated. In this respect,
a high effort has been undertaken to formulate vertical metrics in var-
ious ways such that they are sensitive to different ranges of the ordi-
nate. A well known example for this is the Nash-Sutcliffe-Efficiency
which emphasizes deviations in the higher magnitude ranges due to
the squaring of errors. A common approach to better evaluate devia-
tions in the lower magnitude ranges is to apply the Nash-Efficiency
to the (log) transformed time series.
Approaches which analogously judge model performance with re-
spect to temporal aspects are rarely reported and/or are fairly simplis-
tic. Examples for the former include seasonal evaluations as proposed
by He et al., (2015) or the consideration of variables like the time evo-
lution of snow heights or the timing of snowmelt-induced spring runoff as
suggested by Hingray et al., (2010). Examples for the latter include
the use of (over)simplified criteria such as the Peak-Time-Difference
(chapter 2.2.4.1) or the consideration of the lag time between event
rainfall and simulated vs. observed runoff. While this is in principle
a meaningful parameter its quantification is difficult and estimates
based upon the maximum lag of the cross-correlation function (Kirch-
ner, 2009; Yilmaz, Gupta, and Wagener, 2008) are rather coarse. A
more elaborate alternative is the assessment of error groups as pro-
posed by Reusser et al., (2009). In this approach the authors indirectly
infer the effect of timing errors on a selection of vertical error statistics,
which have been summarized into different error response groups, by
means of synthetic errors. The Series Distance (SD) concept I present
in chapter 3 offers a method to directly measure timing errors and
thus, to avoid such detours.
The second avenue I propose is the (additional) consideration of Further examples for
the application of
signatures (and
associated
uncertainties) are
provided by Casper
et al., (2012),
McMillan et al.,
(2014), Olden and
Poff, (2003),
Pfannerstill, Guse,
and Fohrer, (2014),
and Westerberg and
McMillan, (2015),
among others.
functional signatures in the model evaluation process. This is in line
with the seminal papers of Hrachowitz et al., (2013), Wagener et al.,
(2007), and Yilmaz, Gupta, and Wagener, (2008). While the potential
of signatures for evaluation and classification is widely accepted, a
commonly agreed upon definition on what meaningful signatures are,
is not yet available. In many recent studies signatures are defined
as specific characteristics of the hydrograph such as autocorrelation,
slope of/ or bias in the flow duration curve (or different segments
thereof), rising limb density or peak distribution (Euser et al., 2013).
Others even consider flow statistics such as mean, variance, skewness
or the coefficient of variation as signatures (Ley et al., 2011). In any
case, an obvious shortcoming of such a definition of signatures is
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that only the output of the system, here observed and/or simulated
streamflow is considered. An evaluation of behavioural consistency as
proposed by Yilmaz, Gupta, and Wagener, (2008) however requires
the consideration of the entire input-state-output behaviour of a catch-
ment. This is precisely what the signatures proposed in chapter 4.2.2
do, in that they jointly consider at least two components of the input-
state-output triple. For this reason I consider them as functional or be-
havioural signatures. The need to characterize and to evaluate behaviour
is of high relevance for both science and practice and has also been
emphasized by McMillan et al., (2011a), McMillan et al., (2014), and
Schaefli et al., (2011).
Due to the promising results I obtained in the application of sig-
natures and due to the importance of timing uncertainties I observed
in streamflow simulations, I conclude that available model evaluation
guidelines (e.g. Biondi et al., 2012; Harmel et al., 2014; Moriasi et al.,
2007) should be extended with respect to two general aspects: i) tim-
ing errors should be considered in model evaluation and ii) the use
of signatures should be become common practice in the evaluation
processes.
5.2.2 Improving the understanding of runoff production at different time
scales
Knowledge of the dominating runoff production mechanisms and
their corresponding physiographic controls is important and highly
relevant for various issues including the modelling of large spatial
domains or catchment inter-comparison studies. Unfortunately these
mechanisms are often not well understood. In consequence, mod-
ellers are confronted with the difficulty that it is (almost) impossible
to gain a deeper understanding of the runoff production mechanisms
and their spatio-temporal variations with reasonable effort. To over-
come this limitation I propose a set of diagnostic signatures (com-
pare chapter 4.2.2) which are based on commonly available data. The
proposed diagnostics relate two components of the input-state-output
triple and include, at least in parts, a structural normalization. Conse-
quently, the signatures allow the assessment of runoff behaviour more
thoroughly than signatures which are derived based upon output only.
The normalization fosters a signature based comparison of different
sites.
Several of the results obtained in chapter 4 are noisy. Parts of the
noise can likely be explained by the inherent uncertainty of the (large
number of) aspects that had to be considered in the development
of the proposed diagnostics. This includes normalization, catchment
scale storage estimation, to derive structural (subsurface) properties,
the automated detection of rainfall-runoff events in continuous time
series and/or poorly resolved data e.g. to detect intensity controlled
runoff production mechanisms. Several of these issues are hard to
grasp, difficult to quantify and/or not yet fully understood. In this
respect noisy results are not surprising. It is perhaps noteworthy that
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the proposed methods suggest functional similarity among differ-
ent sites for baseflow production, storm runoff production and the Please also refer to
the final revised
manuscript of
Seibert et al., (2016)
which will be
published after this
thesis and include
details which are not
mentioned here.
seasonal water balance, despite that fact that they were applied to
mesoscale catchments. To increase confidence in the proposed meth-
ods I suggest applying them to a (nested) set of small and densely
instrumented research catchments with preferably homogeneous geo-
logical setup. Further, I suggest the testing of different normalization
schemes. A successful validation of the introduced methods would
open up new avenues to learn about functional similarity in a data-
driven way.
To highlight some links between the different chapters I first want
to recall the necessity of estimating event runoff coefficients for the
event-based rainfall-runoff models in the reservoir study (compare
chapter 2.2.2.1). These were required as input parameters. In the reser-
voir study I estimated them empirically by optimizing them for many
events and sub-catchments and then determining areal averages for
different pre-event discharge classes. While this procedure relies on
discharge as well, it does not account for spatial variations in the im-
portance of this predictor or the kind in which discharge is used as
predictor. With respect to the results obtained in the chapter on "stor-
age control on rainfall-runoff response" (chapter 4.4.2) I conclude that
much better predictions of the event-runoff coefficients would have
been possible by considering different predictors and techniques, at
least in certain areas. Open for future research is a more thorough
assessment of the time of integration/summation in the proposed
pre-event discharge and/or near surface storage estimators (Eq. 4.3
and 4.2). It may introduce a high degree of subjectivity as pointed
out by Heggen, (2001) and Graeff et al., (2012) and I expect, that it
can be defined in a more meaningful way.
A possible application of the proposed signatures on "storage and
structure control on baseflow generation" (chapter 4.4.1) is the di-
rect use of (empirical) storage-discharge relationships in hydrological
modelling or to estimate initial conditions for it. The latter is partic-
ularly relevant for event-based rainfall-runoff models where wrong
state estimates can introduce a significant uncertainty. This was also
the case in the LARSIM models (Ludwig and Bremicker, 2006) which
I applied in the reservoir study. Partly I had to estimate the initial
states based upon static and thus, rough estimates of average con-
ditions. As several of the storage-discharge relationships were noisy
it could be worth revising the approach with regard to the sugges-
tions of Rupp and Selker, (2006) who assess noise in dQ/dt-recession
plots, a method which was initially proposed by Brutsaert and Nieber,
(1977).
Further links between the proposed diagnostic signatures on runoff
production and the assessment of closeness can easily be established
in that the proposed signatures are included in the evaluation process.
All of the proposed methods can be calculated based upon simulated
discharge data (Q) as well, in that the observed Q in Eqs. 4.1, 4.3, 4.4,
4.5 and 4.7, respectively is replaced by its simulated pendant. Com-
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paring simulated and observed state(forcing)-response plots allows
us to identify (dis)similarities in model performance.
A promising benchmark for model evaluation can also be derived
from the double mass curves (chapter 4.4.3.1 and appendix A.2.5). I
suggest that the reproduction of the tipping point (regime shift) can
serve as a powerful (timing) benchmark. This is particularly relevant
for models which are used for climate change studies where coping
with the (most likely) nonstationary role of biotic controls (Milly et
al., 2008) is of utmost importance.
The regime shift which I observed across different scales and phys-
iographic settings is also visible in the findings obtained by Pfister et
al., (2003) and Jackisch, (2015). The wide-spread occurrence of such
distinct patterns raises the general question whether the importance
of phenological controls are adequately acknowledged and whether
(hydrological) models represent the phenological cycle in sufficient
detail. The parameterization of controlling variables such as albedo,
leaf-area-index, stomata and cuticula resistance which govern plant/-
canopy roughness/resistance still prevails in the form of static look-
up tables which have typically been derived within a certain hydro-
climatic setting (Zehe et al., 2001). This also applies for so called
physical models such as Catflow (Maurer, 1997; Zehe et al., 2001) or
WaSiM-ETH (Schulla, 1997). For further reading please refer to Loritz
et al., (2016) who conduct additional studies on this topic and, among
others, confront modelled ET estimates with sap-flow data and both
Gregorian and temperature based estimates for the beginning of the
vegetation period.
Fundamental research further remains to be undertaken in detect-
ing intensity controlled runoff production, in the search for other,
more meaningful storage descriptors and in developing proper nor-
malization strategies. The latter is an important topic for the use of
the diagnostics in inter-comparison studies. Also the double (and
triple) mass curves should be subject to further research. The DMCs
can in essence be regarded as an analogy to dimensionless tracer
breakthrough curves which are widely used in soil physics to assess
transport and adsorption properties (Hillel, 2004; Jury and Horton,
2004). In soil physics however different normalization schemes are
used. Accordingly I suggest the exchange of total precipitation on the
abscissa by the available pore volume (despite that associated uncer-
tainties are high). This way, mass input is expressed in terms of stor-
age volume. A further alternative to normalize the abscissa would be
to use a data-driven estimate for the maximum potential evaporation
such as net solar radiation divided by the latent heat of vaporization
(assuming the entire incoming energy would be consumed for evap-
oration). This would separate cold from warm years.
5.3 synthesis
The two overarching goals of modelling are the ability to predict and
to gain a deeper understanding of the system under consideration.
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The first part of my dissertation deals with hydrological modelling
in large spatial domains. Therefore I employ distributed models from
the Bavarian flood forecasting agency which are operationally used
for flood forecasting. A vital aspect in the application of any predic-
tion tool is to know about its precision. For this purpose, I revised the
Series Distance (SD) (Ehret and Zehe, 2011) method which assess tim-
ing and magnitude errors in streamflow simulations. Among others,
I extended the SD procedure by a coarse-graining, i.e. pattern match-
ing, procedure. Contrary to the initial version of SD, the method does
now efficiently mimic visual hydrograph inspection in an automated
way. The SD method can hence be applied to continuous time series.
In the context of predictions it is important to recall that forecasting
implies extrapolating from one (potentially unobserved) system state
to another (potentially unobserved) system state. As Reusser, (2010)
pointed out, this can only be done in a meaningful way if the model
represents the bio-physical processes in a realistic way. At the end
of the day this requires behavioural modelling (Schaefli et al., 2011) or
as Yilmaz, Gupta, and Wagener, (2008) or Clark et al., (2008) put it,
structural consistency. The introduced set of diagnostics or functional
signatures seeks to enhance our understanding on the bio-physical
processes in that it assesses catchment runoff production at different
time scales and with consideration of the physiographic controls. Al-
though the results from a small catchment inter-comparison study
are noisy in parts, they clearly suggest that different catchments are
functionally similar for base-flow generation, storm-runoff production
and/or the seasonal water balance.
Together these topics close a learning cycle in that the precision of
an available model is quantified and new hypotheses towards possi-
ble model improvements are derived.
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a.1 appendix of part ii
a.1.1 Hydrological processes and man-made water regulation issues in the
Bavarian part of the Danube basin
The need and potential of hydrological models for flood mitigation
is beyond question. Flood forecasting is however a difficult business
as the focus is on extreme and thus rare events. In the reservoir study
I faced additional challenges which are related to the large spatial
domain of the study area and which are caused by the high physio-
graphic variability and the large number of man-made water regula-
tion and management issues. In the following I provide background
information on selected issues thereof.
The Danube basin which is described in the chapters 2.2 and 4.3
covers very heterogeneous landscapes, ranging from alpine areas over
glacial outwash sequences towards flat and low-lying regions south
of the Danube. These continue north of the Danube as partly kars-
tified areas and/ or regions which are built up of sand-stone or
crystalline rock. Consequently, these regions host a large number of
different catchments which in turn expose a range of locally specific
processes that may however be relevant for the regional modelling of
hydrological processes. To name a few important ones:
• Exfiltration of stream flow into adjacent ground water bodies: This oc-
curs particularly at the lower river courses of the larger south-
ern tributaries of the Danube (see Fig. 2.1). In these areas the
streams expose very small hydraulic gradients and cross re-
gions which host extensive and permeable aquifers. Although
the significance of this process is well-known in a qualitative
sense (particularly during high flow conditions), quantitative
estimates of the amount of stream flow which exfiltrates and
the corresponding dynamics are unknown.
• Activation of flood plains: Depending on the degree of flooding
vast areas are flooded alongside the Danube and its major trib-
utaries. The activation of flood plains, related backwater effects
and meander shortcuts are a widespread, case specific and com-
plex hydrodynamic process which dampen, delay and/or de-
form the flood wave. Solely for the Danube, Skublics, (2014) es-
timated a total active (natural) retention volume of 220 · 106 m3
by means of hydrodynamic modelling within the river section
between the cities of Neu-Ulm and Straubing, assuming a flood
wave with a 100-year return period. Historically, a total volume
of approximately 489 · 106 m3 was available in the same reach.
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• Subsurface processes: South of the Danube between the rivers Iller
and Isar extensive gravel fields prevail. The Iller-Lech-Schotterplatten
and adjacent areas cover several thousand square kilometers
and coincide approximately with the light green region covered
by the model with the MID 3 in Fig. 2.1. This area is character-
ized by very weak hydraulic gradients and extensive, permeable
aquifers. In consequence it hosts practically no streams and sur-
face water bodies and it is clear that the action does not take
place on the surface but in the fluid mechanics of the subsur-
face.
• Intensity controlled runoff production: Strong topographic gradi-
ents, shallow and poorly developed soils, sparse surface cover-
age and a dominance of karst and rift aquifers suggests that
intensity controlled runoff formation process are of high impor-
tance at many of the southern Alpine landscapes. As these areas
receive large amounts of precipitation they are important source
areas for floodings in the Bavarian part of the Danube basin.
The processes described impact runoff formation, concentration and
the propagation of flood waves, i.e. routing. Even though the occur-
rence of the processes described above is spatially limited, it is clear
that they may have a regional impact and that they should hence be
considered in large-domain modeling exercises such as the reservoir
study. The same applies for a large number of man-made water reg-
ulation and management issues. In the Bavarian part of the Danube
basin these include for instance:
• Chains of water barrages: Alone for the river Lech, a total num-
ber of 26 water barrages exist. 17 and 16 further barrages are
located within the Bavarian parts of the rivers Danube and Inn,
respectively. Partly these are operated according to strict opera-
tion plans, partly not, at least this is what hydrodynamic evalu-
ations suggest (Skublics et al., 2013).
• Regulation and re-distribution of water: The stream network in the
Bavarian part of the Danube basin is subject to severe regula-
tion. Solely the hydrological model of the sub-catchment of the
river Isar comprises more than 80 individual intersects which
route water (mainly threshold-based) from one point to another
in order to account for power plant operation, provision of cool-
ing water, and others. Further examples of severe regulation
can be found in the Altmühl basin where water is constantly
transferred from the Danube Basin to the Rhine basin, to min-
imize low-flow impacts within the Regnitz River. Inland water
transportation, the operation of different channels and in par-
ticular, drainage for agricultural reasons promote a fairly inten-
sive, widespread and complex regulation of the terrestrial water
cycle.
• Manual operation of reservoirs and flood retention basis: In total, 13
larger reservoirs and retention basins with a total retention vol-
ume of ≈ 127 · 106 m3 are distributed across the Bavarian part
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of the Danube basin (another five retention basins are currently
in the planning stage). They are operated according to operation
guidelines but manually and on demand. This makes it very dif-
ficult to incorporate clear operation rules into any (operational)
model.
Physiographic and man-made processes impact the terrestrial water
cycle in various ways and highlight that high-resolution modelling of
large-domains requires consideration of a multitude of natural and
artificial processes. This makes modelling a fairly complex business.
In respect of the above it is hence not surprising that the operational
models at hand include (or require, depending on the perspective) a
large number of technical quick-fixes and improvisation. These in-
clude for instance dead-end intersections that route water thresh-
old based into the nowhere, to mimic losses into the ground water
body (despite that violates the mass balance). Others bypass (partly
larger) river sections to emulate effects caused by the presence of wa-
ter power plant operations or ground water effects. To compensate
for mass balance issues, LARSIM (Ludwig and Bremicker, 2006) pro-
vides a scaling factor for areal precipitation ("KG" Faktor) implying
that discharge measurements enjoy a much higher degree of confi-
dence than estimates of (areal) precipitation. Last, a set of different
assimilation techniques allows pulling simulated time series on top
of the observed e.g. by updating state variables whenever required.
These examples illustrate our difficulties when coping with pro-
cesses that are not yet well understood and demonstrate what opera-
tional solutions may look like. The latter are justified for operational
purposes as these kinds of models are tailored to predict and not to
improve understanding. Further, operational purposes require feasible
solutions for a reasonable effort. This is in line with Gupta, Wagener,
and Liu, (2008) who point out that operational practice is more con-
cerned with the accuracy (unbiasedness) and precision (minimality of
uncertainty) of the model simulation or forecast, than in the correct-
ness of the structural form of the model. Models which seek to im-
prove the understanding of the system under investigation however
need to represent the bio-physical processes in a realistic way. This
is a vital requirement for distant extrapolations where forcasting im-
plies extrapolating from one (potentially unobserved) system state to
another (potentially unobserved) system state (Reusser, 2010).
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a.1.2 Structure of the LARSIM model
(a) Overview (b) Detail
Figure A.1: Screenshot of the grid based (size = 1 Km2) structure of the
LARSIM model (Ludwig and Bremicker, 2006).
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a.2 appendix of part iv
a.2.1 Physiographic site properties
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Figure A.2: Physiographic catchment properties in terms of topography, lan-
duse and hydro-meteorology. The columns contain site identi-
fier (ID), catchment size A, mean catchment elevation above sea
level (elev), median gradient (φ), median topographic gradient
times average saturated hyd. conductivity (φ ·Ks), relative land
coverage ratios for infrastructure (infr), arable land (arab), pas-
ture (past), forest (frst), wetlands (wet) and rock outcrops (rock),
the 30 year mean annual precipitation (MAP), four year mean
annual precipitation (P), discharge (Q), runoff coefficient (CR),
streamflow coefficient of variation (var.c(Q)) and the slope of the
flow duration curve between the 33 and 66% percentiles (sFDC).
CR, var.c(Q) and sFDC are dimensionless.
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Figure A.3: Soil properties of the selected headwater catchments: Root zone
depth (τ), effective field capacity (eFCτ), air capacity (ACτ), field
capacity (FCτ), total pore volume (TPVτ), and contents of clay,
silt, sand and skeleton (skel). FC, eFC, AC and TPV refer to τ.
nsoils gives information on the total number of different soils
classes within the individual sites. Average saturated hydraulic
conductivity (Ks) was estimated based on grain size data Schaap,
Leij, and Genuchten, 2001. The soil properties are weighted
means (areal share) the national soil map of Germany (BGR,
1995). We also provide aquifer productivity classes (APR) from
the international hydrogeological map of Europe (Duscher et al.,
2015). The categorical APR values 1, 2, 3 and 4 indicate domi-
nance of highly productive, low to moderately productive condi-
tions, dominance of locally aquiferous rocks and non-aquiferous
rocks.
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a.2.2 Re-scaling and consistency of integrative storage measures
To ensure that two catchments at least potentially store the same
amount of water and start with a similar storage amount, we de-
fine the starting point of integration of dS∗ using seasonal criteria.
Therefore, we first plot dS∗ against accumulated annual precipitation
normalized by the long-term mean annual precipitation (MAP) (Fig.
A.4). This helps to compare states with similar potential accumulated
input. Next, we re-scale the ordinate such that the origin corresponds
to the mean of the local periodic minima, assuming that the soil mois-
ture is near the permanent wilting point at these times. This way we
gain a dimensionless estimator for the total active bulk catchment
water storage. Values in dS∗ of around zero indicate dry conditions
whereas values around 1 indicate that dynamic storage is equal to
the root zone storage volume. Note that both values > 1 (e.g. during
the occurrence of snow) and values < 0, may occur and that absolute
values must not be interpreted. Please note, that we encountered sig-
nificant trends and erratic fluctuations in dS∗ in the majority of all
sites.
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Figure A.4: Coherent normalization of integrative storage measures. The
plots show examples from the sites MOL6 and ALP1 for the
same four year period (11/1999-10/2003). Re-scaled and normal-
ized dynamic storage dS∗ (Eq. 4.1) is plotted on the ordinate,
the abscissa shows cumulated precipitation divided by the long
term mean annual precipitation (MAP). Please note the differ-
ences between the two sites in the scaling of the axes.
a.2.3 Automated delineation of rainfall driven events
Comparability of runoff coefficients requires essentially an automated
detection of rainfall-runoff events in continuous time series to pool
enough events into a statistically analyzable sample. The concept and
interpretation of runoff coefficients (CR) on both event and annual
time scales is old and dates back to Sherman, (1932). Up to now CRs
are frequently used as diagnostic variables to describe response prop-
erties and runoff generation (compare e.g., Capell et al., 2012; Gra-
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eff et al., 2012; Merz, Blöschl, and Parajka, 2006; Merz and Blöschl,
2009; Pearce, Stewart, and Sklash, 1986, and many others). However,
CRs are not defined consistently (e.g. total runoff over total precipi-
tation vs. total quick flow over total precipitation) and the literature
describes a range of different methods for the detection of the start
and end of an event which are required for the separation of the slow
flow component as illustrated by Blume, Zehe, and Bronstert, (2007).
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Figure A.5: Automated detection of rainfall-runoff events. The plots show
results from four selected events from the site TRI3. The exam-
ples are selected from different seasonal periods and illustrate
different temporal dynamics of forcing and response. The statis-
tics in the top provide event specific totals of rainfall (P) and
quickflow (Q), the event runoff coefficient CRE (Eq. 4.5) and the
normalized temporal intensity change I∗E (Eq. 4.7).
We extensively tested various approaches including baseflow sep-
aration and filtering techniques (e.g., Chapman, 1999; Douglas and
Peucker, 1973; Eckhardt, 2005; Perng et al., 2000), penalty functions
(Drabek, 2010), fuzzy logic (Seibert and Ehret, 2012), and the meth-
ods proposed by Merz and Blöschl, (2009) and Norbiato et al., (2009).
However, the results of these methods were usually unsatisfactory
when applied to a range of different regimes of precipitation and
stream flow. In the end we adapt and recombine different existing
techniques and detect rainfall-runoff events based upon the follow-
ing principles: First, we select rainfall events as subsequent periods of
liquid rainfall (maximum up to 6 h of rain free period are tolerated)
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with at least 10mm of daily rain depth (compare also Fig. A.5). Given
these periods, we identify the corresponding discharge events starting
with the maximum flow rate. Between the latter and the beginning of
rainfall we search for the first point in time where dQ/dt > 0 holds
true for five subsequent time steps which we define as the start of
the discharge event. Starting from the peak flow we next define the
end of the discharge event using the constant-k method proposed by
Blume, Zehe, and Bronstert, (2007). Due to missing convergence of
this approach in 20 - 40 % of all cases we combine it with additional
cut-off criteria (e.g. threshold exceedance, beginning of next rainfall
event, and others). Missing convergence often results from varying
rainfall intensities throughout the event. In our data set we observed
that the occurrence of multiple peaks and troughs within a "single"
event is more often the rule rather than the exception. Upon request,
a program code for the automated detection of rainfall-runoff events
in hourly time series which is written in R (R Core Team, 2015) can
be obtained from the author.
a.2.4 Linkage between site identifiers and gauge names
Table A.1: Link table that relates the site identifiers (ID) introduced in sec-
tion 4.3 to the corresponding gauge and stream names. Gauge
locations are provided in Gauß-Krüger zone 4 coordinates (GKR
and GKH).
ID Gauge Stream GKR GKH
TRI1 Reichenbach (REIB) Wörnitz 4373327 5449863
TRI2 Binzwangen (BINZ) Altmühl 4381996 5473002
TRI3 Bechhofen (BECH) Wieseth 4394270 5447640
JUR1 Holnstein (HOLN) Unterbürger Laber 4464800 5442860
BFO1 Gartenried (GART) Murach 4532661 5483477
BFO2 Untereppenried (UEPR) Ascha 4533425 5477338
BFO3 Tiefenbach (TIEF) Bayerische Schwarzach 4543360 5477800
MOL1 Roth (ROTR) Roth 4363140 5360723
MOL2 Fleinhausen (FLEI) Zusam 4394141 5358887
MOL3 Mering (MERI) Paar 4424840 5348870
MOL4 Odelzhausen (ODZH) Glonn 4440860 5353360
MOL5 Appolding (APPO) Strogen 4498575 5364071
MOL6 Dietelskirchen (DIKI) Kleine Vils 4525540 5373175
MOL7 Wallersdorf (WALR) Reißingerbach 4554850 5400160
AFO1 Unterthingau (alt) (UTHI) Kirnach 4388313 5294058
AFO2 Hörmanshofen (HOER) Geltnach 4399272 5299593
AFO3 Buchloe (BUCH) Gennach 4404574 5323974
AFO4 Herrsching (HERR) Kienbach 4438860 5318140
ALP1 Gunzesried (GZRI) Gunzesrieder Ach 4366798 5266382
ALP2 Reckenberg (RECK) Ostrach 4373822 5264305
ALP3 Oberstdorf (OBTR) Trettach 4370128 5255320
ALP4 Oberammergau (OAMM) Ammer 4429723 5273332
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a.2.5 Normalized double mass curves of remaining sites
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Figure A.6: Normalized double mass curves for the catchments TRI1, TRI2,
JUR1, BFO2, BFO3 and MOL1.
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Figure A.7: Normalized double mass curves for the catchments MOL3,
MOL4, MOL5, MOL6, MOL7, AFO1.
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Figure A.8: Normalized double mass curves for the catchments AFO2,
AFO3, AFO4, ALP1, ALP2, ALP3.
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