Several TCP-Friendly algorithms have been recently proposed to support multimedia applications. These algorithms try to mimic the congestion control behavior of TCP. However, the oscillatory (bursty) nature of TCP traffic is widely known to be unsuitable for most typical real-time applications. Adopting such behavior would result in annoying QoS oscillations for the users of such real-time applications. In the present paper we describe a new TCP-Friendly algorithm based on the TCP cycle estimation. We show through simulations that the proposed algorithm is able to smooth the oscillations while keeping fairness towards TCP.
Introduction
Adaptive mechanisms for congestion control have a central role in the efficient sharing of the network resources among a large number of users. These mechanisms also have the role of preventing congestion in the network [3] . The fact, however, that the control is performed by the sources (that are not policed by the network), and not by the network, makes it hard to protect the network from applications that might not use such mechanisms (e.g. from video conferences that use UDP with no rate adaptation). Hence, not only applications that adapt their rates suffer from congestion, but also those that do not adapt their rates, since they experience high loss rate, and therefore a poor QoS.
Considerable research is being carried out in order to add rate control to real-time multimedia applications, in such a way to make them cooperative with TCP. This kind of rate control schemes are referred to as TCPFriendly [8] . In this paper we propose an algorithm that dynamically adapts its rate based on an estimation of the TCP cycle duration. Indeed, by observing the average rate and round-trip time, it is possible for a real-time application to estimate the duration of an ideal cycle, and therefore the loss ratio that an equivalent TCP source would experience under the same network conditions. The cycle estimation, the computed loss, the observed cycle, and the observed loss can then be used to calculate a smoothed TCP-Friendly rate. The paper is structured as follows: In section 2 some theoretical background is shown, including a refinement of the 2 formula [8, 101. In section 3, the cycle-based TCP-Friendly algorithm is described. Simulation results can be found in section 4. We conclude by some remarks and future work in section 5. fi 2 TCP-Friendly: Mat his's formula and its refinement
An equation for computing the rate of an equivalent TCP connection is given in [8, 101: where B is the computed rate, p is the loss rate, C is a constant given a s C = 1.30 in [lo] and C = 1.22 in 3 Proposed algorithm
Cycle estimation for an ideal TCP Reno
The main motivation of our work comes from the fact that in none of the previous works on TCP-Friendly schemes, the duration of a T C P cycle seems to be taken into account. Indeed, it is well known [l, 71 that the ideal window behavior in TCP is cyclic. The cycle is delimited by two consecutive losses, and its duration is proportional to the bandwidth delay product. Hence, in the case of large cycles (e.g. due to large buffers), algorithms which do not take this duration into account, will see a zero loss in many reports, before a report carrying a high loss ratio arrives (since losses occur at 'Average window should be interpreted here as the size of the window of an equivalent connection that sends with a fixed window size.
the end of a cycle). This ratio, in fact does not reflect an equivalent ideal TCP loss ratio, namely one packet every cycle. In order to have a valid estimation of the loss ratio, the latter should be estimated over the duration of a cycle (Cycle). The algorithm we propose below is based on this observation. We first compute the duration of an ideal cycle, and measure the experienced loss over the last cycle. If the source has experienced a loss rate not closer to the ideal loss rate (one loss per cycle), then a target sending rate is computed using the ideal loss rate, such that we get closer to the ideal situation of one loss per cycle. The loss of one segment over a cycle can be written as:
Hence, if the sending rate in the present cycle is B, then the loss ratio for an ideal TCP Reno would be Using this formula, the Cycle-Based Rate Adaptation Algorithm (CBRAA) that we propose estimates the loss ratio that an ideal TCP Reno connection would experience, and then determines the available bandwidth depending on the observed loss ratio. The loss ratio is computed using the feedback indications sent by the destination to the source via RTCP (receiver) reports [12] . These reports are also used to estimate the round trip time. To estimate the loss over the observed cycle, a sliding window is used (in case many RTCP reports are received during a cycle).
CBRAA: Cycle-Based Rate Adap-
CBRAA is based on the observation that if a given source behaves as Reno TCP, then the observed loss rate should be given by equation (4) working to find out the optimal values for a and b, which are set in our simulations respectively to 1.5 and 0.5.
The use of a weighted moving average for the rate allows us to get a smoothed rate. In order to avoid affecting the convergence severely, the smoothing factor a should be kept small enough (less than 0.5). The choice of a in fact determines the tradeoff between smoothness (stability) and convergence. Large values for a result in a slow convergence and a smoothed rate, while small values result in a fast convergence but an oscillatory rate. We have also observed that the smoothness may affect the fairness, in the sense that a too smooth rate may stay too long under or over 'the rate of an equivalent TCP connection. The functions "increase(Rate)" and "decrease(Rate)" , we use in our simulations introduce also smoothing factors, in order to moderate between the theoretical loss rate (Loss-th) and the observed loss (loss-obs). Thus the rate is computed following equation (2) , with p set to PLossAh + (1 -P)Loss-obs. We are currently working on other functions for the increase and decrease that will allow better convergence and stability for a wide range of parameters, since the previous functions have limitations in some cases.
In the next section, we present several simulations to show how CBRAA behaves comparatively to TCP Reno and to a TCP Friendly that uses equation (2) 
Simulations
In order to study the behavior of CBRAA, we compared it with TCP Reno and with the original TCP-Friendly by Mathis as described in Section 2. We performed a set of simulations, in order to observe the basic, individual behavior of the algorithm in terms of convergence and fairness, and to show how CBRAA behaves for nonequidistant sources (i.e. sources that observe different RTTs).
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Figure 2: Simulation setup
We used the REAL network simulator [S] to simulate the topology described in figure 2 . In this model, we have n sources (Si) sending to n destinations (Di), and sharing the same bottleneck link of capacity 4 Mbps.
All the other links have a capacity of 10 Mbps. All links are bidirectional and symmetric, and the end-toend propagation delay is 50ms in each direction. The buffer size in the bottleneck access router (router A in the figure) is 20000 bytes, and the packet discarding discipline is a simple drop tail. Each source is either TCP Reno, Mathis TCP-F'riendly or CBRAA. All sources send packets of constant size 1000 bytes. For all the simulations using this scenario we considered a = 0.5, and the minimum rate for each TCP-Friendly or CBRAA source is set to l.O/srtt x packet-size bps (the initial rate is set to 5 pktsls). 
CBRAA and equation (1)
Consider a TCP-Friendly algorithm based on Mathis formula as described in Section 2. Our aim in this 500 seconds. The initial rate for the CBRAA source is set to 5 packets per second (40kbps).
Fairness
In figure 3 , we plot the goodput for the Mathis TCPFriendly source and the CBRAA source. We can see that after 60 seconds the rate of the CBRAA source is very smooth, while that of the Mathis source remains oscillatory. CBRAA gets approximately 2Mbps while TCP-Friend source gets slightly less than the fair share. With respect to the convergence speed, in the example, after 60 seconds of simulation CBRAA reaches its fair share of 2Mbps. In fact, the convergence speed in CBRAA depends on the effect of the parameter a, and other smoothing parameters, we introduce for "decrease (Rate) and increase(Rate)" (see figure 1 ).
Reaction to arriving and leaving
In the present section we consider the reaction of CBRAA to leaving and arriving sources. Consider the model shown in Figure 2 , where at the beginning only one TCP source and one CBRAA source are competing for 4Mbps. At time 300 seconds, two TCP connections arrive. Figure 4 shows how CBRAA reacts to the arriving sources. In approximately 10 seconds (two RTCP RRs) each connection gets almost the same fair share (1 Mbps). The two arriving TCP sources leave the network after transmitting 30Mbytes each, respectively at time 550 and 560. CBRAA regains a rate of 1.6 Mbps (which is close to its fair share) in less than 20 seconds after the two TCP connections leave We can see that all the connections get almost the same fair share. CBRAA gets a bit less than the TCP sources (116 kbyte/s average rate for CBRAA, and for the TCP sources 119, 123, and 124 kbyte/s, respectively). Let us now consider the case where the sessions have different round trip time. We considered the same example of figure 2 with one TCP source and two CBRAA sources. The TCP session has a propagation delay of 25ms, and the two CBRAA sessions have respectively 25ms and 100 ms as propagation delay. Figure 6 plots the rate of each source. We ran the simulation for 500 seconds, and get the following results: the average round trip time of the TCP source and one CBRAA source is -70 ms, and that of the other CBRAA source is -220 ms. Hence, since the rate is inversely proportional to the RTT (and if all the sources General Conference (Port B) [8] would reduce this unfairness, and would make the proposed scheme proportionally fair [5] .
Conclusions
We proposed a TCP-friendly algorithm which seeks to smooth the source sending rate while at the same time allowing TCP to get a reasonable fair share of the available bandwidth by using thresholds. The algorithm is based on the TCP cycle estimation, which is used to calculate a mean rate that TCP would have had over the same cycle duration. Our first simulation results show that the fairness of the proposed scheme is kept within reasonable bounds, although not strictly guaranteed. Using smaller smoothing factors would help improving the fairness, but would also result in deep oscillations which are not desirable for real-time multimedia applications in general. Actually, since real-time and TCP applications have very different characteristics and requirements, we do not seek the perfect guaranteed fairness, we rather seek a level of fairness which allows TCP and TCP-Friendly sources to maintain reasonable rates. Some examples of characteristics of real-time applications which differ from those of TCP applications are: a relatively smooth rate is required, feedback from receivers might be sparse, there are minimum and maximum sending rates. Therefore, trying to meet the requirements of the two kinds of applications simultaneously is a very hard task, and keeping them closer seems sufficient. This first version of CBRAA assumes a saturated source, i.e. a source that always has data to send.
Nevertheless, a real-time source generally is not able to adapt its rate continuously, but rather in steps. The size of the increment depends on the amount and type of codecs available. Our algorithm can be used in such situations by differentiating between the effective sending rate (i.e. rate at which packets are actually sent to the network) and the computed sending rate (i.e. rate computed by CBRAA based on the observed network conditions), in such a way that the effective sending rate is always below the computed rate.
The simulation results presented here are peer-to-peer oriented to facilitate the study of the algorithm. Work is in progress to study its behavior in multicast where each receiver may experience very different network conditions.
