The existence of a metric derivative of a measure valued path t → µ (t) in the Wasserstein space W p , p > 1, implies the existence of L p (dµ) valued vector-field transporting this path. In many cases such vector fields do not exist. This is generally the case where the support of µ (t) is not connected, and the flow involves shifting positive mass over finite distance in zero time (teleportation).
Introduction
Consider the set P(Ω) of probability, Borel measures over a metric space Ω. In the following we assume for simplicity that Ω ⊂ R k is open with a compact closure. The C * (Ω) topology over P(Ω) can be metrized by the Wasserstein p− distance function W p where p ≥ 1 (see, e.g. [V] ). That is, given µ 0 , µ 1 ∈ P(Ω) W p (µ 1 , µ 2 ) := inf π∈Π(µ 1 ,µ 2 ) Ω Ω |x − y| p π(dxdy)
1/p where Π(µ 1 , µ 2 ) := {π ∈ P(Ω × Ω) ; π #1 = µ 1 ; π #2 = µ 2 }
Here π #· represents the first and second marginals of π on Ω, respectively.
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The notion of metric differentiability of an orbit t → P(Ω) from a real interval (say, t ∈ [0, 1]) to W p (Ω) along with that of displacement interpolation involves two, seemingly unrelated but equivalent definitions. The first definition [AGS] for metric differentiability at t 0 implies lim sup t→t 0 W p µ (t 0 ) , µ (t) |t − t 0 | < ∞ .
The second definition [AGS, M] implies
where v is a Borel vector field on Ω which satisfies
in Ω × (0, 1) in the sense of distributions.
One essential point to be noted is that the set of vector fields satisfying (3) can be empty. Consider for example µ (t) = m(t)δ x 0 + (1 − m(t))δ x 1 where x 0 = x 1 and t → m(t) ∈ (0, 1) is a non-constant smooth function. The same holds even if µ = µ (t) have a smooth density in space and time, e.g µ (t) = ρ(x, t)dx where ρ ∈ C ∞ (Ω × [0, 1]) is supported on a disconnected set in Ω for t 0 ∈ [0, 1] and ∂ρ/∂t is not integrated to zero on some connected component of this support. In particular (2) (hence (1)) take infinite value along such orbit, and we get a non-differentiable (but still smooth(!)) orbit.
In case where the left side ν := ∂µ/∂t of (3) is a measure, definition (1) is related to the bound of
which, in turn, is related to the bound of
where ν := ν + − ν − is the factorization of ν into positive and negative parts satisfying ν = ν + − ν − = 0.
Lemma 5.6 in [W1] (see also Theorem 7.26 in [V] ) implies that for any such pair of positive measures ν + , ν
where
while Lemma 5.7 implies the opposite inequality in (4) if ν << µ and both measures are regular enough.
In the current paper we attempt to deal with the case where the right side of (4) is infinite. In that case metric differentiability fails but, as it turns out, we can still give estimates on the Holder exponent of such orbits in W p . In case of disconnected support of µ we show that the 1/p−Holder continuity is optimal and provide a sharp estimate on the Holder norm.
Main results
We start by posing some assumptions on a measure µ ∈ P(Ω):
is the ball of radius r centered at x.
For technical reasons we need a stronger notion of d−connectedness of a measure as follows:
iii') There exists a density function h :
Note that condition (i'-iii') above imply conditions (i-iii) in Definition 1.1. See Figure 1 .
We also define:
and Ω dν = 0. Here ν ± stands for the positive/negative parts of ν. 
In particular, if µ is given by, say, the Lebesgue measure on Ω and Ω is a convex, bounded set in R d with non-empty interior (hence strongly d−connected by definition), if ν + = δ x 1 , ν − = δ x 2 for some x 1 = x 2 ∈ Ω then (6) can be seemed as a critical case of the Sobolev embedding for W 1,p (Ω) where p := p/(p − 1) = d (cf. (4, 5)). 3. ν is a µ−neutral measure. In particular supp(ν) ⊂ supp(µ).
ii) I := {1..., m}, I + := {j ∈ I;ν j > 0}, I − := {j ∈ I;ν j < 0}.
iv) G := (V, E) a complete graph whose vertices V = I and the length |E| i,j of the edge E i,j connecting i to j is as above.
vi) ForĒ i,j ∈Ē connecting i ∈V to j ∈V , |Ē| i,j is the geodesic distance corresponding to (V, E). That is:
where E i,j is the set of all orbits in V connecting i to j:
See Figure 3 for an illustration.
vii) Let nowν i > 0 be the charge associated with the vertex i ∈ I + , and −ν j > 0 the charge associated with j ∈ I − . Let ν µ be the optimal cost of transportation of i∈I +ν i δ i to j∈I − (−ν j )δ j subjected to the graph metric d(i, j) = |Ē| i,j . That is:
where Λ(ν) is the set of non-negative |I + | × |I − | matrices {λ i,j } which satisfy:
Theorem 1.2. If ∞ > p > 1 and µ, ν satisfy Assumption 1.1 then
We first show that it is enough to prove the Theorem for ν + = δ x 1 and ν − = δ x 2 for any x 1 , x 2 ∈ supp(µ). Recall that (see, e.g. [R] )
where |ν| := ν + = ν − , δ x is the Dirac delta function and x 1,2 is the point of maximum (minimum) ofφ (res.ψ) in Ω. Since δ is arbitrary small it follows that ν ± = δ x 1,2 can be chosen for ν ± in the proof of Theorem 1.1, up to a non-relevant multiplicative constant.
Simplifying assumption
To illustrate the proof we start by assuming that Ω is one dimensional, e.g Ω = [0, 1] and
be the accumulation functions of µ i for i = 1, 2 respectively. Let S (i) be the generalized inverses of M i . Then (Theorem 2.18 in [V] for the case p = 2 and Remark 2.19 there for the general case) 
Then (11) implies W
Since S is monotone non decreasing:
Now we use the one-dimensional version of Assumption 1.2-(iii'), namely that µ(ds) ≥ h(s)ds where h(s)
for someK > 0. It follows from (11-14) that
General case
Let now consider J, Φ as in Definition 1.2. We my replace µ by the measurê µ := Φ # (h J dsdβ) since, by assumption,μ ≤ µ and the inequality
is evident. Let (X , σ) be a reference measure space such that X dσ = Ω dμ + . If
, is a pair of Borel mappings such that T
We now construct (X , σ) as follows:
and σ ∝ dmdβ is a multiple of the Lebesgue measure on X , normalized according to X dσ = Ω dμ + . Let S(m, β) the generalized inverse of M (17) with respect to s. In analogy with one-dimensional case above, set
We now proceed as in the one-dimensional case (section 2.1) to obtain the proof from (15, 16) via (12-14) , in the general case.
Proof of Theorem 1.2
We start by proving the inequality
Recall the dual formulation:
for any (φ, ψ) ∈ C p (Ω) (9). In fact, it is enough to restrict to (φ, ψ) ∈ C p (supp(µ)) ≡ C p (∪A i ). In the special case ψ(x) = φ(x) := z i is a constant over
provided z i − z j ≤ min x∈A 1 ,y∈A j |x − y| p for any i, j and x ∈ A i , y ∈ A j . In particular, if z i − z j ≤ |Ē| i,j (see definition 1.4-(iii, vi)). From (19) and Definition 1.4-(ii) we get that
where the supremum is on all possible values of {z 1 . . . , z #V } which satisfy z i − z j ≤ |Ē| i,j for any i, j ∈V . Since |Ē| is a metric on the graph (V ,Ē) via Definition 1.4-(vi) we recall the dual formulation of the metric Monge problem, or the so called Kantorovich Rubinstein Theorem (Theorem 1.14 in [V] or [R1]) in discrete version:
(see also Definition 1.4-(vii)). Then (18) follows from (20-21).
To prove the opposite inequality we need some additional definitions:
Definition 3.1. .
Denote
2. For any i ∈ I + , j ∈ I − ,ē i,j ∈ E i,j is an orbit which realizes (7) in Definition 1.4-(vi).
For any
We also refer to an edge E ∈ē i,j if E = E k l ,k l+1 for some vertex k l along the orbitē i,j .
For any edge
Here δ x is the Dirac delta function at x.
6. For i, j ∈ V , let B r (Z i j ) be the ball of radius r centered at Z i j ∈ A j . Given > 0 let r j, i > 0 be the radius of the ball such that µ A j ∩ B r (Z i j ) = . Letμ i,j be the restriction of the measure µ to the set A j ∩ B r (Z i j ) defined above. See Figure 2 .
cf. definitions -3, 4, 6 above.
From the metric property of W p and the triangle inequality
From the second condition of the Theorem and Theorem 1.1 we obtain that the first two terms on the right of (23) is controlled by o( ). To complete the proof we need to show Proposition 3.1.
In fact, it is enough to show, via Definition 3.1-8 that
. For the proof we construct a transport plan π from µ to µ +ν( ). To illustrate this construction by a particular example see the directed tree in Figure 3 . A detailed description of the plan is given below.
For any positive measure σ ∈ M(Ω) and x ∈ Ω define ∆(x, σ) ∈ M(Ω × Ω) by its action on test functions φ ∈ C(Ω × Ω)
Note that ∆(x, σ) = 0 ∈ M(Ω × Ω) for σ = 0 ∈ M(Ω). More generally,
and π µ − be the transport plan which preserve the measure µ − , that is:
where Id : Ω → Ω × Ω is defined as Id(x) = (x, x). Let now
First, observe that π ∈ Π(µ, µ +ν( )). In fact, from (24) and (27) Hence π ∈ Π(µ, µ +ν( )) as claimed. It then follows from (24) that
From Definition 3.1(1,6,7) we obtain 
