Several algorithms have been developed for extracting formant information from speech signals, however most of these algorithms are either not robust in real-life noise environments or are not suitable for real-time implementation. The algorithm proposed here attempts formaut extraction from continuous speech by using a sei of time-varying adaptive filters to track and estimate individual formant frequencies. The algorithm incorporates an adaptive voicing detector and a gender detector for robust formant extraction from continuous speech for both male and female speakers in the presence of background noise. Initial testing of the algorithm using TIMIT database and synthesized speech sentences shows promising results in the presence of AWGN and a competing hackground speaker at various SNRs.
BACKGROUND AND INTRODUCTION
It is well know that vowels are identified mostly through their formant frequencies [I] and therefore a major part of the perceptual information contained in voiced speech is encoded in these formant frequencies [2]. Sachs et al. showed that sound-induced hearing loss can cause cochlear hair cell damage leading to the degradation of the auditory nerve response to formant frequencies [3]. It is likely that these degradations result in decreased intelligibility of speech for people suffering from soundinduced hearing loss. Hearing aids that apply amplification independently across different frequency hands probably cannot compensate satisfactorily for this type of hearing loss [3] . However, an amplification scheme for hearing aids that should better restore speech perception was developed by Miller et al. [4] . This amplification scheme called Contrast Enhanced Frequency Shaping (CEFS) takes into account across-frequency distortions introduced by the impaired ear and requires robust formant frequency estimates to allow dynamic, speech-spectrum-dependent amplification of speech in hearing aids. 7he accurate and robust formant estimation required for CEFS is not easy to accomplish in real-time for continuous speech. This task becomes even more difficult in real-life noise environments and with speaker variability, i.e. for both male and female speakers.
Typical formant estimation methods use spectral analysis and 'peak picking' techniques. However these algorithms are not robust in transient background noise that is close in amplitude to the formant frequencies. Rao and Kumaresan proposed a more reliable formant estimation technique based on prefiltering speech using a time-varying adaptive filter for each formant before spectral peak picking and estimation [5] . The purpose of the pre-filtering is to limit the spectral region of estimation for each formant and to minimize the effects of the neighbouring formants and noise on the estimation. This algorithm provides reasonably accurate formant estimates hut is not easy to implement for real-time application in hearing aids. Furthermore, it is unreliable during unvoiced speech and does not recover well afler a duration of silence, so the algorithm is not robust. Bruce et al. [6] proposed various improvements to the Rao and Kumaresan algorithm to overcome these problems. lhis includes adding a formant energy detector and a voicing detector, so that the algorithm does not try to track formants during unvoiced speech segments, during periods of silence or overwhelming background noise, or when a formant has insufficient energy for reliable spectral estimation [6] . n e Bruce et al. algorithm is robust in AWGN and in the presence of a competing background speaker hut requires improvements for continuous speech applications and is not robust with speaker variability. The formant tracker being proposed in this paper bas several improvements upon the Bruce et al. model to make it more robust in continuous speech and speaker variability.
THE FORMANT TRACKER
Using an adaptive voicing detector and adding a pitch based gender detector, makes the formant tracker robust to speaker variability. Modifying the energy detector to be adaptive to changes in the overall speech energy with time makes it suitable for use with continuous speech. The new algorithm also proposes changes to the formant prefilters, by modifying the first-formant prefilter to use the estimated pitch to fiuther refme the estimation of the first formant frequency. Figure 1 shows the block diagram of the DmDosed formant tracker. is heavily suppressed (through the AZFs). The filters only allow the signal close to the desired formant value to pass through. First-order Linear Prediction Coefficients (LPC) are then calculated from the analytic signal from each formant filter to estimate the corresponding formant frequencies. As the four formant frequencies vary with time, the formant filters are adapted to track them by changing their pole and zero locations. Due to the bandpass prefiltering of each formant region prior to LPC, the frequency estimates are more accurate and the algorithm is less susceptible to AWGN. The technique is further refmed by adding an adaptive voicing detector to detect voiced and unvoiced speech. When the speech is unvoiced or when the energy in the speech (determined by the energy detector) is below a threshold level, the formant frequency estimates are decayed to their moving average value. This ensures that the formant tracker is able to recover quickly and with minimum enor to the formant estimates, after unvoiced or low-energy speech segments.
The voicing detector is made adaptive by varying its decision parameters as the speaker changes from a male to a female and vice versa (based on information from the gender detector), thus providing accurate voicing information with speaker variability. The gender detector uses a simple pitch based method [2] to determine the gender of the speaker and provides this result to the voicing detector. The fust formant frequency (FI) is usually close in value to the pitch frequency. When there is excessive energy present in the pitch region and not enough energy in the first formant region, the first formant estimates become inaccurate. In this case the first formant pre-filtering fails to provide enough suppression of the energy in the pitch region to allow accurate estimation of the fnst formant frequency. In order to increase accuracy and robustness of the first formant frequency estimates (that aTe crucial for CEFS), the AZF in the first formant filter is enhanced by addmg a zero at the location of the estimated pitch. This provides the first formant filter with a greater attenuation to the energy from the pitch region and makes a sharper bandpass filter around the first formant frequency. The pitch estimate for the addition of this zero in the AZF is provided by the gender detector to the fust formant filter. The energy detector is also modified to allow the variation of the minimum energy threshold level based on a moving average energy scheme for each formant. lhis enahles the energy detector to adapt over time to long term variations in the energy of the speech that it requires to allow LPC estimation.
DISCUSSION AND RESULTS
Quantitative testing of the formant tracker is conducted using synthesized sentences (for which actual formant values are know), allowing comparisons between the actual and the estimated formant hquencies. Figure 2 shows the variation of the RMSE between the four actual and estimated formant frequencies for a female speaker, in the presence of AWGN at various SNRs. Initial testing of the formant tracker using synthesized and TIMIT database sentences (for both male and female speakers) shows promising results. Further testing still needs to be 
