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ABSTRACT
With the abundance of cell phones today and the rapid increase in the amount
of smart phones and mobile computers available, more and more people have
access to communication devices with wireless connectivity. In fact, many
of these personal devices now come equipped with multiple wireless radios.
Widespread access to wireless communication is allowing developers to cre-
ate applications that leverage proximity. Rather than using the already over-
loaded wireless infrastructure, these proximity-based applications allow users
to talk directly to one another in a peer-to-peer fashion. However, in order
to send information to their neighbors, the devices need to be able to reli-
ably discover each other. Currently, in almost every modern mobile device,
the developer has two choices. They can scan for their neighbors using a
high power 802.11 radio that will be able to reach a large number of their
neighbors at the cost of high battery use or they can use a low power radio
that can be used liberally with very little cost to the battery of the phone.
However, these low power radios severely limit the number of neighbors that
can be found. In order to find a balance between high neighbor discovery
range and low battery usage, we explore a hybrid approach that leverages
both radios at the same time. Our method creates a cluster of neighboring
nodes that are in range of the low power radios. Then, the nodes within the
cluster coordinate over the low power radios to share the burden of neighbor
discovery over the high cost, long range radio. This distribution of the costly
discovery allows users to discover neighbors far away while limiting the cost
incurred from using the higher power radio. To test our method, we imple-
mented the protocol as an Android service that can be run on several devices
with 802.11 and Bluetooth radios.
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CHAPTER 1
INTRODUCTION
With the abundance of cell phones today and the increase in the amount
of smart phones available, more and more people have access to mobile de-
vices with wireless capabilities. Smartphones, in particular, are becoming a
primary computing device for people on the move. Originally, the primary
interface for ad hoc communication amongst devices was the Bluetooth [1] ra-
dio. Recently, many of these smartphones now come equipped with 802.11 [2]
wireless radios. This appears to be a growing trend as it is quickly becoming
standard to include both a Bluetooth interface as well as a 802.11 interface
as features on a mobile computing device.
With the increased availability of wireless communication, developers are
exploring the unique possibilities that ad hoc communication between these
wireless mobile devices presents. Proximity-based applications are becoming
increasingly popular as well as mobile ad hoc social networks. These include
solutions such as iPhone’s iGroups [3], Nokia’s Instant Community [4], and
Nintendo’s StreetPass [5]. However, these applications are contact-driven
meaning that communication between devices is only started after the de-
vices have discovered each other. Because of the unpredictability of a user’s
location and movement, encounters can be highly random and unplanned.
This requires devices be readily available to make contact with one another
so that when the opportunity arises, it is not missed. Unfortunately, always
searching and being ready for new contacts is a very difficult challenge as it
potentially can consume a lot of the device’s energy.
Due to the limits of batteries, mobile devices are unable to simply search
for their neighboring devices continuously. Having a device’s wireless radio
constantly on is very draining to the battery. This is particularly true for
high-powered 802.11 radios. Because of the energy requirements of 802.11 ra-
dios, many mobile ad hoc applications are forced to only use the low-powered
Bluetooth radios because of energy constraints. One example was with Mobi-
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Clique [6]. In their experiments, they concluded that continuously scanning
over a high-powered radio, in this case an 802.11 radio, was prohibitive. As
a result, they were forced to limit their application to the use of the Blue-
tooth radio. This is the case with many mobile ad hoc social networking
applications. Being forced to use the Bluetooth radio to handle all neigh-
bor discovery severely limits the amount of devices that can be found since
there is a magnitude of difference in range between 802.11 and Bluetooth.
Typically Bluetooth’s range of discovery is up to 10 meters while 802.11 can
reach as far as 100 meters.
Developers are then faced with a choice, either they sacrifice their battery
for long range discovery or they severely limit their range of discovery. In
order to overcome this challenge, we propose a hybrid approach that allows
devices to still discover neighbors using their high-powered radios while trying
to approach the energy efficiency of just using the low-powered radios. To do
so, we take advantage of clustering. This phenomenon of clustering is seen in
many social settings. For example, people typically cluster around designated
locations such as a cafe or a classroom. In most of these cases, the limited
Bluetooth range is sufficient to find your close neighbors. Therefore, we see
that many Bluetooth clusters can be formed in social areas [7]. Due to this
fact, we design an approach that leverages this clustering to distribute the
load of long-range, high-powered discovery. This approach drastically lowers
the amount of energy used as well as allows devices to find their neighbors
much farther away.
The concept of using the different properties of various radio interfaces is
not completely new. Many schemes have been proposed that leverage dif-
ferent wireless devices. Typically, the main concern is energy saving as the
radios have different energy profiles. For instance, many schemes use the
lower-powered radio as a back channel to wake up the high-powered inter-
face for transmission [8–10]. CoolSpots [11] not only used the low-powered
radio for control but also switched between both interfaces for transmission.
Another scheme, Turducken [12], creates a local hierarchy that uses multiple
radios to perform certain tasks based on the interface’s properties and acts
as a support channel for the tier above. Another approach for leveraging
radio heterogeneity can be found in systems like Blue-Fi [13] and Zi-Fi [14].
These systems offset the cost of scanning for WiFi access points by using
information found over their low-powered interfaces. Blue-Fi uses Bluetooth
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to gather this information while Zi-Fi uses a Zigbee radio.
However, a common issue with current dual-radio schemes is that they are
limited to the range of the low-power radio. The primary goal of our design,
on the other hand, is to ensure that devices can take advantage of the longer
range that a high-power interface offers.
To test our design, we developed a testbed of phones using the Android
platform. We create a service that can be run in the background of the device
that discovers its neighbors using our methods. This not only allows us to
see the actual energy savings such a scheme can have on an actual device,
but it also serves as proof that such a scheme is possible on one of the most
common smartphone platforms available today.
The primary contributions made in this paper are found in the design
and implementation of our energy efficient neighbor discovery scheme. The
coordination algorithm is unique in that it leverages clustering and radio het-
erogeneity in a way that has not been done before and improves the energy
efficiency of previous neighbor discovery designs. The implementation itself
also shows that our discovery algorithm is possible on modern smartphone
platforms. In addition, the implementation exposes weaknesses in the design
of some modern smartphone platforms as it relates to ad hoc communication
and we offer some ways platforms can be improved to better support ad hoc
communication. The Android service we created offers a new way for appli-
cation developers to develop ad hoc communication-based applications and
creates possibilities for exciting, new proximity-based mobile applications.
The rest of this paper is as follows. Chapter 2 explores the current options
for energy efficient neighbor discovery over a high-power radio and the type
of discovery scheme that is appropriate for our design goals. In Chapter 3,
our coordination algorithm is described in detail. Then, Chapter 4 looks
at how devices can communicate in the intermittently connected ad hoc
network that our protocol creates. Chapter 5 describes how our protocol
can be implemented on a current generation smartphone platform and the
challenges that need to be overcome in order for our protocol to be fully
realized. Finally, Chapter 6 looks at our energy evaluation of the design and
discusses the results of the experiment.
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CHAPTER 2
NEIGHBOR DISCOVERY SCHEMES
2.1 Discovery Goals
In order to have a complete coordinated scheme that leverages multiple radios
for discovery, we must first look at how to efficiently discover devices over a
single radio. Here we look at the different ways in which our protocol can
duty cycle the wireless radios while still allowing neighbors to be contacted.
The goal here is to find an efficient way to continually turn on and off the
high-powered radio in such a way that nodes can still make contact with one
another. To save energy, devices should remain in an idle or sleep state most
of the time and periodically wake up to check for changes in the state of the
network. The longer a device sleeps, the more energy that device can save
but at the cost of potentially higher discovery latency. Additionally, a poorly
designed duty cycling scheme will mean that nodes may never contact each
other even when they are well within the proper range. For this reason, it is
very important to ensure that wakeup times of neighboring devices overlap.
The way in which devices do discovery is also very important. Different dis-
covery schemes are designed for different types of networks. When choosing
how devices discover each other, network properties need to be considered.
Some discovery protocols are designed for more static networks where each
device is aware of the structure of the network or able to contact a centralized
device for coordination. Other discovery protocols make little assumptions
about the network structure and are designed for more dynamic ad hoc net-
works. The type of network our coordinated protocol is aimed at is a highly
mobile, decentralized network of devices. Each node is free to come and go
as they please. The dynamic nature of the network is also one of the pri-
mary reasons for the need to do neighbor discovery as each device needs to
be kept up-to-date with information on who they can communicate with. In
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this section, we examine the two primary methods for discovery and look at
which networks they work best in.
2.1.1 Synchronous Scheduling Schemes
The success of any duty-cycling scheme depends on making sure wakeup
schedules overlap. One of the simplest methods to ensure overlapping sched-
ules is by synchronizing the clocks of each device in the network. With
synchronized devices, all neighboring nodes can agree on a set schedule to
wakeup on. This way all devices wakeup at the same time and can easily
contact each other while still duty cycling their radios. This method of syn-
chronizing all devices to follow the same wake up schedule can be seen in
S-MAC [15] and T-MAC protocols [15]. These protocols produce symmetric
and predictable schedules that allow mutual discovery when any two nodes
wake up.
While synchronized scheduling schemes produce duty cycling schedules
that allow for a very high degree of overlap, devices are required to synchro-
nize and agree on a global duty cycle schedule. When devices are able to be
synchronized, for example through GPS [16], it is not difficult to agree on a
symmetric wakeup schedule. However, synchronization between the devices
can prove to be very costly especially for mobile sensors [17] and smart-
phones [18]. Additionally, due to clock drift, devices are required to periodi-
cally resynchronize to ensure that all devices are still on the same schedule.
This can prove to be particularly problematic in mobile environments since
the presence of a device may not be guaranteed during a particular wake up
schedule. Without a guaranteed encounter, devices can quickly become out
of synch with the rest of the network while out of range. Therefore, imple-
menting a synchronized discovery scheme in a mobile network of smartphones
can be very complex and costly and so it is not ideal for type of network we
are targeting.
2.1.2 Asynchronous Scheduling Schemes
A second set of neighbor discovery protocols use asynchronous wakeup. The
primary goals of this set of discovery algorithms is energy efficiency and dis-
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covery latency. However, these goals are in conflict with each other since
higher duty cycling means less time scanning which increases the latency of
discovery. Each of these asynchronous protocols are designed so that nodes
can operate independently of each other with no need for synchronization
or a special control channel. Rather than rely on synchronization to ensure
overlapping schedules, one set of asynchronous protocols leverages proba-
bilistic wakeup times. The Birthday protocol [19] has nodes listen, transmit,
or sleep with different probabilities. This offers very good average discovery
latency, but cannot provide a bound for worst case latency.
Other asynchronous approaches offer deterministically designed schedules
for wake up times that guarantee overlap. The Quorum [20] approach sets
the time intervals up in an m by m grid where m is a predefined value shared
among the rest of the nodes in the system. Then, each node randomly
selects one column to always transmit in and one row to always listen in.
By choosing on row and one column, the algorithm guarantees that there
will be an intersection between the node’s schedules. Another deterministic
scheme is known as Disco [21]. In this approach, each node chooses two prime
numbers. The device then wakes up at every multiple of the prime numbers.
By the Chinese remainder theorem, it is guaranteed that any two devices
with this schedule will overlap and discover each other. U-Connect [22],
another asynchronous scheme, creates schedule of length p2 where p is a prime
number. At every p slot, the device does discovery and at the start of a full
schedule, the device scans for p
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time slots. These deterministic asynchronous
schemes offer reasonable bounds for discovery. However, they perform poorly
in the average case. Even though asynchronous schemes tend to have a much
higher discovery latency when compared to synchronous schemes, they are
much more flexible in a dynamic network as they do not require any costly
synchronization between devices.
2.2 Design Choices
Synchronous schemes offer very good latency and a fairly simple duty cycling
schedule as long as devices are able to synchronize. However, resynchroniza-
tion will be too costly in our mobile network and the frequency at which it
must happen will be too great because of how dynamic the network is. Fortu-
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nately, asynchronous discovery schemes are very fitting for mobile networks.
While the latency may be greater, asynchronous schemes do not require any
clock synchronization or any need for a central node to globally coordinate
device schedules. This fits perfectly with the independent nodes in a mo-
bile ad hoc network of smart phone devices. For this reason, asynchronous
schemes such as Quorum, Disco, and U-Connect are the chosen method of
discovery for the high powered radio in our coordinated protocol.
Because all of the asynchronous schemes offer different trade-offs in terms
of latency and energy savings, we leave the choice of which asynchronous
discovery protocol to use up to the application designers that leverage our
coordinated scheme. The reason being that different types of applications
have different latency requirements. Therefore, our coordinated protocol
is designed to be agnostic when it comes to a scheduling protocol. The
only requirement is that the scheduling algorithm chosen must not require
information about its neighbors beforehand in order to ensure discovery. The
scheduling protocol that is chosen is then used to drive the high-power radio
when it is in use and scanning.
2.3 Concerns Using the Low Power Radio
While discovery over the low-power radio can be used much more liberally,
there are still energy concerns when using the low powered radio. We of
course like to duty cycle the low powered radio while scanning for neighbors
over the lower energy channel. Unfortunately, devices do not always have
complete control over the mechanisms of their device. In particular, Blue-
tooth has a very well-defined discovery mechanism. This discovery protocol
can be very heavy and cause a lot of interference on the channel. When mul-
tiple devices are trying to scan at the same time, the time of discovery can
dramatically increase. In addition, the discovery process can be very drain-
ing on the battery even though Bluetooth is a very energy efficient interface.
This means that in our coordinated scheme, we must be sure to reduce the
number of discovery inquiries that are made.
7
CHAPTER 3
DEVICE COORDINATION
Now that we have established an energy efficient method for each individual
device to discover their neighbors, we would like to make further improve-
ments to the energy efficiency of neighbor discovery. Neighbor discovery,
even when duty cycling the high-powered radio, is still very expensive. Hav-
ing the 802.11 radio on will still take away a significant portion of the devices
battery. The next step then is to distribute the duty cycling to other devices
and share the burden of doing neighbor discovery. This is the basic idea
behind our coordinated discovery protocol.
3.1 Clustering Protocol
The main goal of the protocol is to limit the amount of redundant neigh-
bor scans over the high-powered radio. To do this, we propose a method
that shares the load amongst the device’s neighbors that are within its low-
powered radio’s range. Those neighbors within the device’s low-powered ra-
dio range coordinate to take turns doing the long-range scanning. The long-
range scanning can be any form of asynchronous discovery that is completely
independent and requires no central coordination. Quorum [20], Disco [21],
and U-Connect [22] are all well-suited for neighbor discovery over the high-
powered radio. Our protocol requires that these scans be done in rounds.
Each round being a complete schedule of one of the asynchronous duty cy-
cling schemes. This is important because many of the asyncronous protocols
only gaurantee discovery when a device runs the schedule in its entirety. For
instance, devices can all be running the U-Connect protocol with parame-
ter p. A complete round for U-Connect happens to take p2 and ending the
schedule early will break any discovery gaurantees that U-Connect offers.
Therefore, devices need to wait to the end before interrupting the leader. At
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the end of the round, a new leader can be found during the contention phase
and can take over the scanning duties.
3.1.1 Joining a Cluster
When a device using the discovery protocol initially turns on, they will be
handling their neighbor discovery entirely on their own. This means that
they are scanning over the low-powered radio as well as performing scans
over the high-powered radio. Each device acts as a cluster with a size of one.
They will take note of each neighbor they come in contact with. The ones
they are initially interested in the most are those in range of its low-powered
radio. When a device receives a scanning beacon from a device within its
low-powered radio, it is time for that device to join the cluster. Because they
are within range of the low-powered radio they can begin sharing the load of
the high-powered radio scanning.
To choose the first leader, devices need to have a way to break the ties.
To do this, each device should be given a unique identifier. Typically, this
unique identifier would simply be the hardware address of the low-powered
radio. Whatever identifier is chosen, it needs to be readily available on
contact and there must be a way to compare two devices’ identifiers. The
reasoning for this is that we must make a leader choice on the first contact.
Our method is simply to compare the two unique identifiers. When nodes
come in contact, they simply check if myUniqueId < theirUniqueId. If this
comparison is true, the device stops their discovery process and becomes a
passive node in the cluster and waits until they are elected leader during the
contention phase. If the comparison is false, the device continues as discovery
leader but also initiates the contention phase as well as propagates neighbor
information.
3.1.2 Contention Phase
After the first leader choice, the chosen cluster leader will proceeds to do its
scanning over the high-powered radio in rounds. Once the round is nearing
the end, the contention phase begins. The contention phase works in a
similar manner to how nodes contend in 802.11 networks. However, unlike
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Figure 3.1: Contention Phase
802.11 contention, the contention in our scheme is performed on the low-
powered radio. This provides lower energy costs as well as allowing lower
latency in the trade off of the high-powered discovery. Much like 802.11, our
contention algorithm uses a parameter called windowSize. At the start of
a new contention phase, the leader notifies all of the devices in the cluster
to choose a random number between 0 and their windowsSize. The chosen
number is then sent to the leader over the low-powered radio. Then, the
leader gathers up all of the chosen numbers and the device that picked the
highest number is assigned to be the next leader. The current leader then
broadcasts a response to the cluster with the identifier of the new leader as
well as the delay until the next round. This delay lets the next leader know
when to start discovering over the high-powered radio. When a node receives
the acknowledgment and notices they are not the winner, they leave their
high-powered radio switched off and wait until the next contention phase.
Otherwise, the node waits until the delay time is up and then that node
begins scanning over the high-powered radio and assumes the role of the
leader. This allows for a smooth and easy transfer of the leader role.
In order to ensure fairness, the devices follow a scheme similar to how
802.11 contention works. When a device loses the contention phase, they
reduce their windowSize by half. This allows an increased chance to win
the contention during the next phase. If a device wins contention, that node
then resets windowSize to the default max value.
3.1.3 Scanning Over the Low-Powered Radio
While the low-powered radio is much less of a concern to the drain on the
battery, it still needs to be managed properly to ensure the low-powered
channel is open and we must try to limit redundant scanning to increase
energy efficiency. To manage the low-powered radio, we leave the scanning
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up to the current cluster leader. This ensures that redundant scans are not
performed within the cluster. The cluster leader periodically scans for new
neighbors over the low-powered channel. Other devices in the cluster should
leave their low-powered interfaces in the idle state as the leader will be able
to handle the scanning and update everyone when new devices come in range
of their cluster.
3.1.4 Propagating Neighbor Information
Each neighbor maintains a list of the other devices on the network that it
has come in contact with. Each device gets stored with the last time it was
seen, the type of neighbor that device is, and the unique identifier of that
device. The neighbor type can either be Hi or Lo. Neighbors marked as Hi
are those that have only been discovered over the high-powered radio. Those
marked as Lo have been seen over the low-powered radio. Lo is the more
specific type of neighbor. So, when those marked as Hi get discovered over
the low-powered radio, their type gets updated to Lo. On the other hand,
when a neighbor marked as Lo gets discovered over the high-powered radio,
their information is not updated.
The timestamp on each neighbor listing is there to allow us to cleanup
old neighbor information. Because devices can come and go, out of date
neighbor infomation must periodically be pruned. Becuase the rate of dis-
covery can vary with each interface, multiple threasholds should be used.
When a Lo neighbor has not been updated for maxRefreshT imeLo, their
informaiton should then get downgraded from Lo to Hi and their timestamp
reset. This excludes that neighbor from being included in the neighbor infor-
mation exchange over the high-power radio but still keeps their information
in the listing. Then, neighbors labeled as Hi who have not been updated
for maxRefreshT imeHi should be removed from the device’s listing as that
neighbor is no longer in range of either interface.
When scanning over the high-power channel, each device broadcasts their
unique identifier as well as the unique identifiers of all of their neighbors
marked as Lo. This information alows others to discover a cluster leader
as well as know all of the devices within their clusters. When a cluster
leader makes contact with another leader, they update their list of neighbors
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and then broadcast the beacon over the low-power radio to update the pas-
sive devices in the cluter with the neighbor information. In addition, when
the cluster leader discovers a new neighbor while doing discovery over the
low-power channel, the new neighbor’s information gets broadcast to keep
everyone in the cluster up to date.
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CHAPTER 4
DATA TRANSFER
With our coordinated discovery protocol, every device will be able to main-
tain a very accurate list of all of their neighbors. Using their neighbor list,
devices can see who is in range of their high power radio as well as who is in
range of their low-powered radio. However, while the devices may know their
neighbors, they are unable to directly contact them. This is due to the fact
that devices participating in our coordinated discovery protocol are dynam-
ically turning their high power radios on and off. On top of that, each node
may be highly mobile and can leave and join the network at any given time.
The dynamics of the network create challenges that need to be overcome in
order to successfully transfer data. On top of that, which interface device
to use to transfer data and control messages must be considered carefully as
the per byte energy cost differs between the high-power and the low-power
radios.
4.1 On Demand Wakeup
Our coordinated clustering scheme requires that participating members shut
off their high-powered radios in order to save energy. Because of this, nodes
are unable to directly contact each other over the high-powered radio. In-
stead, we must implement a messaging scheme that will wake up a device’s
high-powered radio on demand so that the information exchange between
two devices can begin. The on demand control scheme creates a necessary
overhead that needs to be taken into account. The scheme itself is similar
to other on demand paging schemes that leverage a secondary radio to wake
up the primary high energy radio such as Wake On Wireless [8].
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Figure 4.1: Data Control Message Format
4.1.1 Data Control Messages
Our data control message is defined as a simple set of a address and a socket.
The first address contained in the message is used to uniquely identify the
device we would like to contact. This unique identifier, typically the address
of the low-powered radio, will allow the devices to properly forward the
command message to the correct device. The second address along with
the port number, is used by the destination to contact the sender.
The basic idea behind this scheme is to have the sender enable their high
energy radio. Afterwards, they then forward along a control message to the
device we would like to send data to. When that destination device receives
the message, they can then acknowledge the reception by turning on their
high-powered radio and sending their acknowledgment to the address and
port of the initiator that is contained in the message. At this point, sender
and receiver both have their WiFi devices turned on and can exchange their
data over the high-powered radio channel.
4.2 Data Exchange Scenarios
Due to the nature of our clustering protocol, there are a couple of different
situations that require slightly different ways of forwarding control messages.
In this section, we examine these scenarios and offer ways to forward the
wake up messages to begin transfer of over the high-powered radios.
4.3 Exchanges Within a Single Cluster
The first scenario is the simplest. In this situation, the sending device wishes
to transmit data to a node within its own cluster. As long as the sender
properly maintains their list of neighbors, they will have the receiving device’s
unique identifier listed as a low-power radio neighbor. Once the neighbor’s
device is found within range of the low-powered radio, that device can be
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directly contacted as each device in the network will have their low-power
radio in the idle state.
Figure 4.2: Data transfer within a cluster
The first step the sending device does is to ready its high-powered radio for
transmission. This means that the radio needs to be turned on and listening
on an assigned port and with a unique address. This will allow the receiver
to acknowledge the transmission so that the sender can begin transmitting
data to the receiver. Once the sender’s radio is active, the sender can unicast
a new data control message over the low-power radio channel directly to the
receiver. The data control message should contain the address and port of
listening socket of the high-power radio as well as the unique identifier of the
receiving device. When the receiver gets the control message, they can turn
on their high powered radio and send the acknowledgment to the address and
port supplied by the control message. This acknowledgment will inform the
sender that the receiver has woken up their high-power radio and the sender
can begin transmitting the data directly to the receiver’s high-power radio.
4.4 Cluster-to-Cluster Communication
The next type of data transmission is across clusters. Here, a node is looking
to exchange data with a neighbor that is not within range of its low-powered
radio. Instead, the neighbor’s information is found only under the list of high-
powered radio neighbors. This makes establishing a connection between the
two significantly harder.
The primary challenge for initiating data transfer between two nodes in
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Figure 4.3: Data Transfer Across Clusters With The Sender Waiting
different clusters is getting the control message to the receiver. Unlike the
previous type of data transmission, the receiving node cannot be directly
accessed through the low-power radio. Therefore, we must designate a node
to forward our message across clusters
Several other techniques have been leveraged in the area of mobile ad hoc
networks that take advantage of unique nodes that are able to reach others
that are out of range. For example, the message ferrying [23] technique
forwards packets to one or several special nodes that will predictably move
within range of the destination. In our network, our unique nodes are those
nodes with their high-powered radios turned on, the cluster leaders. The
cluster leaders have a significant range advantage and are able to reach the
other cluster’s nodes. A similar approach has been done with Conet [24].
The goal of Conet is to provide a gateway to a wireless access point. To do
so, they elect a cluster leader in a similar fashion as our neighbor discovery
leader. This gateway provides access to the wireless AP by forwarding the
data sent by its cluster neighbors over the Bluetooth channel. However, this
scheme does not account for the fact that 802.11 radios can be far more
energy efficient per bit due to their higher throughput. So, as the amount
of data scales up, the scheme get more and more energy inefficient. Because
of this, we primarily use the low-powered channel for forwarding our data
control messages.
In the network created by our coordination algorithm, devices leverage the
cluster leader to transfer messages outside of the range of the low-powered
radio similar to Conet. When a device wants to send a message to another
device outside of their low-powered radio’s range, they start by unicasting
a data control message within their cluster. Since they are unable to di-
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rectly contact and wake up the receiving device, the sending device must
send their control message to their current cluster leader. Afterwards, the
cluster leader appends the control message to their beacons that they then
broadcast over the high-powered radio during their discovery scanning. The
extra bytes to the beacon from the attached control message are used to
inform the destination’s cluster leader about the data transfer request. The
destination’s cluster leader can then forward the command message directly
to the destination device.
At this point in the protocol, two design choices can be made. The first
method is to have the receiving node turn on their high-power radio and
send an acknowldgement of the control message to the sender directly over
the high-power radio. This method, like the data transfer within a cluster,
requires the sending node to start with their high-power radio on so they
can receive the acknowledgment from the receiving node. However, in the
case that the receiving node is no longer in the network, the sending node
may be stuck with their high-power radio left on and will never receive an
acknowledgment from the device. This can end up being very wasteful to
the sender as their high power radio was turned on without any data being
transfered. Alternately, we can have the sending node leave their high-power
radio off and instead of having the receiving node send their acknowledgment
over the high-power radio, they can forward a new control message back to
the sending node. In this case, the receiver will wait with their high-power
radio for the sender to receive the new control message. When the sender
receives the control message from the receiver, the sender will turn on its
high-power radio and begin transfer.
The two methods differ in who is required to wait with their high-power
radio on before the initial data transfer. There are trade-offs for both schemes
in terms of energy cost and delay. The scheme in which the receiver is chosen
to wait requires twice the number of control messages to be forwarded across
clusters. In addition, there is a significant increase in the delay to start the
transfer as the message needs to piggy back onto the leader’s beacon message.
The message is only transfered across clusters when the leaders discover each
other and the average time for discovery is highly dependent on the duty
cycle of the discovery protocol. If the devices are currently using a low duty
cycle, the additional discovery that needs to be made in order to forward
the message may be too great. On the other hand, the scheme in which
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the sender is waiting with their high-power radio on risks not receiving an
acknowledgment and therefore being stuck with their high powered radio left
on for an extended period of time. The benefit of having the sender wait
is that the number of control messages that needs to be sent is less so the
energy cost will be less on a successful transmission. Also, since the message
only needs to cross clusters once, the delay to start transferring data could
be much less depending on the discovery protocol used. Having the sender
start with their high-power radio on is typically the better choice when you
have recent knowledge of the destination device giving you a high probability
that the receiving node is still in the network.
Both cases presented are the most complicated version of the cross-cluster
data transfer. It is certainly possible that either the sender or the receiver is in
fact a cluster leader. In the case that the sender is currently a cluster leader,
the control message can instantly be appended to the high-power beacon as
there is no need to send the first control message over the low-power radio
(step 1). When the receiver is a cluster leader, the second low-power control
message send (step 3) can be skipped as the receiver will get the control
message in the beacon message of the sender’s cluster.
4.5 Energy Analysis of Transferring Data
When considering the total energy used per transfer, the choice of which
interface to primarily carry the load is not as simple as it might seem at first.
While the low-power radio will certainly use less power over time, the low-
power radio will also have much less throughput. Due to lower throughput,
a lower power radio will have to spend more time transferring data than the
higher power radio. The increased time transferring adds to the energy cost
of the low-powered radio. Given enough data to transfer, the low-power radio
will eventually become more inefficient to use over the higher power radio.
The power-throughput trade off should be considered on devices with energy
use concerns.
Specifically, when deciding which interface to transfer data on, the Ei,
energy cost of interface i, to send N bytes of date should be considered for
each interface option. In most cases, this will simply be the Ebluetooth versus
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the Ewifi. Ei is defined as follows
Ei = Pi ∗ tsend = PiN
Ti
=
Pi
Ti
N,
where Pi
Ti
is defined as the amount of power used for the device to send over
interface i divided by the throughput of the interface measured in mWs/KB.
The coefficient, Pi
Ti
, is distinct for each wireless interface. The interface with
the lowest coefficient will be the most energy efficient per byte sent.
This exact analysis has been done on modern smartphone devices [25].
The group looked at both Android and Windows Mobile devices and calcu-
lated the Pi
Ti
coefficient for both the Bluetooth and 802.11 interfaces. It was
found that the 802.11 interfaces have a much lower energy coefficient and
therefore is the more efficient wireless interface to use when sending data.
Even when taking into account the additional power to turn on and off the
device and assuming Bluetooth has zero overhead, Bluetooth would only be
more efficient in the case that just a few bytes are sent.
Our data control messages will cost the devices energy. Because of this
overhead, it may not always be necessary to turn on the high-powered radio
in addition to sending a small control message. The overhead of forwarding
data messages is significant enough that it needs to be taken into account
when considering energy efficiency. In addition, while the control messages
are being forward across our network, the sending device is required to power
on their high-powered radio in anticipation of the acknowledgment from the
receiver that will signal the first transfer.
Therefore, the full worst case energy model for data transfer when the
sending device is chosen to use their high-power radio to wait is as follows.
Et = 2∗Plow
Tlow
Ncontrol+X ∗2∗Phigh
Thigh
Ncontrol+
Phigh
Thigh
(Ndata+Nack)+Phigh∗RTT,
Where RTT is the round trip time for the data control message to be for-
ward to the receiver with the time for the receiver to send the acknowledg-
ment back to the sender. RTT is highly dependent on the delay of discovery
between the two clusters and low lower the duty cycle the high RTT will be.
Ncontrol, Ndata, and Nack refer to the number of bytes for the corresponding
messages being sent across the network. X refers to the worst case number of
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beacons that need to be sent with the additional control messages attached
before the receiver’s cluster leader is discovered. This number is also highly
dependent on the discovery protocol used. In the case of the U-Connect pro-
tocol, X is simply pipj where pi and pj are the prime numbers chosen for the
two leader’s schedules. The higher X is, the more times the larger beacons
will end up being sent.
Alternately, the full worst case energy model for data transfer for the
receiving device using the high-power radio to wait is as follows.
Et = 4 ∗ Plow
Tlow
Ncontrol + X ∗ 4 ∗ Phigh
Thigh
Ncontrol +
Phigh
Thigh
(Ndata) + Phigh ∗RTT,
The major difference here is the fact that twice the number of control
messages need to be sent across the network in order to initiate the data
transfer and no acknowledgment needs to be sent over the high powered
radio.
A significant portion of both of these equations to consider is Phigh ∗RTT .
This is the extra energy cost related to having the sending device wait for an
acknowledgment from the the receiver to begin transfer. When the discovery
latency is high enough, the RTT of the command message is long enough to
make it less energy efficient to send data over the WiFi radio especially when
the amount of data requesting to be sent is relatively low. Instead, it is less
energy to simply send data primarily over the low-powered radio.
The equations to look at when deciding which interface to primarily use
when sending the data is then
2 ∗ Plow
Tlow
Ndata + X ∗ 2 ∗ Phigh
Thigh
Ndata <
Phigh
Thigh
(Ndata + Nack) + Phigh ∗RTT
This equation is comparing the energy costs to the network in the worst
case when the control message needs to be forwarded to a non-leader node
in a different cluster when the sender is also not a cluster leader. The first
equation is comparing the difference in cost of the data transfers with the left
being the case when the entire message is sent over the low-powered radio and
the equation on the right is the cost of sending the wakeup message and then
using the high-powered radio. All methods have 2∗ Plow
Tlow
Ncontrol as a common
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cost since the control message will be forwarded over the low-powered radio
twice so it can be ignored when comparing the types of transfer. The case
that makes the first equation true will be situations when 2 ∗ Ndata, twice
the number of bytes of data requesting to be sent, is small enough that
Phigh ∗ RTT , the energy cost of having the high-powered radio on waiting
for a wakeup acknowledgment, makes the right-hand side of the equation
greater. However, in the second case, it is much easier for the bluetooth
data transfer to be more energy efficient since the scheme with the receiving
node waiting is required to send twice as many control messages across the
network. Therefore, when the amount of data is relatively low, sending data
primarily over the low-power radio can prove to be more efficient. To handle
the special case of transfer primarily over the low-power radio, we offer simple
modifications to our original scheme.
4.6 Modifications for Transfer Using the Low-power
Radio
If a device only has a few bytes to send, they may request to send data
without turning on their high-power radio. Typically, this will be the case
when the number of bytes they are requesting to send is fairly small. Because
a relatively small number of bytes are being sent, the message can be attached
to the end of our control message. The message can then be forwarded using
the same forwarding rules as described above. When the destination is within
our cluster, the sender can simply unicast directly to the destination over
the low-power radio. However, when the destination is outside the cluster,
the data message should then be forwarded to the current cluster leader.
The leader can then beacon the data message in the same manor as before
in order to get the message to the destination’s leader. Finally, the data
message is then forwarded to the destination from its cluster leader. The
primary difference with this scheme is that the sender and receiver do not
turn on their high-power radio as the message is entirely contained in the
control message.
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CHAPTER 5
DESIGN AND IMPLEMENTATION
We implemented the ad hoc power saving algorithm using the Android 2.2
platform. We designed the system with two main services that run in the
background of our application. In Android, services are applications with no
GUI and run in the background indefinitely if the appropriate lock is given
to the service. Our application’s main service is called CQuestService and
it is in charge of scheduling and maintaining all neighbor information that is
gathered from our protocol. To do so, it creates two objects, WifiController
and BluetoothController that drive the low power and high power interfaces
on our smarthphones.
5.1 The CQuest Schedule Service
CQuestService is the service that oversees the Bluetooth and WiFi con-
trollers. When the CQuestService is created, it creates and initializes both
controllers. The schedule service then responds to callbacks made from the
controllers that notifies the service of any new information discovered over
the interfaces. For example, when a new WiFi neighbor is found at the
start, it notifies the Bluetooth controller and attempts to see if they are
also Bluetooth neighbors. If they are, then the CQuestService notifies the
Figure 5.1: CQuest Service
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BluetoothService to add that neighbor to our cluster and begin coordinated
wireless scheduling with the rest of the group. This is typically how the first
neighbor discovery and cluster formation happens. On the other hand, when
a Bluetooth neighbor is found, a callback is made to the CQuestService and
the service informs the WiFi controller of the new neighbor. This allows the
WiFi controller to include that neighbor’s unique identifier in its broadcast
so that other cluster leaders can know about them.
Regardless of which interface a neighbor is found on, new neighbor infor-
mation is broadcast up to top level applications through Android’s Intent
system. Intents are Android’s inter-process communication. Any application
can receive these neighbor updates when they happen. This allows the top
level applications to keep up-to-date on who their neighbors are.
In addition to managing the neighbor information across the system, the
CQuestService is in charge of deciding when to start the contention phase,
when to discover over the Bluetooth interface, and when to discover over the
WiFi interface. Typically, the service starts the contention phase before the
end of the current round of high powered scanning. The contention phase
should be started early enough so that the contention phase can be completed
before the end of the current round so that a new leader can pick up right
after the previous one. The contention completion time will vary with each
device based on that device’s low-powered radio’s throughput. In addition,
discovery over the Bluetooth interface is turned on at the start of the WiFi
scanning round and turned off before the contention phase begins.
5.2 Bluetooth Controller
The Bluetooth controller object is relatively simple. Our Bluetooth controller
provides an interface to communicate between devices using the Bluetooth
adapters. It provides functions to discover neighbors, exchange messages be-
tween any other Bluetooth neighbors, and make callbacks to the main service
whenever updates and discoveries are made. In particular, the controller is
able to turn off and on the Bluetooth discovery. When a device is found
during the discovery, a check is made to see if that device is cooperating in
the protocol and then a callback is made to inform the service of the new
device.
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The controller also is in charge of the contention protocol. A listening
socket is left waiting for ElectionInitiation messages from the currentLeader
that signifies the start of a new contention phase. The controller then chooses
a random number form 0 to windowsSize and sends its ElectionResponse
message back to the server. Afterwards, it waits for an ElectionAck message
from the leader to confirm if will be the new leader or not. A call back is
made to the service after the contention phase to update the service on its
current state. If the device is set to be the next leader, the callback triggers
the CQuestService to start the WiFi controller at the time designated by
the delay information stored in the ElectionAck message.
Because Bluetooth does not allow broadcast messages, broadcast must be
implemented over unicast. To do so, a new thread is created that establishes
connections to each device that is intended to receive the message. The
connections must happen sequentially as the connection process in Android
will be canceled if data is sent during it in another thread. Once all the
connections are made, the data message can be sent in parallel to all of the
devices. Update messages as well as contention phase messages are sent by
the Bluetooth controller using broadcast over unicast.
5.3 WiFi Controller
The WiFi controller is the object in our service that is in charge of managing
the 802.11 wireless adapter on the phone. The service configures the adapter
such that it can communicate with other phones in the area that are using
the service. It does so by leveraging its root privileges to call scripts that
run in the Linux sub-system of the device to establish ad hoc connectivity.
Additionally, it leverages one of our scheduling algorithms to periodically
turn the wireless adapter on and off as well as sending out and receiving
heartbeat messages from neighboring phones.
When the service is started, it starts the WiFi controller thread that runs
until the service is stopped. The WiFi controller continuously wakes up every
time slice and either checks to make sure the WiFi adapter is turned off and
goes back to sleep until the next time slice or it enables the wireless adapter
and begins transmitting and listening. The decision to transmit and listen
is based off a schedule that is generated with the DiscoverSchedule object
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using the generateSchedule function.
public abstract class DiscoverSchedule {
//defined states for each time slice
public static final int DO_NOTHING = 0;
public static final int TRANSMIT_N_LISTEN = 1;
public static final int TRANSMIT = 2;
public static final int LISTEN = 3;
public abstract int[] generateScedule();
public abstract int scheduleLength();
}
Figure 5.2: DiscoverySchedule class
DiscoverSchedule simply generates an array of integers with each slot
in the array representing that time slice in the discovery schedule. The
values in the array can be DO NOTHING, TRANSMIT , LISTEN , and
TRANSMIT AND LISTEN . The schedules are child objects of the
DiscoverSchedule class and can be implementations of any asynchronous
neighbor discovery algorithm. In our implementation, we included schedule
objects for Quorum [20], Disco [21], and U-Connect [22].
These schedules are then used to generate the schedule array used in each
round of WiFi scanning. The values stored in the array represent the state
of the interface during the corresponding time slot.
if (mySchedule[timeSlice] != DiscoverSchedule.DO_NOTHING) {
if (mySchedule[timeSlice]
== DiscoverSchedule.TRANSMIT_N_LISTEN) {
sendWifiBroadcast();
listenForWifiBroadcast();
sendWifiBroadcast();
}
}
Figure 5.3: Wifi controller transmit and listen logic
When the WiFi controller is scanning for neighbors, it steps through the
array at each time slot and checks its state. In the case that the WiFi
controller should transmit or listen, the controller checks to see if the WiFi
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adapter is turned off from the previous time slice and enables the adapter
if it is. Then, the controller enters the logic for the time slice. While it is
awake, the WifiController thread sends 1 heartbeat message. Afterwards, it
listens for the remainder of the time interval for heartbeats from other phones.
When it receives a message from another phone, it makes the to callback to
the CQuestService so that the system can learn about the discovery.
5.4 Logging Service
The Logging Service is in charge of logging all actions that CQuestService
makes. This service runs independent of the ad hoc networking Services. It
continuously runs in the background receiving broadcast messages from other
service as well as events from Android’s native power service that broadcasts
updates about the battery level. The service is primarily built for monitoring
the performance and energy efficiency of our system. Specifically, the service
records voltage levels, battery levels, and all neighbor update events that are
sent out and received. All of these actions are then stored in text on the file
system for collection after testing.
5.5 Platform Specific Issues
Unfortunately, the default Android platform for our phones is not suited for
this type of application. There are many limitations to the base platform
that prevent us from reaching all of our design goals.
5.5.1 Missing Bluetooth API
One of the main features of our system is to utilize the Bluetooth functionality
of our phones. Almost all cell phones manufactured over the last couple of
years have come equipped with Bluetooth adapters. This is mainly to support
wireless headsets. Unfortunately, the initial release of the Android platform
did not come with a Bluetooth API. This was true for all Android releases
up until version 2.0 (SDK level 5) which introduced the android.bluetooth
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package. This package contains all the classes necessary to interface with the
device.
However, the Google developer phone two, our target device, comes
equipped with Android 1.6. On top of that, HTC only supports up to 1.6 on
the developer phones which means there is no official way to get a version
of Android that supports the Bluetooth API on to the developer phones.
Fortunately, because Android is an open source platform, there are a wealth
of unofficial custom builds available that contain the Bluetooth API. The
build we chose was Cyanogenmod 2.2 as it is very popular, has a large wiki
full of documentation, and is the most updated unofficial build available.
5.5.2 Unable to do Bluetooth discovery
Another major practical limitation with the Android system is the lack of
trust between the system and the application when it comes to allowing the
device to become discoverable. There are a few unnecessary restrictions that
the Android Bluetooth API puts on the developer that prevents us from
reaching our goal of having a seamless ad hoc discovery service. For one, the
Android system limits the time the Bluetooth adapter can be in discoverable
mode. Ideally, the device would always be discoverable so that it can be seen
anytime one of its peers does discovery. The default amount of time that
the device can be discoverable is 120 seconds and the maximum amount of
time that can be specified is 300 seconds. If the Android BluetoothService
is given a value out of this range, it defaults back to 120 seconds of being
discoverable.
In addition to the limited amount of discoverable time, the Android plat-
form does not allow an application to become discoverable without human
interaction. When an application requests to set the Bluetooth adapter to
be discoverable, a dialog appears in the foreground of the devices and is in
focus. The dialog informs the user that the application has requested to
go into discoverable mode and the user most accept or deny the request in
order for it to go through. This ruins our ability to have a fully automated
and seamless ad hoc discovery service on the device since we can no longer
periodically check and see who our Bluetooth neighbors are without bugging
the user to keep the phone discoverable.
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To overcome these issues, we needed to modify portions of the Android
framework to remove the restriction on the Bluetooth discoverable. To ac-
complish this, modifications to the settings application located under /sys-
tem/apps/ needed to be made. The settings application is in charge of receiv-
ing the Intent responsible for putting the Bluetooth adapter into the discover-
able state (BluetoothAdapter.ACTION REQUEST DISCOVERABLE) and
launching the Activity to display the request dialog to the user. The fix for
this was simply to skip over launching the request dialog and to return the
accept value so that the device could be put into discoverable mode.
5.5.3 Bluetooth Pairing Required for Data Transfer
Similar to the Bluetooth discovery issue, devices are required to pair with
each other before exchanging data over the Bluetooth interface. This means
that users must interact with the pairing interface for every device it finds.
Not only that, but both users must accept the pairing before data can be
exchanged. This prevents any passive exchange of information and poses
a real challenge for any development of passive opportunistic ad hoc sys-
tems. To overcome this, modifications were made to the Android platform’s
settings application. The pairing interface was modified to automatically
accept any pairing request so that information could be exchanged without
user interaction. Fortunately, there is discussion of allowing data exchange
over Bluetooth without the pairing requirement. This change could be im-
plemented as soon as version 3.0 of the Android platform.
5.5.4 Lack of adapter control
Android’s WifiManager class provides a very limited set of configuration
options to the application developers. The goal of the WifiManager class
is to provide the most basic set of features to the developer. Since we are
not concerned with scanning or joining an access point, the only real benefit
the Android API provides us is the ability to turn on and off the wireless
adapter. Unfortunately, this function also does not help us much due to
the fact that their WiFi service tries to scan and join nearby access points
when the adapter is turned on. On top of that, the WifiManager does not
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support wireless ad-hoc mode or independent mode. Without ad hoc mode,
our system does not work since the phones will not be able to communicate
with each other over WiFi without an access point.
In order to get around this issue, we needed to directly configure the inter-
face in the Linux sub-system of Android. Fortunately, the developer phones
come with root access enabled which allows us to run scripts with enough
privileges to configure the device. The scripts utilize the configuration tools
available on the system to setup the WiFi adapter. There are 3 main tools our
scripts use to configure the wireless interface. First, it uses insmod/rmmod
to load and remove the wlan.ko module. This is the supplied driver from
TI that comes with the Android platform and loading and unloading the
module is the method used to turn the wireless card on and off. Second, we
use wlan loader to load the firmware for the device as well as the tiwlan.ini
config file. It’s also important to note that we supply it our own modified
config file to force the phone into ad-hoc mode. Then, ifconfig is used to
setup the IP address of the wireless adapter.
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CHAPTER 6
EVALUATION
To evaluate our design, we measured the energy gains from using our coor-
dinated scheme. Our test design for Energy was fairly simple. We set up
a variable number of phones together for an extended period of time. The
amount of time varied based on the number of phones used, but we let the
devices sit for enough time to drain their batteries to under 50%. Afterwards,
we recorded the amount of time the devices spend with their batteries levels
between 75% to 50%. The battery’s rate of change is roughly linear within
that range which would give us a good estimate of the amount of energy
being used by the devices. Doing this allowed us to have a good point of
reference to compare the energy use of the devices so that we could compare
rate of battery drain between the different set ups. Each setup was designed
to create a cluster of a different size. We started with a cluster size of one
and went up to 8 devices in the cluster with the goal of testing if the load of
the WiFi scanning is being distributed evenly and if the devices are in fact
saving energy.
The phones themselves were all Android G1 phones with our CQuest-
Service application installed. The service was set up using the U-Connect
asynchronous discovery schedule, a well known discovery scheduling algo-
rithm, with a duty cycle of 20%. In addition to running it with U-connect,
we also ran it with our own AlwaysOn schedule. The AlwaysOn schedule
sets every time slice to TRANSMIT N LISTEN. This is equivalent to having
the wireless adapter on all of the time and having it off the entire time. This
would give us a point of reference to see how much the battery would drain
if the WiFi adapter was left on.
Once every device was configured, we set up the clusters and ran the service
numerous times. After each test, we gathered the logs on all of the devices
and averaged the total time spent in the specified battery level range.
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Figure 6.1: Effect of Cluster Size on Energy
6.1 Results
As expected, our coordinated system provided significant energy savings.
Just by using U-connect, the device was able to stay on longer by about an
hour and a half. What we saw when adding more devices to the cluster is
that the amount of energy saved increased linearly with the cluster size. In
addition, there was no significant difference in the amount of energy saved
between the individual devices in the cluster. This means that the WiFi
scanning was being evenly distributed properly and each device was carrying
an equal load of the scanning duty. As long as devices participate properly
in the cluster, we can expect to see additional energy savings as even more
devices are added.
6.2 Conclusion
Our implementation and test shows that a coordinated system like ours could
in fact be implemented and deployed on a modern smartphone platform. Our
clustering system would allow devices to discover each other without signifi-
cantly reducing the battery life of the device. With our system, devices are
able to take advantage of the range of discovery over the high-power radio
without the high energy cost that comes with using the high energy radio. A
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coordinated ad hoc system like ours could really open up a large number of
new opportunities for application developers to explore. Proximity based ad
hoc social networking applications like MobiClique [6] can be fully realized
when the cost of long range discovery is brought down significantly. In ad-
dition, we laid out schemes to allow direct communication between devices
in our highly dynamic network of neighbors. This way nodes are able to not
only discover each other but also able to deliver new content between each
other. However, our implementation also showed that modern smartphone
platforms are not designed to easily allow the ad hoc communication neces-
sary for a scheme like ours to easily be deployed. With a few modifications,
though, to the core Bluetooth interface as well as the control over the WiFi
adapter, we were able to implement a complete version of our application.
Fortunately, there is a high demand for the ad hoc communication necessary
to implement our scheme and as the major smartphone platforms mature, it
is likely that they will all support ad hoc communication.
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