Abstract-Nodes having a self-centrically broadcasting nature of communication form a wireless ad hoc network. Many issues are involved to provide quality of service (QoS) for ad hoc networks, including routing, medium access, resource reservation, mobility management, etc. Previous work mostly focuses on QoS routing with an assumption that the Medium Access Control (MAC) layer can support QoS very well. However, contention-based MAC protocols are adopted in most ad hoc networks since there is no centralized control. QoS support in contention-based MAC layer is a very challenging issue. Carefully designed distributed medium access techniques must be used as foundations for most ad hoc networks. In this paper, we study and enhance distributed medium access techniques for real-time transmissions in the IEEE 802.11 single-hop ad hoc wireless networks. In the IEEE 802.11 MAC, error control adopts positive acknowledgement and retransmission to improve transmission reliability in the wireless medium (WM). However, for real-time multimedia traffic with sensitive delay requirements, retransmitted frames may be too late to be useful due to the fact that the delay of competing the WM is unpredictable. In this paper, we address several MAC issues and QoS issues for delay-sensitive realtime traffic. First, a priority scheme is proposed to differentiate the delay sensitive real-time traffic from the best-effort traffic. In the proposed priority scheme, retransmission is not used for the real-time traffic, and a smaller backoff window size is adopted. Second, we propose several schemes to guarantee QoS requirements. The first scheme is to guarantee frame-dropping probability for the realtime traffic. The second scheme is to guarantee throughput and delay. The last scheme is to guarantee throughput, delay, and framedropping probability simultaneously. Finally, we propose adaptive window backoff schemes to optimize throughput with and without QoS constraints.
INTRODUCTION
A D hoc wireless networks consist of a collection of mobile stations without a fixed infrastructure. In ad hoc wireless networks, peer-to-peer nodes conduct initialization, organization, and administration of networks. Many challenges must be overcome to obtain the practical benefits of ad hoc networks, including routing, medium access control (MAC), mobility management, power management, security, and quality of service (QoS) issues [1] . The nodes of an ad hoc network communicate directly with one another in a peer-to-peer fashion, and each node must function as a router. Power capacity and transmission range are further limited by the mobility of these nodes. Due to the mobility, the network topology is dynamically changed. Furthermore, the limited bandwidth of wireless channels and hostile transmission characteristics impose additional constraints. For ad hoc networks with a contention-based MAC layer, the nature of contentions further imposes challenges for QoS support.
Many researches [1] , [2] , [3] , [4] , [5] on ad hoc networks have been reported, and real-time transmissions for Ethernet and cellular networks have been well studied [6] , [7] , [8] , [9] , [10] . However, most researches [1] , [2] , [3] , [4] , [5] focus on ad hoc routing protocols under the assumption that some underline MAC protocols can provide good services to higher layers. In this paper, we focus on designing good MAC mechanisms for real-time transmissions in ad hoc networks. Without the MAC layer's support, QoS support solely in higher layers is not possible. Carefully designed distributed medium access techniques must be used for channel resources so that mechanisms are needed to recover efficiently from the inevitable frame collisions [1] .
We are particularly interested in ad hoc networks with the underneath IEEE 802.11 distributed MAC since it is available. The IEEE 802.11 MAC employs a mandatory contention-based channel access function called Distributed Coordination Function (DCF), and an optional centrally controlled channel access function called Point Coordination Function (PCF) [11] . The popularity of the IEEE 802.11 market is largely due to the DCF, whereas the PCF is barely implemented in current products due to its complexity and inefficiency for normal data transmissions. The DCF adopts a carrier sense multiple access with collision avoidance (CSMA/CA) with binary exponential backoff. Functions of the DCF and the PCF determine when a station/node, operating within a Basic Service Set (BSS) or Independent BSS (IBSS), is permitted to transmit. There are two types of 802.11 networks: Infrastructure Network (BSS) in which an access point (AP) is present and ad hoc Network (IBSS) in which an AP is not present. In this paper, we are particularly interested in ad hoc networks formed by multiple IBSSs in which no AP is present. There have been many performance studies for the DCF. Bianchi [13] proposed a simple and accurate analytical model to compute saturation throughput. Bianchi and Xiao enhanced Bianchi's original model in [18] . Calì et al. [20] studied an optimization method for a p-persistent WLAN MAC.
Several priority studies have been reported in the literature for the DCF. Deng and Chang [12] proposed a priority scheme by differentiating the backoff window: the higher priority class uses the window ½0; 2 jþ1 À 1 and the lower priority class uses the window ½2 jþ1 ; 2 jþ2 À 1, where j is the backoff stage. Aad and Castelluccia [21] proposed a priority scheme achieved by differentiating interframe spaces (IFS). Ahn et al. [19] proposed priority schemes by differentiating the initial backoff window size and the maximum window size. Pallot and Miller [22] proposed a prioritized backoff time distribution mechanism, in which the backoff time is chosen in the current window range with different distributions for different priorities. All the priority schemes [12] , [19] , [21] , [22] , [23] were based on simulations. Related recent work also includes Sheu et al. [25] about priorities for Ad hoc networks, and Ge and Hou [26] about priority analysis for p-persistent WLANs.
In the DCF, error control adopts positive acknowledgment and retransmission to improve transmission reliability in the wireless medium (WM). In other words, every transmitted frame needs a positive acknowledgment. If an acknowledgement for a transmitted frame has not been received for a timeout period, the transmitted frame is assumed corrupted, and the frame will be retransmitted for many times until a positive acknowledgement is received or the number of retransmissions reaches a limit. In the later case, the frame is dropped. Therefore, the DCF is a very robust protocol for the best-effort service in the WM. However, the current DCF is unsuitable for real-time applications with QoS requirements. In the DCF a station might have to wait an arbitrarily long time to send a frame so that real-time applications such as voice and video may suffer [12] . Furthermore, for real-time multimedia traffic with sensitive delay requirements, retransmitted frames may be too late to be useful due to the unexpected delay.
In this paper, we consider two classes of traffic: delay sensitive real-time (RT) traffic and best-effort (BE) traffic. The RT traffic can be voice or video. The BE traffic is normal data transmission. A priority scheme is proposed to differentiate RT and BE classes. For the RT class, retransmission is not used and a smaller backoff window size is adopted. The BE class still follows the original DCF. Such a scheme is similar to video/multimedia over UDP. The rationale is the same as the rationale of UDP. An analytical model for the proposed priority scheme (differentiating the RT and the BE priority classes) is proposed to evaluate system performance, and validated via simulations. The proposed real-time differential mechanisms are a little similar to recently IEEE 802.11e draft [24] . However, the proposed mechanisms are much simpler than IEEE 802.11e as well as other priority schemes in the literature, and more likely to be used in real products in which the IEEE 802.11e has not been implemented. In other words, they can be implemented in the original IEEE 802.11a/.11b/.11g with very little effort.
We further consider several QoS and optimization issues. We propose several schemes to guarantee QoS requirements: the first scheme is to guarantee frame-dropping probability for the real-time traffic; the second scheme is to guarantee throughput and delay; the last scheme is to guarantee throughput, delay and frame-dropping probability simultaneously. Finally, we propose adaptive window backoff schemes to optimize throughput with and without QoS constraints, based on the fact that there exists an optimal initial backoff window size for a fixed traffic load.
The rest of the paper is organized as follows: The IEEE 802.11 CSMA/CA is introduced in Section 2. Service differentiation, its analytical model, and results are studied in Section 3. QoS guarantee mechanisms are presented in Section 4. Optimization schemes with adaptation and QoS guarantee are proposed in Section 5. We conclude this paper in Section 6.
CSMA/CA IN THE DCF
The IEEE 802.11 MAC employs a mandatory DCF and an optional PCF. In a long run, time is divided into repetition intervals called superframes. Each superframe starts with a beacon frame, and the remaining time is further divided into a contention-free period (CFP) and a contention period (CP). The DCF works during the CP and the PCF works during the CFP. If the PCF is not active, a superframe will not include the CFP.
In the DCF, a station with a frame to transmit monitors the channel activities until an idle period equal to a distributed interframe space (DIFS) is detected. After sensing an idle DIFS, the station waits for a random backoff interval before transmitting. The backoff time counter is decremented in terms of slot time as long as the channel is sensed idle. The counter is stopped when a transmission is detected on the channel, and reactivated when the channel is sensed idle again. The station transmits its frame when the backoff time reaches zero. At each transmission, the backoff time is uniformly chosen in the range ½0; CW À 1, where CW is the current backoff window size. At the very first transmission attempt, CW equals the initial backoff window size CW min . After each unsuccessful transmission, CW is doubled until a maximum backoff window size value CW max is reached. Once it reaches CW max , CW shall remain at the value CW max until it is reset. CW shall be reset to CW min after every successful attempt to transmit, or the retransmission counter reaches the retry limit L retry . In the later case, the frame will be dropped. After the destination station successfully receives the frame, it transmits an acknowledgment frame (ACK) following a short interframe space (SIFS) time. If the transmitting station does not receive the ACK within a specified ACK Timeout, or it detects the transmission of a different frame on the channel, it reschedules the frame transmission according to the previous backoff rules.
The above mechanism is called the basic access mechanism. To reduce the hidden station problem, an optional four-way data transmission mechanism called Request-ToSend (RTS)/Clear-To-Send (CTS) is also defined in DCF. In the RTS/CTS mechanism, before transmitting a data frame, a short RTS frame is transmitted. The RTS frame also follows the backoff rules introduced above. If the RTS frame succeeds, the receiver station responds with a short CTS frame. Then, a data frame and an ACK frame will follow. All four frames (RTS, CTS, data, and ACK) are separated by an SIFS time. In other words, the short RTS and CTS frames reserve the channel for that data frame transmission which follows.
SERVICE DIFFERENTIATION
In this section, we study service differentiation between the delay sensitive real-time (RT) traffic and the best-effort (BE) traffic. We first introduce the priority scheme; then we propose an analytical model to study performance of service differentiation; and, finally, we present simulation and numerical results.
A Priority Scheme to Differentiate RT and BE
The original IEEE 802.11 DCF does not support any priority scheme. In this paper, we consider two classes of traffic: the delay sensitive RT traffic and the BE traffic. The RT traffic can be voice or video, and the BE traffic is normal data transmission. The BE class still follows the original DCF. For the RT-traffic, retransmission is not used no matter whether the previous transmission successful or not. Furthermore, The RT class has a smaller backoff window size than the BE class: CW min;RT < CW min;BE , where CW min;RT and CW min;BE are the initial backoff window sizes for the RT class and the BE class, respectively. Let CW max;RT and CW max;BE be the maximum window sizes for the RT class and the BE class, respectively. We have CW max;RT ¼ CW max;BE .
To implement the mechanism, we can simply let the retransmission limit for the RT traffic become zero. Therefore, retransmission mechanism will be automatically disabled. Such a scheme is similar to video/multimedia over UDP. The rationale is the same as the rationale of UDP.
Analytical Model
In this section, based on Bianchi's model [13] , an analytic model for the proposed priority scheme under high traffic condition is proposed. The advantage of our model is to provide priorities of the RT class and the BE class, whereas Bianchi's model [13] is for the original DCF. Furthermore, compared to Bianchi's model, many aspects are improved such as underline assumptions and a very accurate delay model. We assume that each station belongs to one and only one priority class and always has frames ready to send.
An Analytical Model
For convenience, let class 0 denote the RT class and class 1 denote the BE class. Let W 0;0 and W 1;0 denote CW min;RT and CW min;BE , respectively. For the RT class, the backoff stage j can only be zero, and the retry-limit L retry is zero also. For the BE class, let jðj ¼ 0; 1; . . . ; L retry Þ denote the jth backoff stage and let W 1;j denote CW in the jth retry/retransmission (or the jth backoff stage). The relationships among W 1;j , CW min;BE , CW max;BE , and L retry are given as follows:
where m ¼ log 2 ðCW max;BE =W 1;0 Þ and W 1;0 ¼ CW min;BE . To understand the relationship of L retry and m, we give the following example: In the IEEE 802.11 MAC, the default value of L retry for short packets is 7, however, the m value, the maximum backoff stage, may be larger than L retry or smaller than L retry depending on the values of CW min;BE and CW max;BE . If CW max;BE ¼ 1; 024 and CW min;BE ¼ 32, we have m ¼ 5 < 7 ¼ L retry ; on the other hand, if CW max;BE ¼ 2; 048 and CW min;BE ¼ 8,
For a given station in the priority i class ði ¼ 0; 1Þ, bði; tÞ is defined as a random process representing the value of the backoff counter at time t, and sði; tÞ is defined as the random process representing the backoff stage j, where j ¼ 0 for class 0 and 0 j L retry for the BE class. The values of the backoff counter bð0; tÞ and bð1; tÞ are uniformly chosen in the ranges ½0; 1; . . . W 0;0 À 1 and ½0; 1; . . . W 1;j À 1, respectively. Let p i denote the probability that a transmitted frame collides, and p i also equals the probability that a station in the backoff stage senses the channel busy. The bidimensional random process fsði; tÞ; bði; tÞg is discrete-time Markov chain under the assumptions that p i is independent to the backoff procedure. Therefore, the state of each station in the priority i class is described by fi; j; kg, where j stands for the backoff stage, and k stands for the backoff delay in timeslots.
The state transition diagram for the priority 0 class is shown in Fig. 1 . As illustrated in Fig. 1 , the retry limit is zero. The state transition diagram for the priority 1 class is shown in Fig. 2 . As illustrated in the Fig. 2 , in the L retry th backoff stage, the frame is dropped if a collision occurs. In Prfð0; 0; kÞjð0; 0; 0Þg ¼ 1=W 0;0 ; for 0 k W 0;0 À 1
In Fig. 2 , the non-null transition probabilities for class 1 are listed as follows:
and 1 j L retry :
To understand how to obtain the above equations, we give the following example: the output of the state ð1; L retry ; 0Þ will go into the state ð1; 0; kÞ randomly in Fig. 2 and, therefore, we have P rfð1; 0; kÞjð1; L retry ; 0Þg ¼ 1=W 1;0 . Let b i;j;k ¼ limðtÀ > 1Þ P rfsði; tÞ ¼ j; bði; tÞ ¼ kg be the stationary distribution of the Markov chain, where i ¼ 0; 1. In steady state, we can derive following relations through chain regularities. For class 0, we have
Plugging (2) into (3), we have
For class 1, we have
From (5), (6) , and (7), we have
Let i ði ¼ 0; 1Þ be the probability that a station in the priority i class transmits during a generic slot time. A station transmits when its backoff counter reaches zero, i.e., the station is at any of states fi; j; 0g.
Let n i ði ¼ 0; 1Þ denote the number of stations in the priority i class. The probability p i that a station in the backoff stage for the priority i class senses the channel busy is given
Note that p i is also the probability that a transmitted frame collides when one more station also transmits during a slot time. Substituting (1) and (11) and (12) to (9) and (10), we can solve unknown parameters numerically. Then, we can calculate p i from (11) and (12) . Let p b denote the probability that the channel is busy. It happens when at least one station transmits during a slot time. Please note that p b is different from p i . Therefore, we have
Saturation Throughput
Let p s;i ði ¼ 0; 1Þ denote the probability that a successful transmission occurs in a slot time for the priority i class, and let p s denote the probability that a successful transmission occurs in a slot time. We have
Let S i ði ¼ 0; 1Þ denote the normalized throughput for the priority i class. Let , T EðLÞ , T s , and T c denote the duration of an empty slot time, the time to transmit the average payload, the average time that the channel is sensed busy because of a successful transmission, and the average time that the channel has a collision, respectively. The probability that the channel is idle for a slot time is ð1 À p b Þ, and the probability that the channel is neither idle nor successful for a slot time is
Eðpayload transmission time in a slot time for the i classÞ Eðlength of a slot timeÞ
Let T H , T ACK , SIF S, L Ã , and T EðL Ã Þ denote the time to transmit the header (including MAC header, PHY header, and/or tail), the time to transmit an ACK, SIFS time, the length of the longest frame in a collision, and the time to transmit a payload with length EðL Ã Þ, respectively. For the basics access method, we have
Please refer to [14] for calculating T EðL Ã Þ . Let T RT S and T CT S denote the time to transmit an RTS frame and the time to transmit a CTS frame, respectively. For the RTS/CTS access model, we have
Frame Dropping Probability
Let P i;drop ði ¼ 0; 1Þ denote the frame-dropping probability for the priority i class. From Fig. 1 , we observe that a frame can be dropped only in state f0; 0; 0g if a collision occurs. From Fig. 2 , we observe that a frame can be dropped only in state f1; L retry ; 0g if a collision occurs. In other words, a frame can be dropped when the retransmission counter reaches the retry limit L retry . Therefore, we have
Saturation Delay
Saturation delay is the average delay under the saturation condition, and it includes the medium access delay (due to backoff, collisions, etc.), transmission delay, and interframe spaces (such as SIFS). The average backoff delay depends on the value of a station's backoff counter and the duration when the counter freezes due to others' transmissions. Let X i ði ¼ 0; 1Þ denote the random variable representing the total number of backoff slots, which a frame encounters without considering the case when the counter freezes, for the priority i class. For class 1, the probability that the frame is successfully transmitted after the jth retry (which is the ðj þ 1Þth transmission) is p j 1 ð1 À p 1 Þ. The average number of backoff slots after the jth retry is
Note that only successful transmissions are considered.
Let B i ði ¼ 0; 1Þ denote the random variable representing the total number of slots when the counter freezes, which a frame encounters, for the priority i class. The portion of idle slots is ð1 À p i Þ, which is used to decrease EðX i Þ. We have
We can treat EðX i Þ and EðB i Þ as the total number of idle slots and the total number of busy slots, which the frame encounters during backoff stages, respectively. Let EðN retry Þ denote the average number of retries for the priority 1 class. The number of retries for the priority 0 class is zero. We have
Let D i ði ¼ 0; 1Þ denote the random variable representing the frame delay for the priority i class. Let T 0 denote the time that a station has to wait when its frame transmission collides before sensing the channel again. Let T ACK timeout and T CT S timeout denote the duration of the ACK timeout and the duration of the CTS timeout, respectively.
Results
In this section, we first validate the analytical model with simulation results. Then, we study the proposed priority scheme for delay sensitive real-time transmissions and besteffort transmissions. We use IEEE 802.11a as an example. IEEE 802.11a parameters can be found in [14] , [16] , as well as how to calculate T H þ T EðLÞ accurately [14] . The data rate is 6Mbps and the control rate is 6Mbps. The frame size is fixed as 1,024 bytes. As assumed in the analytical model, stations always have frames ready to send.
Simulation Validations
In this section, we conduct simulations to validate the proposed analytic model. The IEEE 802.11a simulation models had been developed based on IEEE 802.11a standard [16] and OPNET Wireless LAN simulation model 8.0A (for IEEE 802.11b DCF). Furthermore, we adapt our simulation model with similar assumptions as those in the analytical model. The data rate is 6Mbps and the control rate is 6Mbps. The frame size is fixed as 1,024 bytes. All the simulation results have over 95 percent confidential intervals. The simulation executing time is long: about 2 hours per run in order to get long term results, and multiple runs per case to calculate the confidential intervals. Fig. 3a shows saturation throughputs for the real-time class and the best-effort class over the number of stations for both classes ðn 0 ¼ n 1 Þ. The real-time traffic has a much better saturation throughput than the best-effort traffic. When the number of stations for both classes ðn 0 ¼ n 1 Þ changes from 5 to 45 (the total number changes from 10 to 90), the saturation throughput of the real-time traffic changes from 0.655333 to 0.394999, and the saturation throughput of the best-effort traffic changes from 0.071036 to 0.013877. Fig. 3b shows saturation delays for the real-time class and the best-effort class over the number of stations for both classes ðn 0 ¼ n 1 Þ. The real-time traffic has a much less saturation delay than the best-effort traffic. As the number of active stations increases, the real-time traffic has a relatively constant delay, whereas the best-effort traffic has a very high delay. When the number of stations for both classes ðn 0 ¼ n 1 Þ changes from 5 to 45 (the total number changes from 10 to 90), the saturation delay of the real-time traffic changes from 3672.392221 seconds to 28830.233173 seconds, and the saturation delay of the best-effort traffic changes from 39284.808428 seconds to 2061107.845170 seconds. Fig. 3c shows frame-dropping probabilities for the realtime class and the best-effort class over the number of stations for both classes ðn 0 ¼ n 1 Þ. The real-time traffic has a much worse frame-dropping probability than the best-effort traffic. When the number of stations for both classes ðn 0 ¼ n 1 Þ changes from 5 to 45 (the total number changes from 10 to 90), the frame-dropping probability of the real-time traffic changes from 0.325103 to 0.760000, and the framedropping probability of the best-effort traffic changes from 0.000389 to 0.123574. We observe that the frame dropping probability is high for the real-time traffic. We will show how to control the frame dropping probability in a later section. Fig. 3 also indicates that the proposed priority is very effective in terms of service differentiation, and the RT class has a better saturation throughput and delay, however the RT class scarifies a very high frame-dropping probability. Fig. 4 has following parameters: n 0 ¼ n 1 ¼ 5, L retry ¼ 7, W 1;0 ¼ 200, and CW max;BE ¼ 1; 024. Fig. 4a shows saturation throughputs for the real-time class and the best-effort class over the initial window size of the RT class, W 0;0 , which changes from 12 to 164. The real-time traffic has a much better saturation throughput than the best-effort traffic. An interesting observation is that as the initial window size of the RT class increases, the throughput of the RT class increases first and then decreases. The reason is that when the initial window size is small, the collision ratio is high so that the throughput is low; as the initial window size increases, the collision ratio goes down so that the throughput increases; however, as the initial window further increases, the throughput decreases since it takes longer time to transmit. Another interesting observation is that the total throughput increases a little! The reason may be that the overall system performance can sometimes be improved by using a contention protocol that assigns different access probabilities to different stations [17] . Fig. 3 . Throughput, delay ( seconds), and frame dropping probably (FDP) versus number of active stations of both classes. shows saturation delays for the real-time class and the best-effort class over the initial window size of the RT class, W 0;0 , which changes from 12 to 164. The real-time traffic has a much less saturation delay than the best-effort traffic. As the initial window size of the RT class increases, the delay of the BE class decreases a lot, whereas the saturation delay for the real-time class remains almost the same. In other words, the best-effort traffic is more sensitive to W 0;0 . Fig. 4c shows frame-dropping probability for the realtime class and the best-effort class over the initial window size of the RT class, W 0;0 , which changes from 12 to 164. The real-time traffic has a much higher frame-dropping probability than the best-effort traffic. We observe that the frame dropping probability for the best-effort class is very small since its initial window size is large, i.e., 200.
Fig. 5 has following parameters: W 0;0 ¼ 16, CW max;BE ¼ 1; 024, W 1;0 ¼ 64, n 0 ¼ n 1 ¼ 10, and L retry ¼ 2; 3; 4; 5; 6; 7; 8; 9; 10; 11; 12. Fig. 5a shows saturation throughputs for the realtime class and the best-effort class over the retry limit of the best-effort class, L retry . The real-time traffic has a much better saturation throughput than the best-effort traffic. As illustrated in the figure, as the retry limit of the BE class increases, the saturation throughput of the BE class decreases since a larger retry limit indicates a larger backoff window size and longer delay to access the channel. On the other hand, the saturation throughput of the RT increases since the probability of collisions decreases as the retry limit of the BE class increases. We also observe that the throughput of the RT (BE) class increases (decreases) more when the retry limit is small. The reason is that when the retry limit is large enough, the number of frames that needs a larger number of retries is small. Therefore, although the retry limit becomes larger, the effect of frames needing a larger number of retries becomes less important. Fig. 5b shows saturation delays for the real-time class and the best-effort class over the retry limit of the best-effort class, L retry . The real-time traffic has a much less saturation delay than the best-effort traffic. As illustrated in the figure, the saturation delay of the best-effort class increases as L retry increases. Fig. 5c shows frame-dropping probabilities for the realtime class and the best-effort class over the retry limit of the best-effort class, L retry . The real-time traffic has a larger frame-dropping probability than the best-effort traffic. As illustrated in the figure, both probabilities of the BE class and the RT class decrease as the BE class increases L retry . The reason that the frame-dropping probability of the RT class decreases little since the collision probability decreases as the retry limit of the BE class increases. On the other hand, the frame-dropping probability of the BE class decrease much more and goes near zero when the retry limit is near 12.
QOS GUARANTEE
In this section, we study some QoS guarantee mechanisms for the real-time traffic. In Section 4.1, we propose a simple scheme to provide an upper bound on frame dropping probability; in Section 4.2, we propose an admission control scheme to provide guaranteed throughput and/or delay. In Section 4.3, we propose an algorithm to guarantee throughput, delay, and/or frame dropping probability. All the algorithms in this section do not consider the throughput optimization problem, which will be discussed in the next section. The methods proposed in this section can be applied to both the real-time traffic and the best-effort traffic, and we adopt the real-time traffic as an example.
An Upper Bound on the Frame Dropping Probability
One concern for the RT traffic may be that the frame dropping probability may be very large since frames are transmitted only one time, and dropped if failed. In this section, we solve the issue, and we introduce a QoS parameter, i.e., a predefined upper bound for the frame dropping probability, P QoS . Our goal is to use P QoS bounds the frame dropping probability. We have
Plugging (22) and (11) into (32), we have
The above equation indicates that in order to guarantee (32), the initial window size should be chosen in such a way that (33) holds. In other words, the initial window size should be large enough, based on (33). Intuitively (also confirmed in results), the frame dropping probability decreases as the initial window size increases. Therefore, we can always choose the initial window size large enough so that (32) holds. However, a too large value of the initial window size will degrade throughput and delay. We will discuss these issues in the next subsection. In this section, we only consider how to put a bound on the frame dropping probability. To be realistic, (33) does not really give us an solution since (33) depends on both n 0 and p 0 , although it provides us some intuitions. The authors in [15] address very well on how to obtain the value of n 0 .
Therefore, we will adopt the same approach in [15] to obtain the value of n 0 . However, in (33), p 0 also depends on the initial window size. Therefore, we propose the following algorithm for choosing the initial window size:
1. Estimate the value of n 0 . 2. Calculate the frame dropping probability with this model; if the frame dropping probability satisfies (32), go to step 4; otherwise, go to step 3. 3. Increase the initial window size by 1, go to step 2. 4. For all the stations, the initial window sizes are set to the obtained value via following ways. If an AP is present, all the calculations from 1 to 3 are done by the AP, and the AP distributes the value of the new initial window size in a beacon frame to other stations. If there is no AP, the station that is responsible of sending beacon frames performs calculations from 1 to 3, and distributes the value of the new initial window size in a beacon frame to other stations. Next, we perform some experiments. Let P QoS be the predefined upper bound for the frame dropping probability. We adopt P QoS as 0.5, 0.3, 0.1, and 0.05 for different experiments. Fig. 6a shows the obtained (required) initial window size versus number of stations under different QoS requirements, i.e., upper bounds on the frame dropping probability with P QoS . We observe that as the number of active stations increases, the required initial window size increases to guarantee the P QoS bound. As the P QoS decreases, the required initial window size increases. Fig. 6b shows that frame dropping probability is bounded by P QoS . Fig. 6 indicates that the QoS requirements are guaranteed, and a stringent QoS requirement needs a larger initial window size. Therefore, frame dropping probability for the real-time traffic can be controlled with a reasonable value.
Admission Control to Guarantee Throughput and Delay
In the previous section, we propose a method to guarantee the frame-dropping probability by increasing the initial window size. However, increasing the initial window size will degrade throughput and delay. In this section, we propose an admission control mechanism to guarantee throughput and delay based on the fact that throughput and delay all degrade if the number of active stations increases. We refer the AP if it is present or the station in charge of sending beacon frames if no AP is present as to the admission control coordinator (ACC). Any station must obtain permission from the ACC before transmitting realtime traffic flow. The procedure works as follows:
1. A station sends a request for real-time transmission to the ACC with a required throughput and/or a required delay (the station knows the ACC address via beacon frames). 2. The ACC predicts the performance if the station is allowed to transmit the real-time traffic flow:
. The ACC estimates the value of n 0 .
. The ACC calculates throughput and delay based on the model in the previous section with n 0 þ 1. . If the throughput (divided by n 0 þ 1) and/or delay satisfy the requirements, the ACC decides to accept the request; otherwise the ACC decides to reject the request. 3. The ACC notifies the station the decision.
The station begins transmissions if the decision is
acceptance. In the above algorithm, the value of n 0 , in fact, is not the number of real-time flows, but the equivalent number of active stations in term of saturation status. For example, the number of real-time flows is 10, but n 0 may equal to 4. In other words, the number of real-time flows is not smaller than n 0 . In this sense, the above algorithm is very conservative by using n 0 þ 1 since the traffic of a saturation station is normally larger than a real-time flow, however, based on our numerical results and simulation results, the above algorithm works very well. We believe the following philosophy, "a good approach is always an approach of not pushing too hard." Note that in this admission control scheme, when a real-time flow finishes, admission control does not perform additional actions.
We perform experiments for the above algorithm. Since we are interested in the real-time traffic, we try to guarantee delay requirement in these experiments. Let the required delay change from 40ms to 400ms for different experiments. Fig. 7 shows the number of accepted stations versus the required delay under different initial window sizes. We observe that when the required delay is loosen (the required delay increases), more stations are accepted. For a fixed required delay, the scheme with a larger initial window size can accommodate more stations.
Admission Control for Guaranteed
Frame-Dropping Probability, Throughput, and Delay Requirements
The approaches proposed in Section 4.1 and Section 4.2 seem to be conflicting. However, based on the fact that frame-dropping probability increases if the number of active stations increases, we can further enhance the approach in Section 4.2 as follows: When the station sends the request to the ACC, a required frame-dropping probability (upper bound) is also included. In Step 2, the ACC also check the frame-dropping probability when making a decision of acceptance/rejection. Fig. 8a, Fig. 8b has loose QoS requirements, and therefore the range is much larger.
OPTIMIZATION WITH ADAPTATION AND QOS GUARANTEE
In the previous section, we discuss how to guarantee some QoS parameters, i.e., required throughput, required delay, and/or an upper bound of frame dropping probability. In this section, we will study how to optimize the throughput and to guarantee the above QoS parameters via adaptation of initial window size. In Section 5.1, we study how to optimize the throughput without QoS considerations. In Section 5.2, we study how to optimize the throughput with QoS considerations. The methods proposed in this section can be applied to both the real-time traffic and the besteffort traffic, and we adopt the real-time traffic as an example.
An Adaptive Backoff Window Scheme
According to our numerical results and simulation results, we observe that for fixed number active stations or fixed amount of traffic load, when the initial window size of all stations is small, the throughput is small since there are a lot of collisions; as the initial window size increases, the throughput increases until reaching a maximum value; and then as the initial window size further increases, the throughput decreases. In other words, there is a maximum throughput for a fixed traffic load. In this section, our goal is to optimize the throughout via an adaptive backoff window scheme. By observations from the previous section, the optimization problem, i.e., to optimize the throughput with the initial window size, is to solve a group of nonlinear equations. It is difficult to obtain the optimal value. Let ½CW left ; CW right be the range of the initial window size, where CW left ¼ 2 and CW right is chosen relatively large so that the optimal value falls in ½CW left ; CW right . One approach is to find the optimal value via enumerating finite values as follows: Calculate and compare all the throughputs for all the integer initial window sizes in ½CW left ; CW right to obtain the optimal initial window size. Another approach is to use the binary search approach as follows:
1. The ACC estimates the value of n. 2. Let CW left ¼ 2 and CW right be a very large number.
Denote the throughput (T ) as a function initial window size: T ¼ T ðCW min Þ calculated using the method in the previous section. 
8.
If jCW left À CW rightj 1, go to 9; otherwise go to 3. 9. If T ðCW right Þ < TðCW left Þ, the optimal value is CW left ; otherwise, the optimal value is CW right . 10. The ACC distributes the optimal value to all the stations via a beacon frame. Fig. 9 shows optimal initial window sizes vs. number of stations. The optimal initial window size increases as the number of active stations increases. The optimal initial window size is 496 when the number of active stations is 30. Fig. 10 compares throughputs of the adaptive scheme and the fixed scheme. In the fixed scheme, the initial window sizes are 76, 160, 244, 328, 412, and 496. As illustrated in the figure, the adaptive scheme achieves the optimal throughput that bounds the fixed scheme.
An Adaptive Backoff Window Scheme with QoS Constraints
In the previous section, an adaptive scheme is proposed without QoS considerations. In this section, we also need to consider QoS guarantee. Let ½CW left ; CW right be the range of the initial window size, where CW left ¼ 2 and CW right is chosen relatively large. Basically, it needs two steps to find the optimal initial window size with QoS guarantee, i.e., throughput, delay, and/or frame-dropping probability. The first step is to find a set (denoted as A) of initial window sizes in which required throughput, required delay, and/or required frame-dropping probability can be guaranteed, where the set A is a subset of ½CW left ; CW right . The second step is to find an optimal initial window size with the maximum throughput in the set A. If the set A is the empty set, it means that the optimal window size does not exist, and the solution is either to loosen QoS requirements or to stop some stations. The latter way is not practical. If the approach is used for admission control, the request will be rejected. The approach is listed as follows.
Step 1: 1) The ACC estimates the value of n. 2) Try every integer point within ½CW left ; CW right as the initial window size to see whether QoS constraints are satisfied. Collect all points satisfying QoS requirements to form the set A.
Step 2: Find the optimal initial window size in the set A with the maximum throughput.
If the above approach is used to be admission control, the ACC will notify the requested station. One advantage of the proposed admission control is adaptation: the initial window size is adaptively changed in order to accommodate more real-time traffic flows. Fig. 11 shows the results of optimization via adaptation with QoS constraints, i.e., the required delay is 4ms and P QoS ¼ 0:1. As illustrated in the figure, the optimal initial window size increases as the number of active stations increases. The throughput is pretty high, about 81.4 percent to 81.9 percent. The delay is bounded by the QOS requirement, i.e., 4ms. The frame-dropping probability is bounded by 0.1. Therefore, QoS requirements are guaranteed.
CONCLUSION
In this paper, we have studied service differentiation, QoS guarantee, and optimization issues for the real-time traffic.
In service differentiation, we have proposed a simple priority scheme for real-time traffic with a smaller initial window size and no retransmission. An analytical model is proposed to evaluate system performance. Simulations are conducted to validate the analytical results. Our studies show:
. The proposed scheme can provide a good service differentiation. . Smaller window sizes might cause lower throughout and higher delay. . The frame dropping probability for the best-effort class is very small, and the frame dropping probability for the real-time class is relatively large, but with some proper mechanisms, it can be controlled in a reasonable range. . Both the initial window size and the retry limit are good parameters to differentiate classes. If one of the parameters in one class increases, the collision probability will decrease, and therefore, the performance will increase for another class. The total throughput may increase a little. . Both frame-dropping probabilities of the BE class and the RT class decrease as the BE class increases the retry limit. The frame-dropping probability of the RT class decreases little whereas the frame-dropping probability of the BE class decreases much more and goes near zero when the retry limit is near 12. . Simulation results match pretty well with the analytical results. We have proposed and studied some QoS guarantee mechanisms for the real-time traffic:
. We have proposed a simple scheme to provide an upper bound on frame dropping probability. Our results show that the QoS requirements (a bound on the frame dropping probability) can be guaranteed, and a stringent QoS requirement needs a larger initial window size. Therefore, frame dropping probability for the real-time traffic can be controlled with a reasonable value. . We have proposed an admission control scheme to provide guaranteed throughput and/or delay. We have observed that when the required delay is loosen (the required delay increases), more stations are accepted. For a fixed required delay, the scheme with a larger initial window size can accommodate more stations. . We have proposed an algorithm to guarantee throughput, delay, and/or frame dropping probability. We have obtained the admission control region, in which QoS can be guaranteed. We have further studied how to optimize the throughput with and without guaranteeing QoS parameters via adaptation of initial window size:
. We have studied how to optimize the throughput without QoS considerations. The optimal initial window size increases as the number of active stations increases. The optimal initial window size is 496 when the number of active stations is 30. The adaptive scheme achieves the optimal throughput that bounds the fixed scheme. . We have studied how to optimize the throughput with QoS considerations. Results show that QoS requirements are guaranteed and throughput is optimized.
