Bubbly flows are used in industrial processes to facilitate efficient mass and heat transfer for gas-liquid contact operations accompanied by chemical transformations, which are often associated with substantial heat liberation due to exothermic reactions. In this paper we study the heat transfer enhancement from a hot wall to bulk liquid, in the presence of bubbles. We use computational fluid dynamics, and specifically apply the local front reconstruction method as interface-tracking method. When a single bubble rises near a wall, the thermal boundary layer is sharpened enhancing heat transfer. This enhancement is initially located near the equator of the bubble, and then shifts to the wake of the bubble. Using stream wise periodic boundary conditions for flow and heat transfer, the wall-to-liquid heat transfer for developed flow conditions is quantified as function of gas fraction. The enhancement is strongly correlated with the relative bubble distance from the wall.
Introduction
Bubbles and bubbly flows are frequently encountered in both nature and industrial applications. In industry, bubbly flows can be found in different fields e.g. mineral processing (Bournival et al., 2015) , the chemical (Kantarci et al., 2005) , and food industry (Koksel et al., 2016) . One of the reasons for this widespread use of bubbly flows is enhanced heat transfer (Deckwer, 1980) , where the introduction of bubbles can be used for homogenization of temperature (Xia and Ahokainen, 2013) and facilitate efficient heat removal (McKetta, 1979; Krishna and Sie, 2000) . Although bubbly flows are frequently encountered, the fundamentals of heat transfer in dense bubble swarms are not completely understood. Heat transfer studies in bubbly flows can be divided into two broad classes of practical interest: wall-to-liquid heat transfer and immersed object-to-fluid heat transfer. Deckwer (1980) derived an expression for the heat transfer from the wall to the liquid due to a single rising bubble, by combining two existing theories. The first theory is the surface renewal model which postulates that a rising bubble near a heated surface leads to thinning of the boundary layer present at the wall due to the radial flow of liquid from the bulk to the wall. The second theory is Kolmogoroff's theory, which describes the energy dissipation of turbulent eddies. In this theory, the large scale eddies contain the major part of the kinetic energy, but contribute only little to the viscous dissipation. The kinetic energy cascades down from the large eddies to small eddies where the viscous dissipation takes place. The theory of isotropic turbulence can thus be applied to the bubbly flows where the bubble is considered as the large eddy and the flow structures formed due to the motion of bubble are the small eddies (Deckwer, 1980; Deen and Kuipers, 2013) . Therefore the micro scale eddies are responsible for the radial flow (inducing the renewal of fluid elements) postulated in the surface renewal model. Besides providing a theoretical derivation, Kumar et al. (1992) experimentally determined the instantaneous heat transfer coefficient in the case of heat transfer from an immersed object to the surrounding fluid, using a special heat transfer probe and found that, with increasing bubble volume the heat transfer is enhanced due to a larger wake and stronger vortices. Using the same heat transfer probe, Kumar and Fan (1994) found that an increase in viscosity of the liquid decreases the heat transfer due to a decay of circulation strength in the bubble wake. Using an immersed heater, Cho et al. (2002) showed an increase of the heat transfer coefficient with increasing column pressure and gas velocity, but a decrease with increasing liquid viscosity. Gvozdić et al. (2018 Gvozdić et al. ( , 2019 showed that the wall-to-liquid Nusselt number in homogeneous and inhomogenous bubbly flows is nearly independent of the Rayleigh number, and solely depends on the gas fraction.
Although, these experimental studies provided information on the effect of operating conditions and physical properties of the fluid, they do not elucidate the underlying mechanisms. Moreover, the extension of such studies to certain practical systems (e.g. molten steel (Müller et al., 2003; Catana et al., 2002) ) is difficult, if not impossible. The application of advanced multiphase Computational Fluid Dynamics (CFD) techniques offers an attractive alternative to obtain a better understanding of the underlying mechanisms and study complex fluids for which the available experimental techniques cannot be applied.
Because industrial bubble columns are typically many meters high, fully resolving the flow in such columns would require a massive amount of computational power. Therefore a multi-scale modeling approach (Deen et al., 2004) is used, which applies different levels of modeling to study the phenomena at several length scales. For the scale associated with industrial sized bubble columns, the Euler-Euler method is suited which represents the liquid and bubbles as two interpenetrating continuous phases. Since, this method relies on closures for bubble-liquid and bubble-bubble interactions (Zhang et al., 2006) , it is the least detailed model in the multi-scale modelling approach. In the Euler-Lagrange models, individual bubbles are tracked and as such provide more detailed information than Euler-Euler models. However, similar to the Euler-Euler model, the Euler-Lagrange model requires closures for the bubble-liquid interactions. Such closure relations can be obtained using Direct Numerical Simulations (DNS) (Buwa et al., 2006) . DNS solves the Navier Stokes equations without strongly restrictive assumptions. Because of the required high resolution, DNS is limited to small systems of the order of 100 bubbles.
For an accurate computation of the flow field around a bubble and the associated shape evolution, two classes of DNS methods exist: interface capturing and interface tracking. Popular methods using interface capturing are Volume of Fluid (VOF) and Level Set (LS), while Front Tracking (FT) and Local Front Reconstruction Method (LFRM) are popular examples of interface tracking based methods. A comprehensive review of these methodologies is given in Van Sint Annaland et al. (2006) . Because all interface capturing methods suffer from the problem of artificial numerical coalescence, these models are not able to simulate dense bubbly flows which is the main focus of this work. Therefore, LFRM will be used in this study. This method is an adaptation of the original Front Tracking method, which has no logical connectivity between triangular surface elements thus reducing the algorithmic complexity of the method (Shin et al., 2011) . In this work the LFRM is coupled with a single field formulation for the energy equation, to study wall-to-liquid heat transfer in bubble swarms.
Previously, Tanaka (2011) used a VOF method to study turbulent bubbly upflow between two parallel heated walls revealing enhancement of heat transfer (especially at high Prandtl numbers) due to bubble injection. Deen and Kuipers (2013) also used a VOF method to show that the wall-to-liquid heat transfer is enhanced by addition of the bubbles, especially when bubble coalescence occurs close to the hot wall. Piedra et al. (2015) showed using the FT method, that the heat transfer is more efficient when the channel is inclined at 30 and 60 . For bubble swarms with a fixed void fraction of 3 %, Dabiri and Tryggvason (2015) found that the smaller spherical bubbles move towards the wall, while the larger deformable bubbles cluster in the center of the channel. They used the FT method and a transformed temperature approach to study bubble swarms, periodic in the streamwise direction, with an imposed constant wall heat flux boundary condition.
In the present study, we will focus on the fundamentals of wallto-liquid heat transfer in moderately dense bubbly flows (2.5-20%). In Section 2, the governing equations and the coupling of the LFRM with the energy conservation equation will be described. Subsequently, in Section 3, the numerical method will be explained together with the implementation of the boundary conditions. In Section 4, the verification and validation will be reported, whereas in Section 5 and Section 6, the main results will be presented. Finally, the main conclusions will be summarized.
Governing equations
For the solution of a multiphase system with associated heat transfer, the flow equations along with the energy equation have to be solved. For the flow equations, the present work uses the modified LFRM method developed in the works of Rajkotwala et al. (2018) and Mirsandi et al. (2018) , which is based on the method initially proposed by Shin et al. (2011) . In this model, the fluid is assumed to be incompressible. The Navier-Stokes equation (Eq. (1)) is solved together with the continuity equation (Eq. (2)), to solve for the velocity field, u and the pressure field, p. q @u @t
where q; l are the local density and viscosity, whereas g is the acceleration due to gravity. The Navier-Stokes equation is solved using a one-field approximation where surface tension is taken into account using a source term which is calculated using the hybrid method of Shin et al. (2011) :
surface tension, r is assumed to be constant. Here, d is a three dimensional dirac-delta function, n f is the unit normal vector to the interface, j f is twice the mean curvature of the interface and
x f is the location of the interface. The phase fraction of the dispersed phase, /, is accurately calculated in each Eulerian cell from the marker positions using a geometrical method (Dijkhuizen et al., 2010) . With this phase fraction the local density and viscosity are calculated by using simple linear averaging and harmonic averaging with a weighted basis of density (Prosperetti and Rein, 2002) , respectively:
To obtain the temperature field, the conservation of energy equation is solved neglecting viscous dissipation leading to Eq. (5).
where T is the temperature, C p is the heat capacity and k is the thermal conductivity. Similar to the physical properties of flow, the local thermal properties viz. the heat capacity and thermal conductivity are obtained by using simple linear averaging and harmonic averaging respectively:
All the aforementioned physical and thermal properties of both the phases are assumed to be constant in this study.
Numerical method

Computation of the flow and temperature fields
In the current finite volume implementation, the transport equations are integrated over each control volume and are discretized on a staggered Cartesian grid storing all scalars and physical properties at the cell centers while all velocity components are stored at the cell faces. The momentum equations are solved using a fractional step method in which a tentative velocity u Ã is computed from Eq. (1) using the pressure at previous time step, p n (Das et al., 2018) . The convective fluxes are discretized using a total variation diminishing (TVD) min-mod scheme and are treated explicitly, while the diffusive fluxes are discretized with an implicit central differencing scheme. Subsequently, the pressure Poisson equation is solved to obtain the pressure correction. Both the discretized momentum equations, and the pressure Poisson equation, lead to a system of linear algebraic equations, which are solved using a Block-Incomplete Cholesky Conjugate Gradient (B-ICCG) method based solver (Deen and Kuipers, 2013; Das et al., 2018) . The solver is capable of handling large density ratios such as air-water (q l =q g % 1000) and is parallelised using OpenMP.
Subsequently, the triangular marker positions are updated using the local velocities, which are obtained from the Eulerian grid using cubic spline interpolation. The marker positions are moved using a fourth order Runge-Kutta time integration. After this advection, the interface is reconstructed according to the procedure in Rajkotwala et al. (2018) , Mirsandi et al. (2018) followed by the phase fraction update using the new interface position. Finally, the temperature field is computed by solving Eq. (5) using the same aforementioned discretization schemes for convection and diffusion.
Boundary conditions
The boundary conditions at the domain boundaries are enforced with the help of a layer of halo or ghost cells around the domain. Due to the staggered grid arrangement, the normal velocities are defined exactly at the domain boundaries, while for the tangential velocity components, temperature and the pressure boundary conditions are enforced using the halo cells.
In this study, periodic boundary conditions are used in the streamwise direction to study the system behavior without entrance and/or exit effects, while employing relatively small domains. The periodic boundary conditions for velocity and pressure for single phase flows is based on the work of Patankar et al. (1977) . For a domain periodic in the streamwise direction, the velocity profile repeats itself and for the pressure there is a fixed pressure drop. Hence, for any point x; y; z ð Þ in a periodic domain of length L, we can write: u x; y; z ð Þ¼u x þ L; y; z ð Þand p x; y; z ð ÞÀp x þ L; y; z ð Þ¼b L where, b is the constant macroscopic pressure gradient that is added to the momentum equation (Eq.
(1)) as a source term. In the case of buoyancy driven bubbly flows, the approach proposed by Balcázar et al. (2017) 
from the right hand side of the momentum equation (Eq. (1)) to prevent an accumulation of momentum during the simulation. The energy equation is solved in a periodic domain using the primitive variable form in contrast to other implementations (Dabiri and Tryggvason, 2015) , where the equation was nondimensionalised with added source terms. If the solid walls (domain boundaries or immersed boundary) are subjected to a constant heat flux then, for moderate to high Peclet number (Pe) flows (negligible axial conduction) the temperature field varies linearly on a larger length scale such that
and T b j x¼L represent the cup-mixing bulk temperatures at the upstream and downstream boundary of the periodic domain, respectively. However, if the walls are kept at a constant temperature, T S , the nondimensional temperature field (H) repeats its profile in the stream-
Following the work of Beale (2005) , both conditions can be combined as:
where; for constant wall temperature :
or; for constant wall heat-flux :
For a channel bounded by two walls at different but constant temperatures, i.e. one hot wall at temperature T hot and one cold wall at temperature T cold , Beale (2008) reported the method to work when T b is equal to the average temperature of both walls in Eq. (9). A further simplification of this condition, if substituted in Eq. (8) and (9), leads to the simple periodic condition of T x; y; z ð Þ¼T x þ L; y; z ð Þ which has also been used in our work besides the one proposed by Beale (2008) . In Section 4.3 and 4.4 a comparison of the different methods will be given.
Calculation of heat flux at the walls
In this work, two kinds of Nusselt numbers are reported: the local Nusselt number (Nu) defined at a slice perpendicular to the streamwise direction and the wall-averaged Nusselt number ( Nu h i) derived from the wall-averaged heat flux calculated at the walls. A second order polynomial is obtained for the temperature near the solid wall using the temperature at the wall (T w ) and the neighboring nodes (T 1 and T 2 ). Subsequently, the heat flux at the solid wall can then be calculated using Fourier's law and the temperature gradient at the wall as:
where k f is the thermal conductivity of the fluid phase, and Dx is the grid size. For the calculation of the surface-averaged heat flux, the local values are summed over all the control volumes that possess a face with a solid wall.
Verification and validation
A detailed verification and validation of the basic hydrodynamic model with LFRM can be found in the papers of Rajkotwala et al. (2018) and Mirsandi et al. (2018) . Therefore, this work will only include verification and validation of the combined heat transfer and LFRM framework as discussed in Section 2, with extensions to periodic systems as well.
Heat transfer in laminar flow through a square duct
First of all, the implementation of convective heat transfer was studied using a laminar flow through a (non-periodic) square duct with constant wall temperature. For a square duct with a width d, the expression for the surface-averaged Nusselt number for thermally developed flow is given as:
where k f is the thermal conductivity of the fluid and h h i is the surface-averaged heat transfer coefficient, where the averaging is performed only for the thermally developed region. The theoretical value for thermally developed duct flow at the limit Pe ! 1 is Nu ¼ 2:98. The data used to simulate this validation case can be found in Deen and Kuipers (2013) . It corresponds to an axial Péclet number: Pe ¼ 20 and a Graetz number: Gz ¼ 2. The simulation was carried out for three different grid resolutions: 20 Â 20 Â 200; 40 Â 40 Â 400 and 80 Â 80 Â 800. The observed Nusselt numbers are 3:005; 2:996 and 2:988, respectively, where the averaging is performed only for the thermally developed region excluding the boundary effects near the outlet (from 7d to 9d).
Conjugate heat transfer
Secondly, the implementation of the conductive heat transfer in multiphase systems is validated using a spherical discrete phase (''sphere") kept in a quiescent continuous phase similar to the case reported by Das et al. (2018) where the authors used a sharpinterface formulation for the energy equation (Eq. (5)). In this work, the discrete phase is initialized with a temperature, T 1 ¼ 373 K, whereas the continuous phase is kept at a temperature, T 0 ¼ 293 K. The problem is solved using the thermophysical properties of three different (discrete-continuous) systems: aluminawater, alumina-air and air-water. The phase fractions are initialized using the LFRM framework which are required to compute the mixture properties on the Eulerian grid. The flow solver is not active during the course of the simulation. The simulation parameters for this case is presented in Table 2 . The dimensionless temperature, H, is defined as:
The present problem can be simplified to a 1D spherical coordinate system which can be solved using a very high resolution body fitted grid with fully implicit sharp interface formulation for heat transfer as detailed in Appendix B of Das et al. (2018) . The solution thus obtained from this 1D formulation can be considered as a grid and time step independent solution, which will be used for verification in this study. Fig. 1(a) , (b) and (c) shows the radial nondimensional temperature profiles starting from the centre of the ''sphere". The radial distance (r) is non-dimensionalized as e r ¼ r=r p , where r p is the radius of the ''sphere". The figures show the results for three different grid resolution: 20, 40 and 80 grid cells per diameter of the ''sphere" (d p =D) and for three different times. It can be observed that the current simulations approach the (semi) analytical solution, as the time progresses, and the grid resolution is increased.
Periodic single phase channel/duct flows
To test the implementation of periodic boundary conditions, flow through a square duct/parallel plate is simulated with periodic boundary conditions imposed in the flow direction. The simulation domain is of the same width as considered in Section 4.1, but the length is now equal to the width resulting in a cubical domain. The simulations are carried out with same physical properties as taken for the longer duct in Section 4.1, for three different grid resolutions for periodic case: 20 Â 20 Â 20 (G20), 40 Â 40 Â 40 (G40), 80 Â 80 Â 80 (G80) and the corresponding non-periodic counterparts: 20 Â 20 Â 200 (G20), 40 Â 40 Â 400 (G40), 80 Â 80 Â 800 (G80), respectively. For flow to occur in this periodic domain, a constant pressure drop is imposed along the flow direction (xdirection). Table 1 shows the three cases considered in this study with different thermal boundary conditions. For case 1, all the four boundaries in the other two cardinal directions are considered as no slip walls (with a constant temperature), whereas in case 2 and 3 only the boundaries in the Ày and þy direction are taken as no slip walls (prescribed with either constant but different wall temperatures, or constant non-zero heat flux) whereas Àz and þz boundaries are taken to be as free slip walls (with zero heat flux boundary conditions assuming spatial homogeneity in the x and z direction as the driving force for heat transfer occurs only in the wall normal direction). Different formulations of the thermal boundary conditions at the walls are considered and the results are compared with the non-periodic case. Table 1 also shows the values of Nusselt numbers obtained from this study, which clearly shows the agreement between the periodic and its corresponding non-periodic counterpart.
However, in bubbly flows the velocity and temperature profiles are not symmetric therefore, the aforementioned cases in Table 1 are re-performed with a fluid of dynamic viscosity, l, which is a function of time, t, and the distance from the bottom wall, y, as:
where l 0 is the viscosity of the previous test. For the case of constant but different wall temperatures, considering the bulk temperature to be the average of wall temperatures as stated in the paper of Beale (2005) , resulted in temperatures lower than the cold wall temperature and higher than the hot wall temperature. No such problem arises for the standard temperature periodic condition as mentioned in Section 3.2. Hence, for all further simulations containing a hot and cold wall, a simple periodic boundary condition for temperature is used. Fig. 2 shows the transient evolution of Nusselt number, Nu, where excellent agreement between the values obtained from periodic (short channel) and the corresponding non-periodic (long channel) systems is obtained.
Periodic two-phase stratified flow
With the previous subsection, the implementation of periodic boundary conditions were verified for single phase flows whereas in this subsection the implementation is checked for multiphase flows where a two-phase stratified flow in a channel confined by two parallel plates is simulated as schematically shown in Fig. 3 . A third of the channel is initially filled with fluid-0 and the other two third is filled with fluid-1. The inlet flow rates (in case of non-periodic system), Q 0 and Q 1 , are taken the same. As the simulation progresses the interface moves to attain a fully developed dimensionless height measured from the bottom plate, H fd . For a given viscosity ratio, the analytical expression for H fd as well as the fully-developed dimensionless velocity profile is given by Gada et al. (2013) . The analytical value of H fd for the viscosity ratio considered in this study is 0.2681. All other parameters for this test case can be found in Table 3 . Fig. 4(a) shows the obtained fullydeveloped dimensionless velocity profile and H fd along with the analytical profile. In this case, the fully developed dimensionless temperature, H, profile for the (short) periodic channel is compared with the corresponding (long) non-periodic counterpart. The respective dimensionless temperatures for the different thermal boundary conditions are defined as:
where T w is the constant wall temperature, T h and T c are the hot and cold wall temperature respectively, for the case of constant different wall temperatures whereas, T w 1 and T w 2 are the instantaneous wall temperatures resulting from the constant heat flux, q w . Fig. 4(b) , (c) and (d) shows the dimensionless temperature variation along the width of the channel. The graph shows that the periodic implementation of the hydrodynamics and the heat transfer are correct for multiphase flows.
Periodic bubbly flow
This last verification case is performed to check if the method works in the case of bubbly flows. For the fluid flow, the periodic boundary conditions for buoyancy driven bubbly flow, mentioned in the paper of Balcázar et al. (2017) are used. In this test, two simulations are performed in which a single spherical bubble is kept in a cubical domain of size 80 Â 80 Â 80. For one simulation the bubble is initiated near the bottom of the domain (20 grid cells from the Àx boundary) whereas for the other simulation the bubble is initiated near the top of the domain (60 grid cells from the þx boundary), keeping all other parameters the same. The physical properties are chosen such that the Eötvös number, Eo, and the Morton number, Mo are equal to 5 and 10 À5 , respectively. yboundaries are taken as no slip walls with constant but different temperatures (hot wall and cold wall taken with temperatures 393 K and 193 K, respectively) whereas the z-boundaries are con-sidered to be free slip walls with zero heat flux. Gravity acts in the Àx direction and periodic boundary conditions are imposed on the x-boundaries. For both the simulations, the instantaneous local Nusselt number, Nu, is recorded at a slice placed 4 grid cells above the bubble as shown in Fig. 5 . It can be observed from the figure that the temporal evolution of the instantaneous local Nu matches perfectly thus verifying the implementation of the periodic boundary conditions.
Wall-to-liquid heat transfer in presence of a single rising bubble
In this section, the heat transfer enhancement due to a single rising bubble is studied using the LFRM-based framework. As a first case, the dynamics of a single rising bubble near a hot wall is studied followed by the (quasi) steady state effects in periodic domains confined by a hot and cold wall.
Single bubble rising along a hot wall
The liquid agitation caused by a single bubble rising near a hot wall causes heat transfer enhancement in the vicinity of the bubble (Deen and Kuipers, 2013) . In this subsection, simulations will be reported for the same system as studied by Deen and Kuipers (2013) who used an extended VOF model. The simulation parameters can be found in Table 2 of Deen and Kuipers (2013) . The domain is initially filled with liquid kept at a temperature, T 0 ¼ 293 K. A spherical bubble (of initial diameter, d b ¼ 0:01 m) at the same temperature is initialized with its centre at 4 bubble diameters above the bottom and 0.75 bubble diameters from the hot wall. The domain considered here is of size 4d b Â 4d b Â 16d b which is discretised into 80 Â 80 Â 320 grid cells. All walls are considered to be rigid no-slip walls. For the energy equation, all walls are considered to be adiabatic except the right wall (þy boundary) which is maintained at a temperature T w ¼ 393 K. Fig. 6 shows the snapshots of the rising bubble with the evolving non-dimensional temperature field defined as:
Þ , for the central x À y plane. The figure shows the effect of the rising bubble on the heating of the liquid due to the hot wall. The main effect is the thinning of the thermal boundary layer near the bubble, which is qualitatively in agreement with the model proposed by Deckwer (1980) . It can also be seen that the bubble has the To quantify the effect of bubble propagation on the heat transfer, the wall heat transfer coefficient, h w , is calculated as:
This heat transfer coefficient can then be normalized using the heat transfer coefficient obtained from the penetration theory of Higbie (1935) , h p , to obtain the normalized heat transfer coefficient, U, as:
where the physical properties correspond to that of the liquid phase. Fig. 7(a) shows the axial profiles of the normalized heat transfer coefficient with the dimensionless distance x=L along the hot wall, at different instances of the simulations. The dots in the figure correspond to the peaks of the profile as reported by Deen and Kuipers (2013) . The peaks obtained in our simulations show close resemblance with those obtained by Deen and Kuipers (2013) , but move slightly faster, which is consistent with the increased Reynolds number obtained in the current simulations. Fig. 7(b) shows the axial profile of the normalized gas fraction along with the corresponding normalized heat transfer coefficient for four different instants during the simulation. The peak in the normalized gas fraction signifies the position of the equator of the bubble. It is evident from this figure that the maxima in the heat transfer coefficient coincide initially with the position of the equator of the bubble but eventually shifts to the base of the bubble. This is (probably) caused by the bubble moving away from the wall as it rises. In Fig. 7(a) and (b), a secondary smaller peak is also observed in the axial dimensionless heat transfer coefficient profile. This peak is obtained due to the presence of a re-circulation zone at the tail of the bubble wake, which is caused by the noslip boundary condition on the surrounding walls. It is to be emphasized that the observation of a single primary peak followed Fig. 4. (a) Non-dimensional velocity profile and interface location for stratified flow between two parallel plates (line represents the analytical solution (Gada et al., 2013) whereas symbol represents the numerical solution obtained using the periodic boundary conditions). Non-dimensional temperature profiles and interface location for stratified flow between two parallel plates for three different thermal boundary conditions: (b) Constant but same wall temperature (c) Constant but different wall temperature (d) Constant wall heat flux (lines represent the non-periodic (long) channel and symbols represent the periodic channel). by a gradual decrease in the heat transfer coefficient (as observed in Fig. 7) is due to the bubble having a well-defined elongated wake region. This observation would not be valid for bubbles with spiral rising trajectories or bubbles at high Reynolds number with wake instabilities. Although, the highest peak would still exist near the bubble which is the zone of maximum radial velocities due to the passage of bubble.
Single bubble rising between a hot and a cold wall
To extend the fundamental insights on the wall-to-liquid heat transfer due to rising bubbles, a single bubble rising in a periodic domain confined by a hot and cold wall is studied as well. This case will provide more insight because the domain size is not limiting the maximum run-time of the simulation and hence quasi-steady behavior of such a system can be obtained. In these simulations, the domain considered here is of same height and width as in the previous case but with length now reduced to be equal to the width. The grid resolution of 20 grid cells across the bubble diameter is used to ensure nearly grid independent results van Sint Annaland et al., 2005) . Simulations are performed for a bubble in the wobbling regime (Mo ¼ 2:62 Â 10 À11 ; Eo ¼ 2:17) and in the ellipsoidal regime (Mo ¼ 9:48 Â 10 À4 ; Eo ¼ 3:88). The thermal properties of the liquid phase are kept the same for both the cases to enable comparison of heat transfer effectiveness, with respect to the different regimes. This choice of thermal properties result in Pr ¼ 1, which relaxes the computational requirements. The hydrodynamic properties in the wobbling bubble simulation correspond to that of an airwater system. The physical properties used in the simulations are given in Table 4 .
To compare the heat transfer enhancement, the instantaneous wall-averaged Nusselt number for both cases is shown in Fig. 8 . The figure shows that Nu for the spherical bubble attains a constant value whereas for the wobbling bubble, a more chaotic behavior around a mean value is obtained. It is also observed that the Nu for the wobbling bubble is considerably higher than that for the spherical bubble. The fluctuating behavior of the wobbling bubble is attributed to the shape oscillations of the bubble and heat capacity (J= kg Á K ð Þ ) 1:0 Â 10 3 4:2 Â 10 3 9:0 Â 10 2 thermal conductivity (W= m Á K ð Þ ) 3:0 Â 10 À2 6:0 Â 10 À1 3:0 Â 10 1 Domain Size (in terms of dp) AI in WA AL in AI AL in WA 5 Â dp 15 Â dp 6 Â dp the meandering path of the bubble from one wall to the other whereas the path of the ellipsoidal bubble is straight with no associated shape oscillations.
To investigate the effect of position oscillations, the correlation between the instantaneous wall-averaged Nusselt number and the proximity of the wobbling bubble to the wall is studied. Fig. 9 shows the temporal evolution of the wall-averaged Nusselt number calculated at the right (cold) wall and the dimensionless distance of the bubble center from the left wall, Y (which signifies the proximity to the right wall). The distance is nondimensionalised by the channel width (a value of Y ¼ 0 and Y ¼ 1 corresponds to the position of the left wall and right wall, respectively). A maximum in the cross-correlation of 0.82 is obtained when the time lag amounts to 0:045 s which is shown with the dash-dotted line in the figure. The dotted line in the graph signifies the dimensionless radius of the bubble from the wall. This obtained lag can be explained by a similar behaviour that was observed in Section 5.1 where the peak in the Nusselt number shifts from the equator of the bubble towards the base of the bubble as the bubble moves away from the wall. Here, the bubble's distance from the wall is fluctuating, which introduces higher lag contributions when the bubble is far away from the wall. This is because the radial momentum generated by the moving bubble takes more time to reach the wall in order to increase the heat flux from the wall to the liquid.
Bubble swarms heat transfer
After obtaining the fundamental insights using the single bubble cases, the swarm effects will now be reported by focusing on the effect of the gas fraction on the wall-to-liquid heat transfer. The characteristics of the simulation domain used here are the same as in Section 5.2 as schematically shown in Fig. 10 . The physical properties used in the simulations correspond to those of the wobbling bubble case (Mo ¼ 2:62 Â 10 À11 ; Eo ¼ 2:17 and Pr ¼ 1) listed in Table 4 . A grid resolution of 24 grid cells per bubble diameter and time step of 10 À5 s is used for all swarm simulations. The hot wall and cold wall are maintained at a temperature of 393 K and 193 K, respectively. The bubbles are initialized as spheres placed randomly (but without overlap) in the simulation domain since bubble positioning in a structured fashion inherits the features of the initial configuration for a relatively long time (Roghair et al., 2011; Roghair et al., 2013) . The required minimum number of bubbles to obtain a bubble number independent solution was found to be 15 bubbles for a gas fraction in the range of 2-10% which is similar to earlier work for the gas fraction in the range of 10-40% (Roghair, 2012) . Therefore, in this study 16 bubbles are used for all the simulations. To vary the gas fraction, the height of the channel is changed while maintaining a constant width (16 mm) because, all the driving force for the heat transfer exists in the wall normal direction whereas the plane average temperature along the depth and height of the channel are invariant. Coalescence is suppressed for gas fractions higher than 10% by using a procedure outlined by Roghair (2012) on page 29, whereas for low gas fractions they do not occur. The simulations are conducted for a sufficiently long time, to attain a statistically steady state behaviour. Fig. 11(a) shows a simulation snapshot of the bub- Fig. 11(b) and (c) shows the dimensionless temperature profiles on the adjacent vertical plane near to the cold wall and hot wall, respectively. The wall-averaged Nusselt numbers and the average bubble velocities obtained after the system attained a (quasi) steady behavior are given in Fig. 12(a) and (b) , respectively. Fig. 12(b) shows that an increase in the gas fraction decreases the average bubble rise velocity, which is attributed to an increased hindrance in bubble motion by other bubbles with increasing gas fraction. Fig. 12(a) shows that the Nusselt number first increases in the gas fraction range of 1-10% and then approaches a plateau for higher gas fractions. The increase at low gas fractions can be explained by the increasing number of bubbles that are in close proximity to the wall as the gas fraction increases. This will increase the thinning of the thermal boundary layer and a corresponding increase of the Nusselt number as shown for the single bubble case. However, a continuing increase in gas fraction will lead to a decrease in the velocity fluctuations as well, which will reduce the local heat transfer rate. This trade off is noticeable in the simulation results at gas fraction exceeding 10% . As shown in Fig. 12(a) , the Nusselt number obtained from the simulations scales with a 0:21AE0:016 with a correlation coefficient, R 2 , of 0.90. This exponent is much lower than the result of Gvozdić et al. (2018) who obtained a similar scaling but with a power of 0:45. Note, however, that this scaling was obtained for experiments with low gas fractions in the range of 0.5-5%. When only the low gas fraction changes are taken into account, the obtained scaling changes to a 0:25AE0:036 with R 2 of 0.97. The difference between the experimental results and the simulation can be attributed to the difference in channel width (230 mm and 16 mm, respectively). In addition, the velocity perturbations due to the free surface in the pseudo-2D column and the bubble injection are also not included in the current model. Besides, the current model does not include the effect of contaminants, break-up and coalescence. Finally and most importantly, the current correlation is obtained using a fixed bubble size of 4 mm, while the bubble size in the experiments is varied in the range of 2.1-3.4 mm, by changing the inlet gas flow rate to obtain gas fractions in the range of 1-5%. This also explains the stronger dependence obtained for the average bubble velocity, u bub , in the current simulations (a À0:24 ) in comparison to those obtained from the experiments (a À0:1 ). The combined effect of these factors results in a weaker dependence of the Nusselt number on the gas fraction obtained in this study. To investigate the effect of bubble position on the heat transfer rate as found for the single bubble, an analysis similar to that of Section 5.2 is carried out by recording the bubble positions and the instantaneous wall-averaged Nusselt number defined for the hot and cold walls. The y-position of the bubble centers, which signify the proximity of the bubbles to the right cold wall, are nondimensionalised by the channel width. Subsequently, an average quantity e Y is defined as the average of the squared dimensionless y-position, where squaring ensures higher weights to the bubbles close to the right wall. Fig. 13 shows the profiles of the e Y along with the instantaneous wall-averaged Nusselt number observed at the right (cold) wall for three different gas fractions viz: 5%, 7.5% and 10% where a strong correlation between the peaks can be observed. Table 5 lists the values of the maximum cross correlation obtained for all the gas fractions along with their respective time lags. From the table, it is evident that the cross-correlation coefficient and the corresponding time-lag increases with decreasing gas fraction. The increase in the lag with decreasing gas fraction is probably caused Fig. 12. (a) Dependence of Nusselt number on the gas fraction (symbols) and the associated power law fit (solid line) (b) Dependence of the bubble rise velocity on the gas fraction (symbols) and the associated power law fit (solid line). Annotated text boxes represent the curve fit values for different gas fraction range where p is the obtained power of the fit and r 2 is the coefficient of determination. by a decrease in the probability of finding a bubble close enough to the wall to actually perturb the thermal boundary layer. As the gas fraction increases, the strength of cross-correlation decreases since the bubbles are more randomly dispersed across the width of the channel. The observation of transport lag of the radial momentum imparted by the bubble to the surrounding fluid medium is in agreement to the findings observed in Section 5.2 and with the theory proposed by Deckwer (1980) .
Conclusion
In this work, the effect of bubbles on the wall-to-liquid heat transfer was studied using the Local Front Reconstruction Method (LFRM). This method was modified to simulate periodic heat transfer systems using different thermal boundary conditions: constant wall temperature and constant heat flux. The methodology proposed in this work was rigorously verified and validated for various single phase and multiphase flows.
Subsequently, the effect of a single rising bubble on the heat transfer rate from a hot wall to the liquid was studied. It was observed that the location of maximum heat transfer was near the bubble, where cold fluid is pushed towards the wall. Behind the bubble, the heat transfer rate is minimal because the liquid motion is directed away from the wall. By inspecting the normalized heat transfer coefficient profiles with corresponding bubble positions, it was inferred that, as the bubble moves away from the wall, the heat transfer peak shifts from the center of the bubble to the base of the bubble. This effect can be viewed as a lag in the response of the heat transfer to the distance of the bubble from the wall. For a system with streamwise periodic boundaries, the (quasi) steady state effect on the wall-to-liquid heat transfer with a single bubble rising in a domain confined by a hot and cold wall was studied. The Nusselt number obtained for the wobbling bubble was found to be higher with pronounced chaotic fluctuations in comparison with the ellipsoidal bubble. This can be attributed to the fact that, unlike the ellipsoidal bubble that maintains a constant equilibrium trajectory, the wobbling bubble meanders from one wall to the other where it disturbs the thermal boundary layers near the confining walls, thus resulting in enhanced wall-toliquid heat transfer. To quantify the effect of position oscillations, a cross-correlation study was performed and it was found that a bubble with close proximity to the wall enhances the heat transfer.
Finally, the swarm effects were investigated by changing the gas fractions in the range of 2-20% for the wobbling bubbles. The resulting wall-averaged Nusselt number showed an increase with increasing gas fraction between 2 and 10% and slowly approaching a plateau as the gas fraction is further increased (10-20%). It was found that the Nusselt number scaled with the gas fraction as:
Nu / a 0:25 . The cross-correlation between the instantaneous wallaveraged Nusselt number at the right (cold) wall and the proximity of the bubbles to the right wall was examined as well. It was found that dense bubble swarms produce a stronger correlation whereas the associated lag reduces. However, a statistically significant cor- relation exists between the heat transfer enhancement and the proximity of the bubbles to the walls in all the cases. For further work, the effect of physical properties and clustering on the wall-to-liquid heat transfer enhancement should be studied. The heat transfer could be enhanced by two modes viz: bubble migration in the channel and small-scale bubble oscillations. Similarly, the heat transfer rate could be lowered if the bubbles form a cluster and move together thus leading to less agitation in the liquid phase. In addition, natural convection is currently not implemented in the model, but can be incorporated by using the Boussinesq approximation for moderate temperature gradients across the wall. However, it has been reported in the work of Gvozdić et al. (2018) that at moderate gas fractions (% 3%), the convection rolls between the hot and cold walls are perturbed by the passing bubbles to such an extent that there is no substantial effect of natural convection. Finally, the thermal properties in this work are fixed such that the Prandtl number (which is related to the ratio of the thermal boundary layer thickness to the momentum boundary layer thickness) is 1. It would be interesting to study the heat transfer enhancement, which is generally higher in the cases of high Prandtl numbers. However, to perform these simulations at a moderate computational cost, non-homogeneous grid refinement or adaptive grid refinement is essential.
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