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INTERSECTION PAIRINGS ON SINGULAR MODULI SPACES OF
BUNDLES OVER A RIEMANN SURFACE AND THEIR PARTIAL
DESINGULARISATIONS
L.C. JEFFREY, Y.-H. KIEM, F.C. KIRWAN, J. WOOLF
Abstract. This paper studies intersection theory on the compactified moduli spaceM(n, d)
of holomorphic bundles of rank n and degree d over a fixed compact Riemann surface Σ of
genus g ≥ 2 where n and d may have common factors. Because of the presence of singulari-
ties we work with the intersection cohomology groups IH∗(M(n, d)) defined by Goresky and
MacPherson and the ordinary cohomology groups of a certain partial resolution of singular-
ities M˜(n, d) of M(n, d). Based on our earlier work [25], we give a precise formula for the
intersection cohomology pairings and provide a method to calculate pairings on M˜(n, d).
The case when n = 2 is discussed in detail. Finally Witten’s integral is considered for this
singular case.
1. Introduction
This paper studies intersection theory on the compactified moduli spaces M(n, d) and
MΛ(n, d) of holomorphic bundles of rank n and degree d over a fixed compact Riemann
surface Σ of genus g ≥ 2 (and with fixed determinant line bundle Λ in the case ofMΛ(n, d)),
and their partial desingularisations M˜(n, d) and M˜Λ(n, d) in the sense of [37, 40]. Here n
and d may have common factors so thatM(n, d) andMΛ(n, d) may be singular; when n and
d are coprime then M˜(n, d) = M(n, d) and M˜Λ(n, d) = MΛ(n, d) and the results of this
paper have already been obtained in [29]. Indeed, intersection theory on these moduli spaces
when n and d are coprime has been studied intensively for several decades [3, 5, 6, 7, 13, 21,
22, 29, 35, 44, 52, 53, 60, 61, 64, 69]; more recently work has also been done on the singular1
moduli spaces, in particular M(2, d) when d is even [32, 33, 34]. Our aim here is to extend
the results of [29] on intersection pairings in the cohomology ofMΛ(n, d) to the case when n
and d are not coprime, by using the methods of [25]. Because of the presence of singularities
we work with the intersection cohomology groups IH∗(M(n, d)) and IH∗(MΛ(n, d)) defined
by Goresky and MacPherson [16, 17] and the ordinary cohomology groups of the partial
resolutions of singularities M˜(n, d) and M˜Λ(n, d) of M(n, d) and MΛ(n, d) [37, 40]. The
formulas we obtain for the intersection pairings in IH∗(M(n, d)) and IH∗(MΛ(n, d)) (see
Theorem 35) follow easily from the results of [29, 32, 25] and are essentially the same as in the
coprime case studied in [29]. As was shown in [32] these pairings can be regarded as providing
some of the intersection pairings in H∗(M˜(n, d)) and H∗(M˜Λ(n, d)). The complete picture
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1The moduli spaces M(n, d) and MΛ(n, d) are singular if and only if n and d have a common factor,
except in one special case: when g = 2 then M(2, d) and MΛ(2, d) are nonsingular when d is even as well
as when d is odd.
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of the pairings in H∗(M˜(n, d)) and H∗(M˜Λ(n, d)) is much more complicated to describe; we
give a method for calculating these (see Theorem 35) and carry out the case when n = 2 in
detail (see Theorem 42).
The original motivation for both [29] and this article (as well as much other work) was
[64], where Witten studied the moduli spaces M(n, d) as symplectic reductions of infinite
dimensional affine spaces by infinite dimensional groups following [3]. He found formulas for
intersection pairings on these moduli spaces for coprime n and d from asymptotic expansions
of certain infinite dimensional integrals as a parameter ǫ tends to 0. He did this by showing
that each integral is a sum of terms tending to 0 exponentially fast with ǫ, together with a
polynomial in ǫ whose coefficients are intersection pairings on the moduli space. Witten’s
formulas were later proved using finite-dimensional methods in [29] forM(n, d) andMΛ(n, d)
with coprime n and d, and for moduli spaces of principal bundles for more general compact
groups in [48]. Witten also gave formulas for the asymptotic expansions of his integrals in
the case of bundles of rank two and even degree, and noted that powers of ǫ1/2 appeared. In
fact (cf. [25, 56, 65, 4]) when n and d are not coprime Witten’s integrals are always sums of
polynomials in ǫ1/2 rather than ǫ, together with terms tending to 0 exponentially fast with
ǫ. Some of the coefficients of integral powers of ǫ in these expressions can be interpreted as
intersection pairings; however it is not clear whether there is a geometrical interpretation of
the coefficients of the half-integral powers of ǫ.
The layout of this paper is as follows. In §2 we recall the results we shall need from [25] on
intersection pairings on geometric invariant theoretic quotients and symplectic reductions.
§3 recalls facts about moduli spaces of vector bundles over curves and their partial desingu-
larisations. In §4 we review the finite-dimensional methods used in [29] to rederive Witten’s
formulas in the case when n and d are coprime, and in §5 we combine these methods with the
results of [25] to calculate the pairings in IH∗(M(n, d)) in Theorem 35. The pairings in the
intersection homology IH∗(MΛ(n, d)) of the moduli space of bundles with fixed determinant
can be obtained from these calculations. Indeed, the latter part of the paper deals only
with M(n, d) and M˜(n, d) since computations for MΛ(n, d) and M˜Λ(n, d) can be easily
derived from these, see Remark 32. §6 begins the much more laborious task of extending
these calculations to cover all the pairings in H∗(M˜(n, d)), by expressing such pairings as
sums of formulas like those already seen together with certain ‘wall-crossing terms’ given by
integrals over symplectic quotients of projective bundles (Theorem 35). §7 completes the
calculation of pairings on M˜(n, d) by explaining how to use the techniques of [25] to com-
pute the wall-crossing terms inductively via integration over the fibres; unfortunately this
becomes very cumbersome in practice for large n. In §8 we consider the case when n = 2 in
detail; here it is not hard to give explicit formulas for the pairings in H∗(M˜(2, d)) as well as
in IH∗(M(2, d)) (see Theorem 42). Finally in §9 we look at Witten’s integrals.
2. Pairings on singular quotients
Let M//G be the quotient in the sense of Mumford’s geometric invariant theory [51] of
a nonsingular connected complex projective variety M by a linear action of a connected
complex reductive group G. In [25] we gave formulas, under certain conditions on the group
action, for the pairings of intersection cohomology classes of complementary degrees in the
intersection cohomology IH∗(M//G) of M//G. (Intersection cohomology is defined with re-
spect to the middle perversity throughout this paper, and all cohomology and homology
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groups have complex coefficients). We also gave formulas for intersection pairings on reso-
lutions M˜//G (or more precisely partial resolutions, since orbifold singularities are allowed)
of the quotients M//G.
Recall that if every semistable point ofM is stable then 0 is a regular value of the moment
map and the stabiliser in the maximal compact subgroup K of G of every point of µ−1(0) is
finite. This implies that the cohomology H∗(M//G) of the quotient M//G is naturally iso-
morphic to the equivariant cohomology H∗K(µ
−1(0)) ∼= H∗K(Mss) (recall that we are working
with cohomology with complex coefficients). The restriction map H∗K(M) → H∗K(Mss) is
surjective ([36] 5.4), and so the composition of the restriction map H∗K(M)→ H∗K(Mss) and
the isomorphism H∗K(M
ss)→ H∗(M//G) gives us a natural surjective ring homomorphism
(2.1) κM : H
∗
K(M)→ H∗(M//G).
Since H∗(M//G) satisfies Poincare´ duality, the kernel of this surjection is then determined
by the formula obtained in [26] (see (2.4) below) for pairings of cohomology classes of com-
plementary dimensions in M//G in terms of equivariant cohomology classes in M which
represent them.
If there are semistable points of M which are not stable (we assume only that there do
exist some stable points, or equivalently that there exist some points in µ−1(0) where the
derivative of µ is surjective) then there is no longer a natural surjection from H∗K(M) to
H∗(M//G), and M//G is in general singular so its cohomology H∗(M//G) may not satisfy
Poincare´ duality. However its intersection cohomology groups satisfy Poincare´ duality, and
there is a surjection from H∗K(M) to the intersection cohomology IH
∗(M//G), which we
will call κM since it coincides with (2.1) when semistability is the same as stability. This
surjection κM : H
∗
K(M)→ IH∗(M//G) arises as follows.
We can construct a canonical partial resolution of singularities M˜//G of the quotient
M//G (see [37]), by blowing M up along a sequence of nonsingular G-invariant subvarieties,
all contained in the complement M−Ms of the setMs of stable points ofM . This eventually
gives us a nonsingular projective variety M˜ with a linear G-action, lifting the action on M ,
for which every semistable point of M˜ is stable. The quotient M˜//G has only orbifold
singularities, and the blowdown map π : M˜ →M induces a birational morphism
πG : M˜//G→ M//G
which is an isomorphism over the dense open subset Ms/G of M//G. The intersection
cohomology IH∗(M//G) of M//G is a direct summand of the cohomology of this partial
resolution of singularities M˜//G, and the composition
(2.2) κM : H
∗
K(M)→ H∗K(M˜)→ H∗(M˜//G)→ IH∗(M//G)
is surjective ([39, 67]). In fact this surjection is the composition of the restriction map from
H∗K(M) to H
∗
K(M
ss) and a surjection κssM : H
∗
K(M
ss)→ IH∗(M//G).
The work of the second author [32] allows us to understand pairings in IH∗(M//G) of
intersection cohomology classes on the singular quotient M//G in terms of this surjection
κssM : H
∗
K(M
ss) → IH∗(M//G). It is shown in [32] that if the action of G on M is weakly
balanced (a condition satisfied in the case of moduli spaces of bundles over Riemann surfaces:
see [32]), then there is a naturally defined subset VM ofH
∗
K(M
ss) such that κssM : H
∗
K(M
ss)→
IH∗(M//G) restricts to an isomorphism
(2.3) κssM : VM → IH∗(M//G).
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It is also shown in [32] that the intersection pairing of two elements κM(α) and κM(β) of
complementary degrees in IH∗(M//G) is equal to the evaluation of the image in H∗(M˜//G)
of the product αβ ∈ H∗K(Mss) on the fundamental class [M˜//G], provided that α and β lie
in VM . This means that we can study intersection pairings in IH
∗(M//G) via intersection
pairings in the ordinary cohomology of the quotient M˜//G for which semistability is the
same as stability.
The residue formula of [26]2 is a formula, in the case when semistability equals stability,
for pairings of cohomology classes κM(α) and κM(β) of complementary dimensions in M//G
in terms of equivariant cohomology classes α and β in M which represent them. Let T be
a maximal torus in K; its complexification Tc is then a maximal complex torus of G. Let Γ
be the set of roots of K regarded as elements of the dual t∗ of the Lie algebra t of T , and
let Γ+ and Γ− be the subsets of Γ consisting of the positive and negative roots of K. Let
ω¯ = ω + µ be the standard3 extension of the symplectic form ω to an equivariantly closed
differential form on M . We shall assume for simplicity throughout that the stabiliser in K
of a generic point of µ−1(0) is trivial. Then if F is the set of components of the fixed point
set MT of T on M , the residue formula is
(2.4) κM(α)κM(β)[M//G] =
(−1)s+n+
|W | vol (T )res
(D(X)2 ∑
F∈F
∫
F
i∗F (αβe
ω¯)(X)
eF (X)
[dX ]
)
,
where vol (T ) and [dX ] are the volume of T and the measure on its Lie algebra t induced
by the restriction to t of the fixed inner product on k, while W is the Weyl group of K,
the polynomial function D(X) =∏γ∈Γ+ γ(X) of X ∈ t is the product of the positive roots4
of K and n+ = (s − l)/2 is the number of those positive roots5; s is the dimension of K
and l is the dimension of T . Also if F ∈ F is a component of the fixed point set MT then
iF : F → M is the inclusion and eF is the equivariant Euler class of the normal bundle to
F in M . The multivariable residue map res which appears in the formula is a linear map,
but in order to apply it to the individual terms in the formula some choices have to be made
which do not affect the residue of the whole sum. Once the choices have been made, many
of the terms in the sum have residue zero and the formula can be rewritten as a sum over a
subset F+ of F . When T has dimension one (which is the only case we shall need explicitly
in this paper, because we shall be using an inductive argument modelled on that of [29]) we
can take F+ to consist of those F ∈ F on which the constant value taken by the T -moment
map µT : M → t∗ ∼= R is positive, and then res applied to those terms in the sum labelled
by F ∈ F+ is the usual one-variable residue resX=0 at 0. Indeed for K = U(1) we have
(2.5) κM(α)κM(β)[M//G] = resX=0
( ∑
F∈F+
∫
F
i∗Fα(X)β(X)
eF (X)
)
2See Theorem 3.1 of [29] for a corrected version.
3Here we follow the conventions of [29, 25] which differ slightly from those used in [26] and by Witten in
[64]; in particular we have no factors of i.
4In this paper, as in [29], we adopt the convention that weights β ∈ t∗ send the integer lattice ΛI =
ker(exp : t→ T ) to Z rather than to 2πZ, and that the roots of K are the nonzero weights of its complexified
adjoint action. This is one reason why the constant in the residue formula above differs from that of [26]
Theorem 8.1.
5Notice that (−1)n+(D(X))2 =∏γ∈Γ γ(X).
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(see [26, 31, 68]) where resX=0 denotes the coefficient of 1/X when X ∈ R has been identified
with 2πiX ∈ k.
Thus, in principle, when M has semistable points which are not stable we can apply
the residue formula (2.4) above to M˜ to obtain pairings on the partial desingularisation
M˜//G and in the intersection cohomology IH∗(M//G) of the singular quotient M//G. When
the action of G on M is weakly balanced (which will be the case for the actions to be
considered in this paper), so that κssM : H
∗
K(M
ss)→ IH∗(M//G) restricts to an isomorphism
κssM : VM → IH∗(M//G) as at (2.3), and if α|Mss and β|Mss lie in VM and κM (α) and κM (β)
have complementary degrees, then their intersection pairing in IH∗(M//G) is given by
(2.6) 〈κM(α), κM(β)〉IH∗(M//G) = (−1)
n+
|W | κ
(δ)
M (αβD2)[µ−1T (δ)/T ]
and thus by
(2.7) 〈κM(α), κM(β)〉IH∗(M//G) = (−1)
s+n+
|W | vol (T )res
(D(X)2 ∑
F∈F
∫
F
i∗F (αβe
ω¯−δ)(X)
eF (X)
[dX ]
)
,
for any sufficiently small δ ∈ t∗ which is a regular value of the moment map µT (see [25]
Theorem 18). Here κ
(δ)
M is defined as at (2.1) but with K replaced by T and the moment
map µ replaced by µT − δ. Moreover in fact (2.6) is valid even when M is not compact and
has singularities away from µ−1(0), provided that µ−1(0) is compact and M is smooth near
µ−1(0).
Thus the intersection pairings in IH∗(M//G) are given by a very simple modification of
the residue formula (2.4). However when we try to apply (2.4) to M˜ to obtain pairings on
the partial desingularisation M˜//G then complications arise. The main difficulty is that,
although the construction of M˜ss and of M˜//G from the linear G-action on M is canonical
and explicit, the construction of M˜ is not. In [37] the set Mss of semistable points of M is
blown up along a sequence of nonsingular G-invariant closed subvarieties V , and after each
blow-up any points which are not semistable are thrown out, so that eventually we arrive at
M˜ss and thus obtain M˜//G = M˜ss/G. If necessary M˜ itself could be constructed by resolving
the singularities of the closures V¯ of these subvarieties V and blowing up along their proper
transforms, but in practice this is not usually simple. Unfortunately the residue formula of
[26] involves the set of components of the fixed point set of the action of the maximal torus
T of K, so applying it directly to M˜ would be very complicated, and knowledge of the set
of semistable points M˜ss alone would not suffice. However there is an alternative way to
calculate the pairings which only requires information about M˜ss. This makes use of the
method of reduction to the maximal torus [18, 45, 46].
When Mss =Ms one can reduce to the maximal torus as follows. Let µT : M → t∗ be the
T -moment map given by composing µ : M → k∗ with the natural map k∗ → t∗. As Guillemin
and Kalkman observe in [18], it follows immediately from the residue formula (2.4) that if 0 is
a regular value6 of µT then we have a surjection κ
T
M : H
∗
T (M)→ H∗(M//Tc) = H∗(µ−1T (0)/T )
6We are assuming that 0 is a regular value of µ, or equivalently that K acts with finite stabilisers on
µ−1(0).
6 JEFFREY, KIEM, KIRWAN AND WOOLF
defined as at (2.1), and if α, β ∈ H∗K(M) then
(2.8) κM (αβ)[M//G] =
1
|W |κ
T
M(αβ
∏
γ∈Γ
γ)[µ−1T (0)/T ].
This formula requires some interpretation since α, β ∈ H∗K(M) and
∏
γ∈Γ γ ∈ H∗T = H∗(BT ),
which we think of as the equivariant cohomology of a point. We regard α and β as elements
of H∗T (M) via the natural identification of H
∗
K(M) with the Weyl invariant part (H
∗
T (M))
W
of H∗T (M) and γ as an element of H
∗
T (M) via the natural inclusion of the equivariant coho-
mology of a point in H∗T (M). In fact Martin [45, 46] gives a direct proof of (2.8) without
appealing to the residue formula. His proof shows also that, provided µ−1(0)/T is oriented
appropriately,
(2.9) κM(αβ)[M//G] =
1
|W |κ
T
M (αβ
∏
γ∈Γ+
γ)[µ−1(0)/T ]
where the product is now over only the positive roots of K, and his argument shows in addi-
tion that it is possible to represent the cohomology classes κM(
∏
γ∈Γ+ γ) and κM(
∏
γ∈Γ− γ)
(which of course only differ by a sign (−1)n+) by closed differential forms on µ−1T (0)/T with
support in an arbitrarily small neighbourhood of µ−1(0)/T . Thus there is in fact no need
to assume in (2.8) and (2.9) that 0 is a regular value of µT ; it is enough to have 0 a regular
value of µ, and M itself may have singularities away from µ−1(0). This is important in [29]
when these ideas are applied to the moduli spaces M(n, d) when n and d are coprime, and
it will be similarly important in this paper.
If Mss 6= Ms then we can apply (2.8) to the blow-up M˜ of M to get
(2.10) κM˜(αβ)[M˜//G] =
(−1)n+
|W | κ
T
M˜
(αβD2)[M˜//Tc].
It is shown in [25] §8 that it is possible to choose a value ξ ∈ t∗ which is regular for
both µT and µ˜T , such that the difference between κ
T
M˜
(αβD2)[M˜//Tc] and the evaluation on
the fundamental class of µ˜−1T (ξ)/T = M˜//ξTc of the cohomology class induced by αβD2 ∈
HT (M) can be calculated in terms of data determined purely by the construction of M˜
ss
from Mss, which is canonical and explicit, instead of the construction of M˜ from M , and
moreover this evaluation on [M˜//ξTc] equals the evaluation on the fundamental class of
µ−1T (ξ)/T = M//ξTc of the cohomology class induced by αβD2, which can be calculated by
using the residue formula (2.4) applied to the action of T onM with the moment map µT−ξ.
Combining all these calculations enables us to calculate pairings in the cohomology of the
partial desingularisation M˜//G of M//G.
Once we have reduced to calculating pairings on [M˜//ξTc], an alternative strategy to the
use of the residue formula (2.4) is to follow the approach taken by Guillemin and Kalkman
in [18] and Martin in [45, 46], which was applied to the moduli spaces M(n, d) when n and
d are coprime in [29]. This is to consider the change in
κ
(ζ)
M (αβ)[µ
−1
T (ζ)/T ],
for fixed α, β ∈ H∗T (M), as ζ varies through the regular values of µT . This is sufficient, if M
is a compact symplectic manifold, because the image µT (M) is bounded, so if ζ is far enough
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from 0 then µ−1T (ζ)/T is empty and thus κ
(ζ)
M (αβ)[µ
−1
T (ζ)/T ] = 0. Now the image µT (M) is
a convex polytope [2, 19]; it is the convex hull in t∗ of the set
{µT (F ) : F ∈ F}
of the images µT (F ) (each a single point of t
∗) of the connected components F of the fixed
point set MT . This convex polytope is divided by codimension-one walls into subpolytopes,
themselves convex hulls of subsets of {µT (F ) : F ∈ F}, whose interiors consist entirely of
regular values of µT . When ζ varies in the interior of one of these subpolytopes there is
no change in κ
(ζ)
M (αβ)[µ
−1
T (ζ)/T ], so it suffices to understand what happens as ζ crosses a
codimension-one wall.
Any such wall is the image µT (M1) of a connected component M1 of the fixed point set
of a circle subgroup T1 of T . The quotient group T/T1 acts on M1, which is a symplectic
submanifold of M , and the restriction of the moment map µT to M1 has an orthogonal
decomposition
µT |M1 = µT/T1 ⊕ µT1
where µT/T1 : M1 → (t/t1)∗ is a moment map for the action of T/T1 onM1 and µT1 : M1 → t∗1
is constant (because T1 acts trivially on M1). If ζ1 is a regular value of µT/T1 then there is a
symplectic quotient
µ−1T/T1(ζ1)/(T/T1),
and it is shown in [18] that the change in κ
(ζ)
M (αβ)[µ
−1
T (ζ)/T ] as ζ crosses the wall µT (M1) is
(resM1(αβ))ζ1[µ
−1
T/T1
(ζ1)/(T/T1)]
for a suitable residue operation
resM1 : H
∗
T (M)→ H∗−d1T/T1 (M1)
where d1 = codimM1 − 2. When T is itself a circle, this residue operation is given by
restricting to M1, dividing by the equivariant Euler class of the normal bundle to M1 in
M , and taking the ordinary residue resX=0 at 0 on C. This gives an inductive method for
calculating the change in κ
(ζ)
M (αβ)[µ
−1
T (ζ)/T ] as the wall is crossed, in terms of data on M
localised near MT ; it is essentially equivalent to the residue formula (2.4) when dim(T ) = 1,
but differs from it for groups of higher rank.
Remark 1. The advantage of this method over the residue formula (2.4) for our purposes
is that it can be applied in situations when M is not compact, and indeed when the fixed
point set of the action of T onM has infinitely many components so that the residue formula
cannot be applied directly. This method was used in [29] with M as the extended moduli
space of [23] to obtain formulas for the pairings on M(n, d) when n and d are coprime (see
§4 below), and exactly the same arguments will provide us with formulas for pairings on
M//ξTc when ξ is a regular value of µ sufficiently close to 0.
Remark 2. When it is unlikely to cause confusion we will simplify the notation a little and
write κ instead of κM , κ
ss
M etc.
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3. Moduli spaces of bundles and their partial desingularisations
Recall that a holomorphic vector bundle E of rank n and degree d over the compact
Riemann surface Σ of genus g ≥ 2 is called semistable (respectively stable) if every proper
subbundle E ′ of E satisfies deg(E ′)/rank(E ′) ≤ d/n (respectively deg(E ′)/rank(E ′) < d/n).
There is a moduli space Ms(n, d) of isomorphism classes of stable bundles of rank n and
degree d over Σ, which is a nonsingular quasi-projective variety with a natural compactifi-
cation M(n, d) whose points are represented by semistable bundles of rank n and degree d
over Σ. The compactified moduli space M(n, d) is a projective variety which is in general
singular, although if d and n have no common factors thenM(n, d) coincides withMs(n, d)
and is a nonsingular projective variety.
The spaces M(n, d) can be represented in several different ways as quotients in the sense
of Mumford’s geometric invariant theory [51] or as quotients in an analogous sense for infinite
dimensional group actions, leading to constructions of partial desingularisations M˜(n, d) of
M(n, d) [40], which are projective varieties with only orbifold singularities. In this section
we shall follow the infinite-dimensional point of view taken by Atiyah and Bott in [3].
Let E be a fixed C∞ complex hermitian vector bundle of rank n and degree d over Σ.
Let C be the space of all holomorphic structures on E , let Cs (respectively Css) be the open
subset of C consisting of all stable (respectively semistable) holomorphic structures on E , let
G denote the gauge group of E (the group of all C∞ unitary automorphisms of E) and let Gc
denote its complexification which is the group of all C∞ complex automorphisms of E . When
it is necessary for clarification we shall write C(n, d) and G(n, d) instead of C and G. The
moduli space Ms(n, d) can be identified naturally with Cs/Gc and M(n, d) can be identified
naturally with the quotient of Css by the equivalence relation for which semistable structures
are equivalent if and only if the closures of their Gc-orbits meet in Css. Thus we can think of
M(n, d) as a quotient C//Gc in a sense analogous to geometric invariant theoretic quotients,
and so construct a partial desingularisation M˜(n, d) ofM(n, d) [40]. In fact in [40] M˜(n, d)
is not constructed using the representation of M(n, d) as the geometric invariant theoretic
quotient of C by Gc, although it is noted at [40, p.246] that this representation of M(n, d)
would lead to the same partial desingularisation. Instead in [40] M(n, d) is represented as
a geometric invariant theoretic quotient of a finite-dimensional nonsingular quasi-projective
variety R(n, d) by a linear action of SL(p;C) where p = d+ n(1− g) with d≫ 0.
Alternatively M(n, d) can be thought of as a symplectic quotient of C by the gauge
group G, where the roˆle of the normsquare of the moment map is played by the Yang-Mills
functional.
The construction of M˜(n, d) involves a set R of representatives R of the conjugacy classes
of reductive subgroups of Gc which occur as the connected components of stabilisers in
Gc of semistable points of C, together with their fixed point sets ZR in C. Equivalently
we look for automorphism groups of semistable bundles over Σ. Such conjugacy classes
correspond to unordered sequences (m1, n1), ..., (mq, nq) of pairs of positive integers such
that m1n1 + ...+mqnq = n and n divides nid for each i (cf. [40, pp. 248-9]). An element R
of the corresponding conjugacy class is given by
(3.1) R = GL(m1;C)× ...×GL(mq;C).
In the notation of [37] and [40] we construct C˜ss from Css by blowing up along the subvarieties
GcZssR (or rather their proper transforms), in decreasing order of dimR, and removing the
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points which are not semistable at each stage, where ZssR is the set of semistable holomorphic
structures fixed by R. Equivalently we construct M˜(n, d) fromM(n, d) by blowing up along
the images ZR//N
R in M(n, d) of the subvarieties GcZssR , where N = NR is the normaliser
of R in Gc. A holomorphic structure fixed by R is semistable (equivalently belongs to ZssR ) if
and only if it is semistable for the induced action of N/R on ZR; we denote by Z
s
R the open
subset of ZssR consisting of those holomorphic structures fixed by R which are stable for the
induced action of N/R on ZR. When R is as at (3.1) above then GcZssR consists of all those
holomorphic structures E with
(3.2) E ∼= (Cm1 ⊗D1)⊕ · · · ⊕ (Cmq ⊗Dq)
with D1, . . . , Dq all semistable and Di of rank ni and degree di = nid/n, while GcZsR consists
of all those holomorphic structures E as above where D1, . . . , Dq are all stable and not
isomorphic to one another. Moreover the normaliser N of R in Gc has connected component
(3.3) N0 ∼=
∏
1≤i≤q
(GL(mi;C)× Gc(ni, di))/C∗
where C∗ is the diagonal central one-parameter subgroup of GL(mi;C) × Gc(ni, di). The
group π0(N) = N/N0 is the product
(3.4) π0(N) =
∏
j≥0,k≥0
Sym (#{i : mi = j and ni = k})
where Sym (b) denotes the symmetric group of permutations of a set with b elements. Fur-
thermore the semistable holomorphic structures which become unstable after the blow-up
corresponding to the conjugacy class of R are those with a filtration 0 = E0 ⊂ E1 ⊂ ... ⊂
Es = E such that E is not isomorphic to
⊕
1≤k≤sEk/Ek−1 but⊕
1≤k≤s
Ek/Ek−1 ∼= (Cm1 ⊗D1)⊕ · · · ⊕ (Cmq ⊗Dq)
where D1, . . . , Dq are all stable and not isomorphic to one another, and Di has rank ni and
degree di [40, p. 248].
In [43] the action of R on the normal NR to GcZssR at a point represented by a holomor-
phic structure E of the form (3.2) and the induced action on P(NR) are studied. If a C∞
isomorphism of our fixed C∞ bundle E with (Cm1 ⊗D1)⊕ · · · ⊕ (Cmq ⊗Dq) is chosen, then
we can identify C with the infinite-dimensional vector space
Ω0,1( End ((Cm1 ⊗D1)⊕ · · · ⊕ (Cmq ⊗Dq)))
and the normal to the Gc-orbit at E is given by H1(Σ,EndE), where EndE is the bundle of
holomorphic endomorphisms of E [3, §7]. The normal to GcZssR can then be identified with
H1(Σ,End′⊕E) ∼=
q⊕
i1,i2=1
C
mi1mi2−δ
i2
i1 ⊗H1(Σ, D∗i1 ⊗Di2)
where δji denotes the Kronecker delta and End
′
⊕E is the quotient of the bundle EndE of
holomorphic endomorphisms of E by the subbundle End⊕E consisting of those endomor-
phisms which preserve the decomposition (3.2). The action of R =
∏q
i=1GL(mi;C) on this
is given by the natural action on Cmi1mi2−δ
i2
i1 identified with the set of mi1 ×mi2 matrices if
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i1 6= i2 and the set of trace-free matrices if i1 = i2; its weights are of the form ξ − ξ′ where ξ
and ξ′ are weights of the standard representation of R on ⊕qi=1Cmi .
The linear action of R on the normal NR induces a stratification of P(NR) with the
semistable set P(NR)ss as its open stratum [36]. An element β of the indexing set BR of this
stratification is represented by the closest point to 0 of the convex hull of some nonempty
set of the weights of the action of R on NR, and two such closest points can be taken to
represent the same element of BR if and only if they lie in the same Ad(N)-orbit, where N
is the normaliser of R (see [36] or [42]). This indexing set BR is described more explicitly
in [43] as follows. Let us take our maximal compact torus TR in R to be the product of
the standard maximal tori of the unitary groups U(m1),..., U(mq) consisting of the diagonal
matrices, and let tR be its Lie algebra. Let
M = m1 + ...+mq
and let e1, ..., eM be the weights of the standard representation of TR on C
m1 ⊕ ... ⊕ Cmq .
We use the usual invariant inner product on the Lie algebra u(mi) of U(mi) for 1 ≤ i ≤ q
given by 〈A,B〉 = −trAB¯t and multiply by a positive scalar factor ρi (to be chosen later) to
induce an inner product on the Lie algebra of TR such that e1, ..., eM are mutually orthogonal
and ||ej ||2 = ρi if m1 + ... +mi−1 < j ≤ m1 + ... +mi. Note that in [43] ρi is chosen to be
(ni + di(1 − g))−1, but this does not affect the proof of the following result which is [43]
Proposition 5.1.
Proposition 3. Let β be any nonzero element of the Lie algebra tR of the maximal compact
torus TR of R. Then β represents an element of BR\{0} if and only if there is a partition
{∆h,m : (h,m) ∈ J}
of {1, ...,M}, indexed by a rectangle J in Z× Z, with the following properties. If
rh,m =
∑
j∈∆h,m
||ej ||−2
and
ǫ(h) =
(∑
m
mrh,m
)(∑
m
rh,m
)−1
,
then −1/2 ≤ ǫ(h) < 1/2 and ǫ(1) > ǫ(2) > ..., and
β
||β||2 =
∑
(h,m)∈J
∑
j∈∆h,m
(ǫ(h)−m) ej||ej ||2 .
Moreover the conditions on the function ǫ ensure that the partition {∆h,m : (h,m) ∈ J} and
its indexing can be recovered from the coefficients of β with respect to the basis
e1/||e1||2, ..., eM/||eM ||2
of tR.
The proof of this proposition involves studying the convex hull of
{ei − ej : (i, j) ∈ S}
for a nonempty subset S of {(i, j) ∈ Z × Z : 1 ≤ i, j ≤ M}. From S we can construct a
directed graph G(S) with vertices 1, ...,M and directed edges from i to j whenever (i, j) ∈ S.
Let ∆1,..., ∆s be the connected components of this graph. Then {ei − ej : (i, j) ∈ S} is
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the disjoint union of its subsets {ei − ej : (i, j) ∈ S and i, j ∈ ∆h} for 1 ≤ h ≤ t, and
{ei − ej : (i, j) ∈ S and i, j ∈ ∆h} is contained in the vector subspace of tR spanned by the
basis vectors {ek : k ∈ ∆h}. Since these subspaces are mutually orthogonal for 1 ≤ h ≤ s,
the closest point to 0 in the convex hull of {ei − ej : (i, j) ∈ S} is
(3.5) β =
(
s∑
h=1
1
||βh||2
)−1 s∑
h=1
βh
||βh||2
where βh is the closest point to 0 of the convex hull of {ei− ej : (i, j) ∈ S and i, j ∈ ∆h} for
1 ≤ h ≤ s. It is shown in the proof of [43] Proposition 5.1 that we can express each ∆h as a
disjoint union
∆h =
⋃
m
∆h,m
such that
βh
||βh||2 =
∑
m
∑
j∈∆h,m
(ǫ(h)−m) ej||ej ||2
where ǫ(h) has the required properties, and from this the result follows.
Recall from Remark 1 that in order to compute intersection pairings on M˜(n, d) we will
consider the change in pairings as walls are crossed between convex subpolytopes whose
interiors consist of regular values of a torus moment map. To deal with the blow-up corre-
sponding to the subgroup
R = GL(m1;C)× ...×GL(mq;C)
as above at (3.1), we will fix a ray
(3.6) R+(e1 + e2 + · · ·+ eM−1 − (M − 1)eM)
in tR and consider the wall crossings needed to approach 0 along this ray. Here the walls are
convex hulls of subsets of the set of weights {ei−ej : 1 ≤ i, j ≤M} for the action of R onNR,
and hence all lie within the codimension 1 subspace in tR given by {
∑
i λiei :
∑
i λi = 0}.
Any wall which needs to be crossed lies in a hyperplane in this subspace obtained by
intersecting the subspace with one of the affine hyperplanes β + β⊥ determined by some β
representing an element of BR \{0}. Such a β corresponds to a partition {∆h,m : (h,m) ∈ J}
satisfying the conditions in Proposition 3, or equivalently is the closest point to zero in the
convex hull of a nonempty subset {ei − ej : (i, j) ∈ S} of weights of the R action on NR.
The subset S determines a directed graph G(S) as above.
Lemma 4. The directed graph G(S) corresponding to a non-zero β contains no directed
loops.
Proof: Suppose we have a directed loop in G(S), that is a sequence of edges corresponding
to weights ei1 − ei2 , ei2 − ei3 , . . . , eir − ei1 . Then 1r ((ei1 − ei2) + . . .+ (eir − ei1)) = 0 lies in
the convex hull of the weights. This contradicts the assumption that β is the closest point
to the origin of this convex hull. ✷
Lemma 5. If the ray R+(e1 + e2 + · · ·+ eM−1 − (M − 1)eM) meets the wall determined by
β then M is the only vertex of the directed graph G(S) with no outgoing edges.
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Proof: Since the ray (3.6) meets the wall determined by β we have
λ(e1 + e2 + · · ·+ eM−1 − (M − 1)eM) =
∑
(i,j)∈S
λij(ei − ej)
for some λ > 0 and λij ≥ 0 with
∑
(i,j)∈S λij = 1. Equating coefficients of ei for i ≤ M − 1
gives
λ =
∑
j:(i,j)∈S
λij −
∑
j:(j,i)∈S
λji
and hence ∑
j:(i,j)∈S
λij = λ+
∑
j:(j,i)∈S
λji > 0
so there is some j for which (i, j) ∈ S and hence i has an outgoing edge.
Suppose M has an outgoing edge. Then all the vertices would have outgoing edges and
G(S) would contain a directed loop, contradicting Lemma 4. ✷
Lemma 6. If the ray R+(e1 + e2 + · · ·+ eM−1 − (M − 1)eM) meets the wall determined by
β then the directed graph G(S) is connected.
Proof: If G(S) is not connected there is a component not containing M . Every vertex in
this component has an outgoing edge by Lemma 5 and so the component contains a directed
loop contradicting Lemma 4. ✷
Remark 7. Since G(S) is connected the index h for the partition {∆h,m : (h,m) ∈ J} can
be omitted. We will also relabel the partition {∆m} by adding a constant to m so that it is
indexed by m ∈ {1, . . . , t}; the only difference this makes is that we can no longer assume
that ǫ lies in [−1/2, 1/2). We also know from Lemma 5 that M is the only ‘top’ element of
the graph. It follows from the definition of the ∆h,m in the proof of [43] Proposition 5.1 that
M is then the only element in ∆t.
Subpolytopes of the wall determined by β are the intersections of convex hulls of subsets
of {ei − ej : (i, j) ∈ S} with exactly M − 1 elements which are linearly independent. These
correspond to subgraphs of G(S) with precisely M − 1 edges. If the ray (3.6) meets the
subpolytope it must correspond to a connected subgraph with M as the only vertex with no
outgoing edge (by the same arguments as for Lemmas 4, 5 and 6). Thus these subgraphs
are trees; they are the minimal connected subgraphs of G(S) with the same vertices as G(S)
and having M as the only vertex with no outgoing edges.
Lemma 8. If the connected graph G(S) has the property that its only vertex with no outgoing
edges is M , then G(S) has a minimal connected subgraph with the same property.
Proof: If 1 ≤ i ≤ M − 1 then we can pick some j(i) ∈ {1, . . . ,M} such that (i, j(i)) ∈ S.
Since G(S) contains no directed loops we can check that {(i, j(i)) : 1 ≤ i ≤M−1} determines
a minimal connected subgraph with the required property. ✷
Lemma 9. Suppose that G(S) has the property that its only vertex with no outgoing edges
is M , and let G0 = G(S0) be a minimal connected subgraph with the same property. Then
the ray R+(e1 + e2 + · · · + eM−1 − (M − 1)eM) meets the interior of the convex hull of
{ei − ej : (i, j) ∈ S0}.
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Proof: Without loss of generality we can assume that the vertices i such that (i,M) ∈ S0
are precisely M − 1,M − 2, . . . ,M − k. If we remove the vertex M and the edges joining
M − 1,M − 2, . . . ,M − k to M from the graph G(S0), then the resulting graph has k
connected components G1 = G(S1), . . . , Gk = G(Sk), say, where for 1 ≤ j0 ≤ k the vertex
M − j0 is the only vertex in Gj0 with no outgoing edges. Let Mj0 be the number of vertices
in the connected component Gj0 and let the other vertices of Gj0 apart from M − j0 be
ij01 , . . . , i
j0
Mj0
. Then Gj0 has Mj0 − 1 edges and is a minimal connected graph on its vertices
with the property thatM−j0 is the only vertex with no outgoing edges. Hence by induction
on M we can assume that there exist λ(j0) > 0 and λ
(j0)
ij > 0 for (i, j) ∈ Sj0 with∑
(i,j)∈Sj0
λ
(j0)
ij = 1
and
λ(j0)
(
e
i
j0
1
+ e
i
j0
2
+ · · ·+ e
i
j0
Mj0
−1
− (Mj0 − 1)eM−j0
)
=
∑
(i,j)∈Sj0
λ
(j0)
ij (ei − ej).
Dividing by λ(j0) (which is strictly positive) gives
e
i
j0
1
+ e
i
j0
2
+ · · ·+ e
i
j0
Mj0
−1
− (Mj0 − 1)eM−j0 =
∑
(i,j)∈Sj0
λ
(j0)
ij
λ(j0)
(ei − ej)
and summing over j0 = 1, . . . , k gives
e1 + e2 + · · ·+ eM−k−1 − (Mk − 1)eMk − · · · − (M1 − 1)eM−1 =
k∑
j0=1
∑
(i,j)∈Sj0
λ
(j0)
ij
λ(j0)
(ei − ej).
Adding Mk(eM−k − eM ) + · · · +M1(eM−1 − eM) to each side and using the equality M1 +
· · ·+Mk = M − 1 gives
e1 + e2 + · · ·+ eM−1 − (M − 1)eM =
k∑
j0=1
∑
(i,j)∈Sj0
λ
(j0)
ij
λ(j0)
(ei − ej) +
k∑
j0=1
Mj0(eM−j0 − eM).
Since Sj0 ⊆ S0 and (M − j0,M) ∈ S0 for 1 ≤ j0 ≤ k, and in addition λ(j0)ij /λ(j0) > 0 and
Mj0 > 0 for 1 ≤ j0 ≤ k and (i, j) ∈ Sj0 , we can rewrite this as
e1 + e2 + · · ·+ eM−1 − (M − 1)eM =
∑
(i,j)∈S0
λ′ij(ei − ej)
where λ′ij ≥ 0 for all (i, j) ∈ S0. Indeed since
S0 = {(M − j0,M) : 1 ≤ j0 ≤ k} ∪
k⋃
j0=1
Sj0
we have λ′ij > 0 for all (i, j) ∈ S0. Finally dividing each side by∑
(i,j)∈S0
λ′ij
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gives
λ(e1 + e2 + · · ·+ eM−1 − (M − 1)eM) =
∑
(i,j)∈S0
λij(ei − ej)
where λ > 0 and λij > 0 for all (i, j) ∈ S0 and∑
(i,j)∈S0
λij = 1
as required. ✷
Combining Lemmas 5, 6, 8 and 9 gives us
Proposition 10. The ray R+(e1+ e2 + · · ·+ eM−1− (M − 1)eM) meets the wall determined
by β if and only if M is the only vertex of G(S) with no outgoing edges.
Remark 11. We now know which minimal connected subgraphs of G(S) determine sub-
polytopes of this wall through which the ray R+(e1 + e2 + · · ·+ eM−1 − (M − 1)eM) passes.
They are the minimal connected subgraphs with the property thatM is the only vertex with
no outgoing edges. The case M = 4 is illustrated in Figure 1.
Figure 1. The case M = 4. The 12 weights {ei− ej : 1 ≤ i, j ≤ 4, i 6= j} are
shown as dots forming the midpoints of a hexahedron. A wall, corresponding
to the subset S = {(1, 4), (2, 4), (3, 1), (3, 2)}, which meets the ray R+(e1 +
e2 + e3 − 3e4) is shown shaded. The connected graph G(S), in which 4 is the
only vertex with no outgoing edges, is shown on the right. The subpolytopes
of the wall which meet the ray are shown below, and on their right are the
corresponding minimal connected subgraphs of G(S), again in which 4 is the
only vertex with no outgoing edges.
The procedure described in §8 of [25] for calculating intersection pairings works most
efficiently if the wall crossing takes place at a point β∗ of the affine hyperplane β+β⊥ in the
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Lie algebra of the maximal torus of R which satisfies Stabβ ⊆ Stabβ∗ where Stabβ denotes
the stabiliser of β under the adjoint action of Gc (cf. [25] Remark 27). Recall that
β
||β||2 =
t∑
m=1
∑
j∈∆m
(ǫ−m) ej||ej ||2
where ǫ is a constant. Recall also that we chose an invariant inner product on the Lie algebra
of R such that e1, . . . , eM are mutually orthogonal and ||ej ||2 = ρi if m1 + ... +mi−1 < j ≤
m1 + ... + mi where ρi can be any strictly positive scalar for 1 ≤ i ≤ q. Thus for generic
choices of ρ1, . . . , ρq we will have the required condition
(3.7) Stabβ ⊆ Stabβ∗
provided that β∗ is of the form
(3.8) β∗ =
t∑
m=1
∑
j∈∆m
f(m)
ej
||ej||2
for some function f(m) of m ∈ {1, . . . , t}. But by Proposition 10 the condition for the ray
R+(e1 + e2 + · · ·+ eM−1 − (M − 1)eM) to meet the wall determined by β is that M should
be the only vertex of G(S) with no outgoing edges, and hence the only element of ∆t (see
Remark 7). If this condition is satisfied, then the ray meets the wall in a point β∗ of the
form (3.8) above, since
λ(e1 + e2 + · · ·+ eM−1 − (M − 1)eM) =
t∑
m=1
∑
j∈∆m
f(m)
ej
||ej||2
where f(m) = −λ(M − 1)||eM ||2 if m = t and f(m) = λ||em||2 if 1 ≤ m < t.
Remark 12. With such generic choices of ρ1, . . . , ρq we get R ∩ Stabβ =
∏
GL(mki ) where
mki = |∆ki | and
∆ki = ∆k ∩ {m1 + . . .+mi−1 + 1, . . . , m1 + . . .+mi}
cf. Definition 5.5 in [43]. We will make use of this in §6.
4. Intersection theory on nonsingular moduli spaces of bundles
In this section we review the results of [29] (see also [30]). Throughout we will use a fixed
invariant inner product on the Lie algebra k of a compact Lie group K to identify k with
k∗.
4.1. Generators of the cohomology ring. A set of generators for the cohomology7
H∗(M(n, d)) of the moduli space M(n, d) of stable holomorphic vector bundles of coprime
rank n and degree d on a compact Riemann surface Σ of genus g ≥ 2 is given in [3] by Atiyah
and Bott. It may be described as follows. There is a universal rank n vector bundle
U → Σ×M(n, d)
which is unique up to tensor product with the pullback of any holomorphic line bundle
on M(n, d); for definiteness Atiyah and Bott impose an extra normalizing condition which
determines the universal bundle up to isomorphism, but this is not crucial to their argument
7In this paper, all cohomology groups are assumed to be with complex coefficients.
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(see [3], p582). Then by [3] Proposition 2.20 the following elements of H∗(M(n, d)) for
2 ≤ r ≤ n make up a set of generators:
(4.1) fr = cr(U)/[Σ], 2 ≤ r ≤ n
(4.2) bjr = cr(U)/αj, 1 ≤ r ≤ n
(4.3) ar = cr(U)/1, 2 ≤ r ≤ n
Here, [Σ] ∈ H2(Σ) and αj ∈ H1(Σ) (j = 1, . . . , 2g) form standard bases of H2(Σ, Z) and
H1(Σ, Z), and / represents the slant product H
N(Σ×M(n, d))⊗Hj(Σ)→ HN−j(M(n, d)).
Remark 13. These generators lift to equivariant cohomology: there is a G(n, d)-equivariant
universal bundle over Σ × C(n, d) and the slant product of its equivariant Chern classes
with 1 ∈ H0(Σ), [Σ] ∈ H2(Σ) and the αj ∈ H1(Σ) give classes which (abusing notation) we
denote respectively a1, . . . , ar, f2, . . . , fr and b
j
r for 1 < r ≤ n and 1 ≤ j ≤ 2g. These classes
generate H∗G(n,d)(C(n, d)).
The quotient G(n, d)→ G(n, d) by the central subgroup S1 induces an inclusion
H∗G(n,d)(C(n, d)) →֒ H∗G(n,d)(C(n, d))
such that identifying H∗(BS1) with the polynomial subalgebra generated by a1 gives an
isomorphism
H∗G(n,d)(C(n, d)) ∼= H∗G(n,d)(C(n, d))⊗H∗(BS1).
Hence a2, . . . , ar, f2, . . . , fr and b
j
r for 1 < r ≤ n and 1 ≤ j ≤ 2g determine generators of
H∗G(n,d)(C(n, d)).
When n and d are coprime the latter is isomorphic to H∗(M(n, d)) and these equivariant
classes correspond to those defined in (4.1), (4.2) and (4.3). When n and d are not coprime
we think of a2, . . . , ar, f2, . . . , fr and b
j
r for 1 < r ≤ n and 1 ≤ j ≤ 2g as equivariant
cohomology classes.
If we replaceM(n, d) by the moduli spaceMΛ(n, d) of stable holomorphic vector bundles
of coprime rank n and degree d and fixed determinant line bundle, the set of generators is
given by (4.1) and (4.3), while (4.2) is replaced by
(4.4) bjr = cr(U)/αj , 2 ≤ r ≤ n.
The paper [29] treats intersection numbers in the cohomology of MΛ(n, d) rather than that
of M(n, d), but the two sets of pairings are very closely related since
H∗(M(n, d)) ∼= H∗(MΛ(n, d))⊗H∗(Jac)
where Jac ∼= U(1)2g is the Jacobian (see Remark 32 below).
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4.2. Extended moduli space. Let K = SU(n). We recall the construction of the extended
moduli space from [23]. This is a finite-dimensional (but non-compact) Hamiltonian K-space
M extK with moment map µ such that the symplectic quotient µ
−1(0)/K is homeomorphic to
the moduli space MΛ(n, d).
First consider the space K2g. We define the map Φ : K2g → K by
Φ(h1, . . . , h2g) =
g∏
j=1
h2j−1h2jh−12j−1h
−1
2j
and ω ∈ Ω2(K2g)K is the 2-form defined in [24, §8] (8.28)-(8.30) (cf. [1, §9.1], Theorem
9.1). The space K2g is a quasi-Hamiltonian K-space in the terminology of [1]. We recall the
definition:
Definition 14. ([1]) A manifold M with a K-action and a 2-form ω and a map Φ : M → K
is a quasi-Hamiltonian K-space if it satisfies the following three axioms.
(1) The differential of ω is given by:
dω = −Φ∗χK
where χK = (θK , [θK , θK ]) is the differential form on K which represents the generator of
H3(K, Z), in terms of the left invariant Maurer-Cartan form θK ∈ Ω1(K)⊗ k.
(2) The map Φ satisfies
ι(νξ)ω =
1
2
Φ∗(θK + θ¯K , ξ)
where θK is the left invariant Maurer-Cartan form and θ¯K is the corresponding right invariant
Maurer-Cartan form. Here, for ξ ∈ k we denote by νξ the vector field on M arising from
the action of K.
(3) At each x ∈ M , the kernel of ωx is given by
kerωx = {νξ(x) | ξ ∈ ker(AdΦ(x) + 1)}
We can construct a corresponding Hamiltonian K-space M extK as follows. We choose an
element c ∈ Z(K), by setting
c = e2πid/nI
where I is the identity matrix. Let
M extK = {(m,Λ) ∈ K2g × k : Φ(m) = c exp(Λ)}
and let µ : M extK → k be defined by
µ(m,Λ) = −Λ.
Then we get the following commutative diagram.
(4.5)
M extK
−µ−−−→ k
π1
y yc exp
K2g
Φ−−−→ K
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Since d exp∗ χK = 0 (where χK ∈ Ω3(K) represents the generator of H3(K, Z); see Def-
inition 14 above) we can find some σ ∈ Ω2(k) such that dσ = exp∗ χK . We see that
d(π∗1ω − µ∗σ) = 0. The space M extK defined by (4.5) becomes a Hamiltonian K-space with
moment map µ and the invariant 2-form
(4.6) ω˜ = π∗1ω − µ∗σ ∈ Ω2(M extK )K .
The space M extK is the extended moduli space defined in [23].
There are classes a˜r ∈ H2rK (M extK ) (for r = 2, . . . , n) which pass to ar ∈ H2r(MΛ(n, d))
under the composition of the restriction map H∗K(M
ext
K )→ H∗K(µ−1(0)) and the isomorphism
H∗K(µ
−1(0)) ∼= H∗(MΛ(n, d)) (this composition is sometimes referred to as the Kirwan map).
Likewise (for r = 2, . . . , n and j = 1, . . . , 2g) there are classes b˜jr ∈ H2r−1K (M extK ) and f˜r ∈
H2r−2K (M
ext
K ) which pass to b
j
r and fr under the Kirwan map (see [29]). The classes a˜r and
b˜jr are invariant under translation in k.
Remark 15. We can modify the infinite dimensional description used in §3 so it applies to
the spaceMΛ(n, d). It is also possible to treat the spaceM(n, d) using the finite dimensional
methods of the present section, with U(n) replacing SU(n). The extended moduli space
M extK may be constructed as in [23] by a partial reduction of the infinite-dimensional space
C by the based gauge group. Hence, for our purposes working with the infinite dimensional
description using the gauge group and the space of all complex structures is equivalent
to working with the finite dimensional description via the extended moduli space for both
M(n, d) and MΛ(n, d).
4.3. Equivariant Poincare´ Dual. Since we know that K2g × k is always smooth, we will
work with integration over K2g×k, instead of working with integration over its subset M extK .
We work with the Cartan model of equivariant cohomology, for which if the space Y is
equipped with an action of K
(4.7) H∗K(Y ) = H
∗(Ω∗K(Y ), dK)
Here,
(4.8) Ω∗K(Y ) =
(
Ω∗(Y )⊗ S(k∗)
)K
and the equivariant differential dK is given by
(4.9) (dKα)(ξ) = d(α(ξ))− ινξα
for ξ ∈ k and α ∈ Ω∗K(Y ) where νξ is the vector field on Y generated by ξ.
Lemma 16. ([29] Corollary 5.6) Let T be the maximal torus of K = SU(n) acting on K by
conjugation. If c ∈ T then we can find a T -equivariantly closed differential form αˆ ∈ Ω∗T (K)
on K with support arbitrarily close to c such that∫
K
ηαˆ = η|c ∈ H∗T
for all T -equivariantly closed differential forms η ∈ Ω∗T (K).
Proposition 17. ([29], Proposition 5.7) Let P : K2g × k→ K be defined by
(4.10) P : (m,Λ) 7→ Φ(m) exp(−Λ)
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so that M extK = P
−1(c). Let α = P ∗αˆ. Then∫
K2g×k
ηα =
∫
Mext
K
η
for all T -equivariantly closed differential forms η ∈ Ω∗T (K2g × k).
From now on we shall use µ to denote the map
µ : K2g × k→ k, µ : (m,Λ) 7→ −Λ
as well as its restriction to M extK . Then M
ext
K = P
−1(c) ⊂ K2g ×k and M extK //K = (P−1(c)∩
µ−1(0))/K.
Let V be a small neighbourhood of c in K. In fact, if V
′
is any neighbourhood of c in K
containing the closure of V then∫
P−1(V ′ )
ηα =
∫
Mext
K
η ∈ H∗T
Lemma 18. If 0 is a regular value of µ, then (P−1(V ) ∩ µ−1(0))/T is an orbifold.
Proof: Our first observation is that near Φ−1(c), the manifold K2g is endowed with a
symplectic structure, as there is a K-invariant neighbourhood V ⊂ K containing c such that
the restriction of the closed 2-form ω˜ to (Φ◦π1)−1(V ) is nondegenerate (where ω˜ was defined
at (4.6)). This is true for the following reason. Consider the diagram (4.5). The space K2g is
a smooth manifold, so the space M extK is smooth whenever d(c exp) is surjective (a condition
satisfied on a neighbourhood V ⊂ K of c). The two-form ω˜ defined by (4.6) is closed on
M extK . The map µ satisfies the moment map condition dµξ = ω˜(νξ, ·) on M extK , where (for
ξ ∈ k) we denote by νξ the vector field on K2g arising from the action of K (see [1] and [23]).
Furthermore the 2-form ω˜ descends under symplectic reduction from (Φ ◦ π1)−1(V ) to the
standard symplectic form on M(n, d). It follows that ω˜ is nondegenerate on (Φ ◦ π1)−1(V ),
which is an open neighbourhood of µ−1(0) in M extK .
We know that c is a regular value for P : K2g × k → K, and therefore we can choose
the neighbourhood V so that all points of V are also regular values of P (by standard
properties of the rank of a differentiable map). Because Φ−1(V ) is symplectic with moment
map µ related to Φ as in diagram (4.5), the action of K has finite stabilizers at all points of
Φ−1(V ). This implies that T also acts with finite stabilizers at all points of (Φ ◦ π1)−1(V ).
Hence P−1(V ) ∩ µ−1(0)/T is an orbifold. ✷
Remark 19. In fact in the case when K = SU(n) and c = e2πid/nI generates Z(K), we may
choose V small enough to guarantee that T/Z(G) acts freely on P−1(V ) ∩ µ−1(0) (since the
action of Z(G) is trivial), so the quotient P−1(V )∩µ−1(0)/T is a smooth manifold (see [29],
Lemma 5.10).
We extend the definition of the composition
κ : H∗T (P
−1(c))→ H∗T (P−1(c) ∩ µ−1(0)) ∼= H∗(P−1(c) ∩ µ−1(0)/T )
to
κ : H∗T (P
−1(V ))→ H∗T (P−1(V ) ∩ µ−1(0)) ∼= H∗(P−1(V ) ∩ µ−1(0)/T )
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By Proposition 17 if η ∈ H∗T (K2g × k) we have∫
P−1(c)∩µ−1(0)/T
κ(η) =
∫
P−1(V )∩µ−1(0)/T
κ(ηα)
where the class α is the equivariant Poincare´ dual of P−1(c) in P−1(V ). The quantity∫
P−1(V )∩µ−1(0)/T κ(ηα) is given by a formula involving iterated residues, as we will see below.
4.4. Periodicity. We define a one dimensional torus Tˆ1 ∼= S1 in K generated by the element
eˆ1 = (1,−1, 0, . . . , 0) in the Lie algebra of the standard maximal torus T . Then Tˆ1 is identified
with S1 via
e2πiθ ∈ S1 7→ (exp θeˆ1) ∈ Tˆ1.
The one dimensional Lie algebra tˆ1 is spanned by eˆ1. Its orthocomplement in t is denoted
by tn−1. Define Tn−1 to be the torus given by exp(tn−1). Explicitly this is
Tn−1 = {(t1, t1, t3, ..., tn−1, tn) ∈ U(1)n : (t1)2(
n∏
j=3
tj) = 1}.
Then Tn−1 is isomorphic to the maximal torus of SU(n− 1) (i.e. Tn−1 ∼= (S1)n−2). We have
tn−1 = {(X1, ..., Xn) ∈ Rn : X1 = X2,
n∑
j=1
Xj = 0}.
The torus Tn−1 has the same Lie algebra as the torus T/Tˆ1.
Lemma 20. ([29], Lemma 6.1) Let W be the Weyl group of K = SU(n) so that the order
of W is |W | = n! and let c = diag(e2πid/n, . . . , e2πid/n) where d is coprime to n. If V is a
sufficiently small neighbourhood of c in K that the quotient T/Zn of T by the centre Zn of
K = SU(n) acts freely on P−1(V ) ∩ µ−1(0), then for any η ∈ H∗K(M extK ) we have∫
MΛ(n,d)
κ(ηeω¯) =
1
|W |
∫
N(c)
κ(Dηeω¯) = 1|W |
∫
N(V )
κ(Dηeω¯α)
where
(4.11) N(c) = (M extK ∩ µ−1(0))/T
for µ : K2g × k→ k given by minus the projection onto k and
N(V ) = (P−1(V ) ∩ µ−1(0))/T.
Also α is a T -equivariantly closed form on K2g × k representing the T -equivariant Poincare´
dual to M extK , which is chosen as in Proposition 17 so that the support of α is contained in
P−1(V ) and has compact intersection with µ−1(0).
Proposition 21. ([29], Proposition 6.3;[15]) For any symplectic manifold M equipped with
a Hamiltonian action of T = Tn such that Tn−1 acts locally freely on µ−1Tn−1(0), the symplectic
quotient µ−1Tn (0)/Tn may be identified with the symplectic quotient of µ
−1
Tn−1
(0)/Tn−1 by the
induced Hamiltonian action of Tˆ1. Moreover if in addition Tn acts locally freely on µ
−1
Tn
(0)
then the ring homomorphism κ : H∗Tn(M) → H∗(µ−1Tn (0)/Tn) which is the composition of
restriction with the natural isomorphism κ : H∗Tn(µ
−1
Tn
(0)) ∼= H∗(µ−1Tn (0)/Tn) factors as
(4.12) κ = κˆ1 ◦ κn−1
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where
κn−1 : H∗Tn(M)→ H∗Tn(µ−1Tn−1(0)) ∼= H∗Tˆ1×Tn−1(µ
−1
Tn−1
(0)) ∼= H∗Tˆ1(µ
−1
Tn−1
(0)/Tn−1)
and
κˆ1 : H
∗
Tˆ1
(µ−1Tn−1(0)/Tn−1)→ H∗
(
(µ−1Tn−1(0) ∩ µ−1Tˆ1 (0))/(Tn−1 × Tˆ1)
) ∼= H∗(µ−1Tn (0)/Tn)
are the corresponding compositions of restriction maps with similar isomorphisms.
Remark 22. Let T = Tn and Tn−1 be as in Proposition 21. Note that it is also true that
(4.13) κ = κˆn−1 ◦ κ1
where
κ1 : H
∗
T (M)→ H∗(T/Tˆ1)(µ
−1
Tˆ1
(0)/Tˆ1)
and
κˆn−1 : H∗(T/Tˆ1)(µ
−1
Tˆ1
(0)/Tˆ1)→ H∗T (µ−1T (0)) ∼= H∗(µ−1T (0)/T )
are defined in a similar way to κˆ1 and κn−1.
Proposition 23. (Dependence of symplectic quotients on parameters) [Guillemin-
Kalkman [18]; S. Martin [45]] Let M be a Hamiltonian T -space (where T = U(1)). If nT0 is
the order of the stabilizer in T of a generic point of M then∫
µ−1
T
(ξ1)/T
(ηeω¯)ξ1 −
∫
µ−1
T
(ξ0)/T
(ηeω¯)ξ0 = n
T
0
∑
E∈E:ξ0<µT (E)<ξ1
resX=0e
µT (E)X
∫
E
η(X)eω
eE(X)
where X ∈ C has been identified with 2πiX ∈ t⊗ C and ξ0 < ξ1 are two regular values of the
moment map. Here E is the set of components of the fixed point set of Tˆ1 on M .
Using Remark 22 the following lemma is proved exactly as Lemma 6.7 of [29].
Lemma 24. Suppose that 0 is a regular value of µT and that η is an equivariant cohomology
class on M extK , which is a polynomial in the classes a˜r and b˜
j
r. Suppose also that 0 is a
regular value of µT/Tˆ1 : E → t/tˆ1 for all components E of the fixed point set of Tˆ1. If V is a
sufficiently small T -invariant neighbourhood of c in K so that P−1(V ) ∩ µ−1(tˆ1)/Tn−1 is an
orbifold and we define N(V ) = P−1(V ) ∩ µ−1(0)/T , then∫
N(V )
κ(ηeω¯e−Y1α) =
∫
P−1(V )∩µ−1(eˆ1)/Tn
κ(ηeω¯α)
=
∫
N(V )
κ(ηeω¯α)− n0
∑
E∈E:−||eˆ1||2<〈eˆ1,µ(E)〉<0
∫
E//Tn−1
κT/Tˆ1resY1=0
ηeω¯α
eE
where E is the set of components of the fixed point set of the action of Tˆ1 on K2g × t, and
eE is the Tˆ1-equivariant Euler class of the normal to E in K
2g, while n0 is the order of the
subgroup of Tˆ1/(Tˆ1 ∩ Tn−1) that acts trivially on K2g × t. Here Y1 is a complex variable
defined by < eˆ1, X >= Y1, where X ∈ t⊗ C, and α is the T -equivariantly closed differential
form on K2g × t given by Proposition 17 which represents the equivariant Poincare´ dual of
M extK , chosen so that the support of α is contained in P
−1(V ).
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Remark 25. The proof of this lemma uses the fact that the restriction of P : K2g×k→ K
to µ−1(t) = K2g × t is invariant under the translation sΛ0 : K2g × k→ K2g × k defined by
sΛ0 : (m,Λ) 7→ (m,Λ + Λ0)
for Λ0 ∈ ΛI = ker(exp) in t, and so is the polynomial η in the classes a˜r and b˜jr (see [29]).
Remark 26. If µT : M → t∗ is a moment map for the action of a torus T on a symplectic
manifold M , then we can add any constant ξ in t∗ to µT and get another moment map.
Then by applying Proposition 21 to µT − ξ we can generalise the proposition to apply to
µ−1Tn−1(ξn−1) and µ
−1
Tˆ1
(ξ1) where ξn−1 and ξ1 are the projections of ξ into tn−1 and tˆ1. A similar
generalisation is available for Lemma 24.
From Lemma 24, we get∫
N(V )
κ(ηeω¯α) −
∫
N(V )
κ(ηeω¯eY1α) =
∫
N(V )
κ(ηeω¯(1− eY1)α)
= n0
∑
E∈E:−||eˆ1||2<〈eˆ1,µ(E)〉<0
∫
E//Tn−1
κn−1resY1=0
ηeω¯α
eE
(4.14)
Therefore
(4.15)
∫
N(V )
κ(ηeω¯α) = n0
∑
E∈E:−||eˆ1||2<〈eˆ1,µ(E)〉<0
∫
E//Tn−1
κn−1resY1=0
(ηeω¯α)
eE(1− eY1)
4.5. Formulas for intersection pairings. From [30] we have
Lemma 27. Let (M,ω, µ) be a quasi-Hamiltonian K-space and Tˆ1 ∼= S1 be a circle subgroup
of K. If H is the fixed point set of the adjoint action of Tˆ1 on K, then H is a Lie subgroup
of K and the fixed point set M Tˆ1 is a quasi-Hamiltonian H-space.
Remark 28. In our particular case we takeM = K2g, andM Tˆ1 then has the formH2g where
T ⊂ H and Tˆ1 ⊂ Z(H). Thus Tn−1 = T/Tˆ1 is a group of rank n−2 with a quasi-Hamiltonian
action on H2g. This enables us to perform an inductive argument.
The main result of [29] is the following.
Theorem 29. ([29], Theorem 8.1) Let c = diag (e2πid/n, . . . , e2πid/n) where
d ∈ {1, . . . , n− 1}
is coprime to n, and suppose that η ∈ H∗K(M extK ) is a polynomial Q(a˜2, . . . , a˜n, b˜12, . . . , b˜2gn ) in
the equivariant cohomology classes a˜r and b˜
j
r for 2 ≤ r ≤ n and 1 ≤ j ≤ 2g introduced in
§4.2. Then the pairing
Q(a2, . . . , an, b
1
2, . . . , b
2g
n ) exp(f2)[MΛ(n, d)]
is given by∫
MΛ(n,d)
κ(ηeω¯) =
(−1)n+(g−1)
n!
resY1=0 . . . resYn−1=0
( ∑
w∈Wn−1 e
〈[[wc˜]],X〉 ∫
T 2g
ηeω
D2g−2∏1≤j≤n−1(exp(Yj)− 1)
)
,
where n+ =
1
2
n(n−1) is the number of positive roots of K = SU(n) and X ∈ t has coordinates
Y1 = X1 − X2, . . . , Yn−1 = Xn−1 − Xn defined by the simple roots, while Wn−1 ∼= Sn−1 is
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the Weyl group of SU(n − 1) embedded in SU(n) in the standard way using the first n − 1
coordinates. The element c˜ is the unique element of tn which satisfies e
2πic˜ = c and belongs
to the fundamental domain defined by the simple roots for the translation action on tn of
the integer lattice ΛI . Also, the notation [[γ]] means the unique element which is in the
fundamental domain defined by the simple roots for the translation action on tn of the integer
lattice and for which [[γ]] is equal to γ plus some element of the integer lattice; the notation
D refers to the product of all the positive roots of SU(n).
Theorem 29 can be proved inductively using Lemma 20 and (4.15), together with Lemma
27. The proof reduces to proving the following Proposition 30, which is in fact more general
because we are no longer assuming that c = diag (e2πid/n, . . . , e2πid/n) (and therefore this
proposition provides formulas for pairings in moduli spaces of parabolic bundles [10]).
Proposition 30. Let c = diag(c1, . . . , cn) ∈ T be such that the product of no proper subset
of c1, . . . , cn is 1. If η(X) is a polynomial in the a˜r and b˜
j
r then∫
N(c)
κ(Dnηeω¯) = (−1)n+(g−1)resY1=0 . . . resYn−1=0
( ∑
w∈Wn−1 e
〈[[wc˜]],X〉 ∫
T 2g
ηeω
D2g−2∏1≤j≤n−1(exp(Yj)− 1)
)
,
where c˜ = (c˜1, . . . , c˜n) ∈ tn satisfies e2πic˜ = c and belongs to the fundamental domain defined
by the simple roots for the translation action on tn of the integer lattice Λ
I and
N(c) = (µ−1(0) ∩M extK )/T.
The other notation is as in Theorem 29.
4.6. Extension to general pairings. So far we have considered pairings of powers of the
classes ar, b
j
r and the Ka¨hler class f2. We now explain the general case.
We define q ∈ S(k∗)K to be an invariant polynomial, which is given in terms of the
elementary symmetric polynomials τj by
(4.16) q(X) = τ2(X) +
n∑
r=3
δrτr(X).
The associated element f˜(q) of H
∗
K(M
ext
K ) is defined by
(4.17) f˜(q) = f˜2 +
n∑
r=3
δrf˜r.
Here, the δr are formal nilpotent parameters: we expand exp f˜(q) as a formal power series in
the δr.
Theorem 31. ([29], Theorem 9.11(a)) For q and f˜(q) defined as above and
η = Q(a˜2, . . . , a˜n, b˜
1
2, . . . , b˜
2g
n )
as in Theorem 29, the pairing
Q(a2, . . . , an, b
1
2, . . . , b
2g
n ) exp(f2 +
n∑
r=3
δrfr)[MΛ(n, d)]
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is given by
(4.18)
1
n!
∫
N(c)
κ(ef˜(q)Dη) = (−1)
n+(g−1)
n!
∑
w∈Wn−1
resY1=0 . . . resYn−1=0
∫
T 2g×{−[[wc˜]]}
(
ef˜(q)(X)η(X)
)
D(X)2g−2∏n−1j=1 exp(−B(−X)j − 1) ,
when c = diag (e2πid/n, . . . , e2πid/n) and
d ∈ {1, . . . , n− 1}
is coprime to n. In addition (4.18) is true more generally for any c = diag(c1, . . . , cn) ∈ T
such that the product of no proper subset of c1, . . . , cn is 1. Here B(X)j = −(dq)X(eˆj); we
have used the fixed invariant inner product on k to identify dqX : t → R with an element
of t and thus define the map B : t → t. The other notation [[γ]] is as in Theorem 29 and
Proposition 30.
Remark 32. There are exact sequences
(4.19) 1→ SU(n)→ U(n) det−→ U(1)→ 1
(4.20) 1→ Zn → SU(n)× U(1)→ U(n)→ 1
and thus a finite covering map
(4.21) MΛ(n, d)× Jac→M(n, d)
with fiber Z2gn which induces an isomorphism
H∗(M(n, d)) ∼= H∗(MΛ(n, d))⊗H∗(Jac)
(see [3]). As a result the cohomology of the space M(n, d) is related to that of MΛ(n, d)
by introducing the additional generators bj1 ∈ H1(M(n, d)) (corresponding to the generators
of the cohomology of the Jacobian) where j = 1, . . . , 2g. Intersection pairings on M(n, d)
are related to the corresponding pairings on MΛ(n, d) by a factor n2g corresponding to the
order of the fiber in (4.21).
Similarly we have a covering map
(4.22) µ−1SU(n)(c˜)/TSU(n) × Jac→ µ−1U(n)(c˜)/TSU(n)
with fiber Z2gn .
The results of the remainder of this paper could be phrased equally well in terms of the
moduli spaces M(n, d) or the moduli spaces MΛ(n, d) of holomorphic vector bundles with
fixed determinant, though some care is needed when comparing the partial desingularisations
M˜(n, d) and M˜Λ(n, d): the covering map
M˜Λ(n, d)× Jac→ M˜(n, d)
does not induce an isomorphism from H∗(M˜(n, d)) to H∗(M˜Λ(n, d))⊗H∗(Jac).
For simplicity, from now on we have chosen to restrict our treatment to the moduli spaces
M(n, d).
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5. Pairings in intersection cohomology
In this section, we show that the pairings in the intersection cohomology IH∗(M(n, d))
are given by essentially the same formulas as in the nonsingular case reviewed in §4, but
with a small shift.
In [32] it is shown that the weakly balanced condition ([32] §7 or [25] §5) is satisfied
for the geometric invariant theoretic construction of M(n, d). This means that the sub-
space V (n, d) = VMext
U(n)
of H∗K(µ
−1(0)) ∼= H∗G(n,d)(C(n, d)ss) defined in [32] is isomorphic to
IH∗(M(n, d)) where K = SU(n) and G(n, d) = G(n, d)/U(1). To define V (n, d) we consider
as in §3 a set of representatives
(5.1) R =
q∏
i=1
GL(mi;C) where
q∑
i=1
mini = n and nid = din
of the conjugacy classes of reductive subgroups of Gc(n, d) which occur as stabilizer groups
of semistable bundles. As in §3 we have
ZssR
∼=
q∏
i=1
C(ni, di)ss
and if NR0 = N0 is the connected component of the normaliser N
R = N of R in Gc(n, d) then
NR0 =
q∏
i=1
(GL(mi;C)× Gc(ni, di))/C∗,
NR0 /R =
q∏
i=1
Gc(ni, di)/C∗ =
q∏
i=1
Gc(ni, di),
π0N
R =
∏
j≥0,k≥0
Sym (#{i : mi = j, ni = k})
and hence
H∗NR0 /R(Z
ss
R )
∼=
q⊗
i=1
H∗G(ni,di)(C(ni, di)ss).
The obvious maps
Gc ×NR ZssR → GcZssR →֒ C(n, d)ss
give rise to a map
H∗G(n,d)(C(n, d)ss)→ H∗NR(ZssR )∼=[H∗NR0 /R(Z
ss
R )⊗H∗R]π0N
R →֒
(
q⊗
i=1
H∗G(ni,di)(C(ni, di)ss)
)
⊗H∗R
where H∗R = H
∗(BR) denotes the R-equivariant cohomology of a point. The subspace
V (n, d) is defined to be the intersection of the kernels of the compositions
H∗G(n,d)(C(n, d)ss)→
(
q⊗
i=1
H∗G(ni,di)(C(ni, di)ss)
)
⊗H∗R →
(
q⊗
i=1
H∗G(ni,di)(C(ni, di)ss)
)
⊗H≥nRR
for all R where H≥nRR = ⊕j≥nRHjR and nR is given by
nR = dimCH
1(Σ,End′⊕E)− dimCR
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which is easily computable using Riemann–Roch. If we denote the equivariant universal
bundle over C(n, d)ss×Σ by U(n, d) then the restriction of the generators of the equivariant
cohomology rings can also be easily computed from the equation of Chern classes
c(U(n, d))|Zss
R
=
q∏
i=1
c(Cmi ⊗ U(ni, di))
(see §7 for the computation in the rank 2 case). Therefore, given an equivariant cohomology
class in H∗K(µ
−1(0)) ∼= H∗G(n,d)(C(n, d)ss), it is straightforward to check if it belongs to V (n, d)
or not. In particular, when the rank n is 2, we can write down V (2, d) explicitly as worked
out in [33] (Theorem 5.3) using the results of [34].
Let α, β be two classes in H∗K(M
ext
U(n)) with degα + deg β = dimRM(n, d) such that their
restrictions to µ−1(0) lie in V (n, d) ∼= IH∗(M(n, d)). Then the restriction of their cup
product αβ to µ−1(0) also lies in V (n, d) by [25] Theorem 14 or [32] Theorem 5.3. By
the de Rham model for intersection cohomology, any top degree class in IH∗(M(n, d)) is
represented by a differential form η, compactly supported on the smooth part M(n, d)s of
M(n, d); the pairing 〈κ(α), κ(β)〉 in IH∗(M(n, d)) of the classes κ(α) and κ(β) represented
by α and β is the integral of any such differential form representing αβ. By pulling back
η to µ−1(0)s, αβ is represented by an equivariant differential form compactly supported on
µ−1(0)s where µ−1(0)s denotes the smooth part in µ−1(0) so that µ−1(0)s/K = M(n, d)s.
By Martin’s argument (see (2.9) above) using the fibration
K/T −−−→ µ−1(0)s/T
π
y
µ−1(0)s/K =M(n, d)s
the pairing 〈κ(α), κ(β)〉 is given by∫
M(n,d)
κ(αβ) =
1
n!
∫
µ−1(0)/T
κ(αβD).
Let ε ∈ t∗ be a regular value sufficiently close to 0. Then there is a surjective map
µ−1(ε)/T → µ−1(0)/T
induced by the gradient flow of minus the normsquare −|µ|2 of the moment map, which is a
diffeomorphism over the smooth part µ−1(0)s/T .8 Hence we have
1
n!
∫
µ−1(0)/T
κ(αβD) = 1
n!
∫
µ−1(ε)/T
κ(ε)(αβD).
Therefore we deduce that the pairing 〈κ(α), κ(β)〉 in IH∗(M(n, d)) is given by
(5.2) 〈κ(α), κ(β)〉 = 1
n!
∫
µ−1(ε)/T
κ(ε)(αβD)
for any ε ∈ t∗ sufficiently close to 0.
8One way to see the diffeomorphism is to view the T -quotients as the moduli spaces of parabolic bundles
(see [23]). When the underlying vector bundle of a parabolic bundle is stable and the parabolic weight ε is
sufficiently small, the stability of the parabolic bundle does not change as we move ǫ around 0. This gives
us the diffeomorphism.
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To compute the right hand side of (5.2) by using the formulas described in §4 from [29] §8
and §9 (where M extSU(n) is used instead of M extU(n), i.e. the determinant of semistable bundles is
fixed there), we consider the fibration
µ−1Λ (ε)/T −−−→ µ−1(ε)/T
det
y
Jac = (S1)2g
where µΛ : M
ext
SU(n) → k∗ is the moment map for M extSU(n). Integrating over the fiber first, we
get
1
n!
∫
µ−1(ε)/T
κ(ε)(αβD) = 1
n!
∫
(S1)2g
∫
µ−1Λ (ε)/T
κ(ε)(αβD).
The inner integral is given by Theorem 31 and so we have proved the following.
Theorem 33. Let α, β be two classes in H∗G(n,d)(C(n, d)) with degα+deg β = dimRM(n, d)
such that their restrictions to C(n, d)ss lie in V (n, d) ∼= IH∗(M(n, d)). For k = (k2, · · · , kn) ∈
Z
n−1
≥0 , let f
k =
∏n
r=2 f
kr
r , let k! =
∏n
r=2 kr! and let δ
k =
∏n
r=3 δ
kr
r . Write
αβ =
∑
k
Qk(a2, · · · , an, b11, · · · , b2gn )
fk
k!
where Qk is a polynomial of the Atiyah–Bott classes ar, b
j
r ∈ H∗G(n,d)(C(n, d)) defined in
Remark 13. Here, and later, for simplicity of notation we think of this as representing the
class ∑
k
Qk(a˜2, · · · , a˜n, b˜11, · · · , b˜2gn )
f˜k
k!
in the equivariant cohomology H∗K(M
ext
K ) of the extended moduli space. Then, using Theorem
31, the pairing 〈κ(α), κ(β)〉 of κ(α) and κ(β) in IH∗(M(n, d)) is given by
(−1)n+(g−1)
n!
∑
k
Coeffδk
 ∑
w∈Wn−1
resY1=0 . . . resYn−1=0
∫
(S1)2g
∫
T 2g×{−[[wc˜]]}
(
ef˜(q)(X)Qk(X)
)
D(X)2g−2∏n−1j=1 exp(−B(−X)j − 1)

for any c˜ sufficiently close to c˜0 where c˜0 is the unique element of tn which satisfies e
2πic˜0 =
diag (e2πid/n, . . . , e2πid/n) and belongs to the fundamental domain defined by the simple roots
for the translation action on tn of the integer lattice Λ
I . Here
f˜(q) = f˜2 +
n∑
r=3
δrf˜r
as at (4.17) where the δr are formal nilpotent parameters, and we expand exp f˜(q) as a formal
power series in the δr; the coefficient of δ
k is denoted by Coeffδk and B(X)j = −(dq)X(eˆj)
as in Theorem 31.
In particular, if αβ is a polynomial Q in the classes a2, · · · , an, b11, · · · , b2gn then by Propo-
sition 30 we have
〈κ(α), κ(β)〉 = (−1)
n+(g−1)
n!
resY1=0 . . . resYn−1=0
(∑
w∈Wn−1 e
〈[[wc˜]],X〉 ∫
(S1)2g
∫
T 2g
Qeω
D2g−2∏1≤j≤n−1(exp(Yj)− 1)
)
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as in the coprime case, while if αβ is the product of (f2)
k with a polynomial Q in the classes
a2, · · · , an, b11, · · · , b2gn then
〈κ(α), κ(β)〉 = (−1)
n+(g−1)k!
n!
resY1=0 . . . resYn−1=0
(∑
w∈Wn−1 e
〈[[wc˜]],X〉 ∫
(S1)2g
∫
T 2g
Qeω
D2g−2∏1≤j≤n−1(exp(Yj)− 1)
)
.
6. Pairings on the partial desingularisation M˜(n, d)
In this section we will study pairings on the partial desingularisation M˜(n, d) using the
method described in §8 of [25]. In the notation of §2 above, [25] §8 provides a method
for calculating pairings κM˜(αβ)[M˜//G] in the cohomology H
∗(M˜//G) of classes κM˜(α) and
κM˜(β) in the image of the composition
H∗K(M)→ H∗K(M˜)→ H∗(M˜//G)
of the pullback from M to M˜ and the map κM˜ . The first observation is that
(6.1) κM˜(αβ)[M˜//G] =
1
|W |κ
T
M˜
(αβD)[µ˜−1(0)/T ] = (−1)
n+
|W | κ
T
M˜
(αβD2)[M˜//Tc]
by (2.8) and (2.9), and the next is that if ξ is any regular value of the T -moment map µT for
M and we choose the symplectic structure appropriately (as a sufficiently small perturbation
of the pullback of the symplectic structure on M ; cf. [25] §4) then
(6.2) κT
M˜,ξ
(αβD)[µ˜−1(ξ)/T ] = κTM,ξ(αβD)[µ−1(ξ)/T ],
where the latter expression can in our case (for M = M extU(n)) be calculated as in §5.
Remark 34. Indeed the proof of Theorem 33 tells us that if α and β are two classes in
H∗G(n,d)(C(n, d)) with degα + deg β = dimRM(n, d) and
αβ =
∑
k
Qk(a2, · · · , an, b11, · · · , b2gn )
fk
k!
for polynomials Qk where the sum runs over k = (k2, · · · , kn) ∈ Zn−1≥0 , then the pairing
κTM,ξ(αβD)[µ−1(ξ)/T ] is given by
(6.3)
(−1)n+(g−1)
n!
∑
k
Coeffδk
 ∑
w∈Wn−1
resY1=0 . . . resYn−1=0
∫
(S1)2g
∫
T 2g×{−[[wc˜]]}
(
ef˜(q)(X)Qk(X)
)
D(X)2g−2∏n−1j=1 exp(−B(−X)j − 1)

where c˜ = c˜0+ξ and c˜0 is the unique element of tn which satisfies e
2πic˜0 = diag (e2πid/n, . . . , e2πid/n)
and belongs to the fundamental domain defined by the simple roots for the translation action
on tn of the integer lattice Λ
I . Here fk =
∏n
r=2 f
kr
r , k! =
∏n
r=2 kr! and δ
k =
∏n
r=3 δ
kr
r where
the δr are formal nilpotent parameters, and
f˜(q) = f˜2 +
n∑
r=3
δrf˜r
as at (4.17). Finally B(X)j = −(dq)X(eˆj) as in Theorem 31.
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This means that to calculate the pairing of the cohomology classes induced by α and β in
H∗(M˜(n, d)) it suffices to calculate the difference between
(6.4) κT
M˜,ξ
(αβD)[µ˜−1(ξ)/T ]
and
(6.5) κT
M˜
(αβD)[µ˜−1(0)/T ]
when M = M extU(n).
Since the partial desingularisation process takes place in stages, it is easiest to consider
a single stage of the construction, when a blow-up along the proper transform ZˆR//N of
ZR//N with
R = GL(m1;C)× ...×GL(mq;C)
as at (3.1) results in Mˆ//G which in our case can be written as Mˆ(n, d) = Cˆ//Gc. (Note
that in [25] the superscript ˆ in ZˆR//N is omitted since, for simplicity, it is assumed there
that the blow up along ZˆR//N is the first in the partial desingularisation process and hence
ZˆR//N = ZR//N .) Let µˆ and µˆT be the moment maps for the actions of K and T on Mˆ ;
then as at (6.2) when ξ is a regular value of µT we have
(6.6) κT
Mˆ,ξ
(αβD)[µˆ−1(ξ)/T ] = κTM,ξ(αβD)[µ−1(ξ)/T ]
provided that we have made a sufficiently small perturbation of the pullback to Mˆ of the
symplectic form on M (where ‘sufficiently small’ depends on ξ). We choose ξ ∈ t∗ to lie in
a connected component ∆(i) of the set of regular values of µT for which 0 ∈ ∆¯(i), and choose
ξˆ ∈ t∗ to lie in the intersection of ∆(i) and a connected component of the set of regular
values of µˆT which contains 0 in its closure. We cannot necessarily choose ξˆ = ξ because the
choices of symplectic structure on Mˆ and the moment maps µˆ and µˆT depend on ξ, but it
is enough to calculate the difference
(6.7) κT
Mˆ,ξ
(αβD)[µˆ−1(ξ)/T ]− κT
Mˆ,ξˆ
(αβD)[µˆ−1(ξˆ)/T ],
since repeating this for each stage and using (6.2) and (6.6) will give us the difference between
κTM,ξ(αβD)[µ−1(ξ)/T ] and κTM˜,ξ˜(αβD)[µ˜−1(ξ˜)/T ] for any ξ˜ in a connected component of the
set of regular values of µ˜T which contains 0 in its closure. Since 0 is itself a regular value of
µ˜T , we can choose ξ˜ to be 0 and thus calculate the pairing (6.1).
Recall that the image µˆT (Mˆ) of the moment map µˆT is a convex polytope which is divided
by walls of codimension one into subpolytopes whose interiors consist of regular values of µˆT .
The pairings we wish to calculate are unchanged as ξ varies within a connected component
of the set of regular values of µˆT , so it is enough to be able to calculate the change as ξ
crosses a wall of codimension one. Any such wall is of the form
µˆT (Mˆ1)
where Mˆ1 is a connected component of the fixed point set in Mˆ of a circle subgroup T1 of
T , and it is shown in [25] Lemma 23 that in order to calculate the difference (6.7) the only
wall crossing terms we need to consider correspond to components Mˆ1 of fixed point sets of
circle subgroups T1 satisfying
∅ 6= π(Mˆ1) ∩Mss ⊂ GZˆssR
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so that Mˆ1 is contained in the exceptional divisor of π : Mˆ → M . Moreover if NT10 is the
identity component of the normaliser of T1 then the subset
{g ∈ G : T1 ⊆ gRg−1}
of G is the disjoint union ⊔
1≤i≤m
NT10 giN
R
of finitely many double cosets for the left NT10 action and the right N
R action, and the
T1-fixed point set in GZˆ
ss
R is the disjoint union⊔
1≤i≤m
NT10 Zˆ
ss
Ri
where Ri = giRg
−1
i ⊃ T1. Let the T1-eigenbundles of the restriction to NT10 ZˆssRi of the normal
bundle to GcZˆssR be denoted by
(6.8) Wi,j → NT10 ZˆssRi
for 1 ≤ j ≤ li. If Mˆ1 is a component of a fixed point set of a circle subgroup T1 satisfying
∅ 6= π(Mˆ1) ∩Mss ⊂ GZˆssR then
Mˆ1 ∩ π−1(Mss) = PWi,j
for some i, j, and it is shown in [25] that the corresponding wall crossing term is
(6.9)
∫
PWi,j//ξ1 (T/T1)c
κ
T/T1
PWi,j ,ξ1
(
resX1=0
αβD2
ePWi,j
)
where ePWi,j is the T -equivariant Euler class of the normal bundle to PWi,j, and the wall is
crossed at ξ1+ ξ2 where ξ2 is the constant T1-component of µˆ on Mˆ1 and ξ1 is orthogonal to
the Lie algebra of T1.
From (6.1), (6.2) and (6.3), we deduce the following.
Theorem 35. Let α, β be two classes in H∗G(n,d)(C(n, d)) with degα+deg β = dimRM(n, d)
and
αβ =
∑
k
Qk(a2, · · · , an, b11, · · · , b2gn )
fk
k!
where Qk is a polynomial. Then using the notation of Remark 34, the intersection pairing
on the partial desingularisation M˜(n, d) is given by
〈κ(α), κ(β)〉 =
∑
k
Coeffδk
(
(−1)n+(g−1)
n!
∑
w∈Wn−1
resY1=0 . . . resYn−1=0
∫
(S1)2g
∫
T 2g×{−[[wc˜]]}
(
ef˜(q)(X)Qk(X)
)
D(X)2g−2∏n−1j=1 (exp−B(−X)j − 1)

−(−1)n(n−1)/2
∑
R∈R
∑
T1
∑
i,j
∫
PWi,j//ξ1 (T/T1)c
κ
T/T1
PWi,j ,ξ1
(
resX1=0
αβD2
ePWi,j
)
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where the last sum runs over all reductive groups R coming from partitions of n (see (3.1)),
over all circle subgroups T1 of T that appear as the stabiliser of a point in the exceptional
divisor of the blowup of GZˆssR and over all i, j such that µˆT (PWi,j) is a wall between 0 and ξˆ.
The computation of the intersection pairing on the partial desingularisation M˜(n, d) is
completed by computing the last terms (the wall crossing terms) in the above theorem. In
the subsequent section, we will see how we can calculate the wall crossing terms.
7. Wall crossing terms
The purpose of this section is to compute the wall crossing term∫
PWi,j//ξ1 (T/T1)c
κ
T/T1
PWi,j ,ξ1
(
resX1=0
αβD2
ePWi,j
)
which appears in Theorem 35 and hence to complete our calculation of the intersection
pairing on the partial desingularisation M˜(n, d).
Remark 36. It is noted in [25] Remarks 26 and 27 that this wall crossing term is an integral
over a quotient of the form µˆ−1T (ξ1+ξ2)∩Mˆ1/T where ξ1 and ξ2 can be taken to be arbitrarily
close to 0. Since PWi,j is a projective bundle over NT10 ZˆssRi , it is helpful to use the method of
reduction to a maximal torus (cf. (2.8)) to relate integrals over quotients of PWi,j by T to
integrals over quotients of PWi,j by NT10 , provided that ξ1 is centralised by NT10 , so that the
quotient
PWi,j//ξ1(NT10 /(T1)c) = µˆ−1(ξ1 + ξ2) ∩ Mˆ1/(NT10 ∩K)
is well defined. Luckily in our situation we can use (3.7) to allow us to assume that ξ1 is
centralised by NT10 , and this simplifies the calculations described in [25] §8 considerably. The
wall crossing term (6.9) becomes
(7.1)
(−1)nN
T1
0
+
|W
N
T1
0
|
∫
PWi,j//ξ1 (N
T1
0 /(T1)c)
κ
T/T1
PWi,j ,ξ1
(
resX1=0
αβD2
(D
N
T1
0
)2ePWi,j
)
where n
N
T1
0
+ is the number of positive roots of N
T1
0 , while DNT10 is the product of the positive
roots of NT10 and WNT10
is the Weyl group of NT10 . Moreover by [25] (8.13) and Lemma 31
there is a fibration
(7.2) PW i,j//ξ1(NT10 /(T1)c) ∼= PW i,j |Zˆss
Ri
//NT10 ∩NRi Ψ−→ ZˆRi//NT10 ∩NRi
with fiber P(Wi,j)x//Stab(x) ∩ NT10 ∩ NRi . Thus we can calculate (7.1) by integrating over
the fibers of Ψ.
Recall from (6.8) that Wi,j → NT10 ZˆssRi is a T1-eigenbundle of the restriction to NT10 ZˆssRi of
the normal bundle to GcZˆssR , and Ri = giRg−1i ⊃ T1. Let us drop the indices i and j and
consider one wall crossing term (7.1) for
Ri = R ∼= GL(m1;C)× ...×GL(mq;C).
We have
(7.3) Stab(x) = R for every x ∈ ZsR
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and by (3.3) and (3.4) the normaliser N = NR of R in Gc has identity component
NR0
∼=
∏
1≤i≤q
(GL(mi;C)× Gc(ni, di))/C∗
and
π0(N
R) =
∏
j≥0,k≥0
Sym (#{i : mi = j and ni = k}).
Moreover
(7.4) ZˆR//N
R ∼=
[
q∏
i=1
M˜(ni, di)
]
/π0(N
R)
where
[∏q
i=1 M˜(ni, di)
]
is the ‘blow up along diagonals’ of
∏q
i=1 M˜(ni, di), defined as follows
(cf. [38] Definition 3.9 and Lemma 3.11, but noting that the definition given in [38] of the
‘blow up along diagonals’ is incorrect).
Definition 37. Let Y1, ..., Ys be quasi-projective varieties and let Π = {I1, ..., Ik} be a parti-
tion of {1, ..., s} with associated equivalence relation ∼ such that Yi = Yj if and only if i ∼ j.
Given any partition Π′ = {I ′1, ..., I ′ℓ} of {1, ..., s} which refines Π, there is a nonsingular
closed subvariety AΠ′ of the product
∏s
i=1 Yi defined by
AΠ′ = {(y1, ..., ys) ∈
s∏
i=1
Yi : yi = yj if i ∼′ j}
where ∼′ is the equivalence relation on {1, ..., s} induced by the partition Π′. Let[
s∏
i=1
Yi
]
denote the result of blowing up
∏s
i=1 Yi along the proper transforms of the subvarieties AΠ′
(where Π′ runs over all refinements of Π) in increasing order of dimension. We call [
∏s
i=1 Yi]
the product of Y1, ..., Ys blown up along all diagonals.
We saw in §3 that the wall µT (Mˆ1) lies in an affine hyperplane β + β⊥ in tR where β
generates T1 and is determined by a partition
{∆h,m : (h,m) ∈ J}
of {1, ...,M}, a nonempty subset S of {(i, j) ∈ Z × Z : 1 ≤ i, j ≤ M}, and a directed
graph G(S) with vertices 1, ...,M and directed edges from i to j whenever (i, j) ∈ S, as in
Proposition 3. Recall from Remark 7 that the graph G(S) is connected and so we can omit
the index h and take J to be of the form
J = {1, . . . , t}.
Our aim is to calculate the wall crossing term (7.1) by integrating over the fibers
P(W)x//Stab(x) ∩NT10 ∩NR = P(W)x//NT10 ∩NR
of the fibration
Ψ : PW//ξ1(NT10 /(T1)c) ∼= PW |Zˆss
R
//NT10 ∩NR −→ ZˆR//NT10 ∩NR
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defined at (7.2) (see Remark 36 and (7.3)), where W =Wi,j and NT10 is the identity compo-
nent of the normaliser NT1 in Gc of the one-parameter subgroup T1 generated by β, so that
(7.5) NT10 = N
T1 = Stabβ.
From [25] Lemma 29 and Corollary 1 and from (7.4) above we know that the connected
component R(NT10 ∩NR)0 has finite index in NR and that there are isomorphisms
ZˆR//(N
T1
0 ∩NR)0 ∼= ZˆR//NR0 ∼=
[
q∏
i=1
M˜(ni, di)
]
and
ZˆR//N
T1
0 ∩NR ∼=
[
q∏
i=1
M˜(ni, di)
]
/π0(N
T1
0 ∩NR)
where
π0(N
T1
0 ∩NR) =
∏
j1≥0,j2≥0,j3≥0
Sym (#{(i, k) : mi = j1 and mki = j2 and ni = j3})
(cf. (3.5)). Thus once we have reduced to integrals over ZˆR//N
T1
0 ∩NR by integrating over
the fibers of Ψ we can complete the calculation by using induction on n to compute integrals
over the product
∏q
i=1 M˜(ni, di) and its blowup along diagonals [
∏q
i=1 M˜(ni, di)].
We can integrate (7.1) over the fibers P(W)x//NT10 ∩ NR of Ψ by using the formula (2.4)
for pairings on the symplectic quotient of a projective space. In this calculation the terms
α, β, D and D
N
T1
0
all restrict to equivariant classes on the projective space P(W)x which
are pulled back from the equivariant cohomology of a point and are easy to calculate. The
remaining term to consider is the equivariant Euler class ePW of the normal bundle to PW.
Let E ∼= (Cm1⊗D1)⊕· · ·⊕(Cmq⊗Dq) represent an element of GcZsR as at (3.2) above, with
D1, . . . , Dq all stable and not isomorphic to one another, and Di of rank ni and degree di.
Recall from §3 that C is an infinite dimensional affine space, and if we fix a C∞ identification
of the fixed C∞ hermitian bundle E with ⊕qi=1 Cmi ⊗ Di then we can identify C with the
infinite dimensional vector space
Ω0,1(End(
q⊕
i=1
C
mi ⊗Di))
in such a way that the zero element of Ω0,1(End(
⊕q
i=1 C
mi ⊗Di)) corresponds to the given
holomorphic structure on E =
⊕q
i=1 C
mi ⊗ Di. With respect to this identification, the
action of R =
∏q
i=1GL(mi;C) on C is the action induced by the obvious action of R on⊕q
i=1 C
mi ⊗Di. The tangent space to the Gc-orbit through this holomorphic structure is the
image of the differential
Ω0( EndE)→ Ω0,1( EndE),
and the normal NR to GcZssR at E is naturally isomorphic to the cokernel of the restriction
of this differential to
Ω0( End ′⊕E)→ Ω0,1( End ′⊕E),
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which is
H1(Σ,End′⊕E) ∼=
q⊕
i1,i2=1
C
mi1mi2−δ
i2
i1 ⊗H1(Σ, D∗i1 ⊗Di2).
We have H0(Σ,End′⊕E) = 0, so the normal bundle to GcZsR in C is
−π!
(
q⊕
i1,i2=1
C
mi1mi2−δ
i2
i1 ⊗ U∗i1 ⊗ Ui2
)
where Ui1 and Ui2 are the appropriate universal bundles on C(ni1 , di1)×Σ and C(ni2 , di2)×Σ
pulled back to C(ni1 , di1) × C(ni2 , di2) × Σ, and π denotes the projection from C(ni1 , di1) ×
C(ni2 , di2)× Σ to C(ni1 , di1)× C(ni2 , di2).
We need to extend this description to a description of the normal bundle NR to the proper
transform GcZˆssR of GcZssR . For simplicity we consider the case when ZˆssR is obtained from ZssR
via a single blow up along its intersection with GcZssR′ for some R′ containing R; the general
case can then be obtained inductively (cf. [37] §8). From [37] Corollary 8.11 we know that
GcZssR′ ∩ ZssR is the disjoint union
(7.6) GcZssR′ ∩ ZssR =
m′⊔
r=1
NR0 g
′
rZ
ss
R′
where the subset {g ∈ Gc : R ⊆ gR′g−1} of Gc is the disjoint union
{g ∈ Gc : R ⊆ gR′g−1} =
m′⊔
r=1
NR0 g
′
rN
R′
of finitely many double (NR0 , N
R′) cosets9. Moreover if E represents an element of one of the
components NR0 gZ
ss
R′ of GcZssR′ ∩ ZssR where R ⊂ gR′g−1 then we have
(7.7) E = (Cm
′
1 ⊗D′1)⊕ · · · ⊕ (Cm
′
Q ⊗D′Q)
with D′1, . . . , D
′
Q all stable and not isomorphic to each other and D
′
j of rank n
′
j and degree
d′j where
R′ ∼=
Q∏
j=1
GL(m′j ;C).
But also since E ∈ ZssR we have a decomposition
E ∼= (Cm1 ⊗D1)⊕ · · · ⊕ (Cmq ⊗Dq)
where Di is semistable of rank ni and degree di. As the decomposition (7.7) of E is canonical,
for 1 ≤ i ≤ q we must have
Di ∼= (CMi,1 ⊗D′1)⊕ · · · ⊕ (CMi,Q ⊗D′Q)
for some Mij ≥ 0 satisfying
(7.8) m′j =
q∑
i=1
miMij
9Strictly speaking here we should apply [37] Corollary 8.11 to a finite dimensional description of M(n, d)
as a quotient (cf. §3 above and [37]).
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for 1 ≤ j ≤ Q, and we can assume that R ∼= ∏qi=1GL(mi;C) is embedded in gR′g−1 ∼=∏Q
j=1GL(m
′
j ;C) via decompositions
C
m′j ∼=
q⊕
i=1
C
mi ⊗ CMij
coming from (7.8). Note that the normal to NR0 g
′
rZ
ss
R′ in Z
ss
R is then
(7.9) −π!
(⊕q
i=1
⊕Q
j1,j2=1
C
Mi,j1Mi,j2 ⊗ (U′j1)∗ ⊗ U′j2⊕Q
j=1(U
′
j)
∗ ⊗ U′j
)
where U′j denotes the pullback of the appropriate universal bundle on C(n′j , d′j)× Σ.
Lemma 38. There are short exact sequences of sheaves over ZˆssR as follows, where NA|B
denotes the normal bundle to A in B when A is a smooth submanifold of a manifold B:
(i) 0→ NZˆss
R
|Cˆss → p∗(NZssR |Css)→ p∗ι!
(
TC
TGcZssR′ + TZssR
)
→ 0
where p : ZˆssR → ZssR is the blow down map and ι : ZssR ∩ GcZssR′ → ZssR is the inclusion, and
ι!
(
TC
TGcZssR′ + TZssR
)
is shorthand for the extension by zero over ZssR of the vector bundle
TC|Zss
R
∩GcZss
R′
TGcZssR′ |ZssR ∩GcZssR′ + TZssR |ZssR ∩GcZssR′
which fits into an exact sequence
0→ T (NR0 g′iZssR′)→ TZssR |NR0 g′iZssR′ → NR′ →
TC|Zss
R
∩GcZss
R′
TGcZssR′ |ZssR ∩GcZssR′ + TZssR |ZssR ∩GcZssR′
→ 0
on each component NR0 g
′
iZ
ss
R′ of Z
ss
R ∩ GcZssR′;
(ii) 0→ Lie(Gc)/Lie(NR)→ NZˆss
R
|Cˆss → NGcZˆssR |Cˆss |ZˆssR = NR|ZˆssR → 0
where Lie(Gc)/Lie(NR) is shorthand for the trivial vector bundle on ZˆssR whose fiber is
Lie(Gc)/Lie(NR) ∼= Ω0( End ′⊕E).
Proof: (i) follows directly from [12] Lemma 15.4 (i) and (iv), while (ii) is an immediate
consequence of the fact that
(7.10) GcZˆssR ∼= Gc ×NR ZˆssR
by [37] Corollary 5.6. ✷
Corollary 39. The equivariant Chern polynomial of the normal bundle NR to GcZˆssR in Cˆss
is given by
c(NR)(t) = p∗
c(−π!
(⊕q
i1,i2=1
C
mi1mi2−δ
i2
i1 ⊗ U∗i1 ⊗ Ui2
)
)(t)
c(ι!
(
TC
TGcZss
R′
+TZss
R
)
)(t)

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with
c(ι!
(
TC
TGcZssR′ + TZssR
)
)(t) =
m′∏
r=1
 c
(
ι!
(
−π!
(⊕Q
j1,j2=1
C
m′j1
m′j2 ⊗ (U′j1)∗ ⊗ U′j2
)))
(t)
c
(
ι!
(
−π!
(⊕q
i=1
⊕Q
j1,j2=1
C
Mi,j1Mi,j2 ⊗ (U′j1)∗ ⊗ U′j2
)))
(t)

in the notation of Lemma 38 and the preceding paragraph.
Proof: Since H∗G(GcZˆssR ) ∼= H∗NR(ZˆssR ) by (7.10), it suffices to consider the restriction of NR
to ZˆssR . When E
∼= (Cm1 ⊗D1)⊕ · · · ⊕ (Cmq ⊗Dq) represents an element of ZssR as above the
normal to ZssR in Css at E is naturally isomorphic to Ω0,1( End ′⊕E). The result now follows
from (7.9), Lemma 38 and the exact sequence
0→ H0(Σ, End ′⊕E)→ Ω0( End ′⊕E)→ Ω0,1( End ′⊕E)→ H1(Σ, End ′⊕E)→ 0.
✷
The one-parameter subgroup T1 of R generated by β acts diagonally on C
m1 ⊕ ... ⊕ Cmq
with weights β.ej for j ∈ {1, ...,M} where M = m1 + ... +mq, and so it acts on
Ω0,1(End(
q⊕
i=1
C
mi ⊗Di)) =
q⊕
i1,i2=1
Ω0,1(Cmi1 ⊗ (Cmi2 )∗ ⊗Di1 ⊗D∗i2)
with weights β.(ei − ej) for i, j ∈ {1, ...,M}. By Proposition 3 we have a partition
{∆m : m ∈ J = {1, . . . , t}}
of {1, ...,M} such that
β
||β||2 =
t∑
m=1
∑
j∈∆m
(ǫ−m) ej||ej ||2 ,
and β.(ei − ej) = ||β||2 if and only if i ∈ ∆k and j ∈ ∆k+1 for some k ∈ {1, . . . , t − 1} by
[43] Lemma 5.3. Recall that if 1 ≤ i ≤ q then em1+...+mi−1+1, ..., em1+...+mi are the weights of
the standard representation on Cmi of the component GL(mi;C) of R =
∏q
i=1GL(mi;C). If
1 ≤ i ≤ q and k ∈ J = {1, . . . t}, then let
(7.11) ∆ki = ∆k ∩ {m1 + ... +mi−1 + 1, ..., m1 + ...+mi}
and let mki denote the size of ∆
k
i , so that
∑t
k=1m
k
i = mi. If we make the induced identifica-
tions
C
M =
q⊕
i=1
C
mi =
q⊕
i=1
t⊕
k=1
C
mki
then the T1-eigenbundle W = Wi,j → NT10 ZˆssR of the restriction to NT10 ZˆssR of the normal
bundle to GcZˆssR which corresponds to the affine hyperplane β + β⊥ is given by the image of
−π!
(
q⊕
i1,i2=1
t−1⊕
k=1
(Cm
k
i1 ⊗ (Cmk+1i2 )∗ ⊗ Ui1 ⊗ U∗i2)
)
and has equivariant Chern polynomial equal to the pullback of
(7.12) c(W)(t) = p∗
 c
(
−π!
(⊕q
i1,i2=1
⊕t−1
k=1 C
mki1
mk+1i2 ⊗ Ui1 ⊗ U∗i2
))
(t)∏m′
r=1 c
(
ι!
(
−π!
(⊕Q
j1,j2=1
⊕t−1
k=1 C
m
′k
j1
m
′k+1
j2 ⊗ U′j1 ⊗ (U′j2)∗
)))
(t)

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where m
′k
j =
∑q
i=1m
k
iMi,j .
Remark 40. Recall that the final ingredient of the wall crossing term (7.1) which is needed
is the equivariant Euler class ePW of the normal bundle in Cˆss to the projectivisation PW
of W. This can of course be obtained from the equivariant Chern polynomial which we are
now in a position to calculate as follows.
The projective bundle PW → NT10 ZˆssR is a subbundle of the restriction to NT10 ZˆssR of the
exceptional divisor PNR for the blow-up along GcZˆssR . The normal to PNR is O(−1), and by
[12] Lemma 15.4(ii) there is an exact sequence
0→ O → p∗NR ⊗O(1)→ TPNR → p∗TGcZˆssR → 0
where TX denotes the tangent bundle to X and p : PNR → GcZˆssR is the natural projection.
Similarly we have
0→ O → p∗W ⊗O(1)→ TPW → (p|PW)∗TNT10 ZˆssR → 0
so the equivariant Chern polynomial of the normal to PW in PNR is
(7.13) c(p∗(N
N
T1
0 Zˆ
ss
R
|GcZˆssR
))(t)c(p∗(NR/W)⊗O(1))(t).
where N
N
T1
0 Zˆ
ss
R
|GcZˆssR
is the normal bundle to NT10 Zˆ
ss
R in GcZˆssR . We have
GcZˆssR ∼= Gc ×NR ZˆssR
and
NT10 Zˆ
ss
R
∼= NT10 ×NT10 ∩NR Zˆ
ss
R ,
so the normal to NT10 Zˆ
ss
R in GcZˆssR is isomorphic to Gc/NT10 NR, and therefore its equivariant
Chern roots are the weights of the natural action on Gc/NT10 NR.
Let λ1, . . . , λl be the equivariant Chern roots of NR/W, so that its equivariant Chern
polynomial is given by
c (NR/W) (t) =
l∏
j=1
(1 + λjt).
Then the equivariant Chern polynomial of p∗(NR/W)⊗O(1) is
(7.14)
l∏
j=1
(1 + λjt + ζt) = (1 + ζt)
lc (NR/W)
( t
1 + ζt
)
where ζ is the standard generator of the cohomology of the projective bundle over the
cohomology of the base. But by Corollary 39 we have
c(NR)(t) = p∗
c(−π!
(⊕q
i1,i2=1
C
mi1mi2−δ
i2
i1 ⊗ U∗i1 ⊗ Ui2
)
)(t)
c(ι!
(
TC
TGcZss
R′
+TZss
R
)
)(t)

with
c(ι!
(
TC
TGcZssR′ + TZssR
)
)(t) =
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m′∏
r=1
 c
(
ι!
(
−π!
(⊕Q
j1,j2=1
C
m′j1
m′j2 ⊗ (U′j1)∗ ⊗ U′j2
)))
(t)
c
(
ι!
(
−π!
(⊕q
i=1
⊕Q
j1,j2=1
C
Mi,j1Mi,j2 ⊗ (U′j1)∗ ⊗ U′j2
)))
(t)
 .
Moreover by (7.12) we have
(7.15) c(W)(t) = p∗
 c
(
−π!
(⊕q
i1,i2=1
⊕t−1
k=1 C
mki1
mk+1
i2 ⊗ Ui1 ⊗ U∗i2
))
(t)∏m′
r=1 c
(
ι!
(
−π!
(⊕Q
j1,j2=1
⊕t−1
k=1 C
m
′k
j1
m
′k+1
j2 ⊗ U′j1 ⊗ (U′j2)∗
)))
(t)

so
(7.16) c (NR/W) (t) = c (NR) (t)
c (W) (t) =
p∗
(
c(−π!V0)(t)c(ι!(−π!)V ′0)(t)
)
p∗
(
c(−π!V1)(t)c(ι!(−π!)V ′1)(t)
)
where
(7.17) V0 =
q⊕
i1,i2=1
C
mi1mi2−δ
i2
i1 ⊗ U∗i1 ⊗ Ui2
and
(7.18) V1 =
q⊕
i1,i2=1
t−1⊕
k=1
C
mki1
mki2 ⊗ Ui1 ⊗ U∗i2
while
V ′0 =
m′⊕
r=1
(
q⊕
i=1
Q⊕
j1,j2=1
C
Mi,j1Mi,j2 ⊗ (U′j1)∗ ⊗ U′j2 ⊕
Q⊕
j1,j2=1
t−1⊕
k=1
C
m
′k
j1
m
′k+1
j2 ⊗ U′j1 ⊗ (U′j2)∗
)
and
V ′1 =
m′⊕
r=1
Q⊕
j1,j2=1
C
m′j1
m′j2 ⊗ (U′j1)∗ ⊗ U′j2.
By the Grothendieck–Riemann–Roch theorem ([12], Theorem 15.2) we have
(7.19) ch(f!α)td(TY ) = f∗
(
ch(α)td(TX)
)
when f : X → Y is proper. When f = π is a fibration with fiber Σ this gives us
(7.20) ch
(
π!α
)
= π∗
(
ch(α)td(Σ)
)
= π∗
(
ch(α)(1− (g − 1)ω)
)
where ω is the standard generator of H2(Σ). When f = ι : ZssR ∩ GcZssR′ → ZssR is a closed
embedding we get
(7.21) ch
(
ι!α
)
= ι∗
(
ch(α)
(
td
(
NZss
R
∩GcZss
R′
|Zss
R
))−1)
(see [12] §15.2; in particular the formula immediately before Corollary 15.2.1). Then we use
(7.6) and (7.9) to compute the Chern polynomials.
By putting all this together we can (at least in principle) calculate the equivariant Chern
polynomial of the normal bundle to PW, and hence calculate the equivariant Euler class ePW
(cf. similar calculations in [10], in particular [10] Proposition 9.2).
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We now have all the ingredients needed to calculate the wall crossing terms (7.1) by
integrating over the fibers P(Wi,j)x//Stab(x) ∩NT10 ∩NRi of the map
Ψ : PW i,j//ξ1(NT10 /(T1)c) ∼= PW i,j |Zˆss
Ri
//NT10 ∩NRi −→ ZˆRi//NT10 ∩NRi
defined at (7.2). The results can be expressed (as in [25]) in terms of integrals over projective
subbundles of P(Wi,j) which can be calculated with the following standard lemma.
Lemma 41. Let E be a rank r complex vector bundle over a manifold M and let η ∈
H∗(PE) ∼= H∗(M)[y]/(p(y)) where p(y) = yr + c1(E)yr−1 + · · ·+ cr(E). Then∫
PE
η = resy=0
∫
M
η
p(y)
.
This lemma reduces the wall crossing terms (7.1) to integrals over spaces of the form
ZˆR//N
R ∼=
[
q∏
i=1
M˜(ni, di)
]
/π0(N
R)
(see (7.4)) which can be calculated using induction on n.
In the next section we will carry out the details of all these calculations in the case when
n = 2.
8. The case when the rank n is two
In this section we explicitly compute intersection numbers in the partial desingularization
M˜(2, 0). Let M ext = M extU(2) be the extended moduli space with the group U(2) on which
K = SU(2) acts by conjugation, i.e. M ext is the fiber product
(8.1)
M ext
µ−−−→ su(2)y y exp
U(2)2g
Φ−−−→ SU(2)
Let T denote the maximal torus of K = SU(2) consisting of diagonal matrices. Fix a
sufficiently small positive number ε. From (2.10) we have
(8.2)
κM˜ext
(
ηeω¯
)
[M˜(2, 0)] = 1
2
(
− ∫
µ˜−1
T
(0)/T
κT
M˜ext
(
ηeω¯D2)+ ∫
µ˜−1
T
(ε)/T
κT,ε
M˜ext
(
ηeω¯D2))
− 1
2
∫
µ−1
T
(ε)/T
κT,εMext
(
ηeω¯D2)
where µT and µ˜T are moment maps for the T -action on M
ext and M˜ ext respectively. Notice
that the second term in (8.2) may be computed using periodicity as in [29], as explained in
§4 of the present paper.
To compute the first term, we need to examine the walls (images under µ˜T of components
of the fixed point set of T ) crossed in passing from 0 to ε in t∗ = R. The components of the
fixed point set that are relevant to us are those that meet the exceptional divisors in M˜ ext
(see [25], Lemma 23).
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8.1. Wall crossing term from the first blow-up. To form M˜ ext from M ext, we first
blow up along the set ∆ of the points with stabilizer K = SU(2) which is (S1)2g where S1
represents the center of U(2). With the natural identification of (S1)2g with the Jacobian
Jac of Σ, the normal bundle of the K-fixed point locus ∆ is
R1π∗ End (L ⊕ L)0 ∼= R1π∗O ⊗ sl(2)
where L → Σ × Jac is the Poincare´ bundle and π : Σ × Jac → Jac is the projection.
Hence, the exceptional divisor of the first blow-up in the partial desingularisation process
is P(R1π∗O ⊗ sl(2)). The T -fixed point component with positive moment map value in the
exceptional divisor is thus the projectivization
P
[
R1π∗O ⊗
(
0 1
0 0
)]
∼= PTJac ∼= Jac× Pg−1
of the tangent bundle of the Jacobian which is trivial. The normal bundle to this fixed point
component is thus
OPg−1(−1)⊕
[
R1π∗O ⊗
(
1 0
0 −1
)
⊗OPg−1(1)
]
⊕
[
R1π∗O ⊗
(
0 0
1 0
)
⊗OPg−1(1)
]
.
The first summand is normal to the exceptional divisor and the last two are normal in
the exceptional divisor. The torus T acts on the three summands with weights 2,−2,−4
respectively. As R1π∗O ∼= TJac is trivial, the equivariant Euler class of the normal bundle is
(−y + 2Y )(y − 2Y )g(y − 4Y )g
where y = c1(OPg−1(1)) is the generator of H∗(Pg−1) and Y is the generator of H∗T (pt). Hence
the wall crossing term from the first blow-up in the partial desingularization process is
−1
2
∫
Pg−1×Jac
resY=0
ηeω¯|∆D2
(−y + 2Y )(y − 2Y )g(y − 4Y )g
(8.3) =
1
2
∫
∆
∫
Pg−1
resY=0
ηeω¯|∆(4Y 2)
(−2)g+1(−4)gY 2g+1 (1−
y
2Y
)−g−1(1− y
4Y
)−g
= − 1
23g
∫
∆
resy=0resY=0
ηeω¯|∆
ygY 2g−1
(1− y
2Y
)−g−1(1− y
4Y
)−g.
A universal bundle U → Σ × Css restricted to Σ × ZssSU(2) where ZssSU(2) is the locus of
SU(2)-fixed points, decomposes as L ⊕ L for a universal line bundle L over Σ × ZssSU(2)
by abuse of notation. Since we are considering the moduli space of degree zero semistable
bundles, the equivariant first Chern class is of the form
c1(L) = Y ⊗ 1 +
∑
dj ⊗ σj
where dj ∈ H1(∆) and σj is a symplectic basis of H1(Σ) so that σjσj+g is the fundamental
class ρ ∈ H2(Σ). Hence c2(U) restricts as
c2(L ⊕ L) = c1(L)2 = Y 2 ⊗ 1 +
∑
Y dj ⊗ σj − 2γ ⊗ ρ
where γ =
∑g
j=1 d
jdj+g. This implies that the classes a2, b
j
2, f2 defined in §4 restrict to Y 2,
Y dj and −2γ respectively. Therefore, we can explicitly compute the restriction of ηeω¯ to ∆
in terms of Y and dj.
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The last expression in (8.3) is nonzero only when ηeω¯|∆ ∈ H∗T (∆) = H∗T (Jac) is a constant
multiple of the product of the fundamental class γ
g
g!
of ∆ and Y 3g−3, in which case the wall
crossing term is computed as follows:
− 1
23g
∫
∆
resy=0resY=0
γg
g!
Y 3g−3
ygY 2g−1
(1− y
2Y
)−g−1(1− y
4Y
)−g
(8.4) = − 1
23g
resy=0resY=0
Y g−2
yg
(1− y
2Y
)−g−1(1− y
4Y
)−g
= − 1
23g
Coeffyg−1Y −g+1(1− y
2Y
)−g−1(1− y
4Y
)−g
= − 1
23g
Coefftg−1(1− t
2
)−g−1(1− t
4
)−g.
8.2. Wall crossing term from the second blow-up. Let Γ denote the set of points in
M ext fixed by the action of T and Γ̂ be the proper transform after the first blow-up. To get
the partial desingularization we blow up along GΓ̂ for G = KC.
Note that Γ = (S1×S1)2g where (S1×S1) ⊂ U(2) is the set of diagonal matrices in U(2).
Γ can be naturally identified with the product Jac× Jac of the Jacobian of Σ and Γ̂ is the
blow-up of Jac× Jac along the diagonal ∆ ∼= Jac. The normal bundle N to GΓ̂ splits as the
direct sum W+ ⊕W− on which T acts with weights 2 and −2 respectively. Hence the wall
to be crossed is exactly PW+.
Let us compute the equivariant Euler class of the normal bundle of the wall PW+. Let L1
(resp. L2) be the pull-back of the Poincare´ bundle L → Σ × Jac via π12 (resp. π13) where
π12 : Σ× Jac× Jac→ Σ× Jac (resp. π23 : Σ× Jac× Jac→ Σ× Jac) is the projection onto
the first and second (resp. third) components. Let π23 : Σ × Jac × Jac → Jac × Jac and
π : Σ× Jac→ Jac denote the obvious projections.
As observed in §6, the Chern class of the normal bundle N of GΓ̂ restricted to Γ̂ is
c(N|Γ̂) =
c (−(π23)!(L∨1 ⊗ L2 ⊕L∨2 ⊗L1))
c (ı!(R1π∗(O)⊕R1π∗(O)))
where ı : ∆ →֒ Γ is the diagonal embedding. Similarly, we have
c(W−|Γ̂) =
c (−(π23)!(L∨1 ⊗ L2))
c (ı!(R1π∗(O)))
c(W+|Γ̂) =
c (−(π23)!(L∨2 ⊗L1))
c (ı!(R1π∗(O))) .
After normalization, the ordinary first Chern classes of L1 and L2 can be written as
2g∑
i=1
di1 ⊗ σi,
2g∑
i=1
di2 ⊗ σi
where σi is a symplectic basis of H
1(Σ) as before. By Grothendieck–Riemann–Roch, the
Chern characters are
ch (−(π23)!(L∨1 ⊗L2)) = ch (−(π23)!(L∨2 ⊗ L1)) = (g − 1) + γˆ
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where
γˆ =
g∑
i=1
di1d
i+g
1 + d
i
2d
i+g
2 + d
i
1d
i+g
2 + d
i
2d
i+g
1 .
From a well-known combinatorial argument relating the Chern characters with the Chern
classes, we have
c (−(π23)!(L∨1 ⊗L2)) = c (−(π23)!(L∨2 ⊗ L1)) = exp(γˆ)
Since R1π∗O ∼= O⊕g, we have
c
(
ı!(R
1π∗(O))
)
= c (ı!(O))g = (1 + h)−g
by [12] Example 15.3.5 where h = c1(OΓˆ(−E)) for the exceptional divisor E of the blow-up
Γˆ→ Γ. Therefore we have
(8.5) c(W±|Γˆ) = (1 + h)g exp(γˆ).
It is an illuminating exercise to check that the right hand side indeed lies in H≤2g−2(Γˆ). Let
y = c1(OPW+(1)). Since the normal bundle to PW+ in PN is the pull-back of W− tensored
with OPW+(1) and T acts with weights −4, the equivariant Euler class of the normal bundle
to PW+ in PN is
(y − 4Y )g−1
(
1 +
h
y − 4Y
)g
exp
(
γˆ
y − 4Y
)
.
The normal bundle of PN restricted to PW+ is OPW+(−1) on which T acts with weight 2 so
that the equivariant Euler class is (−y + 2Y ). Therefore the equivariant Euler class of the
normal bundle to PW+ in M˜
ext is
(8.6) ePW+ = (−y + 2Y )(y − 4Y )g−1
(
1 +
h
y − 4Y
)g
exp
(
γˆ
y − 4Y
)
.
As observed in the previous subsection, we can easily compute the restriction to GΓˆ of ηeω¯
and express as a linear combination of classes of the form ξY n for some nonnegative integer
n and ξ ∈ H∗(Γ) ⊂ H∗(Γˆ). Since dimRM(2, 0) = 8g − 6, the intersection pairing is nonzero
only for classes of degree 8g − 6. So it suffices to consider the case when ξ ∈ H8g−6−2n(Γ).
The wall crossing term from the second blow-up is then
(8.7)
∫
PW+
resY=0
ξY n(4Y )2
ePW+
= − ∫
PW+|Γˆ
resY=0
ξY n
(−y+2Y )(y−4Y )g−1(1+ hy−4Y )
g
exp( γˆy−4Y )
= − ∫
PW+|Γˆ
ξresY=0
Y n−g
2·(−4)g−1
∑
r,s,l≥0Ar,s,lγˆ
rhsyl(−4Y )−r−s−l
= − 1
2·(−4)n
∫
PW+|Γˆ
ξ
∑
r+s+l=n−g+1Ar,s,lγˆ
rhsyl
= − 1
2·(−4)n
∑
r+s+l=n−g+1Ar,s,l
∫
PW+|Γˆ
ξγˆrhsyl
where Ar,s,l are defined by the power series expansion in t(
(1 + 2t)
g−1∑
k=0
(1 + t)g−1−k
∑
r+s=k
1
r!
g!
s!(g − s)!z
rxs
)−1
=
∑
r,s,l
Ar,s,lz
rxstl.
So it suffices to compute ∫
PW+|Γˆ
ξγˆrhsyl
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for r + s + l = n − g + 1. By the residue formula applied to W+|Γˆ, whose Chern class is
(1+h)g exp(γˆ), with respect to the action of U(1) by usual complex multiplication on fibers,
we have
(8.8)
∫
PW+|Γˆ
ξγˆrhsyl =
∫
Γˆ
resY=0
ξγˆrhsyl
yg−1(1+h
y
)g exp( γˆ
y
)
=
∫
Γˆ
resY=0
ξγˆrhsyl
yg−1
∑
a,b≥0Ba,b(
γˆ
y
)a(h
y
)b
=
∑
a,b
∫
Γˆ
resY=0Ba,b
ξγˆr+ahs+b
yg−1−l+a+b
=
∑
a+b=l−g+2Ba,b
∫
Γˆ
ξγˆr+ahs+b
where Ba,b are defined by the power series expansion
1
(1 + x)g exp z
=
∑
Ba,bz
axb.
Since γˆ, ξ ∈ H∗(Γ) and −h is the Poincare´ dual of the exceptional divisor E in Γˆ, it is easy
to see that the integral ∫
Γˆ
ξγˆr+ahs+b
is nonzero only if s+ b = 0 or s+ b = g.
First suppose b = −s so that a = n−2g+3−r since r+s+l = n−g+1 and a+b = l−g+2.
Then we have ∫
Γˆ
ξγˆr+ahs+b =
∫
Γ
ξγˆn−2g+3.
Since ξ ∈ H8g−6−2n(Γ), ξγˆn−2g+3 is a constant multiple of ∏gj=1 dj1dj+g1 dj2dj+g2 in which case
we can complete the computation from∫
Γ
g∏
j=1
dj1d
j+g
1 d
j
2d
j+g
2 = 1
Next suppose b = g − s so that a = n− 3g + 3− r. In this case,∫
Γˆ
ξγˆr+ahs+b =
∫
Γˆ
ξγˆn−3g+3hg = −
∫
E
ξ(4γ)n−3g+3hg−1 = −
∫
∆
ξ(4γ)n−3g+3
where E is the exceptional divisor in Γˆ which is a projective bundle over ∆ and γ ∈ H2(∆)
is the class introduced in the previous subsection.
Since ξ ∈ H8g−6−2n(Γ), the integral∫
∆
ξ(4γ)n−3g+3 = 4n−3g+3
∫
∆
ξγn−3g+3
is nonzero only when ξ|∆ is a constant multiple of γ4g−3−n. Hence the computation is now
complete from ∫
∆
γg = g!
To be quite explicit, let us consider the classes am2 f
n
2 with 2m + n = 4g − 3. Recall that
a2|∆ = Y 2 and f2|∆ = −2γ. Similarly, from
c2(U)|Γ = c2(L1⊕L2) = c1(L1)c1(L2) = Y 2⊗1+
2g∑
i=1
Y (di1+d
i
2)⊗σi−(
g∑
j=1
dj1d
j+g
2 +d
j
2d
j+g
1 )⊗ρ
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we see that a2|Γ = Y 2, f2|Γ = −γ12 where γ12 =
∑g
j=1 d
j
1d
j+g
2 + d
j
2d
j+g
1 . Therefore
am2 f
n
2 |∆ = Y 2m(−2γ)n, am2 fn2 |Γ = Y 2m(−γ12)n.
Notice that γ12|∆ = 2γ. Let γ1 =
∑g
j=1 d
j
1d
j+g
1 and γ2 =
∑g
j=1 d
j
2d
j+g
2 so that γˆ = γ1+γ2+γ12.
The wall crossing term from the first blow-up is zero if g is even so that 3g − 3 is odd or
if n 6= g. If g is odd and n = g,
am2 f
n
2 |∆ = Y 3g−3(−2γ)g = (−2)gg!
γg
g!
Y 3g−3 = −2gg!γ
g
g!
Y 3g−3
and thus from (8.4) the wall crossing term is
g!
22g
Coefftg−1(1− t
2
)−g−1(1− t
4
)−g.
From (8.7) and (8.8), the wall crossing term from the second blow-up is
− 1
2·(−4)2m
∑
r+s+l=2m−g+1Ar,s,l
∑
a+b=l−g+2Ba,b
∫
Γˆ
(−γ12)nγˆr+ahs+b
= − 1
24m+1
∑
r+s+l=2m−g+1Ar,s,l
∑
a+b=l−g+2(
B2m−2g+3−r,−s
∫
Γ
(−γ12)nγˆ2m−2g+3 +B2m−3g+3−r,g−s
∫
∆
(−2γ)n(4γ)2m−3g+3).
The last integral is just∫
∆
(−2γ)n(4γ)2m−3g+3 = (−1)n22m−2g+3
∫
∆
γg = (−1)n22m−2g+3g!
Also, by combinatorial computation, we have∫
Γ
(−γ12)nγˆ2m−2g+3 = (−1)n
∫
Γ
γn12(γ12 + γ1 + γ2)
2g−n
= (−1)n
[ 2g−n
2
]∑
k=0
(−1)k(2g − 2k)!(2g − n)!g!
(2g − 2k − n)!k!(g − k)! .
So the computation is complete and we have proved the following.
Theorem 42. For a pair (m,n) of nonnegative integers satisfying 2m+ n = 4g − 3,
κ(am2 f
n
2 )[M˜(2, 0)] =
(−1)g−1−mn!
22m−g+1
resY=0
1
Y 2g−2−2m(eY − 1)
+
(
g!
22g
Coefftg−1(1− t
2
)−g−1(1− t
4
)−g
)
δg,n − 1
24m+1
∑
r+s+l=2m−g+1
Ar,s,l
∑
a+b=l−g+2(−1)n [ 2g−n2 ]∑
k=0
(−1)k(2g − 2k)!(2g − n)!g!
(2g − 2k − n)!k!(g − k)! B2m−2g+3−r,−s + (−1)
n22m−2g+3g!B2m−3g+3−r,g−s

where δg,n is Kronecker’s delta and the constants Ar,s,l and Ba,b are defined as after (8.7)
and (8.8) respectively.
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9. Witten’s integrals
In the case when 0 is a regular value of the moment map µWitten [64] relates the intersec-
tion pairings of two classes κM(α), κM(β) of complementary degrees in H
∗(M//G) coming
from α, β ∈ H∗K(M) to the asymptotic behaviour of the integral Iǫ(αβeiω¯) given by
(9.1) Iǫ(αβeiω¯) = 1
(2π)s vol (K)
∫
X∈k
[dX ]e−ǫ<X,X>/2
∫
M
α(X)β(X)eiωeiµ(X)
(9.2) =
1
(2π)l|W | vol (T )
∫
X∈t
[dX ]e−ǫ<X,X>/2
∫
M
α(X)β(X)D2(X)eiωeiµ(X),
where as before ω¯ = ω + µ and the notations s and l are as after (2.4). §2. He expresses
the integral as a sum of contributions, one of which is localized near µ−1(0) and reduces to
the intersection pairing required, while the rest tends to 0 exponentially fast as ǫ tends to
0. These results were described in [25], §9 and extended there to the case when 0 is not a
regular value of µ.
Remark 43. Note that in the conventions of §4.3, ω¯ = ω + µ satisfies dKω¯ = 0. On the
other hand, Witten uses the convention that
(9.3) dK = d− iινξ
for ξ ∈ k so that in his convention ω + iµ is equivariantly closed. For this reason we have
chosen to retain eiω in our integral (9.1), whereas Witten writes the integral (9.1) without
the factor i multiplying ω.
Even when 0 is not a regular value of µ, Witten’s integral Iǫ(αβeiω¯) decomposes into the
sum of a term Iǫ0(αβeiω¯) determined by the action ofK on an arbitrarily small neighbourhood
of µ−1(0), and other terms which tend to zero exponentially fast as ǫ → 0. Moreover there
is a residue formula for Iǫ0(αβeiω¯) which is a sum over components of the fixed point set of
T on M and reduces to the residue formula (2.4) when 0 is a regular value of µ (see [25] §9).
When 0 is not a regular value of µ then this residue formula is related to, but not quite the
same as, the formulas for intersection pairings given in previous sections; it is not in general
a polynomial in ǫ but instead it is a polynomial in
√
ǫ (as was proved by Paradan in [56]
Cor.5.2).
Remark 44. Let Θ denote the equivariant class given by the invariant polynomial function
Θ(X) = 〈X,X〉 on t. It is shown in [25] §9 that if a component F ∈ F of the fixed point
set MT is such that µT (F ) does not lie on a wall through 0 (or a wall such that the affine
hyperplane spanned by the wall passes through 0), then the contribution of F to the residue
formula for Iǫ0(αβeiω¯) is the same as the contribution of F to the pairing
κTM,ξ(αβDeiω¯−ǫΘ/2)[µ−1(ξ)/T ]
for ξ sufficiently close to 0, which was calculated in Remark 34: it is zero when F /∈ F+ and
(−1)s+n+
|W | vol (T )res
(D(X)2 ∫
F
i∗F (αβe
i(ω¯−δ))(X)e−ǫ〈X,X〉/2
eF (X)
[dX ]
)
for any sufficiently small δ ∈ t∗ which is a regular value of the moment map µT when
F ∈ F+. When the degrees of α and β sum to the real dimension of M(n, d) and α and
β both restrict to elements of the subspace V (n, d) of H∗G(n,d)(C(n, d)ss) which is isomorphic
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to IH∗(M(n, d)) (see §5 above) then this contribution is also the same as the contribution
of F to the residue formula for the pairing 〈κ(α), κ(β)〉 in the intersection cohomology of
M(n, d). If however µT (F ) does lie on a wall through 0 then the contribution of F to the
residue formula for Iǫ0(αβeiω¯) involves Gaussian integrals over cones C in t∗ of the form (cf.
[25], (9.5))
(9.4)
il(2π)−l/2
|W | vol (T )ǫs/2
∫
y∈C
[dy]D(y)e−<y,y>/2ǫres
(
D(X)
∫
F
i∗F (α(X)β(X)e
iω)
eF (X)
ei<µ(F )−y,X>
)
which reduces to the expression above when C is the whole of t∗.
We now study Iǫ(αβeiω¯) when M = M extK ; for simplicity we will only consider the case
when n = 2 and d = 0. As before T denotes the maximal torus U(1) of SU(2), and we
identify the Lie algebra of U(1) with R by equating X ∈ R with iXγ where γ = (1,−1) is a
chosen root of SU(2). Note that < γ, γ >= 2 in the Euclidean inner product.
M extK is of course not compact and there are infinitely many components F of the fixed
point set of the action of T on M extK , which are indexed by the value of the moment map (or
equivalently by the integers), each diffeomorphic to T 2g. But by Theorem 34 and Remark
36 of [25] (cf. Remark 44 above), the difference between
Iǫ0(αβeiω¯)
and the pairing κTM,ξ(αβDeiω¯−ǫΘ/2)[µ−1(ξ)/T ] for any ξ sufficiently close to 0 (which can be
calculated as at Remark 34) is a sum of contributions corresponding to those components F
of the fixed point set of T for which µT (F ) lies on a wall through 0 in t
∗ ∼= R, i.e. for which
µT (F ) = 0. In fact there is only one such component F0 = T
2g×{0} in the extended moduli
space M extK (see §4.2). The Euler class eF0(X) is given by (2X)2g as it is the product of 2g
copies of the root γ(X) = 2X , and we have D2(X) = (2X)2 since D(X) = γ(X). Hence we
can conclude that
(9.5) Iǫ(αβeiω¯) = E0 + E1 + (−1)
g−1
2
resX=0
(∑
j≥0
(−ǫX2)j
j!
∫
T 2g
αβeiω
(2X)2g−2(e2X − 1)
)
where E0 is the contribution of F0 to (9.4), while E1 is a sum of terms vanishing exponentially
in ǫ as ǫ→ 0 (see [26] Theorem 4.1 for a more precise definition of “vanishing exponentially”)
and the last term is given by Remark 34.
For simplicity we take α = β = 1 from now on. Then the contribution E0 to the integral
Iǫ(eiω¯) from the component F0 is given by
(9.6) E0 = C0
∫
X∈R−iδ
e−ǫX
2
X2g−2
dX
where
C0 =
1
4π
∫
F0
eiω
22g−2
and
∫
F0
eiω = (2i)g (see [29], Lemma 10.10). We have treated overall normalization constants
using the conventions of Corollary 8.2 of [26], with the correction made in Footnote 9 of [29].
Here δ > 0 is a small real parameter which ensures convergence of the integral (9.6) despite
the pole at X = 0.
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Remark 45. One readily sees (by changing variables from X to Y = ǫX2) that the integral
in (9.6) is homogeneous in ǫ. In fact∫
X∈R−iδ
e−ǫX
2
X2g−2
dX =
ǫg−3/2
2
∫
ǫY 2∈R−iδ
e−Y Y 1/2−gdY.
In the situation studied in [64], Witten found that the integral analogous to Iǫ(eiω¯) (which
Witten denotes by Z(ǫ)) is computed when n = 2 and d = 0 as
(9.7) Z(ǫ) =
1
(2π2)g−1
∞∑
n=1
exp(−ǫπ2n2)
n2g−2
(see [64], (4.43)). It follows (using the Poisson summation formula as in (4.53) of [64]) that
(9.8)
(
∂
∂ǫ
)g−1
Z(ǫ) = C1ǫ
−1/2 + E ′1
where C1 =
(−1)g−1
2g
√
π
and E ′1 vanishes exponentially as ǫ→ 0. Thus we have (integrating with
respect to ǫ) that (see [64], (4.54))
(9.9) Z(ǫ) = C1C2ǫ
g−3/2 + E1 + E2
where
(9.10) C2 = 2 · (2/3) · (2/5) . . . (2/(2g − 3))
and E1 vanishes exponentially as ǫ→ 0 while E2 is a polynomial in ǫ of degree g − 2.
We can now compare our expression for Iǫ(eiω¯) to Witten’s Z(ǫ). It is easy to see that if
j ≥ g − 1 then
resX=0
( (−X2)j ∫
T 2g
eiω
j!(2X)2g−2(e2X − 1)
)
= 0.
Hence it follows from (9.5) and (9.6) that
(9.11)
(
∂
∂ǫ
)g−1
Iǫ(eiω¯) = (−1)g−1C0
∫
X∈R−iδ
dXe−ǫX
2
= (−1)g−1C0
√
πǫ−1/2 + E ′1
where E ′1 vanishes exponentially as ǫ→ 0 (cf. [26] Theorem 4.1). From this and Remark 44
we obtain
(9.12) Iǫ(eiω¯) = (−1)
g−1ig
2g
√
π
C2ǫ
g−3/2 + E1 +
g−2∑
j=0
resX=0
( (−ǫX2)j ∫
T 2g
eiω
j!(2X)2g−2(e2X − 1)
)
where E1 is a sum of terms vanishing exponentially in 1/ǫ as ǫ→ 0 and C2 was introduced
in (9.10) above.
Up to multiplication by the constant ig, the coefficient of ǫg−3/2 in (9.12) agrees with the
coefficient of ǫg−3/2 in Witten’s expression (9.9) for Z(ǫ). The factor ig is accounted for
because Witten computes
Z(ǫ) =
1
(2π)s vol (K)
∫
X∈k
e−ǫX
2
eω+iµX
which can be transformed into our Iǫ by the substitution ω 7→ iω.
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We can also investigate the relation between the polynomial part of Z(ǫ) and our expression
(9.13)
g−2∑
j=0
resX=0
( (−ǫX2)j ∫
T 2g
eiω
j!(2X)2g−2(e2X − 1)
)
for the polynomial part of Iǫ(eiω¯). The formula (8.7) for Z(ǫ) may be expanded to find the
coefficient of ǫk for 0 ≤ k ≤ g − 2 (cf. (4.49) of [64]) as
(9.14)
( 1
2π2
)g−1 ∞∑
n=1
(−π2)k
n2g−2−2k
which equals
(9.15)
( 1
2π2
)g−1
(−π2)kζ(2g − 2− 2k)
where ζ denotes the Riemann zeta function.
By an elementary contour integral argument (cf. [28] Lemma 5.12) we see that
Lemma 46. For any positive integer m, we have
ζ(2m) =
∑
n>0
1
n2m
= πiresY=0
1
Y 2m(e2πiY − 1)
= (−1)m(π)2mresX=0 1
X2m(e2X − 1) .
Using Lemma 46 to express the residue in (9.13) as a multiple of a zeta function, together
with the fact from [29], Lemma 10.10 that
∫
T 2g
eiω = (2i)g, we see that (9.13) agrees with
(9.15).
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