We present a brief overview of recent experimental and theoretical results on optical vortex solitons (in particular, those recently obtained at the Australian National University). Special attention is paid to a direct comparison between the experimental data on the structure and motion of vortex solitons created as localized structures in a diffracting Gaussian beam and the theory based on the generalized nonlinear Schrödinger equation. We also analyze, for the first time to our knowledge, the effect of strong nonlinearity saturation on the transverse (or snake-type) instability of a dark-soliton stripe and show that saturation leads to a drastic suppression of the instability. © 1997 Optical Society of America [S0740-3224(97) 
INTRODUCTION
Spatiotemporal evolution of light in nonlinear media and stable propagation of optical solitons have been subjects of considerable theoretical and experimental research in nonlinear optics during past years. Spatially localized solutions of nonlinear propagation equations in defocusing media are dark solitons, which correspond to an intensity dip within a uniform background. Temporal dark solitons described by the (1 ϩ 1)-dimensional (one temporal and one spatial) nonlinear Schrödinger (NLS) equation have been predicted theoretically 1 and subsequently have been observed in optical fibers. 2 The spatial analog of these dark solitons were also observed experimentally as spatial dark-stripe solitary waves in a bulk nonlinear medium. 3 Despite strong similarities between dark stripes and their temporal relatives, the stripe differs from the (1 ϩ 1)-dimensional soliton in that it is unconstrained in (2 ϩ 1) spatial dimensions, whereas the temporal soliton is confined by the fiber in higher transverse dimensions. Linear stability analysis developed for a defocusing Kerr medium 4 shows that a spatial dark-soliton stripe is unstable to transverse (long-wavelength) modulations. The effects produced by this transverse modulational (or snake-type) instability have been observed experimentally, and it is well established that in the strongly nonlinear regime the instability leads to the generation of pairs of optical vortex solitons with alternating polarities, either as isolated spots spawned from the edges of the dark-soliton stripes 5 or as a sequence of vortex solitons as the result of the stripe decay. [6] [7] [8] The instability of the dark-soliton-stripe beams and subsequent vortex generation have been investigated both numerically 5, 9, 10 and by means of the asymptotic analytical theory. 11 Optical vortex solitons are stable stationary structures that exist in a defocusing bulk nonlinear optical medium on a uniform background. Vortex soliton solutions of the (2 ϩ 1)-dimensional cubic NLS equation were introduced and analyzed in the pioneering paper by Pitaevskii 12 as topological excitations within superfluids. In the context of nonlinear optics, they were theoretically suggested by Snyder et al., 13 and experimental observations of optical vortex solitons have been reported by several groups 5, [14] [15] [16] for different optical materials. In experiments, however, vortex solitons are of finite total energy, are necessarily nonuniform, and are often created in materials that exhibit saturating or diffusive nonlinearities. Vortex motion is observed to be strongly dependent on the inhomogeneities in the background field. In contrast, the theory of optical vortex soliton motion, often in a search for a precedent in fluid dynamics, has assumed a cubic nonlinearity and a background of constant amplitude (analogous to fluid incompressibility) and has been unable to capture a number of obvious features of vortex dynamics, e.g., the drift and rotation of a vortex around a beam-effects that also exist for linear propagation but which become dependent on light intensity in the nonlinear regime. Understanding this dynamics is important for any future application of vortex solitons.
In this paper we present an overview of the experimental results on the generation and dynamics of optical vortex solitons (basically those obtained at the Laser Physics Centre, Australian National University) and compare them with the recent analytical results based on the generalized NLS equation that takes into account a background beam of finite extent and non-Kerr nonlinearity. We start our consideration by introducing the model (Section 2) and then analyzing, for the first time to our knowledge, the transverse instability of a dark-soliton stripe in a defocusing (e.g., saturable) non-Kerr medium (Section 3). Then, in Section 4, we describe several reported demonstrations of optical vortex solitons that are generated by special phase masks. We also compare the experimentally measured parameters of the vortex soliton with those obtained from the generalized NLS equation. Finally, we describe experimental results on the vortex drift and rotation and also compare them with the theoretical predictions based on the recently introduced analytical model of vortex motion (Section 5).
MODEL AND DARK SOLITONS
We consider the propagation of a monochromatic scalar electric field E in a bulk optical medium with an intensity-dependent refractive index, n ϭ n 0 ϩ n NL (I), where n 0 is the uniform refractive index of the unperturbed medium and n NL (I) describes the variation in the index that is due to the field intensity I ϭ ͉E͉ 2 . In the paraxial approximation, Maxwell's equation can be reduced to the generalized NLS equation for the slowly varying envelope E of the electric field:
where k 0 is the free-space wave number, n 0 is the linear refractive index, I ϭ ͉E͉ 2 is the beam intensity, and ٌ Ќ is a gradient operator defined in the transverse plane (X, Y). The function G(I) ϭ 2k 0 2 n 0 n NL (I) describes the character of nonlinearity, and it is determined by the intensity-dependent correction n NL (I) to the refractive index. The latter is usually introduced phenomenologically, and, generally speaking, it should be characterized by parameters that can then be measured in experiment, such as the Kerr coefficient n 2 and the maximum change of the refractive index for large intensities n max . In the case of saturable nonlinearity these values have a simple physical meaning. Indeed, for I Ӷ I sat , where I sat is the characteristic saturation intensity, we can assume a familiar linear dependence known as the Kerr effect, n NL (I) Ϸ Ϫ͉n 2 ͉I, where n 2 is the Kerr coefficient of an optical material (here we assume a defocusing medium with n 2 Ͻ 0). For large intensities I ӷ I sat the refractive index saturates and approaches its maximum value, ͓n NL (I)͔ Iϭϱ ϵ n max . To make explicit calculations and a comparison with the experimental results, below we consider a standard model of the nonlinearity saturation:
so that n 2 is the Kerr coefficient and n max ϭ n 2 I sat . Equation (2) describes the refractive-index saturation similar to that derived for the standard two-level model. We assume that for X, Y → ϱ the modulus of the field envelope E tends to a nonzero value ͱI 0 and look for a solution in the form E ϭ ͱI 0 exp(i␤ NL Z)u, where
is the nonlinearity-induced shift of the background beam propagation constant ␤ ϭ ␤ 0 ϩ ␤ NL . The equation for the function u (͉u͉ → 1 for x, y → Ϯϱ) can then be presented in the dimensionless form
where the parameter s ϭ I 0 /I sat characterizes the effect of the nonlinearity saturation. The normalized propagation coordinate z and the transverse coordinates (x, y) are measured in the units of k 0 ͉n 2 ͉I 0 and (n 0 ͉n 2 ͉k 0
In a general case, NLS equation (1) can be written in the following normalized form:
where F (q) is proportional to the nonlinearity-induced shift of the background propagation constant, provided that q is the background intensity. For the model of saturable nonlinearity [Eq. (4)], we have F (͉u͉ 2 ) ϭ Ϫ͉u͉ 2 /(1 ϩ s͉u͉ 2 ) at q ϭ 1.
A. Dark-Soliton Stripes
For functions F (I) such that F Ј(q) Ͼ 0, the cw background ͉u͉ 2 ϭ q is modulationally stable, and Eq. (5) admits of a (1 ϩ 1)-dimensional dark-soliton solution, a dark-soliton stripe. We assume that this plane dark soliton is directed along the y axis, so it can be presented in the one-dimensional form
where ϭ x Ϫ vz and two real functions, U(; v, q) and (; v, q), depend on two parameters, the soliton velocity v (or the sinus of the soliton steering angle, in the spatial case) and the dimensionless background intensity q. These functions satisfy the ordinary differential equations
with the boundary conditions U → ͱq and () → 0 Ϯ 1/2 S s as → Ϯϱ, where S s is the total phase shift across the dark-soliton stripe. Equations (7) and (8) can be always presented in quadratures, and the solution for a dark soliton can be always found in an implicit form. For v ϭ 0, solution (6) looks much simpler, u s ϭ U(x), and it describes the so-called black soliton, which in the case of a defocusing nonlinearity has zero intensity and -phase jump at its center, x ϭ 0.
B. Vortex Solitons
As is known, in linear optics and acoustics a vortex can appear as a particular mode associated with a wave-front screw dislocation that carries a phase singularity of the linearly diffracting field (see, e.g., Refs. [17] [18] [19] [20] . In a selfdefocusing nonlinear medium this screw dislocation can create a stationary beam structure of circular symmetry with a phase singularity known as a vortex soliton (and sometimes called a black soliton of circular symmetry 13 ).
To find the structure of the stationary solution for the vortex soliton, we look for a solution of normalized NLS equation (5) in the polar coordinates r and :
where m is the so-called winding number (or the vortex charge). The modulus function U(r) satisfies the following boundary-value problem:
for positive r and the boundary conditions
Usually only asymptotics of the function U(r) can be found analytically, so the profiles U(r; m) should be obtained by numerical integration of ordinary differential equation (10) 
TRANSVERSE INSTABILITY OF DARK-SOLITON STRIPES A. Asymptotic Analysis
We are interested in the analysis of stability of a plane dark soliton with respect to small transverse perturbations, i.e., perturbations localized in the direction of the x axis but periodic in the direction of the y axis. Therefore we are looking for solutions to Eq. (5) in the form
, where (x) represents a small localized perturbation with the parameters , which describes the propagation evolution of this perturbation [with the value Re() Ͼ 0, which defines the instability growth rate], and p, which is the transverse wave number of the periodic perturbation. In the linear approximation this problem reduces to a construction of localized eigenfunctions (), corresponding to some eigenvalue (p), as a solution of the following linear eigenvalue problem:
where L is the one-dimensional (complex) linear operator evaluated at the dark-soliton solution:
The linear homogeneous equation L n ϭ 0 has four complex solutions (n ϭ 1, 2, 3, 4). Their roles are different in our analysis. First, there is an exponentially localized solution, 1 ϭ ‫ץ‬u s /‫ץ‬x, and the related solution 2 , which is exponentially diverging for x → Ϯϱ. Because of these eigenfunctions of the homogeneous problem, the inhomogeneous linear system [Eq. (11)] possesses a constraint that requires the eigenfunction (x) to be spatially localized:
As a matter of fact, this constraint can be treated as the dependence (p), provided that the profile of the localized eigenfunction (x) is given. Next, there are also two eigenfunctions of the homogeneous problem that are secular at infinity, i.e., the eigenfunction 3 ϭ iu s , which tends to a constant value as x → Ϯϱ, and eigenfunction 4 (11)] and construct the approximate solutions in the limit of small p. This asymptotic limit for system (11) , but only for the case of a Kerr nonlinearity when F (I) ϳ I, was first considered by Kuznetsov and Turitsyn. 4 Here we extend this analysis to the case of non-Kerr (or generalized) nonlinearities.
First, to describe the region of small wave numbers we introduce a formal small parameter ⑀ Ӷ 1, making the replacements → ⑀ and p → ⑀p. Then we seek solutions to Eq. (11) in the form of the asymptotic series
In the leading order of O (1) we have the homogeneous problem L (0) ϭ 0, and we choose the localized solution to this problem as (0) ϭ 1 . In the next order we have the problem L (1) ϭ Ϫ2i (0) , which admits of an explicit solution in the form
where we have taken into account the secular eigenfunction 3 with an undetermined constant a because the term ‫ץ‬u s /‫ץ‬v has nonzero asymptotics as x → Ϯϱ. Using the asymptotic series for (x) up to the firstorder terms in relation (12), we find the dependence (p) in the leading order (ϳ⑀ 2 ):
where M s and H s are two invariants of the generalized NLS equation, the renormalized momentum and the Hamiltonian, respectively, calculated for the plane dark soliton according to the expressions 
The instability band is characterized by the maximum (cutoff) modulation wave number p max , so only longwavelength modulations, 0 Ͻ p Ͻ p max , will lead to instability. However, to determine the value p max for a general nonlinearity F (I) would require a much more elaborate analytical technique, and the corresponding analytical results will be reported elsewhere.
B. Numerical Simulations
We carried out simulations of a dark-stripe instability in a saturable medium, using the dimensionless, generalized NLS equation for propagation [Eq. (4)], which includes the effect of the nonlinearity saturation. Dark-solitonstripe solutions to Eq. (4), u s (z, x) have been found numerically for different values of the dimensionless saturation parameter s, as solutions of stationary equations (7) and (8). Here we report the numerical results for the most important case of a black soliton, when v ϭ 0. A perturbation in the form of a spectral band of uniform intensity and random phase was added to the (1 ϩ 1)-dimensional dark soliton, and the effect on the subsequent soliton propagation was observed. We then examined the evolution of noise (u Ϫ u s ) in the transverse spatial-frequency domain to determine the growth rates at different transverse wave numbers p. Figure  1 shows the maximum growth rate calculated for transverse wave numbers at which the noise was observed to grow at its fastest, as a function of the dimensionless saturation s. Measurements were made for a number of different saturation parameters, and it can be seen that as the saturability increases from Kerr (s ϭ 0) behavior, the growth rates tend to decrease. This indicates that the breakup of the stripe that is due to noise will be slower and will display larger spatial features as the saturation of nonlinearity is increased.
To make a comparison with the theory presented in Subsection 3.B, we carried out direct measurements of the long-wavelength instability of the dark-soliton stripe obtained from examining the rate of change of the growth rate with wave number p for small wave numbers. Figure 2 shows both analytical and numerical results that indicate the decrease of this slope with increasing saturation, thereby indicating the stabilizing influence of saturation on long-wavelength instability.
C. Experimental Study
Dark solitons observed in optical fibers 2 do not include the additional dimension, and therefore they are stable, as described by the cubic NLS equation. 1 In contrast, since the first experiment for a bulk, 3 dark spatial solitons have been reported as (1 ϩ 1)-dimensional darksoliton stripes in a (2 ϩ 1)-dimensional geometry. As noted above, such stripes should be unstable to a transverse modulational instability that leads to stripe breakup 4 and to the eventual creation of optical vortex solitons. 5, 10 The instability was avoided in the early experiments by the use of finite-sized background beams and weak nonlinearity.
By increasing the nonlinearity, however, we should be able to observe the transverse instability even with finitesized beams, as was reported in Ref. 5 . Here we discuss the experiments carried out not only to verify the existence of this transverse instability but also to observe the decay of the dark-soliton stripe and creation of pairs of optical vortex solitons. The experiments were performed by Tikhonenko et al., 6 who used a cw Ti:sapphire laser Fig. 1 . Simulations of dark-soliton-stripe instability in a saturable medium. The maximum growth rate, corresponding to the transverse wave number at which energy grew from noise most quickly, is plotted as a function of the dimensionless saturation parameter s. The solid curve is a simple rational function interpolation to show the trend of the data more clearly. and a nonlinear medium composed of atomic-rubidium vapor. Very similar observations, with less evidence of the stripe decay into vortex solitons, were made simultaneously by Mamaev et al. 7, 8 In the experiments in which rubidium vapor 6 was used, the laser output was a linearly polarized slightly elliptical Gaussian beam with a wavelength tuned close to the rubidium-atom resonance line at 780 nm. A -phase jump was imposed across the beam center by a mask, and the resulting beam was imaged into the nonlinear medium. The rubidium-vapor concentration could be increased to as much as 10 13 cm Ϫ3 through a change in the cell temperature. Images of the beam at the output of the cell were recorded by a CCD camera-frame-capture system.
The important step in observing the instability was to resonantly enhance the value of nonlinearity of the medium by tuning the laser frequency close (Ϫ0.4 to Ϫ1.0 GHz) to the rubidium-atom D 2 line and using the maximum vapor pressure consistent with tolerable absorption. The power in the beam at the input face of the cell was 240 mW with a 1/e 2 waist of 0.3 mm. A maximum nonlinear refractive-index change of the order of 10 Ϫ4 was achieved. For vanishingly small vapor concentration, the beam underwent linear propagation through the medium shown in Fig. 3(a) , right-hand column. With increasing temperature (i.e., increasing nonlinearity) the output beam developed a vertically uniform dark-soliton stripe, as shown in Fig. 3(b) . Further increase in the temperature led to the growth of a periodic modulation of the uniformity of the stripe [ Fig. 3(c) ]. As the temperature was further increased, the breakup of the stripe began, initially appearing as a growing, snake-type bending [ Fig. 3(d) ], and then as breaking, with the field coalescing into dark spots at the inflection points in the bends [ Fig.  3(e) ]. At the highest nonlinearity the dark spot assumed close to circular symmetry, consistent with the predicted formation of a pair of optical vortex solitons, as can be seen in Fig. 3(f) .
The process of breakup was found to be sensitive to the size of the phase step on the input beam. 6 Misalignment of the phase mask from the optimum (which provided a phase jump closest to ) caused the final stages in evolution of the instability, involving the creation of optical vortex pairs, to disappear. Under such conditions, only the snake-type bending of the soliton stripe was observed. This result supported the theoretical prediction (Subsections 3.A and 3.B) that the growth rate of the instability should be lower for gray-soliton stripes.
Tikhonenko et al. 6 also carried out numerical simulations based on the generalized NLS equation, including saturation and dissipative effects for comparison with the experimental results. These results are presented in Figs. 3(a)-3(f) (left-hand column) . The calculated output intensity distributions showed the same dynamics observed experimentally with increasing nonlinearity. The beam defocusing, power depletion, and instability growth rates seen in experiments appeared to be well approximated by the simulations. The observed variation of the distance between the created vortex solitons can be understood from the results of Subsection 3.B, suggesting that the distance should vary with the value of the local background intensity. However, the average period of the transverse perturbation corresponding to the maximum growth rate appeared to be smaller than that seen in experiment. This discrepancy is most likely due to the physically complicated nonlinear response of rubidium vapor, which was only approximated by the model used in the simulations, and to the difficulty in accurately characterizing the initial field, which was found to sensitively affect the simulations. Note that this sensitivity was not observed in the experiments, suggesting that the breakup process may have been partially stabilized by some physical mechanisms (e.g., nonlocality in the form of diffusion) not included in the model.
Similar experimental results were reported by Mamaev et al. 7 (see also Ref. 8 , where the instability of a brightsoliton stripe was also presented). In those experiments a biased photorefractive strontium barium niobate crystal, irradiated with a 10-mW He-Ne laser beam containing a phase step, was used as the nonlinear medium. Numerical simulations that used the generalized NLS equation with a saturable nonlinearity demonstrated a similar breakup of the initial stripe into pairs of optical vortex solitons, as reported by Tikhonenko et al. 6 The effectively nonlinearity could be varied by an increase of the bias voltage on the crystal. When zero voltage was applied, the dark stripe spread as the result of diffraction, as did the background beam. As the applied voltage increased, the background beam underwent self-defocusing, and a dark-stripe soliton was clearly formed. A further increase in the voltage to 990 V [the maximum voltage reported was 1410 V (Ref. 7) and 2000 V (Ref. 8) ] led to the appearance of the snakelike bending of the dark-soliton stripe. However, the final state was markedly different from that shown in Fig. 3(f) , and it did not present clear evidence of the creation of optical vortex soliton pairs, as were observed in related numerical simulations. However, the same authors also reported 8 the observation of zeros in the electromagnetic field from interferometric measurements of the output beam, with distances between the zeros of ϳ40 m. This measurement certainly indicates that single vortices were being formed.
GENERATION OF VORTEX SOLITONS
Early experiments confirmed 5 the existence of vortex solitons without attempting to describe the observed phenomena with an appropriate analytical theory. The important step in bringing about this descriptive gap lay in the development of effective methods for the creation of phase singularities that readily generate vortex solitons. In an earlier experiment 5 a thermally nonlinear medium was irradiated with an argon laser beam that had passed through a mask used to impose an approximation on the helical phase structure of an optical vortex. This mask contained regions of 0-, -and 2-phase thickness surrounding a single point in the plane of the mask. At the exit from the medium a dark spot localized at this point was observed, and interferometric measurements demonstrated the presence of a phase dislocation at that point, supporting the idea that an optical vortex soliton had formed.
The authors also demonstrated that a (2 ϩ 1)-dimensional induced waveguide existed in the vicinity of the vortex by copropagating a He-Ne beam as a guided mode through the induced structure.
A more practical method of creating the helical vortex field in the input beam was demonstrated by Bazhenov et al. 18 By numerically calculating the interference pattern between either an on-axis spherical wave or an offaxis plane wave and the optical vortex, they computergenerated diffracting masks that could be used to create single optical vortices in the first-order diffracted beams from a Gaussian input. This method was used by Luther-Davies et al., 14 Tikhonenko et al., 6 and Christou et al. 24 The advantage of this method is that beams with arbitrarily placed numbers of vortices with selectable chirality (clockwise or anticlockwise) can be generated. The final method of vortex creation recognizes that the far field of a single vortex is identical to the p ϭ 1 GaussLaguerre mode of an optical resonator. 15 A number of other papers have dealt with the creation, dynamics, and waveguiding properties of optical vortex solitons in saturating nonlinear media. Duree et al. 15 provided the first experimental demonstration of the creation of optical vortex solitons in photorefractive media, using the nonlocal response in a biased strontium barium niobate crystal. They either used an input beam that was the coherent doughnut-shaped mode of a laser or constructed this mode by summing two beams: one with a vertical notch and the other with a horizontal notch, with an appropriate /2 relative phase between them. Both methods produced a Gauss-Laguerre beam that possessed the desired azimuthal phase dependence to create an optical vortex soliton at the output of the medium. In spite of the anisotropy of the nonlinear response in the photorefractive material, nearly circular solitons were obtained, although it was noted that the degree of circularity would depend on the input conditions.
Tikhonenko and Akhmediev 25 studied the creation of single optical vortices in rubidium vapor (for experimental details see Luther-Davies et al. 14 ), and they compared experimental and numerical predictions of the output field distributions. They also demonstrated that saturation and absorption must be taken into account to yield agreement. A detailed comparison between the theoretical and the experimentally measured vortex profiles in a saturable defocusing medium recently was carried out by Tikhonenko et al. 22 First, the authors developed an analytical theory to find the stationary, radially symmetric localized solitons of generalized NLS equation (10) with a saturating nonlinearity. The vortex profile and diameter depended strongly on the degree of saturation s, and the FWHM diameter of the vortex increased almost linearly with s (see Fig. 4 ). To link the theory, which deals with stationary solutions on an infinite uniform background, and the experiments, in which an input beam with a somewhat arbitrary intensity profile and helical phase is (4) (long-dashed curve). The short-dashed curve displays the variation of the dimensionless propagation distance. 22 used, Tikhonenko et al. 22 analyzed the transition from several typical input profiles to a vortex soliton. For comparison, the dynamics of the vortex propagation were investigated experimentally, with rubidium vapor as a medium with a variable saturating nonlinearity. Some novel phenomena were reported, such as rotation of an initially elliptical vortex core as the soliton formed. Measurements of the vortex diameter as a function of the effective saturation showed (Fig. 4) that the almost linear growth with s, predicted by the theory, could be observed only in the region of high saturation where the effective propagation distances were long enough to approach the stationary propagation. For lower saturations, the measured vortex diameters were observed to be less than the corresponding stationary values, as is clearly shown in Fig. 4 .
VORTEX ROTATION, DRIFT, AND STEERING
In earlier experiments by Luther-Davis et al.
14 a diffracting mask was used to create pairs of like-charged vortices in a single beam to demonstrate rotation of the vortex solitons around the beam axis at the output of a nonlinear medium with increasing nonlinearity. An off-axis vortex rotates around the axis of a Gaussian beam by 90°as it propagates from the beam waist to infinity. 26 This rotation exactly matches the so-called Guoy shift that characterizes the change of on-axis phase of the Gaussian beam with propagation relative to that of a plane wave. The defocusing action of the nonlinear medium acts to flatten the phase fronts of the background beam, which reduces the effective Guoy shift at a given distance. Hence the action of the nonlinearity is to subtract from the natural rotation that the vortex experiences during linear propagation in a nonuniform Gaussian beam (the effect is absent in a uniform plane wave).
To aid in understanding the effect of nonlinearity on the vortex motion, Christou et al. 24 introduced a simple analytical model to describe vortex radial and angular motion. This analytical model was recently rigorously derived by means of the asymptotic analytical approach. 27 The analytical model for vortex motion describes the behavior of the vortex in terms of the transverse gradients of the background beam at the position of the vortex, provided that these gradients are shallow, with respect to the nonlinear length scale. With R to denote the vortex position vector, I b to indicate the background beam intensity, and b to indicate the background phase, the theory for vortex motion states that 24, 27 k 0 n 0 dR dz
where J is the operator of rotation by /2, defined by the matrix
The constant C is a slowly varying function of propagation distance given by
The transverse drift velocity of a vortex, according to the model [Eq. (15) ], has two components that arise separately from the phase and intensity gradients of its background field. The first component is directed normal to the wave front of the background, giving rise to the radial motion of a vortex in a Gaussian beam. The second component is directed along the intensity contour (isophote) of the background on which the vortex is positioned, with the sense of direction given by the vortex charge, m. For a Gaussian background the isophote in any transverse plane is a circle, so the second component of velocity describes the angular motion of the vortex. The flattening of the intensity profile under nonlinear action reduces the intensity gradient and thus subtracts from the rotation experienced by a vortex in linear propagation. For a flatter intensity profile (plane waves) the motion of the vortex becomes more dependent solely on the background wave front, and results of previous research that examined this regime 19, 28 can be recovered. The corresponding behavior predicted by the theory is shown by the solid curves. Note that, for the higher temperature, the vapor concentration is increased, thereby strengthening nonlinearity at all the detunings. 27 Experimental results have already confirmed the prediction of this model for the radial vortex drift 24 even under conditions in which the background deviated from the assumed Gaussian form. Here we report the results of further experiments that have been undertaken to measure both radial and angular motion of a vortex with nonlinear propagation and to compare this behavior with a new theory of vortex motion [Eq. (15) ]. The nonlinear medium was, again, a 20-cm-long cell containing atomicrubidium vapor. A Ti:sapphire laser provided a cw Gaussian beam tuned to one of the hyperfine 5s -5p 3/2 resonances of the rubidium atom, at a wavelength of 780 nm, for a strong nonlinear response to propagation through the cell. The self-defocusing regime of nonlinearity was entered by detuning of the laser to the lowerfrequency region of the resonance.
We generated the initial condition by imaging the waist of the Gaussian beam onto a phase mask, similar to masks used in previous investigations of screw dislocations, 18, 19 thereby introducing a singly charged phase dislocation into the wavefront. The beam waist and dislocation were then imaged onto the input window of the nonlinear cell. The beam at the input had a 1/e 2 radius of 0.16 mm and a power of 52 mW, with the dislocation located 0.11 mm from the beam axis. The image at the output of the cell was captured with a CCD camera, and the position of the vortex was measured as function of the detuning away from the resonance. The results are plotted in Fig. 5 for both an intermediate vapor concentration (squares) and a high vapor concentration (crosses).
To test the predictions of this theory against the experimental results shown in Fig. 5 , we simulated the nonlinear evolution of the background and obtained the position of the vortex at the output of the cell by integrating the equation for vortex velocity over the 20-cm propagation distance. The model for saturable defocusing nonlinearity was chosen as in Ref. 6 (see also Section 2), and model parameters were obtained for each detuning by the process of output profile matching. The output positions predicted by theory are plotted in Fig. 5 for comparison with experimental results. As was found previously, 24 Fig . 5(a) shows that the radial motion of the vortex in the beam is well described by Eq. (15) . In addition, Fig. 5(b) shows that there is a also good correlation between theory and experiment with regard to rotation. Discrepancies in the results arise from transient effects in the beam evolution, particularly from the reshaping and radiation associated with the formation of a vortex soliton from a phase dislocation. These effects were not incorporated into this essentially asymptotic theory for vortex motion.
The analytical model [Eq. (15) ], which predicts vortex motion on nonplanar background beams, can be useful in developing vortex steering methods that employ the influence of the background gradients in the control of vortex position. Christou et al. 24 demonstrated a steering method that used a coherent background wave whose intensity was ϳ1% of that of a Gaussian beam containing a vortex. Model (15) was able to quantitatively describe the amplification of vortex displacement from its initial position, set by the strength of the interfering beam, to its end position after nonlinear propagation. Also, adjusting the relative phase of the interfering wave could move the position of the vortex to any selectable angular position in the output beam.
CONCLUSIONS
We have presented a brief overview of the recent experimental results on the modulational instability of a darksoliton stripe and also on the generation and dynamics of optical vortex solitons, dark solitons of circular symmetry that can exist in a self-defocusing nonlinear non-Kerr medium. We have demonstrated the recently developed theory that accounts for the effects of a nonplanar background and saturation of the medium nonlinearity, permitting the capture, qualitatively and even quantitatively, of a number of interesting features of experimentally observed vortex dynamics, e.g., the drift and rotation of a vortex soliton in the background Gaussian beam. Understanding this dynamics is important for any future application of vortex solitons in steerable alloptical switching devices based on the concept of light guiding light.
