The aim of this article is to assess the impact of turbulence and cavitation models on the prediction of diesel injector nozzle flow. Two nozzles are examined, an enlarged one, operating at incipient cavitation, and an industrial injector tip, operating at developed cavitation. The turbulence model employed includes the re-normalization group k-e, realizable k-e and k-v shear stress transport Reynolds-averaged Navier-Stokes models; linear pressure-strain Reynolds stress model and the wall adapting local eddy viscosity large eddy simulation model. The results indicate that all Reynolds-averaged Navier-Stokes and the Reynolds stress turbulence models have failed to predict cavitation inception due to their limitation to resolve adequately the low pressure existing inside vortex cores, which is responsible for cavitation development in this particular flow configuration. Moreover, Reynolds-averaged Navier-Stokes models failed to predict unsteady cavitation phenomena in the industrial injector. However, the wall adapting local eddy viscosity large eddy simulation model was able to predict incipient and developed cavitation, while also capturing the shear layer instability, vortex shedding and cavitating vortex formation. Furthermore, the performance of two cavitation methodologies is discussed within the large eddy simulation framework. In particular, a barotropic model and a mixture model based on the asymptotic Rayleigh-Plesset equation of bubble dynamics have been tested. The results indicate that although the solved equations and phase change formulation are different in these models, the predicted cavitation and flow field were very similar at incipient cavitation conditions. At developed cavitation conditions, standard cavitation models may predict unrealistically high liquid tension, so modifications may be essential. It is also concluded that accurate turbulence representation is crucial for cavitation in nozzle flows.
Introduction
Inception and development of cavitation is a two-way interaction problem between the formed bubbles and the flow. This interaction is enhanced by the fact that most practical flows are turbulent; under such flow conditions, the scales of fluid motion underlying in the flow field in the form of vortices can contribute and even become the dominant mechanism causing cavitation formation, leading to structures termed as cavitating vortices. 1 Cavitating vortices are common in engineering applications and can exist in propeller blade tip and surfaces, injectors and pumps. They can significantly affect the flow field characteristics and cause substantial reduction in efficiency and increase erosion. Vortex or string-type cavitation has been observed in studies of in-nozzle flow of diesel injectors; vortices initiate from the transient flow inside the sac volume and can induce significant hole-to-hole variations. 2, 3 Formation of vapour in the core of vortices is an additional mechanism for generation of vorticity; hence, it modifies the dynamics of turbulence. 4 Production of vorticity is due to variations in the density which are not aligned with pressure variations and create a baroclinic torque. 5 Experimental studies on stationary hydrofoils shows that baroclinic torque contributes to vorticity generation especially at regions of cavity collapse. 6 Investigation of vorticity generation transport equation shows that vortex stretching, dilatation and baroclinic torque due to density gradients in cavitating flows are major sources of vorticity generation. 7 Cavitating vortices are especially important in erosion studies since they can be very aggressive and cause significant damage as they collapse. 1 Erosive vortex rings have been used in industrial applications for cutting rock and underwater cleaning. Numerical comparison of erosive power of a cavitating vortex ring and a spherical bubble indicates that the collapse of cavitating bubble ring should be more erosive than the collapse of a spherical bubble. 8 Vortices are also formed in the shear layer, for example, in turbulent wake of bluff bodies, mixing layers of liquid jets or between the recirculation region and bulk flow in separated flows. In a forward-facing-step nozzle, as the flow enters the nozzle and accelerates, it separates from the edge, forming a recirculation region at the entrance. The velocity in the recirculation region is lower than the velocity of the bulk flow in the nozzle; hence, a shearing layer is formed. These vortices can cavitate, and they constantly pair up forming larger vortices downstream. Shear layer vortices can have small length and time scales and contribute to viscous dissipation. 9 Prediction of this coherent structure of shear flow requires resolving the flow field down to the inertial sub-range.
Interaction of turbulence and cavitation has been studied both experimentally and numerically by many researchers on various application fields. In a study with a sharp-edged plate in a cavitation channel, fluorescent particle image velocimetry (PIV) is used to assess the effect of cavitation on shear layer instabilities and flow turbulence downstream the shear layer. 10 The twoway interaction between cavitation and turbulence was investigated with direct numerical simulation (DNS) with main interest on the development of shear layer instabilities. 11 It is reported that turbulence is modulated by cavitation. This modulation can form a basis for a sub-grid scale (SGS) model for cavitation in large eddy simulation (LES). Reynolds-averaged NavierStokes (RANS) models are computationally less expensive than LES, but they can have significant shortcomings in modelling turbulent cavitating flows. It has been shown that traditional RANS or unsteady RANS (URANS) models may overestimate turbulent viscosity in cavitation zones, preventing the development of a reentrant jet motion and the cavity shedding pattern, yielding unnatural results. [12] [13] [14] Eventually, a correction 15 has been applied in order to modify the turbulent kinetic energy term in the two equation model closure by reducing the eddy viscosity in mixture regions, and with this term, it was possible to replicate the observed experimental shedding pattern. The divergence of the velocity fluctuations is not zero in mixture transport equations of RANS models, and additional dissipation terms appear. 16 Without including the extra dissipation terms, namely, the mixture pressure dilatation, mixture turbulent mass flux and the compressible dissipation, a stable cavity without recirculation and shedding is predicted. By adding the dissipation due to mixture compressibility, the re-entrant jet motion is predicted which results in predicting the cyclic behaviour of cavitation. Other approaches to predict turbulent unsteadiness in cavitating flows include limiting the eddy viscosity by applying a filter-based modification to k-e model 17 or adding a scale-adaptive term to transport equation of the turbulent length scale in k-l turbulence model. 18 Other researchers 3, 19, 20 have tried to compensate for the turbulent effect on cavitation inception through the inclusion of an additional semi-empirical pressure fluctuation term to the saturation pressure. The importance of accurately capturing the turbulence-induced pressure fluctuations in cavitating flows is highlighted in a study by Edelbauer et al., 21 with main focus on throttles and constrictions appearing in fuel injection systems. They have compared RANS and LES simulations of a cavitating throttle flow; even though they have employed a rather specialized variant of the v 2 -f turbulence model, they were unable to get good results in all cases examined, showing the situational applicability of the RANS model. They conclude that RANS can predict cavitation with a reasonably acceptable accuracy in an operating condition with high pressure difference, whereas it fails to predict the cavitation at a lower pressure difference. It is worth mentioning the recent work of Ö rley et al., 22 who employed an LES framework with cut-cell immersed boundary method and a barotropic fluid, including the effect of non-condensable gas, for the simulation of a nine-hole diesel injector to obtain timeresolved information on cavitating or turbulent flow structures in the injector sac, orifices and jets.
The aim of this work is to examine the influence of various turbulence models, including some common RANS models, for example, k-e, k-v, Reynolds stress model (RSM), as well as some of their modifications that have been proposed for the compensation of mixture compressibility effects, such as the Reboud et al. 15 correction. The application is on a square throttle with a sudden constriction which has been examined in the past both experimentally and numerically; 23 this configuration bears resemblance to the constrictions inside injector passages. The results indicate that traditional turbulence models and even their modifications fail to predict the incipient cavitation formation due to shear layer instabilities. Further application in the flow of a diesel injector tip suggests that while RANS models predict cavitation formation, the formed cavity may be unphysically stable, especially when hole tapering is present. However, more advanced turbulence models such as wall adapting local eddy viscosity 24 (WALE) LES are found to capture cavitation inception and development. Cavitation effects have been modelled using a mixture model, where phase change is governed by Schnerr and Sauer (SS) 25 and Zwart et al. (ZGB)   26 models. In addition, a new formulation of a homogeneous equilibrium model (HEM), similar to that developed by Schmidt, 27 has been utilized.
Mathematical modelling of turbulence and cavitation
In this section, a brief description of the mathematical background of the involved models will be described, both regarding turbulence models and cavitation modelling. All the relevant models discussed have been employed using the ANSYS Fluent v15 software, either in the form of pre-existing models or as programmed modifications through user-defined functions (UDFs). Since high accuracy is necessary to resolve fine features of flow, such as the vortex interaction with cavitation, second-order schemes have been used for resolving the momentum equations, in case of RANS models. For the WALE LES model, a blended central or second-order upwind scheme has been used for the momentum equation since it is a good compromise between stability and low numerical diffusion. The density field was discretized with a second-order upwind scheme, whereas the phase field in the two-phase model was discretized with the quadratic upstream interpolation for convective kinetics (QUICK) scheme in order to capture the high density ratios. Time advancement is done with a second-order implicit method (three-timelevel predictor-corrector or mid-point method), to maintain accuracy and remove any time stepping stability constraints.
Turbulence modelling
Turbulence is an effect associated with chaotic and unsteady nature of fluid motion at high Reynolds numbers; indeed, at such cases, a complicated flow pattern emerges with many temporal and spatial scales of fluid motion, manifested as vortices through which an energy transfer occurs, from the largest scales of fluid motion to the smallest scales, where energy is dissipated due to viscous effects. 28 The fundamental problem with turbulence is the fact that DNS of all scales is impossible for most industrial flows. The alternative is to emulate the effect of the energy transfer process with a proper model. This has the advantage that it is no longer required to take into account all relevant scales of fluid motion, but rather consider only the largest ones, depending on the model used. For example, RANS models focus only on the mean flow properties, whereas LES models include also the effect of the larger eddies which are anisotropic and model only the smallest ones; this fact forces the simulation in the latter option to be always in three-dimensional (3D) and transient.
In this work, several well-known RANS models have been employed. These are the re-normalization group (RNG) k-e, realizable k-e, k-v shear stress transport (SST) and RSMs. Some brief characteristics of these models are given below, and the interested reader is addressed to a computational fluid dynamics (CFD) handbook reference for more information: [28] [29] [30] The k-e model family is a two-equation turbulence model, where the turbulent kinetic energy (k) and the turbulence dissipation (e) are modelled using transport equations with diffusion and source terms calibrated from experiments. It is one of the most widely used models in industrial cases. Its main deficiency is the overestimation of turbulence production at stagnation points and underestimation of separation in adverse pressure gradients. Over time, modifications as the RNG and realizable k-e models have been developed to improve the accuracy of the model. The k-v model family is also a two-equation turbulence model, which solves for turbulent kinetic energy (k) and specific dissipation rate (v); this gives several advantages in respect to the k-e model in predicting near wall regions accurately, due to the nature of the v equation in respect to the e equation. However, the standard k-v model is somewhat sensitive to the boundary conditions of the specific dissipation rate. For this reason, the kv SST model was developed, which is a blend between the k-e and k-v models, offering the best of both models. The linear strain pressure-strain RSM, based on the work of Launder, 31 is a more advanced version of the RANS models, which no longer assumes isotropy of the Reynolds stresses; contrary, one equation for each Reynolds stress term is solved, in addition to the turbulence dissipation. Eventually, this leads to seven additional equations for 3D, which adds to a significant computational cost, but potentially, it is the most general of the RANS models.
In addition to the aforementioned models, the Reboud et al. 15 modification shall be examined; this modification aims to compensate the effect of the mixture compressibility in the vapour-liquid mixture region. 32 In general, the correction is applied during the calculation turbulent viscosity, where density r is replaced with a function f(r), as follows
where r is density; V and L are indexes corresponding to saturated vapour and liquid densities, respectively; and n is an exponent that takes values ;10. Eventually, turbulent viscosity has the form 12
for the RNG k-e model, or for the k-v SST model
where C m = 0.845, a 1 = 5/9, S = ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2S ij : S ij p with S ij the components of the rate of strain tensor and F 2 a blending function. 30 These corrections are relevant only in unsteady simulations (URANS). Moreover, when compressible flow is involved, such as in the diesel injector or the barotropic HEM model, an additional turbulence dissipation term is included in the turbulent kinetic energy equation, based on the modification of Sarkar and Lakshmanan. 33 Apart from the aforementioned RANS models, the WALE model has been employed for the LES runs since it is known that it performs significantly better in the near wall region in respect to the basic Smagorinsky LES model. 24 Cavitation modelling: the barotropic HEM For the HEM, additional phase field variables are not needed, since the mass transfer occurs instantaneously, linking pressure to density only. So, one needs an appropriate equation of state (EOS) that corresponds to the phase change of the liquid to the liquid-vapour mixture.
In this work, for simplicity, the influence of thermal effects has been omitted, and a barotropic EOS is constructed as follows:
The Tait EOS is used for the liquid, that is, when r5r l ; The isentropic gas EOS is used for the gas, that is, when r v . r; For the mixture (r l . r5r v ), the EOS is based on the Wallis speed of sound formula
where a corresponds to volume fraction; c to the speed of sound; r to the density; and l and v indexes to liquid and vapour, respectively. Considering this, for an isentropic fluid, the speed of sound is
It is possible to integrate equation (5) with respect to the mixture density and obtain pressure (see also Appendix 2). Eventually, the complete EOS is the following, see also an indicative graph of the EOS in Figure 1 p
The factor B corresponds to the bulk modulus of the liquid, n is an exponent determining the stiffness of the Tait EOS, which is commonly set to 7.15 for weakly compressible liquids, 36 C is the constant of the isentropic process and g is the heat capacity ratio. there is a small pressure difference equal to Dp = p sat, L À p sat, V . In practice, this difference is small in comparison with the pressure levels involved in the simulation, for example, for the present case, the difference is around 4500 Pa, whereas the pressure level in the current simulation is of the order of ;2 bar. Moreover, while it is true that the EOS is not perfectly accurate for the sharp change of pressure in the saturation dome, it has the advantage of having a continuous speed of sound, which helps achieving convergence with the pressure-based solver utilized. The values used in this study are shown in Table 1 .
Cavitation modelling: the two-phase mixture model
The two-phase mixture model assumes mechanical equilibrium between the two phases, that is, both liquid and vapour phases share the same pressure and velocity fields. An additional advection equation corresponding to the vapour fraction is solved, in the following form
where a is the vapour fraction; r v is the vapour density; u is the velocity field; and R e and R c are the mass transfer rates for condensation (c) and evaporation (e), respectively. These terms are commonly associated with semi-empirical bubble dynamic models, based on the simplified, asymptotic Rayleigh-Plesset equation, but include additional user calibrated terms; two commonly used models that will be examined in this study are the ZGB 26 and SS models. 25 In fact, the two-phase model could be treated as a non-thermodynamic equilibrium model, and an increase in the mass transfer rates R e and R c towards infinity will push the model towards thermodynamic equilibrium. Thus, for low mass transfer rates, it is not uncommon to observe regions of negative pressures. While negative pressures, or tension, have been found in delicate experiments in liquids, 1, 34, 38 one could question the existence of such cases in industrial scenarios. Especially, for water in cavitation tunnels, there is evidence that pressure at the cavitation region matches closely the saturation pressure at the given temperature. 39 So, in practice, one may have to tune the mass transfer terms in order to prevent as much as possible the existence of negative pressure zones.
For applying the two-phase model, one needs to specify the properties and EOS for the different materials. For the liquid phase, either the incompressible assumption or the Tait EOS is used. However, the gas-vapour phase is assumed to be incompressible. It must be highlighted here that even if the pure vapour phase is incompressible, the mixture is not since mass transfer is involved; actually, the mass transfer is the dominant term affecting mixture compressibility. 1 The properties used for the materials involved are summarized in Table 2 ; for the incompressible liquid, bulk modulus B and speed of sound c are no longer applicable.
Square throttle case and simulation set-up
The experimental set-up is extensively reported in Sou et al., 23 so the operating conditions and geometry are only briefly presented here. Water is discharged into a rectangular step nozzle with 48 mL/s flow rate, and the outlet is subjected to atmospheric pressure. At these conditions, a recirculation region forms downstream the sharp step constriction and cavitation develops at the shear layer between the recirculation zone and the formed jet. 23 The dimensions of the constriction are 1.94 3 1.94 3 8mm 3 (W 3 H 3 L), and the schematic diagram of the nozzle is shown in Figure 2 (a) along with velocity measurement positions. It should be noted that in the simulations, the outlet is not placed directly at the end of the throttle, but rather further downstream in order to minimize its interference to the flow pattern developing in the throttle (see Figure 2(b) ). The average velocity through the nozzle is 12.8 m/s, and the Reynolds number is Re = 27,000; these conditions correspond to incipient cavitation with cavitation number
where p amb is the ambient pressure (atmospheric), p vap is the vapour pressure, r is the liquid density and u is the characteristic velocity. Also, for the sake of completeness, we provide the value of an alternative definition for the cavitation number, denoted as CN, equal to 1/ s; for the specific case CN = 0.83. Based on these characteristics, it is possible to make an estimate of the Kolmogorov scales and Taylor microscale of fluid motion for this case 29 Kolmogorov length scale h = v where v is the kinematic viscosity which is ;10 26 m 2 /s for water and e is the turbulent dissipation; estimated roughly as u 3 /L, with u a characteristic velocity, for example, 12.8 m/s and L a characteristic length scale, for example, 1.94 mm. For the LES studies, as an initial guideline for the mesh sizing, we have used a common practice in the relevant literature, suggesting a grid size of the order of the Taylor length scale since it lies at the dissipation region end of the inertial sub-range; this mainly applies for isotropic turbulence, so it is used as a rough estimate for the mesh generation. It must be stressed that apart from this practical guideline, the turbulent kinetic energy spectrum was examined, in order to make sure that it obeys the 25/3 law for the energy cascade. 29 The interested reader is addressed to several references [40] [41] [42] discussing on the subject of grid sizing in LES for practical flows.
The simulations to be presented are detailed as follows:
1. First of all, a grid dependence study was conducted with meshes of three different resolutions. These cases have been examined as single phase, for simplicity, and in steady state and imposed flow rate of 48 mL/s. From these, the optimum resolution was determined for further examination with the rest of the RANS cases. Additionally, the total pressure at the inlet of the throttle for the given flow rate was determined and used as a convergence criterion for the grid dependence study and as a boundary condition for the rest of the simulations. 2. Then, the influence of the RANS models is examined. The models investigated are the realizable ke, k-v SST and the RSM. Again, these cases are examined under steady state. 3. The modified RNG k-e and k-v SST models have been further examined, with the Reboud et al. 15 correction. Since the improvement of this correction is related to the prediction of cavity shedding process, these cases are treated as unsteady. 24 is examined with various cavitation models, such as the ZGB, SS, barotropic HEM and tuned ZGB. Due to the nature of the LES model, these cases are also treated as unsteady.
The WALE LES model
In all simulations, at steps 2, 3 and 4, total pressure is imposed at the inlet, which is determined from step 1, and static pressure at the outlet. This combination works better for the transient cases, where partial blockage might be induced due to cavitation shedding, and this might cause unrealistic pressure build-up at the inlet if a fixed flow rate be imposed.
The computational mesh employed in all cases is block structured. Mesh refinement with inflation layers is employed in critical areas, such as in the vicinity of the walls. The average mesh resolution for the grid dependence study is 90, 75 and 50 mm, corresponding to 1, 2.4 and 6.8 M cells. The temporal resolution for the URANS is 1 ms. For the LES mesh, a similar mesh was used, with telescopic refinement to achieve high resolution in the area of interest (see Figure 3 ). The LES cell count is ;4 M cells, but the spatial resolution is 20 mm in the core of the throttle, while there is refinement towards the walls; the spatial resolution chosen is less than the Taylor length scale, based on practical guidelines. Given that an average velocity of ;12 m/s occurs inside the throttle, a relevant time scale is 2 ms. The time step size chosen is 1 ms, which corresponds to a Courant-FriedrichsLewy (CFL) number of 0.5, enough to properly describe the time scales of fluid motion. Based on the LES simulation results, y þ varies around 0.2-1 in the throttle. The near wall resolution is ;2.5 mm, resulting to 6-7 cells within the viscous sub-layer, which has a thickness of d s = 5v/u * = ;15 mm.
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In all cases, the interest is on the average velocity distribution and root mean square (RMS) of velocity fluctuations in locations for which experimental measurements exist, 23 that is, at 1.5, 3 and 6 mm downstream the edge of the throttle. It should be noted that since experimental data have been collected on the midplane of the geometry using laser Doppler velocimetry, this limits the information of the average velocity and RMS of velocity fluctuations only to the x and z velocity components (see also the front view, Figure 2) . Averaged fields are provided by steady-state RANS by default, whereas RMS of velocity fluctuations are determined through total turbulent kinetic energy under the Boussinesq relationship for two-equation models, 28 or directly from the computed Reynolds stresses, when the RSM model is used. For transient runs, such as LES, the time history of all velocity components is recorded and then the relevant components are used for comparisons. Qualitative comparisons of the cavitation pattern inside the throttle are examined when applicable.
Numerical results and comparison with experiments

Grid dependency test
As mentioned in the previous section, three different grid spacings have been tested to assess the sensitivity of the results on the mesh resolution. In this section, the results will be presented for the k-v SST model; similar results have been obtained for other turbulence models. Grid dependency test results are reported in Table 3 along with effect of grids on the total pressure at inlet. The calculated total pressure at inlet is affected by \ 0.5%, giving confidence to use it as a boundary condition for the rest of the simulations. Moreover, all resolutions give a velocity distribution very similar to the experimental profile, and the difference between subsequent refinements is not significant.
Given the aforementioned results, the medium resolution is selected for the rest of the RANS studies since it succeeds in capturing a velocity distribution very close to the experiment, while it does not predict a significantly different total pressure from the finest resolution employed.
Standard RANS model results
In this section, the results from steady-state RANS simulations will be discussed. All RANS models give an adequate prediction of the velocity distribution compared to experimental measurements of velocity inside the nozzle. 23 However, all the examined models fail to predict accurately the turbulent fluctuations near the nozzle exit at z = 6 mm (see Figure 2(a) ). These discrepancies can be attributed to the steady-state assumption of the flow and failure of all standard RANS models to predict cavitation.
Indeed, a very important observation, and an important conclusion of this study, is that the steady-state RANS models examined so far fail to predict the onset of cavitation. To be more precise, the minimum pressure in the whole computational domain predicted by the models, as described so far, is as follows:
For the realizable k-e, 12,970 Pa; For the k-v SST, 10,590 Pa; For the RSM, 13,770 Pa.
It becomes clear that these minimum pressures are almost 5-6 times the saturation pressure of water, so cavitation is not predicted; in fact, even applying corrections that increase the cavitation threshold pressure due to the influence of turbulence fluctuations 20 still fail to produce cavitation. Assuming a cavitation threshold of the form
where p sat is the saturation pressure, k is the local turbulent kinetic energy and r is the liquid density, and the maximum threshold pressure for cavitation formation throughout the whole computational domain is as follows:
For the realizable k-e, 6515 Pa; For the k-v SST, 7128 Pa; For the RSM, 8047 Pa which is still significantly lower, almost half, of the minimum liquid pressure that has been predicted in the computational domain by each model.
Modified URANS models results
Since it is suspected that part of the discrepancies is due to the steady-state assumption of the flow, further examination of the case with URANS models has been conducted. Additionally, since it is known from the experiment that cavitation shedding occurs, due to the shear layer instabilities at the border of the recirculation zone, it was chosen to resort to the RANS modifications described in section 'Cavitation modelling: the two-phase mixture model', which are known to be able to predict such effects. As shown in Figure 4 , comparison between the modified URANS models and experimental data shows a close match in streamwise velocity profiles. It is notable that the velocity distribution matches closely to the experimental data at all locations z = 1.5, 3 and 6 mm. The same observation applies for the RMS of turbulent velocity fluctuation as well; note that the turbulent distribution has the correct pattern at the location of z = 6 mm, even though it is slightly underestimated. A very important observation here is that still the URANS simulations failed to predict cavitation formation, even though flow unsteadiness has been observed. Since the nature of the correction is the reduction of turbulent viscosity in the mixture region, while reverting to the standard URANS formalism in the pure liquidvapour phases, it is reasonable to conclude that the correction was not applied at all. To force the correction to operate, an amount of vapour was artificially introduced inside the recirculation region, in the centre of the large scale vortex, where pressure was lower, hoping that this would trigger cavity shedding. Unfortunately, even if unsteadiness temporarily was enhanced, after several time steps, cavitation structures eventually collapsed, returning to the prior condition of pure liquid.
LES WALE results
The last results to be presented refer to the WALE LES model. In Figure 5 , average velocity and RMS of velocity fluctuations are shown, as before.
It is of interest that LES succeeds in predicting accurately the velocity distribution at all locations and provides very good estimates of the turbulent fluctuations at both the recirculation zone and the jet formed at the core of the throttle. Moreover, cavitation is predicted with all cavitation models, predicting a very similar velocity profile, showing that the velocity distribution is rather weakly related to cavitation presence; this is explained by the low cavitation intensity of the examined configuration. The same applies for the average volume fraction distribution, as shown in Figure 6 , for the examined models. Statistics were collected for 3000 time steps (or 3 ms); thus, slight scattering is present. However, the average cavitation development is similar for all cavitation models.
Considering the minimum pressures that develop inside the computational domain:
The modified coefficient ZGB model, instantaneous minimum ;23000 Pa and minimum average ;7200 Pa; The barotropic model, instantaneous minimum ;500 Pa and minimum average ;9800 Pa; The standard ZGB model, instantaneous minimum ;212,000 Pa and minimum average ;7800 Pa; The standard SS model, instantaneous minimum ;220,000 Pa and minimum average ;8600 Pa.
The barotropic model is the only one that predicts a positive minimum pressure, due to the HEM assumption; in fact, a negative pressure in the barotropic model does not have any meaning since it corresponds to negative density and non-real speed of sound, see equation (6) . The other models predict negative pressures which drive the mass transfer from liquid to vapour phases. Indicative flow instances are presented in Figure 7 , showing the shedding of cavitation structures, the highly transient velocity and pressure distributions for the barotropic HEM.
It is important to remark that even the LES model employed predicts an average pressure that is higher than the saturation pressure, in a similar fashion as the RANS simulations. However, instantaneously, pressure inside the vortices formed due to the shear layer instabilities drops below saturation, causing the formation of highly transient cavitation structures.
Simulations in diesel injector
In this section, results from the LES simulation of the flow inside a Cat Ò diesel injector will be presented. It has to be kept in mind that a complete diesel injector is a rather complicated device, involving the interaction of hydraulic, electrical and mechanical components; for more information, the interested reader is addressed to the work of Egler et al. 43 The main focus here will be at the tip of the diesel injector, as shown in Figure 8 , where the main components, such as needle, body and orifices, are shown. The injector is a five-hole, tapered (k-factor equal to 1.1) common rail injector. The injector is operating at an inlet pressure level of ;1800 bar, and the outlet pressure is ;50 bar. The exact discharge pressure and needle lift are provided in Figure 8 , estimated through simplified one-dimensional (1D) analysis. 44 The cavitation number for the injector is significantly lower than the simplified throttle presented in section 'Square throttle case and simulation set-up' due to the immense pressure difference
where p down is the ambient or downstream pressure (50 bar), p vap is the vapour pressure (;1 bar, based on diesel properties at 400 K 44, 45 ) and p up is the upstream pressure of the injector (;1800 bar). The CN value of the injector case is ;36. The properties used for the simulation are based on interpolation formulas from Kolev, 45 derived at an average temperature of 400 K, based on preliminary 1D analysis including heating effects. 46 Diesel density at saturation is r L,sat = 747.65 kg/m 3 , diesel vapour pressure is ;1.1 bar, diesel bulk modulus is ;110 MPa and diesel liquid viscosity is given by the following equation Diesel vapour density is 6.5 kg/m 3 based on the ideal gas equation at the saturation pressure and temperature of 400 K. Vapour viscosity is assumed constant and equal to 7.5 mPa s. Based on the aforementioned properties and velocity or spatial scales, the Reynolds number is estimated to be ;30,000 inside the orifice hole at high-lift operation.
The computational meshes used for the injector analysis are hexa-dominant block meshes with structured and unstructured parts, with sufficient resolution depending on the assumptions of the models used; the RANS mesh had ;300,000-500,000 cells for low-lift and high-lift operations, whereas the LES mesh had a significantly higher resolution, starting at 10 6 cells at low lifts and peaking at 1.75 3 10 6 cells at high lifts.
The LES resolution was based on the same guideline as in section 'Square throttle case and simulation set-up', on the Taylor scale. Based on the orifice diameter, the Taylor length scale is l g = 7 mm; thus, the grid sizing selected was of equal size, and additional refinement was employed near the walls. Also, high resolution was maintained in critical areas of the injector, such as the needle and needle seat passage, which is represented or removed (during closing) to the needle seat or needle passage. Both cases solved only 1/5th of the whole injector tip, assuming only axial needle motion and symmetry boundary conditions for RANS, or periodic Figure 6 . Indicative average density distribution downstream the constriction with several cavitation models, the barotropic HEM and the two-phase modified ZGB, SS and standard ZGB models (in kg/m 3 for density). boundary conditions for LES, at the sides of the computational slice solved.
Several simulations have been performed with RANS models, including the RNG k-e model with Reboud et al. correction, described in equation (1) and the WALE LES model. The simulations to be presented hereafter omit heating effects, mainly due to increased complexity and problematic behaviour of the polynomial relations at high pressures and temperatures. In RANS simulations, the effect of constant density and viscosity (set as the average based on the inlet and outlet conditions) as well as varying density and viscosity was examined. For the LES case, the modified ZGB model was used, along with the Tait EOS for the liquid. It is reminded that the modified ZGB model has increased mass transfer rates for condensation and evaporation, in order to move the phase change process closer to thermodynamic equilibrium. Standard cavitation models are prone to predicting unrealistically high tension in the liquid, of the order of 2300 bar for diesel injection cases, see also the relevant work from Koukouvinis et al. 44, 47 Increasing the mass transfer greatly reduces this tension, at least by an order of magnitude, moving much closer to the saturation pressure. Moreover, high mass transfer rates lead to replication of the Rayleigh collapse of vapour structures (for more information, see Appendix 3), which is essential if one desires to capture pressure peaks from the cavity collapses that could be linked to erosion. Unfortunately, the very time-consuming nature of LES simulations did not permit testing of different models, for example, testing the barotropic model or constant fuel properties. However, the LES set-up discussed here has been found to predict a very similar pressure peak pattern in comparison to relevant experiments, 44 which we consider acts as a validation.
The flow field results of the RANS simulations were very similar, irrespectively of using varying or constant density or viscosity. While there is a notable increase in the mass flow rate of ;5%, when varying density or viscosity is used, the macroscopic appearance of the flow field is the same. For example, in Figure 9 , the vapour fraction distribution inside the orifice hole is shown for the varying density for several instances of the high-lift operation, simulated with the RNG k-e model with Reboud et al. correction. Despite some unsteadiness at the opening and closing phases on the injection, during the high-lift operation, there is practically a steady attached cavity at the upper surface of the orifice hole that maintains its size, topology and shape throughout the whole high-lift operation. This seems contradictory to real injector visualization studies, where cavity shedding and cavitating vortices are found, see, for example, the work of Mitroglou et al. 48 Contrary to RANS, LES predicts a much more unsteady vapour field, with an attached cavity at the upper hole surface that grows and shrinks over time, periodic cavity shedding and occasional formation of cavitating vortices. Here, it should be mentioned that in cases of injectors with cylindrical holes (no tapering), unsteady flow was predicted with the modified RANS model described above, as well as the LES model.
Discussion
From the results presented so far, there are several important conclusions reached. First of all, it is found that traditional RANS turbulence models may fail to predict a correct flow field in conjunction with cavitation, both at low and high cavitation numbers. Indeed, the tight coupling of cavitation with vortices requires the accurate prediction of vortical structures in the flow since these may contribute to the generation and transport of cavitation formations. RANS models are not very well suited in this role since by their principle of operation, they do not aim to predict vortices, but rather a mean flow path, compensating for unresolved structures with the addition of turbulent viscosity. While some corrections take into account turbulent fluctuations 19, 20 and modifications to predict shedding exist, [13] [14] [15] 32 their applicability seems case dependent and situational. These conclusions are supported by other studies in the literature as well. 21 Contrary to RANS or URANS models, LES proven to able to predict correctly both the averaged velocity profiles and the cavitation formation mechanism at incipient cavitation (high s, low CN), since it inherently aims to capture the larger eddies that can contribute to cavitation development. Considering the injector results, at high intensity cavitation (low s, high CN), while modified RANS is capable of predicting cavitation, an unphysically stable cavity is found, which contradicts experimental evidence. However, the examined LES model predicts a proper cavity shedding and relevant instabilities; while in the injector case no validation on the velocity field is available, recording of the pressure peaks due to vapour structure collapse correlates well with the erosion pattern found in experiments, indicating a reasonable reproduction of the vaporous flow structures.
In any case, from the results so far, it seems that transient simulation is more successful in capturing the velocity distribution, even for RANS. Of course, it is easy to understand that unsteady simulations, and even more LES with its special grid requirements, are rather intensive to resolve. However, given the observed deficiency of standard RANS models to predict the correct flow in many cases, it seems that LES or detached eddy simulation (DES) or similar scale resolving methods is essential for the proper flow representation. Alternatively, it could be the case that there is a need for the development of new turbulence models that can correlate turbulent characteristics with cavitation in a better way than existing models. In any case, one should not forget that many turbulence models have been developed in the past, but still each of them has limited applicability. In other words, such an effort might lead to another situational RANS model that performs well in some cases and bad in others; after all, the need to resort in scale resolving simulations more and more, even in industrial level, could mean that the level of accuracy required nowadays justifies the use of more computationally expensive models such as LES. Undeniably, RANS models can (and will) still play a role in industrial numerical simulations since they can offer a solution very fast, being ideal for, for example, design or optimization studies.
Regarding the influence of the cavitation model, it seems that at low intensity cavitation, it did not play a significant role in the average flow pattern. While to reach a final conclusion, a quantitative comparison of vapour fraction distribution is required; relevant data are not available and in general are difficult to obtain. This forces to resort to qualitative comparisons of indicative cavitation instances, which clearly show a cavitation shedding mechanism. Also, from the aforementioned results, it is visible that the increased mass transfer rates of the modified ZGB model result to moving closer to thermodynamic equilibrium and reduction of the magnitude of negative pressures. While in the enlarged nozzle case, this does not seem to have a pronounced effect to the macroscopic characteristics of the flow field, this is not the case at high-intensity cavitation cases, such as the flow inside the real injector. As discussed in the relevant section, the standard formulation of commonly used cavitation models leads to unrealistically high liquid tension. Thus, in such cases, it is essential to modify the cavitation model accordingly, in order to move closer to thermodynamic equilibrium. However, how close to or far from thermodynamic equilibrium each case is, is not known a priori. For water, there is some evidence that cavitation behaves as a thermodynamic equilibrium process. 39 It is our opinion that more fundamental work is required on the thermodynamics of fluids, for the understanding of metastability that affects cavitation and other effects such as flashing.
Conclusion
This article evaluates the predictive capability of twoequation and seven-equation RANS models to simulate incipient cavitation in an enlarged rectangular step nozzle and developed cavitation in an actual diesel injector and compares the results with WALE LES model predictions. The LES model is also used to further investigate the performance of barotropic and two-phase mass transfer cavitation models.
Both cases show the situational applicability of RANS model for predicting cavitation. For the enlarged step nozzle, all the RANS models used, that is, the realizable k-e, SST k-v and RSM model failed to predict pressures below the saturation pressure. RANS is a useful tool for many cavitation problems as seen in the literature, but its limited capability has also been reported for cases with small amounts of cavitation. 21 For problems such as incipient cavitation in a nozzle where the pressure drop from inlet to outlet is low, small vortices are formed that act as nucleation sites for bubbles. In order to capture these flow structures, more rigorous turbulence models such as LES are required. The average minimum pressure predicted by the barotropic and the non-equilibrium cavitation models is above the saturation pressure of water. This result further justifies the minimum pressure predicted by RANS models, which is above saturation pressure. Furthermore, changing the cavitation model did not significantly affect the streamwise velocity outside the cavitation region. The predicted shape of the cavity was in agreement with experimental images; however, quantitative measurements inside the vapour volume are required to judge the accuracy of the calculated cavitation.
At high cavitation intensity, RANS models may predict cavitation, but the predicted structure may be unrealistically stable, especially in cases of hole tapering where orifice turbulence is suppressed. The LES model tested was found able to reproduce an unsteady flow field, even in the cases of tapered holes, but comes with a very high price, since the associated computational cost is significantly higher than that of RANS. Just for reference, an LES simulation may require 20 3 the time of an URANS simulation and may be more than 1000 3 the time needed for a steady-state RANS simulation. Potentially, the future lies on scale-adaptive models and RANS or LES hybrids, such as DES.
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The author(s) disclosed receipt of the following financial support for the research, authorship, and/or publication of this article: The research leading to these results has received funding from the People Programme (IAPP Marie Curie Actions) of the European Union's Seventh Framework Programme FP7/2007-2013/ under REA grant agreement no. 324313. invariants. 49 As will be shown later, the exact solution can serve as an asymptotic solution for the two-phase mass transfer model as well, when the mass transfer is high enough. It has to be highlighted that the solution of the Riemann problem for such equations of state is not trivial; the interested reader is addressed to the recent work of Koukouvinis et al. 50 for more information about the exact solver. The numerical solution is obtained using 1000 cells in the x direction.
A comparison between the numerical and exact solutions between the models is shown in Figure 10 at time of 1 ms. As it is visible, the exact solution and the barotropic HEM solution match perfectly, which also acts as a validation of the described methodology in section 'Cavitation modelling: the two-phase mixture model'. The two-phase solution is greatly dependent on the mass transfer rate, see the source term of equation (7). For high mass transfer rates (which are represented by the dark red cycles in Figure 10 ), the solution converges to the exact barotropic HEM solution. This is reasonable, because the mass transfer term affects the mixture speed of sound; increasing the mass transfer results to a decreased mixture speed of sound. 1 However, when the mass transfer term is low, then the mixture speed of sound increases, leading to a more diffused profile in the velocity distribution (see the light red, orange and yellow circles in Figure 10 ). The same effect is found in density field as well, but it is much less observable. Each two-phase mixture solution has an increase in the mass transfer rate by one order of magnitude, that is, the dark red cycles solution has a 10 4 higher mass transfer rate than the light yellow reference solution.
Another test case, commonly used in cavitating flows is the Rayleigh collapse. A sphere of vapour is subjected to compression due to the influence of the surrounding high pressure liquid. This case has an exact and wellknown solution, where the radius of the bubble reduces in an accelerating manner, with bubble wall velocity tending to infinity. 1 In that case, the bubble collapse velocity, dR/dt, is given by the following relation
where p ' is the pressure at the farfield, p v is the vapour pressure, r is the liquid density, R 0 is the initial bubble radius and R is the current bubble radius. By integrating the bubble wall motion, it is possible to find the bubble collapse time t ffi 0:915R 0 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi r p ' À p v r ð22Þ Figure 10 . Shock tube case, comparison between various models at t = 1 ms. Continuous line is the exact solution, white filled squares are the numerical barotropic HEM solution and coloured cycles are the two-phase mass transfer solution. The colour of the cycles represents the magnitude of the mass transfer term, which is mentioned in text also near the respective line: yellow (1 3 multiplier for the reference mass transfer) for low mass transfer rates to dark red (10 4 3 multiplier for the reference mass transfer) for high mass transfer rates. Figure 11 . Rayleigh collapse test case, comparison of the bubble radius evolution for various models. The dashed line shows the exact solution, crosses show the barotropic model HEM solution, whereas circles show the two-phase model solution (the mass transfer is higher for dark circles and lower for whiter circles, a reference multiplier is given in the legend).
Here, the collapse of water vapour bubble at pressure p v = 2339 Pa and initial radius R 0 = 10 mm is examined. The case is resolved as two-dimensional (2D) axis-symmetric simulation, with a 60,000 cells. Indicative results are shown in Figure 11 , where the theoretical evolution of the bubble radius is compared with the numerical solutions. In order to have a fair comparison, both models were simulated with a time step of 1 ns. For the two-phase model, it is clear that only at a high mass transfer rate, the proper behaviour of the Rayleigh collapse is replicated. The barotropic HEM model predicts a bubble collapse very close to the theoretical. The mismatch is found to be due to the time step; the higher the convective Courant number, the more diffuse the bubble interface becomes with the HEM model. Significantly reducing the time step greatly improves the agreement with the theoretical solution.
From the discussed examples, the conclusion is that the two-phase mass transfer model and barotropic HEM model are equivalent for high mass transfer rates of the latter. Other practical comparisons of the two models, for example, in throttle flows, may be found in a recent work of Koukouvinis and Gavaises, 47 supporting the aforementioned conclusion.
