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Abstract. In this paper, general order conditions and a global convergence proof are given for
stochastic Runge–Kutta methods applied to stochastic ordinary diﬀerential equations (SODEs) of
Stratonovich type. This work generalizes the ideas of B-series as applied to deterministic ordinary
diﬀerential equations (ODEs) to the stochastic case and allows a completely general formalism for
constructing high order stochastic methods, either explicit or implicit. Some numerical results will
be given to illustrate this theory.
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1. Introduction. As the modelling process becomes more sophisticated and re-
alistic, the use of stochastic ordinary diﬀerential equations (SODEs) as the appropriate
mathematical representation has become more widespread.
Consider now the general form of an SODE, which can be written in autonomous
form without loss of generality, given by
dy = g0(y)dt+
d∑
j=1
gj(y)dWj , y(t0) = y0, y ∈ Rm.(1.1)
Note that problems which are nonautonomous (depend on time explicitly) or depend
on random elements can always be written in autonomous form by the addition of new
variables to the y vector representing these quantities. Consequently, the results in
this paper apply to both the autonomous and nonautonomous forms. Here the gj(y)
are m-vector-valued functions, while the Wj(t) are d independent Wiener processes
and can be interpreted in such a way that the derivative of Wj is the Gaussian white
noise process. A Wiener process W is a special case of the class of martingales and is
a Gaussian process satisfying
E(W (t)) = 0, E(W (t)W (s)) = min{t, s}.
Furthermore it is known that the Wiener increments are independent Gaussian pro-
cesses with mean 0 and variance |t− s| (that is, N(0, |t− s|)).
Now the solution of (1.1) is interpreted as
y(t) = y0 +
∫ t
t0
g0(y(s))ds+
d∑
j=1
∫ t
t0
gj(y(s))dWj(s).(1.2)
Since the sample paths of a Wiener process are not of bounded variation (the Wiener
process ﬂuctuates of order
√
∆t in a time interval ∆t) the d stochastic integrals in
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ORDER CONDITIONS OF SRK METHODS BY B-SERIES 1627
(1.2) cannot be interpreted in the Riemann–Stieltjes sense. In fact if diﬀerent choices
are made for the point τi (in the subintervals [ti−1, ti] which make up the partition)
at which the function is evaluated, then the approximating sums for each gj ,
N∑
i=1
gj(y(τi)) (Wj(ti)−Wj(ti−1)) , τi = θti + (1− θ)ti−1,(1.3)
converge in the mean-square sense to diﬀerent values of this integral. For example, it
can be shown that∫ b
a
W (t)dW (t) =
1
2
(W 2(b)−W 2(a)) +
(
θ − 1
2
)
(b− a).
If in (1.3), θ = 0 then such an integral is called an Itoˆ integral and if θ = 12 the
integral is said to be a Stratonovich integral. These are the two main choices and the
interpretation used depends on the nature of the modelling process. For example, it
is only for the nonanticipating Itoˆ case that the Itoˆ integral forms a martingale and
inherits the martingale property of W (t) so that
E
[∫ b
a
g(t)dW (t)
]
= 0,
E
∥∥∥∥∥
∫ b
a
g(t)dW (t)
∥∥∥∥∥
2
 = ∫ b
a
E
[
‖g(t)‖2
]
dt,
and these properties are very important in the area of ﬁnancial modelling, for example.
On the other hand, the Stratonovich calculus satisﬁes the usual rules of calculus and
this will be the interpretation used in the rest of this paper.
There is in fact a relationship between the solution of an Itoˆ equation and a
Stratonovich equation. Thus if (1.1) is interpreted in the Itoˆ sense and if the equation
dyi =
gi0(y)− 1
2
m∑
k=1
d∑
j=1
gkj(y)
∂gij(y)
∂yk
 dt+ d∑
j=1
gij(y) ◦ dWj , i = 1, . . . ,m
(1.4)
(where gij(y) denotes the ith component of gj(y), i = 1, . . . ,m, j = 0, . . . , d) is
interpreted in the Stratonovich sense (here ◦ is used to denote the Stratonovich for-
mulation) then it is well known (see Kloeden and Platen (1992), for example) that
both (1.1) and (1.4) have the exact same solution. Thus it is possible to convert
backwards and forwards between Itoˆ and Stratonovich formulations but at the cost
of requiring some analytical Jacobians.
In designing numerical methods for solving (1.1), there are two ways of measuring
accuracy: strong convergence and weak convergence. For problems involving direct
simulation it is important that the trajectories of the numerical approximation be
close to the exact solution (strong convergence), while in other cases only moments
may be of interest (weak convergence).
Thus if yN is the numerical approximation to y(tN ) after N steps with constant
stepsize h = tN−t0N , then y is said to converge strongly to y with strong global order
p if ∃C > 0 (independent of h) and δ > 0 such that
E (‖yN − y(tN )‖) ≤ Chp, h ∈ (0, δ).(1.5)
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1628 K. BURRAGE AND P. M. BURRAGE
Here p can be fractional since the root mean-square order of the Wiener process is
h1/2.
On the other hand, a method will be said to have weak global order p if for
suitable polynomials Φ, ∃C > 0 and δ > 0 such that
||E [Φ(yN )]− E [Φ(y(tN ))] || ≤ Chp, h ∈ (0, δ).(1.6)
Note that (1.5) and (1.6) are global order deﬁnitions, and in order to describe a
general theory for constructing methods of arbitrary global order a relationship must
be found between global order and local order. This relationship is of course known
in the deterministic case and one of the aims of this paper is to give the precise
relationship in the stochastic case. In doing so this will make clear what happens
when some numerical methods (such as the Euler–Maruyama method) converge not
to the Stratonovich solution of (1.4) but to the Itoˆ solution.
It is known that the Euler–Maruyama method (Maruyama (1955)) for solving
(1.1), given by
yn+1 = yn +
d∑
j=0
Jjgj(yn),(1.7)
where
h = tn+1 − tn, J0 = h, Jj =Wj(tn+1)−Wj(tn), j = 1, . . . , d,
has strong global order 12 (and weak global order 1). Here the Jj can be computed
as
√
hNj where the Nj are N(0, 1) normally distributed independent random vari-
ables. However, the Euler–Maruyama method is not an accurate one. More accurate
methods (which require derivative evaluations) can be obtained by using truncated
forms of the stochastic Taylor series expansion associated with (1.1) but at the cost
of derivative evaluations.
Thus the structure of this paper is as follows. In section 2 we will present a
review of the concept of B-series and Taylor series expansions for ordinary diﬀerential
equations (ODEs) and Runge–Kutta methods applied to ODEs. These concepts will
then be generalized to the stochastic case. In section 3 the relationships between
global order and local order will be analyzed for SODEs. In section 4 a stochastic
Runge–Kutta (SRK) method will be constructed which has strong global order 1.5
for d = 1 and compared with the behavior of an SRK with strong local order 1.5 for
d = 1 given in Burrage and Burrage (1996).
2. B-series expansions. Consider ﬁrst the deterministic problem
dy = f(y)dt, y(t0) = y0.(2.1)
It is well known that the Taylor series expansion on the interval [t0, t1], t1 = t0 + h
can be written as
y1 = y0 + hf +
h2
2
f ′f +
h3
6
(f ′f ′f + f ′′(f, f)) + · · ·
by use of the chain rule; here the dependence of f and its derivatives on y0 are
implicitly understood.
The general Taylor series expansion of (2.1) can easily be described in terms of a
rooted tree theory. Thus let T be the set of rooted trees and let t = [t1, . . . , tl] be the
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ORDER CONDITIONS OF SRK METHODS BY B-SERIES 1629
Fig. 2.1. Rooted trees.
tree formed by joining subtrees t1, . . . , tl each by a single branch to a common root.
In addition, let φ denote the empty tree and τ the unique tree with 1 node; then the
elementary diﬀerential associated with t = [t1, . . . , tl] is given by
F (t)y = f (l) (F (t1)y, . . . , F (tl)y) , F (φ)y = y.
Thus, for example, the mathematical representations of the trees given in Figure 2.1
are
τ3 [τ3, τ ] [[[τ ]]] [τ2, [[τ ]], [τ ]].
For each t, a number of useful combinatorial properties can be deﬁned. Thus ρ(t),
α(t), and γ(t) will denote, respectively, the number of nodes, the number of possible
diﬀerent monotonic labellings of t with the root labelled ﬁrst, and the density of the
tree t. If t = [t1, . . . , tl], then these can be deﬁned recursively so that
ρ(t) = 1 +
l∑
j=1
ρ(tj),
γ(t) = ρ(t)
l∏
j=1
γ(tj), γ(τ) = 1,
α(t) =
(
ρ(t)− 1
ρ(t1), . . . , ρ(tl)
) l∏
j=1
α(tj)
1
µ1!µ2! · · · .
Here the integers µ1, µ2, . . . count the equal trees among t1, . . . , tl and the multinomial
coeﬃcient in the representation of α(t) counts the possible partitionings of the labels
2, . . . , ρ(t) to the l subtrees. In addition, let Tq denote the set of all trees with q nodes.
Given these deﬁnitions and relationships, the following result holds.
Theorem 2.1. The Taylor series expansion of (2.1) can be written as
y1 =
∑
t∈T
hρ(t)
ρ(t)!
α(t)F (t)y0.(2.2)
Table 2.1 gives the ρ, γ, α, and F for all trees with up to four nodes:
Consider now the class of s-stage Runge–Kutta methods applied to (2.1). This
class takes the form
Yi = yn + h
s∑
j=1
aijf(Yj), i = 1, . . . , s,
yn+1 = yn + h
s∑
j=1
bjf(Yj)
(2.3)D
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1630 K. BURRAGE AND P. M. BURRAGE
Table 2.1
Combinatorial values for trees.
t ρ(t) α(t) γ(t) F (t)
τ 1 1 1 f
[τ ] 2 1 2 f ′f
[τ, τ ] 3 1 3 f2(f, f)
[[τ ]] 3 1 6 f ′f ′f
[τ, τ, τ ] 4 1 4 f3(f, f, f)
[[τ ], τ ] 4 3 8 f2(f ′f, f)
[[τ, τ ]] 4 1 12 f ′(f2(f, f))
[[[τ ]]] 4 1 24 f ′f ′f ′f
and the method parameters can be characterized by the Butcher tableau
c A
b
,
where A = (aij)
s
i,j=1, b
 = (b1, . . . , bs), c = Ae, e = (1, . . . , 1) ∈ Rs.
It was Butcher (see Butcher (1987) for a list of references) who ﬁrst gave the
rooted tree expansion of (2.3) over one step. For t = [t1, . . . , tl], let
Φ(t) =
l∏
j=1
(AΦ(tj)) , Φ(τ) = e,(2.4)
where multiplication of vectors is considered componentwise, and let
a(t) = bΦ(t), a(φ) = 1.(2.5)
Then the following result holds.
Theorem 2.2. The Taylor series expansion of (2.3) is
y1 =
∑
t∈T
hρ(t)
ρ(t)!
γ(t)a(t)α(t)F (t)y0.(2.6)
A Runge–Kutta method is said to have local order p if the local truncation error
given by
ln+1 = y(tn+1)− yn
satisﬁes
ln+1 = O(h
p+1),
where it is assumed that yn = y(tn) at the beginning of a step.
Since, from (2.2) and (2.6),
l1 =
∑
t∈T
hρ(t)
ρ(t)!
e(t)α(t)F (t)y0,
where
e(t) = 1− γ(t)a(t),(2.7)
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ORDER CONDITIONS OF SRK METHODS BY B-SERIES 1631
Table 2.2
J values.
t τ [τ ] [τ, τ ] [[τ ]] [τ, τ, τ ] [[τ ], τ ] [[τ, τ ]] [[[τ ]]]
J(t) h h2/2 h3/3 h3/6 h4/4 h4/8 h4/12 h4/24
the following result holds.
Theorem 2.3. A Runge–Kutta method will have local order p if and only if
e(t) = 0 ∀t with ρ(t) ≤ p.
Remark 2.1. Let a(φ), a(τ), . . . be a sequence of real coeﬃcients deﬁned for all
trees a : T → R. Then the series
B(a, y) =
∑
t∈T
hρ(t)
ρ(t)!
a(t)α(t)F (t)y0
is called in Hairer and Wanner (1974) a B-series.
We will in fact modify this presentation in a slightly diﬀerent way which will be
more convenient when presenting a B-series analysis for the stochastic case. Thus for
a tree t = [t1, . . . , tl] deﬁne
J(t)(h) =
∫ h
0
l∏
k=1
J(tk)(s)ds, J(τ)(h) = h.(2.8)
The J(t) for trees t with up to four nodes are given in Table 2.2.
It is clear from the deﬁnition of (2.8) that
J(t)(h) = hρ(t)/γ(t)
and so from Theorem 2.1 the Taylor series expansion of (2.1) can be written as
y1 =
∑
t∈T
γ(t)
ρ(t)!
J(t)α(t)F (t)y0.(2.9)
Now consider the class of Runge–Kutta methods given by (2.3) in which the
stepsize h is absorbed into the method parameters. Thus the method can be written
as
Yi = yn +
s∑
j=1
Zijf(Yj), i = 1, . . . , s,
yn+1 = yn +
s∑
j=1
zjf(Yj).
(2.10)
Deﬁning the Φ(t) and the a(t) as before so that
Φ(t) =
l∏
j=1
(ZΦ(tj)) , Φ(τ) = e,
a(t) = zΦ(t),
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1632 K. BURRAGE AND P. M. BURRAGE
then the local error can be written as
l1 =
∑
t∈T
γ(t)
ρ(t)!
(J(t)− a(t))α(t)F (t)y0(2.11)
so that a method will have order p if
J(t) = a(t) ∀ρ(t) ≤ p.(2.12)
Having given this J-formulation for order in the deterministic case, this approach
will now be generalized to the stochastic case.
Consider now the general class of SODEs written in Stratonovich form and given
by
dy = g0(y)dt+
d∑
k=1
gk(y)dWk(t), y(t0) = y0,(2.13)
where W1, . . . ,Wd are d independent Wiener processes. Consider also the general
family of stochastic Runge–Kutta methods with s-stages given by
Yi = yn +
d∑
k=0
s∑
j=1
Z
(k)
ij gk(Yj), i = 1, . . . , s,
yn+1 = yn +
d∑
k=0
s∑
j=1
z
(k)
j gk(Yj),
(2.14)
which can be represented in tableau form as
Z(0) Z(1) · · · Z(d)
z(0) z(1) · · · z(d)
.
This very general class of methods was introduced in Burrage and Burrage (1996,
1998). In these papers it was assumed that Z(0) and z(0) represent a matrix and up-
date vector of coeﬃcients scaled by the stepsize h, while the matrices Z(1), . . . , Z(d),
and update row vectors z(1), . . . , z(d) have elements which are arbitrary random vari-
ables, chosen in such a way to attain good order, stability, and implementation prop-
erties. This represents a comprehensive extension of the work of Ru¨melin (1982) and
Gard (1988), who only allow the Z(j) and z(j) to depend on Jj =
∫ tn+h
tn
dWj(s) =
Wj(tn+1)−Wj(tn) but who recognized that additional random variables are needed
to get higher order methods (although neither gave such a method construction).
But in order to develop eﬀective classes of methods in a rigorous manner, a Taylor
series expansion for the true solution of (2.13) and the numerical method (2.14) need
to be developed along the lines of (2.9) and (2.11) in the deterministic case. Thus
ﬁrst the stochastic Taylor series expansion for (2.13) will be given.
Kloeden and Platen (1992) have given a methodical means of deriving the Taylor
series for both the Stratonovich and Itoˆ form of an SODE. This is done by considering
the integral formulation of (2.13) and using the chain rule. Thus for a given function
f of the solution y
f(y(h)) = f(y0) +
∫ h
0
L0(f(y(s))ds+
d∑
k=1
∫ h
0
Lk(f(y(s))dWk(s),
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ORDER CONDITIONS OF SRK METHODS BY B-SERIES 1633
where
Lk = gk
∂
∂y
, k = 0, . . . , d.
By recursively substituting for f the functions g0, . . . , gd and expanding about y(t0),
a Taylor series can be generated. For example, the Taylor series expansion up to trees
with three nodes is given in Burrage and Burrage (1999) and P. Burrage (1999):
y(t)− y0 =
d∑
j=0
gj(y0)Jj +
d∑
i,j=0
g′j(y0)(gi(y0))Jij +
d∑
i,j,k=0
g′k(y0)g
′
j(y0)(gi(y0))Jijk
+
d∑
i,j,k=0
g′′k (y0)(gj(y0), gi(y0))Jijk.(2.15)
Truncating after the ﬁrst set of terms, the second set of terms or the fourth set of
terms gives methods of strong order 0.5, 1, or 1.5, respectively.
Here Jj1···jk represents the Stratonovich multiple integral where integration is
with respect to ds if ji = 0 or dWj(s), if ji = j (j = 1, . . . , d). Thus, for example,
J201(h) =
∫ h
t0
∫ s2
t0
∫ s1
t0
dW2(s) ds1 dW1(s2).
Note that in (2.15), the elementary diﬀerentials g
′′
k (gj , gi) and g
′′
k (gi, gj) are the
same, so that the elementary diﬀerential that goes with the single elementary diﬀer-
ential is Jijk(h) + Jjik(h). But
Jijk(h) + Jjik(h) =
∫ h
0
(∫ s2
0
∫ s1
0
(dWi(s)dWj(s1) + dWj(s)dWi(s1))
)
dWk(s2)
=
∫ h
0
Ji(s2)Jj(s2)dWk(s2)
by certain relationships between the Stratonovich integrals.
It was Komori, Mitsui, and Sugiura (1997) and Burrage and Burrage (1996) who
ﬁrst gave a tree expansion for the true solution. However, the representation in
Komori, Mitsui, and Sugiura is in a nonstandard form and not easy to assimilate,
while Burrage and Burrage (1996) do not give the full expansion, nor is the arbitrary
d Wiener process case considered. This tree expansion is now given here. As can be
seen it is remarkably similar to Theorem 2.1 and (2.9).
Since integration is now with respect to ds and dWk(s), k = 1, . . . , d, each node
of a tree can be colored with any one of d+ 1 colorings (0, 1, . . . , d). A node colored
with the 0 label corresponds to integration with ds and will be called a deterministic
node. Nodes colored with any other label from 1 to d will be called stochastic. Let
τk (k = 0, . . . , d) denote the tree with a single node with color k and let T be the set
of all rooted trees with all possible colorings. Let t = [t1, . . . , tl]k be the tree formed
by joining subtrees t1, . . . , tl each by a single branch to a common root with color k;
then the elementary diﬀerential associated with t = [t1, . . . , tl]k is given by
F (t)y = g
(l)
k (F (t1)y, . . . , F (tl)y) , F (φ)y = y.
D
ow
nl
oa
de
d 
12
/1
5/
15
 to
 1
30
.1
02
.8
2.
11
0.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
1634 K. BURRAGE AND P. M. BURRAGE
Furthermore, similarly to (2.8) let
J(t)(h) =
∫ h
0
l∏
j=1
J(tj)(s)dWk(s), J(τk)(h) =Wk(h),
where we have used the notation that
W0(s) = s.
Given these deﬁnitions the following result holds.
Theorem 2.4. The Taylor series expansion of (2.13) can be written as
y1 =
∑
t∈T
γ(t)
ρ(t)!
J(t)α(t)F (t)y0.(2.16)
Remark 2.2. This is a remarkable result, as is the Wagner–Platen representation
(see Platen and Wagner (1982), for example). The tree series expansions in the
deterministic and stochastic cases have exactly the same representation.
Burrage and Burrage (1996) have given the tree series expansion for (2.14) in
the case d = 1, but it can be trivially extended to the arbitrary d case. Thus for
t = [t1, . . . , tl]k, let
Φ(t) =
l∏
j=1
(
Z(k)Φ(tj)
)
, Φ(τk) = e,
a(t) = z(k)Φ(t);
(2.17)
then the following results hold.
Theorem 2.5. The Taylor series expansion of (2.14) is
y1 =
∑
t∈T
γ(t)
ρ(t)!
a(t)α(t)F (t)y0.(2.18)
Theorem 2.6. The local error for an SRK (2.14) can be written as
l1 =
∑
t∈T
γ(t)
ρ(t)!
(J(t)− a(t))α(t)F (t)y0.(2.19)
Remark 2.3. Again, as in the exact expansion, the tree series expansion for the
numerical method in the stochastic case has exactly the same formulation as in the
deterministic case.
Theorem 2.6 can now be used to study the local order (in the strong sense or the
weak sense) of the general class of stochastic Runge–Kutta methods. Before doing
this one more combinatorial property of a tree is needed.
Definition 2.7. Given a rooted colored tree with nd deterministic nodes and ns
stochastic nodes then the order of a tree, ord(t), is given by
ord(t) = nd +
1
2
ns.(2.20)D
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ORDER CONDITIONS OF SRK METHODS BY B-SERIES 1635
The reason for this deﬁnition is that E
[
W 2j (h)
]
= h so that Wj(h) “behaves”
as
√
h and so each stochastic node is “only worth”
√
h rather than h, as for the
deterministic nodes.
Definition 2.8. A Runge–Kutta method will have strong local order p if
E [||l1||] = O(hp+ 12 ).(2.21)
Remark 2.4. Condition (2.21) is equivalent to requiring
J(t) = a(t) ∀ ord(t) ≤ p.(2.22)
Definition 2.9. A Runge–Kutta method will have mean local order p if
E [l1] = O(h
p+1).(2.23)
Remark 2.5. Condition (2.23) is equivalent to requiring
E [J(t)] = E [a(t)] ∀ ord(t) ≤ p.(2.24)
Burrage and Burrage (1996), Burrage, Burrage, and Belward (1997), and P. Bur-
rage (1999) have constructed Runge–Kutta methods with d = 1 which have strong
local order 1.5, whose method parameters depend on both J1 and J10. Without the
dependence on J10 only methods with strong local order 1 are possible. However such
methods do not have strong local order 1.5 in the arbitrary d case. In fact all extant
methods designed in this way suﬀer a strong order reduction down to 0.5. Burrage and
Burrage (1998) showed how this order reduction can be avoided by using commutator
evaluations based on
[gi, gk](yn) = g
′
i(yn)gk(yn)− g′k(yn)gi(yn), i, k = 1, . . . , d, i < k.
Although such methods can be implemented using a matrix-free implementation, it
would be preferable if these commutator evaluations could be avoided and this general
order approach developed here suggests how this can be done.
However, before considering the order conditions as given in (2.22) and (2.24) in
more detail the relationship between local order and global order must be explored
as this relationship is more subtle than in the deterministic case.
3. Order and convergence results for SRKs. In this section we consider the
global behavior of stochastic Runge–Kutta methods as applied to SODEs of the form
dy = g0(y)dt+
d∑
j=1
gj(y)dWj , y(t0) = y0.(3.1)
The SRKs which take the form
Yi = yn +
d∑
k=0
s∑
j=1
Z
(k)
ij gk(Yj), i = 1, . . . , s,
yn+1 = yn +
d∑
k=0
s∑
j=1
z
(k)
j gk(Yj)(3.2)
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1636 K. BURRAGE AND P. M. BURRAGE
will be written in the general one-step formulation
yn+1 = yn + φ(yn,Ωn).(3.3)
Here Ωn represents the set of random variables at step n + 1 (including the stepsize
h) which are to be simulated at each step. In order to prove global convergence
results, certain assumptions on the set Ωn (the set of random variables excluding h)
are needed.
A1. Assumptions on method coeﬃcients.
• E [Ωn] = 0.
• E [Ωn]2 = h.
• Bounded moments.
A2. Assumptions on the problem.
• For all t ∈ [t0, T ], y1, y2 ∈ Rm the gj satisfy a uniform Lipschitz condition
||gj(y1)− gj(y2)|| ≤ Lj ||y1 − y2|| , j = 0, . . . , d.
• For all t ∈ [t0, T ], y ∈ Rm (with Mj ﬁnite)∣∣∣∣g′j(y)∣∣∣∣ ≤Mj , j = 0, . . . , d.
Now deﬁne the local error and global error at step n+ 1 by
ln+1 = y(tn+1)− y(tn)− φ(y(tn),Ωn),(3.4)
εn+1 = y(tn+1)− yn+1.(3.5)
The global error can be written as
εn+1 = y(tn+1)− y(tn)− φ(y(tn),Ωn) + y(tn)− yn + φ(y(tn),Ωn)− φ(yn,Ωn)
= ln+1 + εn + rn,(3.6)
where
rn = φ(y(tn),Ωn)− φ(yn,Ωn).(3.7)
If we now write
Y˜i = y (tn) +
d∑
k=0
s∑
j=1
Z
(k)
ij gk(Y˜j), i = 1, . . . , s, y(t0) = y0
so that
φ(y(tn),Ωn) =
d∑
k=0
s∑
j=1
z
(k)
j gk(Y˜j)
then
rn =
d∑
k=0
s∑
j=1
z
(k)
j
(
gk(Y˜j)− gk(Yj)
)
.(3.8)
Before proving global convergence results about E[εN ] and (E[||εN ||2)1/2 assum-
ing a constant stepsize h, some preliminary results and discussion are needed. The
ﬁrst result is a preliminary form of the mean value theorem.
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ORDER CONDITIONS OF SRK METHODS BY B-SERIES 1637
Lemma 3.1. Let Ω ⊂ Rm be an open set and f : Ω→ Rm and suppose f ∈ C1(Ω)
(f is continuous on Ω and the partial derivatives exist and are continuous on Ω) and
suppose also c, x ∈ Ω and that the line segment connecting c and x lies entirely in Ω;
then there exists θ on that line such that
f(x)− f(c) = f ′(θ)(x− c),
where f ′(θ) denotes the Jacobian of f evaluated at θ.
The second concept that is needed is that of a stopping time.
Definition 3.2. Let Ω ⊂ Rm and let y(t, y0) denote the solution of (3.1) with
initial condition y(t0) = y0; then denote by TΩ(y0) the ﬁrst exit time of the solution
from Ω by
TΩ(y0) = inf(t, y(t, y0) /∈ Ω).(3.9)
It is possible to show (see Ben Arous (1989), for example) that under analyticity
conditions on the gk there always exists a strictly positive stopping time TΩ such that
almost surely for t < T , y(t), as a solution to (3.1), is analytic on an open set of Rm
with centre y0 with the center containing the region of convergence of the stochastic
Taylor series expansion. As a brief illustration consider the following example.
Example 3.1. The solutions of the two problems
dy1 = y1 ◦ dW, y1(0) = 1, dy2 = y22 ◦ dW, y2(0) = 1,
are given by, respectively,
y1 = e
W (t) = 1 +
∞∑
j=1
W (t)j
j!
,
y2 = (1−W (t))−1 = 1 +
∞∑
j=1
W (t)j .
Clearly the ﬁrst series converges almost surely for all t, while the second series con-
verges almost surely for all t ≤ T where T is the stopping time T = inf (t : |W (t)| = 1) .
We are now in a position to prove a result on the global behavior of E[εN ] in
terms of E[ln+1].
Theorem 3.3. Under the assumptions A1 and A2 and if E[ln+1] = O(h
p+1),
n = 0, · · · , N − 1 as h→ 0, then E[εN ] = O(hp).
Proof. For k = 0, . . . , d, i = 1, . . . , s let
ψki = gk(Y˜i)− gk(Yi) = g′k(θki)(Y˜i − Yi), by Lemma 3.1
= g′k(θki)
εn + d∑
r=0
s∑
j=1
Z
(r)
ij ψrj
 ,(3.10)
where the θki are certain real constants. Furthermore, let
Ψ =
(
ψ01, . . . , ψ

ds
) ∈ Rs(d+1)m,
P = (g′0(θ01), . . . , g
′
d(θds))

,
Q = diag (g′0(θ01), . . . , g
′
d(θds)) ,
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1638 K. BURRAGE AND P. M. BURRAGE
and Z be the (d+ 1)s× (d+ 1)s matrix given by
Z =
 Z(0) Z(1) · · · Z(d)... ... ...
Z(0) Z(1) · · · Z(d)
 ;(3.11)
then (3.10) can be written as
Ψ = P ⊗ εn +Q(Z ⊗ Im)Ψ
(where Im is the identity matrix of order m) or
(I −Q(Z ⊗ Im))Ψ = P ⊗ εn,(3.12)
where I is the identity matrix of order (d+ 1)sm and ⊗ the tensor product.
Now since ||Q|| ≤ M by the A2 assumptions and the moments of the elements
are bounded then there exists a stopping time h0 for which ||Q(Z ⊗ Im)|| < 1 and so
the expansion of
Ψ = (I −Q(Z ⊗ Im))−1P ⊗ εn
converges for h ∈ (0, h0].
Thus from (3.6) and (3.8)
εn+1 = ln+1 +
(
Im + (z ⊗ Im)(I −Q(Z ⊗ Im))−1P
)
εn,
where
z = (z01, . . . , z0s, . . . , zd1, . . . , zds) .
Hence
E[εn+1] = E [ln+1] + E
[
Im + (z ⊗ Im)(I −Q(Z ⊗ Im))−1P
]
E[εn],(3.13)
because of the independence of the coeﬃcient parameters at step n+ 1 and εn.
Since by assumption A1, E
[
Ωn
]
= 0, there exists h1 suﬃciently small such that
for h ∈ (0, h1]
E [εn+1] = E [ln+1] + (Im + hM)E [εn] ,
where M is independent of h. Thus
E[εn+1] =
n∑
j=0
(Im + hM)
n−jE [lj+1]
and hence
||E[εN ]|| ≤ ||(hM)−1
(
(Im + hM)
N − Im
) || max
1≤n≤N
||E[ln]||
≤ ||M−1 (eMT − Im) || 1
h
max
1≤n≤N
||E[ln]||.
Thus if E[ln] = O(h
p+1) ∀n, then E[εN ] = O(hp).
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ORDER CONDITIONS OF SRK METHODS BY B-SERIES 1639
Having proved a global convergence result for the mean of the error we now
consider the global error behavior.
Theorem 3.4. Let the gj possess all necessary partial derivatives for all y ∈ Rm;
then if (
E[||ln||2]
)1/2
= O(hp+1/2) ∀n
and
E[ln] = O(h
p+1) ∀n(3.14)
then (
E[||εN ||2]
)1/2
= O(hp).
Proof. From the deﬁnition of the ψki in (3.10), let ψki = ||ψki||. Hence for
k = 0, . . . , d, i = 1, . . . , s
ψki = ||gk(y(tn))− gk(yn) +
d∑
r=0
s∑
j=1
Z
(r)
ij (gr(Y˜j)− gr(Yj))||
≤ Lk(||εn||) +
d∑
r=0
s∑
j=1
|Z(r)ij |Lrψrj .
Take L = maxj=0,...,d{Lj} and let ψ = (ψ01, . . . , ψ

ds)
, e = (e, . . . , e) ∈ R(d+1)s
and |Z| be the matrix Z whose elements are |Z(r)ij | (see (3.11)); then
(I(d+1)s − L|Z|)ψ ≤ Le||εn||
and for h suﬃciently small (as in Theorem 3.3)
||rn|| ≤
(|z|(I(d+1)s − L|Z|)−1Le) ||εn||,
where |z| is the vector ∈ R(d+1)s whose elements are (|z01|, . . . , |zds|). Hence, under
assumption A1,
||rn|| ≤
(
c1
√
h+ c2h+ c3h
3/2 + c4h
2
)
||εn||,(3.15)
where c1, . . . , c4 are all positive random variables, depending on the absolute value
of products of elements of Ωn. Thus since the elements of Ωn and εn are mutually
dependent and because the moments for elements in
∣∣Ωn∣∣ are bounded then
E
[||rn||2] ≤ c5hE [||εn||2] .(3.16)
Furthermore, from the deﬁnition of rn and (3.15), we can write
rn =
dφ(y∗n,Ωn)
dy
εn,
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1640 K. BURRAGE AND P. M. BURRAGE
where y∗n is some measurable vector lying on the line segment between y(t) and yn.
Since
φ(y∗n,Ωn) =
d∑
k=0
s∑
j=1
z
(k)
j gk(Y˜j),
Y˜j = y
∗
n +
d∑
k=0
s∑
j=1
Z
(k)
ij gk(Y˜j),
a Taylor expansion of φ about y∗n, and using the fact that E
[
Ωn
]
= 0, we have
||E[rn]|| ≤ c6h||εn||.(3.17)
Now, from (3.6) and using the L2 norm
||εn+1||2 = ||ln+1||2 + ||εn||2 + ||rn||2 + 2ln+1εn + 2ln+1rn + 2εn rn,
so that from (3.16) and the fact that ln+1 and εn are independent
E[||εn+1||2] ≤ E[||ln+1||2] + (1 + c5h)E[||εn||2](3.18)
+2E[ln+1]E[εn] + 2||E[ln+1rn]||+ 2||E[εn rn]||.
Now the Schwarz inequality gives
E[|uv|] ≤ (E[||u||2])1/2 (E[||v||2])1/2
and using the fact that 2ab ≤ a2 + b2, (3.18) becomes
E[||εn+1||2] ≤ E[||ln+1||2] + (1 + c5h)E[||εn||2]
+2h−1/2E[ln+1]
(
hE[||εn||2]
)1/2
+ 2
(
E[||ln+1||2]
)1/2 (
E[||rn||2]
)1/2
+2||E[εn rn]||
≤ E[||ln+1||2] + (1 + c5h)E[||εn||2] + h−1 (E[ln+1])2 + hE[||εn||2]
+c5hE[||εn||2] + 2c6hE[||εn||2]
(from (3.17)). Therefore
E[||εn+1||2] ≤ (1 + c7h)E[||εn||2] + E[||ln+1||2] + h−1 (E[ln+1])2 .(3.19)
Clearly the proof will proceed as before if both E[||ln+1||2] and h−1 (E[ln+1])2 behave
as O(h2p+1) to give strong order global convergence of order p and so the theorem is
proved.
Remark 3.1. Theorem 3.4 is entirely consistent with the behavior of the Euler–
Maruyama method. For this method
E[||ln+1||] = O(h), E[ln+1] = O(h)
and so (3.19) would imply E[||εN ||] = O(1). Thus the Euler method does not converge
for the Stratonovich problem but does converge for the Itoˆ problem, as is well known
(see Gard (1988), for example).
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ORDER CONDITIONS OF SRK METHODS BY B-SERIES 1641
Table 3.1
Order conditions for the PL method.
t τ0 [τ1] τ21 τ
3
1 [τ1]0 [τ0]1 [[τ1]1]1
J(t) h J1 J21/2 J
3
1/3 J01 J10 J
3
1/6
a(t) h J1 J21/2 J
3
1/3 0
1
2
hJ1 0
Remark 3.2. If Theorem 3.4 is related to the results in section 2, then a method
will have strong global order p if and only if
J(t) = a(t) ∀ ord(t) ≤ p,
E[J(t)] = E[a(t)] ∀ ord(t) = p+ 12 .(3.20)
But if p is an integer and d = 1 and the method coeﬃcients depend only on J1 and
J10/h, then this second condition in (3.20) will always be true, since t must have an
odd number of stochastic nodes and so the expectations will be 0. Thus methods with
a strong local integer order will have the same strong global integer order in the d = 1
case. But methods with a strong local fractional order must satisfy some additional
conditions in order to have the same strong global fractional order. As an example,
consider Platen’s method (Kloeden and Platen (1992)), which we will denote by PL,
with
Z(0) = h
(
0 0
1 0
)
, Z(1) = J1
(
0 0
1 0
)
, z(0) = h(1, 0), z(1) =
J1
2
(1, 1);
then for trees up to order 1.5 Table 3.1 holds, and thus method PL has strong local
and global order 1.
Remark 3.3. The result in Theorem 3.4 is similar to that of Milstein (1995) but
proven from a diﬀerent viewpoint.
4. Numerical methods and results—OneWiener process. In Burrage and
Burrage (1996) methods of strong local order 1.5 were constructed for the case d = 1
by the inclusion of both the random variables J1 and J10/h in the method parameters.
The general class of Runge–Kutta methods was given by, for i = 1, . . . , s,
Yi = yn + h
s∑
j=1
aijg0(Yj) + J1
s∑
j=1
b
(1)
ij g1(Yj) +
J10
h
s∑
j=1
b
(2)
ij g1(Yj),
yn+1 = yn + h
s∑
j=1
αjg0(Yj) + J1
s∑
j=1
γ
(1)
j g1(Yj) +
J10
h
s∑
j=1
γ
(2)
j g1(Yj)
(4.1)
and can be characterized in tableau form by
A B(1) B(2)
α γ(1) γ(2)
.
In the characterization of section 2
Z(0) = hA, Z(1) = J1B
(1) + J10h B
(2),
z(0) = hα, z(1) = J1γ
(1) + J10h γ
(2).
(4.2)
It was shown that four stages were needed to attain strong local order 1.5. In this
case there are a number of free parameters and so an attempt was made to minimize a
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1642 K. BURRAGE AND P. M. BURRAGE
number of error constants associated with trees with order 2. A particularly eﬀective
method is E1 (see P. Burrage (1999)) which has parameters
A =

0 0 0 0
2
3 0 0 0
3
2 − 13 0 0
7
6 0 0 0
 ,
B(1) =

0 0 0 0
2
3 0 0 0
1
2
1
6 0 0
− 12 0 12 0
 , B(2) =

0 0 0 0
0 0 0 0
− 23 0 0 0
1
6
1
2 0 0
 ,
α =
(
1
4
,
3
4
,−3
4
,
3
4
)
, γ(1) =
(
−1
2
,
3
2
,−3
4
,
3
4
)
, γ(2) =
(
3
2
,−3
2
, 0, 0
)
.
However, this method does not have strong global order 1.5 as the conditions
E[J(t)] = E[a(t)], ord(t) = 2(4.3)
are not satisﬁed. In this section a numerical method of the form (4.1) will be con-
structed which does satisfy these conditions and this method will be compared nu-
merically with E1.
Let
c = Ae, b = B(1)e, d = B(2)e, λ = J1b+
J10
h
d;(4.4)
then it was shown in Burrage and Burrage (1996) that a method will have strong
local order 1.5 and deterministic order 2 if and only if
α(e, d, b, c) =
(
1, 1, 0,
1
2
)
,
γ(1)(e, b, b2, c) =
(
1,
1
2
,
1
3
, 1
)
,
γ(2)(e, d, d2, c) = (0, 0, 0,−1) ,
γ(1)B(1)b =
1
6
,
γ(2)B(2)d = 0,
γ(1)(d, 2bd, d2) + γ(2)(b, b2, 2bd) = (0, 0, 0),
γ(1)B(2)d+ γ(2)(B(2)b+B(1)d) = 0,
γ(2)B(1)b+ γ(1)(B(2)b+B(1)d) = 0.
With τ0 and τ1 denoting the deterministic and stochastic nodes, respectively, there
are 10 additional order conditions that need to be satisﬁed in order to guarantee strong
global order 1.5, corresponding to the trees
[[τ1]1]0, [τ1, τ1]0, [[τ1]0]1, [τ0, τ1]1, [τ1, τ0]1,
[[τ0]1]1, [[[τ1]1]1]1, [[τ1]1, τ1]1, [[τ1, τ1]1]1, [τ1, τ1, τ1]1.
Note that the other tree in this category ([τ0]0) is already satisﬁed by requiring de-
terministic order 2. Note also that, for expectation in the mean, trees [τ0, τ1]1 and
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ORDER CONDITIONS OF SRK METHODS BY B-SERIES 1643
[τ1, τ0]1 are equivalent. Thus the remaining nine order conditions are
E[J110] = E[z
(0)Z(1)λ]
E[J110] = E[
1
2
z(0)λ2]
E[J101] = E[z
(1)Z(0)λ]
E[J101] = E[
1
2
z(1)(Z(0)e)λ]
E[J011] = E[z
(1)Z(1)Z(0)e]
E[J41/24] = E[z
(1)Z(1)2λ]
E[J41/8] = E[z
(1)Diag(λ)Z(1)λ]
E[J41/12] = E[z
(1)Z(1)λ2]
E[J41/4] = E[z
(1)λ3].
Using (4.2) and (4.4) and the fact that
E[J41 ] = 3h
2, E
[
J31
J10
h
]
=
3
2
h2, E
[
J1
J10
h
]2
=
5
6
h2,
E
[
J1
(
J10
h
)3]
=
1
2
h2, E
[
J10
h
]4
=
1
3
h2
these additional conditions simplify to
0 = αB(1)b+
1
2
α(B(1)d+B(2)b) +
1
3
αB(2)d,
0 = α(b2 + bd+
1
3
d2),
0 = γ(1)Ab+
1
2
(γ(1)Ad+ γ(2)Ab) +
1
3
γ(2)Ad,
0 = γ(1)(cb+
1
2
cd) + γ(2)
(
1
2
cb+
1
3
cd
)
,
0 = γ(1)(B(1)c+
1
2
B(2)c) + γ(2)
(
1
2
B(1)c+
1
3
B(2)c
)
,
1
8
= γ(1)
(
B(1)2
(
3b+
3
2
d
)
+B(2)2
(
5
6
b+
1
2
d
)
+ (B(1)B(2) +B(2)B(1))
(
3
2
b+
5
6
d
))
+γ(2)
(
B(1)2
(
3
2
b+
5
6
d
)
+B(2)2
(
1
2
b+
1
3
d
)
+ (B(1)B(2) +B(2)B(1))
(
5
6
b+
1
2
d
))
,
3
8
= γ(1)Diag(b)
(
3B(1)b+
3
2
(B(1)d+B(2)b) +
5
6
B(2)d
)
+γ(2)Diag(d)
(
5
6
B(1)b+
1
2
(B(1)d+B(2)b) +
1
3
B(2)d
)
+(γ(1)Diag(d) + γ(2)Diag(b))
(
3
2
B(1)b+
5
6
(B(1)d+B(2)b) +
1
2
B(2)d
)
,
1
4
= γ(1)
(
B(1)
(
3b2 + 3bd+
5
6
d2
)
+B(2)
(
3
2
b2 +
5
3
bd+
1
2
d2
))
+γ(2)
(
B(1)
(
3
2
b2 +
5
3
bd+
1
2
d2
)
+B(2)
(
5
6
b2 + bd+
1
3
d2
))
,
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3
4
= γ(1)
(
3b3 +
9
2
b2d+
5
2
bd2 +
1
2
d3
)
+ γ(2)
(
3
2
b3 +
5
2
b2d+
3
2
bd2 +
1
3
d3
)
.
If, in addition, it is required that the method has deterministic order 3 so that
αc2 =
1
3
, αAc =
1
6
,(4.5)
then there are 30 order conditions to be satisﬁed.
As well as satisfying these 30 order conditions, it is also highly desirable to min-
imize of the associated error constants as many as possible (that is, to minimize the
mean-square conditions E[J(t) − a(t)]2 for trees t where ord(t) = 2). This cannot
be done for a method with only four stages, and so the following summarizes the
derivation of the 5-stage method designated G5.
For a 5-stage explicit SRK there are 45 parameters, and by letting c2 = a21 = b
(1)
21 ,
b
(2)
21 = 0 then method G5 will have a strong order 1 method embedded within it, as
with method E1. This results in γ(2) having the structure ( 1c2 ,− 1c2 , 0, 0, 0). A
further simplifying assumption is to choose γ
(1)
2 = 0. When solving the equations in
aij , deterministic order 4 was imposed, thus requiring that
αAc =
1
6
, αAc2 =
1
12
, αDiag(c)Ac =
1
8
, αA2c =
1
24
also be satisﬁed. Using MAPLE to obtain symbolic solutions for the parameters
where possible, and passing the results through to MATLAB to handle the remaining
necessary conditions as well as the minimization of the error constants, the global
strong order 1.5 SRK G5 has the matrices A, B(1), and B(2): 0 0 0 0 0.52494822322232 0 0 0 0.07167584568902 .27192330512685 0 0 0
.13408162649312 .24489042208103 −.02150276857782 0 0
−.07483338680171 −.07276896351874 .55202897082453 −.50752343840006 0

 0 0 0 0 0.52494822322232 0 0 0 0.49977623528582 −.14576793502675 0 0 0
.60871134749146 .58291821365556 −.94596532788804 0 0
−.04005606091567 −.22719654397712 −.12926284222120 .42881625288868 0

 0 0 0 0 00 0 0 0 0−.23101439602069 .59278042710702 0 0 0
−.54946055077234 .86811263829203 .06772607159055 0 0
.03847082280344 −.16953882944054 .88387761274601 −.85833118389518 0

and weight vectors α, γ(1), and γ(2):
[−5.60958180689351,−0.67641638321828,−5.44025143434789, 8.76396506407891,
3.96228456038077]
[6.68050246229861, 0, 4.28273528343281,−3.25408735237225,−6.70915039335930]
[1.90494977554482,−1.90494977554482, 0, 0, 0].
Example 4.1. The behaviors of E1, PL, and G5 are compared on the Stratonovich
problem
dy = −α(1− y2)dt+ β(1− y2)dW, t ∈ [0, T ], y(0) = y0.
For this problem the solution is given by
y(t) =
(1 + y0) exp(−2αt+ 2βW (t)) + y0 − 1
(1 + y0) exp(−2αt+ 2βW (t))− y0 + 1 .
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Table 4.1
Global errors—ﬁrst parameter set.
h 1
25
1
50
1
100
1
200
E1 4.85(-3) 2.28(-3) 1.08(-3) 4.84(-4)
rate: - 2.13 2.11 2.23
PL 2.60(-2) 1.29(-2) 6.39(-3) 3.23(-3)
rate: - 2.01 2.02 1.98
G5 4.17(-3) 1.30(-3) 4.17(-4) 1.28(-4)
rate: - 3.21 3.12 3.27
Table 4.2
Global errors—second parameter set.
h 1
50
1
100
1
200
1
400
E1 2.98(-2) 1.16(-2) 4.59(-3) 1.82(-3)
rate: - 2.57 2.52 2.53
PL 1.15(-1) 5.80(-2) 2.79(-2) 1.29(-2)
rate: - 1.98 2.08 2.16
G5 4.47(-2) 1.35(-2) 4.15(-3) 1.71(-3)
rate: - 3.31 3.25 2.43
Here we choose two sets of parameters for numerical tests:
y0 = 0, α = 0, β = 1, T = 1, 500 simulations,
y0 = 0, α = 1, β = 2, T = 1, 500 simulations.
In the ﬁrst case the problem is purely stochastic, while in the second case the problem
is very stochastic and small stepsizes are needed. The global errors for these parameter
sets are presented in Tables 4.1 and 4.2.
It is clear from the second set of parameters that in order to attain a global error
of 10−2 approximately four times as many steps are needed with PL compared with
the higher order methods; while for the ﬁrst set of parameters approximately eight
times as many steps are needed with PL for a global error of 10−3. As the error
tolerance becomes more stringent the eﬃcacy of higher order methods becomes even
more pronounced.
5. Conclusions. In this paper we have established that the order conditions and
construction of numerical methods for SODEs of Stratonovich type can be analyzed in
a methodological way using tree theory for the Taylor series expansions. Remarkably
these tree expansions are exactly the same as the deterministic case.
Second we have precisely established the relationship between global and local
order and this relationship is slightly more complicated than in the deterministic
case. This allows us to construct either explicit or implicit methods. From the brief
numerical testing, the following remarks can be made which reinforce the theoretical
considerations.
• A method with global strong order 1.5 should have an error decrease of 2√2
as the stepsize is halved and G5 has this property conﬁrming the theory of
section 3. However, for method E1, although it has local strong order 1.5,
the global strong order is between 1 and 1.5. E1 does not satisfy the second
condition in (3.20).
• In order to get a method performing numerically as well as E1 it is necessary
to go to 5 stages, so that there are enough free parameters in the derivation
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of the method to allow the error constants to be minimized.
As we have previously remarked, the order theory applies equally well for both
explicit and implicit methods, and in a very recent paper one of the authors and a
coworker have shown how to construct implicit methods of up to order 1.5 (Burrage
and Tian (2000)).
Finally, it should be noted that while the theory presented in sections 2 and
3 apply for the arbitrary multidimensional, multi-Wiener case, the construction of
methods with higher strong order is in this case considerably more diﬃcult than that
given in section 4 for the one Wiener process case. Nevertheless, work is in hand in
which this construction is being undertaken and will be submitted for publication in
the very near future.
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