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Lagrangian and Hamiltonian formulations for two interacting massless particles in de
Sitter space
Naohiro Kanda∗ and Satoshi Okano†
Research Institute of Science and Technology, College of Science and Technology,
Nihon University, Chiyoda-ku, Tokyo 101-8308, Japan
Recently, a conformally invariant model of interacting two massless particles in Minkowski space
was proposed by Casalbuoni and Gomis [1]. We extend this model to the case of de Sitter space
in terms of embedding coordinates by assuming that two particles interact with each other along
the geodesic connecting them. We analyze the Hamiltonian formalism in accordance with Dirac’s
prescription for constrained system. As a result, we find the first-class constraints that lead to
a fourth-order differential equation for bilocal fields after canonical quantization. This result is
analogous to Casalbuoni and Gomis’ analysis performed in Minkowski space.
I. INTRODUCTION
Recently, a conformally invariant model of interacting
two massless particles in Minkowski space was reported
by Casalbuoni and Gomis [1]. The authors introduced
the interaction by adding a term Sint into the action
S0 =
∫
dτL0 of free two massless particles in such a
manner that the resulting action S := S0+Sint keeps the
invariance of the original system under both the reparam-
eterization of the worldline parameter and the conformal
transformation in Minkowski space. As a result, the in-
teraction term Sint is uniquely determined to consist of
the relative coordinates rµ = xµ1 − xµ2 (µ = 0, 1, 2, 3) and
two einbeins e1, e2 as
Sint =
∫
dτV (r) , V (r) = −α
2
4
√
e1e2
r2
, (1)
where α is the coupling constant, and r2 = ηµνr
µrν with
ηµν = diag(+,−,−,−). Therefore, S is given as
S =
∫
dτ
(
−
2∑
i=1
1
2
ηµν x˙
µ
i x˙
ν
i
ei
− α
2
4
√
e1e2
r2
)
. (2)
In the Hamiltonian analysis based on this action, the
reparameterization invariance causes the first-class con-
straint being replaced by a fourth-order differential equa-
tion for a bilocal field φ(x1, x2) after canonical quantiza-
tion. This result is due not only to the reparameteriza-
tion, but also the existence of the conformally invariant
potential V (r). A fourth-order equation analogous to the
above equation for the limit α→ 0 appears in higher spin
theories (see, for example, Sec. 4. 3 in Ref. [2]).
The squared relative coordinates r2 in Eq. (2) can be
viewed as the squared geodesic distance σ2 for Minkowski
space. Thus the massless particles described the action
(2) interact with each other along the geodesic linking
them. An early study for such a system in a curved
background is considered for a shockwave background in
Ref. [3]. From this point of view, by replacing r2 and
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ηµν with σ
2 and a generic metric gµν(x), respectively, we
generalize the action (2) in a curved background,
S =
∫
dτ
(
−
2∑
i=1
1
2
gµν x˙
µ
i x˙
ν
i
ei
− α
2
4
√
e1e2
σ2
)
. (3)
The purpose of this paper is to analyse Lagrangian
and Hamiltonian formulations governed by the action (3)
for de Sitter space. To this end, we use ambient space
formalism and express the geodesic distance in terms of
embedding coordinates. After specifying the Lagrangian,
we derive all the constraints in the Hamiltonian formu-
lation and classify them into the first- and second-class
constraints in accordance with Dirac’s procedure for con-
strained systems. As the result, we find the first-class
constraint to be a fourth-order differential equation for
bilocal fields, just like the original Minkowski background
case.
II. LAGRANGIAN FORMULATION IN DE
SITTER SPACE
In this section, we consider the action (3) in de Sitter
space, within ambient space formalism.
The 4-dimensional de Sitter space dS4 of radius R can
be embedded into the hyperboloid in (1+4)-dimensional
Minkowski space R4,1,
dS4 = {XA ∈ Rd,1 | ηABXAXB = −R2 } , (4)
where XA (A = 0, 1, 2, 3, 5) are embedding coordinates
and ηAB = diag(+1,−1,−1,−1,−1).
In terms of embedding coordinates, a Lagrangian for
two free massless particles in de Sitter space is written as
L0 = −
2∑
i=1
1
2
X˙2i
ei
−
2∑
i=1
λi(X
2
i +R
2), (5)
where XAi = X
A
i (τ) (i = 1, 2) are the positions of two
particles and λi (i = 1, 2) are the multipliers. The dot
over a variable denotes its derivative with respect to the
worldline parameter τ .
2In this paper, we consider the case that two particles
are spacelike separated, in which the geodesic distance
σ(X1, X2) (cf. [4]) is expressed as
σ(X1, X2) = R cos
−1
(
X1 ·X2
R2
)
. (6)
Thus the potential V for de Sitter space is given as
VdS = −α
2
4
√
e1e2
σ(X1, X2)2
. (7)
From Eqs. (5), (7), we consider the action
SdS :=
∫
dτLdS
with
LdS := L0 + VdS
= −
2∑
i=1
1
2
X˙2i
ei
− α
2
4
√
e1e2
σ2
−
2∑
i=1
λi(X
2
i +R
2) . (8)
The SdS is invariant under the reparameterization τ →
τ ′(τ) with the transformation rules
XAi (τ) → X ′Ai (τ ′) = XAi (τ) , (9a)
ei(τ) → e′i(τ ′) =
dτ ′
dτ
ei(τ) , (9b)
λi(τ) → λ′i(τ ′) =
dτ
dτ ′
λi(τ) . (9c)
The action SdS leaves invariant under the isometry of
de Sitter space,
XAi → X ′Ai = LABXBi , (10)
where L = (LAB) ∈ SO(4, 1). Although the action S
for Minkowski space is invariant under conformal isom-
etry in Minkowski space, the SdS is not invariant under
conformal isometry in de Sitter space.
An alternative way for generalizing Eq. (2) to the case
of de Sitter space is given by the action
Salt =
∫
dτ
[
−
2∑
i=1
1
2
X˙2i
ei
− α
2
4
√
e1e2
(X1 −X2)2
−
2∑
i=1
λi(X
2
i +R
2)
]
. (11)
It can be shown that Salt is invariant under an infinites-
imal conformal transformation in de Sitter space [5],
δXAi = (bBX
B
i )X
A
i −X2i bA , (12)
δei = 2bAX
A
i ei (13)
with no sum over i, where bA are infinitesimal constant
parameters of the transformation.
In the following sections, we concentrate the analysis
on the basis of the action SdS.
III. HAMILTONIAN FORMULATION
In this section, we consider the constrained Hamilton
system governed by the Lagrangian (8) in accordance
with Dirac’s procedure.
We treat (XA1 , X
A
2 , e1, e2, λ1, λ2) as the canoni-
cal coordinates and define the canonical momenta
(P1A, P2A, Pe1 , Pe2 , Pλ1 , Pλ2) conjugate to them as
P1A :=
∂LdS
∂X˙A1
= − X˙1A
e1
, (14a)
P2A :=
∂LdS
∂X˙A2
= − X˙2A
e2
, (14b)
Pe1 :=
∂LdS
∂e˙1
= 0 , Pe2 :=
∂LdS
∂e˙2
= 0 , (14c)
Pλ1 :=
∂LdS
∂λ˙1
= 0 , Pλ2 :=
∂LdS
∂λ˙2
= 0 . (14d)
The nonvanishing Poisson brackets between all the
canonical variables are
{XA1 , P1B} = δAB , {XA2 , P2B} = δAB , (15a)
{e1 , Pe1} = 1 , {e2 , Pe2} = 1 , (15b)
{λ1 , Pλ1} = 1 , {λ2 , Pλ2} = 1 . (15c)
From Eq. (14), the canonical HamiltonianHC is obtained
by the Legendre transform of L as
HC := P1AX˙
A
1 + P2AX˙
A
2 + Pe1 e˙1 + Pe2 e˙2
+ Pλ1 λ˙1 + Pλ2 λ˙2 − L
= − e1
2
P 21 −
e2
2
P 22 +
α2
4
√
e1e2
σ2
+ λ1
(
X21 +R
2
)
+ λ2
(
X22 +R
2
)
. (16)
Eqs. (14c)-(14d) are treated as primary constraints
φe1 := Pe1 ≈ 0 , φe2 := Pe2 ≈ 0 , (17)
φλ1 := Pλ1 ≈ 0 , φλ2 := Pλ2 ≈ 0 , (18)
where the symbol “≈” denotes weak equality and
φ’s are referred to as constraint quantities for pri-
mary constraints. Introducing Lagrange multipliers
ue1 , ue2 , uλ1 , uλ2 for the primary constraints, we define
the total Hamiltonian as
HT :=HC + ue1φe1 + ue2φe2 + uλ1φλ1 + uλ2φλ2 . (19)
The τ evolution of a function f of the canonical variables
is governed by
f˙ =
{
f , HT
}
. (20)
Using this equation and Eq. (15), the τ evolution of
the constraint quantities for primary constraints are eval-
3uated as
φ˙e1 =
P 21
2
− α
2
8
√
e2
e1
1
σ2
, (21a)
φ˙e2 =
P 22
2
− α
2
8
√
e1
e2
1
σ2
, (21b)
φ˙λ1 = −
(
X21 +R
2
)
, (21c)
φ˙λ2 = −
(
X22 +R
2
)
. (21d)
The consistency conditions (φ˙e1 , φ˙e2 , φ˙λ1 , φ˙λ2) ≈ 0 re-
quire secondary constraints:
χe1 := P
2
1 −
α2
4
√
e2
e1
1
σ2
≈ 0 , (22a)
χe2 := P
2
2 −
α2
4
√
e1
e2
1
σ2
≈ 0 , (22b)
χλ1 := X
2
1 +R
2 ≈ 0 , (22c)
χλ2 := X
2
2 +R
2 ≈ 0 , (22d)
where χ’s are constraint quantities for secondary con-
straints. The τ evolution of χ’s are obtained as
χ˙e1 =
α2
8σ2
√
e2
e1
(
ue1
e1
− ue2
e2
− 4R
σK
ε−
)
− 4λ1P1 ·X1
(23a)
χ˙e2 = −
α2
8σ2
√
e1
e2
(
ue1
e1
− ue2
e2
− 4R
σK
ε−
)
− 4λ2P2 ·X2 ,
(23b)
χ˙λ1 = −2e1P1 ·X1 , χ˙λ2 = −2e2P2 ·X2 , (23c)
with K :=
√
R4 − (X1 ·X2)2 and ε− := e1P1 ·X2−e2P2 ·
X1.
From the consistency conditions for Eq. (23c), two
more constraints are required:
χ5 := P1 ·X1 ≈ 0 , χ6 := P2 ·X2 ≈ 0 . (24)
Together with these, the consistency conditions χ˙e1 ≈ 0
and χ˙e2 ≈ 0 become identical and give the single condi-
tion
u− :=
ue1
e1
− ue2
e2
=
4R
σK
ε− . (25)
The consistency conditions χ˙5 ≈ 0 and χ˙6 ≈ 0 give
further secondary constraints
χ7 := e1P
2
1 +
α2
2
√
e1e2
RX1 ·X2
σ3K
+ 2λ1X
2
1 ≈ 0 , (26)
χ8 := e2P
2
2 +
α2
2
√
e1e2
RX1 ·X2
σ3K
+ 2λ2X
2
2 ≈ 0 . (27)
From Eq. (22) and these equations, it can be shown that
X21 ≈ X22 ≈ −R2 , λ1 ≈ λ2 . (28)
Using these weak equalities, we find that the consistency
conditions χ˙7 ≈ 0 and χ˙8 ≈ 0 determine uλ1 and uλ2 as
uλ1 = uλ2 = −
α2
√
e1e2
4Rσ3K
(
F + 1
)
ε+ +
1
4
λ+u+ , (29)
where
ε+ := e1P1 ·X1 + e2P2 ·X1 , (30)
F := 1 +
(X1 ·X2)2
K2
+
3RX1 ·X2
σK
, (31)
λ+ := λ1 + λ2 , (32)
u+ :=
ue1
e1
+
ue2
e2
. (33)
Thus, no new constraints are derived at this point. While
the multipliers u−, uλ1 , and uλ2 are determined, u+ re-
mains undetermined due to the τ reparameterization in-
variance of the system.
To classify all the constraints into first- and second-
class, we consider the following set of linear combinations
of the constraint functions ψa (a = 1, 2, . . . , 12):
ψ1 = e1φe1 − e2φe2 +
P
2R2λ+
(λ1φλ1 − λ2φλ2 ) , (34a)
ψ2 = e1χe1 − e2χe2 −
P
R2λ+
(λ1χλ1 − λ2χλ2)
+
α2
√
e1e2ε−F
Rλ+σ3K
(λ1φλ1 + λ2φλ2) , (34b)
ψ3 = λ1φλ1 + λ2φλ2 , (34c)
ψ4 = χ7 + χ8 +
α2
√
e1e2ε−F
Rλ+σ3K
(λ1φλ1 − λ2φλ2 ) , (34d)
ψ5 = λ1φλ1 − λ2φλ2 , (34e)
ψ6 = χ7 − χ8 , (34f)
ψ7 = λ1χλ1 + λ2χλ2 , (34g)
ψ8 =
{
α2
√
e1e2κ(F + 1)
R2λ+
− 4
}
(λ1φλ1 + λ2φλ2)
+ χ5 + χ6 , (34h)
ψ9 = λ1χλ1 − λ2χλ2 , (34i)
ψ10 = χ5 − χ6 −
( P
R2λ+
+ 2
)
(λ1φλ1 − λ2φλ2) , (34j)
ψ11 = e1φe1 + e2φe2 + λ1φλ1 + λ2φλ2 , (34k)
ψ12 = e1χe1 + e2χe2 − 2(λ1χλ1 + λ2χλ2)
− 4Rε−
σK
(e1φe1 − e2φe2 )
+
α2
√
e1e2ε+(1 + F )
Rλ+σ3K
(λ1φλ1 + λ2φλ2 ) , (34l)
with P := e1P 21 + e2P 22 . The Poisson brackets between
the new constraint functions form the 12× 12 matrix
{ψa, ψb} =
(
C 0
0 0
)
, (35)
where C = (Cab) (a, b = 1, 2 . . . , 10) is
4C =


0 2VdS 0 0 0 0 0 0 0 0
−2VdS 0 0 0 0 0 0 0 0 0
0 0 0 −2R2λ+ 0 0 0 0 0 0
0 0 2R2λ+ 0 0 0 0 0 0 0
0 0 0 0 0 −2R2λ+ 0 0 0 0
0 0 0 0 2R2λ+ 0 0 0 0 0
0 0 0 0 0 0 0 −2R2λ+ 0 0
0 0 0 0 0 0 2R2λ+ 0 0 0
0 0 0 0 0 0 0 0 0 −2R2λ+
0 0 0 0 0 0 0 0 2R2λ+ 0


. (36)
Therefore, the constraints ψ11 ≈ 0 and ψ12 ≈ 0 are clas-
sified as first class and the constraints ψa ≈ 0 (a =
1, 2, . . . , 10) are classified as second class. The inverse
matrix C−1 = [(C−1)ab] of C reads as
C−1 =


0 − 1
2VdS
0 0 0 0 0 0 0 0
1
2VdS
0 0 0 0 0 0 0 0 0
0 0 0 1
2R2λ+
0 0 0 0 0 0
0 0 −1
2R2λ+
0 0 0 0 0 0 0
0 0 0 0 0 1
2R2λ+
0 0 0 0
0 0 0 0 −1
2R2λ+
0 0 0 0 0
0 0 0 0 0 0 0 1
2R2λ+
0 0
0 0 0 0 0 0 −1
2R2λ+
0 0 0
0 0 0 0 0 0 0 0 0 1
2R2λ+
0 0 0 0 0 0 0 0 −1
2R2λ+
0


. (37)
Using this inverse matrix, we can define the Dirac bracket
{F, G}D between any functions of canonical variables as
{
F , G
}
D
:=
{
F,G
}
−
{
F, ψa
}
(C−1)ab
{
ψb, G
}
=
{
F , G
}
+
1
2VdS
({
F, ψ1
}{
ψ2, G
}
−
{
F, ψ2
}{
ψ1, G
})
− 1
2R2λ+
({
F , ψ3
}{
ψ4 , G
}
−
{
F , ψ4
}{
ψ3 , G
}
+
{
F , ψ5
}{
ψ6 , G
}
−
{
F , ψ6
}{
ψ5 , G
}
+
{
F , ψ7
}{
ψ8 , G
}
−
{
F , ψ8
}{
ψ7 , G
}
+
{
F , ψ9
}{
ψ10 , G
}
−
{
F , ψ10
}{
ψ9 , G
})
.
(38)
The nonvanishing Dirac brackets between the canoni-
cal variables are
{
XAi , P
B
i
}
D
= ηAB − 1
X2i
XAi X
B
i , (39a){
XAi , ej
}
D
=
1
V
(δij − εij)PAi eiej , (39b){
PAi , ej
}
D
=
P
2V R2
(δij − εij)XAi ej , (39c){
ei, Pej
}
D
= δij +
1
2VdS
(δij − σij) eiP 2j , (39d){
ei, λj
}
D
= (−1)i+1 Fε−
KRσ
δijei (39e)
with no summation over i, j, where σ11 = σ22 = 0, σ12 =
σ21 = 1 and εij = −εji with ε12 = 1.
As long as the Dirac bracket is being used, the second-
class constraints can be set to zero strongly. Thus, the
first-class constraint ψ12 ≈ 0 becomes
ψ12 = e1χe1 + e2χe2
= e1P
2
1 + e2P
2
2 −
α2
2
√
e1e2
σ2
≈ 0 . (40)
5The second-class constraints (34a) and (34b) imply
e1Pe1 = e2Pe2 , (41)
e21P
4
1 + e
2
2P
4
2 = 2e1e2P
2
1P
2
2 . (42)
Using these strong equations, Eq. (40) leads to
Λ := P 21P
2
2 −
α4
16
1
σ4
≈ 0 . (43)
This first-class constraint is precisely a de Sitter version
of one derived in Ref. [1].
As can be seen from Eq. (39), under the Dirac bracket,
(XAi , P
A
i ), (ei, Pei), (λi, Pλi) are no longer the pairs
of canonical variables because of the second-class con-
straints. In order to extract canonically conjugate pairs,
we define xµi , p
µ
i (i = 1, 2 ; µ = 0, 1, 2, 3) by
x
µ
i := X
µ
i , (44a)
p
µ
i := P
µ
i −
Pi ·Xi
Xi ·Xi +R2X
µ
i , (44b)
e :=
e1e2
2
(44c)
pi :=
e1Pe1 + e2Pe2
e1e2
(44d)
with
X5i = ±
√
Xi ·Xi + R2 , (45)
P 5i =
Xi · Pi
X5i
, (46)
where Xi ·Xi := ηµνXµi Xνi , Pi ·Xi := ηµνPµi Xνi (no sum
with respect to i) and ηµν = diag(+,−,−,−).
We can find that (xµi , p
ν
i ) and (e, pi) are the pairs of
canonical variables under the Dirac bracket:{
x
µ
i , p
ν
j
}
D
= ηµνδij , (47a){
x
µ
i , x
ν
j
}
D
= 0, (47b){
p
µ
i , p
ν
j
}
D
= 0, (47c)
{e, pi}D = 1 , (47d)
Using the new variables (44c)-(44d), the first-class con-
straint ψ11 ≈ 0 becomes
ψ11 = epi ≈ 0 , (48)
Since ψ11 ≈ 0 is first-class, taking the following con-
straint in stead of ψ11 itself does not affect the classi-
fication of the constraints:
ψ˜11 :=
1
e
ψ11 = pi ≈ 0 (49)
Hereafter, we consider ψ˜11 ≈ 0 and Λ ≈ 0 in Eq. (43) as
the first-class constraints.
By using Eqs. (44a) and (44b), P 2i and X
2
i in Eq. (43)
are written as
P 2i = pi · pi +
xi · pi
R2
, (50)
σ = Rcos−1
(
x1 · x2 +X51X52
R2
)
, (51)
where X51 and X
5
2 are given in Eq. (45).
IV. CANONICAL QUANTIZATION
In this section, we perform the canonical quantization
of the constrained Hamiltonian system studied in the pre-
vious section.
We set the commutation relations between fˆ and gˆ
corresponding to functions f and g of canonical variables,
in such manner
[fˆ , gˆ] = −i{̂f, g}
D
(52)
in units ~ = 1. The symbol {̂f, g}
D
denotes the oper-
ator corresponding to the Dirac brackets {f, g}D. From
Eq. (47), we have the commutation relations
[
xˆ
µ
i , pˆ
ν
j
]
= −iηµν , (53)[
eˆ, pˆi
]
= −i . (54)
In the quantization procedure, the first-class con-
straints lead to the physical state condition
pˆi |ϕ〉 = 0 , (55)
Λˆ |ϕ〉 = 0, (56)
where |ϕ〉 is a physical state. In defining the operator Λˆ,
we take the Weyl ordering rule.
In x-representation, the physical state condi-
tions become simultaneous differential equations
for ϕ(x1, x2, e) := 〈x1, x2, e|ϕ〉 where 〈x1, x2, e| is a
simultaneous eigenstate of x1, x2, e. Eq. (55) in x-
representation implies that ϕ(x1, x2, e) does not depend
on the variable e:
∂
∂e
ϕ(x1, x2, e) = 0 . (57)
Thus ϕ(x1, x2, e) = ϕ(x1, x2) and the physical state con-
dition (56) determines a differential equation on a bilocal
field ϕ(x1, x2) as
6[(
∂
∂x1
· ∂
∂x1
)(
∂
∂x2
· ∂
∂x2
)
− 1
R2
((
∂
∂x1
· ∂
∂x1
)
fˆ2 +
(
∂
∂x2
· ∂
∂x2
)
fˆ1
)
+
1
R4
fˆ1fˆ2
− α
4
16
1
R4
(
cos−1
(
x1·x2−
√
x21+R
2
√
x22+R
2
R2
))4
]
ϕ(x1, x2) = 0, (58)
where
fˆi := − 1
12
[(
xi · ∂
∂xi
+
∂
∂xi
· xi
)(
xi · ∂
∂xi
+
∂
∂xi
· xi
)
+
(
x
µ
i
∂
∂xiν
+
∂
∂xiν
x
µ
i
)(
xiν
∂
∂x
µ
i
+
∂
∂x
µ
i
xiν
)]
. (59)
This equation is fourth order in the derivatives. It is
well-known that such a field theory include ghosts in the
spectrum.
V. CONCLUSION
In this paper, we extended Casalbuoni and Gomis’
model (2), given in Ref. [1], to the case of de Sitter space.
To achieve this, we assumed that two particles interact
with each other along the geodesic connecting them and
represented their interaction by using embedding coor-
dinates. After specifying the action, we analyzed the
Hamiltonian formalism in accordance with Dirac’s pre-
scription. As a result, we derived the first-class constraint
(43) that leads to a fourth-order differential equation for
the bilocal field after quantization. This result is anal-
ogous to Casalbuoni and Gomis’ analysis performed in
Minkowski space. A detailed study the wave equation
(58) from the viewpoint of higher derivative theories is
one of the interesting future problem.
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