We apply the concept of reflection positivity in euclidean quantum field theory to the complementary series of SL(2n,C) as given by Gelfand and Neumark for n=l and by Stein for n>l. The result is a virtual representation in the sense of Frohlich, Osterwalder and Seiler or equivalently a strongly continuous representation of a closed subsemigroup by contractions on a new Hilbert space. Analytic continuation gives a unitary representation of a certain dual group of SL(2n,C}. The possible relation to the theory of noncommuting monodromy matrices appearing in the theory of integrable quantum systems is briefly discussed. § 1. Introduction
The concept of reflection positivity originates in relativistic quantum field theory [OS] . It allows to recover the Green's functions (Wightman functions) of a relativistic quantum field theory from its values at the euclidean points (Schwinger functions) by providing the scalar product for the Hilbert space of the relativistic theory.
On the other hand, the euclidean theory itself carries a scalar product, referred to as Symanzik positivity [Sy] and an associated unitary representation of the euclidean group. When combined with reflection positivity this unitary representation leads, via an analytic continuation process, to a unitary representation of the Poincare group, the symmetry group of special relativity. In particular, the euclidean time translations first give a contraction semigroup, called a transfer matrix because of the interpretation of euclidean quantum field theory as a statistical theory. Its analytic continuation is the one-parameter unitary group describing the time evolution of the relativistic quantum theory (for a detailed account see e. g. [GJ] ).
The insight obtained from the concept of reflection positivity was soon applied to other groups. In particular the idea of analytic continuation led to a non-commutative version of the Hille-Yosida theorem [LM] and the notion of a Communicated by H. Araki, August 7, 1985 . * Institut fur theoretische Physik, Freie Universitat Berlin, Berlin, Germany.
virtual representation [FOS] sometimes also called a local representation (see e. g. [KL1] , [KL2] , [Jl] , [J2] , [Se] ). The aim of this article is to extend this discussion and in particular to apply it to the complementary series of SL(2n, C) as given by Gelfand and Neumark for n=l [GN] (see also [N] ) and by Stein for n>l [St] .
In Section 2 we present a general discussion of reflection positivity in the context of unitary representations of groups. Although well known in special examples, we believe some of our material to be new. It starts with a unitary representation x of a group G in a Hilbert space M, viewing its scalar product as a version of Symanzik positivity. Reflection positivity is then defined in terms of a closed subspace M + and a unitary involution 6 leading to a new scalar product in M + . In addition we require the existence of an involutive automorphism -9 of the group which in a specified sense is compatible with 0. This leads to a representation KQ of a subsemigroup G + in G. The elements in G + fixed under -9 are still represented by unitaries. However, some elements in G + are represented as selfadjoint contractions. We interpret them as transfer matrices. In general they do not commute. In case G is a Lie group, the noncommutative Hille-Yosida theorem then gives an analytic continuation of KO to G*, which is a dual group of G and is obtained from the involutive automorphism -9. In Section 3 we apply these concepts to the complementary series of SL(2n, C) . Actually we will obtain reflection positivity also for a larger range of the parameter describing the representation and for which Symanzik positivity does not hold.
In Section 4 we show that K Q also defines a local representation in the sense of [Jl] , [J2] (called a virtual representation in [FOS] ). The proof is obtained by establishing a result known as the Reeh-Schlieder theorem in the context of relativistic quantum field theory [RS] (see also e.g. [SW] ). Application of the main result in [J2] will provide an alternative proof that K O extends to a unitary representation of G*. Now transfer matrices appear also in another important context, namely in the theory of completely integrable quantum systems, where they are called monodromy matrices (see e. g. [F] for an account). They obey certain relations called Yang-Baxter equations [Y] , [B] . In the last years considerable efforts have been undertaken, in particular by Soviet mathematicians and physicists (see e.g. [Sem] for references), to arrive at a group theoretical understanding of the Yang-Baxter equations. The author's interest in this subject and the starting point for the present investigation arouse from a lucid talk given by Semanov-Tyan-Shanskii in Kyoto in the fall of 1984, where he proposed a double Lie algebra structure to describe the so-called classical YangBaxter equations [Sem] . Recall that a Lie algebra defines a symplectic structure on the dual of the Lie algebra, first discovered by Lie himself. Hence for given Hamilton function one has two ways to obtain classical equations of motion. The present author was struck by the close similarity to the quantum case discussed above, where one also deals with one ' Hamiltonian', i. e. the infinitesimal generator of time translations, and two scalar products, namely Symanzik positivity and reflection positivity.
In the second part of Section 2 we try to point out some structural similarities of our approach with the quantum mechanical Yang-Baxter relations. In this context we find the following observation worth mentioning. The reason that reflection positivity holds for the complementary series of SL(2n, C] is due to a remarkable property of the intertwining operator appearing in this context. Now as was also first noted by Semenov-Tyan-Shanskii the Yang-Baxter equations exhibit a structural behaviour intrigueingly similar to ones encountered in the theory of intertwining operators, an understanding of which was missing (see the quotation in [KRS] ).
It is the hope of the authors that the present investigation will stimulate further investigations in this direction.
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Here we have used assumption (2.6), relation (2.4) and the unitarity of n. In particular if f<^370 the last expression in (2.9) is zero, showing that 7r(g)/e220. Again we have used the unitarity of n, relation (2.5) and Schwarz inequality for <-, ->0. We now iterate estimate (2.10). This leads to
for arbitrary integers n^l. Now by (2.2), the second factor on the right hand side of (2.10) is bounded by ll/H 2 " n+1 . Here we may let n tend to infinity and obtain (2.12) From now on, we will assume G to be a Lie group, -9 a C°° automorphism and TT(-) to be continuous. Then the triple (G, G+, -5) is a symmetric space [H] , [KN] . We may now give a discussion on the Lie algebra level. Let © denote the Lie algebra of G. We define ® + , the tangent space of G + at g=e, to be the set of all tangent vectors at g(Q)=e of C°° maps g: [0, s]-*G + (s>0 arbitrary).
If g(-) is such a map, then also gi(-) with gi(t)=g(tt) U>0). Also if gi(-) and ^2(-) are such maps then g^g z with gi*gz(t)=gi(t)-g z (t).
Hence © + is a convex cone in ®, which is obviously closed and invariant under Ad A -+o Note that exp(ta)eG + if ae© + . In fact let a be tangent to g(t) at the origin g(Q) = e. have the same spectrum. Also any a in the maximal linear subspace of @ + n@-is mapped onto zero under dx0. Note that this subspace is invariant under Ad G+ . Now consider the real Lie algebra ©*=©+©;©_ contained in the complexification © c -©©;© (j z =-1). Since © will already be a complex vector space in the cases we will consider, we use j to describe the additional complexification. ©* is called the dual of © obtained from the symmetric space (G, G+, $). Under the additional condition that the cone © + n@-has nonempty interior in ©_, and hence spans ©_, we may apply the following noncommutative version of the Hille-Yosida theorem [LM] .
Theorem 2.4. Assume G+^G + and let © + n@-have nonempty interior in ©_. Then KQ has an analytic continuation to a unitary representation TT* of the simply connected Lie group G* whose Lie algebra is @*.
In our applications to the complementary series of SL(2n, C), we will be able to establish the conditions of Theorem 2.4.
We turn to a brief discussion of possible physical applications. In the quantum version of the Yang-Baxter equations one encounters noncommuting monodromy matrices and therefore is interested in their behaviour if multiplied in different order [F] . In our context, we may even interpret the selfadjoint contraction semigroups ?r0(expta) (J^O, aG@ + n@-) as so-called transfer matrices. In fact, in the examples we shall encounter, we shall see that they are positivity preserving in the sense that they leave a certain cone in MQ invariant. Hence each of these one-parameter semigroups may be used as a transition function in the construction of a Markov process. Let T:G-^G denote the map g^-dg' 1 and introduce the set G-= {g I g-^g~1}-The tangent space to G_ at g-e is obviously ©_ and G_ is just the fixed point set of the antiautomorphism T. Furthermore
wherever g lf g z^G -. Thus T interchanges the order of multiplication on G_ and is therefore a way of measuring how much gi-g z fails to be an element in G_.
Next introduce the set ^=G+-G_. Note that G^nG-consists of involutive elements and is not necessarily a subgroup of G+. Since G is a Lie group, Q contains a neighborhood of the identity. More generally we have the following analogue of the polar decomposition theorem
Lemma 2.5. Every element g^G such that (-Bg'^-g is a square in G-, is contained in Q. In particular, if any element in G-is a square, Q-G.
Proof. 
If every element in G-is a square in G-, such a relation holds for all a,
We now apply KO to this relation. Then 7r^(exp&-expa) is the adjoint of ?T0(exp a-exp b) and X0 (g+(a, b) ) is unitary. Recall that by the polar decomposition theorem any bounded operator A in the Hilbert space with zero kernel and dense range is related to its adjoint via A*=U~1'A-U~1 for a suitable unitary U. Hence the upshot of relation (2.22) is that for the choice ^L=;r0(expG-exp&) the resulting U is in the image of G+ under K Q . Next we note a certain similarity to the quantum mechanical Yang-Baxter relations, which are typically of the form (see e. g. [F] ).
for monodromy matrices L^ and L 2 and a unitary ^-matrix. The difference to our situation is that the ^-matrix appears in the form of conjugation. In this context it would be interesting to see whether our approach is related to the appearance of anticommutation relations in the discussion of the Yang-Baxter relations as given in [Ski] , [Sk2] . On the other hand there are striking similarities. First we note that in analogy to the ^-matrix our unitary Hence we may interpret h 1 and h z as abstract spectral parameters. This analogy may even be pushed further, although at the moment in only a speculative way. For integrable systems the inverse scattering problem is used to express the relevant objects in terms of conserved quantities. To achieve this one is led to consider a Riemann-Hilbert problem for the transfer matrix, viewed as a function of the spectral parameter (see e. g. [F] and references quoted there). 
In case L ± (a)eran(exp), let ^±(a)e© + be given by In this section we will prove reflection positivity for the representations of SL(2n, C) as given by Stein [St] and which reduce to the complementary series of Gelfand Neumark for SL(2, C) when n=l.
Actually we shall show that one obtains a Hilbert space M 6 and a representation K Q of G + even for a larger range of the parameter describing the representation TT than the one which is known to give unitary representations of SL(2n, C) . To deal with these extra cases, we will extend the general arguments of Section 2. From the start we shall work with arbitrary n although specialization to n-l would sometimes simplify the calculations. Let M n -M n (C) 
4) n(g-^z=(zgu+gnY\zgu+gK).
Here zg 12 etc. denotes matrix multiplication in M n . Note that 7c(g)z is not defined for those pairs (g, z) for which det(-g^+^n)-0. However, they form a lower dimensional closed set in SL(2n, C)xM n . In what follows, it is always understood that this set is excluded. With this convention (g, z)<-»7r(g)z is a C°° map from SL(2n, C}xM n into M n . We now use the procedure of Gelfand and Neumark, by which the representation properties of n follow easily if we identify an element z^M n with an element in SL(2, C} of the form ( \ These elements form (modulo a set of measure zero) the coset space of the subgroup of SL(2n, C} consisting of elements g with £21=0. The action of SL(2n, C) on this coset space in terms of these representatives is now given exactly in terms of (3.4), i. e. Since the set of such a, £, 7 via (3.13) define an open neighborhood of ij in ©_, the claim that ij is an interior point of the cone is proved.
An explicit calculation for n=l shows that © + n©_ is the convex cone in ©_ spanned by the elements A routine calculation shows that S and D are Lie algebra homomorphisms with trivial kernel and that ®*=ImS©ImD as a direct sum of Lie algebras. This proves Lemma 3.2, The dual ©* of sl(2n, C) with respect to the involution given by (3.9) is isomorphic to © + 0©+.
With these preparations we turn to a discussion of the complementary series. First the Hilbert-space for these representations of SL(2n, C) as used in [GN] and [St] is obtained from the scalar product for measurable functions on M n of the form To establish reflection positivity in the form discussed in Section 2, we will actually discuss a more general set-up. Namely on C7(M TO + ) and for fixed consider the quadratic form on & + given as (3.22)
The reflection positivity for the scalar product (3.20) is now a special case of Proof. We will apply the theory of Laplace transforms on the symmetric space K n consisting of all positive definite complex nXn matrices. We recall there is a measure dk on K n which is invariant under the map
dk is unique up to a constant. With the choice
may be calculated explicitly and equals
The proof of this dates back to Siegel ([Si] , Hilfssatz 37) and Selberg [Se] , (see e.g. [M] for any z^M^ and s>n-1. We now represent (det(-i(z-*'*)))*-n and (det/(z*~2 / )) AI " n using (3.28). Inserting this into (3.22) and interchanging the order of integration proves the claim. for zeMn" 1 ", by a similar argument one shows that <-, ->^ is positive semidefinite whenever both -X+n and -/*+n are nonnegative halfintegers. We do not know whether Theorem 3.3 continues to hold for arbitrary -l-\-n and -p-\-n in the interval [0, n-1).
Next define by which may easily be read off (3.5). For any g^G+, 7r
; '^(g) leaves invariant.
The relevance of the scalar product <•, ->^ for this representation is due to an important intertwining property of det(z-z') (z, z'eMJ. The following result and its proof are essentially contained in [St] . For the convenience of the reader, we repeat the arguments leading to F (g, z, z ) the aim is to show that F(g, z, z r ] is independent of g and hence equals 1. First relation (3.31) directly gives
Now any gs=SL(2, C) may be written as gig z -" gk (k^N(n)=(2ri) !) where each gi is of the form
• > c,
By (3.34), to show that F(g, z, z'} does not depend on g, it therefore suffices to check it on elements of the form (3.35). For g of the form (3.35a) F(g, z, z') Hence the interesting cases arise when we make the additional restriction X= p. Write <-, •># and zrj for <-, ->0"* and nfc* respectively. Since our range for the parameter 1 is larger than the one given for the unitary representations of SL(2n, C), we will also give a direct proof of the contractive property of 7T0 on G + . First let Ml denote the Hilbert space obtained from the semidefinite quadratic form <•, •># on C~(M n + ). By arguments similar to those used in Section 2, TT| extends to a continuous representation of G + on JC& and satisfies property (3.37) for /, f f^M \. In particular, by (3.37) the operators 7rJ(g) are unitary for g in G+. To establish the contractivity in the general case, we first note that estimate (2.10) continues to hold in our present case. Now let g(f)=expta with ae@ + n@_. It suffices to show that (3.38) </, nkg(t))f>l is bounded in t for t^Q and /eC? (M 7l + ) , since then we may repeat the arguments which led to (2.12). Since C™ (M n + ) is dense in this will prove the contractivity of n$ (g(t) We conclude this section by giving an alternative description of our construction in terms of functions living on the unit disc D (M n } in M n (3.45) In fact let />=-,== ( ) and define V 2 \-21 I/ (3.45)
Then if / lives on M n + , <p lives on D (M n ) and under the pull back by n^' the scalar product </, /'>^ takes the form
Jz,z'&D(Mny r
We note that the kernel det(l-zz x *)~m plays an important role in the theory of automorphic functions (see e.g. [Ka] ).
For 1-p. the pullback of KO gives a representation of the subsemigroup of SL(2n, C), consisting of elements mapping D (M n ] into itself. This subsemigroup is just the conjugate to G + under p. The subgroup of SL(2n, C) which maps D (M n ] one-to-one onto itself is then the conjugate under p to G+. It is given as SU(n, ri), defined to be the set of elements g<^SL(2n, C) with (see e.g. [H] , Chap. IX, §4, [KN] , Chap. IX, §6, Example 6.5, Chap. XI, §10, Example 10.9). It is known that SU(n, n) is connected but not simply connected.
In particular our group G+ is connected but not simply connected. Moreover the representation n$* of G* does not reduce to a representation of G+XG+.
Indeed, Mm)=exp G *-^= (/+/•/(/)) (meZ) is in the kernel of the covering homomorphism and therefore would have to be mapped into the identity operator on Ml under xe*. Now dx0(J) has discrete spectrum ^2^Z and commutes with dne(iJ) = dno (I(J) ). Also by definition of the analytic continuation ?r$*(exp tjl(j)) =exp id 7rJ(/(/)). But dne(I(J}} has nonpositive spectrum. Therefore h(m) cannot be mapped into the identity under n$* . Thus by a theorem in [J2] we obtain another proof of the second part of Theorem 3.8. This theorem in [J2] relies on the exponentiation theory for Lie algebras of unbounded operators, see for example [FSSS] , [GoJ] , [JM] , [P] , [Si] .
We recall the defining properties of a local representation as given in [J2]. We have to find a dense domain 3) in Ml and a neighborhood U of the identity in SL(2n, C} with the following properties. This result is of a type known as the Reeh-Schlieder theorem in quantum field theory [RS] .
Assuming this lemma to be true, the conditions (i) and (ii) for a local representation are trivially valid. As for (iii), we now use the relations alid for any /, /'eC^O). Relations (4.6) are an easy consequence of Lebesgue dominated convergence theorem. Relation (4.1) in turn is also an easy consequence of relation (4.6). Condition (iv) is even satisfied for all ae®. Next, if f^3) then for all g in a neighborhood of e, depending on the support of /, ^(g)f^S), proving (v). (vi) again is trivially satisfied.
It remains to prove Lemma 4.2. Let (p^3) L , the orthogonal complement of S) in M&. We will show that Now by our discussion in Section 3, 7t0(h(r}} defines a self ad joint contraction semigroup for r^O. By the spectral theorem, we obtain an analytic contraction semigroup for complex r with Rer>0.
For fixed g^W, the left hand side of (4.9) extends to an analytic function in Rer>0. Since it vanishes for r in a real open interval, it is actually the zero function in r for all g^W. Hence, if we let r->0, by continuity we obtain (4.10) for Now for arbitrary g^G+, we may write (4.10) <p,
We have used relation (3.10). Now we consider G+ as a real analytic Lie group. Then the right hand side of (4.10) is real analytic in g. In particular by Heine-Borel it extends to an analytic function in a complex neighborhood V in SL(2n, C) of the set {g(f)}o*«*i, where (sf +(1-0)1 0 0
Since this function vanishes on Vr\W, a real open set in V, it must vanish identically on V. In particular it is zero at g(Q)=e. This proves (4.5), concluding the proof of Lemma 4.2.
