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We emphasize the close relationship between zeta function methods and arbitrary
spectral cutoff regularizations in curved spacetime. This yields, on the one hand, a
physically sound and mathematically rigorous justification of the standard zeta func-
tion regularization at one loop and, on the other hand, a natural generalization of
this method to higher loops. In particular, to any Feynman diagram is associated
a generalized meromorphic zeta function. For the one-loop vacuum diagram, it is
directly related to the usual spectral zeta function. To any loop order, the renor-
malized amplitudes can be read off from the pole structure of the generalized zeta
functions. We focus on scalar field theories and illustrate the general formalism by
explicit calculations at one-loop and two-loop orders, including a two-loop evaluation
of the conformal anomaly.
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1 General presentation
Introduction
Quantum field theory in curved spacetime is a mature area of research with many out-
standing applications, including particle creation in time-dependent background and
black hole evaporation (see e.g. [1] and references therein). Interesting applications
to the calculation of the leading quantum corrections to the area law for the black
hole entropy have also appeared recently [2]. However, the subject has been almost
entirely focusing on free fields or, equivalently, on the one-loop vacuum energy. One
of the difficulties to compute at higher loops is to define an appropriate reparam-
eterization invariant regularization scheme. In principle, one may use dimensional
regularization, but this scheme it is not very natural in curved spacetime because
there is no canonical way to generalize a general d-dimensional spacetime manifold
Md to arbitrary d +  dimensions. A much preferred and powerful regularization
method is the zeta function scheme [3]. This approach is very elegant and manifestly
reparameterization invariant. However, it is only defined at the one-loop level. The
main goal of the present work is to show that zeta function methods are also very
natural at higher loop order, by highlighting a close relationship between the zeta
function scheme and the general physical spectral cutoff regularization.
On the zeta function regularization
As a simple illustration of the zeta function method, let us consider a massless scalar
field on a two dimensional spacetime of the form R×S1, the length of the circle being
a. Its momentum is quantized in units of 2pi/a and the vacuum energy is formally
given by an infinite sum,
E =
2pi
a
∑
n>0
n . (1.1)
The zeta function prescription amounts to replacing the above ill-defined sum by the
analytic continuation of the Riemann ζ function
ζR(s) =
∑
n>0
1
ns
(1.2)
at the physically relevant value s = −1. ζR is a meromorphic function with a single
pole at s = 1 with unit residue and ζR(−1) = − 112 . Hence
Eζ =
2pi
a
ζR(−1) = − pi
6a
· (1.3)
Much more generally, a typical one-loop calculation in curved spacetime involves
the computation of a Gaussian path integral which yields the determinant of some
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wave operator D. For example, in the case of a scalar field on a Euclidean Riemannian
manifold endowed with a metric g,
D = ∆ +m2 + ξR , (1.4)
where ∆ is the positive Laplace-Beltrami operator, m the mass parameter, ξ an
arbitrary dimensionless constant and R the Ricci scalar. If we denote the eigenvalues
of D by λr, the determinant of D is formally given by an infinite product
detD =
∏
r
λr . (1.5)
In the zeta function scheme, this infinite product is defined by introducing the spectral
zeta function associated with the wave operator D,
ζD(s) =
∑
r
1
λsr
· (1.6)
It can be shown that ζD is a meromorphic function on the complex s-plane and that
s = 0 is a regular point. Motivated by the identity
ζ ′D(s) = −
∑
r
lnλr
λsr
, (1.7)
one then sets
detD = e−ζ
′
D(0) . (1.8)
In the case of the two-dimensional massless scalar field considered above, the
integration over the scalar field produces the effective action
Seff =
1
2
ln det′∆ , (1.9)
where the prime indicates that the zero eigenvalue is not included. The corresponding
zeta function per unit length of the cylindrical Euclidean spacetime is
ζ(s) =
∫ +∞
−∞
dk
2pi
∑
n∈Z∗
1(
k2 + (2pin/a)2
)s = 1√
pi
Γ(s− 1/2)
Γ(s)
( a
2pi
)2s−1
ζR(2s−1) . (1.10)
The effective potential is then given by
Veff = −1
2
ζ ′(0) =
2pi
a
ζR(−1) = − pi
6a
, (1.11)
consistently with (1.3).
The zeta function method is not limited to the effective action. For example,
and as we shall review later, it also provides a definition of the stress-energy tensor,
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avoiding the ambiguities of the point-splitting method, and of other operators of the
same type. Actually, virtually all one-loop effects can be consistently computed in this
scheme. The results are manifestly reparameterization invariant, since ζD depends
only on the spectrum of the operator D.
In spite of its power and elegance, the zeta function approach suffers from two
important drawbacks. The first drawback, shared with dimensional regularization, is
the absence of any obvious reason for why precisely it works. Even though replac-
ing sums like
∑
n>0 n by ζR(−1) = −1/12 is a perfectly well-defined procedure in
the mathematical sense, it is abstract and unphysical. It is clear that the analytic
continuation subtracts the divergence, as required, but it is very unclear how it does
so explicitly and why the remaining finite part is the actual correct physical value.
Physically, the renormalization (group) theory implies that subtractions must always
correspond to adding local counterterms to the microscopic action. In a renormal-
izable theory, there are only a finite number of such terms, constrained by power
counting. For example, for the massless scalar on the cylinder, the only available
counterterm is the cosmological constant, which produces a term linear in a in the
energy. The sum (1.1) should thus be of the form
E = c∞a− pi
6a
, (1.12)
for an infinite, but a-independent, constant c∞. The finite physical energy, obtained
after subtraction of the infinite local counterterm, will be
Efinite = ca− pi
6a
, (1.13)
for an arbitrary finite constant c corresponding to the a priori arbitrary physical cos-
mological constant. Making the statement (1.12) precise is essential in understanding
the validity of the ζ function procedure.
One of the upshots of the present paper will be to make the consistency of the zeta
function approach with the renormalization group ideas and the subtraction of local
counterterms completely explicit, in the most general cases. This yields a streamlined
and pedagogical derivation of all the known one-loop results in curved spacetime in
which the roˆle of the zeta function method is shifted, from an abstract trick to provide
finite alternatives to otherwise ill-defined expressions, to a powerful mathematical
tool allowing to compute rigorously physically sound and mathematically well-defined
observables. We believe that this point of view puts the theory of quantum fields in
curved spacetime on firmer grounds and should be of great help for teaching the
subject to students, eliminating once and for all the need to call upon wisecrack
statements like (1.3) without justification.
The second and, for practical purposes, most important drawback of the zeta func-
tion scheme is that it only works at one loop. This is so because the quantum effects
take the form of a functional determinant only at one loop. Guessing a generalization
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of the method to any loop order has proven to be rather difficult. As we have said,
the prescription for the finite parts of amplitudes should correspond to adding local
counterterms to the microscopic action. Any abstract mathematical proposal to ex-
tract these finite parts from complicated multi-loop diverging amplitudes is unlikely
to be consistent with this requirement and, in particular, will violate unitarity. Such
difficulties are seen, for example, in the operator regularization method [4], which
could be viewed as an interesting attempt to generalize the zeta function scheme.
The all-loop zeta function scheme
A central part of the present paper is to illustrate the fact that zeta function methods
apply naturally to any loop order. We are mainly going to study vacuum diagrams,
which compute the gravitational effective action, and focus on the case of the scalar
field, but it will be clear from our presentation that our analysis can be generalized
to arbitrary correlation functions and more general field content. To any Feynman
diagram, we shall associate a generalized zeta function Z(s) with the following prop-
erties:
i) Z is a meromorphic function on the complex s-plane, with poles at integer
values on the real s-axis.
ii) If the amplitude A associated with the Feynman diagram is finite, then Z does
not have poles with Re s > 0 and has a simple pole at s = 0 with residue A .
iii) For the one-loop diagram i, the function Z = Z e is expressed in terms of the
standard spectral ζ function,
Z e(s) = ζ(s+ 1)
s
· (1.14)
iv) To any given loop order, the renormalized effective action can be derived from
the pole structure of the functions Z(s) associated to all the contributing Feynman
diagrams.
These properties will be discussed in Section 4 and illustrated by explicit calculations
at two loops in Section 5.
The spectral cutoff
The construction of the generalized zeta functions Z will actually follow straightfor-
wardly from the general analysis of the much more concrete physical cutoff scheme.
Such a scheme is usually thought to be difficult and cumbersome to use, particu-
larly beyond the one-loop order. Moreover, even at one loop, we shall explain below
that the simplest flat spacetime cutoff procedure, which amounts to cutting sharply
all momenta greater than some fixed energy scale, cannot be generalized to curved
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spacetime! However, these difficulties are only superficial. It turns out that the gen-
eral smooth cutoff can actually be used very elegantly and that the right mathematical
tool to deal with it is precisely the zeta function.
A simple reparameterization invariant cutoff scheme generalizing the flat space-
time sharp cutoff procedure can be set up by putting a cutoff Λ on the spectrum of
the wave operator D. For example, a regularized version of the sum (1.1) can be
defined by cutting off sharply all the modes having frequencies greater than Λ,
EΛ =
2pi
a
∑
n≥1
θ
(
Λ− 2pin
a
)
n =
2pi
a
baΛ
2pi
c∑
n=1
n . (1.15)
The symbol bxc denotes the floor function, the largest integer smaller than or equal
to x, and θ is the Heaviside step function, defined for convenience such that θ(0) = 1.
Of course, the sum (1.15) can be easily computed, see (2.13) and (2.14). However, it
does not have a well-defined asymptotic expansion at large Λ! All we can say is that
EΛ =
aΛ2
4pi
+O(Λ) . (1.16)
The leading divergence is, as expected from (1.12), linear in a, but the discontinuities
of the floor function baΛ
2pi
c make the reminder a discontinuous function of order Λ. In
the very simple case of the sum (1.15), one might propose an averaging procedure over
the discontinuities to try to extract a finite piece, but this would be an unjustified ad-
hoc prescription that could not be generalized to more complicated situations. This
problem with the sharp cutoff does not occur in infinite flat spacetime but is generic
in non-trivial geometries. It is associated with very interesting mathematics, which
we shall very briefly describe later. It makes the use of a sharp cutoff inconsistent in
curved spacetime.
The situation is much more favorable if one uses a smooth spectral cutoff regular-
ization, characterized by a smooth cutoff function f . The only conditions to impose
on f are
f(0) = 1 (1.17)
and a vanishing condition at infinity, for example that f should be a Schwartz func-
tion. In this scheme, the sum (1.1) is replaced by
Ef,Λ =
2pi
a
∑
n≥1
f
(2pin
aΛ
)
n . (1.18)
Unlike with a sharp cutoff, the regularized energy Ef,Λ does have a well-defined large
Λ expansion. This expansion can be found by using the Euler-MacLaurin formula,
which yields
EΛ =
aΛ2
2pi
∫ ∞
0
dx xf(x)− pi
6a
f(0) + o(1) . (1.19)
6
The result is in beautiful agreement with the expected formula (1.12): all the de-
pendence in the cutoff function can be absorbed in the local counterterm c∞a and
the finite part correctly matches the zeta function prescription by taking into ac-
count (1.17). Actually, (1.19) provides the rigorous justification of the abstract zeta
function result (1.3).
The use of a general cutoff function, as presented above, is of course standard and
appears, for example, in rigorous textbook treatment of the Casimir effect, see e.g. [5].
At first sight, it may seem to be rather limited in scope, because the Euler-MacLaurin
formula, which is instrumental in deriving the large Λ expansion, can be used only
for a rather limited class of sums like (1.18). For example, the smooth cutoff version
of the logarithm of the determinant of the wave operator (1.4), a quantity directly
related to the one-loop effective action, is(
ln detD
)
f,Λ
=
∑
r
f
(
λr/Λ
2
)
lnλr . (1.20)
The Euler-MacLaurin formula is powerless in evaluating the large Λ asymptotics of
this sum, except in very special cases, because, in general, the eigenvalues λr are not
known explicitly. A central guideline of our work is that the zeta function technique
is precisely the right tool to compute the asymptotics of general sums like (1.20),
without referring to the Euler-MacLaurin formula. A direct link between the general
smooth cutoff scheme and the zeta function prescription can thus be established.
The justification of why the zeta function prescription is correct stems from this
connection.
This brings us very near the punch line. The smooth cutoff regularization can
be straightforwardly defined to any loop order in perturbation theory and even non-
perturbatively. The mathematical analysis performed at one loop generalizes effort-
lessly and produces the simple all-loop generalization of the zeta function scheme
which is a central result of our work.
A note on some of our original motivations
Recently, a non-perturbative definition of the path integral over the Ka¨hler metrics on
a compact complex manifold of arbitrary dimension was proposed in [6] (see also [7, 8]
for related works). The main ingredient in the construction of the path integral is to
approximate the infinite dimensional space of Ka¨hler metricsM at fixed Ka¨hler class
by finite dimensional subspaces Mn of so-called Bergman metrics. These subspaces
are characterized by an integer n such that limn→∞Mn =M in a very precise sense
[6, 9]. The path integral over M is then regularized by a finite dimensional integral
over Mn. In two dimensions, since all metrics are Ka¨hler, the construction yields a
non-perturbative definition of the full quantum gravity path integral in the continuum
formalism.
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The non-perturbative nature of the regulator n introduced in [6] makes it very
different from the standard schemes. Mathematically, it is related to the degree of a
certain line bundle used in the construction of the spaces Mn. Physically, it is best
thought of as a sort of cutoff. On Riemann surfaces of fixed area A, the physical
cutoff Λ is given in terms of n by a relation of the form Λ2 ∼ n/A and corresponds
to the order of magnitude of the highest scalar curvatures for the metrics in Mn.
It is satisfying that a nice physical cutoff regulator emerges from the mathematical
constructions in [6, 9], but it also raises non-trivial questions about how the infinite
cutoff limit is to be taken. This question and our will to perform explicit two-loop
quantum gravity calculations, which will be presented in separate publications [10],
led us to the present investigations.
The plan of the paper
Some of our main ideas are introduced pedagogically in Section 2, by studying in
details a few basic examples. This allows us to discuss, in a simple set-up, the
general properties of the cutoff regularization schemes, sharp and smooth, and make
the link with the zeta function techniques explicit. In Section 3, we revisit some of
the pivotal ingredients of curved spacetime quantum field theory at one loop (the
gravitational effective action, the Green’s functions at coinciding point, the definition
of the stress-energy tensor and the conformal anomaly), offering streamlined and
simple derivations in our framework. Since Sections 2 and 3 do not contain any
fundamentally new result compared to the existing literature, the expert reader may
wish to skip directly to Section 4, which is the heart of the paper. It contains the
construction of the all-loop generalization of the zeta function scheme and a discussion
of its main properties. We define in particular the meromorphic function Z associated
with any given Feynman diagram and explain how the divergent and finite parts of
the corresponding amplitude are related to its pole structure. Section 5 is devoted to
the presentation of explicit two-loop calculations illustrating the general framework.
We compute in particular the two-loop gravitational effective action for the φ3 and φ4
scalar field theory in dimension four, providing a detailed discussion of the required
counterterms and checking our formalism in details. In the case of the conformal
φ4 model, this allows us to show explicitly that the two-loop conformal anomaly
vanishes. In an effort to make our work self-contained, we have also included an
Appendix reviewing the main properties of heat kernels and zeta functions that are
used heavily throughout the main text.
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2 Cutoff and zeta function in simple examples
In this section, after a discussion of the properties of a general cutoff function f , we
present a pedagogical introduction to some core ideas of our work on a very simple
example: the vacuum energy of the familiar massless two-dimensional scalar field. We
are going to discuss the difficulties associated with the use of a sharp cutoff and how
these difficulties are resolved by using a smooth cutoff. We are also going to explain
the intimate connection between the cutoff schemes and the zeta function formalism,
a central idea which will be fully exploited in the later Sections.
2.1 On the cutoff function
The idea of the spectral cutoff is to weight the contribution of modes of “energy” r
by a factor f(2r/Λ
2) (or f(r/Λ) if it’s more convenient), where f : R+ → R+ is the
cutoff function and Λ the ultraviolet cutoff. The energies squared 2r are typically the
eigenvalues of a wave operator like (1.4). The cutoff procedure must keep untouched
the infrared spectrum, that is to say the modes with energies much smaller than
Λ. This clearly implies the condition (1.17), f(0) = 1, together with a smoothness
condition for f at x = 0. It is natural to assume that f is infinitely differentiable
at x = 0+. On the other hand, f must go to zero at infinity in order to eliminate
the ultraviolet modes. The decrease of f must be fast enough for all the physical
quantities of interest to be properly regularized. It is usually sufficient to consider a
Schwartz-like condition,
f(x) =
x→∞
O(1/xn) for any n ≥ 0 . (2.1)
Of course, the simplest cutoff function,
f(x) = θ(1− x) (2.2)
where θ is the Heaviside step function, satisfies the above conditions. However, we
have already mentioned that it is plagued by inconsistencies and that it is necessary
to consider smooth cutoff functions. It will be very convenient to restrict ourselves
to smooth functions that can be written as a Laplace transform,
f(x) =
∫ ∞
0
dαϕ(α)e−xα . (2.3)
Working with this very large class of functions is more than enough for our purposes,
but it is certainly possible to adapt our work to other classes of cutoff functions, for
example to Fourier transforms instead of Laplace transforms.
On the Laplace transform, the conditions (1.17) and (2.1) correspond to∫ ∞
0
dαϕ(α) = 1 , (2.4)
ϕ(α) =
α→0
O(αn) for any n ≥ 0 , (2.5)
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whereas the smoothness behavior of f near zero yields∫ ∞
0
dααnϕ(α) <∞ for any n ≥ 0 . (2.6)
Technically, these conditions will be used in the following way. We are going to come
across integrals over several variables α = (α1, . . . , αp) of the form
A (Λ;ϕ) =
∫
Rp+
dαϕ(α1) · · ·ϕ(αp)K
(
α/Λ2
)
. (2.7)
The functions K we shall deal with have smooth finite limits at infinity and asymptotic
expansions around zero of the form
K(αt) =
∑
k,q≥0
Ak,q(α) t
k−N/2(ln t)q , (2.8)
for some integer N . The conditions (2.4) and (2.5) make the integral (2.7) convergent.
The condition (2.6) ensures that the large Λ asymptotic expansion of A (Λ;ϕ) can be
obtained from the small t asymptotic expansion of K(αt), to any order.
2.2 Vacuum energy on the cylinder
Let us start by revisiting the case of the massless scalar on the cylinder, with vacuum
energy (1.1). The sharp and smooth cutoff versions of the energy are given in (1.15)
and (1.18) respectively.
Sharp cutoff
Our goal is to make the link between the cutoff scheme and the zeta function. In the
case of the sharp cutoff, our starting point is the following Mellin integral represen-
tation of the Heaviside step function,
θ(λ− λ′) = 1
2ipi
∫ c+i∞
c−i∞
ds
s
(
λ
λ′
)s
, (2.9)
where the integration over s is made along a contour parallel to the imaginary axis,
with any constant real part c > 0, see Fig. 1. The idea of the proof of (2.9) is that,
on the one hand, for λ > λ′, one can close the contour by an infinite semi-rectangle
on the left, the contribution of the integral over the semi-rectangle vanishing due to
the fast decrease of the integrand. The integral is then given by the residue at s = 0,
which is one. On the other hand, for λ < λ′, one can close the contour by an infinite
semi-rectangle on the right. Since the integrand is analytic for Re s > 0, the integral
is then zero. Plugging (2.9) in (1.15), we obtain
EΛ =
1
ia
∞∑
n=1
∫ c+i∞
c−i∞
ds
s
(
aΛ
2pi
)s
n1−s . (2.10)
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Figure 1: The contour of integration ]c−i∞, c+i∞[ (thick line) used in the main text.
In some cases, the large cutoff asymptotic expansion of the corresponding integrals
can be obtained by closing the contour on the left by an infinite semi-rectangle (dashed
line), e.g. in (2.17) and (2.32).
If we choose c > 2, in order for the series
∑
n≥1 n
1−s to converge, we can commute
the sum and integral signs and we find
EΛ =
1
ia
∫ c+i∞
c−i∞
ds
s
(
aΛ
2pi
)s
ζR(s− 1) . (2.11)
We thus get a formula for the regularized energy where the Riemann zeta function
has appeared naturally.
In the sum (2.10), when aΛ/2pi > n, we can close the contour of integration on
the left to pick the pole at s = 0 and get back to (1.15). It is natural to expect that
the same may be done in (2.11) when Λ → ∞. If this idea were correct, and since
c > 2, the integral (2.11) would pick a pole at s = 2 due to the simple pole of the
Riemann zeta function and another pole at s = 0 due to the factor 1/s. We would
thus obtain the following large Λ asymptotics of EΛ,
EΛ
?
=
Λ→∞
aΛ2
4pi
+
2pi
a
ζR(−1) = aΛ
2
4pi
− pi
6a
· (2.12)
Unfortunately, this formula is wrong. Only the leading term proportional to Λ2 is
correct. As we have discussed in Section 1 around equation (1.16), the corrections to
the leading term are discontinuous and of order Λ. These corrections can actually be
easily evaluated exactly, because the sum (1.15) is elementary. Denoting by b c the
floor function, we have
EΛ − aΛ
2
4pi
=
pi
a
E
(aΛ
2pi
)
, (2.13)
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Figure 2: Plot of the function E(x) defined in (2.14). The diverging oscillatory
behavior at large x prevents the function from having a smooth large x asymptotic
expansion, a typical problem associated with the use of a sharp cutoff.
where
E(x) = bxc(bxc+ 1)− x2 . (2.14)
The plot of E(x) in Fig. 2 illustrates well the oscillatory behavior and the linear
divergence of the remainder term.
The conclusion is that, unlike for (2.9), we are not allowed to close the contour
by an infinite semi-rectangle on the left in the integral (2.11), even when Λ → ∞.
Technically, the problem comes from the non-trivial large |s| behavior of the Riemann
zeta function which makes the contribution of the integral over the infinite semi-
rectangle non-trivial, even when Λ→∞.
Even though (2.12) is not a correct mathematical statement, the reader will have
noticed that it does yield the correct finite part in terms of ζR(−1)! Intuitively, closing
the contour as we have done correspond to some sort of averaging procedure over the
oscillations of the function E(x). In the present extremely simple example, we could
make this statement more precise, but we are not going to pursue this idea because
it cannot be generalized to more complicated and interesting cases.
Smooth cutoff
It is much more fruitful to study how the situation is modified when we use a smooth
cutoff instead of the sharp cutoff. Using (2.3), the regularized energy (1.18) is then
given by
Ef,λ =
2pi
a
∫ ∞
0
dαϕ(α)
∑
n≥1
ne−
2pin
aΛ
α . (2.15)
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The infinite sum in this equation is elementary and we could proceed by computing
it exactly. However, this will not be possible in more complicated examples. Instead,
let us try to make the link with the zeta function, as we have done for the sharp
cutoff. To do so, we use the Mellin representation of the exponential function,
e−u =
1
2ipi
∫ c+i∞
c−i∞
dsΓ(s)u−s , (2.16)
which is valid as long as c > 0. The proof of (2.16) is based on the good large
|s| behavior of the Γ function, given by the Stirling’s formula, which implies that
the contour of integration in (2.16) can be closed on a semi-infinite rectangle on the
left without changing the value of the integral. One thus picks all the poles of the
integrand on the half-plane Re s ≤ 0. These poles come from the simple poles of
Γ at integer values s = −k ≤ 0, with residue (−1)k/k!, and summing over all the
poles yields the series representation of the exponential function e−u, as called for.
Plugging (2.16) into (2.15) and choosing c > 2 in order to be able to commute the
sum and integral signs then leads to
Ef,Λ =
1
ia
∫ ∞
0
dαϕ(α)
∫ c+i∞
c−i∞
dsΓ(s)
(
aΛ
2piα
)s
ζR(s− 1) . (2.17)
This equation is analogue to the sharp cutoff equation (2.11), the crucial difference
being the insertion of the Γ function. This insertion improves greatly the large |s|
asymptotic behavior of the integrand and the large Λ asymptotic expansion of the
integral can then be correctly obtained by closing the contour on the left by an infinite
semi-rectangle. The diverging and finite terms are given by the poles on the positive
s-axis. There is one such pole at s = 2 due to the Riemann zeta function and another
such pole at s = 0 due to the Γ function, from which we get
Ef,Λ =
2pi
a
∫ ∞
0
dαϕ(α)
[(aΛ
2pi
)2 1
α2
+ ζR(−1) +O(1/Λ)
]
(2.18)
=
aΛ2
2pi
∫ ∞
0
dα
ϕ(α)
α2
− pi
6a
+O
(
1/Λ
)
. (2.19)
By using the simple identity∫ ∞
0
dα
ϕ(α)
α2
=
∫ ∞
0
dx xf(x) , (2.20)
we find the correct expansion (1.19).
The interest of the derivation we have just presented is that it does not use the
Euler-MacLaurin formula and thus can be easily generalized. The link with the zeta
function formalism is also made manifest.
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Figure 3: The function N(λ)− λ in the case of the round sphere (left inset) and the
flat torus of modulus τ = i (right inset), with an area A = 4pi. The fluctuations
are O(λ1/2) for the sphere and, according to the Hardy’s conjecture, O(λα) for any
α > 1/4 for the torus. In all cases, the erratic behavior makes the use of the sharp
cutoff inconsistent.
2.3 Vacuum energy on a compact Riemann surface
Let us now test the power of the method in the much less trivial case of the massless
scalar field on an arbitrary compact Riemann surface of genus h, endowed with a
metric g of total area A. The gravitational effective action, obtained after integrating
over the scalar field in the path integral, is given by
S(g) =
1
2
ln
(
µ−2A−1det′(µ−2∆)
)
. (2.21)
The factor A−1 makes up for the zero eigenvalue that is removed from the determinant
and is required by consistency with conformal invariance, see e.g. [7] and references
therein. The scale µ has been introduced for dimensional reason and can be viewed
as an arbitrary renormalization scale.
Sharp cutoff
Let us denote by 0 = λ0 < λ1 ≤ λ2 ≤ · · · the eigenvalues of the positive Laplacian
∆. The sharp cutoff version of the effective action (2.21) reads
SΛ(g) =
1
2
∑
r≥1
θ
(
Λ2 − λr
)
ln
(
µ−2λr
)− 1
2
ln
(
µ2A
)
=
1
2
N(Λ2)∑
r=1
ln
(
µ−2λr
)− 1
2
ln
(
µ2A
)
,
(2.22)
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where N(λ) is the number of eigenvalues that are less than or equal to λ. The
celebrated Weyl’s law governs the large λ asymptotics of N(λ),
N(λ) ∼
λ→∞
Aλ
4pi
, (2.23)
and this yields the leading divergence in (2.22),
SΛ ∼
Λ→∞
AΛ2
8pi
ln
Λ2
µ2
· (2.24)
However, the remainder term in Weyl’s law is an extremely complicated function. In
particular, it cannot have a smooth large λ asymptotic expansion, because N(λ) is
discontinuous for all the values λ = λr, the amplitude of the discontinuity being equal
to the degeneracy of the eigenvalue λr. A smooth asymptotic expansion can thus be
valid, at best, up to undetermined bounded terms O(1). Actually, the most general
result that one can prove is [11]
N(λ) =
Aλ
4pi
+O
(
λ1/2
)
, (2.25)
the bound being saturated for the round sphere. The O(λ1/2) term is highly oscillatory
and we have depicted the cases of the round sphere and a flat torus for illustration
in Fig. 3. A nice discussion of these issues can be found, for example, in [12]. The
consequence of these facts for the effective action SΛ is even more drastic. The
remainder term obtained by subtracting the leading divergence (2.24) is a wildly
oscillating function of the cutoff, the amplitude of the oscillations growing like Λ ln Λ.
Any attempt to average over these oscillations to extract a finite part would be a
very complicated and ambiguous procedure. We see, again, that the sharp cutoff
regularization is not appropriate.
This well-known conclusion is completely general. Unlike in infinite flat space,
where it appears to be quite natural and tractable, the sharp cutoff regularization
scheme is inconsistent in curved space, or even in flat space with non-trivial topology.
We will definitively abandon it from now on. Further discussion may be found in the
Ch. 5 of [13] and references therein.
Smooth cutoff
The smooth cutoff version of the effective action is given by
Sf,Λ(g) =
1
2
∑
r≥1
f
(
λr/Λ
2
)
ln
(
µ−2λr
)− 1
2
ln
(
µ2A
)
. (2.26)
Finding the large Λ asymptotic expansion of such a sum, for a general cutoff function
f , might naively seem intractable. Except in very special instances, like the round
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sphere, for which the eigenvalues are explicitly known, the Euler-MacLaurin formula
is useless. Trying to use the large r asymptotics for λr also fails, because the best we
can say is that, consistently with (2.25),
λr =
4pir
A
+O(
√
r) , (2.27)
for a very irregular remainder term O(
√
r), and this will fix only the leading quadratic
divergence.
Fortunately, the method that we have used in the previous subsection to evaluate
the much simpler sum (2.15) does not suffer from these caveats. Using (2.3) and
(2.16), we can rewrite (2.26) as
Sf,Λ(g) =
1
4ipi
∫ ∞
0
dαϕ(α)
∑
r≥1
∫ c+i∞
c−i∞
dsΓ(s)
Λ2s
αsλsr
ln
λr
µ2
− 1
2
ln
(
µ2A
)
. (2.28)
To go further, we need to know some basic properties of the spectral zeta function
ζ∆(s) =
∑
r≥1
1
λsr
(2.29)
associated with the Laplacian. From Weyl’s law (2.23), we see that the series on the
right-hand side of (2.29) converges for Re s > 1. It can be shown, along lines reviewed
in Sec. 3.2 and 4.2, that ζ∆ can be analytically continued to a meromorphic function
over the whole complex s-plane. It has a unique simple pole at s = 1 with residue
ress=1 ζ∆ =
A
4pi
· (2.30)
The derivative ζ ′∆ is thus also a meromorphic function, with a double pole at s = 1
and a series representation
ζ ′∆(s) = −
∑
r≥1
lnλr
λsr
(2.31)
which is valid for Re s > 1. From all these properties, we can deduce that the sum
and integral signs in (2.28) can be permuted if we choose c > 1, which yields
Sf,Λ(g) = − 1
4ipi
∫ ∞
0
dαϕ(α)
∫ c+i∞
c−i∞
dsΓ(s)
Λ2s
αs
(
ζ ′∆(s) + ζ∆(s) lnµ
2
)− 1
2
ln
(
µ2A
)
.
(2.32)
We then use the trick of closing the contour of integration on an infinite semi-rectangle
on the left to find the large Λ asymptotics. The diverging and finite pieces come from
the poles of the integrand on the positive real axis (including zero). There is a double
pole at s = 1 coming from ζ ′∆ as well as a simple pole from ζ∆ and a simple pole at
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s = 0 coming from Γ. Extracting the residues, using in particular Γ′(1) = −γ where
γ is the Euler’s constant, and taking into account the constraint (2.4), we finally get
Sf,Λ(g) =
AΛ2
8pi
∫ ∞
0
dα
ϕ(α)
α
(
−γ + ln Λ
2
µ2α
)
− 1
2
ζ ′∆(0)−
1
2
ζ∆(0) lnµ
2 − 1
2
ln
(
µ2A
)
+O
(
1/Λ2
)
. (2.33)
Equation (2.33) is perfectly consistent with the field theory lore. The cutoff-
dependent divergent piece in Sf,Λ is proportional to the area and can thus be canceled
by a cosmological constant counterterm. The finite piece is cutoff-independent and
is consistent, as hoped, with the zeta-function prescription (1.8) and (1.9) for the
determinant of the Laplacian. The dependence in the scale µ is also irrelevant, as
expected. Part of it comes from a term proportional to the area and can thus be
absorbed in the cosmological constant. The other part is proportional to ζ∆(0) + 1
which is itself proportional 1 − h because it can be shown (along lines explained in
Sec. 3.2) that
ζ∆(0) = −h+ 2
3
· (2.34)
It can thus be absorbed in the Einstein-Hilbert counterterm which, in two dimensions,
is topological and proportional to 1− h.
Side remarks
Dimensional analysis
Equation (2.33) is not manifestly consistent with dimensional analysis. The situ-
ation can be improved by using a dimensionless version of the zeta function,
ζ∆, µ(s) = µ
2sζ∆(s) , (2.35)
in terms of which
Sf,Λ(g) =
AΛ2
8pi
∫ ∞
0
dα
ϕ(α)
α
(
−γ+ln Λ
2
µ2α
)
−1
2
ζ ′∆, µ(0)−
1
2
ln
(
µ2A
)
+O
(
1/Λ2
)
. (2.36)
Using the dimensionless version of the zeta function is in some sense more natural,
but it is also unconventional and we shall keep using the standard µ-independent zeta
functions in the following.
ϕ versus f
Cutoff-dependent terms are more naturally expressed in terms of the Laplace
transform ϕ in our approach, but they can also be expressed in terms of the cutoff
function f . For example, by using the identity∫ ∞
0
dx f(x) lnx = −
∫ ∞
0
dα
ϕ(α)
α
(
γ + lnα
)
, (2.37)
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we can put (2.33) in the form
Sf,Λ(g) =
AΛ2
8pi
ln
Λ2
µ2
∫ ∞
0
dx f(x) +
AΛ2
8pi
∫ ∞
0
dx f(x) lnx
− 1
2
ζ ′∆(0)−
1
2
ζ∆(0) lnµ
2 − 1
2
ln
(
µ2A
)
+O
(
1/Λ2
)
. (2.38)
Such expressions may be of academic interest, but we shall not bother to come back
to f systematically.
The area dependence
It is interesting to realize that the field theory lore goes a long way in fixing the
area dependence of the effective action in two dimensions, without having to perform
any explicit calculation. To understand this point, let us choose the metric to be of
the form g = A
A0
g0, for some fixed g0 of area A0. The effective action can depend
on the renormalization scale µ, the cutoff Λ and the areas A0 and A. Using the fact
that the only available counterterms are the cosmological constant and the topological
Einstein-Hilbert terms, the most general formula consistent with dimensional analysis
is given by
SΛ,f = r1(Λ/µ)µ
2A+ (1− h)r2(Λ/µ) + Sfinite(µ2A) + o(1) . (2.39)
By locality of the counterterms, the dimensionless functions r1 and r2 cannot depend
on the metric and thus in particular on the area. As for the finite part Sfinite, it
cannot depend on the cutoff (of course, Sfinite depends on additional dimensionless
parameters, like the moduli of the Riemann surface). Since SΛ,f does not depend on
the arbitrary scale µ, the function Sfinite must be such that any variation of µ can be
balanced by a variation of the counterterms.1 It is straightforward to check that this
condition implies2
SΛ,f = c1Λ
2A+ (1− h)c2 ln Λ
2
µ2
+ c2(1− h) ln
(
µ2A
)
+ S
(0)
finite , (2.40)
where S
(0)
finite does not depend on the area A and c1 and c2 are metric-independent
constants. Thus the non-trivial area dependence of the effective action is simply
given by
c2(1− h) lnA (2.41)
1Let us note that we could identify A0 = µ
−2, in which case the µ-independence is a weak form
of background independence.
2Introduce the dimensionless variables x = Λ2/µ2 and y = µ2A. Then SΛ,f is of the form SΛ,f =
F (x)y+G(x) + Sfinite(y). The µ-independence yields −xyF ′(x) + yF (x)− xG′(x) + yS′finite(y) = 0.
Taking d/dy yields xF ′(x) − F (x) = (yS′finite(y))′ which must equal some constant c3. Integrating
the two equations gives F (x) = c1x− c3 and Sfinite(y) = c2 ln y + c3y + c4. Inserting this back into
the previous equation yields G(x) = c2 lnx+ c5, so that SΛ,f = c1xy + c2 lnx+ c2 ln y + c4 + c5.
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and is fixed up to a single number c2. In particular, on a torus, we deduce that there
is no non-trivial area dependence at all.
The result (2.36) is perfectly consistent with (2.40). Indeed, the area dependence
of the zeta function can be obtained easily by noting that the eigenvalues of the
Laplacians for the metrics g0 and g =
A
A0
g0 are related according to λr = λ0,r
A0
A
and
thus ζ∆(s) = (A/A0)
sζ∆0(s). Plugging this result into (2.36) and using (2.34) yields
(2.40) with
c2 = −1
6
· (2.42)
3 Free fields in curved spacetime revisited
Let us now extend the ideas of the previous Section to standard important applications
of the zeta function scheme in the context of free quantum fields in curved spacetime.
In each case we shall see that the general spectral cutoff regularization provides a
simple and physical justification of the zeta function prescription. Since we have
already explained in details the basic ideas, our style of presentation will be less
pedagogical and more succinct. We shall also briefly review some properties of the
heat kernel and the zeta functions, which will be useful in later Sections as well.
Of course, heat kernel and zeta function methods have been used long before in
many different ways in quantum field theory on curved spacetimes, see e.g. [3, 14, 15,
16, 17] and in particular the review [18], book [13] and references therein.
3.1 The model
We shall focus for concreteness on the well-studied scalar field on a d dimensional
Euclidean Riemannian manifold, with metric g, volume V (which may be infinite)
and action
S =
1
2
∫
ddx
√
g
(
gij∂iφ∂jφ+m
2φ2 + ξRφ2
)
=
1
2
∫
ddx
√
g φDφ ,
(3.1)
where the wave operator D was already defined in (1.4). The field equations reads
Dφ =
(
∆ +m2 + ξR
)
φ = 0 . (3.2)
The stress-energy tensor, defined by the variation of the action with respect to the
metric,
δS =
1
2
∫
ddx
√
g T ijδgij , (3.3)
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is given by
T ij =
(
1/2− 2ξ)∂kφ∂kφ gij − (1− 2ξ)∂iφ∂jφ+ 1
2
m2φ2 gij
+ ξ
[(1
2
Rgij −Rij
)
φ2 + 2φ∆φ gij + 2φ∇i∂jφ
]
. (3.4)
The associated trace
T = T ii =
(d− 2
2
− 2(d− 1)ξ
)
∂iφ∂
iφ+
d
2
m2φ2 +
d− 2
2
ξRφ2 + 2(d− 1)ξφ∆φ (3.5)
governs the variation of the action under the Weyl’s rescaling
δgij = 2gijδω . (3.6)
By using the field equation (3.2) we can recast the trace in the form
T =
(d− 2
2
− 2(d− 1)ξ
)(
∂iφ∂
iφ+ ξRφ2
)
+
(d
2
− 2(d− 1)ξ
)
m2φ2 . (3.7)
We see that the model is classically Weyl invariant if
ξ = ξd =
d− 2
4(d− 1) , m
2 = 0 . (3.8)
This can also be understood by noting that the classical action (3.1) is invariant
off-shell under the simultaneous transformations
δgij = 2gijδω , δφ = −d− 2
2
φδω (3.9)
of the metric and the field.
The model (3.1) is well-defined as long as all the eigenvalues of the operator D
are strictly positive. The case with zero modes, which occurs in particular for the
massless scalar field at ξ = 0, can also be treated by slightly modifying the formalism
presented below. In particular, in two dimensions, or in higher dimensions and finite
volume, the zero modes must be removed from the path integral.
3.2 Heat kernel and zeta functions
Let us assume that the volume V is finite for convenience (the required modifications
in infinite volume are trivial and thus will not be mentioned). The eigenvalues λr and
associated eigenvectors ψr of the operator D can then be labelled by a discrete index
r. Let ψr denote the eigenvector associated with the eigenvalue λr, normalized such
that ∫
ddx
√
g ψr(x)ψr′(x) = δrr′ . (3.10)
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We introduce the generalized kernel
K (t, s, x, y) =
∑
r≥0
e−λrt
λsr
ψr(x)ψr(y) , (3.11)
together with its coinciding points and integrated versions,
K (t, s, x) = K (t, s, x, x) , (3.12)
K (t, s) =
∫
ddx
√
gK (t, s, x) =
∑
r≥0
e−λrt
λsr
· (3.13)
Usual heat kernels and zeta functions are given by
K(t, x, y) = K (t, 0, x, y) , K(t, x) = K (t, 0, x) , K(t) = K (t, 0) , (3.14)
ζ(s, x, y) = K (0, s, x, y) , ζ(s, x) = K (0, s, x) , ζ(s) = K (0, s) . (3.15)
Relations between these quantities can be found by using
1
λs
=
1
Γ(s)
∫ ∞
0
dt ts−1e−λt (3.16)
or (2.16). For example,
ζ(s, x, y) =
1
Γ(s)
∫ ∞
0
dt ts−1K(t, x, y) , (3.17)
K (t, s, x, y) =
1
2ipi
∫ c+i∞
c−i∞
ds′ Γ(s′)t−s
′
ζ(s+ s′, x, y) . (3.18)
From Weyl’s law, we can deduce that the series representation of the zeta function
converges when the real part of its argument is strictly greater than d/2. If we choose
c > d/2− Re s, (3.18) is then valid for any x and y, including at x = y.
The heat kernel K(t, x, y) is a well-known standard tool in quantum field theory
on curved manifolds [14, 16, 18]. It has a very useful small t asymptotic expansion of
the form
K(t, x, y) =
e−`(x,y)
2/(4t)
(4pit)d/2
( n∑
k=0
ak(x, y)t
k +O
(
tn+1
))
. (3.19)
We have denoted by `(x, y) the geodesic distance between x and y and the coefficient
functions ak(x, y) are bilocal scalars having a smooth expansion around x = y. In
particular,
K(t, x) =
1
(4pit)d/2
( n∑
k=0
ak(x)t
k +O
(
tn+1
))
, (3.20)
where the ak(x) = ak(x, x) are local scalar polynomials in the curvature. The overall
normalization in (3.19) and (3.20) has been chosen such that a0(x) = 1. Explicit
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formulas for the other coefficients are given in the Appendix A.2, see e.g. (A.49),
(A.50) and (A.51).
The expansions (3.19) and (3.20) can be used to derive the analytic structure
of the zeta functions (see Section 4.2 for more details). The function ζ(s, x, y) is
holomorphic over the whole complex s-plane if x 6= y. As for ζ(s, x), it can pick poles
from the small t region in the integral representation (3.17). If d is even, we find
simple poles at s = d/2− k for 0 ≤ k ≤ d/2− 1, with
ress= d
2
−k ζ(s, x) =
ak(x)
(4pi)d/2Γ(d/2− k) , 0 ≤ k ≤ d/2− 1 . (3.21)
Moreover, the would-be poles at zero or negative integer values of s are canceled by
the poles of the Γ function and we find
ζ(−k, x) = (−1)kk!ad/2+k(x)
(4pi)d/2
, k ≥ 0 , d even. (3.22)
If d is odd, there are simples poles at s = d/2 − k for all k ≥ 0, with residues given
by the same formula as in (3.21). The pole structure of the Γ function also yields in
this case
ζ(−k, x) = 0 , k ≥ 0 , d odd. (3.23)
It is interesting to note that the heat kernel expansion (3.20) can be derived from
the analytic structure of the zeta function that we have just described, by using (3.18).
The reasoning is exactly the same as the one that we have used in Section 2. The
small t asymptotic expansion of the integral (3.18), for x = y, can be found by closing
the contour on the semi-infinite rectangle on the left, as in Fig. 1. Summing up the
residues to the desired order, we find back (3.20).
3.3 The gravitational effective action
The gravitational effective action is formally given by the one-loop formula
S(g) =
1
2
ln detD (3.24)
and is rigorously defined in terms of an arbitrary smooth cutoff function f and renor-
malization scale µ by
Sf,Λ(g) =
1
2
∑
r≥0
f
(
λr/Λ
2
)
ln
(
µ−2λr
)
. (3.25)
A small comment on this prescription should be made at this stage. Instead of using
the regularizing factor f(λr/Λ
2), we could also use f((λr + σ)/Λ
2) for any finite
parameter σ with the dimension of a mass squared. Such a choice may be natural, for
22
example, in the massive theory at ξ = 0, where one may want to insert f(δr/Λ
2), where
the δr are the eigenvalues of the Laplacian, instead of f(λr/Λ
2) = f((δr + m
2)/Λ2).
Our formalism can be straightforwardly adapted to deal with all these cases but, of
course, the difference between these prescriptions is immaterial. They are simply
related to one another by finite shifts of the infinite local counterterms one must add
to the microscopic action.
To obtain the large Λ asymptotic expansion of the sum (3.25), we proceed along
the lines explained in Section 2. The formula generalizing (2.32), which does not
contain a term similar to lnA because we do not have a zero mode in the present
case, reads
Sf,Λ(g) = − 1
4ipi
∫ ∞
0
dαϕ(α)
∫ c+i∞
c−i∞
dsΓ(s)
Λ2s
αs
(
ζ ′(s) + ζ(s) lnµ2
)
. (3.26)
The constant c must be such that the series representation of the zeta function con-
verges, that is c > d/2. Closing the contour of integration on the semi-infinite rect-
angle on the left, we pick all the simple and double poles of the integrand. However,
the poles at Re s < 0 yield vanishing contributions when Λ → ∞. Using the results
reviewed in the previous subsection, in particular (3.21), we obtain
Sf,Λ(g) =
1
2(4pi)d/2
b d−1
2
c∑
k=0
akΛ
d−2k
∫ ∞
0
dα
ϕ(α)
αd/2−k
(
ln
Λ2
µ2α
+ Ψ(d/2− k)
)
− 1
2
ζ ′(0)− 1
2
ζ(0) lnµ2 + o(1) , (3.27)
where Ψ = Γ′/Γ and the coefficients
ak =
∫
ddx
√
g ak(x) (3.28)
are the integrated versions of the coefficients that appear in the expansion (3.20). In
particular, a0 = V and ζ(0) = ad/2/(4pi)
d/2 or zero depending on whether d is even or
odd.
The formula (3.27) is in perfect agreement with the renormalization group ideas
and provides a full justification of the zeta function prescription for the finite part of
the determinant in (1.8). As expected, this prescription amounts to subtracting infi-
nite but local counterterms from the action, which are proportional to the coefficients
ak in (3.27). Moreover, both the cutoff function and the arbitrary renormalization
scale µ appear only in these local counterterm and are thus absorbed in the associated
renormalized couplings when the cutoff is sent to infinity.
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Side remark
There exists a commonly used heuristic cutoff procedure at one-loop based on the
“identity”
lnλ = −
∫ ∞
1
Λ2
dt
e−λt
t
(3.29)
which is “justified” by taking the derivative of both sides with respect to λ. This
procedure is equivalent to the definition
SΛ(g) = −1
2
∫ ∞
1
Λ2
dt
K(t)
t
(3.30)
for the regularized gravitational effective action. The divergent piece comes from the
small t region in the integral (3.30) and can thus be derived straightforwardly from
the expansion (3.20). To get the finite piece as well, the simplest method is to use
(3.18) in (3.30) and to evaluate the large Λ asymptotics by closing the contour as
usual. This yields
SΛ(g) = − 1
(4pi)d/2
b d−1
2
c∑
k=0
akΛ
d−2k
d− 2k −
1
2
(
ln Λ2 − γ)ζ(0)− 1
2
ζ ′(0) + o(1) . (3.31)
This result is consistent and, if not for its rather dubious starting point (3.29), could
also be seen as a justification of the zeta function prescription. Let us note that,
interestingly, it is not a special case of the general cutoff scheme, since (3.31) is not a
special case of (3.27). Of course, the main drawback of this simple heuristic approach
is the lack of a natural higher loop generalization.
3.4 The Green function at coinciding points
The Green function G(x, y) of the wave operator D is defined by the condition
DxG(x, y) =
(
∆x +m
2 + ξR(x)
)
G(x, y) =
δ(x− y)√
g
· (3.32)
It can be expressed in terms of the eigenfunctions and eigenvalues of the wave operator
as
G(x, y) =
∑
r≥0
ψr(x)ψr(y)
λr
= ζ(1, x, y) . (3.33)
The simplest divergences in perturbation theory come from the self-contractions of
the scalar field, which yield infinite contributions G(x, x). Making sense of these
contributions is crucial, in particular, to construct the quantum stress-energy tensor
from the formula (3.4) which involves composite operators.
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In flat space, the self-contractions can be suppressed by the normal ordering pre-
scription, which amounts to setting G(x, x) = 0. This is consistent because it can
be shown to be equivalent to the subtraction of local counterterms. However, this
simple prescription does not work in curved space because it would violate the repa-
rameterization invariance. “Normal ordering” in curved space amounts to replacing
the ill-defined G(x, x) by a non-vanishing renormalized version called the Green’s
function at coinciding points.
This Green function has been defined in several ways in the literature. The most
common approach is to subtract the divergences of G(x, y) when x → y to get a
renormalized GR. For example, for the two-dimensional scalar field, we can define
GR(x) = lim
y→x
[
G(x, y) +
1
2pi
ln
(
µ`(x, y)
)]
, (3.34)
where `(x, y) is the geodesic distance and µ is an arbitrary renormalization scale.
Another approach is to use the zeta function. Equations (3.33) suggests to identify
the renormalized version of G with ζ(s = 1, x). This makes perfect sense in odd
dimension, because ζ(s, x) is holomorphic in the vicinity of s = 1, but in even dimen-
sion we have to subtract the pole. This leads the the following ansatz for the Green’s
function at coinciding points in the zeta function scheme,
Gζ(x) =
{
ζ(1, x) if d is odd,
lims→1
(
µ2s−2ζ(s, x)− ad/2−1(x)
(4pi)d/2
1
s−1
)
if d is even.
(3.35)
Of course, as usual with the zeta function method, this definition is an abstract
mathematical trick. It is not obvious why it works or how it is related to the point-
splitting method.
A more physical approach is to use our general cutoff scheme. The regularized
Green’s function is then given by
Gf,Λ(x, y) =
∑
r≥0
f
(
λr/Λ
2
)ψr(x)ψr(y)
λr
· (3.36)
When x 6= y, Gf,Λ(x, y) has a finite large cutoff limit given by G(x, y). When x = y,
on the other hand, the large Λ asymptotics can be found as usual by using the integral
representation (3.18) for K
(
α/Λ2, 1, x
)
,
Gf,Λ(x) =
∫ ∞
0
dαϕ(α)K
(
α/Λ2, 1, x
)
(3.37)
=
1
2ipi
∫ ∞
0
dαϕ(α)
∫ c+i∞
c−i∞
dsΓ(s)
Λ2s
αs
ζ(s+ 1, x) , (3.38)
which is here valid for any c > d/2 − 1, and then closing the contour of integration
of the infinite semi-rectangle on the left. Using (3.35), and taking into account that
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the integrand has a double pole at s = 0 when d is even, we obtain
Gf,Λ(x) =
Λ→∞
1
(4pi)d/2
∑
k≥0
k 6=d/2−1
ak(x)
Λd−2k−2
d/2− k − 1
∫ ∞
0
dα
ϕ(α)
αd/2−k−1
+
1
(4pi)d/2
ad/2−1(x)
∫ ∞
0
dαϕ(α)
(
ln
Λ2
µ2α
− γ
)
+Gζ(x) if d is even, (3.39)
Gf,Λ(x) =
Λ→∞
1
(4pi)d/2
∑
k≥0
ak(x)
Λd−2k−2
d/2− k − 1
∫ ∞
0
dα
ϕ(α)
αd/2−k−1
+Gζ(x) if d is odd. (3.40)
These results provide a neat justification of the zeta function prescription (3.35), since
(3.39) and (3.40) imply that replacing the bare self-contraction Gf,Λ by Gζ indeed
amounts to subtracting local counterterms in the action.
Remark
One can make the link between Gζ(x) and the point-splitting method as follows.
The integral representation (3.17) shows that singularities in ζ(s, x, y) must be related
to the small t behavior (3.19) of K(t, x, y). In particular, the function
ζR(s, x, y) = ζ(s, x, y)− 1
Γ(s)
∫ 1/µ2
0
dt
(4pi)d/2
∑
0≤k≤d/2−1
ak(x, y)t
s+k−d/2−1e−`(x,y)
2/(4t) ,
(3.41)
which is defined using (3.19) by subtracting all the terms that can yield a singular
behavior around s = 1, must be completely smooth in the vicinity of s = 1, for any
scale µ. In particular,
lim
s→1
lim
y→x
ζR(s, x, y) = lim
y→x
lim
s→1
ζR(s, x, y) . (3.42)
The limits on both sides of this identity can be straightforwardly evaluated. From
(3.35), the left-hand side is directly related to Gζ . The limits on the right-hand side
can be worked out by noting that the integrals over t can be expressed in terms of
the exponential integral functions or the incomplete Γ functions, defined by
E−n(z) =
∫ ∞
1
duune−zu = z−n−1Γ(n+ 1, z) (3.43)
and evaluated at z = µ2`(x, y)2/4, for various values of n ≥ −1. When y → x, one
then needs the asymptotics expansions
E1(z) = −γ − ln z +O(z) , E−n(z) = Γ(n+ 1)
zn+1
− 1
n+ 1
+O(z) if n > −1. (3.44)
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Overall, we obtain
Gζ(x) = lim
y→x
[
G(x, y)− 1
(4pi)d/2
d/2−2∑
k=0
2d−2k−2Γ(d/2− k − 1) ak(x, y)
`(x, y)d−2k−2
+
1
(4pi)d/2
ad/2−1(x)
(
ln
µ2`(x, y)2
4
+ 2γ
)]
if d is even,
(3.45)
Gζ(x) = lim
y→x
[
G(x, y)− 1
(4pi)d/2
(d−3)/2∑
k=0
2d−2k−2Γ(d/2− k − 1) ak(x, y)
`(x, y)d−2k−2
]
if d is odd.
(3.46)
3.5 The conformal anomaly
Generalities
In the present subsection, we assume that the conditions (3.8) are met. The model
is then classically Weyl invariant. However, the definition of the quantum theory
requires to introduce a regulator which always breaks the Weyl symmetry. This is
clear in our general cutoff scheme, which depends on an explicit scale Λ. When the
cutoff is removed, the symmetry violation may persist, in which case the original
symmetry of the classical theory is anomalous, meaning that it is altogether absent
in the quantum theory.
The quantum stress-energy tensor is defined by varying the gravitational effective
action (3.24) with respect to the metric via a formula like (3.3). If the variation of the
metric is a Weyl transformation (3.6), we get the anomalous quantum trace Ad(x) as
δωS =
∫
ddx
√
gAd(x)δω . (3.47)
The anomaly is constrained by general consistency conditions. First, being a con-
sequence of the introduction of a symmetry-violating reparameterization invariant
regulator, it must be a local scalar functional. Its dimension is fixed to be d by the
formula (3.47). Second, since it is obtained from the Weyl variation of the quantum
effective action, it must satisfy the Wess-Zumino consistency conditions
δAd(x)
δω(y)
=
δAd(y)
δω(x)
=
δ2S
δω(x)δω(y)
· (3.48)
Third, since the quantum theory is defined modulo the addition of local renormal-
izable counterterms to the action, the anomaly itself is defined modulo the Weyl
variation of the effect of such terms on the effective action. The above conditions
27
restrict significantly the possible form of the anomaly [19]. For example, in four
dimensions, the anomaly is fixed in terms of two dimensionless constants a and c,
A4(x) ≡ 1
5760pi2
(
aE4(x)− cW4(x)
)
(3.49)
where
W4 = C
ijklCijkl = R
ijklRijkl − 2RijRij + 1
3
R2 (3.50)
is the square of the Weyl tensor and
E4 = R
ijklRijkl − 4RijRij +R2 (3.51)
is proportional to the Euler density. The symbol ≡ in (3.49) means “equal up to the
variation of local renormalizable counterterms.”
Standard computation
In our case, the computation of the anomaly, in any dimension, can be made as
follows. The variation of the wave operator D for the parameters (3.8) under a Weyl
rescaling (3.6) is found to be
δωD = −2δωD − (d− 2)gij∂iδω∂j + 1
2
(d− 2)∆δω . (3.52)
The standard quantum mechanical perturbation theory then yields the associated
variations of the eigenvalues of D. We get
δωλr =
∫
ddx
√
g ψr(x)δωDψr(x) = −2λr
∫
ddx
√
g ψ2rδω , (3.53)
where the second equality is obtained by performing an integration by part. We can
then use this formula to compute directly the variation of the gravitational effective
action (3.25). The large Λ asymptotic expansion of this variation is then obtained by
repeating the same steps that yield the asymptotic expansion (3.27).
Even more conveniently, we can compute the variation of the effective action by
starting directly from (3.27). The variation of the diverging pieces may be computed
by using the identity
δωak = (d− 2k)
∫
ddx
√
g ak(x)δω , (3.54)
which is itself obtained by looking at the small t asymptotics of the Weyl variation
of the heat kernel K(t). By construction, all these scheme-dependent terms do not
contribute to the anomaly which is defined modulo the addition of the variation of
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local counterterms. We thus get the usual zeta function formula for the conformal
anomaly,
Ad(x) ≡ −1
2
δζ ′(0)
δω(x)
· (3.55)
By plugging (3.53) into the series representation of the zeta function, we obtain
δωζ
′(0) = 2
∫
ddx
√
g ζ(0, x)δω (3.56)
and using (3.22) and (3.23) we finally get
Ad(x) ≡
{
−ad/2(x)
(4pi)d/2
if d is even,
0 if d is odd.
(3.57)
For example, in dimension four,
a2(x) =
1
180
(
RijklRijkl −RijRij −∆R
)
. (3.58)
The term proportional to ∆R is generated by the Weyl variation of the local functional∫
ddx
√
g R2 and can thus be eliminated from the anomaly. The result (3.57) is thus
consistent with the general form (3.49), with a = 1 and c = 3, which are the well-
known values for a scalar field.
The Fujikawa method
One-loop anomalies can also be understood as coming from the Jacobian of the trans-
formation in the path integral measure. This measure is the volume form for the
metric
‖δφ‖2 =
∫
ddx
√
g (δφ)2 (3.59)
in field space and a non-trivial Jacobian is generated because (3.59) is not invariant
under Weyl transformations.
If we perform the transformations (3.9) on both the metric and the field φ, then
the classical action is invariant and the variation of the effective action can be entirely
accounted for by the Jacobian. Regularizing according to our general prescription,
we get
δωS = − ln J =
(
−d
2
+
d− 2
2
)∫
ddx
√
g
∑
r≥0
f
(
λr/Λ
2
)
ψ2rδω , (3.60)
where the factor −d/2 comes from the variation of the metric and the factor (d−2)/2
from the variation of the scalar field. The large cutoff asymptotics can then be
straightforwardly evaluated from (2.3) and the asymptotic expansion of the heat
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kernel. Up to terms which, according to (3.54), can be absorbed in local counterterms,
we find (3.57) again.
It is also instructive to make the reasoning by performing the Weyl transformation
(3.6) on the metric only. According to (3.5), the variation of the classical action is
then given by
d− 2
2
∫
ddx
√
g φDφ δω (3.61)
whereas the Jacobian yields the term
− d
2
∫
ddx
√
g
∑
r≥0
f
(
λr/Λ
2
)
ψ2rδω . (3.62)
Overall, the anomaly is thus given by
A (x) ≡ −d
2
∑
r≥0
f
(
λr/Λ
2
)
ψ2r(x) +
d− 2
2
〈
φ(x)Dφ(x)
〉
. (3.63)
Classically, Dφ = 0, but quantum mechanically the expectation value in (3.63) in-
volves a self-contraction which produces an additional anomalous term. According to
(3.36), the regularized self-contraction is given by〈
φ(x)Dφ(x)
〉
= lim
y→x
DyGf,Λ(x, y) =
∑
r≥0
f
(
λr/Λ
2
)
ψ2r(x) (3.64)
which, inserted in (3.63), yields again the correct anomaly (3.57).
4 The multiloop formalism
We now consider multi-loop Feynman diagrams. Typical representatives are depicted
in Fig. 4. We shall deal explicitly with vacuum diagrams for a scalar field in d
dimensions and wave operator D given by (1.4), but the generalization of the basic
ideas to arbitrary correlation functions (which actually enter as subdiagrams of the
vacuum diagrams) and more general field content are straightforward.
4.1 Definitions
Let us start with a few useful definitions. To simplify the notation, we denote the
integration measure over spacetime by
dν(x) = ddx
√
g(x) . (4.1)
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Figure 4: Typical vacuum Feynman diagrams at two, three and four loops.
Ordinary n-uplet are noted as ~a = (a1, . . . , an) whereas unordered n-uplet are noted
as a = {a1, . . . , an}. We define
a =
n∑
i=1
ai (4.2)
and a > 0 if ai ≥ 0 for all i and a > 0.
Let D be an arbitrary connected vacuum Feynman diagram. We shall always
denote by n and v the total number of internal lines and vertices, respectively. The
ith internal line connects the spacetime points xi and yi. The full set of points xi and
yi are denoted collectively by zI , 1 ≤ I ≤ 2n. To each vertex V we associate a set of
indices IV corresponding to the spacetime points that are glued at V and a privileged
index IV which can be chosen arbitrarily amongst the elements of IV. The integration
measure of the diagram is then defined to be
dΩD(z) =
2n∏
J=1
dν(zJ)
∏
V
∏
I∈IV\{IV}
δ(zI − zIV)√
g(zIV)
· (4.3)
After taking into account the constraints from the delta functions, we have v inde-
pendent integration variables zIV = zV.
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Barnes spectral zeta functions
First we introduce generalized spectral zeta functions a` la Barnes, associated to the
wave operator D with eigenvalues λr > 0 and eigenfunctions ψr,
ζn(s, ~α; ~x, ~y) =
Γ(s+ n− 1)
Γ(s)
∑
r1,...,rn≥0
∏n
i=1 ψri(xi)ψri(yi)(∑n
k=1 αkλrk
)s+n−1 , (4.4)
where the Feynman parameters ~α = (α1, . . . , αn) are such that α > 0. For n = 1,
ζ1(s, α;x, y) = α
−sζ(s, x, y) (4.5)
is directly related to the standard zeta function introduced in Section 3.2.
The zeta function ζD associated with the diagram D is then defined by
ζD(s, α) =
∫
dΩD(~x, ~y) ζn(s, ~α; ~x, ~y) . (4.6)
It has the series representation
ζD(s, α) =
Γ(s+ n− 1)
Γ(s)
∑
r1,...,rn≥0
CD{r1,...,rn}(∑n
k=1 αkλrk
)s+n−1 , (4.7)
in terms of the coefficients
CD{r1,...,rn} =
∫
dΩD(~x, ~y)
n∏
i=1
ψri(xi)ψri(yi) . (4.8)
Since by Weyl’s law λr ∼ rd/2, the series (4.4) and (4.7) always converge for large
enough Re s; the precise radius of convergence will be determined below. ζn and ζD
are then defined for all values of s by analytic continuation. Let us finally mention
the simple scaling relation
ζD(s, wα) = w
1−n−sζD(s, α) , w > 0 . (4.9)
Examples
The zeta function associated with the one-loop diagram iis directly related to
the usual spectral zeta function
ζ e(s, α) = ∫ dν(x)ζ1(s;x, x) = α−sζ(s) . (4.10)
For the two-loop diagrams iiand iwe get
ζ ee(s, {α1, α2}) = ∫ dν(x) ζ2(s, α1, α2;x, x, x, x) , (4.11)
ζ e(s, {α1, α2, α3}) = ∫ dν(x)dν(y) ζ3(s, α1, α2, α3;x, x, x, y, y, y) (4.12)
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and for, e.g., the complicated diagram in the upper right corner of Fig. 4,∫
dν(w)dν(x)dν(y)dν(z) ζ7(s, ~α;w,w,w,w, x, y, x, z, z, x, y, z, z, y) . (4.13)
The Z-functions
The Z-function of the connected Feynman diagram D is defined for α > 0 by the
series
ZD(s, α) =
1
s
∑
r1,...,rn≥0
CD{r1,...,rn}
λr1 · · ·λrn
(∑n
k=1 αkλrk
)s · (4.14)
Again, Weyl’s law implies that this series always converges for large enough Re s and
thus defines ZD for all values of s by analytic continuation. The Z function satisfies
the simple scaling relation
ZD(s, wα) = w
−sZD(s, α) , w > 0 . (4.15)
The zeta function can be easily found from the Z function by using the identity
∂nZD(s, α)
∂α1 · · · ∂αn = (−1)
nζD(s+ 1, α) , (4.16)
which is obvious from the series representations (4.14) and (4.7). Conversely, ZD can
be expressed in terms of ζD by integrating (4.16), fixing the integration constants by
using the fact that, for large enough Re s, the partial derivatives of ZD go to zero
when some of the αi go to infinity. This yields the interesting relation
ZD(s, α) =
∫
α′>α
dα′ ζD(s+ 1, α′) , (4.17)
where the condition α′ > α means that we integrate each α′i from αi to infinity.
Example
The simplest Z function is associated with the one-loop diagram i. In this case,
the series representation (4.14) immediately yields
Z e(s, α) = α
s
ζ e(s+ 1, α) = α−s
s
ζ(s+ 1) · (4.18)
Using (4.10), we can check that this result is consistent with (4.17). Let us note that
Z ehas a multiple pole, unlike the zeta function. As discussed in Section 4.2, this is
a generic feature of the Z functions.
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Generalized heat kernels
Finding relations between the zeta and Z functions and generalized heat kernels
proves to be extremely useful, both for understanding the analytic structure of the
functions and for practical calculations. We define two versions of generalized heat
kernels associated with a Feynman diagram D ,
kD(t) =
∑
r1,...,rn≥0
CD{r1,...,rn}e
−∑ni=1 λri ti , (4.19)
KD(t) =
∑
r1,...,rn≥0
CD{r1,...,rn}
e−
∑n
i=1 λri ti
λr1 · · ·λrn
, (4.20)
where as usual n is the number of internal lines in D and t > 0. These two versions
correspond naturally to the Barnes zeta function ζD and the ZD function respectively.
At one loop, k e(t) = K(t) is the usual heat kernel and K e(t) = K (t, 1), see (3.13).
Even more generally, we may define
KD(t, s) =
∑
r1,...,rn≥0
CD{r1,...,rn}
e−
∑n
i=1 λri ti
λs1r1 · · ·λsnrn
, (4.21)
the kernels (4.19) and (4.20) being simple special cases. All these kernels are directly
related to the more standard kernels defined in Section 3.2 via integral formulas, e.g.
KD(t, s) =
∫
dΩD(~x, ~y)
n∏
i=1
K (ti, si, xi, yi) . (4.22)
Using (3.16), we can relate the heat kernels to the zeta and Z functions,
ζD(s, α) =
1
Γ(s)
∫ ∞
0
dt ts+n−2kD(αt) , (4.23)
ZD(s, α) =
1
Γ(s+ 1)
∫ ∞
0
dt ts−1KD(αt) . (4.24)
Conversely, the inverse Mellin transforms derived by using (2.16) reads
kD(αt) =
1
2ipi
∫ c+i∞
c−i∞
dsΓ(s− n+ 1)t−sζD(s− n+ 1, α) , (4.25)
KD(αt) =
1
2ipi
∫ c+i∞
c−i∞
dsΓ(s)s t−sZD(s, α) . (4.26)
The constant c must be chosen is each case in such a way that the series representa-
tions (4.7) and (4.14) of the zeta and Z functions in the integrand converge.
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The kernels kD and KD are related to each other via formulas that mimic the
relations (4.16) and (4.17) between the zeta and Z functions,
∂nKD(t)
∂t1 · · · ∂tn = (−1)
nkD(t) , (4.27)
KD(t) =
∫
t′>t
dt′ kD(t′) . (4.28)
These fundamental identities may be derived from the series representations (4.19)
and (4.20) or directly from (4.16) and (4.17) by using (4.23) and (4.24). The integral in
(4.28) is traditionally interpreted as an integral over the moduli space of the Feynman
diagram D . The exponential factor in (3.19) shows that the parameter
√
t′i can be
associated with the spacetime length of the ith internal line in the diagram. The
parameters t in KD , which bound from below the integral over t
′, play the roˆle of
regulators. Of course, a similar interpretation could also be given to (4.17).
4.2 Analyticity properties
The analyticity properties of the functions ζD and ZD defined in the previous Section
can be most easily derived from the integral representations (4.23) and (4.24). Since
the heat kernels are well-behaved at large t, the only possible singularities in ζD or
ZD must come from the small t region in the integrals and are thus determined by the
small t asymptotic expansions of kD(αt) and KD(αt). As we now explain, this implies
that ζD and ZD have a simple analytic structure. They are meromorphic functions
on the complex s-plane, with poles located on the real s-axis.
The asymptotic expansion of kD(αt)
To compute the small t asymptotic expansion of the kernel kD(αt), α > 0 and t > 0,
we can proceed as follows. We start from the integral representation
kD(αt) =
∫
dΩD(~x, ~y)
n∏
i=1
K(αit, xi, yi) , (4.29)
which is the special case of (4.22) relevant for our purposes. This formula shows that
the expansion we seek can be derived from the expansion (3.19) of the standard heat
kernel. When t is small, the exponential damping factor in (3.19) implies that the
points xi and yi must be very close for all i. In the case of a connected diagram, this
implies that all the spacetime points corresponding to the independent integration
variables in (4.29) must also be very close to each other. These spacetime points are
associated with the vertices V of the diagram and are denoted by zV. If we pick any
particular vertex, say V0, and write
zV = zV0 +
√
t uV (4.30)
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for all the other vertices V 6= V0, we can then expand all the coefficients ak and
geodesic distances ` that enter into (4.29) in powers of the uVs. This calculation can
be done efficiently by using, for example, Riemann normal coordinates around zV0 .
The factor
√
t has been inserted in (4.30) in order to remove the t-dependence in the
Gaussian weight coming from the geodesic distances in the exponentials. We then
finish the calculation by performing the corresponding Gaussian integrals over the
uV, V 6= V0.
What is the general form of the expansion so obtained? We always get a factor
of t−nd/2, which comes from the t−d/2 factor in each of the n kernels in (4.29). The
change of variables (4.30) also produces a factor t(v−1)d/2, if v is the total number of
vertices in the diagram. Overall, we thus get a leading t−(n−v+1)d/2 = t−Ld/2 factor,
where
L = n− v + 1 (4.31)
is the number of loops in the diagram. The corrections to this leading factor come
from the expansion in powers of the uV via (4.30). Odd powers of
√
t come with an
odd number of uV variables and thus vanish after performing the Gaussian integrals.
Finally, we thus get
kD(αt) =
1
(4pit)Ld/2
( p∑
k=0
aDk (α)t
k +O
(
tp+1
))
. (4.32)
Each aDk (α) is a reparameterization invariant spacetime integral (corresponding to
the integral over the “privileged” vertex coordinate zV0 in our derivation) of a local
scalar polynomial of the components of the curvature tensor, which appear from the
expansions around zV0 of the geodesic distances and the coefficients ak(x, y) in (3.19).
Moreover, the coefficients aDk depend on α through simple rational functions (when d
is even) or square roots of rational functions (when d is odd). They also satisfy
aDk (wα) = w
k−Ld/2aDk (α) , w > 0 , (4.33)
a scaling law that follows from the invariance of kD(αt) under α → wα, t → t/w.
Explicit examples of expansions (4.32) will be given below, in particular in Section 5.
The analytic structure of ζD
The analyticity properties of ζD follow from a standard argument, using the integral
representation (4.23) and the expansion (4.32). We write
ζD(s, α) =
1
Γ(s)
∫ 
0
dt ts+n−2kD(αt) +
1
Γ(s)
∫ ∞

dt ts+n−2kD(αt) , (4.34)
where  > 0 is arbitrary. The second term on the right-hand side of (4.34) is non-
singular and defines an entire function of s. The first term, on the other hand,
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can have singularities due to the small t region of the integral. Using (4.32), we
immediately find that ζD is meromorphic, with simple poles on the real s-axis.
Explicitly, if
SDivD = Ld− 2n (4.35)
is the superficial degree of divergence of the diagram D , we find the following:
— If SDivD is even, which occurs if d is even, or if d is odd and L is even, ζD has
simple poles at s = 1
2
SDivD + 1− k for 0 ≤ k ≤ 12SDivD , with residues
ress= 1
2
SDivD+1−k ζD(s, α) =
aDk (α)
(4pi)Ld/2Γ(1
2
SDivD + 1− k)
, 0 ≤ k ≤ 1
2
SDivD . (4.36)
Moreover, the would-be poles at negative integer values of s and at s = 0 are canceled
by the poles of the Γ function and we find
ζD(−k, α) = (−1)kk!
aD1
2
SDivD+1+k
(α)
(4pi)Ld/2
, k ≥ 0 , SDivD even. (4.37)
— If SDivD is odd, which occurs if both d and L are odd, there are simple poles at
s = 1
2
SDivD +1−k for all k ≥ 0, with residues given by the same formula as in (4.36).
The pole structure of the Γ function also yields in this case
ζD(−k, α) = 0 , k ≥ 0 , SDivD odd. (4.38)
In all cases, there is no pole for Re s > 1
2
SDivD + 1, showing that the series represen-
tation (4.7) must converge in this domain.
These results are simple generalizations of the well-known properties of the stan-
dard spectral zeta function mentioned in (3.2). The zeta functions ζD are, in this
sense, the simplest and most natural higher loop generalizations that one can con-
sider. They capture, through their pole structure, interesting information associated
with the diagram D , including the superficial diverging properties. However, this
information is only partial beyond one loop. The full information is coded in the Z
functions, or in the associated heat kernels, to which we now turn.
The asymptotic expansion of KD(αt)
Basic properties
It is tempting to try to use (4.28),
KD(αt) =
∫
t′>αt
dt′ kD(t′) , (4.39)
to derive the small t asymptotic expansion of KD from the small t asymptotic expan-
sion of kD . However, only partial results can be obtained in this way. Indeed, the
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integration over t′ is unbounded from above and thus it is not correct, even at small
t, to replace the integrand in (4.39) by the expansion (4.32).
The essence of the problem is already captured by the one-loop diagram. In this
case, k ecoincides with the standard heat kernel K and we can write (4.39) as
K e(αt) = ∫ 
αt
dt′K(t′) +
∫ ∞

dt′K(t′) , (4.40)
for an arbitrary αt-independent constant  > αt. When t is small,  can also be
chosen to be small and thus we can use the integrated version of (3.20) in the first
term on the right-hand side of (4.40). As for the second term, it cannot be computed
explicitly in this way, but it is independent of αt. Assuming, for concreteness, that d
is even (we let the very similar case of d odd to the reader), we get
K e(αt) = 1
(4pi)d/2
∑
0≤k≤p+ d
2
−1
k 6= d
2
−1
ak
d
2
− k − 1(αt)
k− d
2
+1 −
a d
2
−1
(4pi)d/2
ln(αt) + C +O
(
tp+1
)
,
(4.41)
for some αt-independent constant C. The asymptotic expansion of K e is thus deter-
mined, to all orders, in terms of the similar expansion of k e= K, except for the term
of order O(1). The constant C in (4.41) can actually be expressed in terms of the
integrated Green’s function at coinciding points defined in (3.35),
C = −(lnµ2 + γ) a d2−1
(4pi)d/2
+
∫
dν(x)Gζ(x) . (4.42)
This formula can be derived by starting from (4.18) and (4.26) and computing the
small t asymptotics by closing the contour on the semi-infinite rectangle on the left,
as usual.3
The hatted heat kernel
To make a more general analysis, we start from the formula (4.28) which, together
with (4.29), yields the integral representation
KD(t) =
∫
dΩD(~x, ~y)
n∏
i=1
K̂(ti, xi, yi) , (4.43)
where the hatted heat kernel function K̂ is defined by
K̂(t, x, y) =
∫ ∞
t
dt′K(t′, x, y) = K (t, 1, x, y) . (4.44)
3Note that the lnµ2 in C originates from the µ2s−2 that we have chosen to include in the definition
(3.35) of Gζ ; it correctly combines with the ln t in (4.41) to give the logarithm of a dimensionless
quantity.
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Let us note that K̂ evaluated at t = 0 is nothing but the Green function (3.33).
Equation (4.43) is a good starting point to study the small t expansion of KD(αt).
It is to be compared with (4.29), which played an analogous roˆle for kD(αt). A basic
tool that is needed is the small t expansion of K̂, which we now discuss.
This expansion can be obtained rather straightforwardly by writing
K̂(t, x, y) = K̂(0, x, y)−
∫ t
0
dt′K(t′, x, y) = G(x, y)−
∫ t
0
dt′K(t′, x, y) . (4.45)
One needs to assume that x 6= y to write this equation, since otherwise both terms
on the right-hand side are singular. At small t, we can then plug the standard heat
kernel expansion (3.19) into the second term on the right-hand side of (4.45) and
perform the integrals over t′ to get
K̂(t, x, y) = G(x, y)− 1
(4pi)d/2
n∑
k=0
ak(x, y) t
k−d/2+1Ek+2−d/2
(
`(x, y)2
4t
)
+O
(
tn+3−d/2e−`(x,y)
2/(4t)
)
. (4.46)
The exponential integral functions were defined in (3.43).
The above expansion is actually valid all the way down to x = y. To understand
this point, we can directly evaluate the small t expansion of K̂ at x = y. This is done
by using (3.18) for s = 1 and x = y and closing the contour of integration on the
semi-infinite rectangle on the left as usual. Picking all the residues of the integrand,
using in particular (3.21), (3.22) and (3.23), we get
K̂(t, x) =
t→0

1
(4pi)d/2
∑
k≥1
ak−1(x)
d/2− k t
k− d
2 +Gζ(x) , d odd
1
(4pi)d/2
∑
k≥1
k 6=d/2
ak−1(x)
d/2− k t
k− d
2 − ad/2−1(x)
(4pi)d/2
(
γ + ln(µ2t)
)
+Gζ(x) , d even.
(4.47)
It is then not difficult to check, by using (3.45), (3.46) and the expansion (3.44), that
(4.47) is consistent with the x→ y limit of (4.46).
A simple and typical illustration of the use of the expansion (4.46) is to com-
pute the large cutoff asymptotics of the following spacetime integrals involving the
regularized Green’s function
i1(x) =
∫
dν(y)Gf,Λ(x, y) , i2(x) =
∫
dν(y)R(y)Gf,Λ(x, y) . (4.48)
Since
Gf,Λ(x, y) =
∫ ∞
0
dαϕ(α)K̂
(
t = α/Λ2, x, y
)
, (4.49)
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we can write at large Λ, using (4.46) and t = α/Λ2,
i1(x) =
∫
dν(y)G(x, y)− 1
(4pi)d/2
∫ ∞
0
dαϕ(α)∫
dν(y)
∑
k≥0
ak(x, y)t
k−d/2+1Ek+2−d/2
(`(x, y)2
4t
)
. (4.50)
The integrals involving the exponential integral functions can be done explicitly at
small t by using Riemann normal coordinates around x and making the change of
variables y = x +
√
2t y′. Using (A.50), (A.51) from the Appendix, we find in this
way
i1(x) =
∫
dν(y) G(x, y) + Λ−2f ′(0) +
m2 + ξR(x)
2
Λ−4f ′′(0) +O
(
Λ−6
)
(4.51)
and similarly
i2(x) =
∫
dν(y) R(y)G(x, y) +R(x)Λ−2f ′(0) +O
(
Λ−4
)
. (4.52)
The expansion of KD
The small t expansion of KD(αt) can be studied systematically by using (4.43) and
(4.46), for any higher loop diagram D . The divergences can be understood as coming
from various regions of the moduli space of the diagram, where some internal lines are
short while others are large. The analysis of the contributions of these various regions
is, not surprisingly, reminiscent of the standard analysis of divergences in Feynman
diagrams due to divergent subgraphs. Each shrinking subgraph yields an expansion
with local coefficients which may be analyzed from the standard heat kernel expansion
(3.19), whereas the long internal lines yield contributions which can be analyzed with
the help of (4.46) and which contain non-local coefficients. Two-loop diagrams will
be studied in full details in Section 5.
The general structure that emerges is not difficult to work out. The region where
all the internal lines are short yields a small t behavior ∼ t− 12 SDivD governed by the
superficial degree of divergence (4.35) of the diagram D . The coefficients of this piece
of the expansion are integrals of local polynomials in the curvature. The contributions
from the regions where some internal lines are short while others are large can change
the leading small t behavior to ∼ t− 12 DivD , where DivD ≥ SDivD is the genuine degree
of divergence of the diagram, defined such that DivD = 0 if the diagram is convergent
(a typical diagram having DivD > SDivD is depicted on the lower right corner of
Fig. 4). This piece of the expansion can also contain logarithms, that come from the
integration over the moduli t′i and from the short distance logarithmic singularities
of the Green functions, see (3.45). All these features will appear explicitly in the
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examples studied in Section 5. Overall, we can write
KD(αt) =
1
(4pit)
1
2
DivD
∑
k,q≥0
ADk,q(α)t
k(ln t)q . (4.53)
The coefficients Ak,q are in general integrals of non-local functionals of the metric.
Another useful basis of coefficients is defined by rewriting (4.53) as
KD(αt) =
1
(4pit)
1
2
DivD
∑
k,q≥0
A˜Dk,q(α)t
k lnq(αt) . (4.54)
The factor α =
∑
i αi has been inserted in the argument of the logarithm in such a
way that the coefficients so obtained satisfy the simple scaling law
A˜Dk,q(wα) = w
k− 1
2
DivD A˜Dk,q(α) , w > 0 . (4.55)
The two basis are simply related to each other,
ADk,q(α) =
L−q∑
p=0
Cqq+pA˜
D
k,q+p(α) ln
p α . (4.56)
The analytic structure of ZD
The derivation of the analytic structure of ZD from the asymptotic expansion (4.53)
proceeds along the same lines as the derivation of the analytic structure of ζD from
(4.32). The starting point of the analysis is the integral representation (4.24), which
shows that any singularity in ZD must come from the small t behavior of KD(αt).
The singular piece in ZD is thus given by
1
(4pi)
1
2
DivD
∑
k≥0
L∑
q=0
ADk,q(α)
1
Γ(s+ 1)
∫ 
0
dt ts−1−
1
2
DivD+k lnq t =
1
(4pi)
1
2
DivD
∑
k≥0
L∑
q=0
ADk,q(α)
1
Γ(s+ 1)
q!(−1)q(
s− 1
2
DivD + k
)q+1 + · · · (4.57)
where the · · · represent non-singular terms. We see that multiple poles can occur.
They are associated with the logarithms in the expansion (4.53). For example, the
logarithm in (4.41) yields the double pole at s = 0 of Z e, which is manifest on the
formula (4.18).
In conclusion, ZD is a meromorphic function on the complex s-plane. It can be
defined by the series (4.14), which converges as long as Re s > 1
2
DivD . Generically, it
has multiple poles on the real s-axis at sk =
1
2
DivD − k, k ∈ N. The precise structure
of the Laurent expansion around sk can be straightforwardly read off from (4.57), by
expanding the factor 1/Γ(s+ 1).
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4.3 Feynman amplitudes
Feynman amplitudes, Z functions and generalized heat kernels
Let us now show that the physical amplitude A D associated with the Feynman di-
agram D can be easily computed from the asymptotic expansion (4.53) of KD or
equivalently from the pole structure of the function ZD .
The regularized amplitude A Df,Λ is defined by associating the regularized Green’s
function (3.36) to any internal line in the diagram,
A Df,Λ =
∫
dΩ(~x, ~y)
n∏
i=1
Gf,Λ(xi, yi) . (4.58)
Note that, for convenience, we do not include numerical combinatorial factors in our
definition of the amplitude. Using (2.3) and the definition (4.20), we can rewrite
(4.58) as
A Df,Λ =
∫
α>0
dαϕ(α1) · · ·ϕ(αn)KD
(
α/Λ2
)
. (4.59)
In the physical applications, only the large cutoff expansion of the amplitude is
needed. Equation (4.59) being exactly of the form (2.7), we know, from the discussion
of Section 2.1, that this expansion can be obtained by plugging (4.53) directly into
(4.59), with t = 1/Λ2,
A Df,Λ =
Λ→∞
1
(4pi)
1
2
DivD
∑
k,q≥0
ΛDivD−2k
(
ln Λ−2
)q ∫
α>0
dαϕ(α1) · · ·ϕ(αn)ADk,q(α) . (4.60)
In particular, if the diagram is divergent, the leading divergence will be proportional
to ΛDivD times a power of ln Λ. This is precisely the definition of the degree of
divergence of the diagram and justifies a posteriori the leading small t behavior of
KD(αt) given in (4.53).
Another elegant representation of the asymptotic expansion is obtained by using
the integral representation (4.26) with t = 1/Λ2,
A Df,Λ =
1
2ipi
∫ c+i∞
c−i∞
dsΓ(s)sΛ2s
∫
α>0
ϕ(α1) · · ·ϕ(αn)ZD(s, α) . (4.61)
We can use the standard trick of closing the contour of integration on the semi-infinite
rectangle on the left to obtain the large Λ asymptotic expansion of (4.61). The poles
of ZD on the positive real axis yield the diverging piece of the expansion whereas the
poles on the negative real axis yield subleading contributions.
Finite amplitude, physical amplitude and ϕ-dependence
If the amplitude is finite, we have
A D = AD0,0 = KD(0) . (4.62)
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Equivalently, to a finite diagram is associated a function ZD with no pole at s > 0
and a simple pole at s = 0 of residue A D .
If the amplitude is diverging, but DivD is even, we may define the finite part by
the equation
A Dfinite
?
=
∫
α>0
dαϕ(α1) · · ·ϕ(αn)ADDivD/2,0(α) . (4.63)
Another natural definition may be to set it equal to the residue of ZD at s = 0,
A Dfinite
?
=
∫
α>0
dαϕ(α1) · · ·ϕ(αn) ress=0 ZD(s, α) . (4.64)
The two definitions can be easily related by using (4.57). Let us emphasize, however,
that there is no a priori direct relationship between the finite parts defined in this way
and the physical amplitudes. For example, the finite parts (4.63) or (4.64) depend on
the regulator ϕ, because ADDivD/2,0 or ress=0 ZD depend on α.
When computing a physical observable, for example the gravitational effective
action, one must sum up various contributions, including from infinite counterterms
in the action that multiply the Feynman amplitudes. In particular, even poles of the
Z functions on the negative real axis will play a roˆle. The end result must always be
finite and cutoff-independent, if the theory is renormalizable.
In curved space, renormalizability has even more depth than in flat space. The
infinities must be absorbed in counterterms that are local not only with respect to the
dynamical field but also with respect to the background metric. Also, new countert-
erms are needed in curved space because more relevant local operators can be built
by using the metric on top of the dynamical fields. In particular, the renormalizabil-
ity in flat space does not imply the renormalizability in curved space and rather few
rigorous results seem to be established in this case [20].
Moreover, in our general formalism, the dependence on the arbitrary cutoff func-
tion ϕ yields an additional constraint (or consistency check) that is usually not avail-
able: the physical amplitudes must not only be made finite by the addition of the
local counterterms, but all the dependence on ϕ must also drop from the final result.
In some sense, ϕ plays the roˆle of a “sliding function” generalizing the sliding scale of
the standard renormalization group. It would be interesting to investigate in details
the ϕ-dependence and the associated renormalization group equations and, even more
generally, the general consequences of the renormalizability properties of field theory
on the analytic functions Z.
We shall illustrate all these features in details in the next Section at two loops.
At this order, one can show that the simple definitions (4.63) or (4.64) actually do
correspond to the finite physical piece in the amplitudes. All the cutoff dependence
in these definitions can be directly canceled by finite shifts in the local counterterms.
This yields a very simple prescription for the two-loop gravitational effective action
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in terms of the Z functions, see Eq. (5.69), which naturally generalizes the traditional
one-loop result −1
2
ζ ′D(0).
4.4 Summary
The regularized Feynman amplitudes associated to a Feynman diagram D can be
expressed equivalently either in terms of ZD by (4.61) or in terms of KD by (4.59).
The large cutoff expansion of the amplitudes is governed by the pole structure (4.57)
of ZD or equivalently by the asymptotic expansion (4.53) of KD . This asymptotic
expansion can often be conveniently studied from the integral representation (4.43)
by using (4.46).
4.5 Flat space examples
Before we turn to the full-fledged applications in curved space in the next Section, it
is instructive to illustrate the general formalism for a few one and two-loop diagrams
in the simple case of the massive scalar field in flat space. Up to two loops, we have
to consider only the four diagrams i, ii, i iand i. Calculations in flat space
are greatly simplified by the fact that a simple formula is available for the standard
heat kernel, valid for all t,
K(t, x, y) =
e−m
2t− |x−y|2
4t
(4pit)d/2
· (4.65)
Simple explicit formulas can then be found for many of the quantities introduced
previously. For instance, using (3.17), (4.44), (3.43) and (3.35), we get
ζ(s, x) =
md−2s
(4pi)d/2
Γ(s− d/2)
Γ(s)
, (4.66)
K̂(t, x) =
t1−d/2
(4pi)d/2
Ed/2(tm
2) , (4.67)
Gζ(x) =

md−2
(4pi)d/2Γ(1− d/2) if d is odd,
(−1) d2−1md−2
(4pi)d/2(d/2− 1)!
(
γ + Ψ(d/2) + ln
µ2
m2
)
if d is even,
(4.68)
and more examples are given below.
We note V the (infinite) volume of spacetime.
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The functions kD and ζD in flat space
The generalized heat kernels kD and Barnes spectral zeta functions ζD can always be
found explicitly in flat space, for any diagram D . Indeed,
kD(t) =
∫
dΩD
n∏
i=1
K(ti, xi, yi) (4.69)
=
1
(4pi)nd/2
e−m
2t
(t1 · · · tn)d/2
∫
dΩD e
−∑ni=1 |xi−yi|24ti (4.70)
is given by a simple Gaussian integral. For example,
k e(t) = V
(4pi)d/2
e−m
2t
td/2
, (4.71)
k ee(t) = V
(4pi)d
e−m
2t
(t1t2)d/2
, (4.72)
k e e(t) = V
(4pi)d
e−m
2t
(t2t3)d/2
, (4.73)
k e(t) = V
(4pi)d
e−m
2t
(t1t2 + t2t3 + t3t1)d/2
, etc... (4.74)
The associated zeta functions are then obtained effortlessly from (4.23),
ζ e(s, α) = V
(4pi)d/2
α−smd−2s
Γ(s− d/2)
Γ(s)
, (4.75)
ζ ee(s, α) = V
(4pi)d
(m2α)d−s−1
(α1α2)d/2
Γ(s+ 1− d)
Γ(s)
, (4.76)
ζ e e(s, α) = V
(4pi)d
(m2α)d−s−2
(α2α3)d/2
Γ(s+ 2− d)
Γ(s)
, (4.77)
ζ e(s, α) = V
(4pi)d
(m2α)d−s−2
(α1α2 + α2α3 + α3α1)d/2
Γ(s+ 2− d)
Γ(s)
, etc... (4.78)
More generally, the heat kernel and zeta functions are of the form (recall that SDivD =
Ld− 2n)
kD(αt) =
V
(4pi)Ld/2
e−m
2αt
tLd/2
fD(α)
d/2 , (4.79)
ζD(s, α) =
V
(4pi)Ld/2
fD(α)
d/2(m2α)
1
2
SDivD+1−s Γ
(
s− 1
2
SDivD − 1
)
Γ(s)
, (4.80)
for some rational function fD(α).
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The functions KD and ZD up to two loops
At one loop, the formulas (4.28) and (4.17) (or (4.18) and (4.67)) immediately yield
K e(t) = ∫ dx K̂(t, x) = V
(4pi)d/2
t1−d/2Ed/2(tm2) , (4.81)
Z e(s, α) = V
(4pi)d/2
α−smd−2s−2
Γ(s+ 1− d/2)
sΓ(s+ 1)
· (4.82)
The asymptotic expansion (4.41) can then be computed explicitly from the well-
known expansion of En(z) or equivalently from the pole structure of (4.82). Either
way, we find
A
e
f,Λ
∣∣
d=2
=
V
4pi
(
ln
Λ2
m2
− γ −
∫ ∞
0
dαϕ(α) lnα
)
, (4.83)
A
e
f,Λ
∣∣
d=4
=
V Λ2
(4pi)2
∫ ∞
0
dα
ϕ(α)
α
− V m
2
(4pi)2
(
ln
Λ2
m2
+ 1− γ −
∫ ∞
0
dαϕ(α) lnα
)
. (4.84)
Of course, in the present flat space case, all terms are necessarily proportional to the
volume V .
The two-loop diagram iifactorizes,
k ee(t1, t2) = 1
V
k e(t1)k e(t2) , (4.85)
K ee(t1, t2) = 1
V
K e(t1)K e(t2) , (4.86)
A
ee
f,Λ =
1
V
(
A
e
f,Λ
)2
, (4.87)
and is thus trivially determined in terms of the one-loop diagram in flat space. There
is no such simple factorization formula for Z ee, but all we need is the amplitude,
or the pole structure of Z ee, and these are completely fixed by (4.85)–(4.87) (if
nonetheless desired, an explicit formula in terms of special functions can easily be
found for Z eeby using either (4.24) or (4.17)). Let us note that in curved space, this
simple factorization property does not hold and an independent analysis, which will
be performed in the next section, is then required. The same remarks can be made
for i i, for which
k e e(t1, t2, t3) = 1
V
e−m
2t1k e(t2)k e(t3) , (4.88)
K e e(t1, t2, t3) = 1
V
e−m
2t1
m2
K e(t2)K e(t3) , (4.89)
A
e e
f,Λ =
1
V m2
(
A
e
f,Λ
)2 ∫ ∞
0
dαϕ(α)e−m
2α/Λ2 . (4.90)
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Note that, despite their appearance, the amplitudes (4.87) and (4.90) are again pro-
portional to the volume V .
The most interesting two-loop diagram is i. It has some of the generic properties
of higher loop diagrams, including an overlapping divergence. We focus on the d = 4
case, for which
Z e(s, α)∣∣
d=4
=
V
(4pi)4
m2−2s
s(s− 1) I4(s, α) , (4.91)
where the integral I4 is defined and studied in App. A.4. In particular, for s = 1, we
have the explicit expression
I4(1, α) =
3∑
i>j=1
(
1
αi
+
1
αj
)
ln(αi + αj)−
(
3∑
k=1
1
αk
)
ln
(
3∑
i>j=1
αiαj
)
. (4.92)
Combining the results (A.84)-(A.86) from the appendix, we get
Z e(s, α)∣∣
d=4
=
V
(4pi)4
[
m2−2s(1 + s+ s2)
(
− 3
s3
+
∑
i>j ln(αi + αj)
s2
− I
reg
4 (0, α)
s
)
+
I4(1, α)
s− 1
]
+ poles at s ≤ −1 + regular. (4.93)
To get the large Λ expansion of the amplitude, we have to insert this into (4.61) and
use sΓ(s) = 1− γs+
(
γ2
2
+ pi
2
12
)
s2 +O(s3),
A
e
f,Λ
∣∣
d=4
=
V m2
(4pi)4
∫
α≥0
ϕ(α1)ϕ(α2)ϕ(α3)
[
I4(1, α)
Λ2
m2
− 3
2
(
ln
Λ2
m2
)2
+
(∑
i>j
ln(αi + αj)− 3 + 3γ
)
ln
Λ2
m2
+ (1− γ)
∑
i>j
ln(αi + αj)− Ireg4 (0, α)− 3 + 3γ −
3γ2
2
− pi
2
4
]
+O(1/Λ2) . (4.94)
As expected, we find a quadratic divergence associated with the simple pole at s = 1,
as well as a (ln Λ2)2 and a ln Λ2 divergence from the triple pole at s = 0 of Z e.
It is also instructive to check (4.94) from the small t expansion of K e, which can
itself be obtained by using the integral representation (4.43)
K e(t) = V ∫ d4x K̂(t1, x, 0)K̂(t2, x, 0)K̂(t3, x, 0) (4.95)
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and the expansion (4.46) of K̂ which, using the fact that the flat space Green function
can be expressed in terms of the Bessel function K1, reads
K̂(t, x, 0) =
1
4pi2
(√
m2
x2
K1
(
m
√
x2
)− e−x2/(4t)
x2
+
m2
4
E1
(
x2/(4t)
)
+O(t)
)
. (4.96)
We have not tried to analytically perform the integral (4.95) with (4.96) inserted, but
we have checked numerically the perfect agreement with the square bracket in (4.94).
5 The gravitational effective action at two loops
We are now going to apply the formalism developed in the previous sections to com-
pute in full details the two-loop gravitational effective action of the general scalar
field theory with cubic and quartic interactions. When the value of the spacetime
dimension matters, we will focus on d = 4, but adapting our computations to other
dimensions is completely straightforward. In the case of the classically Weyl invari-
ant model, the result will allow us to compute the two-loop conformal anomaly. Our
main goal is to illustrate our general framework on a simple, natural example. Let us
mention that two-loop calculations for the scalar field theory on a curved background
have been done before using entirely different methods, e.g. in [17] using dimensional
regularization.
5.1 General analysis
The set-up
We consider the free model (3.1) to which we add φ3 and φ4 interactions, on a Rie-
mannian manifold M endowed with a fixed background metric g. For concreteness,
we assume that M is compact, even though most of our discussion does not depend
on this assumption.
The most general power-counting renormalizable and reparameterization invariant
action of this type reads, in four dimensions,
Sφ =
∫
d4x
√
g
(1
2
Zφ∆φ+
1
2
ZZmm
2φ2 +
1
2
ZZξξRφ
2
+ Z1/2 (c1 + c˜1R)φ+
1
6
Z3/2Z3κ3φ
3 +
1
24
Z2Z4κ4φ
4
)
, (5.1)
where we called κ3 and κ4 the cubic and quartic couplings. Note that the φ
3 coupling
leads to diverging tadpole diagrams, making it necessary to include corresponding
counterterms proportional to c1φ and c˜1Rφ. There is also a purely gravitational
part Sg in the action. If C is the Weyl tensor and χE the Euler characteristic of
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the spacetime manifold M , which is proportional to the integral of the local density
(3.51), we can write
Sg =
1
16piG
∫
d4x
√
g
(
−2Zλλ2 + ZGR + Z2Gκ2R2 + ZCGκCCijklCijkl
)
+ ZEκEχE .
(5.2)
The mass m, the couplings ξ, κ2, κ3, κ4, κC , κE, Newton’s constant G and cosmologi-
cal constant λ2 are the minimal set of physical parameters of the model. Let us stress
that considering a quantum interacting scalar field in curved space without, e.g., the
Rφ2 term, or with a classical gravitational action containing only the usual Einstein’s
terms, is not allowed quantum mechanically. All the terms in (5.1) and (5.2) are
required to make sense of the quantum corrections (on a non-compact manifold, an
additional term proportional to ∆R must be added to the action).
The dimensionless Z, Zm, Zξ, ZG, Z2, Z3, Z4, Zλ, ZC and ZE are cutoff-dependent
renormalization constants, as are c1 and c˜1. Power counting indicates that Z, Zξ, Z3,
Z4, Z2, ZG, ZC , ZE and c˜1 can be logarithmically divergent when the cutoff goes to
infinity, whereas c1 and Zm can be quadratically and Zλ quartically divergent.
The gravitational effective action we seek is formally defined by the path integral
e−
1
~S(g) =
∫
Dφ e−
1
~ (Sφ+Sg) . (5.3)
As usual, ~ provides a loop-counting parameter, as can be seen by rescaling φ→ √~φ.
The renormalization constants, or, more conveniently, the dimensionless coeffi-
cients cφ, cm, cξ, c2, c3, c4, cλ, cC and cE defined by the relations
Z = 1 + cφ , ZZm = 1 + cm , ZZξ = 1 + cξ , Z
3/2Z3 = 1 + c3 , Z
2Z4 = 1 + c4 ,
Zλ = 1 + cλ , ZG = 1 + cG , Z2 = 1 + c2 , ZC = 1 + cC , ZE = 1 + cE , (5.4)
are adjusted in terms of the cutoff Λ to make S(g) finite. Of course, the cs vanish at
tree-level and are non-vanishing only at one or higher loop order. They are thus O(~).
Any term in S(g), possibly divergent, which is the integral of a local polynomial in
the curvature of dimension four or less can be absorbed in the coefficients cλ, cG,
c2, cC and cE. These contributions are thus ambiguous and this ambiguity in the
gravitational action is parameterized by the constants G, λ2, κ2, κC and κE. Their
most natural definition is simply to set the local piece in S(g) to take exactly the
classical form
Scl(g) =
1
16piG
∫
d4x
√
g
(
−2λ2 +R +Gκ2R2 +GκCCijklCijkl
)
+ κEχE , (5.5)
to any loop order. This being said, we shall work from now on modulo local terms of
the form (5.5) and use the sign ≡ to indicate equality modulo terms of this sort.
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If we wish to consider the two dimensional case, we can still work with the action
(5.1), but the purely gravitational local action contains only the cosmological constant
and Euler terms. Apart from that and the fact that Zm and Z1 can now be at most
logarithmically, and Zλ quadraticaly divergent, the discussion is strictly parallel with
the discussion in four dimensions.
The gravitational action S(g) has a small ~ asymptotic expansion of the form
S(g) = Scl(g) +
∑
L≥1
~LS(L)(g) . (5.6)
The one-loop approximation S(1) was studied in Sec. 3.3 and Eq. (3.31) yields
S(1)(g) ≡ −1
2
ζ ′(0) . (5.7)
Our goal in the following is to compute S(2). Expanding the path integral on the
right-hand side of (5.3) to order ~2, we get
S(2)(g) =
κ4
8
A
ee− κ23
8
A
e e− κ23
12
A
e
+ S
(2)
c.t. , (5.8)
where the amplitudes of the various two-loop diagrams were defined in Sec. 4.3 and
S
(2)
c.t. represents the contributions from the counterterms, i.e. from the corrections to
the renormalization constants (5.4). The diagrams contributing to S
(2)
c.t. have less than
two loops but include vertices which are at least O(~). The action S(2)c.t. is thus easy
to find and is discussed in the next subsection. To simplify the formulas we set ~ = 1
from now on.
Contributions from the one-loop counterterms
The one-loop diagrams contributing to S(2) can be straightforwardly evaluated from
the discussion of Section 3.
— The counterterm cφφ∆φ yields a contribution which, in terms of the regularized
Green’s function Gf,Λ(x, y) defined in (3.36), reads
1
2
cφ
∫
dν(x) lim
y→x
∆yGf,Λ(x, y) =
1
2
cφ
∫
dν(x)
(
lim
y→x
DyGf,Λ(x, y)−
(
m2 + ξR(x)
)
Gf,Λ(x, x)
)
. (5.9)
Since cφ is at most logarithmically divergent, we can plug the expansion (3.39) for
Gf,Λ(x) into the second term on the right-hand side of (5.9). If not for the Green’s
function at coinciding points Gζ , all the terms in this expansion that have a non-zero
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Λ → ∞ limit are local polynomial in the curvature of dimension less than four. As
for
lim
y→x
DyGf,Λ(x, y) =
∑
r≥0
f
(
λr/Λ
2
)
ψr(x)
2 =
∫ ∞
0
dαϕ(α)K
(
α/Λ2
)
(5.10)
=
1
(4pi)d/2
∑
k≥0
Λd−2kak(x)
∫ ∞
0
dααk−
d
2ϕ(α) , (5.11)
it is also expressed in terms of local polynomials in the curvature of dimension less
than four, up to terms of order Λ−2. Overall, we thus get
1
2
cφ
∫
dν(x) lim
y→x
∆yGf,Λ(x, y)
≡ −1
2
cφm
2
∫
dν(x)Gζ(x)− 1
2
cφξ
∫
dν(x)R(x)Gζ(x) . (5.12)
— Exactly the same analysis for the counterterm cξξRφ
2, using the fact that cξ
is at most logarithmically divergent, yields the contribution
1
2
cξξ
∫
dν(x)R(x)Gf,Λ(x, x) ≡ 1
2
cξξ
∫
dν(x)R(x)Gζ(x) . (5.13)
— To evaluate the contribution coming from the counterterm cmm
2φ2, we need
in principle the expansion of Gf,Λ up to and including the term of order Λ
−2, because
cm can be quadratically divergent. From (3.39), we see that this term is proportional
to ad/2 and is thus a local polynomial in the curvature of dimension d that can be
discarded as usual. We thus find a contribution
1
2
cmm
2
∫
dν(x)Gf,Λ(x, x) ≡ 1
2
cmm
2
∫
dν(x)Gζ(x) . (5.14)
— The counterterms proportional to c3κ3φ
3 and c4κ4φ
4 do not contribute at order
~2.
— The counterterms linear in φ yield a contribution
− 1
2
∫
dν(x)dν(y)
(
c1 + c˜1R(x)
)
Gf,Λ(x, y)
(
c1 + c˜1R(y) + κ3Gf,Λ(y)
)
. (5.15)
Using (4.51) and (4.52), it is straightforward to show that, up to an integral of local
polynomials in the curvature of dimension less than four, this is equivalent to
− 1
2
∫
dν(x)dν(y)
(
c1 + c˜1R(x)
)
G(x, y)
(
c1 + c˜1R(y) + κ3Gf,Λ(y)
)
− 1
2
κ3c1Λ
−2f ′(0)
∫
dν(x)Gζ(x) . (5.16)
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In the first line of this equation, we can plug in the expansion (3.39) for Gf,Λ(y), up
to and including the term of order Λ−4.
Putting everything together,
S
(2)
c.t. ≡
1
2
(
(cm−cφ)m2−κ3c1Λ−2f ′(0)
)∫
dν(x)Gζ(x)+
1
2
(
cξ−cφ
)
ξ
∫
dν(x)R(x)Gζ(x)
− 1
2
∫
dν(x)dν(y)
(
c1 + c˜1R(x)
)
G(x, y)
(
c1 + c˜1R(y) + κ3Gf,Λ(y)
)
. (5.17)
We see that the field renormalization constant cφ is redundant in the calculation of
the gravitational effective action, since it can be shifted into cm and cξ. We also see
that terms of the form
∫
Gζ and
∫
RGζ in the gravitational action, albeit non-local in
the metric, are ambiguous, in the same sense as the integrals of local polynomials in
the curvature of dimensions less than d are ambiguous: they can be absorbed in the
local mass and ξ-counterterms in the microscopic action. In particular, it is always
possible to define m and ξ in order to absorb these terms in the one-loop gravitational
action.
5.2 The two-loop diagrams in details
Warming up: the functions kD and ζD
As explained at the beginning of Sec. 4.2, the asymptotic expansions of the functions
kD can be derived straightforwardly from the asymptotic expansion (3.19) of the heat
kernel, by using the integral representation (4.29). For example, at two loops, we find
in this way
k ee(t1, t2) = ∫ dν(x)K(t1, x, x)K(t2, x, x)
=
1
(4pi)d(t1t2)d/2
∫
dν(x)
[
1 + (t1 + t2)a1(x) + (t
2
1 + t
2
2)a2(x)
+ t1t2a
2
1(x) +O(t
3)
]
, (5.18)
k e(t1, t2, t3) = ∫ dν(x)dν(y)K(t1, x, y)K(t2, x, y)K(t3, x, y)
=
1
(4pi)d(t1t2 + t1t3 + t2t3)d/2∫
dν(x)
[
1 +
1
6
∑
i t
−1
i
R(x) +
∑
i
ti a1(x) +O(t
2)
]
(5.19)
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and
k e e(t1, t2, t3) = ∫ dν(x)dν(y)K(t1, x, y)K(t2, x, x)K(t3, y, y)
=
1
(4pi)d(t2t3)d/2
∫
ddy
√
g(y)
[
1 +
∑
i
ti a1(y)− t1
6
R(y) +O(t2)
]
.
(5.20)
These formulas should be compared with their flat space versions (4.72)–(4.74). Note
that the diagonal heat kernel coefficients are explicitly given in the appendix A.2 by
Eq. (A.50) and (A.51), e.g. a1(x) =
1−6ξ
6
R(x) − m2. If desired, higher order terms
can be straightforwardly computed, using e.g. (A.53). Of course, the expansions so
obtained are consistent with the general formula (4.32).
The analytic structure of the various ζD functions follow immediately from the
above expansions, by using (4.34). For example,
ζ ee(s, α) = 1
(4pi)d(α1α2)d/2
∫
dν(x)
[
1
Γ(d− 1) (s− d+ 1) +
(α1 + α2) a1(x)
Γ(d− 2) (s− d+ 2)
+
(α21 + α
2
2) a2(x) + α1α2 a
2
1(x)
Γ(d− 3) (s− d+ 3) + · · ·
]
+ analytic in s , (5.21)
where + · · · indicates further pole terms at s = d− 4, s = d− 5, etc. Note that the
would-be pole at s = 0 is canceled by the 1/Γ(s) in (4.34). Thus, in d = 4, all the
pole terms at s ≥ 0 are explicitly written in (5.21). The leading pole is at s = d− 1,
while the superficial degree of divergence of this diagram is SDiv ee= 2(d − 2), in
agreement with the relation (4.36), which gives the leading pole at s = SDiv ee/2 + 1.
Similarly,
ζ e(s, α1, α2, α3) = 1
(4pi)d(α1α2 + α1α3 + α2α3)d/2
∫
dν(x)[
1
Γ(d− 2) (s− d+ 2) +
∑
i αia1(x) +R(x)/(6
∑
i α
−1
i )
Γ(d− 3) (s− d+ 3) + · · ·
]
+ analytic in s.
(5.22)
The leading pole is at s = d− 2, in agreement with a superficial degree of divergence
SDiv e= 2d − 6, except in d = 2, where it is canceled by the Γ(d − 2) (of course, in
d = 2 the diagram is finite.) Finally,
ζ e e(s, α1, α2, α3) = 1
(4pi)d(α1α3)d/2
∫
dν(x)[
1
Γ(d− 2) (s− d+ 2) +
∑
i αia1(x)− α2R(x)/6
Γ(d− 3) (s− d+ 3) + · · ·
]
+ analytic in s. (5.23)
The leading pole is again at s = d − 2, consistently with the superficial degree of
divergence being again 2d− 6, although the true degree of divergence of this diagram
is 2(d− 2).
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The functions K e e and K ee in d = 4
We now proceed to the discussion of the functions KD , which are directly related to
the Feynman amplitudes, see e.g. (4.60) and (4.53). The basic tools at our disposal
are the integral representation (4.43) together with the asymptotic expansion (4.46).
To present the calculations, it is actually very convenient to include right away, for
any divergent diagram, the relevant counterterm contributions that make the diagram
finite. The form of these contributions were discussed in Section 5.1. We will thus
actually focus on the functions
Kplus ctD (t) = KD(t) + counterterm contributions relevant for diagram D (5.24)
which have a smooth limit when t→ 0.
The diagram i i
We have
K e e(t) = ∫ dν(x)dν(y) K̂(t2, x)K̂(t1, x, y)K̂(t3, y) . (5.25)
At small t, (4.47) yields, for d = 4,
K̂(t, x) =
1
(4pi)2
[1
t
− (γ + ln(µ2t))a1(x)]+Gζ(x) +O(t) . (5.26)
This strongly suggests to consider
Kplus cte e (t) = ∫ dν(x)dν(y) K̂(t1, x, y)[
K̂(t2, x)− 1
(4pi)2
( 1
t2
− a1(x)
(
ln(µ2t2) + γ
))]
[
K̂(t3, y, y)− 1
(4pi)2
( 1
t3
− a1(y)
(
ln(µ2t3) + γ
))]
. (5.27)
Using also the expansion (4.46), it is straightforward to check that (5.27) does have
a finite small t limit given by
Kplus cte e (0) = ∫ dν(x)dν(y)Gζ(x)G(x, y)Gζ(y) . (5.28)
Carefully taking into account the fact that the contribution of our diagram to the
amplitude should be −κ23
8
Kplus cte e (0) and using the formula
a1(x) =
1− 6ξ
6
R(x)−m2 (5.29)
derived in the appendix A.2 (Eqs. (A.50) and (A.51)), it is straightforward to check
that the subtractions included in (5.27) are equivalent to adding the counterterm
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(5.15), with
c1 = − κ3
2(4pi)2
∫
dαϕ(α)
[
Λ2
α
+m2
(
γ + ln
µ2α
Λ2
)]
, (5.30)
c˜1 =
κ3
2(4pi)2
(1
6
− ξ
)∫
dαϕ(α)
(
γ + ln
µ2α
Λ2
)
. (5.31)
Overall, we thus obtain a contribution
− κ
2
3
8
∫
dν(x)dν(y)Gζ(x)G(x, y)Gζ(y) (5.32)
to the gravitational effective action.
The diagram ii
A similar analysis can be done for
K ee(t) = ∫ dν(x) K̂(t1, x)K̂(t2, y) . (5.33)
The expansion (5.26) suggests to consider
Kplus ctee (t) = ∫ dν(x) [K̂(t1, x)− 1
(4pi)2
( 1
t1
− a1(x)
(
ln(µ2t1) + γ
))]
[
K̂(t2, x)− 1
(4pi)2
( 1
t2
− a1(x)
(
ln(µ2t2) + γ
))]
, (5.34)
which has a finite small t limit given by
Kplus ctee (0) = ∫ dν(x)Gζ(x)2 . (5.35)
Using e.g. (3.39), it is easy to check that the subtractions included in (5.34) correspond
to adding terms which are integrals of local polynomials in the metric to the action
together with terms of the form (5.17), with precise contributions to the coefficients
(cm − cφ)m2 and (cξ − cφ)ξ given by
− κ4
2(4pi)2
∫
dαϕ(α)
[
Λ2
α
+m2
(
γ + ln
µ2α
Λ2
)]
(5.36)
and
κ4
2(4pi)2
(1
6
− ξ
)∫
dαϕ(α)
(
γ + ln
µ2α
Λ2
)
(5.37)
respectively. Overall, the diagram thus contributes a term
κ4
8
∫
dν(x)Gζ(x)
2 (5.38)
to the gravitational effective action.
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The function K e in d = 4
The last diagram at two loops, given by
K e(t) = ∫ dν(x)dν(y) K̂(t1, x, y)K̂(t2, x, y)K̂(t3, x, y) , (5.39)
yields the most interesting contribution. Unlike the previous diagrams we considered,
it is a genuine two-loop diagram, in the sense that is cannot be related to quantities
appearing already at one-loop, and it has an overlapping divergence. We are going to
study it in some details, using a strategy which can be straightforwardly generalized
to any higher loop diagram.
A fundamental tool to study the small t = t1 + t2 + t3 behavior is the expansion
(4.46) for the hatted heat kernel. In four dimensions, it reads
K̂(t, x, y) = G(x, y)− a0(x, y)
(2pi)2`(x, y)2
e−
`(x,y)2
4t − 1
(4pi)2
∑
k≥1
ak(x, y)t
k−1Ek
(`(x, y)2
4t
)
.
(5.40)
The first two terms on the right-hand side of (5.40) define a sort of regularized Green’s
function, which has a simple integrable logarithmic singularity when y → x. The other
terms are exponentially suppressed when t→ 0, since
Ek(z) ∼
z→∞
e−z
z
, (5.41)
except if `(x, y) ∼ √t.
We can use directly (5.40) to show that
K e(t) ≡ ∫ dν(x)dν(y) 3∏
i=1
(
G(x, y)− a0(x, y)
(2pi)2`(x, y)2
e
− `(x,y)2
4ti
)
, (5.42)
where the symbol ≡ means, as usual, equality up to terms that are integrals of
local polynomials in the metric of dimension less than or equal to four. However,
this simple-looking formula is not very convenient to study the small t asymptotic
expansion, and we shall use a more systematic method.
The structure of the divergences
As for any Feynman diagram (see the discussion in Sec. 4.2), the small t (or equiv-
alently large cutoff Λ) divergences come from the fact that the internal lines in the
diagram can be arbitrarily short. In the integral representation
K̂(t, x, y) =
∫ ∞
t
dβ K(β, x, y) , (5.43)
this corresponds to the region of small β. It is thus natural to decompose
K̂(t, x, y) = K̂−(t, x, y) + K̂+(t, x, y) , (5.44)
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with
K̂−(t, x, y) =
∫ T
t
dβ K(β, x, y) , K̂+(t, x, y) =
∫ ∞
T
dβ K(β, x, y) , (5.45)
where T > t is a fixed scale which can be taken to be arbitrarily small when t → 0.
The diagram (5.39) can thus be written as a sum of four terms K
(i)e , 0 ≤ i ≤ 3,
containing products of i factors K̂− which are associated with i small internal lines,
K e(t) = K(0)e (t) +K(1)e (t) +K(2)e (t) +K(3)e (t) . (5.46)
The diverging contribution coming from K
(3)e (t), with all three internal lines very
short, can be immediately obtained from the expansion (3.19) of the standard heat
kernel. Using (A.53) for n = 3, we get
K
(3)e (t) = 1
(4pi)4
∫
dν(x)
[
3∏
i=1
∫ T
ti
dβi
]
1
(β1β2 + β1β3 + β2β3)2{
1 + a1(y)
∑
i
βi +
R(y)
6
β1β2β3
β1β2 + β1β3 + β2β3
+O(β2)
}
, (5.47)
which yields
K
(3)e (t = α/Λ2) = 1
(4pi)4
∫
dν(x)
[
I4(1, α)Λ
2 +
3
2
a1(x)
(
ln
Λ2
µ2
)2
+
(R(x)
12
− 3
T
)
ln
Λ2
µ2
− a1(x)
(∑
i>j
ln(αi + αj)− 3 ln
(
µ2T
))
ln
Λ2
µ2
]
+ finite. (5.48)
The integral I4(1, α) was defined in (A.78) and computed in (4.92).
The contribution from
K
(2)e (t) = ∫ dν(x)dν(y) (K̂−(t1, x, y)K̂−(t2, x, y)K̂+(t3, x, y) + two terms) (5.49)
can be most efficiently evaluated by writing K̂+ = K̂ − K̂−, which shows that
K
(2)e = ∫ dν(x)dν(y) (K̂−(t1, x, y)K̂−(t2, x, y)K̂(t3, x, y) + two terms)− 3K(3)e .
(5.50)
At small t, we can use the standard heat kernel expansion to evaluate the factors
K̂− and the expansion (5.40) to evaluate K̂. Moreover, the factors of K̂− imply that
`(x, y) is at most ∼ √T , and thus small, in the integrals (5.50). We can thus use the
short distance expansion of the Green function G(x, y) which follows from (3.45),
G(x, y) =
1
(4pi)2
[
4a0(x, y)
`2(x, y)
− a1(x, y)
(
ln
µ2`(x, y)2
4
+ 2γ
)]
+Gζ(x) +O(`(x, y)) ,
(5.51)
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which yields
K̂(t, x, y) = Gζ(y)− 1
(4pi)2
[
4a0(x, y)
`2(x, y)
(
e−
`(x,y)2
4t − 1
)
+ a1(x, y)
(
E1
(`(x, y)2
4t
)
+ ln
µ2`(x, y)2
4
+ 2γ
)]
+O
(
t, `(x, y)
)
. (5.52)
Let us emphasize that this expansion assumes that t and `(x, y) are small, but the
ratio `(x, y)2/t can be arbitrary. It is then very natural to introduce Riemann normal
coordinates around x and to define
y = x+
√
2t z . (5.53)
The expansion (5.52) then reads
K̂(t, x, y) = Gζ(x)− 2
(4pi)2t
1 + t
6
Rkl(x)z
kzl
z2
(
e−
1
2
z2 − 1
)
− a1(x)
(4pi)2
[
E1
(
z2/2
)
+ ln
µ2tz2
2
+ 2γ
]
+O(t) . (5.54)
Inserting this result in (5.50), together with (A.52) for n = 2, we can perform explicitly
the integral over y (or z), using in particular∫
d4x e−ax
2/4E1
(
bx2/4
)
=
(4pi)2
a2
(
ln
(
1 + a/b
)− 1
1 + b/a
)
(5.55)∫
d4x e−ax
2/4 ln
(
bx2/4
)
=
(4pi)2
a2
(
1− γ + ln b
a
)
. (5.56)
This yields, e.g.,∫
dν(y)K(β1, x, y)K(β2, x, y)K̂(t3, x, y)
=
1
(4pi)4
[
(4pi)2Gζ(x)− (γ + 1)a1(x)
(β1 + β2)2
+
R(x)
12
β1β2
(β1 + β2)2
β1β2 + 2(β1 + β2)t3
[β1β2 + (β1 + β2)t3]2
− a1(x)
(β1 + β2)2
ln
µ2[β1β2 + (β1 + β2)t3]
β1 + β2
+
1 + a1(x)(β1 + β2 + t3)
(β1 + β2)[β1β2 + (β1 + β2)t3]
+O(
1
β
)
]
.
(5.57)
The last step in the calculation is to perform the integrals over βi ∈ [ti, T ]. The terms
O(1/β) that we have discarded in (5.57) yield finite contributions at small t. The other
integrals can be expressed explicitly in terms of elementary or special functions (poly-
logarithms) from which the singular behavior as ti → 0 can be extracted. Finally,
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putting everything together in (5.50) yields
K
(2)e (t = α/Λ2) = 3
(4pi)4
ln
Λ2
µ2
∫
dν(x)
[
(4pi)2Gζ(x)+
1
T
−a1(x)
(
γ+ln(µ2T )
)]
+finite.
(5.58)
From a similar analysis, it is easy to check that K
(1)e (t) has a finite small t limit,
which is also obviously the case for K
(0)e (t). Summing up all the contributions in
(5.46), we thus obtain
K e(t = Λ2/α) = 1
(4pi)4
∫
dν(x)
[
I4(1, α)Λ
2 +
3
2
a1(x)
(
ln
Λ2
µ2
)2
+
[
3(4pi)2Gζ(x) +
R(x)
12
− a1(x)
(∑
i>j
ln(αi + αj) + 3γ
)]
ln
Λ2
µ2
]
+ finite. (5.59)
Nicely, all dependence on the arbitrary scale T has canceled, providing a basic con-
sistency check of the method. The dependence in µ also cancels: the µ-dependence
in the first line of (5.59) is absorbed in the µ-dependence of Gζ (see (3.35)) and in
the finite piece, as is the µ-dependence in the second line. Let us finally note that in
flat space, a1 = −m2 and Gζ = −m2/(4pi)2 if µ = m; we then find again the result
(4.94).
The divergences can of course be absorbed in the local counterterms. Apart from
the local polynomials in the metric, (5.59) contains a non-local divergence propor-
tional to Gζ . According to (5.17) and carefully taking into account the factor −κ23/12
in front of the amplitude A
e
in (5.8), this divergence is absorbed with the help of a
contribution
κ23
2(4pi)2
ln
Λ2
µ2
(5.60)
to the coefficient (cm − cφ)m2.
Cutoff independence of the physical finite part
We have shown explicitly above that the diverging part of the amplitude can be
canceled by appropriate local counterterms. The finite part is obtained by subtracting
(5.59) from (5.39) (or (5.42)) and taking the t = α/Λ2 → 0 limit. However, and
as discussed at the end of Sec. 4.3, renormalization implies more than the simple
cancellation of divergences; there is also a non-trivial constraint on the physical finite
part, which must be cutoff-independent. The traditional cutoff procedures do not
allow to check explicitly this important feature, since all the explicit cutoff dependence
is usually in the divergent pieces. In our case, the cutoff dependence is not only in
Λ but also in the cutoff function ϕ. The only constraint on the integrals of ϕ is
(2.4). Cutoff independence of the physical amplitudes is thus equivalent, in our
framework, to the α-independence of the physical finite parts of the KD functions,
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which is a rather non-trivial constraint. At two loops, we thus have to check that the
α-dependence of the finite piece in K ecan be canceled by appropriate finite shifts of
the local counterterms.
To do this, we are going to study the partial derivatives ∂K e/∂αi. Since the three
internal lines play a symmetric roˆle in the diagram i, we can focus, for example, on
the derivatives with respect to α3. From t = α/Λ
2 and the basic identity
∂K̂
∂t
= −K , (5.61)
we get
∂K e
∂α3
= − 1
Λ2
∫
dν(x) K̂(t1, x, y)K̂(t2, x, y)K(t3, x, y) . (5.62)
The small t behavior can then be studied by using exactly the same method as
before. Since t3 is small, we can use the standard heat kernel expansion for K(t3, x, y),
which also implies that `(x, y) will be no larger than ∼ √t in (5.62). We can thus
use Riemann normal coordinates and the expansion (5.54) for K̂(t1, x, y) and for
K̂(t2, x, y) in (5.62), together with (A.52) for n = 1. All the resulting spacetime
integrals can be performed explicitly and we obtain
∂K e
∂α3
= − 1
(4pi)4
∫
dν(x)
[(Λ2
α23
− a1(x)
α3
)
ln
(α1 + α3)(α2 + α3)
α1α2 + α1α3 + α2α3
+
R(x)
12
( 1
α1 + α3
+
1
α2 + α3
− α1 + α2
α1α2 + α1α3 + α2α3
)
+
(
(4pi)2Gζ(x)− γa1(x) + a1(x) ln Λ
2
µ2
)( 1
α1 + α3
+
1
α2 + α3
)
+
a1(x)
α1 + α3
ln
α1 + α3
α1α2 + α1α3 + α2α3
+
a1(x)
α2 + α3
ln
α2 + α3
α1α2 + α1α3 + α2α3
+O
( 1
Λ2
)]
.
(5.63)
Integrating the diverging pieces, we find again the α-dependent terms in (5.59), as
required. But we now also have information on the finite piece. It is easy to find
explicit formulas for the α-dependence of this finite piece by integrating (5.63), but
the resulting formulas (involving dilogarithms) are not particularly illuminating. The
fundamental point is already visible on (5.63): all the α-dependence is in terms that
are local in the metric or proportional to
∫
Gζ and can thus, as required, be absorbed
in the counterterms.
Of course, this will not be the case for the α-independent finite piece. This piece
contains all the non-trivial physical information and is highly non-local in the metric.
It is the analogue, for the diagram i, of more familiar quantities like ζ ′(0) or ∫ G2ζ ,
which are relevant at one loop and for ii, for example. As for these quantities, it
cannot be computed in closed form, except on very simple Riemannian manifolds for
which the spectrum of the operator D is known explicitly.
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Remark on the counterterm coefficients
We have determined above the diverging counterterm coefficients that make the grav-
itational effective action finite at two loops (the finite pieces in these coefficients are
of course ambiguous). The coefficients c1, c˜1 and cξ − cφ are given by (5.30), (5.31)
and (5.37), whereas cm− cφ is given by adding up the contributions (5.36) and (5.60).
Of course, all these coefficients (including cφ independently of the others) can also be
determined, in a more traditional way, from the one-loop one and two-point functions.
The coefficients c1 and c˜1 are determined by canceling the divergences in the
one-point function −mκ3Gf,Λ(x)/2. Using the expansion (3.39), we immediately find
again (5.30) and (5.31). As for the coefficients cm, cξ and cφ, they are fixed by looking
at the divergences of the two-point function. This requires a bit more work, which is
presented in App. A.5., providing en passant an example of a correlator computation
in our formalism. We find that cφ = 0 and cm and cξ consistently with our previous
analysis.
Conclusion and the Z-functions
The results obtained above are perfectly in line with the general discussion of Sec-
tion 4.
For example, for the diagram i, we have obtained an expansion of the form (4.53)
for the function K e. Explicitly, (5.59) can be rewritten
K e(αt) = 1
4pit
(
A
e
0,0(α)+A
e
1,2(α)t(ln t)
2+A
e
1,1(α)t ln t+A
e
1,0(α)t
)
+O
(
t(ln t)2
)
, (5.64)
with, choosing µ = 1 for simplicity,
A
e
0,0(α) =
V
(4pi)3
[∑
i>j
( 1
αi
+
1
αj
)
ln
(
αi + αj
)− (∑
k
1
αk
)
ln
∑
i>j
αiαj
]
, (5.65)
A
e
1,2(α) =
3
2(4pi)3
∫
dν(x) a1(x) , (5.66)
A
e
1,1(α) = −
1
(4pi)3
∫
dν(x)
[
3(4pi)2Gζ(x) +
R(x)
12
− a1(x)
(∑
i>j
ln
(
αi + αj
)
+ 3γ
)]
.
(5.67)
The α-dependence of the coefficient A
e
1,0 has also been determined via (5.63).
As explained in Section 4.2, these results can be coded elegantly in the analytic
structure of the Z-function. From (5.64) and (4.57) we find for example that, on the
positive real axis, Z e(s, α) has a simple pole at s = 1 with residue 1
4pi
A
e
0,0(α) and a
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triple pole at s = 0, with
Z e(s, α) =
s→0
A
e
1,2(α)
4pis3
− A
e
1,1(α)− γA e1,2(α)
4pis2
+
A
e
1,0(α)− γA e1,1(α) + 12(γ2 − pi26 )A e1,2(α)
4pis
+ · · · (5.68)
Up to ambiguous terms that can be absorbed in finite shifts of the counterterms,
we see that the physical finite part of the amplitude A
e
is simply given by the residue
of Z eat s = 0. This is of course also true for the other two-loop diagrams. We can
thus write a simple and elegant formula for the two-loop gravitational effective action,
S(2)(g) ≡ ress=0
(κ4
8
Z ee− κ23
8
Z e e− κ23
12
Z e) , (5.69)
where, again, the equality sign here is modulo terms that can be absorbed in finite
shifts of the local counterterms. In particular, all the α-dependence of the right-hand
side of (5.69) is within such terms. Formula (5.69) is the two-loop generalization of
the standard one-loop formula S(1)(g) = −1
2
ζ ′D(0).
5.3 The two-loop conformal anomaly
As a last application of our formalism, let us show that the two-loop conformal
anomaly vanishes for the φ4 model in four dimensions. We thus assume that the
conditions (3.8), i.e. m2 = 0 and ξ = 1/6, are satisfied, together with κ3 = 0. In
particular, the heat kernel coefficient a1(x) vanishes.
The standard one-loop conformal anomaly was derived in Sec. 3.5, see Eq. (3.57).
At two loops, the gravitational effective action is given by
S(2)(g) =
κ4
8
∫
d4x
√
g Gζ(x)
2 . (5.70)
To compute the conformal anomaly, we thus need to know how the four dimensional
Green function at coinciding points Gζ(x; g) transforms under a Weyl rescaling of the
metric g.
The Weyl transformation of the Green functions
The Weyl transformation laws for the Green’s function G(x, y) and the Green’s func-
tion at coinciding points Gζ(x), in the case m
2 = 0 and ξ = 1/6, are given by
G
(
x, y; e2ωg
)
= e−ω(x)−ω(y)G(x, y; g) , (5.71)
Gζ
(
x; e2ωg
)
= e−2ω(x)
[
Gζ(x; g) +
1
48pi2
(
gij∂iω∂jω −∆gω
)]
. (5.72)
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Similar transformation laws were studied in [7] in two dimensions and the above
relations can be proved by using similar methods.
The most straightforward derivation of (5.71) is to note that the Green’s function
G(x, y; g) is entirely determined by the differential equation (3.32). It is then imme-
diate to check that, if G(x, y; g) satisfies (3.32), for the Laplacian ∆g and Ricci scalar
Rg computed in the metric g, then G(x, y; e
2ωg) given by (5.71) satisfies the same
equation, but now for the Laplacian and Ricci scalar
∆e2ωg = e
−2ω(∆g − 2gij∂iω∂j) , (5.73)
Re2ωg = e
−2ω(Rg − 6gij∂iω∂jω + 6∆gω) (5.74)
computed in the metric e2ωg. Another possible derivation is to start from the repre-
sentation (3.33) in terms of the eigenvalues and eigenfunctions of the operator D and
to use standard quantum mechanical perturbation theory to compute the infinitesimal
Weyl variation. A little algebra then yields the infinitesimal version of (5.71).
To prove (5.72), we are going to use the representation (3.45), which reads in the
present case
Gζ(x) = lim
x→y
[
G(x, y)− a0(x, y)
4pi2`2(x, y)
]
. (5.75)
The Weyl variation of the first term on the right-hand side of (5.75) is given by (5.71).
To compute the Weyl variation of the second term, we can proceed as follows.
First, the Weyl variation of the geodesic length `(x, y), to any order when y → x,
can be found systematically by the following method. The geodesic z(s) joining the
points x and y satisfies the geodesic equation
z¨i + Γijkz˙
j z˙k = 0 , (5.76)
with the boundary conditions z(s = 0) = x and z(s = `(x, y)) = y. The solution of
(5.76) can be expanded in a Taylor series around s = 0,
zi(s) =
∑
k≥0
sk
k!
zi(k)(0) = xi + sz˙i(0)−
∑
k≥2
sk
k!
Γii1···ik z˙
i1(0) · · · z˙ik(0) . (5.77)
The completely symmetric coefficients Γii1···ik are expressed in terms of the Christoffel
symbols as
Γii1···ik = ∇′(i1 · · · ∇′ik−2Γiik−1ik)(x) , (5.78)
where the “covariant derivatives” ∇′ act on the lower indices only. Setting s = ` in
(5.77), we can solve recursively for `z˙i(0) as a function of  = y − x, to any desired
order. For example, we find in this way
`z˙i(0) = i +
1
2
Γii1i2
i1i2 +
1
6
(
∂(i1Γ
i
i2i3)
+ Γj(i1i2Γ
i
i3)j
)
i1i2i3 +O(4) . (5.79)
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Using gij(x)z˙
i(0)z˙j(0) = 1, an explicit formula for `2 in terms of gij(x), Γ
i
jk(x) and 
can be derived by taking the square of (5.79). The Weyl variation of `2 is then found
immediately from the Weyl variation of the Christoffel symbols,
Γijk
(
x; e2ωg
)
= Γijk
(
x; g
)
+ δij∂kω + δ
i
k∂jω − gjk∂iω . (5.80)
The calculation can be simplified if we use a locally flat coordinate system around
x, like the Riemann normal coordinates, because in this case Γijk(x) = 0. In such a
coordinate system, and for an infinitesimal Weyl variation, we get
δ`2
`2
= 2δω + i∂iδω +
1
3
∂i∂jδω 
ij +O(3) . (5.81)
Second, we need the Weyl variation of the heat kernel coefficient a0(x, y). In
Riemann normal coordinates, (A.49) yields
a0(x, y) = 1 +
1
12
Rij(x)
ij +O(3) (5.82)
and thus
δa0(x, y) =
1
12
δRij
ij +
1
6
Rij
iδj +O(3) . (5.83)
One must take into account the fact that after the Weyl transformation the new
normal coordinates are different from the old ones. Hence δRij = Rˆij − Rij, where
Rˆij is the Weyl transformed Ricci tensor in the new normal coordinate system. To
the desired order in , we only need the leading transformation law δi = iδω of the
normal coordinates under Weyl rescaling. Combining the effect of this coordinate
transformation together with the usual transformation law of the Ricci tensor yields
δRij = −2δωRij − 2∂i∂jδω + δij∆δω +O() (5.84)
and thus
δa0(x, y) = −1
6
∂i∂jδω 
ij +
1
12
`2∆δω +O(3) . (5.85)
From (5.85) and (5.81), we finally get the Weyl variation of the second term on the
right-hand side in (5.75). To the desired order, the result can be most elegantly
written as
δ
[
a0(x, y)
`(x, y)2
]
= −(δω(x) + δω(y))a0(x, y)
`(x, y)2
+
1
12
∆δω +O(`) . (5.86)
We are also providing an alternative derivation of this formula in App. A.1.
Putting together (5.71) and (5.86) into (5.75), we finally find
δGζ = −2δω Gζ − ∆δω
48pi2
, (5.87)
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which is the infinitesimal version of (5.72). To derive the more general equation
(5.72), one can check that it is consistent with the composition of two finite Weyl
transformations. An alternative derivation is to note that (5.87) implies that
δ
(
Gζ +
R
288pi2
)
= −2
(
Gζ +
R
288pi2
)
δω , (5.88)
which is easily integrated to
Gζ
(
x; e2ωg
)
+
Re2ωg(x)
288pi2
= e−2ω(x)
(
Gζ
(
x; g
)
+
Rg(x)
288pi2
)
(5.89)
and which yields (5.72) by using (5.74).
The vanishing of the two-loop conformal anomaly
The infinitesimal Weyl variation of the two-loop gravitational effective action (5.70)
is
δS(2)(g) =
κ4
8
∫
d4x
√
g
(
2Gζ δGζ + 4G
2
ζ δω
)
, (5.90)
with δGζ given by (5.87). Let us now remind ourselves that the anomaly is defined
only up to the addition of local counterterms to the action. For example, the one-loop
anomaly discussed in Sec. 3.5 was only defined up to the addition of the Weyl variation
of the integral of a local scalar of dimension four, like
∫
R2. Similarly, the two-loop
anomaly (5.90) is defined only up to the Weyl variation of such local terms or the
Weyl variation of terms of the form (5.17) generated by finite shifts of the counterterm
coefficients, like
∫
Gζ R. Keeping this in mind, let us note that the identity
δ
[
κ4
8
∫
d4x
√
g
(
Gζ +
R
288pi2
)2]
= 0 , (5.91)
which is obvious from (5.88), allows to rewrite (5.90) as
δS(2)(g) = − κ4
1152pi2
δ
∫
d4x
√
g RGζ − κ4
8(288pi2)2
δ
∫
d4x
√
g R2 . (5.92)
Both terms on the right-hand side of (5.92) can be absorbed by a finite shift of the
counterterms, as just discussed. This proves that the two-loop conformal anomaly
vanishes.
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A Appendix
A.1 Riemann normal coordinates
It is often useful to go to a special coordinate system for which the metric in the
vicinity of a given point is as close to the Euclidean metric as possible. In general
relativity, these are the coordinates of a freely falling observer. More generally, one
defines these Riemann normal coordinates as follows.
Definition and basic relations
We fix any point as the origin (which would have coordinates y in a general coordinate
system). Riemann normal coordinates x around this point are defined such that
straight lines through the origin are geodesics, and scaled such that the square of the
geodesic distance is simply
`2(x, 0) = xixi ≡ x2 . (A.1)
The Taylor expansion of the metric around x = 0 is given by (see e.g. [21])
gij(x) = δij − 1
3
Rikjlx
kxl − 1
6
Rikjl;mx
kxlxm
+
[ 2
45
RikrlR
r
mjn −
1
20
Rikjl;mn
]
xkxlxmxn +O(x5) , (A.2)
where Rijkl is the Riemann curvature tensor,
4 (. . .);mn = ∇n∇m(. . .) denotes covariant
derivatives, and Rkl = R
j
kjl and R = R
k
k denote the Ricci tensor and scalar. All
curvature tensors are at x = 0. In particular, since gij(0) = δij we do not have to
distinguish upper and lower indices on these tensors. The inverse metric is
gij(x) = δij +
1
3
Rikjlx
kxl +
1
6
Rikjl;mx
kxlxm
+
[ 1
15
RikrlR
r
mjn +
1
20
Rikjl;mn
]
xkxlxmxn +O(x5) . (A.3)
Note that in these coordinates one has gijx
j = xi and gijxj = xi since all other
terms involve symmetric products of the coordinates x contracted with antisymmetric
curvature tensors. The square root of the determinant of the metric is
√
g = 1− 1
6
Rklx
kxl − 1
12
Rkl;mx
kxlxm
+
[
1
72
RklRmn − 1
40
Rkl;mn − 1
180
RrklsR
s
mnr
]
xkxlxmxn +O(x5) , (A.4)
Note that the terms O(x5) are terms O(R3,∇R2), i.e. involving at least three curva-
ture tensors or two curvature tensors and a covariant derivative.
4Our sign convention is Rijkl = ∂kΓ
i
lj − ∂lΓikj + ΓikrΓrlj − ΓilrΓrkj .
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Laplace operator
The scalar Laplace operator is given in general by
−∆ = 1√
g
∂i
(√
ggij∂j
)
= gij(x)∂i∂j + r
j(x)∂j , (A.5)
where we defined
rj = ∂ig
ij +
1
2
gij∂i ln g . (A.6)
Using (A.3) and (A.4), a straightforward computation yields for the function rj(x) in
the normal coordinates
rj(x) = −2
3
Rjkx
k +
[ 1
12
Rkl;j − 1
2
Rkj;l
]
xkxl −
[1
5
Rjl;mn +
1
40
Rmn;lj − 3
40
Rmn;jl
− 23
180
RlsR
s
mnj +
4
45
RrjlsRsmnr
]
xlxmxn + O(x4) . (A.7)
Inserting this into (A.5) yields the expansion of the Laplace operator in the vicinity
of x = 0, up to terms O(x4) or O(R3,∇R2). In particular, we have
−∆ `2(x, 0) =[gij(x)∂i∂j + rj(x)∂j] (xkxk) = 2 [gjj(x) + rj(x)xj] , (A.8)
so that
∆ `2(x, 0) + 2d =
2
3
Rklx
kxl +
1
2
Rkl;mx
kxlxm
+
[
1
5
Rkl;mn +
2
45
RrklsR
s
mnr
]
xkxlxmxn + O(x5) . (A.9)
Weyl transformation of the geodesic length
In the main text, we needed the transformation of the geodesic length ` under Weyl
rescalings of the metric. One way to prove this formula is to use normal coordinates,
as we will do now. Consider the (infinitesimal) Weyl transformation of the metric
(3.6), i.e.
g˜ij(x) = e
2ω(x)gij(x) . (A.10)
The curvature tensors of the new metric are then
R˜ijkl = R
i
jkl − δik∇l∂jω + δil∇k∂jω + gjk∇l∂iω − gjl∇k∂iω +O(ω2) ,
R˜jl = Rjl − (d− 2)∇l∂jω + gjl∆ω +O(ω2) ,
R˜ = e−2ω
(
R + 2(d− 1)∆ω)+O(ω2) . (A.11)
The new metric does not have the form (A.2), i.e. the coordinates xi are not normal
coordinates for the Weyl transformed geometry. Instead, let xˆi(x) be the new normal
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coordinates. Then the metric in these coordinates is gˆij =
∂xm
∂xˆi
∂xn
∂xˆj
g˜mn. Since the xˆ
i
are normal coordinates, this metric and corresponding curvature must satisfy (A.2),
∂xm
∂xˆi
∂xn
∂xˆj
g˜mn = gˆij(xˆ) = δij − 1
3
Rˆikjl(0)xˆ
kxˆl +O(xˆ3) . (A.12)
Obviously, to lowest order in x, this implies xˆi = eω(0)xi +O(x2), so that
Rˆikjl(0) = e
−4ω(0)R˜ikjl(0) = e−2ω(0)R˜ikjl(0) . (A.13)
Inserting this back into (A.12) and using (A.10) and (A.11) we get
e2ω(x)
(
δmn − 1
3
Rmknlx
kxl
)
=
∂xˆi
∂xm
∂xˆj
∂xn
(
δij − 1
3
(
Rikjl − δij∂l∂kω + δil∂k∂jω
+ δjk∂l∂iω − δkl∂i∂jω
)
xkxl
)
+O(x3, ω2) . (A.14)
If we insert
xˆi = eω(0)
(
xi + f i(x)
)
, f i = O(x2) , (A.15)
we see that f i must be O(ω) and satisfy
∂mf
n + ∂nf
m = 2δmn∂kω(0)x
k +
1
3
(
2δmn∂l∂kω(0) + δml∂k∂nω(0) + δkn∂l∂mω(0)
− δkl∂n∂mω(0)
)
xkxl +O(x3, ω2) . (A.16)
The solution is
f i = xi
(
xl∂lω(0) +
1
3
xkxl∂k∂lω(0)
)
− 1
2
xmxm
(
∂iω(0) +
1
3
xl∂l∂iω(0)
)
+O(x4, ω2) .
(A.17)
It follows that the geodesic distance in the Weyl transformed geometry is given by˜`2(x, 0) ≡ ˆ`2(x, 0) = xˆixˆi = e2ω(0)(xixi + 2xif i +O(ω2))
= e2ω(0)xixi
(
1 + xl∂lω(0) +
1
3
xkxl∂k∂lω(0)
)
+O(x5, ω2)
= `2(x, 0)
(
1 + ω(x) + ω(0)− 1
6
xkxl∂k∂lω(0) +O(x
3, ω2)
)
, (A.18)
or, in terms of the Weyl variation δω of `
2(x, 0) = x2 ≡ xixi,
δω
1
x2
= −ω(x) + ω(0)
x2
+
xkxl∂k∂lω(0)
6x2
+O(x, ω2) . (A.19)
One shows similarly (but with less effort) that
δω
(
Rij
xixj
x2
)
= −(ω(x) + ω(0))Rij xixj
x2
− (d− 2)x
ixj∂i∂jω(0)
x2
+ ∆ω(0) +O(x, ω2) ,
(A.20)
so that, in d = 4, the xixj∂i∂jω(0) terms disappear from the following combination
δω
(
1
x2
+
Rijx
ixj
12x2
)
= −(ω(x) + ω(0))( 1
x2
+
Rijx
ixj
12x2
)
+
1
12
∆ω(0) +O(x, ω2) .
(A.21)
68
A.2 The heat kernel
In this appendix, we will (re)derive or collect useful formulas about the standard heat
kernel K(t, x, y). It is defined in terms of the eigenvalues λr and eigenfunctions ψr of
the wave operator D = ∆ +m2 + ξR, see (3.2), as
K(t, x, y) =
∑
r
e−λrtψr(x)ψ∗r(y) . (A.22)
Since the operator D is real, one may choose real eigenfunctions ψr, which we assume
throughout. They satisfy the orthonormality and completeness relations∫
ddx
√
g(x)ψr(x)ψs(x) = δrs ,
∑
r
ψr(x)ψr(y) = δ
(d)(x− y) [g(x)g(y)]−1/4 .
(A.23)
It follows from (A.22) that the heat kernel satisfies the fundamental differential equa-
tion (generalized heat equation)(
d
dt
+Dx
)
K(t, x, y) =
(
d
dt
+ ∆x +m
2 + ξR(x)
)
K(t, x, y) = 0 , (A.24)
with the initial condition
lim
t→0
K(t, x, y) = δ(d)(x− y) [g(x)g(y)]−1/4 . (A.25)
Note that, as is obvious from (A.22) or (A.24), the massive and massless heat kernels
are simply related by
K(t, x, y) = e−m
2tKm=0(t, x, y) . (A.26)
In flat space, the well-known solution is
K(t, x, y) = (4pit)−d/2e−m
2t− (x−y)2
4t . (A.27)
This must also be the leading small t, small distance behavior on a curved manifold,
if (x− y)2 is replaced by the square of the geodesic distance `2(x, y) between x and y.
Corrections to this leading behavior can then be obtained as a perturbative expansion
in t and `(x, y).
Asymptotic solution of the heat equation and recursion relations
We will now show that the heat kernel K(t, x, y) admits an asymptotic small t ex-
pansion of the form repeatedly used in the main text and derive recursion relations
between the coefficients ak(x, y). This will be done in general. Then we use nor-
mal coordinates to explicitly solve the recursion relations and obtain the first few
coefficients ak.
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We search for a solution of (A.24), (A.25) of the form
K(t, x, y) = (4pit)−d/2e−
`2(x,y)
4t F (t, x, y) , (A.28)
where `(x, y) is the geodesic distance between x and y and F is expanded in integer
powers of t,
F (t, x, y) =
∞∑
k=0
ak(x, y)t
k . (A.29)
Clearly, this generalizes the flat space result.
Recall that the scalar Laplace operator is given in general by (A.5). This obviously
implies for any F (x) and H(x)
∆(FH) = (∆F )H + F∆H + 2gij∂iF∂jH . (A.30)
Using this formula, we find
−∆x
(
e−`
2/(4t)F
td/2
)
=
e−`
2/(4t)
td/2
[
gij(x)∂i`
2∂j`
2
16t2
F +
(∆x`
2)
4t
F − g
ij(x)∂i`
2
2t
∂jF −∆xF
]
,
(A.31)
where ∂i = ∂/∂x
i. Now, gij(x)∂i`(x, y)∂j`(x, y) = 1, so that
gij(x)∂i`
2∂j`
2 = 4`2 , (A.32)
and adding the pieces with ξR(x) +m2 we get
−Dx
(
e−`
2/(4t)F
td/2
)
=
e−`
2/(4t)
td/2
[
`2
4t2
F +
(∆x`
2)
4t
F − g
ij(x)∂i`
2
2t
∂jF −DxF
]
. (A.33)
On the other hand,
d
dt
(
e−`
2/(4t)F
td/2
)
=
e−`
2/(4t)
td/2
[
`2
4t2
F − d
2t
F +
dF
dt
]
. (A.34)
Upon inserting this into the heat equation (A.24) and using (A.29), one finds the
following system of differential equations for the functions ar(x, y),
−1
4
(∆x`
2 + 2d)a0 +
1
2
gij(x)∂i`
2∂ja0 = 0 , (A.35)
−1
4
(∆x`
2 + 2d)ar +
1
2
gij(x)∂i`
2∂jar + rar = −Dxar−1 , r ≥ 1 . (A.36)
Defining ar = a0 a˜r, the latter equations simplify to
1
2
gij(x)∂i`
2∂j a˜r + ra˜r = − 1
f0
Dxar−1 , ar = a0a˜r . (A.37)
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Note that the heat kernel K(t, x, y), as well as the expansion (A.28), are symmetric
under the interchange of x and y. Thus all ar(x, y) are symmetric functions, and they
obey also the same equations (A.35)–(A.37) with the differential operators acting on
x replaced by those acting on y. To explicitly solve these equations it simplifies things
to go to the Riemann normal coordinate system which we discussed above.
Solution to the recursion relations of the heat equation in normal coordi-
nates
We will solve the recursion relations (A.35)–(A.37) and obtain the first few coefficients
ak(x, y). This will be done using normal coordinates centered in y, i.e. we set y = 0.
We also let m = 0 first, since the m-dependence can be trivially restored in the end
as is obvious from (A.26). The recursion relations then read
−1
4
(∆`2 + 2d)a0 + x
j∂ja0 = 0 , (A.38)
xj∂j a˜r + ra˜r = − 1
f0
(
∆ + ξR(x)
)
ar−1 , ar = a0a˜r . (A.39)
Equation (A.38) for a0 is easily solved. Using (A.9) and taking into account the initial
condition to fix the normalization, we get
a0(x, 0) = 1 +
1
12
Rklx
kxl +
1
24
Rkl;mx
kxlxm
+
1
16
(
1
5
Rkl;mn +
2
45
RrklsR
s
mnr +
1
18
RklRmn
)
xkxlxmxn + O(x5) . (A.40)
Clearly, the unwritten terms O(x5) are terms O(R3,∇R2). Let us insist that all
curvature tensors are evaluated at 0 (which corresponds to y), unless otherwise stated.
Comparing with (A.4), we see that a0(x, 0) = g(x)
−1/4. Actually, this is the well-
known VanVleck-Morette determinant, which in normal coordinates indeed reduces
to g(x)−1/4. It is also easy to see directly that g(x)−1/4 is a solution of (A.35). Finally
note that a0(x, 0) = g(x)
−1/4 is precisely what is required for the initial condition
(A.25).
Next, one solves (A.39) recursively. With our expansion, we will get ∆a0 up to
terms O(x3) which are still O(R3,∇R2). One also has to expand
ξR(x) = ξR + ξR;lx
l +
1
2
ξR;klx
kxl + · · · (A.41)
Thus
− 1
a0
(
∆ + ξ R(x)
)
a0 =
1− 6ξ
6
R +
1− 6ξ
6
R;lx
l
+
(
Dkl − 1
72
RRkl − ξ
2
R;kl
)
xkxl + O(R3,∇R2) , (A.42)
71
where we defined
Dkl =
3
20
R(jj;kl) +
1
30
Rs r(jj R
r s
kl) +
1
24
R(jjRkl) − 1
9
RkjRlj +
1
18
RijRikjl . (A.43)
The solution a1 is then easily seen to be
a1(x, 0) =
1− 6ξ
6
R +
1− 6ξ
12
R;lx
l +
1
3
[
Dkl +
1− 9ξ
36
RRkl − ξ
2
R;kl
]
xkxl
+O(R3,∇R2) . (A.44)
(One cannot add solutions of the homogeneous equation since they are singular at
x = 0.)
Computing similarly
−∆a1 = 2
3
Dkk +
1− 9ξ
54
R2 − ξ
3
R ;k;k +O(R3,∇R2) , (A.45)
we get
a2(x, 0) =
1
3
Dkk +
1− 18ξ + 54ξ2
108
R2 − ξ
6
R ;k;k +O(R3,∇R2) . (A.46)
Clearly then,
ar(x, 0) = O(R3,∇R2) , ∀r ≥ 3 . (A.47)
Finally, it is trivial to relate these massless heat kernel coefficients to those of the
massive heat kernel. It immediately follows from (A.26) that∑
r
amr t
r =
∑
r
am=0r t
re−m
2t . (A.48)
Also, it will be convenient for referencing to restore y: we still use normal coordinates
around y, but we no longer set y = 0. Obviously, this is achieved by replacing xi
everywhere by xi − yi.
Let us summarize: in general, the heat kernel has the expansion given by (A.28),
(A.29). In Riemann normal coordinates around y, we have `2(x, y) = (x − y)2 and
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the massless ak are given by
a0(x, y) = (g(x))
−1/4
= 1 +
1
12
Rkl(x− y)k(x− y)l + 1
24
Rkl;m(x− y)k(x− y)l(x− y)m
+
1
16
[1
5
Rkl;mn +
2
45
RrklsR
s
mnr
+
1
18
RklRmn
]
(x− y)k(x− y)l(x− y)m(x− y)n +O(R3,∇R2) ,
a1(x, y) =
1− 6ξ
6
R +
1− 6ξ
12
R;l(x− y)l
+
1
3
[
Dkl +
1− 9ξ
36
RRkl − ξ
2
R;kl
]
(x− y)k(x− y)l +O(R3,∇R2) ,
a2(x, y) =
1
180
[
RmnklR
mnkl −RmnRmn +
(5
2
− 30ξ + 90ξ2
)
R2 +
(
6− 30ξ)R ;m;m ]
+O(R3,∇R2) , (A.49)
where all curvature tensors are evaluated at y. The tensor Dkl was given in (A.43)
and we have used the Bianchi identities to simplify Dkk.
The massless diagonal heat kernel coefficients ak(y) = ak(y, y) obviously are
a0(y) = 1
a1(y) =
1− 6ξ
6
R(y)
a2(y) =
1
180
[
RmnklR
mnkl −RmnRmn +
(5
2
− 30ξ + 90ξ2
)
R2 +
(
6− 30ξ)R ;m;m ] .
(A.50)
The massive coefficients are related to the massless ones by
am0 = a
m=0
0 , a
m
1 = a
m=0
1 −m2am=00 , am2 = am=02 −m2am=01 +
m4
2
am=00 . (A.51)
As already noted, the coefficients ak(x, y) must be symmetric in x and y. Although
this is not manifest on our expressions (A.49), it is nevertheless easily checked: if
we Taylor expand the curvature tensors at y around x, we end up with the same
expressions, except that the roles of x and y are switched (at least to the order in
x− y that we have kept).
It is clear from our above derivation that the terms O(t3) are terms O(R3,∇R2).
Note also that the parameter ξ which entered through the combination ξR, can only
appear in terms containing the curvature scalar and its derivatives. In particular,
a0(x, y) does not depend on ξ. It is reassuring to note that our (diagonal) a2(y)
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coincides5 with the one quoted in [18]. In turn, this also provides an indirect check
for the (non-diagonal) coefficient a1(x, y).
Two formula involving products of n heat kernels
A useful formula involving the product of n heat kernels is
√
g(x)
n∏
i=1
K(ti, x, 0) =
exp
(
−m2∑i ti − ∑i t−1i4 xkxk)
(4pi)nd/2(
∏
i ti)
d/2
{[
1 +
n− 2
12
Rklx
kxl
+
n− 2
24
Rkl;mx
kxlxm +
n− 2
16
(1
5
Rkl;mn +
2
45
RrklsR
s
mnr +
n− 2
18
RklRmn
)
xkxlxmxn
]
+
(∑
i
ti
)[1− 6ξ
6
R +
1− 6ξ
12
R;lx
l +
(1
3
Dkl +
1− 9ξ
108
RRkl − ξ
6
R;kl
+
(n− 3)(1− 6ξ)
72
RRkl
)
xkxl
]
+
(∑
i t
2
i
)
180
[
RmnklR
mnkl −RmnRmn +
(5
2
− 30ξ + 90ξ2
)
R2 +
(
6− 30ξ)R ;m;m ]
+ (
∑
i>j
titj)
(1
6
− ξ
)2
R2 +O(R3,∇R2)
}
. (A.52)
Now, as long as at least one of the ti is small,
∑
i t
−1
i is large and the exponential
factor in (A.52) provides an exponential suppression, unless the xl are all small. In
particular, this then justifies the expansion in normal coordinates, and we can safely
replace the integral of (A.52) over the manifold by an integral over Rn. The latter
are trivial to perform and we arrive at∫
ddx
√
g(x)
n∏
i=1
K(ti, x, 0) =
e−m
2
∑
i ti
(4pi)(n−1)d/2(
∏
i ti)
d/2(
∑
i t
−1
i )
d/2
{
1 + n−2
6
∑
i t
−1
i
R
+ n−2
60(
∑
i t
−1
i )
2
(
RmnklR
mnkl + 5n−8
3
RmnR
mn + 5(n−2)
6
R2 + 6R ;m;m
)
+(
∑
i ti)
(
1
6
− ξ)R + (∑i>j titj) (16 − ξ)2R2
+
∑
i ti
90
∑
i t
−1
i
(
RmnklR
mnkl −RmnRmn + 5(n−2)2 (1− 6ξ)R2 + (6− 30ξ)R ;m;m
)
+
(
∑
i t
2
i )
180
(
RmnklR
mnkl −RmnRmn +
(
5
2
− 30ξ + 90ξ2
)
R2 +
(
6− 30ξ)R ;m;m )
+O(R3,∇2R2)
}
. (A.53)
5 The only difference is the overall sign of the term
(
6 − 30ξ)R ;m;m . We believe that the sign
in the review would be correct when using a Minkowski signature + − −− but should be switched
when using a Minkowski signature −+ ++ or in Euclidean space.
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A.3 Short-distance expansion of the Green’s function
We have shown in the main text how the short-distance expansion of the Green’s
function G(x, y) is given in terms of the heat kernel coefficient ar(x, y), see (5.51),
(3.45), (3.46). We have found it instructive to show in this appendix, that this
same short-distance expansion of the Green’s function can also be derived in a very
elementary way directly from the recursion relations (A.35), (A.36) of the ar. As a
bonus, we will obtain this expansion up to and including terms ∼ `2(x, y). We will
also see how Gζ arises in this expansion as a quantity that cannot be determined from
the short distance expansion.
The Green’s function satisfies(
∆x + ξR(x) +m
2
)
G(x, y) = δ(d)(x− y) [g(x)g(y)]−1/4 . (A.54)
(We assume there is no zero eigenvalue.) The Green’s function and the heat kernel
are related by G(x, y) =
∫∞
0
dtK(t, x, y). Both G(x, y) and K(x, y) are symmetric
under interchange of x and y.
Obviously, knowledge of the Green function requires more than just the small t
asymptotic expansion of the heat kernel. However, just as we constructed this small
t expansion of K starting from the exact solution in flat space, we are now going
to construct a short-distance development of the Green function G(x, y) starting
from the exact solution of (A.54) in flat space. Not surprisingly, this short-distance
development involves exactly the heat kernel coefficients fr(x, y) via their recursion
relations (A.35) and (A.36).
In flat d-dimensional space, the Green’s functions are easily obtained by integrat-
ing the corresponding heat kernels and are exactly given by Bessel functions,
Gflat(x, y) =
md−2
(2pi)d/2
(m2`2)2−d/4K d
2
−1
(√
m2`2
)
, (A.55)
where we wrote `2 = (x − y)2. For d = 2 and d = 4 their short-distance expansions
are explicitly given by
Gd=2flat (x, y) =
1
4pi
[
− ln m
2`2
4
− 2γ + m
2`2
4
(
− ln m
2`2
4
− 2γ + 2
)
+O(`4 ln `2)
]
,
Gd=4flat (x, y) =
m2
(4pi)2
[
4
m2`2
+ ln
m2`2
4
+ 2γ − 1 + m
2`2
8
(
ln
m2`2
4
+ 2γ − 5
2
)
+O(`4 ln `2)
]
. (A.56)
These expansions may also be viewed as expansions in m. In particular, the leading
short-distance singularities are given by the massless Green’s functions.
75
In the sequel, we will construct the generalizations of these expansions in curved
space. We will repeatedly use the following formula for the Laplacian of the product
of functions F (x, y) and H(`2(x, y)):
∆x
(
H(`2)F (x, y)
)
= H∆xF − 2H ′ gij(x)∂j`2∂iF +H ′(∆x`2)F − 4`2H ′′F , (A.57)
which is easily established using (A.5) and (A.32). Adding (ξR + m2)HF on both
sides of the equation, this becomes
Dx
(
H(`2)F (x, y)
)
= HDxF − 2H ′ gij(x)∂j`2∂iF +H ′(∆x`2)F − 4`2H ′′F . (A.58)
The case d = 4
We now restrict ourselves to d = 4 dimensions. As just recalled, in flat space, the
leading singularity is given by
Gm=0flat (x, y) =
1
(4pi)2
4
(x− y)2 · (A.59)
In curved space, taking into account that the δ(4)(x) is accompanied by
(g(x))−1/4(g(y))−1/4 , (A.60)
we see that the first term in a small `(x, y) expansion should be
G(x, y) =
1
(4pi)2
4a0(x, y)
`2(x, y)
+ · · · (A.61)
To find the corrections to this expression, we use (A.58), for `2 6= 0, with H(`2) = 1/`2
and F (x, y) = a0(x, y). All but the first term on the right-hand side of (A.58) then
exactly cancel thanks to (A.35) satisfied by a0. Thus
Dx
(
4a0
`2
)
=
4Dxa0
`2
· (A.62)
Next, we use (A.58) with H(`2) = ln µ
2`2
4
+ A, where A is does not depend on x,
and µ is some scale introduced to make the argument of the logarithm dimensionless.
The terms on the right-hand side of (A.58) then again nicely combine to yield the
left-hand side of (A.36) for r = 1. As a result, we get
Dx
((
ln
µ2`2
4
+ A
)
a1
)
=
(
ln
µ2`2
4
+ A
)
Dxa1 +
4Dxa0
`2
· (A.63)
Combining the last two equations, we get
Dx
[
4a0
`2
−
(
ln
µ2`2
4
+ A
)
a1
]
= −
(
ln
µ2`2
4
+ A
)
Dxa1 . (A.64)
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The term on the right-hand side is now O(ln `2).
To do better, we compute similarly, with an x-independent B,
Dx
(`2
4
(
ln
µ2`2
4
+B
)
a2
)
=
`2
4
(
ln
µ2`2
4
+B
)
Dxa2 +
(
ln
µ2`2
4
+ 1 +B
)
Dxa1 − a2
=
`2
4
(
ln
µ2`2
4
+B
)
Dxa2 +
(
ln
µ2`2
4
+ A
)
Dxa1
+ (B + 1− A)
(
∆x`
2 + 8
4
a2 − 1
2
gij∂i`
2∂ja2
)
− (2B − 2A+ 3)a2 ,
(A.65)
where we used (A.36) twice. Now, ∆x`
2 + 8 is O(`2) and ∂i`
2 is O(`). Thus, if we
choose B = A− 3
2
the whole last line is O(`). Hence, adding (A.65) to (A.64) we find
Dx
[
4a0
`2
− ( ln µ2`2
4
+ A
)
a1 +
`2
4
(
ln
µ2`2
4
+ A− 3
2
)
a2
]
= O(`) . (A.66)
One might now be tempted to conclude that the expression in the square bracket,
multiplied by 1/(4pi)2, is the short-distance expansion of the Green’s function. In flat
space, where a0 = 1, a1 = −m2 and a2 = m4/2, this is indeed the case, as one sees
by comparing with (A.56), provided
A
∣∣∣
flat space, d = 4
= 2γ − 1 . (A.67)
In general however, this cannot be the full answer since we know from (3.45) that
this expansion must involve the non-trivial Gζ(y).
6 Clearly, one cannot identify Gζ
with A since, by symmetry, if A does not depend on x it cannot depend on y either
and must be a true constant.
The point is that the short-distance expansion is a local expansion which ignores
any global “boundary” conditions. This is very easily seen on the following example.
Take flat four-dimensional space, but restricted to x1 ≥ 0 only, and impose the
boundary condition that G(x, y) must vanish whenever x or y is on the boundary.
The massless Green’s function then is
G(x, y) =
1
4pi2
(
1
(x− y)2 −
1
(x− yC)2
)
, (A.68)
where yC is the image point of y, i.e. y
1
C = −y1 and yiC = yi for i 6= 1. Our expansion
(A.66) only captures the 1/(x − y)2 piece. The second term has a short-distance
expansion
1
(4pi)2
(
− 1
x1y1
+
(x− y)2
4(x1y1)2
+ . . .
)
, (A.69)
6 In flat four-dimensional space, choosing µ = m we have Gζ = −m2/(4pi)2, and it only shows
up via the −1 in (A.67).
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which is of the form
C(x, y) +
∆xC(x, y)
8
(x− y)2 + · · · (A.70)
In this example, one identifies
Gζ(x) = − 1
(4pi)2
1
(x1)2
= C(x, x) . (A.71)
Coming back to the general case, we observe that on the right-hand side of (A.66)
we neglected terms that are O(`), and we can, a priori, add anything that solves the
homogenous equation up to terms O(`) : Dx(. . .) = O(`). Let C(x, y) and C˜(x, y) be
symmetric functions of x and y that are regular as x→ y. Then, DxC and DxC˜ are
also regular and, by (A.58)
Dx
(
C(x, y) +
`2
8
C˜(x, y)
)
= DxC +
∆x`
2
8
C˜ +O(`) = DxC − C˜ +O(`) . (A.72)
Choosing C˜ = DxC, or rather
1
2
(DxC + DyC), the whole expression is O(`), i.e. it
solves the homogeneous equation, up to terms O(`).
We conclude that the general form of the short-distance expansion of the Green’s
function must be
(4pi)2G(x, y) =
4a0(x, y)
`2
−
(
ln
µ2`2
4
+ A
)
a1(x, y) + C(x, y)
+
`2
4
(
ln
µ2`2
4
+ A− 3
2
)
a2(x, y) +
`2
16
(
DxC(x, y) +DyC(x, y)
)
+O(`3) . (A.73)
Of course, C(x, x) is related to the renormalized Green’s function at coinciding points,
Gζ(x). Indeed, by (3.45) we have
(4pi)2Gζ(x) = (2γ − A)a1(x) + C(x, x) . (A.74)
In flat space, (A.67) and Gζ = −m2/(4pi)2 consistently yield C = 0. In general, to
actually determine C(x, y) or Gζ(x) requires global knowledge that goes beyond the
local structure captured by the heat kernel coefficients ar.
The case d = 2
In two dimensions we find similarly
4piG(x, y) = −
(
ln
µ2`2
4
+ A
)
a0(x, y) + C(x, y) +
`2
4
(
ln
µ2`2
4
+ A− 2
)
a1(x, y)
+
`2
8
(
DxC(x, y) +DyC(x, y)
)
+O(`3) , (A.75)
with the function C related to Gζ by
4piGζ(x) = (2γ − A) + C(x, x) . (A.76)
Note again, that in flat space, Gζ = 0 implies consistently C = 0.
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A.4 Some computational details relevant in flat space
In flat four-dimensional space, the function Z e(s, α) was given by
V
(4pi)4
m2−2s
s(s− 1)I4(s, α) , (A.77)
see (4.91), where I4 is defined by
I4(s, α) =
∫
β≥α
(β1 + β2 + β3)
1−s
(β1β2 + β2β3 + β3β1)2
· (A.78)
It is clear that this is a homogeneous function of degree −s,
I4(s, tα) = t
−s I4(s, α) , (A.79)
in agreement with (4.15). Since, in the integrand of (A.78),
∑
i βi ≥
∑
i αi = α, for
Re s > 1 one has |(β1 +β2 +β3)1−s| ≤ α1−s, and thus |I4(s, α)| < α1−sI4(1, α). Hence,
I4(s, α) is analytic for Re s ≥ 1. We will now show that it has a double and simple
pole at s = 0, as well as various poles at s ≤ −1. As already repeatedly emphasized,
the poles at s ≤ −1 give contributions to the amplitude that are O(1/Λ2), and we
will not need to consider them further. On the other hand, due to the explicit 1/s
factor in (4.91), we will also need the finite part of I4(s, α), once the pole terms at
s = 0 is subtracted.
To compute I4(s, α), we change variables to u = (β1 + β2 + β3)
−1, x = uβ1 and
y = uβ2, so that
I4(s, α) =
∫ α−1
0
duus−1J4(uα) , (A.80)
with
J4(a) =
∫
x≥a1, y≥a2
x+y≤1−a3
dx dy
[xy + (x+ y)(1− x− y)]2
=
∫
x≥a
dx1 dx2 dx3
δ(1− x1 − x2 − x3)
[x1x2 + x1x3 + x2x3]2
· (A.81)
This integral can be computed explicitly to yield
J4(a) =
3∑
i 6=j=1
1− 3ai√
(1− ai)(1 + 3ai)
ln
√
(1− ai)(1 + 3ai) + 1− ai − 2aj√
(1− ai)(1 + 3ai)− 1 + ai + 2aj
· (A.82)
The singularities of (A.80) must come form the region u→ 0 and, hence, are related
to the behavior of J4(uα) for small u. Expanding (A.82), we get
J4(uα) = −3 lnu−
∑
i>j
ln(αi + αj) +O(u, u lnu) . (A.83)
79
Of course, this small a behavior can also easily be obtained directly from (A.81)
without computing the integral exactly. Upon inserting (A.83) into (A.80) we get
I4(s, α) =
3
s2
− 1
s
∑
i>j
ln(αi + αj) + poles at s ≤ −1 + regular . (A.84)
We define the regular part at s = 0 by
Ireg4 (0, α) = lim
s→0
[
I4(s, α)− 3
s2
+
1
s
∑
i>j
ln(αi + αj)
]
. (A.85)
It is simply given by
Ireg4 (0, α) =
∫ α−1
0
du
u
(
J4(uα) + 3 lnu+
∑
i>j
ln(αi + αj)
)
. (A.86)
One can work out its explicit expression from the above formula, but we will not need
it here.
A.5 Counterterms and the two-point function at one loop
Let us determine here the counterterm coefficients cm, cξ and cφ from the one-loop
two-point function G(2)(x, y). This will also illustrate on a simple example how our
formalism can be used to compute n-point functions.
Up to order ~, the two-point function G(2)(x, y) receives contributions from the
tree-level G(x, y), from the counterterms, as well as from two one-loop diagrams.
There is a one-loop diagram with two internal lines between two cubic vertices and
another one with a single internal line having both ends connected to a quartic vertex,
G(2)(u, v) = G(u, v) +
∫
d4x
√
g(x)G(u, x)
(
− cφ∆x − cmm2 − cξξR(x)
)
G(x, v)
+
κ23
2
∫
d4x
√
g(x) d4y
√
g(y)G(u, x)
(
G(x, y)
)2
G(y, v)
− κ4
2
∫
d4x
√
g(x)G(u, x)G(x, x)G(x, v) . (A.87)
In principle, we should replace all propagators G, internal and external, by the reg-
ularized propagators Gf,Λ. Replacing the external G’s by Gf,λ’s only adds O(1/Λ
2)
terms to the external G’s. Multiplied by a Λ2 divergence of a loop, this gives a finite
contribution. However, at present, we only want to determine the diverging parts of
the counterterm constants and we do not care about such finite contributions. It is
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then enough to regularize only the Green’s functions appearing in the loops. Let us
now compute the different parts of (A.87). First, we have
∆xG(x, v) = DxG(x, v)−
(
m2 + ξR(x)
)
G(x, v) =
δ(x− v)√
g(x)
− (m2 + ξR(x))G(x, v) .
(A.88)
The last term in (A.87) yields
− κ4
2
∫
d4x
√
g(x)G(u, x)Gf,Λ(x, x)G(x, v) =
− κ4
2
∫
d4x
√
g(x)G(u, x)G(x, v)
∫
dαϕ(α)
[
Λ2
α
+ a1(x)
(
ln
Λ2
µ2α
− γ
)]
+O(1) .
(A.89)
To evaluate the divergence of the term ∼ κ23 in (A.87), we must compute∫
d4y
√
g(y)
(
Gf,Λ(x, y)
)2
G(y, v)
=
∫
dα1dα2 ϕ(α1)ϕ(α2)
∫
d4y
√
g(y) K̂
(α1
Λ2
, x, y
)
K̂
(α2
Λ2
, x, y
)
G(y, v) , (A.90)
with K̂ given in (4.43). A priori, we are not allowed to use the small t expansion of
the heat kernel since t is integrated up to infinity. However, it is easy to see that the
divergent part of the present diagram only receives contributions from the regions
where both ti are small and we can thus use the small t expansion to compute this
divergent part. Moreover, for small ti, only the regions with y close to x contribute
to the integral over y. This allows us, on the one hand, to expand
G(y, v) = G(x, v) + (x− y)i∂xiG(x, v) +
1
2
(x− y)i(x− y)j∂xi∂xjG(x, v) + · · · , (A.91)
and, on the other hand, to use the expression for K in Riemann normal coordinates
resulting in a trivial Gaussian integral,∫
d4y
√
g(y)K(t1, x, y)K(t2, x, y)G(y, v)
=
1
(4pi)2
[
G(x, v)
(t1 + t2)2
+
a1(x)G(x, v)
t1 + t2
− ∆xG(x, v) t1t2
(t1 + t2)3
+ · · ·
]
. (A.92)
The ti are to be integrated from αi/Λ
2 to some fixed Λ-independent value (which we
take to be µ−2) and we see that only the first term contributes to the divergent part
in (A.90),∫
d4y
√
g(y) (Gf,Λ(x, y))
2G(y, v) =
G(x, v)
(4pi)2
∫
dα1dα2 ϕ(α1)ϕ(α2) ln
Λ2
µ2(α1 + α2)
+O(1) . (A.93)
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Putting the different pieces together, we find for the diverging part of the two-point
function
G(2)(u, v) = −cφG(u, v) +
∫
d4x
√
g(x)G(u, x)
{(
cφ − cm
)
m2 +
(
cφ − cξ
)
ξR(x)
+
κ23
2(4pi)2
∫
dα1dα2ϕ(α1)ϕ(α2) ln
Λ2
µ2(α1 + α2)
− κ4
2
∫
dαϕ(α)
[
Λ2
α
+ a1(x)
(
ln
Λ2
µ2α
− γ
)]}
G(x, v) +O(1) . (A.94)
Recalling again a1 = (1/6 − ξ)R − m2, we see that cancelling the diverging part
requires, up to finite shifts,
cφ =0 ,
m2cm =− κ4
2(4pi)2
∫
dαϕ(α)
[
Λ2
α
−m2
(
ln
Λ2
µ2α
− γ
)]
+
κ23
2(4pi)2
∫
dα1 dα2 ϕ(α1)ϕ(α2) ln
Λ2
µ2(α1 + α2)
,
cξ ξ = − κ4
2(4pi)2
(
1
6
− ξ
)∫
dαϕ(α)
(
ln
Λ2
µ2α
− γ
)
, (A.95)
up to terms O(1). Note that we find, in addition to the results obtained in the main
text from the computation of the gravitational effective action, that the wave function
renormalization vanishes at one loop. If we had evaluated the analogue of (A.92) in
d = 6, the terms ∼ ∆xG(x, v) = δ(x − v)/
√
g(x) + · · · would also have led to a
divergent contribution and one would then conclude that cφ 6= 0.
References
[1] N.D. Birrell and P.C.W. Davis, Quantum Fields in Curved Space, Cambridge
University Press, 1982;
L.H. Ford, Quantum Field Theory in Curved Spacetime, gr-qc/9707062;
T. Jacobson, Introduction to Quantum Fields in Curved Spacetime and the Hawk-
ing Effect, [gr-qc/0308048];
I.L. Shapiro, Effective action of vacuum: semiclassical approach, Class. Quant.
Grav. 25 (2008) 103001, [arXiv:0801.0216].
[2] S. Bhattacharyya, B. Panda and A. Sen, J. High Energy Phys. 08 (2012) 084,
[arXiv:1204.4061];
A. Sen, Logarithmic Corrections to Schwarzschild and Other Non-extremal Black
Hole Entropy in Different Dimensions, [arXiv:1205.0971].
82
[3] D.B. Ray and I.M. Singer, Advances in Math. 7 (1971) 145;
S.W. Hawking, Zeta function regularization of path integrals in curved space-
time, Comm. Math. Phys. 55 (1977) 133.
[4] D.G.C. McKeon and T.N. Sherry, Operator regularization of Green’s functions,
Phys. Rev. Lett. 59 (1987) 532; Operator regularization and one Loop Green’s
functions, Phys. Rev. D 35 (1987) 3854;
L. Culumovic, M. Leblanc, R.B. Mann, D.G.C. McKeon and T.N. Sherry, Op-
erator regularization and multiloop Green’s functions, Phys. Rev. D 41 (1990)
514.
[5] C. Itzykson and J.B. Zuber, Quantum Field Theory, McGraw-Hill, 1985.
[6] F. Ferrari, S. Klevtsov and S. Zelditch, Random geometry, quantum gravity and
the Ka¨bler potential, Phys. Lett. B 705 (2011) 375, arXiv:1107.4022;
F. Ferrari, S. Klevtsov and S. Zelditch, Random Ka¨hler Metrics, Nucl. Phys. B
869 (2013) 89, [arXiv:1107.4575].
[7] F. Ferrari, S. Klevtsov and S. Zelditch, Gravitational actions in two dimensions
and the Mabuchi functional, Nucl. Phys. B 859 (2012) 341, [arXiv:1112.1352].
[8] F. Ferrari, S. Klevtsov and S. Zelditch, Simple matrix models for random
Bergman metrics, J. Stat. Mech. 2012 (2012) P04012, [arXiv:1112.1352].
[9] T. Mabuchi, Toˆhoku Math. Journ. 38 (1986) 575;
T. Mabuchi, Osaka J. Math. 24 (1987) 227;
S. Semmes, Amer. J. Math. 114 (1992) 495;
S.K. Donaldson, Amer. Math. Soc. Transl. 196 (1999) 13;
G. Tian, J. Diff. Geom. 32 (1990) 99;
S. Zelditch, IMRN 6 (1998) 317.
[10] A. Bilal, F. Ferrari and S. Klevtsov, 2D Quantum Gravity at One Loop with
Liouville and Mabuchi Actions, [arXiv:1310.1951];
A. Bilal and F. Ferrari, Two-Dimensional Quantum Gravity at Two Loops, to
appear.
[11] L. Ho¨rmander, Acta Math. 121 (1968) 193.
[12] W. Arendt, R. Nittka, W. Peter and F. Steiner, Weyl’s Law: Spectral Prop-
erties of the Laplacian in Mathematics and Physics, Mathematical Analysis of
Evolution, Information and Complexity, Wiley.
[13] D.V. Fursaev and D.V. Vassilevich, Operators, Geometry and Quanta: Methods
of Spectral Geometry in Quantum Field Theory Springer 2011.
83
[14] P.B. Gilkey, Invariance theory, the heat equation and the Atiyah-Singer index
theorem, CRC press, 1995.
[15] J.S. Dowker and R. Critchley, Effective Lagrangian and energy momentum tensor
in de Sitter space, Phys. Rev. D13 (1976) 3224 and Phys. Rev D16 (1977) 3390.
[16] I.G. Avramidi, Heat kernel approach in quantum field theory, Nucl. Phys. Proc.
Suppl. 104 (2002) 3 [math-ph/0107018];
I.G. Avramidi, Heat kernel and quantum gravity, Lect. Notes Phys. M 64, 1
(2000).
[17] D.J. Toms, Renormalization of interacting scalar field theories in curved space-
time, Phys. Rev. D26 (1982) 2713;
J. Kodaira, Interacting scalar field theory in general curved space-time, Phys.
Rev. D33 (1986) 2882;
G.J. Huish and D.J. Toms, Renormalization of interacting scalar field theory in
three-dimensional curved space-time, Phys. Rev. D49 (1994) 6767.
[18] D.V. Vassilevich, Heat kernel expansion: User’s manual, Phys. Rept. 388 (2003)
279 [hep-th/0306138].
[19] M.J. Duff, Observations on conformal anomalies, Nucl. Phys. B 125 (1977) 334;
L. Bonora, P. Pasti and M. Bregola, Weyl cocycles, Class. Quant. Grav. 3 (1986)
635;
S. Deser and A. Schwimmer, Geometric classification of conformal anomalies in
arbitrary dimensions, Phys. Lett. B 309 (1993) 279, [hep-th/9302047].
[20] T.S. Bunch, BPHZ renomalization of λφ4 field theory in curved space-time, Ann.
of Phys. 131 (1981) 118;
R. Brunetti and K. Fredenhagen, Interacting quantum fields in curved space:
renormalizability of φ4, [gr-qc/9701048];
R. Brunetti and K. Fredenhagen, Microlocal analysis and interacting quantum
field theories: Renormalization on physical backgrounds, Comm. Math. Phys.
208 (2000) 623, [math-ph/9903028].
[21] U. Muller, C. Schubert and A.M.E. van de Ven, A Closed formula for the
Riemann normal coordinate expansion, Gen. Rel. Grav. 31, 1759 (1999) [gr-
qc/9712092].
84
