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Photonic topological insulators are a promising photonic platform due to the possibility of uni-
directional edge states with insensitivity to bending, fabrication imperfections or environmental
fluctuation. Here we demonstrate highly efficient unidirectional photonic edge mode propagation
facilitated by the optical quantum valley Hall effect. With an all-dielectric kagome lattice design,
we demonstrate broadband suppressed reflection in the presence of sharp corners and further show
negligible vertical losses in a semiconductor-based device at telecommunication wavelengths.
When propagating in a (structured) material or waveg-
uide, not all of the light travels in this initial direction
but parts of it experience back-reflection due to bend-
ing, fabrication defects or environmental variations. For
most applications back-propagation should be avoided
and it is thus not surprising that the unique properties of
photonic topological insulators (PTIs) [1] have attracted
widespread attention due to their promise to prohibit
back-reflections. The basis of such back-scattering-free
one-way waveguides lies at the interface of two topolog-
ically inequivalent photonic crystals (PhCs) which ex-
hibit topological edge modes that – guaranteed by the
bulk-boundary correspondence [2] – propagate only in
one direction and are at the same time robust against
perturbations. Not surprisingly, a plethora of possible
topologically non-trivial photonic designs has been put
forward, involving non-reciprocal systems [3], complex
metamaterials [4], the Floquet topological insulator prin-
ciple [5], and an artificial magnetic gauge [6, 7]. However,
the aforementioned PTIs need strong magnetic fields, are
complicated to fabricate, and/or are difficult if not im-
possible to scale to optical frequencies.
As an alternative, a deformed honeycomb-based topo-
logical PhC [8] which emulates the quantum spin Hall
effect (QSHE) [9] has recently gained interest, not least
due to its simple fabrication as compared to other PTIs.
Nevertheless, while 2D hexagonal symmetries (such as
the honeycomb-based topological PhC) generally lead to
Dirac cones at the K and K′ points of the Brillouin zone
(BZ), and with a geometrical perturbation it is possible
to lift the point-like degeneracies in order to obtain a non-
trivial topological and complete photonic band gap [10]
(which leads to topological protection defined within the
parameter space of a certain type of a deterministic ge-
ometrical perturbation that differs from the traditional
Hatsugai sense [2]), there is an inherent problem. The
pseudo-time-reversal anti-unitary operator T 2 = −1, in-
troduced to have well-defined orthogonal spin up/down
channels, is constructed on the basis of the six-fold rota-
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tion (C6) operator of the crystal. However, the C6 sym-
metry of the crystal is broken in any finite, truncated,
configuration and the spin up and spin down channels
couple to each other. Consequently, while edge modes
are guaranteed at the interface between the two topolog-
ically distinct deformed honeycomb PhCs, for most fre-
quencies within the band gap, there is an anti-crossing
in their dispersion and they eventually suffer from in-
trinsic back-reflection. Yet, starting from a C6v sym-
metry with symmetry protected Dirac cones, it can be
shown that there are two routes towards breaking the
symmetry to open a topological band gap without break-
ing optical reciprocity: one related to the aforementioned
QSHE, and the other to the quantum valley Hall effect
(QVHE) [10]. The latter has recently been investigated
using an alternating honeycomb lattice [11–13].
Here, we introduce an all-dielectric PTI based on a
kagome lattice [14] that naturally lends itself to QVHE
symmetry breaking while being composed of monodis-
perse rods of a single dielectric material. It is this sim-
plicity of the kagome-based design in terms of fabrication
and its unidirectional edge mode transport which makes
it an ideal candidate for practical applications at near-
infrared and visible wavelengths. Indeed, we present and
model the predicted behaviour for an on-chip platform
that can be readily fabricated with state-of-the-art semi-
conductor growth techniques [15].
The kagome lattice, named after a traditional Japanese
basketweave pattern [14], has lattice sites at the mid-
points of the edges in the regular hexagonal wallpaper
tiling {6, 3}, as illustrated in Fig. 1(a). The unit cell is
here composed of three rods and the perturbation to lift
the degeneracy can be introduced such that these rods
get closer (negative perturbation δ < 0) or further away
(positive perturbation δ > 0) from their shared corner of
the hexagons (Fig. 1(b)): r 7→ r′ = (1± δ)r where r is a
vector taken from the corner of a hexagon to the adjacent
rod.
Importantly, the perturbation opens a band gap by lift-
ing the linear degeneracy at the K and K′ points which is
symmetry-induced in the unperturbed case. This generic
behaviour manifests itself in the photonic bandstructure
for Ez out-of-plane transverse magnetic (TM) polariza-
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FIG. 1. (a) Schematic of a kagome lattice. The solid line is
a guide to the eye for the hexagonal symmetry. (b) Pertur-
bations are considered by putting the rods further away (left)
or closer (right) to each other, represented by the arrows.
(c) Band structure of the kagome lattice for the unperturbed
(solid red line) and perturbed (solid blue line) cases. The inset
shows the first Brillouin zone. (d) Phases of the z-component
of the electric field Ez for the first band at K and K
′ points.
tion (Fig. 1(c)) obtained with the open-source software
MIT Photonic Bands (MPB) [16] for the unperturbed
δ= 0 and perturbed δ=± 0.15 case. The model kagome
photonic crystal, with lattice constant a, is composed
of rods with diameter d= 0.1a and permittivity ε= 12
within a vacuum (ε= 1) background. In contrast to the
perturbed honeycomb PhC [8], the translation symmetry
is conserved after the perturbation, i.e. the primitive lat-
tice vectors (albeit not unique) are themselves preserved.
As a consequence, the reciprocal lattice vectors remain
the same and therefore the K and K′ points remain dis-
tinct and do not map to the Γ point as is the case for the
perturbed honeycomb lattice [8].
To describe the band gap opening more rigorously, we
adopt a perturbation-based group theoretical approach
detailed in Ref. [10, 17] to the hexagonal wallpaper group
p6mm (17). Then, an effective Hamiltonian is derived
for a (small) geometrical perturbation, δ˜, and close to K,
δk= (δkx, δky), in the canonical basis of the induced K
irreducible representation (irrep) from the 2D little group
irrep of p6mm [18]:
Hkagome = δkxγ1 − δkyγ2 + δ˜γ5 =
( WK 0
0 WK′
)
(1)
where γ1 :=σ3⊗σ3, γ2 :=σ3⊗σ1, γ3 :=σ1⊗12,
γ4 :=σ2⊗12, γ5 :=σ3⊗σ2 are matrices satisfying a
Clifford algebra generated by the vector field spanned
by the γi, with the associated anti-commutation relation
{γi, γj}= 2δij14. WK/K′ = ±h ·σ represent Weyl Hamil-
tonians of opposite chirality in the vicinity of K/K′ with
h= (−δky, δ˜, δkx) and σ= (σ1, σ2, σ3) the Pauli matrix
vector. In Eq. 1, δ˜ models the geometrical perturbation
and therefore is proportional to the displacement of the
rods δ away from the one of the unperturbed lattice.
The eigenvalues E of the Weyl Hamiltonian at the K/K′
point are E=±
√
δk2x + δk
2
y + δ˜
2 confirming that we
obtain a linear degeneracy (Dirac point) in the 2D BZ
for δ˜= 0, i.e. for the unperturbed kagome lattice, and
have a band gap for δ˜ 6= 0.
Additionally, from Eq. 1 it is clear that the
effective Hamiltonian Hkagome is necessarily block-
diagonalized [18] in its canonical basis as in the case with
the QSHE Kane-Mele Hamiltonian [9], because transla-
tion symmetry is not broken with the perturbation. It
does not mix the K/K′ irrep of the invariant transla-
tion group. The K/K′ points thus play the role of two
orthogonal pseudo-spin channels, known as the valley
degree of freedom, with the generating unitary pseudo-
time-reversal operator T˜ =σ3⊗12 with [T˜ ,Hkagome] = 0,
invariant under rotational symmetry breaking. This val-
ley degree of freedom can be seen in Fig. 1(d) showing
the phase of the z-component of the electric field (Ez) go-
ing clockwise or anti-clockwise, around the original C6v
points, at the K and K′ points for the first band.
To show how the proposed kagome design emulates the
QVHE emerging from the non-trivial Dirac points in the
2D BZ, we use the valley Chern number defined at the
K and K′ points:
CK/K′ =
1
2pi
∫
SK/K′
F(k) d2k. (2)
The integration is performed over the two valley do-
mains SK/K′ defined in Fig. 2 as the two triangles which
together form the dual of the standard hexagonal BZ
tessellation of reciprocal space. The integrand is the
Berry curvature [19] F(k)=∇× i〈uk|∇kuk〉. Note that
CK/K′ is not a quantized topological invariant because
3δ = −0.15
(b)
δ = +0.15
(a)
FIG. 2. Calculated Berry curvatures in the reciprocal primi-
tive unit cell, using a Wilson loop approach for (a) positively
and (b) negatively perturbed kagome lattices. The dashed
line represents the limit of the reciprocal primitive unit cell
and the dotted black line defining the limit for the left and
right of the half of the first BZ containing either the K or K′
point.
SK/K′ is not a closed surface, so that the Chern the-
orem does not hold. Figure 2 shows the Berry curva-
tures calculated for a positively (δ= + 0.15) and nega-
tively (δ=− 0.15) deformed kagome lattice, for k points
in the reciprocal primitive unit cell. They are directly
calculated from the numerical field profile using a Wil-
son loop approach to numerically avoid random gauge
dependence (see Supp. A [20] for more details). The
valley Chern number obtained for positive (negative)
perturbation by integrating around the K/K′ are then
CK/K′ =± 0.18 (CK/K′ =∓ 0.18). It can be shown that
the valley Chern number depends on the perturbation
strength, and explains why we can only get a valley Chern
number CK/K′ =± 1/2 as reported before for infinitesi-
mal perturbation (see Supp. B [20] for more details).
Although the valley Chern number is not a topological
invariant, a strong bulk-boundary correspondence sim-
ilar to Ref. [2] exists in the extended parameter space
(−δky, δ˜, δkx) where Weyl charges of opposite chirality
lead to guaranteed edge modes in the K/K′ valleys, re-
spectively [10]. These Weyl charges can be correlated
one-to-one to the sign of the valley Chern numbers, which
can thus be interpreted as a topological integer with as-
sociated bulk-boundary correspondence. In contrast to
Ref. [2], however, the existence of the strong correspon-
dence in the extended parameter space only fixes crystal
termination and is only valid for inclinations for which
the K and K′ point are not projected to the same point
in the edge BZ (cf. BZ insets in Fig. 3). The bulk-
boundary correspondence thus reduces to the weaker
form which rigorously valid only for specific well-defined
boundaries. From the expression of the effective Hamilto-
nian Hkagome, it is evident that a non-trivial Weyl charge
is located at the K and K′ points which has opposite
signs because WK =−WK′ and which has opposite signs
for opposite perturbation strength. As a consequence,
and from Fig. 2, starting with an unperturbed lattice
and then perturbing positively on one side of a chosen
interface and negatively on the other could potentially
lead to topological edge modes at most frequencies.
Figure 3 shows the corresponding supercell band struc-
ture for δ=± 0.15 and for different interface inclinations.
The solid blue lines correspond to the bulk modes and the
solid coloured lines correspond to topological edge modes
inside the bulk band gap. This figure shows that an anti-
crossing arises when the K/K′ points are projected onto
the same k‖ points (Γ−M inclination, Fig. 3(b)) while a
crossing arises for Γ−K inclination, (Fig. 3(a)). In the
Γ−K inclination case (Fig. 3(a)), each interface supports
two counter-propagating edge modes corresponding to
the well-defined pseudo-spin up (down) edge modes of
the K (K′) valleys. These result from the opposite Weyl
charges at the K (or K′) point for two sides of the in-
terface [2, 10]. In the Γ−M inclination case (Fig. 3(b)),
however, the pseudo-spin separation breaks down and the
edge modes suffer from back-scattering, similarly to the
honeycomb PhC [8].
We here demonstrate broadband back-scattering-
immunity numerically in Fig. 4 for finite perturbations,
going beyond what has been shown rigorously for in-
finitesimal perturbation strengths with our generic the-
ory based on symmetry only. The unidirectional prop-
agation with negligible inter-valley coupling is demon-
strated by studying the transmission through waveguides
with bendings of different inclinations. Figure 4(a),(b)
shows two examples of waveguides oriented in a Γ−K
inclination direction in which a bending is introduced
such that the projected wavevectors of K and K′ onto
the k‖ line are distinct in a Z-shaped design (Fig. 4(a),
inset Fig. 3(a)), or fall onto the same point along the
vertical interface in a staircase-shaped design (Fig. 4(b),
inset Fig. 3(b)). In the case of the Z-shaped waveguide
we focus on the red interface highlighted in Fig. 3(a)
(which is not equivalent to the green interface). Fig-
ure 4(c) shows the normalised transmitted flux at the end
of the waveguides, obtained using MIT Electromagnetic
Equation Propagation (MEEP) [21]. At high frequen-
cies, around the upper edge of the photonic bulk band
gap, large oscillations are observed due to the presence
of additional modes that couple with the two valley chan-
nels (see Fig. 3 and Supp. C [20] for more details). The
transmission for the Z-shaped waveguide (solid red line)
is of the same order of magnitude as for a straight waveg-
uide with no bending (solid black line) for most of the
frequencies inside the band gap (represented by the grey
shaded region). In contrast, the staircase-shaped bending
(solid blue line) leads to substantial back-reflection re-
sulting in lower transmission and additionally introduces
a band gap in the dispersion where the edge mode cannot
propagate. Broadband robust transmission is therefore
achieved for the Γ−K inclination and in practice the or-
thogonality of two pseudo-spin channels at the wavevec-
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FIG. 3. Supercell band structure at the interface between
two topologically distinct kagome photonic crystals along dif-
ferent inclination directions: (a) Γ−K, (b) Γ−M. The front
and back interfaces are represented by solid lines with dif-
ferent colours on both the sketch and the band structure in
(a). In (b), the interfaces and the edge mode dispersions are
represented by the same colour because the two interfaces are
equivalent. The insets show the k‖ sweep direction. The solid
black line represents the light lines. The vertical dashed lines
mark the position of K/K′. The parameters are the same as
in Fig. 1 and with perturbation strength δ=± 0.15.
tors away from K/K′ is as good as at K/K′. Figure 4(d)
shows the power profile for a mode propagating along
the interface with bendings at frequency ω= 0.37 (2pic/a)
with negligible back-reflection. Here, the unidirectional
edge mode has been excited using a rotating magnetic
point dipole source [8, 22] and the spatial position of the
(c)
max
0
(d)
(a) (b)
FIG. 4. (a)-(b) Waveguides where the bending has a: (a) Z-
shape or (b) staircase-shape where the bright (dark) rods are
the positively (negatively) perturbed kagome lattice. Insets
are zoomed in of the interface at the dashed square region.
(c) Transmission spectra for a waveguide without any bending
(solid black line), Z-shaped (solid red line) or staircase-shaped
(solid blue line) bending. The shaded area is a guide for the
band gap frequency range. The parameters are kept the same
as in Fig. 3. (d) Power of the edge modes excited at the
Z-shaped bending structure.
source has been determined using a chirality map [23]
(see Supp. D [20] for more details).
From a practical point of view, for the case of a
Γ−K interface inclination, edge modes lie close to or
below the light line, thus improving vertical mode con-
finement without the need of sandwiching it with mir-
rors [8]. To make use of the better confinement, we
propose a design composed of an InGaAsP free-standing
PhC slab (n = 3.3 [15]) of 170 nm thickness. Fabrica-
tion of this structure can be carried out using a III−V
semiconductor wafer consisting of an InGaAsP substrate.
The pattern of the air-holes can be defined by stan-
dard electron-beam lithography and inductively coupled
5(a)
(b)
(c)
FIG. 5. (a) Calculated band structure of the PhC slab along
the front, red, interface configuration (see Fig. 3(a)). The grey
region is the projected bulk bandstructure, the red line is the
edge mode dispersion and the purple shaded area represent
the light cone. Modes at A and B are above and below the
light line, respectively. Inset shows the temporal decay of the
mode at point A (green curve) and B (blue curve). (b)-(c)
Field profile of the edge modes lying below the light line (point
B) seen from the: (b) top and (c) side view. The dashed lines
are a guide to the eye for the z-limit of the free-standing slab.
plasma reactive-ion etching. Importantly, the proposed
structure can be designed to work at telecommunica-
tion wavelengths, from 1.2 µm to 1.8µm, as illustrated
in Fig. 5(a). The supercell band structure for TE-like
modes (even-symmetric electric fields) is calculated with
a finite-difference time-domain (FDTD) solver [24] for
a lattice constant a= 0.5 µm, air-holes with diameter
d= 0.3a= 150 nm and perturbation δ=± 0.15. The band
gap ranges from 1.48 µm to 1.58 µm corresponding to a
mid-gap at 1.53 µm. Since the materials are assumed to
be lossless in our simulations, any temporal decay, quan-
tified by γ in E(t) ∝ ei(ω+iγ)t, is due to the leakiness
of the mode. The inset of Fig. 5(a) shows the slope of
the curves corresponding to γ, and demonstrating a neg-
ligible γB for the mode below the light line (point B),
whereas a finite leakage γA is present for the mode lying
above the light line (point A). Fig. 5(b),(c) shows the
electric field distribution corresponding to the point B in
Fig. 5(a). Out-of-plane confinement is guaranteed by the
mode’s presence below the light line.
In summary, we have introduced a new kagome-like
photonic topological insulator emulating the quantum
valley Hall effect. We have numerically shown that
the associated topological edge modes do not intrinsi-
cally suffer from back-scattering for tailored inclinations.
For Γ−K inclination, the coupling between pseudo-spin
channels is shown to be negligible while edge modes are
guaranteed in the center of the band gap. Based on
the theoretical predictions, we have presented a realis-
tic 3D design that can be fabricated with state-of-the-
art methods [15], and works at suitable wavelengths for
telecommunication applications. We have demonstrated
improved vertical confinement due to edge modes lying
below the light line. The simplicity of the proposed de-
sign structure makes it possible to fabricate it using many
conventional techniques such as selective-area epitaxy or
electron-beam patterning.
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Supplementary A: Numerical computation of the
Berry curvature
The purpose of this appendix is to present the method
used to calculate the Berry curvature. Numerically, cal-
culating the Chern number, or more generally the Berry
curvature, is complicated if we do not have an easy
closed-form analytical expression of the corresponding
Hermitian operator. Indeed, for each k point, the eigen-
vectors carry a random phase eiφ(k)|uk〉 which is a nu-
merical problem because of the derivative with respect
Γ
(a) (b)
uki,j uki+1,j
uki+1,j+1uki,j+1
γi,j
γi,j
FIG. 6. (a) Sketch of a closed path inside the (discretized)
primitive unit cell in the reciprocal space. Γ is the origin of the
BZ: k= (0, 0). γi,j is the Berry phase defined along this loop
and the yellow shaded area is the surface S generated by this
latter closed contour. (b) Zoom in of the closed path. |uki,j 〉
are the eigenvectors at point ki,j in the reciprocal space.
to k appearing in the Berry curvature F(k)=∇k ×
i〈uk|∇kuk〉.
One solution is to start with the Berry phase γi,j over
a loop defined as in Fig. 6(a). Assuming the Berry con-
nection is behaving well enough, one can apply Stokes’
theorem which yields:
γi,j =
∫
S
F(k) · d2k = Fi,j S (A1)
where S is the surface generated by the closed path
and Fi,j is the Berry curvature defined at the ki,j point
(Fig. 6(b)) and assumed to be constant in the surface S.
Therefore, the Berry curvature can be seen as a Berry
phase per unit area:
Fi,j = γi,j
S
. (A2)
The problem is then reduced to calculating the Berry
phase instead of the Berry curvature. By definition, the
Berry phase is the geometric phase that the eigenvector
acquires after doing a loop in the parameter space. The
phase difference ∆φk between two eigenvectors |uk〉 and
|uk′〉 is:
∆φk = Im
[
ln(ei∆φk)
]
(A3)
with
ei∆φk =
〈uk|uk′〉∣∣∣〈uk|uk′〉∣∣∣ . (A4)
This means that, in this case (Fig. 6(b)):
γi,j = Im
[
ln
(
〈uki,j |uki+1,j 〉〈uki+1,j |uki+1,j+1〉
〈uki+1,j+1 |uki,j+1〉〈uki,j+1 |uki,j 〉
)]
(A5)
7where the inner product is defined as [25]:
〈uk|uk′〉 =
∫
u∗k(r) · (r)uk′(r) dr (A6)
such that the photonic operator for the eigenvalue prob-
lem is Hermitian [25]. One can note that the expres-
sion for the Berry curvature Fi,j (eqs. A2 and A5) is
now gauge-independent, since the randomly k-dependent
phases cancel each other in the |uk〉〈uk| term. Moreover,
Fi,j converges to the continuous form when the spacing
between neighbouring k-points approaches zero.
Once the Berry curvature Fi,j at the ki,j point is ob-
tained, one just needs to sum it around the desired sur-
face to get the Chern number or the valley Chern number.
Supplementary B: Valley Chern number
In this section, we show that the valley Chern number
CK/K′ depends on the perturbation strength and explain
why CK/K′ =± 0.5 is only achieved for infinitesimal per-
turbation.
The Weyl Hamiltonian in the vicinity of the K point
takes the following form:
W = h · σ (B1)
where h= (hx, hy, hz) = (−δky, δ˜, δkx) is a vector in a 3D
parameter space, δki = ki − kK,i , i = x, y (Eq. 1 in the
main text). This gives the following Berry curvature, for
the lower band [19]:
F(h) = −1
2
h
|h|3 (B2)
with |h|=
√
δk2x + δk
2
y + δ˜
2 =
√
δk2 + δ˜2. By integrat-
ing over a loop around K, γK, the valley Chern number
is:
CK =
1
2pi
∫
SK
F(h) d2k = 1
2pi
∫
SK
1
2
δ˜
|h|3 dkx∧dky (B3)
where d2k= dkx∧dky, SK is the surface generated by the
closed path γK. This gives CK =− sign(δ˜) 12 .
However, CK =−CK′ because of time-reversal symme-
try, hence we need to take this opposite Weyl charge into
account in the practical calculation: information from the
positive and negative Weyl charges cannot be separated
numerically. Indeed, for numerical calculation, the loop
is chosen, for simplicity, to be half the Brillouin zone,
as depicted in Fig. 7(a). Therefore, when calculating the
Berry curvatures, the Berry flux coming from the positive
and negative charges cancel each other for high enough
perturbation δ˜. Thus the valley Chern number becomes:
C˜K =
1
2pi
∫
SK
F˜(h) d2k (B4)
(a) (b)
FIG. 7. (a) Berry curvatures calculated using Eq. B5 with
perturbation δ˜= 0.5. The dotted line shows the limit of one
reciprocal primitive unit cell. The solid line represents the
contour ΓK used to calculate the K-valley Chern number. The
horizontal dashed line represents the path followed to plot (b).
(b) Plot of the absolute value of the Berry curvature for dif-
ferent perturbations: δ˜= 1e−3 (green circles), δ˜= 0.1 (purple
circles), δ˜= 0.5 (orange circles) and δ˜= 1 (grey circles). The
open and closed correspond to F˜K(δk, δ˜) and F˜K′(δk, δ˜) re-
spectively. The vertical dashed line represents the boundary
of the contour integration.
where, here, the tilde on C˜K and F˜(h) stands for the
practical value, numerically calculated, of the valley
Chern number and Berry curvature, with:
F˜(δk, δ˜) = F˜K(δk, δ˜) + F˜K′(δk, δ˜). (B5)
The positive and negative Weyl charges contribution at
K and K′ are given by F˜K(δk, δ˜) and F˜K′(δk, δ˜) respec-
tively:
F˜K(δk, δ˜) = δ˜
2
∑
(m,n)∈Z2
[
(δkm,n)
2 + δ˜2
]−3/2
(B6)
F˜K′(δk, δ˜) = − δ˜
2
∑
(m,n)∈Z2
[
(δk1/2+m,1/2+n)
2 + δ˜2
]−3/2
(B7)
where δkm,n =k+mb1 +nb2−kK, with the reciprocal
lattice vectors bi.
Fig. 7(a) shows the calculated Berry curvature using
Eq. B5 with perturbation δ˜= 0.5. The dotted lines cor-
respond to one reciprocal primitive unit cell and the
solid lines represent the contour integral ΓK performed
to calculate the K-valley Chern number. The horizontal
dashed line represents the path followed to plot the ab-
solute of the Berry curvatures F˜K(δk, δ˜) and F˜K′(δk, δ˜)
in Fig. 7 in open and closed circles, respectively. In
Fig. 7(b), the Berry curvature is plotted for δ˜= 1e−3
(green circles), δ˜= 0.1 (purple circles), δ˜= 0.5 (orange
circles) and δ˜= 1 (grey circles). The vertical dashed
line represents the boundary of the contour integration.
This illustrates that for infinitesimal small perturbation,
the “leakage” of the Berry flux can be negligible com-
pared to its high value at the K/K′ points and one get
8C˜K = 0.5. In contrast, when the perturbation is relatively
high, i.e. not infinitesimal, the Berry flux associated to
Weyl charges are leaking out of the more or less arbi-
trarily defined valley domain ΓK/K′ respectively, and are
cancelling with the Berry flux of opposite Weyl charges.
For ΓK/K′ defined as in Fig. 7, this results in lower val-
ley Chern number than expected: C˜K = 0.47 for δ˜= 0.1,
C˜K = 0.36 for δ˜= 0.5 and C˜K = 0.25 for δ˜= 1. This shows
that the valley Chern number is not a proper topological
invariant since the sign of the perturbations is the same,
i.e. the gap does not close, but the valley Chern number
calculated changes for different perturbations.
The angular distribution of the Berry curvature ob-
tained here in this section is obviously different from the
one obtained with MPB. The difference is rooted in the
fact that the Weyl Hamiltonian (Eq. B1) is only a first
order approximation of perturbations in any direction,
i.e. not valid for finite geometrical perturbation. Of
course that does not change the valley Chern number for
any surface enclosing only one Weyl monopole, i.e. the
integrated Berry flux stays the same, but the angular
distribution of the Berry flux will generally be altered
(Fig. 2). The cancellation of Berry flux associated with
opposite Weyl charges will therefore be different. How-
ever, as stressed in the main text, only the sign matters in
determining the topology and possible topological edge
modes.
Supplementary C: Transmission
The purpose of this section is to give more details of
the transmission spectra obtained in the main text.
Figure 8 shows the numerical set-up to calculate the
transmission spectra. Figure 8(a) represents the straight
waveguide. The dashed line going over the two PhC cor-
responds to the position, and spatial area where the flux
is calculated. This flux, labelled F0, serves as a ref-
erence for normalising the other fluxes. Similarly, the
fluxes F1, F2 and F3 are obtained from the monitors
in Fig. 8(a), (b) and (c) for a straight, Z-shape and
staircase-shape waveguides, respectively. The normal-
ized transmission Ti, i = 1, 2, 3, for the three different
waveguide shapes considered, is therefore defined as:
Ti =
Fi
F0
. (C1)
Oscillations observed in the transmission spectra of the
waveguides can be explained because of the coupling of
the Gaussian source with the waveguided modes. Fig-
ure 9(a) shows the flux emitted by the source in the
waveguide out of a small box (inset Fig. 9(a)). One can
already see oscillations in this plot. The small oscilla-
tions are because the source is very close at the interface
between two PhCs. The density of states of the PhCs
will affect the power injected into the system from the
source. The large oscillations are coming from additional
modes available for the corresponding frequency region.
(a) F0
F1
(b)
F2
(c)
F3
FIG. 8. Numerical set-up for calculating the normalised
transmission spectra for the: (a) straight , (b) Z-shape and
(c) staircase waveguides. The star represents the position
of the Gaussian source used to excite the waveguided modes.
The solid black, red or blue lines are a guide to the eye for the
interface between the two PhCs. The dashed lines represent
the position and the spatial area of the flux monitors F0,
Fi, i = 1, 2, 3.
The flux plotted are intrinsic to the coupling of source
with the waveguided modes, and therefore are the oscil-
lations seen in the plot (Fig. 9). These oscillations are
then inherited in the calculated flux Fi, i = 1, 2, 3 with
relative amplitudes as shown in Fig. 9(b). The transmit-
ted fluxes in the straight waveguide F0 (green curve) and
F1 (black curve) are the same except for few differences
due to errors coming from the large oscillations. This
results in oscillations in the upper band gap edge for the
straight waveguide transmission spectrum. The trans-
mitted flux through the Z-shape waveguide (red curve)
is lower than the straight one because of the presence of
additional modes that can couple the two valley channels
at the bendings.
Supplementary D: Chirality map
The statement made in the main text on unidirec-
tional pseudo-spin excitation is demonstrated by the full
wave dynamics of the system. The source chosen is left-
polarized S+ =Hx + iHy and only one pseudo-spin uni-
9(a)
(b)
FIG. 9. Plot for the transmitted flux: (a) out of the small
box around the source, (b) through the waveguide of different
shapes. The green, black, red, blue curves correspond to the
fluxes F0, F1, F2 and F3 respectively.
directional edge mode can be excited by locating the
source at a certain position. The information is given by
means of a wave-vector k‖-dependent chirality map [23].
Fig. 10(a) shows the interface considered: it corresponds
to the red interface in Fig. 3 with perturbation δ=± 0.15.
Therefore we will look at only the edge modes represented
by the red dispersion line.
Transverse magnetic (TM) modes (non-zero
Ez, Hx, Hy) are considered here but the concept of
chirality of the edge modes can be similarly applied to
transverse electric (TE) modes (non-zero Hz, Ex, Ey).
From the magnetic field components (Hx, Hy) of the
edge modes, the chirality of the mode for H field can
be calculated using the Stokes parameters. Fig. 10(b)
shows the calculated chirality at the corresponding
k‖= 0.4 point. It is interesting to see that the chirality
map has a region between the two different PTIs with
almost the same sign of values (close to +1 (−1), shown
in red (blue) in Fig. 10(b)). This implies that different
1
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FIG. 10. (a) Sketch of the interface considered between two
opposite kagome lattice. (b) Chirality map calculated at the
k‖= 0.4 point. (c) Zoom in of (c) with different positions of
the source considered represented by the star. (d)-(e) Total
power plot of the edge mode for the different positions of the
source with polarized source S+ =Hx + iHy.
circular polarizations are needed to excite edge modes
propagating in the same direction at the two positions
(e.g. points denoted by 1 and 6 in Fig. 10(c)). Alterna-
tively, the same circularly polarized dipoles at the two
positions would excite edge modes propagating in the
opposite direction. This is shown in Fig. 10(d)-(e) where
the total power is plotted for different source positions
1 to 6 (Fig. 10(c)), with polarization S+ =Hx + iHy.
Starting with the source located at the position 1, i.e. in
the negative chirality, the excited topological edge mode
corresponds to the one propagating to the right. Moving
the location of the source to position 6 with positive
chirality will predominantly excite the mode propagating
to the left. Therefore the position of the source is crucial
for the excitation of unidirectional topological edge
modes, as in other systems [22, 26–28] with the main
difference being the robustness to bendings.
