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An Adaptive Network for Producing Real 
Functions of Binary Inputs* 
EAaL E. GOSE 
Case Institute of Technology, Cleveland, Ohio 
An adaptive network which can produce any real-valued function of 
its binary inputs is presented. The network can synthesize any 
Boolean function as a special case. The appropriate values of the 
adiustable parameters may be calculated by the network itself, or 
they may be calculated by a simple linear operation. The parameters 
form a uniformly distributed memory for the input-output function. 
NOMENCLATURE 
In the input-output space: 
n The number  of (b inary )  inputs  
x~ Value of the i th  b inary  input,  i = 1, • • • , n 
x The vector  of inputs  x = (x i ,  . . .  , x~) 
x ( j )  The n-vector  formed of the digits of j in b inary  notat ion, j -- 
0 ,1 ,  - . . ,2" -  1 
D(x)  Any  real funct ion 
dj The value of D[x( j ) ]  
D The  2~-vector (do, d i ,  - . .  , d2n_I) 
In the transform space: 
a~ Components  of ~. (B inary)  
a An  n-vector  
~(p)  The  n-vector  formed of the digits of p in b inary  notat ion,  p -~ 
0 ,1 ,  - - . ,2" -  1 
W(~)  Defined by  Eq. (5) 
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w~ The value of W[~(p)] 
W The 2n-vector (wo,  w l ,  " .  , w~n_l) 
Transforms:  
T Linear operator defined by Eq. (2) and (5) 
M 2 n by 2 ~ matrix defined by Eq. (11) 
m~j Components of M 
It will be shown that the network illustrated in Fig. 1 is capable of 
realizing any real, i.e. ~nMog, function of its binary inputs. It is thus 
capable of realizing Boolean functions as a special case. If followed by an 
appropriate quantizing device, it is also capable of realizing multiple- 
output Boolean functions. The quantizer would simply convert the 
analog signal to a binary number, each bit of which would then become 
separate Boolean output. 
The network computes the algebraic (not Boolean) function 
D(x) = Wo + wlxl  + w2x~ + . . .  + wl~xlx2 
(1) 
+ wl~xlx~ + ""  + w123...,xlx2x3 " "  x~ 
where the values of x~ are + I  or -1  and n is the number of inputs. The 
X 3 , , 
X2 
Xl 
+1 
D~-  X 
Q MULTIPLIGATION 
FIo. 1. A network with uniformly distributed memory 
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values of w and of D are not restricted to the binary set, but can be any 
real numbers. 
For example, the function 
xa x9 x~ D 
1 1 1 --i .5 
1 1 --1 1.5 
1 --1 1 1 
1 --1 --1 3 
--1 1 1 --7 
--1 1 --1 0 
--1 --1 1 1 
--1 --1 --1 --1 
is realized by the equation 
D = ( -3  -- 10xl - llx2 -- lOxlx2 + l lxa q- Oxlxa + 3X2Xa + 8x lxsxa) /8  
A general way of writing Eq. (1) is: 
al=l a2~l ~n=l 
D(x l , . , ,  . . . ,  x~> = E E .-- E ,>+"Sx~ °'+''' 
=1=-, ~==-, -,,=-, (2)  
• " x~""+*) lSW(a l ,  as ,  " ' "  , a,~) x~ = - -1 ,  1 a~ = - -1 ,  1 
I t  will be shown that the weights, W(a l ,  a2,  . . .  , a,~), necessary in 
Eq. (2) for the synthesis of D(x l ,  xs ,  " .  , xn)  are given by: 
~I=i x2=l xn=l 
w(~,, ~, ,  . . . ,  ~.> = ~-~ E E ... E x>+'"x~ "'+''' 
=~=-~ =~=-~ =~=-1 (3)  
• . .  x<~=:+'1SD(x~,  x : , . . ,  x,~) 
The operation in Eq. (3) may be considered as defining a linear operator 
T, which transforms the function D(x)  of a vector x = (x, ,  x2, • • • , x~) 
into another function W(~) ,  ~ = (a~ , as ,  " . .  , ee,~), where the domain 
of W is now a-space rather than x-space as was the domain of D. Let 
Eq. (2) define another linear operator T-*, so that these two equations 
may be written: 
D(x)  = T-~[W(a)] (4) 
W(~) -- T[D(x)] (5) 
I t  remains to be proven that T -~ is the inverse of T. 
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CONVERSION FROM -1,  +1 TO 0, 1 NOTATION 
Before proceeding to the proof, it will be convenient to convert o a 
system in which the values of ak and x~ may be 0 or 1 rather than -1  
and +1.  The latter system gave the simpler form for Eq. (1) and is 
more convenient in some practical applications. The more conventional 
0, 1 form will be preferred in other applications, and will aid in the proof. 
Note that the typical terms in Eqs. (2) or (3), x~ ~+~x2, have the 
values 1, - 1, 1, 1 when the pair (x~, a~) has values ( -- 1, - 1 ), ( -- 1, 1 ), 
(1, -1  ), and (1, 1 ) respectively. Another term which has this same set 
of values is ( - -1)  ~"k if the values (0, 0), (1, 1), (1, 0), and (0, 1) are 
now given to (xl, a~). Therefore, Eq. (2) may be rewritten as: 
a l= l  a2~l ~n~l 
D(x)  = ~ ~'~ . . .  ~ (--1)"i~*(--1) ~= .- .  ( - -1)  . . . .  W(a)  (6) 
~i=0 a2=O an=0 
This may be further simplified by using the definition of the inner 
product, so that Eqs. (2) and (3) finally become 
D(x)  = ~ E "'" ~ ( -1 )~W(a)  (7) 
al~O a2~0 ~n~0 
• i=1 x2~l  xn~l 
W(a) =2-"E  E "'" E (--1)"~D(x) (8) 
Xl~0 x2~0 xn=O 
PROOF THAT T -i IS THE INVERSE OF T 
T and T -1 may be considered to be 2 ~ by 2 ~ matrices and D and W 
may be considered to be 2%dimensional vectors. Let D be a vector with 
components dj where the index j runs from the binary number 000 • • • 0 
to 111 .-- 1 corresponding to the 2 ~ values of the n-vector x from 
(0, 0, 0, • • • , 0) to (1, 1, 1, • • • , 1 ). Define componentsw~ of W similarly. 
Equations (7) and (8) can then be written 
/~ i i  1- - "I 
di = ~ ( -1 )  "(~)X(~) w~ (9) 
~=000"  "0  
1 i=~!4" • ~ 
w~ = ~ j=o0o...0 (--1)~(P)x(i) dj (10) 
where a(p) is the vector formed of the digits of the binary number p, 
and x(j ) is the vector formed of the digits of j. Therefore, the operation 
T -~ may be represented by multiplication by a raatrix, M, with elements 
mrj  
mp3" = ( - -1)  (p)x(i) (11) 
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I t  can be seen from Eq. (11) that M is symmetric. Equations (9) and 
(10) can now be written in the form 
D = MW (12)  
W = 2-nMD (13) 
Substituting (13) into (12), the identity to be proven is 
D = 2-~MMD (14) 
or equivalently 
M 2 = 2~I (15) 
To prove (15) it is necessary and sufficient to show that the inner 
product of any row of M with any other row is zero, and the product 
of any row with itself is 2 ~, i.e., 
p=ll- -I 
2 n mvimpq if j q 
,=ooo.o (16) 
=0 if j~q  
Substituting for m, 
m,jnpq = ~ ( - 1 )~(j)x(p) ( _ 1 )"(q)x(P) 
Xl~l x2~l xn=l 
= ~ ~ ""  ~ (--1)~i(~ii+~lq)(--1) ~2(~i+~2q) (17) 
Xl=0 x2=0 xn=O 
First consider the case where j = q. a may have only the values 0 or 
1, so that the sums in the exponents of (17), such as (a, j  -t- a,q), will 
have only the values 0 or 2 when j = q. Furthermore, x can have only 
the values 0 or 1, so that the complete xponents, such as x,~(a,j Jr- a,~), 
must equal 0 or 2. Minus one to either of these powers is one, leaving 
p Xl=l x2=l xn~l 
Em~,m¢q = E E " '" E 1 = 2" if j = q (18) 
Xl=0 x2=0 Xn~O 
Next consider the case where j ~ q. Since a = 0 or 1, the sum of two 
a's = 0, 1, or 2. When the sum is 0 or 2, the term does not change the 
summand, as shown above. Retaining only those terms where the sum 
of a 's  is one, and summing first over those t where the sum of a's was 
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zero or two, 
p xr=l xs~l  
~mp~m~q = 2t~ . - -~  (--1) xr+'''+xs (19) 
xr=O xs=O 
But since each of the remaining x's has values of both 0 and 1, the ex- 
ponent on ( - 1 ) will be odd in one case and even in the other. Thus, the 
summand will be --1 half the time and q-1 half the time, and the com- 
plete sum will be zero: 
i 
m~m~q = 0 if j ~ q (20) 
this completes the proof. 
OTHER TRANSFORMATIONS 
A well known procedure which can also synthesize any function D is 
based on a different transformation, which will be called the I transform. 
In this procedure, the weights, w~, have values equal to the correspond- 
ing dj. This results in the rather trivial transformation 
D = IW (21) 
W = ID  (22)  
where I is the identity matrix. Note that in this case the memory is 
localized rather than distributed, as it is in the T transform, (where 
each ds depends equally on all the w~). In other words, the input simply 
specifies a memory location, and the output is the value stored in that 
location. A network which produces this transformation is shown in 
Fig. 2. 
A convenient method for characterizing transformations similar to 
the above two is to define the 2" by 2" matrix M, for n inputs recursively, 
by the use of partition matrices. Thus, the matrix M used in the T 
transform ay be defined by: 
M0 = 1 (23) 
(M,-1 i M,-I"I 
. . . . .  ] . . . . . . .  M. [M~-I I--M~_~J (24) 
This can be shown to be equivalent to the previous definition by the 
following argument : from Eq. ( 11 ) 
.~ .  = (_1~, )  ( -  i~  ~) . . .  ( -  1°o ~o) 
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But a l ,  a2 --" a~ is the value of p expressed as a binary number. If 
al = 0, the element is in the left half of the matrix; if a~ = 1, it is in the 
right half. If both a1 = 1 and x~ = 1, the element is in the lower right 
quadrant and the power on the first - 1 is one. Thus all the elements in 
the lower right quadrant must be multiplied by -1 ,  and similarly for 
the submatrices. This is consistent with Eq. (24). Applying this rela- 
tionship to find M3 yields for example: 
M l=( l l  
~Mi] Mil 
(M2 I t M2J 
1 
1 
1 
1 
1 
i 
1 
1 
1 
• - -1  
-- i  
1 
- I  
1 
- i  
1 
- i  
- i  
1 
1 
- i  
- i  
1 
1 
1 
1 
i 
i 1 1 1 ~ 
- I  I 1 - i  
1 - i  1 - I  
- i  - I  1 1 
1 1 - I  - i  
--I 1 - i  1 
1 - I  -- I  1 
- i  - i  - I  - I  
lJ 
1 1 
- I  1 
1 - i  
- I  - i  
- I  - i  
1 - i  
- i  1 
1 1 
(25) 
(26) 
(27) 
The weights for the example shown earlier were thus easily found by: 
2-aM~(-1.5, 1.5, 1, 3, -7 ,  0, 1, -1 )  
= ( -3 ,  -10,  -11,  -10,  11, 0, 3.8)/8 
The I matrix may also be defined recursively by 
I0 = 1 (28) 
(Io_ o} 
= [ -5 - ' , )2 - :  (29) 
which of course simply yields the 2 ~ by 2 ~ identity matrix. 
In general, any nondegenerate matrix could be used, because any 
m-vector can be expanded in terms of any m independent m-vectors. The 
weights would be found from the inverse of the matrix. However, it is 
convenient to use an orthonormaI matrix containing only two types of 
elements. It can be shown that the only general matrices satisfying these 
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( )  ( ( 
FIG. 2. A network with localized memory 
requirements are the I matrix and the M matrix (or multiples or permu- 
tations of them). 
~°~r°°~f°~°~ O°n~d°r ~°~ ~ ~ix  Ia :1 
For it to be orthonormal, the following independent equations must 
hold: 
ab + cd = 0 
a 2 -4- c 2 = 1 
(30) 
b~+d~= l 
a 2 + b ~ = 1 
The only solutions to this set of equations are: 
I ~o °1 I ° ~101 ( ~° ~~ =t=u =t=1 ' 4-1 ' 4- %/1 - -a  2 =t=a J (31) 
In the first two matrices the signs must be chosen similarly so that there 
will be only two types of elements. Thus, they reduce to the I matrix 
and the permutation or negative of it. In the third matrix, one sign must 
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be chosen differently from the other three to preserve orthogonality. 
This will result in three types of element unless a = ~ - a ~, a = ~{.  
Substituting gives the result that 
and its negative and permutations are the only additional solutions. 
Since I and M are the only orthonormal 2 X 2 matrices containing only 
two kinds of elements, and since they are orthonormal nd have only 
two types of element in 2 ~ dimensions, it follows that they are the only 
such matrices for n arbitrary. 
ADVANTAGES OF THE T TRANSFORM 
The distributed memory of the T network gives it a definite advantage 
over devices with localized memory, such as the I device. Consider the 
following problem: A device for recognizing black and white visual pat- 
terns is desired. The "retina" is to consist of a 10 by 10 matrix of photo- 
electric cells, so that there will be 100 binary inputs. Assume that the 
desired output is also binary so that the device is to learn to dichotomize 
its input patterns. The two groups could be, for example, all those 
patterns which are to be taken to be representations of the letter "A," 
and those which are not "A." In a case with this many inputs, neither 
the I net nor the T net is practicable. Note that there are 21°° or about 
10 ~° possible input patterns, 2 21°° functions D of them, and 21°° weights to 
be adjusted in either universal device. The expense of such a device is 
obviously prohibitive. A possible method for solving this problem would 
be to build "incomplete" T or I devices. This would correspond in the 
case of the T net to omitting some of the terms in Eq. (1) and attempting 
to approximate he function D by proper selection of the weights on the 
terms remaining. 
The incomplete I device will be considered first. Note that each weght 
or memory location of the I device corresponds toone and only one input 
pattern, so that deleting a functional element causes a "blind spot" for 
its particular pattern. This failing cannot be corrected by changing any 
of the weights in the other elements because none of them respond to this 
pattern. Now half of the possible 2 21°° dichotomies call for a +1 output 
for the particular input pattern x, and half of them call for a -- 1 output. 
Thus half of the dichotomies are rendered impossible by omission of one 
element. Half of those remaining will be rendered impossible by omission 
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of another element, etc., so that  the number  of dichotomies possible, Nz ,  
with an incomplete I device is 
Nx = 2 P = 22n-L (33) 
where P is the number of blocks present, L is the number of blocks 
missing, n is the nmnber  of inputs, and P -~- L = 2 ~, the number of 
blocks in a complete n- input device. 
The incomplete T net differs from the incomplete I net in that  its 
memory is distributed rather than localized. Therefore, the lack of one 
of the blocks may be partial ly compensated for by adjusting the weights 
on those blocks remaining. The desired output  is binary, so that  only the 
sign of the output  need be correct if all positive and zero outputs are 
TABLE 1 
TH~ NUMBSR OF DICHOTOMIES REALIZABLE BY ~ INCO~PL~TE THn~-INPcT 
TN~TwOaK (NT) AND AN INCOMPLETE I NETWORK (Nt), EACH OF WHICH 
CONTAINS P ACTIVE WEIGHTS 
Relation used in the incomplete T network N r P N z 
I 0, 1, 2, 12 signifies the relation 07 Wo + Wlxl + W2x~ -t- Wl~xlx~ >= ] 
07 
1, 
2, 
0, 1, 
0, 1, 2, 
0~ 
1, 
1, 
1, 
1, 
2, 
3, 
2, 
3, 
1 3 1 2 
1, 2 13 2 4 
1, 2, 3 51 3 8 
0, 1, 2, 12 16 4 16 
0, 12, 13, 23 16 4 16 
1, 2, 3, 123 81 4 16 
2, 3, 12, 13 81 4 16 
0, li 2, 3 104 4 16 
0, 2, 3, 12 104 4 16 
O, 2, 13, 23 104 4 16 
2, 12, 13, 123 117 4 16 
1, 3, 12, 123 117 4 16 
1, 2, 12, 123 117 4 16 
i, 12, 13, 23 117 4 16 
1, 2, 12, 13 117 4 16 
1, 2, 3, 13 146 5 32 
2, 3, 12, 123 163 5 32 
2, 3, 13, 23 163 5 32 
12, 13, 23, 123 163 5 32 
2, 3, 13, 23 196 6 64 
3, 13, 23, 123 225 6 64 
12, 13, 23, 123 225 6 64 
3, 12, 13, 23 254 7 128 
12, 13, 23, 123 256 8 256 
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interpreted as -t-1 and all negative outputs as -1 .  The ability of such 
a device to perform dichotomies i still not known in general and its 
investigation is being continued. The result for the three-input network 
has been found by enumeration a d is shown in Table I. The T network 
is dearly much less sensitive to incompleteness than is the I network. 
AN ADAPT IVE  NETWORK 
The  network in Fig. i is capable of realizing any real function D of its 
n binary inputs x~.. The  weights W are found by multiplying D by a 
matrix 2 -~M~.  Figure 3 shows a similar network which can calculate its 
own weights if presented with the various input vectors x(j) and the 
corresponding desired outputs dj-. The  order of presentation of the input- 
output pairs is irrelevant. If all the weights are set at zero at the beginning 
of the "training" period, the output for any input-output pair which has 
not been taught to the network will be zero. Inspection of Eq. (3) shows 
that the weights computed are correct; the summation over x is simply 
replaced by a summation over time. 
×~(t) ~ P 
xl(t) ~~ , 
d(D 
o-d 
( ) 
< 
MULTIPLICATION @SUMMATION OVER TIME 
N SUMMATION 
FIG. 3. An adaptive network 
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Fro. 4. An adaptive network with feedback 
The network shown in Fig. 3 suffers from the disadvantage that if an 
input-output pair is presented twice, the learned response will be twice 
the desired response. This difficulty can be overcome by presenting an 
error signal which is equal to the difference between the desired and the 
actual outputs, ra~her than the desired output itself. Delays would then 
have to be introduced to maintain time synchrony, or the summation 
could be replaced by a time integral. In the latter case, the network would 
become a first order linear dynamic system, and the output would 
exponentially approach the desired value. The convergence could be 
made to occur in a finite time by including a signum operator in the 
integrand. The final network which includes all the above modifications 
appears in Fig. 4. 
Note added in proof: Two publications of relevance have appeared since this 
paper was submitted for publication. A. Bishop used an equation similar to Eq. 
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(1) for the synthesis of Boolean functions in a paper, "Adaptive Pattern Recog- 
nition," delivered at the 1963 Western Electronics Conference in San Francisco. 
A. Mucciardi has submitted an M.S. thesis, "Adaptive Pattern Recognition Using 
Non-linear Elements," which includes an extension to the present paper and an 
application to the recognition of hand-printed characters. This thesis is available 
as Case Institute of Technology's Systems Research Center Report No. 65-A- 
64-22. 
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