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PREFACE 
This dissertation entitled "Some Aspects of Stratified Sampling" is 
submitted to the AHgarh MusHm University, Aligarh, India, for the partial 
fulfilment of the degree of Master of Philosophy in Statistics. It embodies 
literature survey work carried out by me in the Department of Statistics 
and Operations Research, Aligarh Muslim University, Aligarh, India. 
In this dissertation the stratification and allocation problems are studied 
under different situations. 
This dissertation consists of five chapters. 
Chapter 1 deals with the basic ideas of sampling theory. It describes 
some basic concepts and concerning results, which are relevant to the 
later chapters. 
Chapter 2 deals with the problem of optimum stratification. For stratified 
sampling to be efficient the strata should be as homogenous as possible 
with respect to the study variable. In order to achieve this goal the stratum 
boundaries are so chosen that the stratum variances are as small as 
possible. Keeping this in mind many researchers have tackled this 
problem. We have surveyed the literature, and some results have been 
discussed in detail. 
Chapter 3 deals with the problem of post-stratification. Post-
stratification could refer to any method of data analysis which involves 
forming units into homogenous groups after observation of the sample. 
A particularly useful paper due to Shukla and Dubey on PSNR(Post 
Stratified Non Response) has been discussed in some detail..This paper 
takes into account the use of auxiliary information and suggests a new 
estimator under the PSNR sampling scheme. 
Chapter 4 deals with Bayesian model-based theory. A basic normal post-
stratification model, is introduced which yields the post-stratified mean as 
the posterior mean, and a posterior variance that incorporates adjustments 
for estimating variances. 
Chapter 5 deals with an estimator for strata means for double sampling 
for stratification where the first-phase strata estimates are corrected by 
second-phase sub-sampling. A variance estimator is derived for the 
estimated strata weights and for the adjusted strata means. 
We have not discussed the programming approach in the body of the 
dissertation because we are not comfortable in the area of mathematical 
programming. We just wish to mention here that this is also a powerfiil 
tool for handling stratification problems. 
A comprehensive list of references, arranged in alphabetical order is also 
provided at the end of dissertation. 
CHAPTER-I 
PRELIMINARIES AND BASIC RESULTS 
1.1 SAMPLE AND SAMPLING 
Sample: 
Sample is a part or fraction of a population selected on some basis. 
Sample consists of a few items of a population. In principal a sample 
should be such that it is a true representative of the population. 
Sampling: 
Sampling is the manner or scheme through which the required number of 
units are selected in a sample from a population. 
1.2 RANDOM OR PROBABILITY SAMPLING 
Probability sampling is the scientific method of selecting samples 
according to some laws of chance in which each unit in the population 
has some definite pre-assigned probability of being selected in the 
sample. 
A sampling procedure which satisfies the following properties is termed 
as Random or Probability sampling: 
i) There are number of samples of specified types Si,S2,...,Si(^ that can 
be formed by grouping units of a given population. 
ii) Each possible sample Sj is assigned a known probability of 
selection pj. 
iii) The sampling procedure is capable of selecting any one of the 
possible sample Sj with probability pj. 
iv) The estimate constructed from any specific sample must be unique. 
1.3 SIMPLE RANDOM SAMPLING 
This is the method of selecting a sample of size n out of a finite 
population of size A'^  in which each of the possible distinct samples has 
an equal chance of being selected is called simple random sampling. 
We may have two distinct types of simple random sampling as follows: 
i) Simple Random Sampling with Replacement (SRSWR). 
ii) Simple Random Sampling without Replacement (SRSWOR). 
In the following we give symbols, which are commonly used: 
Yi, value of the i^ unit of the population 
yj, value of the i unit of the sample 
N 
y = ^yi, population total 
1 ^ Y = — y]Yi, population mean 
1 " 
y =—y]yi, sample mean 
/ --— , sampling fraction 
S =——-2l(^i~^) •> population mean square 
9 1 ^ - 9 
s = V {yj - y) , sample mean square 
9 1 ^ - 9 
<j = — 2 J (^' ~ ^) ' population variance 
Symbols used in Sampling for Proportion: 
7 = ^ } ^ = iVP = ^ , population total 
Y = — y K = — =P, population mean 
= P(l -P) = PQ, population variance 
2 1 ^ . . . . 2 _ 1 fN \ 
r2 xrn2 
^ ',-=1 
1 2 NP NPQ 
(NP-NP ) = (1 -^ ) = — — , population mean square N-\ N-l N-l 
Similarly, 
n 
y = ^yi= np=a , sample total 
/=1 
_ 1 ^ a 
y = — /_,yi= — = P, sample mean 
«/=l « 
2 
- (np - np ) = —^-- (1 - p) = -^-^, sample mean square 
A7-1 « - l « - l 
Now we give some well known results without proof: 
Theorem 1.3.1 In SRSWR, the sample mean y is an unbiased estimate 
of the population mean Y i.e. E{y)=Y, and its variance is 
N-l -y G^ V{y) = ^ S ^ =— . (1.3.1) 
nN n 
2 
Theorem 1.3.2 In SRSWR, the sample mean square s is an unbiased 
2 2 2 (^~0 2 
estimate of the population variance c i.e. £(5 ) = o- = S . 
{ N J 
Corollary 1.3.1 In SRSWR, the estimated population total Y=Ny is an 
unbiased estimate of the population total Y i.e. E{Y) = Y, and its variance 
IS 
V{Y)='-^-^—. (1.3.2) 
n 
a Theorem 1.3.3 In SRSWR, the sample proportion p = — is an unbiased 
n 
A 
estimate of the population proportion P = — i.e. E{p) = P, and the 
N 
variance of p is 
V{p)=^. (1.3.3) 
n 
Theorem 1.3.4 In SRSWOR, the sample mean y is an unbiased estimate 
of the population mean Y i.e. E{y) =Y, and its variance is 
K(y)=f^y=f^-^y=(!-/)-• ('-3.4) 
\ nN J yn NJ n 
2 
Theorem 1.3.5 In SRSWOR, the sample mean square 5 is an unbiased 
1 ' 2 2 
estimate of the population mean square 5 i.e. ^(^ ) = 'S' . 
Corollary 1.3.2 In SRSWOR, the estimated population total Y = Ny is 
an unbiased estimate of the population total Y i.e. E{Y) = Y, and its 
variance is 
^2 
V{Y) = N^i\-f)—. (1.3.5) 
n 
Theorem 1.3.6 In SRSWOR, the sample proportion p = — is an unbiased 
n 
estimate of the population proportion P = — i.e. E{p) = P, and the 
variance of p is 
K ( p ) = f e l ^ . (13.6) 
N-l n 
Property: V{y) under SRSWOR is less than the V{y) under SRSWR, 
i.e. F(> )^ SRSWOR < F(> )^ SRSWR 
ny)sRSWOR = —TT ^ <V{y)sRSWR =\ -^rr -5 \ nN J y nN J 
Hence, SRSWOR provides more efficient estimator of f relative to 
SRSWR. 
1.4 STRATIFIED RANDOM SAMPLING 
Apart from increasing the sample size, one possible way to estimate the 
population mean or total with greater precision is to divide the population 
in several groups (sub-population or classes, these sub-populations are 
non-overlapping and are called strata) each of which is more homogenous 
than the entire population and then draw a random sample of 
predetermined size from each one of the groups. The groups, into which 
the population is divided, are called strata or each group is called 
stratum. The whole procedure of dividing the population into the strata 
and then drawing a random sample from each of the strata is called 
stratified random sampling. 
The use of stratified sampling in sample survey needs the solution of the 
following three basic problems: 
i) the determination of the number of strata 
ii) the determination of the strata boundaries 
iii) the determination of the sizes of the samples to be selected from 
various strata. 
Let the population of size A^  be divided into k strata of sizes 
Ni,N2,:.,Nj^. These strata are mutually exclusive (non-overlapping) 
k 
such that N1+N2+... + Nk=YjNi= N. 
For full benefit from stratification the sub-population sizes, 
Ni{i = 1,2,...,k), must be known. Furthermore, let a sample of sizes 
«1 ,«2 v..,«jfc, be drawn (by the method of SRS) from each group (stratum) 
independently, the sample size within i^^ stratum being «/, such that 
k 
/=1 
The suffix i denotes the stratum and j the unit within stratum. The 
following symbols all refer to stratum /. 
Nj , total number of units 
rij , number of units in sample 
fi = —^, sampling fraction in the stratum 
Wi=-^,Wi= —-, stratum weight 
n N 
yij^ value of the characteristic under study for the / 
unit 
Yj = X % ' ^^^^ based on Nj units (stratum total) 
7=1 
1 '^• 
Yi=—- ^yij , mean based on A^,- units (stratum mean) 
th 
^> M 
1 ^' 
yi = — ^ ytj > mean based on «/ units (sample mean) 
"'• M 
o"/ = — zl^yfj " ^•) ' variance based on Nj units (stratum variance) 
^i j=i 
Si = ——- zl^yij ~ ^•) jJ^ean square based on Nj units (stratum mean 
square) 
1 " / 
•s/ = S(>'// ~ yi^ ' sample mean square based on rij units 
k Ni k _ 
7 = 2 ] !]>'(/• ^ Z - ^ / ^ ' population total 
/=l y=l /=l 
_ J A: iN^ / k _ 
Y = — X X-^i/ "^  X ^ / ^ ' ' overall population mean 
^/=iy=i i=\ 
Yj=—^ y^yu > estimated total 
The estimate of the population mean per unit, used in stratified sampling 
is denoted by y^f and is given by 
k k 
yst = ^ H^iyi =ZWi, (1-4.1) 
^ /=1 /=1 
y^f is not, in general, the same as the mean y, 
_ 1 ^  _ 
where y = — X "/ >"/ 
«/=l 
both coincides if in every stratum -L = _L = _L = — or fj= f, 
VI N Nj N 
that is if sampling fraction is the same for all strata. This stratification is 
known as stratification with proportional allocation of «,•. 
Theorem 1.4.1 For stratified random sampling, without replacement, if in 
every stratum the sample estimate yi is an unbiased estimate of 
Yj,{i-Q-E{yj) = Yi), and samples are drawn independently in different 
strata, then y^t is an unbiased estimate of the overall population mean Y, 
that is E(yst) = Y, and its variance is 
V{yst) = ll--ir w,W = Y?^^^i^-fi) (1-4.2) 
/=1V«/ ^U i=\ "/ 
— 2 
We see that variance of y^^ depends on 5/ , the heterogeneity within 
the strata. Thus, if 5/ are small (strata are homogeneous) then the 
stratified random sampling provides estimates with greater precision. 
Corollary 1.4.1 For stratified random sampling, without replacement, the 
estimated population total Y^f = Ny^f is an unbiased estimate of the 
population total Y i.e. E{Ygt) = Y , and its variance is 
k f -i 1 ^ . ^ k -Kjlal 
V«/ ^i J l=\ «i 
Remarks: 
n- N-(a) If in every stratum — = —^, the variance of y^f reduces to 
n N 
n V ^ )i=\ « /=i 
n- N-(b) If in every stratum — = —-, and the variance of y^f in all strata have 
n N 
the same value S , then the result reduces to 
V{yst) = - \ ^ S^i:Wi=L^s\ since £ f f ; = l 
nV N ^ i=\ " /Ti 
(c) If Nj are large as compared to «,• (that is if the sampling fi-actions fj 
are negligible in all strata), then 
(!) f'(y.,) = I ^ ^ ^ 
,=1 "i 
fi "i 
Theorem 1.4.2 If stratified random sampling is with replacement, then 
ygf is an unbiased estimate of population mean Y, that is E{ysf) = Y, 
and its variance is 
k ir.2c.2 
Corollary 1.4.2 For stratified random sampling, with replacement, the 
estimated population total Yst-^yst is an unbiased estimate of the 
population total Y i.e. E{Ygt) = Y , and its variance is 
V(Y„) = NMys,) = N^J:^^^-YP^ (1-4.5) 
,=1 "i ,=1 "/ 
Theorem 1.4.3 If a simple random sample is taken within each stratum, 
2 2 
then an unbiased estimate of 5/ is s/ , and an unbiased estimate of 
variance y^f is given by 
^ r 1 1 ^ 9 9 ^ W^S^ 
i=lV«/ ^ij i=\ «/ 
1.5 Principal Reasons for Stratification 
The following points regarding stratification to be noted: 
1) To gain in precision, divide a heterogeneous population into strata 
in such a way that each stratum is internally homogeneous. 
2) To accommodate administrative convenience and or cost 
10 
considerations, fieldwork is organized by strata, which usually 
results in saving in cost and effort. 
3) To obtain separate estimates for strata. 
4) We can accommodate different sampling plan in different strata. 
5) We can have data of known precision for certain subdivisions 
treating each subdivision as a "population" in its own right. 
6) There may be marked difference in sampling problems in different 
parts of the population. 
1.6 Relation to Simple Random Sampling 
1) Stratification requires more work and more information about the 
population. 
2) The number of total possible stratified random samples is less than 
total number of possible simple random samples: 
fNi] (N2'^ 
l«l J WJ 
< 
v«y 
k k 
where "^Nj =N and ^rif =n. 
3) All the statistical properties of simple random sampling apply 
within each stratum. 
4) Since the samples are drawn independently in different strata, 
variance between strata can be ignored in estimating sampling 
variance. 
11 
1.7 Allocation of Sample to Different Strata 
An important consideration is how to allocate a total sample size n 
among the k identified strata. There are three methods of allocation of 
sample sizes to different strata in a stratified random sampling. 
1.7.1 Equal Allocation 
If the strata are presumed to be of roughly equal size, and there is no 
additional information regarding the variability or distribution of the 
response in the strata, equal allocation to the strata is probably the best 
choice: 
« / = 7 (1.7.1) 
k 
and its variance is 
Viyst)egual=-Z^i^Si^ -^Z^iSf^ (1-7-2) 
" i= l ^ / = 1 
1.7.2 Proportional Allocation 
This allocation generally known as proportional allocation was originally 
proposed by Bowley. When no other information except Nj, the total 
number of units in the / stratum, is available, the allocation of a given 
sample of size n to different strata is done in proportion to their sizes, i.e. 
in the /' stratum njxNj or ni=XNi, where X is the constant of 
proportionality, and 
k k 
X«/=>tZiV,- ,or A = ^ , ^ni = ^Ni = nWi (1.7.3) 
and its variance is 
12 
k . , J- k 
v(ys,)pron = 1 - - ^ S'»'/S;' = - ^ Z » ^ s , ' (1.7.4) 
•"""' (n NJf^, • • n ,^, 
1.7.3 Optimum allocation 
The formula for optimum allocation in various strata was derived by 
Tschuprow in (1923). Later J. Neyman derived them independently in 
(1934). That is why such an allocation is often termed Neyman-
Tschuprow allocation. In this method of allocation the sample sizes «,• in 
the respective strata are determined with a view to minimize ^^ (^ 5^^ ) for a 
specified cost of conducting the sample survey or to minimize the cost for 
a specified value of V{yst). 
The simplest cost fimction is of the form 
k 
Cost = C = CQ + ^cini 
i=\ 
where the overhead cost CQ is constant and Cj is the average cost of 
surveying one unit in the / stratum, then 
k 
C-co = Y,Cini=C{say) (1.7.5) 
/=1 
and, we know that 
Thus Viy,,) + ' Z ^ ^ = T^^'-^ = nsay) (1.7.6) 
S Ni i=\ «i 
where C and V are the function of rif. 
To determine «,• such that ^(^5^) is minimum and cost 
13 
k 
C= CQ+ ^ q « / is fixed, consider the function 
where X is some unknown constant. 
Using the calculus method of Lagrange multipliers, we select «/, and the 
constant X to minimize ^. Differentiating <l> with respect to «/, and 
equating to zero, we have 
| i = 0 = - ^ . . . , o r „ , . ' ^ 0.7.7) 
WiSi NiSi 
=> rij oc ' ' or rij cc ' ' 
This allocation is known as optimum allocation. 
Taking summation on both the sides of equation (1,7.7), we get-
i . 1 4^WiSi 1 n 
M ' VI^V^ V^  f f^ -5, 
The total sample size n required for optimum the sample sizes within 
strata. The solution for the value of n depends on whether the sample is 
chosen to meet a specified total cost C or to give a specified variance V 
for ySt. 
14 
(i) If cost is fixed: 
Substitute the optimum values of «/ in cost equation (1.7.5) and solve 
for n as, 
n = 
M 
k 
(1.7.9) 
The value of «,• is obtained after substituting this value of n in equation 
(1.7.8), we get 
( C - c o ) E ^ - 5 / / V ^ 
,•=1 ^ ^A/yjCi 
" ^ • = k 
i=\ i=\ 
{C-coWiSi/4^i 
"^•= k 
i=\ 
(1.7.10) 
^{yst) under optimum allocation for fixed cost: 
V{yst)opt=Y. 
i=\ 
i=l 1 
{C-co)WiSi/^ Ni Wj^Si'^ 
15 
k 
/=1 
( k \ 
Wi^Si^ 
Wi^Si^ 
(C-coWiSi/^ Ni 
k 
/=1 
Hyst)opt = 
1 
f k 
(c-co)lJi 
1 
\2 
) ^^ i=\ 
(1.7.11) 
2) If the variance is fixed: 
Substituting the optimum «,• from equation (1.7.8) in equation (1.7.6), we 
get 
k „A.2 k ^Miy^S,!^, 
k 
I 
/=1 
^ ; = i /=1 «/ i=i nWjSi/^Ci 
{ k 
Thus n = 
k ( k \ 
i=\ V/=l 
J 
1 ^ . . . . 2 
(1.7.12) 
V + T-rT^i^i' 
^r=i 
and then the value of rij is obtained by putting this value of n in equation 
(1.7.8) 
«/ = 
k (k \ 
1=1 \.i=\ 
^^  /=1 /=1 
16 
«/• = i=\ 
v + 
1 «^  
(1.7.13) 
Optimum Cost for fixed Variance: 
k 
We know that C-co = ^c/n/ , substituting the value of «, from 
equation (1.7.13), we get 
C-CQ = Y^Ci 
r k ^ 
M 
v+—ywiSi^ 
(k \ (k \^ 
_ y V/=l J _\i=l 
i=\ 
C = CQ + 
1 ^ 
f k A^ 
V/=i ; 
li ' 
/=1 
(1.7.14) 
Remark: An important special case arises if C/ = c, that is, if the cost per 
unit is the same in all the strata. The cost becomes 
k 
^ = ^0 + X^'"/ =CQ + cn, and optimum allocation for fixed cost reduces 
/=1 
to optimum allocation for fixed sample size. In this case V{ygf) is 
minimized for a fixed total size of sample n if 
17 
_ „ WjSj _ „ NjSj 
ni = n ^ = n- (1.7.15) 
i=\ i=\ 
=> rij oc WjSj or «/ oc NjSj , 
this allocation is called the Neyman or Neyman-Schupure allocation. 
V{ygt) under optimum allocation for fixed n: 
kf 
W-^Sj'^ 
k 
k 
i=l 
rit ^ 
iT^ 1 
I^ -^ .- / 1 A 
J 
WiSi 
1 
—MiSi' 
Ni^Nj 
Hyst)ovt=- i( ^ f 
« 
1 
V/=l J ^^ i=l 
(1.7.16) 
r^t 
- 1 
Note: If A^  is large, F(J?5 )^o^^ reduces to f^(>^5/)o/7/=- Z^/*^/ 
Ki=\ J 
1.8 OPTIMUM ALLOCATION IN MULTIVARIATE STRATIFIED 
SAMPLING 
Stratified sampling is the most popular among various sampling designs 
that are extensively used in sample survey. A stratified sampling is to be 
used a sampler has to deal with three basic problems such as (i) the 
problem of determining the number of strata, (ii) the problem of cutting 
the stratum boundaries and (iii) the problem of optimum allocation of 
sizes to various strata. 
18 
The problem of allocation with more than one characteristic in stratified 
sampling is conflicting in nature, as the best allocation for one 
characteristic will not in general be best for others. Some compromise 
must be reached to obtain an allocation that is efficient for all 
characteristics. The problem was first considered by Neyman (1934). He 
pointed put that an allocation would be reasonably efficient for all 
characteristics if the characteristics themselves are positively correlated. 
However, in the absence of a strong positive correlation between 
characteristics when individual optimum allocation may differ a lot and 
there may be no obvious compromise, many authors such as Neyman 
(1934), Geary (1949), Dalenius(1957), Ghosh (1958), Aoyama (1963), 
Chatterjee (1967),Kokan and Khan (1967), Bethel (1989), Jahan, Khan 
and Ahsan (1994), Khan, Jahan and Ahsan (1997), etceteras, have made 
attempts for an acceptable allocation by either suggesting new criteria or 
exploring existing criteria fiarther. 
A more general problem of obtaining optimum allocation, when the cost 
of survey is fixed, is formulate as a nonlinear programming problem 
(NLPP) to minimize the sum of weighted variances of estimated 
population means. 
Since the functions involved are separable with respect to stratum sample 
size, the NLPP is treated as a multistage decision problem and an explicit 
solution procedure using dynamic programming technique is presented. 
1.9 RELATIVE PRECISION OF STRATIFIED RANDOM AND 
SIMPLE RANDOM SAMPLING 
The stratified random sampling is likely to produce more precise 
estimates compared to simple random sampling if strata are properly 
constructed. If the values of the «/ are far from optimum, the stratified 
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sampling may have larger variance compared to simple random sampling. 
Here we make comparison between simple random sampling and 
stratified random sampling with proportional and optimum allocation. 
Let us denote the variances of the estimated means by F^^„, Vp^^p and 
V^pt respectively. Ignoring the f.p.c, we have 
^ra«=( l - / )— . yprop = ^-^TWiSi^=-TWiSi^-^i:WiSi^ 
v= 
n 
Consider, 
0 ^ !^ 
k ^i _ _ _ o 
=i:Kyij-yi-^Yi-Yf 
k Ni _ ^ k 
k k 
Iftermsin l/A'^ / and 1/A^ are negligible, (1,9.1) gives 
k k _ _ 
Hence 
V - i zZc2 
'^ ran ~ "^  
n 
(1.9.1) 
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F _ „ + ^ - ^ fwi{Yi-Y) 
prop 
n 1=1 
(1.9.2) 
= F'„^^^+ positive quantity 
V >V 
'^ ran — '^ prop (1.9.3) 
By the definition of V^pt, we must have Vp^op ^ f^ o/?/ 
Hence, 
^prop Kpt - ^ 
k 
i=\ l/=i ; 
(1.9.4) 
where S = ^ WjSf is a weighted mean of the Sf 
i=\ 
From equation (1.9.2) and (1.9.4), we have 
Vran=Vopt ^ - Z ^ ^ C ^ / - ' ^ ) ^ + ^ - ^ E f ^ ( > ^ - - ^ ^ (1-9.5) 
«/=l « /=1 
thus as a result we have 
V >V >V * 
'' ran — '' prop — ^ opt • 
If terms in l/iVj are not negligible, the same type of analysis leads to 
the result 
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1 - / 
V =V +——-— 
Y^Ni{Yi-Yf--^YiN-Ni)S-
1 -^  » • 1 
(1.9.6) 
It follows that proportional stratification gives a higher variance than 
simple random sampling if, 
A: _ _ 1 A: 
XA^/(l^-n^<-I(iV-A^/)V (1-9.7) 
This case might happen, since the }/ could all be identically equal. If any 
differences among the Yi exist, the inequality is unlikely to be satisfied 
expect with small strata. 
1.10 EFFECTS OF DEVIATIONS FROM THE OPTIMUM 
ALLOCATION 
In this section, we give an expression for the increase in the variance of 
the mean for a stratified sampling scheme when a non-optimum 
allocation is used (due to Chatterji (1967)). 
Assume a linear cost function with no over-head costs, that is 
k 
i=\ 
For a fixed budget C, let n'= {n{,n'2,...,n'i^) denote the optimum 
allocation for a variate in a population with k strata. 
We imow that 
ICi 
where A is a constant and is given by 
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A = - c 
i=\ 
Let V{n') be the variance of the sample mean for the allocation n' 
Neglecting the finite population correction (f p.c) we have 
V{n') = -
C 
r k V 
Let n = («i,«2,.->«it)be another allocation for which the cost of sampling 
is C. Neglecting f.p.c, we have 
Now 
;=1 "/ ^ V/=l 
^zY'-^ z^ -/V^ 
^ rP-c- ] f ^ f 1 
/=1 «/ C ' V/=l J c 
f k jj^}hil_c 
i=\ «/ 
r A: Y k 
/=i «/ 
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or 
V{n)-V{n')^\^Ci{n'i-nif 
V(n') C^^ rii 
expression (1.10.1) gives the relative increase in the variance of an 
estimate of the sample mean when a non-optimum allocation is used. 
n'i-ni_ If max/ — = g, 
rij 
V{n)-V{n')^ 1 i 2 2 r^ ^f^^^ 
then, we have -^^—r^^-^^ —Z.<^/«/^ = ^ (1.10.2) 
F(n') C;ti 
Expression (1.10.2) gives an upper bound for the increase in the relative 
variance in terms of the maximum relative deviation of stratum sample 
sizes. If the maximum deviation n't - rif expressed as a fraction of «/ is 
20%, the proportional increase in variance cannot exceed 4%. If g == 30% 
the proportional increase is 9%. This shows that the variance function 
near the optimum is fairly flat. 
1.11 STRATIFIED SAMPLING FOR PROPORTIONS 
We estimate the proportion of units in a finite population belonging to a 
particular class C, the ideal stratification is attained if we can place in the 
first stratum every unit that falls in C, and in the second every unit that 
does not. Failing this, we try to construct strata such that the proportion in 
class C varies as much as possible fi-om stratum to stratum. 
The notations and symbols which are commonly used are: 
1 '^• 
-^ = — ^yij = Pi, proportion based on Nf units (stratum proportion) 
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_ ] k Ni . k k 
^ = T7 Z S>'y = T7 Z^ /^ - = T^iPi = ^'Over all population 
proportion 
_ 1 "'• 
j;^- = — y" >'//• ~ A"' sample proportion based on «,• units 
1 ^ ' 
o".-^  = — ^{yu -Pi)^ =Pi~ Pi = ^'G/' Stratum variance of proportion 
based on Ni units 
0 1 ^ 0 N-Si = 7 (Vii -Pi) = — PjQj, stratum mean square of 
proportion based on Nj units 
1 "' 
Si = y^iyu ~ Pi) = —^^Pi^i5 sample mean square of 
«/-ly=l « / - ! 
proportion based on «j units 
Let Pi = — ,^ /?,• = -^ be the proportions of units in C in the i^ stratum 
and in the sample from that stratum, respectively. For the proportion in 
the whole population, the estimate appropriate to stratified random 
sampling is 
pst=i:^=i:^iPi ( I - H - D 
Now we give some well known results without proof 
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Theorem 1.11.1 In stratified random sampling, WOR, sample proportion 
pgf is an unbiased estimate of the overall population proportion, that is 
E{pst) = P, and its variance is 
k .CAT ^ \ 
"^i-^M^i (1.11.2) S l^/-U «/• 
where p^-is the sample estimate of proportion /J in the / stratum. 
Theorem 1.11.2 In stratified random sampling, WOR, an unbiased 
estimate of V{pgt) is given by 
V{Pst) = y(Pst) = -^Z{Ni-ni)Wi^ (1.11.3) 
Corollary 1.11.1: If stratified random sampling is with replacement, the 
variance is given by 
/=1 "/ 
Corollary 1.11.2: With stratified random sampling is with replacement, 
an unbiased estimate of V(pgt) is given by 
Corollary 1.11.3: With stratified random sampling, the variance of p^f 
with proportional allocation is 
N nN^^ Nj-l 
k 
n 
= ^-^IWiPiQi (1.11.6) 
For a sample estimate of the variance, substitute piqi /{ni -1) for the 
unknown PiQilni in any of the formulas above. 
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The best choice of the «/ in order to minimize V{pgt) follows from the 
section (1.7). 
Minimum Variance for Fixed Total Sample Size: 
rii x Ni^Ni/{Ni-\)4p;Qi = Ni^PiOi 
Thus, ni = n ^ ' ^ ^ (1.11.7) 
k 
Minimum Variance for Fixed Cost: where Cost == CQ + ^Cfrii. 
i=\ 
Ni^PiQilCi 
k nj=n ,, '^ '^' ' (1.11.8) 
i=l 
The value of n is found as in section (1.7.8). 
1.12 BAYESIAN SET-UP 
A celebrated result employed somewhere, is Bayes' theorem, named after 
an English Clergyman-Sir Reverand Thomas Bayes. Bayes gave his result 
in 1763. This fundamental theorem has led to the development of 
Bayesian theory of Statistical Inference, which naturally, finds 
applications in sampling theory as well. The Bayes' theorem, stated for 
the discrete case is as follows: 
Bayes' Theorem (Discrete Case): 
If the k events Bi,B2,...yBj^ are mutually exclusive and exhaustive, and 
A is another event, then the conditional probability 
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P ( ^ , . , ^ ) = _ M m L . (1,2.1) 
YP{A\Bi)P{Bi) 
i=\ 
is called the Bayes' theorem. 
The event A corresponds to experimental outcome and the events Bi to 
states of the environment. The decision maker is usually given the 
probabilities P(A\Bi) of the experimental outcome A, given the states 
Bj. He assessed the probabilities P{Bj) of the states Bf in the light of 
the experimental outcome A. The probability P(A\Bj) is termed 
likelihood which involves the additional information A. The 
probability P(5/) is called the prior probability, and P{Bj \ A) is called 
the posterior probability. 
Bayes' Theorem (Continuous Case): 
Suppose that X' = (Xi,X2 —,X„) is a vector of n observations and 
PiX\0) be the likelihood of X given 0, where 0'= {0i,02,-,0k) is 
the vector of k parameters. Suppose also that 0 itself has a probability 
distribution P{0). Then the conditional probability P(0 \ X) is given by 
Pix\0m0) 
IP{X\0).P(0) 
e 
This is known as Bayes' theorem. 
P{0) is the prior distribution of ^(that is the distribution assigned to 0 
by the decision maker prior to taking any observations). P{0 \ X) is the 
posterior distribution of 0 (that is the prior distribution as revised by the 
decision maker through the Bayes' theorem in the light of the 
observations taken). P{X \ 0) is the likelihood of X. 
Now, we have that 
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P{X) = E[P{X\0)]= \^P(X\0)P{0)d0 aconstant (1.12.3) 
where E denotes the mathematical expectation. In this light Bayes' 
theorem becomes 
P(0\X) = C.P{X\0)P(0) (1.12.4) 
Thus the denominator in the Bayes' theorem is simply a normalizing 
constant necessary to ensure that the posterior distribution P{0 \X) is a 
proper density function. That is, it integrates to one. 
In other words, Bayes' theorem states that the posterior distribution of 0 
is proportional to the product of the likelihood and the prior distribution 
of ^. That is, 
Pi0\X)ocP{X\0).Pi0) (1.12.5) 
The Bayesian posterior analysis and the Bayesian pre-posterior analysis 
will now be referred to simply as Bayesian analysis and pre-posterior 
analysis respectively. 
In the Bayesian analysis we base our decision after the experiment has 
actually or hypothetically been performed and its outcome observed. 
In pre-posterior analysis we take decision before performing the 
experiment actually or hypothetically. 
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CHAPTER-II 
CONSTRUCTION OF STRATA 
2.1 INTRODUCTION 
The basic consideration involved in the construction of strata is that the 
strata should be internally as homogenous as possible, that is stratum 
2 
variances Sj are as small as possible. If the distribution of the study 
variable is available the strata would be created by cutting this 
distribution at suitable points. 
Given the number of strata, Dalenius and Gumey (1951) suggested that 
the strata boimdaries be so determined that WfSi remain constant. 
Mahalanobis (1952) and Hansen, Hurwitz and Madow (1953) have 
suggested that strata boundaries be so determined that WjYj remain 
constant. Dalenius and Hodges (1959) have supported the work of 
Dalenius and Gumey (1951). 
Dalenius (1957) has worked out the best stratum boundaries under 
proportional and Neyman Allocation. Ekman (1959) has suggested 
approximation to complicated theoretical solutions. Cochran (1961) has 
examined the applications of these approximations through the empirical 
studies. Sethi (1963) has showed that the above suggestions fail to 
provide optimum strata boundaries for certain types of populations. He 
derived the solutions for optimum stratification points for certain 
populations. Again, Hess, Sethi and BalaKrishnan (1966) have applied 
these solutions to some empirical studies and made a comparison of 
various approximations. Singh and Sukhatme (1969) have suggested 
several approximate methods to obtain optimal points of stratification. 
Singh and Sukhatme (1973) have suggested certain rules for obtaining 
30 
optimal stratification points based on auxiliary information. Some others 
who worked on this problem are Singh (1977), Unnithan (1978), Yadav 
and Singh (1984) etc. 
Den Hedlin suggested the stratification of highly skewed population in 
1998. Recently Research works by Patricia Gunning and Jane M.Horgan 
(2004) consider the construction of stratum boundaries in skewed 
population. In another section, another approach due to Winkler (1998) is 
given. He generalizes the method of Dalenius and Hodges. 
2.2 FIXING THE OPTIMUM STRATUM BOUNDARIES 
The problem of determining the optimum stratum boundaries, when the 
main study variable is used as stratification variable and a stratified 
sample, using Neyman allocation (for a fixed total sample size) is adopted 
to estimate the population mean (or total). 
For a variable y the best characteristic is the frequency distribution of y 
itself The next best is clearly the frequency distribution of some other 
quantity highly correlated with y. Given the number of strata, we derive 
below the equations, for determining the best stratum boundaries, under 
Neyman allocation. Though, we assume that strata are set up by using the 
value of y itself 
Dalenius (1950) and Dalenius & Gumey (1951) have developed some 
rules for the division of the population into strata under proportional and 
optimum allocation. For the sake of simplicity we shall assume that the 
population is infinite. Let the f{y) denote the frequency function of the 
continuous study variable y , yQ<y<yi^ where yQ and y/^. are known 
real numbers and yo<yk-
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The problem of constructing k strata between yQ and y/^ can then be 
considered as the problem of determining the A: - 1 stratification points 
>'l >'2'•••>>'A:-l s^ch that the sampling variance of the stratified sample 
mean y^f is minimum. Where y^f is the usual estimator of the over all 
population mean Y . 
Ignoring the finite population correction (f p.c) the variance of y^f 
under Neyman allocation is given as 
1 ^ o 
V{yst) = -CLWiSif (2.2.1) 
where Wj and 5/ are the stratum weight (relative frequency) and 
stratum variance for the / ' stratum; i = l,2,...,k respectively and n is 
the known fixed total sample size. In order to minimize V{yg() it is 
k 
sufficient to minimize ^WiSj only, because « is a known constant. 
1=1 
As the study variable y is assumed to be continuous, we have 
yi 
Wi= \mdt {122) 
yi-\ 
Si^=— J t^mdt-Yi^ (2.2.3) 
'• yi-x 
1 yt 
where Yi=~ \ t f{t) dt (2.2.4) 
W j 
yi-\ 
is the stratum mean of the / stratum; / = 1,2,..., A:. 
Let yQ,yk be the smallest and largest values of y in the population. We 
have to find intermediate stratum boundaries y\,y2^—^yk-\ such that 
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1 ^ 0 
is a minimum. It is sufficient to minimize, X^*^/ • Thus, since yj 
i=l 
appears in this sum only in the terms WjSj and Wj+iSj+i, we have 
dyj ^ dyi dyi 
Let f(y) be the frequency function of y, then 
yi 
yt-i 
^ = / (>' / ) 
dyi 
Further, since 
j t mat 
Yi=E(yi) = yt-i 
yt 
j f{t)dt 
yi-i 
and 5,2 =E(>;? )-[£(>;,• )]2 
we have 
yi 
yi-i 
/ y. \ 
\tmdt 
\yi-\ 
y-i 
\mdt 
yi-\ 
(2.2.5) 
(2.2.6) 
Differentiation of (2.2.6) gives, 
S? —^ + 2^-5, - ^ = >^?/(>;,) - 2>;,} -^/(>;,) + Y? Ryd dyi dyi 
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2 2 
Add Sj dWj Idyi to the left side, and the equal quantity Sj /(yj) to the 
right side. This gives, on dividing by 2 5*,-, 
dyi ' dyi ' ^ / 2 ' 5*/ 
Similarly we find 
djWi^lSj^^) ^ 1 ^^^. ^ (yj - i^ -^ i )^ + Sl^ 
dyi 2 Sj+i 
Hence the calculus equations for yj are 
( Z t z 5 ) ! ± 5 ? ^ ( a z I ± l ) ! ± ^ ( , = lA.. . , i_,) (2.2.7) 
Si Sj+i 
These equations are ill adapted to practical computation, since both Yj 
and 5"/ depend on yj. To come over the difficulty, several quick 
approximate methods have been provided for, by several research 
workers on the field. One suggested by Dalenius and Hodges (1959) is 
given below: 
Let 
y 
Z(y)= l^lmdt 
yo 
If the strata are numerous and narrow, f(y) should be approximately 
constant (rectangular) within a given stratum. Hence, 
yi 
Wj= I mdt ^ fi(yj - yj_i) 
yi-i 
5,»-i=to-^,.,) 
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^i -Zi-i = \41y)dt«^fiiyt -yi-\) = 4-{say) (2.2.8) 
yi-\ 
Where fi is the "constant" value of f{yi) in stratum /. By putting 
these approximations, we find 
k k k k 
^JWiSi«Y.Myi-yi-\)^«1(2/ -^ / - i )^ = Z^-^ (2.2.9) 
Since (Zj^ . - Z Q ) is fixed, we have that sum on the right hand side of 
(2.2.9) is minimum when (Z,- - Z,_i) that is Af is a constant. 
If the class intervals in the original distribution of y are of unequal 
length, a slight change is needed. When the interval changes from one of 
length d to one of length ud, the value of yff for the second interval is 
multiplied by Vw when forming cum^. 
Another method, proposed by Sethi (1963), is to work out the boundaries 
given by the calculus equations (2.2.7) for a standard continuous 
distribution resembling the study population. For the normal and various 
X distributions, Sethi has tabulated the optimum boundaries for 
Neyman, equal, and proportional allocation for k<6. If one of these 
distributions seems to approximate that in the study population, the 
boundaries can be read fi*om Sethi's tables. 
Two further approximate methods require some trial and error. From 
relations (2.2.9), the Dalenius-Hodges rule is roughly equivalent to 
making WiSf constant, as conjectured earlier by Dalenius and Gumey 
(1951). A similar rule is that of Ekman (1959), who makes Wi{yi - yi_i) 
constant. 
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In comparisons on some theoretical and eight study populations, Cochran 
(1961) found that the cum^ff rule and the Ekman rule worked 
consistently well (the Sethi method was not tried). In study of United 
States hospital bed capacity, whose distribution resembles 2" with 1 
degree of freedom, Hess, Sethi and Balakrishnan (1966) found the Ekman 
method slightly superior to cum-yjf and Sethi's for k>2, while Murthy 
(1967) also reports good performance by Ekman's rule method. 
The relations (2.2.9) have an interesting consequence, if WjSj is 
n 
constant, Neyman allocation gives a constant sample size «/ = — in all 
k 
strata. For the approximate methods, the comparisons that have been 
n 
made suggest that the simple rule rif = — is satisfactory. 
k 
Thus far we have made the unrealistic assumption that stratification can 
be based on the value of y itself. In practice, some other variables x is 
used (perhaps the value of _y at a recent census). Dalenius (1957) 
develops equations for the boundaries of x that minimizQ^WjSyj, given 
a knowledge of the regression of y on x. If this regression is non-linear, 
these boundaries may differ considerably from those that are optimum 
when jc itself is the variable to be measured. The equations indicate, 
however, that if the regression of y on x is linear and the correlation 
between y and x is high within all strata the two sets of boundaries 
should be nearly the same. Let 
y = a + fix + e 
where E(e)=0 for all x and e, x are uncorrelated. The variance of e 
Within stratum / is S^j. Then the x -boundaries that make Viy^f) a 
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minimum satisfy the equations (Dalenius, 1975). 
P%i-^ixif+sl\•^2sl 
P^x,i+\^^-^^e,i+\lP Sx,i+\ 
If SgilP Sxi is small for all / , these equations reduce to the form (2.2.7) 
that gives optimum boundaries for x. But 
2 2 2 2 2 
Sgj/p Sxi={l- Pi )l Pi where p/ is the correlation between >'and x 
within stratum /. 
2.3 NUMBER OF STRATA 
Before constructing the strata the sampler has to decide about the 
numbers of strata {k) considering the following points. 
(i) At the rate does the variance of the estimate decreases as k increases? 
(ii) How the cost of the survey is affected by an increase in the number 
of strata. 
Suppose first that strata are constructed by the values of j ^ . To take case, 
let the distribution of y be rectangular in the interval {a,a + d). Then 
2 2 
Sy, before stratification, is d /12, so that with a simple random sample 
— 2 
of size n, V(y) = d l\2n. If k strata of equal size are created, the 
variance within any stratum is S^i = d'^ I\2k^. Hence, for a stratified 
sample, with Wi=\/k and ni=n/k, 
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n 
( k \ 2 r ^ , . 2^ 
V M ^ ' ^ ^ , 
a 
WJ=^tl.4rr = ^ = ^ (2.3.1) 
Unk'^ k^ 
Thus with a rectangular distribution the variance of y^f decreases 
inversely as the square of the number of strata. Rather remarkably, this 
relation continuous to hold, roughly, when actual skew distributions with 
finite range are stratified with the optimum choice of boundaries for 
Neyman allocation. 
These results, which suggest that multiplication of strata is profitable, 
give a misleading picture of what happens when some other variable x is 
used to construct the strata. If ^{x) = E{y \ x) is the regression of y on 
X, we may write 
y = ^(x) + e (2.3.2) 
where ^ and e are uncorrelated. Hence 
S^=SJ+S^ (2.3.3) 
By the preceding results, creation of k optimal strata for x may reduce 
2 2 2 
S^ to S^ /k if ^(x) is linear or at a similar rate if ^(x) is nonlinear. But 
the term Sg is not reduced by stratification on x. As A: increases, a value 
is reached sooner or later at which the term S^ dominates. Further 
increases in k will produce only a trivial proportional reduction in 
viyst)-
How quickly the point of diminishing returns is reached depends on a 
number of factors-particularly the relative sizes of Sg and si and the 
nature of ^(x). Only a few examples fi*om actual data are available in the 
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literature. To supplement them, a simple theoretical approach is used. 
Suppose that the optimum choice of stratum boundaries by means of x, 
with samples of equal size n/k in each stratum, reduces F(x^^)at a rate 
proportional to 1/A: . Thus 
n i=\ nk' 
(2.3.4) 
Suppose also that the regression of >- on JC is linear, that is. 
y = a + Px + e (2.3.5) 
where St is constant. Then, 
V(.y.,) = -lW?S%- — i:w?Sl +^J:W? (2.3.6) 
"i=l " W " (=1 
For any set of k strata, ^Wf > — . Using (2.3.4), we have 
k 
V{yst)^-
n 
^ r.2 
^y 
n 
^H^-P') (2.3.7) 
Where p is the correlation between y and x in the unstratified 
population. 
2.4 ON THE STRATIFICATION OF HIGHLY SKEWED 
POPULATION 
For the problem of stratification for highly skewed populations, such as 
those encountered in many business surveys, Hedlin (1999) give 
conditions, which must be satisfied for stratum boundaries to minimise 
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the variance of the standard expansion estimator of the population total 
(2.4.1). He also gives a solution to the combined problem of allocation 
and stratification in order to minimize (2.4,1), taking into account that the 
population is finite. 
V{yst) = i:Nf^\-^ (2.4.1) 
/=1 «/ Ni 
The number of strata k, is assumed fixed but arbitrary. A simple random 
sample is drawn fi-om each stratum. The total sample size is fixed. The 
values of a single auxiliary variable are known and it is, although 
unrealistically, assumed that the values of study variables equal those of 
the stratification variable. This assumption is widely used in optimal 
stratification. Assume that the discrete distribution of the stratification 
variable can sufficiently well be approximated by a continuous 
distribution with density/(>>). 
Refer to a stratum where a fi-ame unit is sampled with a probability less 
than one as a genuine sampling stratum as opposed to a certainty stratum 
where all fi*ame units are included in the sample. Suppose strata 
1,2,...,A:-1 are predetermined to be genuine sampling strata and stratum 
k is predetermined to be a certainty stratum. Then a necessary condition 
for a local minimum of (2.4.1) with respect to stratum sample sizes 
«l,«2v.-,«A: ^^^ stratum boundaries y\^y2->-^yk-\ ^^ ^^e system of 
equations (2.4.2), (2.4.3) and (2.4.4) below, 
(i) Conditions for stratum sample sizes: 
«/ ={n-Nk)^_/' ' (i = 1,2,...,A:-1) (2.4.2) 
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(ii) Conditions for the boundaries y\,y2,...->yk-2 ^^ ^^e genuine 
sampling strata: 
{yt-Yif rii 1 - ^ + Sf (yi-Yi^i) \ _ "/+i ^  
V ^ /+ i ; 
+ ^ m 
(/ = l,2,..,A:-2) (2.4.3) 
(iii) Condition for the boundary y^-\ of the certainty stratum: 
{y^.X-Y^.xf = ^ ^^SI_^ (2.4.4) 
These conditions are shown in Hedlin (1998). The proof utilises the 
Kuhn-Tucker theorem. When applying (2.3.2)-(2.3.4) to a finite 
population, the unknown parameters A'^ ,- , Yi and 5/ associated with the 
assumed distribution f{y) must be estimated or guessed by the 
corresponding parameters of the finite population, the stratum sizes, 
means and variances. Equation (2.4.2) is Neyman allocation when 
stratum A: is a certainty stratum (e.g. Cochran 1977). Equation (2.4.3) is a 
necessary condition for stratum boundaries associated with genuine 
sampling strata. The reason why it differs from that of equation (2.3.7) 
given by Dalenius (1950), is that Dalenius neglects the finite population 
correction factors, that is, he sets (1 — ^ ) to unity in all strata. 
Equation (2.4.4) with k = l is equivalent to the condition of Glasser 
(1962) who finds the optimal size of a certainty stratum when there are 
two strata in all. A similar condition for two strata is given by Dalenius 
(1952). 
How to use (2.4.2)-(2.4.4) in practice as well as the flatness of the 
objective function (2.4.1) is discussed in Hedlin (1998). 
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2.5 A NEW ALGORITHM FOR THE CONSTRUCTION OF 
STRATA BOUNDARIES IN SKEWED POPULATIONS; 
This algorithm is much easier to implement and more efficient than the 
classical cumulative root frequency method (Dalenius and Hodges 1959) 
as well as the Lavallee and Hidirouglou (LH) algorithm (Lavallee and 
Hidirouglou 1988). It is based on an observation by Cochran (1961), that 
with near optimum boundaries the coefficients of variation are often 
found to be approximately the same in all strata. He concluded however 
that computing and setting equal the standard deviations of the strata 
would be too complicated to be feasible in practice. We show that, for 
skewed distributions, the coefficients of variation can be approximately 
equalised between strata using the geometric progression. This technique 
is called the "geometric approach to stratification", "geometric 
stratification", or just "geometric approach". 
To stratify a population by size is to subdivide it into intervals, with 
endpoints IQJ\,...,1]^. Ideally, the division should be based on the survey 
variable Y. Such a construction is of course not possible since Y is 
unknown; if it were known we would not need to estimate it. In practice 
therefore we use a known auxiliary variable X, which is correlated with 
the survey variable. 
In order to make the breaks (/Q,/],...,/^) for any given /Q and/^, we seek 
to make the CVi= S^i IXi the same for / = 1,2,.. .,k\ 
Now S^i is the standard deviation and Xj the mean of X in stratum i: If 
we make the assumption that the distribution within each stratum is 
approximately uniformly distributed we may write 
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X.Jl^^ (2.5.2) 
Sxi^-;^{li-li-\)- (2-5.3) 
As an approximation to the coefficients of variation, this gives 
(/,.-/,-_l)/V12 
ft+',-l)/2 
with equal CVj therefore we must have 
(2.5.5) 
This new and exotic recurrence relation reduces however to something 
familiar: 
l'i=lMli-\ ; (2.5.6) 
the stratum boundaries are the terms of a geometric progression. 
l.=ar' (/ = 0,1,2,.,.,A:) (2.5.7) 
thus a=/o, the minimum value of the variable, and ar =1^, the 
maximum value of the variable. It follows that the constant ratio can be 
calculated as 
'•= fo//o)"*. 
For a numerical example take 
k = 3; /o=10;/3=200 (2.5.8) 
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Thus /,• = 10.(2.7)' (/ = 0,1,2) and the strata form the ranges 
3 -10 ; 1 0 - 2 7 ; 2 7 - 7 3 (2.5.9) 
This is an extremely simple method of obtaining stratum brealcs. 
The relationship in (2.5.6) depends on the assumption that the 
distributions within strata are uniform. When the parent distribution is 
positively skewed, then the low values of the variable have a high 
incidence, which decreases as the variable value increase, which makes it 
appropriate to take small intervals at the beginning and large intervals at 
the end. In a geometric series with common ratio r > 1, in the lower range 
of the variable, the strata are narrow so that an assumption of a uniform 
or rectangular distribution is not unreasonable. As the value of the 
variable increases, the stratum width increases geometrically. This 
coincides with the decreased rate of change of the incidence of the 
positively skewed variable, so here also the assumption of uniformity is 
reasonable. 
This algorithm will of course not work for normal distributions. 
Example: Real accounting population of Irish debtors given in Figure 
which consists of N =3,369 items with book values in the range euro 40-
euro28,000, from which a sample is to be chosen for auditing. Items over 
euro28,000 are inspected on 100% basis, and those under euro40 are not 
inspected at all. 
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As can be seen from Figure the population 1 is positively skewed, with a 
long tail to the right, consisting of a small number of very large items. 
This population is discussed in detail in Morgan (2003).To stratify into 
three strata, we simply take the extremes of the range of book values as 
the first and last term in the geometric progression, and calculate the 
common ratio r as follows: 
r = (28, 000/40) sup 1/3 = 8.88, 
which immediately gives the boundaries: 
a= 40; ar= 40(8.88) =355; ar sup 2 = 40(8.88) sup 2 = 3,252; ar sup 3 = 
40(8.88) sup 3 = 28,000. 
The population breaks are 40, 355, 3,152 and 28,000, giving the strata: 
1. Stratum 1 consists of all values from 40 up to, but not including, 355: 
2. Stratum 2 consists of all values from 355 up to, but not including, 
3,151: 
3. Stratum 3 consists of all values from 3,152 - 28,000. 
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With such breaks, the strata are narrow in the lower range of the book 
values, so that the assumption of a uniform distribution is not 
unreasonable. In the upper range the strata are wide but the number of 
line items is relatively small, with little change in the frequency over the 
range. Therefore, it is also not unreasonable to assume a uniform 
distribution in this range. 
This is clearly a very simple way of forming the strata. It does not involve 
the choice of initial classes as does the cumulative wot frequency method, 
and so overcomes its arbitrariness. It is not iterative like the Eckman and 
the Lavallee and Hidiroglou methods. It is objective and definitive. 
Geometric stratification is extremely easy to implement once the 
minimum and the maximum book values have been determined. In a 
geometric series with common ratio r > 1, the early intervals are short and 
later intervals progressively longer. Geometric breaks are appropriate 
when the distribution is highly positively skewed with the upper part 
containing a small percentage of the total frequency and a large 
percentage of the monetary amount. Again this can be said to be an apt 
description of accounting data. Gunning and Horgan (2004) showed that 
geometric stratification leads to substantial gains in the precision of the 
estimator in populations that have skewness coefficients greater than 2, 
which is the case in most populations of debtors and creditors (see 
Horgan 2003; Neter and Loebeckke, 1977 and Ramage, Krieger and 
Spero, 1979). 
2.5.1 The Cumulative Root Frequency Method 
The cumulative root frequency procedure of stratum construction is 
carried out for the division of population into k strata as follows: 
1. Arrange the stratification variable X in ascending order; 
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2. Group the X into a number of classes, k; 
3. Determine the frequency for each class/)• (/ = 1,2,...,A:) 
4. Determine the square root of the frequencies in each class; 
k 
5. Cumulate the square root of the frequencies ^-^/T/ 
/=! 
6. Divide the sum of the square root of the frequencies by the number 
of strata: 
1 ^ 
6. Take the upper boundaries of each stratum to be the lvalues 
corresponding to 
Q, 2Q,3Q...{k-\)Q,kQ. 
These are m an arithmetic progression. 
2.5.2 Efficiency of Geometric Stratification 
The geometric method is compared with the cumulative root frequency 
in terms of the relative efficiency (Eff), the ratio of the variances of the 
means obtained when the strata are constructed using each method. 
efficiency = '^geom y^st) 
In each case the sample elements are allocated optimally among the 
strata. In sample size planning, the relative efficiency represents the 
proportionate increase or decrease in the sample size with the cumulative 
root frequency method to obtain the same precision as that of the 
geometric method. 
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2.6 ANOTHER APPROACH FOR THE DETERMINATION OF 
STRATA BOUNDARY: 
Given a fixed sample size and a fixed number of strata, the Dalenius-
Hodges method provides a quick means of determining strata boundaries 
that approximately minimizes coefficients of variation (c.v). Application 
of their method requires assuming that the 
(i) Finite population correction (f p.c) can be ignored, 
(ii) The underlying population distribution is continuous, and that 
(iii) The probability density of the variable of interest is constant within 
strata. 
The minimization basically depends on one variable. 
In this section another approach (Winkler 1998) for determining strata 
boundaries for general populations is given for a fixed sample size, the 
approximate minimization depends on five discrete variables: 
1) Number of strata 
2) Sample allocations within strata 
3) Population variance within strata 
4) Population size within strata 
5) Strata boundary break points 
In specific situations if sample design considerations require that certain 
stratification variables, (say number of strata and sample allocations 
within strata) be restricted, minimization can still be performed. 
Here we give the summarizafion given by Winkler (1998). 
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(a) Dalenius and Hodges (1959) stratify to make the quantities 
N}^^.iyi-yi_l) i = \,2,...,k (2.6.1) 
approximately equal. 
(b) Ekman (1959) stratifies to make the quantities 
^/•(>'/->'/-l) i = l,2,-,k (2.6.2) 
approximately equal. 
where 
yj = Break point between stratum / and stratum / +1 . 
Each method (a) and (b) ignores the finite population correction 
{Nj-nj)/Nj or ( 1 - / ) ) and each uses an easily computed surrogate 
{yj - yj-i) for the standard deviation Sj. 
Winkler (1998) has suggested to minimize the variance when sample size 
is fixed. He stratifies in such a way as to assume that the quantities 
NP.(Ni-ni)^^^Si/ni (Say^j) (2.6.3) 
are constant for / = 1,2,.,.,A:. 
He assumes a linear cost function, 
k 
C = Z « / (2-6.4) 
and V = Y^NiiNj -ni)Sf /n, (2.6.5) 
/=1 
He chooses «,-, and k to minimize C for fixedF, and chooses ni,Sj,Nj, 
and k to minimize V for fixed C. This is equivalent to minimizing the 
product 
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v.c= 
( k Y k 
Ki=\ J 
Y,Ni{Ni-ni)Sf/ni 
V/=l 
Applying the Cauchy-Schwartz inequality, we have that 
V.C> 
fk ^ \ 
'Z^iNi{Ni-ni)Sf/ni 
V/=l 
(2.6.6) 
1/2 1/2 
with equality holding if and only if Nj (Nj - rij) Sj/nj is constant 
for i = l,2,...,k. 
Note that we can only expect to get exact expression in (2.6.3) when 
underlying distributions are continuous. With real-world data, the 
underlying distributions are discrete. We can thus, obtain true minima by 
examining a finite set of stratifications for which approximate equality 
holds. 
Another stratification method due to Winkler (1998) is to make, the 
expression 
7V//2(^._„.)l/2(5./„.)l /2 (s^y^^^ (2.6.7) 
constant for / = 1,2,..., ^ , 
Equality in (2.6.5) assures that each of the terms in the variances given by 
equation (2.6.5) are equal. If each «/ is equal, then the stratification 
yielding equalities in (2.6.7) agrees with the stratification yielding 
equalities in (2.6.3). 
Remark: 
The chief differences between the above approaches that is in the 
methods of Dalenius and Hodges and that of Ekman are: 
(i) One takes account for the finite population correction 
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(ii) Uses the standard deviation 5/ instead of the surrogate (yj - yi_\), 
(iii) Allows choice among a finite number of stratifications for which 
approximate equality in (2.5.3) holds. 
The empirical approaches show that the two methods Si and ^2 are 
roughly equivalent and slightly better than the method of Ekman. All 
three methods are better than the method of Dalenius and Hodges. 
Particularly in skewed populations both the methods Si and ^2 and 
Ekman's method perform better than the method of Dalenius and Hodges. 
2.7 THE CHOICE OF STRATA BOUNDARY ON THE BASIS OF 
AUXILIARY VARIABLE 
The assumption that the stratification is done based on the value of y has 
only a theoretical aspect but not the practical one, hence unrealistic. In 
practice some other variable x is used which is correlated with y .Let 
fix,y) be the joint probability density function of the variable x and y. 
If proportional allocation is adopted, then the variance 
1 ^ 
^iyst)proD- ~^^i^i {f-P-^ ignored) is to be minimized. 
"/=1 
^i yo,yi,----,yk-i ^ ^ the strata boundaries, 
00 yt 
Wi= J \dF{x,y) (2.7.1) 
}^- = — J \x dF{x,y) (2.7.2) 
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00 y, 
Wi {81+71^)= \ lx^dF{x,y) (2.7.3) 
-°o>'/-l 
1 * -) 
We want to minimize -Y^WiSf with respect to yj hence differentiating, 
partially with respect to yj, yj_i and equating to zero, 
we have 
dj^i ^i) ^f[(^i+l5±ll = 0 (2.7.4) 
dyi dyj 
00 
Let ldF{x,yi) = (l>{yi) (2.7.5) 
—00 
^ =<l>{yi), ^ = -^{yi) (2-7.6) 
dyi dyi 
o 
lxdF{x,yi) = </,{yi)E{x\yi) (2.7.7) 
0 0 
— 00 
0 0 
— 0 0 
Jjc2 ^F(x,>;,-) = (^{yi) E{x^ \ yf) (2.7.8) 
-
In the light of the above results we have 
dWiVi _ 
dyj 
diWi+iy^) 
^{yi)E{x\yi), 
= -<f,{yi)E{x\yi) (2.7.9) 
d(yi+i) 
and from (2.6.3) differentiating with respect to y^ we have 
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'^^•^^' ^^^^ = E(x^\yi) (2.7.10) 
dyj 
dWMJYi^+slo ^ -Eix^\y,) (2.7.10) 
dyi+i 
^ = Eix'\yO-Y^^iyO-2Wj,f 
dyj dyj 
= E{x^\yi)-Yi^ </>{yi)-2Yi[</,iyj).Eix\yi)-Yi^{yi)]{2.7.n) 
^Et^^ = .E{x^\yi)-Yii^^{yi)-2Yi^a-^iyi)-E(x\yi) 
dyj 
+ yM'^iyi)] (2.7.n) 
from (2.6.11) and (2.6.12),we have 
^(^1;^/)= ^ ^ ^ ^ (2.7.13) 
the above equation (2.7.13) gives the criteria for choosing the best strata 
boundaries. 
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CHAPTER-III 
POST-STRATIFICATION 
3.1 INTRODUCTION 
In most applications of stratified sampling, the prior knowledge of strata 
sizes, strata frames and possible variability within stratum are essential 
requirements. In practical situations, strata sizes are known but lists of 
stratum units are hard to get. Moreover stratum frames may be 
incomplete. So one cannot apply stratified sampling for estimating the 
population parameters. When such type of situation occurs, the post-
stratification technique is used. Post-stratification means stratification 
after selection of the sample. The technique consists in selecting a 
random sample from the entire population and classifying units later 
according to their representation from different stratums or weights. 
Usually we only have estimates of the weights based on administrative 
records, previous census results. 
The post-stratification, discussed by Hansen, Hurwitz and Madow (1953). 
Jager et al. (1985), advocated that with respect to relevant criteria, it may 
improve upon the estimation strategy subsequently over the sample mean 
or ratio estimator. Silva and Skinner (1995) used the technique of post-
stratification for estimating distribution function with auxiliary 
information. Shukla and Trivedi (2001, 2006), Shukla et al. (2002) 
derived methodologies for parameter estimation in sampling under post-
stratification. 
The mixture of post-stratification and non-response is due to Zhang 
(1999) who has obtained some results regarding the effect of post-
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stratification while handling binary survey data subject to non-response. 
Shukla and Dubey (2001) proposed PSNR(Post Stratified^tea^ag^nse) 
sampling scheme for dealing with non-response. 
3.2 THE BASIC RESULTS Wl^ n 
The basic results of post-stratification in case of simple r^ ndom s^afiVpling 
(SRS) are given below: 
If an simple random sampling of size n is drawn fi-om a population of 
size A^  then it is known that the unweighted sample mean 
ys=-lLyi (3.2.1) 
is an unbiased estimator of the population mean. 
1 ^ 
r = -X>' / (3.2.2) 
with sampling variance 
(\ \ \ 1 
V{y)s= ---Tr ^ (3-2.3) 
N 
where 5^ =-^—Yfy,--7) ' 7/ - '^^ ^ 
/=1 
If we have an auxiliary variable X which classifies the sample into k 
N-groups with known weights Wi=—^, i = \,2,...,k then the formation of 
N 
these groups is called post-stratification. Let the post-stratified data be 
yjj with / = 1,2,...,A: and j = 1,2,...,«,•, with post-stratum means given by 
yi=—Tyij (3.2.4) 
t jes 
Then the post-Stratified estimator yp^ ofthe population mean 
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k Ni k _ 
where 
7=1 
is given by 
yps = YJViyi (3-2.6) 
PROPERTIES OF v^. 
We refer to stratified sampling as the conditional distribution, where we 
condition on the configuration vector 
«' = («b«2v.-,«A:) (3.2.7) 
of the achieved allocation to the strata. If we average over all possible 
values of n then we obtain the unconditional distribution, which is SRS. 
Conditioning on n and using standard results from stratified sampling we 
have 
k 
E{yps\n) = YWiE{yi\ni) 
i=\ 
k _ _ 
= Z^-^=^ (3.2.8) 
So yps is conditionally unbiased. It then follows that since Y is constant 
it is also unconditionally unbiased. If we now consider the unweighted 
mean y^, we have 
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where Wj =ni/n, and conditionally 
k 
i=\ 
(3.2.9) 
unless Wj = Wj where i = \,2,...,k. So an estimator y^ which is unbiased 
under simple random sampling is biased under the conditional stratified 
sampling framework. 
In addition to the bias, the distributional framework also embraces the 
sampling variance. For the conditional distribution, given n, we have 
1=1 
J 1_ Sf (3.2.10) 
where 
since the conditional distribution given n is equivalent to independent 
Simple random sampling within strata. 
The unconditional variance is 
nyps) = i:K 
i=\ 
( ro 
V v«/y 
1 \ 
Ni Sf 
-i--^]y,sf^\j:ii-w,)s^ 
n N i=\ ^ i=\ 
(3.2.11) 
The first term is the variance of a proportionally allocated stratified 
sample while the second term is often small. Thus, on average, the gains 
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from post-stratification are asserted to be about the same as those of a 
proportionally allocated stratified sample. Since in social surveys these 
gains tend to be rather small, the value of post-stratification has often 
been questioned. However, major gains can be obtained in institutional 
and business surveys, and it is here that post-stratification is widely 
employed. 
Holt & Smith (1979) show that, on average, these statements can be very 
misleading for inference. By considering the coverage properties of both 
the conditional and unconditional confidence intervals, they show that the 
conditional intervals obtained using yp^ and V{ypg \ n) in equation 
(3.2.10) are reasonable for any configuration n. On the other hand, the 
unconditional intervals based on yp^ and V{ypg) in equation (3.2.3) do 
not contain Y with the correct frequency for most configurations. On 
average, they give the right coverage but conditionally they are 
inadequate. Since once the sample is drawn the configuration n is 
known, it seems appropriate to make inferences which give adequate 
coverage conditional on n. 
3.3 Efficient Estimation in Post Stratified Non Response Sampling 
Scheme Using Auxiliary Information 
The non-response in the mail surveys is a kind of incompleteness that 
occurs when respondents do not reply through their mails and the sample 
remains incomplete. In the set-up of stratified sampling, when stratum 
sizes are unknovm, the post stratification is a usefiil strategy (see, 
Cochran (1999), Mukhopadhyay (1999) etc.). The non-response in 
surveys could be handled by various techniques and methodologies [see 
Lessler and Kalsbeek (1992), Grover and Couper (1998), Khare (1987) 
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and Khot (1994)] and one of them is the imputation of available data as 
described by Hinde and Chambers (1991). 
Let a population of size A^  be divided into k strata. The size of the 
r strata be Nj, (/ = 1,2,..., k), such that 2] ^ - = S ^ = ^  • 
In the following we give symbols, which are commonly used-
N'i : Number ofrespondents(RS) in i^ strata. 
Nj : Number ofnon respondents (NRS) in i^ strata. 
Y/ : Population mean of /' strata for response group (R) for 7 . 
Yf : Population mean of i^ strata for non-response group (NR) for Y. 
_ k _ 
Y : Population mean for Y, i.e. Y = ^WiYj 
i=\ 
SHY ' Population mean square in i strata for response group (R) for 
^2/7 : Population mean square in / strata for non-response group 
(NR) for Y. 
Cyy : Coefficient of variation in i^ strata for response group (R) for 
Y. 
C2iY' Coefficient of variation in i^ strata for non-response group (NR) 
for 7 . 
We assume X an auxiliary variable, correlated with Y. 
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X'i : Population mean in i^" strata for response group (R) of X. 
X- : Population mean in i^^ strata for non-response group (NR) of 
X. 
S\ix '• Population mean square in /^ ^ strata for response group (R) 
for X. 
S2ix • Population mean square in i^^ strata for non-response group (NR) 
fo rX. 
Ciix '• Coefficient of variation in i^^ strata for response group for X. 
C2ix ' Coefficient of variation in /'^ strata for non-response group for Jf. 
Pi : Correlation coefficient for response group (between X'j and Y-). 
p" : Correlation coefficient for non-response group (between XJ and 
Y-
Rj : Ratio in / strata for response group, i.e. Rj^^. 
Y" 
R" : Ratio in / strata for non-response group, i.e. R" = ^ . 
We note that Nf = N- + N- and «/ = n- + n-. 
3.3.1 POST STRATIFIED NON-RESPONSE (PSNR) SAMPLING 
SCHEME WITH AUXILIARY VARIABLE 
PSNR sampling scheme is described into following steps: 
Step I: Select a sample of size n by SRSWOR from the population A'^  
and post-stratified into k strata, such that «/ units represent to A'^ ,-
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f k 
^•=1 
= n 
J 
An auxiliary source of information (other thanJf) may be 
used for this purpose. 
Step II: Mail questionnaires to all the random «,• units for response over 
the variable Y under study and wait until a deadline. If possible complete 
* 
response occurs, yj is sample mean from i^ strata and 
k 
y =(«) Y^^iyt-
Step III: Assume that non-response observed when the deadline of 
returning questiormaire is over, and there are n\ respondents, n1 non-
respondents in the / strata(«/ +n" = ni). The y\ is mean of responding 
n\ units for the Y and 3c,' is mean of corresponding «,' units over 
Y-
auxiliary variable X. Moreover, Ri = —^ is the true ratio in the stratum 
i and it is assumed that respondents for Y must have responded for X 
also among n'j. 
Step IV: From non-responding n", select sub-samples of size nf by 
SRSWOR, maintaining a prefixed fraction fj = 
strata. 
over all the k 
Step V: Conduct a personal interview for n" units and assume all these 
responded well during that period over Y and X both. The y" is the 
mean based on nj' and x" is the corresponding mean of X. 
3.4 THE PROPOSED ESTIMATOR 
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The proposed estimation strategy is 
yrPSNR = Z ^ i 
/=1 
«; ''^ 
n I J 
where rPSNR stands for "ratio post-stratified non-response", y'jf. is the 
ratio estimate for mean of responding units of i strata in stratified 
random sampling [i.e. y\y. =^ X\\ and >^ ,y is the ratio estimate for mean 
—m 
based on n" units in stratified random sampling [i.e. yj^. =-^ XJ], 
Xi 
where X'j and XJ is assumed to be known. 
Theorem 3.4.1: yrPSNR i^  biased for Y and the approximate amount of 
bias is 
Bias{yrPSNR) = T,^i 
(Nj]y, fN-n] 
Ni) ' [ Nn iC\iX - Pi C\ix CijY ) i y i J 
+Z^- 1 {N-n){\-Wi) 
«^- rp-{N-\)W{- \Yi'{fi-\){Ciix-PiC2ixC2iY) 
Remark 3.4.1: 
We use some standard results in the proof of above expression 
i) E rii N- -^i Ni 
N- - «• 2 
1 + ' , , ' (Q/x - P / Q / X Q / F ) 
i\jn 
u)E 
y 
n 
-^yJ rii — ZIL V." 
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m)E 1 ^(N-n){\-Wi) 
nWi n^{N-\)W-
Theorem 3.4.2: The approximate expression of variance of yrPSNR i^  
i=l 
(. ^v^7^ 
_v \^IJ 
Ni U-lk' V ' w y 
1 
n 
Wiil-Wi) 
I J 
'N-n\ 
Nn 
5;+ 1 + N-n 
Nn 
2 
a i-iV 
n N 
2iy 
where 
4 = [^2iy+^i ^2ix-'^P'i^i^2iy^2ix\y 
^'i = [^liy-^^i Siix -2piRiSiiySiix] 
C'i = i(^2ix ~ Pi^2iyC2ix) 
3.5 COST ANALYSIS 
Cost analysis is incorporated to estimate the optimal sample size, 
consider /' stratum-based approach by assuming cost Co/,Cij,C2/ 
varying over all k strata. 
:th CQJ : cost of rij units of the i stratum 
Cij : cost of collecting, editing and processing per n'j units in the 
i^ strata of response class. 
C2/ : cost of personal interview and processing per «f units in the 
th i strata for non-response class. 
:th The / stratum has total cost 
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Ci = [Coirii + C^iu'i + C2/«n (3.5.1) 
Total cost over k strata 
k k 
Tc = Z Q = l : [Co«/+Cin;+C2«r i 
/=1 /=1 
«r.) = (j) Z CoNi + CiNl+C2^ Ji 
To get optimum / } , A/ and «, define a function L/, with Lagrange 
multiplier A,- and pre-fixed level of variance FQ/ 
L,- = [expected cost of / - th strata] + A,- [f^ (>'rPSA i^?)/ ~ '^ O/ ] 
^/ = 
'N 
CoiNi+CiiN'i+C2i +Zi 
\^iJ 
C/;-iK 
+ Zj ^1^ Wi(\-Wi) 
y Nn J 
1+ i!_J! c; 
i~ir' -^iVoi (3.5.2) 
On differentiating (3.5.2) with respect to fj, A,- and n, we get three 
equations. 
Differentiating with respect to fj we get, 
^ ^ % i v ; + A, 
TV /;• 
^ ; = 0 (3.5.3) 
To simplify the expression further, we shall use approximation 
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M'. M'! M. 
i - i = —i- = —i- ^ ff. 
N Ni Ni 
or Ai = {nC2iWi) -
Secondly, differentiating (3.5.2) with respect to A/, we get 
fh - A 
\^ij 
(3.5.4) 
(^\^ 
\^ij 
(yi-iK- +< ^o 
v«/y 
Wi{l-Wi) 
1 1 A 
n N) si ty Ko/=0(3.5.5) 
Thirdly, differentiating (3.5.2) with respect to n, and neglecting the terms 
of order n , we get 
Ji 
^O 
\^iJ 
Njl-Wj) 
rp-{N-\)W^ 
\n J 
\n J 
IE ^O 
v«iy 
N{\-Wi) 
n^(N-\)W^ 
^Wi{\-Wiisly^-B?] = 0(3.5.6) 
Putting the value of A,- from (3.5.4) in (3.5.6), we get 
hif? -hifi +hi=o (3.5.7) 
or fi = 
where 
^ 1 V 
v'^hij hi±Mi-^hihi\ (3.5.8) 
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hi=iCoiWi + CuWi), l2i = CifWi-
hi= 
Gi = 
Eil/rii) E{\/ni)Al^ 
N{l-Wi) 
, ai = E rO 
\^iJ 
EiXIrii) ^ 
N(\-Wi) 
+ 
n^{N-\)Wi 2 ' 
2E ^O 
v«iy 
+ • 
n^{N-\)Wf \Wi{\-Wi) 
S2iy + B'i 
n 
The positive value of fi will occur if the condition /2/ >(hihi) holds. 
On substituting the standard values of E 
be obtained from the following equation 
^O 
v«/y 
in (3.5.5), noptimum can 
n^Voi-nEi-Fi=0, 
where 
E, = ^i 0 - ^ ) ^ / , Fi = ^lzlL}?L^Qi 
Wi {N-\)WI W- W; 
(3.5.9) 
Qi = Wiil-Wi)(l-Wi){B'i+siy), Pi = Wi{fi-l)Al. 
This equation gives the optimum (nopt)j using fj from (3.5.9) along 
with a suitable choice of VQJ . 
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CHAPTER-IV 
POST-STRATIFICATION: A MODELER'S PERSPECTIVE 
4.1 INTRODUCTION 
Post-stratification is a common technique in survey analysis for 
incorporating population distributions of variables into survey estimates. 
For example, a demographic survey generally cannot stratify on age, 
because the ages of individuals are not available until the interview is 
conducted. But the population age distribution may be available in 
aggregate form fi"om census data. Post -stratification (in its basic form) 
classifies the sample by age group and then weights individuals in each 
group, or post-stratum, up to the population total in that group. The 
p. 
weight Wj= r — is computed for each sample case in post-stratum /, 
where r,- is the number of respondents in post-stratum i,Pj is the 
population proportion fi-om a census, and r is the respondent sample size; 
weights are scaled so that they sum to the respondent sample size. 
Post-Stratification can improve the accuracy of survey estimates, both by 
reducing bias and by increasing precision. In the preceding example, the 
mean age of the population might be estimated by the sample mean, 
given an equal probability sample. But the mean age weighted by the 
{Wj} is much more precise, because it essentially reproduces the 
population mean aside from effects of grouping. Furthermore, if the 
unweighted mean is biased by differential non-response by age, then the 
post-stratified mean corrects for this bias. These properties are of 
academic interest given the availability of data on age from the census, 
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but they also apply in diluted form to other survey variables that are 
correlated with age. 
Post-stratification is very common in practice, playing an important role 
in many government surveys (see, for example, Hanson 1978; Harte 
1982; Waterton and Lievesley 1987). In a seminal paper, however, Holt 
and Smith (1979) noted that its statistical properties have received 
relatively little attention. The literature by and large studies the method 
from the randomization perspective, where the bias and mean squared 
error of estimators are assessed over the sampling distribution, with 
population values treated as fixed. 
Post-stratification is considered here from the predictive modeling 
perspective, where population values are treated as random variables 
under a model and inference about finite population quantities is based on 
their predictive distribution under the model. We apply the Bayesian 
version of the modeling approach, where unknown parameters in the 
model are assigned prior distributions, rather than the superpopulation 
model formulation, where such parameters are treated as fixed. With non-
informative priors, these approaches often yield equivalent or very similar 
answers. 
From the randomization perspective it is natural to view post-
stratification as a method of weighting adjustment, which is the form in 
which the method typically appears to the survey analyst. A weight is 
attached to each sample unit, that is proportional to the number of 
population units the unit "represents" (Fig la). From a predictive 
modeling perspective, the data are more accurately depicted as in Figure 
lb, where the post-stratifier Z is known for all N units in the population 
and the survey variables are measured only for the n sampled units. 
Analysis effectively fills in the missing data in the fiill rectangular array. 
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Figure la has a convenient rectangular form for analysis, but Figure lb is 
the basic form of the data. 
1 
2 
W 
Wi 
W2 
w. 
n 
SAMPLE 
(a) 
1 
2 
n 
n+1 
N 
SAMPLE 
(b) 
Fig 1- Weighted Data from a Post-Stratified survey (a) and Post -
stratification as a Prediction Problem (b). 
4.2 THE POST-STRATIFIED MEAN 
Let Z denote the post-stratifying variable, let Y denote a survey variable, 
and consider inference for the finite population mean Y = ^.PiYi, where 
Yi is the mean in post-stratum is i. Suppose that a simple random sample 
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of size n is selected, r of which respond to the survey; additional 
complexities from clustering and stratification of the sample design are 
not considered here. Let rij and r,- < rij denote the number sampled and 
the number responding in post-stratum 
z.WriteP = {Pi,P2,...,^it}'« = ("!'"2v-,«ifc}> and r = {r\,r2,...,ri^}. Then 
P and r are assumed known. The sample counts n may or may not be 
known, depending on whether Z is known for sample nonrespondents. 
For example: If Z denotes age group and if nonrespondents are 
individuals who refused to participate, then their ages may be available 
from a household listing, in which case n is known. On the other hand, if 
nonrespondents are from noncontacted households, then their ages may 
not be known, and hence n is also unknown. 
Frame undercoverage can be included by treating as nonrespondents 
cases excluded from the frame who should have been sampled. In that 
case n is also unknown. We shall see that for a single post-stratifier, the 
question of whether {«} is known or not is irrelevant, because it plays no 
role in inference. 
We assume that nonresponse is ignorable (Little 1982; Rubin 1976), in 
the sense that respondents within post-stratum /can be treated as a 
random subsample of sampled cases in post-stratum /; formally, rj has a 
binomial distribution with index «,• and response probability (pj: 
ri\n~binini,(Pi). 
A stronger assumption is that the non-response rate is the same across 
post-strata. Then (pj = <p for all /, and respondents are a random 
subsample of sampled cases overall. We call this the missing completely 
at random (MCAR) assumption, using Rubin's (1976) terminology; it 
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applies trivially with complete response (i.e. when r = « ). Under MCAR, 
post-stratification is not needed for reducing or eliminating nonresponse 
bias, but it can reduce variance. If data are not MCAR, then post-
stratification can reduce bias fi"om fr^ ame errors or nonresponse. 
The usual estimator of Y is the post-stratified or weighted mean 
k 1 r 
yps = Z ^ - >^/ = - Z^/w ym (4-2.1) 
Where y^ is the value of Y for respondent m, y^^ is the respondent 
sample mean in post-stratum /, and w^ ,^ =rPj/rj if Zffi=i, that is, case 
m belongs to stratum / . 
4.3 THE RANDOMIZATION VARIANCE OF THE POST-
STRATIFIED MEAN 
The appropriate randomization variance for yp^ is controversial. The 
unconditional sampling variance is-
varCJ'^J =E{waxiyps\r)} + var{£(>J^J r)} 
= E{w^(yp,\r)}, (4.3.1) 
the second term being 0 because E(ypg \r) = Y, a constant. Most 
sampling texts offer estimates of approximations to (4.3.1) (see, for 
example, Cochran 1977). But Holt and Smith (1979) argued that {r} is 
ancillary and (4.3.1) yields a poor estimate of precision when {r] deviates 
markedly fi-om its expectation. They instead proposed estimates of the 
conditional variance 
var(>?p. I r) = X^-^1 - fi)S^ In , (4.3.2) 
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2 
where Sf is the variance of Y in post-stratum / and 1 - // = 1 - Z^I Ni is 
a finite population correction. This is the usual expression for variance of 
the stratified mean. Some survey statisticians (Kalton and Maligalig 
1991; Oh and Scheuren 1983) have followed this conditional approach. 
The difference between (4.3.1) and (4.3.2) is of order r and hence not 
a major issue given large samples; however, with many post-strata and 
estimates for subdomains of the population, the difference can be 
nonnegligible. 
4.4 BAYESIAN INFERENCE FOR Y_ IN THE PRESENCE OF 
POST-STRATA 
Bayesian inference for J^  = X^" ^' requires a model for Y given Z, 
yielding predictions of {!/}; the posterior distribution of Y is 
summarized by the posterior mean 
E{Y I data) = 2] />• E{Yi \ data). (4.4.1) 
which is analogous to the estimator in randomization inference and the 
posterior variance 
\^Y\data) = Y,P? var(}^ -1 data) + X Z ^ ' ^ y cov(}^-,7y | data) (4.4.2) 
which plays the role of the estimate of precision. Now consider inference 
under the basic normal post-stratification model (BNPM) 
iym I ^m = UHi,o-j)~ ind Gi/ij,af ); 
/?(///, log (7j) = const, (4.4.3) 
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where y^^ is the value of Y for unit m, z^ identifies post-stratum, 
G{a,b) is a normal(Gaussian) distribution with mean a and variance b, 
and p(jUj,log,<Tj) is the noninformative Jeffereys prior for the post-
stratum means and variances. The Gaussian assumption may be 
inappropriate and profitably refined, but it is of secondary importance; 
the main features of (4.4.3) are the inclusion of a distinct mean and 
variance in each post-stratum and the iid (independent identically 
distributed) assumption within post-strata, which requires modification 
for designs with clustering and differential selection rates within post-
strata. 
A standard Bayesian analysis under (4.4.3) yields the posterior 
distribution of F as a mixture of t distributions with mean and variance 
E{Y\Z,Y,) = yps, 
var(F\Z,Y,) = Vp, = Y^PJ^il - fi)Sis} Ir^, (4.4.4) 
/ 
2 
where in post-stratum /, Sf is the sample variance of Y and 
<5/=(r,--l)/(ry-3) is a small-sample correction for estimating the 
variance; at least four respondents in each post-strata are required to 
apply this correction. The data are denoted {Z,Yg), where Z represents 
the sample and census data on Z and Yg-{yfy^: m = l,...,r}. 
As noted by Holt and Smith (1979), this model analysis supports the 
randomization variance (4.3.2) that conditions on {r};var(71Z,F^) in 
(4.4.4) differs from (4.3.2) only in the substitution of sample estimates 
for the (unknown) population variances and in the attendant small-sample 
correction. 
73 
CHAPTER-V 
DOUBLE SAMPLING FOR STRATIFICATION 
5.1 INTRODUCTION (DOUBLE SAMPLING) 
In sampling surveys, a number of sampling techniques required 
information about an auxiliary variable, say x to increase the efficiency 
of the estimator (population mean or population total) of the variable, say 
y, the character of interest for estimation. There may be cases where 
such auxiliary information is not available but can be obtained relatively 
easily [i.e. at a comparatively low cost in terms of time and money]. In 
such cases, it may be worthwhile (suitable) to draw a relatively large 
preliminary sample from a population and enumerate it for the auxiliary 
variable x, and then take either an independent sample, or a sub-sample 
of the first sample for measuring the variable y. This technique of taking 
samples in two-phases is known as double sampling or two phase 
sampling. 
5.2 DOUBLE SAMPLING FOR STRATIFICATION 
In the following we give some results concerning double sampling foi 
stratification. The strata weights are often used in estimating unbiasedl} 
the mean or the total of the character under study. If these weights are noi 
known, the technique of double sampling can be used which consists o1 
selecting a preliminary sample of size n' by simple random sampling 
without replacement, to estimate the strata weights and then furthei 
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selecting a sub-sample of n units with «,- units from the i^ stratum, to 
k 
collect information on the character under study, such that ^« , - = «. 
i=\ 
Let Wj = —-, be proportion of population falling in i^ stratum 
(/ stratum weight). 
Double sampling in this stratified framework is conducted as follows in 
two steps: 
1) Select an SRS of size «'. Here, we find «), the number of 
observations in this "easy-to-take" sample from stratum /. 
Let, w/ = — , the proportion of the sample in stratum /. 
n' 
2) Take a stratified random sample from the n' units in the initial 
sample. 
Let rij = the number of units sampled from stratum /. 
Normally, the stratified random sample estimates the population mean Y 
k 
using y^f^ = ^Wiyi. The difference here is that we are estimating W^ 
i=\ 
with Wf based on the initial sample. This gives the double sampling 
k 
stratified estimator of the mean: y^^^ = ^wiyi, 
i=\ 
where yj =the sample mean in the /stratum. 
Theorem 5.2.1 In double sampling for stratification, the estimate 
k 
ystd =Yj'^iyi ^^ unbiased estimator of the population mean F,i.e. 
/=1 
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^(ystd)- ^' ^ ^ ^^ variance is given by 
Viystd) = ll 
\ 
g_ Wi{\-Wi) + Wi- ^-fic2 , g 
rii 
St+^,Y.^i{Yi-Y)\{52A) 
«/=l 
if the second sample is selected independently of the first. 
N-n A 4- ^i where j? = and /,• = — . 
^ N-\ ' Ni 
Corollary 5.2.1 For large population n'IN and uiINi are negligible, 
then g = \, and 
k r 
V{ystd) = Y. 
/=l 
Lwi{\-Wi)+wl 
n 
(5.2.2) 
J «/• « /=i 
Corollary 5.2.2 For proportional allocation «,• =nWj, the variance of the 
double sampling procedure is approximately given by 
V(ystd)prop =-T^iS^ + -\Z^(^- - n ^ ' (5.2.3) 
n i=\ n i=\ 
after ignoring Wi(). - Wj) 
which shows that the between strata contribution to the variance would be 
much smaller with double sampling procedure. 
Theorem 5.2.2 In the stratified double sampling, an unbiased estimator 
of ^ f e ^ ) is given by 
^(ystd)=yzi^^ yP- _ 2!l W + ^i^yj-ystdf (5.2.4) 
when fipc is ignored i.e. ^[v(>^^^^)] = F(;;^^^), 
76 
Corollary 5.2.3 In stratified double sampling, if the second sample is 
drawn independently of the first sample, so that «,• do not depends on Wj, 
and fj are negligible, the variance V{ystd) 
k ur c'^ ^ k _ _ 
i=\ «/ ' ^ M 
Corollary 5.2.4 In the double sampling p^td = X>v}777-is-^fiunbiased 
/=! 
estimator of the population proportion P , where Wj and pj are the 
th 
estimates of weight and proportion in the i stratum. 
Its sampling variance in large population is given by 
M "i " M 
where Pj is the proportion in the i stratum. 
5.3 ESTIMATING STRATA MEANS IN DOUBLE SAMPLING 
WITH CORRECTIONS BASED ON SECOND-PHASE SAMPLING 
The Forest Inventory and Analysis (FIA) unit of the Intermountain 
Station in Ogden, Utah, inventories resources in the Rockey Mountain 
Region of the United States. The sampling design classifies a large 
number («') of systematically located photo points into k strata. A 
subsample of «,• (/ = 1,...,^ ) plots is visited on the ground. 
k 
Each of the « = ]^«/. ground plots is then classified into the k strata 
/=1 
based on ground information, and various tree and stand characteristics 
are sampled on the 1-acre ground plots. Sampling intensity on the ground 
varies in the different photo strata. For example, sampling intensity in 
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timberland is higher than that is barren areas. Classifications into the k 
strata from the photos and on the ground are not always the same. 
Classification from the ground is usually more accurate than 
classification from the photos and is considered truth here. 
The problem of misclassification in categorical data was first discussed 
by Bross (1954). Tenenbein (1970) used a double sampling scheme to 
adjust for classification errors in analyzing binomial data. In his scheme, 
the second sample is a random subsample of the first sample. Tenenbein 
(1972) extended the double sampling method to adjust multinomial data. 
Selen (1986) considered the case of adjusting subgroup means when there 
are errors in the allocation of elements to the subgroups and the 
measurement of the response. The response variable might be continuous. 
Mak and Li (1988) applied a restricted maximum likelihood approach to 
estimate the subgroup means under misclassification, and compared the 
resultant estimator with Selen's estimator in a simulation study. 
The estimator for double sampling in equation (5.5.9) in section (5.5.3) is 
a linear combination of the strata estimates from the photo-based strata, 
which provides possibly biased information for stratum estimation of 
ground-based strata. The double sampling estimators are valid for 
estimating the population mean. However, for estimating the strata 
means, we need to adjust the estimates for classification accuracy on the 
ground. 
5.4 METHODS 
The sampling procedure consists of the following two steps: 
Step 1. Randomly select n' photo plots out of N population plots 
without replacement and classify them into strata 1,2,...,A:; i.e., 
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n[ ,n'2,,...,n']^, photo plots in stratum 1,2,...,A:, respectively , where 
k 
i=\ 
Step 2. Randomly select «,• groimd plots out of n\ plots in photo 
stratum / without replacement with different sampling intensity among 
k 
strata; of the «/ plots, «,y >1 fall in ground stratum j , ^ ny =ni . The 
y=i 
k 
total number of sampled ground plots is n; i.e., n = ^ « / . . 
The notation used here is similar to the notation in Cochran (1977). 
Capital letters refer to characteristics of the population and lowercase 
letters to those of the sample. 
Let Njj denote the total number of population plots in photo stratum /, 
ground stratum j . Assume that a photointerpreter does a good job and 
gives the same classification every time, so that Njj is fixed. The first 
and second subscripts refer, respectively, to a specific photo and ground 
k 
stratum. 7>/y is obtained by summing over the index j (i.e., 2 ] ^ y = ^i.) 
y=i 
and N J is similarly obtained, riy is the total number of photo plots 
sampled that fall in photo stratum / and ground stratum j , and v,- is the 
ground sampling fraction for photo stratum i, i.e., vi=nj/n'j 
(i = 1,2,...,k). The constants v,- (/ = 1,2,..., A:) are chosen in advance. 
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5.5 ESTIMATION 
5.5.1 Estimators of Strata Weights and Strata Means 
There are three estimators of the true ground-based strata weights 
Wj{=NjlN): 
{i)Wj=n'j/n'. (5.5.1) 
This is a biased estimator based only on photo information. 
k 
/=1 
where Wj is defined in (5.5.1). This is a commonly used estimator (by 
FIA) that is unbiased but can be unstable with a small number of 
misclassified plots. 
(iii) w'j = Wj + njIn-n,- In. 
This estimator is very unreliable when sample sizes « .• and «.• are small 
so it will not be considered further. 
The variable of interest y is measured on each sampled ground plot, yjji 
is the observed value of y at the Ith plot in photo stratum / and ground 
stratum j . Because estimates are wanted by ground strata and overall, it 
makes sense to use plots in the ground stratum where they belong and 
assign them sampling weights inversely proportional to their probability 
of selection in estimation. The estimator of the stratum mean of variable 
7 is a Horvitz-Thompson- type estimator (Cochran 1977) derived as 
follows. 
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If Tti is the probability of including a ground plot in the ground sample, 
given that it was selected for the photo sample, and it falls in photo 
stratum i, ground stratum j , then 
Hence the Horvitz-Thompson-type estimator is 
_ I k "ij ^ k ^ij 
•; /•=i/=i ; /=i/=i 
where n',- has to be estimated because «'.• is the total number of sampled 
photo points that fall in ground stratum j . An obvious estimator of n'j is 
Thus, 
k "ij 
•^•J k 
i=\ 
w •J 
(5.5.3) 
5.5.2 Variance Estimators of Strata Weights and Strata Means 
Strata weights: The variance and the variance estimator of Wf can be 
found in most survey sampling textbooks. The variance of w .• is 
(k n ^ 
V{wj) =V^E2 X>^/.— 
v/=i "/•; 
^Wl 
(k „..^ 
where E2 and V2 are expected value and variance conditioned on fixed 
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Wj, and El and Kj are expected value and variance averaged over 
different Wj. It is shown in the Appendix that the variance of wj can be 
approximated as 
V{wj) 
' N N (N-\)t  
k 
/=1 
(A^-IK 
—^ — 1 — n 
\ 
Ni.-l 
(5.5.4) 
An unbiased estimator of the above approximate variance formula is 
v{Wj) = 
k rii 
v,« 
N-n' 
{n'-\)N 
n V 1 - ^i.-^ij ( N-n' , + + 1-V/ 
Vin'ini,-\)[(n'-l)N 
N-n'^4. l_ «//«// 
^ M {n'f{n'-\) ^i^i 
(5.5.5) 
Strata means: The variance of y j can be approximated by 
k k ' 
^ ( Z ^i. ^ij ytj ' "/.) + ^ ^(^.7 ) - 2 ^ cov(]^ ^i.riijyij I«/., Wj ) 
/=1 /=1 
t^(-,)F 
(5.5.6) 
where R = E{yj) and y^ = J^yyi Iny^ 
1=1 
Conditional variances are used to derive the quantities on the right side of 
this equation. Let Vi and Ei denote the variance and the average, 
respectively, over all possible n,. V2 and E2 denote the variance and the 
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expectation, respectively, over all possible n^, and K3, £3 denote the 
variance and the expectation conditioned on fixed «,y 's. 
The approximate variance of y j is 
v{y.j) 
(k 
Z 
N V 
N 
N-n' 
{N-l)n' 1 
•/ + — ^ 1—^ «' 
TV 
\ 
Ni.-\ 
K? '^ + R^ -2RYi 
'U N u 
u 
\ ^ N-- ^f } 1 
, t i ^ '•' «V; Af 
W - n ' 7 I S 
where 
NyNy _ _ 
TV iV 
(YijYij+R^-lRYij) {Wjf (5.5J) 
JJ 
R ^ E 
( k 
z 
V/=l 
\( ^ 
Z^/."y >^y /«/. (l + V{wj)l[E{wj)f ] IE{wj) 
= ^.J\'^^2 W\j i=x 
Ny{\-Vi)( NjjY^^^ N-n' 
Nin'yvi Ni. N,-y 
N-n' 
{N-l)n' 
The approximate formula for V(y j) is derived in the Appendix. A 
sample estimate of the variance of y j is obtained by substituting sample 
quantities into equation (5.5.7); i.e., the sample variance is 
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r k 
^2 
+ y^,jv{w j)-lyjCOV 
f k 
Yu^i.nijyij'^i.^^.j 
JA 
{^.jY 
( k n V 
Vj-n 
N-n ' ( nu ^ «/. - «y ( N-n' , "l 
in' - \)NI n'vi I v,«'(«j. -1) U«' - l)iV +1 - v/ 
b i - v(>'y) + x; - 2Xy ^ i/] + 
k k 
( n-^ 
^(ytj) (5.5.8) 
N-n^^ 1 "i/"i// , -2 ^_ - . / . .2 
where 
«/• 
v(yy) = ( l - -^j4/«y and 4 = £(>"//•/ -^/y)^%y -^)-
5.5.3 Estimators of the Population Mean: 
The usual estimator from double sampling for stratification (Cochran, 
1977) is denoted by 
^ k _ 
i=\ 
where 
yi.=—YXyiji 
This estimator is unbiased, but yields estimators for photo strata rather 
than for the ground-based strata of interest. This estimator is considered 
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only for estimating the overall mean. 
The second estimator, Y2 , is computed by correcting stratum weights and 
correcting for the differences in probabilities of selection within ground 
strata: 
7=1 
(5.5.9) 
Clearly Y2 is equivalent to Y[. 
The variance estimator of ¥[ or Y2 can be obtained from Cochran (1977, 
equation v{ystd) = T.-^-^-T.-Tr + ^T.Myi - yst) )• 
APPENDIX 
The variance of wj can be obtained by using conditional expectations, 
i.e., 
V{wj) = Vi 
k 
./=1 
+ £1 V n 
K'^i.J 
= V^ 
where 
V-t! «' y 
7 V - 1 
+ £1 
«; 
Z J '2 
«;•-1 
^l-v. .^ 
V ^/ J 
n 1*1 n 
2-( '2 
r=l« «;•-1 V ^i J 
k 
/=1 
1-v, 
V j « .'2 ^i(4)"^i 
and 
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1^ = Ex ^ { [ £ ( 4 | n ; . ] 2 + K ( 4 | „ ; ) } 
A^2 r 
NN,-
Nij-
N 2\ 
V 
Ni. 
N-n' 
N{Ni_-\) 
Hence equation (5,5.4) follows. 
To derive the variance of y j , note that the first term in the numerator of 
equation (5.5.6) is 
f k 
Y,^inijyijlni 
V/=l 
=V Y.^inijYijlni 
Zi^i.r^ijh.)\\-nij/Nij)Spnij 
where 
k 
m^i. nij Irii,r{\ ~ riij INij)Sij In^ 
k , k 
/=1 /=1 
NpN^].SpNij^ 
Hence 
r k 
H^i.nijyij/ni 
V/=l 
k 
/=1 
Nij 
N 
N-n' (. NiA 
iN-l)n' 1 - N + 
(1-v/) f N,,- Y 1 -
V " ' 7 
U 
'2 N,-
, N-n' 
n 
Ni. -1 V t 
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f a2\ 
\ 
^^iJ o2r 1 0 N-n' ^^Njj A^ _ _ 
yn\ Nj Y-Y-{N-iy^."^ N N 'J 'J 
where 
l=\ 
Also, the covariance term in the numerator of equation (5.5.6) is 
cov 
f k k 
V/=l /•=! 
k k _ 
k (n.. \ 
E1V2 V Wr 
v«/. J 
+ Ki(4 /«') + "ZJlYy covi(4- /«',4- /«') 
k 
= E 
/=1 
N V 
N 
N-n' 
N-n' f Ny)(X-y.)f Ny 
A/'-lW A; J 2 . . A/-. iN-\)n'[ N) „2v; I A^ /. 
V 
'i V V 
, N-n' 
n 
Ni.-\ 
\ 
Yi 
u 
TZZ 
NyN^ 
( A ^ - i y ; ^ . ^ A^  N '^• 
So the variance of y j can be approximated by equation (5.5.7). 
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