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We report ultrasound studies of spin-lattice and single-ion effects in the spin-ice materials
Dy2Ti2O7 (DTO) and Ho2Ti2O7 (HTO) across a broad field range up to 60 T, covering phase
transformations, interactions with low-energy magnetic excitations, as well as single-ion effects. In
particular, a sharp dip observed in the sound attenuation in DTO at the gas-liquid transition of
the magnetic monopoles is explained based on an approach involving negative relaxation processes.
Furthermore, quasi-periodic peaks in the acoustic properties of DTO due to non-equilibrium pro-
cesses are found to be strongly affected by macroscopic thermal-coupling conditions: the thermal
runaway observed in previous studies in DTO can be suppressed altogether by immersing the sample
in liquid helium. Crystal-electric-field effects having higher energy scale lead to a renormalization of
the sound velocity and sound attenuation at very high magnetic fields. We analyze our observations
using an approach based on an analysis of exchange-striction couplings and single-ion effects.
PACS numbers: 62.65.+k, 72.55.+s
I. INTRODUCTION
The rare-earth titanates1 with magnetic ions on a py-
rochlore lattice show a variety of remarkable phenom-
ena particularly (quantum) spin-ice2–13 states. For more
than a decade, the rare-earth titanates have been inten-
sively studied experimentally and theoretically as model
systems of spin ice.
Besides the titanates Dy2Ti2O7 (DTO) and Ho2Ti2O7
(HTO), Dy2Sn2O7 has also been reported to show spin-
ice properties.14 In addition, starting from 2006, artificial
spin-ice materials have been developed in lithographically
fabricated single-domain ferromagnetic islands.15
Back in the 1960s, P. W. Anderson considered the di-
rect mapping of the pyrochlore lattice onto water ice.16 In
the spin-ice state, two spins are directed inward and two
spins outward for each tetrahedron which is the building
unit of the pyrochlore lattice.2 The spin-ice ground state
has attracted much interest, mainly due to elementary
excitations which can be treated as magnetic monopoles
for locally fractionalized dipole moments.5,17–19
In addition, low-temperature magnetization measure-
ments of DTO revealed that a magnetic-field-driven first-
order phase transition of a gas-liquid type occurs between
states with low density and high density of the 3-in 1-
out (or 3-out 1-in) configurations.20 Indeed, these exotic
states have been found to display a variety of dynamical
features which depend on the specific spin-ice compound.
In recent years, a number of experimental studies
have been conducted to explore the non-equilibrium
properties of spin ice. Slobinsky et al.21 reported
monopole avalanches in field-induced magnetization
processes in DTO. In references 22,23 the dynamics
of spin ice was investigated by means of thermal-
conductivity measurements. Quantum dynamics of
magnetic monopoles in DTO has been recently exam-
ined based on results of frequency-dependent magnetic-
susceptibility measurements.24 Tunable nonequilibrium
dynamics due to thermal and field quenches has been
theoretically studied25,26 as well as experimentally in-
vestigated by means of magnetization measurements.27
Magnetic-field-driven non-equilibrium processes were
also found in our own earlier ultrasound investigations.28
In order to better understand the physics of spin ice it
is vital to perform comparative studies of various spin-ice
materials. It is known that in highly degenerate mag-
netic systems a lattice distortion can lift the degeneracy
leading to an ordered state. This frequently happens
in frustrated magnets featured by the pyrochlore lattice
and strong spin-lattice interactions.29 Hence, the role of
the lattice degrees of freedom, spin-strain interactions,
and single-ion magnetoelastic coupling in spin-ice ma-
terials have to be throughly investigated. These issues
are addressed in this work by performing a comparative
study of two materials with the spin-ice ground state,
Dy2Ti2O7 and Ho2Ti2O7.
Ultrasound is a direct probe for various lattice insta-
bilities and their couplings to spin and orbital degrees
of freedom.30 In this paper, measurements of the sound
velocity and the sound attenuation are presented for se-
lected acoustic modes propagating in DTO and HTO.
Such ultrasound studies are ideally suited30 to better
understand the influence of spin-lattice effects. The ob-
tained results provide new insight into the physics rel-
evant in spin-ice materials. The acquired data are ana-
lyzed using an exchange-striction approach as well as tak-
ing into account crystal-electric-field (CEF) effects. We
have performed numerical simulations to investigate the
2inter-ionic magnetic interactions and spin-phonon cou-
pling.
This paper is organized in the following way: in the
next section we provide some details of the sample prepa-
ration and experimental setup. After presenting and de-
scribing the experimental data in section III, the corre-
sponding models and numerical simulations are discussed
in section IV.
II. EXPERIMENT
Single crystals were grown by the floating-zone method
using an infrared furnace.31 Dy2Ti2O7 and Ho2Ti2O7
have a cubic crystal structure with the space group
Fd3m. The samples were cut and polished with two
parallel surfaces, perpendicular to the crystallographic
directions [111], [112], and [001]. The thickness of the
Dy2Ti2O7 samples used in the experiments are 2.57 mm
in [111], 3.41 mm in [001], and 1.09 mm in [112] direction,
respectively. Ho2Ti2O7 sample is 5.74 mm in [111] and
10.32 mm in [001] direction, respectively. Correspond-
ingly, all samples have a size of a few millimeters in the
plane normal to the sound-propagation direction. The
alignments were checked for all samples using the x-ray
Laue technique. Four acoustic modes have been studied:
(i) the longitudinal c11 mode (k‖u‖[001]), (ii) the longi-
tudinal cL mode, cL = (c11+2c12+4c44)/3 (k‖u‖[111]),
(iii) the quasi-longitudinal c′L mode (k‖u‖[112]), (iv) the
transverse cT mode, cT = (c11 + c44 − c12)/3 (k‖[111],
u⊥k). Here, k and u are the wave vector and polar-
ization of the acoustic wave, respectively. See also the
inset of Fig. 5 where various crystallographic directions
mapped on a single tetrahedron of the pyrochlore struc-
ture are shown. The elastic constant cij is related to the
sound velocity c = ρv2, where the mass density, ρ, is 6.87
g/cm3 for Dy2Ti2O7 and 6.94 g/cm
3 for Ho2Ti2O7, re-
spectively. It is worth noting that we averaged over 10
sound echoes to obtain the time delays which were used
for the calculation of the absolute sound velocity and cor-
responding elastic constants. Pulsed-field magnetizaion
was measured by integrating the voltage induced in com-
pensated coils surrounding the sample. See Ref. 32 for
detailed set-up description.
Calibrated RuO2 and Pt100 resistors, thermally cou-
pled with the sample were employed for thermometry.
The relative change of the sound velocity, ∆v/v, and the
sound attenuation, ∆α, were measured using a phase-
sensitive-detection technique.30 The measurements have
been performed under zero-field-cooled (ZFC) conditions.
For that, we demagnetized the magnet at ≈ 2.5 K before
cooling to the desired temperature. We used a 3He cryo-
stat (0.29 - 7 K) with the samples placed in vacuum but
attached to the 3He chamber, a dilution refrigerator (0.02
- 2.5 K) with the samples placed in the liquid, as well as a
variable temperature insert (VTI, 1.5 - 300 K) with gas
or liquid environment for the sample. Static magnetic
fields up to 20 T were available by commercial supercon-
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FIG. 1: (Color online) Temperature dependence of the sound-
velocity changes, ∆v/v, in HTO and DTO for longitudinal,
c11, (upper two curves), cL (lower two curves), and transverse,
cT , (in the middle) acoustic modes. The curves are offset
along the y axis for clarity. For DTO, the ultrasound fre-
quencies of 97.7, 96.5, and 171 MHz were used for the c11, cL,
and cT modes, respectively. For HTO, 50, 49, and 109.5 MHz
were used for c11, cL, and cT , respectively.
ducting magnets. The pulsed-field experiments in fields
up to 60 T were performed using a gas-flow 4He cryostat
(1.5 - 300 K). Two pulsed magnets have been employed
with the rise time of 33 ms and the whole pulse duration
of 150 ms in the ultrasound experiments as well as with
7 ms rise time and 25 ms the whole pulse duration for
the magnetization measurements.
III. RESULTS AND DISCUSSION
A. Temperature dependence
Figures 1-2 show comparative results obtained for
DTO (in red) and HTO (in blue) for selected acoustic
modes. With decreasing temperature, the sound veloci-
ties of DTO and HTO first increase, due to the anhar-
monicity of the ionic potential18,33 and become nearly
constant at low temperatures (Fig. 1). There are some
irregular features (change of curvature) for most of the
acoustic modes which presumably are caused by crystal-
electric-field (CEF) states partly populated at these tem-
peratures. The absolute values of the sound velocities
and elastic constants in DTO and HTO for some acous-
tic modes at 1.3 K are listed in Table 1. The overall
TABLE I: Absolute values of the sound velocity (elastic con-
stant) in m/s (GPa) measured at 1.3 K.
Mode v(DTO) v(HTO) cij(DTO) cij(HTO)
c11 7190 7142 355 354
cL 6980 6705 335 312
cT 3670 4040 92 113
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FIG. 2: (Color online) Temperature dependence of (a) the
sound-velocity change, ∆v/v, and (b) the sound attenuation
measured at 52 MHz for HTO and 86 MHz for DTO be-
tween 0.29 K and 6.5 K. The data at the lowest temperatures
were set to zero on the ordinates. Arrows in (a) indicate
temperature-sweep directions.
features in the acoustic properties at elevated tempera-
tures are very similar for both spin-ice materials. More
variations appear below 5 K. Data for the cL mode down
to 0.29 K are shown in Fig. 2. In DTO, the sound velocity
first grows with increasing temperature up to an anomaly
at temperature, Ta ≈ 0.5 K, followed by a plateau and
a maximum at approximately 1.7 K. A small hysteresis
is observed here. Above this temperature, the sound ve-
locity starts to decrease. In HTO, the sound velocity
decreases rapidly from the lowest temperatures showing
a drastic change of the slope near Ta around 2 K. The de-
tails of the sound-velocity and attenuation change close
to and below Ta depend sensitively on the temperature-
sweep rate and sample history. Remarkably, both ma-
terials show rather small velocity change just above Ta,
between Ta and 3Ta, whereas below Ta there is a stiffen-
ing of the cL mode in HTO and a softening of the same
mode in DTO.
We note that in a temperature window around Ta,
both DTO and HTO also show a well-known, albeit still
somewhat enigmatic, onset of dynamical slowing down,
including the appearance of history dependence.4,6,34–37
In DTO, this is well-established to occur around 0.5 -
0.6 K, whereas in HTO, the situation is less clear, with
a recent study37 finding history dependence in the mag-
netization setting in at a temperature as small as 0.6 K.
In both compounds, the sound attenuation increases first
followed by an anomaly at the distinguished point (a kink
in DTO and a maximum in HTO) and a smooth change
towards higher temperatures (Fig. 2b). In case of HTO,
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FIG. 3: (Color online) Temperature dependence of (a) the
sound velocity, ∆v/v, and (b) the sound attenuation of the
transverse ultrasonic wave propagating along the [111] direc-
tion (acoustic cT mode) in HTO. The ultrasound frequency
was 181 MHz. The insets show low-temperature data at
28 MHz obtained using the dilution refrigerator.
the hysteresis in the vicinity of the distinguished point
is less pronounced (not shown). Both, the rapid change
in the sound velocity and the decrease in the sound at-
tenuation below the distinguished temperature show that
the magneto-elastic interactions are relevant for physics
of these spin-ice materials.
Interestingly, the acoustic properties for the transverse
mode propagating along the [111] direction behave quite
different from the cL mode. Data for HTO are shown in
Fig. 3. Remarkably, the sound velocity decreases with
temperature reduction. At 2 K, a clear change in the
slope both in the sound velocity and in the sound at-
tenuation occurs. Apparently, due to a stronger spin-
lattice interaction and coupling to the spin degrees of
freedom, the cT mode begins to soften at temperatures
much higher than the cL mode (Fig. 2). The insets of
Fig. 3 show the sound velocity and attenuation mea-
sured in the dilution refrigerator below 0.6 K. Well pro-
nounced anomalies in both acoustic characteristics ap-
pear at about 0.15 K. The origin for this is not clear at
present. Note, that possible ordered phases at very low
temperatures in spin-ice materials have been discussed
previously.42,43 However, definite conclusion cannot be
drawn from the ultrasound data. Anyhow, from our re-
sults it seems reasonable to assume that there is no struc-
tural transformation in HTO at the lowest temperatures,
since no abrupt, temperature-localized features expected
for the acoustic modes in case of structural transforma-
tion have been detected.
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FIG. 4: (Color online) Field dependence of (a) the sound
velocity, ∆v/v, and (b) the sound attenuation of the cT mode.
The upper two curves in (a) were obtained in the dilution
refrigerator, whereas the lower two curves were measured in
the 3He cryostat (see text for details). Up and down sweeps
are indicated by arrows. The ultrasound frequencies were
108, 108, 183 and 170 MHz from the upper to lower curve,
respectively. The field sweep-rate was 0.015 T/min except for
the sample with D = 0.65 at 0.29 K, which was 0.03 T/min.
The curves are arbitrarily shifted along the y axis for clarity.
B. Magnetic-field dependence
In a previous work,28 we reported some striking
anomalies in the sound velocity and the sound atten-
uation in DTO with sweeping the magnetic field. We
ascribed that to non-stationary processes in the spin-ice
state. The appearance of these processes strongly de-
pends on the adiabatic conditions during the experiment.
To explore the influence of the heat exchange between
sample and environment, we performed experiments for
two different sample-bath coupling conditions. In the
first experiment, the sample was located in the 3He-4He
liquid of a dilution refrigerator (strong thermal coupling)
and in the second experiment, the sample was attached to
a 3He chamber via a thermal link. The latter case leads
to a weaker coupling to the bath, still providing a reliable
temperature control of the sample. We further took into
account the demagnetization factors of our samples to
trace how they affect the obtained results. Note, that in
all cases, a gas-liquid-type transition between the high-
and low-density phases of magnetic monopoles without
any change in the symmetry has been observed in the
magnetic field applied along the [111] direction.28,38–41
In Fig. 4, the sound velocity and sound attenuation of
the acoustic cT mode in two DTO samples with differ-
ent demagnetization factors and for the described bath-
coupling conditions are shown as a function of magnetic
FIG. 5: (Color online) Field dependence of the sound ve-
locity, ∆v/v, for different field and sound propagation direc-
tions at 0.29 K under weak thermal coupling conditions. The
upper curve shows ∆v/v for a quasi-longitudinal ultrasonic
wave propagating along [112] (c′L mode). The magnetic field
first was swept to 2 T, then to -2 T and back to 0. The
low curve shows ∆v/v for the c11 mode propagating along
[001]. The sound frequencies for c11 and c
′
L mode were 64.5
and 86 MHz, respectively. Inset: Various crystallographic
directions mapped on a single tetrahedron of the pyrochlore
structure are shown.
field. The data were collected at 20 mK (strong thermal
coupling) and 0.29 K (both strong and weak thermal cou-
pling). In addition, at 0.29 K, data for two samples with
two different demagnetization factors, D = 0.42 (sample
1, also used in Ref. 28) and 0.65 (sample 2) are shown.
The second sample was prepared from the first one by
cutting in half the crystal parallel to the (111) plane.
The corresponding demagnetization factors are estimated
by approximating the sample to the closest rectangular
shape and for the magnetic field applied along the [111]
axis.
For the weaker thermal coupling [lower two curves in
Fig. 4(a)], a number of quasi-periodic peaks in the sound
velocity appear. As discussed earlier,28 these peaks signal
non-equilibrium processes in the spin-ice state. For the
different demagnetization factors, the peaks are some-
what shifted in field and reduced in amplitude (mainly
due to the different masses and heat capacities), but the
overall picture is unchanged. The main effect of the
increased demagnetization factor is the expected slight
increase of the gas-liquid-type transition in fields from
about 1.25 T for D = 0.42 to approximately 1.35 T for
D = 0.65.
The non-equilibrium peaks disappear when sample 2 is
strongly coupled to the thermal bath [upper two curves in
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FIG. 6: (Color online) Field dependence of (a) the sound
velocity, ∆v/v, and (b) sound attenuation, ∆α, of the trans-
verse cT mode propagating along the [111] direction for 0.29
and 1.5 K. The ultrasound frequency was 181 MHz. Arrows
indicate field-sweep directions.
Fig. 4(a)]. Obviously, here the heat release caused by the
field-induced monopole avalanches is thermalized much
faster than our sound-velocity measuring time. This es-
tablishes that heat loss to the environment is a crucial
bottleneck responsible for the thermal runaway, although
in this sense is not intrinsic to the spin-ice magnetic sys-
tem. Note, that our ultrasound measurements provide a
very direct probe of the bulk sample conditions, unlike a
thermometer attached to the sample surface.
At the lowest temperature (0.02 K), we observe a pro-
nounced hysteresis below 0.3 T, that is absent at 0.29 K
[Fig. 4(a)]. A strong hysteresis also appears in the sound
attenuation at 0.02 K [Fig. 4(b)]. In addition, a sharp
and quite unique dip occurs at the gas-liquid transition
at 1.35 T. This may be considered as a kind of sound
amplification and is discussed in Section IV.
In order to explore the nature of the field-induced
phase transition and the non-equilibrium features ap-
pearing in the spin-ice state further, we have measured
other acoustic modes in DTO. Figure 5 shows the field-
dependent sound velocity at 0.29 K of the c11 and c
′
L
modes for the magnetic field applied along [001] and
[112], respectively. For the latter case, magnetic field
was first swept up to 2 T, then reversed to -2 T and back
to 0. The experimental curves are very symmetric with
respect toH = 0. For both acoustic modes, large hystere-
ses are found, although the sharp anomalies at the gas-
liquid-type transition observed for H‖[111] (Fig. 4) are
missing. The non-equilibrium peaks, however, are nicely
observed also for these modes and field directions for the
weak thermal-coupling condition (3He cryostat). Indeed,
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FIG. 7: (Color online) Field dependence of (a) the sound
velocity, ∆v/v, and sound attenuation, ∆α, for the cL mode
and (b) the magnetization in HTO measured at 1.4 K. The
ultrasound frequency was 70.9 MHz. Thin arrows indicate
field-sweep directions.
the same number of peaks appear in the up sweeps for
all field directions.
For comparison, we investigated the field-dependent
sound velocity and attenuation of the cT mode in HTO
as well (Fig. 6). For 0.29 and 1.5 K, the sound velocity
exhibits a maximum at 1 T and a minimum at higher
fields. This minimum shifts from about 2 T at 0.29 K to
1.8 T at 1.5 K.
Concomitantly, the sound attenuation shows a notice-
able peak at about 2 T at 0.29 K associated with the gas-
liquid-type transition. The corresponding critical fields
are in good agreement with the transition obtained by
Fennell et al.7 from neutron-scattering and magnetiza-
tion measurements performed at 0.51 K. Sharp slope
changes in the magnetization are also observed at ap-
proximately the same magnetic field.44,45
In HTO, however, we do not observe any non-
equilibrium peaks due to monopole avalanches. If
present, relaxation to equilibrium is too fast to be de-
tected in our experiment. Taking into account the field-
sweep rate we can assume that the relaxation to equilib-
rium in HTO is shorter than 1 s being much faster than
estimated 1 min in DTO.28 This could also be the rea-
son for the significant differences seen for the cT mode
at the gas-liquid-type transition in DTO and HTO. This
question demands further investigation.
C. Crystal-electric-field effects
Here, we consider the role of the CEF and single-ion-
strain interactions in the spin-ice materials. The CEF
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FIG. 8: (Color online) Field dependence of (a) the sound
velocity, ∆v/v, and (b) sound attenuation, ∆α, of the c′L
mode in DTO at 1.6 and 4.2 K. The ultrasound frequency
was 53.4 MHz. Arrows indicate field-sweep directions. The
data for different temperatures are shifted along the y axis
for clarity.
contributes to the single-ion anysotropy having much
larger energy scale in comparison to the exchange and
dipole-dipole interactions in DTO and HTO. Hence, high
magnetic fields are required for these investigations. We
performed ultrasound and magnetization experiments in
pulsed magnetic fields up to 60 T. Figure 7 shows the
field dependence of the sound velocity and sound attenu-
ation (cL mode) as well as of the magnetization in HTO
at 1.4 K. The sound velocity decreases with increasing
magnetic field and pronounced anomalies appear in the
sound velocity and sound attenuation around 50 T. An
upturn in the magnetization is observed in the same field
range. These anomalies can be attributed to CEF energy-
level crossings (see section IVD). For DTO, the magne-
tization exhibits a plateau around 2 T in the up sweep
accompanied by a pronounced hysteresis (not shown).
The high-field data show that the magnetization in these
compounds does not saturate even at 60 T (see the dis-
cussion in section IV).
In Fig. 8, the field dependence of the sound velocity
and sound attenuation of the c′L mode in DTO is shown.
Strong field-dependent changes appear above 35 T. Both,
the sound velocity and attenuation, show strong hystere-
ses and pronounced minima at about 53 T. These minima
are sharper at the lower temperature of 1.6 K compared
to 4.2 K. They are discussed in section IV by a CEF
model. The observed hysteresis in both materials is ap-
parenly attributed to the magnetocaloric effect demand-
ing additional study.
IV. THEORETICAL ANALYSIS
This section is devoted to a theoretical analysis ac-
companying the measurements discussed in the previous
sections. Our analysis concerns two regimes, firstly the
low-field regime, in which cooperative physics dominates;
and secondly, the high-field regime, where the equivalent
energies are so large that they probe single-ion physics in
the form of crystal-field levels above the lowest doublet.
We first provide a very brief overview to the basic
framework for analysing ultrasound data to probe spin
physics in Sec. IVA – for a more exhaustive account of
technical details, we refer the reader to Ref. 30. This
requires the input of thermodynamic quantities for the
interacting spin system, which we extract from a Bethe-
Peierls approximation (Sec. IVB), to yield sound velocity
renormalization and attenuation in the low-field regime
(Sec. IVC). Sec. IVD provides the requisite analysis of
the field dependence of the crystal level scheme, in or-
der to address some qualitative features of the high-field
regime.
A. Effect of spin-phonon coupling on the exchange
integrals in spin ice
The renormalization of phonon velocities and sound
attenuation in magnetic media for stationary situation
is caused mostly by two reasons.30 First, sound waves
change ligand positions, and, therefore, the crystalline
electric field of ligands is affected. Due to strong
spin-orbit interaction, the latter produces changes of
the single-ion magnetic anisotropy of rare-earth ions.
This should also change the effective g-factors of rare-
earth ions. Thus, due to magneto-elastic interactions,
sound waves can change the directions of the mag-
netic anisotropy slightly, and vice versa, the magnetic
anisotropy modifies the sound-wave parameters, such as
the sound velocity and attenuation. This interaction be-
tween the sound wave and the magnetic properties exists
at all temperatures lower than the characteristic energy
of the single-ion magnetic anisotropy.
On the other hand, sound waves change the magnetic
ion positions themselves and/or the positions of non-
magnetic ions involved in the superexchange between
magnetic ones. In this case, sound waves renormalize
the effective exchange (as well as dipolar) interactions
between magnetic ions. The manifestation of this ef-
fect is more pronounced compared to the influence of
the sound on the single-ion magnetic properties, because
inter-ionic magnetic and exchange interactions predom-
inantly determine magnetic phase transitions. Here the
relative renormalization of the sound velocity ∆v/v and
the sound attenuation ∆α are related to the changes of
the exchange integrals due to effect of sound waves on dis-
tances between the moments involved into the exchanges.
These renormalizations are proportional to spin correla-
tion functions; the latter can be approximated as com-
7binations of the components of the magnetization and
magnetic susceptibility of the magnetic subsystem.
In DTO and HTO, the single-ion anisotropy is of the
order of 300 K. This is why we expect that the sound-
mode changes at low temperatures are mostly related to
the renormalization of inter-ionic magnetic interactions
due to the spin-phonon coupling. To describe the features
of the sound in DTO and HTO we adapt the approach
used in Refs. 46,47.
The relative renormalization of the longitudinal sound
velocity can be written as (in this subsection we use the
notations in which gJµB = kB = ~ = 1)
∆v
v
= − (A1 +A2)
(Nωk)2
, (1)
where
A1 = 2|G0(k)|2〈S0〉2χ0
+T
∑
q
∑
α=x,y,z
|Gαq(k)|2(χαq)2 ,
A2 = H0(k)〈S0〉2 + T
2
∑
q
∑
α=x,y,z
Hαq (k)χ
α
q . (2)
Here N is the number of spins in the system, ωk = vk
is the low-k dispersion relation for the phonon with the
sound velocity v in the absence of spin-phonon interac-
tions, 〈S0〉 is the average spin moment (related to the
magnetization) along the direction of the magnetic field,
H , χx,y,zq are non-uniform magnetic susceptibilities, and
the subscript 0 corresponds to q = 0. The renormal-
ization is proportional to the spin-phonon coupling con-
stants Gαq and H
α
q (which have to be determined inde-
pendently). The latter are proportional to gradients of
exchange integrals. We use these constants as fitting pa-
rameters in the following.
Following Refs. 46,47 we can calculate the attenuation
coefficient
∆α(≡ ∆αk) = 1
Nv
[
2|G0(k)|2〈S0〉2χ0 γ
z
0
(γz0 )
2 + ω2k
+T
∑
q
∑
α=x,y,z
|Gαq(k)|2(χαq)2
2γαq
(2γαq )
2 + ω2k
]
, (3)
where γαq are the relaxation rates, which can be approxi-
mated by γαq = B/Tχ
α
q, where B is a material-dependent
constant (see Ref. 48).
B. Calculation of the magnetization and magnetic
susceptibility of spin ices
According to the above approach, the renormaliza-
tion of the sound velocities and attenuation due to the
magneto-elastic interaction, is related to the behavior of
the magnetization (total spin moment) and the magnetic
susceptibility, affected by the effective exchange interac-
tions between the rare-earth magnetic ions in DTO and
HTO. We can calculate the temperature and magnetic
field dependences of the total spin moment and magnetic
susceptibility of DTO and HTO with a help of a recently
developed approach,49,50 in which a Bethe-Peierls anal-
ysis on a Bethe lattice is used, in analogy to our recent
work on the spinels.51 The Bethe-Peierls approach al-
lows considerable progress in obtaining analytical expres-
sions for the magnetic susceptibility and magnetization
of studied spin ices.
In that approach the free energy of the spin-ice system
can be written as
F =
T
4
3∑
α=0
ln[2 cosh(2fα − hα)]− T
2
ln 2Z(f) , (4)
where
Z(f) =
2∑
n=0
Zn(f)e
−2n2J/T . (5)
The index α denotes four directions for the easy-axis
magnetic anisotropy (considered here to be much larger
than the effective interactions between spins) in each
tetrahedron in the spin-ice system (with the unit vec-
tors directed along the easy axes e0,1 = (x± y ± z)/
√
3,
e2,3 = (−x ± y ∓ z)/
√
3, where x, y, and z are the unit
vectors along the co-ordinate axes. hα ≡ (Heα)/T are
the projections of the external magnetic field H normal-
ized by the temperature, and fα are the projections of
the effective magnetic field from other spins, which acts
on the spins in the considered tetrahedron. In Eq. (5) J
denotes the effective exchange interaction between spins
in each tetrahedron, and
Z0(f) = cosh(f0 + f1 − f2 − f3)
+2 cosh(f0 − f1) cosh(f2 − f3) ,
Z1(f) =
3∑
α=0
cosh

 3∑
β=0
fβ − 2fα

 ,
Z2 = cosh
(
3∑
α=0
fα
)
, (6)
are related to the three possible spin configuration in each
tetrahedron: two spins directed inside the tetrahedron
and two spins directed outside (“two in and two out”);
“three in and one out” (or vice versa, “one in and three
out”); and “four in” (or “four out”), so that for larger
J the most favorable configuration in the absence of the
external field is “two in and two out”. It turns out that
the sign of J in the approach is taken such that “two in
and two out” configuration has the lowest energy. The
value of the effective exchange constant, J , will be chosen
to satisfy the experimental data in DTO and HTO. The
projections of the effective field, fα, satisfy the following
set of equations
tanh(2fα − hα) = ∂ lnZ(f)
∂fα
. (7)
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FIG. 9: (Color online) Calculated magnetic-field dependence
of the relative change of the sound velocity, ∆v/v, at different
temperatures for the field applied along the [111] direction.
The spin moment in this approximation can be written
as
〈S0〉 = 1
4
3∑
α=0
eα tanh(2fα − hα) , (8)
and the magnetic susceptibility is
χ0 =
∂〈S0〉
∂H
. (9)
Obviously, in this approximation we can use only homo-
geneous contributions from the spin moment and suscep-
tibility to the renormalization of the sound velocity and
attenuation.
C. Results for the sound velocity and attenuation
Let us consider the field direction, H = He0 (i.e. [111],
other directions of the external field can be treated in a
similar way), so that h0 = H/T , h1,2,3 = −H/3T . The
results depend49 on the thermal history (“field cooling”
and “zero-field cooling”). To find the temperature de-
pendence of the sound velocity and sound attenuation
in zero magnetic field (i.e., zero-field cooling), we can
take into account that under such condition 〈S0〉 = 0
and χ ≡ χ0 = 2/3T , i.e., both the renormalization of
the sound velocity and attenuation have to be inversely
proportional to the temperature.
A qualitative explanation of the “negative relaxation”
(i.e. B < 0 in the expression for the relaxation rate) can
be the following. For spin-ice systems in the absence of
an external field, the ground state is highly degenerate.
Under the influence of the sound the degeneracy can be
locally lifted. It is possible, then, that the relaxation is
not to the configuration with the lowest energy, which
FIG. 10: (Color online) Calculated magnetic-field dependence
of the sound attenuation, ∆α, at different temperatures for
the field applied along the [111] direction.
has to be positive, but to some dynamical steady-state
configuration of spins with energy higher than the lowest
energy of spins in the absence of sound (cf. Ref. 53, where
the relaxation of parametrically excited magnons in the
spin system was to the dynamical steady-state configura-
tion of spins, which had higher energy in the absence of
parametric pumping), which can yield effective “negative
relaxation”.
The “field-cooled” case, instead, implies for the field
directed along [111], χ = 0 and 〈S0〉 = 1/3, i.e. an almost
temperature-independent renormalization of the sound
velocity and zero sound attenuation at low temperatures
for H → 0.
Figures 9 and 10 show the calculated magnetic-field de-
pendences of the sound velocity and attenuation at sev-
eral temperatures. The sound velocity shows a step-like
feature at a critical magnetic field, while the attenuation
shows a deep minimum, in agreement with our experi-
ment (Fig. 4).
At this value of the external magnetic field, directed
along [111], the magnetization jumps from 1/3 to 1/2
of the saturation value. As the temperature increases,
it broadens these features, slightly shifting their posi-
tions to higher fields. The features near H = 0 are
related to the step-like field-induced magnetization, ob-
served in DTO and HTO. This, in fact, is the the manifes-
tation of the transition between the spin-ice and Kagome-
ice phases for the external magnetic field directed along
[111] (see, e.g. Ref. 52). In the absence of field, all
states are degenerate (with the lowest-energy configura-
tion “two in - two out”), which yields the large resid-
ual Pauling entropy S = (1/2) ln(3/2) per spin. On the
other hand, the small nonzero magnetic field fixes the
“out” direction of one spin, while the three other spins
in the tetrahedron are free to choose, which of them is di-
rected “out” to fulfill the spin-ice rule. In this case, the
entropy of the system becomes smaller than the Paul-
9ing value, S = (1/4) ln(4/3) in fact, the exact value is
S =0.08077.56
To summarize, our simplified theory explains well the
magnetic field behavior of the sound velocity and atten-
uation. The temperature behavior in the external mag-
netic field (the field-cooled case), given by the theory,
also qualitatively agrees with the experimental results.
However, the zero field-cooled case, i.e. the temperature
behavior of the sound characteristics in the absence of
the external field does not agree well with the data of
our experiments. Such a disagreement is, probably, re-
lated to the fact that Bethe-Peierls approximation for
spin ices works less satisfactory for absent fields, where
the highest level of degeneracy in spin ices is expected.
D. Single-ion magnetoelastic coupling
The purpose of this section is to provide an explanation
for the pronounced changes in the sound velocity at high
fields applied along the [111] (Fig. 7) and [112] (Fig. 8) di-
rections. We do not analyze here the data shown in Fig. 1
because of a big anharmonic background in the temper-
ature dependence of the sound velocity, which cannot be
accurately subtracted from the data. The fields attained
by the experiments are on the scale of µB〈J〉H/kB of or-
der of 100 K which is much larger than the scale of the
interactions (which are of the order of 1 K) but compa-
rable to the CEF splittings. Therefore, in contrast to the
previous section, we ignore the exchange couplings and
consider instead the coupling between the lattice degrees
of freedom and the single-ion anisotropy mediated by de-
formations of the crystal-field environment surrounding
the magnetic ions. The model we study is
H = Hel +HCF +HZ +Hmag−el.
The first term, Hel, is the energy cost of deforming the
crystal. The second part HCF, is the single-ion crystal-
field Hamiltonian on each site with Zeeman term HZ.
The magneto-elastic interaction is Hmag−el.
Since the materials are cubic there are three indepen-
dent elastic moduli by symmetry so,
Hel =
1
2
c11
(
ǫ2xx + ǫ
2
yy + ǫ
2
zz
)
+c12 (ǫxxǫyy + ǫxxǫzz + ǫzzǫyy)
+2c44
(
ǫ2xy + ǫ
2
xz + ǫ
2
yz
)
, (10)
where the strains ǫαβ are dimensionless and the elastic
moduli cαβ expressed in GPa. The crystal field and Zee-
man terms are
HCF =
∑
i
B20O
2
0(i) +B
4
0O
4
0(i)
+B43O
4
3(i) +B
6
0O
6
0(i) +B
6
3O
6
3(i) +B
6
6O
6
6(i) ,
HZ = −gJµB
∑
i
Ji ·H . (11)
Here, Olm(i) are Stevens operators on site i. The crystal-
field Hamiltonian is written in local coordinate frames
- one for each of the four sublattices in the tetrahedral
basis - in which the local z axes are aligned along the
respective [111] directions, see above. The Stevens oper-
ators are restricted to l = 2,4 and 6 because the magnetic
ions have orbital angular momentum L = 3. The further
restriction to the six operators given above comes about
because the crystal-field environment is symmetric under
the operations of point goup D3d. In the following, we
take parameters Blm for HTO (JHo = 8) obtained by fit-
ting the spectrum of Eq. (11) to inelastic neutron data.54
For DTO (JDy = 15/2), we convert the aforementioned
parameters assuming a point-charge approximation for
the crystal field
Blm(DTO) = B
l
m(HTO)
Θl,Dy〈rl〉Dy
Θl,Ho〈rl〉Ho , (12)
where 〈rl〉 are 4f radial expectation values and the Θl
are Stevens factors which have been tabulated. In HZ,
gJ is the Lande´ factor appropriate to the magnetic ion
under consideration (gJ,Ho = 5/4, gJ,Dy = 4/3).
The magneto-elastic coupling results from the crystal-
field Hamiltonian by expanding in small displacements
about the equilibrium ionic positions. It is convenient
to separate these displacements into macroscopic strain,
macroscopic rotations, and microscopic strains coming
from displacements of the sublattices. In the following we
(i) consider the material to be completely homogeneous
and (ii) include only the effect of macroscopic strains
from which the sound velocities are to be computed.
Even with these simplifications, the magneto-elastic cou-
plings are
Hmag−el =
∑
i
∑
l,m
[
glm
]
αβ
ǫ¯αβO
l
m
=
∑
i,Γ
∑
l,m
[
glm
]
ν
(Γ)ǫ¯ν(Γ)O
l
m , (13)
where Γ denotes an irreducible representation (irrepn)
of the group of local crystal field symmetry, D3d, and
ν runs over the basis states of the irrepn. The allowed
strains can be grouped according to how they transform
with respect to the point group D3d of the local crystal
field environment: A11g (1D), A
2
1g (1D), E
1
g (2D), and E
2
g
(2D).
We now compute the change in the longitudinal sound
velocity in a magnetic field applied along the [112] direc-
tion for DTO. We set the temperature to 4.2 K. Whereas
in zero field all four sublattices of the pyrochlore lattice
are equivalent, the [112] magnetic field results in three
inequivalent directions with the moments on one of the
sublattices (in our convention, sublattice 3) perpendicu-
lar to the field. We have also examined spectra for sets
of parameters computed from first principles using the
point-charge approximation. The generic features of the
low-lying crystal field levels are as follows. The degen-
10
eracy of the lowest Ising doublet is split at the small-
est fields but only weakly on sublattice 3 as a result of
admixing with excited levels. There are level crossings
of the first-excited levels above the low-lying doublet at
the fields probed by experiment and a ground state level
crossing on sublattice 3 between 80 T and 90 T which is
associated with a gradual upturn in the magnetization.
We have studied the sound velocity as a function of
field for many choices of magnetoelastic couplings. Typ-
ically, we observe two principal features in ∆v/v. The
first is a peak or trough which is associated with the
thermal depopulation of the first excited level. We make
this correspondence based on the fact that the tempera-
ture is set to a value between 1.6 and 4.2 K and, at these
low temperatures, the feature is found to shift to lower
fields at lower temperatures. In contrast, the experimen-
tal data reveals an anomaly with a minimum at about
52 T at both 1.6 and 4.2 K (Fig. 8). The second main
feature in our calculation of ∆v/v is a large anomaly
at the ground-state level crossing that occurs at about
80 T in the spectrum computed from the parameters ob-
tained (i) from the point-charge approximation, (ii) by
converting parameters from those obtained in Ref. 54,
and (iii) the parameters reported in Ref. 55. However,
these sets of crystal field parameters are not taken di-
rectly from experimental measurements. One might con-
sider the sound-velocity data reported here to indicate
a ground state level crossing on sublattice 1 at around
60 T. If this is the case then the available crystal field
parameters either overestimate the crystal field gap or
underestimate the moment of the first excited levels.
For a field aligned along the [111] direction in HTO
the longitudinal sound velocity decreases showing a min-
imum at about 47 T (Fig. 7). This field direction has
the characteristic of creating two inequivalent magnetic
sites - one with the field aligned along the direction of
the zero-field anisotropy (sublattice 0 in our convention)
and the second (belonging to tetrahedral sublattices 1, 2,
and 3) at an angle of about 54.7 degrees to it. Looking
at the crystal-field spectra for these sublattices (and for
various sets of crystal-field parameters) one observes that
the degeneracy of the ground-state Ising doublet is lifted
in arbitrarily weak fields as one expects - the moments
are pinned, as far as possible given the anisotropy, along
the field direction. For sublattice 0, there is a succession
of excited-state level crossings, with the ground state be-
ing pinned along the field direction. For the other sublat-
tices, there is a ground-state level crossing (at about 62 T
for the parameters of Ref. 54) and a crossing of the first-
excited level at about half of this field. The ground-state
level crossing is associated with a step in the magnetiza-
tion which is not present in the experimental data up to
60 T although there is an upturn in the magnetization at
the highest fields which is also present in the calculated
magnetization up to 60 T. We expect that an exploration
of the magnetization at higher field would reveal the pre-
dicted step in the magnetization within a few Tesla of
60 T.
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FIG. 11: Calculated magnetic-field dependence of ∆v/v in
HTO from field parameters of Ref. 54 andH‖[111]. The dip in
the sound velocity is a typical feature - only weakly dependent
on the choice of magnetoelastic couplings.
We have calculated ∆v/v for the parameters obtained
from the point-charge approximation. For a large num-
ber of choices of magnetoelastic couplings, the picture
presented by these calculations is that a single feature
dominates ∆v/v with a minimum at fields below the
ground state level crossing by up to 10 T (Fig. 11). It
is, therefore, likely that the ground-state level crossing
on magnetic sites belonging to sublattices 1, 2, and 3 is
responsible for the form of the high-field sound-velocity
data.
V. CONCLUSION
The spin-ice materials HTO and DTO show a number
of unusual features in their ultrasound properties. Al-
though the overall temperature dependence for both ma-
terials is similar at high temperatures, pronounced dif-
ferences appear at low temperatures and low magnetic
fields (close to and in the spin-ice state). Anomalies in
the sound velocity and sound attenuation in DTO and
HTO are observed at around 0.6 and 2 K, respectively,
proving the relevance of the magneto-elastic interactions
for physics of these spin-ice materials. Additional evi-
dence for the spin-strain couplings comes from peculiari-
ties in the field-dependent acoustic properties in the spin-
ice state.
The field-induced non-equilibrium phenomena in the
spin-ice state of DTO appear for different demagnetiza-
tion factors and sound-propagation directions, but vanish
when there is a strong thermal coupling to the bath. This
observation demonstrates the crucial role of the thermal
runaway as a balance between the intrinsic and extrin-
sic non-equilibrium field-driven processes in spin-ice. In
HTO, no thermal runaway was found.
At the gas-liquid-type phase transition in DTO a sharp
dip in the sound attenuation appears. This striking
anomaly indicates that in presence of sound waves there
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may be a dynamical steady state having higher energy re-
sulting in negative relaxation processes. The experimen-
tal results agree qualitatively with our theoretical mod-
eling of these processes, based on exchange-striction cou-
plings. Remarkably, no such relaxation processes have
been observed in HTO.
Pulsed-field ultrasound data exhibit anomalies around
50 T due to CEF effects in both spin-ice materials. Our
high-magnetic-field results are described reasonably well
by a CEF model. Calculations based on the CEF scheme
have revealed that these anomalies are related to various
level crossings in these spin-ice systems. Our investiga-
tions provide new insight into the role of the lattice de-
grees of freedom and spin-strain interactions, as well as
the thermal equilibration in spin-ice materials.
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