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En aquest treball hem dissenyat, presentat i estudiat un algorisme capaç de 
resoldre el problema de l’encaminament multicast. Tot i que l’algorisme es 
podria aplicar en qualsevol nivell de la torre de protocols, en aquest document 
s’estudia la seva utilització en el nivell d’aplicació. Aquest algorisme (que de fet 
és una família d’algorismes) permet crear, de manera òptima, taules 
d’encaminament entre els nodes d’un mateix grup multicast, de manera que es 
pugui minimitzar el temps que tarda la informació en arribar a tots els nodes 
del grup. 
 
Els algorismes es basen en la restricció de fer retransmetre la informació a 
cada node només un nombre màxim s de vegades. Per estudiar les 
característiques i el comportament de l’algorisme, s’ha realitzat una sèrie de 
simulacions sobre una xarxa virtual que modelitza la xarxa IP i sobre la qual 
s’ha definit una segona xarxa formada pels nodes d’usuaris que pertanyen al 
grup. En aquesta nova xarxa, creada a nivell d’aplicació (i que per tant, 
podríem anomenar xarxa overlay) hem executat dos models d’algorisme, els 
models S/S/s i S/S-1/s, amb diferents valors de s, per obtenir els temps de 
retard en l’enviament de la informació.  
 
Com a principal conclusió de les simulacions realitzades, s’ha provat que si el 
nombre de paquets que cal enviar és prou gran, els models amb menys retard 
són els més senzills, S/S/1 i S/S-1/2, que es corresponen als casos en què 
cada node retransmet cada paquet només un cop. Igualment s’han fet càlculs 
analítics per trobar les cotes del nombre de paquets a partir del qual el model 
S/S/1 és el més ràpid de tots. S’ha considerat, a més, el possible risc de 
congestió que pot tenir la xarxa mitjançant la mesura del linkstress dels 
enllaços dels nodes troncals, demostrant-se també que els models més 
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This work shows the design, presentation and study of an algorithm that solves 
the multicast routing problem. Although the algorithm could be applied to any 
level of the protocol stack, this paper studies its use in the application level. 
The algorithm (actually a family of algorithms) provides optimally routing tables 
between nodes belonging to the same multicast group; this way the time 
needed by data to reach every group node can be minimized. 
 
The algorithms rely on the restriction of retransmitting the data to every node s 
times at most. To study the algorithm’s features and behaviour, a series of 
simulations have been made over a virtual network that models an IP network. 
Over that one, a second network of user nodes belonging to the group has 
been defined. Inside this network, created at application level (so we can call it 
overlay network), two versions of the algorithm have been executed, the S/S/s 
and the S/S-1/s, with different values for s, to obtain the delay times of sending 
the data. 
 
The main conclusion, according to the simulations made, is that if the number 
of packets to be sent is big enough, the models with less delay are the simple 
ones, S/S/1 and S/S-1/2, where every node retransmits every packet just once. 
Also, analytical analysis has been made to determine the minimum number of 
packets that makes S/S/1 the fastest model. Congestion risk has been 
considered by studying the linkstress results of backbone nodes, proving that 
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El nombre d’ordinadors connectats a la xarxa d’Internet creix any rera any, així 
com les aplicacions que s’hi poden executar. En molts casos, aquestes 
aplicacions es basen en una transmissió des d’un ordinador (que podríem 
anomenar font d’informació) fins a un o diversos ordinadors, ja siguin situats en 
una xarxa propera i del mateix tipus de topologia que la de la font, o en xarxes 
llunyanes i amb estructures completament diferents. 
 
Des de les primeres xarxes d’ordinadors, ja siguin a nivell d’enllaç –com 
l’Ethernet– o a nivell de xarxa –com la xarxa IP– hem tingut facilitats per fer 
transmissions des d’un punt fins a un altre (el que anomenem transmissió 
unicast), o transmissions des d’un punt per a tota la resta (transmissió 
broadcast). En canvi, la transmissió d’informació des d’un punt fins a un grup 
limitat de receptors (o transmissió multicast) és un problema no solucionat de 
manera satisfactòria. I en l’actualitat, molts serveis es basen en aquest tipus de 
transmissió: una videoconferència entre múltiples interlocutors, els participants 
en una mateixa partida d’un joc on-line, o el conjunt d’usuaris que 
s’intercanvien un mateix arxiu utilitzant una xarxa P2P de compartició són tres 
exemples de transmissió multicast. 
 
Una possible solució a aquest problema ens la dóna l’IP Multicast, una 
propietat de l’encaminament IP que permet definir una única adreça IP “de 
grup” per a un conjunt d’ordinadors, els quals s’intercanvien la informació entre 
ells. Però aquesta solució al problema també té els seus inconvenients, ja que 
es tracta d’una actualització que es va fer sobre l’estàndard de l’encaminament 
IPv4; les seves limitacions, bàsicament, són les següents: 
 
· rang d’adreces IP multicast limitat, de manera que ens trobem amb una 
quantitat limitada de grups;  
· tenim algorismes d’encaminament complexes, com ara el PIM, que 
s’encarreguen de formar els grups agregant els nous membres i 
eliminant els antics, passant aquesta informació als routers i altres 
elements intermedis de la xarxa que participen en la transmissió;  
· i, relacionat amb l’anterior, cal que els routers, firewalls, i tots els 
elements del nivell de xarxa entenguin l’IP Multicast, cosa que no 
sempre és així, de manera que per utilitzar-lo cal canviar físicament els 
elements de la xarxa. 
 
El que proposem en aquest TFC és una altra possible solució al problema de la 
transmissió multicast. Es tracta d’una família d’algorismes de punt a multipunt 
capaços de funcionar tant a nivell d’enllaç com al de xarxa o al d’aplicació –a 
causa del grau d’abstracció amb què s’han definit– i que presenten com a 
principals virtuts: 
 
· implementació senzilla 
· baix retard de transmissió (es demostra que l’algorisme és òptim en 
condicions d’estabilitat) 
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· alta escalabilitat: no cal variar l’algorisme segons la mida de la xarxa. A 
més, l’algorisme es pot adaptar fàcilment al dinamisme dels nodes. 
 
Aquesta família d’algorismes presenta un plantejament molt senzill: donat un 
node origen –també anomenat arrel– i un conjunt de nodes de destí –que 
formarien part d’un mateix grup multicast–, l’algorisme ha de ser capaç de 
trobar, de la manera més senzilla possible, un conjunt de rutes òptimes que 
minimitzin el retard total de l’enviament de certa informació des de l’arrel fins a 
tots els destinataris. La informació que s’ha de transmetre pot ser un únic 
paquet de dades o un nombre determinat de paquets, cosa que dóna diferents 
solucions dels algorismes. 
 
Inicialment, hem definit l’algorisme per a la transmissió d’un sol paquet des del 
node arrel fins a la resta. De totes maneres, com que a la pràctica la informació 
que s’ha d’enviar ocuparà molt més que un únic paquet de dades, els 
algorismes s’han modificat lleugerament per poder enviar els paquets un rera 
l’altre. El funcionament bàsic de l’algorisme requereix que un node vagi enviant 
un mateix paquet a diferents destinataris mentre aquest paquet no hagi arribat 
a tots els membres del grup, per tal de minimitzar el temps.  Però això, si hem 
de fer l’enviament de més d’un paquet, pot portar problemes amb la cadència 
de la informació. En altres paraules: per aconseguir el temps òptim, el node 
origen hauria d’estar transmetent el paquet de dades fins que aquest no arribés 
a tots els membres del grup. Però què passa si el següent paquet està preparat 
per enviar-se abans que el paquet actual hagi arribat a tots els membres? El 
node origen pot començar a enviar les noves dades, augmentant així el temps 
que tarda el primer paquet en arribar a tots els membres, o bé guardar en un 
buffer la nova informació per transmetre-la més tard, amb el possible risc de 
saturar aquest buffer i ocasionar pèrdues d’informació. 
 
Per poder dur a terme aquestes variacions, hem afegit a l’algorisme una petita 
condició de comportament, de manera que s’ha limitat el nombre de 
retransmissions que cada node pot fer d’un paquet. Aquest límit s’ha denotat 
per s. A més, s’han proposat dos models, anomenats S/S/s i S/S-1/s. En el 
primer d’ells, tots els nodes realitzen com a màxim s retransmissions. En el 
segon, en canvi, aquest límit màxim està en s retransmissions pel node origen i 
s-1 per a la resta de nodes. Més endavant tindrem l’explicació del perquè 
aquests dos models. 
 
Per tal d’estudiar i comprovar els avantatges d’aquest conjunt d’algorismes, el 
nostre treball s’ha basat en l’aplicació dels algorismes sobre diverses xarxes 
simulades. De fet, hem començat amb la recreació virtual d’una possible xarxa 
troncal d’internet, d’on obtenim un graf amb 2 tipus diferents de xarxes: les 
xarxes de trànsit, amb enllaços d’alta velocitat i temps de propagació elevats; i 
xarxes d’accés, amb velocitats inferiors i temps de propagació baixos, i 
connectades amb nodes de trànsit. 
 
Una vegada tenim l’estructura de la xarxa sobre la qual volem aplicar 
l’algorisme, agreguem al graf obtingut anteriorment un conjunt de nodes, que 
actuaran com a nodes terminals (o d’usuari) del grup multicast que volem 
definir. Aquests nodes es repartiran per les xarxes d’accés que hem creat 
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anteriorment, connectant-se als nodes d’accés mitjançant enllaços amb 
velocitats baixes, però pràcticament sense retards. La idea és utilitzar els nodes 
d’accés com si es tractessin d’ISPs, que donen l’accés a Internet a un usuari 
que està connectat mitjançant un ADSL des de casa seva i que vol entrar a 
formar part d’un determinat grup multicast (tot i que es poden fer molts i 
diversos casos, com ara la xarxa d’una escola com la nostra, amb els 
ordinadors connectats mitjançant una xarxa Ethernet). 
 
Una vegada tenim la xarxa completa, passem a crear la nostra xarxa overlay, 
és a dir, la xarxa “virtual” que formarien els equips d’usuari del grup multicast. 
Com ja s’ha dit, els algorismes proposats es poden utilitzar en qualsevol nivell 
de la torre de protocols, però tot aquest treball s’ha aplicat a l’ús dels 
algorismes al nivell més elevat, el d’aplicació. Aquesta nova xarxa d’usuaris 
l’obtenim després d’aplicar l’algorisme de Dijkstra al graf anterior, resultant un 
graf complet, on els nodes seran tots els equips d’usuari que formen part del 
grup multicast. A més, cadascun dels nodes rebrà informació determinada 
sobre la resta de membres del grup: quin és el cost d’enviar, des d’un 
determinat node, un missatge a algun membre del grup, mesurat en temps de 
transmissió més temps de propagació. 
 
Aquests costos ens serviran per poder aplicar, sobre aquest graf complet, els 
nostres algorismes. Coneixent, per a cada membre del grup, els membres més 
propers, podrem generar la taula d’encaminament per a cada node, i el que és 
més important, saber el temps que tardaríem en enviar un missatge des d’un 
membre del grup a tots els altres. 
 
El treball s’ha realitzat en 3 parts: primer, la generació dels grafs troncals pel 
model d’internet, seguint els models proposats per Zegura, Calvert i 
Bhattacharjee [2]. S’han utilitzat un conjunt d’eines creades per a aquesta 
finalitat: el GT-ITM [7], del Georgia Institute of Technology, que genera grafs 
modelats seguint diferents paràmetres per aconseguir una representació fidel 
d’una xarxa com Internet. 
 
Seguidament, s’han programat utilitzant el llenguatge Java petites aplicacions 
per al tractament dels grafs. Per una banda, s’ha escrit una aplicació que 
permet afegir aleatòriament un nombre d’usuaris (tots membres d’un mateix 
grup multicast) a un graf troncal. També tenim una aplicació que, donat un graf 
modelitzant Internet amb un conjunt de terminals formant un grup multicast, 
aplica l’algorisme de Dijkstra i obté el graf de la xarxa overlay, on podrem 
utilitzar l’última aplicació. Aquesta executa un dels models d’algorisme S/S-1/s 
o S/S/s sobre el graf complet generat anteriorment, donant com a sortida les 
taules d’encaminament i els retards de la transmissió en funció del nombre de 
paquets. 
 
Per últim, s’han fet simulacions amb els diferents models d’algorismes aplicats 
a diverses xarxes overlay, i s’han obtingut els resultats finals, amb valors 
mitjans del temps que tardaríem en fer l’enviament complet, fites del nombre de 
paquets en què un model d’algorisme és millor que un altre, o el linkstress, que 
mesura l’ocupació dels enllaços en la transmissió de les dades. 
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Amb els resultats que hem obtingut de les simulacions hem comprovat que, en 
funció del valor de s, el temps de retard total sofert per un paquet és decreixent, 
arribant un moment en què convergeix (és a dir, arribem a un valor òptim). 
També hem comprovat que, segons nombre de paquets, uns models funcionen 
millor que els altres, arribant al fet que per transmissions de gran volum 
d’informació (és a dir, per un nombre de paquets molt superior a la unitat) els 
models que més bon resultat donen són els S/S-1/2 i S/S/1. Per a aquests 
casos, també hem estudiat paràmetres concrets de congestió o de probabilitats 
de pèrdua. 
 
El primer capítol de la present memòria ens presenta el problema al qual fem 
front –explicant les limitacions que trobem en l’encaminament multicast actual i 
presentant altres possibles solucions– i el model de xarxa que hem utilitzat per 
crear el graf on simularem l’aplicació dels diferents algorismes. El segon és una 
breu introducció a la teoria de grafs, explicant també l’algorisme de Dijkstra que 
hem utilitzat per crear la xarxa overlay dels membres del grup multicast. El 
tercer capítol presenta de forma general la família d’algorismes que hem definit 
per fer multicast, començant pels casos més senzills (valors constants dels 
paràmetres de retard i possibilitat de retransmetre indefinidament un mateix 
paquet) fins a la generalització dels dos models d’algorisme en el cas d’enviar 
diversos paquets consecutius. Al quart es descriuen l’aplicació pròpiament dita 
dels algorismes, les eines que s’han utilitzat i com s’han utilitzat. I en el cinquè 
capítol s’exposen els resultats obtinguts de la simulació, amb les corresponents 
conclusions sobre la utilització d’un model o altre depenent de la situació, i 
propostes de continuació del present treball. 
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1. TRANSMISSIÓ MULTICAST I  
MODELITZACIÓ DE LA XARXA IP 
 
 
1.1. El problema de la transmissió multicast 
 
En totes les xarxes de comunicació, i les formades per ordinadors no en són 
una excepció, tenim diversos modes de transmissió. Els més habituals solen 
ser els de punt a punt, com el que ofereix la XTC (Xarxa Telefònica 
Commutada), i la transmissió broadcast, que consisteix en enviar la informació 
des d’un sol punt a tota la resta, però sense concretar els receptors, tal i com 
succeeix en la comunicació d’una emissora de ràdio, per exemple. Però si el 
que volem és una comunicació des d’un punt fins a un conjunt de receptors, 
tenint aquest conjunt ben definit (és a dir, coneixent qui en forma part), la cosa 
es complica considerablement. Aquest tipus de comunicació rep el nom de 
transmissió multicast. 
 
Pel que fa a la xarxa d’Internet, que és el que ens interessa, fa temps que 
existeix l’encaminament IP multicast. A més, cada vegada hi ha més 
aplicacions que aprofiten les característiques d’una transmissió d’aquest tipus: 
videoconferència, comunicacions corporatives, ensenyament a distància, 
televisió per Internet, etc. S’ha de dir, però, que el disseny inicial de 
l’adreçament IP no tenia massa en compte la comunicació multicast, i es pot dir 
que aquest tipus d’adreçament és un “afegit” al protocol IPv4. De fet, trobem 
inconvenients importants per poder utilitzar aquest encaminament. Per 
exemple, que el rang d’adreces que disposem per fer grups multicast és molt 
limitat i la majoria ja estan reservats, o que cal utilitzar algorismes complexos 
(com ara el PIM) per poder realitzar l’encaminament multicast a la xarxa IP, i el 
que és més important, cal que els elements de la xarxa (com ara els routers) 
entenguin aquests protocols. 
 
Per tot això, veiem com la comunicació multicast a nivell de xarxa, tal com la 
coneixem avui en dia, és bastant complicada i difícilment acabarà de resoldre’s 
abans que no aparegui el protocol IPv6. També podem veure, en aquest cas, 
que el grup multicast es crea justament al nivell 3 de la torre de protocols (el 
nivell de xarxa), de forma que una aplicació que necessiti definir i gestionar un 
grup multicast (com per exemple, una aplicació que permeti fer 
videoconferència entre varis usuaris) trobarà greus dificultats per tenir el control 
absolut del grup multicast. 
 
Per aquesta raó, el que farem és buscar alternatives a l’encaminament 
multicast, per exemple buscant un tipus d’encaminament a nivell d’aplicació. 
Tot i que, estrictament, no serà una comunicació autènticament multicast (ja 
que si no utilitzem les propietats multicast del protocol de xarxa, aquesta haurà 
d’enviar tants paquets com membres formin el grup), sí que podem intentar 
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1.2. El model del carter 
 
Una manera possible de fer aquests reenviaments “intel·ligents” de la 
informació és aprofitant el retard que pateix la informació per arribar fins al seu 
destí. Un símil el podríem trobar en el següent exemple: imaginem que una 
persona vol donar una notícia a unes altres dues. L’emissor pot agafar el 
telèfon i trucar a la primera persona, explicar-li el que li ha d’explicar, i penjar, i 
a continuació repeteix el mateix procés per l’altra persona. Així, l’emissor envia 
la informació al primer destinatari, i quan aquest l’ha rebut completament, 
passa a donar la informació al segon, de manera que mentre està enviant la 
informació l’emissor no pot fer res més (és a dir, ha de fer dues trucades, però 
no pot iniciar la segona fins que no acaba la primera). Si l’emissor vol donar la 
notícia a les mateixes dues persones, però ara per carta, es trobarà amb el fet 
que també n’haurà d’escriure dues, però amb la diferència que el que pot fer 
ara és escriure la primera, tirar-la a la bústia, i mentre el carter s’encarrega de 
repartir-la (feina que és totalment independent de l’emissor), pot estar escrivint 
la carta per al segon destinatari. Igual que en el cas anterior, l’emissor haurà 
d’enviar dos missatges (abans eren dues trucades, i ara són dues cartes), però 
en aquest segon cas, aprofita el temps que tarda la informació en arribar a un 
destinatari per preparar el missatge cap a un altre. En un hipotètic cas en què 
el servei de correus fos molt eficient, de manera que una carta llençada a la 
bústia es pogués donar al seu destinatari en un temps molt curt, i al mateix 
temps, el servei de trucades telefòniques fos molt lent (per exemple, perquè 
tingués un temps d’establiment de trucada molt elevat), es podria aconseguir 
que la informació arribés a la totalitat dels receptors (és a dir, a les dues 
persones) més ràpidament amb carta que no pas amb la trucada telefònica. 
  
Aquesta és la idea bàsica del model proposat per Amotz Bar-Noy i Shlomo 
Kipnis [1], de manera que la comunicació entre dos elements (nodes, en el 
nostre cas) no impliqui que els dos hagin d’estar ocupats, sinó que s’aprofiti el 
retard de la transmissió per anar fent més enviaments, i també aprofitant 
aquells elements que ja han rebut la informació perquè també retransmetin el 
missatge. El model presentat utilitza un paràmetre l  de latència, mitjançant el 
qual es representa el temps que tarda el missatge en arribar des d’un node fins 
a un altre, expressat en termes de “temps de transmissió”; és a dir, prenent 
com a unitat el temps de transmissió de la informació, que seria el temps que 
tarda un node en posar la informació a la xarxa. Aquest model proposat busca 
arbres d’encaminament òptims basant-se en arbres de Fibonacci (i no arbres 
binomials, que seria la manera natural de fer-ho), i ofereix una manera òptima 
de transmetre un missatge cap a un conjunt de nodes. Tot i que en l’esmentat 
article [1] l’algorisme es defineix per a una transmissió broadcast, es pot 
estendre fàcilment al cas de multicast, escollint un grup de nodes i fent una 
transmissió broadcast cap a tots ells. 
 
En el següent diagrama veiem un exemple de transmissió d’un missatge des 
del node P0 cap a 7 nodes més, seguint el model habitual d’arbre binomial, i 
seguint el model proposat d’arbres de Fibonacci. En els dos casos tenim que 
un node pot transmetre el paquet cada unitat de t (que ja hem vist que és la 
unitat bàsica de la latència), i el valor de l  és 2 (de manera que necessitem 
dues unitats de t per anar d’un node a un altre). A l’esquerra tenim el resultat de 
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l’arbre binomial, mentre que a la dreta tenim el resultat del model presentat. 
Com podem veure, amb aquest últim model el temps que tardem en arribar a 
tots els nodes és inferior, ja que amb tan sols 5 unitats de temps els 7 nodes 
han rebut la informació, mentre que amb l’arbre binomial necessitem 6 unitats 








Fig. 1.1 Arbres de transmissió 
 
 
Tal i com s’ha proposat, el model és aplicable a qualsevol tipus de xarxa, ja 
sigui entre ordinadors en una xarxa IP o entre diferents processadors 
connectats entre sí. De totes maneres, el model té l’inconvenient que sempre 
es basa en el valor de la latència l , mesurat en unitats de temps de 
transmissió. I si el que volem fer és una transmissió sobre una xarxa com 
Internet, molt heterogènia, els retards dels enllaços i els temps de transmissió 
poden variar molt d’un node a un altre. A més, una de les principals aplicacions 
on es pot utilitzar encaminament multicast és la transmissió d’àudio o vídeo per 
Internet, o streaming. I en un cas així, no només hem de tenir en compte que el 
retard de la transmissió sigui el menor possible, sinó que a més hem de tenir en 
compte paràmetres com la cadència de la informació o el risc de congestió de 
la xarxa. Per aquestes raons, en el present treball hem dissenyat un nou 
algorisme que, tot i basar-se en les mateixes premisses (aprofitar que es pot 
seguir enviant informació mentre un paquet viatja per la xarxa, i que els nodes 
que ja el tenen poden retransmetre’l a usuaris als quals encara no ha arribat), 




1.3. Modelització de la xarxa IP 
 
El creixement que han sofert les xarxes d’ordinadors, i en particular la xarxa IP, 
ha augmentat els problemes relacionats amb l’encaminament, la congestió i 
l’administració d’aquestes xarxes. L’estudi d’algorismes i comportaments de la 
xarxa davant d’aquests problemes, com en el cas que tractem en aquest 
treball, és impossible realitzar-lo sobre xarxes reals, per dues raons molt clares: 
les xarxes suficientment grans com per ser prou interessants per fer-hi els 
estudis són cares i difícils de controlar, i no acostumen a estar disponibles per a 
experiments. Per aquesta raó, és molt més eficient aconseguir resultats de les 
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possibles solucions utilitzant anàlisis i simulacions, sempre i quan el model que 
s’utilitzi sigui una “bona abstracció” de la xarxa real i les aplicacions que s’hi 
executin. 
 
Si fem un cop d’ull als diferents models que s’han utilitzat per a modelitzar 
xarxes de computadors, trobarem que normalment són: 
 
· topologies regulars, com ara anells, arbres i topologies en estrella; 
· topologies “ben conegudes”, com ara ARPAnet o la troncal de NSFnet; 
· topologies generades aleatòriament. 
 
Les limitacions per a aquests casos són òbvies: les topologies regulars o les 
“ben conegudes” només representen una part de xarxes actuals o antigues; i 
les topologies generades aleatòriament no solen representar de manera real 
cap xarxa, ni passada, present ni futura. I això és un problema, ja que el 
resultat d’un algorisme aplicat sobre un tipus o altre de topologia pot ser 
completament diferent. 
 
A continuació es presenta una possible modelització de la xarxa d’Internet en 
forma de graf. Per fer-ho, s’ha seguit el model proposat per Ellen W. Zegura, 
Kenneth L. Calvert i Samrat Bhattacharjee [2], i veurem diferents maneres de 
crear una simulació de la xarxa IP. 
 
 
1.3.1. Modelització de xarxes reals 
 
L’objectiu del treball de Zegura, Calvert i Bhattacharjee [2] consisteix en 
modelitzar d’una manera suficientment real els camins (és a dir, les seqüències 
de nodes) pels quals viatja la informació en una transmissió entre dos nodes 
qualssevol d’una xarxa IP. Els nodes representen switches i routers, i les 
arestes representen els camins entre els elements d’interconnexió. El seu 
model no agafa hosts individuals, és a dir, no modela els equips terminals, sinó 
que es limita més aviat a l’estructura lògica de la xarxa. A més, es poden 
aplicar diversos criteris per formar el model de la xarxa, depenent en gran part 
de l’ús que se’n vulgui fer. Per exemple, en molts casos el que es vol fer és 
estudiar el rendiment d’un algorisme aplicat en una xarxa de grans dimensions, 
on només coneixem una part de l’estructura. En aquest cas, el model reflectirà 
les característiques d’aquesta part de la xarxa que sabem com és. També ens 
serà útil per modelitzar una xarxa corporativa o universitària, ja que es tracta de 
models estàtics. 
 
Per tant, com que la millor manera de modelitzar la topologia d’una xarxa (o 
subxarxa) IP depèn de l’ús que se’n vulgui fer, la creació d’aquests models es 
basa en diversos atributs topològics. També es consideren en aquests casos 
mètriques hop-based, de manera que els enllaços tenen un pes d’una unitat, i 
mètriques length-based, on el pes d’una aresta està donat en funció de la seva 
distància euclidiana. Per a un graf amb n nodes i m arestes, considerem els 
següents atributs: 
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· grau mitjà dels nodes: determina el valor mitjà del grau dels nodes, 
nm /2 , i el nombre de fulles (nodes amb grau = 1). 
· distribució de la profunditat de salt (hop-depth): bàsicament, 
interessa el valor del diàmetre del graf, és a dir, el nombre de salts 
màxim necessaris per viatjar entre els dos nodes més allunyats del graf. 
· distribució de la profunditat de distància (length-depth): equivalent a 
l’anterior, però utilitzant la mètrica de la distància euclidiana. 
· nombre de components biconnectats: un component biconnectat 
(“bicomponent”) és un conjunt maximal d’arestes tal que qualssevol dues 
arestes del conjunt estan en un mateix cicle. Aquesta quantitat mesura la 
“redundància” que podem trobar al graf. 
 
S’han seleccionat aquestes característiques per dues raons: són abstraccions 
quantitatives de certes característiques de la xarxa, i són relativament senzilles 
de calcular. Cal fer notar que aquests paràmetres no són independents, de 
manera que incrementar el grau promig del nodes sol comportar una reducció 
del diàmetre i de les bicomponents. 
 
A la taula 1.1 podem veure els atributs d’alguna xarxa real d’Internet. És difícil 
aconseguir informació completa sobre la topologia de la xarxa IP entera, o fins i 
tot de certs fragments, ja que no hi ha cap mena d’administració centralitzada. 
Però sí que hi ha alguna xarxa real de la qual s’ha pogut obtenir la informació, 
algunes de les quals estan representades a la taula. ARPAnet correspon a la 
xarxa troncal de l’antiga ARPAnet, la topologia de la qual s’ha utilitzat en moltes 
simulacions. També tenim la CERFnet, una xarxa troncal regional connectada a 
vàries xarxes stub, i on també es tenen en compte els enllaços cap a altres 
dominis d’encaminament. La PGE és una gran xarxa privada, amb un 
considerable nombre de nodes “fulla” (o nodes terminals, de grau 1). Per últim, 
la xarxa Campus correspon a la xarxa de l’Institut Tecnològic de Georgia, lloc 
d’origen d’aquest estudi. 
 
 
Taula 1.1. Atributs de xarxes reals 
 
Xarxa Nodes Grau Mitjà Diàmetre Bicomponents 
ARPAnet 47 2.9 9 5 
CERFnet 63 2.1 5 59 
PGE 137 2.2 10 103 
Campus 30 3.9 3 16 
 
 
1.3.2. Modelització de qualsevol tipus de xarxa 
 
 
1.3.2.1. Grafs plans aleatoris 
 
Les simulacions han utilitzat diversos grafs generats aleatòriament per 
modelitzar les xarxes. Tots els tipus de generació de grafs són variacions del 
model estàndard de graf aleatori, que distribueix els vèrtexs en diferents 
posicions del pla de manera aleatòria, i després afegeix una aresta entre un 
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parell de nodes amb probabilitat a . A aquest tipus de generació de grafs 
l’anomenarem el model aleatori pur. Com s’ha comentat, aquests grafs no 
representen l’estructura de les xarxes IP reals, però la seva simplicitat fa que 
aquest model s’utilitzi en l’estudi de problemes de xarxes. 
 
La resta de models aleatoris també distribueixen els vèrtexs de manera 
aleatòria pel pla, però alteren la funció de probabilitat per afegir una aresta, per 
intentar aconseguir una millor aproximació a l’estructura real de la xarxa. 
Després del model aleatori pur, el més utilitzat és el model proposat per 
Waxman. En aquest cas, la probabilitat que hi hagi una aresta entre u i v ve 
donada per l’expressió: 
 
)/(),( LdevuP ba -=  
 
on 1,0 £< ba , d és la distància euclidiana entre u i v, i L és la distància màxima 
entre dos nodes qualssevol de la xarxa. Hi ha petites variacions d’aquest model 
de Waxman, com ara substituir el valor de d per un nombre aleatori entre 0 i L, 
o permetre que 1>a . 
 
Un altre model que també relaciona la probabilitat d’existència d’una aresta 
amb la distància entre vèrtexs (com en el cas de Waxman) és el model 
exponencial. En aquest cas, la probabilitat que hi hagi una aresta entre u i v és: 
 
)/(),( dLdevuP --= a  
 
que també és inversament proporcional a la distància entre els dos nodes. I per 
últim, el model de localització, que divideix els nodes en diferents categories, 
assignant a cadascuna una probabilitat d’enllaç. Per exemple, per a dues 















on r és un paràmetre utilitzat per definir els límits de la categoria. A la taula 1.2 
podem veure un resum d’aquests models de grafs aleatoris. 
 
 
Taula 1.2. Models de grafs aleatoris 
 
Model Probabilitat d’aresta 
Aleatori pur a  
Waxman )/(),( LdevuP ba -=  
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1.3.2.2. Models jeràrquics 
 
Els models aleatoris i regulars que hem vist fins ara representen extrems de les 
topologies, en el sentit que els models aleatoris permeten poc control sobre 
l’estructura de la topologia resultant, mentre que els models regulars creen 
topologies molt rígides. Cap d’aquests models copia l’estructura jeràrquica que 
podem trobar a les xarxes reals d’unes dimensions considerables, tot i que 
ambdós són bones representacions de certs tipus de xarxes que podríem 
anomenar “locals”. Ara veurem dos mètodes per crear topologies jeràrquiques, 




El model jeràrquic de nivell N construeix una topologia de manera recursiva. 
Partint d’un graf connex, a cada pas de la recursivitat els nodes són substituïts 
per un nou graf connex. El problema de la connectivitat de les arestes del graf 
original se soluciona amb diferents procediments, essent el més senzill escollir 
aleatòriament un node del nou graf i fer que l’aresta original incideixi en ell. 
 
Aquest model es genera dividint el pla on es troba el graf en una quadrícula, i 
on hi ha un node es genera un nou graf connex que estigui dins les dimensions 
del quadrat que el conté. Aleshores, es subdivideix aquest quadrat en una nova 
quadrícula, i es va reiterant el procés. Això permet tenir una estructura de 
nivells jeràrquics (tants com iteracions fem), on podem definir atributs com el 
cost dels enllaços dels diferents nivells (per exemple, fent que les arestes del 
nivell més alt siguin enllaços troncals, amb un ample de banda superior a la 
resta), i també permet definir dominis d’encaminament, de manera que els 
nodes que siguin d’un mateix nivell interconnectats entre sí (el que seria el graf 
dins d’un quadrat) formin un únic domini. La figura 1.2 és un exemple del model 
jeràrquic de nivell N, amb N=3, on podem veure els nodes i arestes que formen 
el nivell superior, dos grafs que se situarien en el segon nivell, i 4 nodes que 





Fig.1.2 Model de jerarquia de nivell N 







També hi ha una altra manera de produir models jeràrquics: el model Transit-
Stub (“Trànsit-Accés”). Primerament construïm un graf connex aleatori, on cada 
node representa un domini de trànsit complet. Aleshores, cada node és 
substituït per un nou graf connex, que representa la topologia troncal d’aquest 
domini. Seguidament, per a cada node en cada domini de trànsit, generem un 
nombre de grafs aleatoris representant els dominis d’accés agregats a aquell 
node. Per últim, s’afegeixen algunes arestes entre nodes d’un domini transit i 
d’un domini stub, o entre dos dominis stub diferents. Si tots els grafs que s’han 
generat són connexos, el graf resultant serà un graf connex. 
 
Els paràmetres que s’utilitzen per crear aquests models són els següents: 
 
· T: indica el nombre de dominis de trànsit. 
· Nt: nombre mitjà de nodes per domini de trànsit. 
· K: nombre mitjà de dominis d’accés per node de trànsit 
· Ns: nombre mitjà de nodes per domini stub. 
 
Aquests paràmetres, com s’ha notat, són valors mitjans, de manera que a l’hora 
de crear el graf resultant el nombre de nodes que trobem en cada domini, ja 
sigui transit o stub, o el nombre de dominis stub que hi ha en un node de 
trànsit, és un valor aleatori; això sí, sempre mantenint el valor promig donat pel 
paràmetre. També s’ha dissenyat el model de manera que, per a cada domini, 
es pugui utilitzar qualsevol mena de graf pla aleatori per construir dominis amb 
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1.3.3. El model que hem utilitzat 
 
Per poder fer la nostra simulació, hem utilitzat el model Transit-Stub per crear el 
graf sobre el qual aplicarem l’algorisme. Hem escollit aquest model perquè, 
sent relativament simple, s’assembla a la topologia d’Internet que 
necessitarem. De fet, el graf troncal que hem utilitzat està format per 100 
nodes, on tenim 4 dominis de trànsit d’un o dos nodes (que actuen com als 
grans routers que comuniquen la resta de xarxes), i on la resta formen diverses 
xarxes stub, que interpretem com a xarxes que donen l’accés a Internet als 
usuaris (com podrien ser xarxes corporatives o empresarials, la xarxa d’un 
campus universitari, o les xarxes dels operadors que actuen d’ISPs). 
 
De totes maneres, el model que podem obtenir no és suficient per fer el nostre 
estudi, ja que, com hem vist anteriorment, no es tenen en compte els hosts 
individuals, o dit d’una altra manera, el que serien els equips d’usuari. Per tant, 
a més de tenir la xarxa troncal (amb nodes de trànsit, T, i amb nodes d’accés, 
S), necessitarem els nodes terminals o d’usuari (que hem anomenat U), i que 
actuaran com a membres del grup multicast entre els quals volem enviar certa 
informació. Aquests nodes d’usuari s’afegiran mitjançant una aplicació en Java, 
que connectarà de manera aleatòria els nodes d’usuari del grup multicast a un 
dels nodes stub que tindrem repartits pel graf. De fet, la interpretació que fem 
d’aquests nodes U és la d’un ordinador que, mitjançant una línia ADSL, es 
connecta punt a punt amb un altre ordinador que li dóna l’accés a Internet (un 
ISP, que ve representat per un node S), i que vol entrar a formar part de la 
xarxa overlay formada pels membres del seu mateix grup. 
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2. TEORIA DE GRAFS 
 
 
En aquest capítol donarem algunes definicions bàsiques de teoria de grafs i 
presentarem l’algorisme de Dijkstra. Amb aquestes eines podrem crear el 
model d’Internet, i obtenir els camins més curts entre els nodes terminals que 
formaran part d’un mateix grup multicast, per tal de tenir un graf que representi 





Un graf simple G és un parell (V(G), E(G)) de manera que V(G) és un conjunt 
finit d’elements anomenats nodes o vèrtexs, i E(G) és un conjunt finit de parells 
no ordenats de nodes, anomenats arestes. L’ordre n d’un graf G=(V,E) és el 
nombre de nodes, o equivalentment, el cardinal de V(G). També definim la mida 
E d’un graf G=(V,E) com el nombre d’arestes, o cardinal de E(G). Normalment, 
un graf es representa gràficament dibuixant els nodes com a punts, i les 
arestes com a línies que uneixen els nodes. 
 
Tant els nodes com les arestes poden tenir aplicacions d’etiquetatge. Això 
consisteix en aplicacions Φ:V(G) → Z i Φ’:E(G) → Z de manera que cada node 
i/o aresta tingui associat un nombre (tot i que el conjunt destí de les aplicacions 
pot ser d’una altra naturalesa, com parells ordenats de nombres, o nombres 
reals, etc.). Aquestes etiquetes (que també podem anomenar pesos) poden 
servir per identificar els elements del graf, o (en el nostre cas) indicar la 
velocitat d’un enllaç o el tipus de node. 
 
Segons la definició, un graf simple no pot tenir arestes repetides, és a dir, 
parells de nodes units per més d’una aresta, ni tampoc llaços (arestes que 
enllacen un mateix node). Diem que dos nodes u i v són adjacents quan estan 
units per una aresta uv. En aquest cas, diem que els nodes u i v incideixen 
sobre l’aresta uv, o bé que l’aresta uv incideix sobre els nodes u i v. Dos arestes 
són adjacents quan tenen un node en comú. El grau δ(v) d’un node v és el 
nombre d’arestes incidents en v. 
 
Donat un graf simple d’ordre n, el nombre màxim d’arestes que pot tenir és 
igual a 2/)1( -nn . Aleshores podem definir la densitat ρ(G) d’un graf G d’ordre n 
com el quocient entre el nombre d’arestes del graf G i el màxim nombre 















Una seqüència d’arestes és una successió d’arestes consecutives 
v0v1,v1v2,v2v3,..,vm-1vm. Aquesta seqüència dibuixa un camí continu sobre el graf. 
Una seqüència on no es repeteixen arestes s’anomena cua, i si tampoc es 
repeteix cap node, trajecte. Un trajecte tancat tal que el node inicial i el final 
coincideixen s’anomena circuit. 




Diem que un graf G és connex quan podem traçar, com a mínim, un trajecte 
entre dos nodes qualssevol de V(G). Cadascun dels conjunts connexos de 
nodes amb què es pot descompondre un graf no connex s’anomena 
component connexa del graf. Definim la distància d(u,v) entre dos nodes u i v 
com el cardinal mínim de tots els trajectes entre u i v, és a dir, el menor nombre 
d’arestes per les quals cal passar per arribar d’un node a l’altre. Si un graf no 
és connex i dos nodes es troben en components connexes diferents, es 
considera que la seva distància és infinita. Finalment, es defineix el diàmetre 
d’un graf G com la distància màxima entre dos nodes qualssevol de V(G). 
 
 
           
 
Fig. 2.1 Exemples de graf connex i graf no connex 
 
 
Un graf connex sense cap circuit és un arbre. Un graf complet Kn és un graf 
simple tal que tots els seus parells de nodes estan units per una aresta, de 
manera que la seva mida és 2/)1( -nn . Per altra banda, si tots els nodes d’un 
graf tenen el mateix grau direm que es tracta d’un graf regular; i, en concret, si 







Fig. 2.2 Exemples d’arbre, graf complet i graf regular 
 
 
Un digraf G es defineix com un parell (V(G), A(G)), on V(G) és un conjunt finit no 
buit d’elements, anomenats nodes, i A(G) és una família finita de parells 
ordenats d’elements de V(G), anomenats arcs o arestes dirigides (o, per 
simplificar, arestes). Un arc de v a w –designat per (v,w) o senzillament vw– és 
un arc el primer element del qual és v i el segon, w. Hem de fer notar que l’arc 
vw i el wv són dos arcs diferents. Si G no té cap arc d’un node a si mateix (és a 
dir, un arc vv, anomenat llaç) i tots els arcs de G són diferents, direm que G és 
un digraf simple. Si G és un digraf, el graf que obtenim d’eliminar “les fletxes” 
dels arcs s’anomena graf base de G. 
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Totes les definicions donades anteriorment per a un graf simple es poden 
estendre als digrafs. Així, doncs, podem definir aplicacions d’etiquetatge 
Φ:V(G) → Z i Φ’:A(G) → Z, definir termes d’adjacència entre nodes i incidència 
d’arcs a nodes, o també seqüències finites d’arcs v0v1,v1v2,..,vm-1vm on no es 
repeteixen ni arcs ni nodes. 
 
Un digraf G és connex (o dèbilment connex) si el graf base de G és un graf 
connex. Si, a més, existeix un trajecte de v a w per a qualssevol parell de nodes 
v, w Î V(G) direm que el graf G és fortament connex. Si bé tot digraf fortament 
connex és connex, no tot digraf connex és fortament connex. 
 
 
2.2. Recerca de camins mínims. L’algorisme de Dijkstra 
 
En aquest projecte estudiem l’aplicació de certs algorismes per tal d’optimitzar 
la transmissió d’informació. Més endavant veurem en detall com funcionen 
aquests algorismes, però ara ja podem avançar que el seu funcionament 
parteix del fet que els ordinadors d’un mateix grup s’han de reenviar la 
informació de manera “intel·ligent” entre ells. 
 
Per això, una de les coses que necessitarem conèixer són els membres del 
grup que estan més a prop d’un determinat usuari, i quin és el cost de voler-los 
passar les dades. Aquest problema es pot plantejar com un simple cas de 
recerca de camins mínims, i es pot resoldre òptimament utilitzant l’algorisme de 
Dijkstra. 
 
En aquest algorisme, cada node v del graf G=(V,E) té una etiqueta associada 
L(v). Aquesta etiqueta indica quina és la menor distància coneguda per anar 
des d’un node fixat u fins a aquest node v. Inicialment, el valor de L(v) 
correspon al pes w(u,v) de l’aresta que uneix els nodes u i v, en el cas que 
aquesta aresta existeixi, essent L(v) = ∞ en cas contrari. També cal indicar que 
L(u) = 0 (doncs el cost de quedar-se allà mateix és 0). L’algorisme funciona 
creant un conjunt de nodes T Ì V, pels quals s’ha obtingut fins a aquell moment 
el camí més curt des de u fins a ells. Al final de l’algorisme, L(v) conté el cost (o 
longitud) del camí més curt per anar des de u fins a v, per a qualsevol v de 
V(G). 
 
A cada iteració l’algorisme afegeix un nou node a la llista T. Això s’aconsegueix 
escollint un node v’ que encara no pertanyi a T i que tingui una etiqueta L(v’) 
mínima. En altres paraules: escollim el node v’ extern a la llista tal que u té la 
menor distància coneguda L(v’). Un cop fet això, s’actualitzen les etiquetes dels 
nodes sobre els que incideix v’, de manera que fem un nou càlcul de les 
distàncies de u a aquests nodes i afegim aquest node v’ a T. El procés es 
repeteix fins que tots els nodes del graf es troben a la llista. 
 




1. per a tot v ¹ u     L(v) = w(u,v) 
2. L(u) = 0 
3. T = {u} 
4. mentre T ¹ V 
Inici 
5. troba v’Ï T tal que " vÏ T      L(v’) £  L(v) 
6. T =  T È {v’} 
7. per a tot vÏ T tal que v’ és adjacent a v 
si L(v) > L(v’) + w(v’,v) 
llavors L(v) = L(v’) + w(v’,v)  fi si 
fi per a 
fi mentre 
 
Fig. 2.3 Algorisme de Dijkstra 
 
 
Es pot demostrar que aquest algorisme és òptim; per fer-ho, provarem que 
cada vegada que un node v’ s’afegeix a T, l’etiqueta L(v’) indica la distància 
mínima de u a v’. En efecte, suposem que això no sigui així, i que existeix un 
camí més curt de u a v’. Sigui w2 el primer node adjacent a u pels quals passa 
aquest nou camí de u a v’ i de distància menor a L(v’). Aquest node w2, per 
construcció, haurà de pertànyer a T, ja que la distància de u a w2, que 
l’algorisme coneix des de la primera iteració, ha de ser menor que L(v’). El 
mateix argument es pot repetir pel següent node del camí, w3, que tindrà una 
distància des de u més petita que L(v’) calculada en afegir-se w2 a T  i que per 
tant s’haurà afegit igualment a T , i així successivament fins a arribar a v’. 
D’aquí es dedueix que, si existís un camí més curt de u a v’ que el que indica 
l’etiqueta L(v’), l’algorisme hauria anat afegint en T els nodes w2,w3,w4... que 
formen aquest camí més curt, i per tant l’hauria trobat. Per últim, com que en 
acabar l’algorisme tots els nodes es troben a la llista T, l’algorisme de Dijkstra 
troba el camí més curt des d’un node u fins a qualsevol altre node del graf. 
 
També és fàcil provar que aquest algorisme requereix un temps de càlcul 
d’ordre O(n2), cosa que, a la pràctica, significa que es poden trobar els camins 
òptims en temps de computació reduïts. Per determinar el mínim L(v’) (línia 5 
del pseudocodi de l’algorisme) necessitem O(n) comparacions, i la línia 7 no 
necessita més de n assignacions. Aquestes dues línies es troben a la sentència 
mentre de la línia 4, que s’executa (n-1) vegades. Per tant, l’algorisme complet 
es pot executar en un temps d’ordre O(n2). 
 
Per acabar, hem d’afegir que aquest algorisme, a més de calcular quant val el 
camí més curt entre dos nodes, permet conèixer quina és la ruta que cal seguir 
per anar per aquest camí. Això s’aconsegueix afegint una nova etiqueta a cada 
node, de manera que cada vegada que s’actualitzi el valor de L(v’) d’un 
determinat node v’ s’afegirà el node v a partir del qual s’ha calculat el seu valor 
L(v’). D’aquesta manera, l’algorisme de Dijkstra no ens donarà només el cost 
de la ruta mínima per anar entre dos nodes, sinó que també obtindrem la 
successió de nodes que conduiran de manera òptima des de u fins a qualsevol 
node del graf. 







Iteració v’ L(u) L(v1) L(v2) L(v3) L(v4) T 
0 - 0 1 2 4 ∞ {u} 
1 v1 0 1 2 4 4 {u, v1} 
2 v2 0 1 2 3 3 {u, v1, v2} 
3 v3 0 1 2 3 3 {u, v1, v2, v3} 
4 v4 0 1 2 3 3 V 
 
Fig. 2.4 Exemple d’aplicació de l’algorisme de Dijkstra des del node u 
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3. DEFINICIÓ DE L’ALGORISME 
 
 
En els capítols anteriors s’ha parlat dels problemes que comporta fer una 
transmissió multicast, i d’una possible solució del problema. El que volem fer 
aquí, però, és proposar-ne una altra i estudiar el seu comportament per 
comprovar si realment és una solució adient, i mesurar el grau de complexitat 
que pugui tenir. Per això, es presenta una família d’algorismes de punt a 
multipunt, capaços de funcionar en diferents nivells de comunicació (són 
aplicables a qualsevol capa, des de la d’enllaç fins a la d’aplicació), fàcils 
d’implementar, escalables, i amb uns resultats molt bons.  
 
Inicialment veurem l’algorisme original utilitzat per enviar un sol paquet 
d’informació des d’un node font fins a un conjunt determinat de nodes en el 
menor temps possible. Ara bé, atès que la majoria de vegades el volum 
d’informació que volem transmetre és molt superior a la unitat, presentarem i 
estudiarem dos algorismes que tenen un funcionament similar i que són una 
extensió del primer: els models S/S/s i S/S-1/s. Aquestes modificacions de 
l’algorisme inicial estan pensades per optimitzar la transmissió de totes les 
dades (és a dir, de tots els paquets), i no només la d’un únic paquet. En el 
present capítol estudiarem el comportament d’aquests algorismes, buscant 
analíticament fites pel temps que pot tardar la informació en arribar a tots els 
nodes, el nombre de paquets que decidiran quin model és millor, i la probabilitat 
que la transmissió es faci correctament. 
 
 
3.1. El model inicial per un sol paquet 
 
El plantejament bàsic de l’algorisme és el següent: donat un node origen 
(també anomenat arrel) i un conjunt de nodes destí (que actuen com a 
membres del grup multicast als quals volem enviar la mateixa informació), 
l’algorisme ha de trobar les rutes òptimes que minimitzin el retard total en la 
transmissió d’un paquet. Més endavant veurem el mateix problema pel cas de 
l’enviament de múltiples paquets, la solució del qual vindrà determinada pel 
nombre de paquets. 
 
En el cas d’un únic paquet, el procediment ha estat el següent: el node arrel 
envia el paquet al node més proper, a continuació l’envia al segon node més 
proper i així successivament. I quan un node rep el paquet repeteix el 
procediment del node arrel: retransmet el paquet al node més proper, després 
al segon node més proper, etc., sempre i quan, però, aquests nodes no hagin 
rebut el paquet per una altra via. En aquest cas l’algorisme saltaria al següent 
node més proper. 
 
A més, per saber si un node ja ha rebut el paquet no cal fer cap consulta, ja 
que tots els nodes sabrien el que fan tots els altres –suposem que primer hi ha 
hagut una inundació i tots els nodes coneixen l’estat de tota la xarxa–, i per tant 
podrien esbrinar si un node al que volen enviar el paquet ja l’ha rebut per una 
altra banda. Com que l’algorisme es defineix de manera constructiva, es pot 
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demostrar que és òptim repetint els arguments de la prova de Dijkstra que hem 





Fig. 3.1 Esquema de funcionament de l’algorisme 
 
 
En aquest cas, a més, s’han calculat analíticament els temps de retard total 
quan tots els enllaços de la xarxa tenen el mateix retard, suposant que tenim a 
més temps de transmissió constants (és a dir, suposant que tots els enllaços 
tenen la mateixa capacitat o ample de banda). A causa de la complexitat del 
model matemàtic descrit, només s’ha determinat una solució tancada pel cas 
particular en què el retard total d’un enllaç (mesurat com el temps de 
transmissió més el temps de propagació) és el doble del temps de transmissió 
d’un paquet (com en l’esquema de la figura 3.1). Aquest càlcul s’ha realitzat 
mitjançant tècniques algebraiques similars a les que s’utilitzen pel càlcul del 
terme n-èssim d’una successió de Fibonacci. Per a la resta de casos s’ha 
definit el mateix procediment, però sense donar-ne una solució tancada –ja que 
els càlculs serien molt extensos–, sinó una fórmula matricial senzilla que es pot 
programar sense dificultats. De totes maneres, en aquest cas més general, el 
càlcul del retard total de la transmissió es pot realitzar també a partir de la 
simulació dels intervals de transmissió de cada paquet, donant igualment un 
càlcul recursiu. 
 
En el cas més realista d’una xarxa heterogènia, de manera que les velocitats 
de transmissió i els retards dels enllaços siguin variats, podem obtenir fites del 
retard a partir de les expressions del cas anterior, suposant que tots els 
enllaços són idèntics i que el seu temps de propagació i transmissió són els 
majors de tota la xarxa. No obstant, en apartats posteriors s’han calculat cotes 
bastant ajustades pel cas del funcionament general. 
 
 
3.2. Un model senzill per enviar M paquets 
 
L’algorisme que hem definit pel cas d’un únic paquet ens pot ser molt útil per 
transmetre molt poc volum d’informació de manera òptima entre tots els 
membres del grup (com per exemple, un missatge de tipus keepalive entre els 
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nodes de la xarxa overlay per mantenir oberta la comunicació i saber qui està 
interessat en continuar al grup). Però per a les transmissions multicast més 
habituals, com ara l’streaming, aquest volum d’informació és normalment molt 
superior a un únic paquet de dades. 
 
La primera solució plantejada per enviar més d’un paquet és repetir 
successivament la taula d’encaminament obtinguda per enviar un sol paquet, 
com si cada paquet d’informació fos únic i independent. En altres paraules: 
agafaríem el primer paquet de la informació i l’enviaríem a tots els membres del 
grup, i una vegada hagués arribat a tots començaríem a transmetre el segon, i 
així successivament. En aquest cas, el retard total de la transmissió seria el 
retard d’enviar un sol paquet multiplicat pel nombre total de paquets que 
conformen la informació. Però aquest procediment, que és molt senzill, té 
l’inconvenient que el node arrel hauria d’anar transmetent el primer paquet fins 
que aquest no hagués arribat a tots els nodes, per tal de minimitzar el retard 
total que té la transmissió. I amb això tenim que el node origen no podria 
començar a enviar el segon paquet fins que tots els membres del grup 
haguessin rebut el primer, i igualment amb la resta. 
 
Per això, s’ha plantejat una nova possibilitat: que el node origen deixi de 
transmetre el primer paquet quan tingui preparat el segon, malgrat que el 
primer no hagi arribat encara a tots els nodes destí. Amb això, és evident que 
un paquet tardarà més en arribar a tots els nodes, però començarem abans a 
enviar el següent paquet. Aquest estalvi de temps en l’interval que separa l’inici 
de transmissió entre dos paquets consecutius s’anirà acumulant 
progressivament, de manera que, si el nombre de paquets és suficientment 
gran, pot arribar a compensar l’augment del retard que tindrà un paquet. Aquest 
nou funcionament comporta unes petites modificacions de l’algorisme, donant 
els models S/S/s i S/S-1/s. 
 
 
3.3. Diferències entre els models S/S i S/S-1 
 
Per poder decidir quan un node ha de deixar d’enviar un paquet (perquè ja té 
preparat el següent), s’ha afegit a l’algorisme una petita condició de 
comportament, de manera que es limita el nombre de paquets que un node pot 
enviar. Aquest límit ve determinat pel valor del paràmetre s. La diferència entre 
els dos models es troba en el fet que en el primer d’ells, S/S/s, tots els nodes 
tenen limitat aquest nombre de retransmissions al valor s, mentre que en el 
model S/S-1/s el límit està en s pel node arrel i en s-1 per la resta de nodes. 
 
Aquesta diferència en el nombre de retransmissions de cada model té la 
següent justificació: si tenim en compte que el node origen comença la 
transmissió del segon paquet just quan ha transmès s vegades el primer, i que 
la resta de nodes començaran a retransmetre un paquet una vegada l’han rebut 
completament, es pot comprovar amb un diagrama senzill de temps que en el 
model S/S-1 els nodes començaran a rebre el segon paquet en el moment que 
deixen de transmetre el primer. Amb aquest mecanisme es pretén reduir la 
probabilitat de congestió, ja que en condicions de normalitat cap node, tot i 
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estar connectat a una línia full-duplex, hauria d’enviar i rebre paquets de 
manera simultània. 
 
En canvi, en el model S/S/s, els nodes reben el segon paquet al mateix temps 
que estan fent l’última retransmissió del primer. Aquest model tampoc presenta 
molt risc de congestió, fins i tot tenint una línia semi-duplex d’entrada i sortida, 
ja que en aquest cas com a molt s’hauria d’emmagatzemar un únic paquet a 
cada node, en condicions de funcionament correcte de la xarxa. Com que 
aquest model és més senzill que el S/S-1/s i s’ha comprovat que el seu 
comportament és similar, gran part de les proves i dels càlculs s’han realitzat 
mitjançant aquest model de l’algorisme. 
 
 
3.4. Retard total i nombre òptim de paquets 
 
 
3.4.1. Paràmetres rellevants 
 
A mesura que s’han anat fent estudis i simulacions amb l’algorisme, hem anat 
comprovant els paràmetres que podien ser més rellevants en el seu 
comportament. Naturalment, davant el problema que estem tractant, el primer 
que s’ha de tenir en compte és el temps de transmissió, és a dir, el temps que 
tardem en enviar la informació des del node arrel fins a la resta. Si definim [ ]0st  
com el temps que tarda un únic paquet en recórrer tota la xarxa seguint un 
model d’algorisme amb el límit de retransmissions igual a s, el temps total que 
tardarem en enviar tota la informació serà 
 
 
[ ]0·)1( stxs ttsMt +-=     (3.1) 
 
 
on M és el nombre total de missatges que cal enviar i txt  és el temps de 
transmissió d’un paquet per part del node arrel. Aquesta fórmula és vàlida tant 
pel model S/S/s com pel S/S-1/s, ja que la diferència que podem trobar en el 
temps entre un i altre cas està continguda en el valor de [ ]0st . En aquesta 
fórmula podem veure com el temps que es tarda en enviar tota la informació 
utilitzant aquest sistema (en què un node té un nombre limitat de 
retransmissions) depèn tant del temps que tarda un paquet en inundar tota la 
xarxa, com del nombre de paquets que cal enviar. 
 
De fet, arribats a aquest punt, buscarem una relació entre aquests dos valors, 
de manera que es pot estudiar quin és més rellevant a l’hora de mesurar el 
temps total de la transmissió. I bona part del nostre estudi s’ha dedicat a trobar 
justament aquest valor del nombre de paquets que suposa un canvi important 
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3.4.2. Minimització del temps en funció d’M 
 
Es fàcil comprovar que, per a qualsevol tipus de xarxa, es pot calcular el 
nombre mínim de paquets 1M  a partir del qual el temps mínim del retard per 
enviar tota la informació s’obté amb el paràmetre s=1 pel cas del model S/S i 
per a s=2 pel model S/S-1. D’aquesta manera, el primer paquet tardarà més en 
arribar a tota la xarxa que per valors més grans de s, però s’aconseguirà una 
cadència més ràpida que compensarà aquest retard. A més, aquesta 
compensació es notarà més com més gran sigui el nombre de paquets a 
transmetre. Per a aquests casos, anomenats S/S/1 i S/S-1/2, tots els nodes 
reenviaran el paquet una sola vegada, excepte el node origen que en el segon 
cas l’enviarà dues vegades per evitar problemes de congestió. Més endavant 
estudiarem algunes de les seves característiques. També es pot calcular el 
nombre de paquets a partir del qual s=2 és millor que s=3, o s=3 és millor que 
s=4 i així successivament. Aquest nombre de paquets es pot obtenir, a més, 
durant el procés de creació de les taules d’encaminament, cosa que vol dir que 
el mateix algorisme podria determinar, sense pèrdua d’eficiència, el valor de s 
que més ens convingui en cada circumstància. 
 
Aquest valor es pot calcular de manera molt senzilla una vegada tenim el temps 
total que tardem en enviar un sol paquet, i per cada cas de s. Aleshores, si 
 
 
[ ]0)1( 11 ttMt tx +-=  
[ ]02)·1( 22 ttMt tx +-=  
 
 
i fem que 21 tt £ , resulta 
 
 




ttM          (3.2) 
 
 
on aquest valor 1M  indicarà el nombre mínim de paquets a partir del qual la 
transmissió de tota la informació tardarà menys utilitzant el model S/S/1 que no 
pas el S/S/2, tot i que el temps d’enviament d’un únic paquet pugui ser superior, 
és a dir, que [ ] [ ]00 21 tt > . Pel model S/S-1, aquest valor del nombre mínim de 
paquets vindria determinat per  
 
 







Això significaria que el model S/S-1/2 és millor que el S/S-1/3, si s’han d’enviar 
més paquets que els indicats per aquest valor. I en general, el nombre de 
paquets a partir del qual s=i és millor que s=i+1 ve donat per la fórmula 









ttM           (3.3) 
 
 
Això sí, cal tenir en compte que no tindria sentit prendre s=1 en comptes de s=2 
(i més generalment, s=i en comptes de s=i+1) si la cadència de la informació 
(és a dir, la velocitat amb què es generen els paquets en el node origen) fos 
menor, i el segon paquet no estigués enllestit just quan es deixa de transmetre 
el primer. Si aquest fos el cas, el node origen, un cop hagués enviat s vegades 
el paquet, estaria en silenci, esperant que el següent paquet estigui preparat, i 
es perdria el temps que es podria guanyar reenviant, per exemple, una vegada 
més el primer paquet cap a un altre node.  
 
 
3.4.3. Fita pel valor d’M1 
 
En aquest apartat obtindrem de forma analítica una fita d’aquest valor mínim de 
paquets a partir del qual un valor de s és millor que s+1. Com que ens 
interessa el mínim retard de transmissió de tota la informació, hem començat el 
procés buscant una cota pel valor de 1M , és a dir, pel nombre de missatges en 
què s=1 serà millor que s=2, i per simplicitat, utilitzant el model S/S. L’estudi per 
a l’altre model i per a altres valors es pot fer amb el mateix tipus de 
procediment. Partint d’una xarxa on tenim n nodes (que formen part del grup 
multicast) i on l’origen vol enviar M paquets, anomenem t1 i t2 als temps que 
tardem en enviar els M paquets utilitzant el model S/S/1 i S/S/2 respectivament. 
Més generalment, anomenarem ts al temps d’enviar un conjunt de M paquets 
utilitzant el model S/S/s. També anomenem ttx al temps que tarda el node 
origen en transmetre un paquet (dependrà de l’ample de banda disponible), i 
minl  i maxl  seran els valors mínim i màxim de totes les l  que podrem trobar per 
la xarxa (essent l  la suma del temps total de propagació d’un node a un altre 
més el temps de transmissió entre aquests dos nodes). 
 
El que volem fer ara és trobar una fita superior del valor de 1t  i una fita inferior 
de 2t , que notarem amb 1T i 2T  respectivament. Si podem provar que 21 TT £ , 
aleshores tindrem que 
 
2211 tTTt £££  
 
d’on aconseguirem trobar el valor de 1M . Per buscar aquestes fites 1T  i 2T  el 
que farem serà buscar petites modificacions del comportament de l’algorisme. 
Per exemple, per a s=1, prenem 
 
 
max1 )1()1( l-+-= ntMT tx      (3.4) 
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d’on podem veure que 11 Tt £ , utilitzant la fita que hem trobat a 3.1, i suposant 
que la transmissió és la pitjor possible i que, per tant, s’han de saltar n-1 
enllaços amb el retard màxim de tota la xarxa maxl ; per això, en condicions 
normals, el valor que obtenim de la fórmula 3.4 serà sempre un valor de temps 
superior a l’obtingut amb el procediment normal de l’algorisme S/S/1. 
 
Per obtenir la fita inferior de 2t , intentem buscar un algorisme més ràpid que 
S/S/2. D’aquesta manera, podrem escriure 
 
 
2min2 ·2)·1( TxtMt tx =+-³ l     (3.5) 
 
 
on x  indicarà el nombre de passos que s’hauran de fer amb aquest algorisme 
més ràpid. 
 
Aquest algorisme proposat serà molt similar al model S/S/2, però amb la 
diferència que en cada instant cada node pot transmetre un paquet cap a dos 
nodes de forma simultània. Si notem per )(tN  al nombre total de nodes als 
quals ha arribat el missatge en un determinat instant t, tenim 
 
 




Fig. 3.2 Proposta d’algorisme per la fita de 2t  
 
 
d’on podem treure una fórmula general per a )(tN : 
 
 
12)( 1 -= +ttN      (3.6) 
 
 
Aleshores, igualant l’expressió 3.6 al nombre de nodes als quals volem arribar, 
n, tenim ntN t =-= + 12)( 1 . Per simplificar els càlculs, els n nodes inclouen el 
node arrel. D’aquí s’obté 
 
 
é ù1)1(log 2 -+= nt        (3.7) 
 
 
que indica el nombre de passos (és un valor enter) que ha de realitzar aquest 
nou algorisme per poder arribar a tots els destinataris. Si ara substituïm 
t  0 1 2 3 4 
)(tN  1 3 7 15 31 
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aquesta expressió a la fórmula 3.5 i prenem el retard mínim d’un enllaç com a 
retard de tots els enllaços haurem trobat una fita inferior de t2. 
 
 
é ù 2min22 1)1(log2)1( TntMt tx =-++-³ l    (3.8) 
 
 
Amb això hem vist com 11 Tt £  i 22 tT £ ; si ara imposem que 21 TT £  tindrem que 
el model s=1 és millor que s=2. Per fer-ho, partim dels valors que hem trobat a 
3.4 i 3.8, i fem una inequació d’on podem aïllar el valor de M: 
 
 
é ù min2max 1)1(log2)1()1()1( ll -++-£-+- ntMntM txtx  
 
é ù 11)1(log)1( min2max +-+--³
txt
nnM ll       (3.9) 
 
 
Per tant, si M supera a aquest valor donat per la desigualtat 3.9, tindrem que 
21 TT £ , i per tant 21 tt £ , de forma que el model S/S/1 tindrà un temps de retard 
total inferior al del model S/S/2. En un cas real, però, aquest nombre M de 
paquets es podria ajustar més i ser més petit. D’aquesta forma, el valor mínim 
de missatges 1M pel qual S/S/1 és millor que S/S/2, serà normalment més petit 
que la quantitat donada per 3.9 i ens quedarà 
 
 




nnM ll    (3.10) 
 
 
3.4.4. Refinament de la fita d’M1 
 
El valor trobat en 3.10 es podria millorar si agaféssim un altre algorisme que fos 
més ràpid que el S/S/2 però s’ajustés més al seu comportament que el de 
l’algorisme que ens ha donat les equacions 3.6 i 3.7. Així, tornarem a l’equació 
3.5 i intentarem ajustar més el valor de x . Per això, suposem que tenim un 
algorisme igual a S/S/2 amb tots els enllaços idèntics i de tal forma que el 
retard d’un enllaç és igual a la unitat. Si )(tN  és el nombre de nodes als quals 






Fig. 3.3 Proposta d’algorisme pel refinament de la fita de 2t  
t  0 1 2 3 4 5 
)(tN  1 2 4 7 12 20 





Es pot veure que en aquest cas 
 
 
=---+---+-= ))3()2(())2()1(()1()( tNtNtNtNtNtN  
)3()1(2 ---= tNtN     (3.11) 
 
 
ja que en un pas t  només dos conjunts de nodes poden enviar el paquet: els 
que l’han rebut a 1-t  i els de 2-t . A això hem d’afegir que 1)0( =N  i els 
anteriors han d’estar a 0 . Si a continuació comparem els valors obtinguts per 
)(tN  amb els de la successió de Fibonacci, podem veure que coincideixen amb 
unes petites modificacions. 
 
 
Taula 3.1. Comparació de la successió de Fibonacci i l’algorisme proposat 
 
)(tN     1 2 4 7 12 20 33 54 88 143 






1)3()( -+= tFtN         (3.12) 
 
 
on )(tF  representa la successió de Fibonacci. D’aquesta manera, prenent 













tFtN ll     (3.13) 
 
 












+l          (3.14) 
 
 
que és més gran i per tant més ràpida que )(tN , però tampoc molt més si 
1>>t  ja que 11 >l  i 01 2 <<- l . Això voldrà dir que la cota que trobarem podrà 
estar molt ajustada. Si ara procedim de la mateixa manera com quan hem 
buscat l’expressió 3.7, tenim: 






































nt     (3.15) 
 
 
que serà un valor enter, ja que estem comptant els passos que tarda 
l’algorisme en enviar un paquet als n nodes de la xarxa. Si substituïm aquesta 
expressió a 3.5, com ja s’ha fet abans, tindrem una nova fita pel cas d’utilitzar el 
















       (3.16) 
 
 
I ara, si procedim de la mateixa manera que abans, trobarem el valor de la fita 
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3.4.5. Fita pel retard en S/S/s 
 
En aquest apartat generalitzarem els procediments dels punts anteriors per 
calcular fites dels retards per a un valor genèric de s. Seguint amb la notació 
que hem utilitzat, definim st  com el temps que es tarda en enviar M paquets 
amb el model S/S/s, i [ ]0st  al temps d’enviar un sol paquet a tots els nodes 
utilitzant aquest mateix model. A partir de la relació obtinguda a 3.1, buscarem 
fites pels valors de st  i [ ]0st : 
 
  
sss Ttt ££  
 
[ ] [ ] [ ]000 sss Ttt ££  
 
 
Si partim del model S/S/2, una fita superior pel valor de 2t  la podem obtenir 
basant-nos amb la fita del temps 3.1, de manera que ens queda 
 
 
max2 ·2)1( lxtMt tx +-£         (3.18) 
 
 
on x  hauria de ser el nombre de passos d’un algorisme més lent que el model 
S/S/2. Si retornem al que hem fet quan hem buscat la segona fita del valor 1M , 





















+++ lll   (3.19) 
 
 
i la desigualtat serà certa ja que 12 £l . Això ens donarà un algorisme més lent 
que el que hem utilitzat abans, i tindrem una fita superior d’aquest temps. Per 


























  (3.20) 
 
 
i recollint l’expressió que hem obtingut a 3.16, juntament amb la substitució 
d’aquest valor del nombre de passos que acabem de trobar a l’equació 3.18, 
tenim acotat aquest temps 2t : 
 
 






































ntMtntM txtx  
 
 
En aquest cas, a més, si tinguéssim els enllaços gairebé tots idèntics, i per tant 
poguéssim escriure que maxmin ll » , la fita inferior i la superior serien gairebé 
idèntiques, i ens donarien una aproximació molt ajustada del valor real del 
retard. D’altra banda, tal com hem construït l’algorisme 
 
 
[ ] [ ] 200 2 ³"£ stts  
 
 



























+-£ sTntsMt stxs ll
    (3.21) 
 
 
Per aquest últim cas es podria buscar una fita superior sT  més ajustada 
buscant per a cada valor de s un algorisme que fos senzill d’afitar i fos pitjor 
que el nostre. De fet, es podria buscar un algorisme similar al proposat al 
següent paràgraf per refinar la fita inferior st . 
 
Aquesta nova fita inferior es pot trobar comparant el resultat que tenim amb un 
algorisme en el qual un node envia cada cop el paquet simultàniament als s 
nodes següents. En aquest cas, la taula del número de nodes als que arribem 
en cada pas t  seria: 
 
 
Taula 3.2. Nodes als que arribem en el nou algorisme 
 
Instant )(' tN s  
0 1 
1 s+1  
2 21 ss ++  
M  M  
t  tsss ++++ L21  
 
 
d’on podem treure l’expressió general, 
 
 













s     (3.22) 
 
 




























s  (3.23) 
 
 













)1)1(log(·)·1( l       (3.24) 
 
 
3.4.6. Fita general pel valor de M1 
 
Ara que hem trobat els valors de st  i sT , és a dir, les fites inferiors i superiors 
del temps de transmissió total per a un determinat valor de s, es pot calcular de 
manera general una fita per al valor iM  de missatges pels quals s=i serà més 
ràpid que s=i+1. Per això, s’ha de complir que 1+£ ii tt , i serà cert si es compleix 
que 1+£ ii tT . Escrivim 
 
 
[ ]0·)·1( itxi TtiMT +-=  
 
[ ]0·)·1( itxi ttiMt +-=  
 
 
i imposem que 1+£ ii tT , de forma que: 
 
 
[ ] [ ]0)1)(1(0·)·1( 1+++-£+- itxitx ttiMTtiM  
 










I com en els altres casos: 









M        (3.25) 
 












































    (3.26) 
 
 
que ens dóna el nombre de paquets a partir del qual el model S/S/i serà més 
ràpid que S/S/i+1. 
 
D’altra banda, és fàcil veure que no es podria trobar analíticament una 
expressió tancada i general de iM , ja que haurien de sortir totes les il  dels 
enllaços i estudiar les seves relacions, cosa que donaria un càlcul molt feixuc i 
ple de paràmetres. És per això que, analíticament, només s’ha trobat una fita 
en funció de minl  i maxl . 
 
Podria pensar-se que les fites que hem trobat de 1M  o més en general de iM  
no són molt importants, ja que hem dit que el propi algorisme podria fer els 
càlculs exactes de  it  i de 1+it  de forma immediata i decidir sobre la marxa el 
millor s possible en funció del nombre de paquets que s’hagués d’enviar o de la 
cadència de la informació. Malgrat això, aquesta fita sí que té importància, i 
molta, ja que l’algorisme només podria calcular 1M  per a un cas particular (és a 
dir, per una xarxa concreta amb uns valors concrets), mentre que amb el càlcul 
que hem fet hem demostrat que sempre, sigui com sigui la xarxa, hi haurà un 
nombre de paquets no massa gran a partir del qual el valor de s=1 ens donarà 
un retard de transmissió mínim (o s=i en el cas general). A més, si mirem les 
fórmules de les cotes (ja sigui per a 1M  o per a iM , trobades a les fórmules 
3.17 o 3.26) veurem que el seu valor augmenta com a molt de manera lineal 
amb el nombre de nodes n. D’altra banda, es pot esperar que quan la xarxa 
sigui bastant homogènia (i no hi hagi massa diferència entre minl  i maxl ) les 
fites de M  s’ajustin bastant al valor real. 
 
 
3.5. Robustesa de l’algorisme 
 
Atès que en condicions habituals de transmissió acostumen a oferir un temps 
de transmissió mínim, als apartats anteriors s’ha esmentat la rellevància dels 
algorismes S/S/1 i S/S-1/2. En aquests casos, a més, l’algorisme resultant és 
molt senzill: cada node, un cop rep un paquet, el retransmet al node més 
proper que encara no l’ha rebut, i s’espera fins a rebre el següent paquet, que 
serà retransmès de la mateixa manera. Si s’està utilitzant el model S/S/1 el 
següent paquet s’enviarà immediatament, mentre que si s’està utilitzant el 
model S/S-1/2 hi haurà un interval de silenci igual al temps de transmissió d’un 
paquet. Com que l’esquema s’ha de repetir sense variacions per a tots els 
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paquets, la taula d’encaminament només caldrà calcular-la al principi del 
procés, cosa que simplifica els càlculs i redueix el temps de processament, ja 
que un node sempre reenviarà la informació cap al mateix node. També cal dir 
que aquesta taula d’encaminament serà tan simple com l’anotació d’un únic veí 
per a cada node, o si s és major que la unitat, del conjunt de veïns als quals un 
node ha de retransmetre la informació, ordenats segons criteris de distància. 
 
Així, aquest algorisme S/S/1 recorre un camí en línia que passa una vegada 
per cada node per enviar un paquet a tots els membres del grup multicast, 
mentre que el S/S-1/2 formaria dues branques lineals que sortirien del mateix 
node arrel. Aquest procediment té l’inconvenient de ser poc robust davant la 
pèrdua de paquets. En comparació amb altres valors majors de s, on l’arbre de 
transmissió d’un paquet té diverses ramificacions (tantes com s ó s-1), en el 
cas de s=1 la pèrdua d’un paquet pot afectar a tota la xarxa, sobretot si es perd 
en un dels primers enllaços. Per exemple, per s=3, la probabilitat que un 
paquet arribi a tres o quatre nodes és molt major que la probabilitat que només 
arribi a un de sol. En canvi, per s=1, la probabilitat que un paquet arribi a i+1 
nodes és sempre menor que la d’arribar a i nodes, ja que per arribar a i+1 
nodes cal haver arribat fins als i anteriors i travessar el següent enllaç sense 
pèrdues. Així, sempre tenim que el nombre mitjà de nodes als quals arribem 
(suposant que no s’utilitza cap mena de retransmissió) augmenta si 






Fig. 3.4 Esquema dels models S/S/1 i S/S-1/2 
 
 
Tot i aquest visible inconvenient, s’ha comprovat analíticament que els models 
S/S/1 i S/S-1/2, davant de certes condicions, donen uns percentatges de 
pèrdues molt baixos (interpretant “pèrdua” com a la possibilitat que el paquet no 
arribi a tots els nodes), fins i tot sense tenir en compte les retransmissions. Per 
això, buscarem, en termes de probabilitat, una expressió pel nombre mitjà de 
nodes al quals arriba un paquet. Sigui cP  la probabilitat de que la transmissió 
entre dos nodes es faci de manera correcte, essent cPP -=1  la probabilitat de 
que la comunicació falli, i sigui iP  la probabilitat d’haver passat correctament 
només i enllaços. Amb això, tenim que aquest valor mitjà de nodes visitats, i , el 
podem calcular comptant el node arrel com: 
 
 
=+++= L210 321 PPPi  




122 ))1(321( -- +-++++= nc
n
ccc nPPnPPP L   (3.27) 
 
 
Aleshores, podem transformar l’expressió de l’interior del parèntesis que 
multiplica a P , de manera que 
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PP   (3.28) 
 
 





































































     (3.29) 
 
 
A més, el percentatge de nodes de la xarxa als quals arribarà el paquet es pot 
calcular com ni / . 
 
Es pot veure que i  seria igual a 1 si cP  fos zero ja que en aquest cas el paquet 
es perdria en el primer enllaç i només “arribaria” al node arrel. D’altra banda, 
els càlculs anteriors no serien vàlids per cP  igual a 1 ja que tindríem una divisió 
per zero. En aquest cas, però, no faria falta cap càlcul ja que el paquet arribaria 
a tots els nodes. Es pot comprovar a més que la mitjana calculada a 3.29 és 


























D’aquesta expressió, traiem una funció de cP : 
 
 
[ ]1,01)( Î-+-= ccncc PnnPPPf  
 
 
i volem comprovar si és una funció positiva. Com que 01)0( >-= nf  si n és 
major que 1 (no tindria sentit aplicar l’algorisme només pel node arrel), i 
011)1( =-+-= nnf , si podem comprovar que la funció és sempre decreixent 
haurem vist que serà una funció positiva per tots els punts del domini. Així, fent 
la derivada, tenim: 
 
 




cc PPnnnPPf  
 
 
i per tant, s’acomplirà que ni ££0 , que és el que volíem veure. 
 
Per mesurar la robustesa de l’algorisme S/S/1 podem trobar una fita del 




















D’aquesta manera si P/1  fos molt més petit que n , la mitjana de nodes visitats 
seria també molt més petit que n  i l’algorisme no seria gens robust. Però 
contràriament, si P/1  és major que el nombre de nodes, el nombre mitjà de 
nodes als quals arribarà correctament s’aproparà a n  i el percentatge de nodes 
visitats serà gairebé la unitat. A les següents taules podem veure casos 
concrets d’aquests valors. Tenint en compte que amb una probabilitat de 
pèrdua superior a 001'0=P  ja es pot considerar que estem en una xarxa 
dolenta, podem veure que per a un nombre habitual de nodes (uns 100) els 
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Taula 3.3. Robustesa de S/S/1 per 9'0=cP  
 
n = 50 9'9)9'01(10 50 =-×=i  20% 
n = 100 10)9'01(10 100 =-×=i  10% 1'0=P  10/1 =P  
n = 1000 10)9'01(10 1000 =-×=i  1% 
 
 
Taula 3.4. Robustesa de S/S/1 per 99'0=cP  
 
n = 50 5'39)99'01(100 50 =-×=i  80% 
n = 100 4'63)99'01(100 100 =-×=i  63% 01'0=P  100/1 =P  
n = 1000 9'99)99'01(100 1000 =-×=i  9’9% 
 
 
Taula 3.5. Robustesa de S/S/1 per 999'0=cP  
 
n = 50 8'48)999'01(1000 50 =-×=i  97% 
n = 100 21'95)999'01(1000 100 =-×=i  95% 001'0=P  1000/1 =P  
n = 1000 632)999'01(1000 1000 =-×=i  63% 
 
 
Amb els valors d’aquestes taules podem veure que, si n creix, el valor i  de la 
mitjana de paquets als quals arribem també creix, però el problema és que no 
en la mateixa proporció, de manera que el percentatge ni /  es va reduint. En tot 
cas, si podem aconseguir que nP >>/1  no hi haurà cap problema i el model 
S/S/1 assegurarà en la majoria de les vegades una correcta transmissió de la 
informació. Encara que els resultats de les taules poden semblar fluixos, això 
és així perquè hem estudiat casos molt pessimistes. De fet, en els dos únics 
casos realistes, que hem ombrejat en gris i que igualment podem considerar de 
caire pessimista, es veu com el percentatge de nodes visitats supera el 95%. A 
més, com que s’ha trobat una fórmula simple i tancada pel càlcul d’aquest 
percentatge, el mateix algorisme podria tenir en compte el seu valor per 
augmentar, si hi hagués un possible risc de pèrdues o congestió, el paràmetre 
s=1 fins a s=2  o un altre valor superior. 
 
 
3.6. El linkstress 
 
A més de minimitzar el temps de transmissió, un altre avantatge de l’algorisme 
S/S/1 (i també de l’S/S-1/2, tot i que en menor mesura) és que tots els nodes 
enviaran cada paquet com a màxim una sola vegada. Si el nombre 
d’enviaments no estigués acotat, o aquesta fita fos molt gran, tant el node arrel 
com els nodes més propers a ell realitzarien la major part de les 
retransmissions del paquet, de manera que els seus enllaços tindrien major 
càrrega i més probabilitat de congestió. D’aquesta manera, la restricció del 
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nombre de retransmissions que realitza cada node no només servirà per reduir 
el temps total de la transmissió (si el nombre de paquets és suficientment 
elevat, com hem vist anteriorment) sinó que a més distribuirà la càrrega per tota 
la xarxa, evitant que se sobrecarregui un enllaç i pugui tenir moltes possibilitats 
de congestionar-se. Per això, a l’hora de fer les simulacions, hem tingut en 
compte el nombre de vegades que un mateix paquet viatja per un mateix 
enllaç, per així poder comptar quins enllaços s’utilitzen més i trobar el que 
anomenarem linkstress. 
 
Pel que fa als enllaços propis de cada node (és a dir, el que seria un enllaç 
entre el terminal i un node de la seva xarxa d’accés) és molt senzill calcular el 
nombre de vegades que cada paquet passa per l’enllaç, un cop tenim les taules 
d’encaminament. A més, tractant-se de connexions directes entre un node 
terminal i un node d’accés, la congestió dependrà molt de les dades que aquest 
terminal estigui transmetent. D’aquesta forma, ens interessarà molt més el 
linkstress que pateixen els enllaços troncals, és a dir, els enllaços dels dominis 
stub i els dominis transit que hem utilitzat per crear el model de la xarxa IP 
presentat al capítol 1, ja que és en aquests enllaços on el volum de dades pot 
ser més gran i per tant podem tenir un elevat risc de congestió. 
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4. APLICACIÓ DE L’ALGORISME 
 
 
4.1. Procediment per simular l’algorisme 
 
Fins ara hem pogut veure els aspectes teòrics del conjunt d’algorismes 
proposats. Però també és necessari veure l’algorisme en funcionament, és a 
dir, veure com pot aplicar-se sobre una xarxa i comprovar si les fites i els 
resultats obtinguts en els estudis teòrics són correctes. Per fer això, hem 
realitzat una simulació del funcionament dels algorismes sobre el model de 
xarxa d’Internet que hem estudiat en el capítol 1. Amb aquest objectiu, s’han 
creat una sèrie de programes en Java que, partint d’un graf troncal seguint el 
model de dominis Transit-Stub, genera la xarxa overlay corresponent i hi aplica 
els algorismes amb diferents paràmetres, donant els resultats necessaris per 
fer l’estudi del temps de transmissió d’un o diversos missatges, la cadència, el 
nombre de paquets que optimitza un o altre model, o el grau de linkstress que 
pateix la xarxa. El que farem en aquest capítol és explicar els procediments que 
s’han seguit per aconseguir aquests resultats. 
 
 
4.2. Obtenció del graf troncal 
 
Ja s’ha comentat que una possible aplicació dels algorismes que estem 
estudiant es trobaria en la transmissió multimèdia per Internet, o en les xarxes 
de compartició P2P que milers d’usuaris utilitzen diàriament. Per tant, veiem 
que la simulació l’haurem de realitzar sobre un model de xarxa que s’aproximi, 
tant com es pugui, a la complexitat de la xarxa IP. 
 
En el capítol 1 de la present memòria hem vist diverses propostes per poder 
modelitzar d’una manera realista la xarxa d’Internet. El model que hem utilitzat 
és el de dominis Transit-Stub, generant grafs amb nodes de trànsit i nodes 
d’accés amb distribucions aleatòries. Aquests grafs troncals els hem aconseguit 
mitjançant les eines de l’Institut Tecnològic de Georgia, un conjunt d’aplicacions 
que permet generar grafs de diversos tipus de topologies seguint diferents lleis 
probabilístiques per la interconnexió de dos nodes. 
 
Aquest generador porta el nom de GT-ITM [7], corresponent a les inicials de 
Georgia Tech Internetwork Topology Models, i originalment estava pensat per 
utilitzar-se amb màquines Solaris, tot i que hi ha el port per a Linux. El seu 
funcionament es basa en una sèrie d’scripts que indiquen al generador les 
característiques topològiques del model creat. Per exemple, podem generar un 
graf seguint algun dels models aleatoris descrits, indicant el nombre de nodes i 
els diferents paràmetres probabilístics necessaris per a cada model (el de 
Waxman, l’exponencial, l’aleatori pur o el de localització). O si volem generar el 
graf amb un model jeràrquic, ja sigui utilitzant el model de nivell N o el Transit-
Stub, podem indicar al generador quina distribució aleatòria volem que tingui 
cada nivell jeràrquic i els seus paràmetres. 
 
La sortida que obtenim és un fitxer de text amb extensió .gb, amb la informació 
sobre els nodes i les arestes que formen el graf base. Tot i ser un fitxer de text, 
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la seva comprensió és complicada, per la manera com es defineixen els 
atributs dels nodes i arestes, moment en que podem utilitzar una altra eina del 
generador per fer més “comprensible” l’estructura del graf. D’això se 
n’encarrega el sgb2alt, un programa que transforma la sortida obtinguda 
anteriorment a un nou format amb extensió .alt, més senzill d’interpretar, ja que 
els atributs dels nodes i les arestes s’escriuen d’una manera més ordenada. A 
més, aquest tipus de fitxer és utilitzable per a altres aplicacions, com per 
exemple el NED (Network EDitor) [8], un programa de codi obert escrit en Java 
que permet veure representats gràficament els grafs generats, així com 





Fig.4.1 Representació amb NED d’un dels grafs troncals utilitzats 
 
 
Una altra eina que ofereix el GT-ITM és sbg2ns, un altre traductor que passa 
del format original a un format interpretable pel NS-2 (el Network Simulator) 
[10], l’eina més utilitzada arreu per fer simulacions de comportament de xarxes. 
El paquet també inclou utilitats per fer estadístiques i diagnòstics sobre els 
grafs que s’han generat, per comprovar que els grafs segueixen els paràmetres 
imposats. 
 
Com el nostre objectiu és fer una simulació del comportament dels algorismes, 
hem generat 5 grafs troncals seguint un model Transit-Stub, per tenir resultats 
de les simulacions sobre possibles configuracions de la xarxa d’Internet. La 
utilització del model de dominis de trànsit-accés ens ha semblat la més 
adequada per a aquest experiment, ja que interpretem que els membres del 
grup multicast són ordinadors d’usuaris connectats a Internet des del seu lloc 
de treball o estudi, o des de casa seva. La topologia definida consta d’un 
conjunt d’enllaços troncals (o de trànsit) que connecten els diferents dominis i 
als quals es connecten les subxarxes independents, de forma que hi hagi molt 
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pocs enllaços entre els nodes de la xarxa i els nodes de trànsit i que les 
connexions directes entre nodes de diferents subxarxes siguin molt poc 
probables. Aquesta topologia s’assembla bastant a la situació que volem 
representar: una col·lecció de nodes, actuant com a routers, amb enllaços entre 
ells de molt alta velocitat i temps de retard elevat, que actuen de portes d’enllaç 
de les sub-xarxes, que podrien actuar com a les xarxes dels proveïdors 
d’Internet, o d’una LAN corporativa. Aleshores, el que ens falta és posar els 
usuaris; aquests seran nous nodes que es connectaran, normalment amb 
enllaços de baixa velocitat, a algun node de les xarxes d’accés. 
 
 
4.3. Ampliació del graf troncal amb els nodes d’usuari 
 
A partir d’ara, tots els procediments de transformació de grafs necessaris per 
aconseguir el model adequat per a l’aplicació dels algorismes, així com la seva 
simulació, s’ha realitzat mitjançant aplicacions escrites amb el llenguatge Java 
[9]. Hem escollit aquest llenguatge de programació perquè, tot i poder ser una 
mica més lent que el llenguatge C (ja que el Java és un llenguatge interpretat), 
és fàcil d’utilitzar (hi ha moltes llibreries amb moltes funcions, tot molt 
documentat, i el tractament de la memòria és molt automatitzat), i té una gran 
portabilitat (al ser interpretat es pot executar un programa en Java sobre 
qualsevol sistema operatiu que tingui instal·lada la màquina virtual). 
 
La primera aplicació, inetGenerator.MainInetGenerator, s’encarrega de generar 
un graf (amb el format que utilitzarem en els programes en Java) a partir d’un 
arxiu amb extensió .alt. També afegeix a aquest graf un nombre n de nodes 
d’usuari (que anomenarem nodes U), que actuaran com a els nodes terminals 
del grup multicast. Quan executem l’aplicació, caldrà posar-hi tres paràmetres 
d’entrada: el primer, el nom d’un fitxer amb extensió .alt que contingui un graf 
base seguint el model Transit-Stub generat amb el GT-ITM i transformat 
mitjançant el sbg2alt; el segon paràmetre és el nombre de nodes U que 
s’agregaran al graf troncal (de manera que podem crear, sobre el mateix model 
d’Internet, un grup multicast de 10 usuaris, o de 200); i, per últim, el nom del 
fitxer que contindrà el graf amb tots els nodes, en el format propi de l’aplicació. 
 
L’agregació dels nodes d’usuari es realitza de manera completament aleatòria, 
de manera que s’escull un node dels que tenim en el graf base. Si aquest node 
és un node stub (que també anomenarem node S), hi connectem un nou node 
de tipus U. Si, en canvi, és un dels nodes de trànsit (o node T), busquem un 
nou node aleatòriament. Aquest procediment el realitzem per poder assegurar 
que els nodes d’usuari estaran connectats sempre a una xarxa d’accés, de 
manera que tindrem el tipus de model que hem definit al principi, i evitarem el 
cas que un usuari estigui connectat directament amb un dels routers troncals 
d’Internet. 
 
En el moment de crear el graf troncal, així com quan anem escollint els nodes 
d’usuari, afegim a les arestes unes etiquetes de cost. Cada enllaç, a més d’un 
identificador, conté dues etiquetes: el valor BW, que indica l’ample de banda 
disponible en aquest enllaç, en unitats de kbits/s; i el valor Delay, que indica el 
temps de propagació, en unitats de mil·lisegons. En els models que hem creat, 
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aquests valors estan fixats, intentant representar els valors reals que tindrien en 
una xarxa amb la topologia que estem seguint. Així, els enllaços entre nodes T 
(que correspondrien a enllaços directes entre routers de dominis d’Internet) 
tenen un ample de banda de 1000000, és a dir, un enllaç a 1 Gb/s, mentre que 
el seu retard és de 100 ms. Els enllaços entre nodes S i entre un node S i un 
node T (és a dir, els enllaços dins de la mateixa xarxa d’accés, així com els 
existents entre un node de la xarxa d’accés i el router que actua de porta 
d’enllaç) tenen un BW de 100 Mb/s, mentre que el seu retard està en 10 ms. 
Per últim, els enllaços entre un node S i un node U podrien ser molt més 
variats: des de 100 Mb/s d’ample de banda (si suposem que els usuaris es 
connecten des de la xarxa d’una universitat) fins a 56 kb/s (si l’usuari es 
connecta des de casa seva utilitzant un mòdem telefònic). Per agafar un valor 
únic adequat, hem suposat que la majoria dels usuaris que formarien part del 
grup multicast es connectarien des de casa seva utilitzant una connexió ADSL 
de 512 kb/s (tot i que en l’actualitat moltes operadores ja ofereixen connexions 
de 1 ó 2 Mb/s), i és per això que el valor que hem utilitzat per a aquest tipus de 
connexions és de 512 kb/s per a l’ample de banda, i un retard de 1 ms (ja que 
el retard entre un usuari i el seu ISP sol ser negligible, davant els retards 
provinents de les xarxes de trànsit). 
 
Cal comentar també que en el nostre graf les connexions són simètriques, i que 
la velocitat de recepció i de transmissió són idèntiques, cosa que s’allunya del 
que podríem considerar “real” amb una xarxa d’usuaris connectats mitjançant 
l’ADSL. De totes maneres, l’augment de les velocitats “de pujada” de les 
connexions (en l’actualitat, la gran majoria de proveïdors ofereixen 300 kb/s) fa 
que els valors utilitzats en la simulació no siguin massa allunyats a la realitat. A 
més, també podem pensar que hi poden haver usuaris que es connectin des de 
xarxes a 10 Mb/s, o usuaris que tinguin contractat un ample de banda de 
transmissió major que 512 kb/s, amb què, a l’hora de fer mitjanes, aquest valor 
com a ample de banda de l’enllaç no s’allunya tant de la realitat. Una millora 
que es pot realitzar en aquesta aplicació és modificar el mètode que 
s’encarrega d’etiquetar les arestes del graf, de manera que obtinguéssim un 
graf dirigit (amb diferents valors l’ample de banda de l’enllaç segons el sentit en 
què ens movem entre els nodes), i també per a que la connexió entre nodes S i 
nodes U pogués prendre diferents valors seguint certes lleis probabilístiques, 
de manera que realment hi haguessin diferents tipus d’usuaris al grup multicast.  
 
 
4.4. La xarxa overlay: aplicació de l’algorisme de Dijkstra 
 
Una vegada obtingut el graf amb els nodes troncals (de tipus T i S) i amb els 
equips terminals que formen el grup multicast (nodes tipus U), és el moment de 
crear la xarxa overlay. Aquesta xarxa correspon a la xarxa que formarien els 
membres del grup, vista des del nivell d’aplicació. De fet, ja hem comentat que 
l’algorisme és aplicable a qualsevol nivell de la torre OSI, però com que volem 
estudiar el seu comportament en transmissió multimèdia, sobre una 
determinada aplicació, ens limitarem al nivell més elevat de la torre de 
protocols. 
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Així, doncs, el que necessitem és un nou graf, on tinguem representats els 
nodes que formen el grup, i on veiem les connexions entre sí. Com que, per la 
definició que hem fet del model, el graf és connex, tots els nodes d’usuari 
poden connectar-se mitjançant un camí dins del graf a qualsevol altre node U. 
Per tant, el graf resultant que representarà la xarxa overlay serà un graf 
complet, ja que, si suposem que els membres coneixen a la resta dels 
membres del grup, cada node del nou graf estarà connectat a la resta de 
nodes. A més, cada aresta tindrà un etiquetatge representant el cost d’haver 
d’anar des d’un node fins a l’altre, i sobre el graf del model d’internet, ens 
interessa que aquest cost sigui mínim. Aquest cost, segons el model del carter, 
sumarà el temps de transmissió del node origen i el retard total de la 
propagació. És a dir, negligirem els temps de procés dels nodes S i T 
intermitjos. 
 
D’aquesta feina se n’encarrega l’algorisme de Dijkstra, presentat en el capítol 2. 
En aquest moment, utilitzarem una altra aplicació, dijkstra.MainDijkstra. La seva 
funció és crear el graf representatiu de la xarxa del grup multicast a partir d’un 
graf amb el model d’Internet, amb nodes T, S i U. Com a paràmetres 
d’execució, necessitem un fitxer que contingui un graf amb nodes d’usuari 
(creat en el pas anterior), un fitxer on es guardarà la informació del graf de la 
xarxa overlay, i un tercer fitxer que contindrà informació sobre les taules 
d’encaminament, utilitzat més endavant per calcular el linkstress. En aquest 
últim fitxer trobarem, per a cada node de tipus U, una llista amb els 
identificadors dels nodes T i S que s’han de recórrer en seguir aquest camí 
mínim per arribar a un altre node d’usuari U. 
 
El procediment que segueix aquesta aplicació és senzill: per a cada node U del 
graf model s’aplica Dijkstra per arribar a la resta de nodes. En finalitzar una 
iteració (és a dir, quan s’ha executat l’algorisme per un node u), tenim el cost 
del camí mínim des del node origen fins a qualsevol dels altres nodes U. 
Aquest cost vindrà donat pel retard total que tarda un missatge en anar d’un 
lloc a l’altre. Com que l’aresta que uneix aquests dos nodes de tipus U 
representa la connexió que tindríem de manera directa entre els dos nodes, 
l’ample de banda corresponent serà el mínim ample de banda de totes les 
arestes del graf original per les que hem hagut de passar per arribar al destí. 
Com que, en el nostre cas, utilitzem valors fixats en els enllaços, aquest valor 
de BW sempre serà de 512 kb/s. El que faltarà ara és unir el node origen u amb 
tots els altres que formen la xarxa overlay, mitjançant arestes amb ample de 
banda 512 kb/s i el retard que ens ha calculat l’algorisme. 
 
El resultat, com hem vist, serà un graf complet, on per a cada node de tipus U 
sabrem quins són els membres del grup multicast que estan més propers, és a 
dir, els que tenen un retard de transmissió menor. Amb aquesta informació 
podem aplicar la família d’algorismes per veure quina és la manera òptima de 
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4.5. Simulació dels algorismes 
 
Un cop obtingut el graf que formen els membres del grup multicast, podem 
aplicar-hi els dos models d’algorisme que hem definit: el S/S-1/s i el S/S/s. Per 
això, tenim dues aplicacions, que permeten executar de manera independent 
un model o altre. Les trobem dins el package algorithm, i reben el nom de 
MainAlgorithmModelSSMinus1 i MainAlgorithmModelSS. Aquestes aplicacions 
reben com a paràmetres el nom d’un fitxer que conté el graf overlay, és a dir, el 
graf complet que formen els membres del grup multicast, un valor enter indicant 
el valor del paràmetre s per a l’execució de l’algorisme, i el nom del fitxer on es 
guardaran les dades resultants de la simulació. 
 
Com que el funcionament i els diferents paràmetres que intervenen ja estan 
explicats en el capítol anterior, aquí ens limitarem a veure els resultats 
obtinguts després de l’execució. Els que ens interessen són els valors de minl i 
maxl  (és a dir, els temps màxim i mínim que pot tardar un paquet en anar des 
d’un node fins a un altre), el valor de la cadència d’informació (molt relacionat 
amb la velocitat de l’enllaç de la font d’informació i el nombre de transmissions 
que ha de fer), i sobretot, el temps total que tarda un paquet des de que surt de 
l’origen i arriba a tots els usuaris del grup multicast. També guardem informació 
sobre les taules d’encaminament de l’algorisme (és a dir, la llista de nodes als 
quals cal reenviar la informació des d’un node que ja l’ha rebut); això ens serà 
útil per fer l’estudi del linkstress i per comprovar com, realment, els nodes no 
fan més enviaments dels limitats pel paràmetre s. 
 
 
4.6. Obtenció dels resultats 
 
 
4.6.1. Valors mitjans 
 
Fins aquí hem vist com hem generat un graf modelitzant la xarxa IP on hi ha un 
conjunt de membres que volen formar part d’un mateix grup multicast. I també 
hem vist com s’aplica l’algorisme que proposem com a solució. Però per tenir 
una bona representació del funcionament dels algorismes, cal que la seva 
execució s’efectuï sobre diferents xarxes, amb grups multicast de vàries 
dimensions i no distribuïts sempre de la mateixa manera, i comprovant si en 
mitjana els resultats obtinguts són els que esperàvem. 
 
Per això, també s’han programat petites aplicacions que generen fitxers batch, 
per poder iterar tot aquest procés diverses vegades. Ja hem comentat amb 
anterioritat que hem generat 5 grafs troncals (o grafs base), tots seguint la 
mateixa estructura del model Transit-Stub, però obtenint així diferents 
esquelets on poder aplicar tot el procediment. Per a cadascun d’aquests 
models i per a un nombre determinat de nodes s’han generat 10 grafs diferents, 
de manera que els nodes U quedessin distribuïts de diferents maneres sobre 
els dominis de trànsit i stub; els resultats d’aplicar els algorismes sobre aquests 
10 grafs ens serveixen per fer càlculs de valors mitjans, sempre basant-nos en 
el mateix graf base. 




Les proves s’han realitzat per grups multicast que van des de 10 nodes fins a 
200, passant per 25, 50, i 100. Per cada graf generat per aquest nombre 
d’usuaris s’han aplicat els dos models d’algorisme (S/S/s i S/S-1/s) per valors 
de s des de 1 ó 2 (segons el model S/S ó S/S-1) fins a 11. Una vegada hem 
obtingut tots els resultats individuals, passem a buscar-ne els resultats 
conjunts, com poden ser el temps mitjà de transmissió segons el model i el 
valor de s, el valor de convergència d’aquesta s pel temps de transmissió d’un 
sol paquet, o el nombre de paquets pel qual un mètode és millor que un altre 
juntament amb la fita teòrica. 
 
 
4.6.2. Càlcul del linkstress 
 
A més del temps que tarda un paquet en arribar a tots els membres del grup, 
també ens interessa estudiar com afecten els diferents models de transmissió a 
la congestió de la xarxa. Per això, hem fet un estudi del linkstress sofert pels 
enllaços del graf base, és a dir, dels enllaços que uneixen els nodes en el 
model inicial de la xarxa IP (nodes T i S). Aquest linkstress el mesurem 
comptant les vegades que un paquet passa per un enllaç (sigui en el sentit que 
sigui) mentre s’està fent la transmissió cap a tots els nodes del grup. Com que 
els nodes reenvien la informació un nombre determinat s ó s-1 de vegades 
(segons el model que s’aplica), podrem veure si hi ha alguna relació entre la 
distribució de càrrega i l’ús dels enllaços. En altres paraules, volem veure si el 
fet de repartir el treball de reenviar la informació (fent que un node retransmeti 
el paquet molt poques vegades) repercuteix en el fet de repartir la càrrega dels 
enllaços (utilitzant-ne més, però reduint el nombre de paquets que passen per 
un node determinat). 
 
Per fer els càlculs del linkstress s’ha definit una matriu que representa els 
enllaços entre dos nodes qualssevol del graf model d’Internet (i que constarà 
de nodes de tipus T, S i U). Utilitzant les taules d’encaminament obtingudes de 
l’aplicació de l’algorisme (que ens diu a qui ha d’enviar la informació un 
determinat node cada vegada) i les taules d’encaminament de l’algorisme de 
Dijkstra (on hi ha la successió de nodes T i S pels quals s’ha de passar per 
anar de manera òptima d’un node fins a un altre), indiquem a la matriu quin són 
els enllaços que s’utilitzen pera fer cada transmissió. Així, podem saber 
quantes vegades passa un paquet per un enllaç mentre s’està enviant el 
missatge a tot el grup. 
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5. RESULTATS, CONCLUSIONS I LÍNIES FUTURES 
 
 
5.1. Resultats i conclusions sobre els temps simulats 
 
Arribats a aquest punt, tenim prou informació teòrica i pràctica per veure com 
funciona la nostra família d’algorismes. A més, amb els resultats obtinguts de 
l’aplicació dels diferents programes que ens han permès fer la simulació, n’hem 
extret una sèrie de conclusions que justifiquen l’ús d’aquest algorisme. Aquesta 
prova sobre xarxes simulades, fent servir l’algorisme al nivell d’aplicació, l’hem 
realitzat per simplicitat i perquè una de les primeres aplicacions pràctiques de 
l’algorisme podria ser la transmissió de vídeo en temps real sobre xarxes P2P. 
En aquest cas, a més, tots els nodes veurien tots els membres del grup 
multicast –utilitzant comunicació TCP/IP– de forma que el graf resultant que 
representaria la xarxa és un graf complet. De totes maneres, el fet de tenir 
aquest graf complet no hauria de ser un obstacle per obtenir temps de 
processament baixos a l’hora d’executar l’algorisme, ja que la seva complexitat 
és polinòmica de grau dos en relació al nombre de nodes. 
 
Com s’ha vist en el capítol 4, les proves s’han realitzat creant un conjunt 
variable de nodes d’usuari (que representen els membres del grup multicast) 
distribuïts sobre una xarxa troncal seguint el model de Zegura, Calvert i 
Battacharjee explicat en el capítol 1. Com que, per poder estudiar el 
comportament real que tindria l’aplicació de l’algorisme, no és suficient amb uns 
pocs resultats en casos concrets (ja que els enllaços directes entre els nodes 
terminals poden variar segons el graf troncal, si les xarxes d’accés estan molt 
llunyanes unes de les altres, si els nodes terminals se situen en xarxes 
properes o no, etc.), hem generat una col·lecció de grafs amb el mateix nombre 
de nodes terminals i mantenint l’estructura del graf troncal intacta, per fer un 
càlcul mitjà del temps que tardaria un paquet en arribar a tots els membres del 
grup, en funció dels diferents paràmetres de l’algorisme.  
 
Els resultats de la simulació es recullen a les següents taules. En cada cas es 
mostra el retard en la transmissió d’un paquet, expressat en mil·lisegons i 
promitjat, per a cada nombre de nodes, sobre 10 grafs overlay diferents, 
definits tots sobre un mateix graf troncal. En cada cas s’han aplicat els dos 
models S/S/s i S/S-1/s per valors de s des de 1 fins a 11 (en el cas de S/S-1/s 
el valor inicial és 2). D’una taula a altra s’ha variat el graf troncal sobre el qual 
s’han definit les xarxes overlay. Dels cinc grafs troncals amb els quals hem 
treballat, reproduïm només tres taules de resultats, ja que les altres han donat 














Taula 5.1. Retards mitjans de la transmissió d’un paquet. Graf troncal 1 
 
Nodes  S=1 S=2 S=3 S= 4 S=5 S=6 S=7 S=8 S=9 S=10 S=11 
10 S/S 870 355 302 290 280 279 279 279 279 279 279 
 S/S-1  522 322 291 280 279 279 279 279 279 279 
25 S/S 1534 421 367 350 343 340 340 339 339 339 339 
 S/S-1  929 392 358 344 340 340 339 339 339 339 
50 S/S 2473 482 429 413 405 403 402 401 401 401 401 
 S/S-1  1378 465 421 411 405 402 401 401 401 401 
100 S/S 3960 507 450 429 422 418 417 416 416 416 416 
 S/S-1  2182 495 443 428 420 417 417 416 416 416 
200 S/S 6703 534 471 449 444 439 435 434 434 433 433 
 S/S-1  3573 520 467 448 441 438 434 434 433 433 
 
 
Taula 5.2. Retards mitjans de la transmissió d’un paquet. Graf troncal 2 
 
Nodes  S=1 S=2 S=3 S= 4 S=5 S=6 S=7 S=8 S=9 S=10 S=11 
10 S/S 956 483 449 434 429 429 429 429 429 429 429 
 S/S-1  675 466 435 429 429 429 429 429 429 429 
25 S/S 1548 586 536 520 514 510 509 509 509 509 509 
 S/S-1  1001 566 528 518 513 509 509 509 509 509 
50 S/S 2489 603 546 527 521 518 515 515 515 515 515 
 S/S-1  1472 586 538 526 519 516 515 515 515 515 
100 S/S 4010 628 559 538 529 526 525 524 522 522 522 
 S/S-1  2266 608 555 537 529 525 524 522 522 522 
200 S/S 6744 674 605 581 574 570 568 567 566 565 565 
 S/S-1  3633 658 600 579 572 569 568 567 565 565 
 
 
Taula 5.3. Retards mitjans de la transmissió d’un paquet. Graf troncal 3 
 
Nodes  S=1 S=2 S=3 S= 4 S=5 S=6 S=7 S=8 S=9 S=10 S=11 
10 S/S 909 442 413 400 395 395 395 395 395 395 395 
 S/S-1  600 419 400 395 395 395 395 395 395 395 
25 S/S 1564 571 519 502 497 496 494 494 494 494 494 
 S/S-1  982 547 509 498 496 494 494 494 494 494 
50 S/S 2499 569 515 498 489 486 483 483 483 483 483 
 S/S-1  1509 550 507 494 487 485 483 483 483 483 
100 S/S 3996 623 556 539 529 525 523 523 522 522 522 
 S/S-1  2321 602 550 534 528 524 523 522 522 522 
200 S/S 6743 630 561 543 532 530 527 526 524 524 524 
 S/S-1  3657 618 558 541 532 530 526 524 524 524 
 
 
D’aquesta manera podem veure que, per un nombre n de nodes d’usuari, el 
temps de transmissió d’un paquet varia poc segons la topologia de la xarxa, i 
que la veritable diferència està en el valor de s, és a dir, en el nombre de 
retransmissions que fa cada node del paquet. Com es pot observar de les 
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taules, aquest retard va disminuint progressivament en tots els casos (tant pel 
nombre de nodes com pel model utilitzat, S/S/s o S/S-1/s) fins que arriba un 
moment en què es manté constant, tot i augmentar el valor de s. Això és així 
perquè, una vegada s’ha arribat al valor òptim, no és necessari que els nodes 
de la xarxa realitzin un nombre de retransmissions superior a una quantitat 
donada, per exemple s=6 en el primer cas de la primera taula presentada. 
Aquest seria el valor pel qual el retard de transmissió convergeix, i per tant, 
seria impossible rebaixar més aquest temps amb aquest model de l’algorisme. 
Cal afegir que a vegades la convergència ens apareix en valors elevats de la s 
(com ara 9 ó 10), però podem veure que, per sobre de s=6, el guany que 
obtenim en aquest retard de transmissió és d’uns pocs mil·lisegons, mentre que 
la pèrdua de temps que tenim d’enviar més vegades el paquet i la congestió 
que això pot ocasionar a la xarxa no fan aconsellable agafar un valor de s 
superior. A més, ja hem vist en l’estudi teòric del capítol 3 que els models més 
ràpids, pel que fa al temps total de transmissió, corresponen als models amb la 
mínima s  (és a dir, a S/S/1 i S/S-1/2), sempre i quan el nombre de paquets que 
hàgim d’enviar sigui prou elevat. 
 
Uns altres resultats que ens interessen són els valors d’aquest nombre de 
paquets que optimitzen els models més senzills (que podríem anomenar els 
“lineals”, S/S/1 i S/S-1/2). Com que tenim la fita teòrica calculada pel mode 
S/S/s, a la següent taula es mostren els resultats obtinguts per a aquest cas. 
Prenent dos grafs amb el mateix nombre de nodes d’usuari però generats 
sobre grafs base diferents, per a cadascun hem buscat els valors de minl  i maxl , 
així com el valor de M1 utilitzant l’expressió 3.2 del capítol 3, i la fita d’aquest 
valor que ens donaria la fórmula 3.17. També hem buscat, en cada cas, el valor 
de la convergència d’s. 
 
 
Taula 5.4. Valors de M1 i la seva fita per a casos concrets 
 
Nodes minl  maxl  M1 Fita d’M1 Convergència s 
10 35 285 27 106 6 
10 35 385 16 145 3 
50 25 295 90 621 6 
50 25 395 76 834 8 
100 25 295 147 1261 7 
100 25 395 148 1691 6 
200 25 295 264 2542 8 
200 25 395 273 3407 8 
 
 
En aquests casos podem veure com la fita del valor de M1 i el valor real es 
diferencien bastant, a causa de la diferència que separa minl  i maxl . Però, tot i 
que el valor real de M1 i la seva fita siguin valors distants, aquesta fita no deixa 
de ser important, ja que indica que sempre hi haurà un nombre de paquets (i 
per tant, un volum d’informació) a partir del qual el model S/S/1 serà més ràpid 
que els altres. I aquest nombre de paquets tampoc és excessivament elevat, ja 
que la fita màxima que podem trobar en aquesta taula és de 3407 paquets; i a 




més, segons les fites teòriques calculades al capítol tercer, el seu creixement 
serà en el pitjor dels casos lineal amb el nombre de nodes de la xarxa. La 
simulació que hem realitzat utilitza paquets de 1500 bytes, de manera que, si 
hem d’enviar un volum d’informació superior a uns 5 Megabytes 
(aproximadament la mida de 3400 paquets) cap a els 200 nodes que formen 
aquesta xarxa concreta, la manera més ràpida serà utilitzant aquest model 
S/S/1. De totes maneres, això és un càlcul teòric i maximal (és a dir, en el pitjor 
cas), de manera que a la pràctica, com es mostra a la taula, amb 273 paquets 
(és a dir, uns 800 Kb d’informació) ja és suficient per assegurar que el mètode 
S/S/1 és el que dóna menys retard. 
 
Si retornem a les taules 5.1, 5.2 i 5.3, podem fer comparacions entre els 
models S/S/1 i S/S-1/2, aplicats sobre els mateixos grafs. En principi, semblaria 
que els temps de retard de l’enviament d’un paquet haurien de ser comparables 
entre el model S/S/1 sobre un graf de n/2 nodes terminals i el model S/S-1/2 
sobre n nodes, ja que en l’S/S/1 per n/2 nodes tindríem un únic camí en línia de 
n/2 nodes, mentre que en l’S/S-1/2 per a n nodes tindríem dos camins en línia 
de n/2 nodes que el paquet recorreria simultàniament (si som estrictes, en el 
segon camí hi hauria un retard addicional del temps de transmissió del paquet 
des del node arrel, perquè aquest node començaria enviant el paquet primer a 
un camí i després a l’altre, però aquesta diferència no és molt important). A la 
pràctica, no obstant, hem vist que en aquestes condicions és més ràpid S/S-1/2 
que S/S/1, ja que el model S/S-1/2 no es troba inicialment amb dos conjunts 
qualssevol de n/2 nodes a través dels quals ha de traçar els seus trajectes, sinó 
que va construint els camins de n/2 nodes seleccionant-los d’un conjunt de n 
nodes. I, tal com s’ha definit l’algorisme, aquesta selecció no es realitza a 
l’atzar –cas en què els resultats de S/S-1/2 per n nodes i S/S/1 per n/2 haurien 
de ser comparables–, sinó que es realitza amb criteris de minimització de 
recorreguts. Per això, els dos subconjunts de n/2 nodes obtinguts amb S/S-1/2 
seran, en general, recorreguts més curts que el que podrem trobar sobre un 
subconjunt de n/2 nodes escollits a l’atzar, sempre i quan partim del mateix graf 
troncal. Per aquesta raó, els temps de retard del primer paquet obtinguts per 
S/S-1/2 sobre n nodes són aproximadament un deu o vint per cent menors que 
els obtinguts amb S/S/1 sobre la meitat dels nodes. 
 
Per altra banda, cal afegir que l’algorisme S/S/2 o l’S/S-1/2 ens podria 
interessar abans que el model S/S/1, encara que el retard total en els dos 
primers sigui major, en el cas de voler disminuir el retard que pateix el primer 
paquet per arribar a tota la xarxa, i sempre i quan la cadència de la font ens ho 
permeti. Tot això també és aplicable en general pel model S/S/s+1 comparat 
amb l’S/S/s. En aquest cas, es podria modificar l’algorisme de manera que, per 
escollir el valor de s, es tinguessin en compte, per una banda, el nombre de 
paquets (per saber si s=i ofereix menys retard que s=i+1), i per altra la 
cadència de la font, per evitar escollir un valor de s que provoqués que el node 
arrel estigués en silenci (si s fos prou petit com per deixar de retransmetre un 
paquet quan el següent encara no està preparat, la qual cosa no tindria cap 
sentit ja que si limitem s es precisament per començar a transmetre a 
continuació el següent paquet i fer més ràpida la transmissió total de tots els 
paquets). El procediment final seria el següent: es calcularia en primer terme el 
valor de s=i mínim tal que el producte de s pel temps de transmissió sigui major 
Resultats, conclusions i línies futures    
 
49
o igual al temps de cadència de paquets de la font, de manera que ens 
asseguréssim que no hi hauria intervals de silenci a la font, entre la transmissió 
de dos paquets consecutius. Coneixent el nombre de paquets que s’han de 
transmetre, calculem el retard total pels valors de s=i  i  s=i+1, i en el cas que el 
retard per s=i+1 fos menor, se substituiria s=i per s=i+1. De fet, aquesta 
operació es repetiria per a s=i+1 i s=i+2, i successivament, fins a trobar un punt 
en què el retard total no es reduís. En tot cas, si el nombre de paquets és 
elevat, el temps menor ens apareixerà en general amb el primer valor de s=i. 
 
 
5.2. Resultats del linkstress 
 
Com s’ha vist al capítol tercer, és possible distribuir la càrrega de tràfic a la 
xarxa restringint el nombre màxim de retransmissions que fa cada node. Amb 
aquest objecte, s’han fet simulacions per mesurar el tràfic que el nostre 
algorisme indueix sobre la xarxa en funció de s i poder d’aquesta forma 
preveure els possibles riscs de congestió. Per a això s’ha considerat la 
transmissió de només un paquet, ja que si tinguéssim més paquets els resultats 
serien els mateixos multiplicats pel nombre de paquets. 
 
A cadascuna de les següents gràfiques s’ha dibuixat a l’eix vertical el nombre 
d’enllaços de la xarxa troncal pels quals el primer paquet ha passat un nombre 
de vegades igual al nombre que marca l’eix horitzontal. Aquesta xifra s’ha 
promitjat, per un determinat nombre de nodes, sobre cinc grafs escollits d’un 
mateix troncal. Amb això obtenim tres gràfiques –per a un nombre de nodes de 
10, 50 i 100, respectivament-- a on podem veure, per a cada model S/S/s amb 


































Fig. 5.1 Linkstress pel cas de 10 nodes 
































































































Fig. 5.3 Linkstress pel cas de 100 nodes 
 
 
Tal i com s’havia predit al capítol tercer, en disminuir s es distribueix millor la 
càrrega de la xarxa. Si ens fixem en el cas s=1, veiem com en la majoria dels 
enllaços el paquet hi passa només un o com a molt dos cops, de manera que 
els enllaços troncals de la xarxa pels quals cada paquet passa tres o més 
vegades són pràcticament inexistents. A més, també hem trobat el nombre 
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mitjà de vegades que el paquet viatja pels enllaços que s’utilitzen (és a dir, pels 
enllaços del graf base pels quals un paquet passa una o més vegades). 
Aquests resultats es presenten a les següents taules. 
 
 




































Fins i tot podem veure que, com més augmentem el valor de n, pel cas S/S/1 
aquest valor mitjà de viatges que fa un paquet es va reduint. També podem 
veure que, pel cas que tinguem pocs nodes a la xarxa (com ara, n=10), el valor 
del linkstress en utilitzar un valor o altre de s no varia massa, ja que amb pocs 
viatges podem arribar a tots els nodes. En canvi, per un valor com n=100, sí 
que hi trobem una variació important (tot i que presenta certa convergència), ja 
que per a s=1 tenim que el paquet passa en mitjana 1’3 vegades per cada 
enllaç utilitzat, mentre que si s=2 tenim que aquest valor és el doble (indicant 




que els enllaços tindrien el doble de càrrega); i si augmentem s fins a 3, 
s’acosta al triple del tràfic que trobem amb s=1. Per tant, el model S/S/1 no 
només dóna el mínim temps de transmissió (en el cas d’haver d’enviar 
suficients paquets) i dóna unes probabilitats de pèrdua petites (si la relació 
entre el nombre de nodes terminals i la probabilitat d’error en la comunicació és 
l’adequada, com hem vist al capítol 3), sinó que a més també és el que 
distribueix millor la càrrega i dóna menys risc de congestió dels enllaços. 
 
 
5.3. Línies futures 
 
En aquest treball hem presentat, definit i analitzat la família d’algorismes S/S/s i 
S/S-1/s, i hem realitzat petites simulacions per veure com funcionarien en un 
escenari més o menys real. En el nostre cas, i tal com s’han definit les xarxes, 
hem considerat la hipòtesi que tots els nodes tenen coneixement de tots els 
enllaços de la xarxa (que en el nostre exemple de xarxa overlay, és a dir, de 
xarxa en el nivell d’aplicació, significaria que els nodes haurien de conèixer 
totes les comunicacions extrem a extrem entre els nodes). Per a les nostres 
simulacions això no ha estat cap problema, ja que sempre podíem saber quina 
era l’estructura i els paràmetres de la xarxa (per poder trobar taules 
d’encaminament o retards totals); però a efectes pràctics caldria que els nodes 
anessin actualitzant periòdicament aquesta informació de les taules d’estat (per 
poder aplicar correctament l’algorisme) mitjançant sistemes d’inundació. Per 
tant, una millora per a la simulació podria tenir en compte que la xarxa pot ser 
dinàmica, i que els nodes d’usuari (és a dir, els que formen el grup multicast) 
poden entrar i sortir del grup en qualsevol moment. 
 
També es podria estudiar la possibilitat de permetre que els nodes s’unissin o 
es desconnectessin de la xarxa amb recomptes parcials i sense haver de refer 
tots els càlculs de les taules d’encaminament, de manera que encara que el 
temps de transmissió podria augmentar (perquè no podríem assegurar mai que 
estiguéssim en un cas òptim), evitaríem haver de recalcular les taules cada 
vegada que hi ha un canvi. Una altra possibilitat podria permetre fins a un 
nombre màxims de canvis (unions i/o desconnexions de nodes), moment en 
què s’actualitzarien les taules de tots els nodes. Aquest valor límit de canvis es 
podria determinar amb el càlcul analític de la seva fita, o senzillament, amb 
proves simulades. En aquest cas, podríem tenir uns nodes especials 
(anomenats nodes de control) que renovarien sempre la informació i 
treballarien amb dues taules (una simplificada i idèntica per a tots els nodes de 
la xarxa, i una altra òptima), i decidirien el moment en què s’hauria d’inundar 
tota la xarxa amb la nova informació perquè tots els nodes disposessin de les 
taules d’encaminament òptimes. 
 
A més, s’ha de tenir en compte que pel cas de tenir S/S/1, o en general un 
valor de s petit, serà molt més senzill inundar la xarxa amb informació de la 
pròpia taula d’encaminament que no pas amb la informació de l’estat dels 
enllaços. En el primer cas, s’hauria d’enviar a cada node un únic paràmetre, 
indicant el veí al qual ha de retransmetre cada paquet. En canvi, de l’altra 
manera hauríem d’enviar a cada node n-1 paràmetres, indicant l’estat dels n-1 
enllaços extrem a extrem de la xarxa, perquè cada node pogués calcular la 
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taula d’encaminament. Així, hauríem d’inundar amb més informació la xarxa, i 
esperar a que tots els nodes haguessin calculat la taula d’encaminament. En tot 
cas, cal dir que aquest temps de processament també s’hauria de comptar en 
el cas de tenir només un node de control que calculés les taules i les enviés a 
la resta de nodes de la xarxa. 
 
Per tot això, a la pràctica es podria dissenyar un protocol utilitzant aquest 
encaminament S/S/1 amb el qual es designés un node de control (que podria 
ser el mateix node arrel), que calcularia les taules d’encaminament i indicaria a 
la resta de nodes quin és el següent node al qual s’ha de retransmetre cada 
paquet. A més, la resta de nodes no hauria de rebre cap informació sobre 
l’estat de la xarxa, i tan sols haurien d’enviar l’estat dels seus enllaços al node 
arrel. Si el node arrel caigués o tingués algun error, es podria informar a algun 
node suplementari, i aquest podria informar-se de l’estat de la xarxa i crear una 
nova taula d’encaminament. De totes maneres, en una transmissió normal, si el 
node arrel deixés de funcionar, no caldria avisar a un node secundari per a 
calcular de nou les taules d’encaminament, ja que no tindríem dades per enviar 
als membres del grup multicast. 
 
Finalment, s’ha plantejat la possibilitat de provar l’algorisme en xarxes més 
realistes i fins i tot en una xarxa real de l’EPSC. En aquest cas no només 
s’estudiarien els retards de la transmissió i la distribució de la càrrega de tràfic 
en funció del paràmetre s de l’algorisme, sinó que es podrien assajar 
mecanismes dinàmics per a la unió i desconnexió de nodes a la xarxa. Més 
endavant, a més, es podria plantejar l’aplicació d’aquest tipus d’algorismes en 
capes inferiors de la torre OSI de protocols. 
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