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ABSTRACT 
Recommender systems, which filter information based on individual interests, represent a possible remedy for information 
overload. There are two major types of recommendation techniques—collaborative filtering and content-based. Although the 
content-based approach alleviates the “cold-start” problem faced by collaborative filtering, this approach generally produces 
lower accuracy. Thus, a hybrid strategy is often adopted. However, we identified that existing approaches are hampered by 
insufficient analysis of the unstructured content features of recommended products and a problematic assumption that ignores 
individual differences in the perception of similarity. Therefore, we propose a new recommendation framework that applies 
Latent Semantic Analysis to extract semantic features from unstructured text and uses Multiple Regression to identify a 
unique similarity weighting strategy for each user. By using a combined dataset from MovieLens and Microsoft Xbox, we 
developed a movie recommender as a proof-of-concept. The initial results represented a promising opportunity to combine 
behavioral studies and computer algorithms.  
Keywords 
Perceived similarity, collaborative filtering, content-based analysis, hybrid movie recommendation, latent semantic analysis, 
singular value decomposition, multiple regression. 
INTRODUCTION 
The advent of the Internet and the increasing capacity of storage media have made storing and delivering enormous amounts 
of data possible.  For example, in the film industry, more than 8,000 movies were entered into The Internet Movie Database 
(IMDB) in 2012 alone, which makes choosing a good movie a time-consuming and laborious task.  Therefore, IT artifacts 
that could quickly and accurately locate useful information based on individual interests are in great demand. One type of 
those IT artifacts is the recommender system, which “produces individualized recommendation as output or has the effect of 
guiding the user in a personalized way to interesting or useful objects in a large space of possible options” (Burke, 2002, 1). 
Over the past few decades, recommendation systems have been intensively studied in both industry and academia 
(Adomavicius and Tuzhilin, 2005), and represent an effective solution for information overload (Burke, 2002; Good, Schafer, 
Konstan, Borchers, Sarwar, Herlocker and Riedl, 1999; Resnik and Varian, 1997; Terveen and Hill, 2001). 
Collaborative Filtering (CF) (Herlocker, Konstan, Borchers and Riedl, 1999; Konstan, Miller, Maltz, Herlocker, Gordon and 
Riedl, 1997; Shardanand and Maes, 1995) and Content-based recommendation (De Carolis, Mazzotta, Novielli and Silvestri, 
2009; Su, Yeh, Yu and Tseng, 2010) are two techniques widely adopted in the movie recommendation area. Collaborative 
filtering relies on user-item preference data in which preference is often represented by a rating or web usage pattern. 
Whether a movie is recommended depends on the preference similarity between users (user-based CF) or the preference 
pattern similarity between items (item-based CF) (Breese, Heckerman and Kadie, 1998). However, user-based and item-
based CF suffers from a “cold-start” problem (Maltz and Ehrlich, 1995): User-based CF can never recommend an item to a 
user who has no rating or web usage history; the item-based CF cannot recommend an item without any ratings. 
To solve the “cold-start” problem, content-based recommendation, which is independent of user preference data, was 
proposed. It generates recommendation based on content similarity between items (e.g., a person who likes Transformers 
may also like to watch Iron Man) or between items and user profiles (e.g., a person who indicates an interest in hiking in his 
or her profile may like to watch 127 Hours).  Nonetheless, content-based recommender systems have several shortcomings: 
One is the limitation in content analysis. In many current content-based recommendation approaches, content features are 
limited to keyword or structured information, which fails to capture other rich textual information such as semantic 
information from unstructured texts. This shallow content analysis often results in low performance of content-based systems 
(Lops, Gemmis, and Semeraro, 2011).  
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Although a content-based recommender system could solve the “cold-start” problems, it often yields lower accuracy than 
collaborative filtering systems. Therefore, many state-of-art recommender systems adopt a “hybridization” strategy (Claypool, 
Gokhale, Miranda, Murnikov, Netes and Sartin, 1999). By adding additional textual features from a content-based 
recommender system to collaborative filtering, the hybrid recommender system has been shown to substantially improve 
performance. Since item-based recommendations allow computing and storing the item similarity (content similarity, rating 
similarity, hybrid similarity) offline, and thus are easier to scale, this system has become a widely used hybrid system. Item-
based recommendation approaches involve encoding collaborative and content information of an item as a feature vector, 
calculating weighted sum item similarities and recommending items similar to a user’s favorite items. For example, 
Mobasher, Jin and Zhou (2004) proposed an item-based recommender system framework by integrating structured semantic 
information (Actor, Genres and Directors) with collaborative filtering features for similarity computations. 
One caveat of the item-based method is the assumption that the similarity of two items is the same for all users. However, a 
plethora of marketing literature has shown that depending on individual factors (age, gender, personality, experiences, etc.), 
the same pair of products could be perceived differently by different users (Boush, 1997; Bowen, 1961; Martin and Stewart, 
2001; Walsh and Mitchell, 2005; Wedell, 1996).  Therefore, in the proposed method, we extend the current research by 
creating a personalized similarity measure that reflects every user’s unique taste and preferences. 
To summarize, in this study, we propose a new hybrid recommendation system that embraces the strength of collaborative 
filtering and content-based systems and focus mainly on solving two problems:  
1) Enriching content features by extracting and adding semantic information from unstructured texts.  
2) Inventing a personalized similarity measure to accommodate the perceived similarity of different users. 
Specifically, we choose the movie recommendation field as a proof-of-concept given that it has been a promising application 
domain in which much academic and industrial work is being addressed. In particular, we propose that any pair of movies 
could be similar in various combinations of five dimensions: actor, director, genre, synopsis, and rating. For example, if a 
user tends to follow mainstream opinions, he or she may also likely watch other similarly rated movies (rating similarity); or 
if a user is a super fan of a director, he or she may also like  movies directed by the same director or directors with similar 
styles (director similarity). The first four dimensions require extraction of content-based features. For an unstructured 
synopsis, we used Latent Semantic Analysis (LSA) to extract semantic meanings as content features. Since a movie-choice 
decision is often affected by those five dimensions simultaneously with different users with different weighting schema, we 
conduct a multiple regression on user rating data for every user and compute user-specific personal weights on these five 
dimensions. The overall movie similarity, which is represented by the weighted sum of all five types of similarities, is then 
personalized and unique for each individual user. Finally, recommending a movie becomes a trivial task: We need to provide 
only the top k movies similar to a user’s indicated favorite movies as recommendations.  
We adopt the design science paradigm (Hevner, March, Park and Ram, 2004) to organize this paper. Specifically, we follow 
the six activities of “a nominal process model for the conduct of design science research,” which was introduced by Peffers, 
Tuunane, Rothemberger and Chatterjee (2008) and is based on Hevner et al.’s (2004) guidelines. Starting with the 
introduction section, we first discuss the relevance of and motivation for designing recommendation systems, and then define 
the objectives for a solution as (1) extracting semantic information from unstructured text as content features and (2) 
generating a personalized similarity measure based on users’ subjective perception. Subsequently, we propose the 
recommendation framework based on techniques such as Latent Semantic Analysis, Singular Value Decomposition (SVD) 
and Multiple Regression. We then demonstrate the applicability of the method by using a movie dataset integrated from 
MovieLens and Microsoft Xbox data. In addition, the performance is evaluated with three metrics—Precision@K, Average 
Rating and Average Position—focusing on different aspects of recommendation results. Finally, we summarize the results 
and discuss future research directions.  
A HYBRID PERSONALIZED MOVIE RECOMMENDER 
Latent Semantic Analysis 
Rather than simply counting the word co-occurrence of two texts as content similarity (Terra and Clarke, 2003), the vector 
space model, knowledge-based methods and corpus-based method were proposed to extract more content similarity features 
in the natural language processing field (Deerwester, Dumais, Furnas, Landauer and Harshman, 1990; Manning, Raghavan 
and Schutze, 2008; Mihalcea, Corley and Strapparava, 2006). Because the corpus-based method does not require domain-
specific ontologies and has shown promising performance, we mainly use this method and in particular the Latent Semantic 
Analysis (LSA) (Deerwester et al., 1990; Landauer, 2007; Landauer, Foltz and Laham, 1998) to calculate the semantic 
similarity for unstructured synopses. 
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LSA, a mathematics-based theory of meaning, is a computational method for extracting and representing the contextual usage 
meaning of words (Deerwester et al., 1990; Landauer, 2007; Landauer et al., 1998).  The underlying idea of LSA is that the 
aggregate of the entire word context provides a set of constraints that determines the similarity of the meaning of words. 
Thus, when two terms occur in contexts of similar meaning—even in cases where they never occur in the same document—
the reduced dimension solution represents them as similar. This representation can be used to compare similarities in 
different documents (collections of words). In fact, researchers have found that LSA can perform some meaning-based tasks 
as well as humans, and LSA has been found to share up to 90% of agreement with human experts (Landauer, 2002). 
The first step in LSA is to construct a vector-based model, also called a “bag of words” model. For a collection of documents, 
a vocabulary is built to store the unique words. Usually, stop-word removing and stemming are performed to get rid of words 
with extremely high frequency and to group inflected (or sometimes derived) words in their stem. Based on this vocabulary, a 
document could be denoted as an n-dimensional vector (the size of the vocabulary). Each dimension corresponds to a word 
from the vocabulary, and the value represents how many times this word appears in this document. A weighting function is 
usually applied to adjust the frequency for rarely used words. Usually, Tf-idf (term frequency-inverse document frequency) is 
used. After this step, a collection of   documents with  unique words can be represented by a     matrix in which each 
row represents a document vector and each column represents a unique term. 
Since  is usually very large, this matrix could be very sparse and noisy. Thus, the second step in LSA involves reducing 
dimensionality, and is accomplished with a matrix factorization technique—SVD. SVD decomposes the original matrix into 
two orthogonal matrices  and ,  and a diagonal matrix of singular values  . 
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Because of the nice dimensionality reduction performance of SVD, it has also been applied to recommender system research. 
For example, Sarwar, Karypis, Konstan and Riedl (2000) pointed out that SVD applied to user-item rating matrix will 
significantly reduce noise and improve prediction accuracy. Mobasher et al. (2004) used SVD to reduce the feature space of a 
movie’s semantic information (such as actor, genre and director), and found it led to substantial gains in prediction accuracy. 
Therefore, in this study, in addition to conducting LSA on synopsis features, we also apply SVD to actor, genre, director and 
rating matrices to produce a dense matrix, reduce data noise and decrease the computing cost. 
Perceived Similarity 
Human assessment of similarity is fundamental to cognition. It plays a crucial role in determining the recognition of familiar 
objects and the categorization of novel objects, which has provided grounds for predicting behaviors in a novel context 
(Holland, Holyoak, Nisbett and Thagard, 1989). In fact, assessing has been complicated in nearly every cognitive process 
from perceptual classification and art appreciation to business decision-making. Many models have been proposed to identify 
the factors affecting the similarity of two objects. The contrast model (Tversky, 1977) pointed out that the similarity of two 
objects is a function of their common features weighed against their distinctive features. The structural alignment model 
(Gentner and Markman, 1994, 1997; Markman and Gentner, 1993a, 1993b) complemented the previous model by also 
considering the relationship between features. The dual process model (Bassok and Medin, 1997; Estes, 2003; Wisniewski 
and Bassok, 1999) further adds thematic relations to allow thematic and structural comparison between two objects. 
However, the perceived similarity of two objects is not only the function of features, structural relations and thematic 
relations but is also complicated with individual difference. This notion of individual effect on perceived similarity has been 
intensively studied under various stimuli, including psychological concepts (Wainer and Kaye, 1974), music style (Eastlund, 
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1992; Eerola, Järvinen, Louhivuori and Toiviainen, 2001), visual art (O’Hare, 1976), personal relationship (Jones and Young, 
1972) and product/brand (Blattberg and Sen, 1974; Walsh and Mitchell, 2005).  
Various aspects of individual differences have been identified. For example, Eerola et al. (2001) pointed out that the 
frequency of exposure to a certain type of music features affects a person’s judgment of folk melody similarity. O’Hare (1976) 
found that students’ past art training affects their perception of painting similarity. In this study, based on unique features of 
movies, we argue that a user’s previous experience and preferences for actors, directors, genres, synopses and others’ movie 
ratings affect the user’s perception of movie similarity. An example is if a user has a positive experience with the director 
James Cameron, when a user judges movie similarity, he or she will put more weight on the director dimension and will find 
Avatar and Titanic more similar than Avatar and Iron Man, even though the former pair belongs to different genres and has 
completely different stories and actors. To identify each individual’s unique weighting strategy, we applied multiple 
regression, which regresses the actor, director, genre, synopsis and rating characteristics of a user-watched movie on this 
user’s rating.  
Proposed Framework 
We propose a hybrid personalized movie recommendation framework, which is composed of three steps (cf. Figure 1). First, 
by applying LSA and SVD, we calculate item similarities based on five dimensions: actors, directors, genre, synopsis and 
rating. Second, based on movie rating history, we conduct regression analysis for each user to identify the contribution of 
each dimension to his or her movie judgment. Using the coefficient betas, we calculate a weighted sum of five similarities as 
the new similarity measure, which is personalized and unique for each individual user. Finally, we retrieve a list of movies 
similar to a user’s previously highly rated movies as the recommendation. 
 
Figure 1 Framework of the hybrid personalized movie recommender system 
Step1: Calculating Similarity 
After the movie and user rating data are collected, all the numerical and textual information is transformed into feature 
vectors. As described, the feature vectors for synopsis are represented by a term-document matrix. Similarly, the feature 
vectors for ratings are denoted by a user-item matrix, with each cell representing a user’s rating for a movie. The feature 
vectors for actor, genre, and director are constructed in the following steps: 
1) Build a dictionary containing all unique actors (genres or directors) from the movie dataset.  
2) Represent actors (genres or directors) of a movie as an -dimensional feature vector with  being the size of the 
created dictionary. If a movie has a genre   in the dictionary, the value of its  dimension is 1, otherwise is 0.   
Depending on the size of the unique actors, genres, directors, synopsis words and users, the length of the corresponding 
feature vector could be extremely long, resulting in very sparse vectors and unreliable cosine similarity calculation. Thus, we 
apply LSA and SVD to feature vectors to reduce dimensionality and noises.  
Step 2: Calculating Personal Weights 
Each user’s personal weights is calculated by exploring his or her rating history. We perform one multiple regression for 
every user. The dependent variable (DV) is a user’s historical movie rating, and the independent variables (IVs) correspond 
to the actor, director, genre, synopsis and movie rating features of a user’s rated movies. Depending on the different 
characteristics of those five dimensions, we use three different methods to calculate the independent variables. 
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1) Actor, Director and Genre 
These three independent variables should reflect how a movie’s actor, director and genre affect a user’s rating. For instance, 
if a user is a fan of Tom Hanks, his or her ratings on Tom Hanks’ movies are more likely to be higher than other movies. In a 
regression model, the bigger this rating difference, the larger the coefficient beta. 
We use the process of generating the actor IV as an example. For each user, we first identify his or her favorite actors. The 
extent of favoring is determined by how frequently this actor appears in this user’s watch history. If this frequency is greater 
than a certain threshold, we determine this actor is the user’s favorite. Then we compare the list of favored actors against the 
actors of each rated movie, and count the times the actors appear. These counts are the IV values. The assumption is if a 
user’s preference for a movie is mainly determined by its actors, the more his or her favorite actors star, the higher the user 
rates this movie. The independent variables for director and genre are calculated similarly. 
2) Movie Rating 
The movie rating IV should indicate whether a user tends to agree with other people: The more a user is inclined to follow 
the mainstream opinions, the stronger the correlation between this IV and DV. The movie rating IV is then represented as the 
average ratings of all other movies.  
3) Synopsis 
The synopsis IV should represent a user’s tendency to watch movies with similar plots or themes. If a user prefers a certain 
type of story, he or she is more likely to give a higher rating to a movie with similar stories. Therefore, for a movie , we 
first retrieve its  movies with the largest cosine similarity scores. This set of movies represents the semantic theme of movie 
. We then count the number of times the other rated movies belong to this theme (i.e., appearing in the list of these k 
documents). The higher this number, the more likely this movie  belongs to a user’s favorite theme.  
An example of generated IVs and DV for one user is shown in Table 1. Assuming a user watched 30 movies, to calculate the 
IVs for actor, director and genre, we first find out the user’s favorite actors, directors and genres by counting the times they 
appear in the entire watched list. After identifying this user’s favorite based on three thresholds, we calculate the frequency 
they are shown in each movie. For instance, this user likes two actors, one director and two genres from Titanic.  The movie 
rating IV is simply the average ratings of other users. To calculate how the theme of Ted affects this user’s evaluation, we 
retrieve 50 movies with the highest cosine similarity scores to the synopsis of Ted. In the list of these 50 movies, we identify 
the number of movies also watched by this user as the value of synopsis IV. For example, other than Ted, this user never 
watched a movie with a similar script. If this user mainly relies on synopsis similarity to filter movies, he or she will give 
very low ratings to Ted. 
 
No. Watched 
Movies 
Rating 
y 
Actor 
x 
Director 
x 
Genre 
x 
Rating 
x 
Synopsis 
x 
1 Titanic 5 2 1 2 3.8 3 
2 Avatar 4.5 0 1 2 4 2 
… … … … … … … … 
30 Ted 3 1 0 0 3.85 0 
Table 1. An Example of IVs and DVs Used in the Preference Weights Regression 
After regression is conducted, the standardized coefficient beta , , … ,  represents a user’s personal weights for actor, 
director, genre, synopsis and movie rating. Notice that we use only the statistically significant betas as the personal weights, 
and the non-significant weight is adjusted to 0.  If a user has no significant beta, we use only the rating similarity since 
collaborative filtering often yields higher accuracy. 
Step 3: Ranking 
After a personalized similarity measure is computed for every user, recommending movies is essentially finding movies most 
similar to a user’s highly rated movies. This step is called ranking. Depending on different types of users, there are two 
scenarios: 
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1) If a user has rated enough movies 
According to his or her rating history, we first calculate the personal weights and combine them with five types of similarities 
to form a new personalized similarity measure. We then identify a list of favorite movies by this user’s historical ratings. We 
then retrieve the top- movies similar to this user’s favorite movies as the final recommendation. 
2) If a user has not rated any or enough movies but indicates one (or more) movie(s) as possible favorite movie(s). 
We average the personal weights for all other users, and recommend top k similar movies to this user’s favorite movie(s). 
DEMONSTRATION AND EVALUATION 
To demonstrate and evaluate our hybrid personalized movie recommendation approach, we used two datasets: The first is a 
publicly available dataset from MovieLens (http://www.grouplens.org); the other is a private dataset from Microsoft Xbox. 
First, we introduce the dataset and the preprocessing procedures. After discussing the experiment setup, we demonstrate the 
applicability of our recommendation approach and evaluate it in comparison to existing approaches. Finally, we highlight and 
critically discuss limitations of our approach. 
Dataset 
We integrated two datasets to extract the content and collaborative features for each movie. The MovieLens dataset is a 
popular dataset for collaborative filtering. It contains 10,000,054 ratings applied to 10,681 movies by 71,567 users. Since the 
users in this dataset have on average rated more than 100 movies, the user-item preference matrix is relatively dense leading 
to an upward biased performance on collaborative filtering methods. However, this dataset does not contain enough content 
features and especially synopsis information. Therefore, we used the Microsoft Xbox dataset as a complement. The Microsoft 
Xbox dataset contains 25,144 movies with information on actors, genres, directors, synopsis and many other features. We 
applied an Edit Distance measure—a string comparison method—to integrate these two datasets. The integrated dataset has 
556,468 ratings applied to 4,788 movies by 1,711 users.  There are 314 unique genres, among which many are synonyms 
representing an SVD demand. The most frequently used genre is Romance.  There are 21,522 actors and 2,449 directors in 
this set of movies. The users in this datasets rated even more movies, with on average 318 ratings per user. On average, one 
movie received 113 ratings. 
Experiment Setup 
We evaluated the effectiveness of our approach through an offline analysis in two steps. First, we present the evaluation 
procedures including dataset partitioning and evaluation metrics. Next, we introduce several benchmark recommendation 
approaches for comparison. 
Evaluation Procedures 
As described in Figure 2, we partitioned each user’s rated movies into training (60%) and test (40%) sets. The training set is 
used to calculate the personal weights for a user.  The top 10 rated movies from the training dataset are a user’s favorite 
movies, which is the basis for retrieving similar movies. After applying the weighted-sum similarity measures to all the 
movies in the dataset, we picked the top 20 movies most similar to a user’s favorite movies as the recommendation. Finally, 
we compared the recommended set with the test set. 
 
Figure 2 The evaluation framework for our hybrid personalized recommender 
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To capture different aspects of the recommendation performance, we used three evaluation metrics: precision at K, average 
rating and average position of the successfully recommended movies. Precision at K reflects the number of movies in the 
recommended set actually in the test set, which reflects the fraction of hit recommendations from the recommended set. 
Average rating represents a user’s preferences of those hit recommendations, inspired by the fact that a user could initially 
pick a recommended movie to watch but later regret this decision. The higher the average rating, the more satisfied this user 
feels about the recommendation. Average position reveals the searching cost of the recommended set. A position equal to 2 
means the second movie from the recommended list is likely to be watched by this user. The lower the position number, the 
lower searching cost this user will take for this recommendation set. 
Benchmark Recommendation Systems 
To evaluate the performance of our hybrid personalized movie recommendation approach—HB-Personal, we implemented a 
set of alternative approaches, ‘‘competing artifacts,’’ is integral to design science research (Hevner et al., 2004). To prove the 
effectiveness of the hybrid system, we first implemented a collaborative filtering system—CF -Rating, and recommended top 
20 movies based solely on rating similarities. We also implemented a set of content-based systems: CB-All, CB-Synopsis, 
CB-Actor, CB-Director and CB-Genre. Notice that for CB-All, the feature vector for a movie is based on all the content 
features. Similarly, we applied SVD to reduce the dimensionality. To test whether the personally weighted similarity 
measures were better than the equally weighted ones, we also implemented a hybrid recommendation system by assuming 
equal weights for all the content and collaborative features—HB-Equal. For each recommendation system, we applied them 
to the same training set and calculated the performance metrics against the same test set. 
Result and Discussion 
We implemented our hybrid personalized movie recommender along with seven competing approaches. The results are 
shown in Table 2. Generally, when using our approach, a user could find at least six movies out of 20 movies interesting, the 
future ratings of those movies are on average 3.97/5 and the first interesting movie will appear third on the list. All content-
based approaches performed poorly, which is consistent with previous findings that the content-based approach generally 
yields lower accuracy than collaborative filtering. However, we argue that there is still room for improvement because in this 
experiment we did not perform feature selection to get rid of useless textual features and, more importantly, selected the best 
k dimensions to keep. HB-Personal performed significantly better than HB-Equal, which proves the power of multiple 
regression to capture individual difference.  
However, HB-Personal performed worse on precision and position but better on rating. There are three potential reasons: (1) 
Since we did not apply feature selection to content-based features, combining content-based and collaborative features 
actually hinders the overall performance. (2) The rating information comes from a collaborative filtering dataset, which could 
lead to an upward bias when evaluating collaborative filtering methods. (3) The personal weights are learned from 
correlations between movie characteristics and user rating. The recommended list thus emphasizes movie ratings at the cost 
of fewer hit movies with lower positions. Nonetheless, we argue that at the individual level, our model performs better in 
terms of capturing idiosyncratic user characteristics. 
Models Precision @20 Rating Position 
HB-Personal 31.19% 3.97 2.79 
HB-Equal 24.88% 3.91 3.50 
CF-rating 31.92% 3.86 2.72 
CB-All 6.27% 2.44 4.12 
CB-Synopsis 6.44% 2.47 4.59 
CB-Genre 4.42% 1.79 4.02 
CB-Actor 6.79% 2.63 4.85 
CB-Director 4.96% 2.02 4.00 
Table 2. Experiment Results for Eight Recommendation Approaches 
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CONCLUSION 
In this study, we identified two problems in the current recommendation approaches. The first is many content-based 
recommenders fail to capture unstructured textual features. The second is they assume similarities between objects are 
perceived equally by different users. We attempted to solve these two problems by using Latent Semantic Analysis and 
Multiple Regression. Our initial results represent an opportunity to add features from the user study to the computer 
algorithm. Admittedly, there is still much room for improvement by conducting more in-depth user study and using more 
sophisticated text mining techniques.  
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