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The extreme value statistics of active matter offer significant insight into their unique properties. A phase
transition has recently been reported in a model of branching run-and-tumble particles, describing the spatial
spreading of an evolving colony of active matter in one-dimension. In a ”persistent” phase, the particles form
macroscopic robust clusters that ballistically propagate as a whole while in an ”intermittent” phase, particles are
isolated instead. We focus our study on the fluctuations of the rightmost position xmax(t) reached by time t for
this model. At long time, as the colony progressively invades the unexplored region, the cumulative probability
of xmax(t) is described by a travelling front. The transition has a remarkable impact on this front. In the
intermittent phase it is qualitatively similar to the front satisfying the Fisher-KPP equation, which famously
describes the extreme value statistics of the non-active branching Brownian motion. A dramatically different
behaviour appears in the persistent phase, where activity imparts the front with unexpected and unusual features
which we compute exactly.
I. INTRODUCTION
Systems whose constituents posses an innate ability to con-
vert energy available in their environment into directed mo-
tion are commonly referred-to as active matter. In the context
of biological systems, it encapsulates a broad range of living
phenomena, ranging from macroscopic multi-cellular organ-
isms like animals, down to single-cell organisms, such as bac-
teria and their sub-cellular components [1–4].
A fundamental characteristic of active matter is the break-
ing of detailed balance associated with the generation of di-
rected motion. This leads to a wealth of unique features ob-
served both on the collective level, such as self-organization,
flocking and motility-induced phase separation [3, 5–12], as
well as for individual particles, which may exhibit a non-
Gibbsian equilibrium distribution [13, 14]. Many of these in-
teresting phenomena are known to be closely related to active
matter’s ability to persistently maintain directed motion over
extended periods of time. It is therefore not surprising that re-
cent years have seen a resurgence of interest in persistent ran-
dom walk models [15–20]. One popular example is the ”run-
and-tumble” particle (RTP), which has been shown to describe
the motility of various bacteria, such as E. coli [10, 21–29]. In
this model, particles have a fixed velocity v0 whose direction
changes in ”tumbling” events that occur at a constant rate γ.
In contrast to Brownian motion, where particles are subjected
to random forces preventing any persistence, the RTP displays
a finite persistence length v0/γ.
Another important facet of living active systems is their
ability to multiply and form extended colonies. Several frame-
works have been used to model the spatial spreading of bacte-
rial colonies. One well-studied macroscopic approach adopts
an effective description in terms of reaction-diffusion equa-
tions [30–35]. A different, more microscopic, approach in-
stead models bacteria as branching Brownian motion (BBM)
[36–44], where each Brownian particle may branch into two
identical particles or die. In 1D, the spreading of BBM is char-
acterised by the evolution of the maximal position xmax(t)
reached up to time t by any of the particles in the colony.
Branching processes are one of a handful of examples of cor-
related random processes in which exact results may be de-
rived for the extreme value statistics (EVS), and are typically
described by a travelling front (TF) [45]. However, there are
very few examples where the functional form of the front can
be described analytically [46]. In the context of BBM, seminal
works by McKean [47] and Bramson [48] have shown that the
cumulative distribution function (CDF) of xmax (t) is given
at large time by the travelling front satisfying the well-known
Fisher-KPP equation [49, 50].
In this article we investigate the EVS of an evolving colony
of active matter by revisiting the 1D branching run-and-
tumble particle model considered in [51, 52]. A phase tran-
sition has been uncovered in the velocity of the front describ-
ing the EVS of the process by studying the evolution of the
density of particles [52]. However, the physical origin of this
phase transition and its impact on the overall shape of the trav-
elling front have not been analysed. Previous numerical stud-
ies of reaction-diffusion models for bacterial spreading have
established that such a phase transition has a dramatic impact
on the travelling front’s shape [35] but no clear analytical de-
scription has been given to this phenomenon.We fill this gap
by obtaining exact analytical results demonstrating the impact
of the phase transition on the shape of the distribution of the
rightmost position xmax(t). The ”intermittent” phase features
a front similar to the one arising in the non-active branching
Brownian motion and is solution of the Fisher-KPP equation.
In particular, in this phase the front has exponential tails on
both ends and its position exhibitsthe famous universal loga-
rithmic correction with respect to ballistic spreading [53].In
the ”persistent” phase we obtain a complete and exact analyti-
cal description for the front’s functional form and its position.
In contrast to the intermittent phase, we show that the front
has a finite edge beyond which it vanishes exactly.
The paper is organised as follows. In section II we present
the model and explain the origin of the phase transition. In
section III we detail our main results. In section IV, we de-
rive the main equations describing the cumulative probability
of the maximum and its associated travelling front. In section
V, we describe the properties of the TF in the ”intermittent
phase”. We first obtain its velocity and the logarithmic cor-
rection to its position with respect to ballistic spreading, after
which we proceed to analyze the TF’s asymptotic behaviour
and its relation to the branching Brownian motion. In section
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2VI, we describe the TF in the ”persistent phase”. We first show
that it presents a finite edge beyond which it vanishes exactly.
We then obtain an exact analytical expression for the func-
tional form of the TF and study its asymptotic behaviour.We
then compute the moments of the distribution and consider
some limiting cases. In section VII we characterise the TF
solution at the transition between the two phases. Finally in
section VIII we conclude and give some future directions.
II. MODEL
A. Model and observables
We consider a 1D model of branching RTP. At time t = 0,
a single RTP lies at x0 = 0 with velocity σv0, directed ei-
ther to the right (σ = +) or to the left (σ = −). At
any later time t > 0, the system contains N(t) particles
k ∈ {1, · · · , N(t)} characterised by their position xk(t) and
direction of motion σk(t) = ±. The system evolves according
to the following stochastic rules: during a small time interval
dt each particle k may, (i) branch into two independent par-
ticles with probability dt, (ii) die with probability δdt, (iii)
tumble, reversing its direction σk(t + dt) = −σk(t), with
probability γdt or (iv) move ballistically to the new position
xk(t+dt) = xk(t)+σk(t)v0dtwith the complementary prob-
ability 1−(1+δ+γ)dt. When a particle branches, it produces
an offspring moving in either direction with equal probabil-
ity. We characterise the process’ spreading by considering the
evolution of the rightmost position reached by any RTP in the
history of the process up to time t,
xmax(t) = max
τ∈[0,t]
{xk(τ)}N(τ)k=0 . (1)
We compute the exact large-time behaviour of the (comple-
mentary) cumulative probability
Qσ(x, t) ≡ Prob [xmax(t) ≥ x|x0 = 0, σ] , (2)
that xmax(t) remains bounded to [x,+∞) for time t, given
the initial position x0 = 0 and direction σ of the initial RTP.
One must first distinguish between the case δ ≥ 1, where
the number of particles N(t) eventually goes to zero with
probability P (t) = Prob[N(t) > 0] → 0, and δ < 1, where
the process has a finite probability P (t) → 1 − δ to survive
in the long-time limit (See App. A for details). In this arti-
cle we restrict our discussion to the latter, 0 ≤ δ < 1, where
the average number of RTPs grows exponentially over time,
〈N(t)〉 = e(1−δ)t. Of course, if the colony does go extinct
xmax(t) retains its value at the time of extinction and the prob-
ability Qσ(x, t) reaches a stationary state Qstσ (x). Condition-
ing on the survival or extinction of the process, i.e. N(t) > 0
or N(t) = 0, the cumulative probability reaches at large time
the asymptotic scaling form
Qσ(x, t) ≈ δ Qstσ (x) + (1− δ)Fσ (ζ = x−m(t)) . (3)
FIG. 1. Phase diagram of the model. In the stationary phase, for
δ ≥ 1, all particles eventually perish, there is no TF solution and the
system reaches a stationary state. For δ < 1 there are two distinct
phases [51, 52]: A persistent phase for δ + γ < 1/2 where the
velocity is constant and given by v0 and an intermittent phase for δ+
γ > 1/2 where the velocity vi is given in Eq. (6). Inset: Comparison
between the velocity v obtained from numerical simulation of the
stochastic process versus the tumbling rate γ for different dying rates
δ and the analytical prediction in Eq. (6).
This scaling form is observed clearly on Fig. 2. The func-
tion Fσ(ζ) describes the travelling front which arises if the
colony does survive up to time t. Note that it also describes
the cumulative probability of the rightmost position over all
particles k ∈ {1, · · · , N(t)} alive at time t. The parameter
m(t) represents the front’s position at time t and is given by,
m(t) = vt+X(t) where X(t) = o(t) . (4)
At leading order, the front propagates ballistically with veloc-
ity v and X(t) describes the correction with respect to this
ballistic motion at large time. Note that the position of the
front m(t) is not uniquely defined [42]. A common definition
is such that the TF takes a fixed value F (ζ = 0) = f for some
0 < f < 1. The leading correction to the front’s position
has been extensively studied and has been shown to take the
universal value X(t) ∝ (3/2) ln t (up to a multiplying non-
universal constant) for a general class of non-linear equations
[53]. Yet sub-leading terms which are either of O(1) or that
vanish in the large-time limit depend on the precise definition
of the front’s position and are in general hard to obtain exactly
[54, 55]. We focus our analysis in this article on this travelling
front solution.
B. Phase transition
This model exhibits a phase transition between a ”persis-
tent” phase, in which the particles form ballistically propagat-
ing macroscopic clusters, and an ”intermittent” phase where
the particles are instead isolated. We now detail the mech-
anism at the origin of this transition. Any single particle
with velocity σv0 branches into a pair of independent parti-
cles propagating at the same velocity σv0 and with the same
3position at rate 1/2. Yet, once created, this pair separates if ei-
ther particle tumbles or dies, which occurs with the respective
rates γ and δ. One therefore expects an exponential increase
in the number of particles in such a ballistically propagating
cluster if γ + δ < 1/2 since then particles moving along the
same direction multiply at a faster rate than they are depleted
by tumbling and death events. In the intermittent phase, where
γ + δ > 1/2, the number of particles in a cluster instead de-
cays exponentially over time, such that any cluster has a finite
life-time after which most RTPs evolve separately.
The impact of this phase transition on the TF velocity was
already described for this model in [51, 52] (see also [56–58]
for similar phase transitions in distinct models) and is sum-
marised in Fig. 1. In the persistent phase, the rightmost clus-
ter at time t  1 contains typically an exponentially large
number of particles and as such its evolution is not impacted
by the tumbling or death of individual particles. The evolution
of xmax(t) follows that of this cluster and propagates ballisti-
cally and persistently with velocity v = v0. In the intermittent
phase, a particle located at x = xmax(t) at time t is typically
isolated. After a stochastic time, this particle will eventually
die or tumble and xmax(t) will cease to grow until another
right-moving RTP crosses this position. We call this phase in-
termittent due to the alternate periods of growth and plateau
of xmax(t). This behaviour still leads to an average ballistic
growth, albeit with a smaller velocity vi ≤ v0.
III. MAIN RESULTS
We have described in section II the impact of the phase tran-
sition on the velocity of the travelling front (see also [51, 52]).
We will now detail our main results on the impact of this phase
transition on all the characteristics of the front describing the
distribution of the rightmost position of this process.
A. Intermittent phase
In the intermittent phase, for δ + γ > 1/2, the rescaled
variable ζ appearing in Eq. (3) reads
ζi = x−m(t) where m(t) = vit− 3
2λi
ln t+O(1) , (5)
and the position of the front m(t) is computed up to an un-
known time-independent correction of O(1) in this phase.
Here and in the following, the subscripts i and superscripts
i refer to the intermittent phase. The value of the velocity
v = vi of the TF appearing in Eq. (5) is given by
vi = v0
√
1−
(
rs
ra
)2
=
2
√
(1− δ)(δ + 2γ)
2γ + 1
v0, (6)
where rs = 1/2− δ − γ is the inverse life-time of clusters in
the intermittent phase and ra = γ + 1/2 is the rate at which
particles in the direction σ produce particles in the opposite
direction−σ, either by tumbling or branching. The parameter
λi appearing in the correction to the front’s position in Eq. (5)
characterises the tail of the TF solution
Fσ(ζi → +∞) ≈ aσζie−λiζi , (7)
and reads
λi =
r2avi
rsv20
=
1
v0
2γ + 1
2γ + 2δ − 1
√
(1− δ)(δ + 2γ) . (8)
As the particles in this model have a finite maximal speed v0,
this tail is cut-off at the value ζc.o.(t) for any finite t, such that
Fσ(ζi > ζ
c.o.(t)) = 0, as seen in Fig. 2. The value of ζc.o.(t)
is simply obtained by inserting x = v0t in Eq. (5). The TF
solution approaches the value 1 exponentially for ζi → −∞
(32) with the rate λ in Eq. (33). Note that the main features of
the TF in this phase are qualitatively similar as that of the TF
which is solution of the Fisher-KPP equation. An important
difference is that the TF at long time still depends explicitly
on the direction σ = ± of the initial particle.
B. Persistent phase
In the persistent phase, corresponding to δ + γ < 1/2, the
rescaled variable ζ appearing in Eq. (3) reads
ζp = x− v0t . (9)
Here and in the following, the subscripts p and superscripts
p refer to the persistent phase. The RTPs have in this model
a finite maximal speed +v0. This means that at any time,
xmax(t) cannot be larger than v0t and thus the TF has a finite
edge Fσ(ζp > 0) = 0 (see Fig. 4). Moreover, there is a
finite probability that xmax(t) = v0t if the initial direction is
σ = +. For this event to occur, one should have xmax(τ) =
v0τ at all times τ ∈ [0, t]. It means that at all times up to t
there must to be a non-zero number of particles in the cluster
emerging from the initial particle. On the other hand, if the
initial particle starts in direction σ = −, it will take a finite
amount of time for it to either tumble or create a right-moving
offspring. This delay cannot be caught-up afterwards as the
maximal velocity is v0 and one has xmax(t) < v0t at time t.
This feature can be observed in Fig. 4 where the cumulative
distribution Q−(x, t) is continuous for ζp = x − v0t = 0
while Q+(x, t) is discontinuous,
Q+(v0t, t) = Prob [xmax(t) = v0t|+]→ 1−2γ−2δ . (10)
The definition of the front’s position used in Eq. (9) is
F−(ζp = 0) = 0. The velocity of the TF is v = v0 and
the correction to the front’s position exactly X(t) = 0. In
this phase, we obtain an exact expression for the TF solution
F p+(ζp), expressed in terms of its inverse function Z
p
+(f) in
Eq. (55). The travelling front with initial direction σ = −
can then be obtained from Eq. (48). We also characterise
analytically the asymptotic behaviours of the travelling front
solution F pσ (ζp) both for ζp → 0 in Eqs. (63) and (64) and
for ζp → −∞ in Eq. (57) (see the rate in Eq. (58) and the
pre-exponential constant in Eq. (59)). The finite edge and the
discontinuity of the TF clearly arise from the persistence of
the RTPs and are not observed for the BBM [48].
4C. At the transition
At the transition, the travelling front has velocity v0. The
TF F tσ(ζp), where the superscript
t refers to the transition,
exhibits a finite edge for ζp = 0. Starting in the state σ = +,
the TF with initial direction σ = + is discontinuous at ζp = 0
for any finite time, with
Q+(v0t, t) =
2
2 + t
> Q+(x > v0t, t) = 0 , (11)
and becomes continuous only in the limit t→∞. In the spe-
cial case where δ = 0 and γ = 1/2, for which the full distribu-
tion Qσ(x, t) = F tσ(ζp) is described by the TF at sufficiently
large time t 1, we are able to obtain with good approxima-
tion the TF F tσ(ζp) at large but finite time t by computing its
inverse function
1
v0
Zt+(f ; t) =
3
2
ln
(
2 + t
t
(1− f)
)
− f
2
+
1
2 + t
. (12)
The TF with initial directions σ = ± satisfy with good ap-
proximation the algebraic relation F t− = F
t
+
2
/(2 − F t+) at
these large times. Finally, the function Zt+(f), inverse of the
TF solution F t+(ζp) can be obtained in the limit t → ∞ for
any γ, δ with γ + δ = 1/2. It is obtained by taking t → ∞
in Eq. (12) and reads (ra/v0)Zt+(f) = 3/2 ln(1− f)− f/2.
From this expression, we extract the asymptotic behaviours of
the TF solution both for ζp → 0 in Eqs. (75) and (74) and for
ζp → −∞ in Eq. (73).
IV. FOKKER-PLANCK EQUATION AND TRAVELLING
FRONT SOLUTION
A. Fokker-Planck equation
Our analysis starts with the derivation of a backward
Fokker-Planck equation [59] for the cumulative probability in
Eq. (2) (see [40] for a similar derivation for BBM). In this
approach, an equation for Qσ(x, t + dt) is obtained by split-
ting the time interval [0, t + dt] into [0, dt] and [dt, t + dt].
One first considers all possible evolution of the initial par-
ticle during the first sub-interval [0, dt]. Then, given this
initial evolution, the equation is derived by considering all
possible evolution in the interval [dt, t + dt] which con-
tribute to xmax(t + dt) ≥ x . Initially, the maximum is
xmax(t) = x0 = 0 and the corresponding cumulative proba-
bility is Qσ(x, 0) = Prob [xmax(0) ≥ x|σ] = Θ(−x), where
Θ(x) is the Heaviside step function. The evolution equation
reads for x > 0
Qσ(x, t+ dt) = γdtQ−σ(x, t) (13)
+
dt
2
[
2Qσ(x, t)−Qσ(x, t)2
]
+
dt
2
[Qσ(x, t) +Q−σ(x, t)−Qσ(x, t)Q−σ(x, t)]
+ [1− (1 + γ + δ)dt]Qσ(x− σv0dt, t) .
To understand this equation, consider the evolution of the ini-
tial particle during the first interval of time dt. It can either:
(i) Die with probability δdt, such that xmax(t) = 0 < x for
any time t ≥ 0, implying this process does not contribute to
(13).
(ii) Tumble with probability γdt. After time dt, the initial par-
ticle has direction−σ. Then xmax remains bounded to [x,∞)
during [dt, t + dt] with probability Q−σ(x, t), explaining the
first line of Eq. (13)
(iii) Branch with probability dt. Its offspring is in the direction
σo = ± with probability 1/2. There are now two independent
branching RTP processes whose maximum xmax(t+dt) must
remain bounded to [x,∞). This event happens if the maxi-
mum of either process remains bounded to [x,∞). The corre-
sponding probability is Qσ(x, t) + Qσo(x, t)(1 − Qσ(x, t)).
The term for σo = σ corresponds to the second line of Eq.
(13) and the term for σo = −σ to the third line
(iv) Move ballistically to position σv0dt with probability
1 − (1 + γ + δ)dt. The maximum xmax(t + dt) remains
bounded to [x,+∞) with probability Qσ(x − σv0dt, t), ex-
plaining the fourth line of Eq. (13).
In the limit dt → 0 and for x > 0, we obtain the two partial
non-linear differential evolution equations for σ = ±
∂tQσ(x, t) =− σv0∂xQσ(x, t) + raQ−σ(x, t)− rsQσ(x, t)
− Qσ(x, t)
2
[Q−σ(x, t) +Qσ(x, t)] , (14)
where the rates ra, rs read
ra = γ +
1
2
, rs =
1
2
− γ − δ . (15)
As we will see in the following, the fact that rs > 0 in the
intermittent phase, while rs < 0 in the persistent phase is
crucial to understand the impact of the phase transition on the
EVS of this process. We will now consider the behaviour of
the cumulative probability in the large time limit and focus in
particular on the travelling front.
B. Travelling front solution
After a typical time of order O(1), the probability P0(t) =
Prob [N(t) = 0] reaches its asymptotic value (See App. A for
details). Supposing the extinction of the process, and since
there is a finite maximal velocity v0, the process only has time
to reach positions xmax(t) = O(1) before all RTP die. In the
following, we focus our attention on the region x ∝ t  1,
where the stationary distribution vanishes, i.e. Qstσ (x) → 0,
while the travelling front solution Fσ(ζ) is non-zero. In the
long time limit, using the asymptotic scaling form of the CDF
in Eq. (3) and assuming that at leading order the position
of the front evolves ballistically m(t) = vt + o(t), one can
replace ∂tFσ(ζ) → −v∂ζFσ(ζ) + o(1) and re-express the
evolution of the CDF in Eq. (14) in terms of the TF solution
Fσ(ζ) as
(v − σv0) ∂ζFσ(ζ) = −raF−σ(ζ) + rsFσ(ζ)
+
ra − rs
2
Fσ(ζ) [Fσ(ζ) + F−σ(ζ)] + o(1) . (16)
5This equation for the TF solution can be amenable to an al-
ternative form, closer to the Fisher-KPP equation. To see this,
we multiply by (v+σv0) and take a derivative with respect to
ζ. It yields
(
v20 − v2
)
∂2ζFσ + 2vrs∂ζFσ + (r
2
a − r2s)Fσ =
ra − rs
2
[(Fσ + F−σ)(rsFσ + raF−σ)− (v + σv0) ∂ζ (Fσ(Fσ + F−σ))] ,
(17)
FIG. 2. Plot of Q±(x, t) versus the rescaled position ζi given in
Eq. (5) obtained from numerical simulations of the stochastic pro-
cess in the intermittent phase (γ + δ > 1/2). The dashed hori-
zontal line marks the value of 1 − δ, separating the contribution of
the stationary distribution δ Qstσ (x) (above) from the TF contribu-
tion (1 − δ)Fσ(ζi) (below) as described in Eq. (3). The numer-
ical results for the TF contributions with initial direction σ = ±
and for t = 21, 25 exhibit a very good collapse on the same master
curves. As particles have a finite maximal speed +v0, the cumulative
probability vanishes exactly Q±(v0t, t) = 0 at the rescaled position
ζc.o.(t) = (v0 − vi)t− 3/(2λi) ln t.
where we have used the short-handed notation Fσ ≡ Fσ(ζ).
This equation has two fixed-points, which are uniform solu-
tions, F± = 1 which is stable and F± = 0 which is unstable.
As time evolves, spatial areas that correspond to the unstable
solution are invaded by the stable solution. This scenario is
typical of non-linear equations such as the Fisher-KPP equa-
tion [60]. We now proceed to analyse the large time behaviour
of the TF solution Fσ (ζ) in each of the two phases indepen-
dently.
V. INTERMITTENT PHASE
We first consider the behaviour of the TF solution in the
intermittent phase.
A. Velocity of the travelling front
For completeness, we first repeat the general arguments al-
lowing to derive the velocity v of the travelling front equation
and show that in the intermittent phase vi satisfies Eq. (6)
[51, 52, 56–58]. In the limit ζ → ∞, the function Fσ(ζ) ap-
proaches the fixed point Fσ = 0 of Eq. (17). Both its value
and the value of its derivative are small in this regime (−∂ζFσ
is a probability distribution, it is positive and goes to zero as
ζ →∞). We may neglect the non-linear terms in Eq. (17) and
approximate the full solution Fσ(ζ) by the solution F linσ (ζ)
of the linearised equation. In this linearised version of Eq.
(17), the right-hand-side of the equation vanishes while the
left-hand-side remains identical, yielding(
v20 − v2
)
∂2ζF
lin
σ + 2rsv∂ζF
lin
σ + (r
2
a− r2s)F linσ = 0 . (18)
The full non-linear solution, which shares the same asymp-
totic behaviour as the linear solution Fσ(ζ → ∞) ∼
F linσ (ζ → ∞) must be a decreasing function of ζ as it is a
CDF. This means that we need to consider only the case where
v ≥ vi = v0
√
1−
(
rs
ra
)2
. (19)
Note that the finite maximum velocity v0 of the RTPs in our
model imposes the other condition v ≤ v0. In the opposite
scenario v < vi, the linear solution is oscillating as ζ → ∞.
The solution of the linear equation in Eq. (18) reads
F linσ (ζ) =

Aσe
−λ+ζ +Bσe−λ−ζ , v ≥ vi ,
(aσζ + bσ)e
−λiζ , v = vi ,
(20)
where the decay rates λ± and λi are given by
λ± =
rsv
v20 − v2
[
1± v0
v
√
v2 − v2i
v20 − v2i
]
; λi =
r2avi
rsv20
, (21)
with, in particular, λi = λ± for v = vi. Let us first mention
that for rs < 0, which is the case in the persistent phase, all the
rates are negative λ±, λi < 0. The TF solution Fσ(ζ) would
be exponentially increasing (instead of decaying) as ζ → ∞,
which is un-physical: Fσ(ζ) is a cumulative probability and
is therefore bounded 0 ≤ Fσ(ζ) ≤ 1. The method used here
therefore only applies to the intermittent phase where rs > 0.
6Since λ+ ≥ λ−, the solution of the linear equation will de-
cay at infinity as F linσ (ζ → ∞) ∝ e−λ−ζ . Considering only
the linear behaviour, any pair (v, λ−) represents a physical
solution. The correct and unique solution to the non-linear
equation is obtained by recalling that Fσ(ζ) is the TF solution
at long time describing the CDF Qσ(x, t). The initial condi-
tion for this distribution is a step function Qσ(x, 0) = Θ(−x)
and thus decays faster than exponentially as x→∞. The tail
Fσ(ζ →∞) ∝ e−λ−ζ of the solution, even at very large time,
keeps trace of this initial condition such that the exponential
decay rate λ− must be the largest possible [45, 60]. Here, the
largest real value of λ− is achieved for v = vi and given by
λi. Inserting in Eq. (21) the values of rs, ra, we recover the
expression of λi in Eq. (8).
The expression for the velocity in the intermittent phase in
Eq. (19) has a clear interpretation in terms of the rates rs and
ra. It increases with the rate ra at which left-moving RTPs
(that cannot contribute to the growth of xmax(t)) tumble or
branch into right-moving RTPs. On the other hand, it de-
creases with the rate rs, which is the inverse life-time of a
cluster of particles. Let us now turn to the correction X(t)
to the front’s position defined in Eq. (4). This subject has
been extensively studied for the Fisher-KPP equation and re-
lated non-linear equations and arises in a number of physical
problems [53–55].
B. Correction to the front’s position
We have seen in the previous section that, at leading order,
the front’s position propagates ballisticallym(t) = vit+o(t).
We now consider the behaviour of the correction X(t) =
(x − vit) − ζi in the intermittent phase as t → ∞. To de-
rive this behaviour, we will again compare the behaviour of
the full non-linear solution Fσ(ζi) as ζi → ∞ to the be-
haviour of a linearised solution. We will consider here the
solution qlinσ (x, t) of Eq. (14), linearised close to the fixed
point Qσ = 0. It satisfies the telegraphic equation
∂2t q
lin
σ + 2rs∂tq
lin
σ = v
2
0∂
2
xq
lin
σ + (r
2
a − r2s)qlinσ . (22)
First, let us check that the leading asymptotic behaviour of
the TF is indeed given by F iσ(ζi →∞) ≈ aσζie−λiζi and thus
that aσ > 0. To show this, let us suppose that this asymp-
totic behaviour is indeed correct and compute the value of aσ .
Multiplying Eq. (17) by (v20 − v2i )−1eλiζ and integrating with
respect to ζ over the real line, one can show that the left-hand
side of the equation simply reads∫ ∞
−∞
∂2ζi(e
λiζiF iσ(ζi))dζi = ∂ζi(e
λiζiF iσ(ζi))
∣∣
ζi→+∞ = aσ ,
(23)
where we used the limit F iσ(ζi → −∞) = 1 ( F iσ is a com-
plementary cumulative distribution) and our hypothesis for
the asymptotic behaviour of F iσ(ζi → ∞). The right-hand
side can be re-expressed after using the integration by parts∫
eλiζ∂ζ(Fσ(Fσ + F−σ))dζ = −λi
∫
eλiζFσ(Fσ + F−σ)dζ.
It yields an exact expression for aσ
aσ =
∫ ∞
−∞
dζ
ra(ra − rs)(r2a − r2s)eλiζ
2r3s
[F iσ + F
i
−σ] (24)
×
[
(ra + σ
√
r2a − r2s)Fσ + rsF−σ
]
.
This expression is strictly positive in the intermittent phase,
as the rates satisfy ra > rs > 0 and 0 ≤ Fσ ≤ 1. Our
hypothesis for the leading behaviour of the non-linear solution
F iσ(ζi →∞) ≈ aσζie−λiζi is therefore valid.
The behaviour of the leading correction X(t) to the front’s
position for a non-linear equation built on the telegraphic
equation has been investigated in [53, 61]. If the TF solu-
tion behaves asymptotically as F iσ(ζi → ∞) ≈ aσζie−λiζi ,
the leading correction takes the scaling form
X(t) ≈ 3
2λi
ln t+O(1) , (25)
where λi depends explicitly on the details of the equation
but the (3/2) ln t is universal and is also obtained e.g. in
the case of BBM. We show here that this result is indeed
correct for our particular case. In the asymptotic regime
ζi → ∞, we expect that the functions F iσ(ζi) ∼ qσ(x, t)
share the same asymptotic behaviour. We therefore need to
obtain the asymptotic behaviour of qσ(x, t) for t  1 and
x−vit 1. We first remove the exponential tail by consider-
ing q˜σ(x, t) = eλi(x−vit)qσ(x, t), which satisfies the equation
∂2t q˜
lin
σ + 2(rs +λivi)∂tq˜
lin
σ = v
2
0∂
2
xq˜
lin
σ − 2λiv20∂xq˜linσ . (26)
Note that the factor x − vit = ζi + X(t) can conveniently
be expressed in terms of the correction X(t) to the front’s
position. In the large t limit, one can show for this telegraphic
equation that the solution is a scaling function of u = (x −
vit)/
√
t = O(1). The scaling form leading to the correct
asymptotic behaviour reads
q˜linσ (x, t) =
1
t
g
(
x− vi√
t
)
. (27)
Inserting this scaling form in Eq. (26) and in the regime t 1
with u = 0(1), the scaling function g(u) satisfies
Deffg
′′(u) + ug′(u) + 2g(u) = 0 , Deff =
v20r
3
a
r4a
. (28)
The solution which leads to a correct matching is given by
g(u) = Aue
− u22Deff . (29)
Inserting this scaling function into the solution of the linear
equation qlinσ (x, t), one obtains at large time and in the regime√
t x− vit = ζi +X(t) ln t,
qlinσ (x, t) ≈ A
(ζi +X(t))
t3/2
e−λi(ζi+X(t)) . (30)
Comparing with the asymptotic behaviour F iσ(ζi → ∞) ≈
aσζie
−λiζi and supposing ζi  X(t), one recovers that at
leading order, the correction to the front’s position X(t) is
indeed given by Eq. (25). The computation of the corrections
beyond this log correction is in general a complicated task
[54, 55].
7C. Asymptotic behaviour for ζi → −∞
We already characterised in Eq. (7) the asymptotic be-
haviour of the TF solution for ζi → +∞ and used this result in
the previous section to obtain the correction to the front’s po-
sition. We will now consider the asymptotic behaviour in the
opposite limit ζi → −∞. Since F iσ(ζi) is a (complementary)
cumulative distribution, it converges to the stable fixed point
F iσ(ζi) → 1 at leading order as ζi → −∞. We will now con-
sider the first order correction to this behaviour by linearising
the equation for the TF solution (16) close to the stable fixed
point, introducing fσ(ζi) = 1 − Fσ(ζi)  1 as ζi → −∞. It
yields
2 (vi − σv0) ∂ζifσ = (3ra − rs)fσ − (ra + rs)f−σ , (31)
where fσ ≡ fσ(ζi). Note that we used that the derivative
∂ζifσ is the probability distribution of xmax(t) conditioned
on the survival of the process and approaches zero as ζi →
−∞. Solving the linear differential equation with the correct
asymptotic behaviour fσ(ζi → −∞)→ 0, one obtains
Fσ(ζi → −∞) = 1− bσeλζi , (32)
with the decay rate
λ =
ra
2r2sv0
√
(ra − rs)(3ra + rs)(3r2a + r2s) (33)
− (3ra − rs)ra
√
r2a − r2s
2r2sv0
.
Note that a similar exponential decay of the solution observed
for the solution of the Fisher-KPP equation close to the stable
fixed point.
D. Brownian limit
We have seen in the previous sections that the TF solution
in the intermittent phase shares a number of features with the
TF describing the maximum of a BBM, solution of the Fisher-
KPP equation. These qualitative features include the asymp-
totic behaviours of the solution as ζi → ∞ in Eq. (7) and
as ζi → −∞ in Eq. (32) together with the log-correction
to the front’s position as seen in Eqs. (5) and (25). We are
now going to show that there is a limit in which this analogy
is also quantitative and the TF in the intermittent phase con-
verges exactly to the solution of the Fisher-KPP equation. It
has been well-established that in the limit γ → ∞, v0 → ∞
with D = v
2
0
2γ = O(1), the RTP converges to a Brownian mo-
tion. In this limit, we first use that both ra ≈ rs ≈ γ at leading
order with ra − rs = 1 − δ to rewrite the velocity of the TF
in Eq. (6) and the exponential decay rates in Eq. (8) and Eq.
(33) as
vi → vBBM = 2
√
D(1− δ) , (34)
λi → vBBM
2D
, λ→ (
√
2− 1)vBBM
2D
. (35)
We recover exactly in this limit the values of velocity and de-
cay rates for the BBM. This can be understood further by tak-
ing the same limit in the TF equation (17), yielding
1
λ2i
F ′′σ +
2
λi
F ′σ + Fσ −
(Fσ + F−σ)2
4
= 0 . (36)
Note that the non-linear term is symmetric in σ. Therefore
the function f(ζi) = F+(ζi) − F−(ζi) is solution of a sec-
ond order linear differential equation. Since the functions
F±(ζi) both converge to the same fixed point for ζi → −∞
and ζi → +∞, the function f(ζi → ±∞) = 0 is zero in
both limits. It yields that f(ζi) = 0 for all ζi. One thus has
F+(ζi) = F−(ζi) ≡ F (ζi) for all ζi. This is not surprising
as in this limit, particles tumble from one state to the other
instantaneously, such that the direction of the initial particle
becomes irrelevant. Rescaling the position ζi → ξ = λiζi, Eq.
(36) is amenable to the Fisher-KPP equation
F ′′(ξ) + 2F ′(ξ) + F (ξ)− F 2(ξ) = 0 . (37)
The TF solution for the branching RTP process converges
in this limit to the TF solution for BBM as one should ex-
pect. Note that taking the limit γ → ∞, v0 → ∞ with
D =
v20
2γ = O(1) directly in the initial equation for the CDF
(14), one can show that the full CDF Qσ(x, t)→ QBBM(x, t)
converges to that of a Brownian motion [41].This convergence
of the solution for RTP to the solution for BBM thus also ap-
plies to the stationary distribution Qstσ (x) obtained in case of
extinction.
VI. PERSISTENT PHASE
We now consider the persistent phase where rs = γ + δ −
1/2 < 0. In this phase, we will see that the velocity of the
travelling front is maximal and equal to v0 and that the TF
has a finite edge beyond which it vanishes exactly. Before
considering the general case, we first show that this behaviour
indeed exists in the persistent phase by considering the special
case of infinite persistence where there is no tumbling γ = 0
and no death δ = 0 and particles have simple ballistic motion.
A. Infinite persistence (γ = δ = 0)
We first consider the simple case where there is no death
δ = 0 and no tumbling γ = 0. As there is no death, there
is no steady state solution in Eq. (3) and the full distribution
is given at long time by the TF solution Qσ(x, t) = Fσ(ζp),
where ζp = x−v0t. Particles have ballistic motion with speed
±v0 for all time. It is then simple to realise that the maximum
xmax(t) of the process is simply given by the position of the
first right-moving particle to appear in the process. Starting in
direction σ = +, the maximum of the process is the position
of the initial particle and it yields that xmax(t) = v0t for all
times t. The corresponding distribution retains its initial step
profile at all times
Q+(x, t) = F
p
+(ζp = x− v0t) = Θ(−ζp). (38)
8For δ, γ = 0, one has ra = −rs = 1/2 and the equation for
the CDF reads
(∂t + σv0∂x)Qσ =
(1−Qσ)
2
[Q−σ +Qσ] . (39)
It is then trivial to check that Q+(x, t) = Θ(v0t − x) is a
solution of Eq. (39). Note that taking explicitly the boundary
condition Qσ(x < 0, t) = 1 into account, the distribution
reads
Qσ(x, t) = Θ(−x) + Θ(x)Fσ(ζp = x− v0t) . (40)
This expression is valid throughout the persistent phase in the
particular case where δ = 0. The TF solution F−(ζp) can
be computed exactly by inserting this form in Eq. (39) and
solving the non-linear differential equation. However a more
physical picture is obtained using the fact that xmax(t) =
v0(t− 2τ+), where τ+ is the stochastic time at which a right-
moving particle first appears in the process. The probability
that at time τ , there are n left-moving and no right-moving
particle is the probability that τ+ ≥ τ conditioned on the num-
ber of particles to be n. This probability is simply obtained as
the probability that there are n particles in the process (See
App. A for details) times the probability 21−n that all the
n− 1 offspring are left-moving
Prob [τ+ ≥ τ |N(t) = n] = e−τ
(
1− e−τ
2
)n−1
. (41)
The cumulative probability of τ+ is then obtained by sum-
ming over all possible values of n ≥ 1. Noting finally
that Prob [xmax(t) ≥ v0t+ ζp] = 1−Prob [τ+ ≥ −ζp/2] as
xmax(t) = v0(t− 2τ+), the TF solution reads
F−(ζp) = 1−
∞∑
n=1
Prob
[
τ+ ≥ −ζp
2
|N(t) = n
]
= − tanh
(
ζp
4v0
)
. (42)
One can check that after inserting this TF solution in the full
CDF in Eq. (40), Q−(x, t) satisfies Eq. (39). In Fig. 3,
we show a comparison between the TF obtained via numeri-
cal simulation of the process and our analytical results, show-
ing excellent agreement. From Eq. (42), we can extract the
asymptotic behaviour for ζp → 0
F−(ζp → 0) = − ζp
4v0
+O(ζ3p) , (43)
and for ζp → −∞,
F−(ζp → −∞) ≈ 1− 2eζp/(2v0) . (44)
Finally, the moments of the maximum can be computed ex-
actly. In the large t limit, the rescaled random variable ζmax =
xmax(t) − v0t is independent of time and its cumulative dis-
tribution is precisely the TF solution F pσ (ζp). The moments
of ζmax read
〈ζnmax〉− =
∫ 0
−∞
2nζn−1dζ
1 + e−
ζ
2v0
= (−v0)n2(2n − 2)n!Z(n) ,
(45)
FIG. 3. Plot of Q±(x, t) versus the rescaled position ζp = x − v0t
obtained from numerical simulation of the stochastic process for in-
finite persistence (γ = δ = 0). There is no stationary state contri-
bution to Q±(x, t). The numerical results for the TF solution with
initial direction σ = ± and for t = 20 present a perfect collapse on
the analytical results F p+(ζp) = Θ(−ζp) and F t−(ζp) given in Eq.
(42).
whereZ(n) is the Riemann Zeta function, starting in direction
σ = − and 〈ζnmax〉+ = 0 starting in direction σ = +.
We have seen in this section that in this simple case,where
there is no tumbling nor death, the TF exhibits a finite edge
for ζp = x− v0t = 0, beyond which it vanishes. In direction
σ = +, the TF is discontinuous for ζp = 0 as there is a finite
probability (equal to 1 here) that the cluster whose parent is
the initial particle contains a non-zero number of particles at
time t. The position of the edge can be computed exactly
in this simple case.We are going to show in the following that
these features extend for any γ and δ throughout the persistent
phase (γ + δ < 1/2). We will in particular be able to obtain
an exact analytical expression for the TF and characterise both
its asymptotic behaviours and the moments of the distribution
as we have obtained here in this simpler situation.
B. Discontinuity of the solution for x = v0t
First, we show that the discontinuity of the solution for
ζp = 0, i.e. x = v0t, is generic in the persistent phase. Re-
placing v → v0 in the evolution of the TF Eq. (16) specified
to σ = +, we derive an exact algebraic relation between the
TF solutions F p+(ζp) and F
p
−(ζp),
κF p+ + F
p
− =
1 + κ
2
F p+
(
F p+ + F
p
−
)
, (46)
where we have defined
0 < κ = − rs
ra
=
1− 2γ − 2δ
1 + 2γ
< 1 . (47)
9Using this equation, one can express F p+(ζp) as a function of
F p−(ζp) and κ as
F p+ =
κ
1 + κ
− F
p
−
2
+
√(
F p−
4
+
(2− κ)
2(1 + κ)
)2
− 4(1− κ)
(1 + κ)2
.
(48)
Note that the previous section corresponds to the case where
κ = 1 with ra = 1/2 and in this limit F
p
+(ζp) = 1 and
does not depend on F p−(ζp). We will now use this equation
to show that the function F p+(ζp) is discontinuous for ζp = 0
throughout the persistent phase. Let us first remind that in
our model, the RTP have a finite maximum velocity +v0. It
is therefore impossible for any RTP to be at a position larger
than v0t at time t. This yields trivially that
F pσ (ζp = x− v0t > 0) ∝ Prob [xmax(t) > v0t] = 0 . (49)
We now consider the value of Fσ(ζp = 0). As we argued
earlier, starting in the direction σ = −, it takes a finite
amount of time for the initial left-moving particle to either
tumble or create a right-moving offspring. One must there-
fore have xmax(t) < v0t, even in the persistent phase. As
ζp = x − v0t, this yields that F p−(ζp = 0) = 0, as already
seen for δ = γ = 0 in Eq. (42). Using this result by setting
F p− = 0 in Eq. (48), we obtain instead that
F p+(ζp = 0) =
2κ
1 + κ
=
1− 2γ − 2δ
1− δ . (50)
Inserting this result in the expression of the full CDF in Eq.
(3), we obtain
Q+(v0t, t) = Prob [xmax(t) = v0t] (51)
= (1− δ)F pσ (0) = 1− 2γ − 2δ .
Note that we used Eq. (49) to rewrite Prob [xmax(t) ≥ v0t] =
Prob [xmax(t) = v0t]. As seen in Fig. 4, this discontinuity is
confirmed by numerical simulation of the process. This result
can be interpreted as the probability that the cluster emerging
from the initial particle contains a non-zero number of RTPs
at time t. The position of this cluster of particles at any time t
is simply given by v0t, hence xmax(t) = v0t. At t = 0, there
is only one particle, the initial one, in this cluster. The rate of
branching within the cluster is 12 while the rate at which par-
ticles leave the cluster, via tumbling or death, is δ + γ. In the
long time limit, the probability that there is a positive number
of particles in this cluster converges to 1−2δ−2γ (See App. A
for details), resulting in Eq. (51). Now that we have obtained
an exact expression for the discontinuity of the solution, we
are going to show that there is an exact analytical expression
for the function Zp+ = F
p
+
−1, i.e. the inverse function of the
TF solution F p+(ζp).
C. Exact inverse functions
To obtain the expression of the inverse function of F pσ (ζp),
we start by considering the differential equation describing the
FIG. 4. Plot of Q±(x, t) versus the rescaled position ζp = x − v0t
obtained from numerical simulation of the stochastic process in the
persistent phase (γ + δ < 1/2). The upper dashed horizontal
line marks the value of 1 − δ, separating the contribution from the
stationary state δ Qstσ (x) (above) from the contribution of the TF
(1 − δ)Fσ(ζi) (below). The numerical results for the TF contri-
butions with initial direction σ = ± and for t = 21, 25 present a
perfect collapse on the analytical results F pσ (ζp) obtained by func-
tional inversion of Eq. (55) and from Eq. (48). Note the discon-
tinuity for ζp = 0 such that Q+(v0t + 0−, t) = 1 − 2δ − 2γ >
Q+(v0t+ 0+, t) = 0 marked by the lower horizontal line.
evolution of F p−(ζp). It is obtained by replacing v → v0 in the
TF equation Eq. (16) specified to σ = − and reads
2
v0
ra
∂ζpF
p
− = −F p+ − κF p− +
1 + κ
2
F p−
(
F p− + F
p
+
)
, (52)
where we remind that κ = −rs/ra. We now use Eq. (46) to
express F p− in terms of F
p
+, yielding
F p− =
(1 + κ)F p+ − 2κ
2− (1 + κ)F p+
F p+ . (53)
Replacing the expression of F p− in each side of Eq. (52) and
after some simplifications, we obtain a first order non-linear
differential equation for the TF solution F p+(ζp),
v0
ra
∂ζpF
p
+ = −
2(1− κ2)F p+(1− F p+)
4(1 + κ)F p+ − 4κ− (1 + κ)2F p+2
. (54)
The function F+(ζp) is monotonically decreasing in the inter-
val ζp ∈ (−∞, 0] where it takes value fromF+(ζp → −∞) =
1 to F+(ζp = 0) = 2κ/(1 + κ). One can then define its in-
verse function Zp+(f), which is defined in the interval f ∈
[2κ/(1+κ), 1] and takes values from Zp+(f = 2κ/(1+κ)) =
0 to Zp+(f → 1) → −∞. Using the relation between the
derivatives of inverse functions ∂fZ
p
+(f) = (∂ζpF
p
+(ζp))
−1,
Eq. (54) yields a differential equation for Zp+(f) that can be
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solved exactly as
ra
v0
Zp+(f) =
∫ f
2κ
1+κ
du
4(1 + κ)u− 4κ− (1 + κ)2u2
2(1− κ2)u(1− u)
=
2κ
1− κ2 ln
(
1 + κ
2κ
f
)
− (1 + κ)f − 2κ
2(1− κ)
+
3 + κ
2(1 + κ)
ln
[
1 + κ
1− κ (1− f)
]
. (55)
Similarly, the function Zp−(f), inverse of the TF solution
F p−(ζp) can be obtained by replacing + → − in the left-
hand side of Eq. (55) and replacing f by the right-hand-
side of Eq. (48). Note that this relation has no well-defined
limit for κ → 1, which is not surprising as in this limit
F p+(ζp) = Θ(−ζp) is not monotonically decreasing and thus
does not have an inverse function. In Fig. 4, we plot the cu-
mulative probability in the persistent phase obtained by nu-
merical simulation of the stochastic process. The TF contri-
bution shows excellent agreement with our analytical predic-
tion for F pσ (ζp) obtained by functional inversion of Eq. (55)
and from the relation (48). The definition of the rescaled po-
sition ζp = x − v0t taken here is such that F−(ζp = 0) and
thus the front’s position is exactly m(t) = v0t. Taking in-
stead the definition of the front’s position m(t) as the position
at time t such that Fσ(ζp = 0) = f with 0 ≤ f < 1, the
correction X(t) = m(t) − v0t in the large t limit is of order
O(1) and depends explicitly on f . Its value is exactly given
by X(t) = Zσ(f) and obtained from Eqs. (55) and (48). We
will now use the exact expression of the inverse function to
obtain the asymptotic behaviours of F pσ (ζp) for ζp → −∞.
D. Asymptotic behaviour for ζp → −∞
To obtain this asymptotic behaviour, we use that at leading
order, the TF converges to the stable fixed point F pσ (ζp →
∞) → 1. We must therefore consider the asymptotic be-
haviour
Zpσ(f) ≈
1
λp
ln
(
1− f
Cσ
)
, f → 1 , (56)
obtained from Eq. (55). This yields
F pσ (ζp → −∞) ≈ 1− Cσeλpζp . (57)
Here, the rate λp reads
λp =
ra
v0
2(1 + κ)
3 + κ
=
1
v0
(2γ + 1)(1− δ)
2(1 + γ)− δ , (58)
while the coefficients Cσ read
lnC+ =
4κ
(1− κ)(3 + κ) ln
[
2κ
1 + κ
]
+
1 + κ
3 + κ
+ ln
[
1− κ
1 + κ
]
,
C− =
3 + κ
1− κC+ . (59)
The relation between the coefficients C+ and C− is obtained
using the limit F pσ → 1 in Eq. (46). In the limit κ → 1 with
ra = 1/2, one recovers that λp → (2v0)−1 and C− → 2, in
full agreement with the asymptotic limit in Eq. (44). Let us
now consider the opposite asymptotic behaviour ζp → 0.
E. Asymptotic behaviour for ζp → 0
As we have seen in the previous sections, the solution in the
persistent phase has a finite edge for ζp = 0, beyond which
it is identically zero. We will now consider the asymptotic
behaviour as ζp → 0. We suppose that the function F pσ (ζp) is
an analytic function close to ζp = 0−,
F pσ (ζp) =
∑
k≥0
ck,σz
k , z =
raζp
v0
, (60)
with at leading order c0,− = F
p
−(0) = 0 and c0,+ = F
p
+(0) =
2κ/(1 + κ). Note that this hypothesis holds for σ = − in the
special case of infinite persistence (κ→ 1). Inserting directly
in Eqs. (52) and (46) the Taylor series (60) for the TF, we can
compute recursively the Taylor coefficients
2k ck+1,− =− ck,+ + κck,− (61)
+
1 + κ
2
k∑
p=0
ck−p,−(cp,+ + cp,−) ,
κck,+ + ck,− =
1 + κ
2
k∑
p=0
ck−p,+(cp,+ + cp,−) . (62)
Computing these coefficients up to order z2, the asymptotic
behaviours as ζp → 0 read
F p−(ζ) = −
κ
1 + κ
z +
1− κ
4(1 + κ)
z2 +O(z3) , (63)
F p+(ζ) =
2κ
1 + κ
− 1− κ
1 + κ
z − 1 + κ
4κ
z2 +O(z3) , (64)
where we remind that z = raζp/v0 and κ = −rs/ra. In the
case of infinite persistence, taking the limit κ → 1 and using
that ra = 1/2, one can check that the asymptotic behaviour
in Eq. (63) is in full agreement with Eq. (43). We will now
complete our analysis of the persistent phase by computing
the moments of the cumulative distribution described by the
TF Fσ(ζp).
F. Moments of the distribution
In the intermittent phase, we have obtained the average
value for the maximum in the large time limit 〈xmax(t)〉σ =
vit + 3/(2λi) ln t + O(1), starting the process in direction
σ = ±, up to corrections of O(1). In the persistent phase
instead, we will now see that using our exact result for the in-
verse function Zp+(f) it is possible to obtain the exact value
of the moments of xmax(t). More precisely, conditioning on
the survival of the process (or without conditioning if δ = 0),
the rescaled random variable
ζmax = xmax(t)− v0t , (65)
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FIG. 5. Plot of the average value 〈ζmax〉σ = 〈xmax(t) − v0t〉σ ob-
tained by numerical simulation of the stochastic process starting with
direction σ = ± for δ = 0 and γ = 0, 0.125, 0.25, 0.375, 0.5 in the
persistent phase (γ < 1/2) as a function of κ = (1− 2γ)/(1 + 2γ)
(taking v0 = 1). The numerical results show excellent agreement
with the analytical prediction 〈ζmax〉± = −(ra/v0)M±(κ), where
the scaling functions M±(κ) are given in Eqs. (69) and (70) and
ra = 1/(1 + κ).
becomes independent of t in the large time limit and its cu-
mulative distribution is F pσ (ζp). Taking the definition of the
front’s position as m(t) = 〈xmax(t)〉σ conditioned on the
survival of the process (N(t) > 0), the average 〈ζmax〉σ =
X(t) = m(t) − v0t gives the O(1) correction in the large
time limit. The moments of this random variable read
〈ζnmax〉σ = −
∫ 0
−∞
∂ζF
p
σ (ζ)ζ
ndζ . (66)
Introducing a change of variable from ζ → f = Zpσ(ζ), one
obtains the following representation for the moments
〈ζnmax〉σ =
∫ 1
Fpσ (0)
[Zpσ(f)]
n
df , (67)
where we remind that F p−(0) = 0 while F
p
+(0) = 2κ/(1 +
κ). Using the expression of the inverse function in Eq. (55),
the average value can be computed analytically and takes the
scaling form
〈ζmax〉± = −v0
ra
M± (κ) , (68)
M+(κ) = 7− 3κ
4(1 + κ)
+
2κ
1− κ2 ln
(
2κ
1 + κ
)
. (69)
M−(κ) = 1 + 3κ+ 16 ln 2
4(1 + κ)
+
2κ
1− κ2 ln
(
2κ
1 + κ
)
. (70)
Taking the limit κ → 1 and ra = 1/2 in Eq. (68), we ob-
tain 〈ζmax〉+ = 0 and 〈ζmax〉− = −4v0 ln 2, which coincides
with the result for infinite persistence, taking the limit n → 1
of Eq. (45). In Fig. 5, we compare the analytical prediction
for 〈ζmax〉± given by the scaling form in Eq. (68) and the scal-
ing functions in Eqs. (69) and (70) to the value obtained by
numerical simulation of the process for δ = 0, showing good
agreement. The agreement is poorer for κ = 0, correspond-
ing to the transition. We are now going to detail this case and
see in particular that this behaviour is due to the finite time ef-
fects (t = 20 for the data on the graph), which are particularly
strong at the transition.
VII. TRANSITION
We have characterised in section V the TF in the intermit-
tent phase, for rs = δ + γ − 1/2 > 0 and in the persistent
phase, i.e. rs < 0 in section VI. We will now discuss its prop-
erties at the transition, i.e. for rs = 0, where it shares features
of both phases.
A. Solution in the large time limit
The velocity of the travelling front at the transition is v0 as
in the persistent phase. However we will show that in the large
time limit, there is no discontinuity of the distribution starting
in the state σ = +, i.e. F t+(ζp = x − v0t = 0) = 0, with
the superscript t corresponding to the transition. There is a
simple relationship between the TWs F t+(ζp) and F
t
−(ζp) at
the transition, obtained by taking the limit κ→ 0 in Eq. (48),
F t+ = −
F t−
2
+
1
2
√
F t−(8 + F t−) . (71)
We can also obtain an exact expression for the inverse function
Zt+(f) of the TF solution F
t
+(ζp) by taking the limit κ → 0
in Eq. (55), yielding
ra
v0
Zt+(f) =
3
2
ln(1− f)− f
2
. (72)
Using this expression in the limit f → 1, one can show that
the solution behaves asymptotically as
F tσ(ζp) ≈ 1− Ctσe
2raζp
3v0 , Ct+ = e
− 13 , Ct− = 3e
− 13 , (73)
in full agreement with the limit κ = −rs/ra → 0 of Eqs.
(58) and (59). However, the asymptotic behaviour of the dis-
tribution F tσ(ζp → 0) is not correctly reproduced by Eqs. (63)
and (64). One needs instead to take first the limit κ → 0 in
Eqs. (61) and (62), and then solve recursively for the Taylor
coefficients. It yields
F t−(ζp) =
z2
8
+
z3
64
− 7
2048
z4 +O(z5) , (74)
F t+(ζp) = −z −
3
32
z2 − z
3
256
+
9
8192
z4 +O(z5) , (75)
where we remind that z = raζp/v0. Finally, one can check
that replacing Zp+(f) → Zt+(f) in the equation for the mo-
ments Eq. (67) that the first moments 〈ζmax〉± are correctly
reproduced by Eq. (68) by taking the limit κ→ 0 of the scal-
ing functions M±(κ) with M+(0) = 7/4 and M−(0) =
1/4 + 4 ln 2.
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FIG. 6. Plot of Q±(x, t) versus the rescaled position ζp = x −
v0t obtained from numerical simulations of the stochastic process
at the transition (γ + δ = 1/2). We chose δ = 0 in this figure
such that there is no stationary state contribution to Q±(x, t). The
numerical results for the TF solution with initial direction σ = ±
and for t = 10, 20 show a good collapse on the analytical results
F t±(ζp) obtained by functional inversion of Eq. (77) (with respect to
f ) at the corresponding times and using Eq. (71).
B. Finite time effects
In Fig. 6, we plot the TF solution obtained by numerical
simulation of the stochastic process at the transition in the
case where δ = 0 and γ = 1/2. In this case, the cumula-
tive distribution at time t  1 is completely described by the
TF, Qσ(x, t) = Fσ(ζp = x− v0t). For smaller times of order
t = O(1), the cumulative probability depends both on x and t
in a separate manner and not only on ζp = x− v0t. Note that
the TWs F t+(ζp) in Fig. 6 exhibits for ζp = 0 a discontinuity
at the edge for finite time. This discontinuity decreases with
time and cannot be obtained from Eq. (72) which corresponds
to the limit t→∞, for which the discontinuity has vanished.
As we have already seen for the persistent phase in section
VI, the exact value of Q+(v0t, t) is given by the probabil-
ity that the cluster initiated from the initial particle contains a
non-zero number of particles at time t. At the transition, the
branching rate within a cluster and the rate at which particles
separate from this cluster are both equal to 1/2. Using the re-
sults of App. A and in the limit of equal rates, we can compute
the probability
Q+(v0t, t) = Prob [xmax(t) = v0t|σ = +] = 2
2 + t
. (76)
At the transition, this probability converges algebraically to
zero whereas both in the intermittent and persistent phase, the
convergence to zero and 1− 2γ − 2δ respectively is exponen-
tial. For sufficiently large time, we expect the TF evolution
equation in Eq. (54) to hold. Using this boundary condition
for finite time, we obtain the finite time corrected function
Zt+(f ; t), inverse of the TF F
t
+(ζp),
ra
v0
Zt+(f ; t) =
3
2
ln
(
2 + t
t
(1− f)
)
− f
2
+
1
2 + t
. (77)
Using additionally the relation between the TF solutions in
Eq. (71), we compare in Fig. 6 our finite time approximation
to the results from numerical simulation. For the times t =
10, 20, this analytical result gives an excellent approximation
to the solution. Note that in the general case where δ > 0,
the relation in Eq. (3) between the full CDF Qσ(x, t) and the
TF Fσ(ζp) is subject to additional finite time corrections such
that Eq. (77) is only valid for t 1.
VIII. CONCLUSION
In this paper, we have analysed analytically the extreme
value statistics (EVS) of a model of branching run-and-tumble
particles in one dimension. In the large time limit, the cumu-
lative distribution of the maximum of the process xmax(t) is
described by a travelling front (TF). We have recovered the
exact results for the velocity and obtained the corrections to
the front’s position and the shape of the TF. This model ex-
hibits a phase transition between a persistent and an intermit-
tent phase [51, 52] which arises from respectively the presence
or absence of long-lived macroscopic clusters of particles and
that is strongly reflected in its EVS. While the TF solution
in the intermittent phase shares a number of qualitative fea-
tures with the TF describing the maximum of a BBM, the TF
solution in the persistent phase exhibits completely novel fea-
tures. In particular it exhibits a finite edge beyond which it
vanishes exactly even in the limit t→∞ and is discontinuous
at this edge. This discrepancy can be traced back to the persis-
tence of the underlying branching random walk, seen in RTP
but absent for Brownian motion. This toy model does not re-
produce all the features of a spreading colony of bacteria and
we expect that some characteristics described in the persistent
phase are not robust and model dependent. However, it has
the large advantage to be fully analytically tractable, allowing
for a good understanding of the underlying physical proper-
ties of the process. Note also that it constitutes one of the rare
models for which a full analytical description of the travelling
front solution for the EVS is possible.
We focused here only on the TF solution describing the
EVS conditioned on the survival of the process, i.e. a num-
ber N(t) > 0 of particles at time t. One could derive instead
the stationary distribution Qstσ (x) reached by xmax once all
the particles have died. It is particularly important for δ ≥ 1,
where all particles die eventually in the process and no TF
solution exists. As seen from Figs. 2 and 4, the distribution
Qst− (x) also exhibits a discontinuity for x = 0 that would be
interesting to characterise.
Another interesting quantity associated to the EVS is the
time tmax at which the maximum xmax(t) of the process up
to time t is reached. In the persistent phase, as xmax(t) grows
at all time with speed v0, one can conjecture that tmax = t.
These problems are left for future investigation.
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Appendix A: Evolution of the number of particles
In order for this article to be self-contained, we detail a
few properties on the statistics of the number of particles in
branching processes. We consider a branching process with
branching rate b and dying rate d < b. Initially, there is only
one particle in the system and we want to obtain the proba-
bility for the number N(t) of particles at time t. We denote
Pn(t) = Prob [N(t) = n] the probability that there are n par-
ticles in the system at time t. The evolution of this proba-
bility in the small interval dt can be derived using a backward
Fokker-Planck equation [41]. We consider all evolution which
lead to a number N(t) = n of particles at time t. The num-
ber of particle stays the same with probability 1 − (b + d)dt
during the initial interval. It goes from 1 to 2 with probability
bdt. Afterwards the two particles evolve independently and
can give rise to an arbitrary number m and n−m of particles.
Finally, if the initial particle dies (which happens with prob-
ability ddt), the system can only have zero particle at time t.
This yields the differential equation
∂tPn(t) = −(b+ d)Pn(t) + b
n∑
m=0
Pm(t)Pn−m(t) + dδn,0 .
(A1)
Introducing the generating function P (s; t) =∑
n≥0 s
nPn(t), one obtains the equation
∂tP (s; t) = (1− P (s; t))(d− bP (s; t)) , (A2)
with the initial condition P (s; 0) = s. The generating func-
tion is obtained exactly as
P (s; t) =
d(1− s)e(b−d)t − (d− bs)
b(1− s)e(b−d)t − (d− bs) . (A3)
Taking s = 0, one obtains immediately that for b > d,
P0(t) = Prob [N(t) = 0] =
d(e(b−d)t − 1)
be(b−d)t − d →
d
b
. (A4)
The probability that the process has survived up to time t sim-
ply reads P (t) = Prob [N(t) > 0] = 1 − P0(t). In the limit
where b = d, the probability simplifies to
P0(t) = Prob [N(t) = 0] =
bt
1 + bt
. (A5)
More generally, the probability that there are n particles at
time t reads
Pn(t) =
(
b− d
b
)2 (1− e−(b−d)t)n−1(
1− db e−(b−d)t
)n+1 e−(b−d)t . (A6)
In the special case where d = 0, this expression simplifies to
Pn(t) =
(
1− e−bt)n−1 e−bt (A7)
Finally, the average number of particles at time t can also be
obtained from Eq. (A3) as
〈N(t)〉 = ∂sP (s; t)|s=1 = e(b−d)t . (A8)
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