Abstract-In this paper, we present an adaptive deblocking filter to improve the video quality for high efficiency video coding (HEVC) scheme. The HEVC standard is a hybrid coding scheme using block-based prediction and transform encoding/decoding. At the decoding step, the boundary of any two adjacent blocks causes visual discontinuities called blocking artifacts that can be removed using deblocking filter. Conventional approaches, including the HEVC standard, tend to remove those artifacts using two offset parameters that are defaulted to 0. However, such a choice is not necessarily suitable to encode/decode all video sequences. The proposed approach reduces an exhaustive search among a set of candidate offsets to eventually select the best offsets adaptively (i.e., for each frame) according to some characteristics of the data sequences. Improvements are shown using the proposed approach in terms of ratedistortion (RD) performance as opposed to the HEVC standard without changing the compression ratio and with negligible change in the encoding/decoding time.
I. INTRODUCTION
HEVC is a new video coding standard recently launched in order to save the channel bandwidth and disk space as opposed to the standard H.264/AVC. It is also known as H.265 or MPEG-H Part-2. HEVC has been designed to focus on two key issues: increasing video resolution and increasing the use of parallel processing architectures. HEVC provides 50% more bit-rate reduction and a higher degree of parallelism when compared to H.264/AVC by adopting a variety of coding efficiency enhancement and parallel processing tools [1] .
Typically, the H.264/AVC [2, 3, 4] divides a frame into 16x16 fixed size of macroblocks. However, this fixed size limits the ability of the H.264/AVC to encode/decode the high resolution videos. Contrarily, in HEVC, a frame is divided into coding tree units (CTU) of 16x16, 32x32 or 64x64. Each CTU can be further divided into smaller blocks, called coding units (CUs), using a quadtree structure. Each CU can be further split into either prediction units (PUs) or transform unit (TUs).
Using the quadtree structure, the size of each TU, used in the prediction error coding, is ranged from 4x4 up to 32x32 leading to larger transformations than that of the H.264/AVC that only uses 4x4 and 8x8 transforms. In turn, the high resolution videos can be encoded/decoded using the HEVC more efficiently than that of the H.264/AVC standard [1] .
In HEVC, the boundary of any two adjacent CUs causes visual discontinuities; called blocking artifacts. These artifacts can be removed using deblocking filtering (DBF). Although, the DBF in HEVC is similar to that in the H.264/AVC standard [5] and is also implemented in the inter-prediction process [6] , the DBF design in HEVC is simpler in terms of its decision making process [7] . In HEVC, the DBF is followed by a sample adaptive offset (SAO) filter [8] . In the decoder loop, SAO is applied to the reconstructed samples before writing them into the decoded frame buffer.
The DBF is one of the highly computational parts in HEVC. It has two integer offset parameters that are set manually; and . These two offsets are ranged from -6 to 6 yielding 169 combinations (i.e., pairs). In the HEVC standard, the two offsets are manually set to 0 as a default value; however, such a choice is not necessarily suitable to encode/decode all video sequences. In this paper, an adaptive DBF approach is proposed using a set of candidate pairs that can be chosen from those 169 pairs for each frame. The offset range is condensed to only 4 values leading to a reduced searching process among only 16 pairs. Thus, a reduction by a factor of 10 in the preprocessing time is obtained to eventually enhance the objective video quality compared to that of the HEVC standard.
This paper is organized as follows. The HEVC deblocking filter and the proposed deblocking approach are shown in Section 2 and Section 3, respectively. Experimental results are shown in Section 4. Finally, conclusions are given in Section 5.
II. HEVC DEBLOCKING FILTER
In this section, we discuss the DBF process in HEVC, and its deblocking decisions with challenges and operation. In the DBF process, there are three types of boundaries: CU boundary, TU boundary and PU boundary. The CU boundaries always include TU boundary and PU boundary [7] . In a DBF process, both vertical and horizontal edges are filtered in a row, and so does the decoding process. The DBF process is applied to 8x8 block boundaries for both luma and chroma components [9] . The DBF process consists of two main steps: determining boundary strength (BS) parameter and its deblocking decisions and operation [7] . In the BS step, the BS parameter is estimated using the information of intra or interceding as well as the motion vector difference. Table 1 illustrates how the BS value is determined [1] . This implies that there is typically no filtering within the static areas. As well, this step helps avoid multiple subsequent filtering of the same areas where pixels are copied from one frame to another with a residual equal to zero leading to non-over smoothing [7] . 
Condition BS

One of the blocks is Intra 2
One of the blocks has non zero coded residual coefficient 1
Differences between corresponding spatial motion vector 1
Motion-compensated prediction refers to different pictures 1 Otherwise 0
Note that the filtering operation ability is determined by both the BS parameter and the quantization parameter (QP). Additional conditions are applied to each luma component block edges to determine whether the DBF strength should be strong or normal to be applied to the block boundary. Before discussing the deblocking decisions step, it's worth noting to first describe the main challenges when designing a deblocking filter and the proposed solutions.
The first challenge arises when deciding whether to basically activate the filtering process or not (i.e., to apply a filter to a certain block boundary or not). One solution is to check whether the CU boundary is PU boundary or TU boundary, provided that the BS parameter exceeds 0 [10] . In case of activating the filtering process, another challenge arises when setting the DBF strength either to strong or normal. One remedy is to check whether the boundaries variation of two adjacent blocks satisfies some conditions or not [8] .
For example, Table 2 shows two adjacent blocks X and Y that are nominated to the DBF process, where the deblocking decisions step are based on rows 0 and 3.
A blocking artifact is characterized by low spatial activity on both sides of the block boundary, whereas there is discontinuity at the block boundary [7, 11] . First, we should define two thresholds and . These parameters depend on the QP that is used to adjust the quantization step for quantizing the prediction error coefficients [8] . Table 3 [12] shows a piecewise linear dependence between the thresholds and , and a quantization parameter QP that is ranged from 0 to 55.
Given two quantization parameters of two adjacent blocks X and Y, QPX and QPY, respectively, the parameter QP can be calculated as in (1) [12] , (1) Thus, the thresholds and can be directly derived from Table 3 [12] . Given two adjacent blocks X and Y as shown in Table 2 , it can be shown that the values of and are first used in activating/deactivating the DBF process as in (2),
Where X(.) and Y(.) denote pixel values. The thresholds and can be used in deciding the filter strength; i.e., strong or normal in three phases [10] . The first phase checks that there is a low spatial activity on the side of block boundary; the same way shown in (2), but with a lower threshold, as in (3):
Where . The second phase checks that the signal on both sides of the block boundary is flat, as in (4):
Finally, the third phase checks that the difference in intensities of samples on two sides of the block boundary does not exceed a certain value, as in (5):
Note that the thresholds β and have their own integer offset parameters, and , respectively, where . Generally, these two offset parameters control the filtering operation performance. It's worth noting that, both and are always set to a default value of 0 in the HEVC standard [12] . However, this choice is not necessary suitable for all video sequences during encoding/decoding process.
III. PROPOSED DEBLOCKING FILTER
In this section, we discuss the proposed DBF approach. To solve the problem arisen in the previous section, we propose an adaptive DBF to better select a suitable offset values for both and . This selection considers to the video features to be encoded/decoded to eventually improve the video filtering quality. , where N denotes the number of frames to be coded per a data set. Recall that both and have 13 values leading to 169 combinations (i.e., pairs) (see Section 1). Each candidate pair is provided to each frame to be encoded/decoded. Then, the rate distortion (RD) performance is determined using the decoded frame, , and its corresponding original one, . This procedure is iteratively, performed 169 times for all N frames of a video sequence. Given all PSNR and bitrate values corresponding to all the 169 pairs during the decoding frame, , only one pair, chosen corresponding to the maximum RD value at the iteration for frame . Given the results of that exhaustive search, we noticed that the 13-value range of each offset parameter can be condensed to only 4 values: -6, -2, 0 and 6 (i.e., 16 pairs). Such a reduced range results in about 94% of the maximum RD values (i.e., better DBF performance) for each frame. Algorithm 1 shows the proposed DBF approach resulting in the best pair, that corresponds to the maximum RD value; however, it's chosen from only 16 pairs not 169 ones.
IV. EXPERIMENTS & RESULTS
In this section data sequences, the implementation setup of experiments and results are discussed. The data sets used in the experiments include five classes of real sequences [13] .
Each class has three video sequences having different features with characteristics provided in Table 3 .
Class-A has a resolution of 2560x1600 (e.g., PeopleOnStreet and Traffic sequences). Class-B has a resolution of 1920x1080 (e.g., BasketBallDive and Tennis sequences). Class-C has a resolution of 832x480 (e.g., BasketBallDrill and Keiba sequences). Class-D has a resolution of 416x240 (e.g., RaceHourses and BQSquare sequences). Finally, Class-E has a resolution of 1280x720 (e.g., Vidyo1 and Vidyo3 sequences).
Our implementation runs on Intel Core i5 with 4GB of RAM. The proposed approach (i.e., referred to as Proposed) is compared to the HEVC standard (i.e., referred to as standard) [10] . We use the HEVC standard software (HM10) [14] for encoding/decoding the data sets mentioned above.
In this paper, the performance of competing approaches is evaluated by : i) the rate distortion (RD) (in dB/Kbps), ii) the Bjontegaard (BD) rate ratio [15] , iii) the compression ratio between the decoded video sequence and its original using the two approaches for all data sets, and iv) the time consumed in encoding/decoding process. The quantization parameter (QP) is set to 22, 27, 32, and 37 [16] . The group of picture (GOP) is set to 8. The configuration module of the encoding/decoding process is set to random access configuration. It worth noting that our implementation first runs for all possible combinations of both offset parameters and . Each is ranged from -6 through 6, yielding 169 possible pairs (i.e., combinations) for each frame of a data set. Having such an exhaustive search, the aforementioned range can be condensed to only four selections for each offset parameter (i.e., -6, -2, 0 and 6) resulting in sharing about 94% of better selections. In other words, the possible 169 combinations of both offset parameters and are reduced to only 16 combinations. Thus, the preprocessing time (i.e., searching time for best offsets) is accordingly reduced by nearly a factor of 10.
Note that both competing approaches provide the same compression ratios using all data sets described above. Fig. 1 and Fig. 2 show the RD performance at different QPs (22, 27, 32, 37), using the whole number of frames of all video sequences described in Table 4 with the two competing approaches. The Proposed approach outperforms the standard in terms of RD on the basis that the higher the better. As well, in terms of the BD rate ratio [15] , The Proposed approach surpasses the standard by a maximum increase of -0.50%, -0.33%, -0.31%, -0.23% and -0.42% for data sets of Classes-A, B, C, D and E, respectively, on the basis that the lower the better.
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