Enabled by rapidly developing quantum technologies, it is possible to network quantum systems at a much larger scale in the near future. To deal with non-Markovian dynamics that is prevalent in solid-state devices, we propose a general transfer function based framework for modeling linear quantum networks, in which signal flow graphs are applied to characterize the network topology by flow of quantum signals. We define a noncommutative ring D and use its elements to construct Hamiltonians, transformations and transfer functions for both active and passive systems. The signal flow graph obtained for direct and indirect coherent quantum feedback systems clearly show the feedback loop via bidirectional signal flows. Importantly, the transfer function from input to output field is derived for non-Markovian quantum systems with colored inputs, from which the Markovian input-output relation can be easily obtained as a limiting case. Moreover, the transfer function possesses a symmetry structure that is analogous to the well-know scattering transformation in Schrödinger picture. Finally, we show that these transfer functions can be integrated to build complex feedback networks via interconnections, serial products and feedback, which may include either direct or indirect coherent feedback loops, and transfer functions between quantum signal nodes can be calculated by the Riegle's matrix gain rule. The theory paves the way for modeling, analyzing and synthesizing non-Markovian linear quantum feedback networks in the frequency-domain.
The structure of this paper is as follows. Section II will summarize basic concepts of quantum signals and introduce a quaternion-like ring for matrix representation of linear quantum dynamics. Section III shows how a signal flow graph can be constructed for direct feedback between interconnected quantum systems. Section IV derives the input-output relation for field-mediated indirect feedback systems, from which the Markovian limit can be easily obtained. Section V introduces basic components and connections for building quantum networks, following which a simple example of non-Markovian feedback network is provided and analyzed for demonstration. Finally, conclusions are drawn in Section VI.
II. PRELIMINARIES ON QUANTUM DYNAMICS AND SIGNAL FLOW GRAPHS
In this section, we will review the description of quantum signals and dynamics in linear quantum systems, from which a noncommutative quaternion-like ring D is introduced for description of double-up vectors and transformations on them. The signal flow graph will also be reviewed in comparison with block diagram representation of control systems.
A. Quantum signals
A linear quantum system can be either bosonic (e.g., photons or Cooper pairs in semiconductors) or fermionic (e.g., electrons) obeying certain quantum statistical properties. A bosonic mode can be occupied by an arbitrary number of identical particles (e.g., photons). Let |n k be the number state with n particles in the k-th mode, then all such states form an infinite-dimensional Hilbert space H boson = k=1,2,··· span{|0 k , |1 k , · · · } on which the system's operators are defined. The annihilation and creation operators satisfy
where [x,ŷ] =xŷ −ŷx denotes the commutator.
In contrast, a fermionic mode can be occupied by at most one particle [43] and is ruled by Pauli exclusion principle. The Hilbert space of a d-mode fermion system is isomorphic to C 2 d and the annihilation and creation operators satisfy:
where {x,ŷ} =xŷ +ŷx denotes the anti-commutator.
Remark 1:
The complete description of a quantum system also requires its density function ρ (defined as a nonnegative definite and unit-trace Hermitian operator on the Hilbert space). Statistical properties of an arbitrary system observable are obtained by averaging over the density function, i.e., the expectation values of any function f (x) can be thus calculated as f (x) = Tr(ρf (x)). For example, the quantum vacuum noise is defined under the vacuum state. The results obtained in this paper can be used with any quantum state, but we will not specify it as our focus is on the signal transfer properties in the Heisenberg picture.
A quantum signal is referred to as a quantum observable varying in time or space, which conveys quantum information about the underlying physical system. In particular, suppose a quantum signalŝ(t) is a linear function of the system's annihilation and creation operators, sayâ 1 (t), · · · ,â n (t), in the Heisenberg picture. Then we can always writeŝ
where α j and β j are arbitrary complex numbers. The essential difference of operator-valued quantum signals with classical signals is that they are noncommutative at different spacetime points.
We introduce a more compact expression by the following double-up operators:
for an arbitrary modeâ, with which we havê
where the 2 × 2 coefficient matrices
Later we will see that such 2 × 2 matrices can be used as "numbers" to construct matrix transformations and s-functions. The collection of all such matrices form a noncommutative ring D under the standard matrix sum and product operations. At the first glance, D is very similar to the quaternion field
However, they are algebraically different because that (D \ {0}, ·) does not form a group. Moreover, the subset of elements in D with unit determinant form a noncompact group SU(1, 1), while those in H form a compact group SU(2). In quantum physics, quaternion numbers can be used to define new quantum probabilities in the so called quaternionic quantum mechanics that are not completely equivalent to standard quantum mechanics [44] , [45] . Note that the D is still rooted in standard quantum mechanics, and we use it for convenience of modeling and analysis of linear quantum networks.
Borrowing the notations of quaternion field, any p ∈ D can be expanded as p = ae + bi + cj + dk, where a, b, c, d ∈ R, under the following basis:
It can be verified that Another important generalization is the conjugate operation. Parallel with the complex conjugation of C-numbers, the -conjugate of a D-number is defined as follows:
where † denotes the standard Hermitian conjugation. The operation changes p = ae + bi + cj + dk to p = ae − bi − cj − dk. p is said to be purely imaginary if a = 0. Similarly, the operation on a D-matrix A ∈ D m×n is defined as
A square D-matrix P ∈ D n×n is said to be -Hermitian (or skew -Hermitian) if P = P (or P = −P).
An D-matrix S ∈ D n×n is called -unitary (also known as an Bogoliubov transformation) if S S = I n , where I n = diag{e, · · · , e} is the identity matrix in D n×n .
The collection of n × n -unitary matrices form a complex symplectic group Sp(2n, C), whose Lie algebra is the collection of skew -Hermitian matrices. Since Sp(2n, C) has many similar properties with unitary group U(n, C), we also denote it by U(n, D). For example, the right eigenvalues of a skew -Hermitian matrix must be purely imaginary, as well as skew Hermitian complex matrices. Such resemblance will greatly simplify the notations and analyses, which facilitates the understanding of linear quantum system structures.
B. Linear quantum system dynamics
The dynamics of a closed linear quantum system is governed by a quadratic Hamiltonian. For convenience, we always assume that the linear quantum systems (either bosonic or fermionic) studied in this paper contain a finite number of modes, but the results obtained can be extended to cases with enumerable or denumerable number of modes upon proper assumptions on convergence. Suppose that the system contains n modes with annihilation operatorsâ 1 , · · · ,â n that obey the above bosonic or fermion commutation relation, then the Hamiltonian must be in the following form
to guarantee its hermitian property, where α ij and β ij are arbitrary complex numbers. The Hamiltonian generates a unitary transformation U (t) = e −iHt on any observable of the system, e.g.,â k (t) = U † (t)â k U (t).
Using the following commutation relations
which apply to both bosonic and fermionic systems, we can obtain the following Heisenberg equation of motion forâ j :ȧ
for j = 1, · · · , n, where
Denote the (first-order) state vector asx
the overall evolution of the quantum system can then be written in a vector forṁ
where P = {p jk } 1≤j,k≤n ∈ D n×n is skew -Hermitian. Equation (7) is formally similar to a Schrödinger
in that the Hamiltonians P and −iH are both skew-hermitian under respective conjugate operations.
Correspondingly,x(t) follows -unitary evolutionx(t) = e Ptx (0), as well as the unitary transformation over ψ(t) under standard Hermitian conjugation.
Remark 2:
In many existing studies, the state vectorx has entries arranged as follows [24] 
under which the coefficient matrix P is in the following block form
where A ± ∈ C n×n and A * ± are the complex conjugate of A ± . This is equivalent to the D-matrix representation up to a permutation transformation. We choose to use the D-number based formalism because it is easier to understand the the dynamics by associating n × n (instead of 2n × 2n matrices with an n-mode linear quantum system, and it is physically clear to encode the elementary properties (e.g., loss, gain and squeezing as summarized in Appendix A) of each mode into a single D eigenvalue.
Moreover, as will be seen later, the similarities of -unitary matrices with complex unitary matrices will facilitate the signal flow analyses in term of transfer functions.
Finally, it should be noted that when the Hamiltonian (4) includes only terms likeâ † iâ j orâ iâ † j (see examples in Sections III and IV), each entry of P must be in 2 × 2 diagonal matrices, which form a commutative sub-ring D 0 = {∆(α, 0), α ∈ C} of D. In such case, there is no squeezing effects, resulting in A + = 0 in (8) and it is sufficient to consider only dynamics ofâ j 's governed by the n × n complex matrix A − .
C. Block diagrams and signal flow graphs
In control theory, block diagram representation is often used to describe how the control acts on the system and how the components are connected. As shown in Fig. 1(a) , the signals are represented by directed arcs and the system is represented by a block associated with a transfer function. By contrast, a signal flow graph uses nodes to represent signals, while the system is represented by a directed arc.
The directed arcs indicate the flow of information or energy between signal nodes, whose associated transfer functions describe how strong the originating nodes affect the terminating nodes. For simplicity, unit transfer gains will not be labeled in signal flow graphs. A node connected with only originating (terminating) arcs is called a source (sink) node. If a node is connected with multiple terminating arcs, then its value is equal to the sum of originating node values times the corresponding transfer gains.
Take the feedback control system with a disturbance as an example (see Fig. 1(a) ), which model is often used in robust control theory (e.g., small gain theorem). The control system is driven by a reference input r against a disturbance w that is added to the output signal y. The transfer functions of the plant and the controller are G and H, respectively. The corresponding signal flow graph is shown in Fig. 1(b) , where the balance of signals read u = r + Hy at node u and y = w + Gu at node y.
Block diagram representation is completely equivalent with signal flow graphs, but it is easier to understand for its resemblance with real systems. The advantage of signal flow graph is that the transfer gain between two arbitrary nodes can be systematically calculated according to the famous Mason's gain rule. In this paper, we take the advantages of signal flow graphs in conciseness and easiness of calculation 
III. SIGNAL FLOW IN DIRECTION QUANTUM FEEDBACK SYSTEMS
This section will derive the transfer function description of direct coherent feedback systems and its corresponding signal flow graphs. An example will be provided for demonstration.
A. Direct quantum feedback systems
Consider a quantum control plant described by Eq. (7), and it is coupled to a direct coherent feedback controller implemented by an m-node linear quantum system with state vector:
The quantum system acts as a direct quantum feedback controller, with which the joint evolution must be in the following form: ẋ (t)
where the coefficient matrices
Because the composite system is a closed linear quantum system, the overall coefficient matrix must be skew -Hermitian, requiring that
Therefore, we can always write
where C stands for the interaction between the two subsystems.
Performing Laplace transform on both sides of Eq. (11), we get
where quantum signalsx
are system states in absence of interaction. The transfer functions fromŵ(s) tox(s) and fromx(s) tô w(s), respectively, are
In the following, we will drop the argument "s" for s-functions in the Laplace domain unless it is necessary.
According to Eqs. (12) and (13), the signal flow graph between the two subsystems is depicted in 
where
are the loop differences (i.e., identity matrix minus the loop gain) of the feedback loop atx andŵ, respectively. The feedback alters the transfer gain fromx 0 tox by the loop gain G ω x G x w , which can be used for preserving coherence dynamics, as will be shown in the following example. (a) 
B. Example
This example is taken from [33] , but we will study it via the signal flow graph developed above. As shown in Fig. 3(a) , a single-mode quantum system to be controlled is bathed with two baths, which act as the noise and the controller, respectively. The joint Hamiltonian is given as follows:
whereâ,b 1j 's andb 2j 's are, respectively, the annihilation operators of the plant, the controller bath and the noise bath. Correspondingly, the coefficient matrices read as
and
The coherent feedback is introduced by directly coupling the controller bath with the noise bath, which modifies the Hamiltonian (16) as
Let 0) }, then the resulting signal flow graph can be drawn as Fig. 3(b) , where
The decoherence effect can be investigated by the transfer gain fromx(0) tox. When the noise and controller bath is not coupled, i.e., G
= 0, there are two feedback loops between the plant and the baths, and we derive thatx
which, after substituting the parameters above, turns out to bê
Apparently, the system dynamics is differed from the original closed system dynamics by
which can be used to quantify the decoherence effect.
Whenŵ 1 andŵ 2 are coupled together, a third feedback loop is introduced. According to Riegle's matrix gain rule, the total transfer gain fromx 0 tox is equal to the FRL factor ofx. As shown in Fig. 3 (c),
we splitx to calculate the FRL factor, in which there are two paths fromx tox throughŵ 1 andŵ 2 , respectively, from which the loop difference is:
Therefore, the closed-loop transfer function iŝ
Using the parameters above, we findx
It can be seen that the decoherence part is altered by the direct feedback, by which one can properly choose f k 's to modify the frequency response so as to suppress the decoherence effect near ω k ≈ ω 0 . This provide a new angle to understand decoherence suppression strategy proposed in [33] . 
IV. SIGNAL FLOWS IN FIELD-MEDIATED INPUT-OUTPUT QUANTUM SYSTEMS
In this section, we will define the inputs and outputs of non-Markovian quantum systems, based on which the transfer function from the input to the output is derived. The Markovian limit is then provided with connections to the (S, L, H) model, and two demonstrative examples are given.
A. Inputs and outputs of a quantum system coupled to a bath
Equations (12) and (13) thatŵ 0 (t) should be the input field for it is only determined by the initial state ofŵ before interacting withx.
As for the output field, one may associate itŵ(t). However, this is false because "output" implies that the field should be free of interaction withx after going through it, which is certainly notŵ(t). The output field should be dynamically governed by only Q, and approaches toŵ(t) after a sufficiently long time. In this regard, the output field should be defined aŝ
whereŵ(t f ) is the final state at t f .
Since each mode ofx is coupled to an observable of the intermediate fieldŵ that is a linear combination of its modes (the coefficients correspond to a column of C), it is sufficient to study their input-output relations. In this way, we can reduce the dimension of the transfer function matrix, asŵ usually contains a large (or even infinite) number of modes. Thus, corresponding to the n columns of the matrix C, the system is coupled to at most n effective fields or even less if these columns are linearly dependent (by Definition 1). Let k be the column rank of C , then C can be decomposed as
where E ∈ D m×k represents the k independent effective interaction channels and D ∈ D n×k is their coupling matrix to the system. Correspondingly, the effective input and output are defined aŝ
which are both k-dimensional. In the following, we will derive the transfer function fromŵ in toŵ out .
B. Transfer function description of the input-output relation
Let N(t) = E e Qt E and 1(t) be the Heaviside step function. The following s-functions are defined as its Laplace transform integrated on negative and positive halves of the real axis:
Similarly, we define M(s) = D (sI n − P) −1 D, which is associated with the system. Our main conclusion is as follows:
The transfer function from the inputŵ in (t) to the outputŵ out (t) is G(s) = G −1
Proof: According to (11), we integrate the differential equation ofŵ from t 0 = 0 and t f = ∞ to t, respectively,ŵ
from whichŵ(t) can be eliminated:
Then, we perform Laplace transform on both sides of (22 and obtain
Then, we get the following differential-integral equatioṅ
by substituting (20) into (11), whose Laplace transform gives
Use this equation to replaced D x in (25), and we have
which ends of the proof.
Recall that in quantum scattering theory, the scattering transformation from the input to the output states (defined as ingoing and outgoing wavefunctions that are free of interactions with the scattering potential) has a similar form [46] :
where Ω + and Ω − are (unitary) Møller operators that connect the input and output states to the current state |ψ of the system. Here, the transfer functions G ± (s) play the same role as they represent the connections fromŵ in (t) andŵ out (t) to the fieldŵ(t) that is in interaction with the system.
From such an elegant analogy, it is natural to ask whether G(s) = G −1 − (s)G + (s) has any unitary properties, because the scattering operator S = Ω † − Ω + is always unitary. We have the following conclusion:
In particular, under this condition, G(iω) is -unitary, i.e., G (iω)G(iω) = I k .
Proof: Using the following symmetries (see proof in Appendix C),
we have
which is equal to the inverse of G(s). For the case of s = iω, G ∼ (iω) = G (iω) and thus G (iω)G(iω) =
I k . End of proof. The input-output formalism can be generalized to systems coupled to multiple noninteracting fields, where the systemx can be taken as a coupler (or switch, router) that modulates the input-output relations betweenŵ 1 , · · · ,ŵ q . Let m j be the number of modes contained inŵ j , j = 1, · · · , q, then we can take them as a whole larger field corresponding to:
where Q j ∈ D m j ×m j and
Therefore, Theorem 1 can be applied with
C. Markovianess and its Markovian limit
First, we introduce the following adjoint operation Using this notation, it is easy to prove the fundamental commutation relation [ŵ,ŵ ] = iI m , which is preserved during the evolution, i.e., [ŵ(t),ŵ (t)] = [ŵ(0),ŵ (0)] = iI n . Accordingly, the effective inputs and outputs must satisfy
because, for example,
This implies that, when takingŵ in (t) as an input noise, it is usually colored because the correlation time is finite. Its spectral properties is dependent on the Fourier transform of N(t). On the other hand, owing to the nonsingular integral term in Eq. (24), such colored noise inputs lead to non-Markovian dynamics of the systemx, and it is also the function N(t) that determines non-Markovianity of the dynamics.
Therefore, we can can obtain the Markovian limit from the general non-Markovian system by pushing the correlation time to zero, i. 
from which the transfer function from the effective input to the effective output is
Note that the perturbation two-photon processes in quantum optics) in the system and causes instability.
The canonical quantum white noises (under proper states, e.g., vacuum state) that is broadly used in the literature [21] correspond to N 0 = I k [21] , [47] . In such case, it is easy to find the connection to the (S, L, H) model via D matrices by setting, respectively,
as the scattering matrix, the system's coupling operator and the system's internal Hamiltonian. Moreover, verifying that the conditions of Theorem 2 are satisfied because N ± (s) = 1 2 I k , we immediately prove that the corresponding transfer function is -unitary for s = iω, as is proven in [37] . Note that this may not be true when N 0 = I k .
D. Examples
Consider a single-mode passive optical cavity bathed with a collection of bosonic modes. Under the rotating-wave approximation, the total Hamiltonian can be written as:
corresponding to P = −iω 0 and
and the signal flow graph can be represented by Fig. 2 . There is only one effective input and therefore we decompose C = E · D , where E = C and D = e. This corresponds to the input field
Therefore, we have
For example, if we take the Lorentzian spectral shape g(ω) = κγ 2 ω 2 +γ 2 , then N(t) = κγ 2 e −γ|t| e and correspondingly,
and M(s) = (se − iω) −1 . The transfer function from the effective input to the effective output fields is
(s + γ) −1 . Now let us take the Markovian limit by pushing γ → ∞, which leads to lim γ→∞ N ± (s) = ± κ 2 , then the transfer function becomes
which exactly recovers the results obtained in [26] .
Note that it is sufficient to characterize the transfer function merely by the scalar function G + (s).
However, if the control plant is an active cavity (e.g., a degenerated parameter amplifier) with P = σk, we have to use the full expression
Next, we show that G(iω) is not always -unitary if the condition in Theorem 2 is violated. Take the example in Section III for example. In absence of coupling between the two baths, we can set E k = C k and D k = e, k = 1, 2 and use (28) and (29) to get
where Lorentzian spectrum is adopted with widths γ 1 and γ 2 . Then we have 
V. NON-MARKOVIAN COHERENT FEEDBACK QUANTUM NETWORKS
In this section, we will first introduce some basic components for networking quantum systems in terms of D matrices and transfer functions, as well as the series product operation for cascading quantum systems. Then, via a simple example of coherent feedback system via field mediated interactions, we show how the signal flow graph is constructed and analyzed by Riegle's matrix gain rule.
A. Beam splitter and time-delay in quantum networks
Beam splitters [48] are used to mix separate quantum signals or split a quantum signal into different channels (see Fig. 5 ). The two input and two output signals are related by a linear transformation Constant D matrices can also be used to describe static components such as attenuators, amplifiers, spectral filters, multiplexers or demultiplexers in photonic systems [49] . Due to the limit of length, we will not discuss them here.
Another important element of quantum networks is the time-delay, which is inevitable in waveguides.
In quantum optics, the time delay is induced by the propagation over a distance (e.g., long-distance optical fibers), and the amount of time delay is equal to the distance L divided by the speed of propagation. For non-dispersive waveguides in which all modes have a uniform speed c, the time delay can be represented by
where m is the number of modes in the waveguide. However, in dispersive waveguides, the transfer function has to be written as the following diagonal matrix
where c k , k = 1, · · · , m, is the speed of the k-th mode in the waveguide. Time delay is usually unwanted, but sometimes can be utilized for feedback-controlled lasers [50] . In the following example, we will take it into account.
B. Series product of linear quantum systems
When two quantum systems are not directly interacted, a travelling field can transfer interactions from one to the other. Such intermediate field cascades the two systems via series product operation. Each system is coupled to a field, and the output field of the first system is fed into the second system as an input field.
Note that because the signal flow from the first system to the second system is unidirectional, a nonreciprocal device (e.g., an isolator or a circulator) has to be applied like diodes in electrical circuits.
Such devices cannot be modeled by a linear dynamical system as proposed in Section III, but it is easy to describe it by a signal flow graph, i.e., a unidirectional arrow from one node to another.
The total transfer function of cascaded systems via series product is easy to calculated. Suppose that the transfer functions of the two systems are
, the total transfer function is simply their product:
C. Example: Indirect coherent feedback system with a single-input sytem
This example is based on an example in [26, Fig. 6 ]. As shown in Fig. 6 , the input fieldb 1 is fed through a beam splitter into a single-mode optical cavity, whose output fieldb 2 is directed back to the other input channel of the beam splitter, along which a time delay is present. The output fieldĉ 1 is at the other output port of the beam splitter. Next, we use the signal flow graph to calculate the closed-loop transfer function fromb 1 toĉ 2 .
The corresponding signal flow graph is shown in Fig. 6(b) . Now we apply the Riegle's gain rule (see Appendix for a summary) to the calculation of transfer function fromb 1 toĉ 2 . We find two paths as follows: 2) P 2 =b 1 →ĉ 2 →b 2 →ĉ 1 .
The gain contributed by P 1 is G 1 = r 1 as there are no intermediate nodes. For P 2 , the path gain is t 2 G a t 1 , where G a (s) is derived in (35) . Only the FRL factor F 2 (b 2 ) = (e − e −τ s G a r 2 ) −1 atb 2 affects the total transfer gain, and thereby we have
As well as the control plant itself, the closed-loop transfer function is still all-pass because this property is not changed under a fractional transformation [37] , [47] . Thus, the feedback only affects the phase characteristics of the system. This feature may be used to identify non-Markovianity or noise spectrum from phases characteristics measured from an unknown system.
VI. CONCLUSION
To conclude, we presented a framework for modeling linear non In practice, the resulting transfer functions may become irrational for general field couplings, and thereby it could be very hard to extract the time-domain response from the frequency-domain expression.
However, we indicate that under many circumstances the control performance can be directly evaluated by the frequency response (e.g., Nyquist and Bode plots) without having to know the time-domain solutions.
Moreover, the framework can be extended to analyze the motion of higher-order moments and higherorder correlation properties that are more essential in quantum statistics. These topics will be studied in the future.
The framework presented here opens up many opportunities for studying control of non-Markovian quantum networks from a frequency-domain point of view. We expect that it can be combined with QHDL (Quantum Hardware Description Language) in practical design and control of quantum networks [51] . Suppose that h = ae + bi + cj + dk is a right eigenvalue of P, then each class can be represented by a and C = −b 2 + c 2 + d 2 that are invariant under unimodular transformations. They can be used to characterize optical properties of an electromagnetic mode in waveguides:
1) a > 0 (a < 0) implies that the mode is in a gain (lossy) medium;
2) C > 0 implies that the mode is squeezed, otherwise it is not squeezed.
B. Riegle's matrix gain rule
Consider the transfer function from a source node A to a sink node B in a linear quantum network.
The Riegle's gain rule is stated as follows [42] :
1) Find out all forward paths that have no self-intersections from A to B, say P 1 , P 2 , · · · , P k ;
2) The contribution G j of a path P j to the total transfer gain G is equal to the path gain of P j interrupted by the forward return loop (FRL) factors (to be explained below). For example, suppose that the path
contains two intermediate nodes C 1 and C 2 , and its path gain is G
. Let F j (C 1 ) and F j (C 2 ) be the FRL factors of C 1 and C 2 , respectively, then the contribution of P j is
3) The total transfer gain from A to B is the sum of the contributions of each path as given in step 2,
i.e.,
To calculate the FRL factor of a node C on a path P j from A (the source node) to B (the sink node), we first separate it from all nodes on the path between C and B. Then, we split C into a source node C connected with all outgoing arcs and a sink node C connected with all ingoing arcs. The loop difference of C is defined as the identity matrix minus the transfer gain from C to C . The FRL factor F j (C) of C on the path P j is the inverse of its loop difference of this node. 
