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Abstract
This paper introduces spherical matching to estimate
dense temporal correspondence of non-rigid surfaces with
genus-zero topology. The spherical domain gives a consis-
tent 2D parameterisation of non-rigid surfaces for match-
ing. Non-rigid 3D surface correspondence is formulated as
the recovery of a bijective mapping between two surfaces
in the 2D domain. Formulating matching as a 2D bijec-
tion guarantees a continuous one-to-one surface correspon-
dence without overfolding. This overcomes limitations of
direct estimation of non-rigid surface correspondence in the
3D domain. A multiple resolution coarse-to-fine algorithm
is introduced to robustly estimate the dense correspondence
which minimises the disparity in shape and appearance be-
tween two surfaces.
Spherical matching is applied to derive the temporal cor-
respondence between non-rigid surfaces reconstructed at
successive frames from multiple view video sequences of
people. Dense surface correspondence is recovered across
complete motion sequences for both textured and uniform
regions, without the requirement for a prior model of hu-
man shape or kinematic structure for tracking.
1. Introduction
In this paper we address the problem of estimating
spatio-temporal correspondence of non-rigid surfaces ob-
served in multiple-view video sequences. Previous ap-
proaches to estimating non-rigid surface correspondence,
or scene flow, directly match surfaces in 3D [4, 12, 14] ,
which does not ensure a unique or continuous mapping for
all surface points. We formulate the estimation of non-rigid
correspondence between 3D surfaces with genus zero topol-
ogy as 2D matching in the spherical domain. This guaran-
tees a continuous bijective mapping between the 3D sur-
faces which does not overfold.
Spherical matching is applied to the recovery of dense
correspondence from sequences of non-rigid 3D surface
shape and appearance of people reconstructed from mul-
tiple view video. The reconstructed body shape is para-
meterised in the spherical domain by mapping a uniformly
sampled surface onto the unit sphere while preserving the
surface sampling rate. Parameterisation in the spherical
domain provides a consistent representation for non-rigid
matching irrespective of the body pose. Correspondence
is then derived in the 2D spherical domain as a bijective
mapping, a continuous one-to-one mapping for the entire
surface. Compared to previous approaches based on 3D
matching, formulating the problem as a bijection in the 2D
domain guarantees a complete and continuous one-to-one
match for a surface with no over-folding in the mapping.
This work makes the following contributions: (1) Spher-
ical matching for the estimation of temporal correspon-
dence between genus-zero surfaces parameterised on the
2D spherical domain; (2) A robust spherical matching algo-
rithm that recovers 3D surface correspondence as a 2D bi-
jective mapping, guaranteeing a continuous one-to-one sur-
face correspondence with no over-folding; and (3) Recov-
ery of dense non-rigid surface correspondence across com-
plete motion sequences of people with correspondence re-
covered in regions of uniform appearance constrained by
the global surface solution. Non-rigid correspondence is
estimated without the requirement for a prior of model of
human shape or kinematic structure.
2. Related Work
2.1. Non-rigid Surface Correspondence
Vedula et al. [14] introduced the concept of scene flow
as the three-dimensional motion field of points in the world.
Their work presented a framework for estimation of 3D
non-rigid scene flow from the 2D optical flow estimated
from multiple view image sequences. Space-time volumet-
ric matching is employed to estimate temporal correspon-
dence for volumetric reconstructions from multiple view
video[14]. Carceroni et al. [4] estimate non-rigid spatio-
temporal surface correspondence from multiple views using
a dynamic surfel representation of local shape, reflectance
and motion. Surfel sampling across space and time re-
constructs the scene flow for points on the surface. These
approaches estimate the temporal correspondence for non-
rigid surfaces without prior assumptions on scene structure.
Correspondence is estimated independently for each point
on the surface resulting in noisy and erroneous flow field
with potential for many-to-one matching. In contrast the
approach of spherical matching introduced in this paper en-
forces a one-to-one temporal correspondence across the sur-
face. This ensures spatial consistency across the surface
without imposing prior models of non-rigid scene structure.
Previous approaches have been introduced to regularise
estimates of non-rigid surface deformation across the sur-
face. Variational methods have been employed to esti-
mate regularised scene flow simultaneously across multi-
ple views for a surface patch [12]. In principle this for-
mulation extends to multiple views with arbitrary geometry
but has only been demonstrated for stereo pairs with a sin-
gle non-rigid surface. Neumann and Aloimanos[11] use a
subdivision surface of spherical topology to directly esti-
mate non-rigid spatio-temporal correspondence from mul-
tiple views. As with the approach presented in this paper
both approaches use a multiple-resolution coarse-to-fine op-
timisation to estimate the dense temporal correspondence.
Rather than direct surface matching inR3 our approach uses
a spherical parameterisation of the surface to estimate cor-
respondence on the surface of the sphere. This has the ad-
vantage of constraining the matching to a two-dimensional
manifold and ensuring a one-to-one correspondence with
the restriction that surface shape is of genus-zero topology.
2.2. Surface Parameterisation
Parameterisation of triangulated surface meshes in a reg-
ularly sampled domain has received considerable attention
in computer graphics for efficient representation, remesh-
ing, transmission and manipulation of object models [1].
Mesh parameterisation must satisfy the following proper-
ties: (1) bijective mapping - every vertex on the mesh sur-
face in R3 has a unique one-to-one mapping to points in the
domain space; (2) continuous mapping - adjacent vertices
on the mesh map to adjacent points in the domain space.
Parameterisation in a 2D planar domain space R2 requires
the mesh to be topologically equivalent to a disk. Requiring
dissection of the mesh into patches which are individually
mapped to the planar domain to obtain a piecewise contin-
uous mapping.
Spherical parameterisation allows genus-zero surfaces
to be continuously parameterised in the spherical domain
avoiding the requirement for mesh cuts. Recently robust
techniques [13, 15] have been introduced for spherical pa-
rameterisation of genus-zero surfaces which include a wide
variety of real objects. Spherical parameterisation allows
the object surface to be resampled using uniform subdi-
vision of simple polyhedra to form a regular mesh allow-
ing smooth sub-division at multiple levels of detail, morph-
ing between meshes, compression and shape analysis. In
this paper we exploit spherical parameterisation to repre-
sent sequences of non-rigid objects reconstructed frommul-
tiple views. Spherical matching is introduced to establish
the temporal correspondence between reconstructed object
surfaces which guarantees a continuous, bijective mapping
over the sequence. The spherical domain provides a natural
parameterisation of objects such as people and allows shape
and appearance matching to be performed across the entire
object surface.
2.3. Human Motion Reconstruction
Reconstruction of human movement from single or mul-
tiple view image sequences has received considerable in-
terest over the past decade [10]. Commonly, approaches
assume prior knowledge of human anatomical structure and
shape in the form of a model. Human motion estimation is
typically performed in an analysis-by-synthesis framework
by evaluating the fitness of a model pose against the image
observations such as edges, silhouette, optic flow, feature
matching, surface appearance or stereo points. In this pa-
per we apply the spherical matching algorithm to photo-hull
sequences of moving people reconstructed from multiple
views. This approach estimates the dense temporal corre-
spondence for the entire surface without prior assumptions
on scene structure.
3. Spherical Parameterisation
In this section we outline the process of spherical para-
meterization based on previous research in computer graph-
ics [13, 15]. Our starting point is a closed triangulated mesh
M in R3 of zero genus reconstructed from a single frame
of multiple view video. We construct a map for M onto
the unit sphere Sˆ, (M → Sˆ), while minimizing the dis-
tortion of the representation in the spherical domain. The
surface is then resampled onto a regular subdivision sur-
face S by constructing a map (S → Sˆ) such that we main-
tain the sampling density of the original meshM in resam-
pling. Preservation of the surface sampling in parameterisa-
tion provides a consistent representation for matching and
resampling provides a subdivision structure for multiple-
resolution matching as described in Section 4. Figure 1
illustrates the stages of spherical parameterisation and re-
sampling.
(a) Multiple view video (b)M (c) PM (d) (PM → Sˆ) (e) (S → Sˆ)
Figure 1. Stages of spherical parameterization: (a) multiple view capture; (b) reconstruction M ; (c) progressive mesh PM
decimation to a tetrahedra; (d) embedding on the unit sphere Sˆ; and (e) resampling onto a uniform subdivision surface S
3.1. Surface reconstructionM
Multiple view video sequences are captured in a ded-
icated 10 camera studio with a blue-screen backdrop for
foreground segmentation. Cameras are positioned in a cir-
cle surrounding the centre of the studio, providing a cap-
ture volume of 3m x 2m x 2m. Sony DXC-9100P 3-CCD
colour cameras are used, providing PAL-resolution progres-
sive scan images. Intrinsic and extrinsic camera parameters
are calibrated using a public domain calibration toolbox [3].
Volumetric reconstruction is performed, first by recon-
structing the visual-hull from segmented foreground image
silhouettes and then by applying the Generalized Voxel Col-
oring algorithm [6] to provide a colour consistent photo-
hull. The surface of the volumetric reconstruction is ex-
tracted using the marching cubes algorithm [9]. The sur-
face reconstruction is finally smoothed to provide a contin-
uous representation for the surface normals. Surface colour
is extracted at each vertex by blending colour samples from
camera images using the hardware accelerated visibility test
proposed by Debevec et al. [7]. The result of surface re-
construction is a uniformly sampled surface meshM as il-
lustrated in Figure 1(b) with position, normal and colour
attributes.
3.2. Spherical mapping (M → Sˆ)
The map (M → Sˆ) is constructed using the coarse-
to-fine spherical parameterization technique introduced by
Praun and Hoppe [13]. A meshM is simplified to a tetrahe-
dron while creating a progressive mesh PM structure [8].
The progressive mesh encodes a mesh M as a base mesh,
together with a sequence of vertex split operations that al-
low the mesh to be progressively refined back toM . Spher-
ical mapping is achieved by first mapping the tetrahedron
to the unit sphere, then traversing the progressive mesh se-
quence and inserting vertices onto the sphere maintaining
the embedding in the spherical domain as illustrated in Fig-
ure 1(d).
For highly deformed genus-zero surfaces, producing a
uniform sampling across all regions on the sphere is a chal-
lenging task. This represents a particular problem for the
human body, where narrow limbs become highly distorted
in the spherical domain. Praun and Hoppe [13] investigate
several approaches to minimize distortion during mapping
and perform mesh optimization to minimize the stretch in
the representation with respect to the original mesh. In this
work we seek a uniform sampling in the domain, preserving
the sampling rate of the reconstructed surface. We propose
a cost function derived from Zhou et al. [15] and optimise
the spherical mesh to minimize the vertex sampling density
on the sphere during mapping. This serves two purposes, it
ensures an even vertex distribution to facilitate vertex inser-
tion in the spherical domain and it minimizes vertex density
to obtain a uniform sampling.
The sampling density D(si) at a spherical vertex si is
defined as follows, where i′ spans the 1-neighbourhood of
a vertex i, Ni is the valence of the vertex and ∆ii′ is the
spherical triangle with the directed edge ii′ in the mesh.
D (si) =
Ni∑
i′ Area(∆ii′)
(1)
We minimize the distortion in the vertex density on the
sphere with respect to a target density D0 using the follow-
ing cost function, where ∇ii′ represents the directed gradi-
ent on the edge ii′.
Edensity (S) =
∑
i
∑
i′
D0(si′)
D(si′)
‖∇ii′si‖2 (2)
For density minimization on the unit sphere we assume
a uniform low resolution target density of, D0 = 1.
Figure 2. Result of spherical parameterisation for three subjects in different poses.
3.3. Spherical remeshing (S → Sˆ)
Spherical mapping produces a highly distorted represen-
tation for the meshM in order to maintain the surface sam-
pling in the mapping. This representation is unsuitable for
deformation in spherical matching as the distorted vertex
neighbourhoods restrict the space of feasible surface defor-
mations without destroying the embedding on the sphere.
The mesh is therefore regularly resampled on the spheri-
cal domain for deformation at multiple levels of detail in
matching.
A subdivision surface S is constructed using regular 1-
to-4 subdivision of a unit octahedron. We derive the map-
ping S → Sˆ using the adaptive sampling scheme introduced
by Zhou et al. [15]. The surface S is updated to minimise
the density cost function in Equation 2 with the target den-
sity derived from the surface Sˆ. Gradient descent optimiza-
tion corresponds to iterative application of the weighted
laplacian operator∆density(si) as proposed in[15].
∆density (si) =
1∑
i′
D0(si′ )
D(si′ )
∑
i′
D0(si′)
D(si′)
(si − si′) (3)
Given the mapping M → Sˆ and of S → Sˆ, we can fi-
nally resample the position, normal and colour attributes of
the original meshM onto the uniform domain of the subdi-
vision surface S as illustrated in Figure 1(e). Figure 2 shows
the result of spherical mapping and remeshing for subjects
in different poses.
4. Spherical Matching
In this section, we formulate surface to surface match-
ing in R3 as a continuous mapping between two surfaces
(S → S0) in the spherical domain. Our approach poses the
mapping problem as an energy minimization task. We con-
struct a cost function for joint estimation of correspondence
and deformation to minimize disparity in shape and appear-
ance between two surfaces. A multiple-resolution coarse-
to-fine algorithm is presented to deform a surface to min-
imize the cost function while maintaining the embedding
on the sphere and so ensuring a bijective mapping. The
multiple-resolution approach using the subdivision struc-
ture S enables large deformations for matching while main-
taining the embedding in the spherical domain.
The matching function for minimization, Ecost(S,W),
is defined as a function of the set of vertices S for a surface
in the spherical domain and a fuzzy multiple-point corre-
spondence matrixW = {wij ∈ (0, 1)} defining the match
between two surfaces S = {si} and S0 = {sj}. The func-
tion consists of three terms: Edisparity measuring the dis-
tance in shape and colour of the surfaces; Edeform measur-
ing the distance between the surfaces in the spherical do-
main; and Eregularise defining regularizing constraints on
the deformation subject to a control parameter λ.
Ecost (S,W) = (1− λ)Edisparity (W) (4)
+ (1− λ)Edeform (S,W)
+ λEregularise (S)
In the following sections we describe each of the compo-
nents of the matching functional followed by the algorithm
for optimization and recovery of the final surface correspon-
dence.
4.1. Surface disparity
Data fit is based on the similarity of a set of attributes
defined on the surfaces M and M0. Spherical parameter-
ization maps and samples a surface M onto the spherical
domain S. In energy minimisation we seek the correspon-
denceW that minimises the disparity in shape and appear-
ance using the position x, surface normal n and RGB colour
c of the resampled surfaces. The disparity is measured us-
ing a squared error metric and a separate energy function is
constructed for each attribute as follows
Edisparity (W) =
1
σ2x
∑
i
∑
j
wij‖xi − xj‖2 (5)
+
1
σ2n
∑
i
∑
j
wij‖ni − nj‖2
+
1
σ2c
∑
i
∑
j
wij‖ci − cj‖2
The disparity terms are normalized by the expected vari-
ance σ2 for a correct match. The variance parameters pro-
vide control over the expected range of disparities between
two surfaces for each of the attributes used in matching.
4.2. Spherical deformation
The matching problem is posed as the deformation of
the surface S = {si} to minimize the disparity with respect
to the surface S0 = {sj} in the spherical domain, s ∈ R2.
Surface deformation is driven by minimising the distance on
the sphere based on the multiple-point correspondenceW
between the surfaces. In practise we linearize the problem
and compute distances in R3 while constraining vertices to
remain on the unit sphere. The deformation energy function
is defined as
Edeform (S,W) =
1
T 2
∑
i
∑
j
wij‖si − sj‖2 (6)
+
∑
i
∑
j
wij (log(wij)− 1)
A deterministic annealing approach [5] is adopted for
optimization using an entropy term and temperature con-
trol parameter T in the deformation functional. The term
wij defines a multiple-point fuzzy correspondence between
the two surfaces and the temperature provides control of
the correspondence during optimization. At a high temper-
ature value the correspondence becomes more fuzzy and as
the temperature is successively reduced the correspondence
can be hardened, providing a coarse-to-fine refinement of
the surface correspondence.
4.3. Regularisation
Regularization is used to minimize the distortion in the
spherical domain while developing the map S → S0. Ver-
tices si are updated sequentially and constrained to remain
within the kernel of the 1-neighbourhood. This ensures
that the surface S maintains an embedding on the sphere.
Left unconstrained the surface S will quickly reach a local
minima with vertices collapsed onto the border of the 1-
neighbourhood. Regularization is used to minimize the dis-
tortion in the distribution of vertices such that the surface
S can continue to deform to minimize the disparity func-
tion. This is achieved by minimizing the vertex density in
the spherical domain during optimization
Eregularise (S) =
1
T 2
Edensity (S) (7)
A weighting parameter λ, Equation 4, is used to control
the trade-off between regularization and data-fitting in opti-
mization.
4.4. Multi-resolution coarse-to-fine optimization
Joint estimation of correspondence and deformation is
solved using a strategy of alternately minimizing the match-
ing cost with respect to the correspondence matrix W and
then updating the surface S to satisfy the correspondence.
For a fixed surface configuration S a unique solution ex-
ists for the correspondence as follows. The constraint∑
j wij = 1 is imposed to enforce surface assignment
S → S0.
w′ij = exp
(
‖xi − xj‖2
σ2x
)
exp
(
‖ni − nj‖2
σ2n
)
(8)
× exp
(
‖ci − cj‖2
σ2c
)
exp
(
‖si − sj‖2
T 2
)
wij =
w′ij∑
j w
′
ij
(9)
For a fixed correspondenceW we use gradient descent
to solve the continuous problem of surface deformation
dEcost
dsi
= (1− λ)wij
(
si − sj
)
+ λ∆density (si) (10)
The optimization algorithm proceeds by first finding the
global rotation that minimizes the cost function. The sur-
face S is Parameterised in terms of a rotation (θ, φ, ψ) and
the vertex positions s(θ, φ, ψ) are updated in parallel. A
multiple-resolution strategy is then adopted for local opti-
mization. Surface deformation is scheduled at successive
resolutions of the subdivision surface S starting with the
base octahedron. Coarse-to-fine matching is achieved by
setting the temperature parameter T to restrict the range of
matches wij to lie principally within the kernel of the 1-
neighbourhood for a vertex. This is achieved using a value
of T equal to the edge length on the undeformed spheri-
cal mesh at each level of subdivision. Optimization at each
resolution proceeds until the maximum update for a vertex
reaches a fixed value ε = 0.0001 on the unit sphere. The
optimization algorithm terminates at the finest resolution of
the subdivision surface S and provides a bijection between
the surfaces S, S0.
5. Application to Human Motion Tracking
We apply spherical parameterization and matching to
the problem of recovering temporal correspondence for the
human body in multiple view image sequences. Surface
reconstruction provides an independent and unstructured
genus-zero surface mesh at each frame. Spherical match-
ing is used to provide a continuous surface correspondence
between successive frames.
For all multiple view video sequences we set the attribute
variance parameters as follows, σx = 5cm, σn = 0.5(30o),
and σc = 50 ∈ (0, 255). These values were derived using
hand selected vertex correspondences in different motion
sequences. The regularisation control parameter was fixed
at λ = 0.75. Originally, a locally adaptive regularisation
parameter λ(si) was devised based on distortion of the ver-
tex neighbourhood for i. In practise a constant value is suf-
ficient as the regularisation term simply maintains an even
vertex distribution such that the surface is free to deform
and minimise the data fitting cost function. We perform op-
timization at 7 levels of subdivision for the base octahedron
giving a final resolution of 65538 vertices.
Figure 2 shows the result of spherical parameterisation
for three subjects in different body poses. In preserving the
surface sampling in mapping to the unit sphere, we obtain a
consistent distortion for the original surface sampling in the
spherical domain and the spherical representation is consis-
tent across a wide range of body poses.
Figures 3 and 4 demonstrate dense surface to surface
matching for different motion sequences for three subjects.
The figures show the path for a set of surface points in the
first frame, tracked using frame-to-frame temporal corre-
spondence through to the last frame in the sequence. Se-
quence lengths vary here from 25 to 45 frames. The results
demonstrate that surface tracking is stable for complete mo-
tion sequences and that temporal correspondence is derived
for regions of uniform shape and appearance where tech-
niques based on optic flow would fail.
In comparison Figure 5 shows the result of non-rigid it-
erative closest point (ICP) [2] matching applied frame to
frame for the motion sequences shown in Figure 4. Here
the triangulated surface at each frame has been formulated
as an elastically deformable object and iteratively updated
to minimise the error at every vertex to the closest point
match on the surface for the next frame. Matches recovered
frame to frame drift across the sequence and correspon-
dence is lost. Further constraints on surface deformation
would be required to successfully recover correspondence
in 3D matching to prevent the surface folding in mapping
and ensure a one-to-one correspondence.
Spherical matching provides surface correspondence
without the requirement for a prior parameterised model to
constrain matching in 3D. The approach provides a contin-
uous global solution for surface correspondence, a bijec-
tive mapping with no overfolding. This enables estimation
of correspondence in regions of uniform shape and appear-
ance, constrained by the global solution. The matching al-
gorithm ensures a bijective mapping by maintaining the em-
bedding for a mesh in the 2D spherical domain, with no
vertex collapses or triangle flips during deformation. The
multiple-resolution approach introduced enables large de-
formations during matching while maintaining this embed-
ding.
The dense surface correspondence recovered using
spherical matching is used to reconstruct articulated human
motion. We use a skeletal model with 33 degrees of free-
dom posed by hand to match the first frame of a sequence.
Skeletal pose is then derived to minimise the distance to
the position of the tracked surface points using a modi-
fied Levenberg-Marquardt algorithm to solve the non-linear
leasts-squares problem. Figures 3 and 4 show the pose
of the skeletal model reconstructed from dense frame to
frame surface matches. The correspondence derived frame
to frame across an entire sequence enables recovery of the
articulated body motion without use of a prior model for
human motion tracking.
6. Conclusions
Spherical matching has been introduced to estimate
dense temporal correspondence of genus-zero non-rigid
surfaces. Surfaces are parameterised in the spherical do-
main providing a consistent representation for matching.
A multiple-resolution coarse-to-fine algorithm has been de-
veloped which simultaneously optimises across the entire
surface to estimate dense correspondence. Optimisation
of surface-to-surface matching is performed with respect
to disparity in surface shape, orientation and colour whilst
maintaining a regular sampling. Spherical matching has
three principal advantages for non-rigid temporal corre-
Figure 3. Surface correspondence and human motion reconstruction for walking sequences.
Figure 4. Surface correspondence and human motion reconstruction for jogging, falling and kicking sequences.
Figure 5. Comparison of suface correspondence esimated using non-rigid iterative closest point (ICP) matching. Frame to frame
matches drift and correspondence is lost across a sequence.
spondence: (1) simultaneous optimisation across the entire
surfaces including regions of uniform appearance; (2) bi-
jective mapping providing a continuous one-to-one map-
ping between surfaces with no overfolding; and (3) esti-
mation of dense temporal correspondence over non-rigid
sequences. Spherical matching has been applied to multi-
ple video of human movement. Dense temporal correspon-
dence has been estimated for complete motion sequences.
Spherical matching achieves frame-to-frame whole surface
non-rigid alignment for complete sequences without the re-
quirement for a prior model for human motion tracking.
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