Introduction
Consider the two nonlinear matrix equations . . , p (including the generalized (coupled) Lyapunov and Sylvester matrix equations as particular cases) over generalized bisymmetric matrix group (X  , X  , . . . , X p ) by extending the idea of conjugate gradient (CG) method. They determined the solvability of the general coupled matrix equations over generalized bisymmetric matrix group in the absence of roundoff errors. In addition, they obtained the optimal approximation generalized bisymmetric solution group to a given matrix group ( X  , X  , . . . , X p ) in Frobenius norm by finding the least Frobenius norm of the generalized bisymmetric solution group of new general coupled matrix equations.
Hajarian [] derived a simple and efficient matrix algorithm to solve the general coupled matrix equations p j= A ij X j B ij = C i , i = , , . . . , p (including several linear matrix equations as particular cases) based on the conjugate gradients squared (CGS) method.
Hajarian [] developed the conjugate gradient squared (CGS) and biconjugate gradient stabilized (Bi-CGSTAB) methods for obtaining matrix iterative methods for solving the Sylvester-transpose matrix equation (b) The uniqueness of a positive definite solution of Equation (.), depending on Lemma .. (b) The same algorithm given by [] is used with the same slightly changed proof.
In this paper, we show that the proof given in [] can be deduced directly from [] . In [] , the authors proved that Equation (.) always has a unique Hermitian positive definite solution for every fixed r. We would like to assure that Equations (.) and (. . . . Our results show that some properties are invariant for all the corresponding problems such as the existence of the positive definite and extremal solutions of Equation (.) and the property of uniqueness of a solution of Equation (.). Moreover, it is clear that the set of solutions of Equation (.) differs with respect to the corresponding problems. Furthermore, in our paper [], we obtained a sufficient condition for Equation (.) to have a unique solution. Since this condition depends on r, the uniqueness may hold for some corresponding problems and fails for others. This paper is organized as follows. First, in Section , we introduce some notation, definitions, lemmas, and theorems that will be needed for this work. In Section , the existence of positive definite solutions of Equation (.) beside the extremal (maximal and minimal) solutions, which is of a more general form than other existing ones, is proved. In Section , two algorithms for obtaining the extremal positive definite solutions of Equation (.) are proposed. The merit of the proposed method is of iterative nature, which makes it more efficient. In Section , some numerical examples are considered to illustrate the performance and effectiveness of the algorithms. In Section , the existence and uniqueness of a positive definite solution of Equation (.) is proved. Finally, the algorithm in [] is adapted for solving this equation. At the end of this paper, in Appendix, we analyze the defined ordering on the positive cone P(n) showing that the ordering is total. This important result shows that problem (.) has one maximal and one minimal solution. Also, we explain the effect of the value of α on the number of iterations of the given algorithms, shown in Tables  and . 
Preliminaries
The following notation, definitions, lemmas, and theorems will be used herein:
. For A, B ∈ C n×n , we write A >  (≥ ) if the matrix A is Hermitian positive definite
. . By a solution we mean a Hermitian positive definite solution. . If Equation (.) has the maximal solution X L (minimal solution X S ), then for any solution X, X S ≤ X ≤ X L . . P(n) denotes the set of all n × n positive definite matrices. . Let E be a real Banach space. A nonempty convex closed set P ⊂ E is called a cone if:
(ii) x ∈ P, -x ∈ P implies x = θ , where θ denotes the zero element. We denote the set of interior points of P by P o . A cone is said to be solid if P o = φ. Each cone P in E defines a partial ordering in E given by x ≤ y if and only if y -x ∈ P.
In this paper, we consider P to be the cone of n × n positive semidefinite matrices, denoted P(n); its interior is the set of n × n positive definite matrices P(n).
Definition . ([]) A cone P ⊂ E is said to be normal if there exists a constant
) Let P be a solid cone of a real Banach space E, and :
Similarly, is said to be ( 
Definition . ([])
A function f is said to be matrix monotone of order n if it is monotone with respect to this order on n × n Hermitian matrices, that is, if
. If f is matrix monotone of order n for all n, then we say that f is matrix monotone or operator monotone.
Theorem . ([])
Every operator monotone function f on an interval I is continuously differentiable. The map F associated with Equation (.) is defined by
 A i , and since r is a positive integer,  <  r ≤ .
Hence, (I -
The following theorem proves the existence of positive definite solutions for Equation (.), based on the Brouwer fixed point theorem. Proof By Theorems . and . the mapping F is continuous and bounded above since
Taking the limit as n → ∞, by the continuity of F we get
Similarly, we can prove that F has a minimal element in D  , noting that F is bounded below by the zero matrix.
Two algorithms for obtaining extremal positive definite solution of
In this section, we present two algorithms for obtaining the extremal positive definite solutions of Equation (.). The main idea of the algorithms is to avoid computing the inverses of matrices.
Algorithm . (INVERSE-FREE Algorithm) Consider the iterative algorithm
where δ is a negative integer such that Proof Suppose that Equation (.) has a solution. We first prove that the subsequences {X k } and {X k+ } are decreasing and the subsequences {Y k } and {Y k+ } are increasing.
Consider the sequence of matrices generated by (.).
For k = , we have
For k = , we have
So we have X  < X  . Also,
For k = , we have
Similarly, we can prove:
Hence, {X k } and {X k+ }, k = , , , . . . , are decreasing, whereas {Y k } and {Y k+ }, k = , , , . . . , are increasing. Now, we show that {X k } and {X k+ } are bounded from below by X L (X k > X L ) and that
Since X L is a solution of (.), we have that (I -
Since {X k } and {X k+ } are decreasing and bounded from below by X L and {Y k } and {Y k+ } are increasing and bounded from above by X δ L , it follows that lim k→∞ X k = X and
Taking limits in (.) gives Y = X δ and X = (I -
Remark We have proved that the maximal solution is unique; see the Appendix. Now, we consider the case  < α < .
Algorithm . (INVERSE-FREE Algorithm) Consider the iterative (simultaneous) algorithm
where δ is a negative integer such that Proof Suppose that Equation (.) has a solution. We first prove that the subsequences {X k } and {X k+ } are increasing and the subsequences {Y k } and {Y k+ } are decreasing.
Consider the sequence of matrices generated by (.).
From the condition of the theorem we have
So we have X  > X  . Also,
From (.) we get α
Similarly, we can prove that
Hence {X k } and {X k+ }, k = , , , . . . , are increasing, whereas {Y k } and {Y k+ }, k = , , , . . . , are decreasing. Now, we show that {X k } and {X k+ } are bounded from above by X S (X S > X k ), and {Y k } and {Y k+ } are bounded from below by X δ S . By induction on k we obtain . Assume that X k < X S and X k+ < X S at k = t, that is, X t < X S and X t+ < X S . Also,
 , and therefore (I -
Since Y t+ > X 
Since Y t+ > X 
Remark
We have proved that the minimal solution is unique; see the Appendix.
Numerical examples
In this section, we report a variety of numerical examples to illustrate the accuracy and efficiency of the two proposed Algorithms . and . to obtain the extremal positive definite solutions of Equation (. We applied Algorithm . for different values of the parameter α > . The number of iterations needed to satisfy the stopping condition (required accuracy) in order the sequence of positive definite matrices to converge to the maximal solution of Equation (.) are listed in Table  .
The 
k: The number of iterations.
Remark From Table  we see that the number of iterations k increases as the value of α (α > ) increases, and from Table  we see that the number of iterations k decreases as the value of α ( < α < ) increases. For details, see the Appendix in the end of this paper.
Example . Consider the matrix equation (.) with the following two matrices A  and
A  : 
Hence, from (.) and (.) we get
We use the Brouwer fixed point theorem to prove the existence of positive definite solutions of Equation (.). Since P(n) is not complete, we consider the subset
Theorem . Equation (.) has a Hermitian positive definite solution.
Proof It is obvious that D  is closed, bounded, and convex. To show that G :
They proved that the recursively defined matrix sequence
where X  , X  , . . . , X m are arbitrary initial positive definite matrices, converge to the unique positive definite solution of (.).
In [] , the authors considered the nonlinear matrix equation
where Q is a known positive definite matrix. They considered the same formula (.) as
They used the algorithm given in [] and used the main steps for the proof of convergence with slight changes to suit their problem (.). . Since Q has no effect on the convergence of the algorithm and since in [] it is proved that both X n+m+ and X n+i converge to the unique solution X, we see that the proof given in [] is redundant. For our Equation (.), we use the recursive formula  r , where r is a positive integer. Then F is also continuous. So, lim n→∞ F(G n (X)) = F lim n→∞ G n (X). Taking the limit of (.) as n → ∞ and using (.) and (.) with Q = I, we obtain X = (I + The above examples show that the recursive formula defined by (.) is feasible and effective to compute the unique positive definite solution of Equation (.).
Conclusion
In this paper we considered two nonlinear matrix equations X r ± To compute the maximal solution, we constructed the decreasing sequence of positive definite matrices (which are not solutions of Equation (.)) and proved that it converges to the positive definite limit matrix, which is the maximal solution X L .
So, as α >  increases, the algorithm needs more iterations, as is explained in Table  . For example, since I > I, the algorithm needs more iterations at α =  than at α = . Similarly, the same analysis holds for the minimal solution X S . See Figure . 
