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Molecular theories for polymer rheology are based on conformational dynamics of the polymeric
chain. Hence, measurements directly related to molecular conformations appear more appealing
than indirect ones obtained from rheology. In this study, primitive chain network simulations are
compared to experimental data of entangled DNA solutions Teixeira et al., Macromolecules 40,
2461 2007. In addition to rheological comparisons of both linear and nonlinear viscoelasticities,
a molecular extension measure obtained by Teixeira et al. through fluorescent microscopy is
compared to simulations, in terms of both averages and distributions. The influence of flow on
conformational distributions has never been simulated for the case of entangled polymers, and how
DNA molecular individualism extends to the entangled regime is not known. The linear viscoelastic
response and the viscosity growth curve in the nonlinear regime are found in good agreement with
data for various DNA concentrations. Conversely, the molecular extension measure shows
significant departures, even under equilibrium conditions. The reason for such discrepancies remains
unknown. © 2009 American Institute of Physics. doi:10.1063/1.3225994
I. INTRODUCTION
Consistently with the stress-optical rule,1 molecular
theories for polymer rheology are traditionally constructed to
go hand in hand with the conformational dynamics of
polymers.2 In principle, however, theories on polymer dy-
namics are more severely tested directly against optical mea-
surements rather than through rheology. For example, en-
tangled polymer motion validating the tube picture has been
detected by neutron spin echo,3 neutron scattering,4 nuclear
magnetic resonance,5 fluorescent microscopy,6 dielectric
relaxation,7 molecular dynamics simulations,8 etc. Perkins et
al.6 performed direct observation of stained DNA molecules
in concentrated unstained DNA solutions by fluorescent mi-
croscopy. The experiment, consisting in dragging one end of
the DNA molecule, showed that the motion of the trailed
DNA chain was confined by a tubelike region. Similar ob-
servations employing different methods have also been
reported,3,5,8 confirming the existence of a dynamic con-
straint on a length scale fully consistent with the entangle-
ment molecular weight estimated from rheology. As a further
example, Bent et al.4 used neutron scattering to observe the
molecular deformation of polystyrene melts flowing through
a contraction. They obtained quantitative agreement with the
predictions of a molecular theory for both scattering and rhe-
ology and with the same value of parameters for both, al-
though rheology can be dealt with more swiftly with the
simplified ROLIE-POLY model9 rather than with the com-
plete one.
In spite of the above successes, there still exist situations
where molecular theories for rheology appear unable to ex-
plain other observables related to conformational dynamics.
Watanabe et al.10 performed dielectric measurements of en-
tangled polyisoprene under steady shear and found out that
the end-to-end relaxation of polyisoprene chains is insensi-
tive to flow, even for shear rates falling in the shear-thinning
region. This phenomenon has been examined via sliplink
simulations11 with negative results, and the reason for the
discrepancy between model and experiment is still unknown.
Teixeira et al.12 carried out rheological measurements
and molecular observations by fluorescent microscopy on
several entangled DNA solutions differing in DNA concen-
tration. They showed that rheology, including viscosity
growth curves in the nonlinear range, is well described by
the ROLIE-POLY equation.9 However, with the same model
parameters, the molecular extension measure in steady shear
flow was overestimated, and the response in the startup of
shear flow was predicted to be essentially stepwise as com-
pared to a much more gradual rise observed in the experi-
ment. Teixeira et al.12 also presented distributions of the
DNA-molecule extension measure, but those distributions
could not be compared with theory because typically theories
only predict average values, sometimes even resorting to
preaveraging approximations.13
In this study, primitive chain network simulations are
compared to the DNA data set obtained by Teixeira et al.12
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Our simulations are based on a model where each chain
slides through several sliplinks, with each sliplink also con-
necting two chains in the simulation box, so that the overall
system becomes an impermanent network in three-
dimensional 3D space.14 The model incorporates the estab-
lished dynamics of entangled polymers, i.e., reptation,2,15
contour length fluctuations,16 and thermal17 and convective18
constraint release, to reproduce linear19–22 and
nonlinear20,23–25 rheologies. Force balance on entanglements
is one aspect of the model that makes it different from other
sliplink models,26–29 and its effect on rheology has also been
examined.24,25 However, the model has not been frequently
tested against other measures reflecting chain conformation,
and, in some tests so far made on dielectric responses,11,30
the primitive chain network simulation failed to quantita-
tively reproduce the experimental results. It is thus meaning-
ful to test the model against other conformational measures
to look for possibly missing or wrongly accounted for re-
laxation mechanisms. Specifically, it appears interesting to
investigate conformational distributions, somehow reflecting
molecular individualism.31
II. MODEL
Since we employ the code used in Refs. 21 and 22, and
no further implementation has been made in the present
study, readers already familiar with the model may skip this
section. In the primitive chain network simulations, polymer
chains form a network in 3D space. The network consists of
nodes, chain strands, and dangling ends, which, respectively,
represent entanglements sliplinks, polymer segments in be-
tween consecutive sliplinks, and chain ends. At a node, two
polymer chains are connected by a sliplink binary entangle-
ment assumption.
We trace the dynamics of the system by the following set
of state variables: position R of the network nodes or of
chain ends, number n of monomers in network strands or in
chain ends, and number Z of strands chain ends included
composing a polymer chain. Thus the conformation of each
chain in the system is described by the position of its chain
ends, by the ordered set of bond vectors of its strands, and by
the corresponding set of number of monomers.
Calculations are performed with nondimensional equa-
tions by choosing as the unit of length a=bn0 where b is
Kuhn length and n0 is the mean equilibrium value of n, as
the unit of energy kT, and as the unit of time =a2 /6kT
where  is the friction coefficient of the node. The variables
mentioned hereafter are in nondimensional form. The mono-
mer number n is also normalized by taking the ratio to n0.
The node position R changes in time due to a drag force
from the medium, to the tension in the chain strands con-
verging in the node, to an osmotic force induced by density
fluctuations, and to thermal agitation. Change with time of
the node position R is then described by a Langevin equation
of motion. In nondimensional form, it is written as
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Here eˆ is the velocity gradient tensor and r is the strand
end-to-end vector. The chemical potential  is derived from
the repulsive interaction among the chains that maintains a
uniform density with small fluctuations. The corresponding
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Here R is the local strand density evaluated in sub-boxes
of dimension 13 in the simulation box, and 	
 is the aver-
age value over the system. We choose 	
=10. The numeri-
cal constant  is set at 0.5. The third term in the right hand
side of Eq. 1 is the thermal random force obeying 	F
=0
and 	FtFt
=2	t− t. The equation of motion for the
position of chain ends is similar to Eq. 1 with different
numerical coefficients due to differences in friction and num-
ber of connected strands.
The number of monomers in each strand, n, also changes
due to chain sliding through sliplinks induced by forces simi-
lar to those considered in node motion. The rate of change of
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Note that Eq. 3 gives the rate of change of n in the strand i
due to monomer transport from the neighboring strand i−1,
and 





2niri + ni−1ri−1  . 4
In both Eqs. 3 and 4 r is the magnitude of r. The third
term in the right hand side of Eq. 3 is the random force
obeying 	f
=0 and 	ftft
= 2 /3	t− t.
The number Z of strands per chain changes in time due
to creation and destruction of sliplinks triggered by chain
ends. If the number of monomers at a chain end is less than
a certain minimum value, the neighboring sliplink is re-
moved, corresponding to disentanglement of the chain end
and of its partner constraint release. On the contrary, if the
number of monomers at a chain end exceeds a maximum
value, a new sliplink is created on the end segment by ran-
domly hooking a surrounding strand. The adopted monomer
number window is 1 /2n3 /2.
III. SIMULATIONS
Simulations were performed in a periodic boundary box
of size of 163. Since the average strand density 	
 is 10 per
unit volume, more than 40 000 strands i.e., more than 1000
chains for Z=40 are contained in the box. After equilibrat-
ing the system for a sufficiently long time in the quiescent
state, shear deformations were applied by using the Lees–
Edwards boundary condition as well as by switching on the
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velocity gradient tensor in Eq. 1. To obtain the linear vis-
coelastic response, we used oscillations of strain amplitude
of 0.3 and calculated G and G from the second cycle
on.
21,22 The nondimensional stress tensor is calculated
through the average 3	rr /n
.
A. The molecular extension measure
The molecular extension measure x was obtained by the
following procedure, which mimics the DNA experiments
performed under fluorescent microscopy as shown in Fig. 1.
From the 3D chain conformation, the two-dimensional 2D
projection on the velocity-vorticity plane was obtained.
Meshing that plane with a grid size of 12, we count the
number of nodes falling in each cell to obtain an intensity
matrix. From the intensity matrix we calculate the maximum
separation between the cells with a nonzero signal. Possible
artifacts on our x measure have been discussed
previously,32,33 where it was shown that the choice of mesh
size for the intensity matrix does not affect the relaxation
behavior in linear and nonlinear viscoelastic regimes. Indeed,
the relaxation of x measure is essentially unchanged even if
the x measure is obtained as the maximum separation be-
tween the segments not between the cells in 3D space and
in the 2D projection. It has been also reported that the rea-
sonable number of chains for ensemble average is 1000 and
thus the results shown later were obtained with this criterion.
B. Parameters
The parameters needed to map the calculated rheology
onto the experimental data are a modulus G0 and the time .
The modulus G0 is related to Z through the mean molecular








Here  is the polymer density, M is the molecular weight of
the polymer, and Z0=M /M0. According to Teixeira et al.,12
=2.2 kg /m3 for the highest DNA concentration 31C
and M =3.3107 for -DNA. From these values, the best fit
of the simulation results to the linear viscoelastic data deter-
mines G0, Z0, and  for the 31C solution see Table I. To
obtain the parameters for the other solutions, we employ the
dilution relationship,17 G0d and Z0d−1, with a di-
lution exponent d chosen at 2.2. In addition, assuming that
the Rouse time of DNA is identical in all the solutions, we
determine  from the scaling 2−2d. No additional pa-
rameter is introduced for the prediction of the viscosity
growth curves, including those at high shear rates. All pa-
rameters relevant for rheology are summarized in Table I.
Note that the value of G0 obtained by the simulations is
larger than the plateau modulus GN
0
as is usually defined due
to Brownian fluctuations of the nodes.19,21
Moving from rheology to the molecular extension mea-
sure x, also the unit of length a is required. This is written as
a = bn0 =bLZ , 6
where L is the contour length of the polymer, L=22 m for
-DNA.12 Values of b of the order of 100 nm for DNA in
solution have been reported in the literature.34,35 In the fol-
lowing we will use b=130 nm adopted by Teixeira et al.12
as well as other possible values, somehow treating b as an
adjustable parameter.
IV. RESULTS AND DISCUSSION
Figure 2 compares linear viscoelastic data from Teixeira
et al.12 with simulation results obtained with the parameters
reported in Table I. The primitive chain network model ap-
pears to capture the experimental response quantitatively.
Particularly noteworthy is the fact that agreement at lower
concentrations 23C and 10C is obtained by scaling the
parameters from the values of the fit at 31C see Sec. III B,
rather than by direct data fitting at each concentration. Figure
2, however, shows that the case of 16C is not reproduced by
such scaling procedure, even when changing the dilution ex-
ponent d in the range 2–2.5. The reason for this peculiar
discrepancy is unknown, and all 16C data are discarded
hereafter.
(a) (b) (c)
FIG. 1. Schematic representation of the procedure to obtain the x measure.
a A typical snapshot for the system with Z0=35. A chain close to the center
of the simulation box is highlighted, while thin lines show the segments of
the other chains. b 2D projection of the highlighted 3D chain. c Intensity
matrix obtained from the 2D projection.










10C 0.65 10 3.4106 5.6 1.510−1
16C 1.0 18 1.9106 2.9 4.010−2
23C 1.5 26 1.3106 1.3 1.610−2
31C 2.2 35 9.5105 0.47 7.210−3
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Figures 3 and 4 show the rheological response of the
DNA solutions in shear flow. Figure 3 reports the viscosity
growth curve in shear startup. Results are reported only up
to shear rates not exceeding 1 /, which is the inverse of our
“unit” time, also marking the coarse-graining level of the
primitive chain model. In all cases reported in Fig. 3, the
transient behavior is reasonably well captured, including the
position of the maximum in the viscosity curve, whereas the
steady-state values appear somewhat overestimated.
Figure 4 shows the steady shear stress of the 31C solu-
tion, in the form reported by Teixeira et al.,12 which also
includes the predictions of the ROLIE-POLY model9 dotted
line. Our simulations full line, although overestimating the
steady values, at least show a similar plateau as indicated by
the data. A better way of accounting for convective con-
straint release18 in our simulations with respect to the sim-
plified ROLIE-POLY equation might perhaps explain the dif-
ference. To be fair, it is noted that a better agreement
between data and the ROLIE-POLY model might be ob-
tained by artificially tuning the parameters of the ROLIE-
POLY equation. In particular, the plateau indicated by the
data could perhaps be predicted by the ROLIE-POLY equa-
tion by choosing small values of the Rouse time, which,
however, would be inconsistent with the number of entangle-
ments indicated by the linear viscoelastic response.12
Moving on to consider the molecular extension measure
x, we first examined the equilibrium distribution of such
quantity for the 31C solution. Figure 5 shows the prediction
of the simulation obtained with b=130 nm and the experi-
mental distribution, which we derived from Fig. 9A of
Teixeira et al.12 where fluctuations of x at equilibrium are
reported for a time span of 250 s, i.e., for a period much
longer than the slowest relaxation time. One should note that,
although the equilibrium mean value of x is well predicted
by the simulation 	x
2 m, the experimental distribu-
tion appears significantly more peaked than that resulting
from the simulation. In order to check the quality of the
primitive chain simulation results, we implemented a much
simpler unentangled 3D random flight simulation with Z
=35 steps. As expected from theory entanglements should
not affect static properties, Fig. 5 shows that the two simu-
lations are essentially equivalent in predicting the equilib-
rium x distribution. It should also be mentioned that the ob-
served discrepancy in Fig. 5 between data and simulation
cannot be resolved by changing the value of the b parameter.
FIG. 3. Viscosity growth curves of DNA solutions at three concentrations.
Symbols are data from Ref. 12 at the indicated shear rates, and curves are






















FIG. 4. Steady shear stress as a function of shear rate for the 31C solution.
Symbols are data from Ref. 12. Solid and broken curves are predictions of
our model and of the ROLIE-POLY model, respectively.
FIG. 2. Linear viscoelasticity of DNA solutions at four concentrations.
Filled and unfilled circles are data from Ref. 12, while solid and broken
curves are simulation results for G and G, respectively.
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Indeed, by decreasing b, the predicted distribution curve
would become more peaked but it would also shift to the left
in Fig. 5, the mean value of x roughly the peak of the curve
departing from that of the data.
Figures 6 and 7 show x results in steady shear for the
same 31C solution. Figure 6 reports average values as a
function of shear rate. The data are from Teixeira et al.12
while the curves are simulation results for different values of
b, ranging from 130 down to 30 nm. In the simulations, the
average was taken from more than 1000 chains. Figure 7
shows distributions, obtained by using 10 000 chains, at
shear rates of 0.3 s−1 Fig. 7a and 2.7 s−1 Fig. 7b. By
ignoring that the equilibrium results confirmed a b value of
130 nm, the best fit with data of both averages and distribu-
tions in Figs. 6 and 7 is obtained by choosing b=65 nm.
Figure 8 extends the comparison between measured and
calculated x distributions in flow to the other DNA concen-
trations. In Fig. 8a, the adopted b value is 65 nm. Agree-
ment is fair for the case of 23C just as for 31C, whereas
a significant discrepancy is observed at the lowest concentra-
tion 10C. In Fig. 8b, the adopted b value is 130 nm.
Contrary to Fig. 8a, agreement is now better for the low
concentration 10C and worse for the higher ones. It is also
noteworthy that the experimentally obtained distribution is
rather insensitive to the concentration at any assigned shear
rate as if relaxation times were not affected, although linear
rheology shows the opposite see Fig. 2. On the contrary,
simulations remain sensitive to change in relaxation time
with concentration, which is particularly apparent in the shift
to the left of the simulation curves at 10C in Fig. 8a, and



















FIG. 5. Equilibrium distribution of the molecular extension x for the 31C
DNA solution. Histogram is obtained from the x fluctuations appearing in
Fig. 9A of Ref. 12. Solid and broken curves are from primitive chain, and
















FIG. 6. Average value of x at steady state as a function of shear rate for the
31C solution. Symbols are data from Fig. 15B of Ref. 12. Curves are
simulation results for various Kuhn step lengths: b=130, 100, 65, 50, and 30
nm, from top to bottom.
FIG. 7. Distribution of x for the 31C solution in steady shear at a 0.3 s−1
and b 2.7 s−1. Histograms are data from Ref. 12. Dashed, solid, and dotted
curves are simulation results for b=30, 65, and 130 nm, respectively.
FIG. 8. Distribution of x for several concentrations one per row at various
shear rates one per column. Histograms are from Ref. 12. Curves are
simulation results over samples of 10 000 chains. In a b=65 nm was used;
in b Kuhn length is 130 nm.
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Fig. 8b. Similar results on the conformational distribution
have been reported for another multichain sliplink model re-
cently developed by Dambal et al.36
Figure 9 reports the transient behavior of x following the
startup of a shear flow for the 31C solution and compares it
with the corresponding behavior of the transient viscosity.
The x simulation results are obtained with b=130 nm. Fig-
ure 9a shows that the viscosity curve predicted by the
simulation is similar to data both at low and high shear rates
see also Fig. 3a. Conversely, Fig. 9b reveals that the
experimental x rise with time at a shear rate of 1 s−1 is
much slower than predicted by simulation. Indeed, while
simulations predict a similar kinetics for both rheology and
conformation, data do not confirm such behavior, as is im-
mediately apparent by comparing data in Figs. 9a and 9b.
The numerous discrepancies observed between model
and experiments concerning the x measure seem hard to in-
terpret, especially in an all-comprehensive way. Starting
from the equilibrium data in Fig. 5, it should preliminarily be
mentioned that our procedure for extracting the data from
Fig. 9A in Ref. 12 might have introduced some errors. If
taken for granted, however, those data indicate that the equi-
librium DNA molecule is not Gaussian, possibly due to the
influence of electrical charges not fully screened or because
of other unknown interactions. The behavior of x in steady
shear Fig. 6, showing a modest increase with increasing
shear rate, could be due either to the effect of these restrain-
ing forces electric or otherwise or, as suggested by Teixeira
et al.,12 to a mysterious effect which makes the x kinetics to
correlate with the Rouse time equal to approximately 2 s,
independently of concentration rather than with the time of
disengagement from the entangled network equal to ap-
proximately 90 s for the 31C solution. Possible mysteri-
ous dependence of x behavior on Rouse time would also
agree with the fact that distributions appear insensitive to
concentration Fig. 8. However, the transient response dur-
ing startup of shear flow Fig. 9 indicates a time to reach a
weakly deformed steady state much longer than Rouse
time. Apart from the contradictions of the different behaviors
here summarized, none of the above hypotheses would ex-
plain why the x measure should be profoundly affected by
some unknown extra “force” while the rheology remains un-
affected. Hence the only possible conclusion as of today
seems that the physical origin of the observed behavior is not
understood.
In relation to our previous work,10,11,30 however, further
comments on the observed time of the transient response
seem in order. In Fig. 10 we show the transient response of
the x measure for various shear rates as obtained from simu-
lations with b=130 nm, to be compared with the single
available data set previously reported in Fig. 9b. In Fig.
10a we show absolute values, whereas in Fig. 10b we
normalize x to the difference between steady-state and equi-
librium values. The experimental data at 1.0 s−1 indicate a
characteristic time of approximately 90 s close to the long-
est relaxation time of linear viscoelasticity, see Figs. 2a and
3a. On the other hand, the simulations predict a faster
relaxation at the identical shear rate as a result of accelera-
tion due to shear, as shown in Fig. 10b. Figure 10b also
shows that the normalized transient response of the experi-
ment is similar to that predicted by simulations at the shear
rate of 0.03 s−1, which is close to the linear regime. In our
simulation box, fluctuations that are already significant at
0.03 s−1 completely mask the transient startup in the linear
regime. Although absolute values do not match see Fig.


































FIG. 9. Transient response of a viscosity and b average molecular ex-
tension 	x
 in startup of shear flow for the 31C solution at the indicated
shear rates. Symbols are data from Ref. 12 at 1.0 s−1 circle and 0.1 s−1
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FIG. 10. Transient response of the average molecular extension 	x
 in star-
tup of shear flows for the 31C solution. a Curves are simulation results for
1.0 s−1 dotted curve, 0.1 s−1 hatched curve, and 0.03 s−1 solid curve;
symbols are data at 1.0 s−1 from Ref. 12. b Same as in a, normalized to
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sponse in the nonlinear regime remains roughly equal to the
value of the linear regime. Thus it is reasonably supposed
that the x response in the experiment is not accelerated by
shear. As mentioned earlier, a similar insensitivity to shear
flow has been reported for another conformational measure,
namely, the end-to-end distance as observed in dielectric
measurements.10 For both cases, simulations predict a de-
crease in the conformational characteristic time with increas-
ing shear rate, which is denied by data. In the nonlinear
range the acceleration of relaxation is mainly induced by
convective constraint release, and such acceleration is indeed
proven by rheology as revealed, for example, by the decrease
in the time needed to reach steady state in Figs. 3 and 9a.
Reduction in the effective relaxation time in steady shear
flow is also proven by oscillatory data in parallel superposi-
tion see, e.g., Ref. 37 and the literature cited therein. On the
contrary, Figs. 9b and 10 seem to indicate that no such
acceleration applies to conformational properties. Hence we
plan to investigate possible changes in the simulation model,
for example, in the rules by which chain end dynamics renew
the network topology. The aim would be to somehow un-
couple local rearrangements that are relevant to rheology
from global changes that determine the overall chain confor-
mation. Further experiments on conformational properties at
several shear rates would also be welcome.
V. CONCLUSIONS
Primitive chain network simulations were performed for
entangled DNA solutions of different concentrations and the
results compared with rheological and molecular extension
data recently reported by Teixeira et al.12 The linear vis-
coelasticity and the viscosity growth during startup of shear
flows at several shear rates were quantitatively reproduced.
The parameters needed for such a comparison, namely, a
modulus and a time, were determined for the most concen-
trated solution 31C, and then scaled with concentration by
using well established dilution power laws. It should be
mentioned, however, that for the DNA solution with concen-
tration 16C quantitative agreement was not achieved for un-
known reasons.
Concerning the molecular extension measure x, on the
contrary, the overall comparison between data and simula-
tions proved unsatisfactory, although agreement could be
found in some cases, often by suitably adjusting the single
parameter that needs to be assigned for conformational com-
parisons, i.e., the Kuhn segment length b. Indeed, the equi-
librium x measure could be fitted by using the independently
determined b value of 130 nm, while x values in fast steady
shear flows appeared to require b=65 nm.
As regards x distributions, the equilibrium and slow flow
experimental distributions appear more peaked than those
obtained from simulations. It should be mentioned, however,
that the equilibrium distribution obtained from the simula-
tions agrees with the classical notion that entangled chains
are Gaussian, a fact that the equilibrium data on these DNA
solutions although meager do not seem to confirm. Good
agreement is found in fast flows, although with b=65 nm for
the 23C and 31C solutions and with b=130 nm for the
10C solution.
The transient behavior of the molecular extension in
startup of shear flows revealed yet another significant dis-
crepancy, insofar as the simulation predicts an essentially
stepwise upward response while data show a very gradual
growth toward the steady value. So far, we were unable to
find any consistent interpretation for these discrepancies.
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