There have been many attempts at pricing American options. Numerical methods such as the finite difference method of Brennan and Schwartz [1977] and the binomial tree model of Cox, Ross and Rubinstein [1979] are among the earliest and still widely used ones. Even though these methods are quite flexible, they are also among the most time consuming ones.
A rare exception among the numerical methods is a recent paper by Figlewski and Gao [1999] . They show that efficiency and accuracy of the binomial method can be improved tremendously by fine tuning the tree in the regions where discretization induces the most serious pricing errors.
The second group of methods includes approximate schemes based on exact representations of the free boundary problem of the American options or the partial differential equation satisfied by the option prices. This group includes Geske and Johnson [1984] , Bunch and Johnson [1992] , , Carr [1998] and Ju [1998] . These methods are essentially analytic approximations and they are convergent in the sense that as more and more terms are included, they become more and more accurate. However these methods become inefficient very rapidly.
Another category of methods uses regression techniques to fit an analytical approximation based on a lower bound and an upper bound of an American option. These methods include Johnson [1983] , and Broadie and Detemple [1996] . These methods can be quite fast, but they all need regression coefficients which in turn require computing a large number of options accurately. Another drawback is that these methods are not convergent.
A fourth category of potential methods includes analytical approximations. MacMillan [1986] and Barone-Adesi and Whaley [1987] are among these methods. A common feature of these methods is that they are many times faster than most of the aforementioned ones.
A drawback is that they are not very accurate, especially for long maturity options, such as the exchange-traded long-term equity anticipation securities (LEAPS).
In the absence of any closed form formula for American options, a reliable analytical approximation is obviously highly desirable. First, an analytical approximation will likely be very efficient computationally. Second, such an approximation will not involve regression coefficients which need to be calibrated and recalibrated. In this article such an analytical formula is proposed. Even though it can not attain an arbitrary accuracy, for most practical applications it is accurate enough to be a useful, reliable and efficient method. Another useful feature of the method is that it is extremely easy to program. Therefore in cases where execution time is less important than the programming time the present method offers an appealing choice.
I. DERIVATION OF THE APPROXIMATE FORMULA
Under the usual assumptions, Merton [1973] has shown that the price F of any contingent claim, whether it is American or European, written on a stock satisfies the following partial differential equation (PDE):
The riskless interest rate r, volatility σ, and dividend yield δ are all assumed to be constants. The value of any particular contingent claim is determined by the terminal condition and boundary conditions. It should be pointed out that the above PDE only holds for an American option in the continuation region. Otherwise the option should be exercised immediately.
Because both American and European options satisfy the same PDE, so does the early 
Then g satisfies
The MacMillan [1986] and Barone-Adesi and Whaley [1987] approximations amount to the assumption that the last term in (2) In the following, hg 1 will be the early exercise premium of MacMillan [1986] and BaroneAdesi and Whaley [1987] , hg 2 will be a correction to hg 1 . Let g = g 1 + g 2 , then (2) becomes
Now let
A proper solution of g 1 for an American option is
where λ is given by
is the critical early exercise stock price for maturity τ , A(h) is a function of h and φ = 1 for calls and φ = −1 for puts. The resulting equation for g 2 is given by
Now let g 2 = g 1 . The intention is that hg 1 will catch most of the early exercise premium and thus will be small compared with one. Plugging in and making use of the fact that g 1 satisfies (4), satisfies the following PDE:
Note that no approximations have been made so far. The first approximation we introduce now involving assuming that ∂ /∂h is zero. Using (5) we have
Now we introduce our second approximation. For the purpose of solving the above ordinary differential equation ( Plugging in and matching the coefficients we have
It follows that
where
Putting everything together we have that the price of an American option is approximated
where V E (S) is the Black-Scholes [1973] European option formula.
To determine the price of an option we need to apply the boundary conditions. Applying the value match condition we have
The high contact condition yields
Differentiating the value match condition (12) with respect to h, we have
Using (14) we have
To find S * we ignore the term involving c in (13), which is consistent with our intention that we treat g 2 as a correction to g 1 . It follows that S * solves the following equation:
An unexpected benefit of doing so is that the term involving ∂S * /∂h in (15) is now zero and c is then approximated by
Equations (12), (16) and (17) In most cases not only are the prices of interest but the hedging parameters. They can be obtained easily using the analytical formulas. For easy reference they are collected in Exhibit 2.
II. NUMERICAL RESULTS AND COMPARISONS
In this section we present extensive numerical results to compare the accuracy and efficiency of our new analytical approximation and several other widely used methods. We choose a binomial tree model with N = 10, 000 time steps as our benchmark for the true values. Even though better benchmark can be obtained using the state of the art implementation of the binomial tree of Figlewski and Gao [1999] , we have checked that our benchmark values are accurate to the digit (3rd) reported and are accurate enough for our comparison.
We compare our method (hereafter Mquad) with the four point extrapolation scheme of Geske and Johnson [1984] (hereafter GJ4), the modified two point Geske-Johnson method of Bunch and Johnson [1992] (hereafter MGJ2), the four point extrapolation recursive method of (hereafter HSY4), the lower and upper bound approximation of Broadie and Detemple [1996] (hereafter LUBA), the binomial tree model with N = 150 time steps (hereafter BT150), the accelerated binomial tree method of Breen [1991] with N = 150 time steps (hereafter ABT150), and the quadratic analytical approximation of MacMillan [1986] and Barone-Adesi and Whaley [1987] (hereafter Quad).
We use the root of mean squared errors (RMSE) to measure the overall accuracy of a set of options and maximum absolute error (MAE) to measure the maximum possible error. The computational efficiency is measured using the total CPU time (in seconds) required to compute the whole set of the options. The computation is done on a Sparc-20 in FORTRAN. Because there are different techniques to compute the multivariate cumulative normal functions, no attempt is made to optimize the computations for GJ4. But it is reasonable to assume that it is much less efficient than MGJ2. We follow Bunch and Johnson [1992] in the implementation of MGJ2. A more sophisticated optimization routine is not likely to affect the efficiency and accuracy significantly. For more extensive studies concerning the computational efficiency of various methods, we leave the reader to other sources, for example, Broadie and Detemple [1996] .
Exhibit 3 reports results for the 27 options considered in and Geske and Johnson [1984] . From the exhibit it is clear that GJ4, HSY4, ABT150, and Mquad have essentially the same accuracy for these 27 options. BT150 and LUBA are very accurate and have about the same accuracy for this set of short and moderate maturity options. MGJ2 is clearly the least accurate method. It has a RMSE of 2.0 cents, MAE of 8.6
cents. It appears that MGJ2 is not a very useful method in terms of efficiency and accuracy.
Even though Quad is not as accurate as GJ4, HSY4, LUBA, BT150, ABT150, and Mquad, for these short and moderate maturity options, it is still an efficient and reliable method.
The 20 call options considered in Exhibit 4 are adopted from Table 1 in Broadie and Detemple [1996] . The general observation concerning Exhibit 3 also holds here. It is reasonable to conclude that for options with maturities less than 0.5 years, except perhaps MGJ2 and
Quad, all other methods should give similar and reliable results.
For the options considered in Exhibit 3 and Exhibit 4, the improvement of Mquad over
Quad is that the RMSE and MAE of the former are about only half or less of those of the latter. The improvement of Mquad over MGJ2 is more drastic. Mquad is also extremely efficient. It is about 20 times or more faster than MGJ2 and GJ4. It is also about 7 times faster than HSY4 and 15 times faster than LUBA. For short and moderate maturity options, Mquad could be the choice of methods in many applications.
To test the accuracies of these methods for longer maturity options, we consider the 20 put options in Table V 
III. Summary and Discussions
We have proposed a new approximate analytical formula for pricing American options.
Our analytical approximation is as efficient as the existing ones such as that of MacMillan [1986] and Barone-Adesi and Whaley [1987] and much more efficient than other methods such as the four point extrapolation schemes of Geske and Johnson [1984] and , the modified two point Geske-Johnson of Bunch and Johnson [1992] and the accelerated binomial model of Breen [1991] with 150 time steps. Our analytical approximation is markedly more accurate than the equally efficient analytical approximation of MacMillan [1986] and Barone-Adesi and Whaley [1987] and the modified two point Geske-Johnson of Bunch and Johnson [1992] for both short and long maturity options. For short maturity options, our approximation and those of Geske and Johnson [1984] , yield similar results. For long maturity options, our approximation is more accurate than those of Geske and Johnson [1984] , and . A drawback of our approximation is that it is not convergent. Nevertheless, considering the efficiency and accuracy of the present approximation, it should be a useful and reliable tool for pricing American options.
Even though we have only discussed standard American stock options, our approximation obviously applies to other American options such as futures options, quanto options, index options and currency options. EXHIBIT 1
where V E (S) is the Black-Scholes [1973] European option formula (φ = 1 for calls and φ = −1
) and S * solves the following equation:
and X , b and c are given by
If r = 0 and the option is a call, we use the following limiting values,
.
EXHIBIT 2
FORMULAS FOR HEDGING PARAMETERS DELTA, GAMMA and THETA
where n(·) is the standard normal density function and
Theta can be easily obtained through the PDE satisfied by the option price,
VALUES OF AMERICAN PUTS (S = $40, r = 0.0488, δ = 0.0) 6.6e-2 6.6e-2 2.9e-2 6.2e-2 3.0e-1 2.4e-1 2.9e-3 3.4e-3
The 'TRUE' value is based on binomial with N = 10, 000. Columns 3-10 represent the methods Geske and Johnson [1984] , Bunch and Johnson [1992] , , Broadie and Detemple [1996] , binomial and accelerated binomial with N = 150, MacMillan [1986] and Barone-Adesi and Whaley [1987] , and the modified quadratic approximation of this article. RMSE is the root of mean squared errors. MAE is the maximum absolute error. CPU is the total computing time for the whole set of options.
VALUES OF AMERICAN PUTS (K = $100, τ = 3.0 years, σ = 0.2, r = 0.08) 6.2e-2 6.2e-2 3.0e-2 6.0e-2 3.0e-2 2.4e-1 2.7e-3 3.3e-3
