This paper describes a methodology that allows fast and accurate character recognition while keeping the dimensionality of the feature space relatively small. Higher dimensionality can add to the discriminatory power of a recognizer but pays the price in an increase of computational time. We present a method that achives high accuracy even with a low-dimensional feature space by simulating a multresolution feature space. Our approach is supported by promising experimental results. Recognition rate of 98% is achieved on a test set of about 16,000 handwritten numerals. Recognition rates on upper and lower case handprinted characters is about 95%.
I N T R O D U C T I O N
Recognizers using multi-resolution features have been found to be more accurate than conventional methods that work with features at a single scale [l] . The Gradient Structural Concavity (GSC) features described in [7] are symbolic multi-resolutional features. Gradient of the image contour captures the local shape of a character. The Gradient features are extended to Structural features by encoding the relationships between strokes. Concavity features capture the global shape of characters. Features at the 3 levels, G, S , C are combined in a k-nearest neighbor classification method to produce a multiresolution character recognizer. G features are the finest and the C features are the coarsest. The concept of a multiresolution feature space forms the basis for the idea presented in this paper.
The computational complexity of GSC recognizer is increased because of the burden of additional features needed to accommodate the multiresolution aspect of the feature space. Furthermore, the heterogeneous composition of the feature set makes it difficult to find an appropriate distance metric that can be used by the classifier in the feature space.
In this paper we present a hierarchical recognizer (Figure 1 ) that preserves the accuracy of multi-resolution methods while circumventing the disadvantages cited above. The recognizer begins with a coarse feature space and focuses on smaller subimages of the character on each pass, thus effectively working with a finer resolution of a subimage each time. The subimages are identified by an approach called gaze planning it guides the successive passes through a series of subimages where the features of interest are present.
HIERARCHICAL CLASSIFICATION
Statistical pattern recognition techniques typically extract and evaluate features of a pattern image. Each feature is represented by one or more dimensions of the feature vector. A probability value along each feature dimension is computed based on the strength of the features extracted. If all the features are orthogonal, class probability of an input pattern is readily computed .
By dividing feature dimensions into non-over- (2) Posteriori probability of class Q with feature vector x of an input image is given by Bayes' Rule,
where the probability of feature vector x is By defining a vector code space, 2, = {0,1,2, * 2M -1) ( 
7)
every binary feature vector can be mapped onto the vector code space. In othere words, every M dimensional hyper feature space can be then mapped to a unique code. The posteriori probability of class q with a vector code w is then given by Prior probabilities, P(w> are obtained during training on preclassified image sets and stored as tables for future look-ups. The additional storage is computed as follows:
Given 9 features and 4 bytes per value, the table size for holding P ( w / c i ) is zMZ9 * 4byte = 2048byte
(9)
Accurate recognition of characters typically warrants many more features. We obtained 54% accuracy of top choice on a set of numerals which is not acceptable for practical applications. As mentioned earlier (9) feature space dimensionality must increase for accurate classification of noisy data. Common remedey therefore, as suggested by pattern recognition literature, would be to add new features. The GSC method introduced earlier uses a 512 binary feature vector ( [7]). [4] uses 30 real coefficients to obtain satisfactory recognition performance. However, if we use 512 features, the size If we assume that the class probabilities of a sub-image are independent of those of other subimages, we can denote the probability P t of class q of an entire layer at depth d by the products of probabilities of the same class within all sub-images.
where v(d) is a vector code matrix of Ld x 1,
The overall probability of class ci throughout the tree can be obtained from the probability values at each layer. Appplying the logarithm function to ( E ) , we can convert to the equivalent add operations.
Gaze Planning
Since we assumed that the posteriori probabilities of a class within subimages are independent, we can update probabilities of a class ci recursively. A subset of probabilities of a class is obtained by the products of those of sub-images chosen vertically as well as horizontally within a tree structure, starting from the root extending to the sub nodes. If we fix the number of classes whose probabilities get updated on each pass and only examine those which were updated in the previous pass (no new ones axe initiated) the intermediate probabilities can be computed recursively at pass t,
where P,aUb (t) is products of posteriori probabilities of class Q obtained from nodes which are the chid nodes of a parent node that is selected at time t.
Let function g ( t ) determine whether a node is to be examined in the next iteration. We can write For driving the gazing function, we define local separability at time t as a metric of measuring the support present for the top cIass choice. If class Q is the top choice and class cj is the second choice at time t , the local separability S~' " ( t )
of node ( d , l ) is
We can now determine the next gazing node which is expected to be the most supportive of the current recognition results. If the top and second rated classes change, the local separability should be renewed at the nodes in which the updating has ended. Figure 3 , summarizes the recognition algorithm.
To reduce computational complexity, if we use logarithm function, the equations of products for parameters are transformed to summations.
IMPLEMENTATION

Contour Representation:
A character image is scanned and binariaed. Binarized character images are represented by 3. 4 were implemented. Figure 4 -(e)s, (d)s and (e)s show sub-regions for each layer in the quin tree. Figure 4 -(f)s show reconstructed contours using feature at the deepest level (4).
Features:
8 bit binary feature vector for the quad tree representation and 9 bit feature vector for the quin tree were used. The size of the feature vector is kept small for reasons described earlier. The direction of a contour ranges from 0 to 7~ radians if we consider themn to be unidirectionsl. 4 gradient feature bits are obtained from the number of pixels in each ~/ 4 direction. Moment feature vectors are used to obtain the other 4 (or 5 in c a e of quin trees) bits.
EXPER.IMENTS
The training and testing sets consist of isolated digits and characters collected from handwritten postal addresses and NIST digits sets.
1.
2.
The recognition results are shown in Table 1 . Table 2 shows the quin tree having superior recognition performance, but it increases the processing time.
CONCLUSION
Hierarchical classification allows high recognition rates with a small set of features. Finer resolution of features is simulated by sampling smaller subimages in each pass. We have assumed that there is no correlation between subimages. This assumption is not 
