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Abstract
A modified A-hypergeometric system is a system of differential equations for the func-
tion f(tw · x) where f(y) is a solution of an A-hypergeometric system in n variables and w
is an n dimensional integer vector, which is called the weight vector. We study the irregu-
larity of modified systems by adapting to this case the notion of umbrella introduced by M.
Schulze and U. Walther. Especially, we study slopes and Gevrey series solutions. We develop
some applications of this study. Under some conditions we give Laplace integral represen-
tations of divergent series solutions of the modified system and we show that certain Gevrey
series solutions of the original A-hypergeometric system along coordinate varieties are Gevrey
asymptotic expansions of holomorphic solutions of the A-hypergeometric system.
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1 Introduction
A-Hypergeometric systems (or GKZ-systems or simply hypergeometric systems) are systems of
linear partial differential equations on the complex affine space Cn. Although they were already
considered in works by J. Hrabowski [19] and by I. M. Gelfand, M. I. Graev and A. V. Zelevinsky
[13], the systematic study of hypergeometric systems started with the paper by I. M. Gel’fand,
M. M. Kapranov and A. V. Zelevinsky [14]. Each of these systems, denoted by HA(β), is de-
termined by a pair (A, β) where A = (aij) is an integer d × n matrix of rank d and β ∈ Cd
is a parameter vector. An A-hypergeometric system HA(β) is defined by the d Euler operators
Ei − βi :=
∑n
j=1 aijyj
∂
∂yj
− βi for i = 1, . . . , d and the toric operators ∂u − ∂v associated with
each pair (u, v) ∈ Nn × Nn such that Au = Av. Here ∂u stands for the monomial differential
operator ∂u11 · · ·∂unn and ∂i = ∂∂yi .
For generic parameters β ∈ Cd, the holomorphic solutions of HA(β) at nonsingular points
can be described by using the so-called Γ–hypergeometric series (see [13], [14]; see also [26] and
Subsection 3.2). We are interested in divergent Γ–hypergeometric series solutions. To study them
we use the notion of slopes defined in the general setting by Y. Laurent [21]. If the matrix A is
pointed (which means that the column vectors of A lie in an open half-space with boundary passing
through the origin inRd), M. Schulze and U. Walther [27] have described the slopes of HA(β) with
respect to coordinates varieties, generalizing previous work in [7], [16] and [17]. These slopes are
closely related to the irregularity of the system [22] and the existence of non convergent Gevrey
series solutions of this system. Gevrey series solutions of HA(β) were studied by the second author
in [10] (see also [11] and [12] where the authors treat particular cases).
Modified hypergeometric systems were introduced by the fourth author [30] in order to study
solutions of hypergeometric systems along a curve y(t) = (c1tw1 , . . . , cntwn) for w ∈ Zn, ci ∈
C. Each of them is determined by a tuple (A,w, β, α) where A and β are as before, w =
(w1, . . . , wn) ∈ Zn and α ∈ C. We denote by A˜(w) (or simply A˜) the matrix
A˜(w) = A˜ =

a11 · · · a1n 0
· · · 0
adn · · · adn 0
w1 · · · wn 1
 .
Throughout this paper, we do not always assume that A is pointed, but we assume that A˜ is. Note
that when A is pointed, then A˜ also is.
Definition 1 ([30]) We call the following system of differential equations HA,w,α(β) a modified
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A-hypergeometric system: (
n∑
j=1
aijxj∂j − βi
)
• f = 0, (i = 1, . . . , d) (1)(
n∑
j=1
wjxj∂j − t∂t − α
)
• f = 0, (2)(
n∏
i=1
∂uii t
un+1 −
n∏
j=1
∂
vj
j t
vn+1
)
• f = 0 (3)
with u, v ∈ Nn+1 running over all u, v such that A˜u = A˜v. Here we denote ∂
∂xi
= ∂i.
The modified system is defined on the space X = Cn+1 with coordinates (x, t) = (x1, . . . , xn, t).
Let D (or Dn+1) be the Weyl algebra in (x, t). The left ideal in D generated by the operators in (1),
(2), and (3) is also denoted by HA,w,α(β) if no confusion arises. The left D-module D/HA,w,α(β)
is denoted by MA,w,α(β). By [30] the D-module MA,w,α(β) is holonomic for any A, β, w, α.
The system HA(β) is a summand of the modified system on the space t 6= 0. More precisely,
denote Y = Cn+1 with coordinates (y, s) and consider the map
ϕ : Y ∗ := Cn × C∗ ⊂ Y −→ X∗ := Cn × C∗ ⊂ X (4)
defined by ϕ(y1, . . . , yn, s) = (s−w1y1, . . . , s−wnyn, s). The pullback image of the ideal HA,w,α(β)
by ϕ equals the ideal of differential operators on Y ∗ generated by HA(β) and s∂s + α. Notice
that this last ideal is nothing but the hypergeometric ideal associated with the matrix A˜(0) and the
parameter vector (β,−α) ∈ Cd+1. As usual we denote this ideal by HA˜(0)(β,−α).
Let us consider the local analytic situation. Let D be the sheaf of holomorphic differential
operators on X and MA,w,α(β) the quotient sheaf D/DHA,w,α(β). By the previous observation,
the hypergeometric D-module MA˜(0)(β,−α) = D/DHA˜(0)(β,−α) is the extension to Y of the
pullback module ϕ∗(MA,w,α(β)) considered as a DY ∗–module on the first space Y ∗ = Cn ×
C∗. Since ϕ is a biholomorphic map both D-modules MA˜(0)(β,−α)|Y ∗ and MA,w,α(β)|X∗ are
isomorphic.
We can describe solutions of the original hypergeometric system HA(β) associated to the
weight vector w ∈ Zn via solutions of the modified system. Series solutions of HA(β) have
been studied in [13] and [14] where the authors constructed convergent series solutions associated
to the regular triangulation induced by a generic weight vector w. The construction is generalized
as follows [26]: Assume that β ∈ Cd is very generic (this condition is essential in the construc-
tion). Suppose that the initial ideal in(−w,w)(HA(β)) has a solution of the form yρ, ρ ∈ Cn. Then
the monomial yρ can be extended to a formal series solution φ(y) = yρ + · · · of HA(β). We call
the series φ(y) a series solution of HA(β) associated to the weight vector w. The series is diver-
gent in general. We are interested in giving an explicit expression of a solution of HA(β) whose
asymptotic expansion is φ(y). A standard method, in the theory of ordinary differential equations,
to construct such an expression is the Laplace integral representation and the Borel transformation
of divergent series. This method has been successful in the study of global analytic properties of
solutions of ordinary differential equations, see, e.g., the book by W. Balser [3] and the references
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therein. Then it is a natural problem to construct a Laplace integral representation correspond-
ing to the divergent series solution φ(y) associated to the weight vector w. Our modified system,
which is a system of differential equations for φ(tw1x1, . . . , twnxn), is used to give an answer to
this problem.
A key ingredient of our study is the fact that the modified hypergeometric system HA,w,α(β) is
transformed into the hypergeometric system HA˜(w)(β, α− 1) associated with the matrix A˜(w) and
parameter (β, α− 1), by the formal inverse Fourier transform t 7→ ∂t, ∂t 7→ −t, which enables us
to study the modified system using the theory of hypergeometric systems (see Subsection 4.1).
For example, for A = (1, 2) and β ∈ C the system HA(β) is generated by x1∂1 + 2x2∂2 −
β and ∂21 − ∂2. The modified system HA,w,α(β) for w = (−1,−1), α ∈ C is generated by the
three operators x1∂1 + 2x2∂2 − β, −x1∂1 − x2∂2 − t∂t − α, ∂21t − ∂2, and the inverse Fourier
transformation ofHA,w,α(β) is generated by x1∂1+2x2∂2−β, −x1∂1−x2∂2+t∂t−α+1, ∂21∂t−∂2
which is equal to HA˜(w)(β, α− 1).
We study the behavior of solutions of HA,w,α(β) near the hyperplane t = 0 in the space X and
we will give Laplace integral representations of its solutions.
The structure of the paper is as follows: in Section 2 we recall Y. Laurent’s definition of the
slopes of a finitely generated D-module with respect to a hypersurface.
In Section 3 we recall the use of umbrellas for the description of the slopes of a hypergeometric
system given by Schulze and Walther [27], then we summarize the construction of the Gevrey
solutions given in [10] and extend some of these results to the case of the Gevrey solutions at
infinity.
In Section 4 we prove that the formal inverse Fourier transform, with respect to T , of a modified
hypergeometric system is an A-hypergeometric system and we use this fact to describe the slopes
of the former by using the umbrella of the latter. We construct, associated with any slope of the
modified system MA,w,α(β), a basis of its Gevrey solutions, modulo convergent power series,
when the parameters β and α are very generic, see Theorem 6. Moreover, for β ∈ Cd very generic
we construct a basis of formal series solutions of the modified system for any α ∈ C and w ∈ Zn,
see Theorem 5. If in addition w is generic this basis is reduced to a single element. Later, in
Sections 5 and 6, we prove under some assumptions that this solution is an asymptotic expansion
of a Laplace integral representation of a solution by the Borel summation method (Theorem 8 and
Section 6). As an application, we give an asymptotic error evaluation of finite sums of formal series
solutions of original A-hypergeometric systems with irregular singularities studied in, e.g., [10]
and [14] (see Theorem 8, the inequality (17), and Section 6). Example 4 illustrates the application
for the simplest A.
Several integral representations have been studied for solutions of regular holonomic hyper-
geometric systems (see, e.g., [15], [6], [4]). They play a prominent role in the study of A-
hypergeometric functions. However, there have been few studies of integral representations for
solutions of irregular A-hypergeometric systems. We would like to point out that integral rep-
resentations of holomorphic solutions of irregular A-hypergeometric systems have been recently
given by A. Esterov and K. Takeuchi [9] by using the so called rapid decay homology cycles. Our
Laplace integral representation, which we propose in this paper for giving an analytic meaning to
divergent series solutions, is different from their representation: the integrand of our representation
is an A-hypergeometric function associated to a homogenized configuration of A (Section 5).
In Section 6 we illustrate how, under some conditions, the study of the irregularity ofMA,w,α(β)
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along T gives an analytic meaning to the Gevrey series solutions of MA(β), along coordinate va-
rieties, constructed in [10]. More precisely we prove (see Proposition 5) that they are asymptotic
expansions of certain holomorphic solutions of MA(β).
An interplay of algebra (slopes and formal series) and analysis (Borel summation method) is a
main point of this paper. In order to make a comprehensible presentation to readers from several
disciplines, we often review some well-known facts to experts. We hope that our style is successful.
Acknowledgements: We wish to thank J. Gonza´lez-Meneses, M. Granger and D. Mond for
their help, suggestions and comments. We are very grateful to an anonymous referee, whose
thoughtful suggestions have improved this article.
2 Generalities on slopes
Recall that D = Dn+1 is the Weyl algebra C〈x1, . . . , xn, t, ∂1, . . . , ∂n, ∂t〉. In this section we write
x = (x1, . . . , xn+1), ∂ = (∂1, . . . , ∂n+1). The variable t is also denoted by xn+1 and ∂t by ∂n+1.
Let L : R2n+2 → R be a linear form L(α, β) =
∑
i uiαi + viβi such that ui + vi ≥ 0 for
i = 1, . . . , n + 1, inducing the so-called L–filtration on the ring D. If ui + vi > 0 for all i, the
associated graded ring grL(D) is isomorphic to a polynomial ring in 2n + 2 variables (x, ξ) =
(x, ξ1, . . . , ξn+1) with complex coefficients. This polynomial ring is L-graded, the L-degree of a
monomial xαξβ being L(α, β). If we need to emphasize the coefficients of the linear form we
simply write L = L(u,v) for (u, v) ∈ R2n+2 with ui + vi ≥ 0 for all i. If u = 0 ∈ Nn+1 and
v = 1 = (1, 1, . . . , 1) ∈ Nn+1 then the corresponding L(u,v) filtration is nothing but the usual order
filtration on D (which is also called the F -filtration). If u = (0,−1) ∈ Nn+1 and v = −u ∈ Nn+1
then the corresponding L(u,v) filtration is nothing but the Malgrange-Kashiwara filtration on D
(also known as the V -filtration) with respect to t = 0. In the remainder of this section we assume
ui + vi > 0 for all i; we say then that (u, v) is a weight vector for the Weyl algebra D.
All the D–modules appearing here are left D-modules unless stated otherwise. We denote by
T ⊂ Cn+1 the hyperplane defined by t = 0.
Let M be a finitely generated D-module. To the L-filtration on D we associate a good L-
filtration on M , by means of a finite presentation. The associated grL(D)-module grL(M) is then
finitely generated. The radical of the annihilating ideal AnngrL(D)(grL(M)), which is independent
of the good L–filtration on M , defines an affine algebraic subset of the cotangent space T ∗Cn+1 =
C2n+2. This algebraic set is called the L-characteristic variety of M and it is denoted by ChL(M).
The results stated so far are well known in D-module theory and generalize [5] which treats the
case of the F–filtration in D. The case of a general L–filtration has been studied for example in
[20] and, with more details, in [21, Section 3.2] in the micro-differential setting which is slightly
different from the one in this paper. See also [2, Section 2] for an equivalent treatment better
adapted to effective computations for modules on the Weyl algebra.
We consider a special type of L-filtration: For any real number r ∈ R≥0 we denote by Lr either
the linear form Lr = F + rV or the filtration on D given by the (2n + 2)–dimensional weight
vector (0, . . . , 0,−r, 1, . . . , 1, 1+ r) where−r is placed in the (n+1)th-component. Here F (resp.
V ) stands for the order filtration on D (resp. the Malgrange-Kashiwara filtration with respect to
T ).
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Definition 2 [21, Section 3.4] Let M be a finitely generated D–module. Consider the projection
Π : T ∗Cn+1 −→ T defined by
Π(x1, . . . , xn, t, ξ1, . . . , ξn, ξt) = (x1, . . . , xn, 0).
For any real number r > 0, let IrT (M) be the closure of the projection by Π of the irreducible com-
ponents of the Lr–characteristic variety ChLrM ⊂ T ∗Cn+1 that are not (F, V )–bihomogeneous.
The real number s = r + 1 > 1 is said to be a slope of M along T at p ∈ T if and only if
p ∈ IrT (M).
As proved by Y. Laurent, see [21, Section 3.4], any slope is a rational number and the set of
slopes of M is finite. Moreover, Y. Laurent also proved loc. cit. that s = r + 1 is a slope of M
along T at p ∈ T if and only if, in a neighborhood of Π−1(p), ChLr′ (M) is not locally constant for
r′ ∈ (r − ǫ, r + ǫ) with ǫ > 0 small enough. The irregularity of a holonomic system with respect
to a smooth hypersurface ([24, De´f. 6.3.1]) is deeply related with the slopes of the system defined
with respect to the given hypersurface [22].
3 On the irregularity of A–hypergeometric systems
Recall that A is a d × n integer matrix of rank d whose columns a1, . . . , an generate Zd as Z–
module. We denote by HA(β) the hypergeometric ideal associated with A and the parameter
vector β ∈ Cd [14] and by MA(β) the corresponding hypergeometric system (also known as
GKZ–system). This system is the quotient of Dn := C[x1, . . . , xn]〈∂1, . . . , ∂n〉, the Weyl algebra
of order n, by the left ideal HA(β). In this section we denote X = Cn.
3.1 Slopes of A–hypergeometric systems
We recall in this subsection some results from [27], where A is assumed to be pointed, i.e. the
columns of A lie in a open half-space defined by a hyperplane passing through the origin in Rd.
These results will not be applied to our matrix A but only to the matrix A˜(w) (see Subsection 4.2),
which we assume to be pointed throughout this article.
We denote by ai the i-th column of A for i = 1, . . . , n. The L-characteristic variety of the
hypergeometric system MA(β) has been described, in a combinatorial way, by M. Schulze and U.
Walther [27] for any pointed matrix A and any filtration L = (u, v) such that ui + vi = c > 0
for all i = 1, . . . , n. The case L = F was first studied by A. Adolphson [1]. The main tool for
their description is the notion of (A,L)-umbrella that we define here for the sake of completeness.
First of all, the (A,L)–umbrella only depends on A and on the coefficients vi of the linear form
L = L(u,v).
Definition 3 [27, Def. 2.7] We assume that vi > 0 for all i. The (A,L)–polyhedron ∆LA is the
convex hull in Rd of the set {0, a1/v1, . . . , an/vn}. The (A,L)-umbrella ΦLA is the set of faces of
∆LA which do not contain zero. In particular, ΦLA contains the empty face.
By ΦL,kA ⊂ ΦLA we denote the subset of faces of dimension k. We identify each face σ of ΦLA
with the set {i : ai/vi ∈ σ} and with {ai : ai/vi ∈ σ}. The (A,L)-umbrella is then an abstract
cell complex.
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When not all the vi are strictly positive then both definitions of the (A,L)-polyhedron and
the (A,L)-umbrella are a little bit more involved. We refer to [27, Def. 2.7] for these precise
definitions in the general case. See also Subsection 4.2.
Theorem 1 [27, Cor. 4.17] The L–characteristic variety of MA(β) is given by:
ChL(MA(β)) =
⋃
τ∈ΦLA
CτA (5)
where CτA is the closure of the conormal CτA of the torus orbit OτA = {ξ ∈ T ∗0X = Cn : ξi =
0 if i /∈ τ, ξi = yai if i ∈ τ, y ∈ (C∗)d}.
Moreover, it is proved in [27, Lemma 3.14] that CτA meets T ∗0X for all τ ∈ ΦLA. Thus Theorem
1 provides a description of the slopes of a hypergeometric system at the origin along any coordinate
variety Y ⊂ X via considering the 1–parameter family of filtrations Lr = F + rV , r > 0, where
V is the V -filtration1 along Y :
Corollary 1 [27, Cor. 4.18] The real number s = r + 1 > 1 is a slope of MA(β) along Y at the
origin if and only if ΦLr′A is not locally constant at r′ = r.
Remark 1 When Y ⊂ X is a coordinate hyperplane then the set of slopes of MA(β) along Y at
the origin coincides with the set of slopes of MA(β) along Y at any point p ∈ Y . This is proved in
[10, Th. 5.9] by using the comparison result in [22, Th. 2.4.2].
3.2 Gevrey solutions of A–hypergeometric systems at infinity.
In this subsection we extend some of the results from [10] to the case of the Gevrey solutions of a
hypergeometric system at infinity in the direction of a coordinate hyperplane that we may assume
to be xn = 0. This construction is used later in the study of the Gevrey solutions along T of a
modified hypergeometric system, see Subsection 4.5.
Let us denote by OX the sheaf of holomorphic functions on X = Cn. For Y = {xn = 0}, we
denote by O
X̂|Y
the formal completion of OX along Y , whose germs at (p, 0) ∈ Y are of the form
f =
∑
m≥0 fmx
m
n where all the fm = fm(x1, . . . , xn−1) are holomorphic functions in a common
neighborhood of p. Notice that the restriction ofOX to Y , denoted byOX|Y , is a subsheaf ofOX̂|Y .
For any real number s, we also consider the sheaf O
X̂|Y
(s) of Gevrey series along Y of order s
which is defined to be the subsheaf of O
X̂|Y
whose germs f at (p, 0) ∈ Y satisfy∑
m≥0
fm
m!s−1
xmn ∈ OX|Y,(p,0).
We denote QY (s) :=
O
X̂|Y
(s)
OX|Y
and use O
X̂|Y
(<s) for the sheaf of Gevrey series along Y of order
less than s. If f belongs to O
X̂|Y
(s) \ O
X̂|Y
(<s) for some s, we say that the index of the Gevrey
series f is s. We also write O
X̂|Y
(+∞) := O
X̂|Y
.
1The V –filtration with respect to the coordinate variety Y = (x1 = · · · = xℓ = 0) is defined by assigning the
weight -1 (resp. the weight 1) to the variables xi (resp. ∂i) for i = 1, . . . , ℓ and the weight 0 to the remaining variables.
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We denote by D = DX the sheaf of linear differential operators on X with holomorphic
coefficients. If M is a coherent D-module, Z. Mebkhout has defined in [24, De´f. 6.3.1] the
irregularity of order s of M with respect to Y to be the complex of (sheaves of) vector spaces
Irr
(s)
Y (M) := RHomD(M,QY (s)) and has proved that, for all s ∈ [1,+∞], this complex is
a perverse sheaf on Y when M is holonomic [24, Th. 6.3.3]. By the comparison theorem [22,
Th.2.4.2] s is a slope of M with respect to Y if and only if s is a gap in the filtration Irr(s)Y (M)
on the irregularity IrrY (M) := Irr(+∞)Y (M). The perversity result implies, in particular, that at
a generic point p ∈ Y only the first cohomology space of previous complexes is possibly non zero
and thus it is worth studying the stalk HomD(M,QY (s))p.
Recall that A = (a1 · · · an) is a full rank matrix with ai ∈ Zd for all i = 1, . . . , n and d ≤ n.
Following [14] and [26], for any vector v ∈ Cn we can define a series
φv = φv(x) :=
∑
u∈Nv
[v]u−
[v + u]u+
xv+u (6)
where v ∈ Cn verifies Av = β and Nv = {u ∈ ker(A) ∩ Zn : nsupp(v + u) = nsupp(v)}.
Here ker(A) = {u ∈ Qn : Au = 0}, nsupp(w) := {i ∈ {1, . . . , n} : wi ∈ Z<0} is the negative
support of w ∈ Cn, [v]u =
∏
i[vi]ui and [vi]ui =
∏ui
j=1(vi − j + 1) is the Pochhammer symbol for
vi ∈ C, ui ∈ N.
The series φv is annihilated by the hypergeometric ideal HA(β) if and only if the negative
support of v is minimal, i.e., ∄u ∈ ker(A) ∩ Zn with nsupp(v + u) ( nsupp(v) (see [26, Section
3.4]).
When β ∈ Cd is very generic, i.e., when β is not in a locally finite countable union of Zarisky
closed sets, there is a basis of the Gevrey solution space of MA(β) along Y given by series φv for
suitable vectors v ∈ Cn (see [10, Ths. 6.2 and 6.7]).
For any subset η ⊆ {1, . . . , n} we denote by Aη the submatrix of A given by the columns of A
indexed by η and we denote η¯ = {1, . . . , n} \ η.
We say that σ ⊆ {1, . . . , n} is a (d−1)-simplex with respect to A (or simply that σ is a (d−1)-
simplex) if the columns of Aσ determine a basis of Rd. If it is so, we can reorder the variables in
order to have σ = {1, . . . , d} without loss of generality. Then a basis of ker(A) associated with σ
is given by the columns of the matrix:
Bσ =

−A−1σ ad+1 −A
−1
σ ad+2 · · · −A
−1
σ an
1 0 0
0 1 0
.
.
.
.
.
.
.
.
.
0 0 1

A vector v ∈ Cn satisfying vi ∈ N for all i /∈ σ and Av = β can be written as
vk = (A−1σ (β −
∑
i/∈σ
kiai),k)
for some k = (ki)i/∈σ ∈ Nn−d. Since β is very generic then the negative support of vk is the empty
set and hence φvk is annihilated by HA(β). Moreover, the summation index set Nvk in the series
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φvk is given by the integer vectors in an affine translate of the positive span of the columns of Bσ.
The sum of the coordinates of the i-th column of Bσ is 1 − |A−1σ ad+i| where | | means the sum of
the coordinates. We have the following.
Theorem 2 [10, Theorem 3.11] Under the above conditions the series φvk is a Gevrey solution of
MA(β) along Z = {xj = 0 : |A−1σ aj| > 1} with index s = max{|A−1σ aj | : j = 1, . . . , n} at
points in certain relatively open subset of Z. In particular, if |A−1σ aj | ≤ 1 for all 1 ≤ j ≤ n then
φvk is convergent.
By Corollary 1, a real number s > 1 is a slope ofMA(β) along Y = {xn = 0} if and only if 1san
belongs to the hyperplane Hτ supported on a facet τ of the convex hull of {0, a1, . . . , an−1} such
that 0 /∈ τ . In particular, for any (d − 1)-simplex σ ⊆ τ it is easy to check that s = |A−1σ an| > 1.
We say in this case that σ is a (d − 1)-simplex corresponding to the slope s > 1 of MA(β) along
Y .
The following Theorem is a summary of some of the results from [10]. Its last statement uses
results from [22] and in [27]. For the definition of a regular triangulation see, e.g., [29, Ch. 8].
Theorem 3 Assume that β ∈ Cd is very generic and that s > 1 is a slope of MA(β) along
Y = {xn = 0}. For any (d − 1)-simplex σ corresponding to s one can construct vol(σ) =
| det(Aσ)| many linearly independent Gevrey solutions φvk of MA(β) along Y with index s by
varying k ∈ Nn−d in a set Λ so that {Aσk |k ∈ Λ} is a set of representatives of the group Zd/ZAσ.
Moreover, if we repeat this construction for all the (d − 1)-simplices σ corresponding to s which
belong to a suitable regular triangulation for A and take the classes modulo O
X̂|Y
(<s) we obtain
a basis for the space of solutions of MA(β) in the space (OX̂|Y (s)/OX̂|Y (<s))p for points p ∈ Y
in a relatively open set of Y .
We have exhibited the construction of the Gevrey solutions of MA(β) along Y = {xn = 0}
corresponding to each slope s > 1 of MA(β) along Y for β very generic.
Let us construct Gevrey solutions of MA(β) at infinity. In other words, we are going to con-
struct Gevrey solutions of the projectivized hypergeometric system treated in [28, Section 5] at a
generic point at infinity. We use the following notation: X ′ isCn with coordinates (x1, . . . , xn−1, z)
and z = 1/xn so that X ∩X ′ = Cn−1 × C∗. Denote Y ′ = {xn =∞} = {z = 0} ⊆ X ′.
Take L−r = F − rV where V is the V -filtration along Y . Notice that ΦL−rA is not locally
constant at r = s− 1 > 0 if and only if 1
(2−s)
an belongs to the hyperplane Hτ supported on a facet
τ of the convex hull of {0, a1, . . . , an−1} such that 0 /∈ τ .
Theorem 4 Assume that β ∈ Cd is very generic and that there exists s > 1 such that 1
(2−s)
an
belongs to a hyperplane Hτ as above. For any (d− 1)-simplex σ ⊆ τ one can construct vol(σ) =
| det(Aσ)| many linearly independent Gevrey series φvk along Y ′ with index s by varying k ∈
Nn−d−1 × Z<0 in a set Λ so that {Aσk : k ∈ Λ} is a set of representatives of the group
Zd/ZAσ. The classes of these series modulo convergent series OX′|Y ′ are solutions of MA(β)
in O
X̂′|Y ′
(s)/OX′|Y ′ .
Moreover, if we repeat this construction for all the (d− 1)-simplices σ as above which belong
to a suitable regular triangulation for A and take the classes moduloO
X̂′|Y ′
(<s) then we obtain a
basis for the space of solutions of MA(β) in the space (OX̂′|Y ′(s)/OX̂′|Y ′(<s))p for points p ∈ Y ′
in a relatively open set of Y ′.
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Proof.- By reordering the variables we may assume σ = {1, . . . , d} without loss of generality.
Let B′σ be the matrix Bσ but with the last column multiplied by −1.
Take a vector v ∈ Cn such that Av = β, vi ∈ N for all i /∈ σ ∪ {n} and vn ∈ Z<0. It is
clear that such a vector can be taken as v = vk, as before, for some k = (ki)i/∈σ ∈ Nn−d−1 × Z<0.
Moreover, the summation index set Nvk in the series φvk is given by the integer vectors in an affine
translate of the positive span of the columns of B′σ. Notice that the sum of the coordinates of the
i-th column of B′σ is 1−|A−1σ ad+i| ≥ 0 for i = 1, . . . , n−d−1 while the sum of the coordinates of
the last column is |A−1σ an| − 1 = 2− s− 1 = 1− s < 0. This implies that φ′vk(x1, . . . , xn−1, z) :=
φvk(x1, . . . , xn−1, 1/z) is a Gevrey series along Y ′ with order s = r + 1 > 1. To prove that s is
the Gevrey index of φ′
vk
one can use a slightly modified version of Lemma 3.8 in [10].
Moreover, since β is very generic then the negative support of vk is nsupp (vk) = {n} which
is not minimal and hence φvk is not annihilated by HA(β) (see [26, Section 3.4]). However, it
can be checked that for any differential operator P ∈ HA(β) the series P (φvk) is either zero
or a polynomial in z = x−1n with coefficients that are convergent power series in the variables
x1, . . . , xn−1. Now we finish the proof following [10, Sec. 7] and [28, Sec. 5]. Q.E.D.
Remark 2 A slightly weaker version of the first paragraph of Theorem 4 can also be proved with-
out the very genericity assumption in β ∈ Cd. More precisely, for all β ∈ Cd if ΦL−rA is not locally
constant at r = s− 1 > 0 we can construct a Gevrey series along Y ′ of index s = r + 1 which is
a solution of MA(β) modulo the space OX̂′|Y ′(<s) (of Gevrey series along Y ′ with order less than
s) by methods similar to the ones in [10, Section 4].
The following corollary is a particular case of [28, Conjecture 5.18].
Corollary 2 The real number s > 1 is a slope of MA(β) along Y ′ = {xn = ∞} if and only if
Φ
L−r
A is not locally constant at r = s− 1.
Proof.- For the only if direction of the proof we refer to [28, Section 5]. Let us prove the if
direction. By Theorem 4 and Remark 2 one can construct a Gevrey series of index s = r + 1 that
is a solution of MA(β) along Y ′ (moduloOX̂′|Y ′(<s)). So, the result follows from the comparison
theorem for the slopes [22]. Q.E.D.
Example 1 Set
A =
(
2 1 1
1 2 1
)
and β ∈ C2. We have that the kernel of A is generated by u = (1, 1,−3) and thus the hyperge-
ometric ideal HA(β) is generated by u = ∂1∂2 − ∂33 , E1 − β1 = 2x1∂1 + x2∂2 + x3∂3 − β1
and E2 − β2 = x1∂1 + 2x2∂2 + x3∂3 − β2. Take σ = {1, 2} and notice that for s = 4/3
we have that a3/(2 − s) belongs to the line Hσ determined by a1 and a2. By Corollary 2 we
have that s = 4/3 is a slope of MA(β) along Y ′ = {x3 = ∞}. Indeed, if we consider
vk = ((2β1 − β2 − k)/3, (2β2 − β1 − k)/3, k) for k = k ∈ Z<0 we have that φvk is a Gevrey
series along Y ′ of index s = 4/3 if vk1 , vk2 /∈ Z<0. Moreover, we have that (Ei − βi)(φvk) = 0
for i = 1, 2. For each of the three biggest k ∈ Z<0 verifying that vk1 , vk2 /∈ Z<0 we have that
u(φvk) = v
k
1v
k
2x
vk1−1
1 x
vk2−1
2 x
k
3 , which is convergent at any p ∈ Y ′ ∩ {x1x2 6= 0}. The classes
modulo OX′|Y ′ of these three series φvk form a basis for the space of solutions of MA(β) in
(O
X̂′|Y ′
(s)/OX′|Y ′)p, p ∈ Y
′ ∩ {x1x2 6= 0}. If β is very generic then k = −1,−2,−3.
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4 On the irregularity of modified A-hypergeometric systems
4.1 Fourier transform and initial ideals
Let D be the Weyl algebra C〈x1, . . . , xn, t, ∂1, . . . , ∂n, ∂t〉. The variable t is also denoted by xn+1
and ∂t by ∂n+1.
Let L : R2n+2 → R be a linear form L(α, β) =
∑
i uiαi + viβi such that ui + vi ≥ 0 for
i = 1, . . . , n + 1 inducing the so-called L–filtration on the ring D. If ui + vi > 0 for all i, the
associated graded ring grL(D) is isomorphic to a polynomial ring in 2n + 2 variables (x, ξ) =
(x1, . . . , xn+1, ξ1, . . . , ξn+1) with complex coefficients. This polynomial ring is L-graded, the L-
degree of a monomial xαξβ being L(α, β). If we need to emphasize the coefficients of the linear
form we will simply write L = L(u,v) for (u, v) ∈ R2n+2 with ui+vi ≥ 0 for all i. If u = 0 ∈ Nn+1
and v = 1 = (1, 1, . . . , 1) ∈ Nn+1 then the corresponding L(u,v) filtration is nothing but the
usual order filtration on D (which is also called the F -filtration). If u = (0,−1) ∈ Nn+1 and
v = −u ∈ Nn+1 then the corresponding L(u,v) filtration is nothing but the Malgrange-Kashiwara
filtration on D (we also say the V -filtration) with respect to t = 0. In the remainder of this section
we will assume ui + vi > 0 for all i; we will say then that (u, v) is a weight vector for the Weyl
algebra.
We define the ring isomorphism F of D by t 7→ −∂t, ∂t 7→ t. The isomorphism F is called
the Fourier transform on D with respect to the variable t. The inverse transform F−1 is given by
t 7→ ∂t, ∂t 7→ −t. Let (u, v) be a weight vector for the Weyl algebra. The Fourier transforms F
and F−1 induce isomorphisms in grL(D) and we denote them also by F and F−1 respectively.
Analogously, if C ⊂ C2n+2 is the affine algebraic set defined by an ideal J ⊆ grL(D) we write
FC and F−1C for the algebraic set defined by FJ ⊆ grL(D) and F−1J ⊆ grL(D) respectively.
We define the Fourier transform of the weight vector (u, v) by the formula
F(u, v) := (u1, . . . , un, vn+1, v1, . . . , vn, un+1).
We notice that FF(u, v) = (u, v). We will also write FL = F(u, v) if L = L(u,v).
Proposition 1 For any operator ℓ ∈ D, we have
in(u,v)(ℓ) = F
−1inF(u,v)(Fℓ)
Proof . We prove it in the case n = 0. Other cases can be reduced to this case. We put ξn+1 =
in(u,v)(∂t). We assume that u+v > 0 and ℓ = ta∂bt . Then, we have in(u,v)(ℓ) = taξbn+1. SinceFℓ =
(−∂t)
atb = (−1)a(tb∂at + abt
b−1∂a−1t + · · · ) and u + v > 0, we have in(v,u)(Fℓ) = (−1)atbξan+1.
Applying the inverse Fourier transform, we obtainF−1in(v,u)(Fℓ) = (−1)aξbn+1(−t)a = in(u,v)(ℓ).
Suppose that ta∂bt >(u,v) ta
′
∂b
′
t . Then, we have (−∂t)atb >(v,u) (−∂t)a
′
tb
′
. Thus, we obtain the
conclusion. Q.E.D.
Proposition 1 yields the following simple, but important claim for the Gro¨bner deformation
method.
Corollary 3 For any left ideal I in D, we have
in(u,v)(I) = F
−1inF(u,v)(FI)
Proof . Since in(u,v)(I) is spanned by in(u,v)(ℓ), ℓ ∈ I as a C-vector space, the conclusion
follows from the previous proposition. Q.E.D.
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4.2 Slopes of modified A-hypergeometric systems
We retain the notations of [30], which are explained in the introduction. We are interested in
the slopes of the modified system MA,w,α(β) at any point along T = {t = 0}. We notice that
HA,w,α(β) is the Fourier transform of HA˜(w)(β˜) where β˜ = (β, α− 1), i.e.
MA,w,α(β) = FMA˜(w)(β˜). (7)
Recall that Lr = F + rV = (0, . . . , 0,−r, 1, . . . , 1, 1 + r) where V = (0, . . . , 0,−1; 0, . . . , 0, 1)
and F = (0, 1). Thus FLr = (0, . . . , 0, 1 + r, 1, . . . , 1,−r).
In order to obtain the slopes of the modified system MA,w,α(β), we need to study the Lr–initial
ideal of the modified hypergeometric ideal HA,w,α(β), for r ∈ R>0. Therefore, applying Corollary
3 and (7), we have
inLr(HA,w,α(β)) = F
−1inFLr(HA˜(w)(β˜)). (8)
Using (8), we have
ChLr(MA,w,α(β)) = F
−1(ChFLr(MA˜(w)(β˜))) (9)
On the other hand, since MA˜(w)(β˜) is a hypergeometric system and the matrix A˜(w) is pointed,
Theorem 1 gives a description of the irreducible components of ChFLr(MA˜(w)(β˜)) in terms of the
(A˜(w),FLr)–umbrella. We notice here that the last coordinate of FLr equals −r < 0. We recall
the definition [27, Def. 2.7] of the umbrella in this case. First of all let us recall loc. cit., that if a,
b are two points and H is a hyperplane in Pd+1(R) containing neither a nor b, then the convex hull
convH(a, b) of a and b relative to H , is the unique line segment joining a and b and not meeting H .
Let us denote the ith column of A˜(w) by a˜i, say a˜i = ( aiwi ) for i = 1, . . . , n and a˜n+1 =
(0, . . . , 0, 1)t. For simplicity let us write (A˜, L˜) instead of (A˜(w),FLr). We view a˜1, . . . , a˜n+1
as points in Rd+1 ⊂ Pd+1(R). As A˜ is pointed, there exists a linear form h on Rd+1 such that
h(a˜i) > 0 for all i. Let ǫ ∈ R be such that 0 < ǫ < h(a˜i) for i = 1, . . . , n and 0 < ǫ < h(a˜n+1)r .
Definition 4 [27, Def. 2.7] The (A˜, L˜)–polyhedron ∆L˜
A˜
is the convex hull
∆L˜
A˜
= convHǫ({0, a˜1, . . . , a˜n,
a˜n+1
−r
}) ⊂ Pd+1(R)
where Hǫ is the projective closure of the affine hyperplane h−1(−ǫ). The (A˜, L˜)-umbrella ΦL˜A˜ is
the set of faces of ∆L˜
A˜
which do not contain the origin. In particular, ΦL˜
A˜
contains the empty face.
Figure 1 shows three (A˜(w),FLr)–umbrellas for A = (1, 4) and w = (−1, 1). In each case
the shaded region is the polyhedron ∆L˜
A˜
. For r = 3/5 the point a˜3
−r
belongs to the line passing
through a˜1 and a˜2 which means that s = r + 1 = 8/5 is a slope of the system along x3 = 0.
Using Definition 2, equation (9) and [27, Cor. 4.12] we get the following:
Corollary 4 The real number s = r+ 1 > 1 is a slope of MA,w,α(β) along T at p ∈ T if and only
if ΦFLr′
A˜(w)
is not locally constant at r′ = r.
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Figure 1: The first umbrella is for r = 1, the second is for r = 3/5, and the third is for r = 1/4.
Let us denote by Aw the matrix with columns a˜i, 1 ≤ i ≤ n, and let ∆Aw be the convex hull of
{a˜i : 1 ≤ i ≤ n} and the origin. With this notation, Corollary 4 can be rephrased as follows.
Corollary 5 The real number s = r+ 1 > 1 is a slope of MA,w,α(β) along T at p ∈ T if and only
if there exists a facet τ of ∆Aw such that 0 /∈ τ and −
1
r
a˜n+1 ∈ Hτ , where Hτ is the hyperplane
that contains τ .
Remark 3 We note that the D-modules MA,w,α(β) and MA,−w,−α(β) agree on Cn × C∗ under
the change of the variable t → 1/t in t 6= 0. We regard both D-modules as extensions of each
other. In this paper, when we say the irregularity of MA,−w,−α(β) along T ′ = {t = ∞}, it means
the irregularity of MA,w,α(β) along T = {t = 0}. Using this terminology, Corollary 5 provides
a description of the slopes of the modified system MA,w,α(β) along T ′ by using ∆A−w instead of
∆Aw .
Until the end of this section we will denote either Φv
A˜
or ΦL
A˜
for the (A˜, L)–umbrella with
L = L(u,v) since Definition 4 does not depend on L but only on v ∈ Rn+1. Moreover, for any
subset η ⊆ {1, . . . , n} we denote by wη the vector with coordinates equal to the ones of w indexed
by η, i.e., wη = (wi)i∈η.
In the following two lemmas we assume for simplicity that wi > 0, i = 1, . . . , n. In fact, this
can be assumed without loss of generality since A˜(w) is pointed.
Lemma 1 For any sufficiently small real number r > 0, we have that
{η′ ∈ ΦFLr ,d
A˜(w)
: n+ 1 ∈ η′} = {σ ∪ {n+ 1} : σ ∈ Φ
wη ,d−1
Aη
, η ∈ ΦF,d−1A }.
In particular, if all the facets in ΦFA contain exactly d columns of A, then the set of facets of ΦFLr ,dA˜(w)
which contain n + 1 is {σ ∪ {n+ 1} : σ ∈ ΦF,d−1A }.
Proof . Take η′ ⊆ {1, . . . , n+ 1} such that n+ 1 ∈ η′ and set σ = η′ \ {n+ 1}. By Definition
4, η′ ∈ ΦFLr ,d
A˜(w)
if and only if there is a (unique) vector c˜ = (c, cd+1) ∈ Qd × Q (which depends
on r) such that 〈c˜, a˜i〉 = 1 if i ∈ σ, 〈c˜,−1r a˜n+1〉 = 1 and 〈c˜, a˜i〉 < 1 if i /∈ η′. The equation for
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i = n+1 is equivalent to cd+1 = −r and the other equalities and inequalities can then be written as
〈c, ai〉−rwi = 1 for i ∈ σ and 〈c, ai〉−rwi < 1 for i /∈ η′. Thus, denoting c0 the limit of the vector
c when r tends to zero, we have that 〈c0, ai〉 = 1 for i ∈ σ and 〈c0, ai〉 ≤ 1 for i ∈ {1, . . . , n} \ σ.
This proves that σ ⊆ η = {i ∈ {1, . . . , n} : 〈c0, ai〉 = 1} ∈ ΦF,d−1A .
It follows for h = 1
r
(c − c0) that 〈h, ai〉 = wi for i ∈ σ and 〈h, ai〉 < wi for i ∈ η \ σ. This
proves that σ ∈ Φwη ,d−1Aη . This proves the inclusion ⊆ in the statement. The other inclusion can
be proved in a similar way, now starting from the existence of vectors c0 and h corresponding to
η ∈ ΦF,d−1A and σ ∈ Φ
wη ,d−1
Aη
as above and considering c˜ = (c,−r) ∈ Qd × Q with c = rh + c0.
Q.E.D.
Lemma 2 For any sufficiently large real number r > 0 we have that
ΦFLr ,d
A˜(w)
= {σ ∪ {n+ 1} : σ ∈ ΦF,d−1Aη′ , η
′ ∈ Φw,d−1A }
In particular, if all the facets in ΦwA contain exactly d columns of A, then ΦFLr ,dA˜(w) = {σ ∪ {n+ 1} :
σ ∈ Φw,d−1A }.
Proof . Recall that η ∈ ΦFLr ,d
A˜(w)
if and only if there is a (unique) vector c˜ ∈ Qd×Q (which could
depend on r) verifying the equalities 〈c˜, a˜i〉 = 1 for i ∈ η and the inequalities 〈c˜, a˜i〉 < 1 for i /∈ η.
Assume to the contrary that there is a facet η ∈ ΦFLr ,d
A˜(w)
such that n + 1 /∈ η for all r > r0 and
r0 big enough. Since dim η = d and n+ 1 /∈ η we have that the corresponding c˜ is independent of
r > r0 and 〈c˜,−1r a˜n+1〉 > 1 which is a contradiction. Thus, any facet of Φ
FLr ,d
A˜(w)
contains n + 1.
If we write η = σ ∪ {n + 1} for σ ⊆ {1, . . . , n} then η ∈ ΦFLr ,d
A˜(w)
if and only if there is a
unique vector c˜ = (c, cd+1) ∈ Qd × Q as above (now depending on r). In particular, cd+1 = −r
and using the limit c∞ of the vector 1rc when r tends to infinity we get that 〈c∞, ai〉 = wi for i ∈ σ
and 〈c∞, ai〉 ≤ wi for i /∈ σ. Thus, σ ⊆ η′ = {i ∈ {1, . . . , n} : 〈c∞, ai〉 = wi} ∈ ΦwA. Moreover,
we obtain that σ ∈ ΦFAη′ by using the vector h = c − rc∞. The other inclusion can be proved in
a similar way, now starting from the existence of vectors c∞ and h corresponding to η′ ∈ Φw,d−1A
and σ ∈ ΦF,d−1Aη′ as above and considering c = h + rc∞. Q.E.D.
Proposition 2 The following conditions are equivalent:
(a) {σ ∈ Φwη ,d−1Aη : η ∈ ΦF,d−1A } = {σ ∈ ΦF,d−1Aη′ , η′ ∈ Φ
w,d−1
A }.
(b) ΦFLr
A˜(w)
is constant for all r > 0.
(c) MA,w,α(β) does not have slopes along T .
Proof . Since any umbrella is determined by its facets, Lemma 1 and Lemma 2 prove that (a) is
equivalent to (b). Corollary 4 finishes the proof. Q.E.D.
Remark 4 Note that condition (a) in Proposition 2 implies that there is a common refinement
(the one given by considering the faces of ΦFLr
A˜(w)
not containing n + 1) of the polyhedral complex
subdivisions induced by the umbrellas ΦFA and ΦwA. In particular, when w is generic, condition (a)
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means that w induces a regular triangulation of A that refines the polyhedral complex subdivision
induced by the weight vector (1, . . . , 1). In other words, w is a perturbation of (1, . . . , 1) for the
matrix A. For example, this condition is satisfied if either the row span of the matrix A contains
the vector (1, . . . , 1) or w is the sum of a vector in the row span of the matrix A and a vector
(k, . . . , k) with k ≥ 0.
Remark 5 Even when MA˜(w)(β˜) is regular holonomic and MA,w,α(β) has no slopes along T , the
latter system is irregular if MA(β) is (see Example 2).
Example 2 Take A = (1 2) and β ∈ C. The system MA(β) is irregular along Y = {x2 = 0} with
unique slope s = r + 1 = 2.
If we choose w = (1, 1) and consider the matrix
A˜(w) =
(
1 2 0
1 1 1
)
we have that the hypergeometric system MA˜(w)(β, α− 1) is regular holonomic for all β ∈ Cd and
α ∈ C by a well known result of Hotta [18]. However, the modified system MA,w,α(β) has a slope
s = r + 1 = 2 along T ′ because MA,−w,−α(β) has the slope s = 2 along T (see Corollary 5 and
Remark 3).
Remark 6 Let ϕ be the map (4) defined in the introduction. Since the D-modules MA˜(0)(β,−α)
and MA,w,α(β) are isomorphic when restricted to X∗ = Cn × C∗, the slopes of both modules
along any coordinate subspace Z not contained in T coincide in Z \T . Moreover, the map ϕ∗ also
induces an isomorphism for their spaces of Gevrey solutions along Z.
4.3 Holomorphic solutions of a modified hypergeometric system
We study convergent and formal power series solutions of the modified A-hypergeometric module
MA,w,α(β). As was said before, the map ϕ (4) induces an isomorphism between the D-modules
MA˜(0)(β,−α) and MA,w,α(β) when restricted to X∗, and also an isomorphism between their
corresponding spaces of holomorphic solutions. More precisely, for any germ of a holomorphic
function f(x, t) at a point (x0, t0) in X∗, the function f(x, t) is a solution of MA,w,α(β) if and
only if ϕ∗(f)(y, s) = f(s−w1y1, . . . , s−wnyn) is a germ of a solution of MA˜(0)(β,−α) at the point
(y0, s0) ∈ Y
∗ such that ϕ(y0, s0) = (x0, t0). We can rewrite this as follows: the morphism
ϕ∗ : HomDX∗ (MA,w,α(β)|X∗,OX∗)
∼
−→ HomDY ∗ (MA˜(0)(β,−α)|Y ∗ ,OY ∗)
is an isomorphism of sheaves of vector spaces. As a consequence the holonomic ranks of both
modules coincide
rank(HA,w,α(β)) = rank(HA˜(0)(β,−α))
and this last rank equals the one of HA(β) for any w, see [30, Theorem 1].
Recall that if β is generic then rank(HA(β)) = vol(A), where vol(A) is the normalized volume
of the matrix A [14, 1, 26, 23], while in general rank(HA(β)) ≥ vol(A) [26, 23].
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4.4 Gevrey solutions of a modified hypergeometric system
We describe the solutions of MA,w,α(β) in the space OX̂|T of formal power series with respect to
T = {t = 0} ⊂ X = Cn+1. More generally, we also describe the solutions of MA,w,α(β) in the
space
∑
γ∈Λ t
γO
X̂|T
for any finite set Λ ⊆ C (see Theorem 5).
We will use notations in [30]. Let τ be the weight vector (0,−1, 0, 1) ∈ Z2n+2 inducing the
Malgrange-Kashiwara V –filtration along T ≡ (t = 0) on the ring Dn+1.
Let I˜A˜(w) ⊆ C[∂, t] := C[∂1, . . . , ∂n, t] be the toric ideal associated with A˜(w), i.e., the bino-
mial ideal generated by the operators in (3).
Lemma 3 For all w ∈ Zn we have in(0,−1)(I˜A˜(w)) = C[∂, t]inw(IA).
Proof . Recall that
I˜A˜(w) = 〈∂
u+ − ∂u− |Au = 0, w · u = 0〉+ 〈∂u+ − tw·u∂u− |Au = 0, w · u > 0〉
and we can write
IA = 〈∂
u+ − ∂u− |Au = 0, w · u = 0〉+ 〈∂u+ − ∂u− |Au = 0, w · u > 0〉.
Notice that in(0,−1)(∂u+−tw·u∂u−) = ∂u+ = inw(∂u+−∂u−) ifAu = 0 andw·u = w·u+−w·u− >
0 and that in(0,−1)(∂u+ − ∂u−) = ∂u+ − ∂u− = inw(∂u+ − ∂u−) if Au = 0 and w · u = 0. The
conclusion follows by a straightforward Groebner basis argument because a Groebner basis of
I˜A˜(w) with respect to (0,−1) (resp. of IA with respect to w) is given by a set of binomials with the
same form as the ones defining the ideal. Q.E.D.
Recall that the indicial polynomial (also called b-function) of HA,w(β) along T is the polyno-
mial b(s) ∈ C[s] such that b(θt) is the monic generator of inτ (HA,w(β)) ∩ C[θt] where θt = t∂t.
Moreover, we have by [30, Th. 3] that for β and w generic, the indicial polynomial of HA,w(β)
along T is
b(s) =
∏
(∂k,σ)∈T (M)
(s− wβ(∂
k,σ)) (10)
where M = inw(IA), T (M) is the set of top-dimensional standard pairs of M (see [26, Sec. 3.2])
and v = β(∂k,σ) is the vector defined as vi = ki ∈ N for i /∈ σ and Av = β, which is also an
exponent of HA(β) with respect to w (see [26, Lemma 4.1.3]).
Definition 5 We say that a (generic) vector w˜ ∈ Qn is a (generic) perturbation of w ∈ Zn, with
respect to A, if there exists w′ ∈ Qn such that inw˜(IA) = inw′(inw(IA)).
Remark 7 If w˜ is generic then inw˜(IA) is a monomial ideal and it is well known that its degree
equals the cardinality of its set of top-dimensional standard pairs T (inw˜(IA)). Moreover, for very
generic β ∈ Cd there are exactly deg(inw˜(IA)) many exponents of HA(β) with respect to w˜; see
[26, Sec. 3.4] and [8, Prop. 4.10].
Lemma 4 Let β ∈ Cd be very generic and w ∈ Zn. There is a generic perturbation w˜ ∈ Qn of w
such that for any exponent v ∈ Cn ofHA(β) with respect to w˜ the series ψv(x, t) = t−αφv(twx), for
twx = (tw1x1, . . . , t
wnxn), is a solution of MA,w,α(β) of the form ψv(x, t) =
∑
m≥0 fm(x)t
γ+m ∈
tγO
X̂|T ,(p,0)
, with γ = wv − α and f0(x) 6= 0 for some p ∈ Cn.
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Proof. Since β is very generic, for any generic w˜ an exponent v of HA(β) with respect to w˜
can be written as v = β(∂k,σ) where (∂k, σ) is a top-dimensional standard pair of inw˜(IA), see [26,
Sec. 3.4]. In particular, σ ∈ Φw˜,d−1A , k = (ki)i 6∈σ ∈ Nn−d, Av = β and vi = ki ∈ N for all i /∈ σ.
The series φv(x) is either a holomorphic solution or a Gevrey solution of MA(β) along a
coordinate subspace Z ⊆ Cn at any point p in a non empty relatively open set Uσ in Z (see
Theorem 2 and [10, Th. 3.11] for the details) and since β is very generic we have that Nv =
(−Bσk + NBσ) ∩ Zn.
The expression f(x, t) := t−wvφv(tw1x1, . . . , twnxn) = tα−wvψv(x, t) (resp. ψv(x, t)) formally
satisfies the equations defining MA,w,wv(β) (resp. MA,w,α(β)). We will prove that we can write
f(x, t) =
∑
m≥0 fm(x)t
m and that it is a Gevrey series along T ⊂ X . Recalling the expression of
φv (6) it is enough to prove that for all u ∈ Nv \ {0} we have wu ∈ N and that the coefficient of
tm in f , i. e.
fm(x) =
∑
u∈Nv,wu=m
[v]u−
[v + u]u+
xv+u,
is a convergent series in an open neighborhood of some p ∈ Cn, both the neighborhood and p
independent of m.
We can take a generic perturbation w˜ ∈ Qn of w of the form w˜ = w+ ǫe˜ with e˜ = (1, . . . , 1)+
ǫ′w′ for ǫ > 0 and ǫ′ > 0 small enough and w′ ∈ Qn is generic.
Take any u ∈ Nv \ {0} and let us prove that wu ≥ 0. Since v is an exponent of HA(β) with
respect to w˜ we have by [26, (3.30)] that w˜u > 0. Hence, since last inequality holds for ǫ > 0 and
ǫ′ > 0 small enough we have that wu ≥ 0. Thus we have that wu ≥ 0 for all u ∈ Nv. Notice
that when wu > 0 for all u ∈ Nv \ {0} then the set {u ∈ Nv, wu = m} is finite and hence
fm(x) is clearly convergent. In general, {u ∈ Nv, wu = m} is not finite, but we will see that
fm(x) is still convergent at some point p ∈ Cn. Since Nv = (−Bσk + NBσ) ∩ Zn the set {u ∈
Nv, wu = m} is a finite union of shifted copies of the form N(i) = u(i) + (
∑
j /∈σ;wbj=0
Nbj)∩Zn
where {bj : j /∈ σ} is the set of columns of Bσ and u(i) ∈ Nv satisfies wu(i) = m. The series
fm(x) is convergent if and only if all the series gi,m(x) =
∑
u∈N(i)
[v]u−
[v + u]u+
xv+u are convergent.
Since β is very generic, nsupp(v) = ∅, and the convergence of each series gi,m is equivalent to
the convergence of the series xv+u(i)
∑
u∈−u(i)+N(i)
|u−|!
|u+|!
xu. Thus, it is enough to see that for any
column u of Bσ such that wu = 0 we have that |u| = |u+| − |u−| ≥ 0. Notice that wu = 0 implies
0 < w˜u = ǫ(|u|+ ǫ′w′u) and so |u|+ ǫ′w′u > 0. Hence, since this holds for ǫ′ > 0 small enough,
we have that |u| ≥ 0. We have proved that f is a formal solution of MA,w,wv(β) along T and it is
clear that f0(x) = xv + · · · 6= 0. From the expression of the gi,m and [10, Th. 3.11] any fm(x) is
convergent at any point in {x ∈ Cn | 0 6=
∏
i∈σ xi, |xj| < R|x
A−1σ aj
σ | for j 6∈ σ and |wbj| = 0} for
some R > 0. Q.E.D.
Let w˜ ∈ Qn be a generic perturbation of w ∈ Zn as in the proof of Lemma 4.
Lemma 5 If f(x, t) =∑m≥0 fm(x)tγ+m ∈ tγOX̂|T ,p is a solution of MA,w,α(β) for some γ ∈ C,
p ∈ T , with f0(x) 6= 0, then:
(a) tαf(x, t) is a solution of MA,w(β).
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(b) For all m ≥ 0, fm(x) is a holomorphic solution of MAw(β, α + γ + m), where this last
module is the hypergeometric system associated with the matrix Aw and the parameter
(β, α+ γ +m).
(c) b(α + γ) = 0, where b(s) is the indicial polynomial of HA,w(β) along T .
(d) If β is very generic then α + γ = wv for some exponent v of HA(β) with respect to w˜.
Proof. The proof of (a) and (b) are straightforward. Let us prove (c). By (a) and using [26,
Theorem 2.5.5] we have that in(0,1)(tαf(x, t)) = f0(x)tα+γ is a solution of inτ (HA,w(β)).
Recall by definition of b(s) that 〈b(θt)〉 = inτ (HA,w(β)) ∩ C[θt] where θt = t∂t. Thus, the
differential operator b(θt) annihilates in(0,1)(tαf(x, t)) = f0(x)tα+γ . This implies, using for ex-
ample [26, Lemma 1.3.2], that 0 = b(θt)(f0(x)tα+γ) = b(α + γ)f0(x)tα+γ and this implies that
b(α + γ) = 0.
Let us prove (d). By (b) we have that f0(x) is a holomorphic solution of HAw(β, α + γ) and
thus it can be written as a Nilsson series at the origin with respect to a vector e˜ that is a perturbation
of e = (1, . . . , 1) (see [26], [25], [8]) and, in particular, it makes sense to consider the initial form
of f0(x) with respect to e˜. On the other hand, using Lemma 3, we have that inw(IA)+ 〈Aθ−β〉 ⊆
inτ (HA,w(β)) annihilates f0(x). Since β is very generic, inw(IA) + 〈Aθ − β〉 = in(−w,w)HA(β)
[26, Th. 3.1.3]. This implies that f0(x) is a solution of in(−w,w)HA(β) and hence, ine˜(f0(x)) is
a solution of in(−w˜,w˜)HA(β) for w˜ = w + ǫe˜. Thus, since β is very generic ine˜(f0(x)) = cxv
for c ∈ C and v an exponent of HA(β) with respect to w˜. Hence, using (b), we also have that
wv = α + γ. Q.E.D.
Remark 8 Although we assume in this paper that A˜(w) is pointed it turns out that in this section
this fact is only used in the proof of (d) in Lemma 5. However, let us notice that if A˜(w) is not
pointed and w is generic then inw(IA) = C[∂], inτ (HA,w(β)) = D and so b(s) = 1. Thus, by (c)
in Lemma 5 the modified system MA,w,α(β) does not have any solution in tγOX̂|T ,p for all γ ∈ C
and p ∈ T .
Remark 9 Since w˜ = w + ǫe˜ with e˜ = (1, . . . , 1) + ǫ′w′ for sufficiently small ǫ > 0 and ǫ′ > 0
we have that inw˜(IA) = inw′(ine(inw(IA))) for e = (1, . . . , 1). In particular, inw˜(IA) and inw(IA)
have the same degree.
Let us denote by dimC(M,F)p the dimension of the space of F -solutions of a D-module M at
a point p.
Theorem 5 Assume β ∈ Cd is very generic,w ∈ Zn andα ∈ C. Then dimC(MA,w,α(β),OX̂|T )p =
0 if wv − α /∈ N for all the exponents v of HA(β) with respect to w˜. We also have that
dimC(MA,w,α(β),
∑
b(α+γ)=0
tγO
X̂|T
)p = deg(inw(IA))
In particular, if w is generic we also have
dimC(MA,w,wv−m(β),OX̂|T )p = 1
for all generic p ∈ T , m ∈ N and any exponent v of HA(β) with respect to w.
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Proof . The first statement follows from Lemma 5, (d).
The inequality dimC(MA,w,α(β),
∑
b(α+γ)=0 t
γO
X̂|T
)p ≥ deg(inw(IA)) follows from Lemma
4, Remark 7 and Remark 9. On the other hand, since the differential operators definingMA,w,α(β)
belong to the Weyl Algebra we have that any solution f ∈
∑
b(α+γ)=0 t
γO
X̂|T
of MA,w,α(β)
decomposes as a finite sum of solutions, each of them in a space tγO
X̂|T ,p
. Recall by the proof of
Lemma 5 that any solution f ∈ tγO
X̂|T ,p
of MA,w,α(β) verifies that in(w˜,0)(in(0,1)(f)) = cxvtwv−α
for an exponent of HA(β) with respect to w˜. This last fact, Remark 7, Remark 9 and a slightly
modified version of [26, Proposition 2.5.7] prove that dimC(MA,w,α(β),
∑
b(α+γ)=0 t
γO
X̂|T
)p ≤
deg(inw(IA)).
Finally, the last statement follows from the second statement and from the fact that if β is very
generic, w ∈ Zn is generic and v and v′ are two different exponents of HA(β) with respect to w,
then w(v − v′) /∈ Z. Q.E.D.
Remark 10 Let ψv(x, t) be the series constructed in Lemma 4 and used in Theorem 5. If w is in
the row span of A then f(x, t) = tα−wvψv does not depend on t and thus it is a convergent series.
If w is not in the row span of A then f(x, t) is Gevrey along T with index s = r + 1 where
r = max{−
|u|
wu
: Nu ⊆ Nv, wu > 0}
where |u| =
∑
i ui. On the other hand, as mentioned in the proof of Lemma 4 since β is very
generic and v is an exponent of HA(β) with respect to w˜ then v is associated with a simplex
σ ∈ Φw˜,d−1A and there is a basis {bi : i /∈ σ} of the kernel of A such that for all i /∈ σ, (bi)j = 0
for all j /∈ σ ∪ {i} and (bi)i = 1. The set {bi : i /∈ σ} is the set of columns of Bσ (if we reorder
the variables so that σ = {1, . . . , d}) and in this case we have that Nv = (−Bσk + NBσ) ∩ Zn.
Thus, more explicitly, r = max{−|bi|/(wbi) : i /∈ σ, wbi > 0} where {bi : i /∈ σ} is the set
of columns of Bσ, |bi| = 1 − |A−1σ ai| and wbi = wi − wσA−1σ ai > 0. The proof of this formula
is technical and follows from standard estimates on Gamma functions similar to the ones used in
[10] to compute the index of Gevrey solutions for hypergeometric systems. In particular, if w is
a perturbation of (1, . . . , 1) then r is close to −1 and if A is homogeneous then r = 0 because
|u| = 0 for any u ∈ Nv and hence in both cases the series is convergent.
4.5 Gevrey solutions modulo convergent series
By Theorem 5, if both α ∈ C and β ∈ Cd are very generic then MA,w,α(β) does not have any
nonzero solution in O
X̂|T ,p
for all p ∈ T . This is in contrast with the case of the irregularity of
hypergeometric systems along coordinate hyperplanes, where for any slope s = r + 1 of MA(β)
along Y = {xn = 0} and for very generic β ∈ Cd one can construct a formal solution φ ∈ OX̂|Y ,p
of MA(β) along Y , such that φ has Gevrey index equal to the slope (see [10] and Theorem 3).
However, by the comparison theorem for the slopes [22] and the perversity of the irregularity
complex of a holonomic D-module along a smooth hypersurface [24], one knows that for each
slope s = r + 1 of MA,w,α(β) along T at a generic p ∈ T there must exist a formal series
φ ∈ O
X̂|T ,p
with Gevrey index s = r + 1 such that P (φ) is convergent at p for all P ∈ HA,w,α(β).
The purpose of this section is to describe Gevrey solutions modulo convergent series of the
modified systemMA,w,α(β) along T when α ∈ C and β ∈ Cd are very generic. To this end, we use
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the construction of the Gevrey solutions at infinity of the hypergeometric system MA˜(w)(β, α− 1)
as performed in Theorem 4.
Take X ′ = Cn+1 with coordinates (x1, . . . , xn, z) and z = 1/t so that X ∩ X ′ = Cn × C∗.
Denote T ′ = {t =∞} = {z = 0} ⊆ X ′. We can consider for any γ ∈ C the C–linear map
Υγ : t
γO
X̂|T ,p
−→ t−1−γO
X̂′|T ′,p′
f =
∑
m≥0 fm(x)t
γ+m 7−→ Υγ(f) =
∑
m≥0 fm(x)[−γ − 1]mt
−1−γ−m
where p = (p1, . . . , pn, 0) ∈ T and p′ = (p1, . . . , pn,∞) ∈ T ′.
Remark 11 Notice that Υγ is an isomorphism if and only if γ /∈ Z<0. In such a case we also have
that Υγ(tγOX̂|T (s− 1)) = t
−1−γO
X̂′|T ′
(s) for all s. It is also clear that Υ0(
∑
m≥0 fm(x)t
k+m) =
[−1]kΥk(
∑
m≥0 fm(x)t
k+m) for all k ∈ N.
Theorem 6 Assume α ∈ C and β ∈ Cd to be very generic. If s = r + 1 > 1 is a slope of
MA,w,α(β) along T then we can construct
∑
τ vol(conv(0, a˜i : i ∈ τ)) Gevrey series that are
linearly independent solutions of MA,w,α(β) modulo convergent series and whose Gevrey index is
equal to s = r + 1. Here τ runs over all the facets of ∆Aw such that −1r a˜n+1 ∈ Hτ and 0 /∈ τ .
Moreover, the classes modulo O
X̂|T
(<s) of these Gevrey series form a basis of the solution space
of MA,w,α(β) in (OX̂|T (s)/OX̂|T (<s))p for points p ∈ T in a relatively open set of T .
Proof . The existence of such facets τ is given by Corollary 5. Since −1
r
a˜n+1 ∈ Hτ and
−r = 2 − s′ for s′ = s + 1 > 2 we have that s′ > 2 is a slope of MA˜(w)(β, α − 1) along
T ′ = {t = ∞}. Thus, by Theorem 4 we can construct
∑
τ vol(conv(0, a˜i : i ∈ τ) Gevrey series
along T ′ = {t = ∞} with index s′. Moreover, the classes in O
X̂′|T ′
(s′)/O
X̂′|T ′
(<s′) are linearly
independent solutions of MA˜(w)(β, α− 1).
More precisely, for any d-simplex σ ⊆ τ the series constructed are of the form φv˜ for v˜ =
(v,−1 − k) with Av = β, wv − 1 − k = α − 1 (i. e. wv − α = k ∈ N) and vi ∈ N for all
i ∈ {1, . . . , n} \ σ.
Using Remark 11 we can take ψv(x, t) as the unique Gevrey series along T with index s = r+1
verifying Υ0(ψv(x, t)) = φv˜ for v˜ = (v,−1− k).
We conclude by Remark 11 that the
∑
τ vol(conv(0, a˜i : i ∈ τ) series ψv(x, t) constructed
are Gevrey series with index s = s′ − 1 = r + 1 whose classes modulo O
X̂|T
(<s) are linearly
independent. Moreover, it can be checked that they are solutions of the modified system modulo
OX|T by using the fact that their images by the morphism Υ0 are solutions of MA˜(w)(β, α− 1).
Last statement follows from (7), [22] and [27]. Q.E.D.
Example 3 Take A = (1 3 5), w = (0, 1, 1) and β, α ∈ C. We have that I˜A˜(w) = 〈∂2 − t∂31 , ∂3 −
t∂51〉 and HA,w,α(β) = DI˜A˜(w) +D〈x1∂1+3x2∂2+5x3∂3− β, x2∂2 + x3∂3− t∂t−α〉. Note here
that I˜A˜(w) is the binomial ideal generated by the operators in (3). The unique slope of MA,w,α(β)
along T is s = r + 1 = 5 since −1
4
a˜4 belongs to the line passing through a˜1, a˜3 and σ = {1, 3} is
a facet of ΦFLr
A˜(w)
if and only if r ≥ 4.
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The volume of σ is one and following the proofs of Theorem 6 and Theorem 4 we can take
v = (β − 5α, 0, α) which satisfies the conditions wv − α = k = 0 ∈ N, v2 = 0 ∈ N and Av = β.
We get that the series
ψv(x, t) =
∑
m2,m2+m3≥0
[β − 5α]3m2+5m3
[α +m3]m3m2!
xβ−5α−3m2−5m31 x
m2
2 x
α+m3
3 t
m2+m3
is a Gevrey solution (modulo convergent series) of MA,w,α(β) along T with index s = r + 1 = 5.
5 Borel transformation and asymptotic expansion
We assume that the Q-row span of the matrix A does not contain the vector (1, . . . , 1), but the
one of Aw does, where Aw is the matrix with columns a˜i, 1 ≤ i ≤ n (see Subsection 4.2).
This case holds if and only if the weight vector w is in the image of A¯T where A¯ is the matrix(
a1 · · · an
1 · · · 1
)
and it is not in the row span of A. In other words, the weight vector w lies in the
intersection of the set of the secondary cones of A¯; see [29, Ch. 8].
Solutions of this case can be analyzed by utilizing the Borel transformation and the Laplace
transformation.
We review here some basics of the Borel summation method which we require in the following
(see [3] for the details). Let us consider the formal expression
f(t) =
∞∑
ℓ=0
fℓt
ℓ+γ ∈ tγC[[t]] (11)
where f0 6= 0 and γ ∈ C. Solutions constructed in Theorem 5 are of this form. If its coefficients
satisfy ∣∣fℓ∣∣ ≤ CKℓΓ(1 + (ℓ+ γ)/κ) (ℓ = 0, 1, 2, · · · ) (12)
with some positive constants C,K, κ, and ℜγ > −κ (in (19) this last condition will be relaxed),
then the formal Borel transform (with index κ) defined by
Bˆκ[f ](τ) :=
∞∑
ℓ=0
fℓ
Γ(1 + (ℓ+ γ)/κ)
τ ℓ+γ
is the product of τγ and a convergent power series at τ = 0. In addition to (12), if
(i) the function Bˆκ[f ] can be analytically continued to a sector
S(θ, δ) := {reiθ
′
;
∣∣θ′ − θ∣∣ < δ/2, r > 0}
of infinite radius in a direction θ ∈ R with an opening angle δ > 0, and
(ii) the analytic continuation of Bˆκ[f ] satisfies the growth estimate∣∣∣Bˆκ[f ](τ)∣∣∣ ≤ c1 exp [c2∣∣τ ∣∣κ] (13)
in S(θ, δ) with some positive constants c1, c2 > 0,
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then we say f is κ-summable in the direction θ, and define the κ-sum (or the Borel sum with index
κ) of f by the Laplace transformation
S[f ](t) = LθκBˆκ[f ](t) :=
∫ eiθ·∞
0
e−(τ/t)
κ
Bˆκ[f ](τ)d(τ/t)
κ, (14)
where
d(τ/t)κ =
κτκ−1
tκ
dτ.
Remark 12 Because of the growth condition (ii) of Bˆκ[f ], the Laplace integral (14) converges if t
satisfies
ℜ
[(τ
t
)κ]
− c2|τ |
κ > 0. (15)
Since
ℜ
[(τ
t
)κ]
− c2|τ |
κ =
∣∣∣τ
t
∣∣∣κ { cosκ(θ − arg t)− c2|t|κ}
(note that arg τ = θ), the Laplace integral (14) converges in
{t; cos
[
κ(arg t− θ)] > c2|t|
κ}. (16)
The region (16) has infinitely many connected components. Here and in what follows we specify
one of them by imposing | arg t − θ| < π/(2κ). Since we can vary arg τ in (14) slightly, we
conclude that S[f ] defines a holomorphic function in⋃
|θ′−θ|<δ/2
{t; cos
[
κ(arg t− θ′)] > c2|t|
κ, | arg t− θ′| < π/(2κ)}.
Therefore we can find ρ > 0 and ̟ > π/κ such that the S[f ] is holomorphic in S(θ,̟, ρ) :=
S(θ,̟) ∩ {t; 0 < |t| < ρ} (cf. [3, the first paragraph of §2.1]).
Theorem 7 If f is κ-summable in a direction θ, then f is a Gevrey asymptotic expansion of its
Borel sum S[f ](t): For any closed subsector S of S(θ,̟, ρ), there exists C ′, K ′ > 0 for which the
inequality ∣∣∣∣∣t−γS[f ](t)−
N−1∑
ℓ=0
fℓ t
ℓ
∣∣∣∣∣ ≤ C ′(K ′)N ∣∣t∣∣NΓ(1 +N/κ) (17)
holds in S for N ∈ N.
Proof . Here we give a sketch of the proof. See [3, Th. 1] for the details.
It follows from the relation
tℓ+γ =
∫ eiθ ·∞
0
e−(τ/t)
κ τ ℓ+γ
Γ(1 + (ℓ+ γ)/κ)
κτκ−1
tκ
dτ (= LθκBˆκ[t
ℓ+γ])
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that the remainder of the expansion becomes
S[f ](t)−
N−1∑
ℓ=0
fℓ t
ℓ+γ (18)
=
∫ eiθ·∞
0
e−(τ/t)
κ
{
Bˆκ[f ](τ)−
N−1∑
ℓ=0
fℓ
Γ(1 + (ℓ+ γ)/κ)
τ ℓ+γ
}
κτκ−1
tκ
dτ.
Since
1
τN+γ
{
Bˆκ[f ](τ)−
N−1∑
ℓ=0
fℓ
Γ(1 + (ℓ+ γ)/κ)
τ ℓ+γ
}
is holomorphic in some neighborhood of S (which includes the origin) and satisfies the growth
condition (13) in S with appropriate constants c1 and c2, the righthand side of (18) can be estimated
by the righthand side of (17) multiplied by |t|γ . Q.E.D.
Inequality (17) is also known to be equivalent to conditions (i) and (ii) stated above ([3, Theo-
rem 1 (p. 23)]).
The Borel summation method may be also applied to the case when
γ 6∈ κZ and ℓ+ γ 6∈ −κN>0 for ℓ ∈ N. (19)
We can define the Borel transform Bˆκ[f ] in the same manner as before. In this last case, however,
the Laplace integral (14) may not converge at τ = 0. Therefore we modify the definition of the
Borel sum to
S[f ](t) = LθκBˆκ[f ](t) :=
1
1− e−2πiγ/κ
∫
Γκθ
e−ζ/t
κ
Bˆκ[f ](ζ
1/κ)
dζ
tκ
(20)
with a path of integration Γκθ which runs from ∞ along arg ζ = κθ − 2π to some point near the
origin, takes a 2π radian turn along a circle with the center at the origin, and goes back to infinity
in the direction arg ζ = κθ. When condition (19) is satisfied and ℜγ > −κ, then (20) coincides
with (14). The Borel sum (20) also satisfies the same properties as previously defined (14).
We apply the Borel summation method to the Gevrey solution constructed in Theorem 5. Our
main result of this section is
Theorem 8 We assume that theQ-row span of the matrixA does not contain the vector (1, 1, . . . , 1)
but that the one of Aw does. We also assume β to be very generic.
Let
ψ(x, t) =
∞∑
ℓ=0
Cℓ(x)t
ℓ+γ (21)
be one of the formal solutions of the modified hypergeometric system HA,w(β) constructed in
Theorem 5 and r + 1 be the Gevrey index of ψ(x, t) along T . We also assume rγ 6∈ Z. Then the
formal solution ψ(x, t) is 1/r-summable (as a formal power series in t) in all but finitely many
directions for each x ∈ U where U is a non-empty open set in the x-space Cn. Furthermore its
Borel sum determines a solution of the modified hypergeometric system HA,w(β).
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Remark 13 Under the assumption of Theorem 8,
r = −
|bi|
w · bi
(22)
holds for any i 6∈ σ, where {bi : i /∈ σ} is the basis of KerA given in Remark 10. Therefore if
u ∈ KerA ∩ Zn, then rw · u is an integer.
Remark 14 The condition that Aw contains (1, 1, . . . , 1) is assumed so that the Borel trans-
formed series satisfies a regular holonomic system [18]. Hence, the growth condition (ii) of the
Borel summability is satisfied because solutions of regular holonomic systems satisfy a polynomial
growth condition. Without this assumption, things become more complicated. See also Section 6.
Proof .(of Theorem 8). First of all, the open set U in the theorem can be chosen as follows.
There exist constants cij, ci, pi, m such that the series ϕB(x, ζ), which will be defined in the proof
below, converges when (x1, . . . , xn, ζ) belongs to the non empty open set W = W ′ ∩ (∩nj=1(xj 6=
0)) where W ′ is defined by the inequalities
∑
j cij log |xj|+ ci log |ζ | < pi, for i = 1, . . . , m. Such
constants exist because ϕB(x, ζ) is a hypergeometric series which satisfies a regular holonomic
A-hypergeometric system ([14], [26, Section 2.5]); see also forthcoming Lemma 7. Since only
non-negative powers of ζ modulo an exponent appear in ϕB, we may assume that ci > 0 for
i = 1, . . . , m. We may choose a non empty domain U ⊂ Cn with compact closure such that
U × {ζ ∈ C| 0 < |ζ | < ǫ} ⊂W for some ǫ > 0.
To study the analytic properties of Bˆ1/r[ψ], it is convenient to use
ϕ(x, z) := ψ(x, t)
∣∣∣
t=zr
=
∞∑
ℓ=0
Cℓ(x)z
r(ℓ+γ). (23)
Since t−γψ(x, t) is a formal power series in tw·bi , z−rγϕ(x, z) does not contain any fractional
powers in z (cf. Remark 13). Then we have
Bˆ1[ϕ](x, ζ) =
∞∑
ℓ=0
Cℓ(x)
Γ(1 + r(ℓ+ γ))
ζr(ℓ+γ) = Bˆ1/r[ψ](x, ζ
r). (24)
In what follows we simply writeϕB(x, ζ) (resp., ψB(x, τ)) instead of Bˆ1[ϕ](x, ζ) (resp., Bˆ1/r[ψ](x, τ)).
Lemma 6 Assume condition (19) holds for κ = 1/r. For the power series ϕ given in (23), we
have
θζϕB = Bˆ1[θzϕ] and
∂ϕB
∂ζ
= Bˆ1[z
−1ϕ].
Proof . The first relation follows from
ζ
∂ϕB
∂ζ
(x, ζ) =
∞∑
ℓ=0
Cℓ(x)
Γ(1 + r(ℓ+ γ))
r(ℓ+ γ)ζr(ℓ+γ)
= Bˆ1
[
∞∑
ℓ=0
Cℓ(x)r(ℓ+ γ)z
r(ℓ+γ)
]
= Bˆ1
[
z
∂ϕ
∂z
]
.
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We also have
∂ϕB
∂ζ
(x, ζ) =
∞∑
ℓ=0
Cℓ(x)
Γ(1 + r(ℓ+ γ))
r(ℓ+ γ)ζr(ℓ+γ)−1
=
∞∑
ℓ=0
Cℓ(x)
Γ(r(ℓ+ γ))
ζr(ℓ+γ)−1
= Bˆ1
[
∞∑
ℓ=0
Cℓ(x)z
r(ℓ+γ)−1
]
= Bˆ1
[
z−1ϕ
]
. Q.E.D.
Lemma 7 The formal power series ϕB(x, ζ) given in (24) formally satisfies the hypergeometric
system HAB(βB), where
AB =
(
A 0
w −1/r
)
, βB =
(
β
0
)
.
When the matrix AB contains a rational entry, we regard the Z-module generated by the col-
umn vectors as the lattice to define the A-hypergeometric system. For example, when AB =(
1 3 0
1 1 −1/2
)
, βB = (β, 0), the lattice is Z × Z/2 and the hypergeometric system is nothing
but that for AB =
(
1 3 0
2 2 −1
)
and βB = (β, 0) for the lattice Z2.
Proof . It follows from Lemma 6 and relations θjϕ = θjψ|t=zr , θzϕ(x, z) = r(θtψ)|t=zr that(
n∑
j=1
aijθj − β
)
ϕB = Bˆ1
[(
n∑
j=1
aijθj − β
)
ϕ
]
= Bˆ1
( n∑
j=1
aijθj − β
)
ψ
∣∣∣∣∣
t=zr
 = 0
and (
n∑
i=1
wiθi −
1
r
θζ
)
ϕB = Bˆ1
[(
n∑
i=1
wiθi −
1
r
θz
)
ϕ
]
= Bˆ1
[(
n∑
i=1
wiθi − θt
)
ψ
∣∣∣∣∣
t=zr
]
= 0.
Now we take vectors u = (u1, . . . , un+1)T , v = (v1, . . . , vn+1)T ∈ Nn+1 satisfying ABu =
ABv. By its definition, we obtain
1
r
(un+1 − vn+1) =
n∑
i=1
wi(ui − vi) ∈ Z.
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Without loss of generality we may assume one of un+1 and vn+1 is zero. Under this assumption,
un+1/r and vn+1/r are non-negative integers. Furthermore
w1u1 + · · ·+ wnun −
1
r
un+1 = w1v1 + · · ·+ wnvn −
1
r
vn+1
⇐⇒ w1u1 + · · ·+ wnun +
1
r
vn+1 = w1v1 + · · ·+ wnvn +
1
r
un+1
holds. Therefore
u1
.
.
.
un
vn+1/r
 ,

v1
.
.
.
vn
un+1/r
 ∈ Nn+1 and A˜

u1
.
.
.
un
vn+1/r
 = A˜

v1
.
.
.
vn
un+1/r
 .
Hence (
∂u11 · · ·∂
un
n ∂
un+1
ζ − ∂
v1
1 · · ·∂
vn
n ∂
vn+1
ζ
)
ϕB
= Bˆ1
[(
∂u11 · · ·∂
un
n z
−un+1 − ∂v11 · · ·∂
vn
n z
−vn+1
)
ϕ
]
= Bˆ1
[
z−(un+1+vn+1)
(
∂u11 · · ·∂
un
n z
vn+1 − ∂v11 · · ·∂
vn
n z
un+1
)
ϕ
]
= Bˆ1
[
z−(un+1+vn+1)
(
∂u11 · · ·∂
un
n t
vn+1/r − ∂v11 · · ·∂
vn
n t
un+1/r
)
ψ
∣∣∣
t=zr
]
= 0.
Here we have used the second relation of Lemma 6. This completes the proof. Q.E.D.
Under the assumption of Theorem 8, HAB(βB) is regular holonomic [18]. Therefore, up to
an non zero constant, ϕB(x, ζ) is nothing but a GKZ series solution of HAB(βB), and ϕB(x, ζ)
converges near ζ = 0 if x ∈ U . It also follows that the restriction of ϕB(x, ζ) to {x = x0},
which is a function of ζ , satisfies some linear ordinary differential equation E(x0) of Fuchsian
type. Let Sing (x0) be the set of singular points of E(x0) except the origin and infinity and define
Θ(x0) = {arg u; u ∈ Sing (x0)}. For any θ ∈ R with θ 6∈ Θ(x0) we have,
(i) ϕB(x0, ζ) can be analytically continued to a sector S(θ, δ) with some small δ > 0 since there
is no singular points on {ζ ; arg ζ = θ}.
(ii) The Borel transform ϕB(x0, ζ) has polynomial growth with respect to ζ in S(θ, δ) since a
singular point of E(x0) is a regular singular point.
Hence we conclude that ϕ(x0, z) is Borel summable (i.e., 1-summable) in the direction θ. Since
Θ(x0) is a finite set for each fixed x0 ∈ U , ϕ(x0, z) is Borel summable in all but finitely many
directions for each fixed x0 ∈ U . We can consider a non empty open subset U ′ ⊂ U such that the
closure of U ′ is compact and included in U . Then the complement in R of the union ∪x∈U ′Θ(x)
contains an open interval. So for any θ in this complement we can define S[ψ](x, t) using [0, eiθ)
as a path of integration for any x ∈ U ′. We may also avoid if necessary the discriminant of the
leading term of the linear ordinary differential operator E(x). We still write U ′ = U .
Because of the relation (24), ψ is 1/r-summable if and only if ϕ is 1-summable. Therefore
ψ(x, t) is 1/r-summable in all the directions in an open interval for all points x ∈ U .
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Finally we show that the Borel sum of ψ(x, t) is a solution of the modified hypergeometric
system HA,w(β) to finish the proof of Theorem 8. Because of the relation
S[ψ]
∣∣∣
t=zr
= Lθ1/rBˆ1/r[ψ]
∣∣∣
t=zr
= Lθ/r1 Bˆ1[ϕ] = S[ϕ],
Lemma 6 and Lemma 7, it is enough to prove (we omit the direction θ/r in the following.)
Lemma 8
z
∂
∂z
L1[ϕB] = L1
[
ζ
∂ϕB
∂ζ
]
, z−1L1[ϕB] = L1
[
∂ϕB
∂ζ
]
.
Proof . To begin with, we give a proof in the case when ℜ(rγ) > 0 or γ = 0. By differentiating
under the integral sign we obtain
z
∂
∂z
L1[ϕB] =
∫ ∞
0
ζ
z
e−ζ/zϕB(x, ζ)
dζ
z
−
∫ ∞
0
e−ζ/zϕB(x, ζ)
dζ
z
= −
∫ ∞
0
∂
∂ζ
(ζe−ζ/z) · ϕB(x, ζ)
dζ
z
.
By integral by parts, this equals
−
[
ζe−ζ/z ·
ϕB(x, ζ)
z
]∞
ζ=0
+
∫ ∞
0
e−ζ/z · ζ
∂ϕB
∂ζ
(x, ζ)
dζ
z
.
Since the boundary terms vanish (the boundary term coming from infinity vanishes because of the
growth estimate of ϕB), the first relation follows. In a similar manner, we obtain
L1
[
∂ϕB
∂ζ
]
=
∫ ∞
0
e−ζ/z
∂ϕB
∂ζ
(x, ζ)
dζ
z
=
[
e−ζ/z
ϕB(x, ζ)
z
]∞
ζ=0
+
1
z
∫ ∞
0
e−ζ/zϕB(x, ζ)
dζ
z
.
The growth estimate of ϕB at infinity and the behavior of ϕB near the origin guarantee that the
boundary terms vanish. This proves the second relation.
When ℜ(rγ) ≤ 0 and γ satisfies (19), we use (20) as the definition of the Borel sum, and the
same argument works. In this case all of the boundary terms come from infinity and they vanish.
Q.E.D. This finish the proof of Theorem 8. Q.E.D.
In the preceding proof, we have shown that ψB(x, τ) is of polynomial growth in τ for x ∈ U .
Therefore, for an arbitrarily small positive c2 we can find c1 > 0 for which (13) holds with f = ψ,
κ = 1/r for all x ∈ U after eventually replacing U by a smaller open set. Therefore, the condition
(16) guarantees the following Corollary.
Corollary 6 The Laplace integral (14) of the Borel transform ψB(x, τ) converges in S(θ, rπ) if
θ 6∈ Θ(x). In particular, we can set t = 1 in the expression S[ψ](x, t) of the Borel sum of ψ(x, t)
if Θ(x) does not contain 0. The series S[ψ](x, 1) gives a holomorphic solution of HA(β) and the
formal series ψ(x, 1) also expresses the asymptotic expansion of the solution S[ψ](x, 1)) along a
curve x(t) = (tw1x01, . . . , t
wnx0n) as t→ 0 for x0 ∈ U . That is
|S[ψ](x(t), 1)− ψN (x(t), 1)| ≤ CK
N |t|NΓ(1 + rN)
for all N ≥ 0 for some constants C > 0, K > 0, where ψN(x, t) :=
∑
ℓ<N Cℓ(x)t
ℓ
.
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Remark 15 A comment on the statement of previous Corollary. A priori the constants c1, c2 of
the estimate (13) for ψ(x, t) and κ = 1/r depend on x ∈ U . Since ϕB(x0, ζ) is holomorphic at
(x0, 0) for x0 ∈ U , we can find uniform constants c1, c2 for x in a small neighborhood of each
x0 in U with θ 6∈ Θ(x0). Notice also that, from Lemma 4, ψ(x, t) = φv(twx) = ψ(twx, 1) and
that ψ(x, 1) = φv(x) is a (possibly Gevrey) solution of HA(β). We also have the following formal
equalities: ψB(x, τ) = ψB(τwx, 1) and S[ψ](x, t) = S[ψ](twx, 1).
Then, fixing x0 ∈ U , the estimate (17) evaluated at points (twx0, 1) proves that the formal
expression ψ(twx0, 1) is an asymptotic expansion of t−γS[ψ](twx0, 1) when t→ 0.
Remark 16 Since the singular points Sing (x) of E(x) depend on x, one of them may meets the
path of integration of the Borel sum if x moves. In that case we obtain the analytic continua-
tion of the Borel sum by deforming the path of integration. This is closely related to the Stokes
phenomenon.
Example 4 Put A = (1, 2). Then, the image of A¯T is R2. Let us take w = (0, 1). A formal
solution of the modified system HA,w(β) is
ψ(x, t) = xβ1
∞∑
m=0
[β]2m
m!
(
x2
x21
)m
tm.
If β 6∈ N, the Gevrey index s = r + 1 of ψ(x, t) along t = 0 is s = 2. We set z = t and
ϕ(x, z) = ψ(x, z). The Borel transform ϕB is
xβ1
∞∑
m=0
[β]2m
m!
(
x2
x21
)m
ζm
m!
= xβ1 · 2F1(−β/2, (−β + 1)/2, 1; 4x2ζ/x
2
1).
The domain U may be defined by {(x1, x2) | − 2 log |x1| + log |x2| < −1, |x1| < 1}. The series
ϕB satisfies the A-hypergeometric system with AB =
(
1 2 0
0 1 −1
)
and βB = (β, 0)T . The
equation E(x) = E(x1, x2) in the proof is[
(4x2ζ
2 − x1
2ζ)
(
∂
∂ζ
)2
+
(
(−4β + 6)x2ζ − x1
2
) ∂
∂ζ
+ (β2 − β)x2
]
ϕB(x, ζ) = 0,
and
Sing (x) =
{
x1
2/(4x2)
}
, Θ(x) = {2 argx1 − arg x2}.
The Borel sum of ψ(x, t) is
x1
t
∫ eiθ ·∞
0
e−τ/t2F1(−β/2, (−β + 1)/2, 1; 4x2τ/x
2
1)dτ
and, for each x ∈ U , ϕ (and hence ψ) is Borel summable in all directions except the angle θ =
2 arg x1 − arg x2.
The series ψ(x, 1) can be regarded as an asymptotic expansion of a solution of the original
A-hypergeometric system for A = (1, 2) and β from (17) and Corollary 6. In other words, we
have
xβ1
∫ eiθ∞
0
e−τ 2F1
(
−β
2
,
−β + 1
2
, 1;
4x2τ
x21
)
dτ ∼ ψ(x, 1),
which is a well-known asymptotic expansion.
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Example 5 Put A = (1, 3, 5, 6). Then, the image of A¯T is
{(w1, w2, w3, w4) |w2 − 3w3 + 2w4 = 0, w1 − 5w3 + 4w4 = 0}.
Let us take w = (−4,−2, 0, 1) in the Im A¯T . Then, the initial ideal in(−w,w)(HA(β)) is generated
by {∂x2 , ∂x3, ∂x4} and θ1 + 3θ2 + 5θ3 + 6θ4 − β. The rank of this system is 1 and the solution of
this system is spanned by xβ1 . We extend this solution to a series solution of HA(β). The solution
can be written as
φv =
∑
u∈Nv
[v]u−
[v + u]u+
xv+u = xβ1
(
1 +
β(β − 1)(β − 2)
1!
x−31 x2 + · · ·
) (25)
where v = (β, 0, 0, 0). The corresponding series solution of the modified system is
ψv(x, t) = φv(t
−4x1, t
−2x2, x3, tx4) = x
β
1 t
−4β
(
1 +
β(β − 1)(β − 2)
1!
x−31 x2t
10 + · · ·
)(26)
The Gevrey index r + 1 = 1/κ + 1 of the series ψv(x, t) with respect to t = 0 is 1/5 + 1 if β is
very generic, see Remark 13. Apply the Borel transformation (24). The transformed series
xβ1ζ
−4β/5
( 1
Γ(1− 4
5
β)
+
β(β − 1)(β − 2)
1!
x−31 x2
ζ2
Γ(1− 4
5
β + 2)
(27)
+
(
β(β − 1) · · · (β − 5)
2!
x−61 x
2
2 +
β(β − 1) · · · (β − 4)
1!
x−51 x
1
3
)
ζ4
Γ(1− 4
5
β + 4)
+ · · ·
)
satisfies the A-hypergeometric system associated to the matrix
AB =
(
1 3 5 6 0
−4 −2 0 1 −5
)
(28)
and βB = (β, 0). It follows from the condition on the weight vector w that this HAB(βB) is
a regular holonomic system. The series (27) can be obtained by taking the (−u, u)-initial ideal
of HAB(βB) with respect to the weight vector (w, 0) and (0, 0, 1, 2, 0) as the tie breaking weight
vector [26, Chapters 2,3].
The kernel element ℓ of AB as a map from R5 to R2 is parametrized as
ℓ1 = ℓ3 +
3
2
ℓ4 −
3
2
ℓ5, ℓ2 = −2ℓ3 −
5
2
ℓ4 +
1
2
ℓ5.
Since we sum the series on ℓi ≥ 0, i = 2, 3, 4, 5 and ℓ ∈ Z5, these lattice elements ℓ can be
parametrized as
ℓ5 = 2m+ ep, ℓ4 = 2n+ ep, ℓ3 = k, ℓ2 = −2k − 5n+m− 2ep, ℓ1 = k + 3n− 3m
m,n ∈ N and 2k + 5n+ 2ep ≤ m
where ep = 0 or 1. Let us introduce the following hypergeometric series∑
m,n,k≥0,2k+5n+2ep≤m
zk3z
2n+ep
4 z
2m+ep
5
(b)k+3n−3m(−2k − 5n+m− 2ep)!k!(2n+ ep)!(a)2m+ep
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depending on an integer ep. We denote it by Fodd(a, b; z3, z4, z5)when ep = 1 and byFeven(a, b; z3, z4, z5)
when ep = 0. Then, the series (27) is expressed as
xβ1ζ
−4β/5
Γ(1− 4
5
β)
F (x1x
−2
2 x3, x
3/2
1 x
−5/2
2 x4, x
−3/2
1 x
1/2
2 ζ)
where
F (z) = Fodd(1−
4
5
β, β + 1; z) + Feven(1−
4
5
β, β + 1; z).
It follows from (17) that the series (26) is an asymptotic expansion of∫ eiθ∞
0
e−(τ/t)
5 x
β
1τ
−4β/5
Γ(1− 4
5
β)
F (x1x
−2
2 x3, x
3/2
1 x
−5/2
2 x4, x
−3/2
1 x
1/2
2 τ)
5τ 4
t5
dτ.
6 Borel transformation revisited
In this section we assume that theQ-row span of the matrixA does not contain the vector (1, . . . , 1)
and we see that by studying the irregularity of the modified A-hypergeometric system along T
we can give an analytic meaning to the Gevrey series solutions of the A-hypergeometric system
MA(β) along coordinate varieties constructed in [10]. More precisely, we prove (Remark 20 and
Theorem 9) that these Gevrey solutions of MA(β) are asymptotic expansions of certain holomor-
phic solutions of MA(β) when some conditions are satisfied.
Let us start with an observation about the assumption of Theorem 8 that the Q-row span of the
matrix A does not contain the vector (1, . . . , 1), but the one of Aw does. Since adding to w a linear
combination of the rows of A does not change the ideal HA,w,α(β) if we accordingly change α, we
can assume without loss of generality that w = λ(1, . . . , 1) for some non zero λ ∈ Z. On the other
hand, for λ > 0 the modified system MA,w,α(β) is regular along T by Proposition 2 and Remark
2. Thus, we may further assume that w = (−κ, . . . ,−κ) for some κ ∈ Z>0. For this w each
of the formal series constructed in the proof of Theorem 5 is a Gevrey series along T with order
s = r+1 = 1+1/κ multiplied by a term tγ , γ ∈ C. This sort of formal series solutions along T of
the modified system MA,w,α(β) includes series of the form t−αφ(tw1x1, . . . , twnxn) where φ(x) is
a Gevrey solution of MA(β) along a coordinate variety Y of low dimension which is not Gevrey
along a coordinate variety of greater dimension (see the proof of Proposition 3).
Recall that a vector v is said to be associated with a simplex σ if v = vk is such that vi = ki ∈ N
for all i /∈ σ and Av = β. Let us also recall that ∆A is the convex hull of the columns of A and the
origin while conv(A) is the convex hull of the columns of A. We have the following
Proposition 3 Take w = (−κ, . . . ,−κ) with κ ∈ Z>0 and assume that β is very generic. Let σ be
a (d − 1)-simplex of A and v a vector associated with σ. Then, up to multiplication by a term tγ ,
for some γ ∈ C, the series t−αφv(tw1x1, . . . , twnxn) is a formal power series along T (and in such
a case, it is a Gevrey solution of MA,w,α(β) with index s′ = r′ + 1 = 1 + 1/κ) if and only if σ is
contained in a facet of conv(A) that is not a facet of ∆A.
Proof . From [10, Theorem 3.11], φv is a Gevrey solution of MA(β) along Y = {xi = 0 :
|A−1σ ai| > 1} with order s = r + 1 = maxi{|A−1σ ai|}. In fact, for any simplex σ of A we can
construct vol(σ) linearly independent Gevrey solutions as before (see [10, Remark 3.6]).
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When β is very generic these series have Gevrey index s = r + 1 = maxi{|A−1σ ai|} and they
are of the form φv for v associated with σ.
The series t−αφv(tw1x1, . . . , twnxn) is annihilated by HA,w,α(β) because φv is annihilated by
HA(β). Moreover, monomials appearing in φv are of the form xv+u for u integer vectors in an affine
translate of the positive span of the columns of the matrix Bσ. Thus t−αφv(tw1x1, . . . , twnxn) is a
formal series along T (up to multiplication by tα−wv) if and only if all the exponents of t belong to
α−wv+N. This happens if and only ifwu ∈ N for all the columns u ofBσ. Forw = (−κ, . . . ,−κ)
with κ ∈ Z>0 the scalar product of w and a column of Bσ is given by κ(|A−1σ ai| − 1) for i /∈ σ and
this product is nonnegative for all i /∈ σ if and only if |A−1σ ai| ≥ 1 for all i /∈ σ. This is equivalent
to say that σ is a simplex of A such that all the columns of A are either in the hyperplane Hσ
passing through the columns of A indexed by σ or in the corresponding single open half space not
containing the origin. Equivalently, σ is contained in a facet of conv(A) that is not a facet of ∆A.
Q.E.D.
The Gevrey series solutions constructed in [10] are of the form φv for v associated with a suit-
able simplex σ of A. In order to interpret some of these Gevrey series as an asymptotic expansion
of a solution of MA(β) via the modified A-hypergeometric system, we consider a vector w ∈ Zn
with the following coordinates:
wi =
{
| det(Aσ)|(|A
−1
σ ai| − 1) if |A−1σ ai| > 1
0 otherwise (29)
up to addition with a linear combination of the rows of A. Notice that when σ is contained in a
facet of conv(A) that is not a facet of ∆A, this vector w verifies the assumptions of Theorem 8.
More precisely, | det(Aσ)|(1, . . . , 1) + w is a linear combination of the rows of A.
Remark 17 Notice that for w given by (29) all the columns a˜i of the matrix A˜(w) except for
a˜n+1 are contained in the union of at most two hyperplanes. If we take coordinates (y, yd+1) in
Rd × R, then the hyperplane {yd+1 = 0} contains all the columns a˜i such that |A−1σ ai| ≤ 1 and
the hyperplane {|A−1σ y| − 1|det(Aσ)|yd+1 = 1} contains −| det(Aσ)|a˜n+1 and all the columns a˜i
such that |A−1σ ai| ≥ 1. In particular, the intersection of these two hyperplanes contains all the
columns a˜i such that |A−1σ ai| = 1 (for example, all the columns a˜i for i ∈ σ). We also notice that
the points {a˜i : i = 1, . . . , n} ∪ {−| det(Aσ)|a˜n+1} belong to the same hyperplane if and only if
σ is contained in a facet of conv(A) that is not a facet of ∆A. Notice that if σ is contained in a
facet of ∆A and v is associated with σ, then the corresponding w given by (29) is 0 and φv(x) is
convergent.
In particular, Remark 17 proves the following:
Lemma 9 If σ is a (d−1)-simplex of A not contained in a facet of ∆A and w is given by (29) then
s′ = r′ + 1 = 1 + 1/| det(Aσ)| is a slope of MA,w,α(β) along T , for any α.
Proposition 4 Let σ be a (d−1)-simplex of A not contained in a facet of ∆A and considerw given
by (29) and β very generic. For any vector v associated with σ we have that, up to multiplication
by tα−wv, the series ψ(x, t) = t−αφv(tw1x1, . . . , twnxn) is a Gevrey solution of MA,w,α(β) with
index s′ = r′ + 1 = 1 + 1/| det(Aσ)| along T at any point of T ∩ Uσ,R for some R > 0, where
Uσ,R = {(x, t) ∈ Cn × C : |xjtwj | < R|x
A−1σ aj
σ | if j /∈ σ and |A−1σ aj | ≥ 1} ∩ {xi 6= 0 : i ∈ σ} .
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Proof . By [10, Theorem 3.11] we have that φv(x) is a Gevrey solution of MA(β) with index
s = r + 1 = maxi{|A
−1
σ ai|}) along Y = {xi = 0 : |A−1σ ai| > 1} at any point of Y ∩ {x ∈ Cn :
|xj | < R|x
A−1σ aj
σ | if j /∈ σ and |A−1σ aj | = 1} ∩ {xi 6= 0 : i ∈ σ}, for some R > 0.
It is clear from (29) that w ∈ Nn and wj = 0 for all j ∈ σ. Hence, for any exponent v + u
in the series φv(x) the corresponding exponent of t in the series ψ(x, t) is −α + w(v + u) =
−α +
∑
j /∈σ wj(vj + uj) ∈ −α + N because vj ∈ N for all j /∈ σ and u ∈ Nv. We conclude the
proof by using Remark 10. Q.E.D.
In analogy with Section 5 we denote ψB(x, τ) = Bˆ1/r′ [ψ](x, τ), which defines a holomorphic
function at any point in Uσ,R for some R > 0 by Proposition 4. We also denote ϕ(x, z) = ψ(x, zr
′
)
and hence ϕB(x, ζ) = Bˆ1[ϕ](x, ζ) = ψB(x, ζr
′
) is convergent at points in the open set
U ′σ,R = {(x, ζ) ∈ C
n × C : ζ = τ | det(Aσ)|, (x, τ) ∈ Uσ,R} (30)
Moreover, the series ϕB(x, ζ) is a holomorphic solution of HAB(βB) (in the variables (x, ζ)),
where
AB =
(
A 0
w −κ
)
, βB =
(
β
α
)
with κ = | det(Aσ)|.
Remark 18 For w given by (29) the hypergeometric system HAB(βB), can have slopes along
ζ = ∞ for all β, α ∈ C (see Example 6). However, see Proposition 5 where we point out a
property of the solution ϕB(x, ζ).
Example 6 Let us consider the matrix
A =
(
2 0 1 3
0 1 1 2
)
,
β ∈ C2, α ∈ C, the simplex σ = {1, 3} andw = (0, 0, 0, 3) given by (29). Notice that det(Aσ) = 2
and hence
AB =
 2 0 1 3 00 1 1 2 0
0 0 0 3 −2

Using Corollary 2 we have that s = 1 + r = 1 + 1/3 is a slope of MAB (βB) along ζ =∞.
Lemma 10 Assume ΦF,d−1Aη ⊆ Φ
F,d−1
A where η = {i : |A−1σ ai| ≥ 1}. Let σ˜ ⊆ τ ∈ Φ
F,d−1
Aη
be
a simplex, v˜ ∈ Cn+1 a vector associated with σ˜ ∪ {n + 1} (i.e. AB v˜ = βB and v˜i ∈ N for all
i /∈ σ˜ ∪ {n + 1}). The series φv˜(x, ζ) converges at points (x, ζ) ∈ U × {ζ : |ζ | > R′} and for
arbitrarily small c2 > 0 we can choose c1 > 0 such that |φv˜(x, ζ)| ≤ c1 exp(c2|ζ |).
Remark 19 The previous condition on the (A, F )-umbrella holds for any d × n matrix A with
d = 1 or n− 1 = d.
Proof . Notice that η∪ {n+1} is a facet of the (AB, F )-umbrella and σ˜ ∪{n+1} is a simplex
of AB contained in η ∪ {n + 1}. In particular we know that φv˜ is convergent in certain open set.
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Let us denote κ = | det(Aσ)|. If {bi : i /∈ σ˜ ∪ {n + 1}} is the basis of ker(AB) associated with
σ˜ ∪ {n+ 1} then the coordinate sum of bi is
|bi| =
{
0 if i ∈ η \ σ˜
−|A−1σ˜ ai|+ 1−
1
κ
wσ˜A
−1
σ˜ ai if i /∈ η
Let us denote by (bi)A the vector given by the first n entries of bi. Since σ˜∪{n+1} ⊆ η∪{n+1} ∈
ΦF,d−1AB , we have that |bi| > 0 for all i /∈ η and that the series φv˜ defines a multivalued holomorphic
function in the open set {(x, ζ) : |x(bi)Aζ (bi)n+1 | < R, i ∈ η \ σ˜} ∩ {xj 6= 0 : j ∈ σ˜} for
some R > 0. The fact that σ˜ ⊆ τ ∈ ΦF,d−1Aη ⊆ Φ
F,d−1
A guarantees that −|A−1σ˜ ai| + 1 ≥ 0 for
all i ∈ η and −|A−1σ˜ ai| + 1 > 0 for all i /∈ η. Thus, if i ∈ η \ σ˜ the last coordinate of bi is
(bi)n+1 = |bi|− |(bi)A| = −1+ |A
−1
σ˜ ai| ≤ 0 while if i /∈ η the last coordinate of bi can be positive.
However, if (bi)n+1 > 0 for some i /∈ η, we still have that |bi| > (bi)n+1 = − 1κwσ˜A
−1
σ˜ ai. In
this case there exist K1, K2 > 0 such that:∑
m≥0
(m!)−|bi||x(bi)Aζ (bi)n+1 |m ≤ K1 exp(K2|x
(bi)A |1/|bi||ζ |(bi)n+1/|bi|)
where (bi)n+1/|bi| < 1.
On the other hand, if v˜i = ki for i /∈ σ˜ ∪ {n + 1}, it can be shown by using standard estimates
on Γ-functions (see e.g. [14, Proposition 1, Section 1.1], [25, Lemma 1] and [10, Lemma 3.8.]),
that there exists C1, C2 > 0 such that
|φv˜(x, ζ)| ≤ C1|x
A−1
σ˜
βζ (−α+wσ˜A
−1
σ˜
β)/κ|
∑
k+m∈Nn−d
C
∑
ki+mi
2 |x
∑
i(ki+mi)(bi)Aζ
∑
(ki+mi)(bi)n+1 |∏
i/∈σ˜∪{n+1}(ki +mi)!
|bi|
=
= C1|x
A−1
σ˜
βζ (−α+wσ˜A
−1
σ˜
β)/κ|
∏
i/∈σ˜∪{n+1}
( ∑
ki+mi∈N
(C2|x
(bi)Aζ (bi)n+1 |)(ki+mi)
(ki +mi)!|bi|
)
and for all i /∈ σ˜ ∪ {n+ 1} we have:
∑
ki+mi∈N
(C2|x
(bi)Aζ (bi)n+1 |)(ki+mi)
(ki +mi)!|bi|
≤
{
K1 exp(K2|C2x
(bi)A|1/|bi||ζ |(bi)n+1/|bi|) if (bi)n+1 > 0
1
1−|C2x(bi)Aζ
(bi)n+1 |
if (bi)n+1 ≤ 0
(31)
Take U = {x ∈ Cn : |x(bi)A | < Ri, i = 1, . . . , n} where Ri > 0 can be chosen arbitrarily large
except when (bi)n+1 = |(bi)A| = 0 in which case we take Ri < 1/C2. Then, since (bi)n+1/|bi| < 1
if (bi)n+1 > 0, we have the result for for arbitrarily small c2 > 0 if we take c2 > 0 and R′ > 0 big
enough. Q.E.D.
Proposition 5 ϕB(x, ζ) has an analytic continuation to an open set of the form U×S(θ, δ), where
U is certain open set of Cn and S(θ, δ) is a sector with bisecting direction θ and small enough
opening δ > 0. Moreover, if ΦF,d−1Aη ⊆ ΦF,d−1A then for arbitrarily small c2 > 0 we can chose
c1 > 0 such that |ϕB(x, ζ)| ≤ c1 exp(c2|ζ |) for (x, ζ) ∈ U × S(θ, δ).
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Proof . To simplify the exposition we will first assume that α is very generic.
Notice that η∪{n+1} is the set of (indices of) columns ofAB belonging to the hyperplaneH =
{|A−1σ y|−
1
| det(Aσ)|
yd+1 = 1} (see Remark 17) and we denote by A′ the submatrix of AB consisting
of these columns. Let q be the cardinality of η. Recall that ϕB(x, ζ) defines a holomorphic function
at each point of U ′σ,R (see Proposition 4 and (30)) and notice that wj = 0 for all j /∈ η.
We can write
ϕB(x, ζ) =
∑
m∈Nn−q
ϕm
xmη
m!
where ϕm = ϕm(xη, ζ) is a holomorphic solution of HA′(β −
∑
i/∈ηmiai, α), which is regular
holonomic because all the columns of A′ belong to the hyperplane H [18]. Let W ⊂ Cq+1 be
the open set such that U ′σ,R = W × Cn−q (see (30)), so that for all m = (mi)i 6∈η ∈ Nn−q, ϕm is
holomorphic in W .
Take Z = {xi = 0 : i /∈ η} and notice that we can identify W with a relative open subset of
Z, i.e. with W × {0} = U ′σ,R ∩ Z.
Recall that the singular locus of a hypergeometric system does not depend on the parameter but
only on the matrix (see [1] and [14]). In particular, since ϕm is convergent in W for all m, we can
consider the analytic continuation of all the ϕm along the same path starting at a point in W and
avoiding the singular locus of the hypergeometric system associated with A′. Let c = (ci)i∈η ∈
Cq be such that the complex line {xi = ci : i ∈ η} ∩ Z (with coordinate ζ) intersects W at
nonsingular points of HA′(β, α). Notice that this intersection is a relative open set in the complex
line. Let Sing(c) be the set of points ζ0 ∈ C \ {0} such that (xη, ζ) = (c, ζ0) is a singular point
of HA′(β −
∑
i/∈ηmiai, α). Sing(c) is a finite set and thus Θ(c) = {arg(u) : u ∈ Sing(c)} is
also finite. As we vary c in a small open set W ′ ⊆ Cq, Θ(c) is contained in a finite union of small
intervals and we can take θ such that for δ > 0 small enough, (θ − δ/2, θ + δ/2) ∩ Θ(x) = ∅ for
all x ∈ W ′. Hence we can consider the analytic continuation of each ϕm to an open set containing
W ′ × S(θ, δ).
We have extended ϕB as a formal solution of MAB(β, α) along Z, which is convergent in some
relative open set of Z. Thus, by the constructibility of the solutions of a holonomic system in
the sheaf O
X̂|Z
/OX|Z (see [24]) we have that the formal solution constructed is convergent at any
point of W ′×S(θ, δ)×{0}, thus ϕB(x, ζ) can be analytically continued to an open set containing
W ′ × S(θ, δ)× {0}.
Let us see that the analytic continuation of ϕB(x, ζ) satisfies a growth estimate near ζ =
∞. Each ϕm has polynomial growth since it is a solution of the regular hypergeometric system
MA′(β −
∑
i/∈ηmiai, α). Since α, β are very generic, each ϕm can be written as a Nilsson series
that converges in certain open set (see e.g. [26, Proposition 3.4.4]) which is a linear combination of
series of the form φv(m)(xη, ζ) (for some set of exponents v(m) associated with simplices in certain
regular triangulation of the matrix A′) with support Nv(m) given by integer vectors in ker(A′) with
coordinates sum equal to zero. The open set where the Nilsson series converge depends on the
regular triangulation of A′ that the simplices belong to. We need to use a Nilsson series expression
of ϕm that converges in points (xη, ζ) = (c, ζ) with |ζ | > R for a sufficiently large R > 0. It is
enough to consider a regular triangulation T of Aη and take T ′ = {σ˜ ∪ {n + 1} : σ˜ ∈ T} as
the regular triangulation of A′. By properties of regular triangulations, there is one regular trian-
gulation T of Aη such that there exists c as above so that if |ζ | > R for a sufficiently large R > 0
then (c, ζ) belongs to the domain of convergence of the series φv˜ for any vector v˜ associated with
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σ˜ ∪ {n+ 1} ∈ T ′.
The series expression of ϕB via substitution of each ϕm by its Nilsson series expansion is a
formal Nilsson series (see e.g. [10, Lemma 6.15]). We know that this Nilsson series converges to
ϕB at points in W ′ × S(θ, δ)× {0} close to ζ = ∞. By Lemma 10 it verifies the desired growth
estimate.
Notice that the Nilsson series expansion of ϕB near ζ = ∞ also provides an analytic continu-
ation to points with |ζ | big enough and x varying in certain open set of Cn that contains (c, 0).
We have considered analytic continuations along paths contained in Z. We can also extend ϕB
by analytic continuation along paths from a point in W × Cn−q to a point near ζ = ∞ avoiding
the singular locus of MAB(β, α). If the starting point of the path is close to (c, 0) the analytic
continuation coincides with the Nilsson series close to ζ =∞ and thus it satisfies the same growth
estimate.
Finally, the parameter β being very generic, the rank of MAB(βB) equals vol(AB) since the
set of exceptional parameters has codimension at least 2 [23, Porism 9.5]. So, we can reduce the
general case (when α is not necessarily generic) to the previous one following the ideas of the
proof of [26, Theorem 3.5.1] (see also the proof of [10, Theorem 6.2. ]). Q.E.D.
Remark 20 Using Proposition 5, the results in Section 5 also hold for w as in (29) instead of w
satisfying the assumption in Theorem 8 if we assume the additional condition ΦF,d−1Aη ⊆ ΦF,d−1A to
hold. In particular, we obtain an analogous version of Corollary 6. Let β ∈ Cn be very generic
and let φv be a Gevrey solution of HA(β) of index s = 1+1/k > 1 with respect to some coordinate
subspace Z ⊆ Cn. Let σ be the simplex which v is associated with, so we have that φv is also
a Gevrey series of index s = 1 + 1/k > 1 with respect to Y = {xi = 0 : |A−1σ ai| > 1} ⊃ Z.
Note that if we take w associated with σ as in (29) then w(v + u) ∈ N for all u ∈ Nv. By
Proposition 4 we have that tαψ(x, t) = φv(tw1x1, . . . , twnxn) is a Gevrey series along t = 0 of
Gevrey index s′ = 1 + 1/κ with κ = | det(Aσ)|. Let S[ψ](x, t) be the κ-sum of ψ(x, t) with
respect to t in a direction θ /∈ Θ(x) for x in certain open set U small enough with compact
closure. For any closed subsector S of S(θ, α, ρ) (see notations in Section 5) there exist constants
C > 0, K > 0 such that the inequality |tαS[ψ](c, t) − tαψN (c, t)| ≤ CKNΓ(1 + N/κ)|t|N
holds for t ∈ S, c = (c1, . . . , cn) ∈ U and any N ∈ N. Thus, considering parametric curve
x(t) = (c1t
w1 , . . . , cnt
wn) then
ψN (x(t), 1) =
∑
u∈Nv,w(v+u)≤N−1
[v]u−
[v + u]u+
cv+utw(v+u) = tαψN (c, t)
and S[ψ](x(t), 1) = tαS[ψ](c, t). Note that x tends to the point x′ ∈ Y , with x′i = xi if |A−1σ ai| ≤
1, as t tends to 0.
Theorem 9 Let β ∈ Cn be very generic and let φv be a Gevrey solution of HA(β) of order s =
1 + 1/k > 1 with respect to a coordinate hyperplane Y = {xi = 0}. Let σ be the simplex
which v is associated with and take w associated with σ as well. If ΦF,d−1Aη ⊆ ΦF,d−1A then for
κ = | det(Aσ)| we have that S[ψ](x, 1) is a holomorphic solution of MA(β) and that for each
(x1, . . . , xi−1, xi+1, . . . , xn) in certain open set of Cn−1, φv(x) is a Gevrey asymptotic expansion
of order s of S[ψ](x, 1) with respect to xi = 0 in all but finitely many directions.
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Proof.- Assume for simplicity that the hyperplane is Y = {xn = 0} and so σ ⊆ {1, . . . , n−1}.
We have that wi = 0 for i = 1, . . . , n− 1 and wn = | det(Aσ)|(s− 1) > 0 where s = |A−1σ an| > 1
is the Gevrey index of φv along Y .
By Remark 20 for x(t) = (c1, . . . , cn−1, cntwn) with t ∈ S and c ∈ U , we have the inequality
|S[ψ](x(t), 1)− ψN (x(t), 1)| ≤ CK
NΓ(1 +N/κ)|t|N
for all N ≥ 0.
Here we write ψN (x, 1) =
∑
wnm<N
fm(x1, . . . , xn−1)x
m
n . For integers of the form N = wnM
with M ∈ N we have that tN = (xn(t)/cn)M and N/κ = M(s − 1) = M/k where s = 1 + 1/k.
Then we get the inequality
|S[ψ](x(t), 1)− ψN (x(t), 1)| ≤ C(K
wn/|cn|)
MΓ(1 +M/k)|xn(t)|
M
for all M ≥ 0. This finishes the proof since we can assume by taken a smaller open set U that
cn 6= 0 and that |cn| > C ′ for some constant C ′ > 0. Q.E.D.
Example 7 Put A = (1 2 3), β ∈ C and w = (0, 0, 1). The vector v = (0, β/2, 0) is an exponent
of the A-hypergeometric system HA(β) with respect to a perturbation of w and so the series
ψ(x, t) = φv(x1, x2, tx3) =
∑
m1,m3≥0,(m1+3m3)∈2Z
[β/2](m1+3m3)/2
m1!m3!
xm11 x
(β−m1−3m3)/2
2 x
m3
3 t
m3
is one of the series considered in the proof of Theorem 5 and it is a Gevrey solution of the modified
system MA,w(β) along T with order s = r + 1 = 3/2. Notice that s = r + 1 = 3/2 is the Gevrey
index of ψ(x, t) along T if and only if β /∈ 2N (otherwise ψ(x, t) is a polynomial). Following
Section 5 but with our vector w (which does not satisfy the assumptions in Section 5 but is of the
form (29) for σ = {2}) we consider the Borel transform of ψ with index κ = 1/r = 2:
ψB(x, τ) =
∑
m1,m3≥0,(m1+3m3)∈2Z
[β/2](m1+3m3)/2
m1!m3!Γ(1 +m3/2)
xm11 x
(β−m1−3m3)/2
2 x
m3
3 τ
m3 .
This series defines a holomorphic function in {(x, τ) ∈ C4 : | x3τ
x
3/2
2
| < ǫ, x1, x2 6= 0} for ǫ > 0
small enough and it has an analytic continuation with respect to τ to certain sector S(θ, δ). Let us
see that this analytic continuation has polynomial growth in τ . If ϕ(x, z) := ψ(x, t)|t=z1/2 then its
Borel transform (with index 1)
ϕB(x, ζ) =
∑
m1,m3≥0,(m1+3m3)∈2Z
[β/2](m1+3m3)/2
m1!m3!Γ(1 +m3/2)
xm11 x
(β−m1−3m3)/2
2 x
m3
3 ζ
m3/2
is a solution of the hypergeometric system associated with AB and (β, 0) defined on C4 with coor-
dinates (x, ζ) = (x1, x2, x3, ζ). Notice that ϕB has fractional powers in ζ but defines a multivalued
holomorphic function in {(x, ζ) ∈ C4 : |x23ζ
x32
| < ǫ, ζ 6= 0} for ǫ > 0 small enough.
It is clear that ϕB(x, ζ) is a linear combination of series φv(x, ζ) with v ∈ C4 associated with
the simplex {2, 4} of AB (i.e., ABv = βB , vi ∈ N for i = 1, 3). We have an analytic continuation of
36
ϕB(x, ζ) to a point in the open set {(x, ζ) ∈ C4 : |x
2
3ζ
x32
| > R} forR > 0 big enough, which must be
a linear combination of series φv˜(x, ζ) with v˜ ∈ C4 associated with the simplex {3, 4} (this simplex
alone determines a regular triangulation of the of AB and the set of series φv˜ with v˜ associated
with {3, 4} generates the space of holomorphic solutions of MAB(βB) at any point in the open set
{(x, ζ) ∈ C4 : |x
2
3ζ
x32
| > R}). We have that the columns of B{3,4} are b1 = (1, 0,−1/3,−1/6), b2 =
(0, 1,−2/3,−1/3) and we notice that (b1)4 = −1/6, (b2)4 = −1/3 < 0. This implies that a
series φv˜(x, ζ) with v˜ associated with {3, 4} has polynomial growth as ζ tends to infinity. Thus,
the analytic continuation of ϕB(x, ζ) close to ζ =∞ also does.
As a consequence, the Borel sum of ψ with index 2 given by
S[ψ](x, t) = Lθ2Bˆ2[ψ](x, t) =
∫ eiθ ·∞
0
e−(τ/t)
2
ψB(x, τ)d(τ/t)
2
is a holomorphic solution of MA,w(β˜) and S[ψ](x, 1) is a holomorphic solution of MA(β) which
has an asymptotic expansion ψ(x, 1) that is Gevrey of order s = 3/2 along x3 = 0.
Example 8 This example shows that the hypothesis in Proposition 5 on the umbrella is necessary
and that the bound there is sharp. Take
A =
(
1 1 0 ℓ
0 1 2 0
)
where ℓ > 1 is a rational number. We can consider ℓ ∈ Q by changing the lattice Z2 by the lattice
(1
ℓ
Z)×Z. Then, the weight vector w = (0, 0, 0, ℓ−1) is associated with σ = {1, 2} by the formula
(29) and κ = | detAσ| = 1. Let α ∈ C and β ∈ C2 be very generic and let v ∈ C4 be a vector
associated with σ so that the series φv(x) is a Gevrey solution of MA(β) along x4 = 0 with Gevrey
index s = 1 + r = ℓ > 1. Then for ψv(x, t) = t−αφv(x1, x2, x3, tℓ−1x4) the Borel transform
ϕB(x, ζ) is convergent in the open set {(x, ζ) : |ζℓ−1| < ǫ|xℓ1/x4|} for some ǫ > 0 small enough.
Moreover, it defines a holomorphic solution of MAB(βB) and then it is a linear combination of
the set of series φv′(x, ζ) with v′ ∈ C5 associated with the simplex {1, 2, 5}. Its analytic continua-
tion to points in the open set {(x, ζ) : |ζℓ−1| > R|xℓ1/x4|} for some sufficiently largeR > 0 is a lin-
ear combination of the set of series φv˜ with v˜ ∈ C5 associated with the simplex {2, 4, 5} ofAB . The
column vectors of B{2,4,5} are b1 = (1, 0, 0,−1/ℓ, (1− ℓ)/ℓ) and b3 = (0,−2, 1, 2/ℓ, 2(ℓ− 1)/ℓ).
Elements in the support Nv˜ of φv˜ are of the form m1b1 + m3b3 ∈ Z5 with m1, m3 ∈ N. Thus
any of these series φv˜(x, ζ) is convergent in the open set {(x, ζ) : |ζℓ−1| > R|xℓ1/x4|} for some
sufficiently large R > 0 and since the last coordinate of b3 is 2(ℓ − 1)/ℓ > 0 there is a subseries
of φv˜ (the one with monomials (x, ζ)v˜+m3b3 , 2m3(ℓ− 1)/ℓ ∈ N) such that the set of exponents of ζ
in its monomials is contained in v˜5 +N. The fact that |b3| = 1 > 0 guarantees that the coefficients
of this subseries has the same type of growth as 1/(m1)! and thus the growth of this series, as ζ
tends to ∞ in certain sector, is equivalent to the growth of K exp(Cx3x2/ℓ4 ζ2(ℓ−1)/ℓ/x22) for some
K,C > 0. Notice that for ℓ > 1, we have that η = {1, 2, 4} and the hypothesis ΦF,d−1Aη ⊆ ΦF,d−1A
(required in Lemma 10 and Proposition 5) is satisfied if and only if 1 < ℓ < 2. Thus, the bound
|φv˜(x, ζ)| ≤ c1 exp(c2|ζ |) is satisfied for some c1, c2 > 0 if and only if 1 < ℓ ≤ 2 but for ℓ = 2 we
cannot choose c2 to be arbitrarily small.
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