Abstract: Probabilistic dual hesitant fuzzy set (PDHFS) is an enhanced version of a dual hesitant fuzzy set (DHFS) in which each membership and non-membership hesitant value is considered along with its occurrence probability. These assigned probabilities give more details about the level of agreeness or disagreeness. By emphasizing the advantages of the PDHFS and the aggregation operators, in this manuscript, we have proposed several weighted and ordered weighted averaging and geometric aggregation operators by using Einstein norm operations, where the preferences related to each object is taken in terms of probabilistic dual hesitant fuzzy elements. Several desirable properties and relations are also investigated in details. Also, we have proposed two distance measures and its based maximum deviation method to compute the weight vector of the different criteria. Finally, a multi-criteria group decision-making approach is constructed based on proposed operators and the presented algorithm is explained with the help of the numerical example. The reliability of the presented decision-making method is explored with the help of testing criteria and by comparing the results of the example with several prevailing studies.
Introduction
With growing advancements in economic, socio-cultural as well as technical aspects of the world, uncertainties have started playing a dominant part in decision-making (DM) processes. The nature of DM problems is becoming more and more complex and the data available for the evaluation of these problems is increasingly having uncertain pieces of unprocessed information [1, 2] . Such data content leads to inaccurate results and increase the risks by many folds. To decrease the risks and to reach the accurate results, decision-making has attained the attention of a large number of researchers. In the complex decision-making systems, often large cost and computational efforts are required to address the information, to evaluate it to form accurate results. In such situations, the major aim of the decision makers remain to decrease the computational overheads and to reach the desired objective in less space of time.
Time-to-time such DM techniques are framed which captures the uncertain information in an efficient way and results are calculated in such a manner that they comply easily to the real-life situations. From the crisp set theory, an analysis was shifted towards the fuzzy sets (FSs) and further Atanassov [3] extended the FS theory given by Zadeh [4] to Intuitionistic FSs (IFSs) by acknowledging the measures of disagreeness along with measures of agreeness. Afterward, Atanassov and Gargov [5] extended the IFS to the Interval-valued intuitionistic fuzzy sets (IVIFSs) which contain the degrees 10% agreeness than that of 20% i.e., suppose he is certain that his agreeness towards buying the commodity is 70% towards 10% and 30% towards 20% and similarly, for the non-membership case, he is 60% favoring to the 40% rejection level and 40% favoring the 30% rejection level. Thus, probabilistic dual hesitant fuzzy set is formulated as {0.10 0.70, 0.20 0.30}, {0.30 0.4, 0.40 0.6} . So, to address such cases, in which even the hesitation has a some preference over the another hesitant value, DHFS acts as an efficient tool to model them.
(ii) In the multi-expert DM problems, there may often arise conflicts in the preferences given by different experts. These issues can easily be resolved using DHFSs. For example, let A and B be two experts giving their opinion about buying a commodity X. Suppose opinion provided by A is noted in form of DHFS as ({0.20, 0.30}, {0.10, 0.15}) and similarly B gave opinion as ({0.20, 0.25}, {0.10}). Now, both the experts are providing different opinions regarding the same commodity X. This is a common problem that arises in the real life DM scenarios. To address this case, the information is combined into PDHFS by analyzing the probabilities of decision given by both the experts. The PDHFS, thus formed, Motivated by the aforementioned points regarding shortcomings in the existing approaches, this paper focusses on eradicating them by developing a series of AOs. In order to do so, the supreme objectives are listed below: To achieve the first objective and to provide more degrees of freedom to practitioners, in this article, we consider PDHFS environment to extract data. For achieving the second objective, two distance measures are proposed; one in which the size of two PDHFSs should be the same whereas in the second one the size may vary. For achieving the third objective, a non-linear model is solved to capture the weighted information. For achieving fourth objective average and geometric Einstein AOs are proposed. To attain the fifth and sixth objective a real-life based case-study is conducted and its comparative analysis with the prevailing environments is carried out.
The rest of this paper is organized as follows: Section 2 highlights the basic definitions related to DHFSs, PHFSs, and PDHFSs. Section 3 introduces the two distance measures for PDHFSs along with their desirable properties. Section 4 introduces some Einstein operational laws on PDHFSs with the investigation of some properties. In Section 5, some averaging and geometric weighted Einstein AOs are proposed. A non-linear programming model for weights determination is elicited in Section 6. In Section 7, an approach is constructed to address the DM problems and includes the real-life marketing problem including a comparative analysis with the existing ones. Finally, concluding remarks are given in Section 8.
Preliminaries
This section emphasizes on basic definitions regarding the DHFSs, PHFSs and PDHFSs. Definition 1. On the universal set X, Zhu et al. [26] defined dual hesitant fuzzy set as:
where the sets h(x) and g(x) have values in [0, 1] , which signifies possible membership and non-membership degrees for x ∈ X. Also,
max{η} Definition 2. Let X be a reference set, then a probabilistic hesitant fuzzy set (PHFS) [39] P on X is given as
Here, the set h x contains several values in [0, 1], and described by the probability distribution p x . Also, h x denotes membership degree of x in X. For simplicity, h x (p x ) is called a probabilistic hesitant fuzzy element (PHFE), denoted as h(p) and is given as
where p i satisfying
, is the probability of the possible value γ i and #H is the number of all γ i (p i ).
Definition 3 ([49]).
A probabilistic dual hesitant fuzzy set (PDHFS) on X is defined as:
Here, the sets h(x)|p(x) and g(x)|q(x) contains possible elements where h(x) and g(x) represent the hesitant fuzzy membership and non-membership degrees x ∈ X, respectively. Also, p(x) and q(x) are their associated probabilistic information. Moreover,
and
where
max{η}. The symbols #h and #g are total values in (h(x)|p(x)) and (g(x)|q(x)) respectively. For sake of convenience, we shall denote it as (h|p, g|q) and name it as probabilistic dual hesitant fuzzy element (PDHFE).
Definition 4 ([49]
). For a PDHFE α, defined over a universal set X, the complement is defined as
Definition 5 ([49] ). Let α = (h|p, g|q) be a PDHFE, then the score function is defined as:
where #h and #g are total numbers of elements in the components (h|p) and (g|q) respectively and γ ∈ h, η ∈ g. For two PDHFEs α 1 and α 2 , if S(α 1 ) > S(α 2 ), then the PDHFE α 1 is regarded more superior to α 2 and is denoted as α 1 α 2 .
Proposed Distance Measures for PDHFEs
In this section, we propose some measures to calculate the distance between two PDHFEs defined over a universal set X = {x 1 , x 2 , . . . , x n }. Throughout this paper, the main notations used are listed below:
Notations Meaning
Notations Meaning 
. . , M B and j = 1, 2, . . . , N B , be two PDHFSs. Also, let M = max{M A , M B }, N = max{N A , N B }, be two real numbers, then for a real-number λ > 0, we define distance between A and B as:
It is noticeable that, there may arise the cases in which M A = M B as well as N A = N B . Under such situations, for operating distance d 1 , the lengths of these elements should be equal to each other. To achieve this, under the hesitant environments, the experts repeat the least or the greatest values among all the hesitant values, in the smaller set, till the length of both A and B becomes equal. In other words, if M A > M B , then repeat the smallest value in set h B till M B becomes equal to M A and if M A < M B , then repeat the smallest value in set h A till M A becomes equal to M B . Alike the smallest values, the largest values may also be repeated. This choice of the smallest or largest value's repetition entirely depends on decision-makers optimistic or pessimistic approach. If the expert opts for the optimistic approach then he will expect the highest membership values and thus will repeat the largest values. However, if the expert chooses to follow the pessimistic approach, then he will expect the least favoring values and will go with repeating the smallest values till the same length is achieved. But sometimes, length of A and B cannot be matched by increasing the numbers of elements, then in such cases, the distance d 1 can be unappropriate for the data evaluations. To handle such cases, we propose another distance measure d 2 in which there is no need to repeat the values for matching the length of the elements under consideration. This distance d 2 is calculated as:
The distance measures proposed above satisfy the axiomatic statement given below: Theorem 1. Let A and B be two PDHFSs, then the distance measure d 1 satisfies the following conditions:
Proof. Let X = {x 1 , x 2 , . . . , x n } be the universal set and A, B be two PDHFSs defined over X. Then for each x k , k = 1, 2, . . . , n, we have
Hence, the distance measure d 1 possess a symmetric nature.
Theorem 2. Let A and B be two PDHFSs, then the distance measure d 2 satisfies the following conditions:
Proof. The proof is similar to Theorem 1, so we omit it here.
Einstein Aggregation Operational laws for PDHFSs
In this section, we propose some operational laws and the investigate some of their properties associated with PDHFEs. Definition 6. Let α, α 1 and α 2 be three PDHFEs such that α = h|p h , g|q g , α 1 = h 1 |p h 1 , g 1 |q g 1 and α 2 = h 2 |p h 2 , g 2 |q g 2 . Then, for λ > 0, we define the Einstein operational laws for them as follows:
Theorem 3. For real value λ > 0, the operational laws for PDHFEs given in Definition 6 that is α 1 ⊕ α 2 , α 1 ⊗ α 2 , λα, and α λ are also PDHFEs.
Proof. For two PDHFEs α 1 and α 2 , we have
Similarly, α 1 ⊗ α 2 , λα and α λ are also PDHFEs.
Theorem 4.
Let α 1 , α 2 , α 3 be three PDHFEs and λ, λ 1 , λ 2 > 0 be three real numbers, then following results hold: 
(ii) Proof is obvious so we omit it here.
(iii) For three PDHFEs α 1 , α 2 and α 3 , consider L.H.S. i.e.,
Also, on considering the R.H.S., we have
From Equations (11) and (12), the required result is obtained. (iv) Proof is obvious so we omit it here.
For sake of convenience, put (1
Re-substituting a, b, c and d we have
For sake of convenience, put
So we obtain
Re-substituting values of a, b, c and d we get
, and α 2 = h 2 |p h 2 , g 2 |q g 2 be three PDHFEs, and λ > 0 be a real number, then
Proof. (i) Let α = h|p h , g|q g be a PDHFE, then using Definition 4, the proof for the three possible cases is given as:
(Case 1) If h = φ; g = φ then for a PDHFE α = h|p h , g|q g , from Equation (7) we have
(ii) Similar to above, so it is omitted. (iii) For two PDHFEs α 1 , α 2 and a real number λ > 0, using Definitions 4 and 6 we have,
(iv) Similar, so we omit it here.
Probabilistic Dual Hesitant Weighted Einstein AOs
In this section, we have defined some weighted aggregation operators by using aforementioned laws for a collection of PDHFEs. For it, let Ω be the family of PDHFEs.
Definition 7.
Let Ω be the family of PDHFEs α i (i = 1, 2, . . . , n) with the corresponding weights
then, PDHFWEA is called probabilistic dual hesitant fuzzy weighted Einstein average operator.
Theorem 6. For a family of PDHFEs
. . , n), the aggregated value obtained by using PDHFWEA operator is still a PDHFE and is given as
where ω = (ω 1 , ω 2 , . . . , ω n ) T is a weight vector such that
Proof. We will prove the Equation (14) by following the steps mathematical induction on n, and the proof is executed as below:
Using operational laws on PDHFEs as stated in Definition 6 we get
Hence, by addition of PDHFEs, we get
Thus, the result holds for n = 2. (Step 2) If Equation (14) holds for n = k, then for n = k + 1, we have
which completes the proof.
Further, it is observed that the proposed PDHFWEA operator satisfies the properties of boundedness and monotonicity, for a family of PDHFEs α i , (i = 1, 2, . . . , n) which can be demonstrated as follows:
. . , ω n ) T be the weight vector of (α 1 , α 2 , . . . , α n ) such that each ω i ∈ (0, 1) and
Thus, we get
Hence, we obtain the required result for membership values. Now, for non-membership, let c(y) =
Hence, the required for non-membership values is obtained. Now, for probabilities, since p min ≤ p i ≤ p max and q min ≤ q i ≤ q max this implies that
According to the score function, as defined in Definition 5, we obtain S(α − ) ≤ S(α) ≤ S(α + ). Hence, from all the above notions, 
Property 2. (Monotonicity) Let
Proof. Similar to that of Property 1, so we omit it here.
However, the PDHFWEA operator does not satisfy the idempotency. To illustrate this, we give the following example: be two PDHFEs and ω = (0.2, 0.8) T be the weight vector, then for (i = 1, 2) the aggregated value using PDHFWEA operator is obtained as 1, 2, . . . , n) be the collection of PDHFEs, and PDHFOWEA:
where Ω is the set of PDHFEs and ω = (ω 1 , ω 2 , . . . , ω n ) T is the weight vector of α i such that ω i > 0
. . , n), then PDHFOWEA is called probabilistic dual hesitant fuzzy ordered weighted Einstein AO.
Theorem 7.
For a family of PDHFEs α i = h i p h i , g i q g i , (i = 1, 2, . . . , n), the combined value obtained by using PDHFOWEA operator is given as
Proof. Similar to Theorem 6.
Property 3. For all PDHFEs, α i = h i p h i , g i q g i where i = (1, 2, . . . , n) and for an associated weight
, for all i = (1, 2, . . . , n) be two families of PDHFEs where for each element in α i and α * i , there are γ α i ≤ γ α * i and η α i ≥ η α * i while the probabilities remain the same i.e.,
Proof. Similar to Properties 1 and 2.
Definition 9.
Let Ω be a family of all PDHFEs α i (i = 1, 2, . . . , n) with the corresponding weights
then, PDHFWEG is called probabilistic dual hesitant fuzzy weighted Einstein geometric operator.
Theorem 8. For a collection of PDHFEs α
. . , n), the combined value obtained by using PDHFWEG operator is still a PDHFE and is given as
Proof. Same as Theorem 6.
Also, it has been seen that the PDHFWEG operator satisfies the properties of boundedness and monotonicity. Definition 10. Let α i (i = 1, 2, . . . , n) be the family of PDHFEs, and PDHFOWEG: (19) where Ω is the set of PDHFEs and ω = (ω 1 , ω 2 , . . . , ω n ) T is the weight vector of α i such that ω i > 0
. . , n), then PDHFOWEG is called probabilistic dual hesitant fuzzy ordered weighted Einstein geometric operator.
Theorem 9.
For a family of PDHFEs α i = h i p h i , g i q g i , (i = 1, 2, . . . , n), the combined value obtained by using PDHFOWEG operator is given as
Also, it has been seen that the PDHFOWEG operator satisfies the properties of boundedness and monotonicity.
Maximum Deviation Method for Determination the Weights
The choice of weights directly affects the performance of weighted aggregation operators. For this purpose, in this subsection, the effective maximizing deviation method is adapted to calculate the weights in MCDM when the weights are unknown or partially known.
Given the set of alternatives A = {A 1 , A 2 , . . . , A m } and the set of criteria C = {C 1 , C 2 , . . . , C t } which is being evaluated by a decision maker under the PDHFS environment over the universal set X = {x 1 , x 2 , . . . , x n }. Assume that the rating values corresponding to each alternative is expressed in terms of PDHFEs as
where (10) ; the deviation measure between the alternative A r and all other alternatives with respect to the criteria C v is given as:
In accordance to the notion of maximizing deviation method, if the distance between the alternatives is smaller for a criteria, then it should have smaller weight. This one shows that the alternatives are homologous to the criterion. Contrarily, it should have larger weights. Let,
Here D v (ω) represents the distance of all the alternatives to the other alternatives under the criteria C v ∈ C. Moreover, 'D' represents either distance d 1 or d 2 as given in Equations (9) and (10) respectively. Based on the concept of maximum deviation, we have to choose a weight vector 'ω' to maximize all the deviations measures for the criteria. For this, we construct a non-linear programming model as given below:
where 'D' can be either
If the information about criteria weights is completely unknown, then another programming method can be established as:
To solve this, a Lagrange's function is constructed as
where ζ is the Lagrange's parameter. Computing the partial derivatives of Lagrange's function w.r.t ω v as well as ζ and letting them equal to zero.
Solving, Equation (27) we can obtain,
Normalizing Equation (28) we get
In DM process, the data values for evaluation are available as DHFSs or PDHFSs which are integrated to form the PDHFSs. In order to gather the information, the probability values are assigned to each possible membership or non-membership value. An algorithm followed for this information fusion is outlined in Algorithm 1.
Algorithm 1
Aggregating probabilities for more than one Probabilistic fuzzy sets. 
Decision Making Approach Using the Proposed Operators
In this section, a DM approach based on proposed AOs is given followed by a numerical example.
Approach Based on the Proposed Operators
Consider a set of m alternatives A = {A 1 , A 2 , . . . , A m } which are evaluated by the experts classified under criteria information C = {C 1 , C 2 , . . . , C t }. The ratings for each alternative in PDHFEs are given as:
where α rv = h rv p rv , g rv q rv , where r = 1, 2, . . . , m; v = 1, 2, . . . , t. In order to get the best alternative(s) for a problem, DM approach is summarized in the following steps by utilizing proposed AOs as:
Step 1: Construct decision matrices R (d) for 'd' number of decision makers in form of PDHFEs as:
, such that r = 1, 2, . . . , m and v = 1, 2, . . . , t .
Step 2:
is equal to h rv p rv , g rv q rv , where h rv p rv , g rv q rv = γ rv p rv , η rv q rv ; such that r = 1, 2, . . . , m and v = 1, 2, . . . , t and goto Section 7.1
Step 3. If d ≥ 2, then a matrix is formed by combining the probabilities in accordance to the Algorithm 1. The comprehensive matrix so obtained is given as: where h rv p rv , g rv q rv = γ rv p rv , η rv q rv , where r = 1, 2, . . . , m and v = 1, 2, . . . , t. Step 4: Compute the overall aggregated assessment 'Q r ' of alternatives using PDHFWEA or PDHFOWEA or PDHFWEG or PDHFOWEG operators as given below in Equations (31)- (34) respectively.
or
Step 5: Utilize Definition 5 to rank the overall aggregated values and select the most desirable alternative(s).
Illustrative Example
An illustrative example (based on consumer's buying behavior) for eliciting the numerical applicability of our proposed approach is given below:
In a company's production oriented decision-making processes, consumers or buyers play a vital role. In order to increase sales and to be in good books of every customer, every production company pays a great attention to customer's buying behavior. This consumer behavior is the main driving force behind the change of trends, need of updation in the products etc., to which the production company must remain in contact to have a great mutual relationship with the customers and to maintain a strong position in the competitive market environment.
Suppose a multi-national company wants to launch the new products on the basis of different consumers in different countries. For that, they have delegated works to the company heads of three different countries viz. India, Canada, and Australia. The company heads of these countries have to analyze the customer's buying behavior and for that, they have information available in the form of PDHFEs. Each expert (d = 1, 2, 3) from the three different countries accessed the available information oriented to four company products A i 's where (i = 1, 2, 3, 4) classified under four criteria determining the customer's buying behavior namely C 1 : 'Suitability to cultural environment'; C 2 : 'Global trend accordance'; C 3 : 'Suitability to weather conditions' ; C 4 : 'Good quality after-sale services'. The aim of the company is to access the main criteria which affect the customer's buying behavior so as to figure  out which product among A i 's (i = 1, 2, 3, 4) has to be launched first. Following steps are adopted to find the most suitable product for the first launch.
Step 1: The preference information corresponding to three decision-makers (d = 1; 2; 3) is given in Tables 1-3 . Table 1 . Preference values provided by decision-maker 1. Table 2 . Preference values provided by decision-maker 2. Step 2: Since number of decision makers i.e., d ≥ 2, therefore, using Algorithm 1, the comprehensive matrix obtained after integrating all the preferences given by the panel of experts is given in Table 4 . Step 3: The experts chose to have an optimistic behavior towards the analysis and thus utilizing distance d 1 in Equation (29) 
Thus, it is clear that according to the experts product A 1 should be launched first.
However, on the other hand, if we utilize the PDHFWEG operator instead of PDHFWEA operator to aggregate the different preferences, then the following steps of the proposed approach are executed to reach the optimal alternative(s) as.
Step 1: Similar as above Section 7.2 Step 1.
Step 2: Similar as above Section 7.2 Step 2.
Step 3: Similar as above Section 7.2 Step 3.
Step 4: The aggregated values for each alternative A i , i = (1, 2, 3, 4 ) by using PDHFWEG operator as given in Equation (33) are : Table 5 . It is seen that utilizing different distance measures i.e., d 1 and d 2 do not affect the best alternative A 1 in most of the cases. Moreover, the score values obtained by the proposed operators namely: PDHFWEA, PDHFWEG, and PDHFOWEG represent the same alternative A 1 as the best alternative which is to be launched first while the operator PDHOWEA represents the alternative A 3 as the best one. However, it can be seen that corresponding average PDHFWEA, PDHFOWEA score values are greater than that of PDHFWEG, PDHFOWEG aggregation operators showing that the average aggregation operators offer the decision maker more optimistic score-values as compared to the geometric ones. Also, it can be seen that both the distances, despite providing, a huge variation in numerical evaluation and data processing flexibility lead to the same result as A 1 as the best choice in most of the cases among the alternatives to be launched first. 
Comparative Studies
In order to analyze the alignment of the proposed approach's results with the existing theories and to validate our proposed results, the score values corresponding to different operators are given in Table 6 . The operators in the considered existing theories are: probabilistic dual hesitant fuzzy weighted average (PDHFWA) by Hao et al. [42] , hesitant probabilistic fuzzy Einstein weighted average and Einstein weighted geometric (HPFEWEA, HPFEWEG) by Park et al. [50] and hesitant probabilistic fuzzy weighted average (HPFWA), hesitant probabilistic fuzzy weighted geometric (HPFWG), hesitant probabilistic fuzzy ordered weighted average (HPFOWA) , hesitant probabilistic fuzzy ordered weighted geometric (HPFOWG) aggregation operators by Xu and Zhou [48] . Noticeably, the approach outlined by Hao et al. [42] by utilizing PDHFWA operator figures out A 2 as the best alternative and the least preferred alternative A 4 remains same as that of our proposed approach. However, if we consider only the probabilistic hesitant fuzzy information and ignores the non-membership probabilistic hesitant values, then the best alternative starts fluctuating among A 1 and A 3 by varying the different aggregation operators and the least preferred alternative remains same as A 4 , which coincides the outcomes of our proposed approach. This variation is due to the negligence of the non-membership values and their corresponding probabilities. Thus, the proposed approach is advantageous among the traditional approaches because it remains firm on the same output ranking for different operators. Moreover, the best alternative chosen by the proposed approach remains the same as that with that of the existing approaches signifies that the proposed approach is the valid one.
Further, a deep insight into the comparison of our method with the existing ones is given by comparing the characteristics of all the approaches with the proposed one. In Table 7 , it can be seen that the approaches put-forth by Hao et al. [42] and Xu and Zhou [48] considers multiple experts in analysis process whereas Park et al. [50] does not consider the multi-expert problems. All the existing approaches are the probabilistic approaches so they consider probabilities corresponding to their considered membership or non-membership values. Moreover, it is analyzed that the method proposed by [42] considers the non-membership probabilistic information but the rest two only considers the hesitant values and their probabilities. In all the three existing approaches, the weights are not derived by using any non-linear technique such as maximum deviation method for determination of weights but the weights corresponding to two different distance measures are considered in the proposed methodology.
In addition to above comparison studies, we elicit some characteristic comparison of our approach with existing DM methods proposed in [42, 48, 50] which are tabulated in Table 7 .
In Table 7 , the symbol ' ' describes that the corresponding DM approach considers more than one decision maker, handles probabilities, accounts for non-membership entities and has weights derived by the non-linear approach, whereas the symbol '×' means that the associated method fails. The symbols tabulated in Table 7 depicts that the MCDM mentioned in [42] as well as [48] consider multiple multiple decision-makers whereas the approach utilized by [50] consists of preference evaluations through single expert. It is seen that all the three considered approaches considers the probabilities along with their respective fuzzy environments whereas only [42] considers only the non-membership values along with the membership ones while the other two considers only the membership value ratings. On the other hand, none of the existing approach among the specified ones, adopt a non-linear weight determination technique. Thus, it is analyzed that our proposed approach consists of all the four said characteristics and thus it deals with the real life situations, more efficiently as compared to the existing approaches [42, 48, 50] . 
Conclusions
In this manuscript, we have utilized the concept of PDHFS to handle the uncertainty in the data so as to capture the information with some more degree of freedom. For it, we have defined some new distance measures based on the size of two PDHFSs. Further, by focussing on the advantages of the aggregation operators into the decision-making process, we propose some series of weighted averaging and geometric aggregation operators by using Einstein norm operations. The major advantages of the proposed operators are that it considers the probability information to each dual hesitant membership degrees which give more information and help for the decision maker to take a decision more clearly. Further, since the decision makers are more sensitive to the loss and their bounded rationality, so there is a need for the probabilistic information into the analysis to solve the related MCDM problems. Also, its prominent characteristic is that it can consider the decision makers psychological behavior. The primary contribution of this paper is summarized as follows:
(1) To introduce the two new distance measures between the pairs of the PDFHEs and explore their properties. Further, some basic operational laws for this proposed structure are discussed and explore the various relationships among them using Einstein norm operations. (2) To obtain the optimal selection in the group decision making (GDM) under the probabilistic dual hesitant fuzzy environment, we have proposed a maximum deviation method (MDM) algorithm and developed several weighted aggregation operators. In this case, the MDM method has been used to determine the optimal weight of each criterion. (3) Four new aggregation operators, namely, the PDHFWEA, PDHFOWEA, PDHFWEG, and PDHFOWEG operators have been developed to aggregate the PDHFE information. In addition to it, on a comprehensive scrutiny of DHFSs and PDHFSs, we have devised an algorithm to formulate PDHFSs from the given probabilistic fuzzy information. Based on the decision maker preferences in order to optimize their desired goals, the person can choose the required proposed distance measures and/or aggregation operators.
(4) Finally, the presented group decision-making approach is explained with the help of numerical example and an extensive comparative analysis has been conducted with the existing decision making theories [42, 48, 50] to show the advantages of the proposed approach.
Thus, we can conclude that the proposed notion about the PDHFSs is widely used in the different scenarios such as when a person provides the information about the fact that 'how much he/she sure about the uncertain information evaluated by him/her?'; in the situations, when the evaluators have no knowledge of the importance of their decision as well the considered criteria. Thus, the proposed concepts are efficaciously applicable to the situation under uncertainties and expected to have wide applications in complex DM problems. In the future, there is a scope of extending the proposed method to some different environment and its application in the various fields related to decision-theory [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] . 
