1* Introduction* Finite Hankel transforms of classical functions were first introduced by Sneddon [8] who applied them in solving boundary value problems for systems possessing axial symmetry. There are three kinds of finite Hankel transforms depending upon the nature of the kernel involved. These are associated to the three kinds of expansions of an arbitrary function, viz. Fourier Bessel series [6] , Dini series [6] and series involving cross products of Bessel functions [4] respectively.
Finite Hankel transforms of distributions were given by Zemanian [11] , Pandey and Pathak [3] as special cases of their work on general eigenfunction expansion of distributions. But, Dube [1] studied finite Hankel transform of the first kind of distributions independently. To get a deep insight it is necessary to study the other two transforms also independently. In [12] and [3] the inversion theorems are given without any consideration of the values of H + v occurring in the definition of the transform (see (4.4) ), where as the classical Dini series involves a term depending upon it. This motivated us to study independently the finite Hankel transforms of the second and third kind of distributions.
The present paper is divided into two parts. In the first part we extend the classical inversion theorem for finite Hankel transform of the second kind [6, p. 601 ] to a class of distributions, which gives rise to the Dini expansion of the distributions. The series converges in the weak distributional sense. We derive an operational transform formula which together with inversion formula is applied in solving certain distributional differential equations. In the second part of the paper we extend the inversion theorem for finite Hankel transform of the third kind [4] to a class of distributions. Here also the series converges in the weak distributional sense. Finally we give an application of the finite Hankel transform of the third kind.
2* The notation and terminology• We follow the notation and terminology of Schwartz [7] and Zemanian [12, 11] . Here / denotes the open interval (α, 6), 0 ^ a < 6 < <*>. (ii) E\I) can be identified as a subspace of U' a ,»(I).
(iii) Given / 6 Uά\χi) there exists r e N + and a positive constant Cs.t.
φ)\^Cmax7i'*(?>)
V^6 U a> XD since / is bounded.
PART I
In this part we take I = (0,1) and study finite Hankel transform of the second kind of distributions. The condition of validity of (4.1) are given in the following theorem [6, p. 601 6* The inversion of (5*1)* The following theorem provides an inversion formula for the distributional transform (5.1) which in turn gives a Dini series representation for / e U' a ,JJ). 
Proof. We have to prove that
as for any φeD(I), where B 0 (x) denotes (f(t), tA 0 (x,t)). Now <£>(#) e D(I) if and only if xφ(x) e D(I). So that (6.2) is equivalent to showing that
. Now left hand side of (6.3)
2 (m)J,(λ )B a;) are locally integrable over (0,1) and supp (φ)a [a, b] ; (6.4) can be written as
Once we prove the equality of (6.5), (6.6) and (6.7) our proof of the theorem will be complete. We prove the above by the following series of lemmas. 
\\f(t\ tT N (t, x; H))xφ(x)dx

Jo
= (fit), \tT N (t, x; H)xφ(x)dx^ .
Proof. Since tT N (t, x; H) e U a> XI)
for fixed x, the left hand side of (6.8) Now left hand side of (6.8)
This proves the lemma. LEMMA 6.3. Let a,beR such that 0 < a < 6 < 1. [6, p. 599] .
T N (t, x) is defined as:
where j m , m = 1, 2, 3 , are the positive zeros of J y (z) arranged in ascending order. 
S N (t, x; H) is defined as T N (t, x) -T N (t, x; H).
LEMMA 6.4. Let ψ{x)eD{I). Then for a ^ 1/2 and v ^ -1/2 t°\ T N (t, x; H)[ψ(x)-ψ(t)]xdx
where C u C 2 and C 3 are some constants. Thus 
Jα uniformly for all t e [a, b] . 
This together with (6.9) and (6.10) proves the lemma. Proof. It is easily seen that
Therefore by integration by parts,
Using Lemma 6.3 we get, as N-> oo, 
But {δ(t -k), tφ(t)) = kφ(k). Therefore the inversion theorem is illustrated. This also yields Dini series expansion for δ(t -k) as
in the sense of convergence in D\I).
8* Applications* Now we obtain an operation transform formula which together with inversion theorem is useful in solving certain distributional differential equations. Now for φ e U atV (I) and / e ££,"(/) (8.1) (ΩU(X\ φ(x)) = </(*), xΩ^X^φix)) . Therefore β*, is well defined by (8.1).
Now since <p(x) -> xQ XtV x~^(x) is a linear continuous map on U a> χi), Ω* tU is linear and continuous on Uά ti ,(I). By induction on k we get (8.2) <Ω**f(x), φ(x)) = and β*t is linear and continuous on U' at »(I). So that
<Ω*ΐf(x),
For / a regular distribution in U' a ,£I) generated by elements of D(I), we get
Ω* tV f = Ω XiV f (integration by parts).
Also for / a regular distribution in U' a ,XI), if we put some suitable condition on it so that the limit terms in integration by parts in (8.1) vanish, we get
ΩZJ = Ω X ,J.
Now consider the operational equation (8.4) We wish to solve (8.4) for P a polynomial such that P(-X It can easily be shown that u given by (8.7) - (8.9) is also a solution of (8.10) P(Ω^)u = g .
Now for
where a t 'a are distinct real numbers, the general solution of (8.10) in D\I) is given by to the right hand sides of (8.8) and (8.9) respectively. 9* Application of the finite Hankel transform of the second kind* (Heat flow in an infinite cylinder with a radiation condition.)
We wish to solve the heat equation in cylindrical coordinates inside an infinitely long cylinder of radius unity, by using the theory of the finite Hankel transform of second kind developed in the preceding pages. We seek a conventional function u(r 9 1); where r is radius and t is time, (u does not depend on θ and z) satisfying the differential equation
γ and the following initial and boundary conditions:
(r, t)->f(r) e Uά, v (I) in the sense of convergence in D\I).
(ii) As r->l~, B r u + H u ->0 in B\I) for each fixed t > 0, where H > 0. When u denotes the temperature within the cylinder, H > 0 means that the heat is being radiated away from the surface of the cylinder.
The differential equation for u can be written as We want to prove that u(r, t) given by (9.3) is truly a solution of (9.1) that satisfies the given initial and boundary conditions. Using the boundedness property of generalized functions we have so that Using the above facts we see that the series (9.3) and series obtained by applying Ω 0>r and D t separately under the summation sign of (9.3) converges uniformly on 0 < r < 1 and t > 0. So by applying i2 0 , r -D t and using the fact Ω Qyt [J 0 (X m r)] = -λ^Jo(λ m r) we see that (9.3) satisfies the differential equation (9.1). Let us verify the boundary condition (ii). We have
and since the convergence is uniform, we can take the limit r -* 1" inside the summation sign and arrive at the conclusion.
Next we wish to verify the initial condition (i). For any φ e D(I), The following theorem [4] provides an inversion formula for the transform (10.1).
THEOREM 10.1. // f(t) is summable over (a, b) and of bounded variation in the neighborhood of the point t = x, then the series (10.2) Σ aJJXΎ m x 9 Ύm b) , as N > co .
The proof is similar to the proof of the Theorem 6.1. To complete the proof we have to prove similar lemmas as needed in the proof of the Theorem 6. 
Proof See [4, equation (7)]. 
where Using the above relations in (11.5) we get \ B tf(t)R N (t, x)dt S -Γ-j^> + εΊ < -ε .
This proves the lemma.
LEMMA 11.5. Let ψ(x)eD(I) . Then
R. S. PATHAK AND 0. P. SINGH as iSΓ -> oo uniformly for all t e (a, 6), where
Proof. The proof can be given by using Lemma 11.4 and following the pattern of proof of Lemma 6.4. LEMMA 11.6 .
as N -> oo, uniformly for t e (a, b) and for each k = 0, 1, 2,
The proof is similar to that of Lemma 6.5. The proof is trivial.
We verify our inversion Theorem 11.1 by means of an easy example. δ(t -k) e UXI). Various steps involved above and that (12.6) is a solution to (12.4) can be justified as in §9.
