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GAGLIARDO-NIRENBERG-SOBOLEV INEQUALITIES FOR CONVEX
DOMAINS IN RD
RAFAEL D. BENGURIA1, CRISTOBAL VALLEJOS2, AND HANNE VAN DEN BOSCH3
Abstract. A special type of Gagliardo–Nirenberg–Sobolev (GNS) inequalities in Rd has
played a key role in several proofs of Lieb–Thirring inequalities. Recently, a need for GNS
inequalities in convex domains of Rd, in particular for cubes, has arised. The purpose of this
manuscript is two–fold. First we prove a GNS inequality for convex domains, with explicit
constants which depend on the geometry of the domain. Later, using the discrete version of
Rumin’s method, we prove GNS inequalities on cubes with improved constants.
1. Introduction
In the past sixty years, following the original papers [11, 21], there has been a huge literature
on Gagliardo–Nirenberg inequalities. A particular case of this type of inequalities is the
Gagliardo–Nirenberg–Sobolev inequality (GNS for short),
∫
Rd
|∇u|2 dx ≥ G(d)
(∫
Rd
u2 dx
)−2/d ∫
Rd
u2(1+2/d) dx, (1)
which holds for u ∈ H1(Rd), in any dimension d ≥ 1. The inequality (1) is related to the
embedding of the Sobolev space H1(Rd) in L2+4/d(R
d). The GNS inequality also arises in
the context of Lieb–Thirring inequalities. In fact, if one is interested in maximizing the
absolute value, to a power γ say, of the ground state energy of the Schro¨dinger operator
H = −∆ + V , acting on L2(Rd) keeping ∫
Rd
V−(x)
γ+d/2 dx fixed, one is immediately lead to
consider an inequality like (1) (see [14] for the original discussion, stemming from the Lieb–
Thirring Conjecture; see also [9]). Recently, an extension of (1) in graphs has been considered
[2]. Of course, one of the challenging questions concerning Gagliardo-Nirenberg inequalities in
general and the GNS equation (1) in particular is to determine sharp constants and to obtain
good approximations to them. We will come back to this point at the end of this introduction.
Several authors have also considered extensions of Gagliardo–Nirenberg inequalities to par-
ticular domains in Rd (see, e.g., [1, 27]). In this category one can also consider the classical
work of Payne and Weinberger [22] and many results stemming from it.
Recently Phan–Tha`nh Nam [19] used microlocal analysis to derive a sharp estimate for the
expectation value of the kinetic energy of N non relativistic fermions in terms of a functional
on their single particle density. The leading term of Nam’s bound is the conjectured Lieb–
Thirring bound for the kinetic energy with the semiclassical constant in front plus a correction
term depending on the gradient of the single particle density. One of the tools used by Nam on
his microlocal analysis is a GNS inequality of the form (1) but in a unit cube in d dimensions
instead of Rd. Although in Nam’s work no attention is paid to the value of the constant in his
GNS inequality on cubes, one needs to have good estimates on the corresponding constants
to have an estimate on the gradient correction. It is precisely this need which motivates the
1
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present results. For a bounded domain Ω ⊂ Rd, we define
G(Ω, d) = inf
∫
Ω
|∇u|2 dx (∫
Ω
u2 dx
)2/d∫
Ω
|u− uΩ|2+4/d dx
, (2)
where the infimum is taken over functions u ∈ W 1,1(Ω) and uΩ is its average |Ω|−1
∫
Ω
u. Since
we are specially interested in the case Ω = [0, 1]d, we will write G([0, 1]d, d) ≡ GQ(d). Our
main results are summarized in the following theorem.
Theorem 1.1. With the definitions in (1) and (2), the following holds.
i) For d = 1,
GQ(1) = G(1)/4 = π
2/16,
and the infimum is not attained.
ii) For all d ≥ 3 and all convex Ω, we have
G(Ω, d) ≥
(
d |Ω|
diam(Ω)d CHLS(d, d− 1, 2)
)2
iii) For cubes and all d ≥ 2, we have
G(d)
4
≥ GQ(d) ≥ π
2d2
(d+ 4)(d+ 2)N
2/d
d
, (3)
and if the first inequality is strict, a minimizer exists.
Here CHLS is the constant in the Hardy-Littlewood-Sobolev inequality (see Section 2 for details),
and Nd is given in (15) in Section 3.
The remainder of the manuscript contains the proof of the results stated above, divided
in several separate statements. Section 2 contains the proof of point ii), based on a result
of Brian Davies [8] that holds for general convex domains. The next two sections deal with
the special case of cubes. The lower bound of point iii), is established in Section 3, using a
method originally due to Rumin [24]. This bound gives better numerical constants (see table
2) and has a simpler proof than the more general statement of point ii). In addition, it also
holds for d = 2. We have not been able to obtain bounds for other domains in R2. The final
Section 4 contains the proofs of the one-dimensional case i), of the upper bound in point iii)
and of the results on (non)-existence. These last results rely on a rearrangement lemma for
cubes that will be proven in the appendix.
Let us finish this introduction with a short overview of known bounds for the Gagliardo-
Nirenberg-Sobolev constants in Rd. It is well known that the variational problem in (1) has a
unique minimizer (up to translation, scaling and multiplication), which is radially symmetric,
decreasing, and can be taken positive. The values of the constants G(d) are only known for
d = 1 (see, e.g., [3, 15, 20] and references therein), where the value is G(1) = π2/4 (for an
alternative proof of this fact see [6]).
The inequality (1) is a particular case of a Gagliardo-Nirenberg type inequality that char-
acterizes the embedding of H1(Rd) in Lρ+2(R
d), of the form
‖u‖ρ+2 ≤ k(ρ, d)‖∇u‖α2‖u‖1−α2 . (4)
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Here,
α =
d
2
ρ
ρ+ 2
. (5)
The inequality (4) holds for any ρ ∈ (0, ρ0), where ρ0 = 4/(d − 2), if d ≥ 3, and ρ = ∞ if
d = 1, 2 (see, e.g., [7, 20], and references therein). The inequality (1) corresponds to setting
ρ = 4/d in (4).
Except for particular cases, the optimal constant k(ρ, d) for (4) is not known. The best
estimates to date for k(ρ, d) are the ones obtained by Nasibov in [20], namely,
k(ρ, d) ≤ kN(ρ, d) ≡ 1
χ
(
|Sd−1|B(d
2
, d(1−α)
2α
)
2
)α/d
kBB
(
ρ+ 2
ρ+ 1
)
. (6)
In (6),
χ =
√
αα (1− α)1−α, (7)
and B(x, y) is the Euler Beta function, i.e., B(x, y) = Γ(x)Γ(y)/Γ(x+ y). Moreover,
kBB(p) =
(( p
2π
)1/p /( p′
2π
)1/p′)d/2
, (8)
for 1 < p <∞ and 1/p+1/p′ = 1, is the optimal constant for the Hausdorff–Young inequality,
as it was proven by Babenko [4] and Beckner [5]. It follows from the previous discussion that
(1) holds for any u ∈ H1(Rd), for d ≥ 1 and
G(d) ≥ GN (d) ≡
(
kN(4/d, d)
)−2/α
. (9)
More recently, (1) has been also proven using a projection of the Fourier transform of u into
high and low energy components, a method inspired on Rumin’s techniques [24]: see, e,g.,
[10, 16, 25]. Using these techniques one can prove that
G(d) ≥ G′(d) ≡ (2π)
2d2+2/d
∣∣Sd−1∣∣−2/d
(d+ 2)(d+ 4)
. (10)
A detailed proof and further comments and references can be found as Theorem 4.14 in the
recent lecture notes [15].
As pointed out in [15] the optimal constant in (1) satisfies G(1) = π2/4, G(2) = S2,4 and
G(d) ≥ Sd for all d ≥ 3. Here Sd = d(d − 2)|Sd|2/d/4 is the optimal constant in Sobolev’s
inequality ∫
Rd
(∇u)2 dx ≥ Sd‖u‖22d/(d−2),
which holds for all u ∈ H1(Rd), and d ≥ 3, while S2,4 is the optimal constant of the inequality∫
R2
(∇u)2 dx ≥ S2,4‖u‖−22 ‖u‖44.
The value of S2,4 is not known, but there are well known lower bounds, (see, e.g., [13] Theorem
8.5).
Although the lower estimates on G(d) obtained using Rumin’s techniques are worse than
the ones obtained by Nasibov, it is worth introducing them since their proof is simpler.
Moreover, we will use the discrete version of Rumin’s method to obtain lower bound on GQ(d)
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in Section 3. We have summarized the present situation concerning the numerical values of
the estimates on G(d) in Table 1.
d GN (d) G
′(d) G(d)
1 2.2705 0.6580 2.4674
2 5.3014 2.0944 5.850
3 8.6427 3.9067 9.578
4 12.1605 5.9238 13.489
5 15.7941 8.0619 17.483
Table 1. The values of the second column in this table are the bounds of
Nasibov given by equations (6), (9) above, the values on the third column are the
bounds obtained using Rumin’s techniques (equation (10)). The fourth column
contains the known exact value for d = 1, i.e., π2/4, whereas the values for
d ≥ 2 are obtained by us through numerical integration of the Euler equations
associated with (1).
2. Estimates for general convex domains in Rd, d ≥ 3
In this section we prove a Gagliardo-Nirenberg-Sobolev inequality on convex domains of
R
d.
Theorem 2.1. If Ω is a bounded, convex set in Rd, d ≥ 3, and u ∈ W 1,1(Ω), we have∫
Ω
|∇u|2 dx
(∫
Ω
u2 dx
)2/d
≥ C1(Ω, d)
∫
Ω
|u− uΩ|2+4/d dx.
Here
C1(Ω, d) = (CD(Ω, d)CHLS(d, d− 1, 2))−2,
where CD(Ω, d) = diam(Ω)
d/(d|Ω|), is the geometric constant of Lemma 2.2 below; CHLS is
the Hardy-Littlewood-Sobolev constant (see, e.g., [12] and [13] Theorem 4.3).
One of the ingredients in our proof of Theorem 2.1 is the following result of Brian Davies
whose proof we give here for completeness. This lemma has been used recently in similar
inequalities in [17]. Numerical values of the constants C1(Ω, d) when Ω is a cube are given in
Table 2.
Lemma 2.2 (E. B. Davies, [8], Lemma 1.7.3). Let Ω be a convex, bounded domain in Rd,
with volume |Ω| and diameter diam(Ω). If f ∈ W 1,1(Ω), then,
|f(x)− fΩ| ≤ diam(Ω)
d
d|Ω|
(
hd/(d−1) ∗ |∇f |
)
(x), (11)
almost everywhere. Here,
hs(x) = |x|−d/s,
and
(f ∗ g)(x) =
∫
f(x− y)g(y) dy.
Remarks.
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i) With a slight abuse of notation, here ∇f(x) is the extension by zero of ∇f in Ω, to Rd.
ii) The averaging method used in this proof is a standard tool in partial differential equations.
This method goes back to the proof of the Huygens principle for the solution to the wave
equation.
Proof. Since C∞ ∩W 1,1(Ω) is dense in W 1,1(Ω) it is sufficient to consider smooth functions.
If x, y ∈ Ω, using the Fundamental Theorem of Calculus and the convexity of the domain we
have
f(x)− f(y) = −
∫ ρ
0
∂
∂r
f(x+ rω) dr (12)
where ω = (y − x)/ |y − x|, and ρ = |y − x|. For fixed x ∈ Ω we average over y ∈ Ω and
obtain,
|f(x)− fΩ| ≤ 1|Ω|
∫
|ω|=1
dω
∫ ρmax(ω)
0
ρd−1 dρ
∫ ρ
0
|∇f(x+ rω)| dr. (13)
In (13), ρmax(ω) is the distance of x to the boundary of Ω, in the direction ω. Interchanging
the order of integration between r and ρ in the right side of (13) and performing the integral
in ρ, we get
|f(x)− fΩ| ≤ 1|Ω|
∫
|ω|=1
dω
∫ ρmax(ω)
0
|∇f(x+ rω)| 1
d
(ρmax(ω)
d − rd) dr.
Now, using that ρmax(ω)
d − rd ≤ βd, where β is the diameter of Ω, we get
|f(x)− fΩ| ≤ β
d
d|Ω|
∫
|ω|=1
dω
∫ ρmax(ω)
0
|∇f(x+ rω)| dr = β
d
d|Ω|
∫
Ω
r−(d−1)|∇f(x+ u)| du.
Finally, using the definition of h, we get the desired inequality (11) 
Now, we are ready to give the proof of Theorem 2.1.
Proof of Theorem 2.1. Let d ≥ 3. Using Ho¨lder’s inequality we have∫
Ω
|u− uΩ|2+4/d dx ≤
(∫
Ω
|u− uΩ|2dx
)2/d(∫
Ω
|u− uΩ|2d/(d−2) dx
)(d−2)/d
.
Using Lemma 2.2∫
Ω
|u− uΩ|2d/(d−2) dx ≤ CD(Ω, d)2d/(d−2)
∥∥|x|−(d−1) ∗ |∇u|∥∥2d/(d−2)
2d/(d−2)
. (14)
In Rd, |x|−d+1 ∈ Lq,w(Rd) for q = d/(d− 1), and
‖|x|−d+1‖q,w ≡ sup
A
|A|−1/d
∫
A
|x|−d+1 dx = d ω(d−1)/dd ,
the volume of the unit ball in dimension d. Then, using the Hardy-Littlewood-Sobolev in-
equality with r = 2d/(d− 2), p = 2 and q = d/(d− 1) following the notations of [13, Theorem
4.3], we have
‖|x|−(d−1) ∗ |∇u|‖2d/(d−2) ≤ 1
d
ω
−(d−1)/d
d CHLS(d, d− 1, 2) ‖∇u‖2 ‖|x|−(d−1)‖q,w
≤ CHLS(d, d− 1, 2) ‖∇u‖2.
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Inserting this bound in (14), we obtain∫
Ω
|u− uΩ|2d/(d−2) dx ≤ (CD(Ω, d)CHLS(d, d− 1, 2))2
(∫
Ω
u2 dx
)2/d ∫
Ω
|∇u|2 dx 
3. A GNS inequality for cubes
In this section, we use the explicit eigenfunctions of the Neumann Laplacian on the cube
to obtain an improved inequality in this case.
Theorem 3.1. For all d ≥ 1, we have the bound
GQ(d) ≥ π
2d2
(d+ 4)(d+ 2)N
2/d
d
≡ G2(Qd, d),
where the constant Nd is related to a counting problem (see (16) below) and satisfies
Nd ≤
d∑
ℓ=1
(
d
ℓ
)
ωℓ
ℓ(d−ℓ)/2
. (15)
where ωℓ is the volume of the ℓ-dimensional unit ball.
The proof of this theorem is simpler than the proof for general convex domains. It follows
closely the strategy in [15, Theorem 4.26]. Theorem 3.1 also gives better values for the
constants. In Table 2, we compare the numerical values for the constant in Theorem 3.1 with
the bound obtained for general convex domains. The first column contains the upper bound
that will be proven in the next section.
d G(d)/4 G1(Qd, d) G2(Qd, d)
1 0.62 – 0.16
2 1.46 – 0.40
3 2.39 0.1838 0.71
4 3.37 0.0041 0.63
5 4.37 0.0002 0.69
Table 2. Comparison of the upper bound for GQ(d) (from the numerical val-
ues in Table 1) with the lower bounds obtained in Theorem 2.1 and Theorem 3.1.
See Remark 3.2 for the values of G2(Qd, d) for d = 2, 3.
Proof. The starting point is the following representation of the gradient term, valid for all
u ∈ H1(Qd). We define v = u− uQd and write∫
Qd
|∇u|2 =
∫
Qd
|∇v|2 =
∑
k
Ek |〈v, uk〉|2
=
∫ ∞
0
‖P≥Ev‖2 dE,
where uk, Ek are the eigenfunctions and eigenvalues of the Neumann Laplacian on the cube,
indexed by k ∈ Nd0, and P≥E is the associated projector on energies below E. Explicitly,
Ek = π
2 |k|2 , uk = Ck cos(πk1x1) cos(πk2x2) · · · cos(πkdxd),
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with normalization constant Ck = 2
ℓ/2 with ℓ the number of nonzero components of k. Now,
we can bound
|P<Ev|2 (x) =
( ∑
k∈Nd0
0<|k|2<E/π2
uk(x) 〈uk, v〉
)2
≤
( ∑
k∈Nd0
0<|k|2<E/π2
|uk(x)|2
)( ∑
k∈Nd
0
|〈uk, v〉|2
)
≤ ‖u‖22
∑
k∈Nd0
0<|k|2<E/π2
C2
k
.
Note that there is no contribution of k = 0, since the average of v vanishes by definition. We
will prove below that the inequality
∑
k∈Nd0
0<|k|2<E/π2
C2
k
≤ Nd(E/π2)d/2 (16)
holds, for some finite constant Nd. Assuming this for the moment, we write∫
Qd
|∇v|2 =
∫
Qd
∫ ∞
0
|P≥Ev(x)|2 dE dx
=
∫
Qd
∫ ∞
0
(v(x)− P<Ev(x))2 dE dx
≥
∫
Qd
∫ ∞
0
[
|v(x)| − ‖v‖Ed/4π−d/2N1/2d
]2
+
dE dx
=
∫
Qd
|v(x)|2+4/d dx‖v‖−4/dπ2N−2/dd
∫ 1
0
(1− td/4)2 dt,
where the last equality follows by a change of variables. The final integral gives a numerical
constant
∫ 1
0
(1− td/4)2 dt =
∫ 0
−∞
(1− eds/a)2es ds
= 1− 2
1 + d/4
+
1
1 + d/2
=
d2
(d+ 2)(d+ 4)
.
Since ‖v‖2 ≤ ‖u‖2, assuming (16), we have proven for all u ∈ H1(Qd),
∫
Qd
|∇u|2 ≥
∫
Qd
|u− uQd|2+4/d
(∫
Qd
u2
)−2/d
d2
(d+ 2)(d+ 4)
π2N
−2/d
d .
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It remains to prove that (16) holds with Nd given by (15). Separating the summands
according to the values of Ck, we find
∑
k∈Nd
0
0<|k|<r
C2
k
=
d∑
ℓ=1
(
d
ℓ
)
2ℓ
∑
k∈Nℓ
0<|k|<r
1
≤
d∑
ℓ=1
(
d
ℓ
)
2ℓ
rℓωℓ
2ℓ
χ(r ≥
√
ℓ) (17)
≤ rd
d∑
ℓ=1
(
d
ℓ
)
ωℓ
ℓ(d−ℓ)/2
,
where the first inequality bounds the number of integer points by the surface of the intersection
of a ball with the first quadrant. 
Remark 3.2. In lower dimensions it is possible to find better bounds on Nd, by using inequality
(17) for larger r and checking (16) explicitly for all lower values of r. This improves the bounds
for GQ(d). An explicit verification for all k ∈ N20 with |k| ≤ 4 gives N2 ≤ π + 4/
√
17 ≈
4.11. For d = 3, an explicit verification for |k| ≤ √18 shows that N3 ≤ (4π/3 + 3π/
√
19 +
6/19 ≈ 6.67. With these values of Nd, we obtain the bounds GQ(2) ≥ 0.40 and GQ(3) ≥ 0.71
respectively.
4. Concentration and comparison in cubes
In this section, we prove the remaining statements of Theorem 1.1. We begin with the
construction of test functions to obtain an upper bound on GQ(d).
Lemma 4.1. For all d ≥ 1, we have GQ(d) ≤ G(d)/4.
Proof. Let g = g(r) be a non-negative, spherically symmetric minimizer for the problem in
Rd (1). Assume for the moment that g ∈ L1(Rd). Then for λ > 0, we define
uλ(rω) = λ
d/2g(λr),
where ω ∈ Sd−1. By scaling and by using that 2d copies of Qd = [0, 1]d cover [−1, 1]d, we find
0 ≤
∫
Qd
uλ ≡ uλ ≤ λ−d/22−d
∫
Rd
g,∫
Qd
u2λ ≤ 2−d
∫
Rd
g2,∫
Qd
|∇uλ|2 ≤ λ22−d
∫
Rd
|∇g|2 .
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For the denominator, we bound∫
Q
|uλ − uλ|2+4/d ≥
∫
Q
u
2+4/d
λ − (2 + 4/d)uλ
∫
Q
u
1+4/d
λ
≥ λ22−d
∫
B(0,λ)
g2+4/d − Cλ−d+2
∫
Rd
g
∫
Rd
g1+4/d
≥ λ22−d
∫
B(0,λ)
g2+4/d − Cλ−d+2
(∫
Rd
g
) 2d+4
d+4
(∫
Rd
g2+4/d
) 4
d+4
,
where C is a positive constant. Thus, we obtain
GQ(d) ≤ lim inf
λ→∞
∫
Q
|∇uλ|2
(∫
Q
u2λ
)2/d
∫
Q
|uλ − uλ|2+4/d
≤ (2−d)2/d
∫
Rd
|∇g|2 (∫
Rd
g2
)2/d∫
Rd
g2+4/d
= G(d)/4.
If g is not in L1(Rd), then we may apply the same strategy to [g − ǫ]+, and take ǫ→ 0 after
having taken λ→∞. 
In the one-dimensional case, we obtain the corresponding lower bound as well.
Theorem 4.2. In one dimension, we have
GQ(1) =
G(1)
4
=
π2
16
,
and the infimum is not attained.
Proof. We will write Q1 = I. Fix u ∈ H1(I). Upon replacing u by u − uI , we may assume
uI = 0. Denote by u+ ≡ max(u, 0) and u− ≡ max(−u, 0) the positive and negative parts of
u, and by u∗± their nonincreasing rearrangements. We construct f± ∈ H1(R) by reflecting u∗±
with respect to 0. By applying the GNS inequality (1), with d = 1, to f±, we find
G(1) ≤
∫
R
(f ′±)
2
(∫
R
f 2±
)2∫
R
f 6±
=
2
∫
I
(u∗±
′)2
(
2
∫
I
u∗±
2
)2
2
∫
I
u∗±
6
≤ 4
∫
I
(u′±)
2
(∫
I
u2±
)2∫
I
u6±
.
Now we can bound∫
I
(u′)2
(∫
I
u2
)2∫
I
u6
=
(∫
I
(u′+)
2 +
∫
I
(u′−)
2
) (∫
I
u2+ +
∫
I
u2−
)2∫
I
u6+ +
∫
I
u6−
≥
∫
I
(u′+)
2
(∫
I
u2+
)2
+
∫
I
(u′−)
2
(∫
I
u2−
)2∫
I
u6+ +
∫
I
u6−
(18)
≥ G(1)
4
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If the infimum would be attained, for some function u with
∫
I
u = 0 there would be equality
in (18). This implies that∫
I
(u′+)
2
∫
I
u2− = 0 and
∫
I
u+ = −
∫
I
u−,
which is impossible for u 6= 0. 
Finally, for dimensions d ≥ 1, we obtain the following dichotomy.
Theorem 4.3. For d ≥ 2, if a minimizer for GQ(d) does not exist, then
GQ(d) = G(d)/4.
Remarks. i) Numerical simulations suggest that in d = 2, minimizers do not exist due to
concentration. This suggests the conjecture that GQ(2) = G(2)/4.
ii) The reason why we are not able to obtain the sharp constants GQ(d) for d > 1 is precisely
because the rearrangement lemma 4.4 does only hold for functions supported in small sets,
while in d = 1 a rearrangement inequality is available for all nonnegative functions.
The proof of this theorem relies on the following rearrangement lemma.
Lemma 4.4. For all d ≥ 1, there exists Vd > 0 such that, if u ∈ H1(Qd) is nonnegative and
|supp u| ≤ Vd, then ∫
Qd
|∇u∗|2 ≤
∫
Qd
|∇u|2 ,
where u∗ is the rearrangement of u such that its level sets are the intersections of Qd = [0, 1]
d
with a (hyper)-sphere centered at the origin.
This lemma will be proven in the appendix.
Proof of Theorem 4.3. Consider a minimizing sequence (vn) for (2), normalized such that∫
Qd
vn = 0 and
∫
Qd
v2n = 1. If ‖vn‖2+4/d is bounded uniformly in n, then the sequence is
bounded in H1(Qd) and therefore has a subsequence that converges weekly in to some v. By
the Rellich-Kondrachov theorem, this subsequence converges strongly in L1(Qd), in L
2(Qd)
and L2+4/d(Qd) (note that 2 + 4/d < 2d/(d− 2)). On the other hand, using Fatou’s lemma,
GQ(d) ≤
∫
Qd
|∇v|2 dx
(∫
Qd
v2 dx
)2/d
∫
Qd
|v|2+4/d dx
≤ lim
n→∞
∫
Qd
|∇vn|2 dx
(∫
Qd
v2n dx
)2/d
∫
Qd
|vn|2+4/d dx
= GQ(d),
and v is a minimizer.
Thus, we may assume that ‖vn‖2+4/d → +∞ and show that in this case GQ(d) = G(d)/4.
We define mn = ‖vn‖1/22+4/d and consider as test functions
un = [vn −mn]+ − [vn +mn]−.
Note that
ess sup |vn| ≥ ‖vn‖2+4/d = m2n,
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so un 6= 0 as soon as mn > 1. We first show that un is a minimizing sequence as well. We
have that ∫
Qd
u2n ≤
∫
Qd
v2n,
∫
Qd
|∇un|2 ≤
∫
Qd
|∇vn|2 ,∫
Qd
un =
∫
{vn≥mn}
(vn −mn) +
∫
{vn≤−mn}
(vn +mn)
=
∫
Q
vn −
∫
{|vn|<mn}
vn −mn |{vn ≥ mn}|+mn |{vn ≤ −mn}| ,
so since
∫
Q
vn = 0,
|un| ≡
∣∣∣∣
∫
Q
un
∣∣∣∣ ≤ mn.
This means that
‖un − un‖2+4/d ≥ ‖un‖2+4/d −mn ≥ ‖vn‖2+4/d − 2mn = ‖vn‖2+4/d(1− 2m−1n ), (19)
so we can bound ∫
Q
|un − un|2+4/d ≥
∫
Q
|vn|2+4/d
(
1− Cm−1n
)
.
Combining these bounds, we find that
lim
n→∞
∫
Q
|∇un|2
(∫
Q
u2n
)2/d
∫
Q
|un − un|2+4/d
≤ lim
n→∞
∫
Q
|∇vn|2
(∫
Q
v2n
)2/d
∫
Q
|vn|2+4/d (1− Cm−1n )
= GQ(d),
so the sequence un is a minimizing sequence as well. On the other hand, the support of un
becomes small, since
1 =
∫
Q
v2n ≥ mn |supp un| .
For n large enough, |supp un| ≤ Vd and we may apply Lemma 4.4 separately to the positive
and negative parts of un. The resulting rearranged function can be extended to R
d as a
spherically symmetric function and therefore obeys the corresponding Gagliardo–Nirenberg
inequality. As before, the spherically symmetric function contains 2d copies of the original
one, hence the factor 4 = 2d × (2d)2/d/2d. We have∫
Q
|∇un|2
(∫
Q
u2n
)2/d
∫
Q
|un − un|2+4/d
≥
∫
Q
|∇un,+|2
(∫
Q
(un,+)
2
)2/d
+
∫
Q
|∇un,−|2
(∫
Q
(un,−)
2
)2/d
∫
Q
|un|2+4/d (1− Cm−1n )
≥
∫
Q
∣∣∇u∗n,+∣∣2 (∫Q(u∗n,+)2)2/d + ∫Q ∣∣∇u∗n,−∣∣2 (∫Q(u∗n,−)2)2/d(∫
Q
∣∣u∗n,+∣∣2+4/d + ∫Q ∣∣u∗n,−∣∣2+4/d) (1−m−1n )
≥ G(d)
4
(
1−m−1n
)−1
.
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which shows, by taking the limit n→∞,
GQ(d) ≥ G(d)
4
.
The opposite inequality has been proven above. 
Appendix A. Proof of Lemma 4.4 (Rearrangements)
The proof of Lemma 4.4 relies on the following result about sets minimizing the perimeter
for a given volume in Qd. In this context, the volume of a subset of Qd is its d-dimensional
Lebesgue measure and the perimeter is the (d − 1)-dimensional Hausdorff measure of its
boundary in Qd.
Theorem A.1 (Perimeter minimizers for small volume are balls, [18]). For each d ≥ 1, there
exist Vd > 0 such that for V ≤ Vd, sets of volume V minimizing the perimeter in Qd are
intersections of Qd with a ball centered in a corner.
For d = 2, a computation comparing discs with rectangles shows that V2 = 1/π. For d = 3,
it is conjectured that minimizers of perimeter are balls centered at corners, cylinders centered
at an edge and cuts of the cube by a halfplane. If this conjecture is true, V3 = π/3
4. For larger
d, the problem is even more difficult and the proof of the theorem relies on a compactness
argument.
Proof. In the flat, d-dimensional torus ([−1, 1]d with periodic boundary conditions), a standard
reflection argument, see for instance Sec. 1.3 of the review [23], shows that the minimizers of
perimeter are symmetric under a reflection of each axis. Therefore, the problem of minimizing
the perimeter enclosing a volume V in [0, 1]d is equivalent to minimizing the perimeter of a
set of volume 2dV in the torus. This is a smooth, compact manifold without curvature so the
result follows from [18, Theorem 4.4, case b]. 
Assuming the isoperimetric result, we can follow the strategy of Talenti [26, sec. 1.5] to
obtain the rearrangement inequality for gradients.
Proof of Lemma 4.4. This proof follows exactly the same steps as the proof of the rearrange-
ment inequality in Rd from [26, sec. 1.5]. It is reproduced here for the sake of completeness.
For shortness, we write κd = ωd/2
d, the volume of a unit ball centered at the origin intersected
with Qd. The Lebesgue measure of a set E ⊂ Qd will be denoted by µ(E) and Hd−1(E) will be
the d− 1-dimensional Hausdorff measure. With these definitions, the isoperimetric inequality
for E ⊂ Qd with µ(E) ≤ Vd ≤ κd becomes
Hn−1(∂E) ≥ dκ1/dd (µ(E))1−1/d .
Now fix u ∈ H1(Qd) nonnegative such that |supp u| ≤ Vd. We write the rearrangement u∗ in
the form
u∗(x) = v(κd |x|d).
The function v is non-increasing, continuous and maps [0, |supp (u)|] onto [0, ess sup(u)]. As
a first step we use spherical coordinates and a change of variables (relating radius r to volume
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fractions s) to write ∫
Qd
|∇u∗|2 =
∫ 1
0
dκdr
d−1
(
d
dr
u∗(r)
)2
dr
=
∫ 1
0
ds
(
v′(s)dκ
1/d
d s
1−1/d
)2
. (20)
On the other hand, we use the fundamental theorem of calculus to express the right hand side
of the inequality as a function of s,∫
Qd
|∇u|2 =
∫ 1
0
ds
d
ds
∫
{x|v(s)<u(x)}
|∇u(x)|2 dx
=
∫ 1
0
ds lim
h→0
1
h
∫
{x|v(s+h)<u(x)<v(s)}
|∇u(x)|2 dx.
From this point on, we may concetrate on those values of s such that v(s) is strictly decreasing
in a neighborhood of s. The contribution to both integrals of the values of s such that this
is not the case vanishes. This also means that for small h we don’t have to distinguish
µ{x|u(x) > v(s+ h)} and µ{x|u(x) ≥ v(s+ h)} etc. By the Cauchy-Schwarz inequality,(∫
{v(s+h)<u(x)<v(s)}
|∇u(x)| dx
)2
≤ µ{x|v(s+ h) < u(x) < v(s)}
∫
{v(s+h)≤u(x)≤v(s)}
|∇u|2 dx
≤ h
∫
{v(s+h)≤u(x)≤v(s)}
|∇u|2 dx,
where the last line follows from the definition of v. We obtain
d
ds
∫
{x|v(s)<u(x)}
|∇u(x)|2 dx ≥
(
lim
h→0
1
h
∫
{v(s+h)≤u(x)≤v(s)}
|∇u| dx
)2
. (21)
In order to estimate the integrand, we use the coarea formula to write∫
{v(s+h)≤u(x)≤v(s)}
|∇u| dx =
∫ v(s)
v(s+h)
Hn−1({x|u(x) = t}) dt
≥
∫ v(s)
v(s+h)
d κ
1/d
d (µ{x|u(x) > t})1−1/d dt.
Here, the last line is where the isoperimetric inequality comes into play, to compare the area
(n− 1-dimensional Hausdorff measure) of the boundary of the set {x|u(x) > t} to its volume.
By definition of the rearrangement, for t ≤ v(s),
µ{x|u(x) > t} ≥ µ{x|u(x) > v(s)} = s.
Therefore, we obtain the estimate
lim
h→0
1
h
∫
{v(s+h)≤u(x)≤v(s)}
|∇u| dx ≥ d κ1/dd s1−1/d lim
h→0
v(s)− v(s+ h)
h
= d κ
1/d
d s
1−1/d(−v′(s)).
Recall that v is decreasing. Inserting this in the inequality (21) and comparing with (20) gives
the result. 
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