A new approach for studying wave propagation phenomena in an inviscid gas is presented. This approach can be viewed as the extension of the method of characteristics to the general case of unsteady multidimensional flow. A family of spacetime manifolds is found on which an equivalent one-dimensional (1-D) problem holds. Their geometry depends on the spatial gradients of the flow, and they provide, locally, a convenient system of coordinate surfaces for spacetime. In the case of zero-entropy gradients, functions analogous to the Riemann invariants of 1-D gas dynamics can be introduced. These generalized Riemann invariants are constant on these manifolds and, thus, the manifolds are dubbed Riemann invariant manifolds (RIM). Explicit expressions for the local differential geometry of these manifolds can be found directly from the equations of motion. They can be space-like or time-like, depending on the flow gradients. This theory is used to develop a second-order unsplit monotonic upstream-centered scheme for conservation laws (MUSCL)-type scheme for the compressible Euler equations. The appropriate RIM are traced back in time, locally, in each cell. This procedure provides the states that are connected with equivalent 1-D problems. Furthermore, by assuming a linear variation of all quantities in each computational cell, it is possible to derive explicit formulas for the states used in the 1-D characteristic problem.
dynamics one has convective waves that propagate with the local fluid velocity and the acoustic waves that propagate with the local speed of sound, in the reference frame of the fluid.
When there are more than two independent variables, such as in the case of unsteady multidimensional flow in a gas, the situation becomes more difficult. The characteristic curves now become characteristic manifolds in a higher dimensional spacetime. These manifolds can be viewed as being generated, locally, by appropriate vector fields. The directions of these vector fields are dubbed bicharacteristic directions and the vector fields are generators of a cone which is called the bicharacteristic cone. This cone is tangent to the characteristic manifolds. Now, there are more than just two available directions for the propagation of waves. This difficulty is to be expected, but in addition to this, the equations no longer simplify the same way as in 1-D flow. The equations can be written along the bicharacteristic directions and the characteristic decomposition of the original system into scalar fields can be carried out, formally, as in the case of two independent variables. But now, the equations are not simpler in any way than the original system. Riemann invariants no longer exist along these paths and the solution cannot be written as a simple superposition of waves as before.
In the present paper a different type of local wave decomposition, the RIM decomposition, is given for the compressible Euler equations, which holds under slightly different smoothness assumptions than those for the familiar characteristic decomposition. Manifolds in spacetime are found along which the 1-D characteristic equations hold. One can integrate them numerically by using techniques that work with 1-D problems. In the absence of entropy gradients, integration of these equations results in the familiar Riemann invariants. If N is the number of spatial dimensions, there is, in general, an (N − 1)-parameter family of such N -dimensional manifolds in spacetime on which the Riemann invariants are constant. Explicit expressions for the direction and speed of propagation of the wave fronts that these manifolds represent are found directly from the Euler equations. It turns out that they depend on particular combinations of the spatial pressure and velocity gradients.
The ability to write explicit expressions for these waves is what makes this decomposition very useful from theoretical and computational points of view. Knowledge of the spatial gradients in the flow contains a great deal more information, locally, than that given by the familiar characteristic decomposition. Moreover, the combinations of spatial gradients that are important are revealed in a very natural way by seeking paths along which the 1-D equations hold. It is these combinations that pick out important directions of local wave propagation. Moreover, it becomes apparent that it is possible in some cases to compute the solution at a certain point in spacetime using information from outside its domain of dependence. This is because the appropriate Riemann invariant waves may be traveling at speeds greater than the largest characteristic speed. Also, it is possible for a subsonic flow to exhibit, locally, a "hyperbolic"-type behavior depending on the flow gradients. This result is interesting and its relation to the theorems of uniqueness is discussed. Details on the proofs of these uniqueness theorems can be found in Courant and Hilbert (1963) , Friedrichs and Lax (1965) , and Kato (1975) .
The proposed RIM wave decomposition is also useful in the context of the recent high-resolution schemes developed for computing hyperbolic systems of equations such as the compressible Euler equations. These high-resolution schemes, such as the ENO and TVD schemes, described by Harten et al. (1987) and Harten (1983 Harten ( , 1984 , the where ρ is the density, p is the pressure, u = (u, v, w) T is the velocity vector, and a is the speed of sound. Eqs. (1) There are five unknown functions defined on 4-D spacetime, i.e., N = 3 spatial dimensions. One can easily specialize the following results to the case N = 2 or N = 1. This is a hyperbolic system and its characteristic manifolds can be found in a straightforward way. There is a convective characteristic surface which is locally generated by the fluid velocity u and a family of acoustic characteristic surfaces that are generated by the local bicharacteristic vectors u + an , where n is a spatial unit vector. The differential equations that hold on the characteristic manifolds can be found, formally, by attempting to diagonalize the matrices that appear in (2). Given an arbitrary unit vector n, a straightforward calculation yields the left and right eigenvectors of the matrix n · A , where A = (A x , A y , A z )
T . The differential equation that holds along a characteristic ray can be found by multiplying from the left by the appropriate eigenvector; i.e, (4)
where ·, · is the usual inner product in M and M is the number of equations, i.e., M = 5. The summation convention is adopted for all repeated indices. By multiplying from the left with the left eigenvectors l k corresponding to the acoustic manifold of the Euler equations, one finds the differential equation, which holds along the bicharacteristic,ẋ(t) = u + an ,
Using index notation and dividing through by ρa,
1 ρa ∂p ∂t
where δ ij is the Kronecker delta. Since the tensor δ ij − n i n j is symmetric,
where
is the rate of strain tensor. Only the symmetric part of the velocity-gradient tensor enters in the term G n . The significance of (5) can be seen by deriving it in a way that is not related to the concept of characteristic manifolds. Consider an arbitrary, spatial, unit vector n. The last two equations in (1) can be combined to give (5). The momentum equation can be written as follows, by taking its inner product with the vector ρan and adding and subtracting the term ρa 2 n·(∇u) n ; i.e.,
The energy equation can be written
Adding the two equations gives (5). It is clear from this derivation that this equation holds for an arbitrary vector n. It gives the relation between velocity changes and pressure changes along the directionẋ = u + an. It is our knowledge of the characteristic surfaces which allows us to identify these directions as the generating rays of the acoustic characteristic manifold, i.e., the bicharacteristics. It is also important to notice that it is really a family of equations. By fixing n to be a unit vector, it is easy to see that (5) or (6) is actually an (N − 1)-parameter family of equations. Indeed, for 2-D flow (N = 2), the vector n is constrained to the unit circle and for 3-D flow it is constrained to the surface of the unit sphere. This is important because, although they are all dependent equations and consistent with the original system (1), a particular choice of n may be optimal for computational purposes.
If there are no entropy gradients, then (5) can be further simplified. Define the thermodynamic state variable W by
where the integral is performed in thermodynamic state space along a path of constant entropy s. For a perfect gas this function is simply
where γ is the specific heat ratio. Then, (5) can be written
The vector n is assumed to be arbitrary but fixed. One can define a family of functions given by
These functions are going to be the generalization of the familiar Riemann invariants of 1-D flow. Equation (10) can now be written
The presence of the term aG n = a (δ ij − n i n j ) S ij in (12) acts as a source term and complicates matters in multidimensional flows. If a unit vector n exists, such that G n = 0, then along the directionẋ = u + an, (12) is integrable and R n = const. By examining the form of G n , one can see that it is not always possible to find such a direction n. G n is the 2-D divergence of the velocity field in the plane normal to the vector n. For the case of 2-D flow, i.e., N = 2, it can be shown that a direction n, such that G n = 0, can be found only when the eigenvalues of the rate of strain tensor S are such that
This condition is not always satisfied in an arbitrary flow. One can find the equations that hold along the convective characteristic manifolds in a similar way. After this is done, it can be seen that the original Euler equations are equivalent to the following characteristic system of equations:
The invariant R 0 along the convective manifold can be viewed as the entropy of the system, which is constant along a streamline in the absence of shocks. Eqs. (14) constitute the characteristic decomposition of the Euler equations into scalar fields. Consider now the special case of 1-D flow (N = 1) in the x-direction. The characteristic surfaces are now characteristic curves in 2-D spacetime (t, x), and the above equations reduce to (15) 1 ρa dp dt
In the special case of zero-entropy gradients this integrates to
Looking at the general multidimensional decomposition (14), there is no apparent advantage in integrating the equations of motion along the bicharacteristic directions, which can be viewed as the multidimensional extensions of the characteristics in 1-D. First, one has a multitude of bicharacteristic directions to choose from and second, the equations of motion do not greatly simplify because of the presence of the source-like term G n . The generalization of the simple, 1-D results does not appear to be straightforward, and this has thwarted many efforts to extend the method of characteristics to higher dimensions. The characteristic surfaces are significant for theoretical reasons and primarily for the role they play in proving the existence and uniqueness of solutions. The existence and uniqueness theorems are closely related to the concepts of domain of dependence and domain of influence. Integrating along paths on the characteristic surfaces has no advantage over integrating along, say, x = const paths, which is what is usually done on a computer.
Riemann invariant manifolds.
A different type of wave decomposition occurs when one asks the following question:
Is it possible to find paths in spacetime along which R n = const? These paths would be similar to the characteristics in one dimension and could be used as integrating paths. Obviously, these paths are not the bicharacteristics. The paths of interest will have to lie on the surfaces R n (t, x) = const. These surfaces can be viewed as Riemann invariant waves and can be used to construct solutions numerically. They are given the name Riemann invariant manifolds (RIM). At first sight, it is not clear why looking for invariants will be useful or whether it is possible to find explicit expressions for their speed and direction of propagation directly from the equations of motion. These matters will be clarified in the end. For now let's find such paths in spacetime, motivated solely by the 1-D implementation of the method of characteristics.
It is easy to see what paths lie on the surfaces R n = const in spacetime by adding and subtracting the following term in (12):
where v is a velocity. Equation (12) is now written
If the velocity v is chosen so that
Eq. (21) says that along the paths
the function R n is constant. Equation (20) is simply a compatibility condition, which must be satisfied by the integral curve of (22) in order for it to lie on the surface R n = const. The velocity v depends on the local, spatial gradients of the flow, as can be seen from (20). Given a point in the flow where ∇R n and G n have a specified value, this relation is linear in the velocity components of v. The reason is that there are an infinity of curves passing through this given point, which lie on the surface R n = const. All possible choices of v correspond to all possible directions of motion on this surface. Moreover, it is well known from differential geometry that there are an infinity of curves for every such direction. In what follows, some interesting and useful choices of directions will be examined. The assumption of zero-entropy gradients allowed the introduction of the Riemann invariants R n , which simplified the analysis by making the equations integrable. Let's abandon this assumption and repeat the previous analysis. Equation (5) will be the starting point:
By adding and subtracting the term
and for a v chosen so that
Again n is assumed to be an arbitrary but fixed unit vector. Equation (25) can be written in a more conventional form as (26) 1 ρa dp dt
where u n ≡ u · n; i.e., the velocity component in the direction of the fixed n vector. Equation (26) is of the same form as the first of (15), which holds along the C + characteristic in the 1-D case. The previous discussion for the R n = const surfaces holds for these manifolds as well, but their interpretation is different and more general. The solutions at any two points on such a manifold, connected by a trajectory given by (27) , are related in exactly the same way that solutions are related along characteristics in the 1-D case. Knowledge of the integral curves of the vector field (27) allows one to use the simple results of the 1-D theory in multidimensional flows. In what follows, the notation R n = const will be used for these manifolds even when entropy gradients are present and the Riemann invariants R n = W + u·n cannot be used.
Geometry of the Riemann invariant manifolds.
It is interesting to see what the geometry of these manifolds is, especially in relation to the characteristic manifolds. A few different ways of describing their geometry are presented in what follows.
One way of visualizing the relative position of the characteristic manifolds and the RIM is by examining the motion of the equivalent (N − 1)-dimensional fronts. Recall that any surface ϕ(t, x) = 0 in spacetime is equivalent to a wave front. For simplicity consider the case of a 2-D flow; i.e., N = 2. Figure 1 shows the local geometry and motion of the wave front R n = const for a finite time ∆t. The local unit normal of this front is
For the case of zero-entropy gradients, this is seen to be
It is important to note that the unit normal n serves as a label for the particular manifold. It determines the fluid velocity component that is used for the equivalent, 1-D problem. The vector n should be considered as the parameter of the one-parameter family of Riemann invariant wave fronts. From (28), it is apparent that N depends on n. Moreover, the mapping is not bijective; i.e., it is not always possible to find a wave front R n = const for an arbitrary N. The spatial gradients of the flow determine a range of allowed propagation directions N for these fronts. This is very important, because it is the reason why even a subsonic flow may exhibit locally a "hyperbolic"-type behavior. It is also useful to define the vector n − , which determines the front propagating in the −N direction; i.e., if it exists. One can also define N − by
It is important to keep in mind that in general, n − = −n and N − = −N. The velocity of the front R n = const is given by
where v has to satisfy (24); i.e.,
The geometry of the front at time t+∆t is completely determined by the normal front velocity. One can add an arbitrary, tangential velocity component without changing the front geometry. This freedom is seen in choosing the velocity component v, which need only satisfy (33). This equation represents a straight line in velocity space. It is possible to find the front velocity that corresponds to minimum |v|. This is the case when v // N. The corresponding front velocity is
The integral curves of this vector field are the curves on the manifold R n = const, which are closest to the bicharacteristicsẋ(t) = u + an. The normal front velocity can be found by combining (28), (32), and (33),
where M n is a dimensionless number defined by
and plays the role of an algebraic Mach number. The front velocity can also be chosen so that the integral curve of this vector field is as close to the fluid streamline as possible. This is done by minimizing |an + v| in (32). It is possible to show that this is minimized when (an + v) // N. The front velocity in this case is given by
This particular choice of front velocity is very useful because it resembles the bicharacteristic velocities that generate the characteristic manifolds. It is clear that the parameter M n is an indication of how much the manifold R n = const deviates from the local characteristic surfaces. The surface R n = const is characteristic when M n = ±1. Furthermore, it is time-like when −1 < M n < 1 and space-like when |M n | > 1. The following useful relation can be found by combining (28), (33), and (36):
Most of the geometrical information of the RIM is contained in the two quantities N and M n . They show the allowed direction of propagation of the corresponding fronts and how much they deviate from the characteristic surfaces. They both depend on the unit vector n, i.e., on the particular choice of RIM. Using the definition of M n as given in (36) and the equations of motion (1), one can show that
where D/Dt denotes the Lagrangian derivative. It is interesting that the magnitude of M n depends directly on the difference between the pressure gradient in the n direction and the pressure change along the fluid-particle streamline. For the case of zero-entropy gradient, it is easy to show that
The starting point of this discussion was (12); i.e.,
which we write for the special case of zero-entropy gradients for notational convenience only. This equation is a first-order differential equation for the function R n = R n (t, x). It resembles a Hamilton-Jacobi equation similar to the one satisfied by the characteristic manifolds. The Hamiltonian in this case is seen to be
The only complication here is that this equation is not independent of the others in the system. Nevertheless, conclusions can be drawn about the geometry of the integral manifold in (N + 2)-dimensional space (t, x, R n ), or more importantly, about the geometry of the slices R n = const in spacetime (t, x), using the insight gained from the study of first-order PDEs and in particular, the Hamilton-Jacobi equation.
If one applies Hamilton-Jacobi theory to (41) formally, then
The integral manifold of (41) can be conveniently visualized, locally, as a network of surfaces R n = const. Equations (44) describe how R n changes along the bicharacteristic directionsẋ(t) = u + an. The bicharacteristic curves do not lie on the surfaces R n = const. Recall that the vector n is fixed, which labels the particular network of RIM. If it is possible to find a vector n such that G n = 0, then the bicharacteristics lie on the surfaces R n = const. It is important to keep in mind that the integral curves of the vector fieldẋ(t) = u + an, with n a fixed vector, are not the bicharacteristics. They are very close to the bicharacteristics for a short time. In order to remain on a bicharacteristic, the vector n must change according to the second equation of (44).
In general, integrating (44) to find the solution at a point P provides no computational advantage. It is apparent from Figure 2 that there are an infinity of paths C on the surfaces R n = const that can be used instead. In the present scheme, the problem of finding the solution at P reduces to computing the geometry of the curves accurately, by integrating
All such paths C are not equivalent numerically. The local curvature of these surfaces is also an important consideration in choosing the most convenient path for numerical integration. One can try to minimize the numerical error by varying the direction of approach to the point P . It is also possible to estimate the curvature of a particular path and to use this information to achieve higher-order accuracy in the integration of (45). Moreover, by varying the vector n, i.e., varying the network of RIM, it is possible to optimize the scheme even further. The algebraic parameter M n shows whether the surface R n = const is space-like or time-like. Surfaces with M n >> 1 should be avoided, because the timestep required to integrate (45) accurately would be too restrictive.
It is possible to find the projection of an arbitrary pathẋ(t) = W on the surface R n = const. The projection is defined to be the pathẋ(t) = V w on R n = const, such that v ⊥ is minimum, where
Since the projection is on the RIM,
where v w satisfies the compatibility condition (33). It is straightforward to show that It is seen from (48) 
Now, one can find the projection of an arbitrary bicharacteristic direction u + an, wheren is a unit vector. Substituting W = u + an in (49) gives the projection of the bicharacteristic,
Figure 2 shows the projection of the characteristic conoid on a particular surface R n = const, which is space-like; i.e., |M n | > 1. It is reasonable to try to use paths contained in the projected conoid for computational purposes. The paths given by (34) and (37) are in this projection. Using (50), it is easy to examine the intersection of the manifold R n = const and the local characteristic ray cone. This is done by requiring
In other words, the projection vector V p , tangent to the RIM, is required to be a bicharacteristic vector. From (50) it is seen that one must have
Sincen and N are unit vectors, this equation has a solution only when −1 ≤ M n ≤ 1, i.e., when the RIM is time-like or characteristic. This is to be expected because, by definition, a space-like surface element cannot intersect the local characteristic ray cone. It is interesting that when the surface element is not space-like, it is possible to find bicharacteristic directions along which an equivalent, 1-D problem holds. This situation would be the direct extension of the method of characteristics to multidimensional flows, as it has been attempted in the past. A special solution is the one discussed earlier for the casen = n. In this case (52) reduces to
Using (38),
Yet another way to visualize the relative position of the Riemann invariant surfaces and the characteristic manifolds is to examine the cone generated by the vector field (45) in relation to the characteristic ray cone generated by the bicharacteristic vector field. The Riemann invariant cone is generated by varying the unit vector n. It will be different for the different possible choices of V on each surface R n = const.
RIM decomposition.
The geometrical picture given above suggests an algorithm for integrating the Euler equations by finding appropriate integration paths in spacetime. The previous analysis can also be viewed in a slightly different way. The original compressible Euler equations have been substituted by the following equivalent system:
again written for the zero-entropy gradients case for notational convenience only. This is a decomposition into a set of scalar fields, which is different from the characteristic decomposition (14). This decomposition strictly holds when the spatial gradients are continuous. This is not as serious a limitation as one might think, at first. The usual characteristic decomposition strictly holds when the solution is continuous; i.e., there are no shocks or contact surfaces present. Nevertheless, it is still used in a useful way when shocks are present because it holds on either side where the flow is smooth. The situation is analogous for the RIM decomposition. From a computational point of view one can formally try to discretize these equations in a way that is consistent with a conservative discretization of the original equations, has a prescribed order of accuracy, and does not create spurious oscillations in the presence of discontinuities. An interesting question to ask is: what new information exists in this decomposition that is not already available in the characteristic decomposition and therefore why would this be useful? From the analysis it can be seen that a great deal more information is contained in the spatial gradients of the flow. The question of asking whether there are paths along which Riemann invariants exist naturally led to explicit expressions of special combinations of the gradients that are important in finding solutions. It is the combination given in the Mach-like parameter M n and unit vector N that determine speed and direction of propagation of information that is sufficient to determine the solution. Higher-order geometrical quantities, such as local curvature, can also be attained from the equations of motion. It is important to note that the information carried by the RIM waves is not the minimum or in any sense the optimal amount of information needed to generate solutions. It is sufficient under the smoothness assumptions. The RIM waves potentially carry more information than the characteristic waves and are free of charge, since one has explicit expressions for their properties directly from the Euler equations, without having to integrate them first. One could try to find contour levels of other quantities that could be used to construct solutions. More often than not, explicit expressions for their geometrical properties cannot be found. Moreover, the RIM decomposition provides more information than what exists in the gradients and could be recovered, say, by a Taylor expansion. This can be seen by looking at the propagation direction N as a function of the unit vector n. This mapping is not bijective, which means that the range of possible propagation directions may be limited. As n varies on the unit sphere for 3-D flow, N does not necessarily attain all values on the unit sphere. This range of directions is given explicitly in the RIM decomposition of the Euler equations if the gradients are known. A Taylor expansion does not give preferred directions.
As an example consider the case of subsonic flow. The local characteristic analysis suggests that information from all possible directions needs to be taken into account to construct a solution. We have an "elliptic"-type behavior. The RIM decomposition and knowledge of the local spatial gradients show whether all this information is really needed. It is possible in some parts of subsonic flow to have sufficient information propagating from a particular region of the flow and, thus, have "hyperbolic"-type behavior in subsonic flow. If one likes to think, physically, in terms of characteristic waves, the situation is that the characteristic waves approaching from all possible directions have to combine and interact in such a way that the only information really used is that approaching from the allowed region. Everything else will cancel out. There is no choice under this smoothness assumption. This is a compatibility condition enforced by the Euler equations. Therefore, the RIM decomposition may not always be "better" everywhere in the flow, but it is additional information that can be used to great advantage.
Examining waves of invariants may also be useful for other reasons. It has been noticed that applying boundary conditions on the invariants of the inviscid Euler equations in spectral calculations of the Navier-Stokes equations is the only way to achieve numerical stability. See, e.g., Don and Gottlieb (1990) . Although in 1-D flows the characteristic decomposition works well, for multidimensional calculations the RIM decomposition may be the best at boundaries. The RIM decomposition also transforms the problem of integrating the Euler equations into a geometrical problem of integrating paths in spacetime. This is exactly what the method of characteristics achieves in 1-D flow and that is why the RIM decomposition can be considered as the extension of that method to the multidimensional case.
It is also important to notice that the second equation in (55) means that the RIM analysis does not provide any additional information for this particular equation.
RIM and domain of dependence.
It is important, at this point, to make some remarks about the information that is provided by the local geometry of these RIM. The fluid velocity u and the speed of sound a provide information about the local geometry of the characteristic surfaces. In particular, they give the local, bicharacteristic cone. Their interpretation as waves of derivative discontinuities is important. What is more significant is the role they play in proving the existence and uniqueness of solutions. The characteristic surfaces determine the domains of dependence and influence of the solution. The concepts of domains of dependence and influence are a direct result of the assumptions and results of these theorems.
Knowledge of the local, spatial gradients in the flow provides additional information, as seen in the RIM decomposition. It is important to note that the solutions at points on these manifolds are related in a simple way and that these relations can be used to determine the solution at a given point, say, numerically. What may appear disturbing, at first sight, is that these manifolds may be space-like. In other words, the solution at some point may be computed from the data at points outside its domain of dependence. Actually, in the case of zero-entropy gradients, there is a simple, explicit algebraic expression relating points connected by space-like paths in spacetime given by the Riemann invariant R n = W + u·n. It then becomes trivial to compute the solution at a given point from the solution at points on these RIM. The difficulty is transferred to the task of finding the exact location of the relevant points by integratingẋ(t) = V. In any case, no matter what their exact location is, these points are going to be outside the domain of dependence, if the Riemann invariant surface is space-like. There appears to be a disturbing inconsistency with the concept of domain of dependence as described in the uniqueness theorems. Figure 3 is a simplified, 1-D picture illustrating this situation. The solution at point P is computed by using the known solution at points Q 1 and Q 2 outside the domain of dependence D.
Careful examination of the existence and uniqueness theorems for these hyperbolic systems of equations shows that there is really no such inconsistency. It is true that if the data in D are different, then the solution at P will change. But so will the paths Q 1 P and Q 2 P . What seems odd at first is that even though the data in D are sufficient to determine the solution at P , there are points outside D where the data are "related" to the solution at P . The uniqueness statement is that points outside D cannot affect the solution at P . This is usually interpreted as meaning that any relation between the data outside D and at P must be completely random, depending on the data on the surface t = 0. This is not true. The local, spatial gradients determine a local relation of this form along space-like paths. The data in D are sufficient to determine the solution at P , and if the data in D are altered, the solution at P will change. Nevertheless, the solution at P is not completely unrelated to the data outside D. This has to do with the fact that knowledge of the local spatial gradients and their smoothness constitutes additional information about how the initial data on t = 0 are related. The uniqueness proofs are based on requiring the absolute minimum in terms of smoothness restrictions on the data. The data are simply required to be continuous. Discontinuities in the derivatives are allowed, and it was shown that these discontinuities are propagated by the characteristic surfaces. Other singularities in the derivatives also propagate along the characteristic surfaces. If the data are allowed to have jump discontinuities, then these jumps will propagate along the shock manifolds. The characteristic surfaces separate the regions of spacetime, where the derivatives of the solution are continuous. It is in these regions that knowledge of the gradients provides additional information about the solution. This additional information is conveniently visualized through the geometry of the RIM and can be used for computational purposes.
Those readers familiar with numerical methods for integrating hyperbolic equations are aware of the CFL stability condition which states, in effect, that data outside the domain of dependence must be used to achieve numerical stability. The previous discussion has nothing to do with this notion of numerical stability. Given the smoothness condition, data outside the domain of dependence may be used as prescribed in the RIM decomposition and this has nothing to do with numerics. It suggests an interesting physical relation between the concept of smoothness and that of speed of propagation of information, which is a prevalent concept in modern physics, e.g., in the theory of relativity.
Second-order Godunov scheme.
A description of an Eulerian MUSCL scheme will be given, since this is the basis for the proposed multidimensional scheme. Most high-order, shock-capturing schemes have been developed using the theory of hyperbolic systems in one space dimension and time. It is therefore convenient to describe the scheme for this special 1-D case and then to show the extension to many spatial dimensions.
The goal is to solve numerically the general, nonlinear system of equations
This is a general conservation law, where t is the time variable, x is the space variable, and U = U (t, x) ∈ M is the conserved unknown vector. A finite-volume formulation is used. The spatial domain is discretized, and the average value of the conserved vector U in the jth cell is denoted by U j . Quantities associated with the two interfaces of the jth cell are denoted by the subscripts j ±1/2.
A general conservative scheme is of the form
This is really an application of the integral-conservation form of (56) to the jth cell. It gives the cell-averaged, conserved vector U at the time level n + 1 from the previous time level n. ∆x is the size of the cell and ∆t is the timestep. The quantitiesF j±1/2 are the time-averaged fluxes at the two cell interfaces; i.e.,
It is important to notice that (57) is exact. In a numerical scheme it is not possible to calculate the integrals given in (58) exactly. The integrals are therefore approximated, and the final numerical scheme is of the form
where the quantitiesF j±1/2 are the numerical approximations of theF j±1/2 . Every conservative scheme reduces to calculating the numerical fluxesF j±1/2 at the cell interfaces. All Godunov schemes attempt to compute these fluxes by using the knowledge from the theory of characteristics, locally, at each cell interface. By doing this, the local characteristic wave patterns are accounted for accurately. Since discontinuities are likely to be present, the characteristic problem is generalized to allow for their presence. This constitutes the well-known Riemann problem. How this is done for the case of a second-order Godunov scheme (MUSCL) will now be described. At any given time t n , one has only the average values of U in each computational cell, as given by the discrete scheme (59). The first step in calculating the numerical fluxesF j±1/2 is to reconstruct the solution at time t n by some kind of spatial interpolation. This is a very important step, because the presence of discontinuities in these flows may cause problems. This constitutes the most important step for a variety of high-order, conservative schemes. The second step, then, is to use the knowledge of the solution at this time level to solve a local, characteristic problem in order to calculate the numerical fluxes. These two steps will be given for the MUSCL scheme.
A linear variation of the primitive variables ρ, p, and u is assumed in each cell. The generic quantity q is given by (60) q
in the jth cell, where q j is the average value in the cell, x j is the center of the cell, and (q x ) j is the slope of q in this cell, which is assumed to be constant. Note that discontinuities of these quantities are allowed at the cell interfaces. The slope (q x ) j is computed using van Albada's slope limiter; see van Leer (1984) . The numerical fluxesF j±1/2 are calculated by (58) using the trapezoid rule, i.e.,
, where the superscript n + 1 denotes the time level t n +∆t. The problem of finding the numerical fluxes becomes that of estimating the solution vector U at the cell interfaces at times t n and t n + ∆t. This procedure ensures second-order accuracy in time. The domain of dependence of x = x j+1/2 over the time interval ∆t is estimated by the characteristics at the time level t. For the case of 1-D gas dynamics, the characteristic speeds are given by
where a is the speed of sound. It is known that along the characteristics C ± the following differential equations hold:
These two equations are written in the more conventional form as (64) dp dt
where the time derivatives are derivatives along the appropriate characteristic directions. Along the streamline C 0 ,
which is equivalent to the statement that the entropy remains constant along the streamline. Eqs. (64) and (66) j+1/2 are found by solving the Riemann problem with initial states given by the intersection points, P ± , of the characteristics C ± with the x-axis. This is equivalent to discretizing (64) in a way that is consistent with the jump conditions in the presence of a shock.
The density ρ n+1 j+1/2 is found by discretizing (66) in the following way:
The subscript zero refers to the state found by tracing the streamline back in time. Equation (67) is essentially the jump condition to take care of the situation where the streamline is being traced through a shock. In the limit of weak shocks this expression gives the density change through an acoustic wave. Equation (68) is just the isentropic relation.
There are many variations of the MUSCL scheme that arise from changing the spatial interpolation scheme or changing the way the states for the Riemann problem are chosen. A different way of picking the two states is by using a Taylor series expansion on either side of the interface j + 1/2. The left state of the initial condition for the Riemann problem is given by the following expansion about the center of the jth cell:
(69)
where x c is the center of the cell, I is the unit matrix, and
The spatial derivatives are constant in each cell, since a linear interpolant is used. Similarly, one finds the right state U R by expanding in the (j + 1)th cell. This procedure works in practice, and it is mentioned because it can be extended to the multidimensional case in a straightforward way. The process of tracing the characteristics back in time is the best way to find the initial condition for the Riemann problem for the 1-D case, but this procedure cannot be extended to the multidimensional case. This is a general problem of all similar methods that use knowledge of the theory of hyperbolic systems in one space dimension to compute numerical fluxes. It is at this point where one can use the theory of RIM to find the states that are connected with an equivalent 1-D characteristic problem.
The conventional way of extending these 1-D schemes to more space dimensions is through Strang-type, dimensional splitting, given in Strang (1968) . Each spatial dimension is treated separately, and the result is the "sum" of 1-D problems in the grid directions. Unsplit schemes like that of Colella (1990) use the grid direction to set up a 1-D problem, but the states used as the initial conditions for the Riemann problem are not clearly related via a 1-D problem, even though they are corrected for multidimensional effects. Efforts to create a genuinely multidimensional scheme are those by Roe (1986) , Hirsch and Lacor (1989) , and Deconinck, Hirsch, and Peuteman (1986) . It is also easy to extend the Taylor-series expansion method mentioned earlier to multidimensional flows. The states computed in that way are not clearly related via the 1-D characteristic equations, but the resulting scheme works in practice. Moreover, this scheme is used as a reference point for the multidimensional schemes that are proposed, using the RIM wave decomposition.
Consider now the case of 2-D flow of a perfect gas. The second-order Godunov scheme will be described and used as the starting point for the proposed multidimensional corrections. An orthogonal grid in the x-and y-directions is used. As will be seen later, this restriction on the grid can be dropped when the multidimensional corrections are introduced.
The equations of motion for the 2-D case are
T is the 2-D, velocity vector, and e t = e + 1 2 |u| 2 is the total energy. The internal energy e is related to the pressure p by the perfect gas equation of state.
The spatial-interpolation scheme is the 1-D scheme given by (60) and is implemented in the two orthogonal grid directions. As mentioned earlier, the spatialinterpolation scheme is a very important step but is independent of the efforts to correct for multidimensional effects in the time integration. One can devise higherorder interpolation schemes, which take into account the presence of discontinuities, such as the interpolation used in ENO schemes; see Harten et al. (1987) . It is also possible to devise schemes that work on unstructured grids. At any given time, knowledge of the spatial gradients of the flow will be assumed in using the theory of RIM to develop a multidimensional scheme.
A Riemann problem is solved at each interface to determine the states at the time level t n + ∆t. The two states that are used as the initial condition for the Riemann problem at the interface (i + 1/2, j) are given by the Taylor-series expansions on either side of the interface. The left state is given by expanding about the center of the (i, j)th cell to the center of the interface, x p , at the later time t + ∆t. It is easy to see that the extension of (69) to the 2-D case is
It is more convenient to expand the primitive variables ρ, p, and u instead of the conserved vector U . The left state, is then given by
where all quantities are evaluated at the center of the (i, j)th cell. Similarly, one can find the right state by Taylor expanding about the center of the (i + 1, j)th cell. The velocity component normal to the interface, i.e., u L · N s , is used as the left scalar velocity for the 1-D Riemann problem. In other words, a 1-D Riemann problem is solved in the direction of the grid line, using the above left and right states. As mentioned earlier, these states are not clearly related by the 1-D characteristic equations even in smooth, shock-free flow. The tangential velocity component used to compute the numerical fluxes at the interface is
for an arbitrary, 2-D vector a, will be used throughout. a ⊥ is just a, rotated by 90 • .
5. Multidimensional, second-order Godunov scheme. From the theory of RIM it is seen that the original compressible Euler equations can be substituted by the equivalent system given by (55). This is a decomposition into a set of scalar fields, which is different from the characteristic decomposition. From a computational point of view one can formally try to discretize these equations in a way that is consistent with a conservative discretization of the original equations, has a prescribed order of accuracy, and does not create spurious oscillations in the presence of discontinuities.
In the following numerical application it is proposed to use the RIM that pass through the interface of each computational cell to find the states that are clearly related through an equivalent 1-D, characteristic problem. As a first step, the geometry of the RIM R n = const, corresponding to the arbitrary unit vector n, will be examined in the vicinity of the computational cell (i, j). The spatial gradients are assumed to be known from the spatial-interpolation scheme. Moreover, the spatial gradients are constant in each cell, since a linear interpolation is used. The unit normal N and the algebraic normal Mach number M n of the 2-D front R n = const are given by
Both quantities are assumed constant in each computational cell. An arbitrary direction on the manifold R n = const is given by (81)ẋ n (t) = u + aν ,
M t is unspecified and it reflects the infinity of paths on this particular manifold. The Mach number of a particular trajectoryẋ n (t) is
This positive number M contains the information about the relative position of the corresponding trajectory and the bicharacteristic conoid. When M = 1, the path is tangent to the bicharacteristic cone. When M < 1, it is time-like, and when M > 1, it is space-like. The solution is known at time t. From the knowledge of the spatial gradients of the flow it is possible to find, approximately, all paths on the manifold R n = const, which pass through the center of the interface (i + 1/2, j) at time t + ∆t. These paths must be such that
By approximating these paths by straight lines in time, one finds (85)
where x w ≡ x n (t). Using the linear interpolants for the velocity u and the speed of sound a at time t and the fact that ν is constant in each cell,
where all quantities are now evaluated at the center of the cell. Eq. (86) can be used to solve for x w as a function of M t . It can be written as
Equation (87) is a linear system in the unknown vector x w − x c . The determinant of this system is easily found to be (88)
For small enough timestep ∆t, D ≈ 1. Equation (87) can be solved to give
where ∆x p ≡ x p − x c , aT is the tensor Equation (89) gives x w as a function of M t , which is contained in ν. In other words, it is the locus of all points, at time t, that are connected with point (t + ∆t, x p ) by the 1-D characteristic differential equation
where u n = u·n, for the particular choice of n (see Figure 4) . For the point x w to be inside the cell (i, j), the following relations must hold: where (∆x, ∆y) is the size of the cell. If the point x w is restricted to the half of the cell closest to the interface (i + 1/2, j), then
Equation (89) can be used to find the range of the parameter M t for which the inequalities (93) and (94) hold. This range can be found explicitly if the simplifying assumption D ≈ 1 is made. In that case, (89) becomes
The inequalities (94) can now be written
Using (82), the inequalities (97) become
This can be written as
It is obvious that the velocity component u · n ⊥ is also needed. There are two ways to find this. One way is to examine the geometry of the RIM that correspond to the unit vectors ±n ⊥ and to set up another 1-D characteristic problem. There is also a different way of calculating the velocity component u·n ⊥ , which is now described. The momentum equation is (118) ∂u ∂t
By taking the inner product of this equation with the unit vector n ⊥ , one finds
It can be seen that along any pathẋ(t) = u + aν u in spacetime such that
which means that the velocity component u·n ⊥ is constant along this path. In effect, a manifold is defined in a way completely analogous to the RIM. It is straightforward to show that (120) implies that
The equations for this manifold are the same as those for the RIM with the following substitutions:
One can find a locus of points in a given cell by tracing this manifold back in time, exactly the way the RIM were traced. It can be seen, then, that the velocity component u·n ⊥ is given by
The theory of RIM has given us a way of finding a 1-D characteristic problem near the interface (i + 1/2, j). The solution of the 1-D problem gives us the state at (t + ∆t, x p ) and hence the numerical fluxes. In the procedure described, the unit vector n was arbitrary. Therefore, the derived equations give us a two-parameter family of schemes for computing the fluxes. One degree of freedom comes from n and the other from the freedom to choose M t , although the latter is restricted by relations like (105). This family of schemes is consistent with the multidimensional theory and provides a way for correcting the conventional Godunov scheme. The conventional scheme assumes n = N s ; i.e., it sets up a 1-D problem in the grid direction. If this choice is made, then one is left with choosing M t in each case. The conventional scheme based on the Taylor-series extrapolation always takes the left state from the cell (i, j) and the right state from the cell (i + 1, j). The proposed multidimensional scheme examines the geometry of the manifolds R n = const and R −n = const to determine the left and right states. It was seen in (104) and (105) 
must hold if the (i, j)th cell can be used to compute the left state. It is possible for both states to be taken from one cell, depending on the local flow gradients. A possible choice for M t , which works well in practice, is
So far, the tacit assumption of smooth, shock-free flow has been made. The theory of RIM has been developed with the assumption that the flow gradients exist and are smooth. It is known that in gas-dynamical flows, discontinuities in the flow variables and their gradients may be present. The theory, nevertheless, can still be used for flows with such discontinuities. In the 1-D case, although the characteristics cannot propagate information across shocks, they can still be used on either side of shocks to determine the states that are related via the jump conditions. It is the generalization of the 1-D characteristic equations that leads to the concept of the Riemann problem. In the context of a Godunov scheme, discontinuities are assumed at every cell interface. In the smooth regions of the flow, these discontinuities are infinitesimally weak, and the characteristics are used to compute the numerical fluxes. To take care of the flow regions containing shocks, the characteristic problem is generalized to the Riemann problem. In effect, the characteristic equations are discretized to secondorder accuracy where the flow is smooth and in a way which is consistent with the appropriate jump conditions when discontinuities are present.
In the multidimensional case the situation is similar. The RIM cannot propagate information through shocks or characteristic surfaces that contain derivative discontinuities. Nevertheless, they can be used on either side of these discontinuities to determine the states that are connected with the appropriate jump conditions. The easiest way of implementing this, although possibly not the most accurate, is to use the left and right states, determined by the RIM, as the initial condition for a 1-D Riemann problem. Care must be taken so that the discretization of the equations is consistent via the jump conditions when shocks are present. This geometric picture also suggests the possibility of changing the unit vector n locally, so that it coincides with the unit normal of the discontinuity fronts. For example, consider a shock with unit normal n, locally. The RIM R ±n = const on either side of the shock can be used to determine the states that are related with the jump conditions. This procedure is reminiscent of the attempts to fit shocks in flows when the method of characteristics is used; see Moretti (1979) . The analogy is not surprising, since the theory of RIM can be looked at as an extension of the method of characteristics to the general, multidimensional case.
It is also interesting to determine when the conventional MUSCL scheme, at least the version used here as a reference point, will give the same results as the multidimensional scheme. It is seen from (108), (114), (126), and (116) that the two schemes will coincide to leading order, if the left state can be taken from the left cell, the right state from the right cell, and in addition,
for both manifolds R ±n = const. This cannot always be satisfied, but it now becomes clear why the conventional schemes give reasonable results in multidimensional flows. The terms in (131) can be taken to be very small and sometimes zero. This depends on the local flow conditions. It should be noted here that the scheme based on the RIM decomposition is not meant to be the ultimate second-order multidimensional scheme that is better than all other schemes including the dimensionally split ones. The first author strongly believes that no such scheme exists. It turns out to be a very robust scheme without stability problems and it differs from most characteristic-based schemes in the special directions which are used to calculate the numerical fluxes. This difference may become important in some parts of the flow.
6. Numerical applications. The new multidimensional Godunov scheme developed in the previous section is used to compute two gas-dynamical flows on rectangular grids. The first case is the steady-state, regular shock reflection off a wall at low resolution. The second flow is a double Mach reflection of a planar-shock incident on an oblique surface. These two problems have been used extensively as test cases for a variety of numerical methods, and there are detailed comparisons of existing methods in the literature; e.g., see and Colella (1990) . In all the calculations, a perfect gas is assumed, with constant, specific heat ratio equal to γ = 1.4.
The regular shock reflection has been used as a test case by many investigators. Colella (1990) , among others, describes the initial and boundary conditions for this problem.
The computational domain is the rectangular domain 0 < x < 4 and 0 < y < 1. The lower boundary y = 0 is a reflecting wall, and at the right boundary x = 4, outflow conditions are imposed. The following inflow conditions are specified at the left boundary x = 0:
(132) p = 1.0/1.4 , ρ = 1.0 , u = 2.9 , v = 0 , The initial condition in the entire domain is that of the inflow condition. The computation is carried out with a CFL number of 0.40 until a steady state is achieved. Pressure contours at time t = 5 are shown in Figure 5 . The pressure profiles have no overshoot and there are three cells within the shock. The present scheme employs no explicit, artificial dissipation as does the PPM scheme described by , according to whom this additional dissipation is needed to suppress oscillations behind shocks that don't move with respect to the grid.
The double Mach reflection has been used by as a test problem for the comparison of existing numerical methods. The initial condition is that of a strong planar-shock incident on an oblique surface at a 30
• angle. The shock Mach number is M s = 10. The computational domain is the rectangular domain 0 < x < 4 and 0 < y < 1. The incident shock at time t = 0 is an oblique shock starting at the location (x, y) = (1/6, 0) and forming a 60
• angle with the positive x-axis. The lower boundary is a reflecting wall for 1/6 < x < 4. At the small portion 0 < x < 1/6 of the lower wall, a Dirichlet boundary condition is imposed, which corresponds to the initial post-shock flow. This artificial boundary condition ensures that the reflected shock is always attached to the point (x, y) = (1/6, 0). The right boundary x = 4 is an outflow boundary, and the left boundary x = 0 is an inflow boundary whose inflow conditions are those of the initial post-shock flow. The conditions at the top boundary y = 1 are specified to be those corresponding to the motion of the initial planar shock wave.
Results of this unsteady calculation are shown at time t = 0.20. The solution is shown in Figures 6a and 6b , for a low-resolution computation corresponding to a 120 × 30 grid. In Figures 7a and 7b , the higher-resolution computation is shown. This corresponds to a 240 × 60 grid.
Conclusions.
A new way of looking at multidimensional gas dynamics has been presented. The RIM wave decomposition, in general, provides more information and insight than the familiar characteristic decomposition. This decomposition is a local one and is not used to construct global solutions of the Euler equations, but it transforms the problem of integrating the Euler equations into a geometrical problem of integrating paths in spacetime. This is exactly what the method of characteristics achieves in 1-D flow and that is why the RIM decomposition can be considered as the extension of that method to the multidimensional case. The theory allows the development of effective numerical schemes for multidimensional flows in a mathematically consistent way. There are many ways of implementing these ideas numerically. As an example, it was shown how a second-order MUSCLtype scheme can be modified to give a conservative, multidimensional, shock-capturing scheme for 2-D flows. The results from this scheme appear to be very close to those of conventional schemes, but a detailed study is needed.
