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Matrix product purifications (MPPs) are a very efficient tool for the simulation of strongly cor-
related quantum many-body systems at finite temperatures. When a system features symmetries,
these can be used to reduce computation costs substantially. It is straightforward to compute an
MPP of a grand-canonical ensemble, also when symmetries are exploited. This paper provides and
demonstrates methods for the efficient computation of MPPs of canonical ensembles under utiliza-
tion of symmetries. Furthermore, we present a scheme for the evaluation of global quantum number
distributions using matrix product density operators (MPDOs). We provide exact matrix product
representations for canonical infinite-temperature states, and discuss how they can be constructed
alternatively by applying matrix product operators to vacuum-type states or by using entangler
Hamiltonians. A demonstration of the techniques for Heisenberg spin-1/2 chains explains why the
difference in the energy densities of canonical and grand-canonical ensembles decays as 1/L.
I. INTRODUCTION
Strongly correlated one-dimensional (1D) and quasi-
1D systems can be simulated accurately using the den-
sity matrix renormalization group (DMRG) [1–3], which
is a set of algorithms operating on matrix product states
(MPS) [4–6]. Real systems can usually not be isolated
completely from their environment and experiments are
hence necessarily done at finite (nonzero) temperatures.
To allow for a direct investigation of experimental re-
sults or for theoretical investigations on the influence of
temperature, DMRG techniques have been generalized to
describe thermal states.
The historically first DMRG algorithm for finite tem-
peratures is the quantum transfer-matrix renormaliza-
tion group [7–10], which is, however, complicated by the
non-hermiticity of the quantum transfer matrix and does
not allow for a direct evaluation of non-local observables.
A recent approach combines time-dependent DMRG [11–
13] with Monte Carlo to evaluate thermal observables
by sampling over so-called minimally entangled typical
thermal states [14] and is also applicable for the study
response functions [15, 16].
The arguably most successful method, which is the fo-
cus of this paper, is based on a purification of the density
matrix [17–19], i.e., the representation through a pure
state in an enlarged Hilbert space [42]. For numerical
purposes, these are approximated very precisely in ma-
trix product form, to obtain so-called matrix product
purifications (MPPs) [20]. First applications to static
phenomena [21, 22] showed the potential of the approach
which is also known as the ancilla method. It has been
extended for the computation of response functions [23–
26] and allows it also to work directly in the frequency
domain [27, 28]. The various applications comprise,
for example, the phase diagrams of spin-ladder systems
[29, 30], thermometry for ultracold bosons in optical lat-
tices [31], the Drude weight in spin-1/2 and Hubbard
chains [24, 32, 33], as well as spectral properties of quan-
tum magnets [34, 35], bosonic systems [25], and spin-
incoherent Luttinger liquids [36].
It is straightforward to compute an MPP of a grand-
canonical ensemble. We consider lattice systems (1D or
quasi-1D), such that the Hilbert space has tensor-product
structure. The grand-canonical infinite-temperature
state is then a tensor product of on-site identities and
the corresponding MPP has bond dimension one. A sub-
sequent imaginary-time evolution yields the MPP of the
grand-canonical ensemble at finite temperatures. When
a system features symmetries, these can be exploited to
reduce computation costs substantially. For a conserved
quantity Qˆ, one can use that the imaginary-time evolu-
tion does not mix components with different Qˆ quantum
numbers. However, the grand-canonical ensemble con-
tains, of course, contributions from all quantum number
sectors such that the benefit of symmetries is reduced.
This paper introduces and demonstrates efficient meth-
ods to compute MPPs of canonical ensembles under uti-
lization of symmetries. In particular, we provide ex-
act matrix product representations for canonical infinite-
temperature states (Sec. VI C) and discuss how they can
be constructed alternatively by applying matrix prod-
uct operators to vacuum-type states (Sec. VI A). We also
discuss an earlier variational approach using entangler
Hamiltonians [36, 37] and present a generalized version
of it (Sec. VI D). Furthermore, we introduce a method
for the evaluation of global quantum number probabil-
ity distributions using matrix product density operators
(MPDOs) [20, 38] (Sec. VII). The techniques are exem-
plified for antiferromagnetic spin-1/2 Heisenberg chains,
explaining why the difference in the energy densities of
canonical and grand-canonical ensembles with the same
magnetization decays as 1/L with the system size L
(Sec. VIII).
II. SYMMETRIES IN MATRIX PRODUCTS
For simplicity, let us restrict our considerations to
an Abelian symmetry with a single conserved quantity
Qˆ such as the total number of particles or magnetiza-
tion ([Hˆ, Qˆ] = 0). However, everything generalizes in
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2a very similar manner to the cases with multiple con-
served quantities and non-Abelian symmetries [39, 40].
For the latter one exploits that dependencies inside each
multiplet are given by Clebsch-Gordan coefficients as ex-
emplified by the Wigner-Eckart theorem.
Let us consider a lattice system with L sites, orthonor-
mal on-site basis states {|ni〉 |ni = 0, . . . , d− 1}, and as-
sociated quantum numbers q(ni), i.e., qˆi|ni〉 = q(ni)|ni〉,
where Qˆ :=
∑L
i=1 qˆi is the conserved quantity. A matrix
product state has the form
|ψ〉 =
∑
n
An11 A
n2
2 · · ·AnLL |n〉, (1)
with n := (n1, . . . , nL) and Di−1×Di matrices Anii . The
Di are referred to as bond dimensions. For the matrix
product to yield a scalar, we require D0 = DL = 1.
One can enforce the MPS |ψ〉 to have quantum number
Q by assigning quantum numbers to the bond indices ai
and bi of the matrices, imposing that matrix elements
[Anii ]ai,bi can be nonzero only if the quantum number
constraint
q(bi) = q(ai) + q(ni) (2)
is obeyed, and enforcing q(a1) = 0 and q(bL) = Q. As
in the matrix product bi = ai+1, the quantum number
constraint leads indeed to
L∑
i=1
q(ni) = −q(a1) + q(b1) +
L∑
i=2
q(ni)
= −q(a1) + q(b2) +
L∑
i=3
q(ni)
= . . . = −q(a1) + q(bL) = Q
for all nonzero contributions in the MPS (1), such that
Qˆ|ψ〉 = Q|ψ〉.
This is in agreement with the traditional interpreta-
tion of the MPS tensors Ai in the DMRG [5]. From that
point of view, the tensors take the role of projectors from
a reduced Hilbert space of dimension dDi−1 with basis
|ai〉 ⊗ |ni〉 for the block of sites [1, i] to another reduced
Di-dimensional Hilbert space with basis |bi〉 for the same
block, such that |bi〉 =
∑
ai,ni
[Anii ]ai,bi |ai〉 ⊗ |ni〉. The
constraint (2) then means that mixing of quantum num-
bers is prohibited in these projections.
For systems with multiple conserved quantities, Qˆ(j) =∑L
i=1 qˆ
(j)
i , the only difference to the above is that quan-
tum number labels become vectors such that q(bi) =
q(ai) + q(ni), q(a1) = (0, . . . , 0) and q(bL) = Q.
The explicit implementation of symmetries can reduce
computation costs considerably. Typical costly oper-
ations for matrix product states (1), e.g., in a time-
evolution or ground-state calculation, are singular value
decompositions of the A-tensors like Anii = UΛV
ni ,
where U and V are isometric according to U†U = 1
and
∑
ni
V ni(V ni)† = 1, and Λ is a diagonal matrix con-
taining the singular values. The cost of such a singular
value decomposition scales as O(dD3) with the on-site
Hilbert space dimension d and the bond dimension D.
Now, with the implementation of symmetries according
to the quantum number constraint, the A-tensors assume
a block structure with nonzero blocks corresponding to
groups of states obeying Eq. (2). A singular value de-
composition can then be done block by block. Often, the
total computation cost is then dominated by the biggest
block, the dimensions of which can be much smaller than
the total bond dimensions Di.
III. CONSIDERED THERMAL ENSEMBLES
The Hamiltonian Hˆ commutes with the conserved
quantity Qˆ. In a situation where the system exchanges
energy with a bath but these interactions commute with
Qˆ, according to Jaynes’ maximum entropy principle from
statistical mechanics [41], the equilibrium state of the
system is given by the (here, unnormalized) canonical
ensemble
%ˆcβ,Q := e
−βHˆQ on HQ, (3)
with HˆQ being the component of the Hamiltonian in the
quantum number Q subspaceHQ of the full Hilbert space
H = ⊕QHQ. According to the same principle, the equi-
librium state is the grand-canonical ensemble
%ˆgcβ,α = e
−β(Hˆ+αQˆ) (4)
if system and bath also exchange the quantity associated
with Qˆ. Here, α is the associated Lagrange multiplier
that fixes the expectation value of Qˆ. Two examples
are that Qˆ is the total magnetization
∑
i Sˆ
z
i and −α the
magnetic field, or that Qˆ is the total particle number∑
i nˆi and −α the chemical potential.
In more complex cases with multiple conserved
quantities Qˆ(j), one can also consider ensembles like
exp[−β(HˆQ(1) + α2Qˆ(2))], where Qˆ(1) is fixed to Q(1) and
the expectation value 〈Qˆ(2)〉 is fixed by the Lagrange
multiplier α2. An example is the Fermi-Hubbard model,
where the local basis states for site i are |ni,↑, ni,↓〉 with
electron spin σ ∈ {↑, ↓} and particle number ni,σ ∈
{0, 1}. The total number of electrons Nˆ = ∑i,σ nˆi,σ
could be fixed, but, for example due to a transverse mag-
netic field, only the expectation value of the magneti-
zation 〈Sˆztot〉 = 12
∑
i〈nˆi,↑ − nˆi,↓〉 might be fixed by a
magnetic field in z-direction. In passing, we will also
comment on such ensembles.
IV. MATRIX PRODUCT REPRESENTATIONS
OF GRAND-CANONICAL ENSEMBLES
We want to compute finite-temperature expectation
values 〈Oˆ〉 = Tr(%ˆ Oˆ)/Z with respect to the grand-
canonical ensemble (4) using matrix product purifica-
tions and exploiting the Qˆ-conservation. The partition
3function Z ≡ Tr %ˆ is needed for normalization. As a
purification of the density matrix %ˆgcβ,α on H, we can em-
ploy the vectorization |%gcβ/2,α〉 ∈ H ⊗ H of the density
matrix at twice the temperature [15]. The vectorization
|Y 〉 ∈ H⊗H of any operator Yˆ on H with respect to the
orthonormal basis {|n〉} is defined as
|Y 〉 ≡
∑
n,n′
〈n|Yˆ |n′〉 |n〉 ⊗ |n′〉.
The vectorization |%gcβ/2,α〉 of %ˆgcβ/2,α is a purification of
the density matrix %ˆgcβ,α in the sense that
Traux |%gcβ/2,α〉〈%gcβ/2,α| =
(
%ˆgcβ/2,α
)2
= %ˆgcβ,α,
where the partial trace is taken over the second (auxiliary
or ancilla) part of the tensor product space H⊗H. With
the purification, one can compute expectation values as
〈Oˆ〉gcβ,α =
〈%gcβ/2,α|Oˆ|%gcβ/2,α〉
〈%gcβ/2,α|%gcβ/2,α〉
. (5)
An accurate matrix product approximation of the pu-
rification in the form
|%〉 =
∑
n,n′
A
n1,n
′
1
1 A
n2,n
′
2
2 · · ·AnL,n
′
L
L |n〉 ⊗ |n′〉 (6)
can be constructed by starting at infinite temperature
(β = 0) with
%ˆgc0,α = 1 =
⊗
i
(∑
ni
|ni〉〈ni|
)
(7a)
⇔ |%gc0,α〉 =
⊗
i
(∑
ni
|ni〉 ⊗ |ni〉aux
)
, (7b)
where |ni〉aux is a basis state for site i of the second (aux-
iliary) part in H ⊗ H. An exact matrix product repre-
sentation (6) with bond dimensions Di = 1 is given by
[A
ni,n
′
i
i ]1,1 = δni,n′i . With |%
gc
0,α〉 as the initial state, one
can time evolve the MPP (6) in imaginary time using the
time-dependent DMRG algorithm (tDMRG) [12, 13] or
time-evolved block decimation (TEBD) [11] to obtain an
MPP for the finite-temperature state %ˆgcβ,α,
|%gcβ/2,α〉 =
(
e−β(Hˆ+αQˆ)/2 ⊗ 1)|%gc0,α〉. (8)
As the purification |%gcβ/2,α〉 of %ˆgcβ,α is simply the vector-
ization of %ˆgcβ/2,α, Eq. (8) yields at the same time an ap-
proximation of %ˆgcβ/2,α in MPDO form [26].
While the evolution operator in Eq. (8) commutes with
both Qˆ⊗1 and 1⊗Qˆ, we cannot utilize the corresponding
conservation laws, because the initial state |%gc0,α〉 is not
an eigenstate of either of them. All quantum number
sectors contribute to the infinite-temperature state (7).
However, it is an eigenstate of
Qˆ := Qˆ⊗ 1− 1⊗ Qˆ (9)
with eigenvalue Q = 0. In analogy to what was described
in section II, this can be exploited to reduce compu-
tation costs. With local quantum numbers q(ni, n
′
i) =
q(ni)−q(n′i), the quantum number constraint for the ten-
sors [A
ni,n
′
i
i ]ai,bi in the matrix product (6) reads q(bi) =
q(ai) + q(ni, n
′
i), in analogy to Eq. (2). With q(a1) =
q(bL) = 0, it guarantees that
∑
i q(ni, n
′
i) = Q = 0 is
conserved in all operations.
V. MATRIX PRODUCT REPRESENTATIONS
OF CANONICAL ENSEMBLES
An MPP or MPDO for the canonical ensemble (3) can
be computed quite similarly – the biggest difference being
the initial state at β = 0. The restriction of the identity
to the quantum number Q subspace HQ can be written
as
%ˆc0,Q = 1Q = δQˆ,Q =
∑
n,
∑
i q(ni)=Q
|n〉〈n|
⇔ |%c0,Q〉 =
∑
n,
∑
i q(ni)=Q
|n〉 ⊗ |n〉. (10)
Clearly, this is an eigenstate of both Qˆ⊗1 and 1⊗Qˆ such
that |%c0,Q〉 ∈ HQ⊗HQ. In a matrix product representa-
tion (6) of it, we can hence exploit the two conservation
laws by assigning tuples (q, q˜) of quantum numbers to
the bond indices. For bond (i, i+ 1), these are the eigen-
values of
∑i
j=1 qˆj⊗1 and
∑i
j=1 1⊗ qˆj , respectively. The
quantum number constraints for the tensors [A
ni,n
′
i
i ]ai,bi
in the MPP then read
q(bi) = q(ai) + q(ni) and (11a)
q˜(bi) = q˜(ai) + q(n
′
i), (11b)
in analogy to Eq. (2). With q(a1) = q˜(a1) = 0 and
q(bL) = q˜(bL) = Q, it is guaranteed that
∑
i q(ni) =∑
i q(n
′
i) = Q is conserved in all operations.
MPS methods to construct the infinite-temperature
state are described in the next section. In the subsequent
imaginary-time evolution
|%cβ/2,Q〉 =
(
e−βHˆ/2 ⊗ 1)|%c0,Q〉,
which can be implemented using tDMRG, the growth of
the MPS bond dimensions Di is controlled by trunca-
tions. Details on the truncation scheme that we employ
can be found in Appendix A of Ref. [15]. Finally, in
analogy to the grand-canonical case (5), one can com-
pute thermal expectation values with the formula
〈Oˆ〉cβ,Q =
〈%cβ/2,Q|Oˆ|%cβ/2,Q〉
〈%cβ/2,Q|%cβ/2,Q〉
. (12)
4VI. CONSTRUCTING THE CANONICAL
INFINITE-TEMPERATURE STATES
An explicit matrix product representation (6) of the
canonical infinite-temperature state (10) is provided in
section VI C, but it may be inconvenient to incorporate
in existing MPS codes. Therefore, let us first describe an
alternative scheme.
A. Applying MPOs to vacuum states
The state (10) can be generated by starting from a pro-
jection onto the minimum quantum number state (vac-
uum) and to then repeatedly apply a matrix product
(super-)operator that increases the quantum number un-
til reaching quantum number Q and the state (10). Let
us shortly describe the procedure for systems of bosons,
spins, and fermions.
For bosons, let us consider the case where the local
bases have been truncated to allow for at most d − 1
bosons per site. The (projected) ladder operators are
bˆ†i |ni〉 = (1− δni,d−1)
√
ni + 1 |ni + 1〉, and
bˆi|ni〉 = √ni |ni − 1〉,
and hence, nˆi = bˆ
†
i bˆi =
∑d−1
ni=0
ni|ni〉〈ni|. The purifica-
tion |%c0,N 〉 of the identity in the N -particle subspace can
be written as
|%c0,N 〉 =
∑
n,
∑
i ni=N
|n〉⊗ |n〉 ∝
(Bˆ†tot)N
N !
|vac〉⊗ |vac〉, (13)
where |vac〉 is the vacuum state with ni = 0 ∀i and
Bˆ†tot :=
∑
i bˆ
†
i ⊗ bˆ†i with the first bˆ†i acting in the primary
Hilbert space and the second bˆ†i acting in the auxiliary
Hilbert space [43]. To this purpose, one first builds an
MPS representation (6) of the vacuum state |vac〉⊗ |vac〉
by choosing 1 × 1 matrices Ani,n′ii = δni,0δn′i,0. Alterna-
tively, it can also be generated variationally as the ground
state of the Hamiltonian
∑
i nˆi ⊗ nˆi. The operator Bˆ†tot
can be written as an MPO with bond dimension 2;
Bˆ†tot =
[
1 bˆ†1 ⊗ bˆ†1
] [1 bˆ†2 ⊗ bˆ†2
0 1
] [
1 bˆ†3 ⊗ bˆ†3
0 1
]
· · ·
×
[
1 bˆ†L−1 ⊗ bˆ†L−1
0 1
] [
bˆ†L ⊗ bˆ†L
1
]
.
According to (13), we apply this MPO N times to the
MPS representation of the vacuum state [6].
For a spin-s system with local bases {|−s〉, . . . , |s〉},
one can proceed in exactly the same way, starting from
the fully polarized state |−s,−s, . . .〉 ⊗ |−s,−s, . . .〉, i.e.,
the state with eigenvalues −s for all operators Sˆzi ⊗ 1
and 1 ⊗ Sˆzi . In order to obtain an equal weight su-
perposition (10) in the sector with total magnetization
Sztot = −sL+N , for general s, one should not, however,
apply (N times) the operator Sˆ+tot :=
∑
i Sˆ
+
i ⊗ Sˆ+i but
the analog of the bosonic operator Bˆ†tot =
∑
i bˆ
†
i ⊗ bˆ†i .
To this purpose, one can define the ladder operators as
bˆ†i |−s+ni〉 := (1−δni,2s)
√
ni + 1 |−s+ni+1〉. For spin-
1/2 systems, having single-site Hilbert space dimensions
d = 2, Bˆ†tot coincides with Sˆ†tot.
For fermionic systems, the approach works just as
well by replacing the bosonic ladder operators bˆ†i with
fermionic ladder operators cˆ†i . In the construction of the
infinite-temperature purification, one does not need to
worry about fermionic sign factors, as operators always
occur in pairs like cˆ†i ⊗ cˆ†i . Two such terms always com-
mute, [cˆ†i ⊗ cˆ†i , cˆ†j ⊗ cˆ†j ] = 0 ∀i,j .
B. Bond dimensions
Let us shortly discuss the bond dimensions required for
matrix product representations of the canonical infinite-
temperature states. This is most transparently done in
an operator-space representation. In the following, we
will consider a bipartition of the lattice L∪R into a left
part L := [1, i] and a right part R := [i+ 1, L].
The required matrix dimensions Di of an accurate ma-
trix product representation (6) of %ˆc0,Q, or the correspond-
ing purification |%c0,Q〉, can be determined by writing it
as a sum of tensor product operators;
%ˆc0,Q ≡ 1Q =
∑
Q′
1
L
Q′ ⊗ 1RQ−Q′ , (14)
where 1LQ′ is the identity in the quantum number Q
′ sub-
space of subsystem L. Analogously, 1RQ′′ is the identity
in the quantum number Q′′ subspace of subsystem R.
For a bosonic or fermionic system withQ = N particles
(or a spin-s system with Q = N = Sztot+sL) and a bipar-
tition at a bond (i, i+1) sufficiently far away from the sys-
tem boundaries, the sum in the decomposition (14) would
contain N + 1 orthogonal terms, implying that we need
dimensionsDi = N+1 for the matrix product representa-
tions (6) of %ˆc0,N or the corresponding purification |%c0,N 〉.
For a cut at a bond (i, i + 1) close to the left boundary,
with (d−1)i < N , the sum would only contain (d−1)i+1
terms (the left subsystem can contain 0 to (d − 1)i par-
ticles), and a bond dimension Di = (d− 1)i+ 1 < N + 1
would hence suffice at such bonds. See Fig. 1. In essence,
for an exact matrix product representation of canonical
infinite-temperature states, the maximum bond dimen-
sion maxiDi increases linearly in the system size if we
keep the particle number density N/L fixed. In contrast,
grand-canonical infinite-temperature states (7) are prod-
uct states such that Di = 1 ∀i.
If one exploits symmetries as explained in section V,
the computation costs for the canonical ensemble at high
temperatures are actually lower than what one might
expect from the growth of the MPS bond dimensions
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Figure 1: Ranges (16) of possible left-block quantum numbers
Ni =
∑i
j=1 ni for a bosonic or fermionic system withNtot par-
ticles or a spin-s system with Ntot := S
z
tot + sL. The system
has L = 60 sites and the diagram displays quantum number
ranges for fillings Ntot = 30d˜ and Ntot = 15d˜, where d˜ = d−1
is the maximum possible or considered number of particles
per site – in particular, d˜ = 2s for spin-s. In matrix prod-
uct representations (15) of the infinite-temperature canonical
ensembles, every quantum number sector has dimension one
such that bond dimensions are Di = N
max
i − Nmini + 1. For
fixed filling Ntot/L, the maximum bond dimension is hence
proportional to L.
Di. According to the decomposition (14) of the infinite-
temperature state, every symmetry sector has dimension
1 such that the matrices A
ni,n
′
i
i in the matrix product
representation consist of Di blocks of size 1 × 1. Hence,
at high temperatures, computation costs do not scale as
D3i but are instead linear in Di.
C. Exact matrix product representation
Based on the decomposition
%ˆc0,Q =
∑
q1
1
{1}
q1 ⊗ 1{2,...,L}Q−q1 = . . . =
∑
q,
∑
i qi=Q
L⊗
i=1
1
{i}
qi ,
we can give an explicit matrix product representation of
the canonical infinite-temperature state. Here, 1GQ′ de-
notes the identity in the quantum number Q′ subspace
of the subsystem G. A valid matrix product representa-
tion is given by
%ˆc0,Q =
∑
n,n′
A
n1,n
′
1
1 A
n2,n
′
2
2 · · ·AnL,n
′
L
L |n〉〈n′|, (15a)
with [A
ni,n
′
i
i ]Q′,Q′′ = δni,n′iδQ′+q(ni),Q′′ . (15b)
Here, we have used Q′ and Q′′ as bond indices, which
label at the same time the total quantum numbers for
subsystems {1, . . . , i − 1} and {1, . . . , i}, respectively.
They are hence eigenvalues of Qˆ′ =
∑i−1
j=1 qˆj and Qˆ
′′ =∑i
j=1 qˆj . Using the matrices of the MPDO (15) in Eq. (6)
gives the infinite-temperature MPP |%c0,Q〉. The tuples
(q, q˜) of quantum numbers, assigned to bond indices of
the MPP as discussed in section V, are then simply
q(Q′) = q˜(Q′) = Q′ and q(Q′′) = q˜(Q′′) = Q′′. The
possible ranges of the indices and hence the matrix di-
mensions are easy to determine. As an example, consider
again a bosonic or fermionic system with Q = N parti-
cles or a spin-s system with Q = N = Sztot + sL. In this
case, Q′ = N ′ and Q′′ = N ′′ denote subsystem particle
numbers, obeying the constraints
max
(
0, N − (L− i+ 1)d˜) ≤ N ′ ≤ min (N, (i− 1)d˜),
max
(
0, N − (L− i)d˜) ≤ N ′′ ≤ min (N, id˜), (16)
where d˜ := d − 1 is the maximum (allowed) number of
particles per site. See Fig. 1. The MPP of the grand-
canonical infinite-temperature state, given in section IV,
can be considered as a special case of Eq. (15) through
assigning to all states the same trivial quantum number
q(ni) = Q = Q
′ = Q′′ = 0, such that all bond dimensions
are 1.
In the formulation above, the approach is generically
applicable. As a specific example, consider the Fermi-
Hubbard model which has local basis states |ni,↑, ni,↓〉
with occupation numbers ni,σ ∈ {0, 1}. Assume the
ensemble where the total number of electrons Nˆ =∑
i,σ nˆi,σ is fixed to N and the magnetization expecta-
tion value 〈Sˆztot〉 = 12
∑
i〈nˆi,↑ − nˆi,↓〉 is fixed by a mag-
netic field. The A-tensors of the corresponding infinite-
temperature state are then [A
(n↑,n↓),(n′↑,n
′
↓)
i ]N ′,N ′′ =
δn↑,n′↑δn↓,n′↓δN ′+n↑+n↓,N ′′ , where N
′ and N ′′ take inte-
ger values as specified in Eq. (16) with d˜ = 2.
D. Variational scheme using entangler
Hamiltonians
Earlier, it has been suggested to obtain the infinite-
temperature purifications |%gc0,α〉 ∈ H ⊗ H and |%c0,Q〉 ∈
HQ ⊗ HQ [Eqs. (7) and (10)] by DMRG ground-state
computations for so-called entangler Hamiltonians [36,
37]. Let us shortly explain this approach and point out
why, especially for the canonical ensembles, it should be
less favorable than the more direct generating procedures
described in sections VI A and VI C.
For grand-canonical infinite-temperature ensembles (7)
a variational computation is not really necessary. As
described in section IV, there is an explicit simple ma-
trix product representation with bond dimension Di = 1
∀i. If, however, for some practical reason, one needs to
prepare this infinite-temperature purification by a vari-
ational computation, this can be done by computing
|%gc0,α〉 ∈ H ⊗ H as the zero-energy ground state of the
Hamiltonian
Hˆgc =
∑
i
Pˆgci ,
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Figure 2: Variational approach to construct MPPs of canoni-
cal infinite-temperature states (10) in a DMRG ground state
computation with a so-called entangler Hamiltonian (17).
The figure shows the convergence to the closely related equal-
weight superposition |%˜c0,Q〉 in Eq. (18), which is the zero-
energy ground state of Hˆc [Eq. (19)]. Top: energy expec-
tation value 〈Hˆc〉. Bottom: fidelity measure 1 − |〈ψ|%˜c0,Q〉|.
Left: spin-1/2 chains of different lengths with magnetization
Sztot = 0. Right: bosons on 1D lattices with a maximum of
d˜ = 4 bosons per site and unit filling N/L = 1. Different
curves for the same system size L refer to different initial ran-
dom MPSs for the variational computation. Bond dimensions
have been fixed to those of the corresponding exact MPP rep-
resentations given in section VI C.
where 1−Pˆgci projects sites i of the primary system and
the auxiliary system onto the maximally entangled state∑
ni
|ni〉 ⊗ |ni〉aux occurring in Eq. (7).
Canonical infinite-temperature states (10) are less triv-
ial. In sections VI A and VI C, we have discussed two
direct approaches to generate |%c0,Q〉 ∈ HQ ⊗ HQ. As
suggested in Refs. [36, 37], an alternative procedure is
to compute |%c0,Q〉 variationally. In a somewhat modified
and generalized form, applicable to arbitrary systems,
this approach consists in computing the ground state of
the Hamiltonian
Hˆc :=
∑
i<j
Pˆci,j with Pˆci,j = 1− Xˆi,j (17)
in HQ⊗HQ. The positive semidefinite operators Pˆci,j  0
act on sites i and j of both the primary and the auxiliary
systems. Specifically, Xˆi,j denotes what we call a shuffle
operator,
Xˆi,j :=
∑
ni,nj ,n
′
i,n
′
j
q(ni)+q(nj)=q(n
′
i)+q(n
′
j)
|n′i, n′j〉〈ni, nj | ⊗ (|n′i, n′j〉〈ni, nj |)aux
Vq(ni)+q(nj)
,
where Vk :=
∑
ni,nj
δk,q(ni)+q(nj) is the dimension of the
two-site subspace with quantum number k. As will be
shown below, |%c0,Q〉 is the unique ground state of the
Hamiltonian (17) in the diagonal subspace
HdiagQ := span
{|n〉 ⊗ |n〉 | L∑
i=1
q(ni) = Q
} ⊂ HQ ⊗HQ
However, besides the complication of long-range inter-
actions and comparatively strong entanglement in |%c0,Q〉
which can cause a slow and computationally costly con-
vergence, there is another possible pitfall. If the varia-
tional MPS optimization to compute the ground state of
Hˆc is started with a state that happens to have no com-
ponent in the diagonal subspace HdiagQ , the optimization
would not converge to |%c0,Q〉, but to a state in the or-
thogonal complement of HdiagQ .
The latter problem can in fact be resolved by restrict-
ing the optimization to the diagonal subspace as follows.
Instead of computing the ground state |%c0,Q〉 of Hˆc in
HQ ⊗ HQ, we can compute the closely related equal-
weight superposition
|%˜c0,Q〉 :=
∑
n,
∑
i q(ni)=Q
|n〉 ∈ HQ (18)
(HQ is isomorphic to HdiagQ ), which, in the following, will
be shown to be the unique ground state of
Hˆc :=
∑
i<j
Pˆ ci,j with Pˆ
c
i,j = 1− Xˆi,j . (19)
This is the restriction of Hˆc to the diagonal subspace
HdiagQ with shuffle operators
Xˆi,j :=
∑
ni,nj ,n
′
i,n
′
j
q(ni)+q(nj)=q(n
′
i)+q(n
′
j)
|n′i, n′j〉〈ni, nj |
Vq(ni)+q(nj)
.
After computing the ground state |%˜c0,Q〉 of this Hamil-
tonian in MPS form |%˜c0,Q〉 =
∑
n A˜
n1
1 A˜
n2
2 · · · A˜nLL |n〉,
the MPP |%c0,Q〉 in the form (6) is obtained by defining
An,n
′
i := δn,n′A˜
n
i ∀i,n,n′ .
Let us discuss why the equal-weight superposition
|%˜c0,Q〉 is indeed the unique ground state of Hˆc in HQ. As
Hˆc is a sum of positive semidefinite operators Pˆ ci,j  0
[44], its smallest possible eigenvalue is zero, i.e., Hˆc  0.
Additionally, Hˆc|%˜c0,Q〉 = 0, such that |%˜c0,Q〉 is a ground
state of Hˆc. Furthermore, it is the unique ground state
according to the Perron-Frobenius theorem, applied to∑
i<j Xˆi,j in the basis {|n〉}, which is a Hermitian irre-
ducible non-negative matrix.
Figure 2 shows the convergence behavior of the vari-
ational computation of |%˜c0,Q〉. For the spin-1/2 chains,
one sees that the required number of DMRG sweeps in-
creases substantially with the system size L. For the
bosonic systems, the required number of sweeps does not
change as strongly with the system size.
7VII. COMPUTING QUANTUM NUMBER
DISTRIBUTIONS
The exact matrix product representations (15) of
canonical infinite-temperature states %ˆcβ=0,Q = 1Q allow
us to compute the weights pQ of quantum numbers Q in
any other MPDO %ˆ. With δQˆ,Q ≡ %ˆc0,Q, the probabilities
pQ can be obtained by evaluating Hilbert-Schmidt inner
products
pQ = 〈δQˆ,Q〉%ˆ = Tr(%ˆ %ˆc0,Q). (20)
As an example, let us consider the grand-canonical en-
semble (4)
%ˆ =
%ˆgcβ,α
Z
≡ e
−β(Hˆ+αQˆ)
Z
=
∑
Q
pQ
e−βHˆQ
ZQ
.
As described above, DMRG computations are often for-
mulated in terms of purifications instead of MPDOs.
With MPPs |%gc0,α〉 ≡ |1〉, |%gcβ,α〉, and |%c0,Q〉 ≡ |1Q〉, the
quantum number probability distribution is then given
by
pQ =
〈%ˆc0,Q|%gcβ,α〉
〈%gc0,α|%gcβ,α〉
.
Here, we have used the grand-canonical infinite-
temperature state to obtain the normalization factor
Z = Tr %ˆgcβ,α = 〈%gc0,α|%gcβ,α〉. Note that, whereas one em-
ploys the purifications |%gcβ/2,α〉 for the evaluation of ex-
pectation values at inverse temperature β [Eq. (5)], one
needs to go twice as far in imaginary time and use |%gcβ,α〉
for the evaluation of probabilities pQ at inverse temper-
ature β.
VIII. AN EXAMPLE
Let us exemplify the described matrix product tech-
niques for antiferromagnetic spin-1/2 Heisenberg chains
Hˆ =
L−1∑
i=1
Sˆi · Sˆi+1, (21)
where Sˆi = (Sˆ
x
i , Sˆ
y
i , Sˆ
z
i ). We consider zero magnetiza-
tion, i.e., magnetic field hz = 0 for the grand-canonical
ensemble and Sˆztot-eigenvalue Q = M = 0 for the canon-
ical ensemble. We do quasi-exact MPP/MPDO simula-
tions of both ensembles with imaginary-time step ∆τ =
1/16 and a truncation threshold P = 10
−14, which fixes
the matrix product bond dimensions dynamically as de-
tailed in Refs. [15, 26].
The upper panel of Fig. 3 shows the difference of the
energy densities for the two ensembles. It decays as
1/L, indicating that the two ensembles are equivalent
in the thermodynamic limit. The lower panel shows the
standard deviation of the energy density in the grand-
canonical ensemble. It decays as 1/
√
L. This 1/
√
L de-
cay is well-known from the theory of thermodynamics. It
follows from the fact that the energy is extensive and that
its derivative with respect to the inverse temperature β,
which is intensive, yields the energy variance.
∂
∂β
〈Hˆ〉gc = O(L) and
− ∂
∂β
〈Hˆ〉gc = 〈Hˆ2〉gc − 〈Hˆ〉2gc = ∆E2gc, (22)
such that ∆Egc/L = O(1/
√
L) [45].
The decay of the energy density difference ∼ 1/L
shown in the upper panel of Fig. 3 can be explained as fol-
lows. According to thermodynamics, the standard devia-
tion of the magnetization ∆Mgc/L in the grand-canonical
ensemble decays as 1/
√
L, just like ∆Egc/L in Eq. (22).
Beyond that, the appropriately rescaled magnetization
probability density converges in the thermodynamic limit
such that pM → g(M/
√
L)/
√
L. Using the technique
described in section VII, we have computed the magne-
tization probabilities pM in the grand-canonical ensem-
ble. The results are displayed in Fig. 4. The scaling
function g is approximately of Gaussian shape for the
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Figure 3: MPP simulations of the canonical and grand-
canonical ensembles for zero magnetization, which are equiv-
alent in the thermodynamic limit. For the antiferromagnetic
spin-1/2 Heisenberg chain (21), the upper panel shows the
difference of the energy densities for the two ensembles that
decays as 1/L with the system size L. The lower panel shows
the standard deviation of the energy density in the grand-
canonical ensemble. As is known from thermodynamics, it
decays as 1/
√
L.
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Figure 4: Probability distribution pM [Eq. (20)] of the total
magnetization M in the grand-canonical ensemble e−βHˆ/Z =∑
M pMe
−βHˆM /ZM for antiferromagnetic spin-1/2 Heisen-
berg chains (21) without magnetic field, computed with
MPDO simulations as described in section VII. The properly
rescaled distribution (M,pM )→ (M/
√
L, pM/
√
L) converges
in the thermodynamic limit L→∞.
considered temperatures. We have also computed the
energies EM = Tr(Hˆ %ˆ
c
β,M )/ZM in canonical ensembles
for total magnetizations M . As shown in Fig. 5, the en-
ergy density EM/L as a function of the magnetization
M/L converges with increasing L. Because the global
ground state of the isotropic Heisenberg antiferromag-
net (21) has zero magnetization, the energy density has
a minimum at M = 0 for the considered temperatures.
Due to the global spin-flip symmetry, the scaling func-
tion is symmetric around M = 0 and is found to be of
the form EM=0/L + κ(M/L)
2. Combining these obser-
vations, we find for the difference of the canonical and
grand-canonical energy densities that
〈Hˆ〉gc − 〈Hˆ〉c
L
=
∑
M
pM
EM − EM=0
L
→ κ√
L
∫
dM g
(
M√
L
)(
M
L
)2
=
κ
L
∫
dx g(x)x2
which explains the 1/L scaling in the upper panel of
Fig. 3.
The same 1/L scaling of the energy density difference,
(〈Hˆ〉gc − 〈Hˆ〉c)/L ∼ 1/L,
occurs for nonzero magnetizations, i.e., if we compare the
canonical ensemble e−βHˆM˜ /ZM˜ for total magnetization
M˜ to the grand-canonical ensemble with magnetic field
hz chosen such that 〈Sˆztot〉gc = M˜ . In that case, EM −
hzM has its minimum at M = M˜ and the probability
distribution converges like pM → g˜
(
(M − M˜)/√L)/√L.
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Figure 5: Energy densities EM/L of canonical ensembles
e−βHˆM /ZM for antiferromagnetic spin-1/2 Heisenberg chains
(21), computed with MPP simulations. The energy density
EM/L as a function of the magnetization M/L converges in
the thermodynamic limit L → ∞. The energy densities for
the different temperatures have minima at M = 0 as this
is the ground-state sector. Due to the equivalency of en-
sembles, limL→∞EM=0/L coincides with the energy density
limL→∞Egc/L of the grand-canonical ensemble e−βHˆ/Z for
zero magnetization 〈Sˆztot〉gc = 0.
IX. CONCLUSIONS
It is straightforward to compute an MPP/MPDO of
a grand-canonical ensemble, as the infinite-temperature
state is simply a product state and has hence a matrix
product representation with bond dimension 1 (Sec. IV).
For systems with symmetries it can be computation-
ally beneficial to work instead with canonical ensembles.
While, for a system with a conserved quantity Qˆ, grand-
canonical ensembles obey [Qˆ, %ˆgcβ,α] = 0, canonical ensem-
bles obey %ˆcβ,QQˆ = Qˆ%ˆ
c
β,Q = Q%ˆ
c
β,Q. This can be used to
reduce computation costs substantially (Sec. V). Some-
times, canonical ensembles also better reflect experimen-
tal conditions (e.g., fixed particle number in experiments
with ultracold atoms). To compute matrix product rep-
resentations of canonical ensembles is somewhat more
complicated as the corresponding infinite-temperature
states are nontrivial. We have described and discussed
different techniques to generate these states in matrix
product form (Sec. VI). The cleanest way is certainly
to directly use the exact matrix product representation
(15). If this is not feasible for practical reasons, one
can alternatively generate canonical infinite-temperature
states by applying MPOs multiple times to vacuum-type
states (Sec. VI A) or by doing variational computations
with entangler Hamiltonians (Sec. VI D). In the latter
case, one should either work in the diagonal subspace or
make at least sure that the initial state for the variation
has components in the diagonal subspace.
9Another useful application of the constructed canon-
ical infinite-temperature states in matrix product form
is to study probability distributions of global quantum
numbers in mixed states (MPDOs). To this purpose one
needs to evaluate corresponding Hilbert-Schmidt inner
products (Sec. VII).
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