We introduce a locus on the moduli space of odd spin curves that we call the caustic. The caustic parametrizes spin curves with spinors having one pole and a triple zero. The codimension of this locus is one, thus it is a divisor. We express the class of this divisor in the rational Picard group via the set of standard generators.
Introduction.
Consider a smooth projective curve C with a spin line bundle L → C such that h 0 (C, L) = 1. Let p ∈ C be a zero of the corresponding spinor (i.e. the holomorphic section of L). Let f : C → P H 0 (C, L(p)) ∨ be the map that maps a point on C to the hyperplane in H 0 (C, L(p)) consisting of sections that vanish at this point. Riemann-Roch formula implies that h 0 (C, L(p)) = 2, thus P H 0 (C, L(p)) ∨ ≃ P 1 and we can identify f with a meromorphic function on C. Generically f has 4g − 2 simple critical points (and one of them is p). Our goal is to study the divisor class of the locus consisting of spin curves (C, L) such that f has less than 4g − 2 critical points for some choice of p. In particular we derive a formula expressing this class in terms of the standard generators of the rational Picard group of the moduli space of spin curves.
Let us introduce the necessary notation. Denote the moduli space of smooth odd spin curves by S − g and its compactification by S − g . Consider the locus
The closure of V in S − g consists of two irreducible components Z g and C g . The first one, Z g , parametrizes the spinors with multiple zeros. The class of Z g in Pic(S − g ) ⊗ Q was computed by G. Farkas in [8] . Following Arnold we call the second one caustic. We have the following Theorem. Let g ≥ 5 and λ, α j , j = 0, . . . , g − 1, β 0 be the standard generators of the rational Picard group Pic(S − g ) ⊗ Q. The following formula holds:
2 + 76g − 68 λ − For the definition of generators of the Picard group see the next section.
Let us outline the idea of the proof. Consider the variety S − g,2 ⊂ M g,2 × Mg S − g which is the closure of the locus parametrizing quadruples (C, L, p, q), where p is a zero of a spinor and q is a critical point for C → P H 0 (C, L(p)) ∨ and q = p. The forgetful map φ : S − g,2 → S − g is a (g − 1)(4g − 3)-sheeted branched cover away from the locus where h 0 (C, L) > 1. We will always assume that p is the first marked point and q is the second one.
Note that holomorphic sections of L(p) are in a natural correspondence with square roots of abelian differentials with zeros of even order and possibly a pole of order 2 at p. We introduce a line bundle T → S − g,2 whose fiber over a generic (C, L, p, q) is spanned by differentials with a pole of order 2 at p and a zero of order 4 at q and all zeros of even order. Note that such a differential is unique up to a constant for a generic C. Thus this defines T over an open subset of S − g,2 , and we will see that T can be extended to the whole S − g,2 .
Denote by L q → S − g,2 the pullback from M g,2 of the tautological line bundle whose fibers are the cotangent lines to the second marked point. We have a natural homomorphism T → L ⊗5 q , which is defined by ω → Res z=0 ω z 5 , where ω ∈ T (C,L,p,q) and z is a local coordinate on C with z(q) = 0 . The projection of its degeneration locus under the forgetful map φ consists of C g and some boundary components. This allows us to express the class of C g in terms of det φ * L q , det φ * T and the boundary divisors, and if we find expressions for classes of φ * L q and φ * T and coefficients of boundary divisors then we are done.
To express det φ * T in terms of the standard generators we consider the homomorphism
is the pullback of the tautological line bundle whose fibers are the cotangent lines to the first marked point. This homomorphism is defined similarly to the previous one by ω → Res z=0 zω. The projection of its degeneration locus consists of C g , Z g and some boundary components. The class of det φ * L p can be computed by a simple arguments the explicit formula for [Z g ]. Therefore the formula for the class of det φ * T follows from the formula for Z g ( [8] , see also [2] ) and the computation of the coefficients of the boundary divisors.
To compute the class of det φ * L q we use theta functions. Namely we construct a holomorphic section of the line bundle λ ⊗ T ⊗ L p ⊗ L q and compute its divisor explicitly. Since the class of det φ * (T ⊗ L p ) is known from the above mentioned arguments, we get obtain the formula for the class of det φ * L q .
The paper is organized as follows. In Section 2 we remind basic facts about the moduli space of spin curves and its Picard group. In Section 3 we analyze the asymptotic behaviour of the linear system |L + p|, define T and homomorphisms from it to L ⊗(−1) p and L ⊗5 q , and compute the degeneration loci of these homomorphisms. Finally, in Section 4 we construct the section mentioned above using theta functions, compute its divisor and drive the formula for [C g ].
Moduli space of odd spin curves
Let M g , g ≥ 3, be the moduli space of smooth genus g algebraic curves. Let M g be its DeligneMumford compactification. The boundary M g M g consists of
where ∆ 0 is the closure of the locus of irreducible curves with one node and ∆ j for j ≥ 1 is the closure of the locus of reducible one-nodal curves such that two irreducible components are of genuses j and g − j.
The moduli space S − g of smooth odd spin curves is a degree 2
The cover is extended to a branched cover of M g by the Cornalba compactification S − g of S − g ramified over ∆ 0 . Cornalba compactification. A nodal curve C is called quasi-stable if it satisfies two conditions: 1) Any rational component E of C intersects C E at two or more points; 2) Any two rational components
Rational component E of C intersecting C E at exactly two points is called exceptional. Following [3] we define a spin curve as a triple (C, η, β) consisting of a quasi-stable curve C, a line bundle η of degree g − 1 on it and a homomorphism β : η ⊗2 → ω C with the following properties:
1) η is of degree one on every exceptional component of C; 2) β is not zero on every non-exceptional component of C. The parity of the spin curve (C, η, β) is the parity of dim H 0 (C, η). The parity is invariant under continuous deformations (see [13] or [1] ).
An isomorphism between (C, η, β) and (C ′ , η ′ , β ′ ) is an isomorphism σ : C → C ′ such that σ * η ′ and η are isomorphic and the following diagram
is commutative, where φ is an isomorphism between η and σ * η ′ . The moduli space S − g consists of all equivalence classes of odd spin curves under such isomorphisms.
Introduce the projection ρ : S − g → M g which maps (an equivalence class of) a triple (C, η, β) to (an equivalence class of) a curveC, whereC is obtained from C by contracting all exceptional components to points.
Rational Picard group of S
Description of A j for j = 0. Note that there are no spin curves (C, η, β) with a reducible one-nodal base curve C, since the relative dualizing sheaf ω C on a reducible curve with one node being restricted to each component must be of odd degree (see [3] , [8, p.5] for more details).
Let (C, η, β) be a spin curve such that C = C − ∪ E ∪ C + where C − and C + are smooth curves of genus j and g − j respectively and E is an exceptional component. The divisor A j parametrizes the closure of the locus of such curves with the property that η restricted to C − is odd.
Description of A 0 and B 0 . Contrary to the case j = 0, a spin curve (C, η, β) for which ρ(C, η, β) is an irreducible one-nodal curve, does not necessarily have exceptional components. Let A 0 parametrize the closure of the locus of spin curves with one-nodal irreducible underlying curve and B 0 parametrize the closure of the locus of reducible spin curves (with an exceptional component) that are mapped to ∆ 0 by ρ.
Recall that ρ has simple branching along B 0 and is unramified on S − g B 0 . Denote by α j the class of A j and by β 0 the class of B 0 in the rational Picard group Pic(S − g )⊗ Q respectively. Let λ be the pullback of the Hodge class on M g under ρ. The Picard group is generated by these classes:
3 Asymptotics of |L + p|.
Let us first of all define the bundle T → S − g,2 . Consider the universal curve π 2 :
g,2 , blowed up along singularities (we will see below that it has A 2 type singularities). We have two sectionsp,q : S − g,2 → CS − g associated with marked points. Given a point (C, L, p, q) ∈ S − g,2 such that C is smooth and h 0 (C, L) = 1 we associate with it points x 1 , . . . ,
The bundle T is defined as the pushforward (π 2 ) * (ω C (D)). The sheaf ω C (D) can be identified with the sheaf of sections of ω C having a double pole atp(S − g,2 ) and zeros of order at least 2 at V and at least 4 atq(S − g,2 ) respectively. Thus generic fibers of T are naturally identified with spaces of meromorphic differentials having a double pole at p, zero of order 4 at q and all other zeros of even order. Now we are going to describe the local behavior of the linear system |L + p|. Let π : CS − g → S − g be the universal spin curve. Consider a small simply-connected neighborhood of the origin U ⊂ C and an inclusion U ֒→ S − g with image transversal to the boundary and intersecting exactly one of the boundary components at 0 ∈ U. Let E → U be the pullback of π. Then the fiber of E over 0 ∈ U is a one-nodal irreducible curve or a curve with two nodes and one exceptional component. In the former case there exists a neighborhood in E of the nodal point of the central fiber isomorphic to {(x, y, ε) ∈ U 3 | xy = ε}, and in the latter case a neighborhood of the exceptional component isomorphic to the blow up of {(x, y, ε) ∈ U 3 | xy = ε 2 } at the origin. Functions x and y provide local coordinates on each fiber of E which we call plumbing coordinates.
Consider the familyẼ = φ * E → φ −1 (U) =Ũ . This family is not necessary smooth. We will see below that this can indeed be the case, butẼ can have only A 2 singularities. The familỹ E is smooth if restricted toŨ {0}Ẽ , and its fiber over t is a quadriple (C t , L t , p t , q t ), where (C t , L t ) is a smooth spin curve, p t is a zero of the corresponding spinor and q t is a double point of the one-dimensional linear system |L t +p t |. We assume that h 0 (C t , L t ) = 1 for all t ∈Ũ {0} and E ∩ (Z g ∪ C g ) = ∅. Let ω :Ũ → T |Ũ be a non-vanishing section (recall that U is simply connected, thus such a section exists). The section ω gives the rise of holomorphic family of meromorphic differentials ω t on C t , such that ω t is non-zero restricted to some irreducible component of C t . We will use this notations throughout this section.
Asymptotics near
We claim that p 0 and q 0 do not belong to the exceptional component. It is true for p 0 because zeros of spinors of L t do not converge to points on E. Thus we have to verify that q 0 does not belong to the exceptional component. For convenience let us call points lying on an exceptional component exceptional points. We have two cases: 1) Suppose that p 0 ∈ C − . Then it belongs to the unique divisor in the linear system |L − |. Note that the linear system |L − + p 0 | generically contains 4j − 2 divisors with double points and 4j − 3 of this points can be limits of q t , since q t cannot converge to p 0 , because p 0 is a simple critical point. The nodal point on C 1 can be chosen generically, thus we can assume that all this double points do not lie on the exceptional component.
Suppose now that q 0 / ∈ C − . If q 0 ∈ C + then it must belong to the linear system |L + + kp + |, where p + is the nodal point. Choose the minimal k, we have k ≥ 2. If k > 2 then each onedimensional subsystem of |L + + kp + | has more than 4(g − j) double points which contradicts with the condition that there are only 4g − 3 ways to choose q t . Thus k = 2, and there are 4(g − j) double points on C + {node}. Therefore q 0 / ∈ E. 2) Suppose that p 0 ∈ C + . Then it belongs to the unique divisor of the linear system |L + +p + |. Note that p + and p 0 are double points of |L + + p + + p 0 |. Thus |L + + p − + p 0 | has 4(g − j) − 1 non-exceptional double points one of which is p 0 . But q t cannot converge to p 0 therefore we have 4(g − j) − 2 possible non-exceptional limits on C + for q t . The arguments similar to above ones imply that there are 4j − 1 possible limits for q t on C − which are non-exceptional double points of |L − + 2p − |. Since there are 4g − 3 ways of choosing q t for fixed t we see that the limit of q t must be non-exceptional.
To finalize our analysis note that φ :Ũ → U is of degree one in this case.
In this case C 0 = C/ p − ∼p + for some smooth genus g − 1 curve C. Denote by L the pullback of L 0 to C. We suppose that p − and p + are chosen generically. The point p 0 belong to the unique divisor of |L+ (p − +p + )+p 0 | has 4g − 4 double points with p 0 being one of them, thus q 0 can be exceptional. Since there are only 2 double points which belong to the node in the limit, E may have only A 2 singularity.
To examine exceptional q 0 let us consider two families a t , b t ∈ C t of points such that a 0 and b 0 do not belong to the same divisor in |L+
We have a family of maps |L t + p t | :
in such a way that (a t , b t , p t ) goes to (0, 1, ∞) and consider a map
which commutes with the projection toŨ and restricted to C t is equal to |L t + p t | :
There exists a neighborhood U of p − inẼ such that F | U is a double cover. The branching divisor of F | U corresponds to the family q t with exceptional q 0 . Suppose thatẼ is smooth, thenŨ → U is one-to-one and the branching locus of F is not smooth, because we have two way to choose q t → q 0 . This is impossible since the branching divisor of double cover is always smooth, thereforeẼ has indeed the A 2 singularity, and φ :Ũ → U is a double cover branched at the origin. The familyẼ is locally isomorphic to {(x, y, ε) ∈ C 3 | xy = ε 2 } with F (x, y, ε) = (x − y, ε).
Asymptotics near B 0 .
In this case C 0 = C ∪ E, where E is rational, C is smooth of genus g − 1 and C ∩ E = {p − , p + }. We assume that p − and p + are generic. Denote by L the pullback of L 0 to C and recall that L is an odd spin bundle. We have four cases:
1) The points p 0 and q 0 are not exceptional. Then p 0 is a zero of a spinor corresponding to L and q 0 belongs to the linear system |L + p 0 |. This system has 4g − 7 double points.
2) Only q 0 is exceptional. Arguments similar to above imply that E has A 2 singularities at p − or p + , and we have two double points of |L t + p t | converging to p − and two to p + .
3) Only p 0 is exceptional. Then q 0 is a double point of |L + p − + p + |. There are 4g − 4 such points.
4) Both p 0 and q 0 are exceptional. In cases 1), 3) and 4) E is smooth and φ :Ũ → U is of degree one.
3.4 Homomorphisms. 
e,e 0 = {(C ∪ E, L, p, q) ∈ φ −1 (B 0 ) | both q and p are exceptional}.
On M g,2 we have the divisor corresponding to the closure of the locus of curves of the form (C ∪ P 1 , p, q), where C is a smooth genus g curve, and p and q lie on the rational component. Denote by X g its pullback to S − g,2 .
LetZ g be the divisor on S − g,2 parametrizing points (C, L, p, q) such that (C, L) ∈ Z g and q corresponds to the double zero of the spinor. Note that X g ⊂Z g . LetC g be the divisor on S − g,2 parametrizing points (C, L, p, q) such that (C, L) ∈ C g and q corresponds to the point of multiplicity 3.
converges to a non-zero differential on C + with a double pole at p + ∈ C + and even zeros as ξ ∈ E converges to ξ + ∈ C + ⊂ E in transe direction. If ξ → C − then ω t (ξ) converges to a non-zero differential with even zeros, double pole at p 0 .
converges to a non-zero differential with a pole of order 4 at p + ∈ C + and even zeros as ξ ∈ E converges to ξ + ∈ C + ⊂ E. If ξ → ξ − ∈ C − then ω t (ξ) converges to a non-zero differential with even zeros, a double pole at p 0 and a double zero at p − .
converges to a non-zero differential with a pole of order 4 at p − ∈ C − and even zeros as ξ ∈ E converges to ξ − ∈ C − ⊂ E. If ξ → ξ + ∈ C + then ω t (ξ) converges to a non-zero differential with even zeros, a double pole at p 0 and a double zero at p + .
converges to a non-zero differential with double poles at p + ∈ C + and p 0 and even zeros as ξ ∈ E converges to ξ + ∈ C + ⊂ E. If ξ → ξ − ∈ C − then ω t (ξ) converges to a non-zero holomorphic differential with even zeros.
Proof. Consider the expansion of ω t in plumbing coordinates:
To prove the asymptotics in the case (−−) note that for some l the differential t l ω t converges to a non-zero meromorphic differential on C − regular at p − . This is true because we know its zeros: they correspond to the divisor of the linear system |L − + p 0 | passing through q 0 . Then the expansion above implies that if ω t vanishes with the order l along C − then it vanishes with the order at least l + 1 along C + . In fact the order is equal to l + 1, which can be deduced from the order of a zero of ω 0 | C + at the node which we know. Since ω 0 is non-zero, then l = 0.
The case (−+). Choose l such that t l ω t converges to some non-zero differential on C + . From the analysis in Subsection 3.1 we know that the limit differential has a pole of order 4 at p + . From this observation and the expansion (3.1) it follows that the divisor of ω is equal to
, thus l = 3 and lim
The case (+−) is similar to the previous one. The case (++). Suppose that t l ω t converges to a non-zero differential of C + . Since it must have a double pole at p + , using the expression (3.1) we get that the divisor of ω is equal to
This completes the proof of (++).
0 then ω 0 is a non-zero differential on C with even zeros, simple poles at p − , p + and a double pole at p 0 . e) If (C 0 , L 0 , p 0 , q 0 ) ∈ A e 0 then ω 0 is a non-zero differential on C with a double pole at p 0 , simple zeros at p − and p + and other zeros of even order.
Proof. The proof follows easily from the analysis in Subsection 3.2.
s,s 0 then ω 0 is a meromorphic differential on C with even zeros an the only pole at p 0 of order 2.
s,e 0 then ω 0 is a meromorphic differentials on C with double pole at p 0 and a zero of order 2 (Z g ) ∩ V. Therefore we can extend h p toZ g X g in such a way that it has a zero of order 2 on along an open dense subset ofZ g X g .
Suppose now that (C, L, p, q) ∈ X g . Then we can find a neighborhood V of p and two functions z, t on V such that
for some a = 0. Thus we can extend h p to X g in such a way that it has a zero of order 2 on along an open dense subset of X g . Since X g ⊂Z g , this explains the first two terms in the right-hand side of (3.2) . Let us now analyze what happens near the boundary of S − g,2 . We start with φ −1 (B 0 ) and use the plumbing familyẼ →Ũ constructed above together with the section ω :Ũ → T |Ũ , which we associate with a family of differentials {ω t } t∈Ũ .
Suppose that the fiber (C 0 , L 0 , p 0 , q 0 ) ofẼ corresponds to a generic point of B
e,s 0 be a generic point. Consider the local expansion of ω t in plumbing coordinates xy = t 2 :
We have
Since a(0) = 0 (this inequality follows from Lemma 3.3), we see that h p can be extended to B e,s 0 as a non-trivial homomorphism between T (−B e,s 0 ) and
e,e 0 is generic. Consider once again the expansion (3.3). We know that x(q t ) = t(b + O(t)) for some b = 0 and ω t has a zero of order 4 at q t . Substituting x(q t ) in (3.3) and using the fact that ω t has a zero of order 4 at q t we get that the limit lim t→0 t −2 a(t) exists and is non-zero. Thus using (3.3) once again we see that h p can be extended A ++ j appears in (3.2) as a consequence of Lemma 3.1.
Lemma 3.5. There exists a non-trivial homomorphism
(3A 
for some a = 0, and div t = π −1
2 ((C g ) ∩ V. Therefore we can extend h p to an open subset ofC g such that it has a zero of order 2 there. Suppose now that (C, L, p, q) ∈ X g . Then we can find a neighborhood V of p and z, t such that
for some a = 0. Thus we can extend h q to an open subset of X g such that it has a zero of order 5 there. This explains the appearance of the first two terms in the right-hand side of (3.2) .
Let us now analyze the behavior of h q near the boundary of S To proceed we use the plumbing familyẼ →Ũ constructed above and the section ω :Ũ → T |Ũ , which we associate with a family of differentials {ω t } t∈Ũ .
Suppose that the fiber (C 0 , L 0 , p 0 , q 0 ) ofẼ is a generic point in B 
s,e 0 be a generic point. Consider the local expansion of ω t in plumbing coordinates xy = t 4 :
Suppose without less of generality that ω 0 |C has a zero of order 2 at p − . Then c 3 (0) = 0 and together with the fact that ω t has a zero of order 4 at q t we compute the coefficient at B
s,e 0 in (3.4).
e,e 0 . Consider once again the expansion (3.3):
We know that x(q t ) = t(z + O(t)) for some z = 0 and ω t has a zero of order 4 at q t . These observations together with (3.3) yelds the coefficient before B
e,e 0 . If (C 0 , L 0 , p 0 , q 0 ) belongs to A s 0 , then Lemma 3.2 immediately implies that h q can be extended to the fiber over (C 0 , L 0 , p 0 , q 0 ) and do not vanish there.
Finally, consider the case (C 0 , L 0 , p 0 , q 0 ) ∈ A e 0 . From Lemma 3.2 we get for the coefficients of the expansion
we have c 2 (0) = 0 and t −4 c −2 (t)| t=0 = 0. Together with the fact that ω t has a zero of order 4 at q t this gives us the coefficient before A e 0 in (3.4).
Theta functions construction.
Consider a smooth curve C of genus g with a fixed Torelli marking ρ (i.e. a symplectic basis in H 1 (C, Z)). Let θ[α] be a theta function with an odd characteristic α on the Jacobian of C. The prime form is defined as
where A : Div 0 (C) → Jac(C) is the Abel map and ς α (x) = (d y θ[α](A(x − y))| x=y ) 1/2 is the spinor corresponding to α. One can easily check that E is a holomorphic section of the line
where π i is a projection to the i-th factor, δ(x, y) = A(x − y) and L 0 → C is a spin bundle with zero characteristic. It does not depend on the choice of α but does depend on the choice of the Torelli marking.
Let now (C, L, p, q) represents a point in S − g,2 with C smooth, and consider a meromorphic differential ω on C representing a point in the fiber T | (C,L,p,q) . The following proposition provides a formula for ω in terms of the theta function.
Proposition 4.1. There exists a constant c ∈ C such that
where η is the theta characteristic corresponding to L. If h 0 (C, L) > 1 then the left-hand side is equal to zero. 
Proof. The transformation law of the theta function (see [12] ) implies that ς is indeed a section of the above line bundle over a dense open subset of S Lemma 4.1. The section ς has the following divisor: Proof. It is clear that ς does not vanish outside the divisors appearing in the right-hand side of (4.3). Consider a point (C 0 , L 0 , p 0 , q 0 ) ∈ X g such that h 0 (C 0 , L 0 ) = 1. Take a neighborhood V of q in the universal curve and a function z : V → C such that div z · φ −1 (C, L, p, q) = q for each (C, L, p, q) ∈ π(V). Let t be a function on π(V), which gives a coordinate in a transversal direction to X g . Then there exists a trivialization u of T | π(V) such that u • ς(C, L, p, q) = t 5 ((z(q)/t − 1) dz(q)/t) 2 dz(p)/t.
Thus ς has a zero of order 5 along X g . Similar arguments show that ς has a zero of order 2 alongZ g X g . Since X g is an irreducible component ofZ g this explain the first two terms in the expression for div ς. The other ones follow directly from asymptotics of the theta function under degenerations of the curve. We know that 2F = ) ⊗ Q (see [8] ). This completes the proof. 
