We show how to solve certain systems of linear equations. The ingredients of this approach are two. First is the idea of the inverse function to a function. The second idea is Gauss elimination and the ideas around Gauss elimination such as rank. The ideas that come up along the road will be used often. Definition 1. Let
Example 2. The function
does not have an inverse because f only takes on positive values. If we start with x = −1 then there is no way to define g(−1) while staying in the real numbers so that f • g(−1) = −1.
Let R ≥0 denote the set of non-negative real numbers.
Example 3. The function
does not have an inverse. Look at the sequences
There is no way of defining g(4) since you want g(4) = +2 and you want g(4) = −2.
From these two examples we see that a function f : S −→ T has an inverse implies that 1. for all t ∈ T , there is an s ∈ S so that f (s) = t, and 2. if s 1 , s 2 ∈ S, s 1 = s 2 , then f (s 1 ) = f (s 2 ).
In terms of equations this says thatf is invertible implies that there is a unique solution to an equation f (x) = t.
Definition 2. A function f : S −→ T is invertible if it has an inverse.
We look at systems of linear equations and turn them into a matrix equation. We wish to find a way of deciding if the function defined by a matrix has an inverse, that is, if it is invertible. Let A be an n × n matrix. If A has an inverse, it must satisfy 1. Every equation of the form AX = B for all B ∈ R 2 has a solution.
2. Every equation of the form AX = B has exactly one solution.
Example 4. Let
To answer the question does AX = B have a solution for all B ∈ R 3 we start with the augmented matrix
After partial Gauss elimination we obtain
From this we see that the system does not always have a solution. To have a solution we must have c − 2a − b = 0. More generally if we start with a matrix with more rows than columns this will always happen. We conclude that in order for a matrix of size n × m to be invertible we must have n ≤ m. More concretely, for a system of linear equations of the form AX = B to have a solution for all B we must have the number of equations has to be less than or equal to the number of variables.
Example 5. Let
We ask does the system of equations AX = B always have a unique solution. To answer this we examine the augmented matrix 1 −2 3 a 2 3 1 b .
Upon partial Gauss elimination we get
We see that this set of linear equations never has a unique solution. There is a variable that we can choose freely. If the matrix A has size n × m and n ≤ m, this will always happen. Given a matrix A of size n × m, for all systems AX = B to have a unique solution we must have n ≥ m. We conclude that for a matrix of size n × m to be invertible we must have n ≥ m.
Example 6. It is not sufficient for a matrix to be size n × n to insure it is invertible. Let We see that there will be equations that we can not solve and those that do not have unique solutions. If there were n leading ones these phenomena would not arise. Thus for a matrix to be invertible we need the rank to be n. We conclude that for a matrix of size n × n to invertible, its rank must be n.
Theorem 7. For a matrix A of size n × m to be invertible it is necessary and sufficient that n = m and the rank be equal to n.
Inverse can easily be calculated, although the calculation often becomes very long, even for computers. We do an example. Let
To compute the inverse of A we set up an augmented matrix. The left side of the matrix is our matrix A, while the right side is the identity matrix of the same size as A. One should check that this is the inverse matrix by computing the product AB.
We use this to solve the system of linear equations
We write this system as We conclude that x = 1, y = −7, z = 2 is the solution to this liner system of equations.
