Operating an Agilent 7700X ICP-MS spectrometer under robust plasma conditions (1550 W) with a He-filled octopole collision cell and analysing solutions (<2000 μg·g −1 total dissolved solids) still suffered analyte peak suppression due to matrix effects. International reference rocks BCR-1, BHVO-1, AGV-1, G-2 and BCR-2 all showed count rate reductions for 36 elements (mass range 7 Li to 238 U) averaging ~10% but with no dependence on isotope mass. Use of an internal standard ( 103 Rh) and/or using a ten-fold dilution of sample solutions reduced these effects but problems with reduced count rates combined with larger errors for some elements introduced other problems. The best approach was to normalise the count rates for each element in the other samples against those for BCR-1 as an external standard; thus the count suppression due to the matrix effect is corrected for each individual element. This approach provides standardization "traceability" in line with the ERM ISO/IEC requirement. Experiments are also reported on quantifying the proportions of Ba and selected REE oxide/hydroxide components versus parent isotopes (XO/X and XOH/X). This information is essential for correcting peak interferences on higher mass number REE for the rock samples, and equations are developed to use measured CeO/Ce and CeOH/Ce ratios to predict such values for any other member of the REE suite. Concentrations obtained show excellent agreement with recommended values for the international reference materials especially for the REE. Robust data are also provided for two other standard rocks: nepheline syenite STM-1 and quartz syenite CAAS-1; the latter shows exceptional enrichments of Zr, REE, Th, and U.
Introduction
In recent years Environmental and Earth Science research programmes have benefitted greatly from the application of Inductively Coupled Plasma Mass Spectrometric (ICP-MS) trace element analyses (Potts, 1987; Jenner et al., 1990; Linge & Jarvis, 1997; Makishima & Nakamura, 2006; Chauvel et al., 2010) . Note that some laboratories use specialised procedures involving element separation, isotope dilution, micro-flow injection, or multi-stage internal standardisation (e.g., Makishima & Nakamura, 2006) . In a wide-ranging annual review of new atomic-spectrometry developments, Evans et al. (2018) include discussions of ICP-MS techniques that provide higher nebulization efficiencies and the ability to analyse slurries and suspensions of nanoparticles. Evans et al. (2018) also report the recent development of "triple Q (uadrupole)" techniques (ICP-QQQ-MS) aimed at further elimination of spectroscopic interferences. However, in a biennial review of key recent analytical developments, Linge et al. (2017) comment "Many fundamental aspects of ICP-MS are still only understood in a qualitative sense, despite some 40 years of research…"
The School of Earth and Environmental Sciences (SEES), University of Manchester, currently operates Agilent 7500cx and 7700x spectrometers fitted with octopole He collision cells (ORS) and high matrix introduction (HMI) accessories which ought to combine to reduce polyatomic/isobaric interferences and non-spectroscopic effects resulting from changes in plasma conditions and to element count rates being suppressed or enhanced depending on the nature of the matrix composition of the solutions being studied. The latter are known as "matrix effects". Most samples analysed currently are ground waters, rice grains and other "environmental" samples, or are nitric acid solutions prepared from the residues of HF acid digestion of terrestrial aluminosilicate rocks and meteorites which contain up to 1000 -2000 μg·g −1 of total dissolved solids (TDS; i.e.
-0.2 wt%).
Over the years one of us (CMBH) has carried out research on Li-mica granitic rocks from S.W. England which are enriched in "rare" elements typical of Nd (Foland et al., 1993; Landoll, 1994) and such data provide a useful yardstick for assessing the reliability of the new ICP-MS data. Also analysed in this work were international standard reference materials United
States Geological Survey (USGS) rocks BCR-1, BHVO-1, AGV-1, G-2, BCR-2, STM-1 and Canadian syenite CAAS-1). We will use the International Association of Geoanalysts terminology (www.geoanalyst.org/standard-reference-material/)
to refer to these international rock "standards" as "reference materials".
In analyses carried out in 2017 we attempted to avoid using an internal standard but during data-reduction we found that the ICP-MS data for solutions having dilution factors (DF) of 500 (TDS < 2000 μg·g −1 ) generally gave lower concentrations than those for the most reliable elements determined by XRF (e.g., Ni, Ba, Ce) and ID (e.g., Nd, Sm) for the same Marangudzi rocks while the BCR-1, BHVO-1, AGV-1, and G-2 samples normalised to the recommended concentrations for most elements gave slightly lower ratios (e.g., REE ~0.90 ± 0.05) than expected. We also diluted all of these solutions by a further 10 times (final DF 5000 and < 100 μg·g −1 TDS); the data for each set of samples were processed with and without being corrected using 103 Rh as an internal standard.
We subsequently (September 2018) carried out further analyses: to check on the counting stability for the element suite including that for the Rh internal standard and to assess the efficiency of the washing procedure between rock analyses or batches of analyses. In 2017 we carried out experiments to calibrate corrections for spectral interferences of 
Sample Preparation in the General Purpose Laboratory
About 100 mg of each rock was weighed accurately, added to PFA microwave vessels and digested in HF/ HNO 3 at 170˚C in a MARS 5 Xpress (CEM Corporation) microwave. The total dissolved solid (TDS) content is <0.2% (2000 μg·g
because SiO 2 has been removed by the HF attack. Note that some laboratories use hydrofluoric/perchloric rather than HF/nitric acid attacks (Yokoyama et al., 1999; Makishima & Nakamura, 2006) which would be expected to eliminate residual fluoride more efficiently; this, in turn, could have implications to analysing REE and Zr/Hf in the same solution (e.g., Makishima et al., 2009) . In addition, analysing solutions containing HF to prevent hydrolysis and precipitation of HFSE (Makishima et al., 2009; Tanaka et al., 2013) requires the use of equipment with an HF resistant sample introduction system. However, many other laboratories achieve reliable results with HF/HNO 3 digestion (Eggins et al., 1997; Robinson et al., 2006) . In any case, health and safety regulations in our laboratories forbid the use of perchloric acid without approved wash-down fume-cupboard facilities which we lack, and our ICP-MS equipment cannot be used with HF-containing solutions. We will demonstrate that our analytical results for international standard rocks show that our sample preparation (HF/HNO 3 ) and analytical methods are robust and reliable.
Multi-Element Solution Standard Preparation
The concentrated certified trace element standard solutions available to us in this work were those used in many projects involved with analysing trace elements in various environmental samples, mainly ground waters, rice samples and radiochemical samples. Thus we have used these standards without attempting to "matrix match" them by making up synthetic igneous rock matrices ). A "standard blank" (2% w/v HNO 3 ) was prepared at the same time, together with wash solutions (wash station 1: NH 4 OH/EDTA/H 2 O 2 /Triton-X; and wash station 2: 2% each of HNO 3 /HCl). All of these solutions were prepared fresh for every set of samples analysed.
ICP-MS Equipment and Analytical Procedures Used in 2017
The ICP-MS equipment used and the operating conditions for the analyses obtained during the period June to December, 2017 are summarized in Table 1 . Note that the He collision cell (Wilbur, 2007) was pressurised with He to minimise the possibility of polyatomic, molecular interferences including those involving Ar (see Linge & Jarvis, 1997) . Before each analytical run the 7700x spectrometer was "tuned" following the standard Agilent procedure. The operation of the plasma followed the "Robust" procedure and settings were chosen that stabilised the operating conditions even though the sensitivity was decreased by a factor of 2 to 3. We also ran standard solutions of Zr, Ba, and Pr samples to determine the oxide/element ratios and/or doubly charged cation proportions.
The as-prepared sample solutions were taken and the same routine was used for each: 45 second sample uptake; 10 sec stabilisation; 5 sec for collision cell to stabilise; 5 sec wash routine (2% w/v HNO 3 ); 5 sec. in wash station 1; and 5 sec in wash station 2. Using two peristaltic pump windings, a 1 mg·l −1 Rh internal standard solution in 2% HNO 3 was mixed with the sample/standard/wash solution in a mixing chamber; exactly the same Rh solution was constantly pumped into each sample, standard or wash solution.
In the initial stages, analysis of rock digests having dilution factors of 500 (DF500) were carried out in batches of 12 samples (11 rocks and one procedural blank) with sets of solution standards run before and after each batch of 'unknown' samples so that machine stability could be assessed. Wash routines were run and count rates monitored immediately after each concentrated standard analysis. Subsequently it was decided to dilute the samples by a factor of 10 (to DF 5000) to assess whether this reduced matrix effects. The DF 500 solutions were diluted off-line using 2% HNO 3 . The total time for each analytical run varied from ~4 hours (run 6717, June 2017; 5 sets of blanks, standards, and washes and 4 sets of rock digests) to ~1 hour (run 5917, September 2017; 2 sets of blanks, standards, washes and 1 set of rock digests). either or all of the sample introduction, plasma operation, ion transfer path, or mass spectrometer/detector system. Note that plasma/instrumental "flicker noise" contributes to such errors (Baxter et al., 2012) .
Calculation of Element Concentrations from ICP-MS Peak Intensities and Dealing with Errors
It is necessary to take account of the accumulation of errors by propagating the peak count rate RSD % values to assess the resulting effect of combining standard and sample solution count rates to obtain concentrations directly for each element, as well as in the use of 103 Rh internal standardisation and also with external standardisation using BCR-1 data for DF500 solutions. We illustrate here the scale of the errors by referring to averages for different composition standards for one batch of reference sample solutions (3 BCR-1, 3 BHVO-1, 2 AGV-1, 2 G-2 and one STM-1 sample). In this work it has been essential to assess the quality of our analytical data against the published recommended values and we have, therefore, followed the GeoPT Proficiency Testing approach advocated by Potts et al. (2013) and Jochum et al. (2015) . The expected standard deviation varies as function of concentration level according to the seminal work of Horwitz (e.g., Horwitz & Albert, 1995; Albert & Horwitz, 1997 
Analytical Procedures Used in 2018
After assessing all of the data obtained, preparing an initial version of this paper, and after considering comments from experienced ICP-MS analysts we carried out further analyses in September 2018. This new work followed episodes of equipment cleaning and servicing of the Agilent 7700x spectrometer; see ) to calibrate Ce 2+ /Ce and CeO/Ce ratios, and then 4 washes. A repeat set of these solutions was run followed by 5 x 2% HNO 3 blanks (no Rh added) to check whether any of the elements studied showed significantly higher concentrations than for the initial blanks analysed. The total run time was 8.5 hours and initial study of count rates suggested a maximum degree of drift of <4% which was corrected for assuming a linear trend with time. Inspection of the 10 count rates obtained during the multiple sweeps through the mass range showed that no anomalous ("rogue") count rate excursions had occurred for the blanks, standard solutions, and rock digests. Mean % RSD values for all elements in individual samples of standard solutions were uniformly <1%; those for individual BCR-1 solutions were normally <2% and for the Marangudzi samples were normally <2.5%. However, adjacent analyses for the same rock digest showed RSD variations up to ~4% (see above). 
International Reference Rocks and Characterization of Non-Spectroscopic Interferences

Recommended Values for Standard Rocks
The recommended values we have used for BCR-1, BHVO-1, and AGV-1 for all elements except the first transition series (3d) elements are the "preferred" values from Jochum et al. (2015) (cf. GeoReM data for 2016); for the 3d transition elements we prefer to use the high-mass resolution, magnetic sector data of
Townsend (2000) rather than lower resolution quadrupole MS data which might be vulnerable to polyatomic interferences. The USGS standard nepheline syenite STM-1 has been studied less thoroughly than other international rock standards and our adopted values were based on the compilations of Gladney & Roelandts (1988) and Govindaraju (1994) supplemented by later published ICP-MS (Korotev, 1996; Dai-Kin et al., 1998; Gouveia & Prudêncio, 2000; Bédard & Barnes, 2002; Alnour et al., 2015) and INAA data (Dai-Kin et al., 1998; D'Orazio, 1998; Panteeva et al., 2003; Smirnova et al., 2003; Pi et al., 2014) ; the REE data provide the most reliable analyses. Quartz syenite CAAS-1 has been little studied since its original issue and our adopted data are mainly those of Sine et al. (1969) with a few later values: Sc, Co, Y, Yb, V (Hofmeyr, 1972) ; V (Fuge, 1973) ; Co, Cr, Cu, Ni, Sr, Zn (Brooks et al., 1985) . Averages for these values for STM-1, together with those for quartz syenite CAAS-1 and BCR-2 (Jochum et al., 2015) are dealt with in Section 4.6.2.
Coping with Non-Spectral Analytical Problems (Matrix Effects)
The last 30 years has shown a huge increase in publications reporting the application of ICP-MS techniques to the analysis of geological and environmental materials. In addition much fundamental work has been carried-out on dealing with non-spectroscopic matrix effects (e.g., Agatemor & Beauchemin, 2011) . The brief review here will be restricted to factors that we have exploited to optimise the reliability of our analytical approach.
It has been generally accepted that an optimum total dissolved solids (TDS) concentration for rock digests to be analysed by conventional ICP-MS methods ) (e.g., Potts, 1987; Jenner et al., 1990; Eggins et al., 1997; Jarvis, 1988; Willbold et al., 2003; Agilent, 2005; Ardini et al., 2010) . Analysing these solutions using enriched isotope or bulk element and flow injection to show that more concentrated solutions analysed without using an internal standard gave results for BCR-1 mainly within 2% of the recommended values although their results for AGV-1 were generally up to 5%
higher than the recommended values (see later, Section 4.5). Lin et al. (2000) developed a "simple method" using rock digests with DF = 2000 and concluded that overcoming matrix-effects was best managed by using more dilute solutions. Yokoyama et al. (2016) reported the results for key experiments carried out to quantify the optimum DF used and to assess the suitability of internal standard species, mainly using enriched isotopes and isotope dilution standardisation methods. They showed that synthetic basalt solutions having DF values > 2000 showed no decrease in sensitivity. Tan and Horlick (1987) reported that heavy matrix elements caused the most serious matrix effects (generally analyte intensity suppression) and that light analyte elements were more seriously affected than heavier ones. In addition, easily ionised matrix elements (i.e., lower first ionization potentials, FIP) caused more serious matrix effects than those elements with higher FIP. Olesik and Jiao (2017) used later generation equipment to study how a range of 8 matrix elements (varying in mass from Na to Tl) affected the change of sensitivity of 14 analyte elements (varying mass from Li to U). Overall, for different internal standards the correction appears to be broadly similar across the analyte mass range but note that the recovery magnitude for each IS tends to fluctuate (i.e., higher or lower values for adjacent elements in their Table 2 ) for elements of similar mass and FIP. Olesik and Jiao (2017) comment that with a single internal standard "recoveries were within 10% -20% for most analytes, regardless of mass". This seems to us to be an uncomfortably large fluctuation which is not simply related to mass or FIP but these values are in line with the precision quoted by Lin et al. (2000) and Yokoyama et al. (2016) . We conclude that there is a tendency for ICP-MS data to be associated with an intrinsic, relative error of up to ±5% which it is difficult to attribute to a particular matrix-effect mechanism; this value is at the upper end of the predicted overall precision experienced for ICP-MS analyses (e.g., 2% -5%, Linge & Jarvis, 1997); 2% -4% for REE using medium resolution MS and isotope dilution standardisation (Robinson et al., 2006) ; an average of ±5% for 86 rock standards, Dulski (2001) ; and mainly ±2% -3% for isotope dilution standardisation with a few values up to ~6% -8%, Willbold et al. (2003) . The overall precision estimates for our lower resolution quadrupole MS analyses for a wide range of elements compare favourably with higher mass resolution, ID calibrated analyses and clearly fall within this reliability range.
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DOI: 10.4236/gep.2019.73005 Table 2 . Representative count data (cps) from experiment 6918 (2018) for first blank and last wash solutions; apparent element contents for the first blank; the concentration change between first blank and last wash solutions; and % errors associated with these changes compared to a DF1000 BCR-1 solution. Also included (RHS column) are "contamination" estimates (%) from experiment 6717 based on progressively increasing blank count rates compared to element count rates in BCR-1. 
Results and Discussion
Count Rates for Standard Solution Blanks, Wash Solutions, and Procedural Blanks
The ultra-low detection limits for trace elements shown by ICP-MS techniques means that most geochemically important elements can be detected in almost all laboratory prepared standard solution "blanks", even those prepared under "clean-lab" conditions. We find that wash solution and procedural blanks are commonly up to 2 to 3 times higher than the standard solution blanks. Contamination from DIW and distilled acids should be effectively constant on a given day but airborne dust contamination is likely to be random, particularly for the procedural blanks, which would introduce uncertainty in the analytical values for some elements at least. Thus, to put such data into context, the element concentrations in the procedural blanks calculated as a percentage of the concentrations of the same elements in BCR-1 average ~1% -2% for the low mass numbers including 3d elements, <0.1% for the medium mass elements Rb to Zr and <0.03% for the heavier elements including the REE. The exceptions are B (30%), Pb (<5%) and U (~1%). Note that high backgrounds for Cu and Zn (~2%) are mainly from the DIW and 2% nitric acid solutions; however, significant Zn contamination from protective gloves has been reported (Garçon et al., 2017) and it is likely that the main Zn contamination ultimately comes from handling equipment and samples when wearing nitrile protective gloves. The possible errors for B are exceptionally high (~30%) which might be related to the possibility of B "sticking" to glassware surfaces (Linge & Jarvis, 1997) but it is clear that the very low sensitivity for B makes it particularly prone to error. Procedural blanks for Pb are particularly variable consistent with random influx of dust particles in an old building close to a busy highway.
To consider whether significant contamination due to "memory" effects occurred after spraying high concentration solutions we have used count data for experiments 6717 and 5917 to assess possible "contamination" of wash solutions sprayed immediately after the highest concentration standard solutions. This approach is similar to that reported by Robinson et al. (2006) who also stressed the importance of rinse solutions having the same acidity as sample solutions (2% v/v HNO 3 ). We found that the ~3 minute "wash" procedure used immediately after spraying the 100 ng·g −1 standard solutions reduces the count rates to < 0.01% of that for the standard for the REE, to <0.01% for Rb, Sr, Zr, Nd etc., to <0.5% for 3d elements, and Li, and to 1% -2% of that for the 100 ng·g −1 standard for B. For experiment 6717 we also assessed whether any progressive increase in standard solution blanks during the 8-hour-long experiment might be due to carry-over contamination ("memory effect"). Significant possible contamination compared to the element concentration in BCR-1 (reported as %) was only found for B (5%), Cr (3%), and Nb (1% -5%), see right hand column in Table 2 for the full data set. Note that the high field strength element Nb is known to
show "memory" effects in ICP-MS analyses (e.g., Robinson et al., 2006 ). We
Dilution Factors and Estimated Mean First Ionization Potentials (FIPs), Mean Atomic Masses (AM) and X-O Bond Strengths for Cations in the As-Prepared Rock Digests
It is clear from published work that the concentration of TDS in the analysed solutions should be less than 0.1% -0.2% w/w (1000 -2000 μg·g −1
). In addition, the behaviours of different analyte elements in the Ar plasma, in the solution path, and in the mass spectrometer are influenced by the FIPs and isotope masses of the matrix element assemblage, particularly the properties of the major elements. Although the different standard rock types studied here are very different mineralogically and petrologically, this does not mean that the mean FIPs are distinct. Indeed, using the recommended major and minor element data for the original rocks (Jochum et al., 2015) the estimated mean FIP values for the cations are little different for the basalts, andesites and granites at 7.3 ± 0.05 eV with a slightly lower value of 7.0 eV for the nepheline syenites. For the Si-free major and minor components remaining after the HF acid digestion the values in the analysed solutions are as follows: As expected, the TDS in the basalt solutions is significantly higher than those for the granites; the andesite and syenites have intermediate values. Mean FIP values for the TDS components are distinctly higher for the basalts (~6.5 eV), intermediate for the andesite (6.1 eV), and significantly lower for the granites and nepheline syenites (~5.6 eV). Of course, the lower values for the felsic rocks mainly reflect the higher concentrations of major element alkalis (see concentrations for Na + K above). Also, based on published findings that analyte peak intensity suppression is greater for more easily ionised matrices, it is possible that the matrix effects for granitic and silica-undersaturated rock type might be expected to be more serious than for more basic and ultrabasic rock types. Other properties of the major element matrices that might affect analyte signal suppression are the major element atomic masses and element-oxygen bond dissociation energies. Mean data for these are also given above and show that only G-2 and STM-1 have values differing from the other rocks types and the overall mean molecular properties for the major elements seem to be fairly similar.
Calibrating Correction Factors for Spectral Interferences from Doubly-Charged (X 2+ ) Ions and X + -O and X + -OH Polyatomic Complexes
The analytical data obtained in 2017 were calibrated using the data given at the top of calibrations with every batch of analyses which requires such data to obtain robust concentration data. Longerich et al. (1987) showed that the percentage XO/X ratios for Ba and the REE suite with ratios decrease irregularly from ~51% for La and Ce to ~2% for Lu but with Eu and Yb showing distinctly lower ratios of 0.3 and 0.09 %, respectively; the BaO/Ba ratio was ~1.2%. They found that the oxide ratio was closely related to the X-O bond strength (in kcal/mole); using their data we obtain a linear least squares fit of
LREE oxide ratios reported by Shibata et al. (1991) obtained by ICP-MS using a nebulizer source showed similar values but were slightly lower for REE with lower bond strengths. Dulski (1994) also studied polyatomic complexing for Ba and the REE suite and provided data for both XO/X and XOH/X proportions (as %) and commented that the shape of the trend vs REE species was similar to that reported by Longerich et al. (1990) ; however, the oxide abundances were about an order of magnitude lower (i.e., La, Ce ~3%, Lu ~0.4%, Eu ~ 0.7%, Yb ~0.2). The hydroxide abundances were, in turn, about an order of magnitude smaller than those for the oxides except that Dulski (1994) found that BaO and 
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These slopes are effectively the same for both XO/X and XOH/X and are only slightly larger than that for the Longerich et al. data (i.e., 0.050, see above).
These data provide a key understanding of the potential interferences for Ba and the REE suite for both oxide and hydroxides, in particular demonstrating how ICP-MS techniques have developed to reduce the scale of such interferences. Robinson et al. (2006) Pr; data are given for 2017 experiments towards the top of Table 3 . In September 2018 we subsequently (experiment 6918) carried out a wider ranging study of oxide and hydroxide species for several isotopic complexes of Ba, Ce, Pr, Nd, and Gd. We also studied data for Cs and Th standards to extend the range of X-O bond strengths for assessing the relationship between oxide proportion in the plasma and the intrinsic stability of the species; data obtained are given in the lower part of 
which has a slightly steeper trend compared with Dulski's values but our trend is weighted by the point for Cs which has a substantial uncertainty because of its very low XO concentration. The data that we have for XOH/X fall on a similar trend to that for the Dulski XOH/X data ( Figure 1 ). Thus the trends for Dulski's Figure 1 . Dependence of the proportions of REE oxide and hydroxide count rates compared to those for the relevant isotope cps as a function of REE oxide bond strength (units, kcal/mole). Data points and linear regression equations, where appropriate, are shown for the data from Dulski (1994) and our work (Table 3) ; see text for further explanation. Journal of Geoscience and Environment Protection and our data for both XO and XOH vs X-O bond-strengths have essentially the same slope and simply point to decreasing concentrations of the polyatomic complexes in the order Dulski XO/X, our XO/X, Dulski XOH/X, our XOH/X; the oxide and hydroxide values mentioned by Robinson et al. (2006) and Ardini et al. (2010) show similar relationships. Of course, such well-defined trends can be used to predict oxide or hydroxide proportions for REE elements not the subject of more detailed study; for example using our fits shown in Figure 1 (Equation (4) above) we can predict that the proportions of XO/X for La, Sm, Dy and Yb would be 0.83%, 0.06%, 0.05% and 0.003%, respectively. It is clear that the levels of oxides and hydroxides encountered, at different times in different laboratories, depend on the plasma characteristics. However, the fact that the REE suite tends to show the same dependence on the primary property of X-O bond-strength suggests that, as long as one REE element calibration is run with each set of samples, it would be possible to predict the oxide and hydroxide proportion for ALL of the other REE by assuming the same slope defined here.
We use Ce for our plasma optimization and suggest that it is the most appropriate calibrant but stress that it would be advantageous to monitor the XOH/X ratio as well as that for XO/X which is routinely monitored with the Agilent plasma tuning protocol.
Based on the measured calibration data for CeO/Ce and CeOH/Ce it would also be possible to assess our measured data for CeOH by modifying the linear least squares fit for the oxide data by keeping the same coefficient but increasing the constant by the difference between the natural logarithms for the CeO/Ce and CeOH/Ce concentration ratios. For our data this would involve modifying Equation (4) to give:
bond-strength XOH % exp 0.05297 X O 11.577 2.069 X -
For our experiment set 6918, this equation gives predicted values for La, Sm, Dy and Yb of 0.11, 0.008, 0.007 and 0.0003, respectively, all of which are smaller than the XOH/X values reported by Dulski (1994) .
The utility of this approach can be illustrated by using the least squares fit equation for Dulski's XO/X vs X-O bond-strength data (Equation (2) 
Except for Ba, this calculation gives very good agreement between his measured and our calculated XOH/X ratios.
Finally we have used our measured (XO + XOH)/X shown in Table 3 to assess the dependence on X-O bond-strength as follows: In the following sections we will use this general approach together with our measured (XO + XOH)/X ratios for the relevant interfering mass numbers (Table 3) to correct the concentrations for the REE analyte isotopes that we use for the analyses obtained for our 2018 data (experiment 6918). In addition, to make similar corrections for our larger database obtained in our 2017 work (experiments 6717 and 5917) we have used our new equations for the Dulski (1994) data together with our CeO/Ce calibrations from 2017 to obtain XO/X and XOH/X values to assess the corrections required for the full REE suite in the 2017 dataset as follows:
bond-strength -XOH % exp 0.052 X O 12.14 X
Using this approach we have assessed the possible peak interferences for the full REE suite and we have found that such interferences are only crucial for a restricted number of target elements (cf Robinson et al., 2006 Er). We will examine further possible interferences for some REE-rich syenitic rocks in Section 4.6.3.
Analyses of DF500 Solutions without Internal Standard Correction
Our results will be reported firstly for our chosen main standard basalt rock BCR-1. Average values for the full element set (Li to U) for solutions with DF = 500, are based on comparing peak intensities with those for our external multi-element standard solutions as detailed above.
BCR-1
The average analyses for BCR-1 are uniformly lower than the recommended values and this is shown by the data in Table 4 with concentration ratios referred to as "element recovery ratios" (ERR); the data are shown for the whole element suite studied in Figure 2 Figure 2(B) , ERR values for average analyses for BHVO-1, AGV-1 and G-2 all fall on a similar trend (convex-up) to that shown for BCR-1 in Figure 2 (A) and show similar sinuous fluctuations. Low points for B reflect analytical problems and/or unreliable "adopted" values while low Zr in G-2 is due to variable dissolution of zircon during sample preparation. nebulised droplets ~10 μm is size were sprayed into the plasma, such an experiment might be expected to encounter spikes in count rates when a single "dense" particle is excited in the plasma rather than the solution it is suspended in but no clear "rogue" counts are detected for Zr or Hf, or for any of the other 34 elements studied here; the average RSD for any of the individual count rates in the sweeps range from <0.5% to 1.5%. The maximum particle size that can be studied by single-particle methods (spICP-MS) has been reported to be 2 μm which satisfies the conditions for studying nanoparticles (Pace et al., 2011) ; note also that a study of slurries using plasma OES methods (3% w/v suspensions of <20 μm particles) used peak integration times of 0.1 s (Ślachciński, 2018) , the same as our timescale. Thus we detect no evidence for the presence of insoluble fluorides suspended in our "clear" rock digests. If they are present, the tightly constrained count rates show that the overall analysis for each element is an average of the suspended particles and the carrier solutions. Note that Pace et al. (2011) report that analysis of slurries containing <1% w/v of solid particles would not be expected to affect the nebulization process so the analyte concentrations obtained in our analyses should provide the average composition for the bulk sample even if colloidal particles were to be present. From Rb with increasing mass, the points seem to define a sinuous trend with lows at Y, Ba, Tm, and U and highs at Zr, Eu and Hf; note that this sinuous trend is present for all of the separate samples of BCR-1 analysed so it is not due to random error. Pb has common contamination issues so we will not discuss this element further in this study. (2017) and contrasts with the findings of Tan and Horlick (1987) that light analyte elements suffer greater count suppression. The average element ratio from Li to U is 0.88 ± 0.07 while that from Rb to U is slightly higher at 0.90 ± 0.06. We conclude that the average peak suppression (matrix effect) is close to 10% and that our analytical results do not demonstrate a mass dependence for this sample at least. The count rate suppression of ~10% is similar to that reported as occurring for basalt rock digests of DF = 1000 (Yokoyama et al., 2016) .
Finally, based on the data shown here in Table 2 the variable data reported for B are mainly expected to reflect the larger blank error possible for this element.
We had hoped to obtain useful quantitative concentrations for BCR-1 in our 2018 experiments (run 6918) but the repeat analyses had generally higher concentrations for all elements with ERR values ranging between average values of 1.1 (Li to Nb) and 1.0 (Ba to U). We consider that these higher recoveries could represent the effects of evaporation from the sample tubes so that these data are clearly less reliable than for our 2017 analyses.
BHVO-1, AGV-1 and G-2
Our average analyses of international reference materials BHVO-1 (basalt), AGV-1 (andesite) and G-2 (granite) are uniformly lower than the recommended values for each rock. In addition, errors for B and Pb are both very high reflecting the low count rates for the former and the commonly encountered contamination problems for both elements. Table 4 shows the averages for ERR values for all the elements in these reference rocks and the data are shown here in Figure 2(B) . These "overall averages" are remarkably similar for each rock despite the different major element matrices. Indeed, when the ERR values for each ref-
erence rock are compared for the different Tanaka-element-types we find exactly the same relationships to those described for BCR-1 and we conclude that our sample preparation methods using HF/HNO 3 have produced homogeneous, clear solutions without any segregation of different element types. Of course, colloidal particles (<500 nm) might be present in some of our "clear" solutions (see earlier) but the consistency of the signal count rates suggest that no significant separation has occurred prior to the formation of the ion beam.
Thus, our results for the DF500 solutions (without internal standardization)
for BHVO-1, AGV-1, and G-2 show very similar sinuous trends (Figure 2 and Hf in our G-2 data indicate that our sample solution method does not take all of the zircon grains into solution for this rock although it is possible that this rock powder might not be homogeneous at the 0.1 g level resulting from zircon grains showing a "nugget" effect (Potts, 1987: Ch. 1, pp. 20-22; Potts et al., 2015; Jochum et al., 2015) . Indeed one of the G-2 samples prepared had significantly lower Zr and Hf ratios than the other two suggesting different amounts of zircon incorporation. However, while zircon is known to concentrate heavy REE much more efficiently than LREE (Lu/La concentration ratio perhaps as high as 1000 -5000 (e.g. Belousova et al., 2002) ); our REE analyses for G2 do not show any systematic differences for LREE versus HREE within the ERR element recovery values which suggest that zircon is not the major host for REE in reference rock G-2. It is also possible that the low Zr and Hf contents in G-2 might reflect hydrolysis and precipitation of insoluble oxide complexes but note that other HFSE elements (Nb and Ta) do not show such depletions which perhaps is consistent with the observations of Tanaka et al. (2003) . Potts (1987) reports analyses of zircon-bearing rocks using alkali carbonate fusions but this complicates the ICP-MS analyses by increasing the TDS load in solution; we prefer to use existing XRF data to report the Zr concentrations for these rock types.
The low ratios for B in BCR-1, BHVO-1, and G-2 might be due partly to unreliable adopted values for these standard rocks but note that unreliable blank corrections (Table 2 ) or minor loss due to B volatility could also be a factor. The ratios for the REE data show that our values for Dy and Tm in all of the standard rocks shown in Figure 2 tend to be low. It also seems likely that our V and Zr (except for G-2) values might be anomalously high, while our U values tend to be uniformly low, perhaps reflecting loss of some U as insoluble fluorides (see Yokoyama et al., 1999) . However, the scatter for Ta, Pb, Th and U also reflects higher errors for solution blanks for these elements (cf. Table 2 ). Overall, we conclude that the sinuous trend shown for ERR in all four standard rocks is likely to reflect systematic and reproducible matrix effects and that peak interferences are generally not responsible. There is no obvious dependence on element FIP and whether the element falls on a "high" or "low" part of the sinuous trend and we are confident about our standard solutions with the possible exception of those for Tm and Dy. We will return to this matter in Section 4.6.
Thus we have shown in Table 4 ) showing that, overall, the different rock standards do not show markedly different peak suppressions due to matrix effects for our third-generation Agilent 7700x data.
Internal Standardization with Rh and Sample Dilution
For the full range of elements studied (Li-U) Figure 3 shows the ERR ratios obtained by normalising the count rates for the DF500 rock digests against the count rate for the internal standard found that minimizing matrix effects by the use of high power plasma operating conditions and flow injection gave consistently higher concentrations for AGV-1 compared to recommended values, whereas BCR-1 did not; this is the same relationship to that we report here. It seems that a single IS ( 103 Rh) serves to correct the peak signal suppression for elements ranging from Li to U; this was also found in the case of 115 In as the lone IS (Pretorius et al., 2006) .
Although the DF 500 standard rock digests fall within the recommended total solid concentration ranges the presence of sinuous trends for all rocks show that systematic matrix effects are still present. In a further attempt to minimise peak intensity suppression we diluted the DF 500 solutions to give a series of rock standard solutions with DF = 5000. However, these more dilute solutions tend to show higher relative errors for some elements because the concentrations in the diluted solutions are much closer to those for the blanks compared to the values in the DF500 solutions. Nevertheless we consider the ERR data for the full set of elements from Li to U but do not report concentrations in tables.
The ERR data for the most dilute solutions for BCR-1, BHVO-1, AGV-1 and Rh are equally successful in normalising the ERR trends to be distributed in a band centred close to ERR = 1.0 but the same spread of values tends to be present for each solution/normalisation technique used; however, the diluted samples do seem to show a less obvious sinuous structure suggesting that the matrix effect responsible for this has been somewhat suppressed. The fact that Rh normalisation for DF500 solutions and the dilution of those to DF5000 give ERR values for HFSE and REE elements generally close to 1.0 confirms our conclusion above that separation of HFSE from REE elements has not been significant in our rock digestion process and is more consistent with the depleted contents of Zr and Hf being due to incomplete Figure 2 and Figure 3 are reflected in lower count rates and higher blanks for some elements in G-2 (e.g., Ni and Cu). The higher dilution has clearly suppressed the matrix effect found for DF500 solutions and correction versus Rh has not had any obvious effect on the element concentration measured.
solution of zircon rather than to hydrolysis and precipitation from a dissolved state (see Section 4.4).
We prefer to adopt the DF 5000 without Rh normalisation as the error propagation only involves two variables (see earlier).
Normalising Reference Rock Compositions to a Well-Documented Single External Standard
Some researchers use well-understood international reference rock analyses rather than synthetic multi-element standard solutions to calibrate count rates for AGV-2. Thus, we have normalised our average DF500 and DF5000 data for all other samples to our average data for international standard rock BCR-1 using its ERR ratios specific to each element; in effect, the count suppression due to the matrix effect is corrected for each individual element based on the ERR values defined for BCR-1. This latter approach should also correct for systematic and reproducible errors resulting from factors mentioned above.
4.6.1. Normalisation of Analyses for BHVO-1, AGV-1 and G-2 Using BCR-1 Figure 5 shows the effect of normalising data for each element in BHVO-1, AGV-1 and G-2 to the specific ERR for each element in BCR-1 (ratios defined in the first column of Table 4 that Schudel et al. (2015) commented that the "Agilent 7700x had difficulty producing reproducible concentrations for mid-mass (45 -90 amu) trace elements across almost all reference materials"; this is the same type of instrument used in our work, the mass range includes all of the 3d elements, and it seems that we are not the first workers to experience problems with ICP-MS determination of these transition elements. We conclude that using specific ERR ratios for BCR-1 to normalise the other standards provides a reasonable approach to dealing with any mismatches due either to matrix effects or to other systematic and reproducible errors. For example, because we are using the same synthetic standard solutions for all of our analyses, if our standards for Dy and Tm are not exactly on composition, the same errors will be present in a given rock and in Figure 5 . ERR values for DF500 solutions of BHVO-1, AGV-1 and G-2 normalised to our data for the DF500 solution for BCR-1 as the principal external standard. Apart from the scattered points for Be, B and Pb most of the element points fall very close to ERR = 1 and even the 3d elements show this feature. Figure 5 shows that the corrected ERR points for Dy and Tm do indeed now plot alongside the adjacent REE elements.
Based on the discussions above we suggest that the simplest and most pragmatic approach is to use the DF500 data for all of our samples, without Rh normalisation and we compare the reliability for the different calibration methods by plotting the values for the z-scores (Potts et al., 2013) . Calculated z-scores (Potts et al., 2013) for the different determinations for BHVO-1 show that the vast majority of analyses for Rb to U fall within the limits from +2 to −2 and therefore represent "acceptable" data. Only Pb falls clearly outside this range reflecting problems with sample contamination and high, variable blanks. Some points for 3d elements fall outside this range while anomalously low values for Li and B reflect higher errors at higher dilutions and/or unreliable "recommended" concentrations. In summary, although a dilution factor of DF5000 markedly reduces the peak suppression found in the DF500 solutions the higher dilutions involve much higher errors for the lightest (Li, Be, B) and heaviest (Ta, Pb, Th and U) elements but the z-scores for most of those elements still fall within the range from +2 to −2. However most of the 3d elements in the more dilute solutions show much more negative z values and do not provide acceptable concentration estimates.
Apart from Zr, almost all of the elements from Rb to Lu provide robust concentration estimates; in particular note that the REE show very low z-scores in all four rock standards. It is clear that sample dilution is a very effective way of reducing matrix effect; this observation is in line with one of the principle conclusions of Yokoyama et al. (2016) .
Based on the results discussed above we prefer to adopt the DF500 series data normalised against our mean data for BCR-1 as the most reliable set of trace element analyses in our work. While the DF5000 give reasonable estimates for elements Rb to Hf without major matrix effects, there are too many problems related to lower counts and higher errors, especially for Li, Be, B, and many of the 3d elements.
Results Adopted in This Work for BCR-2, STM-1 and CAAS-1
Normalised to BCR-1 We will use this approach to assign our most reliable compositions for two standard rocks which lack reliable recommended values for many elements. One is a nepheline syenite (USGS STM-1) and the other a quartz syenite (Canadian sample CAAS-1). We also give our values for another well-known reference sample BCR-2. For these three rocks Table 5 gives our averages for the DF500 series calibrated against BCR-1; robust recommended values are only available for BCR-2 so z-scores are only given for that rock. Although STM-1 has been fairly widely studied, particularly for REE, the GeoREM database does not include that sample and the "recommended" data given in Table 5 have been compiled by us from a literature search as described above in Section 3.1 but note that the published data for 3d elements are generally patchy. Few workers have studied CAAS-1 in recent years and this rock standard is no longer available but we have included it in our present study because of its exceptional enrichment in rare elements which is relevant to our research on syenite petrogenesis. section we assess the scale these molecular interferences have on REE determination using three Marangudzi complex rocks chosen because of their very high Ba contents and/or elevated REE values. ICP-MS analyses of these three rocks were first obtained in 2017 (run 6717) using DF500 solutions and the adopted concentrations were normalised to the BCR-1 data determined during those runs (see Section 4.6). In the 2018 analysis batch (run 6918) three of the original samples were diluted to DF1000 and run in duplicate as described earlier. The 2017 analyses should be the more reliable but it is informative to compare the results of the REE correction calculation between those and the new data. Note that the 2017 and 2018 analyses will require different REE peak-interference correction factors as explained in Section 4.3 and these were calibrated using the appropriate equations (see Section 4.3) and measured CeO/Ce ratios.
The three rocks are a biotite-rich syenogabbro (R.19), a plagioclase-bearing syenite (pulaskite, R.26) and a nepheline-rich syenite (foyaite, R.226). Table 6 gives the concentrations for the full element suite, normalised to the relevant average BCR-1 data and also corrected for REE interferences. Despite the 2018 analyses having been carried out with 12 month old solutions the two sets of analyses for R.19 and R.26 and for the lower mass elements in R.226 show very good agreement overall. However, for R.226 elements from Ba up to U the 2018 analyses are consistently higher than those determined in 2017. The main thrust of these analyses was to assess the reliability of the corrections made to some of the REE and in this regard note that the oxide and hydroxide corrections are different for the 2017 and 2018 experiments because the plasma conditions are different (see Section 4.3). In particular note the Ba concentrations of ~1.33% in R.19 and ~0.5% in R.26 coupled with low Eu in those rocks. Thus the corrections necessary for these rocks can best be shown comparing the corrected values (Table 6) Bearing in mind the experimental uncertainties these values show reasonably good agreement. Other interferences are present but are less significant and decrease as the bond strength of the REE-O decreases as indicated earlier (Section 4.3 and Dulski, 1994) .
Although the determination of absolute concentrations for some REE isotopes depend crucially on the reliability of the correction factors, the impact of any inadequate corrections on petrological considerations would depend on the ap- Although most peak interferences on REE determinations appear to be less obvious when using chondrite normalised plots with logarithmic composition scales, it is necessary to consider the possible effects, especially for alkali igneous 
Conclusion
1) Despite using solutions prepared from international reference basalts, andesite and granite within the approved TDS range (~350 -680 ppm), with "robust plasma" operating conditions at high power (1550 W), and using a He-filled octopole collision cell, element peak, matrix suppression effects still reduced peak signals by an average of ~10% for all rock types, although there was no clear dependence on mass from 7 Li to 238 U.
2) DF500 analyses for BHVO-1, AGV-1 and G-2 calibrated against our analyses for BCR-1 provide our most reliable data for these three rocks, in particular for the REE but for most of the 3d elements as well. Indeed this approach is consistent with the need to establish the "traceability" of the analysis standardisation protocol, consistent with the International Organization for Standardisation guidance (ISO/IEC 17025; Wood, 2008) . On this calibration basis, we also present our suggested analyses for the other reference materials BCR-2, STM-1 and CAAS-1 the last two of which have not been listed in GeoREM.
3) None of the analyses for the rocks studied show the effects of separation of REE from Zr, Hf, Nb and Ta due to the precipitation and/or removal of insoluble fluorides. However, for granitic rocks zircon was not completely digested and in our ongoing research on alkaline felsic rocks we prefer to use XRF data for zircon-bearing rock types.
4)
Our new analyses and published data (Dulski, 1994) variations of 4% -5%. We conclude that such variation points to the existence of transient instabilities in one or more of sample introduction, plasma operation, diffusion through the system, and stability of the mass spectrometer and detector system. It seems that a combination of such random and systematic variations introduces an intrinsic error of perhaps ±5% for ICP-MS analyses of trace elements in aluminosilicate rocks which is difficult or impossible to avoid. shows that analyses for most of the elements we have studied fall within the acceptable range from z = +2 to −2 and show that the compositional differences between our mean analyses and those for the recommended values for BCR-1, BHVO-1, AGV-1, G-2 and BCR-2 are not significant.
