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ABSTRACT
Valencia, Daniel A. Ph.D., Purdue University, August 2018. Modeling Electronic
Transport in Metal Interconnects. Major Professor: Gerhard Klimeck.
The improvements in the density of integrated circuits and device performance
have been achieved through a long journey of device downscaling and increase in chip
size. The tremendous push of the industry to aggressively scale devices has increased
parasitic eﬀects generated by an increase in the resistivity of the wire metallization
which negatively aﬀects the chip performance. Therefore, a careful design of interconnects is essential to reduce these parasitic eﬀects. This work presents the ﬁrst study
where a fully atomistic basis has been used to describe realistic copper interconnects
as used in the industry to identify the eﬀects on resistivity. Initially in this work, the
orientation eﬀects on the speciﬁc resistance of copper grain boundaries are studied
systematically with two diﬀerent atomistic tight-binding methods. A methodology is
developed to model the speciﬁc resistance of grain boundaries at the ballistic limit
using the non-equilibrium Green’s functions. The methodology is validated against
ﬁrst-principles calculations for thin ﬁlms with a single coincident grain boundary and
then a statistical ensemble of 600 large, random structures with grains is studied.
Finally, a compact model for grain-boundary-speciﬁc resistance is constructed based
on a neural network.

Based on the methodology developed for copper grain boundaries, other scattering
eﬀects such as surface roughness and electron-phonon were included for thin ﬁlms as
suggested by the ITRS roadmap. These results quantify the eﬀect of each parameter
individually and can guide the design of electronic devices that use less power and
have better performance.

1

1. INTRODUCTION
The semiconductor industry is one of the sectors that has grown most quickly in
the last twenty years. According to Fortune [1], semiconductor companies reported
nearly $336 billion USD of revenue in 2016 alone. The report also pointed out that
10 of those semiconductor companies belong to the select group of the 500 largest
corporations in the world. Based on these numbers, it seems that the semiconductor
industry has strong health and a bright future. In order to keep this fast pace,
semiconductor companies have been very involved in developing new technologies
such as the Internet of the things that demand more electronic devices and increasing
device performance. Improvements in electronic device density and the resulting
increase in device performance have been the engines of the semiconductors industry
for more than 40 years. These improvements have been achieved though a long
journey of device downscaling and increase in chip size as shown in Fig. 1.1.

Fig. 1.1. Technology nodes as a function of the year [2]. The sketch
shows strong scaling in the last 20 years which has helped improve device
performance.
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Device scaling takes place not only via the reduction of the gate length; other device
characteristics such as oxide thickness, junction depth and metal interconnects have
also been downscaled. One example of the strong integration can be observed in
current technologies including those listed by TechInsights [3]. Modern technologies
as shown in Fig. 1.2 used for high performance mobile applications such as samsung
cellphones have been achieved after reaching a large reduction in the gate length
and other parameters. The size of the metal wiring in the TEM cross section shown
in Fig. 1.2 is scaled proportional to the gate length. Although this TEM ﬁgure
corresponds to a NMOS transistor for a 14 nm node, the gate length is around 30
nm.

Fig. 1.2. TEM cross section of NMOS transistor used by the Exynos
7420 [3].

After dedicating engineering resources to mitigate short channel eﬀects in the device,
improved performance of those electronic devices is expected as a result of a larger Ion
current. In contrast, scaled chip interconnects generate an increase in the resistivity
of the wire metalization which negatively aﬀects the chip performance.

3
1.1

Negative impact of chip downscaling on the interconnects
Dowsncaling to improve integration of electronic devices was the driving force in

the semiconductor industry for many decades. Interconnects, better known as a back
end of the line (BEOL) process, were not part of the eﬀorts in the circuit design
for many years. The eﬀects of the metal wiring were only taken into account when
performing high precision analysis. However, the tremendous push of the industry to
aggressively scale devices has increased parasitic eﬀects generated by BEOL. ITRS
projections [4] estimate a bigger impact at each new node technology. As shown in
Fig. 1.3, while the delay due to transistors decreases as devices are downscaled, the
delay due to interconnects increases [5]. In general, interconnect delay (RCdelay ) is
deﬁned in the literature as:

RCdelay ≡ ρ

L2
W2

(1.1)

where ρ is the resistivity, L the interconnect length, W the line width and  the
permeability of the oxide capping the interconnect. As shown in Fig. 1.3, RCdelay
becomes the dominant eﬀect on the total delay in electronic devices below the 20
nm node. Therefore, a careful design of interconnects is essential to reducing these
parasitic eﬀects.

Fig. 1.3. BEOL performance dominates the delay for technologies below
the 20 nm node [5]
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One of the biggest challenges for the chip makers is that operating devices rely
on a large number of metal interconnects as shown in Fig. 1.4. Therefore scaling
these metal interconnects has a direct impact on the increase in interconnect delay
as observed in Fig. 1.3

Fig. 1.4. Schematic structure of a CMOS chip [6]

1.2

Increases in copper resistivity as a result of downscaling
Copper has become the central piece of the BEOL process in the last 20 years. As

mentioned before, scaling has not only been taking place in the transistor components,
but also in the BEOL. As shown in Fig. 1.4, interconnects close to the transistor region
are much smaller than the rest of the wiring. This wiring is usually thin and short in
length and is usually referred to as “local interconnects” in the literature. In addition
to the local interconnects, the diﬀerent blocks of the circuits must also be connected to
each other by copper wires. These interconnects are commonly wider and longer than
the local interconnects. These metals wires, which are mainly used for signals and
power transmissions between diﬀerent blocks in the chip, are usually called “global
interconnects” in the literature. As displayed in Fig. 1.5, all of these interconnects
have been downscaled signiﬁcantly in the last 20 years.
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Fig. 1.5. Size reduction in copper interconnects for diﬀerent interconnect
levels as projected by ITRS [7]

As displayed in Fig. 1.6, copper wires with a width of less than 50 nm have a
pronounced increase in the resistivity as a result of a larger surface and grain boundary
eﬀects in the wire-line [8]. Therefore, it is expected that local interconnects have a
larger increase in the total delay as a result of a increased resistivity as described by
Eq. 1.1

Fig. 1.6. Increase in the resistivity as a result of wire width reduction.
Reprinted from“Inﬂuence of phonon, geometry, impurity, and grain size
on copper line resistivity”, by J. Plombon et al. [8]. Copyright 2006 by
AIP Publishing. Reprinted with permission.
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1.3

Traditional models used to describe copper interconnects
Resistivity in a metal is a combination of multiple scatterings such as grain bound-

ary (GB), surface roughness (SR), and electron-phonon scattering (e-ph) as shown
in Fig. 1.7. Making use of the Matthiessen’s rule, those scattering mechanics can be
separated as:
ρ = ρGB + ρSR + ρe−ph

(1.2)

Those scattering mechanics have been modeled successfully by semi-classical methods which reproduce the resistivity for systems with diﬀerent grain boundary sizes,
metal thicknesses and temperatures. The most common theories used to model grain
boundaries and surface roughness eﬀect for metals interconnects are described in the
following sections

Fig. 1.7. Metals are typically grown as a polycrystalline structure where
GB, SR and e-ph are the main scattering eﬀects for these materials [9]

1.3.1

Grain boundary scattering

Grain boundaries in polycrystalline metals are included by semi-classical models
based on the Boltzmann transport equation by Mayadas and Shatzkes (MS) [10].
This well established model assumes that the grains are organized in a parallel conﬁguration as shown in Fig. 1.8 or perpendicular to the transport direction. Under this
assumption, only electrons propagating into parallel grains will be scattered; some of
them will be transmitted to the next grain and other electrons will be reﬂected at the
grain boundary. On the other hand, the parallel grain boundaries will not have any
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eﬀect on the incident electrons and it is assumed that they have no role in changing
in the resistivity. In this model, the scattering at the grain boundary is quantiﬁed by
a reﬂection coeﬃcient R which corresponds to the probability that an electron can
be reﬂected by the grain boundary. This coeﬃcient is normalized and equal to 0 for
a metal wire formed by a single grain (no grain boundary scattering) and 1 if the
grain boundary acts as a hard wall which electrons cannot pass through (all electrons
are scattered back). Assuming that the average grain size is D, the grain boundary
contribution in the MS model is calculated as:


−1
ρ0
2
1
2
3
= 1 − α + 3α − 3α ln 1 +
(1.3)
ρGB
3
α
� R 
with α = Dλ 1−R
, where ρ0 is the bulk or geometry independent resistivity which is
largely determined by electron scattering from phonons and impurities and λ is the
mean free path that is a temperature dependent quantity.

Two of the main assumptions of this model are that the scattering eﬀect only
happens at the grain boundary and that grain boundaries can be treated as internal
surfaces. This implies that the GB is modeled as a localized potential which perturbs
the incident electrons at that speciﬁc location.

Fig. 1.8. A grain boundary can be modeled as a localized potential at the
boundary of two grains of length D
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1.3.2

Surface roughness scattering

The most accepted model to describe surface roughness in metals was initially
proposed by Fuchs and Sondheimer (FS) [11, 12]. Similar to the MS model, the FS
model makes use of the Boltzmann’s transport equation, but with boundary conditions corresponding to a thin continuous metal ﬁlm. This theory is based on the free
electron model where the surface acts as a scattering process determined by a single
parameter p which corresponds to the specularity coeﬃcient. In this context, p coefﬁcient equal to 0 corresponds to a diﬀusive scattering at the surface and a p factor
equal to 1 corresponds to an elastic scattering process between the free electron and
the surface. Therefore, an increase in the surface scattering results in energy lost at
the surface as shown in Fig. 1.9. In the most compact form, the FS model is equal
to:
3
Sλ
ρSR
= 1 + (1 − p)
ρ0
8
d

(1.4)

where d is the ﬁlm thickness and S is a geometry dependent constant that is proportional to the line cross section area.

Fig. 1.9. A grain boundary can be modeled as a localized potential at the
boundary of two grains of length D

1.4

Limitation of traditional models
Semi-classical models are mainly based on Boltzmann’s transport equation, and

FS and MS are the most common models. Most of the models reported in the lit-
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erature [13–18] are related to these two models to some degree. These models have
enjoyed popularity in describing scattering eﬀects in metal wires for several years. Recent technical advances have resulted in fabrication of interconnects below a 50 nm
thickness, and well-documented literature shows large discrepancies between these
models and the experimental observations in this thickness region [14, 16, 18–20].
These discrepancies show the necessity of constructing a more robust model which
goes beyond a semi-classical model, takes quantum eﬀects into account, and can provide a correct description of the electrical resistivity for metal wires below a 50 nm
thickness.

Another limitation of semi-classical models is that they are based on ﬁtting parameters such as R, p and average grain size D, and therefore have limited transferability
to diﬀerent geometries or materials. For example, a set of parameters ﬁt to a speciﬁc
experiment cannot be used to calculate the resistivity in a diﬀerent experiment. There
is not a clear path for modifying existing parameters to describe a new experimental
observations without carrying out a new ﬁtting. Therefore, the parameters are not
transferable, which makes it diﬃcult to provide a full picture of the scattering eﬀects.
This aspect limits the application of these methods to engineer better interconnects
based on semi classical methods.

Another shortcoming of these models that in most cases they require ﬁtting MS
and FS simultaneously, generating a non-unique solution for the parameters (R, p,
D and λ) [8] and making it diﬃcult to quantify each contribution independently. In
other words, it is not possible to know with a high degree of certainty how much GBs
and SR aﬀect a particular set of wire-lines.

Finally, the largest limitation of these models is the lack of physical meaning
of the ﬁt parameters, which might produce an incorrect description of the SR and
GB scattering eﬀects in the sub 50 nm region. For example, Steinhögl et al. [21, 22]
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reports a good description of the scattering eﬀects in the sub 50 nm region where grain
boundaries are the dominant eﬀect. However, this conclusion conﬂicts with Graham
et al. [23], who observed with an equally good ﬁt to experimental results that the
dominant eﬀect for a similar conﬁguration of line wires is the surface roughness.
This lack of physical meaning and the diﬃculty to interpret the ﬁtting parameters
is observed in other published papers which ﬁt the FS and MS models for similar
conﬁgurations but obtain a wide range of parameters as shown in Table 1.1.

Table 1.1.
Fitting parameters vary signiﬁcantly for similar conﬁgurations of copper
thin ﬁlms.
Reference

1.5

p

R

Besling et al. [24]

0.5

0.3

Chen et al. [25]

0.1

0.2

Guillaumond et al. [26] 0.43

0.2

Shimada et al. [27]

0.0

0.5

Steinhoegl et al. [28]

0.4

0.5

Steinhoegl et al. [29] 0.25

0.13

Modeling interconnect atomistically
As described before, much of the recent research for copper interconnects has

been focused on determining the parameters for FS and MS models. However, the
research community has reached a consensus that a better understanding of scattering
eﬀects requires a model which does not rely on any ﬁt parameters [19]. Some of the
requirements that the author considers important for a new model are as follows:
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• A model that describes surface roughness and grain boundary contributions
independently and allows identiﬁcation of the dominant eﬀect in the sub 50 nm
region.
• A model that incorporates a distribution of grain sizes and considers their eﬀects
on the total resistivity.
• A model that describes diﬀerent grain boundary geometries and explores their
eﬀects on total resistivity.
• A model that describes diﬀerent surface geometries and can quantify their impact of as a function of the thickness.
• A model that incorporates e-phonon scattering, since interconnects operate at
room temperature.
Recent eﬀorts have established a direct link between grain boundaries and resistance
by the measuring the resistance of single grain boundary conﬁgurations on a nanoscale (less than 10 nm) by a four probe scanning tunnelling microscopy (STM) [30,31].
This outcome has opened new possibilities for ‘ab-initio’ transport calculations that
can be used at such a small scale. In one of the simulations most relevant to this
work, M. Cesar et al. [32] systematically studied the grain boundary eﬀects on twin
grain boundaries through a full atomistic quantum approach. For this purpose, a
quantum-transport analysis was used to calculate the resistance of grain boundaries
by density functional theory (DFT) with the non-equilibrium Green’s function formalism (NEGF) [33]. This parameter-free model was used to obtain the GB contribution
and also the reﬂection coeﬃcient of several copper twin GBs as described by the MS
model [10]. The results obtained by this method agree very well with experimental
data as shown in Refs. [30, 31].

Other studies have used the same methodology to describe the properties of Cu
nanowires. Authors such as D. Gall, Y. Ke et al. [17,34,35] and B. Feldman [36] have

12
used the NEGF+DFT method to quantify the eﬀect of coating copper interconnects
with other materials and the eﬀect of surface roughness on thin ﬁlms. These results
increase conﬁdence that the NEGF+DFT method is a reliable tool to understand the
diﬀerent scattering eﬀects on copper interconnects. Unfortunately, DFT calculations
are still limited to simulating small structures with less than a thousand atoms [32],
which is far smaller than realistic copper interconnects. This constraint has limited
the application of the method and its use to understand the quantitative eﬀects of
SR and GBs independently. Additionally, interconnects operate at room temperature,
therefore electron-phonon scattering should be an important eﬀect to be considered in
simulation. However, this type of scattering has not been well studies for a copper interconnect in term of a full atomistic approach so far in any of the studies reported in
the literature and even less its relationship with other scattering eﬀects as GBs or SR.

In order to overcome one of the shortcomings of DFT models and modeling realistic copper interconnects, G. Hedge showed that a semi-empirical tight binding
model is a good ﬁt to describe metal wires and ﬁlms as projected by ITRS [4]. In his
approach, the electronic properties for copper under diﬀerent conﬁgurations such as
strain, growth orientation, alloy materials, and interfaces with other materials were
mapped from a DFT method to an environmental tight binding model [37]. Using this
approach, he was able to quantify the scaling eﬀect on contact resistivity in nanoscale
metal-semiconductor contacts [38]. Additionally, he studied the relationship between
conductivity for strained bulk copper and thin ﬁlms, and the relationship between
growth orientation and conductivity [39]. Even more importantly, his work has encouraged other works such as this one to study electronic properties for more complex
scattering eﬀects as surface roughness, grain boundaries and e-ph scattering making
use of a semi-empirical tight binding method to simulate realistic devices.
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1.6

Contributions of this thesis
In this work, the scattering eﬀects on copper interconnects are studied systemat-

ically with a fully atomistic basis.

In Chapter 3, the orientation eﬀects on the speciﬁc resistance of copper grain
boundaries are studied systematically with two diﬀerent atomistic tight-binding methods. Making use of the NEGF method in Nemo5 [40], electronic properties of ordered
and random single grain boundaries are studied and benchmarked against experiments and ﬁrst principles calculations. The transmission spectra obtained by these
two atomistic methods show that one of the methods captures the main features of
DFT in the Fermi window of 2 eV. On other hand, the transmission spectrum calculated by the second tight binding model also shows reasonable agreement with DFT
around the Fermi window, but fails to describe the ab initio transmission spectrum
for energies away from the Fermi energy.

Encouraged by those results, Chapter 4 studies larger copper grains making use
of those tight binding methods to describe the resistance eﬀects of interconnects with
lengths greater than 30 nm for diﬀerent grain orientations. To achieve this, two types
of orientations are studied: “Tilt” and “Twist” conﬁgurations. The results obtained
by this work show that the speciﬁc resistance show copper ﬁlms conserve inversion
symmetry. Additionally, the LDOS obtained with the atomistic model shows that
the perturbation in the LDOS is not at the grain boundary, but rather over the entire
grain. This contradicts the assumption of the Mayadas-Shatzkes model [10, 41, 42],
which models the grain boundary eﬀect as a local perturbation of the potential at
the interface between grains. Finally, a compact model for grain-boundary-speciﬁc
resistance is constructed based on a neural network which is only validated for the
system simulated in this work.
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However, it might be used as an initial guess for a system with more degrees of
freedom.

In Chapter 5, the environmental tight binding method is used to describe the
eﬀect of surface roughness and grain boundary in the resistivity of copper thin ﬁlms.
This model is the ﬁrst attempt to describe realistic interconnects with widths between
4 and 20 nm as projected by ITRS [7]. The total resistivity simulated in this work is
also compared against unpublished experimental data at low temperature. The resistivity modeled by the NEGF method shows a closer match to the Cu/MoS2 interface
with a grain size of 10 nm interconnect than to the Cu/SiO2 interface. The author
considers that this is a result of the ﬂattened interface, which behaves similar to a
free surface as modeled in this work and reported by other papers. One of the most
important contributions provided by this work is its addition to the literature of a
model that is parameter free and can be used to describe surface roughness and grain
boundary scattering independently. Before this study, a model for these scattering
eﬀects with a fully atomistic basis had not been clearly quantiﬁed.

Finally in Chapter 6, the electron phonon scattering eﬀects are added to the previous results for copper thin ﬁlms. This last scattering mechanic is introduced into
the NEGF method by the Molecular dynamic+Landauer formalism that has recently
been used to study mobilities and other electronic properties. This work uses this
approach to include the electron phonon coupling in copper thin ﬁlms. Initially the
resistivity for bulk copper was calculated and benchmarked against experiments with
a 1.2% diﬀerence. In the case of copper thin ﬁlms, the resistivity calculated by the
environmental tight binding model that includes the eﬀects of surface roughness,
grain boundary and electron-phonon scattering is also compared against experimental results. The simulation results at room temperature show a better match with
the Cu/MoS2 interface even at room temperature, which conﬁrms that the surface
roughness eﬀect on this type of interface is much lower than for the Cu/SiO2 interface.
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The resistivity calculation for a single grain boundary conﬁguration has a much
larger value than reported experimentally. This result can be partially understood
because the SR structures modeled by the MD+Lauder method have a ”atomistic”
roughness which is very diﬀerent from the ultra clean interfaces fabricated experimentally. Similar to the observations in Chapter 5, the results at room temperature show
a better match with the Cu/MoS2 interface which conﬁrms that the surface roughness
eﬀect on this type of interface is much lower than for the Cu/SiO2 interface.

The resistivity calculation for a single grain boundary conﬁguration also has a
much larger value than reported experimentally. This result can be partially understood because the SR structures modeled by the MD+Lauder method have a “atomistic” roughness which is very diﬀerent from the ultra clean interfaces fabricated experimentally. Similar to the methods described in Chapter 5, surface roughness, grain
boundary and electron phonon scattering eﬀects are studied independently. The simulated values show that the SR contribution is slightly aﬀected by the increase in the
grain size. This contrasts with the low temperature case which shows a 20% change
between two diﬀerent grain sizes. The results also conﬁrm that the e-ph contribution is the dominant eﬀect for thin ﬁlms thinner than 20 nm at room temperature.
While this ﬁnding has been reported experimentally, traditional models have not yet
been able to quantify this behavior because of the the well documented limitations
described in the previous sections.
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2. METHODOLOGY
2.1

Environmental Tight Binding Model
In this work copper interconnects will be modeled making use of two diﬀerent

tight binding models. The ﬁrst model used in this work is the environmental tight
binding (TB) model. Assuming our system is independent of time, it is expected that
a time-independent Schrödinger equation describes the evolution of the system as:
HΨ = EΨ

(2.1)

where E and Ψ represent the energy and the wave function for a stationary state, and
H corresponds to the Hamiltonian of the system which represents the total interaction
of the structure. In a single electron picture approach, the Hamiltonian is described
by:
H = −r2 +

X

V (r − Ri )

(2.2)

Ri

where the ﬁrst term represents the kinetic energy of the system and the last term
corresponds to the eﬀective potential acting over each atom site i. In the speciﬁc case
of the periodic system, the wave function can be approximated by a linear combination
of atomic orbitals ϕm (r − Ri ):
1 X
Ψi,k (r) = √
Ci,α eik·Ri ϕi (r − Ri )
N α,Ri

(2.3)

where α refers to the orbital index, k is the Bloch wave vector and Ci,α are the linear
coeﬃcients used in this transformation. Combining the expression in equation 2.3
and the Schrödinger equation 2.2, a generalized eigenvalues problem is obtained:
HΨi,k (r) = m (k)SΨi,k (r)

(2.4)

where S corresponds to the overlapping matrix equal to:
Siα,jβ = hϕi,α |ϕj,β i

(2.5)
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In the tight binding approximation, the atoms are assumed to be “tightly” bound.
Therefore, the overlapping between atoms is assumed to be zero and one with itself
Siα,jβ = δi,α;j,β . In other words, tight binding approximation assumes that the basis
functions ϕi,α are orthogonalized.

In this approximation, the Hamiltonian H in equation 2.4 is represented by the matrix
elements:
Hiα,jβ = hϕi,α | − r2 + V (r − Ri )|ϕj,β i

(2.6)

In the regular tight binding approximation, the onsite elements of the Hamiltonian
matrix are approximated by a constant value iα such as:
Hiα,iα ≈ iα

(2.7)

This approximation fails to describe the environment eﬀects due to strain, alloy disorder or change in the atomic coordination. Therefore, in this work an environmental
tight binding method is used as implemented by G. Hedge [39] in Nemo5 [40]. In his
approach, the on-site elements are calculated by:
Hiα,iβ ≈ iα +

X

hϕi,α |V (r − Rp )|ϕj,β i

(2.8)

X

(2.9)

Rj 6=Ri

≈ iα δα,β +

ηij Iiα,jβ (Rij )

Rj 6=Ri

where Rij correspond to the distance between the atom i and its neighbor j, and
ηij correspond to the direction cosines. Under the present model, the intra-atomic
contributions Iiα,jβ take into account the change of the on-site energy with respect to
the bond length as:
�

Iiα,jβ = Iij0iα,jβm exp[−piαjβm Rij /R0 − 1 ]

(2.10)

where R0 corresponds to the unstrained bond length and piαjβm is a decay exponent
that is obtained by ﬁtting the band structure and density of states for diﬀerent con-
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ﬁgurations. In the environmental tight binding method, the oﬀ-diagonal elements of
the Hamiltonian matrix 2.6 are represented by the two center integrals:
Hiα,jβ = hϕi,α | − r2 +

X

V (r − Rn )|ϕj,β i

(2.11)

Rn

This last term is calculated in the environmental tight binding method [39] which
takes into account the bond length dependence as a generalized version of Harrison’s
rule [43, 44] as:
�

Viα,jβm = Vij0iα,jβm exp[−qiαjβm Rij /R0 − 1 ]

(2.12)

where qiαjβm are given by a decay exponent that is parametrized similar to how it
was described for the exponent decay of the on-site elements p.

2.2

Extended Hückel Model
Extended Hückel (EH) Model is a semi-empirical tight binding model very similar

to the one described in Section 2.1. In a equivalent form that the environmental tight
binding method, the Hamiltonian is expanded in terms of atomic orbitals given by:
ϕnlm (r) = Rnl (r)Ylm (r̂)

(2.13)

where Ylm correspond to the spherical harmonic that takes into account the angular
dependence of the wave function and a radial function Rnl (r). In contrast to the
environmental tight binding method, EH has an analytical expression to generate the
atomic wave function ϕnlm (r) given by Slater type orbitals:

1
1
rn−1 �
Rnl (r) = p
C1 (2η1 )n+ 2 e−η1 r + C2 (2η2 )n+ 2 e−η2 r
(2n)!

(2.14)

where η1 , η2 , C1 and C2 are adjusting parameters for the EH model. Under this
approximation, the on-site elements correspond to the ionization energies at each
orbital:
Hiα,iβ = iα δαβ

(2.15)

19
In contrast to environmental TB, in the EH approximation atomic orbitals are not
assumed to be orthogonal, therefore the overlapping matrix is calculated analytically
based on the Slater wave functions:
Siα,jβ = hϕi,α |ϕj,β i
Z
=
ϕi,α (r − Ri )ϕj,β (r − Rj )dr

(2.16)
(2.17)

where the Slater orbitals are constructed such that the on-site elements of the overlapping matrix Sijonsite = δij and the oﬀ-diagonal elements of the Hamiltonian matrix
become equal to [45]:

1 �
Hiα,jβ = K iα + jβ Siα,jβ
2

(2.18)

where K is a dimensionless constant traditionally set to 1.75, but scaled to 2.3 by
Cerda and Soria [45]. One of the most important characteristics of EH models with
respect to the environmental TB model is the fact that the parameters are atom
dependent instead of being material dependent. Therefore, the parameters are more
transferable between diﬀerent chemical environments [46,47]. Additionally EH model
requires a smaller number of parameters than the environmental TB method.

2.2.1

Properties of Orthogonal and Non-orthogonal Basis

Assuming an orthogonal basis set {|φi} in the Hilbert space, the inner product is
deﬁned as follows:
hφα |φβ i = δα,β

(2.19)

where α and β are indices. Any orthogonal basis must satisfy a completeness relation
given by:
|φα ihφα | = 1

(2.20)

In an analogous way, it is possible to deﬁne a non-orthogonal basis {|ϕi} as the
product between two elements in this space, given by:
hϕα |ϕβ i = Sα,β

(2.21)
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Assuming that the non-orthogonal set can be expanded in terms of the orthogonal
basis and making use of Einstein summation notation, the following expression is
obtained:
|φi i = Ciα |ϕα i

(2.22)

where Ciα are the coeﬃcients of the basis transformation. The bra-ket product for
two vectors in the orthogonal Hilbert space, as described in the expression 2.19, gives:
∗
Cjβ hϕα |ϕβ i
hφi |φj i = Ciα
∗
= Ciα
Cjβ Sα,β = δi,j

(2.23)
(2.24)

Considering cases where i = j and i =
6 j, the basis coeﬃcients become equal to
−1/2

Ciα = Siα

. Using that expression, a transformation between both spaces is obtained

as follows:
−1/2

|φi i = Siα

|ϕα i

(2.25)

where the non-orthogonal basis must satisfy a completeness relation given by:
|ϕα iSα,β hϕβ | = 1

2.2.2

(2.26)

Density operator in diﬀerent representations

It is commonly known how to calculate the electron density in an orthogonal basis. However in this work an RGF algorithm was also implemented in Nemo5 [40] to
obtain the electron density in a non-orthogonal basis such as EH.
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Employing the previous result, the electron density can be described in these two
basis representation {|ψi, |ϕi} that corresponds to an orthogonal and non-orthogonal
representation. In an orthogonal basis, the density is equal to:
ρ(r) =hr|ρ̂|r0 i

 

=hr| |φi ihφi | ρ̂ |φj ihφj | |ri
=φi (r)hφi |ρ̂|φj iφ∗j (r)
=φi (r) ρi,j φ∗j (r)

(2.27)

where the number of electrons (n) can be calculated as:
n = T r(ρi,j )

(2.28)

The density operator can be described in a non-orthogonal basis as:
p(r) = hr|ρ̂|ri
= hr| ( |ϕγ iSγ,δ hϕδ | ) ρ̂ ( |ϕ iS,β hϕβ | ) |ri
= ϕγ (r) ( Sγ,δ hϕδ |ρ̂|ϕ iS,β ) ϕβ (r)
= ϕγ (r)ργ,β ϕβ (r)

(2.29)

Comparing expressions (2.27) and (2.29), a transformation is found between the matrix elements of the density given as follows (see Appendix A for more details):
Sα,i hϕα |ρ̂|ϕβ iSβ,j = ρi,j
hϕδ |ρ̂|ϕ i = Sα,i ρi,j Sj,β
= [S −1 ρ S −1 ]δ,

(2.30)

Making use of the expressions before, ρi,j can also be transformed in terms of the
non-orthogonal basis as:
pi,j = hφi |ρ̂|φj i
= hφi | ( |ϕγ iSγ,δ hϕδ | ) ρ̂ ( |ϕ iS,β hϕβ | ) |φj i
1/2

1/2

= Si,γ Sγ,δ ( hϕδ |ρ̂|ϕ i ) S,β Sβ,j
3/2

3/2

= Si,δ [S −1 ρS −1 ]δ, S,j

(2.31)
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Taking the diagonal elements of pij in this last expression, the number of electrons in
a non-orthogonal basis is obtained:
n = T r(ρi,j Sji )

2.2.3

(2.32)

Electron density in terms of the Green function

The non-equilibrium Green formalism may also be applied to represent the electron density in terms of the G< lesser function as:
n(r) = −ih̄ G< (r, t; r, t)
where the G< lesser function is deﬁned as G< (r, t; r0 , t0 ) ≡

(2.33)
i
h
¯

D

ψ̂ † (r0 , t0 )ψ̂(r, t)

E

For a homogeneous system formed by diﬀerent layers L, the electron density can be
described as [48]:
Z
h̄ X dω X <
Gj, L; j,L (k, ω)
nL = −i
V k
2π j

(2.34)

Similarly for a non orthogonal basis, the electron density can be expressed by making
use of the result obtained in the expression 2.32, as follows:
Z
h̄ X dω X X <
G
nL = −i
0 (k, ω)Sα,L;β,L0 (k, ω)
V k
2 π α,β L0 α,L;β,L
2.2.4

(2.35)

RGF algorithm in a Non-Orthogonal Basis

In general, in order to calculate the electron density based on equation 2.32, it is
required to sum over all the layers L0 . However the layers can be constructed large
enough such that each block L is only coupled to nearest neighbor blocks (see Figure
2.1).
The G< lesser function can be re-written in terms of the retarded Green function as:
G< = GR (ΣL + ΣR )GA . Therefore the electron density will be equal to:
!
Z
X
dE X R
†
R†
L
R
ni = 2
[Gi,1 Γ1,1 GR
[Gi,N
ΓN,N GN,j
Sj,i ]f R
1,j Sj,i ]f +
2π
j
j

(2.36)
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Fig. 2.1. Device partitioning (Figure from Reference [48])

In the particular case of a non-orthogonal basis, the retarded Green function is equal
to [49]:

GR (E) = [ESd − Hd − ΣL − ΣR ]

(2.37)

where Sd and Hd are tridiagonal matrices which represent the overlapping matrix
and Hamiltonian of the device respectively. ΣL and ΣR are self energies which are
calculated assuming open boundary conditions at the leads.
The expression 2.36 clearly shows that the electron density calculations only require
R
knowledge of the ﬁrst (GR
i,1 ) and the last (Gi,N ) column block of the retarded Green

function. Therefore instead of calculating the inverse of the Green function which is
a computationally expensive operation, a recursive method is used which allows us
to obtain these blocks faster than a direct inversion [50].

R
Based on the recursive Green algorithms, these two blocks (GR
i,1 ) and (Gi,N ) are

calculated by the Dyson formalism with the help of two auxiliary expressions. The
right (g r ) and the left connected Green function (g l ) are given respectively by:

r
r
= [ESi,i − Hi,i − t̃i,i+1 gi+1,i+1
t˜i+1,i ]−1
gi,i

(2.38)

l
l
gi,i
= [ESi,i − Hi,i − t̃i,i−1 gi−1,i−1
t̃i−1,i ]−1

(2.39)

where the block coupling matrix is equal to t̃i,j = Hi,j − ESi,j and the i index runs
from 1 to N − 1 for g r and from N − 1 to 1 for g l .
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Making use of the left and the right connected Green functions, the ﬁrst and the last
elements of the retarded Green function (GR ) are found:
r
G1,1 = [ES1,1 − H1,1 − t̃1,2 g2,2
t̃2,1 − ΣL ]−1

(2.40)

l
R −1
GN,N = [ESN,N − HN,N − t̃N,N −1 gN
−1,N −1 t̃N −1,N − Σ ]

(2.41)

Then the elements of the ﬁrst and the last column are obtained recursively as:
r
Gi,1 = gi,i
t̃i,i−1 Gi−1,1

(2.42)

l
Gi,N = gi,i
t̃i,i+1 Gi+1,N

(2.43)

where i varies from 2 to N − 1 in the ﬁrst expression and i varies from N − 1 to 2 in
the last expression.

2.2.5

Numerical example to calculate of the electron density calculated
by a Orthogonal and Non-orthogonal basis for a one band model

In order to test the expressions described above, a system formed by an inﬁnite
wire of atoms coupled only to the closest neighbor is studied as shown in Figure 2.2.

Fig. 2.2. One dimensional wire used to obtain the electron density

Assuming that the Hamiltonian of the system can be represented in an orthogonal
basis as:
⎡

2 t0 −t0

0

···

⎢
⎢
⎢−t0 2t0 −t0 0
⎢
⎢
H = ⎢ 0 −t0 2t0 −t0
⎢
⎢ ..
..
...
...
⎢ .
.
⎣
..
..
..
.
.
. −t0

···

⎤

⎥
⎥
· · ·⎥
⎥
.. ⎥
.⎥
⎥
...⎥
⎥
⎦
2t0

(2.44)
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The band structure and transmission shown in Figure 2.3 are obtained:

Fig. 2.3. Band structure and transmission spectrum for one dimensional
wire.

The electron density in this representation is given by the expression 2.34. Integrating over the energy from zero to the Fermi level, Ef , an electron density equal to
one for a one band model is expected:
Z Ef

 dE
nL =
Im G<
j, L; j,L (E)
2π
0

Fig. 2.4. Electron density per layer for a one dimensional wire

(2.45)

26
The system may also be represented in a non-orthogonal basis. For this case, the
non-orthagonal Hamiltonian is set equal to the orthogonal Hamiltonian (2.44), but
an overlapping matrix given by the following expression is
⎡
0
···
1
−0.2t0
⎢
⎢
⎢−0.2t0
1
−0.2t0
0
⎢
⎢
S=⎢ 0
−0.2t0
1
−0.2t0
⎢
⎢ ..
..
..
..
.
⎢ .
.
.
⎣
..
..
..
.
.
.
−0.2t0

added:
⎤
···
⎥
⎥
· · ·⎥
⎥
.. ⎥
.⎥
⎥
.. ⎥
.⎥
⎦
1

(2.46)

Following a process similar to the one performed for the orthogonal case, but adding
the corresponding changes to include the overlapping matrix, the band structure and
transmission shown in Figure 2.5 are obtained:

Fig. 2.5. Band structure and transmission spectrum for a non-orthangonal
basis

Similar to the previous case, the electron density is calculated in two diﬀerent ways,
both excluding the overlapping matrix (naL ) and including the overlapping matrix
(nbL ).
naL

Z
=

Ef

Im
0



G<
j, L; j,L (E)

X
 dE
; nbL =
2π
L0

Z

Ef



Im G<
i, L; j,L0 (E) Sj, L0 ; i,L (E)

0

(2.47)
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This calculation is performed to check the eﬀect of the overlapping matrix on the
density. The result in Figure 2.6 clearly shows that the electron density must be
included in the overlapping matrix.

Fig. 2.6. Electron density naL and nbL per layer for one dimensional wire

2.3

Modeling electron-phonon with a tight binding basis
Quantifying electron-phonon (e-ph) eﬀects in metal using an atomistic model such

as tight binding is not simple task. In general, inelastic processes such as electronphonon scattering requires inclusion of eﬀects of phonon absorption and emission.
This in turn requires the use of the many body theory and involves the knowledge of
energy exchanged between electron and phonon particles, which is very challenging.
Multiple works such as those by J. Bonca and S. Trugman [51] have studied such
complicated problems. Other authors such as G. Emberly and G. Kirczenow [52]
have modeled electron transport in molecular wires including the electron-phonon
scattering. However, those models are limited to very small structures due to the
large computational requirements.

On other hand, semi-classical methods are by far much easier to use and the e-ph
scattering is included as part of the FS (see Sec. 1.3.1) and MS models (see Sec.
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1.3.2) by a unique parameter ρ0 . This parameter ρ0 is the diﬀusive e-ph resistivity
which corresponds to the resistivity of a large thin ﬁlm where GB and SR eﬀects are
neglected compared to the e-ph contribution. While this approach sounds straightforward, in the end it does not provide any information about the enhancement or
reduction of the e-ph eﬀect as a function of thickness or the geometry of each individual grain. In general e-ph scattering is hard to model; the following sections brieﬂy
discuss some of the most common methods.

2.3.1

Traditional models used to describe electron phonon eﬀects in metals

Y. Timalsina et al. [18,19] recently proposed a very interesting method to measure
the e-ph contribution in thin ﬁlms. His work makes use of the Bloch-Grüneisen model
(BG) [53], which deﬁnes the electron-phonon contribution to the resistivity of copper
thin ﬁlms as:

ρe−ph (T ) = αe−ph

T
ΘR

n Z

ΘR /T

0

xn
dx
(ex − 1)(1 − e− −x)

(2.48)

where T is temperature, αe−ph is a constant proportional to λtr ωD /ωp2 where λtr is the
electron-phonon coupling constant, ωD the Debye frequency, ωp the plasma frequency
ΘR the Debye temperature obtained by heat measurements, and n an integer constant
between 2 to 5 depending on the interaction. In a non-magnetic metal like copper,
the most common value for the integer n is 5 as suggested in Ref. [54]. Making use of
an ultrafast pump-probe technique, the e-ph constants describe above were measured
experimentally; the e-ph constants were also calculated by ﬁtting the BG model to
the experiments. The parameters from the experimental and the calculated methods
were found to be in good agreement. However, this is a very specialized measurement
and there is not yet enough data to understand how the other scattering eﬀects such
as GBs, SR are aﬀect by the e-ph scattering.
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2.3.2

Boltzmann’s Transport Equation + the Density Funtional Theory
model

S. Savrasov [55] proposed another method known as the Boltzmann’s Transport
Equation plus the Density Funtional Theory (BTE+DFT) model to describe the el-ph
interaction in a metal. In his work, the e-ph contribution to the resistivity is obtained
by an ‘ab-initio’ linear-response. In a low-order variational solution of the Boltzmann
equation, the e-ph contribution to the electrical is approximated as:
ρ=

πΩcell KB T
λtr
N (Ef ) hVx2 i

(2.49)

where T is the temperature, Ωcell the cell volume, KB the Boltzmann’s constant, λtr
the average e-ph coupling strength, N (Ef ) the electron density of states at the Fermi
level and hVx2 i the average velocity in the transport direction. The e-ph coupling (λtr )
can be obtained by:
Z
λtr = 2
0

∞

dω 2
α F (ω)
ω tr

(2.50)

where α2 F (ω) corresponds to the electron-phonon spectral function which can be
obtained by ﬁrst principles making use of the dynamical matrix obtained from ﬁnite
displacements of individual atoms [56]. S. Savrasov [55] used a linear muﬃn-tin orbital to obtain the spectral function and then calculated the e-ph contribution to the
resistivity for diﬀerent temperatures and compared the resulting resistivities against
bulk copper as shown in Fig. 2.7. Since no parameters require ﬁtting, this method
can be extended to other materials and geometries such as copper thin ﬁlms. Another
advantage is that mobilities and resistances at diﬀerent temperatures are relatively
easy to calculate.

The results show good agreement with the experimental results at temperatures
below 200 K, but at higher temperatures a non-linear eﬀect must be included for
the vibrational modes (an-harmonic modes) in order to correctly capture the e-ph
contribution to the resistivity. Another limitation of the method is that it can only
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be used in crystalline structures. Therefore grain boundary and surface roughness
eﬀects cannot be included in this model.

Fig. 2.7. Resistivity of copper at diﬀerent temperatures obtained from
an ab-initio method. Reprinted from“Electron-phonon interactions and
related physical properties of metals from linear-response theory”, by S.
Y. Savrasov et al. [55]. Copyright 1997 by Phys. Rev. B. Reprinted with
permission.

2.3.3

Molecular Dynamic (MD) + Landauer’s formalism

Finally, the QuantumWise team in Denmark [57] has recently developed another
method which includes the “electron phonon scattering from Green’s function transport combined with molecular dynamics”. In this method the Landauer’s formalism is
coupled to the molecular dynamic (MD) to generate a new model that describes the eph interaction in a phenomenological way. This model assumes a Born-Oppenheimer
approximation in which electrons move much faster than the ions. Under this assumption, the electrons move inside a landscape of “frozen ions”, experiencing a ﬁxed
potential landscape provided by the instantaneous position of the atoms. Clearly the
landscape will change for each time step, since temperature will result in a random
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displacement of these atoms. This random displacement is included by a MD simulation. However, the MD-Landauer method does not include an energy transfer
between the electrons and phonons, or model any process where electrons can absorb
phonons to reach a higher energy state. Some of the advantages of this method are
listed below:
• Harmonic and an-harmonic information is coupled with the MD simulation
which contains the information of all possible vibrational modes of the atoms
that compose the system. Therefore unlike the BTE model, this model is not
limited to the ﬁrst order of lattice vibrations.
• Given the perturbed Hamiltonian, the Green function is solved exactly. Therefore, this model can be applied to amorphous structures and only requires a
Hamiltonian method that correctly describes the electronic properties for perturbed atoms (locally strained atoms).
• The Landauer approximation uses the NEGF method implemented in Nemo5
without requiring any additional changes to the code.
Making use of this method, T. Markussen et al. [57] obtained mobility and resistivity
values for some metals with a good agreement with the BTE+DFT method and
experimental results as shown in Fig. 2.8. One of the shortcomings of the model
is that it is not as rigorous or well-established as the Boltzmann transport method.
However, this work uses the MD-Landaeur method to describe copper interconnects at
ﬁnite temperatures because non-linear and scattering eﬀects such as grain boundaries,
surface roughness, and defects can easily be included.

32

Fig. 2.8. Comparison of mobilities at room temperature obtained by
BTE+DFT and MD+DFT. Reprinted from “Electron-phonon scattering
from Greens function transport combined with molecular dynamics: Applications to mobility prediction”, by T.Markussed et al. [57]. Copyright
2017 by Phys. Rev. B. Reprinted with permission.

33

3. VALIDATION OF SEMI-EMPERICAL TIGHT
BINDING MODELS
The contents of this chapter are part of a paper accepted by Physical
Review Applied: “Grain-Boundary Resistance in Copper Interconnects:
From an Atomistic Model to a Neural Network”, D. Valencia, E. Wilson,
Z. Jiang, G. A Valencia-Zapata, K. Wang, G. Klimeck and M. Povolotskyi. Phys. Rev. App. 9 044005 (2018) The copyright of this work belongs to the publisher. Reprinted with permission. Additional portions of
this chapter’s content are part of International Conference on Simulation
of Semiconductor Processes and Devices, SISPAD 2016.“Grain boundary
Resistance on Nanoscale Copper Interconnections”, D. Valencia, E. Wilson, P. Sarangapani, G. A Valencia-Zapata, G. Klimeck, M. Povolotskyi,
SISPAD 760515 (2016). Reprinted with permission.
3.1

Motivation
Due to the aggressive downscaling of logic devices, interconnects have reached the

nanoscale, making quantum eﬀects important. According to the roadmap provided by
ITRS, interconnects are expected to reach sizes of 10 to 30 nm in the next decade [7].
Previous work by Graham et al. [23] demonstrates that surface scattering and grain
boundary (GB) scattering play major roles in the resistance of structures smaller
than 50 nm. Earlier works based on semi-empirical parameters have described polycrystalline ﬁlms and surface scattering [10, 11] for macroscopic systems, but the fact
that those models require ﬁtting parameters for each experimental setup limits the
scope of their applications. The ultra-scaled interconnects suggested by the roadmap
require better descriptions of orientation and conﬁnement eﬀects to correctly model
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scattering in wires. Recently, ﬁrst-principles calculations have been used to describe
the resistance of a single grain boundary by making use of non-equilibrium Green’s
function with Density Functional Theory (DFT-NEGF) formalism [32]. The results
demonstrate a strong correlation between resistance and the geometry of the grain
boundary, and show agreement with both experimental [30] and other theoretical
work [36, 58, 59]. However, the studied structures are limited to relatively small sizes
containing single grain boundaries and less than a few hundred atoms because of the
computational burden required to perform DFT-NEGF calculations.

The purpose of this manuscript is to introduce an atomistic model that describes
the speciﬁc resistance due to grain boundary eﬀects for realistic copper interconnects
as projected by the ITRS roadmap [7] without depending on any phenomenological
parameter. Even though the atomistic model is much faster than an ab initio method,
parametric models have the advantage of easily providing a quantitative value of
speciﬁc resistance. Therefore, a compact model which reduces the computation time is
generated by making use of a neural network that is based on large statistical sample.
The rest of the manuscript has been organized as follows. Section 3.2 presents the
main characteristics of the atomistic models and benchmarks tight binding parameters
against ﬁrst principles calculations for a copper FCC structure. Section 3.3 constructs
single grain boundaries based on coincident site lattice (CSL) and validates their
electronic properties against an ab initio method.

3.2

Description of Tight Binding Models
The two tight binding methods used in this study are an environmental orthogonal

tight binding model (TB) [39] and a non-orthogonal tight binding method based on
the Extended Hückel (EH) model [60]. The TB model has an orthogonal basis with
an interaction radius up to the second nearest neighbor (2NN 0.4 nm). However,
it requires a large number of parameters to include strain eﬀects (48 parameters for
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copper). In comparison, the EH model has a non-orthogonal basis with a larger
interaction radius up the third nearest neighbor (3NN 1.0 nm). It requires a smaller
number of parameters than the TB method (11 parameters for copper). Existing
parameters for the TB model [39] fail when used in highly distorted atomic systems
such as GB. Due to the exponential dependence of the inter-atomic coupling on
the bond length, the inter-atomic matrix elements corresponding to bond lengths
with a 5% or greater distortion generate unphysical results. The problem is solved
by obtaining a new parametrization with additional constraints on the inter-atomic
coupling. This new parameter set is summarized in Table B.1 in Appendix B. The
parameters for the EH model are taken from literature [45]. Both EH parameters
and the new TB parameters show a good match for the Cu unit cell when compared
against an ab initio method as shown in Fig. 3.1. The ab initio result, used as a
reference, is obtained by density functional method with a Perdew-Burke-Ernzerhof
version of the generalized gradient approximation (GGA PBE) exchange- correlation
functional [61]. An energy cutoﬀ of 150 Ry is used and the Brillouin zone is sampled
with a 10×10×10 mesh. An FCC copper lattice with a lattice constant of 0.361 nm,
as reported experimentally [62], is considered. The Fermi level in the tight binding

Fig. 3.1. Band structure for copper unit cell obtained by TB, EH and
DFT methods. Ef indicates the Fermi energy.
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model (EH and TB) is calculated by integrating the density of states to ﬁnd the
total number of states as a function of energy. The states are then ﬁlled using a zero
temperature approximation. For example, the density of states spectrum for a 1.6 nm
thick copper ultra-thin body with two periodic boundary conditions is shown in Fig.
3.2(a). The total number of states as a function of energy Fig. 3.2(b) is obtained by
integration of the DOS spectrum.

Fig. 3.2. Extraction of the Fermi level from the DOS from a 1.6 nm Cu
ultra-thin body using the T= 0 K approximation a.) DOS spectrum of
the UTB b.) DOS is integrated up to the total number of states in the
structure. In this case, 11 valence states per atom (Ns) and 40 atoms (Na)
yields 440 states (N).
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3.3

Benchmarking the Tight Binding methods by Single Grain Boundaries Calculations
To validate the tight binding models, the eﬀects of GB scattering were studied

for a single coincident site lattice (CSL) and random single (RS) grain boundaries.
The CSL GB conﬁgurations are obtained by a rotation of one of the grains until
its lattice vector becomes coincident with the vector of the unrotated lattice [63] as
shown in Fig. 3.3. Additionally, our semi-empirical methods were validated against

Fig. 3.3. Coincident site lattice GB are obtained by generating a superposition of two periodic lattices. One of the lattices was rotated with
respect to the other, generating coincident points between the lattices for
each rotation angle.

highly distorted atomic systems as shown in Fig.3.4. A fairly small number of atoms
(< 400) is required to construct these systems, which allows the tight binding models
to be benchmarked against a ﬁrst principles calculation as implemented in the ATK
package [61]. CSLs are labeled by ΣN , where N corresponds to the ratio of the CSL
unit cell size to the standard unit cell size. In this work, the CSL GB are generated with GBSTUDIO [64] and the RS grain boundaries are generated by Voronoi
diagrams [65]. Those structures are then relaxed using an ab initio method. The
relaxation is carried out with GGA PBE exchange-correlation functional. A Double
Zeta polarized basis set is used for copper atoms with an energy cutoﬀ of 150 Ry and
the Brillouin zone sampled with a 4×4×1 mesh, until all atomic forces on each ion
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Fig. 3.4. Schematic representation of random single grain boundaries.
Structures a) and b) are obtained for copper atoms growing in the direction 111 with rotation angles in the directions [1̄¯12] and [1¯10] by a a
rotation equal to 78.4◦ and 70.5◦ respectively.

are less than 10−5 eV/Å. Once the ionic relaxation is completed, the transmission
spectra for the CSL and RS structures are calculated by the recursive Green’s function method [66] implemented in NEMO5 [67] in an energy range between -2 and 2
eV around the Fermi level with a Brillouin zone sampled with a 30×30×1 mesh. The
integrated transmission spectra in the k space obtained by the tight binding methods
are compared against the spectrum obtained by the ab initio method with a similar
basis set, energy cutoﬀ and Brillouin mesh as is used in the ionic relaxation. The
integrated transmission over the k-space for CSL plotted in Fig. 3.5 shows that the
EH method captures the main features of DFT not only at the Fermi energy (Ef ),
but also over a large energy window.
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Fig. 3.5. Transmission spectra T (E) for two diﬀerent CSL (Σ3, Σ9, Σ5
and Σ11) show that EH captures the main features of DFT

On other hand, while the transmission spectrum calculated by TB also shows
reasonable agreement with DFT around the Fermi window, it fails to describe the
ab initio transmission spectrum for energies away from the Ef .In order to validate
our tight binding models for more complex and disordered systems as described in
Fig. 3.4, a transmission spectrum was calculated for the RS structures as shown in
Fig. 3.6. Similar to the transmission spectrum obtained for CSL (see Fig. 3.5), EH
again captures the main features of DFT while TB partially matches the results
close to the Fermi energy, but does not provide as good description of the electronic
properties in a large energy window.
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Fig. 3.6. Transmission spectra T (E) for RS structures a) and b) sketched
in Fig 3.4. The results show that tight binding models described the
electronic properties for complex and disordered systems, but as before
EH captures the main features of DFT while TB partially matches the
results close to the Fermi energy

Subsequently, the resistance for the CSL and RS GBs in the ballistic limit is
obtained based on the Landauer formalism assuming a low bias condition [33] as:
Z
1
2 e2
G=
=
T (Ef , k) d2 k
(3.1)
R
h
where G is the conductance, R is the resistance, e is the elementary charge, h is
Planck’s constant and T (Ef , k) is the transmission for a particular wave vector k
at the Fermi energy. The Fermi levels in Figs. 3.1, 3.5 and 3.6 are calculated at
the leads of the device self consistently for DFT and non-self consistently for tight
binding models. In this last case, the Fermi level is obtained by integrating over the
DOS from −∞ to Ef until this value becomes equal to the total number of electrons
at a zero temperature approximation [68]. Following Ref. [32], the speciﬁc resistances
of the CSL and RS grain boundaries are obtained by γ R = (R − RB ) A, where R
is the resistance of the conﬁguration that contains the GB, RB is the resistance of
the perfect bulk copper, and A is the grain cross section. The speciﬁc resistances
for those CSL conﬁgurations are calculated by TB and EH and compared to DFT as
shown in Table 3.1.
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The results in Table 3.1 and Fig. 3.7 show less than 10.4 % diﬀerence in the speciﬁc
resistance between EH and DFT, and less than 11.2% between TB and DFT.

Table 3.1.
Speciﬁc resistance for diﬀerent CSL (ΣN ) calculated by TB, EH and DFT.
Speciﬁc resistance CSL γ R (10−12 Ω cm2 )
γEH

γT B

Experimental Other References

GB

γDF T

Σ3

0.156 0.173 0.158

Σ5

1.759 1.934 2.240

1.885 [30]
1.49 [32]

Σ9

1.82

1.72

2.14

1.75

[32]

Σ11

0.64

0.57

0.71

0.75

[32]

Σ13

2.01

1.72

2.09

2.41

[32]

Random 1

5.11

4.61

5.33

Random 2

6.54

5.92

6.60

0.170 [31]

0.202
0.155
0.158
0.148

[30]
[58]
[32]
[59]

Thus the atomistic methods (TB and EH) are able to describe copper interconnects
with reasonable accuracy. These methods are chosen to study GB systems with 103
to 104 atoms because they require signiﬁcantly fewer computer resources than the ab
initio calculations [68] as show in Table 3.2

3.4

Benchmarking the atomic relaxation
Only non ab initio methods are capable of relaxing structures of this size ( 103

atoms), therefore a force ﬁeld potential method based on an Embedded Atom Model
(EAM) is used. The relaxation is performed using LAMMPS software package [69]
with an EAM potential constructed by Y. Mishin et al. that is ﬁtted to ﬁrst principles
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Fig. 3.7. Resistivities for diﬀerent CSLs, labeled by ΣN , calculated by
TB and EH and compared with the DFT method.

Table 3.2.
Total time required to get the resistivity for diﬀerent coincident lattices
(ΣN ) calculated by DFT, EH and TB .
GB

Time DFT (s)

Time EH (s)

Time TB (s)

Σ3

19083.8

15.4

4.9

Σ5

26762.3

13.2

7.6

Σ9

27694.2

26.9

6.8

Σ11

511166.8

46.1

18.7

calculations to correctly describe grain boundaries and point defects in copper [70].
The accuracy of this approach is determined by comparing the formation energy for
CSL GBs obtained by ab initio and the EAM method. The formation energy γ E is
deﬁned as follows:
γE =

Eslab − N E0
A

(3.2)
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where Eslab is the total energy of a slab conﬁguration that contain a CSL GB, N
is the number of atoms in the CSL GB, E0 is the energy of a single atom of bulk
copper and A the cross sectional area. The ionic relaxation carried out by ab initio
methods used the plane wave DFT package (VASP) [71] and a PBE GGA exchangecorrelation functional. The plane wave energy cutoﬀ is 500 eV and the Brillouin zone
is sampled with a 4×4×1 mesh, until all atomic forces on each ion are less than 10−5
eV/Å. Comparison of the relaxation energy, computed using the EAM potential, with
the DFT result (see Fig. 3.8), shows that the diﬀerence is less than 7% with for all
CSL orientations except the Σ11 , which shows a larger error of 20%. These results
indicate that the EAM potential calculation is an acceptable method to relax the grain
boundary structures with the beneﬁt of reduced computational burden, compared to
DFT.

Fig. 3.8. Formation energy (γ E ) for diﬀerent CSLs GB, labeled by ΣN ,
relaxed by DFT and EAM potential.
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4. ORIENTATION EFFECTS IN COPPER
INTERCONNECTS
The contents of this chapter are part of the accepted paper for Physical
Review Applied. “Grain-Boundary Resistance in Copper Interconnects:
From an Atomistic Model to a Neural Network”, D. Valencia, E. Wilson,
Z. Jiang, G. A Valencia-Zapata, K. Wang, G. Klimeck and M. Povolotskyi.
Phys. Rev. App. 9 044005 (2018). The copyright of this work belongs to
the publisher. Reprinted with permission. Additionally partial contents
of this chapter are publised in International Conference on Simulation
of Semiconductor Processes and Devices, SISPAD 2016.“Grain boundary
Resistance on Nanoscale Copper Interconnections”, D. Valencia, E. Wilson, P. Sarangapani, G. A Valencia-Zapata, G. Klimeck, M. Povolotskyi,
SISPAD 760515 (2016). Reprinted with permission.
4.1

Speciﬁc Resistance for Grains of 10 nm length
Based on the prediction of the ITRS roadmap that interconnects will reach 10 to

30 nm length in the coming years [7], a set of copper thin ﬁlms of 30 nm is constructed
and modeled by tight binding methods as described in Sec. 3.3.

The copper interconnects are formed by three grains of 10 nm length. Each grain
is constructed with a super cell growing in the [110] orientation with a lattice constant
of 0.361 nm which has the highest conductance [39], as reported experimentally [62].
In order to quantify the eﬀect of GB orientation on the speciﬁc resistances for copper
interconnects, two diﬀerent types of GBs are generated by Voronoi diagrams [65].
These GB types are based on the rotation direction of the middle grain shown as
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“Tilt” and “Twist” GBs respectively, which generates two boundaries as shown in
Fig. 4.1 a) and b). Note that rotations about [110] axis are not studied in this work
because it would require the simulation of a structure with a very large cross section
due to the periodic conditions in the transverse direction which is beyond the authors’
computational capabilities.

In order to have a lower impact on the speciﬁc resistance due to the electrode
setup, three grains are modeled in this work. In both conﬁgurations, only the middle
GB is initially rotated, then a periodic boundary condition is applied in the [001]
direction for the ionic relaxation and the electronic transport calculation. Therefore,
atomic surface roughness is present in the structures as a result of the relaxation.
Additionally it is assumed that each conﬁguration shown in the Fig. 4.1 a) and b) is
connected to a pristine source and drain lead oriented in the [110] direction, whose
atoms are ﬁxed during the ionic relaxation.

The “Tilt” GBs are generated by a rotation of the middle grain with respect to
the [001] direction by an angle θ in a range between 0 and 90 degrees. Each grain is
formed by a super-cell of 10 nm length (L) in the transport direction [110], 10 nm
width (W ) in the [1̄01] direction and 0.361 nm thickness (T ) in the periodic direction
[001] as shown in Fig. 4.1 a) and c).

The “Twist” GBs are generated by a rotation of the middle grain with respect
to the [¯111] direction by an angle θ in a range between 0 and 90 degrees. The
rotation is applied in the same direction as the periodicity, therefore thicker grains
are constructed to ensure the grains overlap after rotation. In this conﬁguration setup
each grain is formed by a super-cell of 10 nm length (L) in the transport direction
[110], 3 nm width (W ) in the [1̄01] direction and 3 nm thickness (T ) in the periodic
direction [001] as shown in Fig. 4.1 b) and d).
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It is important to clarify that after any rotation for “Tilt” or “Twist” GB, the
[110] direction is no longer the transport direction for that grain. Similarly, the rotation angle corresponds to the initial value, but this value will be slightly modiﬁed
after relaxing the structure.

Fig. 4.1. GB classiﬁcation: a) “Tilt” GB are generated by a rotation
in the [001] plane, b) “Twist” GB generated by a rotation in the [1̄01]
plane where the grain boundary is always perpendicular to the transport
direction, c) and d) ﬁgures represent the top view of “Tilt” and “Twist”
GB conﬁgurations.

The speciﬁc resistance for “Tilt” and “Twist” GBs for diﬀerent orientations are obtained by a procedure similar to that described in Section III as ρ = R × A, where
R is obtained by Eq. (3.1) and each conﬁguration is relaxed by an EAM potential.
Note that this value diﬀers with respect to the speciﬁc resistance calculated for CSL,
because in this instance it was not subtracted the bulk contribution that correspond
to around 9.8 Ω cm2 × 10−8 as shown in Fig. 4.2. In order to compare the speciﬁc
resistance for “Tilt” and “Twist” GBs for diﬀerent angles θ, the “Tilt” GBs values
are normalized such that “Tilt” and “Twist” GBs are calculated over the same cross
sectional area. Those values are plotted in Fig. 4.2. In both systems, speciﬁc resistance increases with an increase in the angle, until the angle reaches 30 degrees,
and then becomes almost constant, although the “Tilt” GB shows a reduction after
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60 degrees. The speciﬁc resistance dependence for “Twist” GBs shows more noise
than for “Tilt” GBs, because ”Twist” structure has more points per unit area where
the grain boundaries intersect (see Figs. 4.1 c, d), which leads to a higher number of
dislocations.

Fig. 4.2. a) “Tilt” and b) “Twist” GB speciﬁc resistance calculated by
the TB and EH methods.

To further understand the relationship between speciﬁc resistance and the orientation
angle for the “Tilt” grain boundaries (see Fig. 4.1), local density of states (LDOS) at
the Fermi energy are calculated by the TB method as shown in Fig. 4.3. Five distinct
regions can be observed in the LDOS for both conﬁgurations. The contacts (I and
V), which are coupled to the central regions (II-IV), are not relaxed as previously described. As expected, the LDOS in these two areas is smooth and independent of the
angle mismatch between the grains. In contrast, regions II, III and IV show change
with respect to the rotation angle. This result shows that the LDOS is perturbed
not only at the grain boundary, but rather over the entire grain. This contradicts the
assumption of the Mayadas-Shatzkes model [10,41,42], which treats the grain boundary eﬀect as a local perturbation of the potential at the interface between grains.
The LDOS of each grain is aﬀected by the rotation of the middle grain, even though
regions II and IV are not rotated.
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As Fig. 4.2 a) shows, the conﬁguration with rotation angle equal to 18 degrees (which
corresponds to Fig. 4.3 a)) has smaller speciﬁc resistance than the conﬁguration with
a 54 degree angle (Fig. 4.3 b)). There is a comparatively lower LDOS in the central
region of Fig. 4.3 b), therefore electrons will have less states to move into, increasing
the speciﬁc resistance. Finally, the LDOS is higher at the surface where atoms have
dangling bonds.

As described in Section 3.3, simulations performed with TB and

Fig. 4.3. LDOS calculated with the EH basis for “Tilt” GBs rotated 18
(a) and 54 (b) degrees, respectively, about [001] axis.

EH exhibit the same speciﬁc resistance at the Fermi energy for CSL and small random structures with an error around 11% compared to ﬁrst principles calculations.
However, states beyond the Fermi level are not captured as well by the TB method.
Therefore, in a much larger and more disordered structure, TB results are expected
to diﬀer from EH results. However, surprisingly large values of speciﬁc resistance are
observed for the “Twist” GBs at 4 and 68 degrees (Fig. 4.2 b). The authors suspect
that the peaks in the speciﬁc resistance for the TB model in the “Twist” conﬁguration
(Fig. 4.2 b) are the result of an incomplete description of the coupling elements of
the Hamiltonian corresponding to the coupling between copper atoms at the surface.
In order to examine this issue, the number of atoms at the surface at a depth of 0.5
nm was calculated for each orientation as shown in Fig 4.4 b). The results show that
the two orientations that exhibit peaks in speciﬁc resistance (4 and 68 degrees) show
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a large number of atoms at the surface (around 15 to 19 % more with respect to the
orientation at 2 degrees). It was also found that those conﬁgurations have a much
larger mean distance to the ﬁrst nearest neighbor as shown in Fig. 4.2 c). Those
two orientations may contain a larger number of atoms that are beyond the cut-oﬀ
distance used by the TB model (0.4 nm [39]), and the missing couplings may cause
a non-physical increase in the speciﬁc resistance. Note that the TB model was purposely parametrized for a cut-oﬀ of 0.4 nm [39]; in order to use a larger cut-oﬀ, the
model must be re-parameterized. However, this will make its numerical load nearly
equivalent to the EH model which does not have such a problem because it has a
much larger interaction radius.

Fig. 4.4. a) Resistivity b) mean radius and c) number of atoms for “Twist”
grain boundaries for diﬀerent mis-orientation angles between 2 to 88 degrees calculated with the TB model. The values 2 and 68 degrees circled
on the plots above correspond to the cases that present a large resistance.
Those states exhibit a much larger mean ﬁrst nearest neighbor distance
and number of atoms over the surface which are not correctly captured
by our TB model that has a 2NN cut-oﬀ.
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In order to create a compact model to predict how speciﬁc resistance changes as
a result of GB orientation, a set of 600 samples is generated with geometries similar
to “Tilt” conﬁguration. The “Tilt” conﬁguration is chosen over the “Twist” systems,
because “Twist” GBs require a much larger thickness, beyond our computational
power (see Figs. 4.1 b and d).

Each GB is constructed with three grains and each of them is rotated with an
angle (α, β, γ) in a range between 0 to 180 degrees parallel to the GB boundary. The
dimensions of the GB are similar to those used for “Tilt” GB with thickness, width
and length equal to 0.5 nm, 3 nm and 10 nm respectively as shown in Fig. 4.5. A
periodic boundary condition in the [001] direction is imposed.

Fig. 4.5. GB conﬁguration constructed with three grains, each one generated by rotating the lattice through angles α, β, γ, respectively, around
the [001] axis.

The speciﬁc resistance for these samples is calculated with the EH method because
it is more reliable over angle rotations than the TB method. Making use of the
results obtained from these samples, a boxplot for α and γ in a range between 0 to
180 degrees and a constant angle β is plotted in Fig. 4.6 which shows a symmetry
in the speciﬁc resistance in a range between 0 to 90 degrees and 90 to 180 degrees.
This observation is conﬁrmed by a statistical nonparametric Kolmogorov-Smirnov
test [72] which compares the distribution function for the group of samples in a range
between 0 to 90 degrees against those between 90 to 180 degrees and ﬁnds that
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both groups of samples are drawn from an equivalent, continuous distribution. A
p-value of 0.16 is obtained for the Kolmogorov-Smirnov test, conﬁrming that there
is no diﬀerence between the speciﬁc resistance distributions for both cases with a
conﬁdence of 95%. The symmetry in the speciﬁc resistance is due to the fact that the
crystal symmetry of copper is not totally disrupted by the structural relaxation. The
probability distribution for the three diﬀerent angles (α, β and γ) in a range between
90 to 180 degrees is plotted in Fig. 4.7.

Fig. 4.6. Resistivity distributions for α and γ between 0 to 180 degrees
and a constant angle β. The boxplots represent the resistance distribution,
while those marked with a star represent outliers.

Per the Shapiro-Wilk test [72] with a p value of 0.15 and a 95% conﬁdence, the
speciﬁc resistance distribution follows a normal distribution with a mean and standard
deviation equal to 31.7 ×10−12 Ω cm2 and 2.8 ×10−12 Ω cm2 . The Q-Q plot in Fig. 4.7
b) shows that the speciﬁc resistance distribution is likely normal, although the left
and right tails do not follow a normal distribution.
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Fig. 4.7. a) Probability distribution for a GB system rotated over three
diﬀerent angles α, β and γ in a range between 90 and 180 degrees. The
shaded area represents the best approximation of a normal distribution
for the 600 samples; b) Q-Q plot which conﬁrms the normal distribution.

4.2

Grain boundaries Modeled by a Neural Network
Atomistic models based on a tight binding approach can describe the eﬀects of

the GB orientation in the speciﬁc resistance for copper interconnects with the same
accuracy as DFT methods, but with a much lower computational burden. However,
the speciﬁc resistance calculated by atomistic models such as EH and TB for a combination of three grains of 10 nm length in the transport direction are still not as fast
as conventional models such as the Fuchs-Sondheimer and Mayadas-Shatzkes models
[10, 11] which describe surface roughness and grain boundary eﬀects respectively in
copper interconnects. However these models require experimental input to ﬁt some
parameters which limits the transferability for diﬀerent conﬁgurations. Therefore,
compact models based on the statistical results obtained from an atomistic model
described in Section 4.1 are proposed to describe the scattering eﬀects of grain boundaries for a system of 3 grains of 10 nm length. Three diﬀerent algorithms are used to
construct the compact models, including a polynomial ﬁt, a nearest neighbor search
model and a neural network as described in the following subsections. The inputs
for the compact models are the orientation angles α, β and γ and the output is the

53
speciﬁc resistance of the GB ρ(α, β, γ). The compact models are trained with a random selection of 80% of the 600 samples plotted in the Fig. 4.7 and validated with
the remaining 20% of the data.

Polynomial Fit
A polynomial ﬁt of second order is carried out based on a least squares adjustment,
obtaining the following parametric relationship between the misorientation angles
(α, β, γ) and the speciﬁc resistance:
ρ(α, β, γ) =21.95 + 10.59α − 2.76α3 + 10.54β

(4.1)

− 6.15β 2 + 13.41γ − 3.91βγ − 5.18γ 2
The expected values obtained from the model are compared against the remaining
20% of the atomistic data as shown in Fig. 4.8. The parametric ﬁtting based on
a polynomial approximation with eight relevant parameters displays a poor match
with the atomistic results with a 70% variability of the speciﬁc resistance for the
training dataset and a mean square error (MSE) equal to 13.94 ×10−12 Ω cm2 . This
result shows that grain boundary eﬀects cannot be modeled as a simple additive eﬀect
between each orientation. Therefore, a more complicated dependency exists between
the speciﬁc resistance and the orientation angles.
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Fig. 4.8. Evaluation of the speciﬁc resistance for the multivariate polynomial model using least squares adjustment for the remaining 20% of
ρ(α, β, γ) values for copper interconnects.

Nearest Neighbor Fitting
Since the polynomial ﬁt provides a poor ﬁtting for the speciﬁc resistance of a
GB oriented by the angles (α, β, γ), a non-parametric model is explored based on a
“Nearest-Neighbor” search which uses the “dsearchn” triangulation method to determine the number of nearest neighbors for each query-instance. Then, a linear
interpolation between the nearest neighbors is carried out to obtain the interpolated
value as implemented in Matlab’s optimization package [73].

The comparison be-

tween the expected and the predicted speciﬁc resistance obtained with this process is
plotted in Fig. 4.9. The mean square error obtained by this method is equal to 2.67
×10−12 Ω cm2 , which is much lower than the error of the polynomial method. This
method does not introduce any new parameters for interpolation, but it is limited by
the dimensionality of the parametric space [74–76].

55
Therefore, systems with a larger number of grains than were considered in this
study would have a comparatively larger MSE.

Fig. 4.9. Evaluation of the speciﬁc resistance for the Nearest Neighbor
model for the remaining 20% of ρ(α, β, γ) values for copper interconnects.

Neural Network Model
Finally, a compact model based on a Neural Network (NN) [77] algorithm is introduced. NN models have been widely used to model complex problems; in the TB
approach, NN algorithms have been used to describe potential minimization [78] and
material parametrization [79]. In this work, a multilayer neural network (MLN) is applied with a back-propagation algorithm [77] to quickly obtain the speciﬁc resistance
of the GB. The neural network shown in Fig. 4.10 is achieved after testing diﬀerent
types of neural networks and varying the number of hidden layers. The ﬁnal system
is formed by an input layer, three hidden layers, and one output layer. The input
layer p= (α, β, γ) is represented by a row vector of dimension 3 × 1. The hidden
layer is composed of three inner layers i with 10, 6, and 3 neurons, respectively; the
weight W i and bias b i vectors for a given layer i are shown in Fig. 4.10. The MLN is
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implemented in the statistical software R making use of the package Neuralnet [80].
The value of the parameters W i and bias b i are obtained by the gradient descent
method [81] which minimizes the mean square error of the output layer. In the NN,
the functions f i represent logistic functions employed at each layer, except for the
last layer f 4 to which is applied a linear function.

Fig. 4.10. Schematic representation for the Multi-Layer Neural Network
used to describe grain boundary speciﬁc resistance for copper interconnects with three grains. The values W i and b i correspond to the weights
and bias parameters, f i represents logistic functions except for the last
layer f 4 to which is applied a linear function and a i corresponds to the
output at each neuron i.

The mean square error (MSE) obtained by this model is equal to 1.44 ×10−12 Ω cm2 .
The results obtained for the testing data of the MLN are plotted in Fig. 4.11; the
model shows good agreement for low values of speciﬁc resistance and larger variability
for GB with a speciﬁc resistance over the range 29.0 - 39.0×10−12 Ω cm2 . Though the
NN compact model requires many more parameters (131 parameters for this case)
compared to the polynomial compact model and nearest neighbor interpolation, it
still has the lowest MSE while substantially reducing the computational burden in
comparison to the full atomistic simulation.
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Fig. 4.11. Evaluation of the speciﬁc resistance for the Multi-Layer Neural Network model for the remaining 20% of ρ(α, β, γ) values for copper
interconnects.

As observed in the literature, neural networks are recommended for the construction of non-parametric models [82–84] that can describe complex relations such as
that between angle orientation and speciﬁc resistance. The NN obtained in this work
can exclusively model the speciﬁc resistance for systems with the geometric conﬁgurations described in Fig. 4.5 (the NN is available from a Jupiter notebook [85]).
However, the NN sketched in Fig. 4.10 may be used as an initial guess for more complicated conﬁgurations with diﬀerent geometries and number of grains, which cannot
be described by non-parametric methods such as ”nearest neighbor” or linear ﬁtting.

4.3

Summary
In summary, the eﬀect of orientation on grain boundary resistance for copper in-

terconnects is studied using two diﬀerent atomistic tight binding methods (EH and
TB). The transmission spectrum and speciﬁc resistance calculated by these methods
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are benchmarked for coincident site lattice single GB (ΣN ) against ﬁrst principles
calculations. These results show that the EH method captures the main features of
DFT in the Fermi window between -2 and 2 eV. On other hand, the transmission
spectrum calculated by TB also shows reasonable agreement with DFT around the
Fermi window, but fails to describe the ab initio transmission spectrum for energies
away from the Fermi energy. Since the computational requirements for tight binding
methods are also much smaller than for ﬁrst principle calculations, the EH method
is an eﬀective way to describe the speciﬁc resistance of interconnects with lengths
greater than 30 nm.

The LDOS obtained with the atomistic model shows that the perturbation in the
LDOS is not at the grain boundary, but rather over the entire grain. This contradicts the assumption of the Mayadas-Shatzkes model [10, 41, 42], which models the
grain boundary eﬀect as a local perturbation of the potential at the interface between
grains.

Orientation eﬀects for “Tilt” and “Twist” GBs for copper interconnects of 30 nm
length relaxed by a semi-classical EAM potential are also benchmarked against ﬁrst
principles. Rotations perpendicular to the transport direction have a larger eﬀect on
the speciﬁc resistance of the GB than rotations parallel to the transport direction.
Statistical analysis of GB speciﬁc resistance shows that the inversion symmetry of
copper is still manifested for the considered grain geometry.

Finally, statistical models based on three diﬀerent algorithms are studied. The
parametric model based on a polynomial ﬁt of the misorientation angles (α, β, γ)
shows a poor match with the test results from the atomistic model, conﬁrming that
a complex relationship exists between the speciﬁc resistance and the orientation angles. While the nearest neighbor model displays a better ﬁt with an error of 2.67
×10−12 Ω cm2 , it can only support three degrees of freedom. Among the studied
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models, the compact model based on neural network is the best algorithm to describe
the speciﬁc resistance with a MSE lower than 1.44 ×10−12 Ω cm2 . As mentioned before, the NN obtained in this work is only validated for the system shown in Fig. 4.5.
However, the NN sketched in Fig. 4.10 may be used as an initial guess for a system
with more degrees of freedom, as well as conﬁgurations with diﬀerent geometries or
number of grains.

In this chapter, the ballistic resistance due to the grain boundary eﬀect has been
studied with two atomistic basis. However, other scattering eﬀects as electron-phonon
has not yet included in this pat of the work. It has widely that this type of scattering play an important role in copper resistivity at room temperature and when the
grains are larger [8, 23]. Therefore in the Chapter 6, the resistivity of thin ﬁlms at
room temperature will be study to understand the eﬀect of electron-phonon, surface
roughness and grain boundaries in copper interconnects.
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5. RESISTIVITY OF COPPER INTERCONNECTS AT
LOW TEMPERATURE
The contents of this chapter are part of the accepted conference paper for
SISPAD (2018), “Surface and grain boundary eﬀects on copper interconnects thin ﬁlms modeling with an atomistic basis”, D. Valencia, K. Wang,
G. Klimeck and M. Povolotskyi. Under revision. Additionally, partial contents of this chapter are included in the paper in preparation, “Reduction
of resistivity on Copper thin ﬁlms capped with a 2D material”, T. Shen,
D. Valencia, K. Wang, G. Klimeck, M. Povolotskyi, J. Apenzeller and Z.
Chen
5.1

Motivation
As discussed in Chapter 1, the aggressive scaling of electronic devices has re-

duced interconnect size, and the resistivity of copper interconnects has consequently
increased. As projected by the ITRS [4] for copper interconnects with a thickness
below 50 nm, these parasitic eﬀects have a strong impact on device performance.
These unexpected parasitic eﬀects are driving researchers to explore new alternatives
to reduce the resistivity of interconnects by exploring diﬀerent materials. One of the
alternatives is carbon nanotubes (CNT) [86,87], which exhibit a much larger conductivity than metals such as copper and gold which are commonly used for interconnect
applications. CNT’s properties such as high mechanical strength [88, 89] and high
thermal conductivity [90] make them very promising candidates for interconnects.
However, incorporating this material into interconnect applications is still far from
being ready for mass production on an industry level due to variability during fabrication [91] and high temperatures at high bias voltage [92]. Therefore, it is most likely
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that copper will continue to dominate as the principal material for interconnects in
the next few years. Other eﬀorts to reduce the resistivity of copper interconnects have
been focused on aspects of fabrication such as reduction of the grain size which lowers
the grain boundary scattering [36] and coating the copper surface with other materials such as Ta, Ti or TaN. These capping materials can help to ﬂatten the surface
and reduce the diﬀusive scattering [34]. Recently, C. Kang et al. [93] has proposed
adding multilayer graphene (MLG) stacked on top of copper interconnects to reduce
the resistivity. One appeal of this fabrication method is that it does not have the
overheating problems common in CNT or single-layer graphene interconnects. More
importantly, the graphene layers act as a diﬀusion barrier [94] for the copper atoms
in the substrate. According to the results reported by Kang et al. [93], resistance for
interconnects with a thickness below 50 nm (see Fig. 5.1 ) is reduced by more than
18% compared to an uncapped copper interconnect. These results are very promising
and encourage exploration into capping materials other than Ta, Ti and TaN.

Fig. 5.1. (a) A schematic of the MLG/Cu stack wire showing the distribution of electron movement and heat ﬂow. (b) Resistance values of
various carbon-based materials. (c) Calculated resistance of the Cu and
graphene/Cu stack. Reprinted from“Eﬀects of multi-layer graphene capping on Cu interconnects”, by Kang et al. [93]. Copyright 2013 by IOP
Science. Reprinted with permission.
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2D materials can also be used as capping materials to reduce the resistivity of
copper interconnects. Experiments carried out at Purdue by C. Lo under the leading
of Prof. J. Apenzeller and Prof. Z. Chen at Birk Nanotechnology Center [95] suggest that using a 2D material as capping material for copper interconnects works as
diﬀusion barrier (see Fig. 5.2). In their experiment, a reduction in the resistivity is
measured for Cu/2D with respect to Cu/SiO2 . Like the MGL/Cu interface results,
this experiment shows 2D materials as candidates for reducing the resistivity of copper interconnects.

Fig. 5.2. SEM images of Cu/MoS2 /SiO2 structures for four-terminal resistivity measurements. Reprinted from“BEOL compatible 2D layered
materials as ultra-thin diﬀusion barriers for Cu interconnect technology”,
by C. Lo et al. [95]. Copyright 2017 by IEEE. Reprinted with permission.

In the same research group at Purdue, T. Shen has conducted experiments under
the leading of Prof. J. Apenzeller and Prof. Z. Chen. The measure resistivity for a
Cu/MoS2 interface is much smaller than the resistivity for a Cu/SiO2 interface not
only at room temperature, but also at low temperatures (1.8 K) as shown in the unpublished results in Fig. 5.3 The big question that arises from the measurement is how
this type of capping interface decreases the resistivity with respect to the Cu/SiO2
interface?
A ﬁrst attempt to address this question might be obtained from semi-classical models
such as FS and MS which are described in Sec. 1.3. However, as mentioned before,
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Fig. 5.3. Resistivity for a four-terminal at 1.8 K following the process
described in Appendix C. Unpublished results. Reprinted with permission
of T. Shen, Z. Prof. Chen and Prof. J. Apenzeller.

these models fail to correctly represent the current scattering eﬀects (GB and SR) for
ﬁlms below 50 nm. These models also do not provide a good explanation of the root
causes of the reduction in the resistivity exhibited by these two interfaces (Cu/MoS2
and Cu/SiO2 ). In the best scenario, these models will point to a diﬀerence in the
diﬀusivity parameter (p) obtained after ﬁtting the resistivity as a function of the temperature. For these reasons and those mentioned in the discussion of the limitations
of traditional models in Sec. 1.4, this chapter proposes an atomistic model that can
quantify SR and GBs eﬀects since these are the only scattering mechanics present in
both interfaces in some degree at 1.8 K as shown in Eq. 1.2. Initially, the interface
eﬀects are ignored and copper thin ﬁlms are modeled.

64
Then based on the experimental observation and the quantitative eﬀects of SR
and GBs eﬀects the diﬀerence in the resistivity for both materials is discussed to
understand the physics aspect of the interface.
Since the proposed atomistic model does not contain any parameters ﬁtted to experiments, the results are more transferable. The atomistic model used to describe
copper interconnects in this work will be based on the environmental tight binding
model previously benchmarked for speciﬁc resistance in CSL and random single grain
boundaries (see Sec. 3.3). In that benchmark, the speciﬁc resistance was obtained by
the NEGF with the Landauer’s formalism. Those results were then compared against
experimental values when available and against ﬁrst principles calculations obtaining
a diﬀerence less than 12% with respect to the targets. Additionally, as part of our
previous study, the environmental tight binding model was compared against a nonorthogonal basis method (Extended Hückel) that has a smaller error for the speciﬁc
resistance with respect to experiments and ﬁrst principles, but requires a larger interaction radius of 1.0 nm instead of 0.4 nm for environmental tight binding (see Sec. 4).
As a consequence of a larger interaction radius, the Extended Hückel model demands
more memory resources which limits the capability of this method to simulate structures required by the experiments. Therefore the environmental tight binding method
is chosen to balance accuracy and demand for computational resources.

5.2

NEGF Method
The resistivity for copper interconnects is calculated by the NEGF method as

implemented in Nemo5 [40] making use of the environmental tight binding basis
previously introduced in Sec. 2.1. At a low temperature, the resistance is obtained
by the Landauer’s formalism as:
R=

2e2

R

h
T (Ef , k) dk

(5.1)

where R is the resistance, h the Planck constant, e the electron charge, k the wave
vectors, Ef the Fermi energy calculated by the method described in Sec. 3.2 and
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T (Ef , k) the transmission spectrum at the Fermi energy and a given wave vector k.
The resistance for the structures described in Sec. 5.3 is calculated using 40 wave
vectors in the Brillouin zone (k vectors) to ensure the convergence of the resistance
value.

5.3

Geometry of the copper thin ﬁlms
The resistivity of copper thin ﬁlms as shown in Fig. 5.4 is simulated assuming a

diﬀerent number of misoriented grains with the following characteristics:
• Each copper thin ﬁlm is constructed as a combination of 1 to 10 grains with a
width W between 4 nm and 20 nm.
• Each conﬁguration is simulated assuming one unit cell in the x direction which
corresponds to a ﬁlm with a 0.36 nm thickness.
• A periodic boundary condition is applied in the x direction.
• Each conﬁguration is formed by a ﬁxed number of grains with each of those
grains randomly oriented between 1◦ and 90◦ as shown in Fig. 5.4.
• The grain length is assumed constant for each grains. In this study, grain size
of 5 nm and 10 nm are analyzed.
• In order to generate a relatively large statistical sampling, 10 diﬀerent conﬁgurations of randomly oriented grains are constructed. For example, the structure
shown in Fig. 5.4 has 5 grains and width W ; each grain has been randomly
oriented.
• The resistance is calculated for systems of 1 to 10 grains. For a particular width
W , 100 diﬀerent structures are studied in total which correspond to 10 sets of
diﬀerent numbers of grains and 10 conﬁgurations of randomly oriented grains
per set.
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• In order to satisfy open boundary conditions as required by the NEGF method,
each conﬁguration has attached two leads with each one of 2 nm in length (the
leads correspond to source and drain as shown in Fig. 5.4)
• Each lead orientation is ﬁxed in the [110] direction for all the calculations.
• The atomic position of each structure is relaxed by an EAM potential as illustrated in Sec. 5.4.

Fig. 5.4. Side view of an unrelaxed copper interconnect with 5 grains as
shown in the Figure. In this work, the copper interconnects are modeled
by a system between 1 and 10 grains; each grain has a constant length, a
width between 4-20 nm, a thickness of 0.36 nm in the x direction which
corresponds to the periodic direction. Two diﬀerent grain sizes (5 nm and
10 nm) are simulated in this work. Each individual grain is randomly
orientation between 1◦ and 90◦ .

5.4

Ionic relaxation
As discussed in Sec. 3.4, copper thin ﬁlms as generated in Sec. 5.3 must be relaxed

to ﬁnd the most stable conﬁguration. Only non ab-initio methods are capable of
relaxing structures with more than 103 atoms. The following process is used to relax
the structures:
• The atomic position of each structure is relaxed by a force-ﬁeld potential method
based on the embedded atom model (EAM) [70] as implemented in LAMMPS [69]
following the process delineated in Sec. 3.4.
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• In some of the thin ﬁlms modeled in this work, atoms at the grain boundaries
might be too close to each other (see Fig. 5.4) Therefore, following the process
deﬁned in Refs [96, 97], the most stable conﬁguration is obtained by removing
atoms with a radius or “cut-oﬀ distance” less than 2.2 nm (see Table 5.1).
• The atoms’ positions are relaxed until all atomic forces on each ion are less than
10−6 eV /Å.
In the Table below, the total energy obtained by the EAM potential for a copper
ﬁlms of 20 nm length is reported. Each ﬁlm is formed by two randomly oriented
grains. The energy is obtained by removing atoms in a radius less than indicated in
the Table 5.1. The most stable conﬁguration is obtained by removing atoms with a
radius or “cut-oﬀ distance” less than 2.2 nm.

Table 5.1.
Total energy for diﬀerent cut-oﬀ distances used to remove atoms for a
structure of 20 nm length formed by two grains. Similar result were obtained for structures with larger number of grains. The results show that
a cut-oﬀ distance of around 2.2 nm provides the most stable conﬁguration.
Cut-oﬀ distance (nm)

Number of atoms Total energy per atoms

0.0

1754

-3.4535

1.7

1745

-3.4550

1.8

1741

-3.4562

2.0

1738

-3.4565

2.2

1732

-3.4568

2.4

1726

-3.4547
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5.5

Results and Discussion
The study of scattering eﬀects in copper interconnects is reported in the following

sections. In Sec. 5.5.1, surface roughness and grain boundary eﬀects are studied as
a function of the thin ﬁlm width and grain length. In Sec. 5.5.2, surface roughness
eﬀects are studied independently, which also quantiﬁes the grain boundary eﬀects.
Finally, in Sec. 5.5.3, the surface roughness and grain boundary contributions are
presented as a function of the width.

5.5.1

Grain boundaries and surface roughness eﬀects

The resistance for thin ﬁlms structures shown in Fig. 5.4 is plotted in Fig. 5.5.
The resistance is obtained for ﬁlms formed of between 1 and 10 grains as described
in Sec. 5.3. The eﬀect of the grains size is also studied by the construction of two
types of structures with grain size of 5 nm and 10 nm. Initially, the resistance is
obtained for thin ﬁlms at 0 K, so that the e-ph scattering can be neglected and the
resistance is only the result of the surface and grain boundary eﬀect. In this study,
the surface roughness is the generated by the the orientation of each individual grain
which creates a free surface in the z direction or an “atomistic roughness”.

As observed in Fig. 5.5, the resistance increases as a function of the length due
to the fact that larger copper ﬁlms have more grains. Therefore, the grain boundary
and surface roughness scattering increases. Additionally, after comparing Fig. 5.5 a)
and b), a change is observed of more than 18% in the resistance between structures
with a grain size of 5 nm and 10 nm for a 4 nm width ﬁlm. However, the diﬀerence
is only 11% for a 10 nm width ﬁlm, which clearly shows the correlation between
grain boundary and surface roughness eﬀects. Similar calculation were carried out
for copper thin ﬁlms with 16 nm and 20 nm widths, but only structures between
1 and 5 grains were used for the resistance calculation due to the fact that those
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structures are formed by many more atoms which limits the number of grains that
can be simulated with our computational resources.

Fig. 5.5. Resistance calculation at 0 K temperature for structures with
SR and GB scattering formed by 1 to 10 grains for structures with two
diﬀerent grain sizes: a) 5 nm and b) 10 nm.
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As observed with the solid lines in Fig. 5.5 a) and b), a linear relationship is found
between the length of the copper thin ﬁlm and the average resistance of those orientations with a 99% coeﬃcient of determination; this relationship may be described
as:
R=ρ

L
+ Rc
A

(5.2)

where R corresponds to the resistance, L the thin-ﬁlm length, Rc the contact resistance and ρ the resistivity at low temperature. The results of the resistivity for a
given width obtained by Eq. 5.2 are shown in Fig. 5.6. Our TB results are compared against experimental results provided by T. Shen measured by a four-terminal
method at 1.8 K following the process described in Appendix C.

Fig. 5.6. Resistivity for copper interconnects with diﬀerent widths. The
blue and black points correspond to the values calculated with TB models
at a temperature of 0 K with a grain size of 5 nm and 10 nm respectively,
while the solid points correspond to unpublished experimental results.
Reprinted with permission of T. Shen, Prof. Chen and Prof. J. Apenzeller

As mentioned before, the simulations are carried out for a constant grain size. This
feature is motivated by the experimental design which suggests a grain size around
10 nm for the resistivity measurements as shown in Fig. 5.6. In this experimental
case, the copper ﬁlms are deposited by e-beam evaporation. Therefore, the grain size
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is assumed to be almost constant instead of being proportional to the thickness as
suggested in the literature [98,99]. It is important to notice that the experimental values do not display error bars because the resistivity was measured for a single device
instead for a set of devices. One of the most important characteristics observed from
Fig. 5.6 is that the simulated results with a grain size of 10 nm (as suggested for this
system) has a better match with copper coated with MoS2 than SiO2 . This observation aligns with results reported by D. Le et al. [100] which describes a weak coupling
between Cu/MoS2 atoms. Therefore, it is expected that a copper interconnect coated
with MoS2 behaves like a free surface as a consequence of the ﬂatter surface and weak
coupling as compared to SiO2 . This result has recently been conﬁrmed by D. Guzman and Prof. Strachan [101], who calculated the resistivity for a Cu/MoS2 interface
with a 1.5 nm width by the NEGF+DFT method. They also found that copper ﬁlms
coated with MoS2 have a similar resistivity to a free surface interface.

On the other hand, the SiO2 interface has defects in the surface [102,103] that may
perturb the potential at the surface, increasing the specularity as illustrated in the
FS model. This larger surface roughness is also observed experimentally by an AFM
image of the Cu/SiO2 interface (Fig. 5.7 b)). Due to this larger surface roughness,
the resistivity of Cu/SiO2 is expected to be much larger than that of Cu/MoS2 [16].

5.5.2

Surface roughness eﬀect

In order to quantify the eﬀect of surface roughness on the electrical resistivity of
copper thin ﬁlms as studied at low temperature in Sec. 5.5.1, single grain structures
are constructed as shown in Fig. 5.8. In this type of conﬁguration, no grain boundaries are included except for the source/drain contact, which is assumed to be part
of the contact resistance. Therefore the only scattering eﬀect must be the surface
roughness. In order to quantify this eﬀect, a set of 20 diﬀerent orientations of copper
thin ﬁlms are generated with a constant length L and width W as shown in Fig. 5.8.
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Fig. 5.7. AFM imaging of the side view of a) Cu/MoS2 and b) Cu/SiO2
interfaces. Unpublished results. Reprinted with permission of T.Chen,
Prof. Z. Chen and Prof. J. Apenzeller.

Fig. 5.8. Unrelaxed copper slab used to calculate the surface roughness
contribution in a copper interconnect

Notice that the surface roughness for these structures is generated by the grain
orientation as shown in Fig. 5.8. Following a process similar to the one described
in Sec. 5.5.1, the resistance is calculated as a function of the length after the atom
positions for each structure is equilibrated following the process in Sec. 5.4.

The resistance for the relaxed thin ﬁlm of 4 nm width is plotted as a function of
the length in Fig. 5.9. In general, the resistance is calculated for a set of 20 diﬀerent
grain orientations between 1◦ and 90◦ (only 5 grains are shown in the plot). Similar
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to the process described in Sec 5.5.1, the resistance is obtained for structures with a
width between 4 nm and 20 nm and a length between 6 nm and 20 nm.

Fig. 5.9. Resistance for a copper interconnect of 4 nm width. Each line
corresponds to the linear ﬁt used at each orientation.

The resistivity for diﬀerent widths for single grain structures as shown in Fig. 5.8
is then obtained from the linear relationship between resistance and length as indicated by the solid lines in Fig. 5.9 with a 95% of coeﬃcient of determination. Then,
the resistivity for a given width is obtained by averaging the 20 diﬀerent orientations
as shown in Fig. 5.10, where the point corresponds to the mean value obtained for
the 20 diﬀerent orientations per width and the error bar corresponds to the standard
deviation for that arrangement of orientations.

In order to clearly visualize the eﬀect of surface roughness, the resistivity value
(SR) obtained by this method is also compared against the previous results for resistivity which contains the SR+GBs scattering for 5 nm and 10 nm grain size as
plotted in Fig. 5.6. As expected, the resistivity obtained for structures formed by a
single grain as shown in Fig. 5.10 is much smaller than the resistivity obtained for
copper thin ﬁlms which include both SR and GB eﬀects. Therfore, these atomistic
simulations quantitatively describe the eﬀect of SR and GB independently, which is
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one of the shortcomings of the traditional models as discussed in Sec. 1.4. A larger
error bar is reported for the 16 nm and 20 nm width conﬁgurations because the resistance for those two widths are obtained for 5 diﬀerent orientations instead of 20 and
for a length between 6 and 10 nm in order to ﬁt those larger structure into memory.

Fig. 5.10. Average surface roughness at 0 K temperature calculated for
diﬀerent thicknesses. The TB results correspond to the average resistivity
calculated for a structure with GB contributions (Total) and without GB
contributions (SR).

As an additional step, the resistivity calculations for single grain structures are
also benchmarked against the results simulated by Y. Ke et al. [35]. In his work, he
used ﬁrst principles calculations to describe the eﬀect of the surface roughness. The
surface roughness in his case is created by removing random atoms in the top and
bottom layer; this method is comparable to the geometry shown in Fig. 5.8. After
benchmarking, our results are less than 10% diﬀerent than their results for surface
roughness when 0.9% of the atoms are removed on the surface; this also corresponds
to a diﬀusive parameter (p) equal to 0.65 in the FS model. It is important to notice
that an ionic relaxation is included in our work, in contrast to the approach used
by Y. Ke et al. [35]. This benchmark shows that our surface roughness results are
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aligned with previously reported values and have a reasonable value compared to the
measured resistivity.

5.5.3

Contributions per scattering eﬀect

As described before, one of the limitations of traditional models is that the models cannot independently ﬁt the GB and SR contributions. Therefore as illustrated
in Sec. 1.4, those models can reach misleading conclusions about the role that SR
and GBs play for a given conﬁguration [21, 23, 28]. In contrast, our atomistic model
allows us to describe the SR and GB independently as observed in Fig 5.10. Quantitatively the contribution of each scattering mechanics can be obtained by the following
expressions:
ρTSR=0K
× 100
ρTtot=0 (W )
=0K
ρTGB
= T =0
× 100
ρtot (W )
ρT =0 (W ) − ρT =0K
= tot T =0K SR × 100
ρtot (W )

SR(W )T =0K =
GB(W )T =0K

(5.3)

(5.4)

Making use of the Eqs. 5.3, 5.4, the contributions per scattering mechanism at low
temperature are tabulated in Tables 5.2 and 5.3. As observed in Fig. 5.10 and Tables
5.2 and 5.3, the surface roughness contribution is inversely proportional to the width
which agrees with the FS model and reported experimental results [8, 11]. Moreover,
the atomistic model proposed in this work allows us to quantify the eﬀect of the grain
size which has been more diﬃcult to control experimentally. From the TB simulations
is observed that an increase in the grain size from 5 nm to 10 nm results in a reduction
in the grain boundary scattering in around 20%. Therefore, grain boundaries eﬀects
play an important role in reducing the resistivity of copper thin ﬁlms [23], especially
for copper interconnects that are exposed to an annealing process which generates an
average grain size proportional to the thickness [98, 99].
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Table 5.2.
Average scattering contribution for SR and GB in copper thin ﬁlms at
low temperatures calculated with the TB model for a 5 nm grain size.
Width (nm)

SR contribution(%)

GB contribution(%)

4.1

48.8

51.2

6.2

41.5

58.5

8.0

41.4

58.6

10.0

38.6

61.4

Table 5.3.
Average scattering contribution for SR and GB in copper thin ﬁlms at
low temperatures calculated with the TB model for a 10 nm grain size.
Width (nm)

SR contribution(%)

GB contribution(%)

4.1

68.0

32.0

6.2

66.2

33.8

8.0

65.3

34.7

10.0

62.9

37.1

16.1

57.5

42.5

20.2

50.8

49.2

One deﬁciency of our approach is that so far the surface roughness is modeled as
an “atomistic roughness” generated as a result of the grain orientation. However, a
realistic roughness which includes a description of the surface proﬁle on the copper
device is not explicitly modeled in this work. Additionally, the eﬀect of the copper
interconnects’ interface is not included explicitly in this work which would provide a
better picture of the surface roughness scattering.
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5.6

Summary
In summary, an atomistic model is used to describe the eﬀect of surface roughness

and grain boundary in the resistivity of copper thin ﬁlms. This model is the ﬁrst
attempt to describe realistic interconnects with widths between 4 and 20 nm as projected by ITRS [7]. The total resistivity obtained for this model is calculated for two
diﬀerent set of grains with diﬀerent sizes (5 nm and 10 nm, see structure in Fig. 5.4).
Those results are compared against unpublished experimental data provided by T.
Shen, Prof. Z. Chen and Prof. J. Apenzeller at Purdue university which were measured by a four-terminal method at 1.8 K as described in Appendix C. The modeled
results obtained by the Landauer method [49] as described in Eqs. 5.1 and 5.2 more
closely match the Cu/MoS2 interconnect with a grain size of 10 nm, as shown in the
Fig. 5.11; this is also the value suggested by our experimental partners. This closer
match with the Cu/MoS2 interconnect is observed as a consequence of the ﬂattened
interface, which behaves similar to a free surface as modeled in this work and reported
by other papers [101]. In the case of the Cu/SiO2 , experimental measurements report
a larger resistivity generated by a change in the surface potential and an increase in
the surface roughness as observed in AFM imaging (see Fig. 5.7 b)) which is aligned
with other reported results for Cu/SiO2 interface [16]. Additionally, our model can
be considered parameter free except for the tight binding parameters (see Appendix
B), and this method can be used to describe surface roughness and grain boundary
scattering independently which has not been clearly quantiﬁed with a full atomistic
basis before this study.
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Fig. 5.11. Resistivity for copper interconnects at low temperature. The
squares points correspond to the simulated values and the circles correspond the the unpublished experimental resistivity values obtained for
Cu/SiO2 and Cu/MoS2 interface. Reprinted with permission of T. Shen,
Prof. Z. Chen and Prof. J. Apenzeller.
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6. RESISTIVITY OF COPPER INTERCONNECTS AT
ROOM TEMPERATURE
The contents of this chapter are part of the accepted conference paper for
SISPAD (2018), “Surface and grain boundary eﬀects on copper interconnects thin ﬁlms modeling with an atomistic basis”, D. Valencia, K. Wang,
G. Klimeck and M. Povolotskyi. Under revision. Additionally, partial contents of this chapter are included in the paper in preparation, “Reduction
of resistivity on Copper thin ﬁlms capped with a 2D material”, T. Shen,
D. Valencia, K. Wang, G. Klimeck, M. Povolotskyi, J. Apenzeller and Z.
Chen
6.1

Motivation
In this chapter, the resistivity of copper interconnects will be studied making use of

the atomistic model illustrated in the previous chapters. The temperature eﬀects will
require the introduction of the e-ph scattering mechanism and will be accomplished
using the Landauer+MD method [57] described in the Sec. 2.3.3. In this case, the
electron phonon scattering eﬀect is introduced into the system via thermal vibrations
corresponding to a temperature of 300 K. Initially in Sec. 6.2, the resistivity of bulk
copper at room temperature will be calculated and these results will be benchmarked
against experiments. Guided by these results, the resistivity of thin ﬁlms as generated
in Sec. 5.3 will be studied in Sec. 6.3.1 to understand the independent eﬀects of SR,
GBs and e-ph at room temperature. All of these result will be compared against
experiments to build conﬁdence in the results and develop a better understanding of
the scattering eﬀects in copper thin ﬁlms. Finally Sec. 6.4 provides a full picture of
the ﬁndings.
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6.2

Resistivity for Bulk Copper at Room Temperature
In this section, the resistivity for bulk copper is calculated for a structure as shown

in Fig. 6.1. This type of conﬁguration is used to validate the e-ph scattering introduced by the Landauer+MD method. It is well documented that the resistivity of
bulk copper at room temperature is ρexp = 1.68 × 10−8 Ω m [104].

The resistance for bulk copper is calculated for a a slab structure as shown in
Fig. 6.1 which is composed of three regions: two semi-inﬁnite electrodes (a source
and a drain) and the molecular dynamic (MD) region. As mentioned in Sec. 2.3.3,
the e-ph scattering is included by thermalising the central region which allows the
atoms to move according to the molecular dynamics simulation. The position of the
atoms in the electrode regions are ﬁxed during the thermal equilibration and those
atoms are copied inside of the central region and are labeled as extended region in
Fig.6.1.

Fig. 6.1. Bulk copper relaxed by EAM potential using a Nose-Hoover
thermostat for 200 ps with a time step of 5 fs.

For all of the calculations presented in Chapter 6, the MD region is equilibrated at
room temperature under isochoric conditions for 200 ps with a time step of 5 fs using
a Nose-Hoover thermostat to ensure a canonical ensemble. This process is carried out
in LAMMPS [69] with the EAM potential parametrized by Y. Mishin et al. [70] and
benchmarked for CSL GBs as shown in Sec. 3.4.
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The energy, pressure and temperature evolutions for a particular slab calculation
are plotted in Fig. 6.2 making use of the conditions described before. The energy,
pressure and temperature stabilize at the beginning of the plot even before 5 ps.
Then, all the average of those quantities stabilize.

Fig. 6.2. a) Energy b) pressure and c) temperature dynamics for a slab
structure of copper thermalized with isochoric conditions for 200 ps with
a time step of 5 fs.

The resistance at room temperature for a structure with a given length is calculated
by a similar process as described in Sec. 5.2. At room temperature the Landauer
Eq. 5.1 is slightly modiﬁed as:
R=

2e2

RR

h
� ∂f 
T (E, k) − ∂E
dk dE

(6.1)

where R is the resistance, h the Planck constant, e the electron charge, k the wave
vectors, E the energy, f the Fermi-distribution at room temperature, and T (E, k)
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the transmission spectrum. The resistance is calculated using 40 wave vectors in the
Brillouin zone (k vectors) and 48 energy points (E) to ensure the convergence of the
resistance value. As observed in Fig 6.2 at each particular step the energy, pressure,
temperature and atoms position are changing. Therefore to capture the average eﬀect
of the e-ph scattering, 10 diﬀerent “snapshots” which correspond to diﬀerent atomic
positions are taken and the average resistance of those 10 diﬀerent conﬁgurations is
calculated.

In Fig. 6.3, the resistance for a copper slab with a length between 2 nm and 8 nm
is reported. The square points and the error bars in Fig. 6.3 correspond to the median
value of the resistance and standard deviation obtained for 10 diﬀerent conﬁgurations
or “snapshots” respectively.

Fig. 6.3. Resistance for bulk copper relaxed by EAM potential using a
Nose-Hoover thermostat for 20 ps with a time step of 5 fs.

Making use of the results plotted in Fig 6.3, the resistivity of bulk copper is calculated
using the linear relationship between length and resistance:
R=

ρ
L + Rc
A

(6.2)
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where R is the resistance, A the cross section area, L the thin ﬁlm length and Rc the
contact resistance. The resistivity for the bulk system at room temperature obtained
by Eq. 6.2 becomes equal to ρT B = 1.70 × 10−8 Ωm which has a 1.2% diﬀerence
compared with the experimental value reported in the literature [104].

6.3

Resistivity of thin ﬁlms at room temperature
The resistivity for copper thin ﬁlms at room temperature are obtained for similar

structures as described in Chapter 5 following a process similar to the one used in
Sec. 6.2. Here too, the resistance is calculated by the MD+Landauer formalism
making use of Eq. 6.1 with 40 wave vectors in the Brillouin zone (k vectors) and
48 energy points (E) in the Fermi window of 0.2 eV to ensure the convergence of
the resistance value. The process followed and results obtained for the resistivity of
copper interconnects at room temperature are described in the following sections:

6.3.1

Structures

The resistance for thin ﬁlms at room temperature is simulated for mis-oriented
grains similar to those constructed in Sec. 5.3 where each ﬁlm is constructed as a
combination of diﬀerent grains with two diﬀerent combinations of grain sizes: 5 nm
and 10 nm. The structures with a grain size of 5 nm have fewer grains, therefore the
resistance is calculated for a combination of between 1 and 10 grains. In contrast, the
structures with 10 nm grain size have many more atoms, therefore only structures
between 1 and 6 grains are used due to constraints in our computational capabilities.

The width of the thin ﬁlms modeled in this work for the structures shown in
Fig 6.4 varies between 4 nm and 20 nm. The thickness is ﬁxed at 0.36 nm in the x
direction and corresponds to the periodic direction. Each individual grain is randomly
orientated between 1◦ and 90◦ . Once the structures are constructed as shown in
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Fig 6.4, they are thermalised following the process described in Sec. 6.3.2 which
allows inclusion of the e-ph scattering eﬀects.

Fig. 6.4. Side view of an unrelaxed copper interconnect with 3 grains.
The electron-phonon eﬀect is included by the MD+Landauer method.

6.3.2

Thermal Equilibration of Copper Thin Films

The MD+Landauer method described in Sec. 2.3.3 is used to include the e-ph scattering in the scattering mechanics for the copper thin ﬁlms constructed in Sec 6.3.1.
The thermal equilibration generates a random displacement in the atoms’ positions.
Given this approach, the atoms’ positions are clearly time dependent, but as shown
in Sec. 6.2, the resistance for a particular system is calculated as the mean value of 10
diﬀerent ”snapshots”. As illustrated in Sec. 6.2, a time evolution process carried out
by MD provides the displacement of the atoms. This method couples the phonons’
vibration with the atoms’ positions, giving an average of all the vibrational modes
of the system. However, one of the limitations of this approach is that it does not
capture the energy transfer between phonons and electrons.

The thermalisation of the structures is carried out with a constant volume (isochronic
process), making use of a Nose-Hoover thermostat with an EAM potential parametrized
by Y. Mishin et al. [70] in LAMMPS [69]. The thermal equilibration is carried out
for the same time step (5 fs) and total time (200 ps) as the values previously reported
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for the resistivity calculation of bulk copper Sec. 6.2. Similar to the thermalisation
for bulk copper, a central region and 1 nm long two semi-inﬁnite leads (source and
drain) are deﬁned. As shown in the Fig 6.4, the central (or MD) region is comprised
of the oriented grains and two extended regions that are a copy of the atoms at the
lead regions. During the thermalisation, the atoms at the source and the drain regions are ﬁxed and the rest of atoms are equilibrated with the external thermostat
(Nose-Hoover thermostat).

6.3.3

Grain boundary, Surface Roughness and Electron-Phonon scattering in Copper interconnects

The resistance for thin ﬁlm structures described in Fig. 6.4 is calculated via Eq 6.1
and plotted in Fig. 6.5. The resistance is obtained for grains of two diﬀerent sizes
(5 nm and 10 nm) following the process described in Sec.

6.3.2. As observed in

Fig 6.5, the resistance increases monotonically as a function of the thin ﬁlm length,
since longer thin ﬁlms have more grains. Therefore, the SR and GB scattering will
be larger as seen in Sec. 5.5.1. A clear jump in the resistance is observed when
comparing the resistances obtained at zero temperature and room temperature as
shown in Fig. 5.5 and Fig. 6.5 respectively. For example, the resistance for a thin ﬁlm
with a 4 nm width, 10 grains and a grain size of 5 nm shows a 25% increase in the
resistance as a result of the e-ph scattering. This model also quantiﬁes the eﬀect of
grain size by including two diﬀerent grain sizes (5 nm and 10 nm). An diﬀerence of
28% is observed when comparing structure of 4 nm width and 6 grains but diﬀerent
grain sizes. Those results clearly show that this atomistic model can diﬀerentiate
between the scattering mechanisms and quantify them based on parameters such as
grain size, width, and orientation. Therefore, this study helps us understand impact
that these parameters have on SR, GBs and e-ph scattering.
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Fig. 6.5. Resistance calculations at room temperature for structures with
SR, GBs and e-ph scattering and two diﬀerent grain sizes: a) grain size
of 5 nm formed by 1 to 10 grains and b) grain size of 10 nm formed by 1
to 6 grains.

As reported in Sec. 5.5.1, ﬁlm length and the average resistance exhibit a linear
relationship with a 99% coeﬃcient of determination. The linear ﬁt between resistance
and ﬁlm length is shown by the solid lines in Fig. 6.5 a) and b). Making use of Eq. 5.2,
the resistivity for copper thin ﬁlms at room temperature is obtained as a function of
the ﬁlm width as shown in Fig. 6.6. The simulated results (labeled TB) are compared
against experimental results provided by T. Shen and measured by a four-terminal
probe at 300 K following the process described in Appendix C.
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Fig. 6.6. Resistivity for copper interconnects with diﬀerent widths. The
open points correspond to the values calculated with TB models at room
temperature with a grain size of 5 nm (blue points) and 10 nm (black
points). The solid points correspond to unpublished experimental results.
Reprinted with permission of T. Shen, Prof. Chen and Prof. J. Apenzeller

Similar to the results at 1.8 K shown in Fig. 5.6, the resistivity calculations at
room temperature for a grain size of 10 nm match more closely with the experimental resistivity of Cu/MoS2 interface as seen in Fig. 6.6. At room temperature, the
e-ph eﬀects enhance the total scattering in the thin ﬁlm creating an increase in the
resistivity. These results at room temperature and the results at 1.8 K conﬁrm the
hypothesis that a large part of the increase in the resistivity in Cu/SiO2 results from
the diﬀerence in surface roughness between the two surfaces.

Additionally, comparing simulated results with experimental results shows that
the MD+Landauer method correctly describes the e-ph scattering eﬀects not only
for bulk copper but also for thin ﬁlms which have a very diﬀerent e-ph interaction.
It is important to notice that the TB results at room temperature do not match as
well with the experimental results, but it could be that the grain boundary sizes in
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physical devices are larger at room temperature that those modeled here. However
the simulated result are inside the error bars for the experimental results.

6.3.4

Surface roughness eﬀect in copper interconnects

In order to understand the eﬀect of e-ph scattering for single grain structure as
shown in Fig. 5.8, a process similar to the one described in Sec. 5.5.2 is implemented.
For a single grain conﬁguration, no grain boundaries are included except for the
source/drain contact, which is assumed to be part of the contact resistance. In contrast to the resistivity calculation at low temperature an ionic relaxation is carried
out as described in Sec. 5.4, the room temperature calculation requires the introduction of the e-ph eﬀect which is added by the MD+Landauer model as discussed in
Sec. 6.3.2.

Following same process described in Sec. 6.3.1, resistance for 20 diﬀerent orientations are calculated making use of Eq. 6.1. As mentioned before, the thermal
equilibration generates a time dependent atomic position. Therefore, the resistance
at each conﬁguration is averaged by 5 diﬀerent conﬁgurations or “snapshots” to get
the average e-ph eﬀect at each conﬁguration. Fewer “snapshots” were used for the
single grain boundary calculations than copper thin ﬁlms in Sec. 6.3.3 to limit the
computational resources required. The resistance at each orientation is calculated for
ﬁlms with a length between 6 nm and 10 nm and a width between 4 nm and 20 nm.
For a given width, the resistivity for each orientation is obtained making use of the
linear ﬁt between resistance and length as expressed in the Eq. 6.2. Finally at each
width, an average resistance is obtained by averaging the 20 diﬀerent orientations
and the results are reported in Fig 6.7.
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Fig. 6.7. Surface roughness at room temperature. The circles labeled
“Exp” correspond to the experimental results from Ref. [105], and include pristine copper deposited in situ (labeled “In situ”) and exposed
to air creating an oxidation layer on top of the copper ﬁlm (labeled “air
exposed”). The squares correspond to values simulated by the TB model.

In addition to the simulated results (labeled TB in Fig. 6.7), experimental results
from Ref. [105] are added to the plot. Those experimental results correspond to copper thin ﬁlms deposited by a high quality sputtering system which forms a single
crystal ﬁlm. The copper samples were fabricated under two diﬀerent conditions. “In
situ” corresponds to a ﬁlm maintained in a vacuum; the second condition corresponds
to a ﬁlm which is exposed to air, creating an oxidation layer on top of the copper and
increasing the resistivity as shown in Fig. 6.7.

The TB results overestimate the SR eﬀect compared to the experimental results
plotted in the Fig. 6.7, but is likely that part of the diﬀerence is due to the geometry
simulated in this work. In this case, the resistance is obtained for oriented grains which
are attached to leads oriented in the [110]. This type of conﬁguration is diﬀerent to
the measured conﬁguration which correspond to ﬁlms growing in the [100] direction.
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Notice that the error bars in our results are larger for thinner structures, because the
grain orientation has a stronger eﬀect on the resistivity in thinner structures.

6.3.5

Contribution per scattering mechanics

As mentioned in Chapters 5 and 6, one of the most important features of our
atomistic model is that is capable of describing the scattering mechanics independently as shown in Fig 5.11 and Fig 6.8. Following the same process introduced in
Sec. 5.5.3, the contributions of SR, GBs and e-ph are estimated at room temperature
for two diﬀerent grain sizes (5 nm and 10 nm).

Fig. 6.8. Resistivity for copper interconnects at room temperature. The
squares points correspond to simulated values and the circles correspond
unpublished experimental values obtained for Cu/SiO2 and Cu/MoS2 interfaces. Reprinted with permission from T. Shen, Prof. Z. Chen and
Prof. J. Apenzeller.
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Quantitatively, the contribution of each scattering mechanic at room temperature can
be obtained by the following expressions:
ρTtot=300 (W ) − ρTtot=0 (W )
× 100
ρTtot=300 (W )
ρT =300K (W )
= SR
× 100
ρTtot=300 (W )
ρT =300K (W )
= GB
× 100
ρTtot=300 (W )
ρT =300 (W ) − ρTSR=300K (W )
= tot
× 100
ρTtot=300 (W )

eph (W ) =
SR(W )T =300K
GB(W )T =300K

(6.3)
(6.4)

(6.5)

Making use of Eqs. 6.3, 6.4 and 6.5, the contribution of each scattering mechanism
at room temperature is tabulated in Tables 6.1 and 6.2. The results in the Tables
6.1 and 6.2 show an increase of more than 18% in the e-ph coupling contribution as
a result of increasing the grain size from 5 nm to 10 nm, because larger grains have
more atoms, increasing the energy loss between electrons and phonons. At room
temperature, the SR contribution is only slightly aﬀected by the increase in grain
size. In contrast, the low temperature case shows a change of around 20% in the SR
contribution between the 5 nm and 10 nm grain sizes. At room temperature, the GB
contribution reduces with an increase in the grain size, because larger grains reduce
the probability of electrons being scattered at the grain boundary. This change in
the GBs scattering is very similar to the decrease at low temperatures reported in
Sec. 5.5.3, but the change between 5 nm and 10 nm grain size is much larger at room
temperature which indicates that e-ph enhances the GB scattering. Additionally as
reported in multiple references and conﬁrmed in our simulations, the e-ph contribution
is the dominant eﬀect for ﬁlms thinner than 20 nm [8]. Finally these results model
SR contribution as an “atomistic” roughness, which might not be the correct picture
for the Cu/SiO2 interface. The surface roughness scattering for Cu/SiO2 is expected
to be much larger than the reported here.
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Table 6.1.
Average scattering contributions for SR, GB and e-ph in copper thin ﬁlms
at room temperature calculated with the TB model for a 5 nm grain size.
Width (nm)

SR contribution (%)

GB contribution (%)

e-ph contribution (%)

4.1

32.2

32.1

35.7

6.2

27.7

32.4

39.9

8.0

22.1

36.8

41.1

10.0

17.9

38.3

43.8

Table 6.2.
Average scattering contributions for SR, GB and e-ph in copper thin ﬁlms
at room temperature calculated with the TB model for a 10 nm grain size.
Width (nm)

SR contribution (%)

GB contribution (%)

e-ph contribution (%)

4.1

35.6

9.9

54.5

6.2

24.8

11.6

63.6

8.0

30.0

16.1

63.9

10.0

14.4

17.5

68.1

16.1

18.3

16.1

65.6

20.2

6.7

21.5

71.8

6.4

Summary
In this chapter, the electron phonon scattering eﬀects are studied for copper thin

ﬁlms making use of an atomistic model based on the environmental tight binding
method. In Chapter 5, the surface roughness and grain boundary eﬀects were studied
at low temperature where the e-ph eﬀects are negligible. In chapter 6, similar conﬁg-
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urations are used, but the calculation are considered at room temperature. The e-ph
scattering is introduced into the NEGF method by the Molecular dynamic+Landauer
formalism that has recently been used to study mobilities and other electronic properties. This work makes use of such approaches to include the e-ph coupling in copper
thin ﬁlms. Initially the resistivity for bulk copper was calculated and benchmarked
against experiments with a 1.2% diﬀerence. This result motivated us to extend our
study of surface roughness and grain boundary eﬀects at low temperature to include
the eﬀects of e-ph scattering on thin ﬁlms. In the case of copper thin ﬁlms, the resistivity calculated by the atomistic model that includes the eﬀects of surface roughness,
grain boundary and electron-phonon scattering is compared against experimental results.

The simulation results at room temperature show a better match with the Cu/MoS2
interface even at room temperature which conﬁrms that the surface roughness eﬀect
on this type of interface is much lower than for the Cu/SiO2 interface.

It also found that the resistivity calculation for single grain boundary conﬁguration
has a much larger value than reported experimentally. This result can be partially
understood because the SR structures modeled by the MD+Lauder method have a
”atomistic” roughness which is very diﬀerent to the ultra clean interfaces fabricated
experimentally.

In this work, the eﬀect of grain size was also studied for structures with 5 nm
and 10 nm grain sizes. The results show that the SR contribution does not increase
considerably as a result of an increase in the grain size. In contrast, a large reduction
of more than 20% in the GB scattering is reported after increasing the grain size.
Based on the scattering contributions reported in Tables 6.1 and 6.2, the GBs eﬀect
is enhanced as a result of the e-ph scattering. Additionally, this method makes it
possible to independently quantify the eﬀect of each scattering mechanism as reported
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in the Sec. 5.5.3 at low temperature. The results show that the SR contribution is
slightly aﬀected by the increase in the grain size which is diﬀerent from the low
temperature case which shows a 20% change between 5 nm and 10 nm cases. The
results shown in the tables conﬁrm that the e-ph contribution is the dominant eﬀect
for thin ﬁlms thinner than 20 nm at room temperature. While this ﬁnding has been
reported experimentally, traditional models have not yet been able to quantify this
behavior because of the the well documented limitations described in Sec. 1.4. Finally
our results assume a SR contribution generated by the “atomistic roughness”, which
might not be the correct picture for the Cu/SiO2 interface, since its surface roughness
scattering is expected to be larger and therefore have a larger contribution that what
is reported here.
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[9] M. Philipp, M. Knupfer, B. Büchner, and H. Gerardin, “Plasmonic excitations
in ZnO/Ag/ZnO multilayer systems: Insight into interface and bulk electronic
properties,” Journal of Applied Physics, vol. 109, no. 6, p. 063710, mar 2011.
[10] A. F. Mayadas, “Electrical Resisitivity model for polycrystalline ﬁlms: The case
of specular reﬂection at external surfaces,” Applied Physics Letters, vol. 14,
no. 11, p. 345, 1969.
[11] K. Fuchs and N. F. Mott, “The conductivity of thin metallic ﬁlms according
to the electron theory of metals,” Mathematical Proceedings of the Cambridge
Philosophical Society, vol. 34, no. 01, p. 100, 1938.
[12] E. Sondheimer, “The mean free path of electrons in metals,” Advances
in Physics, vol. 1, no. 1, pp. 1–42, 1952. [Online]. Available: https:
//doi.org/10.1080/00018735200101151
[13] E. T. Krastev, L. D. Voice, and R. G. Tobin, “Surface morphology and
electric conductivity of epitaxial Cu(100) ﬁlms grown on Hterminated Si(100),”
Journal of Applied Physics, vol. 79, no. 9, p. 6865, jun 1998. [Online].
Available: https://aip.scitation.org/doi/10.1063/1.361508

96
[14] H.-D. Liu, Y.-P. Zhao, G. Ramanath, S. Murarka, and G.-C. Wang, “Thickness
dependent electrical resistivity of ultrathin (,” Thin Solid Films, vol. 384,
no. 1, pp. 151–156, mar 2001. [Online]. Available: https://www.sciencedirect.
com/science/article/pii/S0040609000018186?via{%}3Dihub
[15] W. Zhang, S. Brongersma, O. Richard, B. Brijs, R. Palmans, L. Froyen, and
K. Maex, “Inﬂuence of the electron mean free path on the resistivity of thin
metal ﬁlms,” Microelectronic Engineering, vol. 76, no. 1-4, pp. 146–152, oct
2004. [Online]. Available: https://www.sciencedirect.com/science/article/pii/
S0167931704003909?via{%}3Dihub
[16] S. M. Rossnagel and T. S. Kuan, “Alteration of Cu conductivity in the size
eﬀect regime,” Journal of Vacuum Science & Technology B: Microelectronics
and Nanometer Structures, vol. 22, no. 1, p. 240, jan 2004. [Online]. Available:
http://scitation.aip.org/content/avs/journal/jvstb/22/1/10.1116/1.1642639
[17] J. S. Chawla, F. Gstrein, K. P. O’Brien, J. S. Clarke, and D. Gall, “Electron
scattering at surfaces and grain boundaries in Cu thin ﬁlms and wires,”
Physical Review B, vol. 84, no. 23, p. 235423, dec 2011. [Online]. Available:
https://link.aps.org/doi/10.1103/PhysRevB.84.235423
[18] Y. P. Timalsina, X. Shen, G. Boruchowitz, Z. Fu, G. Qian, M. Yamaguchi,
G.-C. Wang, K. M. Lewis, and T.-M. Lu, “Evidence of enhanced
electron-phonon coupling in ultrathin epitaxial copper ﬁlms,” Applied Physics
Letters, vol. 103, no. 19, p. 191602, nov 2013. [Online]. Available:
http://aip.scitation.org/doi/10.1063/1.4829643
[19] Y. P. Timalsina, A. Horning, R. F. Spivey, K. M. Lewis, T. S. Kuan, G. C.
Wang, and T. M. Lu, “Eﬀects of nanoscale surface roughness on the resistivity
of ultrathin epitaxial copper ﬁlms,” Nanotechnology, vol. 26, no. 7, p. 075704,
feb 2015.
[20] D. Choi, X. Liu, P. K. Schelling, K. R. Coﬀey, and K. Barmak, “Failure
of semiclassical models to describe resistivity of nanometric, polycrystalline
tungsten ﬁlms,” Journal of Applied Physics, vol. 115, no. 10, p. 104308, mar
2014. [Online]. Available: http://aip.scitation.org/doi/10.1063/1.4868093
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[45] J. Cerdá and F. Soria, “Accurate and transferable extended Hückel-type tightbinding parameters,” Physical Review B, vol. 61, no. 12, pp. 7965–7971, 2000.
[46] E. Granado, N. O. Moreno, A. Garcı́a, J. A. Sanjurjo, C. Rettori, I. Torriani,
S. B. Oseroﬀ, J. J. Neumeier, K. J. McClellan, S.-W. Cheong, and Y. Tokura,
“Phonon raman scattering in R1−x Ax mno3+δ (r = La, Pr; a = Ca, Sr),” Phys.
Rev. B, vol. 58, pp. 11 435–11 440, 1998.
[47] P. Piquini, R. Mota, T. M. Schmidt, and A. Fazzio, “Theoretical studies of
native defects in cubic boron nitride,” Phys. Rev. B, vol. 56, pp. 3556–3559,
1997.
[48] G. Klimeck. (2009) RGF algorithm. [Online]. Available: https://nanohub.org/
resources/8391/download/
[49] F. Zahid, M. Paulsson, E. Polizzi, A. W. Ghosh, L. Siddiqui, and S. Datta,
“A self-consistent transport model for molecular conduction based on extended
Hückel theory with full three-dimensional electrostatics,” The Journal of Chemical Physics, vol. 123, no. 6, p. 064707, 2005.

99
[50] R. Lake, G. Klimeck, R. C. Bowen, and D. Jovanovic, “Single and multiband
modeling of quantum electron transport through layered semiconductor devices,” Journal of Applied Physics, vol. 81, no. 12, p. 7845, 1997.
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A. OPERATOR IN A NON-ORTHOGONAL BASIS
Given an operator Aˆ and making use of the Einstein notation, the element matrix in
a orthogonal basis may be expressed as:
Â = |φn iAnm hφm |

where

Anm = hφn |Â|φm i

(A.1)

This operator may be represented in a non-orthogonal basis as follows:
Â = |ϕα i[S −1 Aα,β S −1 ]α,β hϕβ |

where

Aα,β = hϕα |Â|ϕβ i

(A.2)

These two expressions shows the method to represent the matrix elements of a operator Aˆ in two diﬀerent bases.
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B. PARAMETERS FOR BULK COPPER WITH THE
ENVIROMENTAL TIGHT BINDING METHOD
Parameters for bulk copper with the environmental tight binding method (TB) are
obtained by direct ﬁtting bulk band structure [39], but additional constraints on the
inter-atomic coupling are included during the parametrization process.
Parameter Name

Value

Parameter Name

Value

V BO

3.6540

I D D Δ

-0.08

E S

-4.5236

q D D σ

4.8355

E Px

-0.1458

q D D Π

4.7528

E Py

-0.1458

q D D Δ

4.2950

E Pz

-0.1458

I S S σ

0.4

E Dxy

-4.3034

I S P σ

0.4457

E Dyz

-4.3034

I S D σ

-0.36819

E Dxz

-4.3034

I P P σ

1.5605

E Dz 2

-4.3034

I P D σ

-0.2532

E Dx2 y 2

-4.3034

I P P Π

-0.1348
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Table B.1.
TB parameters for Cu following the notation in Ref [39]
V S S σ

-0.9588

I P D Π

0.0135

V S P σ

1.4063

q S S σ

2.20333

V S D σ

-0.1841

q S P σ

2.6554

V P P σ

1.4025

q S D σ

0.2495

V P P Π

-0.5730

q P P σ

1.5905

V P D σ

-0.4607

q P P Π

2.9059

V P D Π

0.3373

q P D σ

3.8124

V D D σ

-0.3709

q P D Π

3.9330

V D D Π

0.2760

pS S σ

1.3692

V D D Δ

-0.0735

pS P σ

2.8794

I D D σ

-0.15

pS D σ

3.94296

I D D Π

-0.2498

pP P σ

5.5023

pP P Π

0.536231

pP D σ

-1

pP D Π

-1

pD D σ

-0.83723

pD D Π

0.66507

pD D Δ

4.8475

R0 inter

0.25526

R0 intra

0.25526
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C. EXPERIMENTAL SETUP FOR COPPER
INTERCONNECTIONS
This Appendix is added as a reference for the readers, but this experimental part was conducted by T. Shen under the supervision of Prof. Chen and
Prof. Apenzeller at Birck Nanotechnology Center - Purdue University.
An experimental process is carried out to fabricate the MoS2 /Cu and SiO2 /Cu interconnects as shown in the AFM image (Fig. C.1). The goal is to study the electrical
performance of Cu thin ﬁlms on diﬀerent materials. The process is described below.
To achieve a fair Cu electrical performance comparison, these two types devices were
patterned into structures with the same dimensions on the same Si/SiO2 substrates.
• Exfoliate few-layer MoS2 ﬂakes on Si/SiO2 .
• Anneal the substrate at 200◦ C for 5 hr in high-vacuum.
• Deposit Cu thin ﬁlm on both MoS2 and SiO2 with the same structure.
• Perform Cu deposition by an e-beam evaporation system which ensures high
precision control over the thin ﬁlm thickness for ranging from 8.5 nm to 102.5
nm.
• Measure the thickness of Cu ﬁlms by an atomic force microscope (AFM) set-up.
• Fabricate four probe test structures (4 µm Length 2 µm Width) on MoS2 and
SiO2 surfaces.
• Obtain temperature dependent measurement of the resistivity in a PPMS system. Sweep the temperature from 300 K to 1.8 K at a rate that ensures thermal
equilibrium.
• Measure the resistance at a given temperature by four-probe methods in a probe
station set-up as shown in the Fig. C.2.
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Fig. C.1. AFM image for a) Cu/MoS2 and Cu/SiO2 thin ﬁlm. Reprinted
with permission of T. Shen, Prof. Chen and Prof. Apenzeller.

Fig. C.2. Resistance measured by a four-terminal at a given temperature.
Reprinted with permission of T, Shen, Prof. Chen and Prof. Apenzeller

VITA

109

VITA
Daniel Valencia received his bachelors in Physics from the Universidad Nacional
de Colombia in Bogota in 2008. There he did research in biophysics, modeling how
thermodynamics aﬀect the topology of a membrane. He then went on to complete his
M.Sc. at the University of Puerto Rico in Mayaguez, where he worked with Professor Junqiang Lu on several projects as follows: the study of transport properties of
graphene junctions in collaboration with Professor Feng Lui of Utah University (AIP
Advances 3 (10), 102125); the numerical study of annular wave packages at Dirac
points (J. Chem. Phys. 135, 224707-(2011)) in collaboration with the postdoctoral
research fellow Ji Lu; the electronic properties and work functions of metallic hexaboride rods and slabs with a coil (Journal of Applied Physics 114 (14), 143709).

In the fall of 2012, Daniel began his PhD in Electrical Engineering at Purdue
University and joined Professor Klimeck’s research group. He worked in mainly on
the following projects: ”ab-initio” parametrization for orthogonal and non-orthogonal
tight binding basis, electronic transport implementation for a non-orthogonal tight
binding basis, interface modeling by tight binding models such as Extended Huckel
(EH), validation of a non-orthogonal basis in Nemo5, validation of EH for multiple
materials, performance of Hamiltonian modeling silicon dioxide with EH, modeling
amorphous oxide with EH, transport in a oxide-semiconductor interface, and scattering eﬀects of copper interconnects. After his PhD, Daniel plans to join the Charles
Stark Draper Laboratory as staﬀ member of the simulation team.

