Motivation: Methods able to provide reliable protein alignments are crucial for many bioinformatics applications. In the last years many different algorithms have been developed and various kinds of information, from sequence conservation to secondary structure, have been used to improve the alignment performances. This is especially relevant for proteins with highly divergent sequences. However, recent works suggest that different features may have different importance in diverse protein classes and it would be an advantage to have more customizable approaches, capable to deal with different alignment definitions. Results: Here we present Rigapollo, a highly flexible pairwise alignment method based on a pairwise HMM-SVM that can use any type of information to build alignments. Rigapollo lets the user decide the optimal features to align their protein class of interest. It outperforms current state of the art methods on two well-known benchmark datasets when aligning highly divergent sequences. Availability and implementation: A Python implementation of the algorithm is available at http:// ibsquare.be/rigapollo.
Introduction
Pairwise sequence alignment methods have been essential for bioinformatics from its inception and are used in a wide variety of analyses. They were developed to investigate the similarities between the first protein sequences (Kemena and Notredame, 2009; Needleman and Wunsch, 1970; Phillips et al., 2000; Thompson et al., 2011) and have continued to play a major role in many subsequent developments in bioinformatics. Pairwise alignment tools are commonly used for routine analyses such as homology modeling (Lambert et al., 2002) and phylogeny analysis (Kumar et al., 2004) , but are equally important for other structural bioinformatics tasks (Raimondi et al., 2014 (Raimondi et al., , 2015 Skwark et al., 2014) , showing that high quality alignments remain very valuable. Moreover, with an increasing amount of new sequences available through Next Generation Sequencing technologies, it is likely that these tools will maintain their role in the future (Kemena and Notredame, 2009) . A remaining challenge in the field is how to best align highly divergent sequences, which can still share structural similarities despite having extremely low Sequence Identity (SI) between them (Kemena and Notredame, 2009 ). State of the art methods struggle to get reliable results for such sequences in terms of pairwise alignments, and it is essential to dig deeper, beyond the direct sequence similarity in terms of amino acid codes, to infer the correct alignment between divergent pairs of proteins. The most common approach to achieve this is to translate the amino-acidic sequence in a set of physicochemical features, with the underlying assumption that these features give, compared to amino acid codes, a more general view of which characteristics evolution conserves to maintain protein function and structure. This approach has been adopted by different authors: Simossis and Heringa (2005) , for instance, included evolutionary information and secondary structure in a scoringmatrix based approach. Wu and Zhang (2008) demonstrated how the inclusion of many evolutionary-related features such as profiles, solvent accessibility, backbone dihedral torsion angles and hydrophobicity can improve the target-template alignment quality in homology modelling. Meier and Sö ding (2014) introduced the idea that the local amino-acidic environment is extremely important in order to define the similarity between two positions of different sequences. However, we have to take into consideration that for different classes of sequences, the characteristics that evolution selected can drastically change and, with them, the underlying concept of correct alignment itself: evolution might conserve the three dimensional structure for some proteins, but the dynamics (Cilia et al., 2013) or the hydrophobicity pattern (Thompson et al., 2002) for others. It is highly improbable that an alignment method that is based on a fixed number of features can deal with this variety of protein classes and alignment definitions.
In this paper we introduce Rigapollo, a new Support Vector Machine (SVM)-dependent Hidden Markov Model (HMM)-based framework that we apply to pairwise sequence alignment. It can generate pairwise alignments based on any set of (user-defined) amino acid or local sequence-context dependent properties. Similarly to the previously mentioned state of the art tools, Rigapollo takes advantage of the higher conservation of protein evolutionary or physico-chemical characteristics compared to sequence alone. The novelty in our approach resides in the combination of pairwise HMMs with SVMs to generate the emission and transition probabilities, so enabling us to flexibly modify the alignment criteria depending on the protein class under investigation. The SVM models allow us to integrate virtually any source of information: sequence-dependent predictions of biophysical characteristics such as backbone dynamics, physico-chemical features and other information related to the local sequence environment. The user is free to define his own concept of alignment, for example in the alignment of disordered regions the structure is not conserved but dynamics might be (Cilia et al., 2013) . To perform a fair validation we follow a more traditional approach and focus on two widely adopted pairwise alignments benchmarks, Balibase (Thompson et al., 2005) and Sabmark (Van Walle et al., 2005) , where for highly divergent sequences we show significant improvements, in the order of 33-48%, compared with other state-of-the-art methods. As already pointed out by other authors (Edgar, 2010) , these benchmarks have limitations: the concept of what constitutes a good alignment is partially subjective. In this work we use these datasets only as examples for the learning process performed by our method, since Rigapollo can deal with any alignment concept, even ones not based on sequence or structure similarity. An implementation of the method is publicly available at http://www.ibsquare.be/rigapollo.
Approach
The benefits of pairwise hidden Markov models (HMM) for alignment have already been shown (Do et al., 2005; Pei and Grishin, 2007; Roshan and Livesay, 2006) . Our approach extends and improves previous work by using two separate SVM, i.e. SVM M and SVM G , which will be explained in detail in the next section. Here we first focus on the structure or grammar of the Rigapollo HMM, as visualized in Figure 1 . Given the fact that this is a pairwise HMM, we require an even number of gap states: we always need to define a gap for the first sequence and one for the other. We used a 7 states pairwise HMM: two states for the initial gaps (GS1 and GS2), two states for the final gaps (GF1 and GF2), two states for the inner gaps (G1 and G2) and one for the matches (M). An equivalent structure has been used also in (Do et al., 2006) for a pairwise conditional random field, showing an improvement of the performances respect to a standard 3 states (two gaps and a match) structure.
The transition probabilities are defined in the same way as a normal pairwise HMM (Pei and Grishin, 2007) , i.e. they can be easily calculated from the number of times one observes a transition from a state i to a state j in the training sequences.
Materials and methods

Dataset design
The datasets adopted to train and test Rigapollo have been extracted from BaliBase and Sabmark, two widely used alignment benchmarks. The first dataset (BaliBase) is based on the BAliBase R11 subset, which contains very divergent sequences (less than 25% sequence identity) (Thompson et al., 2005) . In order to extract a set of pairwise alignments from the provided Multiple Sequence Alignment (MSA), we extracted a single pairwise alignment from each MSA by taking the sequence pair for which the sequence identity was equal to the median of the entire MSA, an approach similar to the one used in (Do et al., 2006) . In this way we obtained 76 pairwise alignments that are independent (coming from different MSAs) and representative (they have a SI equal to the median of the corresponding MSA). Taking into consideration only the conserved columns of the MSA, the average sequence identity for this dataset is approximately 13%.
For the second dataset (Sabmark), we performed the same procedure for the twilight section of the Sabmark database (Van Walle et al., 2005) . From each group of sequences, we took the one with sequence identity equal to the median of the group. When an all-gap alignment without any matches was present in the group, we ignored it (approximately 5% in Sabmark). The resulting dataset consists of 198 pairwise alignments, with an average sequence identity of 4.52%. Figure 2 shows the distribution of the SI and of the length of the proteins in the two datasets. Fig. 1 . The grammar of the pairwise HMM: the pairwise HMM is composed by seven non-silent states; 6 of them are gap states and one of them is a match state. The gap states can be divided in initial gap states on the first and second sequence (GS1 and GS2), internal gap in the first and second sequence (G1 and G2) and final gap in the first and second sequence (GF1 and GF2)
We also built a new dataset (Blind) for use as an additional blind test. It is composed of TIM-barrel proteins, a fold made of 8 alpha helices and 8 beta sheets. A characteristic of this fold is that, while the sequence identity is often low, the structure is very well conserved. The dataset contains 34 pairwise alignments of unique proteins of length between 200 and 300 that are not included in the Sabmark or Balibase datasets. In order to generate the reference alignment, we used the structure-based alignment algorithm TMalign (Zhang and Skolnick, 2005) . The resulting dataset has an average sequence identity of 6.28%. The datasets are available at the Rigapollo web site.
Translating amino acids into feature vectors
For testing the Rigapollo approach the goal is to align divergent sequences, for which we bypass the amino acid codes themselves and instead represent each residue r i as a m-dimensional feature vector that in principle can contain any kind of information, ranging from physico-chemical features such as overall charge to backbone dynamics predictions (Cilia et al., 2013 (Cilia et al., , 2014 and evolutionary information. We so provide the predictor with residue-level information that is assumed to be more conserved during evolution than just the amino acid codes. Since the match is predicted by analyzing the putative pairing of two residues r i and r j in the target sequences, the final feature vector is an m dimensional feature vector obtained by subtracting the vectors representing r i and r j in absolute value. This procedure is illustrated in the left column of Figure 3 .
We tested a wide range of features that have shown conservation and could thus be useful to define evolutionary relationships between protein regions:
• Protein profile (P): calculated from MSAs obtained from 3 iterations of JackHMMer (Finn et al., 2011 ) with e-value¼0.0001. This feature provides information about which amino acids do not significantly alter the fold of the protein.
• Protein backbone dynamics (D): This feature was determined using the backbone flexibility predictions from DynaMine (Cilia et al., 2013) , which are related to early folding events and which have been shown to be conserved in evolution (Pancsa et al., 2016) .
• A set of 16 physico-chemical features (M) that describe every amino acid type, extracted from (Liu et al., 2012) . They are continuous values and, in order to remove redundancy, we kept only features that have a Pearson's correlation coefficient lower than 0.4 with respect to all the others. Supplementary Table S2 provides a list of all included features.
• Hydrophobicity (I): The hydrophobicity scale reported in (Kyte and Doolittle, 1982) in used in SVM G . This scale has been used in other tools (such as (Thompson et al., 2002) ) in order to determine the probability of observing a gap, as gaps in very hydrophobic regions are rare. Note that the set of features M already contains an Hydrophobicity scale.
• Secondary structure propensities calculated in a way similar to DynaMine (Cilia et al., 2013) , but using the d2D secondary structure population estimation from NMR chemical shifts (Camilloni et al., 2012) to train the linear regression model. The resulting separate predictors for helices (H), strands (E) and coil (C) determine the overall propensity that a specific region will lead to one of the three secondary structure classes. This implementation is similar to (Sormanni et al., 2015) .
Learning match-state and gap-state emission probabilities using SVMs
We use two different support vector machines, SVM M and SVM G , to estimate the emission probabilities. The first one, SVM M , is a linear kernel that has been trained to discriminate matches (M state in Similar to the gap case, the final probability is internally computed as a function of the distance of the difference vector from the hyperplane the HMM) from mismatches in order to evaluate if two amino acids should be paired in the final alignment. The second, SVM G , predicts if a residue should be aligned with a gap in the other sequence. To build a training set of correct matches for training SVM M , we defined as true matches all position with feature vectors of other amino acids at 5-10 positions from the focal one makes the separation between positive and negative classes more difficult than simply combining them with a random one. We assume that if the model will be trained to discriminate these not too distant feature vectors, it will be able to deal with the distant ones too, which are probably more easily to differentiate. Due to computational constraints, we used 5000 randomly selected matches and mismatches for the training. This simplification allows a faster training while, as shown in Supplementary Table S1 , ensuring sufficient accuracy. The predicted emission probabilities for the M state are computed as a function of the distance from the decision hyperplane of SVM M using Platt scaling (Pedregosa et al. 2011; Platt, 1999 ). An analogous method is used to define the emission probabilities of the G states. A dedicated SVM (SVM G ) is trained to indentify which residues are more likely to be aligned with a gap. The difference with the previous SVM is that here only a single residue r i is involved, and not a pair (see right part of Fig. 3 ): thus only a single m dimensional vector is necessary. Emission probabilities are obtained as explained for SVM M .
Rigapollo is not just the concatenation of an SVM with an HMM; the discriminative models affect the internal behaviour of the pairwise hidden Markov model, taking part in the optimization process of the Viterbi algorithm.
Performance evaluation
Rigapollo was then evaluated with a 5-fold cross validation, which balances the resolution (i.e. size of the folds) with the required computational resources on the two benchmark datasets described in Section 3.1. The quality of the pairwise alignments is expressed using three scores: the sum of pairs for direct matches (SHIFT ¼ 0) and allowing a shift of one (SHIFT ¼1) and two (SHIFT ¼ 2) amino acids with respect to the reference alignment. SHIFT refers to a shifted measure wherein two amino acids are considered correctly aligned if their distance in the reference alignment is smaller then N 2 f0; 1; 2g. This measure provides a more gradual evaluation of Rigapollo's performances and accounts for mis-aligned residues that are close to their correct position.
Discussion
In this section we present how Rigapollo deals with the divergent benchmark datasets, provide an analysis of the best performing features and compare our method with commonly used state-of-the-art tools.
Profiles, secondary structure propensities and physico-chemical features significantly improve alignments between distant sequences
A strength of the SVM approach is that heterogeneous sources of information can define the emission probabilities in the HMM. Since the goal is to improve the quality of alignments in the twilight zone (below 20% of SI), where amino acid codes do not provide enough information, we first explored which features are more conserved than the amino acids in the sequence. We evaluated the contribution of the features by comparing performances to a baseline model, in which only the 20 amino acid codes are used (first line in Table 1 ).
The SVM in this case learns the substitution probabilities from the training set and the results should be very similar to a standard scoring matrix-based tool.
As can be seen in Table 1 , switching from the baseline model to a model that uses the profile P for both the M and G states greatly boosts the performance. This feature alone works well with both the Balibase and Sabmark datasets, aligning correctly 21.47% and 21.87% of the residues, respectively. These improvements are significant (Mann-Whitney rank-sum P-value ¼ 8.73Â10
-18 ) compared to the baseline model. The addition of the secondary structure propensities (H, E and C) improves the performances even further. Another interesting result is that adding a set of 16 physicalchemical features (M) can still slightly improve the quality of the predicted alignments, attesting that they provide information that is partially orthogonal to the amino-acidic code. The encoding scheme for SVM M seems to only have a positive effect on the performances only for the Sabmark dataset. The best performing encoding scheme is composed by the profile, the physical-chemical features and the secondary structure propensities for the match state and the profile alone for the G states (Mann-Whitney rank-sum P-value respect the amino acid type-encoding scheme ¼ 2.05Â10 -22 ). There are no major changes in the behaviour of different encoding schemes for SHIFT 1 and SHIFT 2 .
Including sequence context improves alignments, but not always
Many authors have already reported that the sequence context in which a residue is found is essential to define its behavior (Thompson et al., 1999) . This concept has been exploited in alignment tools, for instance in (Edgar, 2004) and (Wright, 2015) . Usually these state-of-the-art tools address the contextual aspects of residues by hard-wiring ad-hoc context-dependent procedures directly in the structure of their algorithm (e.g. k-mers in MUSCLE), in order to avoid losing relevant information. Rigapollo offers a general solution to this problem since it can natively deal with context by adding to the feature vector the information of a window of amino acids instead of the single residue. In this way the context information can be considered part of the encoding scheme. Table 2 shows the changes in performance when using a window of different sizes for the M and G states. In the Sabmark dataset the performances increase significantly when enlarging the residue window for both the M and the G states, reaching their maximum at 7 for M and 7 for G. Since performances significantly increase using a window flanking the target amino acid (P-value equal to 0.00547 with respect to the M ¼ 0 G ¼ 0 encoding scheme), we conclude that taking the local environment of a residue into consideration greatly assists the alignment of divergent sequences. This is somewhat expected given that the average sequence identity of the proteins contained in this dataset is so low that it is almost undetectable and the number of gaps is often extremely high: single amino acid codes by themselves do not contain sufficient information to generate an alignment. The situation is however different for the Balibase dataset, where there is no significant variation in performance when altering the window size.
Rigapollo performs in general better on divergent sequences than state-of-the-art alignment methods
We compared Rigapollo with some of the most well-known methods in the field, such as Tcoffee (Notredame et al., 2000) , ClustalW (Thompson et al., 2002) , mafft (Katoh et al., 2002) and muscle (Edgar, 2004) in order to evaluate if it improves the quality of alignments for very divergent sequences. The results are shown in Table 3 .
On the Sabmark dataset, Rigapollo outperforms all state of the art methods. Compared to the average of correctly aligned residues per alignment over the different methods, Rigapollo in general improves the quality of the results from 28% to 45% (P-value ranges from 1.05Â10 -30 to 9.94Â10 -15 )). Since the proteins in this dataset are very divergent, it is possible that some of the positions in the benchmark alignment are misaligned; shifting the scores (see SHIFT ¼ 1 and SHIFT ¼ 2) significantly improves the overlap between benchmark and the generated alignments. Using SHIFT ¼ 1, the performances of Rigapollo increases by 25%, while the other tools get an improvement of 15-17%. Using this method to assess the quality of the alignment, Rigapollo performs 26-46% better than the other methods. The results using SHIFT ¼ 2 of two residues are in line with the previous results, with an improvement of the performances of 25-45% respect to the other methods.
The same benchmark performed on BaliBase produces quite different results: while the alignment have a higher SI, the proteins involved are often much longer, making the alignments harder to predict. All the standard methods correctly align 18-20% of residues, with the exception of clustalW, which reaches 24.48%. This is probably due to the overfitting of BaliBase to clustalW observed previously by Heringa (2002) . Note: the first two columns shows the list of features for the M and G states. The tested features are the following: A amino acid type, P: profile, D: backbone dynamics predictions, I: hydrophobicity. H: helix propensity, E: sheet propensity, C: coil propensity, M: physico-chemical features. The best performing method for that estimator and dataset are in bold. 
Performances on the blind dataset
We then applied Rigapollo on the Blind reference alignments based on structural alignment. This is intended to test the capability of our method to deal with different datasets built using the same concepts of 'good alignments' of the benchmarks we used above. The performances of Rigapollo and other state of the art methods are reported in Table 4 . The table shows that Rigapollo is still capable of effectively applying the concepts learned from a different dataset. As we mentioned earlier, Rigapollo is meant to learn different flavours of alignments and the structural similarity is just one of these. In the supplementary material we report some examples of these alignments. From a comparison of the alignment of the secondary structure elements, it emerges that Clustal often fails in the recognition and alignment of the correspondent secondary structure elements.
Conclusion
In this paper we present Rigapollo, a generic integrated SVMdependent pairwise HMM framework that we apply on the pairwise sequence alignment of highly divergent sequences. The use of support vector machines to evaluate the likelihood that two residues are aligned enables the inclusion of different types of information and improves the alignment quality for sequences that are highly divergent, below 15% shared sequence identity. Based on our analysis of which features influence the quality of alignments in both our Balibase and Sabmark datasets, we identified the sequence profile and to a lesser degree secondary structure propensity as the key elements contributing to better alignments. The fact that different encoding schemes perform very differently in the two datasets suggests that the way in which a database is built highly influences the validation procedure. The key role of evolutionary information in obtaining reliable alignments for divergent sequences, for example, is likely connected to the benchmark alignments being constructed based on variability in close homologs. Moreover, this kind of information may expose the method to the issues observed in (Orlando et al., 2016) . A discussion about the reliability of alignment benchmarks is out of the scope of this paper, and can be found in (Edgar, 2010) . We therefore want to stress that different classes of proteins may require a different set of characteristics or even a different conceptual definition of alignment, as for instance in disordered proteins: different biophysical or physico-chemical characteristics, like dynamics, might be especially relevant for a particular class of proteins. The user must be aware of this and should define the proper constraints and characteristics that their alignment must have. On the other hand, our algorithm is very versatile from this point of view and the inclusion of different kinds of information is extremely easy. Finally, our goal is not to provide alternative software for pairwise alignment, for which there are countless valid alternatives, but to present a new, versatile and effective theoretical learning method that can deal with the very specific needs of the target proteins. Although we here use our algorithm to deal with pairwise alignments, this approach could be easily applied to other fields in which more diverse information is used within an HMM framework. The best performing method for that estimator and dataset are in bold. Note: The table reports the scores for the tools on different datasets (see Section 3). The best performing method for that estimator and dataset are in bold.
