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Abstract
Let C be the triadic Cantor set. We characterize the all real number α such that the intersection C∩(C+α)
is a self-similar set, and investigate the form and structure of the all iterated function systems which generate
the self-similar set.
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1. Introduction
Let {fi(x) = rix + bi}Ni=1 be a family of distinct functions with 0 < |ri | < 1. It is well known
that there exists a nonempty compact set T such that
T =
N⋃
i=1
fi(T ) (1.1)
(see, e.g., [5,6]). The family of {fi(x)}Ni=1 is called an iterated function system (IFS) (for T )
and T is called a self-similar set. If there exists a compact set E such that ⋃Ni=1 fi(E) ⊆ E and
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condition (SSC) with respect to E. Replace E by an nonempty open set O in the definition of
the SSC, we say that the IFS satisfies the open set condition (OSC). It is not difficult to show that
the SSC implies the OSC (see, e.g, [5]).
The classical Cantor triadic set, denoted by C, is a self-similar set. The simplest IFS for C is
{f1(x) = x/3, f2(x) = x/3 + 2/3}. There are two basic questions on Cantor sets:
(1) Whether or not an intersection of Cantor set and its translation is a self-similar set?
(2) If (1) has a confirm answer, what is the form of an IFS for it?
Related to the question (1), there are many contexts and motivations [3,7,10,12–14]. Mandel-
brot [12], Nekka and Li [13,14] studied the properties of intersection of Cantor sets and apply
them to lacunarity of Cantor sets in terms of departure from translation invariance and classifi-
cation of fractals. Davis and Hu [3] described how the intersection of two Cantor sets changes as
the sets are translated across each other. Li and Xiao [10] gave the Hausdorff dimension of the
intersection of Cantor sets and the multifractal spectra for the Cantor measure on it.
Related to the question (2), the structure of the all IFSs for a self-similar set plays a very
important role in the applications from fractal to image compression (see [2] and [11]) and la-
cunarity (see [1]). Feng and Wang [7] investigated the minimal generating element property and
semi-group structure of the family (or sub-family) of the all IFSs for a self-similar set. In the
paper the two questions will be studied.
To state the main results we follow Li and Xiao [10] using the following notations. Let
{−2,0,2}k = {(i1, i2, . . . , ik): each ij ∈ {−2,0,2}} be the set of the all kth words and let
{−2,0,2}∗ =⋃∞k=1{−2,0,2}k be the set of all finite words. The set of the all infinite words are
defined by {−2,0,2}∞ = {(i1, i2, . . .): all ij ∈ {−2,0,2}}. Similarly we can define Ek , E∗ and
E∞ for any set E. It is convenient to write IJ for the juxtaposition of I and J in {−2,0,2}∗.
In particular, if I = (i1, . . . , ik) ∈ {−2,0,2}k , j ∈ {−2,0,2}, we have Ij = (i1, . . . , ik, j). For
any I ∈ {−2,0,2}∗, we denote the length of I by |I | and construct a periodic word, denoted it
by I , in {−2,0,2}∞ in terms of I , that is, I = III · · · , the infinite repeating of I . There exists a
natural mapping Π from {−2,0,2}∞ to [−1,1] defined by
Π(I) =
∞∑
k=1
ik3−k
if I = (i1, i2, . . .) ∈ {−2,0,2}∞. It is easy to check that Π({−2,0,2}∞) = [−1,1]. We re-
mark that the interval [−1,1] is the self-similar set generated by the IFS {f1(x) = x/3 − 2/3,
f2(x) = x/3, f3(x) = x/3 + 2/3}. For any α ∈ [−1,1], we have α =∑∞i=1 αi3−i and denote
α˜ = (α1, α2, . . .) ∈ {−2,0,2}∞. Note that α˜ may be not unique and Π(α˜) = α. We say that
an infinite word σ ∈ {0,2}∞ is eventually periodic if there exist two integer d,m such that
αk+d = αk for all k  m, and the integer d is called a period of α. An infinite σ ∈ {0,2}∞
is termed strong periodic if there exist two words I and J in {0,2}p for some p such that
I + J = (i1 + j1, . . . , ip + jp) ∈ {0,2}p and σ = I (I + J ). When studying the self-similarity
of the set C ∩ (C + α), it only need to consider the cases 0 < α < 1. In fact the cases α = 0 or 1
is trivial, and the remained cases −1 α < 0 can be changed to the cases 0 < α  1 by a simple
property of self-similar sets (see Lemma 2.9 below).
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αˆ is periodic where αˆi = 2 − |αi | for all i  1. Furthermore, if C ∩ (C + α) is a self-similar set
with more than one point, then there exists an IFS for it satisfying the SSC.
The following theorem considers the general form of an IFS for a self-similar set Cα , which
is a translation of C ∩ (C + α) such that the origin point is the left end of it.
Theorem 1.2. Let αˆ = I (I + J ) with I, J ∈ {0,2}p . Then any IFS {fi(x) = rix + bi}Ni=1 for Cα
satisfies that ri = 3−qi for some integer qi and
bi =
p+qi∑
k=1
bik3−k, i = 1,2, . . . ,N, (1.2)
where all bik = 0 or 2. Moreover, each qi is a period of αˆ.
To study the structure of the all IFSs for a self-similar set Cα , we need to introduce some
more notations. Let G = {gi(x)}Ni=1 be an IFS for a self-similar set T , we say that an IFS F =
{fj (x)}Mj=1 for T is generated by G if for each fj (x) ∈F there exists a word σ ∈ {1,2, . . . ,N}∗
such that fj (x) = gσ (x), where gσ (x) = gi1 ◦ gi2 ◦ · · · ◦ gi|σ |(x), σ = (i1, i2, . . . , i|σ |). Denote
the set of the all IFSs for T by F(T ). If F(T ) has a generating element G, that is, all f (x) ∈ F
are generated by G, we have F(T ) = F(T ,G), the latter is the set of the all IFSs for T generated
by G. According to Hutchinson [8], there is a tree structure of G which represents the all elements
of F(T ,G) clearly (see Section 4).
Theorem 1.3. Let αˆ = II + J with I, J ∈ {0,2}p and let p0 be the smallest period of αˆ. Then
F(Cα) has a generating element if and only if αˆk  αˆk+p0 for each k (1 k  p + p0).
If F(Cα) has not a generating element, the all IFSs for Cα seem difficult to be described. An
example will be given in Section 5 to show that F(Cα) may have complex structure.
2. Proof of Theorem 1.1
Let x ∈ [0,1], then one of its ternary expression can be written by
x =
∞∑
k=1
xk3−k,
where each xk = 0,1 or 2. For simplicity we use the similar notation x˜ to denote the infinite word
x˜ = (x1, x2, . . .) ∈ {0,1,2}∞ whereas only for α ∈ (0,1) we have α˜ ∈ {−2,0,2}∞. Note that the
vector-values of x˜ may be not unique, but this has not effect on the all desired results in the paper.
Moreover, we say that x has an Cantor expression if each xk = 0 or 2. The Cantor expression of
x is unique, and x (0 x  1) belongs to Cantor set C if and only if x has an Cantor expression.
We call the supremum of k with xk = 0 the length of x, denoted by Ł(x) (which may be not
unique again). When Ł(x) is finite, x is said to have a finite (Cantor) expression. The following
proposition essentially due to Li and Xiao [10]. In order to complete we give them here. Let
E = {Π(I) ± 3−|I |−1: I ∈ {−2,0,2}∗} ⊂ [−1,1]. We have
Proposition 2.1. Let α ∈ (0,1).
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set and αˆ is not strong periodic.
(ii) If α /∈ E , then
C ∩ (C + α) = {x: xk = 2 if αk = 2; xk = 0 if αk = −2; xk ∈ {0,2} if αk = 0}.
Proof. If x ∈ C ∩ (C + α), then there exists y ∈ C such that the Cantor expressions of x and y
satisfy that x˜ − y˜ = (x1 − y1, x2 − y2, . . .) ∈ {−2,0,2}∞ and x˜ − y˜ = α˜. Note that α˜ is unique
if and only if α /∈ E (α˜ has two vector-values if and only if α ∈ E). Then (ii) follows by the
uniqueness of the expression of α˜. When α ∈ E and α =∑ki=1 αi3−i + 3−k−1, one of the vector-
values of α˜ is α˜ = (α1, . . . , αk,0,2,2, . . .). In this case, xi = 2 for all i  k + 2. Hence C ∩
(C+α) is a finite set. Since xk+1 can be chosen 0 or 2, then the cardinality of the set C∩ (C+α)
is larger than or equal to 2, and so it is not a self-similar set. For the case α =∑ki=1 αi3−i −
3−k−1, the proof is similar, we omit it. So (i) follows. 
We remark that a finite intersection of translations of Cantor sets is either an empty set or an
intersection of Cantor set and its translation. Hence the all results of this paper can be extended
to finite intersection cases.
Let α ∈ (0,1) be not in E . Define γ = min{x: x ∈ C ∩ (C + α)}, and Cα = C ∩ (C + α)− γ .
Then
Cα = {x ∈ C: xi  αˆi , i = 1,2, . . .}.
Proposition 2.2. Let α ∈ (0,1). Then αˆ = (0,0, . . .) if and only if Cα is a set of one point. In this
case αˆ is strong periodic and Cα is a self-similar set.
Proof. If αˆ = (0,0, . . .), then |α˜i | = 2 for all i. By Proposition 2.1 the set C∩ (C+α) is a set of
one point, and hence it is a self-similar set. The converse and the other results are obvious. 
In the followings of the paper, to avoid the trivial cases we assume that αˆ = (0,0, . . .). The
following proposition has been proved in [4]. Since the proof is simple, we keep it here.
Proposition 2.3. If an IFS {fi(x) = rix + bi}Ni=1 generates a self-similar set T and T = a − Tfor some real number a, then there exists an IFS {f ′i (x) = r ′ix + b′i} generated T such that all r ′i
are larger than zero.
Proof. It is sufficient to prove the simple case, that is, r1 < 0 and ri > 0 for i  2. The other
cases are similar. Let f ′1(x) = −r1x + r1a + b1 and f ′i (x) = fi(x) for i  2. Then
N⋃
i=1
f ′i (T ) = (−r1T + r1a + b1) ∪
N⋃
i=2
fi(T ) =
N⋃
i=1
fi(T ) = T .
Hence the result follows. 
Let fi(x) = rix + bi , i = 1,2, . . . ,N , be an IFS for Cα . Note that Cα = Π(αˆ)−Cα . So with-
out loss of generalization we assume that all ri > 0 and b1  b2  · · · bN by Proposition 2.3.
From now on we always assume that the all IFSs which generate Cα satisfy those conditions.
Then it is easy to check that b1 = 0 and bN < Π(αˆ) ∈ Cα .
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1 i  k.
Proof. Suppose that the result is not true, then there exists p, 1 p  k, such that xi + yi  2
for 1 i < p and xp + yp = 4. Then
z =
p−1∑
i=1
xi + yi
3i
+ 4
3p
+
∞∑
i=p+1
xi + yi
3i
=
r−1∑
i=1
xi + yi
3i
+ 1
3r
+ 1
3p
+
∞∑
i=p+1
xi + yi
3i
,
where r  p − 1. Note that ∑∞i=p+1(xi + yi)3−i < 2/3p , so zr = 1 and zp = 1 or 2, which
contradicts with z ∈ C. Hence the lemma follows. 
Lemma 2.5. If 2x ∈ C, then x =∑∞k=1 xk3−k where xk = 0 or 1 for all k  1.
Proof. Assume that the result does not hold, then there exist 0 < k1 < k2 < · · · < kn < k such
that
x = 1
3k1
+ 1
3k2
+ · · · + 1
3kn
+ 2
3k
+
∑
i>k
xi
3i
,
where ξ :=∑i>k xi/3i < 3−k and the set {ki}ni=1 is allowed to be an empty set. Then
2x = 2
3k1
+ 2
3k2
+ · · · + 2
3kn
+ 1
3k−1
+ 1
3k
+ 2ξ /∈ C,
because 2x has not a Cantor expression. This contradiction leads to the result. 
To state the following results clearly we introduce the notation I  J for any two words with
the same length, which means that all components of I and J satisfy is  js respectively.
Lemma 2.6. Let x =∑∞k=1 xkn−k with xk ∈ {0,1, . . . , n − 1} where n ∈ N. If there exists q  1
such that xk+q  xk for all k  1, then x˜ = (x1, x2, . . .) is strong periodic and q is a period of x˜.
Proof. Let x(m) = xmq+1/nmq+1 + · · · + xmq+q/nmq+q , then we have
nqx(0) n2qx(1) · · · n(m+1)qx(m) · · · . (2.1)
Note that n(m+1)qx(m)  nq for all m  0. Then there exists m0 such that n(m+1)qx(m) =
n(m0+1)qx(m0) for all mm0. Denote Im = (xmq+1, . . . , xmq+q) for all m 0. Then (2.1) be-
comes I0  I1  · · · Im0 = Im0 = · · · . In the case x˜ = I0 · · · Im0−1Im0 . Write I = I0 · · · Im0−1
and J with the same length of I such that I + J = Im0m0 , the m0-products of Im0 . Then
x˜ = I (I + J ) is strong periodic and q is a period of x˜. 
From now on, it is convenient (without confusion) to write an ternary expression of ri by
ri =
∞∑
k=1
(ri)k3−k 
∞∑
k=1
rik3−k,
where (ri)k  rik for all k  1.
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there exists positive integer q1 such that r1 = 3−q1 .
Proof. Take x0 = 2 ·3−m ∈ Cα , then r1x0 = 3−m2r1 ∈ Cα . Suppose that the result does not hold.
Then in terms of Lemma 2.5, we show a contradiction by the following three cases and hence
the result follows.
Case 1. If r1 = 1/3k + 1/3k+1 + · · · = 1/2 · 3k−1 for some k  1, note that r1x0 = 2/3k+m +
2/3k+m+1 + · · · ∈ Cα , we have x1 = 2/3k+m + 2/3k+m+1 ∈ Cα by the definition of Cα . Hence
f1(x1) = r1x1 ∈ Cα , that is,
r1x1 = 132k+m−1 +
1
32k+m
∈ Cα,
which is impossible.
Case 2. If r1 = 1/3k + 1/3k+l+1 + 1/3k+l+2 +· · · = 1/3k + 1/2 · 3k+l for some l > 0, similar
to Case 1 we have x2 = 2/3k+m + 2/3k+m+l+1 ∈ Cα . Note that
r1x2 = 232k+m +
2
32k+m+l+1
+ 1
32k+l+m
+ 1
32k+2l+m+1
,
which contradicts with that f1(x2) = r1x2 ∈ Cα .
Case 3. The remained case is
r1 = 3−k1 + 3−k2 + ξ
with k2 > k1 and 0  ξ =∑i>k2 r1i3−i < 1/2 · 3−k2 . With the some reason we have x3 = 2 ·
3−(m+k1) + 2 · 3−(m+k2) ∈ Cα , then r1x3 ∈ Cα yields
r1x33m = 232k1 +
4
3k1+k2
+ 2
32k2
+ 2ξ
3k1
+ 2ξ
3k2
∈ C. (2.2)
Note that
4
3k1+k2
= 1
3k1+k2−1
+ 1
3k1+k2
,
2ξ
3k1
<
1
3k1+k2
and
2
32k2
+ 2ξ
3k2
<
3
32k2
 1
3k1+k2
.
Hence, according to (2.2), f1(x3) has not an Cantor expression, which leads to a contradic-
tion. 
Lemma 2.8. If Cα is a self-similar set, then there exists a positive integer q such that α̂k+q  α̂k
for all k  1 and so αˆ is strong periodic and q is a period of αˆ.
Proof. Let {fi(x) = rix + bi}Ni=1 be an IFS for Cα with 0 = b1  b2  · · · bN , then f1(x) =
3−q1x by Lemma 2.7. Note that α̂k = 0 or 2 for all k  1. When α̂k = 2, we have 2/3k ∈ Cα .
Therefore f1(2/3k) = 2/3k+q1 ∈ Cα . This implies that α̂k+q1 = 2, and so α̂k+q1  α̂k for all
k  1. Thus the results follow by Lemma 2.6. 
The following lemma is known. We give it here for completeness.
Lemma 2.9. If a set T is a self-similar set, then both T + a = {x + a: x ∈ T } and aT =
{ax: x ∈ T } are also self-similar sets.
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two IFS {gi(x) = rix − ria + bi + a}Ni=1 and {hi(x) = rix + abi}Ni=1 generate T + a and aT ,
respectively. 
To prove Theorem 1.1 clearly we introduce some more notations. If an IFS {fi(x)}Ni=1 has the
form fi(x) = 1n (x + di) for 1  i  N , we denote D = {d1, . . . , dN }. Then the self-similar set
T  T (n,D) can be expressed explicitly by
T (n,D) =
{ ∞∑
k=1
dikn
−k: each dik ∈D
}
=
∞∑
k=1
n−kD (2.3)
(see, e.g., [9]).
Proof of Theorem 1.1. We first show the necessity. Suppose that C ∩ (C + α) is a self-similar
set. Then Cα is a self-similar set by Lemma 2.9, and αˆ is strong periodic by Proposition 2.2 and
Lemma 2.8.
Conversely, note that αˆ = I (I + J ) for some I, J ∈ {0,2}p and I + J ∈ {0,2}p . Define dσ =
3nΠ(σ) if σ = (σ1, . . . , σn) ∈ {0,2}n where the projection Π has been defined in Section 1. For
any x ∈ Cα , write σ1 = (x1, . . . , xp) and σk+1 +τk = (xkp+1, . . . , xkp+p) with σk  I and τk  J
for all k  1. Then x can be expressed by
x =
∞∑
k=1
xk3−k = 3−pdσ1 + 3−2p(dσ2 + dτ1) + 3−3p(dσ3 + dτ2) + · · ·
= 3−p(dσ1 + 3−pdτ1)+ 3−2p(dσ2 + 3−pdτ2)+ · · · ,
then according to (2.3) we have Cα = T (3p,D′) = 3−pT (3p,D) whereD′ = {dσ +3−pdτ : σ  I
and τ  J } and D = {dσ : σ  IJ } ⊂ Z, which is a self-similar set.
Since Cα ⊆ [0,Π(αˆ)] ⊂ [0,1) and dσ is an integer for all σ  IJ , then the IFS {fσ (x) =
3−p(x + dσ )}σIJ , which generates T (3p,D), satisfies the SSC with respect to Cα . So the IFS{
fσ (x) = 3−px + Π(σ): σ  IJ
}
satisfies the SSC with respect to Cα , which generate Cα . 
Corollary 2.10. Let αˆ = I (I + J ), then the Hausdorff dimension of Cα is q log 2p log 3 where q =
1
2
∑p
t=1(it + jt ) if I = (i1, . . . , ip) and J = (j1, . . . , jp).
3. Structure of an IFS for Cα
In this section, let Cα be a self-similar set containing more than one point, then αˆ = I (I + J )
where I, I + J ∈ {0,2}p for some p  1 and I + J = (0, . . . ,0). Let p0 be the smallest period
of αˆ. Then p0 is a factor of p, that is p0 | p, and αˆ can be written by αˆ = IL where L ∈ {0,2}p0 .
Lemma 3.1. Let {fi(x) = rix + bi}Ni=1 be an IFS for Cα . If L(bi) = ∞ for some i, then, for any
m > 0, there exists nm such that bin < αˆn.
Proof. Since fi(0) = bi ∈ Cα , then bi has a Cantor expression. Suppose that the result is false.
Then there exists an integer m p such that bik = αˆk for k m. It is to be shown a contradiction
by the following two cases:
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x0 ∈ Cα small enough such that
0 < rix0 =
∞∑
k=k1+2
(rix0)k3−k  3−k1+1. (3.1)
Therefore
fi(x0) = rix0 + bi =
k1−1∑
k=1
bik3−k + 3−k1 +
∞∑
k=k1+2
(rix0)k3−k,
which shows that (fi(x0))k1 = 1 and
∞∑
k=k1+2
(
fi(x0)
)
k
3−k = rix0 > 0.
So fi(x0) has not a Cantor expression, which contradicts with fi(x0) ∈ Cα .
Case 2. If for any k m there exists some l > k such that bil = 0, then {k: bik = 0, k m} =
{k1, k2, . . . , kl, . . .} is an infinite set. Take x0 ∈ Cα satisfying rix0 < 3−k1 , then there exists l such
that
3−kl+1  rix0 < 3−kl . (3.2)
Note that
fi(x0) =
kl−1∑
k=1
bik3−k +
kl+1−1∑
k=kl+1
bik3−k +
∑
kkl+1+1
bik3−k + rix0.
Denote
ξ =
∑
kkl+1+1
bik3−k + rix0,
then 3−kl+1 < ξ < 3−kl+1 + 3−kl < 3−kl+1. When ξ < 3−kl+1+1, the ternary expression of ξ must
be that ξkl+13−kl+1 + ξkl+1+13−kl+1−1 +· · · with ξkl+1 = 0, otherwise that ξ  3−kl+1 yields a con-
tradiction. This implies that (fi(x0))kl+1 = ξkl+1 > 0. When ξ = 3−kl+1+1 =
∑∞
k=kl+1 2 · 3−k , it is
clear that (fi(x0))kl+1 > 0. When ξ > 3−kl+1+1, then ξ = ξkl 3−kl +· · ·+ ξkl+1−13−(kl+1−1) +· · · ,
and the coefficients of the first kl+1 −kl terms of which are not all zero, that is (ξkl , . . . , ξkl+1−1) =
(0, . . . ,0), otherwise ξ  3−kl+1+1. Since bik = 2 for kl + 1  k  kl+1 − 1, so we have
(fi(x0))kl > 0. Note that (fi(x0))k  αˆk = bik for all k  m. Choose k = kl+1 or kl , we have
0 < fi(x0)k  αˆk = bik = 0, which is impossible. 
Lemma 3.2. Let {fi(x) = rix + bi}Ni=1 be an IFS for Cα . Then L(bi) < ∞ for all i.
Proof. Recall that αˆ = I (I + J ) for some I, J ∈ {0,2}p and I + J = (i1 + j1, . . . , ip + jp) ∈
{0,2}p . Write
A= {t : it + jt = 2,1 t  p} = {t1, t2, . . . , tm}.
Suppose that L(bi) = ∞ for some i, 1 i N . Let s satisfy that (2ri)s = 0 and (2ri)k = 0 for
0 k  s − 1 where s  0. We claim that s + tj (mod p) ∈A for 1 j m. If the claim is false,
there exists j , 1 j m, such that s + tj (mod p) /∈A. We can choose xj = 2 · 3−(p+tj ) ∈ Cα ,
then αˆ(p+tj+s) = 0 and
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p+tj+s−1∑
k=1
bik
3k
+ (2ri)s
3p+tj+s
+
∞∑
k=p+tj+s+1
(2ri)k−p−tj + bik
3k
. (3.3)
Denote
ξ = (2ri)s
3p+tj+s
+
∞∑
k=p+tj+s+1
(2ri)k−p−tj + bik
3k
,
then by Lemma 3.1, we have
1
3p+tj+s
< ξ <
4
3p+tj+s
, (3.4)
which implies that
ξ = 1
3p+tj+s
+ a0
3p+tj+s
+ a1
3p+tj+s+1
+ · · · ,
where each ak ∈ {0,1,2} and not all ak are equal to 2. Hence
fi(xj ) =
p+tj+s−1∑
k=1
bik
3k
+ 1 + a0
3p+tj+s
+
∞∑
k=1
ak
3p+tj+s+k
.
When a0 = 1, we have fi(xj )(p+tj+s) = 2. When a0 = 2, that fi(xj ) ∈ Cα forces
fi(xj ) =
q−1∑
k=1
bik
3k
+ 1
3q
=
q−1∑
k=1
bik
3k
+
∞∑
k=q+1
2
3k
with q  p + tj + s − 1. We also have fi(xj )(p+tj+s) = 2. This leads to a contradiction because
2 = fi(xj )(p+tj+s)  αˆ(p+ti+s) = 0. This establishes the claim.
Since s + tj ≡ s + tl (mod p) yields tj = tl , then {s + tj (mod p): tj ∈A} =A.
By the assumption Ł(bi) = ∞ and Lemma 3.1 there exists k0 large enough such that
bi(k0−1) = 0 and bik0 = 2. Then k0 = lp + s + tj for some j and l  1. Choose
xl = 2 · 3−(tj+lp) ∈ Cα,
we have
fi(xl) = 2ri3tj+lp + bi =
k0−1∑
k=1
bik
3k
+ (2ri)s + bik0
3k0
+
∞∑
k=k0+1
(2ri)(k−k0+s) + bik
3k
.
Note that 3  (2ri)s + bik0  4 and 0 <
∑∞
k=k0+1((2ri)k + bik)3−k < 2 · 3−k0 by Lemma 3.1.
Then the ternary expression of fi(xl) have a coefficient (fi(x))k = 1 for some k < k0 and at
last one coefficient (fi(xl))k = 0 for k  k0, which contradicts to fi(xl) ∈ Cα . Hence the result
follows. 
Theorem 3.3. If an IFS {fi(x) = rix + bi}Ni=1 generates Cα , then there exist positive integers qi
such that ri = 3−qi and
bi =
p+qi∑
k=1
bik3−k, i = 1,2, . . . ,N, (3.5)
where all bik = 0 or 2. Moreover, each qi is a period of αˆ.
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l  1. Since fi(Cα) ⊂ Cα and 3−kCα ⊂ Cα , we have
bi + ri
(
3−kCα
)⊂ Cα,
then ri(3−kCα) ⊂ Cα by the choice of k. Replace r1 with 3−kri in the proof of Lemma 2.7,
we can obtain that 3−kri = 3−qi−k , i.e., ri = 3−qi for some positive integer qi . Since
ri(3−kCα) ⊂ Cα , then for any αˆn = 2 we have 3−kri αˆn3−n = 2 · 3−(n+k+qi ) ∈ Cα , this im-
plies that αˆk+qi+n = 2. So we have αˆn  αˆ(n+k+qi ) for all n  1. Those inequalities yield that
k + qi = lp0 + qi is a period of αˆ by Lemma 2.6. So p0 | qi and qi is a period of αˆ.
Note that αˆ = IL where |L| = p0. For any n > p + qi there exist l, r such that n = p + qi +
lp0 + r where 0 r < p0. Choose xr = αˆ(p+lp0+r)3−(p+lp0+r) ∈ Cα , then
fi(xr) = αˆ(p+lp0+r)3−(p+lp0+r+qi ) + bi ∈ Cα.
By Lemma 2.4 we have αˆ(p+lp0+r) + bi(p+lp0+r+qi) = αˆ(p+lp0+r+qi) + bi(p+lp0+r+qi)  2. So
bin = 0 for all n > p + qi . 
4. Structure of the all IFSs for a class of Cα
In the section we characterize the all IFSs for a class of self-similar sets Cα . Let G = {gi}Ni=1
be an IFS for a self-similar set T . Following the idea of Feng and Wang [7], we say that an IFS
F = {fj }mj=1 for T is generated by G if for any fj ∈F there exists σ ∈ {1,2, . . . ,N}∗ such that
fj = gσ . We denote the set of the all IFSs for T by F(T ), those which are generated by G by
F(T ,G). Then F(T ,G) ⊆ F(T ). If two IFSs F and G are not generated by each other, we say
that F and G are independent. If any element of F(T ) is generated by an IFS G for T , we say
that F(T ) has a generating element G and thus F(T ) = F(T ,G). It is clear that, if F(T ) has a
generating element, the generating element is unique.
Associated to an IFS G = {gi}Ni=1, there is a natural tree structure from G. The root is the
identity map and the first notes are g1(x), g2(x), . . . , gN(x). If gσ (x) with σ ∈ {1,2, . . . ,N}k is
a kth node, then the (k + 1)st nodes from it are gσi(x), i = 1,2, . . . ,N. We call this tree is the
tree structure of G. We say that a node gσ (x) is an ancestor of another node gτ (x) if there exists
a word θ such that τ = σθ , we also say that gτ is a descendant of gσ . Following Hutchinson [8],
a set A of nodes is said secure if every infinite path starting at the root includes one element
of A. Moreover, if every infinite path starting at the root includes exactly one element of A, A
is termed tight. For example the set A= {gi}Ni=1 is tight. It is easy to see that every tight set is a
finite set. We define the order of a node set to be the maximal level of its elements. The following
two lemmas were proved by Hutchinson [8].
Lemma 4.1. If a set A of nodes is secure, then there exists a subset A′ ⊂A is tight.
Lemma 4.2. Let G be an IFS for a self-similar set T . Then F(T ,G) is the family of the all secure
sets in the tree of G.
Let Cα be a self-similar set. Now we study the structure of F(Cα) when it has a generating
element. For the case that F(Cα) has not a generating element, an example will be given in the
next section to illustrate the complexity of it. Recall that αˆ = I (I + J ) with |I | = p. Let p0 be
the smallest period of αˆ, then αˆ can be rewritten by αˆ = IL with |L| = p0. Write q = 12
∑p0
i=1 li
if L = (l1, . . . , lp0).
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g(x) ∈ G has the form g(x) = 3−p0x + a and #G  2q
Proof. According to Theorem 3.3 the IFS G has the form G = {gi(x) = 3−mi x + ai}Mi=1. Let
I ′ satisfy that I + I ′ = L · · ·L. Then by the proof of Theorem 1.1 the family of functions F =
{fσ (x) = 3−px + Π(σ): σ  II ′} is an IFS for Cα . According to the tree structure of G and
Lemma 4.2, F is a secure set. Let k be the order of F and gi1···ik ∈F , then the set {gi1···ik−1i}Mi=1
is contained in F . If G is not homogeneous, that is, there exists s = t such that ms = mt , then
both gi1···ik−1s = 3−(mi1+···+mik−1+mis )x+bs and gi1···ik−1t = 3−(mi1+···+mik−1+mit )x+bt lie in F ,
which is impossible by the homogeneousness of F . So G is homogeneous, and can be written
G = {gi(x) = 3−dp0x + ai}Mi=1. Using the fact that F is generated by G again we have p = ldp0
for some positive integer l. Observing that αˆ can be rewritten by αˆ = ILL, similar to F there
exists an IFS for Cα with the form {hs(x) = 3−(p+p0)x +ds}q
p+1
s=1 , we also have (dp0) | (p+p0).
Consequently d | (ld + 1), which yields d = 1.
Since the Hausdorff dimension of Cα is s = q log 2p0 log 3 by Corollary 2.10 and 0 < Hs(Cα) < ∞
by Theorem 1.1 and [15], taking s-dimension Hausdorff measure on Cα = ⋃Mi=1 gi(Cα) we
obtain 1M3−sp0 = M2−q , that is M  2q 
Lemma 4.4. If there exists k, 1 k  p + p0, such that αˆp0+k < αˆk , then F(Cα) has not a gen-
erating element.
Proof. Without loss of generality we can assume that k is the smallest integer such that
αˆp0+k < αˆk , which implies that αˆp0+k = 0 and αˆk = 2. Suppose that F(Cα) has a generating
element G. Note that g can be written by G = {gi(x) = 3−p0x + bi}Mi=1 by Lemma 4.3 with
b1  b2  · · ·  bM . It is easy to check that b1 = 0. Since αˆk3−k ∈ Cα , then g1(αˆk3−k) =
2 · 3−(p0+k) ∈ Cα , which leads to αˆp0+k = 2 = 0. Hence the result follows by this contradic-
tion. 
Theorem 4.5. Let αˆ = I (I + J ) be a strong period word with |I | = p and let p0 be the smallest
period of αˆ. Then F(Cα) has a generating element if and only if αˆk+p0  αˆk for all 1  k 
p + p0.
Proof. The necessary condition is proved by Lemma 4.4. The sufficient condition will be shown
in the following statement (see Corollary 4.8). 
Lemma 4.6. If αˆk+p0  αˆk for all 1 k  p + p0, then
(i) αˆ has the form αˆ = I1 · · · IsIs+1 satisfying I1  I2  · · · Is  Is+1 for some s  1 and
|Is+1| = p0, i.e., I = I1 · · · Is and L = Is+1.
(ii) G = {gσ (x) = 3−p0x + Π(σ): σ  I ′1I ′2 · · · I ′sI ′s+1} is an IFS for Cα with the SSC where
Ii = I ′1 + · · · + I ′i for 1 i  s + 1.
(iii) The cardinality of G is 2q , i.e., #G = 2q where q is defined before Lemma 4.3.
Proof. (i) is obvious. Now we prove (ii), the idea of the proof is similar to that of Theorem 1.1.
For any x ∈ Cα , Denote σk = (x(k−1)p0+1, . . . , x(k−1)p0+p0), then σk  Ik for all k  0 where
Ik  Is+1 when k  s + 1. Consequently we can decompose σk by
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for k  s + 1, and
σk = τ1,k + τ2,k + · · · + τs+1,k
for k > s + 1 such that τi,k  I ′i for all k  1, i = 1, . . . , s + 1. Hence
x =
∞∑
k=1
Π(σk)3−(k−1)p0
=
s+1∑
k=1
(
k∑
i=1
Π(τi,k)3−(i−1)p0
)
3−(k−1)p0 +
∞∑
k=s+2
(
s+1∑
i=1
Π(τi,k)3−(i−1)p0
)
3−(k−1)p0
=
∞∑
k=1
(
Π(τ1,k) + 3−p0Π(τ2,1+k) + · · · + 3−sp0Π(τs+1,s+k)
)
3−(k−1)p0
=
∞∑
k=1
Π(τk)3−(k−1)p0 ,
where τk = τ1,kτ2,1+k · · · τs+1,s+k  I ′1I ′2 · · · I ′sI ′s+1 for all k  1. In view of (2.3) we have Cα =
T (3p0 ,3p0D) = 3−sp0T (3p0 ,3(s+1)p0D) where D = {Π(σ): σ  I ′1I ′2 · · · I ′s+1}. Similar to the
proof of Theorem 1.1, the IFS G satisfies the SSC with respect to Cα since 3(s+1)p0D ⊂ Z and
Cα ⊆ [0,Π(αˆ)] ⊂ [0,1).
Since L = Is+1 = I ′1 + I ′2 + · · · + I ′s+1, it is clear that #G = 2q . 
To complete the proof Theorem 4.5, it is sufficient to show that F(Cα) = F(Cα,G) where G
is given in Lemma 4.6.
Let the functions F = {fi(x) = rix + bi}Ni=1 be an IFS for Cα , i.e., F ∈ F(Cα). By Theo-
rem 3.3 we have ri = 3−tip0 for some positive integers ti (1 i N ). In order to prove that the
all fi(x) are the nodes in the tree of G, we define a set Bt by: If b ∈ Bt , then there exists an IFS
for Cα which contains the function f (x) = 3−tp0x + b. Rewrite G = {gi(x)}mi=1 where m = 2q .
Denote S = {1,2, . . . ,m}. Clearly, if Bt =Dt = {gσ (0): σ ∈ S t }, then F is a set of nodes in the
tree of G.
Lemma 4.7. Bt =Dt for all t  0.
Proof. Obviously #Dt = mt = 2tq . From the constructions of the tree, we have⋃
σ∈S t
gσ (Cα) = Cα,
so Dt ⊆ Bt . Conversely, if b ∈ Bt , denote b′k = (b(k−1)p0+1, . . . , b(k−1)p0+p0) for all k  1. Since
bi  αˆi , i = 1,2, . . . , we have b′k  Ik for 1 k  t and b′k = (0, . . . ,0) for k > s + t by Theo-
rem 3.3. Next we want to show that
b′k  Ik \ Ik−t (4.1)
for t < k  s + t . If (4.1) is false for some k, then there exist c with 1  c  p0 such that
b(k−1)p0+c = 2 and αˆ(k−t−1)p0+c = 2. Since x0 = αˆ(k−t−1)p0+c3−(k−t−1)p0−c ∈ Cα , then
f (x0) = 3−tp0x0 + b = 2 · 3−(k−1)p0−c + b ∈ Cα,
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b′1 · · ·b′s+1  I1I2 · · · It (It+1 \ I1) · · · (It+s \ Is).
This implies that #Bt  2tq , thus Bt =Dt . 
Corollary 4.8. Let Cα be a self-similar set. If αˆk+p0  αˆk for all 1 k  p +p0, then F(Cα) =
F(Cα,G) where the IFS G is given in Lemma 4.6(ii).
Proof. For any F ∈ F(Cα), the F is a set of nodes in the tree of G by above lemma. Then
F ∈ F(Cα,G) and the result follows. 
Next we study an IFS for Cα which satisfies the SSC. First we give two lemmas.
Proposition 4.9. If an IFS {fi(x) = rix + bi}Ni=1 with the OSC generates Cα , then all bi are
distinct, i.e., bi = bj if i = j .
Proof. Schief [15] proved that the Hausdorff dimension is equal to the self-similar dimension
if the IFS satisfies the OSC. So
∑N
i=1(ri)s = 1 with s = dimH Cα . If bi = bj for some i = j ,
note that riCα ∩ rjCα = min{ri , rj }Cα because ri = 3−qi and rj = 3−qj by Theorem 3.3 and the
structure of Cα , then Hs(fi(Cα) ∩ fj (Cα)) = min{(ri)s, (rj )s}Hs(Cα) > 0. Hence
Hs(Cα) = Hs
(
N⋃
i=1
fi(Cα)
)
<
N∑
i=1
Hs
(
fi(Cα)
)= N∑
i=1
(ri)
sH s(Cα) = Hs(Cα).
The contradiction yields the result. 
Lemma 4.10. Let F(Cα) have a generating element G = {gj (x)}mj=1 defined in Lemma 4.6(ii)
and let p0 be the small period of αˆ. If any two distinct functions {fi(x) = 3−tp0x + bi, fj (x) =
3−tp0x + bj } are contained in an IFS F ∈F(Cα), then fi(Cα) ∩ fj (Cα) = ∅.
Proof. Since the IFS G satisfies the SSC with respect to Cα , then it is easy to check that the
set Gt = {gσ (x): σ ∈ {1,2, . . . ,m}t } is an IFS for Cα with the SSC with respect to Cα . By
Lemma 4.7 we have {fi(x) = 3−tp0x + bi, fj (x) = 3−tp0x + bj } ⊂ Gt , then the result fol-
lows. 
Theorem 4.11. Let F(Cα) = F(Cα,G) has a generating element G. The an IFS F for Cα satis-
fies the SSC if and only if F is a tight set in the tree of G.
Proof. If an IFS F for Cα satisfies the SSC, then F is a secure set in the tree of G. If
there exist two functions f1(x) and f2(x) in F such that f1(x) is an ancestor of f2(x), then
f2(Cα) ⊂ f1(Cα), which contradicts with the SSC by the proof of Lemma 4.9. Hence F is
tight. Conversely, for any two functions f1(x) = r1x + a1 and f2(x) = r2x + a2 in F , clearly
fi(Cα) ⊂ Cα for i = 1,2 by the property of the tree of G. By the definition of the SSC it need to
show that
f1(Cα) ∩ f2(Cα) = ∅. (4.2)
If r1 = r2, (4.2) holds by Lemma 4.10; If r1 = r2, without loss of generality we assume r1 < r2.
Note that f1(x) is not the ancestor of f2(x) by the tightness of F . Then the ancestor f ′2(x)
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f1(Cα) ∩ f ′2(Cα) = ∅. Hence the IFS F satisfies the SSC. 
5. An example
In the section an example is given to illustrate the complicating structure of the all IFS which
generate Cα when F(Cα) has not a generating element.
Example 5.1. Let α = 2/9, then F(C2/9) has not a generating element and there exist four
pairwise independent IFSs {F1,F2,F3,F4} such that
4⋃
i=1
F(C2/9,Fi )  F(Cα). (5.1)
First let us to see what is the C2/9. By the definition we have 2̂/9 = (2,0)(2,2). Then
C2/9 = {x: xk  2̂/9k, for k  1} =
{ ∞∑
k=1
xk3−k: x2 = 0 and xk = 0 or 2, for k = 2
}
,
we have
C2/9 = 19C ∪
(
1
9
C + 2
3
)
. (5.2)
To see this fact we have a directed way. According to the structure of Cantor set C we have
C ∩
(
C + 2
9
)
=
(
1
9
C + 2
9
)
∪
(
1
9
C + 2
3
+ 2
9
)
.
Then (5.2) holds by a translation.
Proof of Example 5.1. Since 2̂/9 = (2,0)(2,2) with I = (2,0) and J = (0,2), that is p = 2
and p0 = 1, then αˆ1+1 = 0 < αˆ1 = 2. Theorem 4.5 guarantees that F(C2/9) has not a generating
element.
According to the proof of Theorem 1.1, an IFS F1 for Cα can be chosen by
F1 =
{
f1(x) = x32 , f2(x) =
x
32
+ 2
34
, f3(x) = f1(x) + 23 , f4(x) = f2(x) +
2
3
}
.
It is easy to check that
f1(Cα) ∪ f2(Cα) = 19C, f3(Cα) ∪ f4(Cα) =
1
9
C + 2
3
. (5.3)
Note that 2̂/9 can be rewritten by 2̂/9 = (2,0,2)(2,2,2) with I = (2,0,2) and J = (0,2,0).
Then another IFS can be chosen by
F2 =
{
g1(x) = x33 , g2(x) =
x
33
+ 2
33
, g3(x) = x33 +
2
35
, g4(x) = x33 +
2
33
+ 2
35
,
g5(x) = g1(x) + 23 , g6(x) = g2(x) +
2
3
, g7(x) = g3(x) + 23 , g8(x) = g4(x) +
2
3
}
.
(5.4)
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4⋃
i=1
gi(Cα) = 19C,
8⋃
i=5
gi(Cα) = 19C +
2
3
. (5.5)
Write
F3 = {f1, f2, g5, g6, g7, g8}
and
F4 = {f3, f4, g1, g2, g3, g4}.
According to (5.3) and (5.5) it is easy to see that F3 and F4 are two IFSs for C2/9. Hence the
containing relation holds in (5.1).
Now we prove that the inclusion (5.1) is a proper inclusion. Note that the composition of any
two IFSs for T is an IFS for T . More precisely, let F = {fi}Ni=1 and G = {gj }Mj=1 be two IFSs
for T , the composition of F and G is F ◦ G = {fi ◦ gj : 1 i N,1 j M} which is an IFS
for T by the following identity:
T =
N⋃
i=1
fi(T ) =
N⋃
i=1
M⋃
j=1
fi
(
gj (T )
)
.
Then (5.1) holds by the fact that F1 ◦ F2 ∈F(C2/9) but not in the left hand of (5.1). 
We remark that it is easy to show that F(C2/9,F1)∩F(C2/9,F3) = ∅ and other relationships
like this. It seems not easy to characterize the all IFSs for C2/9.
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