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Context. The so-called Limber equation is widely used in the literature to relate the projected angular clustering of galaxies to
the spatial clustering of galaxies in an approximate way.
Aims. However, Limber’s equation diverges for infinitely narrow galaxy distributions. Therefore, it is investigated when Limber’s
equation becomes too inaccurate to be used.
Methods. This paper revisits Limber’s equation, summarises its underlying assumptions, and compares its predictions to the
accurate integral – the Limber equation is an approximation of – for some realistic situations. Thereby, the accuracy of the
approximation is quantified.
Results. It is shown that if the spatial correlation scales as ξ ∝ r−γ , the exact solution for the angular clustering ω is essentially
a broken power-law with Limber’s equation being valid for small angular separations, ω ∝ θ1−γ , and another power-law,
ω ∝ θ−γ , for larger θ. An analytical approximation of the latter is given. The position of the break is for γ ∈ [1.2, 2.1] roughly
at θ/1RAD ≈ 0.8 σ/rm; σ is the 1σ-width of the galaxy distribution in comoving distance and rm the mean comoving distance.
The ratio σ/rm is consequently an important factor for the accuracy of Limber’s equation. However, it is also found that the
accuracy decreases for flatter ξ. Estimates for θ at which Limber’s equation becomes inaccurate by 10% are given.
Conclusions. Limber’s equation fails for narrow galaxy distributions and becomes inaccurate for large θ, even for moderately wide
distributions, where the true ω increasingly deviates from the Limber form. Ignoring this effect and blindly applying Limber’s
equation can possibly bias results for the inferred spatial correlation ξ. It is suggested to use in cases of doubt, or maybe even
in general, the exact equation that can easily be integrated numerically in the form given in the paper. This would actually
eliminate all problems discussed in this paper.
1. Introduction
If the distance of individual galaxies is not known, but only
statistically for a sample of galaxies on the whole, one has
to infer the real-space correlation from the observed angu-
lar correlation on the sky. This task has been performed
many times since the early days of galaxy surveys as,
for example, in the pioneering work of Totsuji & Kihara
(1969), Groth & Peebles (1977) and Davis et al. (1977)
based on the Lick galaxy survey. To relate the projected
correlation function to the spatial, three-dimensional cor-
relation function many authors use an approximation that
was introduced by Limber (1953). This approximation is
nowadays referred to as Limber’s equation.
It will be shown in Sect. 2.2 that Limber’s approxima-
tion diverges for narrow distance distributions of galaxies.
That Limber’s equation breaks down for narrow distribu-
tions is no surprise, as it is assumed that the distributions
⋆ Founded by merging of the Institut fu¨r Astrophysik
und Extraterrestrische Forschung, the Sternwarte, and the
Radioastronomisches Institut der Universita¨t Bonn.
do no vary considerably over the coherence length of the
spatial correlation function, ξ. But how wide has a dis-
tribution to be? How much do we bias our estimate for
the angular correlation by using Limber’s equation, and
is there an alternative? These questions are addressed by
this paper.
Note, that a very brief and rather qualitative answer to
the accuracy issue has been given already in Peebles (1980,
p.199) where the exact solution for the angular two-point
correlation, ω, is compared to Limber’s approximation for
just two examples with relatively wide distributions and
one steep spatial correlation ξ ∝ r−γ , with γ = 1.77. He
argued that Limber’s approximation is accurate enough
up to angular separations of θ ∼ 30◦.
Nowadays, with deep wide-field multi-colour surveys at
hand we have started to investigate the time evolution of
ξ (Grazian et al. 2006; Adelberger et al. 2005; Firth et al.
2002), or to infer the spatial correlation of samples
of high-redshift Lyman-break galaxies (Lee et al. 2006;
Hildebrandt et al. 2005; Ouchi et al. 2004; Foucaud et al.
2003) or Lyα emitters (Hamana et al. 2004; Ouchi et al.
2 P. Simon: How accurate is Limber’s equation?
2003). In these applications, the redshift distributions can
become quite narrow and the slope ξ can be quite different
from γ = 1.77, or not a power-law at all. Moreover, signal-
to-noise ratios of ω in contemporary galaxy surveys have
become relatively high that we may have today demands
as to the accuracy of ω-predictions different from the sev-
enties. Therefore, the two examples of Peebles (1980) are
no longer representative and it is necessary to question
the accuracy of Limber’s equation again.
The exact equation for ω is given in Sect. 2.1. The
thereafter following Sect. 2.2 summarises the steps that
have to be undertaken to obtain Limber’s equation.
Alternative approximations for cases of narrow distribu-
tions of galaxies or for larger θ are given inside the Sect.
2.3 and Sect. 2.4, respectively. By looking at different dis-
tributions with varying widths and means the accuracy
of the Limber approximation is assessed in Sect. 3. The
paper finishes with conclusions in Sect. 4.
Throughout this paper a flat universe will be assumed
which to our current knowledge is very close to the true
geometry (e.g Tegmark et al. 2004; Seljak et al. 2005).
However, it will be pointed out in the following section
that without changing the conclusions of this paper any
other fiducial cosmology can be incorporated in the de-
rived equations.
2. Relation between spatial and angular
correlation function
2.1. Exact relation with only some restrictions
Consider two number density fields of galaxies, n1(r) and
n2(r), as a function of the position r within the comov-
ing frame. One defines the spatial clustering, or spatial
correlation function, ξ(∆χ) in terms of the average num-
ber of pairs of n1- and n2-galaxies that can be found
when considering small volumes dV with a separation of
∆χ = |r1 − r2|:
〈n1(r1)n2(r2)〉dV dV = 〈n1〉〈n2〉[1 + ξ(∆χ)]dV dV . (1)
〈.〉 denotes the ensemble average. It is already assumed
here that the random fields n1,2 are statistically homo-
geneous and isotropic so that ξ is a function of the dis-
tance ∆χ only. If we have n1 = n2, then ξ(∆χ) is a auto-
correlation function of a galaxy number density field. This
is the case for probably most of the applications in astron-
omy.






dr qi(r)ni (rθ, r) , (2)
yields a different correlation function, ω(θ), when pairs
of galaxies, nˆ1 and nˆ2, within solid angles dΩ of angular
separation θ are considered:
〈nˆ1(θ1)nˆ2(θ2)〉dΩdΩ = 〈nˆ1〉〈nˆ2〉[1 + ω(θ)]dΩdΩ . (3)
Here, qi(r) is a filter or weight function (of the number
density) solely depending on the comoving radial distance
r. In the context of galaxy number densities, this filter
needs to be normalised to one, i.e.∫
∞
0
dr qi(r) = 1 ; (4)
it specifies the frequency of galaxies within the distance
interval [r, r + dr[. The vector θ is the direction of the
line-of-sight. The observer is sitting at the origin of the
reference frame, r = 0, while other points on the line-of-
sight are parametrised by rθ. To take into account a possi-
ble time-evolution of ni the second argument in ni(rθ, r)
is supposed to parametrise the look-back time, t(r), as
a function of the comoving radial distance at which the






dr′ a(r′) , (5)
where a(r) is the scale factor at comoving distance r, and
c the vacuum speed of light.
As already mentioned the arguments stated above as-
sume a Eucledian geometry for the Universe. This is not
a strong restriction, though, because any other fiducial
cosmological model can be incorporated by redefining the
filter qi – by absorbing F (x) in the (relativistic) Limber
equation of Peebles (1980) (Chapter III, Sect. 56) into qi
– which leaves the form of (2) effectively unchanged.
Let us now derive a relation between ω and ξ. Imagine
we observe the spatial fluctuations (〈ni〉(r) is the mean
density at cosmic time t(r)),
δ1,2(rθ, r) ≡ n1,2(rθ, r)〈n1,2〉(r) − 1 , (6)






dr p1,2(r)δ1,2(rθ, r) . (7)
Here, pi are the filters of the spatial fluctuations, δi, that
correspond to qi (the filter of the density fields):








This relation between qi and pi follows from the definition
of the density contrast of the projected number density:
δˆi(θ) =
nˆi(θ)
〈nˆi〉 − 1 . (9)
If the mean density is constant, both associated filters pi
and qi will be identical.
According to the definition of ω we have for sight-lines
ϑ1 and ϑ2 spanning an angle θ = ∢ϑ1,ϑ2:































2 − 2r1r2 cos θ . (12)
As before the second argument of the spatial correlation,
ξ(R, r), parametrises the time, t(r), at which the spatial
correlation function is observed.
Two assumptions had to be made to arrive at (11): a)
the random fields δ1,2, and hence also their projections,
δˆ1,2, are statistically isotropic and homogeneous, and b)
the time-evolution of ξ is small within the region where the
product p1(r1)p2(r2) is non-vanishing. Due to assumption
a) ω depends only on θ and is independent of the directions
ϑ1,2. Owing to assumption b) we can approximate the
spatial correlation of fluctuations at different cosmic times
(radial distances) t(r1) and t(r2) by a representative ξ
at time (r1 + r2)/2. It should be stressed here that the
Eq. (11) is, under the previously stated assumptions, valid
even for large θ.
Finally, the projection (7) could also be understood
more generally in the sense that some arbitrary quantity
described by the random field δi is projected onto the sky
by means of pi. Then pi does not have to be normalised
either. As an example take the convergence of light-rays
generated by the gravitational deflection by the large-
scale distribution of matter (e.g. Bartelmann & Schneider















for r ≤ rs
0 otherwise
. (14)
Here, H0 is the Hubble parameter, Ωm the matter density
parameter, and δm the spatial matter density contrast. For
simplicity, it is postulated here that all light sources, from
which the light-rays are emitted, are sitting at a (repre-
sentative) comoving radial distance rs.
In this paper the focus will be on the angular clustering
and hence normalised pi are assumed, albeit all equations
and the conclusions are also valid for other types of pro-
jections.
2.2. Limber’s approximation
In order to find an approximation of Eq. (11), one intro-
duces for convenience new coordinates,
r¯ ≡ r1 + r2
2
; ∆r ≡ r2 − r1 , (15)
which are the mean radial comoving distance and differ-
ence of radial distances, respectively, of a pair of galaxies.























2r¯2(1 − cos θ) + ∆r
2
2
(1 + cos θ) . (17)
This equation is simplified further by making the following
approximations which are roughly satisfied for wide weight
functions p1,2, and for ξ that fall off sufficiently fast over












≈ p1(r¯)p2(r¯) , (18)∫ +2r¯
−2r¯
d∆r ξ(R′, r¯) ≈
∫ +∞
−∞
d∆r ξ(R′, r¯) . (19)
Especially the approximation (18) is characteristic for
Limber’s equation. It is justified if the weight functions
p1,2 do not “vary appreciably” (Bartelmann & Schneider
2001, p.43) over the coherence length of structures de-
scribed by ξ – typically a few hundred Mpc in the context
of cosmological large-scale structure –, which means we
consider cases in which the coherence length is small com-
pared to the width of the weight functions p1,2. In total,
these assumptions lead to the (relativistic) Limber equa-












r¯2θ2 +∆r2 . (21)
For historical reasons, as further approximation it is as-
sumed in the above equations that we are dealing with
small angles of separation, θ, by which we can introduce:




These two approximations are accurate to about 10%
for angles smaller than θ . 40◦ which covers the typical
range of investigated separations. Usually, when employ-
ing Limber’s equation this approximation is automatically
used.
The useful Eq. (20) has frequently been used in the
astronomy community because it allows to find an analyt-
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It has been found that a power-law ξ is a fairly good
description of the true spatial correlation function (e.g.
Zehavi et al. 2002) of galaxies over a large range of scales
which makes Limber’s equation quite practical. Typical
values are γ ∼ 1.8 and r0 ∼ 5h−1Mpc.
However, due to the integral, Aω diverges to infinity if
the width of the distributions p1,2 approaches zero and as
long as p1,2 remain overlapping; the latter is trivially true
if we are considering auto-correlations, p1 = p2. To make
this point, let us assume that p1,2 are top-hat functions






1 for r ∈ [rc −∆r, rc +∆r]
0 otherwise
. (26)





dr¯ r¯1−γ ≈ 1
2∆r
r1−γc . (27)
The last step is valid for small ∆r ≪ rc which shows that
Aω diverges for narrow distributions as ∆r
−1. This small
calculation implies that Limber’s equation possibly over-
estimates the angular correlation ω to some degree.
In the astronomical literature, Eq. (20) is also known in
other forms involving either the three-dimensional power
spectrum (Hamana et al. 2004),








or the projected, angular power spectrum,




dθ θ ω(θ)J0(ℓθ) , (29)
or both (Kaiser 1998). No matter the form of Limber’s
equation, it always suffers from the divergence previously
discussed and from the inaccuracies that are going to be
discussed in the following.
2.3. Thin-layer approximation
Approximation Eq. (20) fails if the weight functions be-
come delta-like functions, i.e. for galaxies being located
inside one layer at comoving distance rc. To obtain the
correct solution for
p1,2(r) = δD(r − r1,2,c) (30)
(δD(r) is the Dirac delta function) we simply have to go










For r1,c = r2,c ≡ rc, i.e. for auto-correlations which are








1− cos θ, rc
)
≈ ξ(rcθ, rc) . (32)
This means for very narrow p1,2 we essentially observe a
rescaled ξ. An immediate consequence is that ω has the
same slope, γ, as ξ – if ξ happens to be a power-law as
in Eq. (23) – whereas for wide p1,2 – in the regime where
Limber’s approximation is accurate – ω has a shallower
slope of γ − 1.
2.4. Approximation for larger separations
Intriguingly, a power-law ω with slope γ (provided ξ is
a power-law with slope γ) is not just a sole particularity
of extremely peaked weight functions p. It will be shown
here that the thin-layer solution of the foregoing section
is in fact asymptotically approached by the exact solution
(11) if the angular separation θ becomes only large enough
and if the p’s are not too wide. What is meant by “not
too wide” will be clarified soon.
To see why the exact solution behaves like this we have
to go back to Eq. (16) and in particular (17). From that
we can work out what happens for larger θ. Note that
the following focuses on auto-correlations. The ∆r-term
in (17) can be neglected compared to the r¯-term if
2r¯2(1− cos θ) ≫ ∆r
2
2








≪ 1 . (34)
Let us say the distribution p of galaxies has a char-
acteristic width (variance) of σ and a mean of rm.
Pairs of galaxies from this distribution will typically
have r¯ = 〈(r1 + r2)/2〉 ≈ rm and for their mutual distance
∆r ≈
√
〈(r1 − r2)2〉 ≈
√
2σ. Therefore, the condition (34)














































This is already very reminiscent of the thin-layer solution
(32) due to the integrand that contains the thin-layer so-
lution for ω. This function in the integrand is, however,
further subject to a smoothing using the kernel F (r¯). As
this kernel is normalised,∫
∞
0

























dr2 p(r2) = 1 , (41)
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– which can be seen by taking back the coordinate trans-
formation performed in Sect.2.2 – the solution for ω in Eq.
(37) has for peaked kernels F (r¯) to be very close to the
thin-layer solution.
Moreover, based on this simple argument (Eq. 35),
one should expect that the position at which the slope
of ω steepens scales essentially with the ratio σ/rm of the
galaxy distribution, and so does the range within which
Limber’s equation is applicable.











F (r) ∝ exp
(
















where erf(x) denotes the error function which is
0 ≤ erf(x) ≤ 1. This means that the 1σ-width of F (r) is
smaller by at least
√
2 compared to the 1σ-width of p.
Therefore, even a moderately wide p results in a relatively
narrow F (r).
2.5. Numerical integration of the exact equation
It turns out that solving Eq. (11) or Eq. (16) by numeri-
cal integration with a power-law ξ is cumbersome because
many fine bins are needed to achieve the desired accuracy.
This is mainly due to the argument R in ξ which does not
sample ξ on a log-scale, which however should be aimed
at with a power-law like ξ. It is advisable to consider a
numerical integration with different coordinates such that
ξ depends just on one integration variable R.
This can be done by performing the following two
steps. First of all, one splits in (16) the inner integral over
∆r into two parts and changes the sign of the integration
variable in one of the integrals such that the integration
range is formally always positive:∫ +2r¯
−2r¯











) ξ(R, r¯) , (47)
where
Q(r¯, x) ≡ p1(r¯ − x)p2(r¯ + x) + p1(r¯ + x)p2(r¯ − x) . (48)





R2 − 2r¯2(1− cos θ)






















R2 − 2r¯2(1− cos θ)
1 + cos θ
. (51)
The expression (50) may look more complicated than
(16) but is superior for numerical integrations: The in-
tegration over R can be done on a logarithmic scale,
the integration limits for R can be adjusted for ξ’s that
effectively vanish somewhere in the integration interval.
Furthermore, also the integration limits for r¯ can be ad-
justed if Q(r¯,∆) vanishes effectively somewhere within the
integration limits.
3. Accuracy of Limber’s equation
The aim of this section is to assess the accuracy of
Limber’s equation by comparing its predictions to the
exact solution for the angular correlation function. For
this purpose, a spatial clustering ξ as in Eq. (23) is used
that is constant in time. Moreover, the focus is on a auto-
correlation ω, hence p1(r) = p2(r) ≡ p(r).
In order to quantify the accuracy of Limber’s approxi-
mation the exact solution, Eq. (11), is solved by numerical
integration, by means of (50), and compared to the ana-
lytical result from Limber’s equation, Eqs. (24) and (25).
In order to make a fair comparison, the same small angle
approximation as in (24) is applied to the exact equation,
which as it is written down in (50) does, of course, not
require small galaxy separations:
1







R2 − r¯2θ2 , (53)
r¯
√
2(1− cos θ) ≈ r¯θ . (54)
Note that those approximations do not change the quali-
tative behaviour of ω discussed in Sects. 2.3 and 2.4.
3.1. Model galaxy probability distribution
The intention is to study the accuracy of Limber’s equa-
tion for relatively narrow distributions of galaxies,








Thus, galaxies selected by this p are centred on rc with
some scatter σp. The prefactor r
2 accounts for the appar-
ent increase in the angular galaxy number density with
distance r within the light-cone which only for moder-
ately wide or wide distributions becomes relevant. The
6 P. Simon: How accurate is Limber’s equation?
Fig. 1. Shown here is the angular correlation function
ω for three different ratios σ
rm
of the galaxy distribution,
see Eq. (55), rc = 2 h
−1Gpc. The spatial correlation, ξ,
is a power-law with slope γ = 1.77 and clustering ampli-
tude r0 = 5.4 h
−1Mpc as roughly found for real galaxies.
The thick lines are the numerical integrations of the ex-
act equation, Eq. (50), while the thin solid lines are the
predictions by Limber’s equation, Eq. (24). The small an-
gle approximations assumed in Limber’s equation are also
applied to the exact equation. The relative difference be-
tween exact and Limber solution is plotted in the bottom
small panel. The thin dashed line is the exact solution for
an extremely peaked galaxy distribution, Eq. (32).
prefactor has been added to make the distribution more
realistic.
The parameter σp in (55) is not identical with the 1σ-
scatter of the distribution, and rm is not identical with
rc; this is only roughly correct for small σp/rc. However,
as it was discussed in Sect. 2.4, the main parameter for
the behaviour of ω is the ratio σ/rm. To be able to choose
for the following investigation distributions p with a given
ratio y ≡ σ/rm a relation between y and x ≡ σp/rc is







1 + 0.01x2 − exp (−1.29 x−1.73)] . (56)
In particular, it is shown in the Appendix that y is only
a function of x. Hence, it does not matter for the scope
of this section what is chosen for rc, so that without loss
of generality rc = 2h
−1Gpc is taken. The relation (56) is
accurate to a few percent for 0 ≤ x . 2.5. Note that this
specific type of galaxy distribution cannot become wider
than y & 0.4 which is no concern since we are studying
narrow distributions only anyway.
Fig. 2. This figure shows the same as Fig. 1 with one
minor difference: the slope of the spatial clustering, ξ, is
now γ = 1.4. The relative error of Limber’s equation is
larger for shallower ξ’s.
3.2. Position of the break in the angular correlation
The angular clustering, ω, for three different galaxy distri-
butions has been computed for the Figs. 1 and 2; ξ is the
same in all three cases. As expected, Limber’s equation
describes the exact solution quite well for small angular
separations θ but starts to deviate from the γ − 1 power-
law for larger separations, becoming steeper and tending
to look very much like the solution (32) (thin dashed line)
which has the slope γ. Therefore, the exact angular clus-
tering is a broken power-law if the spatial clustering is a
power-law. This behaviour is expected from the discussion
in Sect. 2.4.
The break position is important for the Limber approx-
imation: The closer one gets to the break position (and the
farther beyond it), the more inaccurate is Limber’s de-
scription. For distributions for which F (r¯) is reasonably
peaked it is possible to roughly estimate the angular sep-
aration at which the break occurs. Limber’s equation is
an accurate description for small θ and the “thin-layer”
solution, Eq. (32), is an approximate solution for larger
θ. A sensible definition for the position of the break is at
the angle θbreak (in RAD) where both power-laws intersect







1− cos θbreakrm) . (57)



















For γ ∈ [1, 2] the left-hand side of the previous equation
is for θbreak . 60







≈ θbreak . (59)
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Thus, this is a reasonable approximation to use.
The relation (58) is useful because it allows to esti-
mate the expected position of the break in the power-law
behaviour of ω. As the accuracy of Limber’s equation is
primarily an issue for narrow p we can derive from (58)
a rule-of-thumb for the break position. For narrow p, it is
sensible to assume a top-hat function as in Eq. (26). Then,











Note that the variance of the top-hat is σ = ∆r/
√
3.
This relation reflects what has already been seen in the
foregoing discussion. The break position is mainly deter-
mined by the ratio y ≡ σ/rm – but is also influenced by the
slope γ of ξ: the prefactor of y in (60) varies between 0.31
and 1.18 for γ = 1.2, 2.1, respectively. The mean value of
the prefactor in that particular γ-interval is approximately
0.8.
3.3. Reliability of Limber’s equation
By a further inspection of Figs. 1 and 2 we can learn more.
In Fig. 1, the relative error of Limber’s equation for the
moderately wide distribution of galaxies, σ/rm = 0.15, be-
comes already 10% at θ ∼ 50′. One can see that Limber’s
equation always seems to over-predicts the true cluster-
ing, and that the relative error is an increasing function
with θ. In addition, the reliability of Limber’s prediction
becomes worse for flatter, i.e. smaller, γ which can be seen
by comparing Fig. 1 and Fig. 2; this is in agreement with
what we would expect from (60).
In order to quantify at which θ10% the relative error of
Limber’s equation exceeds 10% Fig.3 has been made. It
was found that this θ10% depends only on the ratio σ/rm
for a fixed γ ∈ [1.2, 2.1], which should also expected from
the arguments in Sect. 2.4. For that reason, θ10% is plotted
as function of γ and the ratio σ/rm ∈ [0, 0.41] only. Note
that the relative error at θbreak is usually larger than 10%,
so that θ10% < θbreak.
3.4. Systematic bias
Obviously, Limber’s equation quite generally over-predicts
the true angular correlation function, ω, and describes a
wrong shape. Therefore, one can expect that by employ-
ing the Limber description the estimates of the spatial
correlation function, inferred from ω, are biased.
To give a rough upper limit for this systematic bias
let us assume the following. We pretend to measure ω,
binned into Nbin = 30 logarithmic bins, within a range
of θ ∈ [0′.1, 2◦] and then fit the Limber model to it to ob-
tain estimates for r0 and γ; the spatial correlation func-
tion is a power-law. Commonly, the observed range in θ is
smaller so that the systematic bias will be actually smaller.
Furthermore, we make the assumption that all absolute




















Fig. 3. The contour plot shows the angular separation,
θ10% (contour labels are in arcmin), at which the accuracy
of Limber’s equation drops below 10%. The angle θ10%
depends mainly on the ratio between the 1σ-width of the
galaxy distribution, σ, the mean of the distribution, rm,
and the slope, γ, of the spatial clustering of galaxies. The
distribution Eq. (55) is used, for which σ
rm
cannot become
much larger than 0.4. The black circle is an example for
σ
rm
= 0.15 and γ = 1.77 (as for the dotted line in Fig. 1)











Fig. 4. Systematic bias in r0 and γ – the spatial cor-






assuming Limber’s equation to be correct. For this plot,
the exact ω(θ) between θ ∈ [0′.1, 2◦] has been fitted with a
prediction based on Limber’s equation. All absolute sta-
tistical errors of ω at different θ are uncorrelated and iden-
tical for all θ. The solid lines are the relative systematic
error for r0 (negative sign; r0 is under-estimated), the dot-
ted lines are the relative systematic errors of γ (positive
sign; γ is over-estimated). The bias has been computed for
different σ/rm ratios using the galaxy distribution func-
tion (55). As the bias is a function of γ, the systematic
shift in the parameter estimates has been computed for
five different 1.2 ≤ γ ≤ 1.8, see number labels attached to
lines.
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and b) identical for all θ. This means all measurements en-
ter equally weighted the fit. As seen above the reliability of
Limber’s equation is mainly determined by the ratio σ/rm.
For that reason, we take the galaxy distribution (55) and
estimate the bias in r0 and γ for different ratios. Another
important factor in the context of a systematic bias is the
slope, γ, of the spatial correlation since it determines the
behaviour of the true ω in the transition region near the
break position. Hence, we study the systematic bias for
five different γ covering the range γ ∈ [1.2, 1.8].
The difference between the true model, call it ω(θi),
and the Limber model, ωǫ(θi), within the i-th angular bin
θi can be quantified by the relative difference, ǫi, of both
(for examples see the lower panels of Figs. 1 or 2):
ωǫ(θi) ≡ (1 + ǫi)ω(θi) ; ∂ωǫ(θi)
∂ǫj
= ω(θj)δij . (61)
For all ǫi being zero, Limber’s equation would provide the
exact prediction for the angular clustering of galaxies. For
the notation below all fractional errors ǫi are put together
in the vector ǫ.
To assess the systematic bias in r0 and γ,
δα = (δr0, δγ), the method of Taylor et al. (2006) (their
Appendix B) is employed (a different notation is used to
avoid confusions):















































the so-called pseudo-Fisher matrix. In this form, both ma-
trices – evaluated for the parameters α = (r0, γ) of the
fiducial model – postulate multi-variate Gaussian statis-
tical errors and a (Nbin ×Nbin) error covariance matrix ,
C, that is independent of the model parameters α. Here
Cij = σ
2
errδij is applied; note that the error σerr cancel out
in (62).
In short, the Eq. (62) gives to first order the shift,
δα, of the maximum-likelihood point in model parameter
space due to the relative errors, ǫi, in our fitting model.
The Fig. 4 shows the result for δα as relative error
with respect to the fiducial model (true parameters), e.g.
as δr0/r0 for the spatial correlation length (the result does
not depend on the absolute value of r0). The sign of δr0
has been flipped because the systematic shift δr0 is al-
ways negative. This means the correlation length is always
under-estimated when using Limber’s equation, whereas
the slope γ is, in the range of models studied here, al-
ways over-estimated. As can be seen, the relative system-
atic bias in γ is less worse than the systematic bias in r0,
the latter can become truly substantial, & 10%, for flat
γ . 1.5 – or, generally speaking, for really narrow distri-
butions with σ/rm . 0.02.
4. Summary and conclusions
The Limber equation is an approximate solution for the
angular correlation function of objects, mainly applied in
the context of galaxies, for a given spatial correlation func-
tion. More generally, it can be employed to work out cor-
relations between quantities that are projected along the
line-of-sight using some filter function, p(r). For example,
it is also applied in gravitational lensing to quantify cor-
relations between the gravity-induced distortions of faint
galaxy images (see e.g. Bartelmann & Schneider 2001;
Kaiser 1998). In this case, the filter function relevant for
lensing is basically the lensing efficiency that, quite nat-
urally, has a wide distribution; using Eq. (14) one can
roughly estimate σ/rm ≈ 0.22. This value will in detail
depend on the distribution of source galaxies in redshift
and the fiducial cosmological model. Here for the redshift
of the source galaxies a typical value of zs = 1 has been
used.
In this paper, it is shown that the assumptions
made for Limber’s approximation become inaccurate for
larger angular separations. It should be emphasised that
this inaccuracy has no relation whatsoever to the flat-
sky approximation (small separations) that is commonly
adopted when working with Limber’s equation. Instead,
it is related to the postulate that the width of the filter
function is large compared to the coherence length of the
spatial correlation function that is seen as angular corre-
lation in projection on the sky.
It is demonstrated that Limber’s approximation is
bound to fail for narrow filter functions. For extremely
narrow filter functions, a superior “thin-layer” approx-
imation is given by Eq. (32). The regime where this
approximation becomes applicable starts beyond about
θ/1RAD &
√
2σ/rm. Particularly, it is shown that the an-
gular correlation function, ω, is in fact a broken power-law
with slope 1−γ for small θ (Limber regime) and slope −γ
for larger θ (smoothed thin-layer solution, Eq. 37), with
some transition region in between. For that conclusion,
the spatial correlation function is set to be ξ ∝ r−γ .
The position of the break, Eq. (58) or (60), can be
defined by the intersection point between Limber’s solu-
tion and the asymptotic solution for larger θ. As a rule-of-
thumb the position of the break for γ ∈ [1.2, 2.1] can be
estimated by θbreak/1RAD ≈ 0.8 σ/rm. This may serve as
a sanity check if Limber’s equation is used.
The angular separation at which the break occurs de-
pends mainly on the ratio σ/rm – thus the ratio between
width σ and mean rm of the filter function. Consequently,
the ratio determines the regime within which Limber’s
equation is valid. However, owing to the detailed be-
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haviour in the transient region between the two power-
laws the accuracy is also quite sensitive to the slope of ξ:
flat ξ, i.e. small γ, yield ω that are predicted less reliably
by Limber’s equation than steeper ξ.
In particular, this means applying Limber’s equa-
tion to narrow distributions at high redshift may be
a problem. Based on this conclusion it is, for ex-
ample, highly questionably whether it is valid to
model the angular correlation of Lyα-emitters with
redshift distribution z = 4.86± 0.03 (σ/rm = 4.3× 10−3)
for θ . 17′ using Limber’s equation (Ouchi et al. 2004;
Hamana et al. 2004). Here, the break is already at
θbreak ≈ 4.3× 10−3 × 0.8 ∼ 10′.
For a particular distribution of galaxies in comoving
distance, Eq. (55), Fig. 3 depicts the angle θ10% at which
Limber’s equation becomes inaccurate by 10%; beyond
that separation the error is always increasing. This exam-
ple demonstrates that Limber’s equation works reasonably
well for realistic slopes of γ & 1.8 and galaxy distributions
(filter functions) as wide as σ/rm & 0.2, θ10% & 1 deg.
However, for flatter γ the angle θ10% quickly drops to, for
example, θ10% ≈ 10′ for γ ∼ 1.5 and σ/rm ∼ 0.2 casting
doubts on the validity of Limber’s equation for flat spatial
correlations ξ. Note that a filter function can appear quite
wide as function of redshift although it is actually quite
narrow as function of comoving distance. In cases where
Limber’s approximation is at doubt, it is suggested to use
instead the exact Eq. (50) that can easily be integrated
numerically.
As the exact solution, Eq. (50), is a broken power-
law that is asymptotically embraced by Limber’s equa-
tion and the thin-layer solution, Limber’s equation always
over-estimates the true angular correlation to some degree.
This, and the fact that the true slope of ω is a decreasing
function with θ, has the consequence that, when blindly
applying Limber’s equation, the actual clustering ampli-
tude of ξ, i.e. r0, is biased towards smaller values and
γ towards steeper values, see Fig. 4. This bias becomes
larger, the more data points of ω at about and beyond the
break are included. On the other hand, one usually has,
due to fewer galaxy-pairs, lower signal-to-noise measure-
ments of ω in this range so that these data points would
be down-weighted in a fitting reducing the actual bias.
Another issue that should be considered here is
the question of the so-called integral constraint IC
(Groth & Peebles 1977). The IC is related to the fact that
when estimating ω from of survey of (necessarily) finite
area one always has a remaining uncertainty about the
true mean number density of galaxies. This biases the es-
timate, ωˆ, of ω,
〈ωˆ(θ)〉 = ω(θ)− IC , (66)
towards smaller correlations. Fortunately, since IC de-
pends on ω and the survey geometry in a well known man-
ner, this can be correct for. However, for this procedure
it is widely assumed that ω is a power-law which is, for
the previously stated reasons, strictly not true. Therefore,
also for the integral constraint correction the accuracy of
Limber’s equation should be questioned. A possible solu-
tion could be here to assume that the spatial correlation,
ξ, is a power-law, and to use the exact equation, Eq. (50),
integrated numerically, to estimate ω and the integral con-
straint.
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Appendix A: Ratio σ/rm of model galaxy
distribution
Here a relation between the ratio σp/rc of the model
galaxy distribution (55) and the ratio σ/rm (ratio of 1σ-
variance and mean of the distribution) is derived.
First of all, it should be stressed that p(r) is non-zero











for r ≥ 0 , (A.1)


























≡ r3c H2 . (A.4)
For pure convenience, the following definition has been














For what follows it is important to notice that the Hn are
only functions of the ratio σp/rc.
We now, incorporating the result for the normalisation





















Similarly, we can obtain an expression for the variance,







dr r2(r − rm)2 exp
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− 1 , (A.12)
which means that the ratio on the left hand side is only a
function of the ratio σp/rc.
To the knowledge of the author, there is only a long
and bulky analytical expression for (A.12) (not shown).
A much shorter but approximate solution can be con-
structed. First, consider small ratios x ≡ σp/rc. For these
cases, p(r) has virtually no overlap with the negative re-













This has for n = 2, 3, 4 a nicely short solution:
H2 ≈
√
2π(x3 + x) , (A.14)
H3 ≈
√
2π(3x3 + x) , (A.15)
H4 ≈
√
2π(3x5 + 6x3 + x) . (A.16)








The accuracy can be improved by fitting the ratio of the
approximate solution above and the correct (but bulky)







[1+0.01 x2−exp (−1.29 x−1.73)] .(A.18)
This expression is accurate to a few percent for
0 ≤ x ≤ 2.5 where the upper limit of x is equivalent to
σ/rm ∼ 0.4.
