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I. First an arbitrary endomorphism A X V-*Ai X Vt of semi-direct products 
AXV,AiXV1 of arbitrary groups A, V, Ai,V1 is described by four functions 
/ j : A -*-A1,f2 : V—At, : A —- Vlf and c2 : F— Vt. Under additional hypotheses, 
automorphisms of A X V leaving the subgroup 1 X V< A X V invariant are studied. 
II. If K is any field, set V=K". Let A be the group of all upper triangular 
matrices a = ||a,y|| (0 si,jsn; a^ £ K; a^ — 0 for au ^ 0). Form the semi-
direct product AXV: 
(P, w) (a, v) = (pa, woe + v) (a, p £ A; v, w € K"); 
wa = (vf1, ..., wn)\\au\\, (a = ||fly|| £A; w = (wL, ..., w„)$.K"). 
Secondly, the general methods of I are used to compute the. automorphism group 
Aut AXV. Modulo all the inner automorphisms, there is exactly one non-inner 
automorphism a: AXV--AXV with a(l X V) ^ 1 X V; <r is found explicitly. 
III. The quotients of the descending central series of the commutator subgroup 
N = [A X.V, AXV] are A'-vector spaces. Lastly, all normal subgroups W<\ N whose 
image in each quotient of the descending central series is a one dimensional vector 
space are determined. 
The automorphism group Aut AXV of the holomorph A X V of a group V 
has received considerable attention (see [6], [7], [11] and [12]). In all of the above 
papers, those automorphisms of AX V which leave the normal subgroup 1 X V<] 
<1 AX V invariant, play a significant role. Suppose V is any abelian o-group which 
is divisible by 2 and A+ the group of all order preserving transformations of V. 
[t has been shown (see [HARVEY; Theorem 2. 1, p. 24]), that if A + can be ordered 
n any manner whatever so that it becomes an o-group, then: 
(i) 1 X F i s o-characteristic in the o-holomorph A+' X V; 
(ii) every o-automorphism of A + XV is inner. 
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Let A and V be as in II of the introduction with K an ordered field. Let A + <M 
be all with «¡¡>0 for / = 1 , . . . ,n . If V—K" is ordered lexicographically, 
t h e n ^ + is a group of order preserving transformations of V. Now take AT.to be the 
rationals. Then A+ is precisely all order preserving transformations of V. Since 
clearly A + can be naturally ordered so that it becomes an o-group, any automorphism 
a of A+ X V which does not leave 1 X V invariant satisfies: 
(i) a does not preserve the order of V; 
(ii) a is not inner. 
If j V < M + X F is the commutator subgroup of A+XV, then the quotients of the 
descending central series of N are vector spaces. Since the image of 1 X V in each 
quotient is a one dimensional vector space, if a is any automorphism of A+XV, 
a (I XV) should have the same property. These considerations were the motivation 
for classifying all normal subgroups W<.Ar with one dimensional images in each 
quotient. If in the above example K is taken as the reals, then the group of all order 
preserving transformations of V consists of matrices having zeroes below the 
diagonal, strictly positive entries on the diagonal, and rational-linear (in general 
discontinuous) linear maps of K into K as the entries above the diagonal. Due to 
our inability to handle such groups, this note deals with groups of the above general 
kind, where the entries of the matrices are in an arbitrary field ^ ( somet imes assumed 
to be not of characteristic 2). 
1. Automorphisms of semi-direct products 
The main objective of this first section is to determine all those automorphisms 
F of a semi-direct product A X V of two groups A and V having the property that 
x V] — 1 X V. Most of the propositions are established in greater generality 
than later needed. In fact, for the most part it is not even necessary to assume that 
V is abelian — let alone a vector space, or even a finite dimensional one. However, 
it has to be assumed that A is a group of automorphisms of V and that the inner 
automorphisms by elements of V belong to A. 
1 .1 . N o t a t i o n . If A and V are any groups, then an action of A on V is a map 
A X F— V, (v, a) — VOL, with the properties 
(v + w, a) = VOL + wa and (v, aft) = (va)f), (a, fi 6 A; v,w£ V). 
Although written additively, V is not assumed to be abelian. With respect to any 
fixed action of A on V, the semi-direct product AXV will be written as follows: 
(a, v) OS, w) = (a/?, vp + w) (a, p 6 A; v,w £ V). 
The identity elements of V and A will be denoted by 0 and 1. Inner automorphisms 
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and commutators in any group will always be written as P* = a~ l f i a and [a, /?] = 
= a~1P~1afi. If Ai, Vy are two other such groups, then the functions f , c; ( / = 1 , 2) 
are defined by 
F[(*, 0)] = ( / i (a) , c1(a)), F[( l , D)] = (f2(v), c2(v)) '(« € A, v£ V). 
If / : B-+ A is any homomorphism of any group B into A, then a map x: B-+V 
is a crossed homomorphism with respect to f provided (ap)x = (<xx)f(fi) + [h holds 
for all a, P 6 B. It is inner if there is a y £ V for which ax — —yf{a) +y for all a £ B. 
For any arbitrary group V, Aut V will denote the group of all automorphisms 
of V. The centralizer and normalizer of a subgroup A in Aut V will be denoted 
•by C(A^ Aut K) and N(A < Aut V) = {7^ Aut AT= TAT'1 =A). Every 
element v£ V gives rise to an inner automorphism u g A u t V. 
R e m a r k . If A acts on an abelian group V, the crossed homomorphisms 
form a group Zl(A, V) under pointwise addition. The inner automorphisms form 
a subgroup B1(A, V). The factor group ZX(A, V)/B1(A, V) is the first cohomology 
group of A with respect to the given action of A on V. 
In the next proposition Cj and c2 are crossed homomorphisms with respect 
to f and / 2 . Note that equation (iv) implies that A leaves the kernel of f2 invariant. 
P r o p o s i t i o n 1.2. Let F: AXV—A1XV1 and fh ch i—1,2, be as above 
arbitrary semi-direct products. Then the following hold for all a, p£A and v, w £ V: 
(i) F[(a, D)] = ( / , ( a ) f 2 ( v ) , Cl(a)f2(v) + c2(v)); 
(ii) / 1 and /2 are homomorphisms; 
(iii) c1(a/0 = c1(a)/1(/0 + c,( /0; C2(v+w) = c2(v)f2(w) + c2{wy, . 
(iv) f2(nfi)^J\(Jirf2(W)ft(P); 
(V) c2(wP) = - Cl(p)f2(wp) + c.iwWfi) + Cl(P). 
Conversely, if / 1 , /2 > c1 > and c2 are any functions satisfying (ii)—(v), then F 
defined by equation (i) is an endomorphism.. 
P r o o f . As an illustration, (iv) and (v) will be proved. The proofs of (i)—(iii) 
are similar and even simpler. Computing F[(P, 0)]F[(1, wP)] and F[(\, w)]F[(P, 0)] 
by (i) and then equating the first and second components, we obtain 
(iv)f2(wp)=f2(w)MH\ 
(V) cx(p)f2(wp) + c2(wp) = C2(uO/1(/i) + Cl(/J). 
Since it is not clear that (ii)—(v) are all the relations that interrelate the functions 
/ ; , c;, the proof of the converse will be indicated. Equation (i) shows that 
F[(ap, vp + w)] = ( / , (aP)f2(vP + w), c^afi/M + w) + c2(vp + w)), 
/"[(a, i>)] F[(p,w)] = { f W M M p m w ) , cAx)f2(v)f(P)f2(w) + 
+ C2(v)fl (P)fzM + C, (P)f2(w) + C2(w)). 
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By (iv) and (ii) the first components of the above two equations are equal. Use 
of (iv) and (iii) gives that 
cMViWWfiW = cl(ap)f2(vli + W)~ci(p)f2(vp + W). 
Thus it only remains to show that 
c2(pfl + tv) = - c № f № + w) + C2(v)MP)f2(w) + CL03)/2( IV) + c2(w). 
But this follows from (iii) and (v), since 
c2{Vp+w) = [ - C l mM)+cMm)+cm/iM+c2(w). 
From now on, three simplifications will be assumed throughout. First V= V l , 
A=At; secondly A will be taken in ^4QjAut V; and thirdly, only automorphisms 
F of A X V will be considered. 
The proof given in [HARVEY; p. 7] of the next corollary for the case when V 
is abelian generalizes to non-abelian V. 
C o r o l l a r y 1.3. If T: A — F is a crossed homomorphism with z(A) Q center V, 
then 
F: A X V~A X V, F[(a, »)] - (a, a r + v) ((a, v)£AxV) 
is an automorphism of AX V leaving 1 X V elementwise fixed. Conversely, every 
automorphism of A XV leaving IXV elementwise fixed is necessarily of the above 
form. Furthermore, suppose r(a) =.—ya+y, for all a £A and some y center K 
Then /"[(a, w)] - (a, « ! + «) = (0, y)'Ha, i>)(0, j>) for (a, v) € A X V. 
Note that the converse of (i) of the next corollary is also true, i.e., f2 = 1 if 
and only if F t l X P I i l X K . 
C o r o l l a r y 1.4. In Proposition 1 .2 assume V=Vl,A=Ai, and that F is 
an automorphism of AX V onto itself Suppose F[\XV]^\XV. Then 
( 0 /2=1 , 
(ii) fM)=A, 
(iii) c2 is an injective homomorphism. 
C o r o l l a r y 1.5. Let T: V—V be defined by vT=c2(v) for all v£V. Assume that: 
(a) F: A X V-+A X V is an automorphism, 
(b) F[1 X V] = 1 X V, 
(c) {v\veV}CA. 
Then: 
( 0 / 2 = 1; 
(ii) / 1 is an isomorphism of A onto A; F~1 [(«, 0)] = (/j~1 (a), 0) for all a£A; 
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(iii) / - • [ ( 1, »)]=(1, vT'1) for all v£V\ 
(i v ) f 1 ( p ) = T - * p T J M - 1 ; 
(v) T~1AT=TAT~1=A; T£N(A < Aut V). 
P r o o f . Conclusions (i)—(iv) are immediate consequences of Proposition 1. 2. 
It follows from (iii), (iv), and (c) that T~1ATQA and TAT_1QA and hence T~1AT= 
= TAT~i=A. 
The next lemma shows how to construct automorphisms of A X V which leave 
1 X V invariant. 
L e m m a 1.6. Consider any group V (not assumed to be abelian) and any sub-
group A Q Aut V. 
(i) For any S£N(A<Aut V) and any yeV, the map F\ AXV^AXV 
defined by 
F[(fi, vi')] = (P\ - y p + wS+y) {HA, u-€ V) 
is an automorphism. 
(ii) For S and y as in (i), 
(S, j ) € Aut VX V and F[{fi, w)]=(S, y)'1^, w)(S, y). 
Thus the automorphism in (i) is inner if and only if S£ A. 
(iii) In addition assume that {v\v€V}QA and let Tf_ Aut V. Then T extends 
to an automorphism F: AXV -+AXV if and only if T£ N(A < Aut V). 
P r o o f , (i) and (ii). Conclusion (ii) proves (i). (iii) If T is obtained from an 
automorphism F of A X V by /"[(I, t>)] = ( l , vT) for v£ V, then by Corollary 1. 5 (v) 
T€ N(A~= Aut V). Conversely, if T£ N(A < Aut V), then the map F[(0,w)] = 
— (flT, wT) for (/?, w)£A X V is an automorphism by (i) of this lemma. 
From now on the group V will be abelian, later a vector space, and, finally, 
a finite dimensional one. The following lemma is well known (see [HARVEY; p. 11)]; 
its proof is omitted. 
L e m m a 1.7. Let V be any abelian group, A ^ Aut V any subgroup, and ft: A — A 
a homomorphism of A into A. Assume that: 
(a) The map 2: V-* V, v—2v, is an isomorphism of V onto V; 
(b) 2€A; 
(c) / , ( 2 ) = 2. 
Then every crossed homomorphism % with respect to the action f u is inner. In fact, 
ax = — yf\(u)+y, where y, = —2x. 
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D e f i n i t i o n 1. 8. Consider a vector space V over a field K and a field auto-
morphism n'.K^K. Any /^-basis {u(A)|A6 A}, where A is an indexing set, defines 
a map p: V-~V by: 
if v = I{k{X)v(X)\k(X)£K, A£/l}, define vp = Ik(X)nv{A). 
Suppose ^ ^ A u t Vis any subgroup having the property that 
A = {/ i - 1ci / i |a€^} = {/ia/l_ 1 |a 6 4̂}-
Then an automorphism p: A XV-*AX V may be defined by 
0?, w)fL=(r,(hl w) (Pe A, we v). 
The subgroup of Aut V consisting of all /(-linear automorphisms of V will be 
denoted by AutK V. 
R e m a r k s 1. If in the above definition a£A is /(-linear, then so is pr1ap. 
The matrix with respect to the basis {v{l)\l£A} of p~*ap is obtained by applying 
¡.i to each entry of the matrix of a. 
2. The automorphism p depends upon the choice of basis; whether 
p£N(A< Aut V) may also depend upon the choice of the basis. 
L e m m a 1. 9. Consider a vector space V over a field K and a subgroup A Q Aut V. 
Let E\ V-+V be the identity map. Assume that 
(a) F: AX V—A X V is an automorphism; 
(b) F [ 1 X K ] = 1 X F ; 
(c) C(A < Aut V) = {kE\k £ K\ {0}}. 
Then: 
(i) There is a (bijective) field automorphism ju: K^K such that 
(cu)T=(cfr1)(vT) (vdKceK). 
(ii) In addition assume that for some choice of basis in V, p £ N (A < Aut V). 
Then the automorphism Fop: AXV-~AXV satisfies: 
Fop[(l,v)]=(\,vpT), (cv)(pT) — c(vpT) (viV,c£K). 
P r o o f (i) It follows from equation (v) of Proposition 1. 2, that for any P £ A , 
w £ V, and c 6 K, we have 
wP(cE)T= w T f m f c E ) , w(cE)(iT= wTf(cE)f(p). 
Since by Corollary 1. 5 (ii) the map T is surjective, it follows that fl(P)f\(cE)— 
=fi(cE)fi(P) and fl(cE)£C{A < A u t V). Thus there is a map v: K-*K such that 
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fi(cE) = (cv)E. I t is easily seen that v is an injective homomorphism. There is a 
similar m a p ¡ i \ K - + K associated with the automorphism Fwhich satisfies 
v o n = n o v = identity. Thus v and n are epimorphic and v = j t - 1 . Conclusion (ii) 
follows immediately. 
2. Automorphisms of linear groups 
In this section the general facts about automorphisms of semi-direct products 
developed in section 1 are used to find the automorphism groups of a certain class 
of groups. The next definition gives this class of groups as well as various subgroups 
which will be of ma jo r interest th roughout the rest of the discussion. 
D e f i n i t i o n 2. 1. Let K be an arbitrary field and G the group of all •(« + 1) X 
X (« + 1 ) upper triangular matrices P with entries f rom K of the form 
P = \\aij\\ ( O ^ / . y ^ n ) ; atJ = 0 if / > / ; au^0 
for all /. 
Two normal subgroups NczG1cG of G are defined by: 
N={P£G\au = l, / = 0, ..., «}; Gi = {P£G\a00 = 1}. 
The normal subgroups T and T 1 of G are defined by : 
r = {P € N\atj = 0 for i j, except in the first row and the last column}, 
r 1 = { P £ N \ a i j = 0 for /'</', except in the first two rows and the last column}. 
Let a£/sT be any scalar. Two normal subgroups B1 and B1(a) of N are defined as 
follows: 
B1 ={P£N\aij = 0 for unless / = 0}, 
^ ( a ) = {PZN\aiJ = 0 for / < / unless / = 0, or ( / , / ) = ( I , n ) ' a n d aln = aa01}. 
The groups B1 and N are normal in G. Note that B1(0) = B1. For a ^ O , B\ol) is 
normal in N but not i nG 1 . By taking transposes of all elements of 5 1 , 5 1 ( a ) , r 1 a round 
the second diagonal, we obtain three other groups Bs, /?,(«), i l . The subgroup 
of G consisting of all diagonal matrices is denoted by D. The element of D whose 
diagonal entries are ..., A„ will be denoted by diag (A0, ..., A„). Set D1 — G1 f]D. 
If N0 = N = [G,G] and Nj = , N],j= 1, . . . , « - 1 ; then N is a group 
of nilpotency class n having the same descending and ascending central series 
[G, G]=N — N0 D ... D7V„_1 = 1. 
The group^ Nj consists precisely of all matrices having j strings of zeroes parallel 
to the main diagonal. The entries of a matrix in the ( ; ' + l ) - s t string parallel to the 
main diagonal will be referred to as the (j+ l)-st layer. The center jV„_t of N will 
be denoted by Z for simplicity. The usual matrix unit with all zeroes except for 
a one in the /7-th row and <7-th column will be denoted by Epq, 0 S / ? , q^n. For 
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j' = 0, . . . ,« , there is an isomorphism oij of A'-vector spaces 
rj.j : K"~JNj/Nj+ j, 
n-j 
ccj[(xl,...,x„_j)] = 1+ 2 xtEt-liJ+i. 
<=i 
For the reader's convenience we include schematic diagrams showing the forms 
of the elements in the various groups where the a t j 6 K are arbitrary 
1 «01 «02 «0,« - 1 «On 1 a0 1 «02 «0 1 «On 
B I • BHa) : 
0 1 0 0 a«o i 
0 0 0 1 0 0 0 0 1 0 
0 0 0 0 1 0 0 0 0 1 
1 «01 «02 «0>n 1 «01 «02 «0, n — 1 . «On 
0 1 0 «1 ,n 0 1 «12 « i > n - l «In 
r: r 1 : 0 0 1 0 «2 n 
0 0 0 1 «n - 1, n 0 0 0 1 «n-l ,n 
0 0 0 0 1 0 0 0 0 1 
1 0 0 
0 1 0 
0 0 0 
0 0 0 
0 0 







Let n be any integer; set V=K". Let A be the group of all nXn matrices a 
with zeroes below the diagonal, arbitrary elements above the diagonal and non-
zero elements on the diagonal. Elements of V are viewed as row vectors and in 
A XV, A acts on these by right multiplication. The group AXV can be identified 





(a, v) = 
«1» 




v = (a01,a02,...,a0„) (a £A,v£V); 
a00 a01 a0 n 
0 a n aln 
0 0 a„„ 
£Gl(n+~\,K); 
(a, v)(a', v') = («a', VOL' + v'), 
1 V 1 v' 1 VOL + V' 
0 a 0 a ' 0 aa' 
(cc'eA,v'£V). 
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Sometimes G1=AXV will be viewed as a matrix subgroup of Gl(n + 1 , K ) and 
denoted by G1, whereas at other times, when in our considerations its semi-direct 
product structure plays an important role, it will be written as a semi-direct product 
AXV. In case K is an ordered field, the normal subgroup of G consisting of all 
matrices with strictly positive entries on the diagonal will be denoted by G + ; set 
G + 1 = G 1 n G + , D1 = D^G1, and D + 1 = Z ) 1 n G + . Similarly A+ will consist of 
all a having strictly positive diagonal entries. Thus just as A X V can be identified 
with G1, so A+ XV can be identified with G + 1 . 
Next some automorphisms of G1 and G + 1 are defined. If ¡x\ K-+K is any 
field automorphism, then ¡1: V — V will always be defined with respect to the natural 
basis by • 
v[i = (o1n, ..., iy<) (vlt ..., vn)eK". 
Let V denote the subgroup of Aut A X V consisting of all automorphisms F: A X F— 
^AXV such that the restriction /"|1 X F£Aut K V, where AutK V was the group 
of all AT-linear isomorphisms of V. 
For the remainder of this definition suppose now that AT is an ordered field. 
The subgroup of all fi obtained from order preserving automorphisms will be denoted 
by U. The element F; = /— 2En^G (i = 0, 1, ..., n) defines an automorphism 
F ; : G + 1 - G + 1 by 
Fi(g)^Fi-1gFi (g£G+1; / = 0 , 1 , . . . , « ) . 
Note that Ft6G1 for / = 1 , . . . ,« , that F0^GK However, F0 = -Fi...Fn and hence 
F0=Fl...Fn. The Ft, ...,F„ generate a subgroup J5" of A u t , 4 + X V. The group 
of inner automorphisms of Aut A+ X V will be denoted by J. 
The objective is to find all automorphisms of G + 1 . 
P r o p o s i t i o n 2.2. Consider the group G + 1 =A+ XV of Definition 2. 1 arid 
any automorphism F: A+ X V-»A+ X V such that F[\xV] = \xV. Let c2: V-*V 
be defined by ^[(1, v)] = (l, c2(v)) for v£ V. Then: 
(i) There is an order preserving field automorphism ¡x: K-+K such that 
FKl>c«)]=(l J (c / i - 1 )c 2 (B)) (c£K, vc V). 
(ii) If T: V^V is defined by Fofi[(], ,;)] = (!, vT) (vi V), then 
T£N(A+ < A u t V)—A. 
(iii) There is a y£V such that for any (a, vj £A + X V, 
Fop[(tt, v)] — (aT, -yaT + vT+y) 
(iv) V = OF J. 
1 y -1 1 V 1 y 
0 T 0 a 0 T 
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P r o o f , (i) First, it is easy to see that C(A + < Aut V) are the scalar operators. 
The automorphisms n and ¡x~ l given by Lemma 1 .9 (i) clearly preserve the order 
of K. (ii) It is well known and easy to prove that J V ^ + ^ A u t ^ V) = A. In order 
to show that T£ AutK V, take c^K and (vl} ..., v„)£ V. Then 
(1, (cv)T) = F [ ( l , (cv)fl] = (CA<)(»/I)] = (1, cc2(vp)) = { 1, c{vT)). 
Thus T£kutK V and it follows f r o m Corollary 1. 5 (v) that T£N(A + < A u t K V). 
(iii) By Proposit ion 1. 2 there are functions / , , f2 = \, q , c2 = T corresponding 
to the automorphism Fop such that 
Fop[(a, v)] = ( / , ( a ) , c ,(a) + oT) (a, v)£AX V. 
By Corollary 1. 5 (iv), / 1 ( a ) = 7 , _ 1 a 7 ' for a £ A . By Lemma 1. 7, c t is of the form 
c i ( a ) = — yotT +y for some j G V. Then the above equat ion becomes 
Fop[(ot!v)]=(ctT, -yaT+ vT+y). 
(iv) The automorphism F can be realized as an inner au tomorphism by the ele-
ments (l,y)£A+ X V and (T,§)£AXV as follows: 
Fop[(a, »)] = (T, y)~\a, v){T, y) = (1, y)~\T, 0 ) " J ( a , v)(T, 0)(1, y) 
((a,v)eAXV). 
However, (T, 0) equals a product of some of Fx, ..., F„ t imes an element of A + X V. 
Thus V = SFJ. 
R e m a r k . The last Proposit ion 2. 2 remains valid verbatim if A+ is replaced 
by A throughout . 
The second step in determining the au tomorphism group of G + 1 is to show 
that any automorphism F: G 1 - G 1 maps either F(Bi)=£1 or F(Bi) = Bl. Since 
the previous Proposit ion 2. 2 completely determines all au tomorphisms F: G 1 - • G 1 
satisfying F(B1)=B1, the final step will be the construction of an au tomorphism 
o:Gl-*Gl satisfying a(Bl) = Bl. The next definition and sequence of lemmas 
is needed in order t o accomplish the second step. 
D e f i n i t i o n 2 . 3 . For 0 S p < x S n , let Apsi be the set of all Ucr̂ H 6JV with 
axp = 0 for + l and for —1. 
R e m a r k s . 1. The group Apx is abelian and A^^G1. 
2. It can be shown that Ap p+l ( O S J J S A - 1 ) is a maximal normal abelian 
subgroup of N. I t is our conjecture that there are no others. 
3. Note that / f 0 1 = 5 \ An^Un = B1\ also A0JQBi and AlnQBi for all j and i. 
4. If J — x - p - 1 , then Nj-iCApx^Nji Apx=Nj if and only if A0n = Nn^i = Z . 
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Suppose ||aa/j|| € TV; with apx T̂ O where x—p — l=j, Osjsn — l. Suppose 
i and j satisfy i^p and x ^ j . The next sequence of lemmas will show that by inner 
automorphisms from G1, ||i7a/,|| can be transformed into I+cEwhere c£K. 
In the diagram below, |jaa/,!| has non-trivial entries in the triangular region in the 
upper right hand corner. The group Apx consists of all elements having non-trivial 
entries in the rectangle region inside the triangular region. The j-th layer is repres-
ented by the line connecting ( 0 , x — p ) and (n — x+p, n) entries. 
0 1 y.—p x n 
0 1 0 
1 0 1 
tfpX 
n 0 0 1 
Figure 2. 
The next lemma describes the types of elements that can be constructed by 
application of inner automorphisms. 
L e m m a 2 .4 . Let \\Pij\\, K, 0 ^ / , j^n, be any matrix. 
(i) If \\fij\\ is defined by 
W i - W ^ i l - c E ^ W f r M I + c E J (0 S p , q ^ n \ 
then WPijW is obtained from \\Pij\\ by subtracting c times the q-th row from the p-th 
row and adding c-times the p-th column to the q-th column.. 
(ii) / / S = diag(A0 , where A0, ..., A„ £ K \ { 0 } , and if | | j8y | |S= 
= -||, then = A,~ (0 - /, j = n). 
(iii) If 5 = diag (1, A, A2, ..., A"), and if S - ' l l / y S = ||#,||, then P:,j+X= P,,j+JJ 
(j< = 0, ..., n —j); i.e. is obtained from \\Pij\\ by multiplying the j-th layer 
of ||Pu\\ by V. 
R e m a r k . The inner automorphism by the diagonal element S in (iii) of the 
above Lemma 2.4 induces scalar multiplication by AJ+l on N j I N J + 1 = K " ~ J . If the 
ground field K does not contain all the y'-th roots of its elements for then 
t may be impossible to obtain all scalar multiplications on Nj/Nj+i f rom inner 
automorphisms. The following fact will not be later used. If </=diag (1, A, A2, ..., 
..., 1, A, A2, ..., A"~J) and if (p0, J + 1, ..., ft-.-i,») is the ( . /+l) -s t layer of .||jjly||, 
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then M 0 j + i , . . . , W j - 1 . 2 j , V + 1 P j , 2 j + i , . . . , V + 1 P « - j - i . « ) i s t h e O ' + O - s t layer 
of d - ' W t j U 
I ^ £< 
L e m m a 2. 5. Let P = (0^i,jSn) be any matrix of the form P= | ^ ^ 
where B is (j+\)X(j+l), C is (j+\)X(n-j), D is ( n - j ) X ( n - j ) , and where 
B and D have inverses B'1, D~l. For a£K set d(j, /.)= E00 +...+ En + 
+ ¿(EJ+1J+1 + ...+EJ. Then: 
B~ i - B - ' C D - 1 
( 0 = 0 D - 1 
B AC 
0 D 
(ii) d(j,X)~1Pd(j, X) 
(iii) [P, d(j, X)] = P-1 d(j, X)-1 Pd(j, X) 
I (2. — \)B~iC 
0 I 
(iv) If B has ones on the diagonal, zeroes below and if the last t rows of 
B are those of the identity matrix, then the last t rows of B~1C are those of C. 
P r o o f . Conclusions (i), (ii), and (iii) are immediate, while (iv) is a consequence 
of (i) with D an t X t matrix. 
L e m m a 2. 6. For any subgroup W<\ G1, if for some j, Nj D W contains an element 
||fl^|| with ap.,?±0 for p and x satisfying x—p— 1 = j, then there is an element\\a"j\\ £ 
£Apxnw with a;x?i 0. 
P r o o f . Applying the previous Lemma 2 . 5 with j = x — l , w e get a matrix 
P = \\o'ap\\ as follows 
I ( / l - l ) f i - l C 
0 / 
(t~V)apx. 
Due to the fact that f rom the /j-th row on (and including the p-th row) the entries 
of B are those of the identity matrix, also the matrices B~iC and C agree in the 
p-th and all subsequent rows. Lemma 2. 5 will be applied a second time to with 




C , is 0 > + l ) X ( n - p ) -
Bj = 7 a n d columns/) 4-1 to x — 1 inclusive of Cj are zero. For K let P2 = ||fly|| (zApit 
be defined by 
/ ( A t - l ) C , 
0 I 
P2 = [Pl,d(p,Xl)] = (^-lKA-l )apx. 
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The />-th row of P2 f rom the x-th column on inclusive is that of P multiplied by 
(Xt — 1)(A — 1): (In fact, the same is true for the rowsp , ..., x — 1.) 
The proof of the next lemma follows from Lemma 2. 4. It should be observed 
that the next two lemmas require the use of inner automorphisms from N but not 
f rom G1. 
L e m m a 2. 7. If c£K and P = \\axp\\ £ Apx are arbitrary then: 
(i) The inner automorphism, by I+cEip (O^i^p— 1) subtracts c times the 
p-th row from the i-th (with the exception that the (i,p) entry remains unchanged). 
(ii) The inner automorphism by I+cEyj, x + l ^ j S n , adds c-times the x-th 
column to the j-th (except for the (x,j) entry which remains unchanged). 
(iii) Consequently, if apx # 0, and if at, a2£K are any non-zero scalars, then 
|laai,|| can be transformed by inner automorphisms from N into elements Q, Ql, and Q2 
of the form 
Q = I+apxEpx +T, T = ZibijE^iSp-\;x + l Sj}, 
Qi = ^+apxEpx + alE„iX+1 + T, Q2 = I+apxEpx+a2Ep_ Ux+ T. 
L e m m a 2. 8. If j|aa/.|i €Apx is an element with apx?±0, then the normal subgroup 
of N generated by \\a^\\ is precisely Apx. 
P r o o f . It suffices to show that the subgroup of ./V generated by contains 
all elements of the form I + c E ¡ j , where 0 a n d i ^ x , p S j . By application 
of inner automorphisms f rom N, can be transformed into elements Q, Qlt 
and Q2 as in the last Lemma 2. 7. But then 
Q-'Qi = I+aiEp x + 1, Q-lQz =I + a2Ep_Ux (au a2 €K; a, *0, a2 ^0). 
It is now clear that by a finite number of applications of the above process, the 
element I + c E i j can be obtained. 
The previous lemmas imply the next proposition. It is false if the hypothesis 
that W<\ G1 is weakened to W<\ N. (See Figure 2.) 
P r o p o s i t i o n 2 .9 . For a subgroup JV<iGl, if for some ] = 0, . . . , « — 1, the 
group Nj Pi W contains an element Wa^W with apx^ 0 for p and x satisfying x —p — 1 =j, 
then ApxQ W. In particular, if £ Wand if for some i andj, a^ ^ 0, then I+cE:j£ W 
for all c^K. 
R e m a r k . The previous Proposition 2. 9 has the following interesting conse-
quence. Suppose W<gN, JV<Gl, and \\a^\\iW. If | | 6 J | is obtained f rom | | a j | 
by replacing all a^^O, c/.<fi, with arbitrary scalars baP, then also £ W. 
C o r o l l a r y 2. 10. If F: G1 — G1 is any automorphism, then either F(Bl) = B1 
or F(B1)=B1. 
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P r o o f . If F(Bl)%r, let j be the smallest integer such that NjC\F{Bl) 
contains an element Ha^H with a^^O, x—p — \=j, and with p?±0, x^n. Then 
the second center of N isNn_2<=ApxQ F(Bi). Thus thenilpotencyclass of G1jF(Bi 
^n — 2, whereas class of Gl/Bl is n — l. This is a contradiction, since G^B1^ 
s G ' / ^ f i 1 ) . Thus FiB^QT. Since F induces an automorphism on N j N y , there 
is an ||fla/)|| £F{Bl) with either 0 or Thus either B^FiB1) or 
B^FiB1). If B1QF(B1), but B1 F(B1), then by the last Proposit ion 2. 9, F(Bl) 
would have to contain a group of the form ^ „ " w i t h l g p . However, then F(Bl) 
would not be abelian. A similar argument applies if BlQF(B1) and Bi7iF(Bi). 
The last step in determining the group of automorphisms of Gl is to construct 
an automorphism a:G1-»G1 such that a(B1) = Bi. 
2.11. H o m o m o r p h i s m s o f s e m i - d i r e c t p r o d u c t s . The group Bx is 
embedded in a semi-direct product KX Si <1 G1 consisting of all (k, b) of the fo rm: 
b) V b 
0 k 
bo 
£ K n 
(OTiAeA-; (k,b)(k',b') = {kk',bk'+ b')\ (A', b')dKX B^). 
Similarly B1 is embedded in another semi-direct product KXB1 O G 1 consisting 
of all [k, a] 
1 a 
[k, a] = d i ag ( l , k, ..., k) 
(a = (« , , . . . , «„ ) !£*"; 0 * k£K; [k, a] [k', a'] = [kk, a' + k'a], [k', a'UKXB1)' 
The map KXBt -+KXB1, (k, b)-*[k, b] is an isomorphism. 
The group G is a direct product G = K®G1. Define a map p: G —G1 by: 
g = \\aijHG,p(g) = \\auaoo1\\=aoolI\\alj\\. 
Note that both G1 and G are semi-direct products G = DXN and G1=DlXN. 
D e f i n i t i o n 2. 12. An anti-automorphism x': G-*G is defined by transposing 
around the second diagonal, i .e. by 
g = ||fly|| € G, x'{g) = ||&y||; bij = an_it 
( 0 A n automorphism x:G-*G is defined by x(g) = x'(g~l) for g£G. 
Thirdly, by use of the map p of 2 .11, a m a p a: G —G1 is defined by a(g) =p[o{g)],g£G. 
The matrix with zeroes everywhere but ones on the second diagonal will be 
denoted by P. A superscript t denotes the transpose of a matr ix; —t denotes the 
inverse of the transpose. 
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R e m a r k s . 1. It is asserted that x'(g) = Pg'P, x(g) = Pg~'P, ^(Vfe))-1 
(g(LG). For any matrix g, the matrix Pg is obtained simply by rotat ing g hundred 
eighty degrees about its horizontal axis" of symmetry. Similarly, gP is obtained by 
rotating g hundred eighty degrees about its vertical axis of symmetry. Thus PgP 
is obtained by transposing g about both of its diagonals, the order being immaterial. 
Thus x'(g) = Pg'P. The other two equations follow f rom the fact that P2 = I. 
2. Since G = DXN and G1 = D1XN are semi-direct products, for g=dn\ 
n£N,d = diag (A0, ..., ;.„), ).i £ K; <j(g) =p[x(d)]x(n), where p[x{d)} = diag (1, ANA,..., 
ANAO 1). Thus all elements of the form diag (1, A, A 2,..., A") (A^K) are left invariant 
by cr. 
The main properties of the map a are given by the next proposition. 
P r o p o s i t i o n 2. 13. Let the notation be as in 2. 11 and 2. 12. Then: 
(i) For any g = \\aiJ\\eG, a(g) — (a„„I)Pg~'P. 
(ii) The restriction a\G1:Gi->-G1 is an automorphism. 
(i i i) < j ( K X B 1 ) = K X B 1 . 
(iv) There does not exist an M£Gl(n + l; K) such that for all h £ G1, 
o(h) = M~lhM or o(h) — M~ih~tM. 
P r o o f . Conclusions (i)—(iii) are easily verified using the formula for a given 
in Remark 2 above. For g = diag ( 1 , A 1 , . . . , I J n ^ G 1 , with n£N, determinant g = 
= {AI...A„_l)~iA"„. Thus (iv) follows. 
Finally, we are in a position to combine Propositions 2. 2, 2. 9, and 2. 13 to 
find all automorphisms of G + 1 . 
T h e o r e m I. Let K be any ordered field and G + 1 =A+ XV; Fh / = 0, ...,«; 
$F, /¡, U, and J as in Definition 2. 1 and as in 2. 12. Then: 
(i) <r2 = 1; & is abelian; FQ=Fl...Fn\ F?= 1; a ^ i V =-F„_ ( (/ = 0 , . . . , « ) . 
(ii) The following subgroups of Aut A + X V are semi-direct products: 
{<r} X M X J, FX J, {<r} X J T J \ 
kutA+XV=U®{o}X[PXJ]: 
In particular, 
Aut A+XV TJ , , ^ 
P r o o f . Conclusion (i) is clear, (i) Since F t F j = FjF { , O ^ / j ' S « , and since 
F0 = — FY...F„, it follows that !F is abelian and that F0=F1...FN. The geometric 
characterization of PFT and FTP shows that PFT— FN_IP, I=0, . . . , « . For 
S = H I | € G + i , 
f.Hs)] = Fi{annI){Pg-,P)Fi = (a„nI)P(Fn _ ¡gF„ -¡)~'P = ofo-Kg)]. 
Thus a~1Fi<j =Fn-i, i = 0, ...,n — i. Thus (i) follows; it immediately implies (ii). 
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The situation becomes somewhat simpler if the group A + of the last theorem 
is replaced by A as is done in the next corollary. Its proof is an immediate consequence 
of the remark following Proposition 2. 2. ' 
C o r o l l a r y 2. 14. For any field K, let Gl = AX V, ji, and a be as in 2. 1 and 
2. 12. Let UQAut AXV be the subgroup generated by all ¡1; J denotes the group 
of inner automorphisms of A XV. Then: 
( 0 ° 2 = l > _ . 
(ii) {cr} XJ is a semi-direct product; Aut AX V= u ®{ff} X / . 
3. Subgroups whose images in the quotients of a central series are one dimensional 
In the notation of the previous section 
is both the descending and ascending central series of N; NJINj_l^K"~J, 
j= 0, ..., «— 1. The objective of this section is to characterize all normal subgroups 
W Q N such that each ( w r \ N j ) N j + l I N j + l is a one dimensional A'-vector space. 
D e f i n i t i o n 3. 1. A subgroup P F g N is called K-linear, if it has the property 
that for any k £ K and P£ W, if Pk is the matrix obtained by multiplying every 
non-diagonal entry of P by k, then Pk£ W. For any subgroup JVQN, (which is 
not assumed to be Af-linear) the rank of (Wr\NJ)Nj+1/NJ+1,j = 0,...,n — l,, is 
defined as the number of linearly independent elements over K that it contains. 
E x a m p l e . Let n = 4 and let a, b, c, d, e£K be arbitrary constants. The most 
general abelian subgroup M of N consists of all (x, y, z) where for any x, y,z£K, 
ay + dx z 
cx by + ex 
1 bx ' 
0 1 
Since two elements (x, y, z) and (x', y', z') 6 M multiply according to the rule 
(x, y, z) (x', / , z') = (x + x', y + y' + cxx'f z"), 
(where z" = z + z ' + ab(xy' + x'y) + (ae + db)xx'), it follows that for O^k^K, the 
map M—M, P --Pk is not a homomorphism. However, this map is in general 
for any n a homomorphism for all the normal abelian subgroups of N considered 
here. 
L e m m a 3.2 . (i) If WQN is a subgroup such that (WC\Nj)Nj+{INjJrl 
is a K-vector space for all j — 0, ..., n— 1, then W is K-linear. 





Nilpotent groups and automorphisms 241 
(ii) Let n be the nilpotency class of Gl and suppose that K contains the j-th roots 
of all of its elements for Then if W is a normal subgroup of G' and WczN, 
then W is K-linear. 
P r o o f . Conclusion (i) is easily proved; (ii) follows from (i) and Lemma 2. 4 (iii). 
The subgroup W in the next lemma need not be ^-linear. 
L e m m a 3. 3. Suppose WQN is any subgroup such that: 
(a) W is invariant under inner automorphisms from TiTi; 
(b) (Wr\Nj)NJ+lINJ + 1 is of rank at most one for all j = 0, ..., « —1. 
Then WgT. . . 
P r o o f . For n = \, N^=T. Assuming the lemma to be true for 1, . . . , « — 1, 
it will be proved for groups Wcz N of (n + 1)X(« + 1 ) matrices. Replacing A'' by 
N/Bi and W by WBJB1 and using induction, we obtain that WB1lB1Qr/Bl. 
Thus WQTi. Similarly, WQT1. Thus WQT^r1. Suppose there is a g£W 
of the form 
8 = 








For arbitrary c, k^K we have 
(/ -kEa- ,„)(/- cE01)g(I+ cE01)(I+kEn.Un) 
(aj, bjdK; O^seK). 
1 a a^y — cs z0 
by + ks 
b 
• 1 
(where z0=z — cb1 +kan_1). Since c and k are arbitrary, there are elements h,f£W 
of the form 
1 a 0 Zj 1 a fl„_! z2 




(bl,a„^l,zl,z2^K; bi ^ 0, an„l ^ 0). 
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(where z 3 — -z-{a1bl + ... + a„-lbn_i) — aisbn^i), and 
g-'h^ 











for some z 4 , z5£K. Thus 5 = 0 and WQT. 
N o t a t i o n 3 .4 . Consider a subgroup W with ZQWQT. Its elements will 
be written as [a; z; b], where 
1 a z 
f 
b! 
[a;z; b] = 0 I b a - (a j , .. b = ; aj, bidK 
0 0 1 b„-1 
Then the elements of WfZ and BijZ are canonically of the form [a; 0; b] and 
[a; 0; 0]. There is a homomorphism n1: W/Z—BX/Z defined by nx{[a\ 0; b]) = 
= [a; 0; 0]. Similar remarks apply to TT1 and 2?i/Z. Note that 
[a;z\b]~l =[-a\ a-b-z; —b], a-b = aib1 + ... +on_16„_1) 
[a; 0; b]~l = [-a; 0; -b] in B^Z. 
Note that hypothesis (b) of the next lemma implies that ZQ W. 
L e m m a 3. 5. Suppose the subgroup WQN satisfies: 
(a) W is invariant under inner automorphisms from r1T1.; 
(b) (fVr\Nj)Nj+iINJ+1 is a one dimensional K-vector space, j — 0, ...,«— 1. 
(c) There exists [a; z: b]£ IV with a , ^0. 
Then: 
(i) 7i1 is a bijective isomorphism. 
(ii) There exist linear functionals f \ K"'1 —K, / = 1, ...,«— 1, such that every 
element of W is of the form 
'l t z 
lf,z-,f(t)} 0 I f ( t ) 
0 0 1 
/ i ( 0 
fn-iU) 
6 K" 
P r o o f , (i) In order to show that n l is surjective, it suffices to show that for 
any q in l^q^n — 1, there is an element W of the form 
w = [(0, ...,0,cq,0, ...,0);z;6] 
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for some Or£c q£K. For any c£K, the element ( / + c a f ' F ^ ) - 1 [a; z;b](I+cqa1Elq) 
has the same entries as [a; z; b], except in positions (0, q) and (1, n), where (0, q) 
entry =aq + c (q = 2, . . . , « — 1) and (1,«) entry =b1—ca'[1bq. Thus there are 
u, m"1, r, ru_1 6 W of the form 
M = t (f l i ,0 , ..., 0); 0; (b[, b2, . . - A - , ) ] , 
K - 1 = [ ( - a i , 0 , . . . , 0); fli^i; (•—¿i, - ¿ 2 . •••> ~ V i ) ] , 
r=[(alt 0, ... 0 , c „ 0 , . . . , 0 ) ; 0 ; ( 6 I > 6 2 , . . . , 6 1 1 _ 1 ) ] , 
r w - ^ K O , . . . 0 , c , , 0 , . . . , 0 ) ; z ; ( 5 1 , 0 , . . . , 0 ) ] , 
where 0 ¿ ¿ c q £ K and where, in fact, b\, b'[, 5 l s and z are 
¿>i=61+flr1 + + b"i = b'i-cqaT1bq, 
Bi = ~b"i+bi = - c ^ b g , z = -cqbq. 
Since kernel nl = {[0; 0; bWb^K"-1}, the hypothesis (b) with n\W) = B1jZ imply 
that n1 is a bijective isomorphism. 
(ii) Since an arbitrary element [ i ;0 ; b] 6 WjZ with t, b£ K"~1 is uniquely deter-
mined by its first component t, the functions / 1 ; . . . , / „ _ K " ~ 1 — K are uniquely 
defined by setting ( f ^ t ) , ...,fn-l(t))=b. Let f:K"-i^K"~i be the map f ( t ) = 
= ( / i ( 0 , . . . , / . - i ( 0 ) - Since for any t,t'iK»~\ [t; 0; f ( f ) W , 0; fit')] = 
= [/ + / ' ; 0 ; / ( 0 + / ( / ' ) ] = [t + t'-,0-,f{t + t')], we have f{t + t')=f(t)+f(t'). Since 
by assumption (b) and Lemma 3. 2 (i) the group W is A'-linear, it follows that for 
any c£K and any [t; 0 ; f ( t ) ] £ W / Z , [ct; 0; cf(t)]£W/Z. But [ct; 0; cf(t)] = 
= [ct\ 0 ; f ( c t ) ] ; thus f(ct) = cf(t) and the f\ are ^-linear func t iona l / , : K"~' -+K. 
R e m a r k . The assumption (b) of the last Lemma 3. 5 in conjunction with 
Lemma 3. 3 implies that W^T. Assumption (b) of the last Lemma 3. 5 guarantees 
that there is an element [a; z; W with either ax =^0 or b1 # 0 . Thus hypothesis 
(c) is no real restriction but merely a notational convenience. 
L e m m a 3. 6. Assume that the subgroup W^LN satisfies (b) and (c) of the 
previous Lemma 3. 5 and that in addition W<\N. Then: 
(i) There are a, P£K such that every element of W is of the form 
[tiziiati + ptz, -pt.,0, . . . ,0)] (A, . . . . f ^ K * " - 1 (z£K); 
(ii) If characteristic K = 2, W is abelian. 
(iii) If characteristic K 2, and if in addition W is abelian, then ft = 0 and 
W = B1( a). 
P r o o f , (i) Let [t; z;f(t)]£ W be an arbitrary element with, t€K"'1 and z£K 
For c£K and any indices / and r satisfying — r<iSn — 1, let z'£K 
be defined by 
(1) [t'l z';f(t')) = {I—cEi-r, /)[/; z ; / ( 0 ] ( / + c ^ _ r , ; ) . 
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The inner automorphism has only changed the (0,/), (i — r ,n) , and (0, n) entries 
in the manner indicated in the following diagram: 
i n 
tl + Ct,-r z 
f i - r { t ) - c f M 
Figure 3. 
Thus t j = t j for j ^ i and = + c/ ;_ r. Then equation (1) shows that 
fi-xn=fi-xt)-cm) 
which in turn- implies that 
/ ¡ ( 0 = - / ¡ - r ( 0 , ..., 0, U_r, 0, ..., 0) ( 0 ^ i - r ^ i ^ r i ) , 
where tt_r is in the i'-th position. Suppose / ^ 3 ; for r = 1, 2 the above becomes 
(2) r = 1: №) = - / , _ ! ( 0 , . . . ,0 , 0, . . . ,0), 
/• = 2: /,(/') = —/¡-2(0, ..., 0, 2 ,0 , ..., 0). 
/ 
where and /,_2 are in the /-th position. Since for arbitrary _ x , / ¡ _ 2 £ K , 
/ ¡ ^ ( O , . . , 0, / , . „ 0 , . . , 0 ) = y i . 2 ( 0 , . . . ,0 , i , . 2 l 0 0), it follows that both 
of these are identically zero for all choices of ti-1, /¡_2 6 K; consequently / ¡ s 0 
for ¿ S 3 . The equation fk(t') =fk(t), k^i — r implies that 
M 0 , ...,<>,/,_„ 0, . . . , 0 ) = 0 ( ^ / - r . l s ^ B ) , 
where the /¡_r is in the /-th position. Take a fixed k, l ^ k s n and r — 1; then the 
above equation holds for all /' except i = k +1 and / = 1 . Since fk is linear and t,-rdK 
is arbitrary, this implies that 
/»(>)=/*(>!. • 1) =/*(>i, 0, . . . , 0 , 4 + 1 , 0 , . . . ,0), 
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where the tk+l is in the (k + l)-st position. In particular, for k = 1 there are a, P£K 
such that fi(t) = ati+pt2. But now equation (2) with i — 2 becomes f2(t) = 
= —f(0, tlt0,..., 0) = Thus (i) has been proved. 
(ii) and (iii) If [/; z;f(t)] and [ t ' ; z';f(t')] are arbitrary elements of W, then 
a necessary and sufficient condition that they commute is that 2P(t1t2 — tit2) = 0. 
C o r o l l a r y 3. 7. If K0, AT,, ..., Kn are any multiplicative subgroups of K -. {0}, 
let G(K0, Kt, ..., K„) denote the subgroup of G consisting of all matrices ||ay|| with 
a a f Ki (/ = 0, 1, . . . ,«) . Suppose the subgroup W<\N satisfies the hypotheses of the 
last Lemma 3. 6. Then a. = P = 0 and W=Bl if either one of the following two conditions 
hold: 
(i) K0=KV = ...=Kn_1 ={1}, 
(ii) K0=K2 = ...=Kn = {l}; K^{\},{\, - 1 } . 
In particular, if IV<1 G[, then W=B\ 
P r o o f . Let i/(>i) = d iag ( l , ..., l , k , 1, ..., 1) where is located in the 
*-th row and column. Let w = [ f , z \ ( a t l + p t 2 , —ptl,0,...,Q)]£W, where 
t<iKn~\zdK. Then 
d(n)~lwd(n) = [f,kz-,(kaLti+kpt2, -fit^O, ..., 0)], 
diir'wdii) = [(.iti,t2, ...,t,y,z(k-i*tl +k-ipt2, -pt„0, ...,0)]. 
Thus att +pt2 -k(ati + Pt2), k^ 1 for all t2 £K implies that a = P = 0. Similarly, 
A(aij + pt2) — k~i(ati + pt2) and k2-1^0 also implies that tx = P = 0. 
The next lemma is proved by tedious but straightforward computations; its proof 
is omitted. 
L e m m a 3.8 . For any constant a£K, Bl(a) and Bt(a) are maximal normal 
abelian subgroups of N; B1 and Bt are maximal normal abelian subgroups of G1 . 
The results of this section are summarized in the next theorem. 
T h e o r e m II. Let the notation be as in 2. 1 and 3. 4. Suppose WQN is a sub-
group satisfying: 
(a) W<\N, (b) (WnNj)Nj+1jNj+1 is a one dimensional K-vector space-
for each / = 0, ..., n — \. Then WQT and consequently there exists an. element 
[a; z; b]£tV with either ai or bt ^0. Assume: 
(c) [a;z;b]d W^a^O. 
Then: 
(i) There exist a, PiK such that W consists of all elements of the form 
[f,z-,(atx+pt2, - p t „ 0, . . . ,0)] (teK"~\zdK). 
(ii) If characteristic K = 2, W is abelian. 
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(iii) If characteristic and if W is abelian, then necessarily / ? = 0 and 
W = B\a). 
(iv) If in addition to (a), (b), and (c), W also satisfies (d) W<\ G1, then W=B\ 
In particular, W is abelian. In the other case when bl9i 0, the obvious analogues of 
(¡)—(iv) hold. 
(v) For any a £ K (a = 0 is not excluded), fi'(a) and Bx(rj) are maximal normal 
abelian groups of N; B1 and Bl are maximal normal abelian subgroups of' Gl. 
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