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$i$ .i.d. ( $n$ )
[1] i.i. $d$ .
i.i. $d$ . [2]












Hilbert ( $\langle\cdot|\cdot\rangle$ )
Hilbert
$\mathbb{C}^{d}:=\{[Matrix] a_{i}\in \mathbb{C} (i=1, \ldots, d)\}$
$d\cross d$ $\mathbb{C}^{d}$
1834 2013 77-88 77
$\psi=\{\begin{array}{l}a_{1}\vdots a_{d}\end{array}\}, \phi=\{\begin{array}{l}b_{1}\vdots b_{d}\end{array}\}$
$\langle\psi|\phi\rangle;=\psi^{*}\phi=\sum_{i=1}^{d}\overline{a}_{i}b_{i}$ (1)
$*$ ( ) $-$ (1) $\}\ovalbox{\tt\small REJECT}$
:
$|\psi\rangle;=\psi=\{\begin{array}{l}a_{1}|a_{d}\end{array}\},$ $\langle\psi|;=\psi^{*}=[a_{1}^{-}$ . . . $a_{d}^{-}].$
1 (
) $\rho$ $M=\{M(x)\}_{x\in X}$ $\sum_{x\in X}M(x)=I$ (
$)$ POVM(Positive Operator-Valued Measure) $x$
$\rho$
$M$ $x$









$M(x)^{2}=M(x) , M(x)M(x’)=0 (x,x’\in \mathscr{X} and x\neq x’)$ (3)
$M$ $M(x)$ $d$ Hilbert
$\mathcal{H}$ $\{u_{i}\}_{i=1}^{d}$ $\{u_{i}\}$ $M(i)$ $:=|u_{i}\rangle\langle u_{i}|=u_{i}u_{i}^{*}$
$M:=\{M(i)\}_{i=i}^{d}$ $M$ $\rho$
$M$ $i$










$n$ Hilbert $\mathcal{H}_{i}$ $n$
Hilbert $\tilde{H}:=\mathcal{H}_{1}\otimes\cdots\otimes \mathcal{H}_{n}$ $\mathcal{H}_{i}$ $\mathcal{H}_{i}=\mathbb{C}^{d_{i}}$
$\tilde{H}=\mathcal{H}_{1}\otimes\cdots\otimes \mathcal{H}_{n}=\mathbb{C}^{d_{1}\cdots d_{n}}$
$\rho_{1},$ $\ldots$ , $\rho_{n}$
$\tilde{H}=\mathcal{H}_{1}\otimes\cdots\otimes \mathcal{H}_{n}$
$\rho_{1}\otimes\cdots\otimes\rho_{n}$ $A:d\cross d$
$B$ : $d’\cross d’$
$A\otimes B:=\{\begin{array}{lll}a_{11}B \cdots a_{1d}B| . |a_{d1}B \cdots a_{dd}B\end{array}\}$ : $dd’$ $\cross$ dd’ (6)
(6) $\rho_{1}\otimes\cdots\otimes\rho_{n}$
$n$ $\rho$ $\rho$ $n$
$\rho^{\otimes n}=\rho\otimes\cdots\otimes\rho$ i.i. $d$ . (independent and identically distributed)
$\rho$
$d\cross d$ $\rho^{\otimes n}$ $d^{n}\cross d^{n}$ $n$
i.i. $d$ . $n$ $X^{n}=(X_{1_{\rangle}}\ldots X_{n})$
$n$ $X_{i}$ $\mathscr{X}$ $p$
$X^{n}=(X_{1}, \ldots X_{n})$ $p$ $X^{n}$
$n:=\mathscr{X}\cross\cdots\cross$
$p^{n}(x^{n})=p(x_{1})\cdots p(x_{n})$ where $x^{n}=(x_{1}, \ldots, x_{n})\in \mathscr{X}^{n}$
$\tilde{H}=\mathcal{H}_{1}\otimes\cdots\otimes \mathcal{H}_{n}$ POVM $M_{i}=\{M_{i}(x_{i})\}_{x_{i}\in \mathscr{X}_{i}}$
$\mathcal{H}_{i}$ POVM $\tilde{M}:=M_{1}\otimes\cdots\otimes M_{n}:=\{M_{1}(x_{1})\otimes\cdots\otimes M_{n}(x_{n})\}_{x_{1}\in \mathfrak{X}_{1},\cdots,x_{n}\in \mathscr{X}_{n}}$
$\tilde{H}=\mathcal{H}_{1}\otimes\cdots\otimes \mathcal{H}_{n}$ POVM




$(A\otimes B)(C\otimes D)=AC\otimes BD$ (10)
Tr $[A\otimes B]=$ Tr $[A]$ Tr $[B]$ (11)
(9) $M_{i}$ $\tilde{M}=M_{1}\otimes\cdots\otimes M_{n}$
iid. POVM
$i$ .i.d. $\rho^{\otimes n}$ $\rho$
$\rho$ $\rho$
$i$ .i.d. $\rho^{\otimes n}$
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4 $|.\dot{\ovalbox{\tt\small REJECT}}.d$ .
i.i.d. i.i.d. [2].
i.i.d. $\rho^{\otimes n},$ $\sigma\otimes n$
$\rho\otimes$n $ _{}\sigma\otimes n$
$0,1$ POVM $M^{n}=\{M^{n}(0), M^{n}(1)\}$
$M^{n}(0),$ $M^{n}(1)$ $\rho^{\otimes n},$ $\sigma\otimes n$ 2
$\mathscr{B}-\bullet\bullet_{\overline{n-}}\rho^{\emptyset n}.or.\sigma^{\emptyset n}$
$\backslash -\backslash \vee=-\vee\wedge-_{\backslash \vee}\backslash \cdot.\cdot.\backslash \cdot\backslash -j:\infty_{\dot{u}_{\wedge\underline{\backslash}}\dot{\S}\underline{.}:.\cdot{\}}:\overline{\wedge yA\backslash -*:}$ $\cap$
$\{M^{n}(0), M^{n}(1)\}$ 0(1)
$\rho^{\mathfrak{G}\prime}$‘( $\sigma\emptyset$r‘}
2 : $\rho\otimes$n v.s. $\sigma^{\otimes n}$ 3
$\rho^{\otimes n}$
$\sigma^{\otimes n}$ $\sigma^{\otimes n}$
$\rho^{\otimes n}$
1 2 3
POVM $M^{n}=\{M^{n}(0), M^{n}(1)\}$ $M^{n}(0)+M^{n}(1)=I_{n}$ $M^{n}$
$T_{n}:=M^{n}(0)$ $T_{n}$
$\alpha_{n}[T_{n}]$ $:=$ $Tr$ $[\rho^{\otimes n}(I-T_{n})]=1-$ $Tr$ $[\rho^{\otimes n}T_{n}]$ (12)
$\beta_{n}[T_{n}] :=Tx[\sigma^{\otimes n}T_{n}]$ (13)
$\alpha_{n}[T_{n}],$ $\beta_{n}[T_{n}]$ 1 2
$T_{n}$ $a$ Neyman-Pearson
$S_{n}(a);=\{\rho^{\otimes n}-e^{na}\sigma^{\otimes n}>0\}$ (14)
$A$ $\{A>0\}$
$*$ 1. $A$
$\{\lambda_{i}\},$ $\{|x_{i}\rangle\}$ ( ) $A$









$\{\{A>0\}, \{A\leq 0\}\}$ POVM
Neyman-Pearson $S_{n}(a)$ 1 2 (12),(13)
$\alpha_{n}(a):=\alpha_{n}[S_{n}(a)]$
$=$ Tr $[\rho^{\otimes n}\{\rho^{\otimes n}-e^{na}\sigma^{\otimes n}\leq 0\}]=1-$ Tr $[\rho^{\otimes n}\{\rho^{\otimes n}-e^{na}\sigma^{\otimes n}>0\}]$ (18)
$\beta_{n}(a):=\beta_{n}[S_{n}(a)]$
$=Tr[\sigma^{\otimes n}\{\rho^{\otimes n}-e^{na}\sigma^{\otimes n}>0\}]$ (19)
1 2 $\alpha_{n}(a),$ $\beta_{n}(a)$
1( Neyman-Pearson [11]). $T_{n}$ $a$ $\alpha_{n}[T_{n}]\leq\alpha_{n}(a)$
$\beta_{n}[T_{n}]\geq\beta_{n}(a)$
$\alpha_{n}[T_{n}]$ $\alpha_{n}(a)$ $\beta_{n}[T_{n}]$ $\beta_{n}(a)$
Neyman-Pearson
5
1 2 $\alpha_{n}[T_{n}],$ $\beta_{n}[T_{n}]$ $narrow\infty$
[1,2].
$narrow\infty$
$- \lim_{narrow\infty}\frac{1}{n}\log\alpha_{n}[T_{n}], -\lim_{narrow\infty}\frac{1}{n}\log\beta_{n}[T_{n}]$ (20)
$- \lim_{narrow\infty}\frac{1}{n}\log\alpha_{n}[T_{n}]=R, -\lim_{narrow\infty}\frac{1}{n}\log\beta_{n}[T_{n}]=r$ (21)
$\alpha_{n}[T_{n}]\sim e^{-nR}, \beta_{n}[T_{n}]\sim e^{-nr}$ (22)
$\alpha_{n}[T_{n}]$ $\beta_{n}[T_{n}]$ $\lim$
$\lim$ sup, lim inf $\lim$
1 $\alpha_{n}[T_{n}]$ 2 $\beta_{n}[T_{n}]$
$D(\sigma\Vert\rho):=^{r}b[\sigma(\log\sigma-\log\rho)]$ (23)
2 ( Stein [12]). $R<D(\sigma\Vert\rho)$









(22) $r$ $R$ $0$
$R,$ $r$ $\alpha_{n}[T_{n}],$ $\beta_{n}[T_{n}]$
$R$ $r$
(24) $\{T_{n}\}$ (25) $\beta_{n}[T_{n}]$
$r := \max_{\{T_{n}\}}\{-\lim_{narrow\infty}\frac{1}{n}\log\beta_{n}[T_{n}]|-\lim_{narrow\infty}\frac{1}{n}\log\alpha_{n}[T_{n}]\geq R\}$ (28)
4( Hoeffding [14-16]). $R<D(\sigma\Vert\rho)$ $a$
$r=r(a)= \max\{\theta a-\psi(\theta)\}\theta\in \mathbb{R}$ (29)
$R=R(a)= \max\{(\theta-\theta\in \mathbb{R}1)a-\psi(\theta)\}=r(a)-a$ (30)
$\psi(\theta)=\log$ $Tr$ $[\rho^{\theta}\sigma^{1-\theta}]$ (31)




[17, 18] $2\cross 2$
( 7 )
$n$ $2^{n}\cross 2^{n}$ $V$ $2\cross 2$
$A=\{\begin{array}{ll}a_{11} a_{12}a_{21} a_{22}\end{array}\}$
$VA^{\otimes n}V^{*}$




$\dim A_{k}=n+1-2k$ $m_{k}:={}_{n}C_{k}-{}_{n}C_{k-1}$ ( ${}_{n}C_{-1}:=0$ )
(32) $A_{0}$ $m_{0}=1$ $A_{1}$ $m_{1}$
$\sum_{k}({}_{n}C_{k}-{}_{n}C_{k-1})(n+1-2k)=2^{n}$ (32)
$V$ $A$ $2\cross 2$
$A,$ $B$ $a,$ $b$ :
$V(aA^{\otimes n}+bB^{\otimes n})V^{*}= \bigoplus_{k=0}^{\lfloor n/2\rfloor}\oplus(aA_{k}m_{k}+bB_{k})$ (33)
$V(A^{\otimes n}B^{\otimes n})V^{*}= \bigoplus_{k=0}^{\lfloor n/2\rfloor}\oplus(A_{k}B_{k})m_{k}$ . (34)
$V$




( $n=2$ ). $4\cross 4$ $V$
$VA^{\otimes 2}V^{*}=\{\begin{array}{ll}A_{0} OO A_{1}\end{array}\}$
$\dim A_{0}=3,$ $\dim A_{1}=1$ $m_{0}=m_{1}=1$
$A_{0}$ $[\alpha_{0,ij}]$ (35),(36)












$\beta_{n}(a)$ 1 $\alpha_{n}(a)$ )
(33),(34) $\beta_{n}(a)$ :
$\beta_{n}(a)=Tr[\sigma^{\otimes n}\{\rho^{\otimes n}-e^{na}\sigma^{\otimes n}>0\}]$ (37)
$= \sum_{k=0}^{\lfloor n/2\rfloor}m_{k}^{r}R[\sigma_{k}\{\rho_{k}-e^{na}\sigma_{k}>0\}]$ . (38)





( ) 1. $k$
$(a)$ (35),(36) $\{\rho_{k}\}$ $\{\sigma_{k}\}$
$(b)$ $\rho_{k}-e^{na}\sigma_{k}$ $\{\lambda_{n,k,i}\}_{i}$ $\{v_{n,k,i}\}_{i}$
$(c) \beta_{n,k}(a)=\sum_{\lambda_{n,k,i}>0}\langle v_{n,k,i}|\sigma_{k}|v_{n,k,i}\rangle$













$r(a) := \lim_{narrow\infty}r_{n}(a)$ (42)
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$r_{n}(a)$ $r(a)$
Hoeffding $r$ $(a)$ $r(a)$
$n$ $r_{n}(a)$ $r(a)$ $r(a)$ 4
(29) (31) $\psi(\theta)$ Newton (29)
$\max$
$\rho=U(\frac{\pi}{4})^{*}\{\begin{array}{ll}0.1 00 0.9\end{array}\}U( \frac{\pi}{4}) , \sigma=U(\frac{\pi}{6})^{*}\{\begin{array}{ll}0.95 00 0.05\end{array}\}U( \frac{\pi}{6})$ (43)
$U(\theta);=\{\begin{array}{ll}cos\theta -sin\thetasin\theta cos\theta\end{array}\}$ (44)
$n$ $r_{n}(a)$ $r(a)$ 5
5
$n$ $r_{n}(a)$ $r(a)$
5 $r_{n}(a)$ $r(a)$ 6 $\mathscr{A} _{}\epsilon$ $r_{n}(a)$
$n=100$ $r_{n}(a)$ $\epsilon$ 6 6
58, 77 ( ) $a=1.3,1.9$

















$= Pr\{\frac{1}{n}\sum_{t=1}^{n}\log\frac{p(X_{t})}{q(X_{\ell})}>-D(q\Vert p)-\#n\Rightarrow\}$ (46)
$p,$ $q$
$D(q\Vert p)$ $:= \sum_{x}q(x)\log_{px}\#^{x}$
$X^{n}=(X_{1}, \ldots, X_{n})$ $q$ iid. $q^{n}$
$A_{t}:=\log_{q}\rho^{X_{t}}\mapsto X_{\ell})$









$\rho=U(\frac{\pi}{6})^{*}\{\begin{array}{ll}0.75 00 0.25\end{array}\}U( \frac{\pi}{6}) , \sigma=\{\begin{array}{ll}0.9 00 0.1\end{array}\}$ . (49)
$HA$8000[19]
7 $n$ 7 $\gamma_{n}(y)$ $\gamma(y)$
8 $n$ $\gamma_{n}(y)-\gamma(y)$
8 $n$ $0$ $\rho,$ $\sigma$
1
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