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1. Introduction
An incidence structure is a triple (X, L, ι), where X is a set of points, L is a set of lines, and
ι ⊂ X × L is a set of ﬂags. We say x ∈ X is incident with L ∈ L if and only if (x, L) ∈ ι.
A linear space is an incidence structure (X, L, ι) with the property that every line is on at least
two points and any two distinct points are both incident with exactly one line. In what follows X
(and hence L) are assumed ﬁnite.
Linear spaces appear in another context as pairwise balanced designs, or PBDs. Speciﬁcally, if v is
a positive integer and K ⊂ {2,3,4, . . .} is a set of block sizes, a PBD(v, K ) consists of a v-set X , together
with a set B of blocks, where
• for each B ∈ B, we have B ⊂ X with |B| ∈ K ; and
• every two distinct elements of X appear together in exactly one block.
We will often view linear spaces as PBDs, identifying lines with the respective subsets of incident
points; conversely, we may use terminology from linear spaces (i.e. points, lines, incidence) when
discussing PBDs.
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PBDs and linear spaces. The former is usually approached with a ﬁxed K in mind, whereas the latter
is often approached for special values of v . The additional structures of interest in PBDs and linear
spaces can also differ.
A linear space (X ′, L′, ι′) is a subspace of another (X, L, ι) if and only if X ′ ⊂ X , L′ ⊂ L, and
ι′ = ι ∩ (X ′ × L′). In the terminology of PBDs, we say the former is a subdesign of the latter. This
occurs when any pair of distinct points in X ′ is covered by a unique block in the subdesign. As usual,
such a subspace (subdesign) is called proper if X ′ = X .
The subspace (subdesign) generated by Y ⊂ X is the unique minimal subspace containing Y . The
dimension of a linear space is the maximum integer d such that any set of d points generates a proper
subspace. For instance, the subspace generated by any two points is the line containing them. So
every linear space (X, L, ι) with |L| > 1 has dimension at least two. See [7] for a nice recent survey
of dimension in linear spaces.
It is curious that the property of dimension has seldom made its way into the language of PBDs,
and into design theory in general. However, there are important exceptions.
For example, a Steiner space is a PBD(v, {3}), or Steiner triple system, of dimension at least 3. It is
well known that Steiner triple systems on v points exist if and only if v ≡ 1 or 3 (mod 6). Teirlinck
has settled the existence of Steiner spaces for all but four values of v .
Theorem 1.1. (See [13].) Suppose v ≡ 1 or 3 (mod 6) and v /∈ {51,67,69,145}. There exists a Steiner space
on v points if and only if v = 15,27,31,39, or v  45.
Another important family of linear spaces, especially in design theory, are the Desarguesian pro-
jective spaces. Let q be a prime power and Fq the ﬁnite ﬁeld of order q. Consider the vector space
V = Fd+1q and deﬁne X = {U1, . . . ,U1+q+···+qd } as the set of all subspaces of dimension 1. For each
subspace W ⊆ V denote by BW the set of all U j ∈ X with U j ⊆ W . The set of all BW , dim(W ) 2,
forms the projective space of dimension d over Fq , or PGd(q).
Let L be the set of all ‘lines’ in PGd(q); that is, L is the set of all BW , where W is a 2-dimensional
subspace of Fq . Then X , together with L, forms a linear space of dimension d with 1 + q + · · · + qd
points and with every line incident with exactly q + 1 points. In other words, this is a PBD(1 + q +
· · · + qd, {1+ q}) of dimension d. For d = 2 this linear space enjoys the additional property that every
pair of lines is incident with (intersects in) exactly one point. It should be noted that there exist non-
Desarguesian linear spaces of dimension two; that is, there exist PBD(1 + q + · · · + qd, {1 + q}) not
arising from the construction outlined above.
We hope for at least a modest revival in the study of dimension in design theory. To this end, we
present here a rather straightforward construction of linear spaces with high dimension, and show
that it has some applications of potential interest to design theorists. Speciﬁcally, our motivation is
the following general goal:
(∗) Given a positive integers n s d, construct a linear space (or PBD) with n points,
blocks of size  3, and such that the subspace generated by any d points contains at most
s points.
One easy result along these lines is referenced below. Given a linear space (X, L), a subset Y ⊆ X
induces a linear space (Y , L′), called a truncation of (X, L), where L′ consists of all L ∩ Y , where
L ∈ L and |L ∩ Y | 2.
Lemma 1.2. (See [9].) Let d, e be integers with e  d  2. If a linear space (X, L) is obtained by truncating
PGe(q), then the subspace generated by any d points has size at most 1+ q + q2 + · · · + qd−1 .
2. The main construction
We begin with some deﬁnitions and elementary tools from design theory.
Necessary conditions for the existence of a PBD(v, K ), K a subset of the positive integers, are
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v(v − 1) ≡ 0 (mod β(K )), (2)
where α(K ) = gcd{k − 1: k ∈ K } and β(K ) = gcd{k(k − 1): k ∈ K }. R.M. Wilson proved in [14] that
these conditions are suﬃcient asymptotically in v . That is, there exists a (smallest possible) integer
vmin(K ) such that if v  vmin(K ) and (1) and (2) are satisﬁed, then there exists a PBD(v, K ). For
example, there exists a PBD(v, {3,4,5}) for all v = 2,6,8. So vmin({3,4,5}) = 9. See [6] and the
references therein for this and further information on PBDs and vmin.
A group divisible design with block sizes in K , or K -GDD, is a triple (X, G, A), where G is a partition
of X into groups and A is a set of blocks such that
• for each A ∈ A, we have A ⊂ X with |A| ∈ K ;
• every two distinct elements of X in the same group appear together in zero blocks; and
• every two distinct elements of X in different groups appear together in exactly one block.
A K -GDD on points X , with group sizes in the set H , is equivalent to a PBD on X , with block sizes in
K ∪ H , such that there is a set of blocks with sizes from H partitioning X . More generally, the groups
of a GDD may be ‘ﬁlled’ with PBDs.
Lemma 2.1. If there exists a K -GDD on v points with group sizes in H, and if, for each h ∈ H, there exists a
PBD(h, K ), then there exists a PBD(v, K ).
A transversal design, TD(k,m) is a {k}-GDD with k groups each of size m. In other words, a transver-
sal design is a group divisible design in which all the groups have the same size and each block
intersects each group in exactly one point. It is well known that a TD(k,m) is equivalent to k − 2
mutually orthogonal latin squares (MOLS) of order m. If m is a prime-power, such a set of MOLS is
known to exist for all k m + 1. More generally, it was shown in [5] that the number of MOLS of
order m tends to inﬁnity as m increases. We shall use the notation tmin(k) to denote the least positive
integer such that for all m tmin(k), there exists a TD(k,m). It is clear that tmin(3) = 1 and, based on
the famous result of Bose, Shrikhande, and Parker in [2], we have tmin(4) = 7. From the tables in [6],
tmin(5) = 7 or 11 according to whether or not there exist 3 MOLS of order 10.
Transversal designs can lead to a variety of GDDs via the method of truncation mentioned earlier.
In what follows, the interval of integers {x ∈ Z: a x b} is denoted [a,b].
Lemma 2.2. Let k be an integer with k 5. If there exists a TD(k,m + 1), then for each i ∈ [0,k], there exists
a [3,k]-GDD with i groups of size m and k − i groups of size m + 1.
Proof. Let (X, G, A) be the hypothesized TD, and pick any block A ∈ A. For i < k − 2, pick i
points I ⊂ A and consider the set of blocks B = {A′ \ I: A′ ∈ A}. We claim that B is the block
set of the required GDD on X \ I . For any B ∈ B, we have |B|  3 since |A \ I| = k − i  3 and
|A′ \ I|  k − |A ∩ A′|  k − 1 for A′ = A. Each group intersects I in either 0 or 1 point, and so the
groups upon deleting I have the required sizes.
For i > k− 2, the same set B works, except that the block A \ I now has size 0 or 1 and should be
omitted.
For i = k − 2, we must be careful to delete a set I of i points from distinct groups, but not all in
the same block. (For instance, take a block A = {x1, . . . , xk} with xi in the ith group. Delete the set
I = {y1, x2, . . . , xk−2}, where y1 = x1 is chosen freely in the ﬁrst group.) This choice of I ensures that
|A′ \ I| 3 for any A′ ∈ A. 
A major beneﬁt of GDDs is their use in Wilson’s Fundamental Construction, one case of which we
summarize below. A weighting of a linear space (X, L, ι) is a function w : X → N assigning to each
point of X a nonnegative integer. Call such a w degenerate if the subspace generated by points of
positive weight is proper in X , and nondegenerate otherwise.
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that for any line L ∈ L there exists a K -GDDwith list of group sizes (w(x): x ∈ L). Then there is a K -GDDwith
list of group sizes (w(x): x ∈ X).
In the investigation of Steiner spaces, Teirlinck [13] observed that this construction preserves di-
mension. We present a slight strengthening of this for generated subspaces.
Theorem 2.4. Let (X, L, ι) be a linear space such that any d points generate a subspace of size at most s,
and let w : X → N be a nondegenerate weighting. Suppose that for any line L ∈ L there exists a K -GDD
with list of group sizes (w(x): x ∈ L). Then there is a K -GDD with list of group sizes (w(x): x ∈ X), and
the associated linear space has the property that any d points generate a subspace of size at most ωs, where
ω = max{w(x): x ∈ X}.
Proof. Wilson’s Fundamental Construction proceeds by replacing each point x ∈ X with a group of
w(x) new points. Each line L ∈ L is replaced by the block set of a K -GDD whose groups are the
groups of points replacing those points in L. Now any two points in different groups arise from two
distinct points of X , and so belong to a unique line L ∈ L, and in turn to a unique block of the GDD
used on L.
Likewise, any d points in the resultant GDD arise from d or fewer points in the linear space. In
(X, L, ι), these points generate a subspace Y of size at most s, by hypothesis. We claim that the set
Y ′ of
∑
x∈Y w(x)ωs points resulting from inﬂation of Y form a subdesign of the resulting GDD. As
above, any two points of Y ′ in distinct groups belong to a unique block of the GDD used on the line
through those points in Y . And any two points of Y ′ in the same group are viewed as lying on a block
replacing that group. 
It should be remarked that a better bound on generated subspaces results from more careful con-
sideration of the quantity
max
{∑
x∈Y
w(x): Y is generated by d points
}
,
which we have estimated simply by ωs in Theorem 2.4. Also, the linear space (X, L, ι) in this con-
struction can be taken to be a GDD, with the lines corresponding its groups inﬂated according to the
weighting.
As mentioned earlier, the case K = {3,4,5} is particularly nice with respect to necessary and
suﬃcient conditions on v . For an illustration of the use of Theorem 2.4, we construct PBDs with these
block sizes which address question (∗) with a bound on s independent of v .
Corollary 2.5. Let d  3 and s = 41(4d − 1)/3. Then for v > s, there exists a PBD(v, {3,4,5}) of dimension
at least d. Furthermore, in this PBD, every subspace generated by d points has size at most s.
Proof. The truncation of PGd(4) obtained by deleting a single point results in a {5}-GDD with r =
(4d − 1)/3 groups, each of size 4. Moreover, as in Lemma 1.2, this linear space has the property that
any d points generate a subdesign of size at most s/41.
Let m 10 and give weight m or m+1 to each point of this GDD. There exists a TD(5,m+1) since
tmin(5) 11. So Lemma 2.2 gives a [3,5]-GDD with i groups of size m and 5− i groups of size m+ 1.
By Theorem 2.4, there exists a [3,5]-GDD on x points, where x ∈ [4rm,4r(m+ 1)], and with group
sizes in [4m,4(m + 1)]. Since 4m  9 = vmin([3,5]), we may ﬁll in groups with PBDs having block
sizes in [3,5]. This results in a PBD(x, [3,5]), for all x ∈ [4rm,4r(m + 1)], and such that any d points
generate a subdesign of size at most s(m + 1)/41.
Varying m in [10,40], we obtain a PBD(x, [3,5]) for all x ∈ [40r,164r] such that any d points
generate a subdesign of size at most s. Now repeat the construction for each PGe(4), e  d. Here, the
resulting intervals for x overlap since 164(4e − 1) 40(4e+1 − 1) for all e  3. 
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m interval for v bound on s
3 [252,336] 84
4 [337,420] 105
6 [504,588] 147
7 [589,672] 168
8 [673,756] 189
10 [840,924] 231
3. Extensions
The groups of a GDD can ﬁlled in a somewhat more general way than in Section 2.
Lemma 3.1. Suppose there exists a K -GDD on v points with group sizes in H. Let j  0 and suppose that
for each h ∈ H, there exists a PBD(h + j, K ) having a subdesign of size j. Then there exists a PBD(v + j, K ).
Furthermore, if the ingredient GDD is obtained from Theorem 2.4, then in the resultant PBD any d points
generate a subdesign of size at most ωs + j.
Proof. Let the hypothesized GDD be (X, G, A). The PBD construction is quite standard. Fill groups
in G as before, but place on a single set J of new points a j-point subdesign of each PBD(h + j, K )
used. In the resulting incidence structure on points X ∪ J , any pair of points in J belong to a unique
line contained in J .
Now for the bound on generated subspaces, consider any d points D in the resultant PBD(v+ j, K ).
The groups in G containing D \ J arise from weights ω assigned to some  d points of the under-
lying PBD. So there are at most s groups G1, . . . ,Gs ∈ G corresponding to the generated subspace in
that PBD. We claim that in the resultant PBD,
⋃s
i=1 Gi ∪ J , which is of size  ωs + j, contains the
subspace generated by D . Two points in J deﬁne a line in J . A point in J and a point in, say, G1
deﬁne a line in G1 ∪ J . Likewise, two points in G1 deﬁne a line in G1 ∪ J . Finally, two points in
different groups, say G1 and G2, deﬁne a line in
⋃s
i=1 Gi , by Lemma 2.3 and the subspace bound. 
Note that subdesigns of size j = 0 and j = 1 exist trivially in any PBD.
It may be desirable in some cases to consider (∗) for PBDs with block sizes that are not consecu-
tive. Although we avoid a detailed consideration of such PBDs, one particularly nice construction for
K = {3,5} should be mentioned. Note that the necessary condition for a PBD(v, {3,5}) is simply that
v be odd. This is suﬃcient, and in fact there exists such a PBD with either zero (i.e. a Steiner triple
system) or one (see [10]) block of size 5, according to whether v ≡ 1, 3 (mod 6) or v ≡ 5 (mod 6),
respectively.
Theorem 3.2. If there exists a PBD(u, [3,k]) such that any d points generate a subdesign on at most s points,
then there exists a PBD(2u + 1, {3,5}) such that any d points generate a subdesign on at most 2s + 1 points.
Proof. By the discussion preceding the theorem, we may for each i ∈ [3,k] truncate a PBD(2i + 1,
{3,5}) with respect to some point x not incident with any block of size 5. This leaves a {3,5}-GDD
with i groups of size 2.
Now assign weight 2 to every point of the hypothesized PBD(u, [3,k]), and invoke Theorem 2.4
with the GDDs above. This yields a {3,5}-GDD with 2u points partitioned into u groups of size 2.
Finally, apply Lemma 3.1 with H = {2} and j = 1 to obtain the required PBD. 
A similar approach can be used to obtain PBDs with K = {3,4}. For all i  3, there exists a {3,4}-
GDD with i groups of size three [4]. Use weight 3 on a PBD(u, [3,k]) and apply Lemma 3.1 with
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further details and applications.
An alternative construction with these block sizes arises from Lemma 1.2 with q = 3. The gener-
ated subspace bound can be made very small. However there are restrictions on values of v since
truncation should leave no blocks of size two. One result along these lines is given below. For sets of
integers S, T , deﬁne S + T = {s + t: s ∈ S, t ∈ T }.
Lemma 3.3. Let e  3, and R = {3,4,7,9,10,12,13}. Then for
v ∈ {3d + · · · + 3e: 3 d e}+ R,
there exists a PBD(v, {3,4}) such that every subspace generated by 3 points has size at most 13.
Proof. By Lemma 1.2, it suﬃces to show that there is a truncation of PGe(3) having no lines of size
two and the stated number of points. It is straightforward to check that every r ∈ R is the number of
points of such a truncation Tr of the projective plane PG2(3). (For instance, T10 arises from deleting
3 collinear points, leaving three lines of size 4 and nine lines of size 3.) Now for v = 3d + · · · + 3e + r,
delete from PGe(3) any subspace Y of dimension d − 1  2. Add back a copy of Tr on the points of
some plane of Y . Since Y intersects lines in PGe(3) in zero, one, or all four points, there are no lines
of size two in the resulting space. 
A few sets of values of v are given below.
e set for v bound on s
3 {30, 31, 34, 36, 37, 39, 40} 13
4 {84, 85, 88, 90, 91, 93, 94, 111, 112, 115, 117, 118, 120, 121} 13
5 {246, 247, 250, 252, 253, 255, 256, 327, 328, 331, 333, 334, 336, 337, 354, 355, 358, 13
360, 361, 363, 364}
6 {732, 733, 736, 738, 739, 741, 742, 975, 976, 979, 981, 982, 984, 985, 1056, 1057, 13
1060, 1062, 1063, 1065, 1066, 1083, 1084, 1087, 1089, 1090, 1092, 1093}
It should be mentioned that we have only considered PBDs with certain speciﬁc block sizes. Per-
haps considering larger blocks will result in improved bounds on the size of generated subdesigns.
4. Applications
We describe here some design and graph-theoretic applications of linear spaces which are ‘good’
with respect to (∗). These fall into the categories of coverings, subdesigns, and edge-colourings.
4.1. Strength t coverings
A t-wise balanced design tBD(v, K ) consists of a v-set X , together with a set B of blocks such that
each block is a subset of X with cardinality in K , and
• every t distinct elements of X appear together in exactly one block.
The existence question for tBDs is very diﬃcult, especially for t > 2 and K = {k}. On the other hand,
tBDs have seen numerous uses, from the construction of binary codes to scheduling problems.
One compromise to the diﬃculty of constructing tBDs is the notion of strength t coverings, where
‘exactly’ is replaced by ‘at least’ in the condition above. The goal, then, is given t, K , v , to minimize the
number of blocks in a strength t covering on v points and with block sizes in K . Often, K = {k} has
been considered in previous work on this topic. See [1] for a recent survey of results and connections
to lottery designs.
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Construction 4.1. Suppose there exists a PBD(v, K ) such that every t points generate a subdesign of size at
most s. Then the set of all maximal subspaces which are generated by t points forms the block set of a strength
t covering with v points and block sizes at most s.
Suppose T is a set of t points contained in two or more different blocks of this covering. Then
there exist T ′ = T ′′ with T ⊂ BT ′ ∩ BT ′′ . Therefore, information on intersection sizes of subspaces
leads to an upper bound on the number of t-sets covered more than once.
Example 4.2. Consider v = 975. From the table in Section 3, there is a (dimension six) linear space
on 975 points such that any 3 points generate a subspace of size at most 13. Two such subspaces
intersect in some subset of a line in PG6(3), which has size 4. So only collinear triples of points can
be covered more than once in the covering of Theorem 4.1.
To summarize, there exists a strength 3 covering with 975 points, block sizes  13, and such that
the proportion of triples covered more than once is at most
(4
3
)[# lines]
# triples

(4
3
)(975
2
)
(4
2
)(975
3
) < 0.001542.
Better strength 3 coverings are possible; see [6]. However the generality and ﬂexibility of the con-
struction may be of use in certain concrete applications.
4.2. Enumerating subdesigns in PBDs
We observe that by a simple counting argument, a PBD with condition (∗) has many subdesigns.
Theorem 4.3. Suppose there exists a PBD on v points such that any d points generate a subdesign of size at
most s. Then this PBD has at least⌈(
v
d
)
/
(
s
d
)⌉
subdesigns.
For example, taking d = 3 in Corollary 2.5, there exists PBD(v, {3,4,5}) with at least
v(v − 1)(v − 2)
861 · 860 · 859 = O
(
v3
)
subdesigns. Likewise, by increasing d, it follows that no polynomial bounds the maximum number of
subdesigns of a PBD on v points.
Corollary 4.4. For any polynomial f , there exists v0 such that for v  v0 there exists a PBD(v, {3,4,5}) with
more than f (v) subdesigns.
Similar results for certain other block sizes are possible. Details are left to the reader.
4.3. The Häggkvist numbers L(n, Kn+1) and L(n, Kn,n)
Given a proper edge-colouring γ of a graph G with n colours, let Lγ (n,G) denote the longest
cycle which is two-coloured by γ . Deﬁne L(n,G) = min Lγ (n,G), where the minimum is taken over
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we call the quantity L(n,G) the Häggkvist number for G .
In [11], Häggkvist posed the questions of determining L(n, Kn,n) and L(n, Kn+1), the latter for n
odd. Based on work of Cameron [3], it follows that L(n − 1, Kn) = L(n, Kn,n) = 4 for n = 2k , k  2. It
was shown in [12] that L(n, Kn,n) 2n − 4 for all n /∈ {2,3,5}. In [9], the aﬃne and projective spaces
were used as in Lemma 1.2 to improve this upper bound to poly-logarithmic in n.
Theorem 4.5. (See [9].) For a constant C ,
L(n, Kn,n) C
[
log(n)
]4 ln2+o(1)
.
Less attention has been given to L(n − 1, Kn), but there is a connection with L(n, Kn,n). Given an
edge-colouring of Kn , say with vertex set V , we may ‘inﬂate by two’ to obtain an edge-colouring of
Kn,n on vertex set V ×{1,2}: if edge {x, y} of Kn receives colour c, then the two corresponding edges
{(x,1), (y,2)} receive colour c as well. Edges {(x,1), (x,2)} receive a new colour. It is easy to check
that this transformation at most doubles the length of a bicoloured cycle.
Likewise, one may obtain from an edge-colouring of Kn+1, n odd, an edge-colouring of Kn,n . Pick
a point ∞ in Kn+1, and consider all edges in the same colour class as {∞, x} as having colour cx .
Edges {y, z} of colour cx force edges {(y,1), (z,2)} of colour cx . Finally, {(x,1), (x,2)} receives colour
cx as well. As before, this at most doubles the length of bicoloured cycles. In fact, prolongation of the
associated idempotent latin square yields the above colouring for Kn+1,n+1.
The colouring of Kn,n used in Theorem 4.5 comes from the following geometric construction, re-
stated from [9]. We include a proof for completeness.
Lemma 4.6. Let (X, L, ι) be a linear space on n points with every line on at least 3 points. Let Z denote the
family of subspaces of X which are generated by 3 points. Let m = max(|Z | − |L|), where the maximum is
taken over all subspaces Z ∈ Z and over all lines L in Z . Then there exists a proper edge-colouring of Kn,n with
n colours having no bicoloured cycle of length greater than 2m.
Proof. We consider Kn,n on points X × {1,2}, with X × {i} independent for i = 1,2. Each point x ∈ X
is associated with a colour cx . For each L ∈ L, properly colour the edges of L × {1,2} with colours
{cx: x ∈ L} in such a way that {(x,1), (x,2)} receives colour cx . This can be done with an idempotent
latin square of order |L|, which exists for |L| > 2. The colouring extends in a well-deﬁned manner to
all edges of Kn,n .
It remains to show the bound on bicoloured cycle lengths. Consider the union G of colour classes
cx and cy . Any edge in G must arise in a line through either x or y. Let z ∈ X \ {x, y} and let Z ∈ Z
be the subspace generated by x, y, z. Let L ⊂ Z be the line through x, y. It suﬃces to show that the
vertices of the component of G containing (z,1) or (z,2) belong to (Z \ L)×{1,2}. First, observe that
vertices from L belong to cycles fully contained in L×{1,2}. Now suppose w /∈ Z . If there were a path
in G from (z, i) to (w, j), then there would exist some edge of G , say {(z′, i′), (w ′, j′)} with z′ ∈ Z but
w ′ /∈ Z . But {z′,w ′} generates a line through either x or y. Since z′, x, y ∈ Z , it follows that w ′ ∈ Z ,
a contradiction. 
A similar construction holds for complete graphs. We use the convenient language of PBDs.
Lemma 4.7. Let (X, B) be a PBD(n, {3,5}). Let Z denote the family of subdesigns which are generated by
3 points. Let m = max(|Z | − 3), where the maximum is taken over all subspaces Z ∈ Z . Then there exists
a proper edge-colouring of Kn+1 with n colours having no bicoloured cycle of length greater than m.
Proof. Take Kn+1 on vertices X ∪ {∞}. As in Lemma 4.6, each point x ∈ X is associated with a
colour cx , and here we assign this colour to edge {∞, x}.
For each block B = {x, y, z} ∈ B, assign colour cx to edge {y, z}. Cyclically order each block of size
5 arbitrarily. For such an ordered block (x,a,b, c,d), assign colour cx to edges {a,d} and {b, c}. By the
cyclic ordering, every edge receives some colour in this way.
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Recall that Corollary 2.5 with d = 3 constructs PBD(v, {3,4,5}) with the upper bound s =
41(43 − 1)/3 = 861 on the size of a subspace generated by 3 points. Applying Theorem 3.2 yields
a PBD(v, {3,5}) with subspace bound 2s + 1 = 1723.
So as a simple consequence of the colouring techniques above, we obtain universally constant
upper bounds for the Häggkvist numbers of Kn+1 and Kn,n .
Theorem 4.8. For all n, L(n, Kn,n) 1716. For all odd n, L(n, Kn+1) 1720.
Of course the bounds in Theorem 4.8 are probably not tight, and minor improvements to these
are not of much interest. In fact, it may be that both L(n, Kn+1) and L(n, Kn,n) are eventually either 4
or 6. (It is known that L(5, K5,5) = 10.) One motivation for this guess is as follows. It is shown in [8]
that for any positive integer N there exist inﬁnitely many primes p with proper edge-colourings of
Kp+1 such that the union of any two colour classes induces at least N bicoloured 6-cycles. The fact
that the Häggkvist numbers are universally bounded leads us to mildly believe that, in the absence of
any good reason otherwise, a mixture of bicoloured 4-cycles and 6-cycles is usually possible.
Perhaps more sophisticated use of dimension and small generated subspaces may lead to improve-
ments in the bounds of Theorem 4.8.
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