This paper presents an approach for a posture control method based on the vision-based posture estimation for a redundant manipulator. The redundant manipulator can provide dexterous task capability depending on the environmental information. In this paper, a hybrid motion controller including both a posture controller based on visual feedback and an end-effector motion controller based on encoder signal is proposed. In the proposed posture controller, the manipulator posture is estimated by using a particle filter, only based on the visual information. This means that posture control is completely achieved only by a vision sensor signal in the null space. The control performance of vision-based null space control is experimentally evaluated for several motions using the redundancy. A suitable control model for obstacle avoidance is also proposed by using an optical flow field, which is detected based on the visual information. The validity of the proposed method is evaluated by several experimental results.
Introduction
The redundant degrees-of-freedom (DOF) brings the advantages for manipulators to integrate sophisticated and dexterous functions. For example, the human arm has redundant DOF. While manipulating some object by hand, the human can change the arm posture and avoid the obstacle in the environments. The redundancy may plays an important roll for handling the motion task in the various situations.
In the redundant manipulator system, the flexible utilization of the redundancy is one of the important issues to realize the dexterous motion such as obstacle avoidance, optimal configuration, high manipulability and so on. In the past researches, several optimization techniques using redundancy (1) (2) and manipulability measure or ellipsoid (3) are discussed for more optimized use of the redundancy. The obstacle avoidance using the redundancy is one of the powerful capabilities in the redundant manipulators. The index for evaluating the avoidance capability has been also proposed (4) . By using the vision sensor system, the compliant control method for avoiding the obstacle is developed with considering the contact to the environments (5) . The human support function is a suitable application for redundant robot arm. Because the human-living environments are complicated, the redundancy can provide the flexible change of the arm posture while avoiding some obstacle. The vision sensing can detect many helpful information for motion control and motion planning such as motion estimation, environmental recognition, map building, localization and so on. The vision-based motion control is one of the key technologies for reliable manipulation under human living environments (6) . In order to recognize the environments, the visual sensor is suitable for widely getting the environmental information in surroundings of the manipulator. Recently, many kinds of vision-based control have been proposed for various robotic systems. By using visual information, the motion control between robots and target environments can be designed for more dexterous motion realization. In the field of active vision, the visual navigation is widely employed for autonomous mobile robot control, and the simultaneous localization and mapping (SLAM) is actively discussed recently (7) (8) . In the eye-in-hand/eye-to-hand system, various visual servo techniques have been discussed for the robot manipulators (9) - (13) , and the image-based visual servo control, which is so-called IBVS, is one of typical controller structure in the visual servoing. IBVS can provide the tracking control on the visual image plane. The visual control also contributes to the solutions to several unknown factors such as Jacobian (11) and calibration issue (12) . Furthermore, the multi-camera visual servoing with combining both eye-in-hand and eye-to-hand cameras also has been developed recently (13) . With the development of computing performance, the visual information contributes to the multi-sensor data fusion for various motion systems.
The paper aims to develop the vision sensor fusion into the motion controlling of the end-effector and manipulator posture for kinematically redundant manipulator. However, it is difficult to correctly control the end-effector motion only from visual sensor due to the large computing cost of the image processing and lower frame rate than motion control sampling. In the redundant systems, the motion controller becomes complicated in case that redundancy utilization is considered simultaneously. Therefore, the distributed controller design is one of the approaches for increasing the flexibility of the controller structure (14) . In this paper, the hybrid motion controller including both the posture controller with the visual posture estimation and the end-effector motion controller by using encoder signal is proposed. The camera system is assumed to be mounted externally, and it captures the robot and environment as shown in Fig. 1 . In the posture controller, the manipulator posture is estimated by particle filter (15) only from visual information. That means the control component of the posture control is completely realized only by vision sensor signal in the null space, and it enables the flexible redundancy use according to environmental information. On the other hand, the component of the end-effector motion control is designed by using internal sensors which are encoders, and it can provide fast and precise end-effector motion. In the proposed controller structure, these two control components are completely independent as shown in Fig. 1 . Therefore, the redundancy utility is mainly managed only by software module components, and any bi-directional connection between each sub-system is not required in this approach.
Based on the estimated posture, the performance of several posture control, such as null space damping control, direct posture control and obstacle avoidance, is experimentally evaluated in the paper. In the experimental evaluations, the control model for obstacle avoidance is an unique idea based on the optical flow field which is detected by vision. The model is defined as virtual mechanical dampers which are connected between environments and manipulator. This idea contributes to the direct relationship between them, and can provide the stable avoidance response against an obstacle without any obstacle detection.
The remainder of this paper is organized as followings. the basic structure of the motion controller is presented in Section 2. In Section 3, the posture estimation method using particle filter technique is described. The several posture controls tested by experiments are presented in Section 4. The experimental results are shown in Section 5. Conclusions and future works are described in Section 6.
Motion Controller Structure
The forward kinematics of the manipulator which has n degrees-of-freedom can be expressed as in (1)
where q ∈ R n is a joint position vector, and p ∈ R m is defined as the end-effector position vector. The accelerations of the end position can be obtained after differentiating (1) . The matrix J aco ∈ R m×n is defined as Jacobian matrix, and some redundancy is assumed as m < n. The mathematical solution with respect to the angular acceleration can be obtained from (2) .
where J + aco means the weighted pseudo inverse matrix, and it is defined as J
n means an arbitrary null space input vectors for using redundant degrees.
is null space operator. The first term of right hand side of (3) contributes to the end-effector motion, and second term including null space operator is available to the posture control using the redundant DOF.
In the motion controller, the disturbance observer technique is employed for robust control in acceleration dimension (16) . For controlling the acceleration referencep re f , the angular acceleration can be calculated using the following equation (14) .
Here g/(s + g) in (5) is a 1st order low pass filter with cutoff frequency g. The actual calculations of (5) can be given as follows in case of using velocity signal.p
The accelerationp dis is defined as the disturbance which is estimated by workspace disturbance observer. The block diagram of workspace observer is depicted as shown in Fig. 2 . G LPF (s) means the diagonal matrix including 1st order low pass filter.
In each joint acceleration control, the disturbance observer is also applied for the joint disturbance rejection such as inertia variation, Coriolis and centrifugal forces, frictions and so on (16) . If the observer estimation is assumed to be perfectly correct, the estimated disturbancep dis becomes following equation. (8) into (4), we can find that the calculation (4) Vision-based Posture Control for Redundant Manipulator Naoki Oda et al. The acceleration referencep re f can be given as PD control law as shown in (9) .
where K p and K v are position and velocity feedback gains respectively, and p cmd means command trajectory at the endeffector.
In (4), the termφ in right hand side corresponds to the input for posture control, and it will be completely calculated only from visual information as shown in following sections.
Posture Estimation by Particle Filter
In order to design the posture controller independent of the end-effector motion control, the manipulator posture is estimated only from visual image information. For that purpose, the particle filter is employed for estimating each joint angle. In the field of computer vision, the CONDENSATION algorithm (15) (Conditional Density Propagation) is a popular approach to the target object tracking based on the particle filter. Although the Kalman filter is also one of the solutions to the state estimation, the particle filter based approach is expected for the suitable performance under vision-specific noisy situations such as existing similar featured objects, the influence of shadow and lighting, or temporal occlusions.
In the paper, 3-link planar redundant manipulator is considered for the target manipulator. The coordinate system is defined in Fig. 3 . The state model to be estimated is defined as following variable.
where x t means the state vector of manipulator posture, and it includes each joint angle q 1 , q 2 , q 3 and velocity. The target dynamics model in state space is regarded as constant velocity model for simplicity. 
In (11), F is system matrix, ΔT means sampling interval which is determined by the camera frame rate, and u t is defined as process noise. In the paper, the particle is weighted by using the following likelihood function.
where
The Euclidean distance d hue is defined as the hue difference between actual sensor signal and desired value on the image plane. In our approach, the colored markers are assumed to be attached at the mid joints and end point for simplified likelihood definition. Therefore, the RGB color model is transformed into HSV model, and the hue value is used for evaluating the manipulator posture.
T is defined as the hue vector including the hue values of two mid joints and end position in each particle state as shown in Fig. 4(a) .
At first, the particles are randomly distributed at initial state in Fig. 4 . At next step, the new particle states are predicted by using the dynamics model (11), and each particle is weighted according to the likelihood function (13) . The particles are resampled for next time-step, and after that the predictive move, weighting and resampling are repeated per time step iteratively. The estimation of the manipulator posture can be obtained as mean state vector of the whole particles. Fig. 5 shows some examples of the posture estimation. The number of particles is 1000, and then the estimated posture is depicted as stick line.
Vision-based Posture Control
In the paper, the estimated manipulator posture is utilized in the null space control, and its control availability is experimentally evaluated in several control examples as followings.
Null Space Damping Control
In the null space, the damping effect can be given by this control (17) . The null space inputφ in (4) is calculated as next formulation. whereq vision is estimated joint velocity vector, and D is a diagonal damping coefficient matrix. If there is no inputφ = 0 in null space, the manipulator posture may be changed into unexpected configuration because any constraints are not affected in the null space. Especially, while manipulating the repeating task by end-effector, the unstable drift of the posture will be caused. In such case, the damping effect can provide the stable response for the redundant manipulator.
Direct Posture Control
The joint angle can be controlled directly in the null space. The null space inputφ is given by PD control law as shown in (16) .
where K null p and K null v are position and velocity control gains respectively, and q cmd is a commanded posture. The null space control can be regarded as the lower priority task control than end-effector controller, therefore the control input (16) brings the posture close to the command q cmd while continuing the top priority task of the end-effector.
Obstacle Avoidance Control
As shown in Fig. 1 , the camera system is assumed to be mounted externally so that the field of view covers the workspace of the manipulator. The avoidance against moving obstacle in workspace is one of the meaningful capabilities in the redundant arm. Here we propose an unique control model for obstacle avoidance by using the optical flow vector (OFV). The proposed avoidance method is effective for dynamic obstacle which suddenly moves or comes into workspace of manipulator.
As shown in Fig. 6 , the manipulator is virtually constrained through dampers from all of cell blocks in the workspace. This approach brings the direct relationship between environments and manipulator, and if some object moves in environments, the damping force is affected to the manipulator. As a result, it can provide the avoidance capability against an obstacle without any obstacle detection. Furthermore, the damping effect from environments simultaneously contributes to the stabilized posture response even if the posture estimation includes time delay.
The camera image is divided to small cell blocks, and the optical flow vector is obtained per each block by correlation block matching algorithm between k-1 frame and k frame. An example OFV field is shown as Fig. 7 . The joint velocity u j ( j = 2, · · · , n) can be obtained from OFV near the estimated joint position by particle filtering. Then, according to the damper-based interaction between joint and environments, the virtual force F j ( j = 2, · · · , n) at j-th joint position is calculated as the total sum of the damping force from all cell blocks.
where the vector u i means the OFV of i-th block, and the vector e i is defined as unit direction vector of the corresponding damper as shown in (18).
Here p j is a j-th joint position vector which is obtained by particle filter, and r i is center position of cell block. In (17) , S env means the block set of workspace except for the link area. α is defined as the transformation coefficient from image plane to the actual workspace.
Finally, the inputφ of the posture control can be given as (19).φ
Equation means that the virtual forces are distributed by statics relationship using transposed partial Jacobian J T j . Here the matrix I v is defined as the virtual inertia matrix, and it is available for virtually weighting each joint.
Experiments

Experimental Setup
The total block diagram is depicted in Fig. 8 , and Fig. 9 shows our control system of 3 link planar redundant manipulator for experiments. Each link is 0.3 [m] length, and the joints are actuated through harmonic gear by AC servo motors. The blue colored markers are placed at joints and end position for particle filtering. A monocular CCD camera, which frame rate is 30fps, is attached on top of workspace, and the camera image is captured by Windows PC. The OFV detection and particle filtering are calculated in same PC, and the motion controller of the end-effector is constructed on the VxWorks-OS PC. The input signalφ generated by vision-based posture controller is transmitted to VxWorks PC through Ethernet connection. Then any control signal is not transmitted from VxWorks PC to the posture controller.
Evaluation of the Estimated Posture
The performance of the posture estimation is evaluated at first. While the end-effector is moving along the sinusoidal trajectory, the Fig. 10 . The number of particles is set to 1000, and each estimation is completed in the frame rate (30fps). For comparison, the actual angle detected by rotary encoder signal is also plotted in each figure. From these results, although a minute time delay is appeared, the estimated angle is well tracked on the actual angle.
Although the colored markers are currently employed for using the hue value from HSV color image in the likelihood function, the estimation performance possibly depends on the other object color in the environments. Furthermore, the change of the lighting condition degrades the performance. In the future developments, the dynamic data such as optical flow on the manipulator will be tried to integrate into the likelihood definition for more robust estimation.
Null Space Damping Control
The null space damping control is evaluated here. When the sinusoidal trajectory command p cmd = [0.72, 0.4sin(0.5πt)] T (m) is given to the end-effector controller, the response of each joint angle is plotted in Fig. 11 . Without the damping effect (φ = 0), the manipulator posture is changed with unstable drift while repeating the end-effector task as shown in Fig. 11 . On the other hand with damping control, it is found that the response of the joint angle is sufficiently stabilized.
Direct Posture Control
The posture control Fig. 12(a) . From this result, the manipulator posture was moved in the null space along the commanded joint trajectory. However, the vibrated behavior is included in the response while changing the posture as shown in Fig. 12(b) . That is because the estimation based on the particle filter is taking a while for the convergence, and its dead-time causes the instability in the positional feedback loop of the posture controller. For improving the performance, the higher speed camera system may decrease the estimation delay in future works.
Obstacle Avoidance Control
In the final experiments, the obstacle avoidance control using the damperbased model is verified here. The damping coefficient D in Table 1 is empirically determined. When an obstacle come into the workspace, the avoiding motion is depicted by Fig. 13 . As shown in the results, the smooth and quick avoiding motion is successfully demonstrated. Especially, the joint angle response in Fig. 13(c) does not include the vibrated behavior, because the damper-based dense constraints between manipulator and environments contributes to the motion stability. Since the obstacle detection is not required in this approach, the proposed method can provide the provisional avoiding capability by reflective response against the dynamic obstacle.
The avoidance performance depends on the parameter D. Although the parameter is experimentally determined in the paper, the determination method should be considered in the future developments. The damping force from the obstacle depends on the obstacle size and number, and the avoiding motion response is influenced from the kinematic manipula- 
Conclusions
The paper presented an approach to visual posture control method for redundant manipulator. The manipulator posture is estimated only from visual information by using particle filtering, and it enables the complete integration of the posture controller independent of the end-effector control. The control performance were evaluated in several experimental results. In our approach, the distributed processing and flexible system design can be provided for the redundant motion systems. Especially, the developments of the flexible redundancy use and scheduling according to various environmental situations will be an important issue for human supporting system under human-living environments in the future works.
