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Magnetotransport in antidot arrays 
D. Weiss *, K. Richter ‘, E. Vasiliadou, G. Liitjering 
Abstract 
WC study magnetotransport in lateral two-dimensional superlattices with periods on the order of IO0 nm. 
Pronounced low-field transport anomalies reflect the interplay of two characteristic lengths of the system. the 
cyclotron radius R, and the period a. Measurements at very low ternpcraturcs revcal quantum oscillations. periodic 
in the magnetic field B, which are supcrimposcd upon the commensurability anomalies in the magnctorcsistancc 
I_‘, ). We show that the latter effect can lx interpreted in terms of quantized pet%lic orbits which takes inlo account 
the chaotic nature of the classical phase space 
1. Introduction 
Todays semiconductor technology provides a 
means to confine electrons in “boxes” with 
nanometer dimensions in all three spatial direc- 
tions. Electron transport through these “artificial 
atoms” where the nuclear charge is replaced by 
the confining potential displays unique behavior 
and is used to probe the “atomic levels” of such a 
quantum dot structure [l]. In analogy, the cou- 
pling of quantum dots into a planar artificial 
lattice opens up the possibility to study the physi- 
cal properties of artificial crystals. Just as individ- 
ual quantum dots are characterized by energy 
levels analogous to atomic levels, artificial crystals 
possess a band structure, where the properties of 
the constituent “atoms” are controlled by the 
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superimposed periodic (confining) potential. Two 
examples of possible periodic potential shapes. 
both of them experimentally realized, arc 
sketched in Fig. 1. For a weak periodic potential 
the electron energy (Fermi energy) is well above 
the potential modulation (Fig. la), whereas for a 
strong potential the Fermi energy intersects the 
repulsive potential peaks (Fig. lb). Due to the 
characteristic shape of the latter type of poten- 
tial, complementary to the one used to confine 
electrons in a quantum dot, we call it antidot 
potential [2-41. Such artificial crystals allows one 
to search for qualitatively new phenomena not 
accessible in natural crystals. One prominent ex- 
ample in this context is the fractal energy spcc- 
trum of Bloch electrons in a magnetic field [S-7]. 
Recently, it has been observed that the magnc- 
toresistance p,., displays 1 B-periodic low field 
oscillations when a high-mobility 2DEG is sub- 
jected to a wrak periodic potential [8-l I]. A 
weak (sinusoidal) periodic potential transforms 
the discrete Landau levels into Landau bands 
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Fig. 1. (a) Weak and (b) strong modulation of the conduction band edge in the x-y plane of the two-dimensional electron gas. The 
position of the Fermi energy is depicted by the dotted planes. 
[12,13]. The resulting band structure can be calcu- 
lated perturbatively for both one- and two-dimen- 
sional periodic potentials (see Ref. [7] and refer- 
ences therein). The oscillating bandwidth with 
minima at 2R, = (A - 1/4)a is the origin of the 
observed oscillatory behavior of pxx (and pY,). 
Here, R, is the classical cyclotron radius at the 
Fermi energy or, and A is an integer oscillation 
a) W 
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Fig. 2. Fabrication (schematically) of an antidot array by e-beam lithography (a) and subsequent etching of the holes through the 
2DEG (b). An electron micrograph of a 300 nm square antidot lattice tilted by 45” is shown in (c), a 200 nm lattice in (d). 
index. The picture of Landau band formation 
breaks down in an antidot lattice: the strong 
potential mixes Landau levels with different 
quantum numbers ?I, and a complicated band 
structure emerges. 
Here we summarize our experimental results 
on magnetotransport in antidot arrays and sketch 
our current understanding of the phenomena ob- 
served. For a more complete collection of impor- 
tant related work, we refer to recent review arti- 
cles [14- 161. Before going on to the experimental 
results, it is useful to specify some characteristic 
quantities of the system. Distinct transport 
anomalies stem from the commensurability bc- 
tween the cyclotron radius R, and the period cl. 
In a 2DEG the cyclotron radius. R, = 
h,,3~t1, /eB, is directly connected to the carrier 
density II, and the magnetic field B. In order to 
observe these effects it is necessary that the elec- 
tron mean free path, I, = I’~s. dependent on the 
Fermi velocity I’,. and the Drudc relaxation time 
T, is much longer than the period n. The Fermi 
wavelength A, = , ~TT/H,, which is a measure of 
the extent of the wavefunction at zero field, how- 
ever, is still smaller than the period a which is 
typically between 200 and 400 nm. Hence, elec- 
tron transport can be treated in a semi-classical 
picture where the electrons bounce like balls 
ballistically through the antidot lattice (for re- 
lated phenomena see also Ref. [151). Classically, 
the motion of a particle in an antidot type of 
potential is known to be chaotic [17]. We show 
below that this classical electron dynamics leaves 
distinct marks in the experiments. In terms of an 
artificial band structure we face a situation where 
many bands are occupied; their number increases 
quadratically with the period - u’rz,/3. For anti- 
dot periods larger than the Fermi wavelength A, 
the electrons in such artificial crystals obey semi- 
classical rules. 
2. Fabrication of antidot arrays 
The starting point for the fabrication of lateral 
surface superlattices is a high-mobility two-di- 
mensional electron gas (2DEG) formed at the 
interface of GaAs/AlGaAs heterojunctions. The 
high mobility is an essential ingredient which 
assures that the electron mean free path. I,, is 
much longer than the period u of the superim- 
posed periodic potential. Typical mean free paths 
range from 5 to 10 pm before patterning. The 
nanofabrication process is sketched in Fig. 2. The 
periodic array of antidots is written into the 
PMMA-resist layer by using a highly focused 
electron beam (Fig. 3al. Besides a square ar- 
rangement of antidots with periods from N = 200 
nm to a = 400 nm, we have also fabricated trian- 
gular and rectangular arrays. After development. 
the holes in the PMMA are transferred into the 
heterojunction by reactive ion etching techniques 
[ 181. After etching through the electron gas WC 
expect an effective potential for the electrons 
similar to the one sketched in Fig. lb; the con- 
duction band is bent up at the antidot positions 
(due to charged surface states) and defines for- 
bidden regions for the electrons. The effective 
antidot diameter d consists of the lithographic 
diameter plus a surrounding depletion region 
which can bc reduced by brief illumination [19]. 
The antidot array is part of a conventional Hall 
bar geometry sketched in the top inset of Fig. 31~. 
3. Magnetotransport experiments 
In Fig. 3 we compare the magnetoresistancc 
P , , and the Hall resistance p,, of patterned and 
unpatterned areas of the device. Pronounced 
low-field anomalies dominate the p,, and p, / 
trace of the antidot array in a regime where the 
transport coefficients are usually described by the 
Drude expressions p,, = I~*‘/LJ’II,T, and i), , = 
B/m, with the electron effective mass UI‘“. A 
double peak structure in p,, for B values where 
R, = 0.5~ and R, = 1.50 holds documents strik- 
ing deviations from the simple Drude results. The 
P, I peaks are accompanied by (nonquantized) 
steps in the Hall resistance displayed in Fig. 3b. 
At higher B values where the cyclotron diameter 
becomes smaller than the period U, p, , drops 
quickly, Shubnikov-de Haas (SdH) oscillations 
commence, and p,,, begins to display quantized 
Hall plateaus. In this high field regime the traces 
of patterned and unpatterned segments becomc 
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essentially identical indicating that the intrinsic 
high mobility is preserved between the antidots. 
At zero field, however, the mobility is limited by 
scattering off the antidots and the corresponding 
mean free path becomes comparable to the anti- 
dot spacing a. A remarkable anomaly in the 
PXy-trace is the quenching of the Hall resistance 
close to B = 0; the magnified quench is displayed 
in the inset of Fig. 3b. We address this effect in 
more detail below. 
The number of peaks and steps resolved in the 
low B regime critically depends on the effective 
diameter d and the period a of the antidots. The 
zero-field resistance is directly controlled by the 
normalized cross section d/a and the carrier 
density n,. In Fig. 4 we compare the magnetore- 
B IT) 
Fig. 3. (a) Magnetoresistance and (b) Hall resistance in pat- 
terned (solid line) and unpatterned (dashed line) sample 
segments at 1.5 K after brief illumination. In the patterned 
segment, ns (determined from the periodicity of the Shub- 
nikov-de Haas oscillations at higher 8) is slightly higher after 
illumination (n, = 2.4X 10” cm-*). The arrows mark mag- 
netic field positions where R, /a = 0.5 and 1.5. Top inset of 
(b): Sketch of the sample geometry. Bottom inset: Magnifica- 
tion of the quench in pxY about B = 0. From Ref. [4]. 
Fig. 4. Low-B anomalies from three different samples, For 
smaller d/a more structure in pxx evolves. All peaks in trace 
3 can be ascribed to commensurate orbits around 1, 2, 4, 9 
and 21 antidots, as is sketched in the inset. Corresponding 
R, /a values, marked by arrows, are 0.5, 0.8, 1.14, 1.7 and 
2.53, respectively. The dashed arrow for trace 2 marks the 
position of an unperturbed cyclotron orbit around four anti- 
dots (R, /a = 1.14). The shift of the corresponding resistance 
peak towards lower B indicates the deformation of the cy- 
clotron orbit in a “soft” potential [17]. From Ref. [4]. 
sistance curves of three samples with periods 
a = 200 nm (top trace) and a = 300 nm (bottom 
traces). In curves with smaller zero-field resis- 
tance a progressively greater number of peaks 
becomes resolved. Sample 3 exhibits the largest 
sequence of new pxx peaks and pXY plateaus. At 
each peak, R, can be associated with a commen- 
surate (circular) orbit encircling a specific num- 
ber of antidots sketched in the inset of Fig. 4. 
Although the low-field maxima in trace 3 are well 
described by unperturbed circular cyclotron or- 
bits, the simple orbit analysis fails to explain the 
prominent low B peak in curve 2: the R,/a value 
of N 1.5 deduced from the peak position at 
N 0.18 T is not commensurate with the lattice. 
Model calculations show that this distinct peak 
stems from electrons on chaotic trajectories 
trapped on paths around four antidots 1171. Com- 
pared to the free electron case our the “orbit- 
around-four-antidots-peak” is shifted towards 
lower B and provides a first experimental signa- 
ture of chaotic electron dynamics. 
The sequence of peaks observed in experiment 
reflects the geometry of the antidot lattice. In 
Fig. 5 we display pJI data taken from a rectangu- 
lar and hexagonal antidot lattice; a characteristic 
sequence of peaks reflects the particular “crystal- 
lographic” arrangement of the antidots. In a rect- 
angular lattice the magnetoresistance strongly de- 
pends on the direction of current flow as can be 
seen from the data in Fig. 5a. The peak corre- 
sponding to an orbit around one antidot can only 
be probed if the current flows along the larger 
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Fig. 5. (a) Magnetoresistance in a rectangular (u, = 790 nm. 
U, = 410 nm) and (b) hexagonal (a = 410 nm) antidot array. In 
(a) “L” and “S” indicate the direction of current flow with 
respect to the long and the small period of the lattice as is 
sketched in the inset. B-positions corresponding to free cy- 
clotron orbits around I, 2, 3 and 6 antidots for R, /u = 0.5, 1. 
I .S and 1.83, respectively, are marked. In the hexagonal lattice 
(b) arrows mark orbits around 1, 3 and 7 antidots at R,/a 
values 0.5, 0.87 and 1.37. 
A 
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Fig. 6. Quenching of I,, ~ around B = 0 for three samples with 
different periods II. For the sample with the smallest period 
~1 = 200 nm we find the quench over a R-range of nearly I T. 
High field pr;, -data (in unit5 of h/r,“) of sample I up to 7 T 
are displayed in the inset. Sample 3 exhihits a negative slope 
of o,r around B = 0 indicating electron motion oppo\itc, to 
the Lorentz force. 
lattice constant. The transport anomalies in such 
rectangular antidot lattices have been studied by 
Schuster et al. [20]. The magnetoresistance in a 
hexagonal lattice, displayed in Fig. 5b, shows 
peaks when the cyclotron orbit fits around 1, 3, 
and 7 antidots (see also Refs. [21,22]), hence 
reflecting the most stable commensurate orbits in 
this geometrical arrangement. 
The quenching of the Hall resistance in anti- 
dot lattices came as a surprise. While such 
quenching has been observed in small, m~sso- 
scopic junctions where the electron motion be- 
tween the sample boundaries can take place bal- 
listically [23], the antidot array itself is macro- 
scopic: its dimensions are large compared to I,. 
In Fig. 6 we display the data of three antidot 
samples with different periods (but with compa- 
rable antidot diameter): the magnetic field range 
over which the Hall resistance is quenched dc- 
creases with increasing lattice constant. For a = 
400 nm the pY trace around B = 0 becomes very 
close to the result expected from the Drude for- 
mulas. The quenching of the Hall resistance is 
just another example which underlines the impor- 
tance of the classical chaotic electron dynamics 
discussed in the next section. 
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4. Pinball model and chaotic electron dynamics 
The fact that some of the peak positions in pXX 
can be associated with circular commensurate 
orbits has stimulated an explanation based on a 
modified Drude picture, denoted as the pinball 
model [4]. Such a semi-classical description is 
supported by the experimental fact that the trans- 
port anomalies reported so far continue to be 
manifested up to high temperatures T - 50 K. 
The basic assumption of the model is that elec- 
trons on commensurate orbits do not contribute 
to transport since they are trapped for a long 
time in the vicinity of an antidot. For such im- 
paled orbits the repulsive potential at each anti- 
dot provides a local restoring force against drift 
induced by electric fields. The “removal” of an 
electron from transport requires a long lifetime 
of an electron on a pinned orbit, obtained when 
the mobility between the antidots is preserved. In 
this picture, the “reduction” of the carrier den- 
sity for commensurate magnetic fields increases 
both px, and pxy. The model involves three dif- 
ferent pools of electrons: pinned, scattered, and 
drifting ones which are sketched in Fig. 7a. While 
the fraction fP of pinned orbits reduces the car- 
rier density for commensurate B, the fraction of 
scattered electrons, f,, carries the current at low 
B. These electrons scatter as in a pinball game; 
their scattering time 7’ is of the order u/vF. At 
higher B, both pinned and scattered trajectories 
die out and become replaced by drifting ones 
which, due to the suppression of backscattering 
sketched in Fig. 7b, are characterized by the 
intrinsic scattering time T z=- 7’ of the 2DEG. 
This is the origin of the pronounced negative 
magnetoresistance observed in experiment when 
R, becomes smaller than a/2. The size of the 
different fractions depends on the magnetic field 
and has to be determined numerically. For these 
calculations we assumed a hard wall potential: 
hence the electrons between the antidots move 
on circles or arcs with cyclotron radius R,. Each 
pool of carriers is characterized by a specific 
Drude resistivity. In a patterned sample each 
contingent contributes to the total resistivity 
which is obtained from the inverted sum of the 
individual conductivity tensors [4]. The result of a 
0 
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Fig. 7. (a) scattered (s), pinned (p) and drifting (d) trajectories. 
(b) Trajectories which connect neighboring antidots are sup- 
pressed once the cyclotron radius R, becomes smaller than 
(a - d)/2. The suppression of backscattering is the origin of 
the negative magnetoresistance observed in experiment. (c) 
Calculated pXI and pxY traces for the parameters of sample 3. 
Features attributed to orbits around 1, 2 and 4 antidots (at 
R, /a = 0.5, 0.8 and 1.14) are most prominent. The top axis is 
given in units of the normalized cyclotron radius ?, = R, / a. 
From Ref. [4]. 
model calculation with parameters relevant for 
trace 3 of Fig. 3 (d/a = l/3) is shown in Fig. 7c. 
Remarkable similarities with the experiment are 
evident: the commensurability effects associated 
with orbits around 1, 2, and 4 antidots are quite 
prominent in both pxx and pxy. 
Not explained by the model, however, is the 
magnetic field position of the low B peak of 
sample 2 in Fig. 3 and the quenching of the Hall 
effect. This is due to the omission of an essential 
ingredient in our model: the finite slope of the 
potential around each antidot which causes devi- 
ations from a circular cyclotron motion. The pin- 
ball model works as long as the length over which 
the antidot potential varies is small compared to 
a - d: then deviations from strictly circular trajec- 
tories occur only in the immediate locale of each 
antidot. For larger d/a (higher zero field resis- 
tance) the validity of the pinball model becomes 
more and more questionable. In general, the 
electron dynamics in a “soft” antidot potential 
can not be described in terms of circular cy- 
clotron motion characteristic for conventional 
electron gases in the limit O,T =-> 1 (w, = eB/m “: 
cyclotron frequency). One way to obtain informa- 
tion about the electron dynamics is to solve the 
classical equations of motion in a model antidot 
potential. Using such an approach Lorke et al. 
[24] calculated the conductivity tensor from the 
Einstein relation. Fleischmann, Geisel and Ketz- 
merick (FGK) applied a Kubo-type ansatz [171. 
Using a model potential U(x,y) = ~,Jsin(~x/a) 
sin(Ty/a)18 sketched in Fig. Xa they start from 
the classical Hamiltonian 
H=EF= &.(P-‘d)‘+U(l>YJ (1) 
tp is the electron momentum and A the vector 
potential) and integrate the Hamiltonian equa- 
tions of motion. The numerical results are trajec- 
tories x(t), y(t), and corresponding velocities 
l,,(t) =X, l.,(t) = jl [171. The phase space is gener- 
ally divided into regions with regular cyclotron- 
like motion and chaotic motion. This is illustrated 
r 
i 
Fig. 8. (a) Antidot model potential. The steepness of the potential is controlled by the parameter p; here: /3 = 4. (b) Phase space 
map showing regions of regular and chaotic motion. The point in the center represents an intersection with with a cyclotron-type 
orbit of radius - 0.5~ around one antidot at (x,y) = (0.0). (c) Real space trajectories for an incommensurate CR, = a) and Cd) 
commensurate (2R, = a) magnetic field value [2X]. 
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in the Poincare surface of section (y, uY> at 
x(mod a) = 0 in Fig. 8b; an island of regular 
motion is clearly distinguishable from the sea of 
chaotic motion. The points surrounding the sta- 
ble island stem from one chaotic electron trajec- 
tory scattered throughout the antidots lattice. 
Figs. 8c and 8d display chaotic real space trajec- 
tories close to the island of regular motion for an 
incommensurate and commensurate magnetic 
field value, respectively. The electrons within the 
stable island behave as the pinned electrons of 
our simple pinball model: they do not contribute 
to transport [17]. Surprisingly, however, Fleisch- 
mann et al. found that it is not primarily pinned 
orbits but chaotic trajectories whirling around the 
antidots (displayed in Fig. 8d) at commensurate 
B’s which are responsible for the emergence of 
the pXx peaks. Their contribution to the conduc- 






e-'/'<ci(t)r~j(0)) dt. (2) 
The indices i, j stand for x or y and the bracket 
denotes averaging over phase space. The integral 
is taken only over chaotic trajectories. Note that 
the unperturbed chaotic motion is “cut off’ by 
the intrinsic scattering time 7. Straightforward 
evaluation of equations based on Eq. (2) results 
in pXX [I71 and pxy traces [25] which can be 
compared with experiment. The classical electron 
dynamics leaves distinct marks found in experi- 
ment. The shift of the “orbit-around-four-anti- 
dots-peak” (Fig. 3, trace 2) towards lower mag- 
netic fields can be reproduced within the FKG 
model, and reflects “squeezed” orbits around four 
antidots, connected to an augmented cyclotron 
frequency. The FKG model also successfully de- 
scribes the quenching of the Hall effect: the sup- 
pression of the Hall voltage is due to trajectories 
channeling over many periods in positive and 
negative direction along the main axes of the 
(square) antidot array. This guiding, and there- 
fore the quenching, is less significant if the lattice 
is more open (larger periods, see Fig. 6). The 
calculated Hall resistance pXY involving the 
chaotic trajectories via Eq. (2) shows a quenching 
of the Hall effect and even a negative Hall resis- 
tivity (due to preferential scattering) as in experi- 
ment [25]. 
5. Magnetotransport experiments: quantization of 
periodic orbits 
The magnetotransport experiments described 
in the previous sections were carried out at tem- 
peratures where quantum effects in the low mag- 
netic field range in which the commensurability 
effects dominate were negligible. In this section, 
we explore transport in a temperature regime 
where the quantization of classical electron mo- 
tion comes into play [26,271. Measurements of pXX 
at T = 0.4 K display quantum oscillations super- 
imposed upon the low B resistance anomalies. 
Corresponding data for sample 1 with d/a = 0.5 
are shown in Fig. 9a, where we compare pXX from 
both patterned and unpatterned sample seg- 
ments. In the unpatterned part, l/B-periodic 
Shubnikov-de Haas (SdH) oscillations reflect the 
Landau energy spectrum. The quantum oscilla- 
tions in the antidot segment reveal quite different 
behavior. The oscillations are periodic in B with 
a period A B =: 0.105 T = h/es’ corresponding to 
the addition of approximately one flux-quantum 
through the antidot unit cell. At 4.7 K, the quan- 
tum oscillations are smeared out while the char- 
acteristic pXX peak at 2R, = a, attributed to 
trapped electrons whirling around one antidot 
(see Fig. 8d), persists. The oscillations periodic in 
B dominate only the low B regime (2R, > a - d); 
at high B, the sample behaves as if unpatterned, 
and pXX displays minima which are l/B-periodic 
reflecting quantization of essentially unperturbed 
cyclotron orbits (Fig. 9a, left inset). In Fig. 9b we 
plot the oscillation index 17 for both the high and 
low field regime versus inverse magnetic field 
positions of the pxX minima. At high B, 77 is the 
filling factor v = n,h/eB counting the number of 
occupied (spin-split) Landau levels. At low B the 
antidot potential strongly mixes different Landau 
levels and the filling factor looses its physical 
meaning. 
Deviations from a linear l/B dependence in 
Fig. 9b can be assigned to the periodic orbits 
shown for an intermediate and low B value in the 
insets of Fig. 9b. These orbits pIay a central role 
in explaining the positions of the p,, extrema. 
This is evident from the calculated action S(B) 
(see below) of these orbits, displayed in Fig. 9b. 
B-periodic oscillations as shown in Fig. 9a, how- 
ever, are not an inherent property of antidot 
B(T) 
Fig. 9. (a) pl, measured in the patterned (top traces) and 
unpatterned (bottom trace) segment of the same sample for 
T = 0.4 K (solid lines) and 4.7 K (dashed line). The left inset 
displays the pxx trace from the patterned segment up to 10 T; 
the filling factor Y = 2 is marked. At high B, the emergence of 
SdH oscillations reflects the quantization of essentially unper- 
turbed orbits. Right inset: sketch of the sample layout. (b) The 
triangles mark all (up to 10 T) l/B positions of the p,, 
minima. At high B the resistance minima lie equidistant on 
the l/E scale; at low B the spacing becomes periodic in B. 
Solid, dashed and dotted lines are calculated reduced actions 
it(B) of orbits (a) (b) and Cc), respectively. These orbits are 
shown for l/B 0.6 T-’ (top) and l/B=2.7 T-’ (bottom 
inset). The potential steepness in the calculation was p = 2. 
From Ref. [26]. 
z 
0 I L’ 
Fig. 10. I,, , and Ap, 1 (arbitrary units) vs. I/R. The oscilla- 
tion index 7 labels pr, minima positions on the I/B scale 
(triangles). Dashed line: Calculated action L?(sl) for an orhit 
between four antidots. Solid line: ,‘?((R) for electron encom- 
passing one antidot. From Ref. [26]. 
arrays. Data taken from a supcrlattice with 
smaller d/a = 0.4 are shown in Fig. 10. In con- 
trast to the data of Fig. 9a the ,o,~ minima are 
periodic in I/B over nearly the entire field range 
but display similar deviations for intermediate B 
where the low field anomalies begin to disappear 
(between 0.6 and 1 T). Again, the experimental 
data are best described by the action calculated 
for an orbit between four, and around one, anti- 
dot. The crossover from B-periodic to l/B-peri- 
odic oscillations, dependent on the normalized 
cross section d/a, together with the fact that the 
antidot array is much larger than the phase 
breaking length in a 2DEG [291, suggest that the 
B-periodic oscillations observed in experiment are 
not the usual Aharanov-Bohm oscillations ob- 
served, for example, in metal rings. This picture is 
in contrast to previous work [ 14,301. In the follow- 
ing we assume that, as usual for quantum trans- 
port, pr, a d2(E,B) probes the electron density 
of states d(E,B) at the Fermi energy eF; [31]. 
To obtain information about d(E,B) one can 
go through quantum mechanical calculations [32] 
and obtain complicated spectra which are hard to 
interpret. Another approach is to use the method 
of semi-classical quantization of chaotic systems 
developed by Gutzwiller and others [331. The 
problem to be solved is to quantize the electron 
motion in a classical phase space dominated by 
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chaotic trajectories like the ones displayed in 
Figs. 8c and 8d. It turns out that a smoothed 
density of states of such a chaotic system can be 
obtained from its periodic orbits. The orbits which 
turned out to be relevant in our system (see Refs. 
[26] and references therein) are displayed in the 
insets of Fig. 9b. Due to finite temperatures and 
impurity broadening effects we need to consider 
only the shortest periodic orbits. Note that these 
orbits are of negligible measure in a sea of non- 
periodic motion. The periodic orbits cause a 
modulation of d(E,B) with maxima given by the 
quantized action 
S(B) = $( m*v +eA) dr 
=m* P v dr - eB&‘( B) = 2rrfiN, (3) 
where N = (n + y/2 + a/4) contains the quan- 
tum number n, the winding number y and the 
Maslov index LY. B&‘(B) in Eq. (3) is the enclosed 
flux through a periodic orbit and v is the electron 
velocity given by Eq. (1). To compare with experi- 
ment we calculate the reduced action S(B) 
S(B) 
g(B) ~2~ - r(B)-;-1=2n; 
n=l,2, . ..) (4) 
where 2n now labels minima in d(E,B). Note, 
that the y-axis of Figs. 9b and 10 represents S, 
where even 77 are described by Eq. (4). At high 
B, 2n is the filling factor V. The calculated traces 
of l?(B) are shown in Figs. 9b and 10. The three 
periodic orbits, displayed in the insets of Fig. 9b, 
are sufficient to explain the minima positions of 
pXX These are (i) an orbit between four antidots, 
denoted as (a), (ii) an orbit around one antidot, 
(b), and (iii) orbit (c) emerging from a bifurcation 
of orbit (b). 
The S(B) curves in Fig. 9b and 10 differ in the 
steepness of the model potential; we use B = 2 
and d/a = 0.5 for the solid, dashed and dotted 
lines in Fig. 9b, and B = 4 and d/a = 0.4 for the 
traces in Fig. 10. Since d/a values are taken from 
the experiment [4] B is the only free parameter. 
The magnetic field dependence of S(B) can be 
explained in a simplified approach evaluating the 
B dependence of the enclosed area JZZ. For un- 
perturbed cyclotron motion S(B) = eBM holds, 
s!(B) = TRE scales with l/B’, and l/B-periodic 
resistance oscillations result. At high B, orbit (a> 
is essentially unperturbed and in this realm oscil- 
lations periodic in l/B are prominent in Figs. 9b 
and 10. At lower B where 2R, is comparable to 
the period a, an essentially unperturbed cy- 
clotron motion requires a sufficiently “open” an- 
tidot lattice (small d/a, large B>. l/B-periodic 
oscillations between l/B = 1.3 T-r and 2.5 T-r 
in Fig. 10 document such behavior. Deviations 
from d(B) a l/B2 destroy the l/B-periodicity: 
smaller action is caused by impeding the expan- 
sion of a cyclotron orbit. B-periodic oscillations 
result when ZZ? is independent of B. This condi- 
tion is closely fulfilled by orbit (b) calculated for 
B = 2, d/a = 0.5 and shown in the bottom inset 
of Fig. 9b. This trajectory encloses an area N a2 
causing the B-periodic oscillations with AB = 
h/es* displayed in Fig. 9a. 
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