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Abstract—In millimeter-wave communication systems with
large-scale antenna arrays, conventional digital beamforming
may not be cost-effective. A promising solution is the imple-
mentation of hybrid beamforming techniques, which consist of
low-dimensional digital beamforming followed by analog radio
frequency (RF) beamforming. This work studies the optimization
of hybrid beamforming in the context of a cloud radio access
network (C-RAN) architecture. In a C-RAN system, digital
baseband signal processing functionalities are migrated from
remote radio heads (RRHs) to a baseband processing unit
(BBU) in the ”cloud” by means of finite-capacity fronthaul links.
Specifically, this work tackles the problem of jointly optimizing
digital beamforming and fronthaul quantization strategies at
the BBU, as well as RF beamforming at the RRHs, with the
goal of maximizing the weighted downlink sum-rate. Fronthaul
capacity and per-RRH power constraints are enforced along with
constant modulus constraints on the RF beamforming matrices.
An iterative algorithm is proposed that is based on successive
convex approximation and on the relaxation of the constant
modulus constraint. The effectiveness of the proposed scheme
is validated by numerical simulation results.
Index Terms—Cloud-RAN, mmWave communication, hybrid
beamforming.
I. INTRODUCTION
Millimeter-wave communication technology has the poten-
tial not only of alleviating the bandwidth shortage but also
of enabling the deployment of large-scale antenna arrays (see,
e.g., [1]–[3]). However, it may be impractical to equip every
antenna of a large array with a radio frequency (RF) chain due
to the cost considerations and hardware limitations. Hybrid
beamforming techniques, whereby the beamforming process
consists of a low-dimensional digital bemforming followed by
analog RF beamforming, has emerged as an effective means
to address this problem (see, e.g., [3]–[8]).
In this work, we study the application of hybrid beamform-
ing to the cloud radio access network (C-RAN) architecture
(see, e.g., [9]). In a C-RAN, the baseband signal processing
functionalities of the remote radio heads (RRHs) are migrated
to a baseband processing unit (BBU) in the ”cloud”, which is
connected to the RRHs via fronthaul links. As a result, C-RAN
can implement effective interference management techniques
owing to centralized cloud processing and can reduce the
cost for deploying and operating the RRHs [9]. However, one
of the significant challenges to realize these benefits is the
Fig. 1. Illustration of the downlink of a C-RAN with hybrid digital and analog
processing.
capacity limitation of the fronthaul links that connect the BBU
to the RRHs. To resolve this issue, some advanced fronthaul
compression techniques were studied in, e.g., [10] and [11].
In this work, we tackle the problem of jointly optimiz-
ing digital baseband beamforming and fronthaul compression
strategies at the BBU along with RF beamforming at the RRHs
with the goal of maximizing the weighted downlink sum-rate.
Fronthaul capacity and per-RRH transmit power constraints
are imposed, as well as constant modulus constraints on the RF
beamforming matrices, which consist of analog phase shifters.
After formulating the problem, which turns out to be non-
convex, we propose an iterative algorithm that is based on
successive convex approximation and on the relaxation of the
constant modulus constraint. Numerical results are provided
to validate the effectiveness of the proposed algorithm.
The paper is organized as follows. In Sec. II, we present the
system model for the downlink of a C-RAN with hybrid digital
and analog processing and with finite-capacity fronthaul links.
We describe the problem of weighted sum-rate maximization
in Sec. III, and we propose an iterative algorithm to tackle the
problem in Sec. IV. Numerical results are presented in Sec. V,
and the paper is closed with the concluding remarks in Sec. VI.
Notations: Boldface uppercase, boldface lowercase and nor-
mal letters indicate matrices, vectors and scalars, respectively.
The circularly symmetric complex Gaussian distribution with
mean µ and covariance matrix R is denoted by CN (µ,R).
The set of all M ×N complex matrices is denoted as CM×N ,
and A(i, j) denotes the (i, j)th element of a matrix A. The
Hermitian transpose of a matrix A is denoted by AH .
II. SYSTEM MODEL
As illustrated in Fig. 1, we consider the downlink of a C-
RAN where a BBU communicates with NU single-antenna
UEs through NR RRHs, each equipped with M transmit
antennas [9]. We assume that the ith RRH is connected to the
BBU via an error-free fronthaul link of capacity Ci bps/Hz
[10], and that each RRH is equipped with N < M RF
chains due to cost limitations. This means that fully digital
beamforming across the M transmit antennas of each RRH is
not allowed [3]–[8]. For convenience, we define the notations
R , {1, . . . , NR}, K , {1, . . . , NU}, M¯ , NRM , and
N¯ , NRN .
We assume that the signal processing strategies of the BBU,
the RRHs and the UEs are jointly managed by the BBU based
on the global channel state information (CSI) reported from the
RRHs by means of the fronthaul links. Each RRH can obtain
its local CSI via feedback on the uplink in a frequency division
duplexing system [12] or uplink channel training in a time-
division duplexing (TDD) system [13]. In this work, we focus
on the perfect CSI case such that the CSI reported to the BBU
is accurate. We note that this assumption should be revisited
in light of the limited number of RF chains, which limit the
capabilities of the BBU to estimate the CSI. Nevertheless, we
make here the assumption of perfect CSI, as done in many
related references such as [14] and references therein, and
leave the analysis of the effect of imperfect CSI to future work.
A. Channel Model
For the downlink channel from the RRHs to the UEs, we
assume a frequency-flat fading channel model such that the
received signal yk of the kth UE is given as
yk =
∑
i∈R
hHk,ixi + zk = h
H
k x+ zk, (1)
where xi ∈ CM×1 is the transmitted signal of the ith
RRH, which is subject to the transmit power constraint
E||xi||2 ≤ Pi; hk,i ∈ CM×1 is the channel vector from the
ith RRH to the kth UE; x = [xH1 . . . x
H
NR
]H ∈ CM¯×1
represents the signal vector transmitted by all the RRHs;
hk = [h
H
k,i . . . h
H
k,NR
]H ∈ CM¯×1 indicates the channel vector
from all the RRHs to the kth UE; and zk ∼ CN (0, 1) denotes
the additive noise at the kth UE.
B. Digital Beamforming and Fronthaul Compression
We denote the message intended for the kth UE as Mk ∈
{1, . . . , 2nRk}, where n indicates the coding block length and
Rk is the rate of the message Mk. The BBU encodes the mes-
sagesMk to produce encoded baseband signals sk ∼ CN (0, 1)
for k ∈ K. Then, in order to handle the inter-UE interference
signals, the signals {sk}k∈K are linearly precoded as
xD =
[
xHD,1 . . .x
H
D,NR
]H
=
∑
k∈K
vD,ksk, (2)
where vD,k ∈ CN¯×1 is the digital beamforming vector
across all the RRHs for the kth UE, and xD,i ∈ CN×1
is the ith subvector of xD ∈ CN¯×1 corresponding to
the ith RRH. If we define the shaping matrices Ei =
[0H
N×N(i−1) IN 0
H
N×N(NR−i)
]H , with Id denoting the identity
matrix of size d, the ith subvector xD,i can be expressed as
xD,i =
∑
k∈KE
H
i vD,ksk.
Since the BBU communicates with the ith RRH via the
fronthaul link of finite capacity Ci, the signal xD,i is quan-
tized and compressed prior to being transferred to the RRH.
Following the references [9]–[11], we model the impact of the
compression by writing the quantized signal xˆD,i as
xˆD,i = xD,i + qi, (3)
where the quantization noise qi ∈ CN×1 is independent of
the signal xD,i and distributed as qi ∼ CN (0,Ωi). From [15,
Ch. 3], the quantized signal xˆD,i can be reliably recovered at
the ith RRH if the condition
gi(VD,Ωi) , I(xD,i; xˆD,i) (4)
= log2 det
(∑
k∈K
EHi vD,kv
H
D,kEi +Ωi
)
− log2 det(Ωi) ≤ Ci
is satisfied, where we defined the set of the digital beamform-
ing vectors as VD , {vD,k}k∈K.
C. RF Beamforming
The quantized signal vector xˆD,i decompressed at the ith
RRH is of dimension N , which is less than the number M
of transmit antennas. The ith RRH applies analog RF beam-
forming to xˆD,i via a beamforming matrix VR,i ∈ CM×N , so
that the transmitted signal xi from the M transmit antennas
is given as
xi = VR,ixˆD,i =
∑
k∈K
VR,iE
H
i vD,ksk +VR,iqi. (5)
Typically, the RF beamformers are implemented using analog
phase shifters (see, e.g., [3]), and hence the (a, b)th ele-
ment of the RF beamforming matrix VR,i has the form of
VR,i(a, b) = e
jθi,a,b for i ∈ R, a ∈ M , {1, . . . ,M}, and
b ∈ N , {1, . . . , N}, where θi,a,b indicates the phase shift ap-
plied between the signals xˆD,i(b) and xi(a). Therefore, when
designing the RF beamforming matrices VR,i, one should
satisfy the constant modulus constraints |VR,i(a, b)|2 = 1 for
all a ∈M and b ∈ N (see, e.g., [3], [5], [7])).
III. PROBLEM DESCRIPTION
In this section, we discuss the problem of jointly designing
the beamforming matrices VR and VD for the RF and
digital parts, respectively, along with the quantization noise
covariance matrices Ω, where we define the notations VR ,
{VR,i}i∈R and Ω , {Ωi}i∈R. To measure the achievable
rate for each UE k, we rewrite the signal yk in (1) under the
transmission model (5) as
yk =
∑
l∈K
hHk V¯RvD,lsl + h
H
k V¯Rq+ zk, (6)
where we defined the effective RF beamforming matrix
V¯R , [(VR,1E
H
1 )
H . . . (VR,NRE
H
NR
)H ]H for all RRHs and
the vector q , [qH1 . . .q
H
NR
]H ∈ CN¯×1 of all the quan-
tization noise signals distributed as q ∼ CN (0, Ω¯) with
Ω¯ , diag(Ω1, . . . ,ΩNR).
If we assume that each UE k decodes the message Mk
by treating the interference signals as additive noise, the
achievable rate Rk for the UE is given as
Rk = fk(VR,VD,Ω) = I(sk; yk) (7)
= Φ
(
|hHk V¯RvD,k|
2, ζk(VR,VD,Ω)
)
,
where we defined the notations ζk(VR,VD,Ω) ,∑
l∈K\{k} |h
H
k V¯RvD,l|
2 + hHk V¯RΩ¯iV¯
H
Rhk + 1 and
Φ(A,B) , log2 det(A+B)− log2 det(B).
In this work, we tackle the problem of maximizing the
weighted sum-rate
∑
k∈K wkRk of the UEs while satisfying
the per-RRH transmit power, fronthaul capacity and constant
modulus constraints. The problem is stated as
maximize
VR,VD,Ω
∑
k∈K
wkfk(VR,VD,Ω) (8a)
s.t. gi(VD,Ωi) ≤ Ci, i ∈ R, (8b)
pi(VR,i,VD,Ωi) ≤ Pi, i ∈ R, (8c)
|VR,i(a, b)|
2 = 1, a ∈M, b ∈ N , i ∈ R. (8d)
The problem (8) is non-convex due to the objective function
(8a) and the constraints (8b) and (8d). In the next section, we
present an iterative algorithm that obtains an efficient solution.
IV. PROPOSED OPTIMIZATION ALGORITHM
In this section, to tackle the problem (8), we propose an iter-
ative algorithm based on a block coordinate descent approach
[16] whereby the RF beamforming matrix VR and the digital
processing strategies {VD, Ω} are alternately optimized. To
this end, we describe in Sec. IV-A the optimization of the
digital part VD and Ω for fixed RF beamforming VR, and
then present the optimization of the latter in Sec. IV-B.
A. Optimization of Digital Beamforming and Compression
The problem (8) with respect to the digital beamforming
VD and fronthaul compression strategies Ω for fixed RF
beamforming VR = V
′
R can be written as
maximize
VD ,Ω
∑
k∈K
wkfk(V
′
R,VD,Ω) (9a)
s.t. gi(VD,Ωi) ≤ Ci, i ∈ R, (9b)
pi(V
′
R,i,VD,Ωi) ≤ Pi, i ∈ R, (9c)
where the RF variables VR = V
′
R are treated as constants.
The problem (9) is non-convex due to the objective function
(9a) and the constraint (9b).
To address this, we adapt the algorithm proposed in [17],
which is based on successive convex approximation, to the
problem at hand. To this end, we consider a lower bound of
the function fk(V
′
R,VD,Ω) as
fk(V
′
R,VD,Ω) ≥
1
ln 2
γk(V
′
R,VD,Ω, uk, w˜k), (10)
with arbitrary w˜k ≥ 0 and uk, where the function
γk(V
′
R,VD,Ω, uk, w˜k) is defined as
γk(V
′
R,VD,Ω, uk, w˜k) (11)
= ln w˜k − w˜ek(V
′
R,VD,Ω, uk) + 1,
with the mean squared error function ek(V
′
R,VD,Ω, uk)
given as
ek(V
′
R,VD,Ω, uk) = |1− u
∗
kh
H
k V¯
′
RvD,k|
2 (12)
+ |uk|
2ζk(V
′
R,VD,Ω).
Note that the lower bound in (10) is satisfied with equality
when the variables uk and w˜k are given as
uk =
(
|hHk V¯
′
RvD,k|
2+ζk(V
′
R,VD,Ω)
)−1
hHk V¯
′
RvD,k,(13)
w˜k = ek(V
′
R,VD,Ω, uk)
−1. (14)
We also consider an upper bound of the function
gi(VD,Ωi) in the constraints (18b) as [17]
gi(VD,Ωi) ≤ g˜i(VD,Ωi,Σi) (15)
for arbitrary positive definite matrix Σi, where we defined
g˜i(VD,Ωi,Σi) = log2 det(Σi) (16)
+
1
ln 2
tr
(
Σ−1i
(∑
k∈K
EHi vD,kv
H
D,kEi +Ωi
))
−
1
ln 2
N − log2 det(Ωi).
The matrix Σi that makes the inequality (15) tight is given as
Σi =
∑
k∈K
EHi vD,kv
H
D,kEi +Ωi. (17)
Based on the inequalities (10) and (15), as in [17], we
formulate the problem
maximize
VD ,Ω,u,w˜,Σ
∑
k∈K
wk
ln 2
γk(V
′
R,VD,Ω, uk, w˜k) (18a)
− ρ
∑
i∈R
‖Σi −Φi(VD,Ω)‖
2
F
s.t. g˜i(VD,Ωi,Σi) ≤ Ci, i ∈ R, (18b)
pi(V
′
R,i,VD,Ωi) ≤ Pi, i ∈ R, (18c)
where we defined the notations u , {uk}k∈K, w˜ ,
{w˜k}k∈K, Σ , {Σi}i∈R, and Φi(VD,Ω) ,∑
k∈K E
H
i vD,kv
H
D,kEi + Ωi. The second summand in
(18a), with a positive constant ρ, can be considered as
a regularization term that encourages strong convexity
properties [17].
We note that the problem is not equivalent to (9). Fur-
thermore, although the problem (18) is still non-convex, it is
convex with respect to (VD,Ω) when variables (u, w˜, Σ) are
fixed and vice versa. As proved in [17], solving problem (18)
alternately over these two sets of variables yields an algorithm,
described in Algorithm 1, that is guaranteed to converge to a
stationary point of the problem (9).
Algorithm 1: Algorithm for updating VD and Ω
1. Initialize the variables V
(1)
D and Ω
(1) to arbitrary matrices
satisfying the constraints (9b)-(9c) and set t = 1.
2. Update the variables u
(t+1)
k according to (13) with setting
VD ← V
(t)
D and Ω← Ω
(t) for k ∈ K.
3. Update the variables w˜
(t+1)
k according to (14) with setting
VD ← V
(t)
D , Ω← Ω
(t) and uk ← u
(t+1)
k for k ∈ K.
4. Update the variables Σ
(t+1)
i according to (17) with setting
VD ← V
(t)
D and Ω← Ω
(t).
5. Update the variables V
(t+1)
D and Ω
(t+1) as a solution of
the convex problem
maximize
V
(t+1)
D
,Ω(t+1)
∑
k∈K
wk
ln 2
γk(V
′
R,V
(t+1)
D ,Ω
(t+1), u
(t+1)
k , w˜
(t+1)
k )
− ρ
∑
i∈R
‖Σi −Φi(V
(t+1)
D ,Ω
(t+1))‖2F (19a)
s.t. g˜i(V
(t+1)
D ,Ω
(t+1)
i ,Σ
(t+1)
i ) ≤ Ci, i ∈ R, (19b)
pi(V
′
R,i,V
(t+1)
D ,Ω
(t+1)
i ) ≤ Pi, i ∈ R, (19c)
where the variables u(t+1), w˜(t+1) and Σ
(t+1)
i , which were
updated in Steps 2-4, are excluded from the optimization
space.
6. Stop if a convergence criterion is satisfied. Otherwise,
set t← t+ 1 and go back to Step 2.
B. Optimization of RF Beamforming
In this subsection, we discuss the optimization of the RF
beamformers VR for fixed digital variables VD = V
′
D and
Ω = Ω′. The problem can be stated as
maximize
VR,u,w˜
∑
k∈K
wk
ln 2
γk(VR,V
′
D,Ω
′, uk, w˜k) (20a)
s.t. pi(VR,i,V
′
D,Ω
′
i) ≤ Pi, i ∈ R, (20b)
|VR,i(a, b)|
2 = 1, a ∈ M, b ∈ N , i ∈ R, (20c)
where we used the lower bound (10) and have removed the
fronthaul capacity constraints (8b) which do not depend on
the RF beamforming variables VR.
We note that the presence of the constant modulus constraint
(20c) makes it difficult to solve the problem (20). To address
this issue, as in [8, Sec. III-A], we tackle the problem
by relaxing the condition (20c) to the convex constraints
|VR,i(a, b)|2 ≤ 1. Then, we can handle the obtained problem
by using a similar approach to Algorithm 1. The detailed
algorithm can be found in Algorithm 2.
Since the RF beamforming matrices obtained from Algo-
rithm 2, denoted as V˜R, may not satisfy the constraints (20c),
we propose to obtain a feasible RF beamformer VR,i by
projecting V˜R onto the feasible space [8, Sec. III-A]. In
particular, we find the RF beamformer VR,i such that the
distance ‖VR,i−V˜R,i‖2F is minimized. As a result, the beam-
former VR,i is obtained as VR,i(a, b) ← exp(j∠V˜R,i(a, b))
for a ∈M, b ∈ N and i ∈ R [8, Eq. (14)].
Algorithm 2: Algorithm for updating VR
1. Initialize the RF beamforming matricesV
(1)
R satisfying
the constraints (20b)-(20c) and set t = 1.
2. Update the variables u
(t+1)
k according to (13) with
setting VR ← V
(t)
R for k ∈ K.
3. Update the variables w˜
(t+1)
k according to (14) with
setting VR ← V
(t)
R and uk ← u
(t+1)
k for k ∈ K.
4. Update the RF beamforming matrices V
(t+1)
R as
a solution to the convex problem
maximize
V
(t+1)
R
∑
k∈K
wk
ln 2
γk(V
(t+1)
R ,V
′
D,Ω
′, u
(t+1)
k , w˜
(t+1)
k ) (21a)
s.t. pi(V
(t+1)
R,i ,V
′
D,Ω
′
i) ≤ Pi, i ∈ R, (21b)
|V
(t+1)
R,i (a, b)|
2 ≤ 1, a ∈M, b ∈ N , i ∈ R.
(21c)
6. Stop if a convergence criterion is satisfied.
Otherwise, set t← t+ 1 and go back to Step 2.
In summary, for joint design of the digital beamfomring
VD, fronthaul compression Ω and RF beamforming strategies
VR, we propose to run Algorithms 1 and 2 alternately until
convergence. The effectiveness of the proposed algorithm will
be confirmed by numerical results in Sec. V.
V. NUMERICAL RESULTS
In this section, we present numerical results to validate the
effectiveness of the proposed joint design of the RF and digital
processing strategies. Throughout the simulations, we consider
the cases of NR = 2 RRHs, NU = 8 UEs and M = 10 RRH
antennas, and evaluate the unweighted sum-rate of the UEs
(i.e., wk = 1 for all k ∈ K).
Following [18], we consider a half wavelength-spaced uni-
form linear antenna arrays of the RRH antennas such that each
channel vector hk,i is distributed as hk,i ∼ CN (0,Rk,i). Here
the channel covariance matrix Rk,i is given as
Rk,i(a, b) =
1
2∆k,i
∫ θk,i+∆k,i
θk,i−∆k,i
e−jpi(a−b)sin(φ)dφ, (22)
where the angle of arrival θk,i and the angular spread ∆k,i are
obtained from the distributions θk,i ∼ U [−
pi
3 ,
pi
3 ] and ∆k,i ∼
U [ pi18 ,
2pi
9 ], respectively. The notation U(A,B) represents the
uniform distribution between A and B.
For comparison, we consider two baseline schemes:
• Fully digital: Fully digital beamforming is carried out
across the RRH antennas, i.e., M = N ;
• Random RF and optimized digital: The phases of the RF
beamforming matrices are randomly obtained from inde-
pendent and identically distributed uniform distribution.
Fig. 2 shows the average sum-rate versus the signal-to-
noise (SNR) for the downlink of a C-RAN with N = 2 and
C ∈ {2, 5} bps/Hz. The proposed joint design of the RF and
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Fig. 2. Average sum-rate performance versus the SNR for the downlink of
C-RAN with NU = 8, NR = 2, N = 2, M = 10 and C ∈ {2, 5}.
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Fig. 3. Average sum-rate performance versus the number N of RF chains
for the downlink of C-RAN with NU = 8, NR = 2, M = 10, C = 5 and
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digital processing strategies always outperforms the random
RF beamforming scheme, particularly at lower SNR, where
the downlink channel becomes the bottleneck of the system.
In a similar way, the optimization of the RF beamforming has
more impact when the fronthaul capacity is larger. Also, as the
SNR increases, and hence as the fronthaul capacity limitations
become the performance bottleneck, the proposed joint design
approaches the sum-rate of the fully digital scheme in spite of
limited number of RF chains.
In Fig. 3, we plot the average sum-rate versus the number
N of RF chains for the downlink of a C-RAN with C = 5
and SNR = 0 or 20 dB. We can see that the proposed
joint design shows sum-rate performance that increases more
rapidly with N as compared to that of the random RF
beamforming scheme. Also, when N is sufficiently large, both
the proposed scheme and random RF beamforming achieve
sum-rate performance very close to that of the fully digital
beamforming schemes. Similar to Fig. 2, the impact of RF
beamforming is more pronounced when the SNR is smaller
for fixed fronthaul capacity.
VI. CONCLUDING REMARKS
We have studied the joint design of RF and digital signal
processing strategies for the downlink of a C-RAN with large-
scale antenna arrays. Specifically, we tackled the problem of
jointly optimizing the digital beamforming, fronthaul com-
pression and RF beamforming strategies with the goal of
maximizing the weighted sum-rate of the UEs, while satisfying
the per-RRH power, fronthaul capacity and constant modulus
constraints. We have proposed an iterative algorithm that
achieves an efficient solution, and we have provided numerical
results that validate the advantages of the proposed algorithm.
As an important future work, we mention the development of
hybrid processing for a C-RAN with imperfect CSI. Specifi-
cally, in a TDD system, the design of RF beamforming should
also take into account the goal of CSI acquisition in the uplink
channel training (see, e.g., [13]).
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