Abstract
Introduction
In the past decade, the word 'virtual" has rapidly become one of the most over-used adjectives in the English language. At the core of all this fresh terminology is a new technology called "virtual reality" that has gradually evolved from its infancy in the mid 1960s [1] . Virtual reality (VR) is a human-computer interface in which a computer system generates a three dimensional, sensory, immersing environment that responds in an interactive way to the behaviour of the user. VR technology can be very helpful in visualizing complicated 3-D models of parts and assemblies. VR is useful to visualize how parts fit together and to understand their spatial inter-relationships. VR technology can also be applied to simulate situations where companies need to test health and safety measures, or where there is a hazardous environment and they need to avoid exposing employees to unnecessary risk. The VR technology has become more real and achievable for industrial applications.
Assembly processing is a part of the manufacturing line that needs to be taken under special consideration, due to the large involvement of human workers. Haptic sensing in human provides non-visual information about 3-D shape of objects. Based on a qualitative study done by Kim et al. [2] , it is shown that the haptic feedback obtained during remote assemblies with dependent collisions can continue to improve the sense of co-presence between users with regard to only visual feedback.
Virtual Reality
Virtual reality (VR) is a technology, which allows a user to interact with a computer-simulated environment, be it a real or imagined one. "Virtual reality technology" is often defined as "the use of realtime digital computers and other special hardware and software to generate a simulation of an alternate world or environment, which is believable as real or true by the users". In other words, VR technology creates an environment in which the human brain and sensory functions are coupled so tightly with the computer that the user seems to be moving around inside the computer-created virtual world in the same way people move around the natural environment [3] . This definition points out that the key advancement and challenges of VR technology lie in the humancomputer interface. This interface must be immersive, interactive, intuitive, real-time, multi-sensory, viewercentered, and three-dimensional.
A VR system should consider at least three elements: response to user action, three-dimensional graphics in real time and a sense of immersion. Interactivity considers two unique aspects in a virtual environment: navigation within the environment and the dynamics of the environment. The navigation is the ability of the user to move around independently inside the environment. The dynamic of a virtual environment defines the rules about how the contents of an environment interact in order to exchange information. There are four main indicators, which suggest the need for Virtual Reality in industry:
• Complex geometric data • Hazardous environments • The necessity to simulate human activities There are four key characteristics in Virtual Reality, which are immersion, presence, navigation and interaction.
Types of VR system
2.1.1 Windows on World (WoW) (non-immersive system), also called Desktop VR. Using a conventional computer monitor to display the 3-D virtual world. You can experience a virtual environment using a typical personal computer and a few items of specialized hardware:
• a 3-D graphics card • a 3-D sound card
Immersive VR (IVR)
Completely immerse the user's personal viewpoint inside the virtual 3-D world. The user has no visual contact with the physical world. This is often equipped with a Head Mounted Display (HMD). IVR can be considered in this section:
• Tele presence A variation of visualizing complete computer generated world. It links remote sensors in the real world with the senses of a human operator. The remote sensors might be located on a robot, Useful for performing operations in dangerous environments.
• Mixed Reality (Augmented Reality) The seamless merging of real space and virtual space, integrate the computer -generated virtual objects into the physical world which become a sense in an equal part of our natural environment.
• Distributed VR A simulated world runs on several computers which are connected over network and the people are able to interact in real time, sharing the same virtual world. VR technology can be further broken down into two types, both of which have significant application potentials in product realization. If the computer-generated environment is completely detached from the real world and the user is fully immersed within the virtual world, this is commonly called "virtual reality (VR) technology". However, if the virtual environment is only a partial representation of the real world upon which it is projected, and the user does not experience a full immersion, it is commonly called "augmented reality (AR) technology". Except for the difference in immersion, VR and AR use the same technological principals. An Immersion VR system adds some type of immersive display system: a HMD, a BOOM, or multiple large projection type displays (CAVE). An IVR system might also add some form of tactile, haptic and touch feedback interaction mechanisms. The area of touch or force Feedback (known collectively as haptics) is a new research arena. To develop a real time virtual environment, a computer graphics library can be used as embedded resource coupled with a common programming language, such as C++, Perl, Java or Python. Some of the most popular computer graphics library/API/language are OpenGL, Java3-D and VRML, and their use will be directly influenced by the system demands in terms of performance, program purpose, and hardware platform. The use of multithreading (e.g. Posix) can also accelerate 3-D performance and enable cluster computing with multiuser interactivity.
Virtual Reality in manufacturing 3.1 Virtual manufacturing (VM)
The term Virtual Manufacturing is now widespread in literature but several definitions are attached to these words. The definition of the objects needs to be studied first. Virtual manufacturing concepts originate from machining operations and evolve in this manufacturing area. However one can now find a lot of applications in different fields such as casting, forging, sheet metalworking and robotics (mechanisms). The general idea one can find behind most definitions is that "Virtual Manufacturing is nothing but manufacturing in the computer". This short definition comprises two important notions: the process (manufacturing) and the environment (computer). Virtual reality can serve to:
• New product design • Helping as an ancillary tool for engineering in manufacturing processes
• New product prototype and simulation • Electronic Design Automation • CAD • Finite Element Analysis • Computer Aided Manufacturing, etc. In industry companies are increasing their global competitiveness by using virtual environments to design equipments, pesticides, even drugs, faster and better. For instance, is using a virtual prototype rather than a physical model of one of its new model cars to evaluate the interior design for aesthetics, engineering, safety and ergonomic features. VM can also use in focusing on available methods and tools that allow a continuous, experimental depiction of production processes and equipment using digital models.
Areas that are concerned in VM are (i) product and process design, (ii) process and production planning, (iii) machine tools, robots and manufacturing system and virtual reality applications in manufacturing. Chablat et al. [4] define Virtual Manufacturing as "an integrated, synthetic manufacturing environment exercised to enhance all levels of decision and control" (Figure 1 ).
Figure 1. Virtual manufacturing
Environment: supports the construction, provides tools, models, equipment, methodologies and organizational principles Exercising: constructing and executing specific manufacturing simulations using the environment which can be composed of real and simulated objects, activities and processes.
Enhance: increase the value, accuracy, validity. Levels: from product concept to disposal, from factory equipment to the enterprise and beyond, from material transformation to knowledge transformation.
Decision: understand the impact of change (visualize, organize, and identify alternatives).
In a process design or manufacturing context, researchers and industry practitioners have never directly addressed the various sub-categories and levels of abstraction explicitly; this has led to confusion and misuse of what really constitutes a "virtual manufacturing" model, as well as contributed to the lack of clarity involving discussions on the creation of virtual prototypes in various categories (of manufacturing) and at varying levels of modelling abstractions. Manufacturing can be decomposed into three sub-areas as follows: (1) factory-level prototyping; (2) virtual assembly environments; (3) virtual prototyping of lower level activities, such as machining.
VR technology in manufacturing:
VR has been applied by Land Rover to build a factory for their Late Configuration Centre (LCC) in 1996. The LCC is an approach to just in time manufacturing form the assembly of 30 different versions of gearbox and engines. The LCC was to be installed in one of the buildings used by other production lines, with a large new extension on one side. The main problem of this project has been that there are complex interrelationships between the changing areas and the opening of the new section, so co-ordinate and understanding were very important. VR technology has been to assist in the solution of these problems.
The VR model redefined and clarified the original design concepts from architect's drawing. It is a working model of the new facility and it is also used to handle the logistics for the new assembly line. After the modelling the assembly line, the racking to held different components is visualized. In the virtual model, it's easy to visualize re-stocking, access for workers to the components and to the assembly line and stuff position for communication. The use of VR technology in manufacturing application such as layout planning, allows avoiding costly mistakes in the planning and building processes. They are also a medium to communicate and understand the design, layout and workings of manufacturing facilities to the company's management, stuff, employees and suppliers at every stages of the project. Virtual factory and evaluate digital products in advance. These evaluations or verifications can help to eliminate unexpected errors, thereby reducing the overall process time and cost. Figure 2 shows an example of virtual environment.
Figure 2. A view of the VRFact virtual environment
Siddique and Rosen [5] described the application of (VP) in product disassembly. VPs that can be used for designing a product and also disassembling it, as in cases of large machines, which have to be manufactured and then disassembled, transported and assembled again. The disassembly process can be performed by automated techniques or through interaction with the user. Virtual prototyping is a complex process which enables engineers to communicate collaboratively during the product development process, ranging from design, planning, and manufacturing to assembly. Virtual prototypes (VPs) are 3-D computer-based models which facilitate the use of virtual reality (VR) technology and mimic target products or processes. Some of the well documented benefits of adopting virtual prototyping techniques in engineering include the ability to detect design and manufacturing problems early in the product development cycle, support of concurrent engineering approaches to engineering activities, reduction in the lead time involved in manufacturing, as well as developing new products. A number of research groups in different parts of the world have proposed the use of virtual reality systems for engineering assembly tasks. For example, the Fraunhofer Institute for Industrial Engineering (IAO) in Germany proposed the first virtual assembly planning prototyping system by applying a virtual model of a person, Virtual ANTHROPOS [6] , to carry out an assembly operation and, based on user interactions with the virtual objects, a precedence graph is generated and the time of assembly and cost is determined.
Jayaram et al. [7] developed a virtual assembly design environment (VADE) to allow engineers to plan, evaluate, and verify the assembly of mechanical systems. Rajan et al. [8] designed a virtual assembly planning and jig design system (JIGPRO) to evaluate the alternate assembly sequence and jig design, and Chryssolouris et al. [9] developed a virtual assembly work cell. Bound et al. [10] focused their research on assembly task training in a traditional environment (2D drawings), immersive virtual environment (VE) and augmented reality environment (AR); their results indicated that the assembly quality and assembly efficiency in the immersive VE and AR environments are much better than in the traditional environment. Virtual product design refers to the use of VPs in product design. VPs can be used to help engineers conceptualize, refine, and modify product designs early in the product development cycle. The recent combination of virtual reality (VR) technology with virtual manufacturing systems (VMSs) enhances competitiveness in areas such as the automotive and shipbuilding industries. The immersive virtual reality (VR) for manufacturing planning helps to cut down the product development period and to improve the quality of the production.
Haptic feedback in virtual manufacturing
There are various kind of feedback in VR like visual, auditory and haptic that provides feedback in virtual environments. Visual and auditory feedbacks are relatively well developed and attract a great deal of research. In contrast, the feedback associated with touch (or haptic) remains a challenging research problem. Several researchers agree that the principle reasons why no device has been fully capable of supporting the haptic system are the complicated structure of the underlying physiology of these processes, expense, their complexity and limited workspace [11] . Of the five sensory channels, sight, sound, taste, smell, and touch, it is only our sense of touch that enables us to modify and manipulate the world around us. Haptic means pertaining to the sense of touch (or possibly meaning "contact" or "touch"). Haptic technology refers to technology which interfaces the user via the sense of touch by applying forces, vibrations and/or motions to the user. Systems that give a user force feedback and touch interaction are called haptic systems. The visual and audio sensory modes benefit from a high availability of good quality display equipment that, in combination with accurate and low-latency tracking, allows the development of compelling simulations, sufficient to induce a strong feeling of presence in users.
In many application areas it is likely that touch can also be a compelling factor in presence [12, 13, 14] transforming a simulation from a world of ghosts to a world of solid forms. The desire for natural and intuitive human machine interaction has led to the inclusion of haptics in human-computer interfaces. Such interfaces allow users to provide input to a system through hand movements, and to receive haptic feedback through vibrotactile stimulation of the hands. Haptic Joysticks, haptic mouse and haptic gloves are examples of commercially available devices that can simulate force and/or tactile feedback. While the potential for haptics in natural human machine interaction is intriguing, the realization of practical interfaces has not yet been achieved. Haptics does not refer to a singular sensory apparatus, and can be considered to be composed of a number of sensory and motor elements though there is a degree of overlap among the tactile, force-feedback and proprioceptive elements [15, 16] . The proprioceptive element can consolidate visual cues of depth and spatial arrangement in a simulated 3D environment. Various technical obstacles must be overcome in order to successfully implement visual-haptic co-location in immersive VR environments.
Other studies show that the addition of haptics can lead to improved task performance. Haptics give the human the sense of touch and force from virtual computer models. One of the earliest forms of haptic devices is used in large modern aircraft that use servo systems to operate control systems. Such systems tend to be "one-way" in that forces applied aerodynamically to the control surfaces are not perceived at the controls, with the missing normal forces simulated with springs and weights. In earlier, lighter aircraft without servo systems, as the aircraft approached a stall the aerodynamic buffeting was felt in the pilot's controls, a useful warning to the pilot of a dangerous flight condition. This control shake is not felt when servo control systems are used. To replace this missing cue, the angle of attack is measured, and when it approaches the critical stall point a "stick shaker" (an unbalanced rotating mass) is engaged, simulating the effects of a simpler control system. This is known as haptic feedback. Alternatively the servo force may be measured and this signal directed to a servo system on the control. This method is known as force feedback.
Force feedback has been implemented experimentally in some excavators. This is useful when excavating mixed materials such as large rocks embedded in silt or clay, as it allows the operator to "feel" and work around unseen obstacles, enabling significant increases in productivity. Haptics is gaining widespread acceptance as a key part of virtual reality systems, adding the sense of touch to previously visualonly solutions. Most of these solutions use stylus-based haptic rendering, where the user interfaces to the virtual world via a tool or stylus, giving a form of interaction that is computationally realistic on today's hardware. Providing haptic feedback to the user requires the use of special purpose I/O devices and demands fast calculations and updating of the forces. At this moment, only a few haptic devices are commercially available. Most of the time, the PHANTOM haptic master [17] , It tracks the x, y, and z Cartesian coordinates and pitch, roll, and yaw of the virtual point-probe as it moves about a 3D workspace, and its actuators communicate forces back to the user's fingertips as it detects collisions with virtual objects, simulating the sense of touch which is depicted in Figure 3 , is used in research and industry. This Stand-alone virtual environments (VEs) using haptic devices have proved useful for assembly/disassembly simulation of mechanical components. Nowadays, collaborative haptic virtual environments (CHVEs) are also emerging. A new peerto-peer collaborative haptic assembly simulator (CHAS) has been developed whereby two users can simultaneously carry out assembly tasks using haptic devices.
Figure 3. The PHANToM haptic interface
Two major challenges have been addressed: virtual scene synchronization (consistency) and the provision of a reliable and effective haptic feedback. A consistency-maintenance scheme has been designed to solve the challenge of achieving consistency. Based on a qualitative study, it is shown that the haptic feedback obtained during remote assemblies with dependent collisions can continue to improve the sense of copresence between users with regard to only visual feedback. Haptic feedback is a crucial sensorial modality in virtual reality interactions. Haptics means both force feedback (simulating object hardness, weight, and inertia) and tactile feedback (simulating surface contact geometry, smoothness, slippage, and temperature). Providing such sensorial data requires desktop or portable special-purpose hardware called haptic interfaces. Haptic feedback is a vital part of human perception and it is also fundamental for physical user interfaces. The challenges in designing haptic feedbacks are not only technological ones but also relate to broader research and design issues.
First of all the haptic perception is affected by the simultaneous visual and auditory perception and therefore the haptic design should be linked to visual and audio design. Secondly the haptic perception is context dependent and application, device, and environment are probably affecting to the experience of the expedient feedback. Finally the personal and cultural differences are underlining the diversity of the haptic design issues. The haptic preferences presumably vary between individuals and between cultures and there is need of adjustability or even adaptivity in haptic design. These above-mentioned issues are great challenges when developing and designing haptic user interfaces. Through touching we convey effectively functional signals as well as emotion [10] . Even if touch may not be as rich as vision we have an amazing range of haptic sensations and touch displays should be able to take full advantage of them [6] .
The benefits of using haptic devices have already been addressed by several researchers. For instance, in industrial applications these devices significantly enhance task performance and help designers and engineers to design and evaluate computer generated mock-ups prior to building any physical prototype or, for instance, decide the most appropriate assembly sequence. On the other hand, new CHVEs are also emerging in different areas, for instance, general teleoperations or applied to medical training (telesurgery), tele-mentoring, industrial applications and testing and art applications. Such environments allow users to perform tasks such as collaboration and training in real time. The effects of haptic feedback on a collaborative task performance have been studied, and the results showed that adding force feedback to a collaborative environment enhances effectiveness and reduces the time required to complete the task. A new collaborative haptic assembly simulator (CHAS), whereby two users share a common goal and collaborate toward its achievement. For instance, they can collaborate on either preliminary reviews or defect reviews. Each user can touch an object of the virtual scene, grasp it, move it detecting collisions with other objects in a scene and assemble it into another object. The assembly simulator allows inter-object collision detection and automatic recognition of potential assembly constraints between a grasped object controlled by a user.
The haptic assembly simulator single-user system, HAS is composed of an Assembly Simulator and a Haptic Assembly Simulator. Both simulators are based on the geometric modeller DAT undeveloped by Labein, which creates 3-D virtual scenes or automatically imports 3-D CAD components to simulate assembly and maintenance operations. The CHAS has the same functions as the single-user system. However, in this new system, two users which can be geographically distributed or co-located, may haptically and simultaneously interact within the same virtual scene. During an assembly the system automatically recognizes potential assembly constraints between the grasped component (being moved by the user) and the rest of the components within the virtual scene. The haptic assembly simulator allows the user to interact with the components of the assembly in a more realistic way, using haptic devices. Types of assembly and the rest of the components of the mechanical assembly within the virtual scene. It is shown an example of collaborative VE for assembly of pieces in Figure 4 . A new peer-to-peer collaborative haptic assembly simulator (CHAS) has been developed whereby two
