This paper is concerned with the relationship between the concepts of oscillation, nonoscillation and disconjugacy of the general third order linear differential equation y" +p(x)y"-\-q(x)y'+r(x)y=0.
Introduction.
This paper is concerned with third order linear differential equations of the form (1) /" + pixy + q(x)y' + r(x)y = 0 where p(x), qix), and /-(x) are continuous functions on the interval [a, oo). Our interest is in the relationship between the concepts of oscillation and disconjugacy of (1) . In particular, we shall say that (1) is oscillatory if the equation has a nontrivial solution yix) such that yix) has infinitely many zeros on [a, co). On the other hand, if there exists a number b, b=a, such that no nontrivial solution of (1) has more than two zeros, counting multiplicities, on [b, oo), then (1) is said to be disconjugate on this interval. Clearly, if (1) is disconjugate on some interval [b, co), b=a, then (1) is nonoscillatory on [a, oo), i.e., no nontrivial solution of (1) has more than a finite number of zeros on [a, oo). In the case of the second order differential equation
where f(x) and g(x) are continuous functions and /(x)>0 on [a, co), the relationship between the concepts described above is an easy consequence of the Sturm separation theorem. Specifically, (2) is nonoscillatory on [a, co) if and only if there is a number b, b^ia, such that (2) is disconjugate on [b, co). Alternatively, (2) is oscillatory if and only if (2) is not disconjugate on [c, co) for each c_:a. Since the Sturm separation theorem does not carry over to the general third order equation (1) , the relationship between the concepts of oscillation, nonoscillation and disconjugacy is more complicated than in the second order case.
In this paper, we are concerned with equation (1) in the two cases distinguished by the following hypotheses on the coefficients q(x) and r(x):
(Hj) q(x)^0, r(x)^.0 and q2(x)+r2(x)jé0 on any subinterval of [a, co).
on any subinterval of [a, co). In each of the cases we establish conditions which imply that (1) is disconjugate on some subinterval [b, co) of [a, co). Our sufficient conditions for the disconjugacy of (1) In order to relate the nondisconjugacy of (1) 2. Case I. In this section we assume that the coefficients satisfy hypothesis (Hy). Our first theorem is a sufficient condition that (1) be disconjugate on some subinterval [b, co) of [a, co). Our result improves a corresponding result of Kim [7, Theorem 4] . Theorem 1. Let the coefficients of (1) satisfy (Uy), and let p(x) e C"[a, co) and q(x) e C'[a, co). If there exists a number b, b^ia, such that
Remark.
In addition to the hypothesis of the theorem, Kim [7, Theorem 4] assumes that p(x) is of one sign and qix)-2p'ix)=0. Since qix)-2p'ix)-0 implies qix)-p'ix)=0, our inequality is "weaker" than Kim's inequality.
Proof (1) is (2, l)-nonoscillatory. Let m(x) be the solution of (1) satisfying the initial conditions: (5) uib) = u'ib) = 0, u"ib) = 1.
Since u"(b)=\>0, w'(x)>0 on some interval (b, b + 6), ¿>0. Suppose u\x) has a zero on (6, oo) and let x=d be the first such zero. Integrating Proof.
Suppose (1) is nonoscillatory. Then, by Theorem A, all nontrivial solutions of the adjoint (1*) of (1) are oscillatory, i.e. (1*) is strongly oscillatory.
We conclude from our proof of Theorem 1 and the fact that (1) and (3) are equivalent with respect to oscillatory behavior, that (1) is (1,2) nonoscillatory. Thus, from [1, Lemma I, p. 237], (1*) is (2, ^-nonoscillatory, i.e. if z(x) is a solution of (1*) having a double zero at some point c,c^.a, then z(x)^0 on (c, co). This contradicts the fact that z(x) is oscillatory.
The converse of Theorem 2 namely: if (1) is oscillatory, then for each number c, c^.a, there is a nontrivial solution of (1) 3. Case II. In this section we assume that the coefficients satisfy hypothesis (H2). Our first theorem provides a sufficient condition that (1) be disconjugate on some subinterval [b, co) of [a, co). This result improves the result of Kim [7, Theorem 7] and can be obtained using his proof together with the fact that (1) and (3) are equivalent with respect to oscillation. Remark.
In addition to the hypothesis of our theorem, Kim [7, Theorem 7] Proof. Multiply (1) by P(x)=exp ¡lp(t)dt to obtain (3). Since q(x) and r(x) are nonpositive on [a, oo), Q(x) = P(x)q(x) and R(x) = P(x)r(x) are nonpositive on this interval, and from these sign assumptions it is easily verified that (3), and therefore (1), is (2, l)-nonoscillatory. We can now conclude that the adjoint (1*) of (1) Suppose (1) is nonoscillatory. By hypothesis, (1) is not disconjugate on any subinterval [b, co) of [a, oo), and so (1*) must be strongly oscillatory by Theorem A. However, since (1 *) is (1, 2)-nonoscillatory, we can use the sequence argument employed by Lazer [8, Theorem 1.1] to construct a nontrivial solution wix) of (1*) such that wix)-0 on [a, co). Thus, all zeros of w(x) must be double zeros. But again using the fact that (1 *) is (1,2)-nonoscillatory, we conclude that w(x) has at most one zero and we have a contradiction.
