In this article, we study the problem of controlling a highway segment facing stochastic perturbations, such as recurrent incidents and moving bottlenecks. To model traffic flow under perturbations, we use the cell-transmission model with Markovian capacities. The control inputs are: (i) the inflows that are sent to various on-ramps to the highway (for managing traffic demand), and (ii) the priority levels assigned to the on-ramp traffic relative to the mainline traffic (for allocating highway capacity). The objective is to maximize the throughput while ensuring that on-ramp queues remain bounded in the long-run. We develop a computational approach to solving this stability-constrained, throughput-maximization problem. Firstly, we use the classical drift condition in stability analysis of Markov processes to derive a sufficient condition for boundedness of on-ramp queues. Secondly, we show that our control design problem can be formulated as a mixed integer program with linear or bilinear constraints, depending on the complexity of Lyapunov function involved in the stability condition. Finally, for specific types of capacity perturbations, we derive intuitive criteria for managing demand and/or selecting priority levels. These criteria suggest that inflows and priority levels should be determined simultaneously such that traffic queues are placed at locations that discharge queues fast. We illustrate the performance benefits of these criteria through a computational study of a segment on Interstate 210 in California, USA.
capacities [5, 11] . In this article, we are concerned with situations in which the highway capacity is subject to recurrent perturbations [1, 16, 18] .
We consider a control-theoretic approach to jointly determining control inputs for demand management and capacity allocation in a highway segment facing stochastic capacity perturbations via the following formulation: max throughput (P0) s.t. every on-ramp queue is stable, practical constraints on control inputs.
We define throughput as the time-average rate at which the highway discharges traffic through the off-ramps. The control inputs are (i) the amount of inflow that is admitted at each entrance, and (ii) the priority of each on-ramp with respect to the mainline. For demand management, we focus on determining the inflow that leads to good performance. For capacity allocation, we focus on zero-one (non-fractional) priority between on-ramps and mainline. One can interpret on-ramp priority as the configuration where the system operator does not intervene an onramp, and mainline priority as where the on-ramp discharge is restricted (or metered ) to avoid mainline congestion [10] . Our formulation seeks to determine a static control scheme in that the inflow and priority only depend on system parameters and not on state measurements, which is common in current practice [19] . In addition, the stability constraint ensures that every onramp queue is bounded on average, and the practical constraints ensure that the control inputs are selected from a practically reasonable domain. This paper does not consider realization of a particular inflow or parameterization of ramp metering algorithms to implement a particular priority. We refer readers to [2, 7, 22] for mechanisms that implement demand management and [17, 20, 26] for commonly used forms of ramp controllers. Prior literature has indeed considered related control system design but mainly for deterministic settings. Papageorgiou [27] provided an overview of various traffic control schemes to reduce travel time and improve throughput. In terms of performance optimization over finite time horizons, results associated with minimization of travel time [30] , weighted sum of travel time and throughput [10] , or generic cost functions [4, 28] have been reported. In terms of longtime performance, researchers have been focusing on the stability/convergence of traffic states [5, 11] . Importantly, Varaiya [32] pointed out the need to jointly consider demand management and capacity allocation to attain higher long-run throughput.
In this article, we develop a systematic approach to solving the problem (P0) in a stochastic setting. In our previous work [13] , we showed that capacity perturbations may destabilize onramp queues that are stable in the deterministic, nominal/average setting. The main reason is that capacity perturbations can induce traffic queues and bottlenecks that do not exist in the nominal setting and are thus not accounted for by nominally efficient controllers. This article extends the performance analysis in [13] to solve the control design problem.
To model the traffic flow dynamics under perturbations, we adopt the stochastic switching cell transmission model (SS-CTM) introduced in [13, 15] ; see Section 2. This model extends the well-known CTM [6] by introducing two features: stochastically varying capacity of certain cells and infinite-sized buffers representing the on-ramps. The state variables of the SS-CTM include traffic densities in the mainline cells and queues at the on-ramps. In this model, cell capacities stochastically evolve according to a Markov chain. Our model is also related to a class of models capturing the intrinsic randomness in traffic flow dynamics [31, 34] , and stochastic models for demand perturbation reported in the literature [23, 29] .
A major challenge of formulating the max-throughput problem is to derive the stability constraint in (P0). In Section 3, we use the classical drift condition in stability analysis of Markov processes [3, 9, 24] and properties of the CTM dynamics [11, 13] to establish a stability condition. However, application of standard stability results to our setting is not straightforward, since those results require construction of a Lyapunov function for the SS-CTM dynamics that "drifts downwards" in expectation everywhere over the continuous state space; this essentially involves solving a non-linear and non-convex optimization. To address this challenge, we extend the approach in [13] and utilize properties of the controlled traffic dynamics to show that it suffices to verify the "drift condition" only over a finite set of states.
We formulate (P0) either as a mixed integer bilinear or linear program (MIBLP/MILP), depending on whether the Lyapunov function parameters are a priori specified or solved as part of the decision variables; see Section 4. Furthermore, we characterize the structure of a class of optimal traffic control inputs under particular assumptions. For isolated merges, we show that the optimal solution prioritizes the on-ramp if it has a smaller capacity-to-inflow margin than the mainline. We call this structure the margin criterion (Propositions 2-3). An intuitive interpretation of this criterion is that, the traffic queue induced by capacity perturbations should be placed at a location (either mainline or on-ramp) that discharges the queue faster; the speed of queue discharge is quantified by the capacity-to-inflow margin. For more general settings, this criterion is implicit in the optimal solution to the MIBLP/MILP formulation.
In Section 5, we present a computational study for the margin criterion via simulation of a stretch of the State Route 134 (SR134)/Interstate 210 East-Bound (I210-EB) with capacity perturbations. The simulation results show that, compared to the classical scheme of mainline priority, the margin criterion reduces perturbation-induced throughput loss during peak hours, the longest on-ramp queue size, and the total delay (both on the mainline and at the on-ramps).
To sum up, the main contributions of this article include: 1. an easily checkable sufficient condition (Theorem 1) for stability of the on-ramp queues, 2. a mixed integer bilinear/linear program (MIBLP/MILP) formulation of the max-throughput problem based on the stability condition, 3. characterization of optimal control inputs (margin criterion) under particular assumptions (Propositions 2-3), and 4. evaluation of the effectiveness of the margin criterion via simulation.
Highway Traffic Model with Stochastic Capacities
We consider the SS-CTM, which models a highway segment as a compartmental system of K mainline cells with on-ramp buffers and off-ramp exits, as shown in Figure 1 . This model is based on [11, 13] with the exception that in this paper we also explicitly consider the on-ramp queues. For ease of presentation, we assume that every cell has a unit length of 1 km. The other parameters of traffic dynamics include the free-flow speed α k (km/hr), the nominal capacity F k (veh/hr), the congestion wave speed β k (km/hr), and the jam (maximal) density n max k (veh/km), where k is the cell index. The k buffer has a saturation rate R k (veh/hr). Let x = (q, n) denote the continuous state of the highway, where q = [q 1 q 2 · · · q K ] T is the vector of lengths of the on-ramp queues and n = [n 1 n 2 · · · n K ] T is the vector of traffic densities in mainline cells. For simplicity, we assume that every buffer has an infinite size; thus, the set of permissible queue lengths is Q = R K ≥0 . The set of traffic densities is N := K k=1 [0, n max k ]. By including on-ramp queues as state variables, we can explicitly track the queuing induced by In our model, a control input is denoted by
T denotes the vector of inflows (i.e. the demands that are admitted into the system) at the on-ramps, and w = [w 1 w 2 · · · w K ] T denotes the vector of priorities assigned to the on-ramp traffic (with respect to the mainline traffic). Thus, each cell-buffer pair has two control inputs. The first input is v k ∈ [0, d k ], the inflow into mainline from on-ramp k; here d k denotes the exogenously given (fixed) demand parameter at the kth on-ramp (see Figure 1 ). Also, we denote d = [d 1 d 2 · · · d K ] T . We assume that any non-admitted demand is permanently rejected from the system and not redistributed to other locations. 1 The second control input w k denotes the priority of inflow from buffer k with respect to the mainline. Specifically, w k = 1 (resp. w k = 0) means that the inflow from the kth on-ramp (resp. mainline) is prioritized over the flow from the mainline (resp. kth on-ramp).
We adopt a Markovian capacity model for a class of capacity perturbations, previously introduced in [13, 15, 16] . This model considers that the cell capacities stochastically vary over time according to a finite-state Markov process over a set of modes denoted by I. The inter-mode transition rates are {ν ij ; i, j ∈ I}. Every mode i is associated with a vector of cell capacities F (i) = [F 1 (i) · · · F K (i)] T . For ease of presentation, we assume that F k (i) ∈ {F k , F k − ∆ k } for each k and for all i; that is, the capacity of the kth cell can only switch between two values F k and F k − ∆ k , where ∆ k ≥ 0 characterizes the intensity of capacity perturbation. The structure of this Markov chain depends on the particular type of capacity perturbation. Let I(t) be the mode at time t. We assume that the Markov chain governing the the mode transition process {I(t); t ≥ 0} is ergodic and associated with a unique (row) vector of steady-state probabilities p = [p 0 p 1 · · · , p m ] such that j∈I ν ij p i = j∈I ν ji p j ∀i ∈ I, |p|= 1, p ≥ 0.
(
This assumption is practically reasonable, since we focus on capacity perturbations that recurrently occur and terminate. 2 Furthermore, we exclude self-transitions by setting λ ii = 0 for all i ∈ I, since such transitions do not provide significant modeling advantage for our purpose. We use (i, x) = (i, q, n) to denote state variables and (I(t), X(t)) = (I(t), Q(t), N (t)) to denote (hyrbid) stochastic process. Following this convention, we let Q k (t) be the queue length in the kth buffer and N k (t) denote the traffic density in the kth cell at time t, and thus
for each k, we can impose the constraint 0 ≤ K k=1 v k ≤ K k=1 d k to allow for redirection of demand. 2 In the context of finite-state Markov chains, a state is recurrent if the expected time of two consecutive visits of this state is finite. K k=1 [0, n max k ]. For a fixed control input u = (v, w) ∈ [0, d] × {0, 1} K , the stochastic dynamics of the mode I(t), the on-ramp queues Q(t), and traffic densities N (t) can be written as follows:
where G :
are vector fields governing the dynamics of on-ramp queues and cell traffic densities, which are described below. For each cell k, the sending flow S k and the receiving flow T k can be written as follows:
where S k is the traffic flow that cell k can discharge downstream and T k is the traffic flow from upstream that cell k can accept. For k = 1, . . . , K − 1, let ρ k ∈ (0, 1] denote the fixed mainline ratio, i.e. the fraction of traffic from cell k entering cell k +1; the remaining traffic flow leaves the highway at the kth off-ramp. Since the mainline ends at cell K, we have ρ K = 0. In addition, we define
Note that ρ k 2 k 1 can be viewed as the fraction of the flow out of cell k 1 that eventually goes through cell k 2 .
We assume that every on-ramp is a fluid queueing system with an infinite buffer size. That is, the sending flow from the kth buffer is given by
We refer readers to [25] for more information on fluid queuing systems. The flow r k (resp. f k ) discharged by the kth buffer (resp. cell) is defined as follows:
where (·) + stands for the positive part. In the above, we make the standard assumption that the Kth cell is not constrained from downstream [11] . One can see from (5a)-(5c) that the priority w k determines whether the available receiving flow T k is first allocated to the on-ramp (w k = 1) or to the mainline (w k = 0). We say that cell k is experiencing spillback at time t if S k (t) < f k (t), i.e. if the sending flow from cell k is strictly less than the actual flow. Furthermore, we say a buffer (resp. cell) k to be congested at time t if Q k (t) > 0 (resp. N k (t) ≥ F k /α k , where F k /α k is the critical density [11] ). Finally, we say that buffer k is a bottleneck at time t if buffer k is congested but cell k is not, and that cell k is a bottleneck at time t if cell k is congested but cell k + 1 is not.
Remark 1 Our notion of bottlenecks can be viewed as a time-varying extension of the static notion considered in [11] , which considers a setting with constant demand and constant capacities. In our model, a particular congestion pattern can recurrently occur and disappear with the occurrence and clearance of capacity perturbations.
Then, the vector fields G and H in (2b)-(2c) follow from mass conservation:
One can show that Q(t) and N (t) are always continuous in time t [13, 14] . Also note that G and H are non-linear in q, n. For a given control input u = (v, w), we say that the SS-CTM is stable if the limiting timeaverage on-ramp queues are bounded; i.e., there exists Z < ∞ such that for each initial condition
We say that a demand vector d is feasible if there exists a stabilizing control input u = (v, w) such that v = d, and infeasible otherwise. Since (7) involves the computation of the limiting time-average of the expected queue length, it is not easy to obtain stability directly from the definition. Instead, we focus on deriving a sufficient condition for stability of the SS-CTM in the form
where C is a vector-valued function. Note that C may contain auxiliary decision variables θ apart from the control inputs. Thus, the set of u satisfying C(u, θ) ≤ 0 is a subset of stabilizing control inputs. Next, for a given control input u = (v, w), throughput is defined as the time-average off-ramp flows discharged by the highway:
Direct computation of the above limit involves integration of traffic flows, which evolve according to non-linear stochastic dynamics (2c)-(2b), and is thus not easy. However, we note that, if the on-ramp queues are stable in the sense of (7), then, by mass conservation, the time-average flow out of a cell becomes equal to the total inflow into the cell almost surely (a.s.):
Then, instead of the original formulation (P0), we consider the following problem:
Since C ≤ 0 is a sufficient condition, every u that is feasible w.r.t. (P) is also feasible w.r.t. (P0), and the optimal objective value of (P) is a lower bound for that of (P0).
Stability analysis
In this section, we develop a sufficient condition for the boundedness of on-ramp queues that can be expressed as (8) , and discuss practical insights given by our analysis. In Section 3.1, we give the expression for an invariant set of the SS-CTM (Proposition 1), and discuss its implication for identification of recurrent congestion patterns and bottleneck locations. In Section 3.2, we derive the stability condition (Theorem 1) based on the invariant set. In addition to being constraints in the max-throughput problem, these results themselves lead to useful insights for traffic control, which we demonstrate via Examples 1-2.
Invariant set
Following [3] , a set M ⊆ Q × N is a globally attracting and positively invariant set for the continuous state x = (q, n) if
Intuitively, M is a set of states such that, for all initial conditions (i, q, n) ∈ I×Q×N , the process (I(t), Q(t), N (t)) eventually enters and does not leave M. For convenience, we henceforth refer to any set satisfying (10a)-(10b) simply as an invariant set. For a given control input u ∈ [0, d] × {0, 1} K , we explicitly construct an invariant set of the continuous state x = (q, n) as follows:
where
Note that all the above quantities depend on the control input u. Since we consider fixed control inputs in this section, for notational convenience, we simply write q k ,q k , n k (q), and n k . In addition, M(u) only involves the mode-specific capacities F (i) (see (12b)-(12f)), but is independent of the transition rates ν ij . Furthermore, we can partition M into two subsets:
Note that at most one of these sets could be empty.
as defined in (11) is globally attracting and positively invariant. Furthermore, the SS-CTM is
The proof of this proposition is in Appendix A.1. With this result, for stability analysis, we can restrict our attention to the evolution of the continuous states over the invariant set M instead of the entire continuous state space Q × N .
Remark 2 M(u) is a generalization of the invariant set proposed in [13] , which does not consider the impact of on-ramp queues q 2 , . . . , q K .
Furthermore, define
Note that V(u), V 0 (u), and V 1 (u) are the vertices of M(u), M 0 (u), and M 1 (u), respectively. We also refer to V(u) as the set of critical states, since they represent typical congestion patterns that can recurrently happen due to capacity perturbations. By looking at the critical states, we can identify the bottlenecks that capacity perturbations can recurrently induce. We emphasize here that a bottleneck is not always a location of capacity perturbation. Due to spillback, even after a perturbation clears, traffic can still be "stuck" in an upstream cell/buffer, which we call an induced bottleneck. The critical states clearly show where these induced bottlenecks are. Example 1 below illustrates this point.
Example 1
We consider a two-cell segment of Interstate 210 with an incident hotspot, as shown in Figure 2 . Calibrated parameters are listed in Table 1 . Furthermore, we assume the mode 
where λ (resp. µ) is the occurrence (resp. clearance) rate of capacity perturbations. The control input v = [7000 1000] T , w = [1 1] T is used in this example. Figure 3 illustrates the invariant set as well as the critical states.
The critical states imply the following. First, cell 2 may be recurrently congested, which means that cell 2 is a bottleneck (see Figure 4 (a)). This situation is captured by the critical states v 0,3 and v 0,4 in Figure 3 (a) and v 1,3 and v 1,4 in Figure 3 (b). For example, at state v 0,3 , we have q 1 > 0, q 2 = 0, n 1 ≥ F 1 /α 1 , and n 2 ≥ F 2 /α 2 . Second, it recurrently happens that cell 1 is congested but cell 2 is not; that is, although cell 1 does not directly experience capacity perturbations, this cell is an induced bottleneck. This situation is captured by the critical state v 1,1 and v 1,2 in Figure 3 (b) and illustrated in Figure 4 (b). Third, if buffer 1 is congested, cell 1 is necessarily congested. That is, buffer 1 is never a bottleneck, and the situation in Figure 4 (c) does not happen recurrently.
Derivation of stability condition
Based on Proposition 1, we now develop a sufficient condition for stability of the SS-CTM with a given control input. To state the sufficient condition, let us define e to be a K-dimensional vector of 1's, and define a constant matrix D = (d kh ) ∈ R K×K such that
Then, we can state the sufficient condition as follows.
Theorem 1 (Stability condition) Consider a K-cell SS-CTM with a set of modes I and with a demand vector d ∈ R K ≥0 . For a given control input u = (v, w) ∈ [0, d] × {0, 1} K , the SS-CTM is stable in the sense of (7) if there exist a symmetric K × K matrix A satisfying
and a set of K-dimensional vectors {b (i) ; i ∈ I}, which jointly verify the following set of inequalities linear in A and b (i) :
The proof of Theorem 1 is in Appendix A.2. Theorem 1 specializes a more general result on the stability of continuous-time Markov processes, called the Foster-Lyapunov criterion [24] . To conclude stability, the generic result in [24] (to be recalled below) requires construction of a Lyapunov function that verifies a "drift condition" everywhere over the hybrid state space I × (Q × N ).
To prove Theorem 1, we choose a switched quadratic Lyapunov function V : I ×(Q×N ) → R that is specifically tailored to the SS-CTM:
We require the matrix A in the above to satisfy (17a)-(17b) to ensure that 1. V is norm-like, i.e. lim x →∞ V (i, x) = ∞ for each i ∈ I, and 2. V decreases as traffic moves downstream through the highway, i.e. for each i ∈ I, each k ∈ {1, . . . , K − 1}, each δ > 0, and each (q, n) ∈ Q × N , we have
Recall from Figure 1 that both buffer k and cell (k − 1) are immediately upstream of cell k; thus, the traffic out of buffer k and the traffic out of cell k − 1 merge with each other and cannot be further distinguished in our model. This feature of the SS-CTM is captured by the Lyapunov function which equally penalizes q k and n k−1 for k = 2, . . . , K thanks to the structure of D. Also note that the vector b (i) depends on the mode i while the matrix A does not; thus, the second term in (19) is intended to capture the impact of mode transitions. Finally, we do not need to restrict the range of b (i) , since only the differences between them are relevant; one can always set b (i) ≥ 0 to ensure that V ≥ 0.
To formally state the Foster-Lyapunov criterion, we recall that the evolution of the process (I(t), X(t)) = (I(t), Q(t), N (t)) is captured by the infinitesimal generator of the traffic flow dynamics [13] . Since I(t) is a Markov chain and since Q(t) and N (t) are always continuous in t, this process is right-continuous with left limits (RCLL). Hence, by [3, Proposition 2.1], for a given control input u = (v, w), the infinitesimal generator can be written as an operator L as follows:
where ∇ q V (resp. ∇ n V ) is the gradient of V with respect to q (resp. n). With the above definition, we can state the generic result as follows:
Theorem (Foster Lyapunov criterion [24] ). For an RCLL Markov process with state ξ and invariant set Ξ, if there exist a norm-like function V : Ξ → R ≥0 , a function g : Ξ → R ≥0 , and constants > 0 and Z < ∞ such that
then, for each initial condition ξ ∈ Ξ, lim sup
Essentially, the drift condition involves checking that the time derivative of an appropriately chosen Lyapunov function is negative in expectation for those states far away from the "origin", i.e. the set {ξ ∈ Ξ : g(ξ) ≤ Z/ }. In the context of our problem, the "origin" is the set M 0 (u).
With the Lyapunov function as defined in (19) , verifying the drift condition reduces to checking the feasibility of the system of linear inequalities (18) . More importantly, we only require checking feasibility of this system for the finite number of states in the set V(u). Note that straightforward use of the generic result in [24] for the SS-CTM would require checking the feasibility of (18) everywhere over Q × N , which essentially requires maximizing the left-hand side of (18) over Q×N ; this maximization is a non-linear and non-convex optimization problem. Fortunately, it turns out that it suffices to verify the drift condition (21) over the finite set of critical states V(u) instead of the invariant set M(u), as (18) indicates. The key is to show that V(u) contains the states where the expected time derivative of the Lyapunov function attains its maximum, i.e. where the rate of traffic discharge is minimal. Verifying the drift condition is straightforward over V 0 (u), but requires more work over V 1 (u); see Appendix A.2.
When applying Theorem 1, one can consider A in (18) as an unknown to be solved. Alternatively, to simplify the analysis, A can also be explicitly constructed using insights about the SS-CTM dynamics. A simple construction is given by
where γ is any constant in [1, ∞) . That is, the Lyapunov function V as defined in (19) penalizes the on-ramp queues and mainline traffic densities equally. An alternative construction is given by
where γ is any constant in [1, ∞) . This construction accounts for the spatial distribution of traffic: the Lyapunov function will strictly decrease as traffic is discharged downstream.
Example 2 (stability, stationary) Consider the two-cell highway with a stationary incident hotspot, as described in Example 1. For ease of presentation, we only consider on-ramp priority, i.e. w = [1 1] T , and only vary v = [v 1 v 2 ] T over the set [0, ∞) 2 (assuming infinite demands). In this article, solutions of inequalities are obtained using YALMIP [21] . The results are illustrated in Figure 5 and the nomenclature of various regions is in Table 3 . In Figure 5 , the union of regions 1-4 is the set of inflows v = [v 1 v 2 ] that satisfy Theorem 1 (with a variable A) and are thus stabilizing. In addition, every [v 1 v 2 ] T in region 6 exceeds the average capacity, and is thus destabilizing; see [13, Theorem 1] for a formal statement of this necessary condition for stability. Finally, there is a gap (region 5) between the sufficient condition and the necessary condition; for control inputs in that region, our stability condition does not give a conclusive answer. Furthermore, the unions of regions 1-2 is the set of stabilizing inflows resulting from an A matrix specified by (23) . Compared with a variable A, a matrix A specified by (23) only increase the unknown region by a small size (union of regions 3 and 4). Hence, (23) gives an adequate proxy to a variable A for this example.
Reformulation and analysis of max-throughput problem
Thanks to Theorem 1, we can formulate the max-throughput problem as follows:
The decision variables of (P1) include the control input u = (v, w), and Lyapunov function parameters A and b (i) . Since G and H as well as the critical states V(u) are non-linear in u, even with a given matrix A, (25a) is non-linear in the u. In Section 4.1, we address this challenge by reformulating (P1) such that: 1. When A is considered as a variable, the reformulation is a mixed integer bilinear program (MIBLP) with a linear objective function and bilinear constraints; 2. When A is chosen to be fixed, the reformulation is a mixed integer linear program (MILP). In Section 4.2, we study the structure of optimal solutions to the max-throughput problem for isolated merges, and derive useful insights for traffic control design, mainly for fixed A matrices.
Reformulation
The main techniques involved in the reformulation include (i) substitution of G and H with a new set of variables, f (i) k,y,z ,r (i) k,y,z ; k = 1, . . . , K, i ∈ I, y ∈ {0, 1} K \{0} K , z ∈ {0, 1} K , and (ii) elimination of the cross-product term v k w k (as appears in (12e)) using the big-M method. One can interpretf (i) k,y,z andr (i) k,y,z as the cell/buffer flow evaluated at the critical states. In addition, y and z are essentially indices for the critical states: y k = 0 (resp. y k = 1) corresponds to q k = 0 (resp. q k = ∞ or q > 0),and z k = 0 (resp. z k = 1) corresponds to n k = n k (q) (resp. n k =n k ). 3 We reformulate (P1) as follows:
In summary, the decision variables in (P2) are v k , w k ,f k . Note that y k , z k are not decision variables; instead, they serve as indices intended for a compact representation of multiple inequalities. If A is variable, then (P2) is an MIBLP with a linear objective function and bilinear constraints. If A is given, then (P2) is an MILP.
Next, we interpret the constraints (26a)-(26k). Constraints (26a)-(26i) are imposed for each i ∈ I, each y ∈ {0, 1} K \{0}, and each z ∈ {0, 1} K . (26a) is a reformulation of (25a), where the vector fields G and H are replaced by critical-state flowsf (i) k,y,z andr (i) k,y,z , and the matrix product is expanded for every row of A. The right-hand side of (26a) includes a big-M term, which means that this constraint is active if and only if y k w k = 1 for some k. 4 The auxiliary binary variable ξ k results from (12f), on which we elaborate below.
(26b)-(26c) result from (5a), i.e. the definition of the buffer-discharged flow. (26d)-(26g) results from (5c) and (12b)-(12e), i.e. the expressions for the flows and for the boundaries of the invariant set M. Specifically, (26d)-(26e) result from n k ; recall that z k = 0 corresponds to n = n k . (26f) is the capacity constraint. (26g) is associated with the receiving flow constraint, which is only active if z k+1 = 1, i.e. if n k+1 =n k+1 .
(26h)-(26i) are associated with the expression (12f) forq k . The big-M terms associated with ξ k replace the cross-product term v k w k in (12e) (and carried over to (12f)). The auxiliary variable ξ k serves the following purpose. If both (26h) and (26i) hold with ξ k = 1, one can obtain from (12f) thatq k = 0, and thus q k = 0 for every (q, n) ∈ V; therefore, we do not need to verify the drift condition at those states where q k > 0 (i.e. y k = 1), and ξ k will "inactivate" (26a) for those y such that y k = 1.
(26j) results from (17a); this constraint is not needed if A is given. (26k) indicates the set of admissible control inputs u = (v, w) and the auxiliary decision variables ξ k . The auxiliary decision variablesf 
Structure of optimal solution: a single merge
Because of the coupling between demand management and capacity allocation, analytical solution to (P2) for a general K-cell highway is not easy, even with a fixed A matrix. However, we can analytically characterize the optimal solution for a single merge, i.e. a two-cell highway section (as in Figure 2 ); this is a typical setting for highway control design [20, 26] . Furthermore, we focus on two practically relevant perturbations models, viz. a stationary incident hotspot and moving bottlenecks. For ease of presentation, we do not consider the impact of off-ramps and assume ρ 1 = 1. Furthermore, we assume that R 1 = F 1 .
Specifically, we show that the structure of the optimal control depends on whether the given demand is feasible or infeasible, i.e. whether there exists a stabilizing control input u = (v, w) such that v = d:
1. For a feasible demand, an on-ramp is prioritized over the mainline if the on-ramp has a smaller capacity-to-demand margin than the mainline. 2. For an infeasible demand, the inflow and priority are coupled and must be simultaneously determined. Optimal solutions are such that high inflow is sent to a location with high priority, and high priority is assigned to a location with high inflow (or more precisely, a small capacity-to-inflow margin). The structure of the optimal solutions in the above two cases are consistent, in that it is always optimal to avoid queuing at a location where queue is discharged slowly; the speed of discharge is quantified by the capacity-to-inflow margin. Hence, we call the structure of the optimal solutions the margin criterion. Our subsequent theoretical analysis only considers either feasible or infinite demand, and excludes the case of finite but infeasible demands. However, we will discuss finite but infeasible demands in the examples.
Stationary incident hotspot
Consider the two-cell highway with an incident hotspot. Let a kh be as defined in (23) . Thus, the Lyapunov function equally penalizes traffic queue/density everywhere and does not account for spatial distribution of traffic. This construction of A is suitable for this setting, since the incident hotspot is the only bottleneck and thus the total number of vehicles in the highway is more important than how the vehicles are spatially distributed. The following result characterizes the optimal solutions to (P2).
Proposition 2 (Optimal solution, stationary) Consider a two-cell highway with a stationary incident hotspot. Suppose that ρ 1 = 1 and F 1 = R 1 , and let a kh be as defined in (23).
1. If the demand vector
is an optimal solution to (P2) if
and
2. If
is an optimal solution to (P2).
The proof of Proposition 2 is in Appendix A.3. Part (1) of the above proposition states that, for a feasible demand, if the on-ramp has a capacity-to-demand margin (R 2 − d 2 ) that is larger than the margin (F 1 − d 1 ) of the mainline, then the optimal solution assigns low priority to the on-ramp. Part (2) states that, for an infinite demand, v and w are coupled and can be analytically solved. Note that Proposition 2 can be extended to the case where the demand is finite but infeasible with straightforward modification. In fact, this result can be mechanically extended to a general K-cell highway, although the extension is notationally heavy.
We can use the two-cell highway in Example 1 to illustrate some insights from Propositions 2, and visualize the structure of the max-throughput problem. Figure 6 shows the feasible set; the meaning of each region is listed in Table 3 . Note that the gap (region 4) between the stable regions and the unstable region is very small.
Moving bottlenecks
Consider the two-cell highway section as shown in Figure 2 . Suppose that moving bottlenecks randomly arrives at and moves through the highway section. That is, the highway has three modes {0, 1, 2}, and the mode-specific capacities are Let a kh be as defined in (24) . Thus, the Lyapunov function penalizes congestion in cell 1 more than that in cell 2. This construction of A is suitable for this setting, since the bottleneck is moving. Congestion in cell 1 is more costly than that in cell 2, since The following result characterizes the optimal solutions to (P2) in this setting.
Proposition 3 (Optimal solution, moving) Consider a highway of two-cells with moving bottlenecks. Suppose that ρ 1 = 1 and R 1 = F 1 . Let α be as defined in (24).
Suppose that the demand vector
and an optimal solution is (
2. Suppose that (i)
Then, an optimal solution to (P2) is
where p 0 , p 1 , p 2 are the steady-state probabilities given by (1) .
The proof of Proposition 3 is similar to that of Proposition 2. Part (1) essentially states that, if the kth on-ramp has a capacity-to-demand margin (R 2 −d 2 ) smaller (resp. larger) than that of the mainline (F 1 −∆ 1 −d 1 ) (resp. (F 1 −d 1 ) ) under the influence of the moving bottleneck, then the optimal solution assigns high (resp. low) priority to the onramp. If the margins do not fall in the above regions, this result does not provide a conclusive (31)). v * (resp. v † ) is the optimal solution in the case of infinite demand given by the MILP (resp. MIBLP).
characterization; however, we can still obtain the optimal solution by solving the MILP (P2).
For an infinite demand, as in Part (2), we made the practically relevant assumptions (ii)-(iii) for ease of presentation; these assumptions usually hold for highway merges [12] . 5 In this setting, we provide one (analytical) optimal solution. To illustrate the insights from Proposition 3, consider again the I210 section in Figure 2 , but with moving bottlenecks. Figure 7 shows the feasible set (given by Theorem 1) as well as the optimal solution (given by Proposition 3); the meaning of each region is listed in Table 4 . Note that the optimal solution v * of the MILP is close to the optimal solution v † of the MIBLP.
Case study: a full-day simulation of SR-134 East/I-210 East
In this section, we consider a 33.2-km stretch of SR-134 East/I-210 East in Los Angeles County as a test case for the margin criterion for ramp control. This highway stretch consists of 6.3 km of SR-134 East from postmile 9.46 to postmile 13.36 and 26.9 km of I-210 East from postmile 25 to postmile 41.7. There are 28 on-ramps and 25 off-ramps. We consider the on-ramp flows October 13, 2014 . This was one of the days when most vehicle detectors on mainline, on-ramps, and off-ramps of SR-134 East and I-210 East were intact, and hence the PeMS data are reliable. There are a morning peak hour and an evening peak hour. Traffic flow parameters were calibrated using Performance Measurement System (PeMS, see [33] ) data following the methodology [8] . The Markovian capacity model can be calibrated following [16] . However, in this section, we consider two demonstrative capacity models: one for incident hotspots and one for moving bottlenecks. More information about the simulation tool is available in [12] .
Stationary incident hotspot
We consider a stationary incident hotspot near North Azusa Avenue. The capacity of the hotspot switches between 100% (mode 0) and 75% (mode 1) of its nominal capacity, and spends equal time in both modes. That is, the time average capacity is 87.5% of the nominal capacity. The traffic flow and capacity parameters are the data in the max-throughput problem. One way to implement our design approach is to consider the whole stretch as a single highway and solve for the optimal inflow and priority at all locations in a coordinated manner. However, such a coordinated ramp metering capability is not yet widely available [20] . Hence, we use an alternative, distributed implementation: we independently consider each cell and apply the margin criterion (Proposition 2). We run three simulations in this setting, viz. on-ramp priority (i.e. the uncontrolled baseline), mainline priority, and margin criterion presented in Proposition 2. The resulting traffic density contour plot from a typical simulation sample is show in Figures 8(a)-8(b) . Compared to the baseline, mainline priority (the classical traffic control scheme [11] ) reduces delay by 62%. Compared to mainline priority, the margin criterion further reduces delay by 3%. More importantly, the margin criterion reduces the longest on-ramp queue by 39%. Figure 9 shows that although the peak values for vehicle counts are the same for both control strategies, margin criterion results in faster discharge of traffic.
Moving bottlenecks
We now consider moving bottlenecks randomly arriving at the highway, following a methodology analogous to that for incidents. We consider an arrival rate of moving bottlenecks of 12 per hour. When the moving bottleneck is in a cell, then the cell's capacity is reduced by the capacity of one lane. The expected time µ k that a moving bottleneck spends in a cell is given by µ k = l k α k , where l k is the length of the cell and α k is the free-flow speed. Once again, we consider the control strategies in the previous subsection, viz. on-ramp priority, mainline priority, and margin criterion (as described in Proposition 3). The resulting traffic density contour plots are given by Figures 10(a)-10(b) . Compared to the baseline, mainline priority reduces delay by 16%. Compared to mainline priority, the margin criterion further reduces delay by 25%.
Concluding remarks
In this article, we considered the maximization of the throughput of a perturbation-prone highway section, under the constraint that every on-ramp should remain bounded on average. We developed a sufficient condition (Theorem 1) for bounded on-ramp queues, and formulate the max-throughput problem as either an MIBLP or an MILP. In addition, we characterized the structure of the optimal solutions to the max-throughput problem, which we summarized as the "margin criterion" (Propositions 2-3). This work can be extended to a network setting with connection to upstream/downstream arterial roads. To estimate the likelihood for on-ramp queues to propagate to upstream roads, one can study properties of higher-order moments of the on-ramp queues. In addition, congestion on downstream roads may restrict the off-ramp discharges, and thus affect the design of demand management and capacity allocation strategies.
A Appendices

A.1 Proof of Proposition 1
Consider a given control input u = (v, w). One can adapt the proof of [13, Proposition 1] and show thatM = [0, ∞] K × K k=1 [n k (0), n k ] is invariant. Next, we refineM and eventually obtain the invariance of M in three steps.
Step (1) . For the k-th buffer, if v k > R k , then for any initial condition (i, x, u) ∈ I ×M, we have lim t→∞ Q k (t) = ∞. Hence, the set [0, ∞] k−1 × {∞} × [0, ∞] K−k × K h=1 [n h (0),n h ] is attracting and invariant. Repeating the above argument for each k, we conclude that the set
[n k (0),n k ] is attracting and invariant.
Step (2) . For the k-th buffer, if v k < R k and v k < β k (n max k −n k )−(1−w k )ρ k−1 min{α k−1nk−1 , F k−1 } (and thusq k = 0), we have
[n k (0),n k ] is attracting and invariant. Repeating the above argument for each k, we conclude that the following setM 2 
[n k (0),n k ] is attracting and invariant. Then, we conclude thatM 1 ∩M 2 is attracting and invariant.
Step (3i). For each k and each h ≤ k, define
For each q ∈ (M 1 ∩M 2 ) such that q 1 > 0, we obtain from (12b) that n 1 (q) = R 1 /α 1 . Then, for each i ∈ I and each (q, n) ∈ {(ξ, ζ) ∈ (M 1 ∩M 2 ) : ξ 1 > 0, ζ 1 < n 1 (ξ)}, we have Finally, the implications for stability is straightforward.
A.2 Proof of Theorem 1
Suppose that there exist a matrix A and vectors b (i) that satisfy the conditions in Theorem 1.
Consider the invariant set M as defined in (11) . By (2b)-(2c) and (20) 
Since G k and H k are bounded, we can define a constant W := max i,k |b (i) k | K k=1 (R k + ρ k F k ) and obtain that (b (i) ) T (DG + H) (16) ≤ max
The rest of this proof verifies the drift condition over M 0 and M 1 as defined in (13a)-(13b):
Step (1): For each (q, n) ∈ M 0 , since M 0 is a bounded set, there exists Z 0 < ∞ such that ∀(i, x) ∈ I × M 0
Hence, we can obtain from (33) and the above that
Step (2): For each (q, n) ∈ M 1 and for h = 1, . . . , K, note that (DG + H) T a h,1 · · · a h,K T = a h,1 v 1 + (17a) ensures that a h,k − a h,k+1 ≥ 0 for k = 1, . . . , K − 1. For each q = 0, ρ k−1 f k−1 + r k is concave in n over the box K k=1 [n k (q), n k ] (see [13, Proof of Theorem 2] for details). Therefore, ρ k−1 f k−1 + r k attains its minimum at one of the vertices of the box. Then, we have
≤ a k,1 v 1 + Thus, we can obtain from the above together with (32) and (33) (27) holds. If v 1 + v 2 ≤ F 2 − ∆ 2 , thenq 1 =q 2 = 0 and M is bounded regardless of w 2 , and the proof is straightforward.
If v 1 + v 2 > F 2 − ∆ 2 and if v 1 ≤ F 2 − ∆ 2 , then, with w 2 = 0, (26a)-(26k) are equivalent to the following:
With w 2 = 1, (26a)-(26k) are implied by the following:
If (27) 
Since v 1 < F 2 − ∆ 2 , we obtain from (12f) thatq 1 = 0. Thus, (37) ensures (26a)-(26k) (see the proof of Proposition 2). Hence, (v, w) is a feasible solution to (P2). On the other hand, v * 1 + v * 2 ≤F 2 is a necessary condition for stability, andF 2 is the maximum throughput that can be achieved (regardless of the formulation).
In conclusion, (v * , w * ) is an optimal solution to (P2).
