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We study two classes of stochastic control problems with semicontinuous cost: the Mayer
problem and optimal stopping for controlled diffusions. The value functions are introduced
via linear optimization problems on appropriate sets of probability measures. These sets
of constraints are described deterministically with respect to the coeﬃcient functions.
Both the lower and upper semicontinuous cases are considered. The value function is
shown to be a generalized viscosity solution of the associated HJB system, respectively, of
some variational inequality. Dual formulations are given, as well as the relations between
the primal and dual value functions. Under classical convexity assumptions, we prove
the equivalence between the linearized Mayer problem and the standard weak control
formulation. Counter-examples are given for the general framework.
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1. Introduction
This paper aims at characterizing the value function of two classes of stochastic control problems with discontinuous cost
functions. The method allows to deal with (possibly) non-convex dynamics. In a ﬁrst step, we consider the Mayer control
problem and, then, extend the approach to the optimal stopping for controlled diffusions.
In the deterministic framework, whenever convexity conditions are not required, a suitable deﬁnition of the value func-
tion involves the closure of the reachable sets. If convexity is assumed, the reachable set is closed and one ﬁnds the classical
Mayer control problem. The deterministic value function can be seen as a discontinuous “generalized” solution to the as-
sociated Hamilton–Jacobi equation. The reader is referred to [9] for the convex case or [12] for the general non-convex
framework.
In the stochastic case, taking the closure of the reachable set is not a proper approach. Indeed, in the discontinuous set-
ting, one cannot guarantee that the value function is independent of the probability system. Therefore, a different approach
should be adopted. This method is motivated by the works [11] (see also [15]) and [4] on the linearization of (discounted)
control problems. In a ﬁrst step (Section 3), we give an equivalent formulation for the value function whenever the cost is
bounded and Lipschitz continuous. We show that the value function can be obtained by minimizing an appropriate func-
tional over some set of probability measures. We emphasize that the description of this set of constraints is deterministic
and entirely based on the coeﬃcient functions. The techniques in the proofs rely mainly on the theory of Hamilton–Jacobi–
Bellman equations and occupational measures.
It appears natural to extend this approach to discontinuous cost functions. We deﬁne the value function with respect
to the set of measures previously introduced. In the case of lower semicontinuous cost functions, we prove that this value
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HJB equation. Moreover, we provide a dual characterization of this value function (similar to the continuous case). In the
upper semicontinuous case, the value function turns out to be the largest upper semicontinuous viscosity subsolution for
the associated system. However, duality fails to hold. Example 9 shows that, even in the case of deterministic dynamics,
the value function might exceed the dual value. The next step consists in giving the relation between these value functions
and the usual weak control formulation of the optimal control problem. We prove that, in the upper semicontinuous case,
the two value functions coincide, independently of convexity assumptions on the dynamics. In the lower semicontinuous
setting, the two value functions are, in general, different. This is not due to the stochastic nature of the problem, as shown
by Example 13. However, under usual convexity assumptions, we prove that the weak control value function coincides with
its linearized formulation. The arguments involve the control rules introduced in [7].
Secondly, we consider the optimal stopping for controlled diffusion problems. In analogy with the classical control
setting, we ﬁrst introduce a proper convex, compact set of probability measures (Section 5.1). The family of couples of ad-
missible control process and stopping time is naturally embedded into this set. In a second step (Section 5.2), we consider
the linear minimization problem with respect to this set of constraints and the associated dual formulation. For Lipschitz-
continuous cost functions, we prove that the linearized value function coincides with the classical one. As for the Mayer
setting, the methods involve analytical tools from the theory of viscosity solutions (this time for Variational Inequalities).
This allows us to extend the deﬁnition for upper and lower semicontinuous cost functions in Section 5.3. Proofs are very
similar to the previous section and we only indicate the main differences. We apply the results for the study of the expected
minimum time to reach some closed target set.
Our paper is organized as follows: In Section 2 we set the problem and recall some notions from the theory of
Hamilton–Jacobi–Bellman equations. Section 3 is concerned with the linear formulation of the stochastic control problem. In
Section 3.1, we introduce the ﬁnite-horizon occupational measures. The next subsection introduces the linear formulation of
the control problem and its dual for Lipschitz-continuous cost. In Section 4, we consider the discontinuous setting. Firstly,
we treat the lower semicontinuous case (Section 4.1). In this setting, the value function turns out to be the smallest lower
semicontinuous viscosity supersolution of the associated HJB system. Both the primal and the dual formulation give the
same value function. In the upper semicontinuous case (Section 4.2), the primal deﬁnition gives the largest upper semi-
continuous viscosity subsolution of the associated HJB system. However, the dual formulation fails to hold for the general
case (cf. Example 9). In Section 4.3, we show that the (primal) value function coincides with the usual weak control value
function for the upper semicontinuous case. In the lower semicontinuous setting, the result holds true under some (usual)
convexity assumption on the coeﬃcient functions. We provide a counter-example (Example 13) for the general non-convex
framework. Section 5 deals with optimal stopping for controlled diffusions. We introduce the associated set of constraints
(Section 5.1), study the equivalence of the deﬁnitions (Section 5.2) and extend it to the semicontinuous case. We apply the
results to the target problem (Section 5.3).
2. Preliminaries
We let (Ω,F ,P) be a complete probability space endowed with a ﬁltration F = (Ft)t0 satisfying the usual assumptions
and W be a standard, d-dimensional Brownian motion with respect to this ﬁltration. We denote by T > 0 a ﬁnite time
horizon and we let U be a compact metric space. We consider the stochastic control system{
dXt,x,us = b
(
s, Xt,x,us ,us
)
ds + σ (s, Xt,x,us ,us)dWs, for all s ∈ [t, T ],
Xt,x,ut = x ∈ RN ,
(1)
where t ∈ [0, T ]. We make the following standard assumption on the coeﬃcient functions b : R × RN × U → RN and
σ : R × RN × U → RN×d:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(i) the functions b and σ are bounded and uniformly continuous on RN+1 × U ,
(ii) there exists a real constant c > 0 such that∣∣b(t, x,u) − b(t, y,u)∣∣+ ∣∣σ(t, x,u) − σ(t, y,u)∣∣ c|x− y|, and∣∣b(t, x,u) − b(s, x,u)∣∣+ ∣∣σ(t, x,u) − σ(s, x,u)∣∣ c|t − s| δ02 ,
(2)
for all (s, t, x, y,u) ∈ R2 × R2N × U , and for some positive δ0 > 0. We recall that an admissible control process is any F-
progressively measurable process with values in the compact metric space U . We let U denote the class of all admissible
control processes on [0, T ]×Ω . Under the assumption (2), for every (t, x) ∈ [0, T ]×RN and every admissible control process
u ∈ U , there exists a unique solution to (1) starting from (t, x) denoted by Xt,x,u· .
We will be dealing with a stochastic Mayer-type control problem in which the value function is given with respect to
some discontinuous function h : RN → R. Whenever the function h is Lipschitz-continuous, to any (t, x) ∈ [0, T ] × RN , one
associates the criterion
Jh(t, x,u) = E
[
h
(
Xt,x,u
)]
T
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Vh(t, x) = inf
u∈U Jh(t, x,u). (3)
If the function h is Lipschitz-continuous, then Vh is known to be the unique viscosity solution in the class of linear-growth
continuous functions of the associated Hamilton–Jacobi–Bellman equation:
−∂t Vh(t, x) + H
(
x, DVh(t, x), D
2Vh(t, x)
)= 0, (4)
for all (t, x) ∈ (0, T ) × RN , and Vh(T , ·) = h(·) on RN , where the Hamiltonian is given by
H(t, x, p, A) = sup
u∈U
{
−1
2
Tr
(
σσ ∗(t, x,u)A
)− 〈b(t, x,u), p〉}, (5)
for all (t, x, p, A) ∈ R×RN ×RN × SN . We recall that SN stands for the family of symmetric N × N-type matrix. For proofs
of the connection between Vh and (4), the reader is referred to [8] and the references therein. We recall the following
deﬁnition of viscosity super and subsolutions (cf. [6]).
Deﬁnition 1. An upper semicontinuous (u.s.c., respectively lower semicontinuous l.s.c.) function W is a viscosity subsolution
(resp. supersolution) of (4) if, for every (t, x) ∈ (0, T )×RN and every φ ∈ C1,2((0, T )×RN ) such that (t, x) ∈ argmax(W −φ),
(resp. argmin) one has
−∂tφ(t, x) + H
(
t, x, Dφ(t, x), D2φ(t, x)
)
 0
(resp. ). A continuous function W is a viscosity solution of (4) if it is sub and supersolution.
3. Linearizing the Mayer stochastic control problem
The aim of this section is to provide an equivalent formulation for the value function (3) in the case of Lipschitz
continuous cost h. We will show that this function can be obtained by minimizing an appropriate functional over some
set of occupational measures. Linear programming tools have been successfully employed to linearize stochastic con-
trol problems (see [10,4]). We adapt the approach in [4] for inﬁnite-horizon discounted control to our (ﬁnite-horizon)
Mayer-type problem. The techniques rely mainly on the theory of Hamilton–Jacobi–Bellman equations and occupational
measures.
The result we obtain (Theorem 4) gives an idea on how stochastic control problems should be approached in the discon-
tinuous case. Throughout the section we shall assume that
the function h : RN → R is bounded and Lipschitz-continuous. (6)
This assumption (as well as the boundedness condition on the coeﬃcient functions) is not essential. It is made in order to
simplify the arguments and focus on the novelty of the approach. The boundedness of b, σ and h allows direct application
of some result of Krylov (see Proposition 3). One can weaken these conditions by properly approximating the initial control
problem.
3.1. Occupational measures
To any (t, x) ∈ [0, T ) × RN and any u ∈ U , we associate the (expectation of the) occupational measure
γt,x,u(A × B × C × D) = 1
T − tE
[ T∫
t
1A×B×C
(
s, Xt,x,us ,us
)
ds1D
(
Xt,x,uT
)]
,
for all Borel subsets A × B × C × D ⊂ [0, T ] × RN × U ×RN . Due to the assumption (2), there exists a positive constant C0
such that, for every (t, x) ∈ [0, T ) × RN and every u ∈ U , one has∫
[t,T ]×RN×U×RN
(|y|2 + |z|2)γt,x,u(ds,dy,dv,dz) C0(|x|2 + 1).
We let P([t, T ] × RN × U × RN ) denote the set of all probability measures on [t, T ] × RN × U × RN and deﬁne
Θ(t, x) =
⎧⎪⎨⎪⎩
γ ∈ P([t, T ] × RN × U × RN): ∀φ ∈ C1,2b ([0, T ] × RN),∫
[t,T ]×RN×U×RN [(T − t)Lvφ(s, y) + φ(t, x) − φ(T , z)]γ (ds,dy,dv,dz) = 0, and∫
N N (|y|2 + |z|2)γ (ds,dy,dv,dz) C0(|x|2 + 1),
⎫⎪⎬⎪⎭ (7)
[t,T ]×R ×U×R
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Lvφ(s, y) = 1
2
Tr
[(
σσ ∗
)
(s, y, v)D2φ(s, y)
]+ 〈b(s, y, v), Dφ(s, y)〉+ ∂tφ(s, y),
for all (s, y) ∈ [0, T ] × RN , v ∈ U and all φ ∈ C1,2([0, T ] × RN ).
Remark 2.
(1) One easily notices that, for every (t, x) ∈ [0, T ) × RN and every u ∈ U ,
Jh(t, x,u) =
∫
[t,T ]×RN×U×RN
h(z)γt,x,u(ds,dy,dv,dz).
(2) For every (t, x) ∈ [0, T ) × RN and every u ∈ U , γt,x,u ∈ Θ(t, x). This is a simple consequence of Itô’s formula written for
φ(T , Xt,x,uT ), where φ ∈ C1,2b ([0, T ] × RN ) is an arbitrary test function.
(3) It is clear that the set Θ(t, x) is convex and closed. Moreover, the condition∫
[t,T ]×RN×U×RN
(|y|2 + |z|2)γ (ds,dy,dv,dz) C0(|x|2 + 1)
implies that Θ(t, x) is tight. Prohorov’s Theorem yields that Θ(t, x) is compact (cf. [3]).
3.2. The linear problems
The aim of this subsection is to show how the value function (3) can be alternatively introduced via some linear con-
trol formulation. We prove that the value function can be interpreted as a linear minimization over the family Θ(t, x).
The dual problem turns out to be strongly connected to the theory of viscosity solutions for the Hamilton–Jacobi–Bellman
system (4).
We consider the following linear problem
h∗(t, x) = inf
γ∈Θ(t,x)
∫
RN
h(z)γ
([t, T ],RN ,U ,dz), (8)
and the dual formulation
η∗(t, x) = sup
⎧⎪⎨⎪⎩
η ∈ R: ∃φ ∈ C1,2b ([0, T ] × RN),
s.t. ∀(s, y, v, z) ∈ [t, T ] × RN × V × RN ,
η (T − t)Lvφ(s, y) + h(z) − φ(T , z) + φ(t, x),
⎫⎪⎬⎪⎭ (9)
for all (t, x) ∈ (0, T ) × RN .
We will make use of the following result due to N.V. Krylov (cf. [13, Theorem 2.1]):
Proposition 3. There exists a constant C > 0 such that, for every ε ∈ (0,1], there exists a function V ε ∈ C1,2b ([0, T + ε2] × RN )
(classical) subsolution of (4) deﬁned on [0, T + ε2] × RN satisfying
(i) |V ε(t, ·) − h(·)| Cε, for t ∈ [T , T + ε2], and
(ii) |V ε(·) − Vh(·)| Cεδ0 , on [0, T ] × RN .
We are now able to state and prove the main result of the section.
Theorem 4. If (2) and (6) hold true, then, for every (t, x) ∈ (0, T ) × RN , one has
Vh(t, x) = h∗(t, x) = η∗(t, x).
Proof. We have seen in Remark 2 that γt,x,u ∈ Θ(t, x), for all (t, x) ∈ (0, T ) × RN and all u ∈ U . It follows that
Vh(t, x) h∗(t, x). (10)
For any γ ∈ Θ(t, x), whenever (η,φ) ∈ R × C1,2([0, T ] × RN ) satisﬁesb
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for all (s, y, v, z) ∈ [t, T ] × RN × U × RN , we have
η
∫
RN
h(z)γ
([t, T ] × RN × U ,dz).
Hence,
η∗(t, x) h∗(t, x) < ∞. (11)
To complete the proof, one only needs to show that
Vh(t, x) η∗(t, x). (12)
To this purpose, we apply the previous proposition and get, for every ε > 0, the existence of some regular V ε such that
−∂t V ε(t, x) + H
(
t, x, DV ε(t, x), D2V ε(t, x)
)
 0,
for all (t, x) ∈ [0, T ] × RN . Thus, choosing C as in Proposition 3, for every (t, s, x, y, z) ∈ [0, T ]2 × R3N and every v ∈ U , one
has
V ε(t, x) − Cε  (T − t)Lv V ε(s, y) + h(z) − V ε(T , z) + V ε(t, x).
Hence,
V ε(t, x) − Cε  η∗(t, x).
The inequality (12) follows by passing to the limit as ε → 0 and recalling that Proposition 3(ii) holds true. The proof of our
theorem is now complete. 
3.3. A viability result
Using similar arguments, one is able to describe the viability of closed subsets K ⊂ RN . In connection to the viability
property of K , one can consider the value function
V (t, x) = inf
u∈U
{
E
[ T∫
t
dK
(
Xt,x,us
)∧ 1ds]+ E[dK (Xt,x,uT )∧ 1]
}
,
for all (t, x) ∈ [0, T ] × RN . The set K is called (ε-)viable whenever V is zero on [0, T ] × K . Equivalently, using occupational
measures, V is given by
V (t, x) = inf
γ∈Θ(t,x)
∫
[t,T ]×RN×U×RN
[
(T − t)(dK (y) ∧ 1)+ dK (z) ∧ 1]γ (ds,dy,dv,dz),
for all (t, x) ∈ [0, T ) × RN , where Θ(t, x) is given by (7). Using the dual formulation, one gets the following criterion.
Proposition 5. The closed set K ⊂ RN is (ε-)viable if and only if, for every T > t > 0 and every φ ∈ C1,2b ([t, T ] × RN),
inf
(s,y,u,z)∈[t,T ]×RN×U×RN
(T − t)(Luφ(s, y) + dK (y) ∧ 1)+ dK (z) ∧ 1− φ(T , z)−φ(t, x),
whenever x ∈ K .
4. The discontinuous framework
As a consequence of the previous section, whenever h is no longer Lipschitz-continuous, it appears natural to introduce
the value function by
Vh(t, x) = inf
γ∈Θ(t,x)
∫
RN
h(z)γ
([t, T ],RN ,U ,dz), (13)
if (t, x) ∈ [0, T ) × RN and Vh(T , ·) = h(·).
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Throughout the section we assume that
h : RN → R is a lower semicontinuous function. (14)
Moreover, we assume that there exists a constant c ∈ R such that
c
(|x|2 + 1) h(x)−c,
for all x ∈ RN .
Remark 6. We have imposed quadratic growth on the function h in order to guarantee that Vh takes ﬁnite values. One
can alternatively ask for polynomial growth for h by imposing a ﬁnite p-th order moment for the measures in Θ(t, x).
The occupational measures still belong to this set.
Theorem 7. Let us assume that (2) and (14) hold true. Then, the value function Vh is the smallest lower semicontinuous viscosity
supersolution of (4). Moreover,
Vh(t, x) = η∗(t, x),
for all (t, x) ∈ (0, T ) × RN , where η∗ is given by (9).
Proof. It is obvious that, for every x ∈ RN ,(
hn(x) = inf
y∈RN
(
h(y) ∧ n + n|y − x|))
n∈N∗
is a nondecreasing real sequence and limn→∞ hn(x) = h(x). Moreover, hn are bounded, Lipschitz-continuous functions. We
also introduce the value functions
V n(t, x) = inf
u∈U E
[
hn
(
Xt,x,uT
)]
,
for all (t, x) ∈ (0, T ) × RN . Theorem 4 yields
V n(t, x) = inf
γ∈Θ(t,x)
∫
RN
hn(z)γ
([t, T ],RN ,U ,dz),
for all (t, x) ∈ (0, T ) × RN . The function V n is a viscosity subsolution of (4) such that V n(T , ·)  h(·), thus being lower or
equal to any supersolution W˜ of (4) such that W˜ (T , ·) h(·). By standard stability arguments, the function
W = sup
n
V n (15)
is a lower semicontinuous viscosity supersolution of (4) and W (T , x) = h(x), for all x ∈ RN . Thus, W is the smallest lower
semicontinuous viscosity supersolution of (4) satisfying W (T , x) h(x), for all x ∈ RN .
Due to Theorem 4, one has
V n(t, x) = sup
⎧⎪⎨⎪⎩
η ∈ R: ∃φ ∈ C1,2b ([0, T ] × RN),
s.t. ∀(s, y, v, z) ∈ [t, T ] × RN × V × RN ,
η (T − t)Lvφ(s, y) + (hn(z) − φ(T , z)) + φ(t, x).
⎫⎪⎬⎪⎭
One easily notices that
V n(t, x) η∗(t, x), (16)
for all (t, x) ∈ (0, T ) × RN . Also, arguments similar to those in the proof of Theorem 4 yield
η∗(t, x) Vh(t, x),
for all (t, x) ∈ (0, T ) × RN . Combining the previous inequalities, one has
W (t, x) η∗(t, x) Vh(t, x), (17)
for all (t, x) ∈ (0, T ) × RN .
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V n(t, x) =
∫
RN
hn(z)γ
n([t, T ],RN ,U ,dz).
For every m n,
Vm(t, x)
∫
RN
hn(z)γ
m([t, T ],RN ,U ,dz).
Again, due to the compactness of Θ(t, x), there exists a subsequence (still denoted by (γ n)n) converging to some γ ∈ Θ(t, x).
Then,
W (t, x) lim
m→∞
∫
RN
hn(z)γ
m([t, T ],RN ,U ,dz)
=
∫
RN
hn(z)γ
([t, T ],RN ,U ,dz).
Passing to the limit as n → ∞ and using a dominated convergence argument (recall that −c  hn(z)  c(1 + |z|2)), one
obtains
W (t, x)
∫
RN
h(z)γ
([t, T ],RN ,U ,dz) Vh(t, x). (18)
The assertion of our theorem follows from (17) and (18). 
4.2. Upper semicontinuous cost functions
Throughout the section we assume that{
h : RN → R is an upper semicontinuous function such that
−c(|x|2 + 1) h(x) c, (19)
for all x ∈ RN , for some constant c ∈ R.
Theorem 8. Let us assume that (2) and (19) hold true. Then, the value function Vh is the largest upper semicontinuous viscosity
subsolution of (4).
Proof. We use a sup-convolution method. To this purpose, we introduce, for every x ∈ RN , a nonincreasing real sequence(
hn(x) = sup
y∈RN
(
h(y)∨ (−n) − n|y − x|))
n∈N∗ .
As for the l.s.c. case, hn are bounded, Lipschitz-continuous functions and limn→∞ hn(x) = h(x), for every x ∈ RN . We also
introduce the value functions
V n(t, x) = inf
u∈U E
[
hn
(
Xt,x,uT
)]
,
for all (t, x) ∈ (0, T ) × RN . Theorem 4 yields
V n(t, x) = inf
γ∈Θ(t,x)
∫
RN
hn(z)γ
([t, T ],RN ,U ,dz),
for all (t, x) ∈ (0, T ) × RN . The function
W = inf
n
V n
is the largest upper semicontinuous viscosity subsolution of (4) and W (T , x) = h(x), for all x ∈ RN . Moreover, one has
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for all (t, x) ∈ (0, T ) × RN .
To prove the converse inequality, let us ﬁx (t, x) ∈ (0, T ) × RN . For every n 1, and every γ ∈ Θ(t, x),
V n(t, x)
∫
RN
hn(z)γ
([t, T ],RN ,U ,dz).
Passing to the limit as n → ∞ and using a dominated convergence argument, one gets
W (t, x)
∫
RN
h(z)γ
([t, T ],RN ,U ,dz).
One recalls that γ ∈ Θ(t, x) is arbitrary to get
W (t, x) Vh(t, x). (21)
The assertion of our theorem follows from (20) and (21). 
However, when h is only upper semicontinuous, one might not have Vh(t, x) = η∗(t, x), for all (t, x) ∈ (0, T ) × RN as
shown in the following:
Example 9. Let us consider the deterministic dynamics{
dXt,xs = 0, for 0 t  s T = 1,
Xt,xt = x ∈ R.
(22)
We also consider the upper semicontinuous function h(·) = 1{0}(·). Then, Theorem 8 yields that the function Vh deﬁned by
Vh(t, x) = inf
γ∈Θ(t,x)
∫
R
h(z)γ
([t, T ],R,dz),
for all (t, x) ∈ (0, T ) × R, Vh(1, ·) = h(·) is the largest u.s.c. subsolution of{−∂t Vh(t, x) = 0, for all (t, x) ∈ (0, T ) × R,
Vh(T , ·) = h(·) on R.
(23)
It follows that Vh (t, ·) = h(·), for every t ∈ (0, T ]. In particular,
Vh
(
1
2
,0
)
= 1.
We claim that
η∗
(
1
2
,0
)
= sup
⎧⎪⎨⎪⎩
η ∈ R: ∃φ ∈ C1,2b ([0, T ] × R),
s.t. ∀(s, y, z) ∈ [ 12 ,1] × R2,
η 12∂tφ(s, y) + h(z) − φ(1, z) + φ( 12 ,0)
⎫⎪⎬⎪⎭ 0.
Let us ﬁx φ ∈ C1,2([0,1] × R). Then, there exists some C > 0 such that φ(1, ·) be C-Lipschitz on [0,1]. Also, there exists
some s ∈ [ 12 ,1] such that
φ(1,0) − φ
(
1
2
,0
)
= 1
2
∂tφ(s,0).
Then, for every ε > 0,
φ(1, ε) − φ
(
1
2
,0
)
= φ(1, ε) − φ(1,0) + φ(1,0) − φ
(
1
2
,0
)
−Cε + 1
2
∂tφ(s,0).
It follows that, whenever η 12∂tφ(r, y) + h(z) − φ(1, z) + φ( 12 ,0), for all (r, y, z) ∈ [ 12 ,1] × R2, one has
η Cε.
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η∗
(
1
2
,0
)
 0< Vh
(
1
2
,0
)
.
4.3. A weak control formulation
In this subsection we provide a weak control formulation for the value function (13). In the upper semicontinuous
setting, (13) can be seen as the inﬁmum over the set of weak controls. In the lower semicontinuous framework, the equality
is, in general, not true. We provide an example in this sense. However, under standard convexity assumptions on the
dynamics, one is still able to prove a similar equality, using the control rules (see [7]).
We begin the subsection by recalling the following deﬁnition of weak controls:
Deﬁnition 10. A sixtuple π = (Ω,F , (Ft)t0,P,W ,u) is called a weakly-admissible control and, for every (t, x) ∈
[0, T ] × RN , (Xt,x,u,u) is called a weakly-admissible pair, if:
(i) The quadruple (Ω,F , (Ft)t0,P) is a ﬁltered probability space satisfying the usual assumptions;
(ii) The process W is a d-dimensional standard Brownian motion deﬁned on (Ω,F , (Ft)t0,P);
(iii) The process u is an (Ft)t0-progressively measurable process on (Ω,F ,P) taking its values in U ;
(iv) The process Xt,x,u is the unique solution of (1) on (Ω,F , (Ft)t0,P).
The set of weakly-admissible controls is denoted by Uw .
We introduce the weak control formulation of the value function
V wh (t, x) = inf
π∈Uw E
π
[
h
(
Xt,x,uT
)]
, (24)
for all (t, x) ∈ [0, T ] × RN .
We begin by considering the upper semicontinuous setting. The main result is
Proposition 11. Let us assume that (2) holds true. Moreover, we assume that the function h satisﬁes the upper semicontinuity condi-
tion (19). Then, the value function Vh satisﬁes
Vh(t, x) = V wh (t, x),
for all (t, x) ∈ (0, T ) × RN .
Proof. To every (t, x) ∈ (0, T ) × RN and every π ∈ Uw , we associate the occupational measure γt,x,π ,
γt,x,π (A × B × C × D) = 1
T − tE
π
[ T∫
t
1A×B×C
((
s, Xt,x,us ,us
))
ds1D
(
Xt,x,uT
)]
,
for all Borel subsets A × B × C × D ⊂ [0, T ] × RN × U ×RN . It is straightforward that γt,x,π ∈ Θ(t, x) (see Remark 2). Thus
Vh(t, x) inf
π∈Uw E
π
[
h
(
Xt,x,uT
)]
. (25)
For the converse, we use, once again, a sup-convolution method. We introduce, for every x ∈ RN , a nonincreasing real
sequence(
hn(x) = sup
y∈RN
(
h(y)∨ (−n) − n|y − x|))
n∈N∗ ,
and the value functions
V n(t, x) = inf
π∈Uw E
π
[
hn
(
Xt,x,uT
)]
,
for all (t, x) ∈ (0, T )×RN . In fact, due to the continuity of hn , the value function V n is independent of the reference system
(Ω,F , (Ft)t0,P,W ), for all n 1. Thus, due to the inequality (25), one gets
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π∈Uw E
π
[
hn
(
Xt,x,uT
)]
 inf
π∈Uw E
π
[
h
(
Xt,x,uT
)]
 Vh(t, x),
for all (t, x) ∈ (0, T ) × RN . The assertion follows by recalling that limn→∞ V n = Vh . 
Let us now focus on the lower semicontinuous case. We shall need the following standard convexity assumption: for
every (t, x) ∈ R+ × RN , the set{
σσ ∗(t, x,u),b(t, x,u): u ∈ U} is convex. (26)
Under this assumption, one is able to prove the following result.
Proposition 12. Let us assume that (2) and the convexity condition (26) hold true. Moreover, we assume that the function h satisﬁes
the lower semicontinuity condition (14). Then, the value function Vh satisﬁes
Vh(t, x) = V wh (t, x),
for all (t, x) ∈ (0, T ) × RN .
Proof. We only sketch the proof, since it is very similar to the one of Theorem 7. We point out the main differences. One
considers, an inf-convolution approach. We introduce, for every x ∈ RN ,(
hn(x) = inf
y∈RN
(
h(y) ∧ n + n|y − x|))
n∈N∗
and the value functions
V n(t, x) = inf
π∈Uw E
π
[
hn
(
Xt,x,uT
)]
,
for all (t, x) ∈ [0, T ] × RN . Firstly, as in the previous result,
Vh(t, x) = lim
n→∞ V
n(t, x) V wh (t, x),
for all (t, x) ∈ [0, T ] ×RN . Secondly, let us ﬁx (t, x) ∈ (0, T )×RN . We let V stand for the set of positive Radon measures on
R+ × U whose projection on R+ is the Lebesque measure. For every n  1, [7, Theorems 4.11 and 3.4] yield the existence
of some control rule Rn (probability measure) on the canonical space X˜ = C(R+;RN ) × V such that
V n(t, x) =
∫
X˜
hn(yT ) R
n(dy dq).
Since the set R(t, x) of control rules is weakly compact (cf. [7, Theorem 3.4(a)]), there exists some control rule R such
that Rn (or at least some subsequence) converges weakly to R . For every m n, one has
Vm(t, x)
∫
X˜
hn(yT ) R
m(dy dq).
Thus, allowing m → ∞, then n → ∞, one gets
Vh(t, x) inf
R∈R(t,x)
∫
X˜
h(yT ) R(dy dq).
On the other hand, due to the lower semicontinuity of h, the right-hand member coincides with the value of the relaxed
control value function (cf. [7, Theorem 3.4(b)]). We recall that the convexity condition (26) holds true and apply [7, Theo-
rem 2.10] to get the equality between the relaxed control value function and V wh . Thus,
Vh(t, x) V wh (t, x).
The proof of our proposition is now complete. 
We return to the general lower semicontinuous framework. The following example is taken from [12]. It shows that, for
non-convex deterministic dynamics, the value function Vh might not be equal to V wh . Therefore, equality may fail to hold
without the convexity assumption (26).
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b(t, x, y,u) = (u, x2 ∧ 1),
for all t, x, y ∈ R and all u ∈ U . The noise coeﬃcient σ ≡ 0. It is obvious that b(t, x, y,U ) is not convex. We consider the
control system{
dxt0,x0,y0,u(·)t = ut dt,
dyt0,x0,y0,u(·)t = (xt0,x0,y0,u(·)t )2 ∧ 1dt,
for every t0 ∈ [0,1], all (x0, y0) ∈ R2 and all U -valued measurable functions u(·). We also consider the lower semicontinuous
cost function h : R2 → R deﬁned by
h(x, y) =
{
1, if (x, y) = (0,0),
0, if (x, y) = (0,0).
We recall that Vh is the smallest viscosity subsolution of the associated Hamilton–Jacobi equation. Due to [12], one has
Vh(t0, x0, y0) = inf
{
h(x): x ∈ cl(R(1, t0)(x0, y0))}, (27)
for all (t0, x0, y0) ∈ [0,1] × R2. Here,
R(1, t0)(x0, y0) =
{
xt0,x0,y0,u1 : u ∈ U
}
(28)
is the reachable set. One can easily check that, for every t0 ∈ [0,1),
(0,0) ∈ cl(R(1, t0)(0,0)) and (0,0) /∈ R(1, t0)(0,0).
Therefore,
inf
u∈U h
(
xt0,0,0,u(·)1 , y
t0,0,0,u(·)
1
)= 1> 0 = V wh (t0,0,0),
providing a counter-example.
5. Optimal stopping for control problems. Application to the target problem
The aim of this section is to give linear formulations for the value function of the so-called “target problem”. Given
a closed set C ⊂ RN , one wishes to minimize, over the set of admissible controls, the expectation of the minimum time
to reach the target C prior to the terminal time T > 0. For t ∈ [0, T ], we denote by Tt,T the family of all stopping times
between t and T . The value function can be written
inf
u
inf
τ∈Tt,T
E
[
τ1C
(
X0,x,uτ
)+ ∞1Cc (X0,x,uτ )],
for all x ∈ RN .
In fact, we are going to consider a larger class of (discontinuous) control problems which include the target problem. We
deal with the following value function
V (t, x) = inf
u∈U infτ∈Tt,T
E
[
M
(
τ , Xt,x,uτ
)]
, (29)
for all (t, x) ∈ [0, T ] × RN . Here the cost function M is semicontinuous.
Whenever the function M is Lipschitz-continuous and bounded, V is the unique bounded, uniformly continuous viscosity
solution of the Hamilton–Jacobi variational inequality
max
{
V (t, x) − M(t, x),−∂t V (t, x) + H
(
x, DV (t, x), D2V (t, x)
)}= 0, (30)
for (t, x) ∈ (0, T ) × RN and M(T , ·) = V (T , ·) on RN . The Hamiltonian H is given by (5). For further comments on the
subject, the reader is referred to [1,2] or [14].
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Let us consider (t, x) ∈ [0, T ] × RN , u ∈ U and τ ∈ Tt,T . Whenever P(τ > t) > 0, one associates the (expectation of the)
occupational measure
νt,x,u,τ ∈ P
([t, T ] × RN × U × [t, T ] × RN)
deﬁned by
νt,x,u,τ (A × B × C × D × E) = 1
E[τ ] − tE
[ τ∫
t
1A×B×C
((
s, Xt,x,us ,us
))
ds1τ∈D1E
(
Xt,x,uτ
)]
, (31)
for all Borel set (A × B × C × D × E) ⊂ [t, T ] × RN × U × [t, T ] × RN . If τ = t , P-a.s., we deﬁne νt,x,u,τ by setting
νt,x,u,t = δt,x,ut ,t,x.
One easily notices that
V (t, x) = inf
{ ∫
[t,T ]×RN M(r2, z) νt,x,u,τ ([t, T ] × RN × U ,dr2,dz):
(t, x) ∈ [0, T ] × RN , u ∈ U, τ ∈ Tt,T
}
for all (t, x) ∈ [0, T ] × RN .
For ν ∈ P([t, T ] × RN × U × [t, T ] × RN ), we denote by π1(ν) ∈ P([t, T ] × RN × U ) and π2(ν) ∈ P([t, T ] × RN ) the
“marginal” probability measures given by
π1(ν)(dsdy du) = ν
(
dsdy du, [t, T ] × RN),
π2(ν)(dr dz) = ν
([t, T ] × RN × U ,dr dz).
We deﬁne the set
Γ (t, x) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
ν ∈ P([t, T ] × RN × U × [t, T ] × RN):
∀φ ∈ C1,2b ([0, T ] × RN),∫
[t,T ]×RN×U×[t,T ]×RN (φ(t, x) + (r2 − t)Luφ(r1, y) − φ(r2, z))π1(ν)(dr1 dy du)π2(ν)(dr2 dz) = 0,∫
[t,T ]×[t,T ] 1r1>r2ν(dr1,R
N × U ,dr2,RN ) = 0,∫
[t,T ]×RN×U×[t,T ]×RN (|y|2 + |z|2) ν(dr1 dy du dr2 dz) C0(|x|2 + 1),
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
for all (t, x) ∈ [0, T ) × RN .
Remark 14. One can compress the two equality conditions into∫
[t,T ]×RN×U×[t,T ]×RN
(
φ(t, x) + (r2 − t)Luφ(r1, y)1r1r′2 − φ(r2, z)1r′1r2
)
π ′1(ν)
(
dr1 dy du dr
′
2
)
π ′2(ν)
(
dr′1 dr2 dz
)
= 0,
where π ′1(ν) ∈ P([t, T ] × RN × U × [t, T ]) and π ′2(ν) ∈ P([t, T ] × [t, T ] × RN ) are given by{
π ′1(ν)
(
dr1 dy du dr
′
2
)= ν(dr1 dy du dr′2,RN),
π ′2(ν)
(
dr′1 dr2 dz
)= ν(dr′1 × RN × U ,dr2 dz).
Proposition 15.We let (t, x) ∈ [0, T ) × RN . The set Γ (t, x) is nonempty and weakly compact.
Proof. We consider φ ∈ C1,2b ([0, T ] × RN ) Whenever u ∈ U and τ ∈ Tt,x , Itô’s formula applied to φ(·, Xt,x,u· ) on [t, τ ] yields∫
N N
(
φ(t, x) + (r2 − t)Luφ(r1, y) − φ(r2, z)
)
π1(νt,x,u,τ )(dsdy du)π2(νt,x,u,τ )(dr dz) = 0.[t,T ]×R ×U×[t,T ]×R
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[t,T ]×[t,T ]
1r1>r2νt,x,u,τ
(
dr1,R
N × U ,dr2,RN
)= 0.
If E[τ ] > t , then∫
[t,T ]×[t,T ]
1r1>r2 νt,x,u,τ
(
dr1,R
N × U ,dr2,RN
)= 1
E[τ ] − tE
[ τ∫
t
1τ<r1dr1
]
= 0.
It follows that νt,x,u,τ ∈ Γ (t, x). The fact that Γ (t, x) is closed is obvious. Using the condition∫
[t,T ]×RN×U×[t,T ]×RN
(|y|2 + |z|2)ν(dr1 dy du dr2 dz) C0(|x|2 + 1),
for all ν ∈ Γ (t, x), the set Γ (t, x) is relatively compact and, thus, compact. 
5.2. The Lipschitz case
As in the previous section, we begin by assuming M to be Lipschitz continuous on R+ × RN . Let us introduce the linear
problem
VM(t, x) = inf
ν∈Γ (t,x)
∫
[t,T ]×RN
M(r, z) ν
([t, T ] × RN × U ,dr,dz), (32)
for all (t, x) ∈ [0, T ) × RN and VM(T , ·) = M(T , ·) on RN and its dual
ΛM(t, x) = sup
⎧⎪⎨⎪⎩
η ∈ R: ∃φ ∈ C1,2b ([0, T ] × RN) s.t.,
η φ(t, x) + (r2 − t)Luφ(r1, y)1r1r′2 + (M(r2, z) − φ(r2, z))1r′1r2 ,
for all r1, r′1, r2, r′2 ∈ [t, T ], y, z ∈ RN , and all u ∈ U .
⎫⎪⎬⎪⎭ (33)
The main result of this section gives the equality between the value functions V introduced in (29) and VM .
Theorem 16.Whenever the cost function M is bounded and Lipschitz continuous, V = VM = ΛM on (0, T ) × RN .
Proof. The proof is very similar to the one of Theorem 4. We only sketch the main differences. Let us ﬁx (t0, x0) ∈
(0, T ) × RN . To prove that
V (t0, x0) VM(t0, x0),
one uses the particular measures given by (31). Next, since∫
[t0,T ]×[t0,T ]
1r′1>r2 ν
(
dr′1,RN × U ,dr2,RN
)= 0,
whenever ν ∈ Γ (t0, x0), one has
VM(t0, x0) = inf
ν∈Γ (t0,x0)
∫
[t0,T ]×[t0,T ]×RN
M(r2, z)1r′1r2 ν
(
dr′1,RN × U ,dr2,dz
)
.
It follows that
VM(t0, x0)ΛM(t0, x0).
To conclude, one only needs to prove that
ΛM(t0, x0) V (t0, x0).
We recall that V is the unique viscosity solution of (30). We approximate this solution by smooth subsolutions. We sketch
the approach since it is similar to the one in the standard case (see [13], or [5]). We ﬁx ε > 0, such that ε2 < t0 and
introduce the control system
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dXε,t,x,u,es = b
(
s + ε2e1s , Xt,x,u,es + εe2s ,us
)
ds + σ (s + ε2e1s , Xt,x,u,es + εe2s ,us)dWs, for s t,
Xt,x,u,et = x ∈ RN .
Here, e = (e1, e2) is a measurable function with values in [−1,0] × B1, where B1 is the unit ball of RN . The value function
V ε(t, x) = inf
(u,e)∈U×L0(R+;[−1,0]×B1)
inf
τ∈Tt,T+ε2
E
[
M
(
τ , Xε,t,x,u,eτ
)]
,
is the unique bounded viscosity solution of
max
{
M(t, x) − V ε(t, x),−∂t V (t, x) + Hε
(
t, x, DV (t, x), D2V (t, x)
)}= 0, (34)
on [0, T + ε2] × RN . The Hamiltonian is given by
Hε(t, x, p, A) = sup
e∈[−ε2,0]×εB1
H
(
(t, x) + e, p, A), (35)
for all (t, x, p, A) ∈ R × RN × RN × SN . Moreover, using the assumptions on the coeﬃcient functions and M , one gets{∣∣V ε(t, x) − V (t, x)∣∣ Cεδ0 , for all 0 t  T ,∣∣V ε(t, x) − M(T , x)∣∣ Cε, for all T  t  T + ε2. (36)
Here, C is a generic real constant independent of ε and may change from one line to another. One uses a sequence of
standard molliﬁers ρε(t, x) = 1εN+2 ρ( tε2 , xε ), for all (t, x) ∈ RN+1, where ρ is a nonnegative function such that Suppρ ⊂
(−1,0) × B1 and
∫
RN+1 ρ(x)dx = 1. One extends V ε(t, x) = V ε(0, x), for t  0 and deﬁnes
Vε = V ε ∗ ρε.
Using stability by convex combinations and passage to the limit (see, for example [5]), we get a sequence of C1,2b functions
which are (proper) solutions of
−∂t V (t, x) + H
(
t, x, DV (t, x), D2V (t, x)
)
 0, (37)
on (ε2, T ] × RN . Moreover, since
V ε(t, x) M(t, x),
for all (t, x) ∈ (0, T + ε2) × RN , and M is Lipschitz continuous, one has
Vε(t, x) M(t, x) + Cε, (38)
for (t, x) ∈ (0, T ) × RN . Estimates (36) yield∣∣Vε(t, x) − V (t, x)∣∣ Cεδ0 , (39)
for all (t, x) ∈ [0, T ] × RN . For every r1, r2, r′1, r′2 ∈ [t0, T ], y, z ∈ RN , and all u ∈ U , one uses (37)–(39) to get
Vε(t0, x0) + (r2 − t0)LuVε(r1, y)1r1r′2 +
(
M(r2, z) − Vε(r2, z)
)
1r′1r2  V (t0, x0) − Cεδ0 .
Therefore,
ΛM(t0, x0) V (t0, x0) − Cεδ0 ,
and the conclusion follows by letting ε → 0 and recalling that C can be chosen independent of ε. 
5.3. Discontinuous framework. The target problem
We assume that M has at most quadratic growth and it is either
(a) lower semicontinuous and bounded from bellow, or
(b) upper semicontinuous and bounded from above. (40)
We introduce the value function
VM(t, x) = inf
ν∈Γ (t,x)
∫
[t,T ]×RN
M(r, z) ν
([t, T ] × RN × U ,dr,dz),
for all (t, x) ∈ [0, T ) × RN and VM(T , ·) = M(T , ·) on RN . Its dual is given by (33). Combining the compactness property of
Γ (t, x) for all (t, x) ∈ [0, T ] × RN with an inf(sup)-convolution method, one easily proves the following result:
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(a) If the condition (40)(a) holds true, then the value function VM is the smallest lower semicontinuous viscosity supersolution of (30).
Moreover,
VM(t, x) = ΛM(t, x),
for all (t, x) ∈ (0, T ) × RN , where ΛM is given by (33).
(b) If the condition (40)(b) holds true, then the value function VM is the largest upper semicontinuous viscosity subsolution of (30).
We return to the target problem. The associated cost function is given by
M∞(t, x) = (t ∧ T )1C (x) + ∞1Cc (x),
for all (t, x) ∈ R+ × RN . The dual problem is given by
ΛM∞(t, x) = sup
⎧⎪⎨⎪⎩
η ∈ R: ∃φ ∈ C1,2b ([0, T ] × RN) s.t.,
η φ(t, x) + (r2 − t)Luφ(r1, y)1r1r′2 + (r2 − φ(r2, z))1r′1r2 ,
for all r1, r′1, r2, r′2 ∈ [t, T ], y ∈ RN , z ∈ C and all u ∈ U ,
⎫⎪⎬⎪⎭
for all (t, x) ∈ R+ × RN . We consider, for n T , the bounded, lower semicontinuous function Mn deﬁned by
Mn(t, x) = (t ∧ T )1C (x) + n1Cc (x),
for all (t, x) ∈ R+ × RN . We associate the linearized value function
Vn(t, x) = inf
ν∈Γ (t,x)
∫
[t,T ]×RN
Mn(r, z) ν
([t, T ] × RN × U ,dr,dz), (41)
for all (t, x) ∈ [0, T ) × RN and Vn(T , ·) = Mn(T , ·) on RN .
Proposition 18.We have the equality VM∞ = limn→∞ ↗ Vn on [0, T ] × RN . Moreover, VM∞ = ΛM∞ on (0, T ) × RN .
Proof. It is obvious that limn→∞ Vn  VM∞ . Let us suppose that (t, x) is such that limn→∞ Vn(t, x) < ∞. Using the com-
pactness of Γ (t, x), there exist νn ∈ Γ (t, x) such that the inﬁmum in (41) is attained, for all n  T . Again, by compactness
of Γ (t, x), one can assume, without loss of generality, that νn converges weakly to some ν ∈ Γ (t, x). It follows that
ν
([t, T ] × RN × U × RN ,Cc) lim inf
n→∞ νn
([t, T ] × RN × U × RN ,Cc)
 lim inf
n→∞
Vn(t, x)
n
= 0.
Thus, VM∞ (t, x) < ∞. Obviously, for m n,
Vm(t, x)
∫
[t,T ]×RN
Mn(r, z) νm
([t, T ] × RN × U ,dr,dz).
Since Mn is l.s.c. and bounded, one gets, by allowing m → ∞,
lim inf
m→∞ Vm(t, x)
∫
[t,T ]×RN
(t ∧ T ) ν([t, T ] × RN × U ,dr,C) VM∞(t, x).
The ﬁrst assertion follows.
To prove the second assertion, one uses Proposition 17 to get Vn ΛM∞ . Moreover, whenever φ ∈ C1,2b ([0, T ] × RN ), for
all (t, x) ∈ (0, T ) × RN ,
φ(t, x) + (r2 − t)Luφ(r1, y) − φ(r2, z)
is bounded for r1, r2 ∈ [t, T ], y ∈ RN , z ∈ Cc and all u ∈ U . It follows that ΛM∞  limn→∞ ΛMn and the conclusion fol-
lows. 
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