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1. INTRODUCTION
The cross-validation (CV) method is the most widely used bandwidth
selector for kernel smoothing. Despite the fact that the relative error of CV
selected bandwidth is higher than some other selection methods, such as
the plug-in selector and the method of Ruppert et al. (1995) in the sense of
mean integrated squared error (MISE), there is a growing body of opinion
(e.g., Mammem, 1990; Jones, 1991; Härdle, 1992; and Loader, 1999) which
maintains that the bandwidth should be targeted at the estimation of the
unknown function instead of the ideal bandwidth itself. Consequently, one
should find a bandwidth that minimizes the integrated squared error (ISE)
rather than the MISE. From this point of view, the cross-validatory
bandwidth performs reasonably well. See Hall and Johnstone (1992) and
the papers mentioned above for more details.
Härdle et al. (1988) obtained the asymptotic normality of the cross-vali-
datory bandwidth and gave the asymptotic distribution of the distance
between the cross-validatory bandwidth and the ideal bandwidth ho in the
sense of MISE. Their results provided a deeper understanding of the theory
and practice of the cross-validatory bandwidth. The results of Härdle et al.
(1988) were derived for the Nadaraya–Watson (N-W) estimator of a very
simple model, yt=h(xt)+et, t=1, 2, ..., n, with equally spaced design xt
and i.i.d. innovation et. Fan (1993) proved that the local polynomial
smoother has better properties than the N-W estimator. Fan et al. (1996)
obtained the normality of a certain type of variable bandwidth for the local
polynomial fitting with i.i.d. observations. In this paper, we will investigate
the cross-validatory bandwidth for the local polynomial fitting. On the
other hand, nonparametric time series models have gained much attention
recently. Härdle and Vieu (1992), Masry (1996), and Masry and Fan (1997)
investigated the convergence of the local polynomial smoothers; Kim and
Cox (1996) and Quintela-del-Rı´o (1996) investigated the bandwidth selec-
tors for the N-W estimators. It is of both theoretical and practical interest
to consider a generalization of Härdle et al. (1988) to the local polynomial
fitting under the time series setting.
The rest of this paper is organized as follows. In Section 2, we give a
convenient expression of the local polynomial smoother and state the main
results. Section 3 proves some uniformly convergence results. We will prove
our main results in Section 4.
2. DECOMPOSITION OF THE ERROR OF POLYNOMIAL FITTING
AND MAIN RESULTS
We first make a decomposition about the error of the local polynomial
smoother. Similar work has been done by Masry (1996). However, the
present setting requires more delicate work. Suppose {(xt, yt), t=1, 2, ..., n}
is a random sample having the same marginal distribution. Let h(xt)=
E(yt | xt) and et=yt−h(xt). By Taylor’s expansion we write
yt=C
p
k=0
h(k)(x)(xt−x)k+h(p+1)(x)(xt−x)p+1+h(p+2)(x
g
t )(xt−x)
p+2+et,
(2.1)
where k!h(k)(x)=h (k)(x) is the kth order derivative of h(x) and x
g
t is
the mean value of the corresponding derivative. The local polynomial
estimator of h(x) is the solution of a0 to the following minimizer
min
a0, a1, ..., ap
C
n
t=1
K 1xt−x
h
25yt− Cp
k=0
ak(xt−x)k62, (2.2)
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where K( · ) is a kernel function and h is the bandwidth. Let Kth(x)=
K((xt−x)/h) (with similar notations for Lth(x) and others below) and let
Bth(x)=(1, (xt−x)/h, ..., (xt−x)p/hp)T. For (2.2), the ridge regression
solution is
(a0, a1, ..., ap)T={Dn(x)+dnIp+1}−1 C
n
t=1
Kth(x) Bth(x) yt,
where Dn(x)=;nt=1 Kth(x) Bth(x) BTth(x) and Ip denotes a p×p identity
matrix. The ridge parameter dn is employed in case that Dn(x) is not
invertible. We will take dn=n−d with 0 < d < 1. By some algebraic calcula-
tions (see Anderson and Taylor, 1976), the local polynomial estimator of
h(x) may be written as
hˆ(x)=
;nt=1 wth(x) yt
;nt=1 wth(x)+dn
, (2.3)
where
wth(x)=˛Kth(x) if p=0,Kth(x)−CTn (x){Fn(x)+dnIp}−1 Lth(x) if p \ 1,
with
Lk(x)=K(x) xk, k=0, 1, ..., L(x)=(L1(x), ..., Lp(x))T,
Cn(x)=C
n
t=1
Lth(x), Fn(x)=1 Cn
t=1
Lk+l, th(x)2
1 [ l, k [ p
,
where Lk+l, th(x)=Lk+l((xt−x)/h)=K((xt−x)/h)(xt−x)k+l/hk+l. Note
that {Dn(x)+dnIp+1}−1;nt=1 Kth(x) Bth(x)(xt−x)k is just the (k+1)th
column in {Dn+dnIp+1}−1 Dn(x)=Ip+1−dn{Dn(x)+dnIp+1}−1. Therefore,
by (2.1),
hˆ(x)−h(x)=
;nt=1 wth(x) et
;nt=1 wth(x)+dn
+h(p+1)(x)
;nt=1 wth(x)(xt−x)p+1
;nt=1 wth(x)+dn
+
;nt=1 wth(x) h(p+2)(xgt )(xt−x)p+2
;nt=1 wth(x)+dn
−dnDn(x), (2.4)
where Dn(x)=;pk=1 h(k)(x) dn, k(x) with dn, k(x) being the (1, k+1)th
element of {Dn(x)+dnIp+1}−1. Equation (2.4) is a decomposition of the
errors of local polynomial fitting. It has a form similar to that in Masry
(1996). The extra term dnDn(x) can be shown to be sufficiently small
actually. See Corollary 3.2 in the next section.
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It is known that a reasonable candidate for the local polynomial
smoother bandwidth h should be proportional to n−1/(2p+3). The bandwidth
may therefore be selected inside the interval
Hn=[an−E, bn−E],
where E=1/(2p+3) and a < b are some positive constants. Let
CV(h)=n−1 C
n
t=1
{hˆt(xt)−yt}2 G(xt),
where hˆt(xt) is constructed using the data {(xs, ys): s ] t} and (2.3), G(x) is
a weight function used to reduce boundary effects. The bandwidth selected
by the CV method is then
hˆ=arg min
h ¥Hn
CV(h). (2.5)
To obtain the asymptotic behavior of the above estimators, we further
make the following assumptions.
(A1) h(x)=E(yt | xt=x) has bounded derivatives up to (2p+3)-th
order;
(A2) {(xt, yt)} is a strictly stationary and strongly-mixing sequence
with mixing coefficient a(k)=O(k−r) for some r > 36(p+1);
(A3) xt takes values on [0, 1]; its density function f(x) satisfies
0 < m [ f(x) [M<. for some constants m and M and has a bounded
derivative;
(A4) The conditional densities fx0 | y0 (x0 | y0) and f(x0, xl) | (y0, yl)(x0, xl |
y0, yl) for all l \ 1 are bounded by a constant;
(A5) E |yt−h(xt)|k <., E[|yt−h(xt)|k | xt=x] <. for all k > 0
and x ¥ [0, 1];
(A6) K( · ) is a symmetric compactly supported density functions and
has bounded derivative KŒ(x) and the Fourier transformation of K is
absolutely integrable.
We impose a more restrictive condition on the smoothness of h(x) for
ease of proof. Actually, it is sufficient that h(x) has bounded derivatives up
to (p+2)th order. (A2) gives a rough estimate of r in the mixing rate.
However, many of the time series models satisfy this assumption. The
general nonparametric ARCH models (Masry and Tjøstheim, 1996) is an
example. If xt takes values in (−.,.), we may consider a finite interval
on which its density is uniformly positive. Therefore (A3) does not lose
generality. (A4) is made for us to calculate the covariance easily. (A5) is
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made only for simplicity. See Härdle et al. (1988). From the proofs
followed, k > 12(p+1) is sufficient. (A6) is also needed by Härdle et al.
(1988) and Kim and Cox (1994). The compact support assumption for the
kernel function can be relaxed. However, the proofs will be much more
complicated.
We consider the average squared error (ASE) and the mean integrated
squared error (MISE) for the accuracy of hˆ(x). They are defined respec-
tively as
ASE(h)=n−1 C
n
t=1
{hˆ(xt)−h(xt)}2 G(xt)
and
MISE(h)=E F {hˆ(x)−h(x)}2 G(x) f(x) dx.
The following theorem shows that the bandwidth hˆ selected by the CV
method is asymptotically optimal with respect to the MISE.
Theorem 2.1. Suppose (A1)–(A6) hold. hˆ is selected by the CV method
as in (2.5); then
lim
nQ.
3 MISE(hˆ)
infh ¥Hn MISE(h)
4=1 a.s.
Similar results had been obtained by Härdle and Marron (1985) about
N-W estimation for i.i.d. observations and Kim and Cox (1996) about
N-W estimation for a strongly-mixing sequence. To state the asymptotic
normality, we need another set of notations. Let
fk=F xkK(x) dx, i=0, 1, 2, ..., F=(fk+l)1 [ k, l [ p,
D=(fk+l)0 [ k, l [ p, C=(f1, ..., fp)T, wˇ(x)=K(x)−CTF−1L(x),
ck=fk−CTF−1(fk+1, ..., fk+p)T, k=0, 1, ..., c˜0=F wˇ(x)2 dx,
j˜=E{f−1(xt) e
2
tG(xt)}, jp=E{h
2
(p+1)(xt) G(xt)}.
(2.6)
Since K( · ) is a density function, we can see that F and D are positive
definite. Let ho be the optimal bandwidth with respect to MISE(h). It is
known that
ho=3 j˜c˜02(p+1) c2p+1jp 4
1/(2p+3)
n−1/(2p+3)(1+o(1))¸ opn−1/(2p+3)(1+o(1)).
See also Corollary 3.3 in Section 3.
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Theorem 2.2. Suppose that {et} are i.i.d. random variables and for each
t, et is independent of {(xs, ys), s [ t}. If (A1)–(A6) hold, then
n3/(4p+6)(hˆ−ho)0
D N(0, s20),
where s20=s˜
−2
1 (c
−2
0 (p+1)
2 c2p+1o
2p
p s
2Eh2(p+1)(x1)+s˜
2
2), s
2=Ee2t ,
s˜21={2(p+1)(2p+1) c
−1
0 c
2
p+1o
2p
p +2c˜0c
−2
0 o
−3
p }
2,
and
s˜22=4c
−2
0 s
4 lim
nQ.
h−3o n
−2 C
i, j
C
i ] j
E 3c−10 F 52wˇih(x) wˇjh(x)+wˇ −ih(x) wˇjh(x) xi−xho +wˇih(x) wˇ −jh(x) xj−xho 6
×f−1(x) dx+hf−1(xi) 5wˇih(xj)−wˇ −ih(xj) xi−xjh 642.
The assumptions in Theorem 2.2 are satisfied by nonparametric
autoregressive time series models. Furthermore, if {(xt, yt)} are i.i.d.
random variables, then following Hall and Marron (1987), we have
s˜22=4c
−2
0 s
4 3c−20 F (b1(v)+b2(v))2 dv+F (wˇŒ(v) v)2 dv4 ,
where
b1(v)=F wˇ(u) wˇ(u+v) du, b2(v)=F wˇŒ(u) uwˇ(u+v) du.
One reason that the cross-validation method receives so many criticisms
is its unstableness. To see the finite sample performance of the cross-vali-
dation bandwidth in the case of local polynomial fitting we carry out the
following simulations. Let
yi=sin(2xi)+2 exp(−16x
2
i )+0.3ei,
where e ’N(0, 1). We consider two kinds of designs. (1) xi, i=1, ..., n are
independent and uniformly distributed on [−2, 2]. (2) xi=4(G(0.6ti)−
0.5) with ti=0.8ti−1+ei and G( · ) is the standard normal distribution
function. Therefore, xi, i=1, 2, ... are uniformly distributed on [−2, 2]
but they are dependent. The bandwidths selected by the cross-validation
method are listed in Table I. The coefficient of variations (c.v.) of the
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TABLE I
Cross-Validation Bandwidths and Their Variances
n=100 n=200 n=500
Design Order mean std c.v. mean std c.v. mean std c.v.
(1) 0 0.088 0.018 0.202 0.073 0.014 0.187 0.061 0.009 0.141
1 0.096 0.019 0.201 0.078 0.013 0.162 0.064 0.007 0.116
2 0.102 0.020 0.196 0.094 0.011 0.118 0.082 0.008 0.098
(2) 0 0.087 0.022 0.258 0.074 0.015 0.208 0.061 0.009 0.145
1 0.097 0.023 0.234 0.079 0.014 0.175 0.064 0.008 0.122
2 0.102 0.021 0.206 0.094 0.012 0.128 0.083 0.006 0.072
selected bandwidths are also calculated. The simulations show that the
unstableness of the bandwidth can be reduced when the order of local
polynomial fitting goes higher.
3. UNIFORMLY CONVERGENCE OF KERNEL SMOOTHING
In this section, we give some uniformly convergence results about the
local polynomial fitting for nonparametric regressions under dependence.
Some of these results are similar to those in Masry (1996) and Fan (1993).
The main difference is that our results hold uniformly for x ¥ [0, 1] and
also h ¥Hn, while the result in Masry (1996) only holds uniformly for
x ¥ [0, 1]. The proofs are analogous to those of Masry (1996). Here we
only gave the sketch of the proofs. For ease of exposition, we will use
An(x, h)=O¯(an) to denote limnQ. supx ¥ [0, 1]
h ¥Hn
|An(x, h)/an | [M. If An(x, h)
is a matrix, then An(x, h)=O¯(an) means that all its elements are equal to
O¯(an). Similarly, we define the notation o¯(an). M is a constant in the
following context. It may have different values at different places.
Lemma 3.1. Let U(x) and V(x) be any functions satisfying (A6). Let
m(x) be any measurable function such that E |m(y1)|n <. for all n. Suppose
that (A5) holds and r > 1. Then
(1) h−1/2 C
n
t=1
[Uth(x) m(yt)−E(Uth(x) m(yt))]=O¯((n log n)1/2) a.s.
(2) h−1 C
n
t=1
[Uth(x) V(t+k) h(x) m(yt)−E(Uth(x) V(t+k) h(x) m(yt))]
=O¯((n log n)1/2) a.s. k=1, 2, ... .
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Sketch of the proof for Lemma 3.1. We only prove (1) here. Partition
[0, 1] into nŒ=O(nc1) equal length parts Di=[di−1, di], i=1, 2, ..., nŒ.
Partition Hn into nœ=O(nc2) equal length parts Hj=[hj−1, hj], j=
1, 2, ..., nœ. The values of c1 and c2 will be specified below. Denote the
left-hand side of (1) by Sn(x, h). We have
sup
x, h
|Sn(x, h)| [ max
1 [ i [ nŒ
1 [ j [ nœ
|Sn(di, hj)|+ max
1 [ i [ nŒ
1 [ j [ nœ
sup
x ¥ Di
h ¥Hj
|Sn(x, h)−Sn(di, hj)|, (3.1)
It is easy to see that
|Sn(x, h)−Sn(di, hj)| [ C
n
t=1
|h−1/2Uth(x) m(yt)−h
−1/2
j Uthj (di) m(yt)|
+E C
n
t=1
|[h−1/2Uth(x)−h
−1/2
j Uth(di)] m(yt)|
¸ J1+J2. (3.2)
By the assumption about U(x), using the law of large numbers for m(yt)
(see Rio, 1995) and noticing that |x−di | [ n−c1, |h−hj | [ n−c2 for x ¥ Di and
h ¥Hj, we have
J1 [ C
n
t=1
5M : 1
h1/2
−
1
h1/2j
:+M
h1/2j
:1
h
−
1
hj
:+M
h3/2j
|x−di |6 |m(yt)|
[M(n−c2+3E/2+1+n−c2+5E/2+1+n−c1+3E/2+1)=O(n1/2) a.s. (3.3)
The last equality holds by taking c1=
1
2+
3
2 E and c2=
1
2+
5
2 E where E=
1/(2p+3). Taking expectation of (3.3), we have J2=O¯(n1/2). Thus we
have that the second term of (3.1) is O(n1/2) almost surely. From the proof
of Lemma 4.3 of Masry and Tjøstheim (1995), Lemma 3.1 follows from
Lemma 3.2(1) below. L
Lemma 3.2. Let U(x) and m(x) be defined as in Lemma 3.1.
(1) If r > 1, then Var{;nt=1 Uth(x) m(yt)}=O¯(nh).
(2) If 2r > r( > 2), then
E : Cn
t=1
Uth(x) m(yt)−nhfUE(m(yt) | xt=x) f(x) : r=O¯(n rh2r),
where fU=> U(x) dx.
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Proof. Note that E |Uth(x) m(yt)| r=O¯(h). It follows that
E |Uth(x) m(yt)−E{Uth(x) m(yt)}| r
[ 2 r[E |Uth(x) m(yt)| r+|E{Uth(x) m(yt)}| r]=O(h).
By Theorem 4.1 of Shao and Yu (1996), we have
E : Cn
t=1
[Uth(x) m(yt)−E{Uth(x) m(yt)}] : r=O¯(n r/2h).
Therefore Lemma 3.2(1) follows by taking r=2. Note that
E{Uth(x) m(yt)}−hfUE(m(yt) | xt=x) f(x)=O¯(h2).
Therefore
E : Cn
t=1
Uth(x) m(yt)−nhfUE(m(yt) | xt=x) f(x) : r
[ 2 r 5E : Cn
t=1
[Uth(x) m(yt)−E{Uth(x) m(yt)}] : r
+n r |E{Uth(x) m(yt)}−hfUE(m(yt) | xt=x) f(x)| r6
=O¯(n r/2h+nrh2r)=O¯(n rh2r).
This is the second part of Lemma 3.2. L
Note that h−1EUth(x)−fUf(x)=O¯(h2). We immediately have the
following results from Lemma 3.1.
Corollary 3.1. Under the assumptions of Lemma 3.1 and (A3), then
(nh)−1 C
n
t=1
Uth(x)=fUf(x)+O¯(d2n), (nh)−1 C
n
t=1
Uth(x) et=O¯(d0n),
(nh)−1 C
n
t=1
[Uth(x)−EUth(x)]=O¯(d0n) a.s.
where dkn=hk+(n−1h−1 log n)1/2, k=1, 2, ..., and d0n=(n−1h−1 log n)1/2.
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Lemma 3.3. Let l0n(x) be any eigenvalue of D
−1/2(Dn(x)+dnI) D−1/2/
(nhf(x)), ln(x) be any eigenvalue of F−1/2(Fn+dnI) F−1/2/(nhf(x)). Then
under (A2)–(A6), we have
E{(l0n(x))
−1−1}2=O¯(h2), E{(ln(x))−1−1}2=O¯(h2),
E 5nhc0f(x) 3 Cn
t=1
wth(x)+dn 4−1−162=O¯(h2).
Proof. We only prove the first equation following the method used in
Fan (1993). By Lemma 3.2,
E 3(nhf(x))−1 Cn
t=1
Kth(x)((xt−x)/h)k−fk 4 r=O¯(h r).
It follows that
E{l0n(x)−1}
r=O¯(h r).
Note that there is a constant c such that l0n \ cdn. Therefore
E{(l0n(x))
−1−1}2=E
(l0n(x)−1)
2
(l0n(x))
2 1{|l0n(x)−1| [ 1/2}
+E
(l0n(x)−1)
2
(l0n(x))
2 1{|l0n(x)−1| \ 1/2}
[ 4E(l0n(x)−1)2+c−2d−2n E(li(x)−1)2 1{|li(x)−1| \ 1/2}
=O¯(h2+d−2n h
r+2)=O¯(h2)
as r \ 2d(2p+3). L
From Corollary 3.1 we have (nhf(x))−1 Dn(x)−D=O¯(d2n),
(nhf(x))−1 Fn(x)−F=O¯(d2n), and (nhf(x))−1 Cn(x)−C=O¯(d2n) almost
surely. Note that (l0n(x))
−1 is one eigenvalue of D1/2(Dn(x)+dnI)−1 D1/2.
Therefore we have from Lemma 3.3 that E(Fn(x)+dnIp)−1, E(Dn(x)+
dnIp)−1, and E(Wn(x))−1 exist. For the extra-term in (2.4), we have the
following results.
Corollary 3.2. Suppose that (A2)–(A6) hold. Then E(Dn(x))2=
O¯((nh)−2) and Dn(x)=O¯((nh)−2) almost surely.
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Corollary 3.3. Suppose that (A1)–(A6) hold. Then
E{hˆ(x)−h(x)}2=c−20 c
2
p+1h
2
(p+1)(x) h
2p+2j+c˜0n−1(c0hf(x))−2 E(e
2
t | xt=x)
+{nhc0f(x)}−2 E C
n
i=1
C
j ] i
wˇih(x) wˇjh(x) eiej+O¯(h2p+4)
=O¯(h2p+2) a.s.
Proof. Define ||(aij)||2=; i, j |aij |2. Then from Lemma 3.3, we have
E ||(nhf(x))−1 Cn(x)−C||2=O¯(h2), (nh)−2 E ||Cn(x)||2=O¯(1),
E ||(nhf(x))−1 Fn(x)−F||2=O¯(h2), (nh)−2 E ||Fn(x)||2=O¯(1),
(nh)2 E ||(Fn(x)+dnIp)−1||2=O¯(1), (nh)−2 E > Cn
t=1
Lth(x) et >2=O¯((nh)−1).
Therefore,
E 5(nh)−1 Cn
t=1
{wth(x)−wˇth(x)} et62
[M(nh)−2 {E ||(nhf(x))−1 Cn(x)−C||2 E ||nhf(x)(Fn(x)+dnI)−1||2
+(nh)2 ||C||2 E ||nhf(x)(Fn(x)+dnI)−1−F−1||2} E > Cn
t=1
Lth(x) et >2
=O¯(h2(nh)−1)=O¯(n−1h).
It follows that
E 3(nh)−1 Cn
t=1
wth(x) et 42=E 3(nh)−1 Cn
t=1
wˇth(x) et 42+O¯(n−1h)=O¯((nh)−1).
By Lemma 3.3 we further have
E 31 Cn
t=1
wth(x)+dn 2−1−(nhc0f(x))−142=O¯(n−1h) (3.4)
and
E 5 1
nh
C
n
t=1
{wth(x)−wˇth(x)}(xt−x)k62=O(h2k+1). (3.5)
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Combining (3.3) and (3.5) with Lemma 3.2, we have
E 5 ;nt=1 wth(x) et;nt=1 wth(x)+dn− 1nhc0f(x) C
n
t=1
wˇth(x) et62=O¯(n−1h),
E 5;nt=1 wth(x)(xt−x)p+1;nt=1 wth(x)+dn − 1nhc0f(x) C
n
t=1
wˇth(x)(xt−x)p+1 hp+162=O¯(h2p+4),
E 5{nhc0f(x)}−1 Cn
t=1
wˇth(x)(xt−x)p+1−{nhc0}−1 cp+162=O¯(h2p+4)
and
E 5;nt=1 wth(x) |xt−x|p+2;nt=1 wth(x)+dn − 1nhc0f(x) C
n
t=1
wˇth(x) |xt−x|p+262=O¯(h2p+4).
Therefore, we may write
E{hˆ(x)−h(x)}2=E 5 1
nhc0f(x)
C
n
t=1
wˇth(x) et+c
−1
0 h(p+1)(x) cp+1h
p+162
+O¯(h2p+4).
Note that
E 3(nhc0f(x))−1 Cn
t=1
wˇth(x) et 42
={nhc0f(x)}−2 5E Cn
t=1
wˇ2th(x) e
2
t+E C
n
t=1
C
i ] t
wˇth(x) wˇih(x) eiet6
and
E C
n
t=1
wˇ2th(x) e
2
t=nhc˜0f(x) E(e
2
t | xt=x)+O¯(nh
3).
Then, Corollary 3.3 follows from the equations above and the fact that
n−1=O(h2p+3). L
Let L˙k(x)=−KŒ(x) xk+1−kK(x) xk, L˙(x)=(L˙1(x) · · · L˙p(x))T and
w˙th(x)=L˙0, th(x)− C˙n(x) F
−1
n (x) Lth(x)+Cn(x) F
−1
n (x) F˙n(x) F
−1
n (x) Lth(x)−
Cn(x) F
−1
n (x) L˙th(x). Let C˙=> L˙(x) dx and F˙=> L˙(x) L˙T(x) dx, w˜(x)=
L˙0(x)− C˙TF−1L(x)+CF−1F˙F−1L(x)−CF−1L˙(x), c˙k=> w˜(x) xk dx and ck
is defined in (2.6), k=0, 1, ... .
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Corollary 3.4. Suppose that assumptions (A1)–(A6) hold, then
hˆ(x)−h(x)=
cp+1
c0
h(p+1)(x) hp+1+
1
c0nhf(x)
C
n
t=1
wˇth(x) et
+O¯(hp+2(log n)1/2) a.s.
“
“h hˆ(x)=bh(p+1)(x) h
p+(c0nh2f(x))−1 C
n
t=1
w¯th(x) et
+O¯(hp+1(log n)1/2) a.s.
where b=c−10 c˙p+1− c
−2
0 c˙0cp+1, w¯(x)=w˜(x)− c
−1
0 c˙0wˇ(x).
Proof. It is easy to see from Corollary 3.1 that
C
n
t=1
wth(x) et=C
n
t=1
wˇth(x) et+O¯(nhd0nd1n) a.s.
C
n
t=1
wth(x)(xt−x)k=cknhk+1f(x)+O¯(nhk+1d1n) a.s.
C
n
t=1
w˙th(x) et=C
n
t=1
w˜th(x) et+O¯(nhd0nd1n) a.s.
C
n
t=1
w˙th(x)(xt−x)k=c˙knhk+1f(x)+O¯(nhk+1d1n) a.s.
C
n
t=1
|wth(x)(xt−x)p+1|=O¯(nhp+2) a.s.
and
C
n
t=1
|w˙th(x)(xt−x)p+1|=O¯(nhp+2) a.s. (3.6)
Therefore,
3 Cn
t=1
wth(x)+dn 4−1 Cn
t=1
wth(x) et=(c0nhf(x))−1 C
n
t=1
wˇth(x) et+O¯(d1nd0n) a.s.
3 Cn
t=1
wth(x)+dn 4−1 Cn
t=1
wth(x)(xt−x)p+1=c
−1
0 cp+1h
p+1+O¯(hp+1d1n) a.s.
and from (3.6) and assumption (A1),
3 Cn
t=1
wth(x)+dn 4−1 Cn
t=1
wth(x) h(p+2)(x
g
t )(xt−x)
p+2=O¯(hp+2) a.s.
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Therefore the first part of Corollary 3.4 follows from (2.4), the above three
equations, and Corollary 3.2. L
4. PROOFS OF THE RESULTS IN SECTION 2
Lemma 4.1. Suppose that U(x) and V(x) satisfy assumption (A6),
Q(x, h) is any function with bounded derivative with respect to x. If (A2) and
(A4)–(A6) hold, then
(1)
1
n2h
C
n
i=1
C
n
j=1
[Uih(xj)−U˜(xj)] ei=O¯((nh3/2)−1 log n) a.s.
(2)
1
(n2h)
C
i, j
C
i ] j
Uih(xj) Q(xi, h) eiej=o¯ 1 1nh2 a.s.
(3)
1
(nh)2
F C
i, j
C
i ] j
Uih(x) Vjh(x) Q(xi, h) eiejdF(x)=o¯ 1 1nh2 a.s.
(4)
1
(nh)2
F C
i, j
C
i ] j
Uih(x) Vjh(x) Q(xi, h) eiejd(Fn(x)−F(x))=o¯ 1 1nh2 a.s.
where F(x) is the distribution of x1, Fn(x) is the empirical distribution of
{xt, t=1, ..., n}, U˜(x)=EU1h(x).
Proof. By Theorem 3 in Dhompongsa (1984), we have
sup
x
|Fn(x)−F(x)|=O((log n/n)1/2) a.s.
Therefore,
: 1
n2h
C
n
i=1
C
n
j=1
[Uih(xj)−U˜(xj)] ei :
=: 1
nh
C
n
i=1
ei F U 1x−xih 2 d{Fn(x)−F(x)} :
=:F {Fn(x)−F(x)} 1nh2 C
n
i=1
UŒ 1x−xi
h
2 ei dx :
[ sup
x
|Fn(x)−F(x)| (nh2)−1 F : Cn
i=1
UŒ 1x−xi
h
2 ei : dx
=O¯((nh3/2)−1 log n) a.s.
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Corollary 3.1 and the fact that K(x) is compactly supported are used in the
last step. This is Lemma 4.1(1)
The proofs of (2) and (3) are similar to the verification of (4.2) in Kim
and Cox (1995). Here, we only prove (3). Introduce sequences of finite
subsets H −n …Hn=[an−E, bn−E], E=1/(2p+3). We establish (3) on the
subsets and then fill in the rest ofHn by a Hölder continuity argument as in
the proof for the second term on the right-hand side of (3.1). Let
g > (2p+1)/(2p+3) be given for now; it will be determined later. Let H −n
be such that for all h ¥Hn, there exists hŒ=hŒ(h) ¥H −n and |h−hŒ| <
o(n−g− E)=o((nh)−1) and this means the number of elements in H −n is less
than Cng. From Lemma 3.1, we may only consider the summation over the
set of indices constrained by |i− j| > N for N( < n) chosen appropriately.
Indeed, using Lemma 3.1(2) and E{Uih(x) Vjh(x) Q(xi, h) eiej}2=O¯(h2) if
i ] j and (A4) holds, we have
C
i ] j
C
|i− j| < N
Uih(x) Vjh(x) Q(xi, h) eiej=O¯(Nnh2+Nh(n log n)1/2).
Therefore (3) holds for summation over |i− j| [N if we take N=o(h−1).
We can write the left-hand side of (3) as R+o¯((nh)−1), where
R=(nh)−2 C
i
C
|i− j| > N
F Uih(x) Vjh(x) dF(x) Q(xi, h) eiej
=(n2h)−1 C
i
C
|i− j| > N
U f Vih(xj) Q(xi, h) eiej,
where U f V is the convolution of U and V. Let
b1j(z)=2pQ(xj, h) ej exp(−ixjz/h), b2k(z)=ek exp(ixkz/h)
(here i is the imaginary unit), and let k(z) be the Fourier transformation of
U f V. We have
R=(n2h)−1 F C
|i− j| > N
b1i(z) b2j(z) k(z) dz.
It is easy to see that
:F b1i(z) b2j(z) k(z) dz :=|Q(xj, h) eiejUih(xj)|
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and other conditions of Lemma 5.2 in Kim and Cox (1995) are satisfied.
Therefore
ng sup
h ¥H −n
E |nhR|2r [Mng sup
h ¥H −n
5 C.
i=1+N/(4r)
i2r−1a(i)+n−2r C
2r
j=1
(n jN4r−jh j/2)6
[Mng sup
h ¥H −n
5N2r−r+n2rh2r C2r
j=1
(n−1Nh−1/2)4r−j6
provided r > 2r. The summation on the right-hand side of the above
inequality is dominated by n−2rN2rh−r as j=2r if n−1Nh−1/2Q 0, which is
satisfied by taking N=O(h−1). By choosing N, r, and r appropriately (e.g.,
N=O(h−1/3), r > 12(p+1), and r > 3r), we have
ng sup
h ¥H −n
E |nhR|2r [Mng sup
h ¥H −n
(n−E(r−2r)/4+n−Er/2) [Mn−EŒ,
for some EŒ > 1. Therefore, by the Markov inequality, for any e > 0,
Pr(sup
h ¥H−n
|nhR| > e) [Mng sup
h ¥H −n
E |nhR|2r [Mn−EŒ.
By the Borel–Cantelli lemma, we have proved (1).
Part (4) can be proved by (3) and using the method in the proof of (1).
L
Lemma 4.2. Under the conditions of Theorem 2.1, we have
:MISE(h)−ASE(h)
MISE(h)
:=o¯(1) a.s.
Proof. For notational simplicity, we take G(x) — 1. By Corollary 3.4,
we have
[hˆ(x)−h(x)]2=5c−10 cp+1h(p+1)(x) hp+1+(c0nhf(x))−1 Cn
t=1
wˇth(x) et62
+O¯(h2p+3 log n) a.s.
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Therefore,
ASE(h)
=
1
n
C
n
t=1
5c−10 cp+1h(p+1)(xt) hp+1+(c0nhf(xt))−1 Cn
s=1
wˇsh(xt) es62
+O¯(h2p+3 log n)
=c2p+1c
−2
0 n
−1h2p+2 C
n
t=1
h2(p+1)(xt)+2cp+1c
−2
0 n
−2hp C
n
t=1
h(p+1)(xt)
f(xt)
× C
n
s=1
wˇsh(xt) es+2(c
2
0n
3h2)−1 C
n
t=1
f−2(xt) C
i, j
C
i ] j
wˇih(xt) wˇjh(xt) eiej
+(c20n
3h2)−1 C
n
t=1
C
n
s=1
f−2(xt) wˇ
2
sh(xt) e
2
s+O¯(h
2p+3 log n)
¸ ASE1+ASE2+ASE3+ASE4+O¯(h2p+3 log n) a.s. (4.1)
By Corollary 3.1, changing the positions of s and t, we have
ASE4=c
−2
0 n
−2h−1 C
n
s=1
e2s (nh)
−1 C
n
t=1
wˇ2sh(xt) f
−2(xt)
=c−20 c˜0n
−2h−1 C
n
s=1
e2sf
−1(xs)+O¯((nh)−1 d1n) a.s.
By Corollary 3.4 and the law of iterated logarithm (see, e.g., Rio (1995)),
we have
ASE1− c
−2
0 c
2
p+1h
2p+2jp=c
−2
0 c
2
p+1n
−1h2p+2 C
n
t=1
[h2(p+1)(xt)−Eh
2
(p+1)(xt)]
=O¯(n−1/2h2p+2(log log n)1/2) a.s. (4.2)
ASE4− c˜0(c
2
0nh)
−1 j˜=c−20 c˜0n
−2h−1 C
n
s=1
[f−1(xs) e
2
s −E{f
−1(xt) e
2
t }]
=O¯(n−3/2h−1(log log n)1/2) a.s. (4.3)
By Lemma 4.1(3) and (4), we have
ASE3=o¯((nh)−1) a.s. (4.4)
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Write the term ASE2 as
ASE2=
2cp+1hp+1
c0n
C
n
s=1
h(p+1)(xs) es+
2cp+1hp
c20n
2 C
n
s=1
es
× C
n
t=1
5wˇsh(xt) h(p+1)(xt) f−1(xt)−F wˇsh(x) h(p+1)(x) dx6
+
2cp+1hp
c20n
C
n
s=1
es F wˇsh(x)[h(p+1)(x)−h(p+1)(xs)] dx
¸ R1+R2+R3. (4.5)
By the law of iterated logarithm (Rio, 1995), we have
R1=O¯(hp+1(log log n/n)1/2) a.s. (4.6)
By Lemma 4.1(4), we have
R2=O¯(hp/n) a.s. (4.7)
Note that > wˇsh(x)[h(p+1)(x)−h(p+1)(xs)] dx=h2 > wˇ(z) h −(p+1)(xgs ) dz. We
have
R3=O¯(n−1hp+2(n log n)1/2) a.s. (4.8)
From (4.5)–(4.8) and noticing hp+1n−1/2=o(MISE(h)), we have
ASE2=o¯(MISE(h)) a.s. (4.9)
Therefore Lemma 4.2 follows from Corollary 3.3, (4.1)–(4.4), and (4.9). L
A similar result of Lemma 4.2 was proved by Vieu (1991) and Kim and
Cox (1996) for the N-W estimators.
Lemma 4.3. LetCR(h)=n−1;nt=1 et[hˆt(xt)−h(xt)]. Suppose that (A1)–
(A6) hold. Then
CR(h)=(n2hc0)−1 C
n
t=1
et{f(xt)}−1 C
i ] t
wˇih(xt) ei+(n2hc0)−1
× C
n
t=1
et{f(xt)}−1 h(p+1)(xt) C
i ] t
wˇih(xt)(xt−xi)p+1
+O¯(h2p+3(log n)1/2)
=o¯(MISE(h)) a.s.
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Proof. By Corollary 3.2, we may take dn=0 in the following proof for
ease of exposition. Let Yn(x)=; i] t Lih(x), Wn(x)=; i] t (Lk+l, ih(x))1[ k, l[ p
and uih(x)=Kih(x)−Y
T
n (x) W
−1
n (x) Lih(x). Denote n−1 by n1. vn(xt)=
; i ] t uih(xt), W˜(x)=E(Li+j, 1h(x))1 [ i, j [ p, Y˜(x)=EL1h(x), K˜(x)=EK1h(x),
and f˜(xt)=h−1[K˜(xt)− Y˜T(xt) W˜−1(xt) Y˜(xt)]. Then hˆt(x)=(vn(x))−1
; i ] tuih(x) yi.Write CR(h) as
CR(h)=n−1 C
n
t=1
et(vn(xt))−1 C
i ] t
uih(xt)[ei+{h(xi)−h(xt)}]
=n−1 C
n
t=1
et(vn(xt))−1 C
i ] t
uih(xt) 5ei+h(p+1)(xt)(xi−xt) (p+1)
+ C
2p+2
k=p+2
h(k)(xt)(xi−xt)k+h(2p+3)(xit)(xi−xt)2p+36
¸ CR1(h)+CR2(h)+CR3(h)+CR4(h),
where xit is the corresponding mean value. By (3.6), we have
CR4(h)=O¯(h2p+3). (4.10)
If we can show that
CR1(h)=(n2hc0)−1 C
n
t=1
et(f(xt))−1 C
i ] t
wˇih(xt) ei+O¯(h2p+3), a.s. (4.11)
CR2(h)=(n2hc0)−1 C
n
t=1
et(f(xt))−1 h(p+1)(xt) C
i ] t
wˇih(xt)(xt−xi)p+1
+O¯(h2p+3) a.s. (4.12)
then it follows from (4.12) and Lemma 4.1(1) that
CR3(h)=o¯(h2p+3) a.s. (4.13)
Therefore Lemma 4.3 follows from (4.10)–(4.13).
Let u˜ih(x)=Kih(x)− Y˜
T
ih(x) W˜
−1
ih (x) Lih(x). We further write
CR1(h)=n−1 C
n
t=1
et{n1hf˜(xt)}−1 C
i ] t
u˜ih(xt) ei
+n−1 C
n
t=1
et[{vn(xt)}−1−{n1hf˜(xt)}−1] C
i ] t
u˜ih(xt) ei
+n−1 C
n
t=1
et{vn(xt)}−1 C
i ] t
{uih(xt)− u˜ih(xt)} ei
¸ A1(h)+A2(h)+A3(h).
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By Corollary 3.1, we have
f˜(x)−(n1h)−1 vn(x)=O¯(d0n) a.s.
Therefore, simple calculations lead to
{vn(xt)}−1−{n1hf˜(xt)}−1
={n1hf˜(x)}−2 {n1hf˜(xt)−vn(xt)}+O¯((nh)−2 log n)
={n1hf˜(xt)}−2 5C
j ] t
{Kjh(xt)−K˜(xt)}+2{(n1h)−1 Yn(xt)− Y˜(xt)}T
× W˜−1(xt) Y˜(xt)+Y˜(xt)T {W
−1
n (xt)− W˜
−1(xt)} Y˜(xt)+O(1)6
+O¯((nh)−2 log n) a.s. (4.14)
By Lemma 4.1(2) we have
A2(h)=O¯(n3/2h−2(log n)1/2) a.s.
Similarly, we can show
A3(h)=O¯(n3/2h−2(log n)1/2) a.s.
By Lemma 4.1, we have
A1(h)=(n2hc0)−1 C
n
t=1
et{f(xt)}−1 C
i ] t
wˇih(xt) ei
+n−1 C
n
t=1
et[{nhf˜(xt)}−1−{c0nhf(xt)}−1] C
i ] t
wˇih(xt) ei
+n−1 C
n
t=1
et{nhf˜(xt)}−1 C
i ] t
[u˜ih(xt)−wˇih(xt)] ei
=(n2hc0)−1 C
n
t=1
et{f(xt)}−1 C
i ] t
wˇih(xt) ei+O¯(n−1h3/2) a.s.
Therefore, we finish with the proof of (4.11). Write
CR2(h)=n−1hp+1 C
n
t=1
et{nhf˜(xt)}−1 C
i ] t
u˜ih(xt) h(p+1)(xt) 1xi−xth 2p+1
+n−1hp+1 C
n
t=1
et[{vn(xt)}−1−{nhf˜(xt)}−1] C
i ] t
u˜ih(xt) 1xi−xth 2p+1
+n−1hp+1 C
n
t=1
et{vn(xt)}−1 C
i ] t
{uih(xt)− u˜ih(xt)} 1xi−xth 2p+1.
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Analogous to the proof of (4.11), Eq. (4.12) can be proved from the above
decomposition and Lemma 4.1. L
Proof of Theorem 2.1. According to Härdle and Marron (1985),
Theorem 2.1 follows from Lemmas 4.2 and 4.3.
Proof of Theorem 2.2. For ease of exposition, let G(x) — 1. Note that
CV(h)=n−1 C
n
t=1
e2t+2CR(h)+ASE
g(h),
where ASE g(h)=n−1;nt=1 {hˆt(xt)−h(xt)}2. It is easy to verify that
hˆt(x)=hˆ(x)+O¯((nh)−1) a.s. (see, e.g. Härdle et al. (1988)). Therefore by
Lemma 4.1,
ASEg(h)=ASE(h)+O¯(n−1).
By Corollary 3.4, we have
“
“h [hˆ(x)−h(x)]
2
=2[hˆ(x)−h(x)]
“hˆ(x)
“h
=2h−1 5c−10 cp+1h(p+1)(x) hp+1+(c0nhf(xt))−1 Cn
s=1
wˇsh(xt) es6
×5bh(p+1)(xt) hp+1+(c0nhf(xt))−1 Cn
s=1
w¯sh(xt) es6+O¯(h2p+2 log n)
=2c−10 bcp+1h
2p+1h2(p+1)(x)+2c
−1
0 bh
ph(p+1)(x)(nhf(x))−1 C
n
s=1
wˇsh(x) es
+2c−20 cp+1h
ph(p+1)(x)(nhf(x))−1 C
n
s=1
w¯sh(x) es
+2h−1(c0nhf(x))−2 C
n
s=1
w¯sh(x) es C
n
s=1
wˇsh(x) es+O¯(h2p+2 log n) a.s.
Since hˆ and ho are the minimum point of CV(h) andMISE(h), respectively,
we have the following expansion,
0=
“
“h CR(h)|h=hˆ+
“
“h ASE(h)|h=hˆ
=
“
“h CR(h)|h=hˆ+
“
“hMISE(h)|h=hˆ+
“
“h [ASE(h)−MISE(h)]
:
h=hˆ
=
“
“h CR(h)|h=hˆ+(hˆ−ho)MISEœ(h
g)+
“
“h [ASE(h)−MISE(h)]
:
h=hˆ
,
(4.15)
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where hg is between ho and hˆ. By Lemma 4.3
“
“h CR(h)=−2(p+1) c
−1
0 cp+1n
−1hp C
n
i=1
h(p+1)(xi) ei
+(c0n2h2)−1 C
n
t=1
5et{f(xt)}−1×C
i] t
3wˇih(xt)−wˇ−ih(xt) xi−xth 4 ei6
+O¯(h2p+2 log n) a.s. (4.16)
Similar to the procedure leading to Corollary 3.3, we can show that
MISE Œ(h)=2(p+1) c−20 c2p+1h2p+1j− c˜0(c20nh2)−1 j˜+o¯(h2p+1), (4.17)
MISEœ(h)=2(p+1)(2p+1) c−20 c2p+1h2pj+2c˜0(c20nh3)−1 j˜+o¯(h2p). (4.18)
From (4.1)–(4.9) and Lemma 4.2(2),
ASE Œ(h)−MISE Œ(h)
=32(p+1) c−10 cp+1n−1hp Cn
i=1
h(p+1)(xi) ei
−2(c20n
2h3)−1 C
i ] j
C
i, j
F [2wˇihwˇjh(x)+wˇ −ihwˇjh(x)(xi−x)/h
+wˇihwˇ
−
jh(x)(xj−x)/h] f
−1(x) dx eiej 4 (1+op(1)) a.s. (4.19)
By Theorem 1 of Hall (1984), Theorem 2.2 follows from (4.15), (4.16), and
(4.19). See also Hall and Marron (1987). L
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