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 In the majority of the last century, the rapid development of the power industry 
has mainly focused on the increase in the scale of power generation and transmission. 
However, the digital revolution that began in the late twentieth century has introduced 
many modern power electronics into the power industry, including renewable generation, 
energy storage, wide-area measurement system and electronics-interfaced loads, etc., and 
brought unprecedented challenges to the power grids that have been operating stably for 
decades. To deal with these challenges, the power industry urgently needs to develop and 
implement advanced automated management and control strategies. 
 This dissertation explores and prospects the implementation of cutting-edge 
machine learning technologies in the power grids and puts forward some new ideas 
considering the background of the power industry. Some innovative machine learning 
applications have been discussed and proposed for the power industry. Their advantages 
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CHAPTER 1                                                      
INTRODUCTION 
1.1    Background  
The power grid is a classical subject in electrical engineering while machine 
learning is a much newer subject, which began in 1952 and has thrived since the mid-1990s. 
Driven by the modernization of power systems, these two seemly irrelevant subjects begin 
to cross. 
Prior to the 1990s, the traditional power system had a top-down structure, which 
started from generation units, passed through transmission systems, distribution systems 
and ended at users. Under such a structure, the power system has continued to grow and 
expand from the following two aspects [1]: (1). Power generation capacity and long-
distance power transmission embrace revolutionary changes. The U.S. electricity 
generation surges from 335 billion kWh in 1950 to 4,118 billion kWh in 2019 [2]. Driven 
by the high voltage AC/DC technology improvements, the electricity transmission distance 
has also increased from tens of miles in the 1890s to thousands of miles nowadays [3]. (2). 
original independent regional transmission networks have become interconnected to ensure 
stable power supply and optimize the generation resource allocation [1].   
Apart from these technical aspects, the electric power industry has also experienced 
major changes and transformed from a regulated (vertically integrated) industry into 
deregulated markets in many places [4]. In the vertically integrated structure, most private 
electric utilities have their own generation units, transmission and distribution networks. 




local customers. While in the deregulated market, the generation companies (GENCO), 
transmission companies (TRANSCO) and distribution companies (DISCO) are 
independent [5]. The power system operations are regulated by Independent System 
Operators (ISOs) and Regional Transmission Organizations (RTOs) [6][7]. In the market, 
the DISCOs or the utilities need to bid to acquire electricity from the GENCOs. The 
customers therefore have multiple options for their energy supplier. Introducing the market 
mechanism into the power industry breaks the pricing power of monopolies and encourages 
the electricity production to go for lower cost and higher efficiency. 
Under such technical and market transition, the traditional power system operation 
and planning models have become gradually incapable of satisfying the modern system’s 
requirements for stable and efficient operation. Therefore, many automation and 
monitoring technologies have been implemented in the power industry, such as SCADA-
integrated Energy Management System (EMS), Wide-Area Measurement Systems 
(WAMS), etc. Because the modern power grid relies on numerous automated controllable 
units and generates massive amounts of data across the system every second, which makes 
it nearly impossible for humans to interpret the messages from these data instantaneously 
and therefore incapable of making optimal decisions. Under this context, machine learning 
gains accumulated attention from researchers in the power area in the hope that it can assist 
humans on decision making and system operation. Most of the supervised/unsupervised 
ML algorithms have strong data exploration ability, which enables them to discover the 
hidden information embedded in the large amount of data from the power grid. In addition, 
some advanced ML applications such as AI technologies can be trained to replace humans 
to make rapid and effective decisions to improve the safety and stability of the power grid. 
1.2    Challenges and Opportunities in the Power System 
Given a large number of protection devices, energy storages, and distributed 




them can cause an immediate substantial change and induce different levels of reliability 
and stability issues to the power grids. The traditional system assessment and operation 
schemes are no longer capable of accommodating the rapid changes in the current system. 
It is urgent to upgrade the control and system analysis tools for both the transmission and 
distribution systems using advanced technologies.   
Taking transient stability assessment as an example [8], transient energy function 
and time-domain simulation are the classic ways of conducting transient stability analysis. 
Conventionally, each generator and load in a specific system is modeled using a set of 
mathematic functions, and these models can be used for years before the next update given 
that the physical components of the load and generator do not have significant changes 
over years. However, in the modern system, both the load and generation have much more 
diversity and flexibility compared with the past. Megawatts of different kinds of mobile 
loads/generations can be connected and disconnected anywhere in the system without a 
schedule. Regardless of the difficulties in selecting proper models under such uncertainties, 
even with an accurate model, it is tricky to obtain precise system parameters [8].  
On the operation side, the increasing penetration of renewable energy brings severe 
uncertainties into the grid. Therefore, the needs for ancillary services including frequency 
control, spinning reserves and so on are increasing. Traditionally, ancillary services are 
assigned to the generation units that are capable of providing such provisions. They respond 
to the command from the system operators to commit their services. However, the fossil 
fuel-based generators usually have large inertia that take them from minutes to even hours 
to follow up with the demand. Today, a variety of power electronics-based devices 
combined with communication networks have been integrated into the system, which 
offers the operators a better option to ancillary services since they can respond to the system 
changes much faster. The downside is that these electronic devices are often so distributed 
that it is difficult to fully assess the interactions between them which prevent the system 




In confronting the challenges posed by the modern power systems, the most widely 
discussed and studied topics in recent years include [10][11]: (1). Load/renewable forecast; 
(2). Distribution feeder analysis; (3). Voltage regulation; (4). Cybersecurity; and (5) 
Ancillary services to the transmission system. Among the many studies, machine learning 
is one of the few research directions that is being widely integrated into nearly every aspect 
of the power industry. The major reasons for ML’s thriving in the power systems are the 
following: (1). Machine learning includes a large family of algorithms for solving different 
problems ranging from classification, regression, prediction to stochastic optimization, and 
so on. It is very straightforward to formulate a problem under the frame of an ML algorithm 
[12]. (2). Most of the ML methods are data-driven and modern power systems are equipped 
with sufficient monitoring devices to produce the data to support the implementation of 
these ML algorithms [13]. (3). Many traditional modeling and assessment methods are 
outdated for the current power systems and yet to be updated. ML algorithms have the 
inherent advantages in finding model-free strategies by purely exploring the measurement 
data without too much background information of the systems [14]. (4). Data management 
and cybersecurity are relatively new topics for the power system [15] and ML methods 
have already been proven to be effective in the related applications.  
The concept of ML was proposed in the middle of the twentieth century [16]. But 
it is only until the recent two decades that ML applications have begun to thrive in the areas 
of data science, computer vision, and artificial intelligence. The adoption of ML to power 
systems is even later. Because most ML algorithms require a gigantic amount of data, large 
memory cache, and strong computational power, which was not available to the power grid 
operators previously. Recently, due to the rapid development of hardware and material 
science, numerous data acquisition equipment and computing resources are integrated into 
the power system which enable the studies on machine learning techniques. In the 
foreseeable future, ML will continue to profoundly change the power system, not only to 




the power system. In this thesis, we leverage the advantages of a variety of ML techniques 
in dealing with a series of novel and unsolved challenges in load modeling, V2G ancillary 
service, and cybersecurity areas at both transmission and distribution levels.  
1.3    Literature Review 
Supported by the increasing integration of smart appliances into the system, the 
power industry is rapidly moving towards digitalization and intelligence. In academia, an 
impressive number of ML-related methodologies have been proposed in the power system 
community to facilitate this digital reform. At the transmission level, the proposed deep 
learning-based transmission line inspection approaches [17][18] not only improve the 
inspection efficiency but also ensure the safety of maintenance staff. ML-based system 
security assessment strategies [19] – [21] outperform the traditional security assessment 
method and ensure the optimal planning of the power system under complex system 
configurations. To combat global warming, ML-based forecast models [22] – [25] enable 
more renewable energies to be integrated into the grid to replace fossil fuel. At the 
cybersecurity layer, machine learning algorithms also act as a security guard to monitor 
and suppress attacks to the system [26] – [28]. ML models also assist system operators to 
make real-time decisions to mitigate the impacts of events occurring in the system [29] – 
[31]. 
In addition to some O & M applications [32] – [34] similar to transmission systems, 
machine learning has more diverse topics in distribution systems. Some of these research 
works aim to bring economic benefits to the individual customers, while some of them 
improve social welfare at the community level. For instance, ML algorithms can be applied 
to extract the features of users’ behaviors [35][36] and provide a guideline for their energy 
consumption. A well-trained learning model can also properly manage the storage devices 
in the smart grid [37][38] and allow them to participate in a variety of ancillary services. 
ML-based non-intrusive energy disaggregation can help residential consumers to monitor 




From a technical perspective, machine learning techniques can be divided into four 
major categories: (1). Supervised learning; (2). Unsupervised; (3). Semi-supervised 
learning and (4). Reinforcement learning. Supervised learning is the task of learning an 
input-output mapping function based on training input-output pairs [43]. Typical 
supervised learning algorithms include artificial neural network (ANN)-based classifier, 
support vector machine (SVM), adaptive network-based fuzzy inference system (ANFIS), 
autoregressive integrated moving average (ARIMA), etc. They are widely used in the 
power systems for fault detection [44]-[48]. Unsupervised learning, on the other hand, 
focuses on extracting the hidden patterns of the datasets without any labels. The most 
common unsupervised learning algorithms include K-Means clustering, hierarchical 
clustering, hidden Markov models, autoencoder, and so on. They are commonly used for 
exploratory data analysis. For example, [49]-[51] apply unsupervised learning methods in 
forecasting and pattern recognition of residential load. Semi-supervised methods are 
commonly used for fault detection, as well as load and renewable forecast. Compared to 
supervised learning, semi-supervised learning algorithms, such as propagating 1-nearest-
neighbor, semi-supervised SVMs, graph-based semi-supervised learning, only require 
partially labeled training data. Therefore, it is suitable for the prediction or classification 
applications with limited data access (e.g., non-intrusive load monitoring [53], fault 
detection [52], [54]). Reinforcement learning (RL), on the other hand, is one kind of action 
policy optimization technique that maximizes the notion of cumulative reward by training 
an agent to interact with a specific operating environment. Instead of exploring a specific 
dataset, RL algorithms interact with an operational environment and collect the system 
responses under all circumstances. A user-defined reward function then translates these 
responses into reward, so that an agent can learn to choose the action which leads to the 
highest future cumulative reward at a given state. RL-based methods, such as deep Q-
learning network (DQN), state–action–reward–state–action (SARSA), the Asynchronous 




and frequency control-related applications in the power system [55]-[57].  
1.4    Objective and Scope of Research 
Most of the existing machine learning applications in power systems directly 
borrow the functionalities of these algorithms to perform load prediction, anomaly 
detection, and large-scale optimization. However, there is lack of innovation in algorithmic 
design and problem modeling. In fact, by incorporating the physical characteristics of the 
power system into the machine learning algorithm, the range of ML utilization can be 
greatly expanded. Compared to most of the existing works, the ML applications proposed 
in this dissertation have the following two characteristics: (1). innovations over the existing 
ML algorithms according to different needs and extend their application in new areas. For 
instance, in section 2.1, an innovative time-variant state transition probability matrix is 
merged into the traditional Factorial Hidden Markov Model to capture the human behavior 
features; section 2.2 applies an unsupervised learning model based on stacked autoencoder 
as a label generator for a supervised learning based support vector machine so that the 
combination of them can conduct residential customer baseline load estimation 
automatically with unlabeled data, etc. (2). With unique problem modeling strategies, ML 
algorithms successfully reach the areas that have never been explored using ML methods. 
For instance, in section 2.3, a power system transient study platform is converted as a 
training environment for an AI agent to conduct load modeling. In this platform, the 
transient dynamic fitting problem is transferred as a step-wise Markov decision process 
and solved by the AI agent. Section 3.1 verifies the long-term economics of the battery 
swapping station-based frequency regulation services through the policy gradient 
algorithm. In this study, the EV visit uncertainty is modeled as the decision policy to be 
explored by the agent in order to fully assess the financial robustness of the battery 
swapping station. In section 3.2, a reinforcement learning scheme is adopted as a testing 
platform to evaluate the profitability of a battery swapping station in providing frequency 




battery swapping station’s performance boundary under different scenarios. In this study, 
three stochastic parameters, including EV visits, ACE signals and EV SOCs, are formed 
into different combinations to test the proposed framework’s profitability. 
Carrying the two characteristics introduced above, all of the ML applications 
introduced in this thesis are novel and most of the problems discussed here are for the first 
time being solved using ML techniques. These studies not only provide practical solutions 
for related applications but also convey the ideas of how to properly adopt ML in the power 
systems. In summary, the main contribution of this dissertation is to present a different 
angle of viewing the ML, help the researchers to design novel machine learning algorithms 
so that they can be innovative in specific ways to solve different problems in power systems. 
We hope these works can provide some inspirations to researchers on how to further 
unleash the power of ML in more areas in power systems.  
1.5    Thesis Outline 
• Chapter 1 introduces the background, literature review, and motivation for the research. 
• Chapter 2 covers three ML-based load modeling works on the individual house level, 
community level, and system level respectively. The first is a factorial hidden Markov 
model for energy disaggregation for a household. The second one applies a stacked 
autoencoder in residential customer baseline load estimation. The third one 
implements DRL in load modeling in the transient study.   
• Chapter 3 includes two studies that explore the application of deep reinforcement 
learning (DRL) in V2G-based ancillary services. The first work adopts the policy 
gradient (PG) method in economic risk assessment for the battery-swapping stations 
and verifies the profitability of letting battery-swapping stations (BSSs) participate in 
fast frequency regulation service (FFRS). On top of the first work, deep Q-learning 
(DQN) techniques are applied to the BSS for real-time control in order to extract the 
maximum economic benefit from the ancillary services. 




the traditional least square estimator with the unsupervised density-based spatial 
clustering of applications with noise (DBSCAN) and achieves remarkable 
performance.  










MACHINE LEARNING FOR LOAD MODELING 
2.1 A Factorial Hidden Markov Model for Energy Disaggregation  
2.1.1 Introduction for Energy Disaggregation 
With the widespread installations of smart meters and improved data collection 
techniques, high volumes of data are available to the smart grid for both energy suppliers 
and consumers. For energy suppliers, knowing the detailed customer energy consumption 
patterns can assist them in system planning and operation, such as the demand-side 
management applications discussed in [58]-[59]. For customers, having access to the exact 
energy usage pattern of each device allows them to self-adjust their usage behaviors and 
identify the malfunctioned devices to achieve better energy savings. 
Energy disaggregation, also known as Non-Intrusive Load Monitoring (NILM), 
was first proposed by G. W. Hart, Ed Kern, and Fred Schweppe at MIT in the 80s and is 
further developed by Hart in the 90s [60]-[61]. This topic is enriched with a wide range of 
machine learning methods, such as clustering [62]-[64], sparse coding [65], support vector 
machines (SVM) [66], and artificial neural network (ANN) [67]. Generally speaking, the 
existing machine learning techniques always come with high computational costs and 
require high resolution (>1 Hz [69]) training data to assess the device startup harmonics 
[68] and state transition oscillations [69]. However, these existing methods are hardly 
practical since the data reporting frequencies for most of the smart meters in the market are 
at minute-level. One ideal approach for energy disaggregation based on low-resolution data 




by state, such as idle, on, off, etc. For instance, Kim et al. [70] proposed multiple extended 
HMM methods for energy disaggregation, including additive factorial HMM, conditional 
HMM, and semi-Markov HMM. 
In this paper, we leverage the advantages of HMM and propose a novel energy 
disaggregation method based on a factorial hidden Markov Model (FHMM). An FHMM 
can be represented by a group of HMMs that operate simultaneously and independently 
over time. Each HMM in the FHMM has a set of states and emission functions. The output 
of an FHMM is the summation of all HMMs’ outputs. Applying FHMM for energy 
disaggregation, each device can be treated as a single HMM, in which its states are 
represented by the operating conditions of the device, and its emissions denote the device’s 
power consumption at different states. 
Although FHMM is a powerful tool, it is challenging for it to conduct an accurate 
energy disaggregation. Because the HMM implicitly assumes each device has an 
unchanged state transition probability distribution. This assumption applies to cyclic 
appliances such as air-conditioning units and refrigerators. However, for most of the un-
cyclic appliances, their state transitions are unevenly distributed over time and depend on 
human behaviors. Therefore, a good understanding of human behavior can dramatically 
improve the accuracy of the FHMM in energy disaggregation. 
In addition, the Markov model contains another assumption: the probability of a 
particular state transition only depends on the previous state. Therefore, in an FHMM 
model, when a cyclic device and a non-cyclic device have similar state/operation features, 
the cyclic appliance may dominate the non-cyclic one due to its higher state transition 
possibility. Yet, human behavior features can provide additional information about the 
users, which can help to avoid the dominance of cyclic devices.  
To address these two challenges, a human behavior analysis based FHMM (HBA-
FHMM) is proposed to incorporate human behavior features into the FHMM. The 




• Incorporate human behavior analysis into FHMM’s training and improved the 
model’s accuracy and generality. 
• Achieved high performance in energy disaggregation on data with low 
sampling rate (1 sample/min). 
2.1.2 Human Behavior Feature Extraction 
Since the conventional Markov chain purely relies on appliances’ operation features, 
it fails to capture the connections between human behaviors and energy consumption 
patterns. In order to add this flexibility to the Markov model, a sound human behavior 
analysis should be performed. 
A. Time-dependent State Transition Probability Matrix 
In Fig 2.1, the daily usage features of six appliances in one household for 200 days 
are plotted. Every dot in the plot represents one operation status of a device. The horizontal 
axis and the vertical axis represent the starting time and the duration of each operation, 
respectively. The data used in the analysis is published by Pecan Street Inc. [73], which is 
labeled at the device level and the rate of 1 sample/min. 
The starting times of the six devices shown in Fig 2.1 are clustered using the K-
means algorithm. It can be observed that the six appliances have completely different usage 
patterns. For the air conditioning, cluster B’s operation duration is much longer than that of 
the other clusters, which is due to the higher ambient temperature during the daytime. For 
the washing machine, the starting times are strictly bounded between 10 am-8 pm. The 
unique cluster distributions of each device indicate that the state transition probability 
matrices
m
nA  are time-dependent, where n denotes the number of devices, and m denotes 
the number of clusters for the nth device, as shown in (2-1). Each m jina ,,  represents the state 
transition probability from state i to j within cluster m for the nth device. The summation of 


























































Figure 2.1 Usage feature plots for different appliances 
B. Emission Uncertainty Regulator for HBA-FHMM 
In a first-order Markov chain, the joint probability for a sequence of states and 
observations n
t






































Y  is the output observed for the nth device at time t, Yt is the output summation 
observed at time t, t n
tS
 is the emission mean of the nth HMM for a certain state, and is 
the observation variance. 
However, in an FHMM-based energy disaggregation, the operation/transition 
features of two or more devices may overlap with each other and, therefore, lead to a wrong 
output. Assuming a state transition from device a induces a jump in power consumption 







SYP . It is possible that the overall transition probability of device b is higher than 











 . This type of error is common when b is a cyclical appliance like 
a refrigerator or air conditioning unit, and a is a non-cyclical appliance. 
To solve this probability suppression issue, we introduce a human behavior feature 
n
i
 , which denotes the operation duration of the nth device at state i, into (2-3). Variable n
i
  
is extracted from the training data as shown in Fig 2.1, and our analysis result shows that 
this feature follows a Gaussian distribution: 




In (2-6), the term 𝑃(𝑆𝑡
𝑛|𝜆𝑠𝑡−1
𝑛 ) denotes the possibility of the nth device to switch from state 
St-1 to St (𝑆𝑡−1 ≠ 𝑆𝑡) at the time step t after staying at St-1 for 𝜆𝑠𝑡−1
𝑛 minutes. By adding this 










































  in (2-6) can suppress the cyclical devices’ high state transition 









  the uncertainty regulator for HBA-FHMM. 
2.1.3 Mathematical Model for HBA-FHMM 
A. Conditional Probability for HBA-FHMM 
For the HBA-FHMM, its conditional probability is shown in (2-7): where P(S1) is  





































  is calculated through the state transition matrix mnA  at the m
th cluster when 
 )ublb mmt ,)1( − for the n
th device. The 
lbm  and ubm  are the lower and upper boundaries 
for cluster m. 
B. Softened Viterbi Algorithm for Hidden State Decoding 
Fully assessing an HBA-FHMM model is computationally expensive, since it 
contains ∏ 𝐼𝑛
𝑁
𝑛=1  joint states for N many devices and I many states for each device. In this 
study, we assume the state transition is only allowed to be one at a time, and this setting 
limits the number of joint states to ∑ 𝐼𝑛
𝑁
𝑛=1  . With this constraint, a household with N 
number of devices, I number of states for each device, will have (∑ 𝐼𝑛
𝑁
𝑛=1 )
𝑇  state 
transition paths instead of (∏ 𝐼𝑛
𝑁
𝑛=1 )
𝑇 for T timesteps. However, even (∑ 𝐼𝑛
𝑁
𝑛=1 )
𝑇 is still 
high, which reduces the computational efficiency for finding the most likely path.  
Viterbi algorithm is a widely used method for path decoding. However, regular 




which is highly possible to fall into a local optimum. Thus, a softened Viterbi algorithm is 















































where kMax is a function that extracts the top k (k>1) maximum outputs, tV  contains the 
k most possible state vectors at t, 𝐴𝑛
𝑚 and )( tn YB  are the state transition probability and 
emission probability for the nth HMM, and T is the termination time step. When 2 ≤ t <T, 
only the k most possible paths are propagated into the next forward calculation using (2-8). 
Equation (2-9) yields the most possible state transition path. This softened Viterbi 















C. Individual Load Tracking 
In this work, the device-level load monitoring is conducted according to the most 
likely state transition path. Constrained by the one at a time law, the power change at time 
step T can only come from a single device. Thus, this power change will be applied to the 
corresponding device according to the analysis result from (2-8) and (2-9). For example, if 
the state vector at time step T-1 is ST-1 =[1,1,1,1,1,1], and then a power change P occurs 
at time step T. By conducting the energy disaggregation using (2-8) and (2-9), the result 
shows that the state vector at time T becomes ST = [1,1,2,1,1,1]. This indicates the power 
consumption of the third device is changed by P  W, while others keep unchanged. 












where TS is the state transition vector at time T, ( )TSf   is a function that applies the 
power change to the corresponding device, and TP  is the devices’ power consumption 
vector at time T. 
2.1.4 Case Study 
A case study using real household data released by Pecan Street Inc. has been 
conducted. In this case study, the HBA-FHMM includes six devices: air conditioning, 
washing machine, refrigerator, dishwasher, dryer, and furnace. Each device is assigned 
with three states: a) idle (maybe OFF or low power mode depending on the device), b) 
ramping (ramp from OFF to On or from ON to OFF), c) operation-state. The observations 
for the model are the active power changes between two adjacent time steps. The goal of 
the model is to identify the sources for the power changes just by looking at the household 
smart meter data and provide the device-level power consumption tracking. 
To train this HBA-FHMM model, a total of 525,600 minutes (365 days) of data are 
collected, among which 393,120 minutes’ data are used for training while the rests are used 




A . Then, the state transitions within the same cluster are collected to 





 , in which 
𝑁(𝑆𝑗|𝑆𝑖) denotes the number of occurrences of the state transition 𝑆𝑖 → 𝑆𝑗 we observed 







 are calculated by extracting the operation duration features at each 
state for each device and fitting them into Gaussian distributions. The emission features 
i
nB  are collected by examining the power differences between any two different states. 





SYP  are calculated by fitting the emission features 





Figure 2.2. HBA-FHMM result vs real data 
 
Figure 2.3. FHMM result vs real data 
We compare the performances of the proposed HBA-FHMM with a regular FHMM 
that is trained using the same dataset. An example is shown in Fig. 2.2, and Fig. 2.3. In this 
example, A refers to a refrigerator, B indicates a furnace, C represents a dryer, and D is an 
air conditioning. In Fig. 2.2, the HBA-FHMM produces accurate energy disaggregation 
results on all the devices, although the minor power variances are not captured. In Fig. 2.3, 
the regular FHMM produces inaccurate predictions for the following instances: at the 14th 
minute, the start of the refrigerator is undetected, and instead, it is interpreted as part of the 
power jump caused by the air conditioning’s turning on; at the 70th minute, a power drop 




not happen if the uncertainty regulator is used to monitor the unusual operation duration; 
at the 100th minute, the dryer is turned off, but the AC has a much higher ON-OFF transition 
probability than the dryer, so the prediction shows the air conditioning is OFF.  
A complete algorithm performance evaluation is shown in Table 2.1. The results 
show that the HBA-FHMM’s energy disaggregation accuracy is 30% higher than the 
regular FHMM, especially for washing machine and dryer whose usage patterns have 
strong time dependences. Benefit from the excel energy disaggregation accuracy, the load 
prediction error given by the HBA-FHMM is 6.8%, which is significantly reduced 
compared to the 40.7% error given by the FHMM.  
Despite the good performance, it is found that the model’s accuracy can be harmed 
if each device’s power consumption variance is large. The existence of those variances is 
neglected because the Markov model only deals with the power changes at the moments of 
state transitions. However, the power variations that occurred between any state transitions 
are untracked and propagated. For instance, at state S1= [1,1,1,1,1,1] the third device’s 
power consumption is P3±ΔPv, and ΔPv is the power variance. Then when the third device 
has a state transition from 1-2 with a power jump ΔP, the updated power consumption 
prediction for the third device will be P3+ ΔP, and the ΔPv is neglected. This error can be 
propagated into the next step and cause a bigger error as the chain expands. 




State Tracking Accuracy 
Power Tracking Error 
 HBA-FHMM FHMM HBA-FHMM FHMM 
AC 43,802 95.90% 70.69% ±2.3% ±27.2% 
Washing 
Machine 
442 74.43% 21.49% ±14.2% ±53.1% 
Refrigerator 75,179 91.61% 63.92% ±6.5% ±20.4% 
Dish Washer 638 70.22% 42.16% ±13.5% ±25.2% 
Dryer 1,217 82.58% 35.83% ±7.7% ±57.2% 
Furnace 11,182 92.18% 27.88% ±4.5% ±55.3% 





By incorporating human behavior analysis with the FHMM, the proposed HBA-
FHMM algorithm demonstrates its strong abilities in identifying the non-cyclic appliances 
and achieves an improvement of 30% on the energy disaggregation accuracy.  
However, since HBA-FHMM leverages a supervised learning algorithm, its 
performance relies on the amount, quality, and generality of the training data, and 
sometimes the training process can be arbitrary. In addition, the training parameters are 
unique for every household, which means they lack the flexibility to adapt to new devices 
and changing human behaviors. In the future, it is expected that this framework can be 
improved by adding a self-adapted feature tracker that can identify the customer behavior 
features, and update the system parameters automatically. Besides, a power variation 
monitoring tool is needed so that the power variances will not be propagated into the future 
steps and deteriorate the model’s performance. 
2.2 Residential Customer Baseline Load Estimation Using Stacked Autoencoder with 
Pseudo-load Selection 
2.2.1 Background and Literature Review for Residential Level Baseline Load Estimation 
In January 2016, FERC order 745 officially came into effect, stating that power 
markets must treat DR owners, including aggregators of retail customers [74] as generation 
resources, and therefore they also have the right to participate in the wholesale electricity 
market by selling their load reductions. Moreover, the order also stated that independent 
system operators (ISOs) and regional transmission operators (RTOs) must compensate 
such DR suppliers with the locational marginal price (LMP), following a similar paradigm 
as generators are compensated [74]. The FERC order was designed to bridge the gap 
between the demand side and the wholesale market, making it possible for residential 




In general, residential customers have large DR potentials, based on their large load 
share and geographic dispersion. According to the report from the U.S. Energy Information 
Administration (EIA) [75], in 2017, the U.S. residential energy consumption accounted for 
20.23 percent of the total energy consumption, which exceeded the 18.31 percent of the 
industrial sector. While the residential load is viewed as more adjustable and flexible than 
industrial and commercial loads [76], one of the major concerns facing the current DR 
market is how to evaluate accurately, measure, and verify (EM&V) residential load 
reduction. One suggestion by the FERC order is to establish a customer baseline load (CBL) 
model for each of the DR participants.  CBL is defined as the total amount of electric 
energy that a customer would have consumed in the absence of a load curtailment call.  
In the absence of widely accepted EM&V standards, ISOs tend to develop their 
CBL methods for their own industrial and commercial customers. For instance, New York 
ISO (NYISO), PJM, and California Independent System Operator (CAISO) use the 
HighXofY method [77]. The ISO New England (ISO-NE) uses the exponential moving 
average (EMA) method [78]. These methods are averaging-based and assume that load 
patterns of an individual customer at adjacent days are similar.  
A significant disadvantage of these averaging-based methods described above is 
that they can lead to substantial errors when applied to residential customers [79], [80]. 
This is because residential load patterns cannot be maintained at the same stable level as 
commercial and industrial loads. Moreover, aggregated residential load patterns tend to 
have stronger heterogeneity when compared to industrial and commercial loads because 
residential electricity consumption directly relates to random human activities, and 
therefore, the loads are more vulnerable to changes in natural and social factors.  
In order to solve the heterogeneity issue in residential CBL estimation, current 
works can be classified into three categories [83]: 1) control group methods [80], [81], and 
[82]; 2) clustering-based probabilistic methods [84], [85]; and 3) regression methods [86]. 




similarities. In each cluster, customers are then further divided into DR participants (test 
group) and non-DR participants (control group); the CBL for DR participants is estimated 
using the average of the non-DR participants in the same cluster. This method, however, 
assumes that the test group and control group share similar load patterns within the same 
period—an assumption that is hard to make, especially when the group size is small. In 
[80], the authors estimate the CBL of DR participants using the three-day average of 
historical data, with the chosen three days having the same day of week information and 
temperature data from the target day to estimate. Furthermore, the authors generate an 
artificial periodic load distribution characteristic by removing data with anomaly load 
patterns. In practice, however, we believe this method may not provide a sufficiently robust 
solution. In [84] and [85], authors use weather conditions (e.g., humidity, temperature, 
wind speed) and the time-series information (e.g., hour of the day, day of the week) as 
additional features to cluster the residential load curves and estimate the residential CBL 
for each cluster. In [86], customer electricity consumption is regarded as a linear model 
related to weather conditions, the time-series information, and other social factors (e.g., 
commute patterns, events). In practice, the effectiveness and sensitivities of these manually 
defined features to the model accuracy are hard to be quantify, so these methods’ 
robustness and versatility are not guaranteed [82]. Motivated with the advantages brought 
by SAE, this paper proposed to use the SAE-based CBL method to automatically learn 
higher-order representations from the data and mitigate the issues introduced by manually 
defined features. Another method, such as randomized controlled trial (RCT) method, has 
also been viewed as not accurate enough to capture the load changes [87].  
In this study, we propose a machine learning-based approach, which features good 
robustness and high accuracy towards the aggregated residential CBL estimation. Fig. 2.4 
demonstrates the key idea of CBL. In this figure, the red curve with circle marks is the 
CBL for a group of residential DR participants. The blue curve without marks is the actual 




marks is the load reduction on that day. The section covered by the red shade is the DR 
period. In our application, we replace one day’s DR period data with a selected pseudo-
load; a trained stacked autoencoder (SAE) then recovers the CBL from this pseudo-load; 
SAE can learn high-order representations even with the noisy input data. This SAE-
encoded pseudo-load approach is thus effective to preserve similar information as the 
encoded true CBL. As a result, replacing the DR period data with SAE decoded 
information, true CBL can be successfully recovered. The proposed method offers the 
following unique features and contributions: 
• Two stacked autoencoders (SAEs) that cooperate: SAE I, with high sensitivity 
towards the pseudo-load, is used to generate a pseudo-load pool. SAE II, with 
high reconstruction accuracy, recovers the residential CBL from the pseudo-
load.  
• A self-trained support vector machine (SVM) to make a proper pseudo-load 
selection for each DR day. This SVM bridges the advantages of the two SAEs. 
• A high accuracy model with less parameter input:  The model only requires 
smart meter readings, with our CBL estimation average MAPE reaching 5.8% 
at a small aggregator level (peak load at 380 kW), which accounts for more 
than 3.4% improvement compared to those commonly used CBL methods 
shown in the Section IV. 
• High robustness: This model will fit into diverse residential load patterns, with 






Figure 2.4. CBL, actual load and load reduction. 
2.2.2 Stacked Autoencoder 
A. Structure of a SAE 
An autoencoder (AE) is a commonly used artificial neural network (ANN) structure 
that operates in an unsupervised manner. AE has been widely adopted for data 
dimensionality reduction; it learns a compressed representative 𝐙 from its original data 𝐗; 
it then reconstructs an ?̃? from Z so that  ?̃? is close to 𝐗. An SAE is a stacked structure of 
multiple shallow basic autoencoders in which the compressed representation of the previous 
layer is the input of the successive layer. The training process starts from the first layer, 
which encodes the input X into a compressed hidden layer 𝐙(1); the decoder maps 𝐙(1) 
back to ?̃? so that the ?̃? is close enough to X. When the first shallow autoencoder is trained, 
the decoder will be put aside. Then, 𝐙(1)  becomes the input of the second shallow 
autoencoder, which is used to train a further compressed hidden layer of 𝐙(2). This greedy 









 is also called the 
bottleneck because the decoder of the SAE has a structure that is symmetrical with the 
encoder. The uncompressed output 𝐙(L) or ?̃? has the same dimension as  𝐙(0) or X. 
After a series of greedy pre-training processes, a back-propagation based fine-tuning is 
conducted onto the entire SAE network so that the model is generic to the entire training 




of such a training process is presented as (2-12) and (2-13): 
                       𝐙i = σi(𝐖i𝐙i−1 + 𝐛I), ∀ i ∈ [1,2⋯L]    (2-12) 






), ∀i′ ∈ [1,2⋯L] (2-13) 
 
Tune hidden layer one  Tune hidden layer two Tune the whole network 
Figure 2.5. Stacked autoencoder training process. 
(2-12) is the encoding process of each layer; term 𝐖I is the weight matrix in the 
ith layer;  𝐛I is a constant bias vector in the ith layer; σI is the non-linear activation function 
of each compressing layer. The choices of activation functions typically include sigmoid, 
hyperbolic tangent, and rectified linear unit (ReLU). In some cases, one can also customize 
an activation function to meet particular needs. (2-13) represents the decoding process of 
each layer, the notations in Eq. (2-13) are similar to those in Eq. (2-12). The tuning process 
at each hidden layer is to minimize the error between the input 𝐙i−1  and the 
reconstructed ?̃?i−1. A loss function ℒ(𝐙i−1, ?̃?i−1) evaluates the similarities between the 
input 𝐙i−1 and the output ?̃?i−1,K (K is the number of iterations), the loss function can be 
a cross-entropy loss, mean-square-error (MSE) and others. 
B. The Advantages of SAE 
The objective of CBL estimation is to strategically recover the DR period baseline 
load curve (the red curve inside the red frame of Fig. 2.4) when the DR period actual load 
data (the blue curve inside the red frame of Fig. 2.4) is treated as missing data.  Ideally, 




appropriate empirical relationships. However, since the residential load curve is vulnerable 
to various random factors such as weather conditions, social events, and human activity, 
the empirical relationships between the DR period curve and the non-DR period curve are 
hard to be identified. Recent studies have shown that SAE is effective in reconstructing the 
noise-free component of the data from the latent space with reduced-dimensions [88], [89]. 
For SAE, each hidden layer has fewer neurons than the previous layer; thus, the output of 
each hidden layer is a higher-order feature representation for the previous layer [90]. It has 
been proved that through the layer-by-layer greedy training, the obtained high-order 
characteristics provide good robustness to the data even with the presence of noises [89], 
[92]. In our application, the residential CBL estimation problem is formulated as an SAE-
based noisy data reconstruction problem. In this reconstruction work, the DR period data 
is replaced by a pseudo-load, which is fundamentally a designed noisy CBL load curve. 
Then, the SAE is adopted to remove the noises from the pseudo-load and recover the true 
CBL. In [88], [91], [92], [95], and [96], the SAE’s noisy removing capability is applied to 
chronic kidney disease classification, peak-shaving, geophysical data reconstruction, and 
image restoration. In our proposed SAE-based CBL method, the innovations are the 
pseudo-load design and selection process as well as the coordination between two SAEs, 
which lead to better CBL reconstruction performances. In addition, an SAE works in an 
unsupervised manner by automatically generating higher-order features by adding more 
layers [93]. No external parameters, such as hand-engineered features or measurements 
from additional sensors, are needed [89]. Therefore, those higher-order features generated 
by the SAE are robust to the randomness and noise in the inputs [89], [92]. In addition, 
external errors introduced from poorly defined features and inaccurate sensors are 
mitigated from the SAE as well [94]. SAE is effective towards Gaussian noise, white noise, 
and masking noise [98]. Masking noise or masking value refers to a section of the original 
data that has been replaced by a default value [98]. In our application, we use SAE to 




pseudo-load, primarily because it is selected in a way that allows the SAE to restore the 
true load best. The value of pseudo-load varies between 0 and 1 to represent the load scale 
from 0 kW to the maximum load in the dataset. 
The SAE is first trained using non-DR days’ load data 𝐗; the training objective is 
to minimize the differences between output ?̃?′and input 𝐗 so that the SAE learns the 
features of non-DR days’ load curves. Then, in CBL reconstruction, we slice off the DR 
period’s actual load, which means only the blue curve outside the red frame in Fig. 2.4 is 
preserved. Then the rest of the non-DR period load curve is denoted as 𝐗c. By analyzing 
the pattern of 𝐗c, a pseudo-load M will be selected to make up the DR period of 𝐗c and 
form a new modified load curve (𝐗c, M); the modified data (𝐗c, 𝐌) is then given to the 
trained SAE to reconstruct its CBL. The training process is shown in (2-14) and (2-15), 
where F′e and F′d are the encoder and decoder of an SAE. The encoder F′e compresses 
and projects the input data into a reduced dimension space, while the decoder F′d restores 
the input data from the compressed data. The CBL reconstruction process is shown in (2-
16), where ?̃?′′ is the reconstructed load: 
                             minℒ (?̃?′, 𝐗) (2-14) 
















(a)   (b) 
Figure 2.6. SAE’s sensitivity towards pseudo-load value. 
An SAE’s data reconstruction accuracy is sensitive to the value of 𝐌. In Fig 2.6(b), 
the solid line shows a 24-hour normalized load curve with 30 minutes resolution. Between 
1:00 pm to 7:00 pm is assumed to be the DR period. We replace the DR period data by a 
pseudo-load 𝐌 with its value swept between 0~1; then, the modified load curves are 
reconstructed by SAE. The reconstruction root-mean-square error (RMSE) is plotted in Fig 
2.6(a).  The RMSE varies according to the pseudo-load value, and its minimum is 
achieved when pseudo-load M=0.67 p.u. In this paper, we develop a strategy to efficiently 
find a suitable pseudo-load for every 𝐗c to achieve high CBL reconstruction accuracy. 
By selecting the right pseudo-load 𝐌  for a 𝐗c, a well-trained SAE’s encoder can 
project (𝐗c, 𝐌) into the space close to F′e(𝐗) (F′e(𝐗) ≈ F′e((𝐗c,𝐌))); then, F′d  can 
successfully recover the CBL of 𝐗c. The more segments a pseudo-load is divided into, the 
more accurate the reconstruction can be, but the  𝐌  selection difficulty will increase 
exponentially. There is a tradeoff between the reconstruction accuracy and the selection 
difficulty. 
2.2.3 Model Training 
A. Data Collection, Clustering, and Expansion 
Smart meters that are widely installed in residential units today are the source for 




community participating in DR programs, a demand-side response (DSR) aggregator can 
combine the loads and bid as a combined load reduction in the wholesale market [97]. 
Compared to individual-level CBL, a group-level CBL estimation can reach higher 
accuracy [81] because the diversified demand curve of residential customers begins to 
smoothen out as the number of customers in the group increases [100].  
To reach an optimum CBL estimation accuracy, the residential load data are first 
clustered based on their patterns. The SAE-based model is then trained within each cluster 
of data. In practice, multiple cluster evaluation criteria should be introduced to cross-
validate the most proper clustering number in a dataset. For instance, in Fig. 2.7 (a)-(c), 
three cluster evaluation methods, Calinski-Harabasz index values, Davies-Bouldin index 
values, and silhouette values, are used to cross-validate the cluster number in a sample 
dataset. Three methods consistently demonstrate that there are two clusters in the data. The 
load data of each cluster is plotted in Fig. 2.7 (d)-I. Cluster I’s peak load is below 400 kW, 
and Cluster II’s peak load is between 300 kW and 500 kW. 
For most of the time-series applications, the limited training data is always a 
significant issue [102]. Since more training data ensures the generalization capabilities of 
the model, lack of training data can directly degrade the model’s effectiveness. This issue 
is even worse in CBL estimation because smart meter data availability is limited. Numerous 
studies focus on training data expansion. Possible solutions include prediction propagation, 
kernel initialization [103], and generative adversary network [105], [106]. In our problem, 
the training data expansion process is alternatively done by taking the weighted bootstrap 
mean of multiple samples [104]. This expansion method is developed based on the 
following assumptions: (1) the operation of each load component is independent of the 
others, and (2) the operation status of the same load component at the same period during 
a different day is independent. The two assumptions can be written in (2-17), (2-18), and 
(2-19): 
                       XI,t = cI,t
1 + cI,t
2 +⋯+ cI,t
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             (d) (e) 
Figure 2.7. Cluster number evaluation using silhouette value. (b) Cluster number 
evaluation using Calinski-Harabasz index value. (c) Cluster number evaluation using 
Davies-Bouldin index value. (d) Cluster I. (e) Cluster II. 
Where XI,t is a total load of all DR participants at time t of the i
th day and cI,t
p
 is the 
component p’s load at time t of the ith day. Therefore, taking the weighted average of several 
XI,t can be explained as rescheduling and recombining the residential load’s operation in 
the manner of bootstrap sampling. As shown in (2-20) and (2-11), the weights a1,2..m are 
randomly assigned. The results of our case study verify the validity of this data expansion 
method. 
                   XI,t




                             ∑ aI,t = 1
m
i=1  (2-21) 
B. Structure Selection of an SAE 
Some studies have shown that a deeper SAE structure can capture more nonlinear 
features in data [107]. Despite this, the optimal structure of different applications is case-
dependent and data-sensitive. In our case, the input is a 48×1 data vector representing one 
day’s diversified load curve (one reading per 30 minutes). Because SAE has a symmetry 
structure, we select four possible structures for performance comparison. The first one is 
vanilla AE with a neuron number of 48-24-48 at each layer. The second one has five layers 
with a neuron number of 48-24-12-24-48 at each layer. In the same manner, the third model 
and the fourth one has a structure of 48-24-12-6-12-24-48 and 48-24-12-6-3-6-12-24-48, 
respectively.  
                          ℒ1(𝐗I, ?̃?i) =
1
T
∑ (𝐗I,t − ?̃?I,t)
2T
t=1  (2-22) 
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The performance comparison between these AE structures can help us to decide the best 
one to be used. A variety of loss functions (LF) can be used as the metric for model 
accuracy, such as mean squared error (MSE) in (2-22) and mean absolute percentage error 
(MAPE) in (2-23). The performance comparison of the four mentioned structures measured 
by both MSE and MAPE are shown in Fig 2.8. The five-layer structure of SAE slightly 






           (a)          (b) 
Figure 2.8. Performance comparison plot of four different structures of SAE. (a) LF: MSE. 
(b) LF: MAPE 
C. Synchronized Training of Double SAE Networks 
In [98] and [99], the authors apply weighted mean square error (WMSE) loss 
function (LF) to the stacked denoising autoencoder (SDA) to increase the impact of the 
corrupted dimensions to the whole model and to force the reconstruction result to be more 
focused on the corrupted dimensions. In our study, we use a similar concept and apply a 
WMSE LF, shown as (2-24), to SAE to increase the influence of pseudo-load on the result. 
This way the best pseudo load’s performance can be more prominent than others, and thus 
can be easily selected. In (2-25), 𝑷 is the weight vector assigned to every dimension of 
𝐗c, “○” denotes the element-wise product of two vectors. 
          ℒ3(𝐗I, ?̃?i) = ‖𝑷 ○ (𝐗i − ?̃?i)‖2                        (2-24) 
The backpropagation-based update rule for the output layer’s weight and bias are 
shown in (2-25) and (2-26): 





= 2ε𝑷 ○ (𝐗i − ?̃?i) ∙ 𝒉4






= 2ε𝑷 ○ (𝐗i − ?̃?i)                   (2-26) 
where ε is the fixed learning rate, and 𝒉 is the output of the previously hidden layer 
𝒉4




according to the chain rule. The value of  𝑷 is carried into the backpropagation process 
and changes the feature learning rate for each dimension. A higher weight on the masked 
dimensions forces the SAE to learn the features faster and be less adaptive to the diversities 
of pseudo-load. This also means that SAE’s data reconstruction accuracy can change 
significantly even with a small change in pseudo-load.  
To better explain the changes introduced by the WMSE LF, we select a load profile 
and mask its DR period with a pseudo-load, and its value sweeps from 0~1. The true load 
profile is reconstructed by both the WMSE-based SAE (SAE I) and the MSE-based SAE 
(SAE II). The reconstruction RMSE is shown in Fig 2.9. Both SAE I and SAE II reach the 
minimum RMSE at pseudo-load 𝐌𝑀𝑆𝐸
∗ = 𝐌𝑊𝑀𝑆𝐸
∗ = 0.69. But SAE I’s RMSE converges 
faster around 𝐌𝑊𝑀𝑆𝐸
∗  because of its faster learning rate. However, the higher weight in 
the LF of SAE I results in a more substantial updating step for  𝑾𝑖 and  𝒃𝑖 , which 
degrades its reconstruction accuracy.  In Fig 2.9, the optimal reconstruction RMSE for 
SAE II is 14.1 kW, whereas the minimum RMSE for SAE I is 17 kW. 
 
Figure 2.9. CBL reconstruction RMSE comparison between SAE I and SAE II. 
The differences between the two SAEs offer the advantages of our proposed model. 
The faster learning rate causes rough-tuned parameters in SAE I, which makes the SAE I 
ignore the small variations between similar 𝐗c; therefore, it tends to choose a uniform 
representative pseudo-load. For SAE II, however, because of the fine-tuned parameters of 
𝑾𝑖  and 𝒃𝑖 , it can capture the small differences between 𝐗c and precisely match those 




fewer numbers of pseudo-loads when compared to SAE II. As shown in Fig 2.10, SAE I 
chooses the same pseudo-load M for three similar 𝐗c to have the minimum reconstruction 
RMSE; however, SAE II chooses three pseudo-loads M1, M2, and M3. In fact, M is very 
close to M1, M2, and M3. If the SAE II is directly used to reconstruct {𝐗c}, a large pseudo-
load pool is needed, and it is hard for a computer to find the best pseudo load  𝐌𝑀𝑆𝐸
∗  from 
the large pool for each 𝐗c. However, it is much easier to locate a representative pseudo-
load  𝐌𝑊𝑀𝑆𝐸
∗  from a much smaller pseudo-load pool generated by SAE I. This 
representative 𝐌𝑊𝑀𝑆𝐸
∗ is close to  𝐌𝑀𝑆𝐸
∗ . In other words, instead of trying to find the 
global optimal 𝐌𝑀𝑆𝐸
∗  from a large pool, we generate a smaller pool by SAE I, and the 

















Figure 2.10. Pseudo-load selection for SAE I and SAE II 
D. Summary of the Model Training and Test Process 
As discussed in Section II part B, dividing the pseudo-load into more segments and 
assigning proper values to each section can improve the effectiveness of the pseudo-load 
in CBL reconstruction; however, this will cause a decrease in the pseudo-load selection 
accuracy.  Because the pseudo-load pool size equals to  (
1
μ
)n , where n is the segment 
number, and  μ is the pseudo-load value incremental step, a large n or a small μ can 
exponentially increase the pseudo-load pool size. There is a tradeoff between 
reconstruction accuracy and selection accuracy. We put all the possible pseudo-load 
candidates into the set {𝐌}. From {𝐌}, the SAE I greedily searches for the best pseudo-
load 𝐌∗for each 𝐗c. Finally, the pair set {𝐗c,𝐌




data so that a trained SVM automatically selects a pseudo-load for a given 𝐗c. The entire 
model training process is shown in Algorithm I: 
Algorithm I: SAE-Based Residential CBL Algorithm 
1: Input: 
2: Historical smart meter data set {X}, candidate pseudo-load set {M}. 
3: Output: 









→           {𝐗𝑣𝑎𝑙𝑖𝑑}, {𝐗𝑡𝑟𝑎𝑖𝑛}. Expand {X𝑒𝑥𝑝} and split the expanded data into 





. Train SAE I and SAE II together using the same training data. 
9: {𝐗𝑣𝑎𝑙𝑖𝑑}
𝑝𝑟𝑒−𝑝𝑟𝑜𝑐𝑒𝑠𝑠
→         {𝐗c}. Zero the DR period of data in {𝐗𝑣𝑎𝑙𝑖𝑑}. 
10: While not to the end in {𝐗c} do 
11: While not to the end in {M} do 
12: 𝐗c, 𝐌
𝑚𝑒𝑟𝑔𝑒
→    (𝐗c, 𝐌). Replace the zero part in 𝐗c with M. 
13: Use SAE I to reconstruct the original 𝐗𝑣𝑎𝑙𝑖𝑑  from (𝐗c, 𝐌)  and record the 
reconstruction error. 
14: end 
15: {𝐗c , 𝐌
∗} . Pair the best pseudo-load 𝐌∗  with each 𝐗c , and form a pair 
set {𝐗c,𝐌






→   SVM. Train an SVM classifier to match each  𝐗c with its 𝐌
∗from pool 
{𝐌∗}. 
The role of SAE I is to generate a pseudo-load pool {𝐌∗}，and {𝐌∗} is used to 
train a classifier SVM. Once the SVM is trained, SAE I can be discarded because the CBL 
reconstruction process is conducted by SAE II, which has a higher reconstruction accuracy. 
The following procedure does the model testing process: (1) Zero the DR period of load 
data in the {𝐗𝑡𝑒𝑠𝑡} to have {𝐗𝑐}. (2) The trained SVM selects a suitable pseudo-load 𝐌 
from {𝐌∗}  for each 𝐗𝑐  and forms a modified load dataset (𝐗𝑐 ,  𝐌 ). (3) SAE II 
reconstructs the {?̃?𝑡𝑒𝑠𝑡
′′ } from (𝐗𝑐 , 𝐌). (4) The error between {?̃?𝑡𝑒𝑠𝑡




























































Figure 2.11. Pseudo-load selection and model training process. 
To prevent the overfitting problem, in the process of training SAE I and SAE II, 
the early stopping techniques [108] are applied. The training stops before the distance 
between the training error curve and the validating error curve starts to increase. All 
simulations were carried out using Python 3.0 and Keras (API) from TensorFlow [109] on 
an Intel I Core I i5-7500 3.40GHz processor with 8.00 GB RAM. The full model training 
time is 332 seconds in average, in which the training for SAE I and SAE II takes 135 




classifier takes 67 seconds. 
2.2.4 Case Study 
A. Model Training 
The presented case study uses 30-minutes resolution smart meter data collected 
from the Commission for Energy Regulation (CER) [101]. The data includes 328 
consumers, covering 535 days from September 1, 2009, to February 28, 2011. We treat the 
328 consumers as DR participants and combine their loads to get 535 days’ diversified load. 
The diversified load is clustered using K-means, and the clustering results are evaluated by 
the cluster evaluation criteria introduced in Section III.A, and the best cluster number in 
the data is found to be two, as shown in Fig. 2.7(d)-(e). It is observed that cluster I contains 
325 data points covering from September 2009 to October 2009 and June 2010 to February 
2011, and cluster II contains 210 data points covering from the beginning of November 
2009 to the end of May 2010.  
Since each cluster undergoes identical training processes, we only present the 
relevant work for cluster I in this section. Following the data expansion method introduced 
in (2-38) and (2-39), we expand the training data by taking the weighted average of any 
two possible combinations of the training data. For each expanded data, weight a1,t (0 ≤
a1,t ≤ 1) is randomly generated, with weight a2,t = 1 − a1,t. The data expansion process 
is shown in Fig 2.12. The same data processing procedures are repeatedly applied to the 
seven folds of tests. In each fold, 41 data from cluster I are held to be the test data; the rest 
284 data are used as the expansion data. The test data in each fold is wholly non-repetitive. 
The number of expanded data is the number of all possible combinations of two arbitrary 




=40186. Among the 40,186 expanded data, 
36,000 are used to train the model; the other 4,186 data validate the trained model. Finally, 
the 41 test data evaluate the model accuracy. Thus, the model is trained and validated with 
the data from the data expansion process, while the test data is separated from this process. 




represent testing accuracy for good parameter tuning. 
 
Figure 2.12 Training data expansion 
 
            (a)           (b) 
Figure 2.13. Pseudo-load selection frequency by using (a) SAE I. (b) SAE II. 
The construction of candidate pseudo-load set {M} starts from deciding its segment 
number n and value incremental step μ. We conduct a comprehensive test to show that the 
algorithm’s best performance is achieved when n=3 and μ=0.2 p.u. Therefore, the 
candidate pseudo-load population is (
1
0.2
)3=125, and we label this using numbers 1 to 125. 
SAE I performs pseudo-load selections from those 125 candidates and forms a pseudo-load 




comparison between SAE I and SAE II is made, i.e., we let SAE I and SAE II generate a 
pseudo load pool for the 36,000 training data respectively. The population in the pseudo-
load pool generated by SAE I is 76, and its selection frequencies are plotted in Fig 2.13(a); 
the population in the pseudo-load pool generated by SAE II is 125, and its selection 
frequencies are plotted in Fig 2.13(b). The X-axis represents the label name of each pseudo-
load, the Y-axis represents the selection frequency of each pseudo-load. This result is 
consistent with the discussion we made in Section III. C, namely that SAE I can generate 
a much smaller pool compared with SAE II, which then improves the pseudo-load selection 
accuracy.  In our test, the selection accuracy improvement is 37.13 percent on average for 
7-fold cross-validation. The classifier used is SVM. We compare the performance of 
different classification methods including, extreme learning machine (ELM), artificial 
neural network (ANN), K-means, and SVM. The result indicates SVM can reach around 
70.42 percent accuracy with the existence of 76 classes, which outperforms the rest of the 
methods by at least 20 percent. 
B. Performance 
According to [110], we consider the utility peak hour lasts from 1 pm to 7 pm. DR 
is called throughout the peak hour. Following the training, validating, and testing methods 
presented in Fig. 2.11 and Fig. 2.12, we conduct seven folds of tests. The testing and 
validating MAPE and RMSE and their corresponding fold of data are shown in Table 2.2. 
The results show that our proposed algorithm has stable testing and validating 
performances. For the validating data, the MAPE of the model is stable at around 5; the 
RMSE is stable between 14.98-17.23 kW. For the testing data, the MAPE is stable at around 
6; the RMSE is stable between 17.02-19.51 kW. The difference between testing and 






Table 2.2 Test Results for Case I 









Fold I 5.1648 15.4747 6.0729 19.4411 
Fold II 5.1603 16.9400 6.0187 17.2980 
Fold III 5.2337 16.8442 5.9775 19.5067 
Fold IV 5.2521 16.5524 6.1119 19.3259 
Fold V 5.4388 17.2280 5.8830 18.6425 
Fold VI 4.9535 15.5151 5.8046 18.4365 
Fold VII 4.8651 14.9837 5.6064 17.0215 
Fig 2.14 presents ten testing examples that were randomly picked without any 
biased choosing criteria. The orange dashed lines are the 24-hour true load curves that are 
used to compare with the restored CBL. The blue lines are the pseudo-load M selected by 
the SVM for DR periods. The green lines are the CBL reconstructed from the spliced load.  
Notice that the 10 cases in Fig. 2.14 have different load curves, while our proposed 
algorithm can make an appropriate pseudo-load selection for each case. Finally, the SAE 
II reconstructs a relatively accurate CBL for each dataset. In some cases, the pseudo-load 
selected by the SVM has a similar trend as the actual load; however, some are far from the 
actual load. This phenomenon justifies the effectiveness of our proposed machine selection 
mechanism. A trained SVM will not naively match a 𝐗c with a pseudo-load just because 
that pseudo-load is likely to be close to the true load. 
C. Performance Comparison 
To justify the effectiveness of our proposed method, three additional popular 
machine learning (ML) algorithms, including extreme learning machine (ELM) [111], long 
short-term memory (LSTM), and SDA, are compared. Unlike most gradient descent-based 
machine learning techniques, ELM features fast training speed and good generalization. 
LSTM is a specialized recurrent neural network (RNN) composed of LSTM units [112], 




abilities. In [96], researchers demonstrate its capability in restoring masking noises.  
Other than that, existing CBL algorithms, such as High4of5 used by PJM [113] and 
exponential moving average (EMA) used by ISONE [78], with the moving window as τ=5 
days and the weighting multiplier λ=0.9 are also included. Additional methods developed 
in academia such as Low5of10 [79], Mid4of6 [79] are also added to the comparison. 
  
Figure 2.14. Residential CBL estimation performance show. 
For performance comparison, the same 7-fold cross-validation is conducted using 




the other three ML-based algorithms are consistent with our proposed SAE model. For 
traditional algorithms that do not have a training process, the testing data used by them is 
consistent with the testing data used in the proposed SAE model. For example, when 
applying the High4of5 method to estimate the CBL for the nth day in the testing dataset, 
the previous five consecutive days’ ((n-5)th day to (n-1)th day) load curves are used in the 
estimation. The same data selecting strategy applies to methods of Low5of10, Mid4of6, 
and EMA. To compare the CBL reconstruction performance between all those methods, 
RMSE and MAPE are chosen as the criteria for measuring the accuracy of each algorithm; 
the average testing RMSE and MAPE of the 7-fold testing data for the eight algorithms are 
plotted in Fig 2.15.  
Overall, the four ML-based strategies show better residential CBL reconstruction 
capabilities. This is because the ML algorithms with deep network structures are able to 
better deal with the non-linear features in the residential load. Additionally, they have 
strong generalization capabilities to handle load diversity. Among the four ML-based 
algorithms, our proposed method, SAE with pseudo-load selection (labeled as SAE-PL* in 
Fig. 2.15), has the best accuracy and stability. In addition, SDA has good overall 
performance in spite of its large volatility. Among the four traditional CBL estimation 
methods, EMA is the best and its performance is occasionally better than LSTM and ELM. 
EMA performance stability is also relatively higher than the other three traditional methods. 
The experimental results demonstrate the effectiveness of our proposed method, 





Figure 2.15. Residential CBL estimation accuracy comparison using multiple algorithms. 
Note: SAE-PL* refers to the proposed SAE model with pseudo-load selection. 
2.2.5 Summary 
Compared to existing approaches, the proposed one has four major merits: 1) it can 
better handle the randomness contained in the residential load and is robust to scenarios 
with high load diversity, 2) the training process is unsupervised; except for smart meter 
data, no additional information from customers is required, 3) its high accuracy is achieved 
by using the real smart meter data,  thus validating its practical application potential, and 
4) compared with the other three popular ML-based algorithms included in the comparison, 
the proposed SAE achieves better accuracy and performance stability. The limitations of 
this method, however, should also be noted. As discussed in the case study, the segment 
number n and value incremental step μ of pseudo-load M are determined through a 
comprehensive test. Such a process has high computational costs, and the result can vary 
dataset by dataset. 
2.3 Two-stage WECC Composite Load Modeling: A Double Deep Q-Learning Networks 
Approach 
2.3.1 Introduction to Load Modeling 
Accurate dynamic load modeling is critical for power system transient stability 




power system operation flexibility, reduce system operating costs, and better determine the 
corridor transfer limits [116]-[117]. In the past few decades, both industry and academic 
researchers have widely used ZIP and induction motors (ZIP + IM) as the composite load 
model (CLM) for quantifying load characteristics [118]-[120], in which ZIP approximates 
the static load transient behaviors, and the IM approximates the dynamic load transient 
behaviors. This ZIP + IM load model has shown to be effective for simulating many 
dynamics in the power systems, but in recent years, the industry has started to observe 
various new load components, including single-phase IM, distributed energy resources 
(DER), and loads interfaced via power electronics that are being increasingly integrated 
into the system. The high penetration of these new types of loads brings profound changes 
to the transient characteristics at the load end, which raises the necessity for more advanced 
load modeling. For example, the well-known fault-induced, delayed-voltage-recovery 
(FIDVR) event is caused by the stalling of low-inertia single-phase IMs [121] when the 
fault voltage is lower than their stall thresholds. A FIDVR event poses potential voltage 
control losses and cascading failures in the power system [122]; however, FIDVR cannot 
be modeled by a conventional CLM model. Given these conditions, the Western Electricity 
Coordinating Council Composite Load Model (WECC CLM) is proposed. 
To date, WECC CLM is available from multiple commercial simulation tools such 
as the DSAToolsTM, GE PSLF, and PowerWorld Simulator. However, the detailed model 
structure, control logic, and parameter settings of the WECC CLM are limited by most of 
the software vendors (PowerWorld Simulator as a notable exception), and thus not 
transparent to the public [125], which impacts WECC CLM’s general adoption and 
practicality. Furthermore, the lack of detailed open-source information about the WECC 
CLM presents another major roadblock for conducting load modeling and parameter 
identification studies for system stability analysis. 
Current WECC CLM works can be classified into two groups, which are 




numerical fitting methods [128], [130]. In [126] and [127], the WECC CLM’s parameters 
are estimated from surveys of different customer classes and load type statistics. However, 
the granularity and accuracy of the survey data depend entirely on the survey agency, and 
there are many assumptions being made that cannot be definitively verified. In addition, 
the survey is generally not up to date and does not reflect real-time conditions. In practice, 
all these limitations bring challenges in modeling the actual dynamic responses.  
 In another approach, authors in [128] and [130] numerically solve the parameter-
fitting problem using nonlinear least-squares estimators. In these methods, the parameter 
identifiability assessment and dimension reduction are conducted through sensitivity and 
dependency analyses. Though sensitivity analysis reflects the impacts of the individual 
parameter on the load dynamics, it fails to capture the mutual dependency between two or 
more parameters, which has been proved to be of great importance in composite load 
dynamics [129]. In [130], the authors define the parameter dependency as the similarity of 
their influences on the dynamic response trajectory. Such a dependency analysis still falls 
short in factoring in the impact of multiple parameters on the load transient dynamics at 
the same time. In fact, with over one hundred parameters in the WECC CLM, the true 
interactions among them are hard to assess fully.  
This paper proposes a double deep Q-learning network (DDQN)-based load 
modeling framework that can conduct load modeling on the WECC CLM. This method 
adopts the Transient Security Assessment Tools (TSAT) from DSATools as the DDQN 
agent’s training environment, which follows the state-of-art WECC model validation 
progresses to comply with industry practitioners. As such, it is different from most 
nonlinear least-square estimator-based load modeling work. The method recasts the load 
modeling for the WECC CLM into a two-stage learning problem. In the first stage, a 
DDQN agent is trained to find a load composition ratio that most likely represents the true 
dynamic responses on the bus of interest. This is not only because load compositions are 




compositions are independent of the load model details so that this method can be 
implemented even without knowing the exact mathematic model of the load and also can 
be extended when more components are added to WECC CLM.  In the second stage, 
Monte-Carlo simulations are conducted to select the rest of the load parameters for the load 
model. From the Monte-Carlo simulations, the one set of parameters that best approximates 
the true dynamic responses is chosen for the load model. The specification [131] of the 
WECC CLM indicates that each load component in the model represents the aggregation 
of a specific type of load. Under such a composite load structure, it has been observed in 
[132] and [134] that different load composition ratios could have very similar transient 
dynamics. Therefore, solving the load composition ratio first and conducting the load 
parameter identification based on the identified ratio can significantly reduce the problem’s 
complexity and increase load parameter identification computational efficiency. In addition, 
each parameter is independently selected in stage two through Monte-Carlo simulations, 
and the parameter identification criteria is to evaluate the dynamic response reconstruction. 
This method implicitly considers the dependency between two or more parameters. Our 
proposed method offers the following unique features and contributions: 
• A load modeling framework for the WECC CLM with limited prior knowledge 
to model details. Only the dynamic response curve is required to implement 
the proposed learning framework. 
• The load model identified by this framework is robust to various contingencies. 
The fitted load model is verified to be effective in recovering the true dynamics 
with different fault locations and different fault types.  
• The proposed method is scalable to different composite load structures: In the 
DDQN training environment, the action taken by the agent is designed to be 
the load fraction changes on different load types. This set up allows the 




ZIP + IM to larger load models like the WECC CLM. The method can be easily 
extended to load models with more load components like DERs. 
• Applicable with limited data scenario: Unlike other data-hungry supervised 
and unsupervised machine learning methods, our DDQN approach only needs 
a few sets of transient records to conduct load modeling, which effectively 
overcomes the data availability issue. 
2.3.2 Introduction to WECC CLM 
A. WECC CLM Structure 
The WECC CLM is widely recognized as the state-of-the-art load model [123] due 
to its robustness in modeling a variety of load compositions and its capability of simulating 











Figure 2.16. WECC CLM structure 
The detailed load structure for the WECC CLM is shown in Fig 2.16, which mainly 
consists of three parts:  substation, feeder, and load. The parameters for substation and 
feeder parts, such as the substation shunt capacitance 𝐵𝑠𝑠 and transformer tap settings 
[124] usually follow the industry convention and do not have significant variance [133]-
[135]. Therefore, in this paper, we set the feeder and substation parameters following 
standard industrial values [133]. The load in WECC CLM includes three three-phase 
induction motors, one single-phase induction motors, one electronic load, and one ZIP 




identification for these load components. 
B. Three-phase Induction Motors 
As shown in Fig 2.16, four motors are connected at the end-use bus. Three of them 
are three-phase induction motors, which are defined as Ma, Mb, and Mc in our system 
setup. Ma, Mb, and Mc use the same fifth-order induction motor model shown from (2.27) 
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where 𝐸𝑞
′ and 𝐸𝑑






′′  represent the sub-transient voltages for IM on q-axis and d-axis. 𝑇𝑝0  and 𝑇𝑝𝑝0 
refer to the transient open-circuit time constant. 𝐿𝑠 , 𝐿𝑝 , and 𝐿𝑝𝑝  indicate the 
synchronous reactance, transient reactance, and sub-transient reactance. 𝑅𝑠 denotes stator 
resistance. 
Each of the three-phase induction motors represents a specific type of dynamic load. 
According to [133], Ma indicates the aggregation of the three-phase motor’s driving 
constant torque loads, such as commercial/industrial air conditioner; Mb represents the 
aggregation of the three-phase motor’s driving torque speed-squared loads with high inertia, 
such as fan motors used in residential and commercial buildings; Mc refers to the 
aggregation of three-phase motor’s driving torque speed-squared loads with low inertia, 
such as direct-connected pump motors used in commercial buildings. Several technical 
reports [133], [135] have published their parameter settings for WECC CLM. However, 
those suggested parameters cannot accurately adapt and approximate every real-world case. 
Therefore, we design a variation range for each parameter based on [133] and assume the 
true values of these load parameters should fall into this range. Table 2.3 presents part of 
the designed parameter variation range for Ma, Mb, and Mc. In the first stage of our load 
modeling framework, which is the load composition identification, the load parameters of 
each load component are unknown and randomly selected from the designed range. 
Table 2.3 Parameter Variation Range for Induction Motor 
Parameter Ma Mb Mc 
𝑅𝑠 [0.03, 0.05] [0.03, 0.05] [0.03, 0.05] 
𝐿𝑠 [1.50, 2.00] [1.50, 2.00] [1.50, 2.00] 
𝐿𝑝 [0.10, 0.15] [0.17, 0.22] [0.17, 0.22] 
𝐿𝑝𝑝 [0.10, 0.20] [0.12, 0.15] [0.12, 0.15] 
𝑇𝑝0 [0.09, 0.10] [0.18, 0.22] [0.18, 0.22] 
𝑇𝑝𝑝0 [1e-3, 2e-3] [2e-3, 3e-3] [2e-3, 3e-3] 
H [0.10, 0.20] [0.25, 1.00] [0.10, 0.20] 
C. Single-phase Induction Motor 




WECC [131], which can model both the protective devices and the compressors. The 
motor’s P and Q consumptions are modeled with exponential characteristics, which are 
divided into three states as functions of bus voltage. State 1 applies when the bus voltage 
is higher than the motor compressor breakdown voltage (p.u.): 𝑉 > 𝑉𝑏𝑟𝑘 , as shown in 
(2.36) state 2 applies when the bus voltage is in between the motor compressor breakdown 
voltage and motor compressor stall voltage:  𝑉𝑠𝑡𝑎𝑙𝑙 ≤ 𝑉 ≤ 𝑉𝑏𝑟𝑘, which is shown in (2.37); 
and state 3 applies when the bus voltage is lower than the motor compressor stall voltage: 
𝑉 < 𝑉𝑠𝑡𝑎𝑙𝑙, as shown in (2.38): 
𝑠𝑡𝑎𝑡𝑒 1: {
𝑝1∅ = 𝑝0,𝑧𝑖𝑝
𝑞1∅ = 𝑞0,1∅ + 6 ∙ (𝑉 − 𝑉𝑏𝑟𝑘)
2              (2.36) 
𝑠𝑡𝑎𝑡𝑒 2: {
𝑝1∅ = 𝑝0,1∅ + 12 ∙ (𝑉𝑏𝑟𝑘 − 𝑉)
3.2
𝑞1∅ = 𝑞0,1∅ + 11 ∙ (𝑉𝑏𝑟𝑘 − 𝑉)
2.5             (2.37) 







                     (2.38) 
where 𝑝0,1∅ and 𝑞0,1∅ are initial active and reactive power consumed by the single-phase 
motor.  𝑅𝑠𝑡𝑎𝑙𝑙  and 𝑋𝑠𝑡𝑎𝑙𝑙  are the compressor stalling resistance and reactance, 
respectively. The compressor motors are classified into two categories depending on if they 
can restart or not after stalling. The active power 𝑝1∅ and reactive power 𝑞1∅ consumed 
by all the compressor motors before and after stalling are shown in (2.39) and (2.40). A 
denotes the compressor motors that can be restarted, and B marks those that cannot be 
restarted. In (2.39), 𝐹𝑟𝑠𝑡 refers to the ratio between motor loads that can restart and the 
total motor loads. In (2.40), 𝑉𝑟𝑠𝑡 refers to the restarting voltage threshold for the stalled 
motors. 𝑓(𝑉 > 𝑉𝑟𝑠𝑡) is the function of the P, Q recovery rate of the compressor motors 
that can be restarted.  
𝑏𝑒𝑓𝑜𝑟𝑒 𝑠𝑡𝑎𝑙𝑙𝑖𝑛𝑔: {
𝑝𝐴 = 𝑝1∅ ∗ 𝐹𝑟𝑠𝑡
𝑞𝐴 = 𝑞1∅ ∗ 𝐹𝑟𝑠𝑡




       𝑎𝑓𝑡𝑒𝑟 𝑠𝑡𝑎𝑙𝑙𝑖𝑛𝑔: {
𝑝1∅ = 𝑝𝐴 ∙ 𝑓(𝑉 > 𝑉𝑟𝑠𝑡) + 𝑝𝐵,𝑠𝑡𝑎𝑙𝑙
𝑞1∅ = 𝑞𝐴 ∙ 𝑓(𝑉 > 𝑉𝑟𝑠𝑡) + 𝑞𝐵,𝑠𝑡𝑎𝑙𝑙
        (2.40) 
Other than the voltage stalling feature introduced here, WECC CLM also 
incorporates a thermal relay feature into the single-phase motor, and the detailed 
information can be found in [131]. Md’s compressor dynamic model is the same as the 
three-phase IM as Ma, Mb, and Mc. We design the parameter selection range for Md, 
according to [133]. The values of some critical parameters, such as 𝑉𝑠𝑡𝑎𝑙𝑙,  𝑉𝑟𝑠𝑡, 𝑉𝑏𝑟𝑘, and 
𝐹𝑟𝑠𝑡 are selected from the ranges shown in Table 2.4. 
Table 2.4 Parameter Variation Range for Single-phase IM 
Parameter 𝑉𝑏𝑟𝑘  𝑉𝑟𝑠𝑡 𝑉𝑠𝑡𝑎𝑙𝑙 𝐹𝑟𝑠𝑡 
 [0.85, 0.90] [0.92, 0.96] [0.55, 0.65] [0.15, 0.30] 
D. Static Load Model: ZIP 
The standard ZIP model is used in WECC CLM to represent the static load. The 
corresponding active and reactive power are written in (2.41)-(2.43): 








+ 𝑝_3𝑐)        (2.41) 








+ 𝑞3𝑐)            (2.42) 
{
𝑝1𝑐 + 𝑝2𝑐 + 𝑝3𝑐 = 1, (0 ≤ 𝑝1𝑐, 𝑝2𝑐, 𝑝3𝑐 ≤ 1)
𝑞1𝑐 + 𝑞2𝑐 + 𝑞3𝑐 = 1, (0 ≤ 𝑞1𝑐, 𝑞2𝑐, 𝑞3𝑐 ≤ 1)
             (2.43) 
where 𝑝0,𝑧𝑖𝑝 and 𝑞0,𝑧𝑖𝑝 are the initial active and reactive power consumed by the ZIP 
load. 𝑝1𝑐, 𝑝2𝑐, and 𝑝3𝑐 are the coefficients for the active power of constant impedance, 
constant current, and constant power load. 𝑞1𝑐, 𝑞2𝑐 , and 𝑞3𝑐  are the coefficients for 
reactive power of constant impedance, constant current, and constant power load. To model 
the diversity of ZIP load, the 𝑝1𝑐,2𝑐,3𝑐 and 𝑞1𝑐,2𝑐,3𝑐 are set to be random within the 
boundary shown in (2.43). 
E. Electronic Load 




tripping phenomenon of electronics. It is modeled as a conditional linear function of the 
bus voltage V, as shown from the (2.44) – (2.45). 𝑉𝑑1 represents the voltage threshold at 
which the electronic load starts to trip, 𝑉𝑑2 indicates the voltage threshold at which all the 
electronic load trips, 𝑉𝑚𝑖𝑛 tracks the minimum bus voltage during the transient, 𝑓𝑟𝑐𝑒𝑙 
indicates the fraction of electronic load that can be restarted after a fault is cleared. In 
(2.46), 𝑝𝑓𝑒𝑙𝑐 denotes the power factor of the electronic load (default is 1), and 𝑝0,𝑒𝑙𝑐 refers 
to the initial power of electronic load. The parameter variation ranges for electronic load 













                  (2.44) 
𝑝𝑒𝑙𝑐 = 𝑓𝑣𝑙 ∙ 𝑝0,𝑒𝑙𝑐                      (2.45) 
𝑞𝑒𝑙𝑐 = tan (cos
−1(𝑝𝑓𝑒𝑙𝑐)) ∗ 𝑝𝑒𝑙𝑐                (2.46) 
 
Table 2.5 Parameter Variation Range for Electronic Load 
Parameter 𝑉𝑑1  𝑉𝑑2 𝑝𝑓𝑒𝑙𝑐 
 [0.60, 0.70] [0.50, 0.55] 1 
F. Identify the Composition of the Composite Load 
In a composite load model, different load composition can induce very similar 
dynamic responses [132], [134]. It has been observed in [132] that a different load 
composition of a big IM and a small IM could have very similar load dynamic responses. 
This multi-solution phenomenon on load composition is even more common in the WECC 
CLM due to the multiple Ims in place. Our proposed two-stage load modeling method can 
quickly find one of the possible load compositions in stage one, and then in stage two, the 
other load parameters can be efficiently identified. To demonstrate the importance of 




comparison. In this comparison, we first create one set of reference P, Q dynamic curves, 
and then according to the reference curves, we fit one load composition using our proposed 
load modeling method. Then, we use the true load composition and generate a random load 
composition as two comparison groups. We gradually increase the number of sampled load 
models under these three load compositions from one to one hundred. The mean fitting 
losses of these three load compositions are plotted and compared in Fig 2.17. When the 
sample number is small, the fitting loss of the fitted load composition is similar to the 
random load composition, and the fitting loss of the true load composition is much lower. 
However, as the sample number increases, the mean fitting loss of the fitted load 
composition quickly decreases and eventually merges with the true load composition, but 
the fitting loss of the random load composition stays high. This comparison justifies the 
effectiveness of conducting load composition identification before fitting other parameters. 
The customized fitting loss is introduced in (3-21). 
 
Figure 2.17. Mean fitting loss comparison 
In stage one, the DDQN agent will find multiple load composition solutions due to 
their similar dynamic responses. We use a quantile-based accuracy metrics called pinball 
loss to evaluate the likelihood of each load composition. The pinball loss function, as 
shown in (3.21), returns a value that indicates the probability of a value exists above or 
below a certain quantile of a distribution [146]; the lower the loss is, the higher the 
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probability is. In (2.47), ?̂?𝜊 is the value at quantile 𝜊 of a group of data, 𝑥 indicates the 
value that needs to be evaluated, and 𝜏 refers to the penalize factor. By calculating the 
mean pinball loss of both the 𝑷𝑟𝑒𝑓 and 𝑸𝑟𝑒𝑓 within a quantile band [𝜏, 𝜏] generated by 
different load compositions, we can rank the probability of each load composition in 
representing the true load dynamics as shown in (2.48). Where 𝑃𝜊
𝑖/𝑄𝜊
𝑖  are the value of 𝑖𝑡ℎ 
snapshot of P/Q dynamic responses at quantile 𝜊 under load composition S, 𝑃𝑟𝑒𝑓
𝑖 /𝑄𝑟𝑒𝑓
𝑖  
show the 𝑖𝑡ℎ snapshot of P/Q reference dynamic response, 𝜏 is the penalize factor for 
upper bound quantile and 𝜏 is the penalize factor for quantile lower bound, 𝑁 refers to 
the number of snapshots in the dynamic curves: 
  𝐿𝜏(?̂?𝜊 , 𝑥) = max[(?̂?𝜊 − 𝑥) ∙ 𝜏, (?̂?𝜊 − 𝑥) ∙ (𝜏 − 1)]          (2.47) 











   (2.48) 
 
 
Figure 2.18. Dynamic response value band under a load composition but with different 
load parameters 
To get the quantile value under each load composition, massive transient responses 




are generated. An example is given in Fig 2.18 to show a value band of 𝑃 response under 
a certain load composition using 500 random cases, and these 500 cases are randomly 
generated by uniform sampling within the defined parameter boundaries. According to our 
tests, 500 cases are sufficient to form a representative distribution on the value band of 
each snapshot. The value distributions of the two snapshots are presented in Fig. 2.18, 
similar to the discussion made in [136]-[137], the value at each snapshot follows Gaussian 
distribution. 
G. Monte Carlo-based Parameter Selection 
In the last step, the probability of each possible load composition is calculated using 
(2.48). Then, from the massive random cases that are used to generate the distributing band 
as shown in Fig 2.18, the set of parameters that best approximates the reference dynamics 
𝑷𝑟𝑒𝑓 and 𝑸𝑟𝑒𝑓 is selected as the load modeling result. The fitting accuracy is measured 
using Root Mean Squared Error (RMSE). 
2.3.3 DDQN-Based Load Composition Identification 
A. DDQN Agent Training Setup 
In recent years, AI embraces a giant development. Lots of AI techniques are studied 
and implemented in the power system to address the complex control problems [138] – 
[140], which were hard to be solved using conventional techniques, and load modeling for 
WECC CLM is one of them. In this paper, we leverage the DDQN technique to solve this 
problem. In DDQN, two neural network agents are trained to interact with the environment. 
Agent A is the prediction network that performs the actions to the environment and updates 
at each training step, and agent B is the target network that provides a target Q value for 
agent A’s updating while agent B is updated at every C steps (C)1). Compared to the 
regular DQN algorithm, DDQN has better training stability as it avoids the positive bias 




environment responds to the taken action. This response is interpreted as a reward or 
penalty. Both agent A and agent B learn the action-reward function 𝑄(𝑠, 𝑎) by iteratively 
updating the Q value following (2.49), which is fundamentally a Bellman equation. In 
(2.49), the 𝑄𝐴(𝑠, 𝑎) and 𝑄𝐵(𝑠, 𝑎) denote the Q functions learned by agent A and agent 
B; 𝑠 is the current state; 𝑎 refers to the current action taken by the agent. 𝛿 represents 
the learning rate, which determines to what extent the newly acquired information 
overrides the old information. 𝛾 indicates the discount factor, which essentially determines 
how much the reinforcement learning agent weights rewards in the long-term future 
relative to those in the immediate future.  𝑟 is the immediate reward/penalty by taking 
action 𝑎 at state 𝑠; 𝑠′ is the new state transient from 𝑠 after action 𝑎 is taken. 
𝑄𝐴(𝑠, 𝑎) = (1 − 𝛼)𝑄𝐴(𝑠, 𝑎) + 𝛿 ⋅ (𝑟 + 𝛾 ⋅ max𝑄𝐵(𝑠′, 𝑎))       (2.49)  
Function 𝑄𝐴(𝑠, 𝑎)  updates at every step following (2.49), but function  𝑄𝐵(𝑠, 𝑎) 
updates every C (C)1) steps. In such a way, the temporal difference (TD) error is created, 
which serves as the optimization target for the agent, as shown in (2.50). 
        min (ℒ) = ‖𝑄𝐴(𝑠, 𝑎) − 𝑟 − 𝛾 ⋅ max𝑄𝐵(𝑠′, 𝑎)‖              (2.50) 
In this application, the state is defined as the load composition fraction of each load 
component:  𝑠 = [𝑓𝑚𝑎, 𝑓𝑚𝑏 , 𝑓𝑚𝑐 , 𝑓1∅, 𝑓𝑒𝑙𝑐 , 𝑓𝑧𝑖𝑝] . The summation of 𝑠  is always one to 
represent the full load. The actions to be taken by the agents are the pair-wise load fraction 
modification: 𝑎 = [⋯ , 𝜌,⋯ ,−𝜌,⋯ ] . 𝜌  is the fraction modification value, which is 
designed as 0.01 in the case study. Each 𝑎𝑡 only has two non-zero elements, which are 𝜌 
and −𝜌. In this case, the summation of 𝑠 is guaranteed to remain one at each step. For 
WECC CLM in the study, there are six load components. Considering the fraction has 
plus/minus two directions to update, the total number of two-combinations from six 
elements is 𝐴6
2 = 6 × 5 = 30. The training environment is the IEEE 39-bus system built 




DDQN training process and the training environment. Observed from the training 
environment, when a new state 𝑠′ is reached, n sets of parameters θ will be sampled, 
which are then combined with 𝑠′ to form n dynamic files. The n dynamic files are run in 
the TSAT in order to calculate the reward. In our work, n is selected as 20 to efficiently 
identify the good load composition candidates through the sensitivity analysis shown in 
Fig 2.17. 
The pseudo-code for the DDQN agent training is shown in Algorithm I. In the 
training process, the epsilon-greedy searching policy and the memory replay buffer are 
applied, and the detailed introduction to them can be found from [142], [143], which will 
not be discussed in this paper. In our application, the memory buffer size is designed as 
2,000. 
Algorithm I: DDQN Training for WECC CLM  
Input: Reference dynamic responses 𝑃𝑟𝑒𝑓  and 𝑄𝑟𝑒𝑓 .  
Output: Load composition and load parameters 
Initialize 𝜆, 𝛾, ε, η，NN. A, NN. B and memory buffer M 
For I in range (number of episode):  
       s←reset.enviroment(); ε← ε∙ η;  r_sum←0; tik←0; NN. B←NN. A;  
       While tik ≤ 80: 
              If rand(1) < ε:  
                     a← 𝒂(randi(|30|))  
              Else: 
                     a← 𝒂(argmax(NN. A. predict(s)))  
              End 
              𝒔′,r←execute.TSAT(s, a) 
              If r>λ 
                     Terminate Episode i. 
              Else  
                     Step1: 𝑸𝑩(𝒔, 𝑎) = NN. B. predict(𝒔, 𝑎)  
                     Step2: 𝑸𝑨(𝒔) = NN. A. predict(𝒔) 
                     Step3: 𝑸𝑨(𝒔)(index(𝑎 in 𝒂)) = 𝑸𝑩(𝒔, 𝑎) + 𝑟  
                     Sample a batch of transitions D from M 
                     Repeat the Step 1 to Step 3 for each sample in D. 
                     NN. A. fit([s, 𝒔𝑫],[𝑸
𝑨(𝒔), 𝑸𝑫])  
                     M←[𝒔, a, 𝒔′, r] 
                     s ← 𝒔′  
                     r_sum= r_sum+r  
              End 







Figure 2.19. The DDQN agent training process and training environment introduction 
B. Customized Reward Function 
The reward in our application is a negative value that represents the transient P and 
Q curve fitting losses. The training goal is to maximize the reward in (24) or equivalently 
minimize the fitting losses. A higher reward means a higher fitting accuracy. At each new 
state, the dynamic responses are compared with the reference responses to get a reward r, 
which will be further interpreted into a Q value to update the agent A and agent B. However, 
the classic RMSE loss function cannot properly differentiate the desirable load 
compositions from the undesirable ones. This phenomenon is further explained later. 
Therefore, a customized loss function is developed to better capture the dynamic features 
of the transient curves as shown in (2.51) and (2.52):  










            (2.52) 
where 𝑟𝑅𝑀𝑆𝐸  denotes the RMSE between 𝑷𝑡𝑒𝑠𝑡, 𝑸𝑡𝑒𝑠𝑡  and 𝑷𝑟𝑒𝑓, 𝑸𝑟𝑒𝑓 . In (2.51), the 
regularization term 𝑟𝑡𝑟𝑒𝑛𝑑 represents the time index mismatch of peak and valley values 
between 𝑷𝑡𝑒𝑠𝑡, 𝑸𝑡𝑒𝑠𝑡  and 𝑷𝑟𝑒𝑓, 𝑸𝑟𝑒𝑓 . 𝛼  and 𝛽 are the weights of term 𝑟𝑅𝑀𝑆𝐸  and 
𝑟𝑡𝑟𝑒𝑛𝑑 . In (2.52), K is a constant that scales down the index mismatch between 
𝑷𝑡𝑒𝑠𝑡, 𝑸𝑡𝑒𝑠𝑡 curves and the 𝑷𝑟𝑒𝑓, 𝑸𝑟𝑒𝑓 , 𝑖𝑑𝑥𝑚𝑖𝑛/𝑚𝑎𝑥
𝑖  refers to the index of the 
minimum/maximum value in the ith 𝑷𝑡𝑒𝑠𝑡, 𝑸𝑡𝑒𝑠𝑡, and 𝑖𝑑𝑥𝑚𝑖𝑛/𝑚𝑎𝑥
𝑟𝑒𝑓




the minimum/maximum value of 𝑷𝑟𝑒𝑓, 𝑸𝑟𝑒𝑓. The values of α, β, and K are tuned so that 
the value of −𝛼 ∙ 𝑟𝑅𝑀𝑆𝐸 − 𝛽 ∙ 𝑟𝑡𝑟𝑒𝑛𝑑 − 𝑟𝑠𝑡𝑒𝑝 is normalized into the range of [-1,0]. This 
term explicitly differentiates the desirable fitting results from others and enforces the 
similar peak and valley timestamps as 𝑷𝑟𝑒𝑓, 𝑸𝑟𝑒𝑓. Another regularization term 𝑟𝑠𝑡𝑒𝑝 is a 
constant penalty for each step of searching, which facilitates the agent’s training speed. 
Such loss function is fundamentally a similarity-based measure, and this type of metric is 
commonly used in load modeling techniques [144]. By using this customized loss function, 
a generic fitting accuracy threshold λ can be set as the episode termination condition. Fig 
2.20 demonstrates the effects of this customized loss function. 
 
Figure 2.20. Loss comparison between groups 
In Fig 2.20, the 𝑷𝑟𝑒𝑓 is a P dynamic response from a WECC CLM, located at bus 
20 of the IEEE 39-bus system, and a three-phase fault is deployed at bus 6. The plots are 
normalized based on the power flow solution at steady state; Reference Group* shows 
multiple P dynamic responses from multiple WECC CLMs that have the same load 
composition as the 𝑷𝑟𝑒𝑓, but with different load parameters. The other four plots are called 
the comparison groups, where the transient P curves in each plot are generated by the 
WECC CLMs with a different load composition. The RMSE and customized loss between 
the 𝑷𝑟𝑒𝑓 and these five groups are summarized in Table 2.6. It shows that the RMSEs of 




undesirable compositions is not clear. Motivated by the aim of load modeling to replicate 
key features from dynamic responses, we designed our customized loss function to better 
differentiate the good composition from the bad ones. In this case, it is difficult to derive a 
generic threshold λ for the DDQN algorithm that is applicable to all cases. On the contrary, 
by using the customized loss function, the fitting loss discrepancy between the Reference 
Group* and other groups are significantly enlarged, as shown in Table 2.6. As a result, a 
generic and fixed λ can be defined to serve as the termination condition for each episode 
of training. 
Table 2.6 Parameter Variation Range for Electronic Load 
 Reference Group* Group 1 Group 2 Group 3 Group 4 
RMSE 0.0136 0.0353 0.0205 0.0413 0.0338 
Customized 
Loss 
-0.0078 -0.9596 -0.1702 -0.9996 -0.7206 
2.3.4 Case Studies 
A. Test Environment 
The transient stability test cases shown in this section are conducted in the IEEE 
39-bus system. In each case study, the base contingency is chosen as a three-phase fault 
that occurred at bus 6, and the load model to be identified is located on bus 20. All the 
cases are performed using the Transient Security Assessment Tool (TSAT) in DSAToolsTM 
developed by Powertech Labs Inc. 
B. Case I: Algorithm Test on CLM with ZIP + IM 
In Case I, the performance of the proposed algorithm is tested on the conventional 
ZIP + IM composite load model (CLM). For the DDQN agent, the state vector s indicates 
the composition of the two load types 𝒔 = [𝑠𝑧𝑖𝑝, 𝑠𝐼𝑀]
𝑇
, (𝑠𝑧𝑖𝑝 + 𝑠𝐼𝑀 = 1). Since there are 
only two load components to be identified, the action space only contains two actions, 










Figure 2.21. DDQN learning process for ZIP+IM load model 
 
Figure 2.22. Reference P curve and the top three solutions 
Table 2.7 Candidate Load Composition 
 True Solution 1 Solution 2 Solution 3 
ZIP 0.2937 0.2835 0.2935 0.3035 
IM 0.7063 0.7165 0.7065 0.6965 
Pinball 
Loss 
[0.15,0.85]  0.0306 0.0286 0.0338 
[0.10,0.90]  0.0295 0.0273 0.0328 
[0.05,0.95]  0.0295 0.0269 0.0331 
The reference load composition is 𝒔𝑟𝑒𝑓 = [0.2937,0.7063]
𝑇 . The DDQN agent 
starts to search for possible solutions from a randomly generated load composition 
[0.4935,0.5065]. The agent training process is shown in Fig 2.21. The training reward 
converges after around 2,000 episodes. The top 3 most possible solutions selected by the 




are plotted in Fig 2.22. All three solutions found by the agent have very similar dynamic 
responses with the actual load model. 
The possibilities of the three solutions are calculated using pinball loss with quantile 
interval [0.15, 0.85], [0.10, 0.90], and [0.05, 0.95], and the results are listed in Table 2.7. 
Among the three solutions, solution 2 has the lowest pinball loss for all the three quantile 
intervals. Therefore, it is selected as the load composition identification solution: 𝑺 = 
[0.2935, 0.7065]T. 
Based on the solution, 500 Monte Carlo samplings are conducted on the load 
parameters. The one set of parameters, yielding the lowest dynamic response 
reconstruction error, is selected as the identified load parameters. The reference load 
parameters and the identified load parameters are shown in Table 2.8. Except for 𝑃1𝐶 and 
𝑃2𝐶 , all the other parameters are well fitted. The P and Q transient dynamic response 
comparisons between the reference model and the identified model are shown in Fig 2.23. 
The active power P fitting RMSE is 0.0692%, and the Q fitting RMSE is 0.68%. 
 
Figure 2.23. Dynamic responses comparison between the reference load and the fitted load. 
Table 2.8. Parameter Comparison 
 𝑅𝑠 𝐿𝑠 𝐿𝑝 𝐿𝑝𝑝 𝑇𝑝0 𝑇𝑝𝑝0 
Ref 0.0314 1.9013 0.1228 0.1040 0.0950 0.0021 
Fit 0.0327 1.8558 0.1328 0.1032 0.0938 0.0021 
 𝐻 Etrq 𝑃1𝐶 𝑃2𝐶 𝑄1𝐶 𝑄2𝐶 
Ref 0.1000 0 0.0316 0.6947 -0.4769 1.4769 




C. Case II: Algorithm Test on WECC CLM 
 
Figure 2.24. DDQN learning process for WECC CLM 
In this case, the proposed DDQN-based load composition identification strategy is 
applied to the WECC CLM. Compared with Case I, the number of load components in the 
WECC CLM increases from two to six. Therefore, the state vector size turns into 6×1. The 
number of actions that can be taken by the agent also increases to 𝐴6
2=30. The action step 
size is 0.01, which means the load composition changes 1% at each step. This case study 
aims to demonstrate that the proposed method is scalable to larger load models. 
The reference load composition is 𝒔𝑊𝐸𝐶𝐶 = 
[0.3637,0.1430,0.0914,0.1526,0.1088,0.1405]T. A three-phase to ground fault is set at bus 
6 and the load model is connected at bus 20. The fault lasts six cycles before the clearance. 
The training starting state is defined as [1/6, 1/6, 1/6, 1/6, 1/6, 1/6]T. The training reward 
converges after 900 episodes, as shown in Fig 2.24. The fraction evolutions of the six load 
components over the training process are plotted in Fig 2.25. It is seen that at the beginning 
of the training process, the DDQN agents actively search for the load fractions within a 
large range for each load component. As the training proceeds, the searching range of the 
DDQN agent decreases for every component and finally converges on certain values. The 
top three most possible solutions given by the agent are listed in Table 2.9, and their 





Figure 2.25. Evolution of load fractions for the six load components 
 
Figure 2.26. Reference P curve and the top three solutions 
Table 2.9. Candidate Load Composition 
 True Solution 1 Solution 2 Solution 3 
IM_A 0.3637 0.1667 0.1667 0.1767 
IM_B 0.1430 0.1667 0.1567 0.1567 
IM_C 0.0914 0.1667 0.1667 0.1667 
IM_1p 0.1526 0.1667 0.1767 0.1567 
ELC 0.1088 0.2067 0.2167 0.2267 
ZIP 0.1405 0.1267 0.1167 0.1167 
Dynamic 0.7507 0.6667 0.6667 0.6566 
Static 0.2493 0.3333 0.3333 0.3434 
Pinball 
Loss 
[0.15,0.85]  0.0143 0.0153 0.0222 
[0.10,0.90]  0.0136 0.0147 0.0185 




Unlike the conventional CLM with only one IM, the WECC CLM has three Ims 
and one single-phase IM; therefore, the transient dynamics between each load component 
have more mutual interference. For each transient event, there exist multiple load 
composition solutions with very similar transient dynamics [134]. As shown in Table 2.9, 
the top three most possible solutions are listed. For those three solutions, the load 
distribution among dynamic loads and static loads are close to the reference load model. 
During the training process, the DQN agent gradually learns to choose solutions with 
higher fitting possibilities P(𝑷𝑟𝑒𝑓, 𝑸𝑟𝑒𝑓|𝑺
𝑁) ; in other words, a more stable solution 
emerges so that each episode is terminated with fewer exploration steps. According to the 
lowest pinball loss at different percentile intervals, solution 1 is chosen as the load 
composition solution. Based on this result, 500 Monte-Carlo samplings are conducted to 
select a set of parameters that best match with the reference P and Q. The best-fitting result 
is shown in Fig 2.27. Due to space limitations, the parameters of the reference load and 
identified load are not presented. 
 
Figure 2.27. Dynamic responses comparison between the reference load and the fitted load. 
Noted, the initial state is selected assuming no prior information about the load 
composition. When there are previous load statistics, a better initial state can be derived. 
D. Case III: Model Robustness Tests 
One of the most important reasons for load modeling is to have a consistent load 
representation that can closely reflect the real transient dynamics under different 




the first group, the fault location is changed from bus 1 all the way up to bus 39. In the 
second group, the fault type is modified from three-phase fault to single-phase-to-ground 
fault and two-phase-to-ground fault. In the third, the fault duration is changed from the 
original 6 cycles (100 ms) to 8 cycles (133.33 ms) and 10 cycles (166.67 ms). 
The results of the first group of tests show that when the fault occurs at other buses, 
the P, Q transient curves of the identified load model still fit the true transient curves very 
well. Fig 2.28 shows the P, Q transient examples for faults that occur at bus 14 and bus 29, 
respectively. In this group of tests, the active power P’s fitting RMSE has a mean value of 
0.0995% (0.0255%≤ 𝑅𝑀𝑆𝐸𝑃 ≤0.2124%). For reactive power Q, the mean fitting RMSE 
is 0.7852% (0.2374%≤ 𝑅𝑀𝑆𝐸𝑄 ≤1.5939%). The high dynamic fitting accuracy achieved 
by the fitted load model demonstrates the proposed load modeling method’s robustness 
towards faults that occur at different locations. 
 
a        b 
Figure 2.28. P and Q fitting comparisons when fault occurs at (a) bus 14. (b) bus 29 
The results of the second group of tests show that the identified load model can 
capture the transient behaviors of the reference load model under different fault types. Fig 
2.29 shows the P, Q fitting curves of our identified load model when single-phase-to-
ground fault and double-phase-to-ground fault occur at bus 6. The same test on other buses 
is also conducted. In summary, the mean P fitting RMSE is 0.0714% (0.0236%≤
𝑅𝑀𝑆𝐸𝑃 ≤ 0.1447%); the mean Q fitting RMSE is 0.7216% (0.2111% ≤




method towards different fault types.  
 
 a b 
Figure 2.29. P and Q fitting comparisons for (a). single-phase to ground fault. (b) double 
phase to ground fault. 
The results of the third group of tests show that the dynamic responses of the 
identified load model at different fault durations can fit the responses from the reference 
load model. Fig 2.30(a) shows the P, Q fitting curves when the fault occurs at the bus 6 for 
8 cycles. Fig 2.30(b) shows the P, Q fitting curves when the fault occurs at the bus 6 for 10 
cycles. The same test on other buses is also conducted. In summary, when the fault lasts 8 
cycles, the mean P fitting RMSE is 0.1008% (0.07641%≤ 𝑅𝑀𝑆𝐸𝑃 ≤0.1974%); the mean 
Q fitting RMSE is 0.8566% (0.5133%≤ 𝑅𝑀𝑆𝐸𝑄 ≤1.7712%). When the fault lasts for 10 
cycles, the mean P fitting RMSE is 0.1804% (0.1236%≤ 𝑅𝑀𝑆𝐸𝑃 ≤0.2113%); the mean Q 
fitting RMSE is 1.2677% (0.7323%≤ 𝑅𝑀𝑆𝐸𝑄 ≤ 1.8522%). This test demonstrates the 
robustness of the proposed load modeling method towards different fault durations. The 
case study also proves the scalability of the method to larger load models. 
 
a    b 




E. High Penetration of Single-phase Induction Motor Load 
 
Figure 2.31. Voltage profile for bus 20 under FIDVR fault 
WECC CLM is capable of modeling the fault induced delayed voltage recovery 
fault, which is caused by the quickly changing real and reactive power demand due to A/C 
stalling [145]. To simulate FIDVR fault at bus 20, we create a WECC CLM model with its 




















 . Then, a 
three-phase fault occurs at the 9th cycle on bus 32 and clears at the 21st cycle. Fig. 2.31 
shows the bus voltage measured at bus 20 when the fault occurs. In this example, the 
voltage resumes at the 89th cycle, which is 68 cycles delayed. Based on this FIDVR fault, 
we test our load modeling method’s performance under high single-phase induction motor 


















]𝑇, the training process 



















]𝑇. The P, Q curve fitting results are shown in Fig 2.32(b), and the  
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fitting RMSE is 0.28% and 0.70%, respectively. This case study demonstrates that the 
performance of our proposed load model method under FIDVR faults. 
F. Performance Comparison 
To evaluate the performance of DDQN against other heuristic optimization 
algorithms, we apply particle swarm optimization (PSO) and genetic algorithm (GA) to 
optimize the load composition in stage one by using the same reward function. The 
reference WECC CLM is the same as the one in Case II. For the PSO method, 50 particles 
are used, and the initial positions of these particles are randomly generated. The result of 
PSO is shown in Fig 2.33. Fig 2.33(a) shows the load composition searching reward, and 
it stops increasing after 60 iterations. The converged reward is -0.0342, which is much 
worse than the DDQN fitting accuracy threshold 𝜆 (𝜆 =-0.012), as higher values indicate 
better performances. The best load composition found by PSO is 
[0.3052,0,0.0039,0.3061,0.3848,0]𝑇. Based on this load composition, the Monte-Carlo 
simulation identified result is shown in Fig 2.33(b). 
 
     a  b 
Figure 2.33. Performance of PSO (a) PSO-based load composition searching. (b) Dynamic 
responses comparison between the reference load and the PSO fitted load. 
For the GA, 30 parents are randomly generated in the first generation. At each 
following generation, the top 30 offspring will be selected to reproduce. Fig 2.34 shows 
the simulation results of GA. In Fig 2.34(a), the plot indicates that the best load 




Our test record shows that the average reward of the second generation has a significant 
improvement compared with the first generation, but the following generations have very 
close average rewards. In general, the best reward at all generations is less than -0.036, 
which is worse than PSO. The best load composition found by GA is 
[0.3452,0.0305,0.1362,0.2069,0.2218, 0.0594]𝑇. Based on this load composition, the 
Monte-Carlo simulation finds the best fitting results, as shown in Fig 2.34(b). 
Table 2.10 summarizes the P, Q fitting accuracy using the load compositions found 
by PSO, GA, and DDQN. The proposed DDQN method outperforms PSO and GA by 
achieving the lowest fitting RMSE. For PSO, its Q fitting accuracy is the same as DDQN. 
However, its P fitting accuracy is much worse than DDQN. GA has the worst P, Q fitting 
performances in this case. Since the second-stage parameter identification follows the same 
procedure for these three methods, this comparison also partially verifies our previous 
claims that identifying a proper load composition can greatly improve the dynamic 
response reconstruction efficiency.  
 
a    b 
Figure 2.34. Performance of GA (a) GA-based load composition searching. (b) Dynamic 
responses comparison between the reference load and the GA fitted load. 
Table 2.10. Performance Comparison 
 PSO GA DDQN 
RMSE for P 0.0058 0.0125 0.0012 
RMSE for Q 0.0064 0.0337 0.0064 
We conducted the other two groups of comparison between PSO, GA, and DDQN; 




PSO’s performance is better than GA. This comparison also verifies our claims in Section 
II, that identifying a proper load composition can greatly improve the parameter fitting 
efficiency. 
G. Impact of Initial Point on the Algorithm Performance 
The proposed load modeling method nonlinearly optimizes the load compositions. 
It is critical to evaluate the impacts of the initial point selection on the identification results. 
In this section, we design another WECC CLM with a reference load composition as 
𝒔𝑊𝐸𝐶𝐶 = [0.1,0.15,0.1,0.2,0.1,0.35]
T. Then we conduct the two load modeling tests, Test-
Rand and Test-Close, using two different initial points. The initial point for Test A is the 


















]T. The initial point for Test-Close is designed to be 
very close to the reference load composition, which is [0.08,0.1,0.13,0.22,0.07,0.4]T. By 
comparing Test-Rand with Test-Close, we can evaluate the impacts of different initial 
points on the same case. 
Table 2.11. Performance Comparison 





IM_A 0.1000 0.0967 0.0900 
IM_B 0.1500 0.1667 0.1500 
IM_C 0.1000 0.1667 0.0800 
IM_1p 0.2000 0.1467 0.2100 
ELC 0.1000 0.1667 0.0700 
ZIP 0.3500 0.2567 0.4000 
Static Load 0.4500 0.4234 0.4700 






P fitting RMSE  0.0011 0.0013 
Q fitting RMSE  0.0046 0.0019 
Table 2.11 shows the identified load compositions and P, Q fitting RMSE of Test-




Both Test-Rand, and Test-Close achieve good load modeling results, no matter for pinball 
loss or RMSE. Test-Rand is slightly better than Test-Close in P fitting RMSE but slightly 
worse in Q fitting RMSE. As load is constantly changing, how to obtain a “close” initial 
point is also non-trivial. It is good to have a close initial point to start with, but it is not 
required. The proposed method can effectively identify the load model and its parameters 
through the proposed DDQN method. 
 
a          b 
Figure 2.35. Fitted P, Q curves for (a). Test-Rand. (b). Test-Close. 
H. Fit ZIP+IM and CLOD Using WECC CLM 
To bridge the gaps between real-world loads in the distribution system and the 
WECC CLM, we conduct two tests by putting the ZIP+IM and CLOD load model on bus 
20 of IEEE 39 bus system respectively, because the ZIP + IM and CLOD are widely 
adopted by industry to approximate the true load dynamics [146], [147]. The parameters 
for CLOD are selected following WECC 2001 CLOD generic parameters [146]. Then, we 
regard the dynamic responses from the ZIP+IM and CLOD load model as the field 
measurements, our DDQN agent is trained to fit these P, Q dynamics using WECC CLM. 
The training progress for fitting the dynamics from the ZIP+IM is shown in Fig 2.36(a), 
and the training converges after 3,000 episodes. The P, Q fitting results are shown in Fig 
2.36(b), and the fitting RMSE of P and Q are shown in Table 2.12. The training progress 
for fitting the dynamics from the CLOD is shown in Fig 2.36(c), which converges after 




RMSE of P and Q is shown in Table 2.12. 
 
a         b 
 
c          d 
Figure 2.36. Fit other load models using WECC CLM (a) DQN learning process for fitting 
ZIP+IM’s dynamics using WECC CLM. (b) WECC CLM fitting results for 
ZIP+IM. (c) DQN learning process for fitting CLOD’s dynamics using 
WECC CLM. (d) WECC CLM fitting results for CLOD. 
According to the test result, our proposed method can accurately fit the dynamics 
of a ZIP+IM using WECC CLM. However, due to the unique components of CLOD, only 
the P fitting accuracy using WECC CLM is satisfactory, but the Q fitting accuracy is 
unacceptable. 
2.3.5 Summary 
In this two-stage load modeling and identification method for WECC CLM, the 
first stage determines the load composition, and the second stage identifies the load 
parameters. This method offers the following contributions and advantages: it requires very 




statistics. It is also scalable, from conventional composite load model such as ZIP + IM to 
complex load models such as the WECC CLM, or even more complex load models when 
additional load components are added. In addition, the identified load model using the 
proposed method is robust to different fault types and faults that occur at different locations. 
Furthermore, unlike common data-hungry methods that rely on a large number of 
disturbances data to calibrate, the proposed method only requires a set of reference 
dynamic responses, which is much more convenient to obtain. 
Table 2.12. Fitting Results 
ZIP+IM 





IM_A IM_B IM_C IM_D ZIP ELC 
18.67% 16.67% 16.67% 16.67% 16.67% 14.67% 
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IM_A IM_B IM_C IM_D ZIP ELC 
1.67% 16.67% 15.67% 16.67% 32.67% 16.67% 






MACHINE LEARNING FOR V2G FREQUENCY REGULATION 
3.1 Economic Assessment for Battery Swapping Station-based Frequency Regulation 
Service 
3.1.1 Background for V2G Fast Frequency Regulation Services 
With the rapid growth of renewable energy penetration in the U.S. [149], its 
inherent uncertainty and intermittency bring challenges to the stability of grid frequency 
[150], [151]. Therefore, the demand for fast frequency regulation units surges. Compared 
with conventional regulation resources such as pumped hydro storage plants, combustion 
turbines, etc. [152], fast ramping units, like battery storage systems and flywheel energy 
storage systems, are significantly advanced in energy efficiency and accuracy to respond 
to an area control error (ACE) signal. With those advantages, a relatively small-scale 
deployment of fast ramping units can replace a large amount of existing generation-based 
regulation resources. According to a Pacific Northwest National Laboratory (PNNL)’s 
report, California Independent System Operator (CAISO) could reduce 40% of its 
regulation requirement if a proper mix of generation and storage-based regulation assets 
are deployed [153]. However, replacing a large scale of conventional regulation resources 
with those fast ramping unit is financially unaffordable [155] by utilities. 
Inspired by the success of letting electric vehicle (EV) fleets participate in energy 
arbitrage [155], [158], we alternatively investigate the profitability of providing frequency 
regulation services (FFRS) through the EV batteries. A typical EV battery has a capacity 




proper battery charging strategy to offer FFRS to the grid. Currently, most of the EV-based 
FFRS strategies are developed for plug-in EV (PEV) [160]-[164]; very few studies focus 
on battery swappable EV (BSEV)-based FFRS [165], [166] as battery swapping 
technology has only matured in recent years [167], [168]. In general, BSEV has the 
following advantages over PEV in providing FFRS: (1) a single battery swapping station 
(BSS) can reserve a large regulation capacity through the stored batteries to bid into the 
market, which requires at minimum 1 MW [169] to bid in, whereas PEVs are sparsely 
connected in the grid, they have to be centrally managed through PEV aggregators to 
concentrate sufficient capacity, and (2) a BSS can respond to the ACE signals in real-time, 
while the hierarchical communication network between PEV aggregators and PEVs suffers 
from communication delay [163]-[164].  
Although BSSs have been recognized as ideal FFRS resources [165], [166], they 
might also need additional hardware and software to support the ancillary services to the 
grid. A BSS that provides FFRS requires hybrid AC-DC/DC-AC inverters to support the 
bidirectional energy flow, while a regular BSS only requires cheaper AC-DC inverters. In 
addition, BSS-based FFRS relies on more complex software and robotic systems to 
properly allocate the batteries between FFRS and charging services. We summarize the 
financial risks for a BSS participating in FFRS into the following three aspects: (1) higher 
infrastructure investment to support the vehicle-to-grid (V2G) services, (2) higher battery 
aging costs due to FFRS, and (3) FFRS causes uncertainties to batteries’ charging costs. 
Currently, there is no study to evaluate the economic risks of such a BSS-based FFRS 
business model, partially because there is no complete model for such a business. Besides, 
the long-term economic risks assessment for the BSS-based FFRS is a complicated Markov 
Decision Process (MDP), which involves the non-convex dynamics caused by uncertain 
EV visits and is challenging to solve. 
In this study, we model the BSSs as both energy consumers and ancillary service 




and compared with a regular BSS. The comparison metrics include value at risk (VaR) of 
daily revenue and long-term return on investment (ROI). The comparison of VaR of daily 
revenue is conducted through statistical analysis on a large number of scenarios. The 
comparison of long-term ROI is formulated into a stochastic optimization problem that is 
solved using a policy-gradient (PG)-based reinforcement learning algorithm where the 
artificial intelligence (AI) agents learn to collect an increasingly higher reward by 
iteratively updating their action policies under different states given by the environment. 
In our framework, the environment is the BSS-based FFRS model; an action is the number 
of EV hourly visits to the BSS; a state refers to the operation status of the BSS; a reward 
shows the revenue ratio between a regular BSS and a BSS providing FFRS. The proposed 
method offers the following contributions: 
• Complete modeling for the BSS-based FFRS: the model simulates the 
continuous operation of a BSS providing FFRS. It includes the battery 
management strategy for FFRS and swapping service, battery aging model, and 
EV visiting model. 
• Reinforcement learning-based economic analysis for BSS-based FFRS: an AI 
agent handles the non-convexity and stochastic dynamics in the problem. To 
the best of our knowledge, this is the first paper that proposes the methodology 
for long-term economic analysis of the BSS-based FFRS. 
• Case studies using real-world data: The practicality of the assessment results 
is demonstrated by using the real ancillary market data from utilities and the 
traffic count data from onsite traffic sensors. 
3.1.2 Battery Charging and Management Strategy 
A. Battery Management Strategy for FFRS 




EVs, a BSS requires every EV to submit a battery swapping request online prior to its visit. 
Then BSS can pre-charge batteries to full SOCs for visiting EVs on an hourly basis. The 
battery chargers considered in this study are the Level 3 DC chargers [170], which can fully 
charge a depleted battery within 30 minutes. Other batteries in BSS that are not scheduled 
for pre-charging provide FFRS to the grid. Since the locational marginal price of electricity 
and the FFRS market price are cleared on an hourly basis, we set the time step to be one 
hour as well in this study, which means the battery swapping request needs to be at least 
one hour earlier before the vehicle arrives.  
The SOCs for the batteries participating in FFRS change following the ACE signals: 





− ∙ 𝜂𝑏) ∙ ∆𝑡
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, (𝑆𝑓 < 𝑆𝑓,𝑡




| ≤ 1)  is the jth fractional frequency regulation signal (ACE signal) at 
the hour t. “+” denotes regulation-up, which requires the batteries to discharge whereas 
“-” denotes regulation-down, which requires the batteries to be charged. The ACE signals 
used in this study are the RegD signals from PJM [171]. 𝜂𝑏 is the battery charge/discharge 
efficiency. ∆𝑡 represents the time interval between ACE signals. At each hour, a battery 
has a fractional energy gain as ?̂?𝑡 ∙ 𝑃𝑟 is the regulation capacity from each battery. The 
product of ?̂?𝑡 and 𝑃𝑟 is the energy gain for a battery at time t due to FFRS. In (3.2), U 
refers to the battery capacity, and 
?̂?𝑡∙𝑃𝑟
𝑈
 represents the SOC updates for batteries. 𝑆𝑓,𝑡
𝑛  
indicates the SOC of the 𝑛𝑡ℎ battery participating in FFRS at time t. If a battery’s SOC 
is out of the bound [𝑆𝑓 , 𝑆𝑓], that battery must quit FFRS in the next hour to ensure the BSS 
has a firm regulation capability on an hourly basis. The total regulation capacity available 
from the BSS at time t is ?̂?𝑡as shown in (3.3): 




𝑁𝑝𝑓,𝑡 = 𝑁𝑝𝑓,𝑡−1 − 𝑁𝑡+1
′
+ 𝑁𝑡−1 − 𝑁𝑜𝑑,𝑡−1 − 𝑁𝑓𝑐,𝑡−1 
+𝑁𝑜𝑑,𝑡−2, (0 ≤ 𝑁𝑝𝑓,𝑡 < 𝑁𝑏𝑠𝑠)                     (3.4) 
𝑁𝑡+1
′
= 𝐻[𝑁𝑡+1 − 𝑁𝑓𝑐,𝑡−1 − 𝑁𝑟𝑒𝑑,𝑡] ∙ (𝑁𝑡+1 − 𝑁𝑓𝑐,𝑡−1 − 𝑁𝑟𝑒𝑑,𝑡)        (3.5) 
𝑁𝑟𝑒𝑑,𝑡 = 𝐻[𝑁𝑓𝑐,𝑡−2 + 𝑁𝑟𝑒𝑑,𝑡−1 − 𝑁𝑡] ∙ (𝑁𝑓𝑐,𝑡−2 + 𝑁𝑟𝑒𝑑,𝑡−1 − 𝑁𝑡)       (3.6) 
𝑁𝑝𝑓,𝑡 is the number of batteries participating in FFRS at the hour t. At each time interval 
of ACE signals, the energy required for FFRS will be evenly distributed to the 𝑁𝑝𝑓,𝑡 




 kW capacity. In (3.4), 𝑁𝑡+1
′  
denotes the number of cells that need to be pre-charged for the coming EVs at the next 
hour. 𝑁𝑡+1
′  equates to the number of coming EVs 𝑁𝑡+1 minus 𝑁𝑓𝑐,𝑡−1 and 𝑁𝑟𝑒𝑑,𝑡, as 
shown in (3.5), where 𝐻(𝑥)  is a Heaviside step function, 𝐻(𝑥) = 1  when  𝑥 > 0 , 
otherwise 𝐻(𝑥) = 0.  𝑁𝑓𝑐,𝑡−1 refers to the number of batteries with SOC > 𝑆𝑓  due to 
FFRS at the previous hour. Those batteries quit FFRS and are fully charged at time t to 
serve the visiting EVs at time t+1. 𝑁𝑟𝑒𝑑,𝑡 is the number of the redundant fully charged 
batteries at the hour t. 𝑁𝑟𝑒𝑑,𝑡 exists when: 𝑁𝑓𝑐,𝑡−2 +𝑁𝑟𝑒𝑑,𝑡−1 > 𝑁𝑡, which is shown in Eq. 
(3.6). In (3.4), 𝑁𝑡−1 represents the batteries replaced from the visiting EVs at time t-1. 
They are charged to 50% SOC and then put into FFRS at time t because a 50% SOC 
provides a battery with equal ramping-up/down potential. 𝑁𝑜𝑑,𝑡−1  is the number of 
batteries with SOC lower than  𝑆𝑓 due to FFRS at time t-1. Those batteries are charged to 
50% SOC at hour t and put back to FFRS at time t+1. The battery management logics 
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Figure 3.1. Battery management logics for the BSS-based FFRS 
The BSS’s income from FFRS is calculated using the PJM model, as shown in (3.7), 
which is introduced in [172]. In (3.7), 𝜑 is presented as the performance score, which 
measures the accuracy of a BSS in following the ACE signals; 𝜆𝑡 refers to the mileage 
ratio at time t, which is the ratio of movement between the fast regulation signal and the 
regular regulation signal in a given time period [173]; 𝐹𝑝  is marked as the FFRS 
performance market clearing price; 𝐹𝑐  denotes the FFRS capacity market-clearing 
price; 𝐵𝑓𝑟,𝑡 indicates the revenue that BSS receives from participating in FFRS. 




B. Battery Management for Swapping Services 
The other income source for the BSS is from battery swapping services. (3.34) 
shows the process of selecting the pre-charging batteries, sort(A, n, ’descent’) is a function 
that sorts the elements in the set A in descent and chooses the top n elements. 𝑆𝑖𝑝,𝑡
𝑛  is the 
initial SOC of the nth battery selected for pre-charging at time t. The batteries that are 
selected for pre-charging are those with the top 𝑁𝑡+1
′  highest SOCs in the BSS so that the 
charging cost is minimized. In (3.8), 𝑃𝑝,𝑡 refers to the amount of energy needed to pre-
charge batteries. In (3.9), 𝑃𝑓,𝑡  represents the energy required to fully charge the batteries 
with SOC > 𝑆𝑓 due to FFRS as 𝑆𝑖𝑔,𝑡 (1 > 𝑆𝑖𝑔,𝑡 > 𝑆𝑓) indicating the initial SOC of those 
batteries. BSS also charges the batteries with SOCs< 𝑆𝑓 due to FFRS and the batteries 
from the visiting EVs to 50% SOC, the energy needed is shown in (3.10): 𝑆𝑖𝑐,𝑡 indicates 
the initial SOC of the battery from a visiting EV (0 < 𝑆𝑖𝑐,𝑡 < 𝑆𝑓) and 𝑆𝑖𝑜,𝑡−1 refers to the 
initial SOC of a battery with SOC< 𝑆𝑓 due to FFRS during the last hour. 
                𝑺𝑖𝑝,𝑡 = 𝑠𝑜𝑟𝑡(𝑺𝑓,𝑡−1, 𝑁𝑡+1
′ ,′𝑑𝑒𝑠𝑐𝑒𝑛𝑡′)                 (3.8) 
𝑃𝑝,𝑡 = (𝑁𝑡+1
′ − ∑ 𝑆𝑖𝑝,𝑡
𝑛 ) ∙ 𝑈,
𝑁𝑡+1
′
𝑛=1  (∀𝑆𝑖𝑝,𝑡 ∈ 𝑺𝑖𝑝,𝑡)              (3.9) 
𝑃𝑓,𝑡 = (𝑁𝑓𝑐,𝑡−1 − ∑ 𝑆𝑖𝑔,𝑡−1
𝑛 ) ∙ 𝑈
𝑁𝑓𝑐,𝑡−1




(𝑁𝑜𝑑,𝑡−1 + 𝑁𝑡 − ∑ 𝑆𝑖𝑜,𝑡−1
𝑛𝑁𝑜𝑑,𝑡−1
𝑛=1 − ∑ 𝑆𝑖𝑐,𝑡
𝑛𝑁𝑡
𝑛=1 ) ∙ 𝑈        (3.11) 
In (3.12), 𝐶𝑡  shows the total charging cost for a BSS at time t and 𝐹𝑙,𝑡  refers to the 
locational marginal price of electricity at time t. In (3.13), 𝐼𝑡 indicates the income of the 
BSS received from providing battery swapping services to EVs at time t. 𝐹𝑐ℎ  is 
represented as the charging price in $/kWh paid by customers.  In (3.14), 𝐵𝑐ℎ,𝑡  is the 
revenue the BSS receives from charging services at time t, which equates to the differences 




𝐶𝑡 = 𝐹𝑙,𝑡 ∙ (𝑃𝑝,𝑡 + 𝑃𝑓,𝑡 + 𝑃𝑐,𝑡)                     (3.12) 
   𝐼𝑡 = ∑ 𝐹𝑐ℎ ∙ 𝑈 ∙ (1 − 𝑆𝑖𝑐,𝑡
𝑛 )
𝑁𝑡
𝑛=1                      (3.13) 
𝐵𝑐ℎ,𝑡 = 𝐼𝑡 − 𝐶𝑡                          (3.14) 
C. Battery Aging Model 
Battery aging cost is included in our analysis because FFRS induces higher cycle 
aging costs to batteries as they follow the ACE signals. For instance, it is considered as one 
charge/discharge cycle if a battery’s SOC falls below 𝑆𝑓 while providing FFRS. We adopt 
a widely used depth of discharge (𝐷𝑂𝐷)-based battery cycle life model [177] into our 




                           (3.15) 
where 𝑇𝑙𝑖𝑓𝑒  denotes the battery life in years, which is obtained through dividing the 
battery cycle life 𝑛𝐿𝑖𝑓𝑒(𝐷𝑂𝐷) by the number of operation cycles per year (𝑁𝐶𝑌). The 
battery cycle life 𝑛𝐿𝑖𝑓𝑒 is a function of 𝐷𝑂𝐷, as introduced in [177]. Then, we model the 
per-cycle aging cost of a battery by evenly distributing its annual value depreciation to each 






𝑛=1 , (0 ≤ 𝑇𝑛 ≤ 𝑇𝑙𝑖𝑓𝑒)             (3.16) 
(3.16) shows the total battery aging cost of a BSS participating in FFRS at time t, 
which includes the batteries from the visiting EVs and the batteries that quit the FFRS due 
to low SOCs. 𝐹𝐵  refers to the price of battery in $/kWh; 𝜖  indicates the value 
depreciation rate of a battery in a year. 𝑈 ∙ 𝐹𝐵 ∙ (1 − 𝜖)
𝑇𝑛 denotes the current value of the 
nth battery at its age 𝑇𝑛 . The value depreciation of this battery for the current year is 
represented as 𝑈 ∙ 𝐹𝐵 ∙ (1 − 𝜖)
𝑇𝑛 ∙ 𝜖. Thus, the per-cycle aging cost of this battery is derived 
by dividing its value depreciation for the current age by its operation cycle per year 𝑁𝐶𝑌. 




0 to 𝑇𝑙𝑖𝑓𝑒. The battery aging cost for a regular BSS is formulated in (3.17), which only 
considers the batteries aging due to powering EVs. In a regular BSS, batteries have a longer 
life, a smaller 𝑁𝐶𝑌, and a lower value depreciation rate compared with the batteries in a 
BSS that participate in FFRS due to the lower use intensity. We use 𝑇𝑙𝑖𝑓𝑒
∗ , 𝑁𝐶𝑌∗ and 𝜖∗ 
to indicate the length of battery life, the number of cycles per year and value depreciation 







𝑛=1 , (0 ≤ 𝑇𝑛 ≤ 𝑇𝑙𝑖𝑓𝑒
∗ )             (3.17) 
D. Model the EV Visit Uncertainty 
Many research works model the EV uncertainty over time using specific 
distributions, such as normal distribution, Poisson distribution, etc. [174] - [176] These 
models are accurate when being applied to a large number of EVs but not for relatively 
small EV traffics experienced by a BSS. Since the service model of a BSS is similar to a 
gas station, we assume the BSS visit pattern is the same as the gas station visit pattern. 
GasBuddy [178] conducts a statistic analysis on more than 32.6 million customer trips to 
gas stations in 2018 and generates a 24-hour visit percentage chart (ratio between each 
hour’s visits and the daily visits) of gas stations, which is plotted in red in Fig. 3.2a. The 
blue curve in Fig. 3.2a shows the 24-hour average traffic flow (TF) of 120 days in 
percentage from the road I-280 in San Jose, California [179] in 2017. These two curves are 
highly similar to one another. We also discover this similarity in other traffic data that we 
collected. Therefore, we assume the BSS visit count is linearly related to TF data: 





Figure 3.2. TF model (a). TF count versus gas station visit.  (b).  BSS visit uncertainty 
band 
In (3.18), 𝛽 denotes the EV visiting ratio and 𝑁𝑓,𝑡 refers to the traffic flow at time 
t. The value of 𝛽 can be adjusted according to the EV penetrations. However, if we 
consider the EV visits of each day as a unique pattern, then an uncertainty band is needed 
to simulate all the EV visits that belong to this pattern. Therefore, we apply an uncertainty 
band 𝜈𝐹 on 𝑁𝑡, which can be found in (3.19). The value of 𝜈
𝐹 should be set to preserve 
the pattern feature. In this optimization problem,  𝑁𝑡 is an integer variable to be decided 
at each hour by the agent within the uncertainty band formed by (1 − 𝜈𝐹)𝛽𝑁𝑓,𝑡 
and (1 + 𝜈𝐹)𝛽𝑁𝑓,𝑡, as shown in Fig. 3.2(b). 
(1 − 𝜈𝐹)𝛽𝑁𝑓,𝑡 ≤ 𝑁𝑡 ≤ (1 + 𝜈
𝐹)𝛽𝑁𝑓,𝑡，∀𝑡               (3.19) 
E. Metrics for the Economic Assessment 
(3.20) shows the revenue received by a BSS participating in FFRS from 𝑡0 to 𝑡𝑒: 
𝑩 = ∑ (𝐵𝑐ℎ,𝑡 + 𝐵𝑓𝑟,𝑡 − 𝐶𝐵,𝑡
𝑡𝑒
𝑡=𝑡0
)                    (3.20) 
In (3.21), the revenue model of a regular BSS is presented, which only includes the incomes 
from battery swapping services: 
𝑩∗ = ∑ [∑ (𝐹𝑐ℎ − 𝐹𝑙,𝑡) ∙ (𝑈 − 𝑆𝑖𝑐,𝑡





            (3.21) 




providing FFRS and a regular BSS; they are the value at risk (VaR) of daily revenue and 
the long-term return on investment (ROI) ratio. VaR of daily revenue directly reflects the 
short-term cash flows of both business models, whereas ROI reflects the long-term 
profitability of an investment. For an investor who owns the BSS-based FFRS business for 
𝑃 sub-periods, the total profit gain is the net present value (NPV) [180] of its sub-period 






𝑝=1                           (3.22) 
where f represents the price inflation rate, 𝛾 indicates the interest rate, and 𝑝 refers to the 




 and 𝑅𝑂𝐼∗ =
𝑁𝑃𝑉∗
𝐼𝑉∗
, respectively, where IV indicates the investment for a 
BSS providing FFRS and 𝐼𝑉∗ refers to the investment for a regular BSS. The investors 
for BSSs expect a higher long-term ROI by letting the BSSs participate in FFRS. From 
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), (1 ≤ 𝑝 ≤ 𝑃), where 𝑟𝑝 indicates the highest revenue ratio 




satisfied at each sub-period, we fit 
𝐼𝑉∗
𝐼𝑉
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 ,∀𝑝. Therefore, we use 𝑟𝑝 to quantitatively represent the investment risk. A higher 𝑟𝑝 
presents a higher financial risk for a BSS participating in FFRS. 
To evaluate the financial risk of the BSS-based FFRS, we design an optimization 




). The inputs to this optimization problem are 𝛿𝑗,𝑡
+/−
, 𝐹𝑙/𝑝/𝑐,𝑡, 
𝜆𝑡 , and  𝜑 , which are the ancillary service market data released by utility [171]. The 
uncertain variable in this problem is the EV visit count 𝑁𝑡. The stochastic parameter is the 
initial SOC of the battery in each coming EV. 
The VaRs of daily revenue between the two business models is compared through 
statistical analysis of different scenarios. In each scenario, the daily EV visit pattern is 
uniform random sampled within the boundaries defined by (3.19). Given that the actual 
EV visit pattern is decided by the customer behaviors, and it can be any curve within the 
uncertainty band. When comparing the ROIs of the two business models, an AI agent is 
trained to find an EV visit pattern [𝑁1，𝑁2，𝑁3⋯𝑁𝑡𝑒] within the uncertainty band that 




). The value of 𝑁𝑡 at time t impacts the BSS’s operation state trajectory 
and the AI agent’s decision trajectory thereafter. Such a decision-making chain turns the 
problem into a Markov Decision Process (MDP). In this MDP, the state transition 
probability is defined as 𝑃(𝑠𝑡+1|𝑠𝑡, 𝑎𝑡), where 𝑠𝑡+1 and 𝑠𝑡 refer to the BSS’s operation 
states at time t+1 and t; 𝑎𝑡  is the decision made at time t. All the state transition 
possibilities sum up as 1: ∑ 𝑃(𝑠𝑡+1|𝑠𝑡, 𝑎𝑡) = 1
𝑠𝑁
1 , where 𝑠𝑁 is the number of possible 
state transitions.   
Because the EV visit uncertainty band is defined by percentage using 𝜈𝐹 , we 
design a BSS visiting ratio coefficient 1 + 𝑎𝑡 to model the 𝑁𝑡 uncertainty at each hour, 
which can be found in (3.25). 𝑎𝑡  has a uniform variation boundary at each time step 
represented as ±𝜈𝐹. In this way, selecting a value for 𝑎𝑡 becomes the action the agent 




𝑁𝑡 = [(1 + 𝑎𝑡)𝛽𝑁𝑓,𝑡], (−𝜈
𝐹 ≤ 𝑎𝑡 ≤ 𝜈
𝐹)              (3.25) 
3.1.3 Policy Gradient-Based AI Agent 
A. Introduction to Policy Gradient 
PG is one of the most popular reinforcement learning techniques, which applies 
gradient descent or ascent to its decision-making policy to optimize the expected long-
trajectory cumulative reward in a dynamic process. PG outperforms many other traditional 
reinforcement learning approaches because PG does not suffer from problems such as the 
intractability problem resulting from uncertain state information and the complexity arising 
from contiguous states & actions, etc. [181]. Therefore, it is suitable to solve the problem 
in (3.23), which also contains long-chain non-convex dynamics. In each training batch, the 
agent plays multiple episodes and makes decisions on 𝑎𝑡 at each state 𝑠𝑡 based on its 
current policy  𝜋(𝑠, 𝑎, 𝜃) = 𝑃𝜃 {𝑎𝑡 = 𝑎|𝑠𝑡 = 𝑠, 𝜃} . We denote 𝜏  as a full state-action 
trajectory 𝜏 = {𝑠1, 𝑎1, 𝑠2, 𝑎2⋯ , 𝑠𝑡𝑒 , 𝑎𝑡𝑒}. (3.26) shows 𝑷𝜃(𝜏) is the possibility for the AI 
agent to travel through this trajectory, which is the chain-product of the state transition 
possibility 𝑃(𝑠𝑛+1|𝑠𝑛, 𝑎𝑛)  and the decision possibility  𝑃𝜃(𝑎𝑛|𝑠𝑛) . The environment 
decides the state transition possibility 𝑃 , and the AI agent determines the decision 
possibility 𝑃𝜃 , this process is shown in Fig 3.3. The PG-based reinforcement learning 
process trains an AI agent to optimize its decision-making policy parameters 𝜃 so that the 
possibility of choosing the trajectory that yields the highest rewards 𝑟 is maximized. 
𝑷𝜃(𝜏) = 𝑃(𝑠1)𝑃𝜃(𝑎1|𝑠1)𝑃(𝑠2|𝑠1, 𝑎1)𝑃𝜃(𝑎2|𝑠2)⋯         (3.26) 
Before starting the next batch of training, the AI agent updates its policy parameter 
𝜃 based on the current batch’s results. The PG-based reinforcement learning assumes the 








the backpropagation-based policy parameter updating process as in the way shown in (3.27) 
and (3.28). The agent iteratively updates its policy parameters until the expected reward 
?̅?𝒑converges. A positive reward will encourage the current policy, whereas a negative 
reward will punish it. 
?̅?𝒑 = ∑ 𝑟𝑝(𝜏)𝑷𝜃(𝜏)𝜏 = 𝐸𝜏~𝑷𝜃(𝜏)[𝑟𝑝(𝜏)]                (3.27) 
Env Agent Env Agent






Figure 3.3. State and action trajectory in a PG problem 
By taking partial derivative of ?̅?𝒑  towards  𝜃 , the policy parameter updating 
coefficient ∆𝜃 is formulated in (3.28) [182]: 
                                                              ∇?̅?𝒑  = ∇𝐸𝜏~𝑷𝜃(𝜏)[𝑟𝑝(𝜏)]  
                               = ∑ 𝑟𝑝(𝜏)∇𝑷𝜃(𝜏) + 𝑷𝜃(𝜏)∇𝑟𝑝(𝜏)𝜏   
                               ≈ ∑ 𝑟𝑝(𝜏)∇𝑷𝜃(𝜏)𝜏   




                               = ∑ 𝑟𝑝(𝜏)𝑷𝜃(𝜏)𝜏 ∇ ln𝑷𝜃(𝜏)  
                               = 𝐸𝜏~𝑷𝜃(𝜏)[𝑟𝑝(𝜏)∇ ln𝑷𝜃(𝜏)] 
















𝑘=1        (3.28) 
In the second step of (3.28), we ignore the term 𝑷𝜃(𝜏)∇𝑟𝑝(𝜏); because the reward 𝑟𝑝(𝜏) is 




the environment can be highly-nonlinear or non-differentiable. Therefore, it is tricky to get 
the gradient of 𝑟𝑝(𝜏). Fortunately, in [183], the authors prove that we still can guarantee 
policy improvement and reach a true local optimum even we ignore the gradient of 𝑟𝑝(𝜏). 







≈ ∇ ln𝑷𝜃(𝜏)). This gradient approximation significantly reduces the 
computational cost of the algorithm. Because the form of 𝑷𝜃(𝜏) is usually considered as 
Gaussian distribution, it can be costly for the computer to calculate the gradient of its 
probability density function. However, the gradient of  ∇ ln𝑷𝜃(𝜏)  is much easier to 
calculate as the non-linear formation is converted into a linear structure. We approximate 





𝑘)𝐾𝑘=1  for the stochastic policy 𝜋(𝑠, 𝑎, 𝜃)  updates in the 
seventh step of (3.28). This approximation is widely adopted in policy gradient methods 
[184]. The policy parameter 𝜃 updates are shown in (3.29): 
𝜃 = 𝜃 + ∙ (
1
𝐾
∑ (𝑟(𝜏𝑘) − 𝐴)∇ ln𝑷𝜃(𝜏
𝑘)𝐾𝑘=1 )             (3.29) 
 is a deterministic learning rate and 𝐴 is a baseline reward. 
This baseline 𝐴  is needed because the reward is constantly positive in our 
application. If ∇?̅?𝒑  is directly used in (3.28) to update 𝜃 , the policy 𝜋(𝑠, 𝑎, 𝜃)  will 
always be encouraged in any circumstances. We need to subtract a baseline from the 
received reward to ensure only the right policy is encouraged. This baseline is created by 
taking the mean reward of multiple random episodes that run prior to the agent training. 
B. AI Agent Training Process 
(3.27) - (3.29) represent the training environment for the AI agent. This 
environment can receive action 𝑎𝑡 from the AI agent and respond to the agent with a new 





𝑎 = 𝑃 {𝑠𝑡+1 = 𝑠
′|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎}, which is shown in Fig 3.3. 
The AI agent makes decisions 𝑎𝑡  based upon the current state  𝑠𝑡 . In the 
environment that we designed, the state vector is defined as 𝑠𝑡 =
[𝑁𝑝𝑓,𝑡, 𝑁𝑓𝑐,𝑡−1, 𝑁𝑜𝑑,𝑡−1, 𝑁𝑡+1
′
, 𝑁𝑡+1]  because those variables are closely related to the 




Ψ(𝑁𝑡). Φ denotes the process of calculating the temporal revenue of a BSS participating 
in FFRS using (3.1)- (3.21); Ψ represents the process of calculating the temporal revenue 
of a regular BSS using (3.22). The agent training process is shown in Fig 3.4; the pseudo-
code for the training process is in Algorithm I. A memory buffer M is predefined to store 
the historical state and action in each training batch; the policy updates using the data 
























Run for multiple episodes under 
the current policy θ
 
Figure 3.4. AI agent training process 
Algorithm I: PG-based AI Agent Training 
Input: FFRS market price 𝑭𝑝/𝑐 , locational marginal price 𝑭𝑙 , per battery regulation 
limit 𝑃𝑟 , traffic flow 𝑵𝑓, 𝛽 and 𝜈
𝐹, trajectory length L, batch size W, batch number V 
Output: 𝑟𝑝 
Initialize neural network nn and memory buffer M 
Random run n episodes and get baseline A.  
While batch number< V and r is not converged do 




       Initialize episode reward 𝑟𝑝  
       For each episode in a batch do 
              While t<L do 
                    𝑎𝑡~𝑃𝜃(𝑎𝑡|𝑠𝑡) 
                    𝑠𝑡+1~𝑃(𝑠𝑡+1|𝑠𝑡 , 𝑎𝑡) 
                    𝐵𝒕 = Φ(𝑁𝑝𝑓,𝑡 , 𝑁𝑓𝑐,𝑡−1, 𝑁𝑜𝑑,𝑡−1, 𝑁𝑡+1
′ , 𝑁𝑡+1) 
                    𝐵𝑡
∗ = Ψ(𝑁𝑡) 
                    𝑀 ← 𝑀 ∪ [𝑎𝑡 , 𝑠𝑡] 
                    𝑩 = 𝑩 + 𝐵𝒕 
                    𝑩∗ = 𝑩∗ + 𝐵𝑡
∗ 
                    t=t+1 
              End While 




        End for 
        ∆𝜃 ← Γ(𝑷𝜃 , ?̅?, 𝐴) # Γ refers to the function of gradient calculation 
        {𝒔𝑀, 𝒂𝑀} ← 𝑠𝑎𝑚𝑝𝑙𝑒(𝑀) # sample state and action pairs from buffer M 
        𝜃 ← 𝜃 + ∙ ∆𝜃 #update the policy  
End While 
3.1.4 Case Studies 
We use real-world data in the training environment, and the environment 
specifications can be found in Table 3.1. The ACE signals used in the case study are the 
RegD signals from PJM [171], the FFRS market data can be accessed from PJM [171] and 
the traffic count data in California can be obtained from PeMS [179]. The hourly market 
and traffic data for 2017 and 2018 is used in the case study. The initial number of batteries 
stored in BSS is randomly selected between 80 and 100 (the maximum battery storage 
capacity 𝑁𝑏𝑠𝑠  is 200). The initial SOCs of the batteries in the BSS are set randomly 
between 0.2 to 0.8; the initial SOCs of visiting EVs are set randomly between 0.2 to 0.3; 
the uncertainty level of EV visiting flow 𝜈𝐹is set to be 30%; according to the current level 
of technology, the cycle life of lithium-ion batteries is between 2,500 - 6,000 cycles [177], 




With a 30 kWh battery, the EV owners are expected to swap their battery on a daily basis 
(NCY*=365) under a heavy use intensity. Therefore, the battery life 𝑇𝑙𝑖𝑓𝑒
∗  is over ten years, 
and we conservatively set 𝑇𝑙𝑖𝑓𝑒
∗ = 10  years. Since there is no theoretical study to 
investigate FFRS’s influences on battery life, we can only estimate the NCY based on our 
simulation platform. Our analysis shows that batteries in BSS that participate in FFRS will 
experience one more charge/discharge cycle compare with those batteries that do not 
participate in FFRS or NCY=730. Therefore, according to [177] and equation (15), under 
the same DOD level, we set battery life as  𝑇𝑙𝑖𝑓𝑒 = 5 years. 
Table 3.1. System Parameter Setting 
Parameter Value Parameter Value 
𝜂𝑏 0.9 [186] 𝐹𝑙 PJM [171] 
𝑁𝑏𝑠𝑠 200 𝐹𝑝 PJM [171] 
𝑈 30kWh [159] 𝐹𝑐 PJM [171] 
𝜑 0.98 [187] 𝜆 PJM [171] 
TF data PeMS [179] 𝜑 PJM [171] 
𝛽 0.05  𝛿+/− PJM [171] 
 0.01 𝑃𝑟 15 kW 
𝑆𝑓/𝑆𝑓 0.2/0.8 𝐹𝑐ℎ $0.12/kWh 
V 300 W 50 
M 10e6 L Hours of a month 
𝜈𝐹 30% ?̅?𝑏𝑠𝑠 200 
𝐹𝐵 280 [188] 𝜖 0.2 
𝑇𝑙𝑖𝑓𝑒/𝑇𝑙𝑖𝑓𝑒




The maximum training batch for the AI agent is V=300. There are 50 episodes (W) 
in each batch, and the decision trajectory length L is either 672, 720 or 744 depending on 
the number of hours within that month. 




In this section, we compare the VaR of daily revenue between a BSS participating 
in FFRS and a regular BSS using the 730 day’s data we collected. The EV visit pattern for 
each scenario is generated by adding uncertainties within the uncertainty band ±𝜈𝐹 to 
daily traffic data. The daily revenue distributions of the two business models during 2017 
and 2018 are plotted in Fig. 3.5. For a BSS participating in FFRS, its daily revenue is close 
to a generalized extreme value distribution with k = 0, μ = 957.0518, and σ = 222.0743 
according to a data fitting analysis. The associated distribution and probability density 
function are plotted in Fig. 3.5(a) and the cumulative probability density are plotted in Fig. 
3.5(b).  For a regular BSS, the daily revenue follows an extreme value distribution with 
the μ=557.4886 and σ=68.0903. The associated distribution and probability density 
functions are plotted in Fig. 3.5(c) and the cumulative probability density is plotted in Fig. 
3.5(d). 
According to both business models’ daily revenue distributions, we calculate the 
corresponding VaR of daily revenue and summarize the results in Table 3.2. For a regular 
BSS, the probability of having a daily revenue higher than $600 is merely 17.08%. 
However, the daily revenue of a BSS participating in FFRS has a 99.33% probability to 
exceed $600. A regular BSS has zero possibility to have a daily revenue higher than $1,000, 





Figure 3.5. Revenue distribution comparison (a) Daily revenue distribution and the 
associated PDF plot for a BSS participating in FFRS; (b) The CDF of the 
distribution in Fig 3.5(a); (c) Daily revenue distribution and the associated 
PDF plot for a regular BSS; (d) The CDF of the distribution in Fig 3.5(c); 







≥200 1.0000 0.9933 
≥400 1.0000 0.8967 
≥600 0.9933 0.1708 
≥800 0.8678 0.0000 
≥1,000 0.5592 0.0000 
≥1,200 0.2822 0.0000 
≥1,400 0.1256 0.0000 
B. ROI Comparison between the Two Business Models 
To compare the long-term ROIs of the two business models, the risk index 𝑟𝑝 
needs to be calculated at each sub-period. Therefore, we use one month as the period base 
for 𝑟𝑝. As discussed in Section II. B, the EV visit pattern contains significant uncertainties. 





















































































Different EV visit patterns result in various revenue for both the business models. For each 
month of 2017 and 2018, we train an AI agent to explore an EV visit pattern that causes 
the highest revenue risk  𝑟𝑝. The training process for April 2017, May 2017, and February 
2018 are shown in Fig 3.6.   
The agent policy updates at each batch of training, the highest, and the lowest 
reward at each batch are plotted as the upper and lower boundaries of the reward bands, as 
shown in Fig 3.6(a), 3.6(b), and 3.6(c). For April 2017, the reward converges at around 
0.42 after 100 batches, and the highest reward is 𝑟𝑝 = 0.4248, as shown in Fig. 3.6(a), 







2.3540 times of the regular BSS in April 2017. Fig. 3.6(d) shows the EV visit uncertainty 
pattern in April 2017 that yields the 𝑟𝑝 . The same training results for May 2017 and 
February 2018 are shown in Fig. 3.6(b), Fig. 3.6(e) and Fig. 3.6(c), Fig. 3.6(f). The values 
of 𝑟𝑝 at each month of 2017 and 2018 are summarized in Table 3.3. 
 
Figure 3.6. Testing examples (a) PG agent’s batch reward band for April 2017; (b) PG 
agent’s batch reward band for May 2017; (c) PG agent’s batch reward band 
for February 2018; (d) EV visit uncertainty pattern for April 2017 that yields 
the 𝑟𝑝; (e) EV visit uncertainty pattern for May 2017 that yields the 𝑟𝑝; (f) 
EV visit uncertainty pattern for February 2018 that yields the 𝑟𝑝; 



































































































































Jan 0.5749 73.94% Jan 0.5361 86.54% 
Feb 0.5859 70.69% Feb 0.6179 61.85% 
Mar 0.4689 113.27% Mar 0.5474 82.63% 
Apr 0.4248 135.40% Apr 0.4187 138.83% 
May 0.4721 111.82% May 0.5021 99.17% 
Jun 0.4778 109.29% Jun 0.4672 114.06% 
Jul 0.5166 93.57% Jul 0.5414 84.70% 
Aug 0.4463 124.06% Aug 0.3547 181.91% 
Sep 0.5234 91.07% Sep 0.3851 159.66% 
Oct 0.4157 140.58% Oct 0.4455 124.47% 
Nov 0.4453 124.55% Nov 0.5066 97.40% 
Dec 0.3826 161.73% Dec 0.0877 1040.25% 
In Dec. 2018, the BSS providing FFRS earns at least 1040.25% more profits than a 
regular BSS. This is because in that month, the average FFRS capacity clearance price is 
4.46 times higher than the other months. So we treat the 𝑟𝑝 in Dec. 2018 as an outlier and 
fit the 𝑟𝑝 of other months into a normal distribution as shown in Fig 3.7，with its mean 
value μ as 0.4807 and standard deviation σ as 0.0688. Fig 3.7 represents the distribution 
of 𝑟𝑝. 
 
Figure 3.7. Distribution of 𝑟𝑝 
As discussed earlier, if 𝑟𝑝 ≤
𝐼𝑉∗
𝐼𝑉
 is satisfied at each sub-period, then it is sufficient 
to guarantee 𝑅𝑂𝐼 ≥ 𝑅𝑂𝐼∗.  According to the distribution of 𝑟𝑝 , we calculate the 
confidence for a BSS participating in FFRS to have a higher monthly ROI than a regular 























BSS with respect to different investment ratios, which is shown in Table 3.4. The following 
statement can be made from the results: if the investment of a BSS participating in FFRS 
is no more than 30% higher of a regular BSS, we have 100% confidence to guarantee 
𝑅𝑂𝐼 ≥ 𝑅𝑂𝐼∗ no matter how long the investors hold this business. If the investment is 40% 
higher and the holding-period is five years, we have more than 0.999760 = 98.37%  
confidence that 𝑅𝑂𝐼 ≥ 𝑅𝑂𝐼∗. The risk of having a 5-year 𝑅𝑂𝐼 < 𝑅𝑂𝐼∗ will significantly 
increase if the investment for a BSS providing FFRS is 50% higher than a regular BSS. 



















1.0 1.0000 1.3 1.0000 1.6 0.9820 
1.1 1.0000 1.4 0.9997 1.7 0.9409 
1.2 1.0000 1.5 0.9966 1.8 0.8616 
C. Algorithm Performance Comparison 
The proposed PG-based optimization framework does not require the explicit 
formulation of the problem and can avoid the unsolvability and intractability of the 
traditional methods. It shows a good convergence towards the designed nonlinear dynamic 
optimization problem. To evaluate the quality of the solutions given by the PG-based 
algorithm, we compare the solutions with the results generated from the Monte Carlo 
simulation. For each month, 10,000 EV visit scenarios are uniformly sampled within the 
uncertainty band. The highest reward among the 10,000 scenarios is then compared with 
𝑟𝑝. The comparison results are shown in Fig 3.8. 
 
Figure 3.8. Algorithm performance comparison with Monte Carlo. 










From Fig 3.8, it is seen that the result of the proposed PG-based algorithm is always 
better than the result of the Monte Carlo simulation. Therefore, the quality of solutions 
given by the proposed method in this study is guaranteed and can serve as a benchmark 
method for other relative studies. 
3.1.5 Summary 
In this study, we design the operation and economic models for a BSS participating 
in FFRS and compare its economics with a regular BSS. The PG-based AI agent is used to 
deal with the non-convex dynamics contained in the analysis. The results of this study 
demonstrate two important conclusions: 1), the proposed PG-based algorithm is capable of 
providing a high-quality solution to the economic analysis of BSS-based FFRS, and 2) with 
a proper system setup, a BSS participating in FFRS can have much higher ROI and revenue 
than a regular BSS. As technology improves, the profitability of the BSS-based FFRS can 
be more attractive in the future as the batteries’ cost will be lower, but life will be longer. 
3.2 V2G Frequency Regulation Capacity Optimal Scheduling for Battery Swapping 
Station using Deep Q-Network 
3.2.1 Research Background 
According to the studies introduced in section 3.2, a BSS participates in FFRS has 
promising economic benefits. However, the implementation of V2G-based FFRS faces 
several major challenges. The first challenge is scalability. The frameworks proposed in 
[189] and [190] enable the EVs parking at a single parking lot to participate in the FFRS 
and achieve the optimal charging. However, the number of EVs parking at a single facility 
is limited, and they can hardly provide the minimum FFRS capacity (mostly 1MW) 
required by the utilities [193]. Another challenge is the uncertainties of EV behaviors and 




a stable regulation capacity on an hourly basis, which requires the EV fleets to dynamically 
adjust the regulation capacity of each EV to compensate for the capacity changes due to 
EV departures/arrivals and battery SOC limits. The V2G FFRS framework proposed in 
[191] considers the random EV behaviors as a Markov process and uses a Markov model 
to predict the FFRS capacity. The effectiveness of this framework relies on the model 
prediction accuracy, and the optimization result may not be satisfactory if the model fails 
to reflect the fact. A robust V2G FFRS framework in [192] handles the EV and ACE 
uncertainties through a real-time greedy-index dispatch policy. This policy assumes all the 
EV owners are fully responsive to the designed incentive, which compensates the FFRS 
induced delayed-charging and battery degradation. The same assumption is made in [160], 
in which the droop control is adopted to share regulation capacities among EVs in 
proportion to their available battery capacities under the designed price incentive. However, 
as many researchers suggest [195], [196], it may not be realistic to assume that the EV 
owners are willing to obey the regulation or responsive to a specific price incentive. The 
other challenge is the communication delay. FFRS requires the participants to respond to 
the ACE signals within a few seconds; failure to follow the ACE signals will lead to a low-
performance payment. EV aggregators-based FFRS control strategies shown in [164]–[198] 
require complex communication networks, which support EV aggregator to EV aggregator, 
EV to EV, and EV to aggregator information exchanges. Regardless of the control 
complexity, the associated communication delay means this method can hardly guarantee 
a timely response to the ACE signals for FFRS.   
To tackle these major challenges, we propose to use the battery swapping station 
(BSS) to provide FFRS in this paper. A BSS can provide stable, sufficient, and zero delay 
FFRS capacity. Because a BSS does not need to worry about the EV owners’ expected 
SOCs, and the number of batteries stocked in the BSS is sufficient to meet the capacity 
limit for FFRS [199]–[203]. However, the BSS-based FFRS still faces the challenges from 




also involve market uncertainties. For instance, PJM includes the mileage ratio into their 
FFRS revenue model, which is decided by the real-time grid operation status [204]. 
Currently, there is no comprehensive solution to tackle these challenges and ensure the 
optimal economics of the BSS-based FFRS model. The frameworks for plug-in EVs 
introduced in [189]-[160], and [198] are infeasible to implement in BSS. For instance, the 
methods in [189], [192], and [160] need to collect every EV’s arrival/departure schedule 
and SOC expectation. However, it is not possible for a BSS to accurately estimate the EV 
activities for a long duration, and the optimization solution will not be correct without an 
accurate prediction model. Other frameworks in [190], [191], [193], and [198] consider a 
large number of EVs and model the EV behaviors using certain distributions, such as 
normal distribution, Poisson distribution, etc. However, for a BSS, which only serves a 
limited number of EVs per day, the EV uncertainties still exist and cannot be ignored. In 
addition, all those frameworks fail to consider the ancillary service market uncertainty. 
In recent years, deep reinforcement learning (DRL) approaches have been 
successfully adopted in EV optimal charging scheduling [205]-[207] not only because it 
can handle the non-convex relations between the EVs and the electricity market and always 
guarantee a feasible solution, but also because of its real-time decision-making ability 
under severe uncertainties. In this paper, we leverage the advantages of DRL and develop 
a DQN-based AI agent for the BSS-based FFRS to tackle the involved uncertainties in the 
non-convex model and perform the optimal regulation capacity real-time scheduling for a 
BSS. Under this context, the main contributions of this paper are as follows: 
• To the best of our knowledge, this is the first study that attempts to formulate 
the BSS-based FFRS as a stochastic dynamic problem and uses DQN for 
automatic optimal control of a BSS. 
• This framework not only handles the uncertainties from the EV behaviors and 





• The practicality of the case studies in this framework is guaranteed by using 
real-world traffic data, ACE signals, and FFRS market data. 
3.2.2 Capacity Scheduling Strategy and Uncertainties 
A. Regulation Capacity Scheduling Strategy 
Like a gas station, a BSS functions as a centralized energy distribution center that 
provides instant energy services to EV owners. It can exchange energy with the grid by 
battery charging and discharging. In our work, we assume every EV needs to submit a 
service request to a BSS in advance so that the BSS can pre-charge batteries for them. To 
ensure seamless services to EV owners, a number of batteries equal to the BSS hourly 
service requests are pre-charged. The remaining batteries in the BSS can participate in 
FFRS. Batteries with a SOC that is out of a pre-defined bound [ 𝑆𝑓,𝑆𝑓] must quit the FFRS 
in the next hour because their ramping capacities are insufficient. Those batteries with 
SOC > 𝑆𝑓 are then fully charged in the next hour and replace the ones in the visiting EVs. 
If the amount of fully charged batteries exceeds the number of visiting EVs, the excessive 
batteries will be held to serve the next hour’s visiting EVs. Those batteries with SOC < 𝑆𝑓 
are charged to a 50% SOC in the next hour and then put them back again to provide FFRS 
because a 50% SOC provides a battery the equal ramping up and down capacity scheduling 
potential. The replaced batteries from EVs are put together with the battery stock in the 
BSS to participate in FFRS. To minimize the charging cost, the batteries selected to be pre-
charged for visiting EVs are several of the highest SOC batteries in the stock. FFRS 
requires a scheduled unit to maintain a constant regulation capacity on an hourly basis 
[152]. So that each battery maintains a fixed regulation capacity within each hour, and in 
our model, every battery has the same regulation capacity within each hour. The Algorithm 




Algorithm I: Regulation Capacity Scheduling Strategy 
Result: Determine the scheduling capacity ?̂?𝑡 
// set the initial battery SOCs in the BSS  
Set 𝑺𝑓,𝑡→ {𝑆𝑖|𝑆𝑓 < 𝑆𝑖 < 𝑆𝑓} 
while 𝑡 ≤ 𝑇 do // 24 hour per cycle, start from t=1 










𝑃𝑟,𝑡 → 𝑺𝑓,𝑡; // update the SOC of batteries participating 
in the FFRS on an hourly basis. 
     {𝑆𝑖|𝑆𝑖 ∈ 𝑺𝑓,𝑡  ⋀ 𝑆𝑖 > 𝑆𝑓} →𝑺𝑡
𝑐; // pick batteries with SOC higher than 𝑆𝑓. 
     {𝑆𝑖|𝑆𝑖 ∈ 𝑺𝑓,𝑡  ⋀ 𝑆𝑖 < 𝑆𝑓} → 𝑺𝑡
𝑑; // pick batteries with SOC lower than 𝑆𝑓. 




𝑣 → 𝑺𝑓,𝑡; // exclude 𝑺𝑡
𝑐 and 𝑺𝑡
𝑑 from 𝑺𝑓,𝑡; combine 
𝑺𝑡−2
𝑑  and the batteries swapped from EVs 𝑺𝑡−1




𝑣 | then //  “| |” denotes the number of elements in the set; 
𝑺𝑡
𝑟 denotes the redundant fully charged batteries at hour t. 
          ∅ → 𝑺𝑡+1
𝑝
; // no need to pre-charge batteries 




𝑟 ; // save the redundant batteries to 𝑺𝑡+1
𝑟 . 
     else 
          𝑠𝑜𝑟𝑡(𝑺𝑓,𝑡+1,′𝑑𝑒𝑠𝑐𝑒𝑛𝑡′) → 𝑺𝑓,𝑡+1; // sort 𝑺𝑓,𝑡+1in descent manner. 








; // select the top |𝑺𝑡−1
𝑐 ∪ 𝑺𝑡−1
𝑟 | − |𝑺𝑡+1
𝑣 |  SOC 
batteries from 𝑺𝑓,𝑡+1  to pre-charge for coming EVs. 
          ∅ → 𝑺𝑡+1
𝑟 ; // no redundant batteries. 
     End 
     𝑺𝑓,𝑡\𝑺𝑡+1
𝑝
→ 𝑺𝑓,𝑡+1; // update the batteries participating in FFRS at time t+1. 
     𝑃𝑟,𝑡+1 ∙ |𝑺𝑓,𝑡+1| → ?̂?𝑡+1; // get FFRS scheduling capacity ?̂?𝑡+1 for t+1. 
     set t + 1→ t; 
End 
Such a regulation capacity scheduling strategy indicates that the hourly availability 
of batteries in a BSS to provide FFRS dynamically changes in accordance with the EV visit 
count and the FFRS service load, which results in an uncertain hourly available FFRS 
capacity. The EV visit count N is stochastic and uncontrollable by the BSS, but the FFRS 
service load can be managed by adjusting the battery’s hourly regulation limit  𝑃𝑟,𝑡 . 




programming problem, and there is in need of a strategy to determine the optimal hourly 
regulation limit 𝑃𝑟,𝑡  for batteries in a BSS to guarantee the BSS’s optimal economic 
operation. 
B. Uncertainty from BSS Visit Count 
We assume that the customers’ adoption of BSSs is the same as the customers’ 
adoption of gas stations. Under such an assumption, we build a model that loosely binds 
the BSS’s daily visiting profile within an uncertainty band. The model contains two stages: 
1) collect the historical hourly TF data 𝑁𝑓,𝑡 for the place where the BSS is located; and 2) 
converting the TF data into the BSS visit count 𝑁𝑡, the 𝑁𝑡 is bounded by an uncertainty 
band 𝜈𝐹. The validity of this model is justified based on the analysis shown in Fig 3.2. 
GasBuddy [178] examined more than 32.6 million consumer trips to gas stations 
and convenience stores around the U.S. in the first quarter of 2018, and they generate a gas 
station hourly visit percentage chart, and it plots as the red curve in Fig. 3.2(a). The blue 
curve is the daily average hourly TF percentage for 120 days’ [208] TF count from a 
measuring station on road I-280 in San Jose, California, in 2017. The two curves nicely 
match with each other, and this match exists in the rest of the TF data we collect as well. 
Hence, we have our second assumption: the actual BSS visit count is positively linearly 
related to TF, as follows: 
𝑁𝑡 = 𝛽𝑁𝑓,𝑡, 𝑡𝑠 ≤ 𝑡 ≤ 𝑡𝑒                          (3.30) 
𝑡𝑠 and 𝑡𝑒are the start and end times of the interested period. 𝛽 is the EV visiting ratio. To 
model the uncertainty of EV visit count, we apply an uncertainty band 𝜈𝐹 on the BSS 
visiting ratio 𝛽 as shown in (3.31). The true 24-hour EV visit count profile can be in an 
arbitrary shape as long as it is within the red area bounded by 𝜈𝐹. 
(1 − 𝜈𝐹)𝛽𝑁𝑓,𝑡 ≤ 𝑁𝑡 ≤ (1 + 𝜈




C. Uncertainty from ACE signals and Mileage Ratios 
Batteries participating in FFRS are obligated to follow ACE signals 𝜹 
={𝛿𝑡 ∈ [−1, 1]}. The upper and lower bounds refer to the full scheduled capacities [210]. 
Fig 3.9 shows the PJM ACE signal plot between 00:00 am to 01:00 am on 01/01/2017. The 
ACE signals bring severe uncertainties to the battery SOCs as shown in (3.32), where 𝜂𝑏 
is the battery charging/discharging efficiency, 𝛿𝑗,𝑡
+  is the ramping up signal at time slot j in 
hour t, 𝛿𝑗,𝑡
−  is the ramping down signal at time slot j in hour t. 𝑞𝑡 decides the SOC change 
of each battery at hour t due to participating in FFRS. When 𝑞𝑡 is negative, the battery 
SOC will increase; when it is positive, the battery SOC will decrease.  
 
Figure 3.9. ACE signal 𝛿𝑡 example: 00:00 am to 01:00 am in 01/01/2017 from PJM 





− ∙ 𝜂𝑏) ∙ ∆𝑡
𝐽
𝑗=1 ,                      (3.32) 
𝑞𝑡~𝒩(𝜇1, 𝜎1
2),                            (3.33) 
 
Figure 3.10. Uncertainty distributions: (a). Distribution of  𝑞𝑡; (b) Distribution of 𝜆𝑡 
According to PJM 2017 and 2019 historical data, 𝑞𝑡’s value (𝜂𝑏 = 0.9) can be best 




a standard deviation of 0.1508. It is seen that the mean value is on the left side of the peak 
value. This is because the left tail of the data is larger than the right tail, which pushes the 
mean value shifting to the left. We model the uncertainty of 𝑞𝑡 using the standard normal 
distribution 𝒩(−0.0216, 0.15082) .  When the SOC of a battery exceeds  𝑆𝑓  or is 
under 𝑆𝑓, that battery has to quit the next hour’s FFRS and results in a decrease in the total 
FFRS available capacity of the BSS at the next hour. Therefore, the decision made on 𝑃𝑟,𝑡 
will impact the BSS’s current and future income.  
Mileage ratio, 𝜆𝑡, is a market parameter that measures the relative work (movement) 
of fast ramping resources relative to conventional ramping resources, it plays an important 
role in the PJM’s FFRS model [212]. Since the real-time mileage ratio depends on the grid 
operation status, we model it as a random variable in the dynamic control process. We 
collect the PJM 2017 and 2019 mileage ratio data, and fit the 0-99.6 percentile 𝜆𝑡 data 
into a generalized extreme value (GEV) distribution, as shown in Fig 3.10(b), with shape 
parameter 𝑘𝜆= 0.0355, scale parameter  𝜎𝜆 =0.8713, and location parameter 𝜇𝜆 =5.0572. 
In the DQN agent training process, the 𝜆𝑡 is randomly generated following the GEV 
distribution: 𝜆𝑡~𝐺𝐸𝑉(𝑘𝜆 = 0.0355, 𝜎𝜆 = 0.8713, 𝜇𝜆 = 5.0572). 
3.2.3 Problem Formulation and Modeling 
A. Mathematical Modeling of BSS Economic Benefits 
The battery swapping station operation model is the same as the previous study in 
chapter 3, section 3.2, from (3.1) - (3.21). The difference is that the hourly scheduled FFRS 
capacity 𝑃𝑟 for each battery becomes a decision variable, as shown in (3.34), to maximize 
the daily revenue of a BSS (3.35). 





, (𝑃𝑟 ≤ 𝑃𝑟,𝑡 ≤ 𝑃𝑟)            (3.34) 
𝑜𝑏𝑗: max𝑩 = ∑ (𝐵𝑐ℎ,𝑡 + 𝐵𝑓𝑟,𝑡 − 𝐶𝐵,𝑡
𝑡𝑛
𝑡=𝑡0




The whole problem is a stochastic dynamic programming problem, in which the 
value of parameters 𝑁𝑡, 𝑞𝑡, and ?̂?𝑡 are uncertain. The decision to be made at each time step 
is  𝑃𝑟,𝑡 . Different parameter values and decision making at one step might change the 
remained solution trajectory of the whole problem. To solve this complicated non-convex 
problem, we introduce a Deep Q-Network (DQN) agent to learn the optimal decision-
making strategy at every time step. In our model, the inputs of the problem are the FFRS 
day-ahead market prices, including  𝑭𝑝 ,  𝑭𝑐 , and 𝑭𝑙 , and the stochastic parameters 
𝑵, 𝒒, and 𝝀. The output of the problem is the trained DQN network, which can schedule 𝑷𝑟 
in the way of maximizing a BSS’s daily operation profit 𝑩. From (3.1) - (3.21), we know 
that 𝑩 = Φ(𝑵𝑝𝑓, 𝑵𝑜𝑑 , 𝑵𝑓𝑐, 𝑵𝑝𝑐, 𝑵𝑟𝑒𝑑, 𝑵,  𝑷𝑟) ,  Φ  denotes a BSS’s financial model, 
while[𝑵𝑝𝑓 , 𝑵𝑜𝑑, 𝑵𝑓𝑐, 𝑵𝑝𝑐, 𝑵𝑟𝑒𝑑] is generated by the non-convex function Algorithm I: 
[𝑵𝑝𝑓 , 𝑵𝑜𝑑, 𝑵𝑓𝑐, 𝑵𝑝𝑐, 𝑵𝑟𝑒𝑑] = Ψ(𝑵, 𝒒, ?̂?,  𝑷𝑟) (Ψ denotes the Algorithm I). Therefore, in 
the training process 𝑁𝑡 and 𝑞𝑡 are stochastically generated following their distributions 
introduced in Section II. B and C. The initial SOCs for the swapped batteries are uniform 
random generated from [0, 0.2]. The DQN agent learns to take action 𝑎𝑡 (the value of 𝑃𝑟,𝑡) 
based on the state  𝑠𝑡 = [𝑁𝑝𝑓,𝑡, 𝑁𝑜𝑑,𝑡, 𝑁𝑓𝑐,𝑡, 𝑁𝑝𝑐,𝑡, 𝑁𝑟𝑒𝑑,𝑡, 𝑁𝑡]. The action space and state 
space are both discrete, the dimension of action space is 
𝑃𝑟−𝑃𝑟
𝜏
, where 𝑃𝑟  and 𝑃𝑟 are the 
upper and lower bounds for 𝑃𝑟,𝑡, and 𝜏 is  𝑃𝑟,𝑡’s value incremental step. The size of state 
space is the product of dimensions of each element in the state vector 𝑠𝑡. Such a large state 
space and relatively small action space combination makes the DQN an ideal solver [215] 
for the problem. The training environment for the DQN agent is the BSS’s operating model, 
which includes the battery management strategy in Algorithm I and the revenue models 
from (1)-(9). Fig 3.11 is a flow chart summarizing the DQN agent’s training environment. 
In Fig 3.11, the solid line indicates the battery management flow of the BSS, and the dashed 





Figure 3.11. Flow chart for DQN agent’s training environment 
B. Form Deep Q-Network 
In reinforcement learning, an agent performs actions in a specific environment, and 
the environment responds to the actions by generating a new state, at the same time the 
agent receives a reward depending on what state it is in and what will be the next state 
when it performs the action, this process is shown in Fig 3.12. In this manner, the agent is 
trained to maximize the total reward along the whole decision trajectory. 
For a simple Q-learning, the agent learns the action-reward function Q(s, a) in the 
manner of iteratively updating the Q value, as shown in (3.36), which is served to evaluate 
how good it is to take action a at state s. This equation is known as the Bellman equation, 
which is also a necessary condition for optimality in dynamic programming. In (3.36), the 
term 𝑄(𝑠𝑡, 𝑎𝑡 ) on the right side of the equation is the Q value of taking action 𝑎𝑡 at state 
𝑠𝑡 based on the previous updated Q function; 𝛼 denotes learning rate which discounts the 
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Q updates to ensure the model doesn't overestimate the reward; 𝑟𝑡 is the immediate reward 
at time t when action 𝑎𝑡 is taken under the current state 𝑠𝑡 ; max 𝑄(𝑠𝑡+1, 𝑎 ) is the 
maximum possible Q value at the next state, this means the agent is looking forward to 
determining the best action to be taken to get the maximum future reward; 𝛾 is the 
discount factor which decreases the impact of future rewards impact on the current action 
decision making. In our application, Q value is defined as the summation of the current 
operating profit 𝐵𝑡 and anticipated discounted future reward 𝐵𝑡+1. If both the state space 
and the action space are small, the function Q can be formed into a Q-table to serve as a 
“cheat sheet” for the agent. However, if the action space and the state space are in thousands, 
especially when states are in continuous form, it becomes inconvenient to learn and search 
in that huge table. In this context, a NN can be trained to interact with the environment and 
learn the sophisticated action-reward function Q. Then it can serve as an agent to take 
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Figure 3.12. DQN agent’s training loop 
  𝑄(𝑠𝑡, 𝑎𝑡 ) = (1 − 𝛼)𝑄(𝑠𝑡, 𝑎𝑡 ) + 𝛼 ⋅ (𝑟_𝑡 + 𝛾 ⋅ max 𝑄(𝑠𝑡+1, 𝑎 ))       (3.36) 
To develop a NN which can perform Q-learning, its input should be the current state 
and some other information about the environment. In our setup, the state is 𝑠𝑡 =
 [𝑁𝑝𝑓,𝑡, 𝑁𝑜𝑑,𝑡, 𝑁𝑓𝑐,𝑡, 𝑁𝑝𝑐,𝑡, 𝑁𝑡 ]; the actions 𝑎𝑡 the agent can take is the per-battery FFRS 




reward function is the hourly profit  𝐵𝑡 . The loss function of the NN is (3.37), which 
minimizes the difference between the predicted Q value ?̃?(𝑠𝑡, 𝑎𝑡) given by the learning 
NN agent and the desired Q value ?̃? = [𝑟𝑡 + 𝛾 ⋅ max𝑄(𝑠𝑡+1, 𝑎)] based on the current 
reward 𝑟𝑡 and discounted future reward estimated by a target NN. Notice that ?̃?(𝑠𝑡, 𝑎𝑡) ≠
𝑄(𝑠𝑡, 𝑎𝑡), ?̃?(𝑠𝑡, 𝑎𝑡)is given by a NN which updates at every step, 𝑄(𝑠𝑡, 𝑎𝑡) is given by a 
target NN which has a delayed update, the reason will be introduced later. 
ℒ = ‖𝑟𝑡 + 𝛾 ⋅ max𝑄(𝑠𝑡+1, 𝑎) − ?̃?(𝑠𝑡, 𝑎𝑡)‖               (3.37) 
Algorithm II: DQN Training 
Input: Day ahead FFRS performance/capacity price 𝑭𝑝/𝑐, locational marginal price 𝑭𝑙.  
Output: DQN for  𝑃𝑟,𝑡 decision making. 
Initialize 𝛼, 𝛾, ε, η // set training parameter 
Initialize the experience replay buffer M. 
𝑷𝑟 ← [𝑃𝑟: 𝜇: 𝑃𝑟] // define an action pool 
nn.initial // initialize the target neural network  
nn1← nn // copy target NN to have learning NN 
For i in range(number of episode)  
       Initialize 𝑵𝑡 // generate a stochastic EV visiting count vector 
       s←reset.enviroment(); // reset initial environment state 
       ε← ε∙ η;// update epsilon search criteria  
       r_sum←0;// reset the total reward to be zero 
       tik←0;// reset the time 
       nn← nn1; //target neural network updates every episode 
       While tik < 25: 
              If rand(1) < ε: // epsilon greedy searching 
                     a← 𝑷𝑟(randi(|𝑷𝑟|)) //random select an action 
              Else: 
                     a← 𝑷𝑟(argmax(nn.predict(s))) //select the action which yields 
the maximum predicted reward. 
              End 
              𝒔′ ,r← execute.env(s, a) // execute the action a in state s in the 
environment and get the immediate reward r and new state 𝒔′. 
             Store the transition (s, a, r, 𝒔′) into M 
              ?̂? ← 𝑟 + 𝛾 ⋅ max(nn. predict(𝒔′)) // calculate the target ?̂?. 




state s using target neural network nn. 
             𝑸(index(𝑎 in 𝑷𝑟)) = ?̂? // updates the Q vector 
             Sample a batch of transitions D from M 
             nn1.fit([s, 𝒔𝑫],[𝑸, 𝑸𝑫], epoch=1) // train the learning neural network 
nn1 
             s ← 𝒔′ // update the state vector 
             r_sum= r_sum+r // updates the total reward 
       End 
       r_list.append(r_sum) // record the total reward for each episode. 
End 
Algorithm II shows the full training process of a DQN agent in our framework. 
Some steps need to be explained in detail.  
(1) For each training episode, the daily EV visit count vector is generated 
stochastically following the distribution shown in (3.25).   
(2) ε-greedy action selection policy is implemented to avoid the training process to 
be locked in a locally optimal solution. Given the random nature of the environment, if the 
agent makes a wrong decision at the beginning, then this decision will continue to be made 
by the agent because it only selects the maximum Q in any state. However, the ε-greedy 
action selection policy allows the agent to jump out of the locked solution and randomly 
explore another action because of its conditional selection mechanism shown in the If 
function in Algorithm II.   
(3) Two neural networks are needed instead of one；these two neural networks have 
an identical structure, one neural network (nn1) updates at every training step, the other 
neural network (nn) serves as a target network that provides a target 𝑸 vector for nn1. The 
target network nn has a delayed update, in our application nn is updated every 24 steps, 
because if nn is also updating at every step or only use nn1, then the nn1’s training process 
is to minimize the difference between itself and a moving target [214]. This will cause a 





(4) A replay buffer should be deployed to store the historical state transition. For 
each training epoch, a mini-batch of historic data D should be sampled from the buffer M. 
D is then combined with the latest transition (𝒔𝑡, a, r, 𝒔𝑡
′
) to train the neural network nn1. 
This process is necessary because allowing the agent to learn from earlier memories can 
speed up the learning and break undesired temporal correlation. Besides, because DQN 
training is a circulation process between neural network and environment, it is vital to allow 
DQN to sample the past state transitions in each training episode so that it does not overfit 
to the most recent cases. 
The DQN training work is conducted on GPU with model NVIDIA GTX 960M 2 
GB memory. The computer used equipped with Intel(R) Core(TM) i7-4720HQ processor 
with a clock rate of 3.60 GHz and 16 GB memory. 
Table 3.5. System Parameter Setting 
Para Value Para Value 
𝜂𝑏 0.9 𝐹𝑙 2017/19 PJM [211] 
𝑁𝑏𝑠 80 𝐹𝑝 2017/19 PJM [211] 
𝑈 30kWh 𝐹𝑐 2017/19 PJM [211] 
𝜑 0.98  𝜆 2017/19 PJM [211] 
TF data PeMS [208] 𝜑 2017/19 PJM [171] 
𝛽 0.05  𝛿+/− 2017/19 PJM [211] 
Initial battery in BSS 60 𝑃𝑟 15 kW-35 kW 
𝑆𝑓/𝑆𝑓 0.2/0.8 𝐹𝑐ℎ $0.12/kWh 
𝐹𝐵 280 [188] 𝑇𝑙𝑖𝑓𝑒 6 years [213] 
𝜖 0.167 [213] NCY 730 cycles/yr 
3.2.4 Case Study 
In the case study, we perform dynamic regulation capacity scheduling work in 
different scenarios. To demonstrate the practicality of our strategy, we use real-world data 
to set up the environment. The detailed system parameters are shown in Table 3.5 and 




California, from PeMS [208] is used. However, this data is measured on the highway, and 
we scaled the data 10 times down to represent the TF on a local street where a BSS can 
possibly be built at; (2) FFRS market data from PJM in 2017 and 2019 [211] is collected 
and used in case studies, each case uses one day's data which is randomly selected; (3) For 
a typical DQN, the action space should be in a discrete manner. In our work, the action to 
be taken refers to the hourly per-battery regulation capacity limit 𝑃𝑟,𝑡 which is bounded by 
the pre-defined upper limit 35 kW and lower limit 15 kW. To discrete the action, we space 
the selectable  𝑃𝑟,𝑡  at 0.5 kW intervals:  𝑃𝑟,𝑡 ∈ [15: 0.5: 35], therefore the dimension of 
action space is 41; (4) We assume the batteries in a regular EV without participating in 
FFRS have high use intensity and experience 365 charge/discharge cycles per year on 
average, and according to our simulation results those EV batteries that participate in the 
FFRS experience one time more charge/discharge cycles or 730 cycles per year. With 80% 
discharge depth, the battery life for those batteries participating in FFRS lasts six years. 
A. Case I: FFRS Capacity Scheduling without Uncertainties 
Case I is to verify the applicability of a DQN to our problem setup. Therefore, the 
stochastic parameters  𝑁𝑡 , 𝜆𝑡 , and 𝑞𝑡  are set to be deterministic:  𝑵 = 𝛽𝑵𝑓 , 𝛌 =
[5], and 𝒒 = [−0.1503]. In such a way, case I becomes a dynamic programming problem. 
The training process converges within 2,000 episodes; each episode refers to a 24-hour 






Figure 3.13. DQN agent’s episode reward during the training process 
The reward converges after 1,700 episodes of training. For the first 200 episodes, 
the reward variation is from $1050.11 to $1239.43, and the mean reward is $1168.51. For 
the last 200 episodes, the reward variation is from $1241.60 to $1291.08, and the mean 
reward is $1271.08. When the training converges, the reward variation is reduced by 
73.86%; in addition, the mean reward is increased by 6.25%. In Fig 3.14(a), the blue bar 
shows the 𝑃𝑟,𝑡 24-hour scheduling decision made by the trained DQN agent; and the pink 
line shows the total regulation capacity of the BSS for 24 hours. To demonstrate the 
performance of the DQN agent, we design a regular agent that determines a constant 
regulation capacity for batteries each day. Fig 3.14(b) shows the reward received by the 
regular agent at different capacity levels, and the maximum reward received is $891.33 
when 𝑷𝑟 = [29] kW. According to Fig 3.13, the DQN agent gains at least 39.30% more 
profit than the regular agent. This case verifies that a DQN agent can adapt to our designed 





Figure 3.14. Case I: a.  𝑃𝑟,𝑡 Scheduling comparison.            b. Reward for the regular agent 
B. Case II: FFRS Capacity Scheduling with Uncertainties from ACE Signals and Mileage 
Ratios 
In case II, we set  𝒒  and  𝛌  as random variables following the distributions 
introduced in section II:  𝑞𝑡~𝒩(−0.0216, 0.1508
2),  𝜆𝑡~𝐺𝐸𝑉(𝑘𝜆 = 0.0355, 𝜎𝜆 =
0.8713, 𝜇𝜆 = 5.0572). 𝑵 is set as a deterministic parameter 𝑵 = 𝛽𝑵𝑓. Case II is to verify 
the DQN’s applicability to scenarios that the BSS can decide the EV charging service load, 
such as bus fleets. Fig 3.15 shows the reward for 2,000 training episodes.  
 
Figure 3.15. DQN agent’s episode reward during the training process 
The reward converges after 1,750 episodes. For the first 200 episodes, the reward 




200 episodes, the reward variation is from $1378.08 to $1573.16, and the mean reward is 
$1369.42. When the training converges, the reward variation is reduced by 26.85%; in 
addition, the mean reward is increased by 15.80%. In Fig 3.16(a), the red bar shows the 𝑃𝑟 
24-hour scheduling decision made by the trained DQN agent, and the black line shows the 
total FFRS capacity scheduled from the BSS for 24 hours. In the test case using real-world 
data, the trained DQN agent earns $1399.47 for the day. While the maximum reward 
received by the regular agent is $892.08 when 𝑷𝑟 = [31] kW as shown in Fig. 3.16(b). 
The DQN gains 56.88% more than the regular agent. 
 
Figure 3.16. Case II: a.  𝑃𝑟  Scheduling comparison.          b. Reward for the regular agent 
C. Case III: FFRS Capacity Scheduling with Uncertainties from ACE Signals, Mileage 
Ratios, and EV Visits 
In case III, we set 𝒒, 𝛌, and 𝑵 as random variables; the values of 𝒒, 𝛌 follow 
their distributions introduced earlier. For 𝑁𝑡 , we set 𝜈
𝐹 = 0.1 to bound the 𝑁𝑡 in the 
range [0.9𝛽𝑁𝑓,𝑡, 1.1𝛽𝑁𝑓,𝑡]. Fig. 3.17 shows the plot of reward for 2,000 training episodes.  
In this case, due to the large uncertainty involved in the environment, the episode 
reward does not converge as well as Case I and Case II. But the mean reward for the last 
200 episodes still increases by 20.41% compared with the first 200 episodes. Fig. 3.18(a) 
shows the FFRS capacity scheduling decision made by both the DQN agent and the regular 




$819.03 when 𝑷𝑟 = [31] kW. The DQN agent receives $1461.29 which accounts for a 
78.42% increase compared with the regular agent. 
 
Figure 3.17. DQN agent’s episode reward during the training process 
 
Figure 3.18. Case III: a.  𝑃𝑟 Scheduling comparison.        b. Reward for the regular agent 
Case II and Case III show that the DQN can handle the large uncertainties in the 
environment and provide a satisfying FFRS capacity scheduling result for the BSS. 
However, the more uncertainties involved in the environment, the larger the reward 
variance will be. For a regular agent, the optimal FFRS scheduling capacity can be different 
every day; therefore, in practice, it is hard for a regular agent to make the optimal decision. 
In contrast, the DQN agent not only can adapt to a dynamic environment but also earns a 





Figure 3.19. 10-day profit comparison between three scenarios 
In Fig 3.19, we show a 10-day profit comparison between a BSS participating in 
FFRS with a DQN agent, a BSS participating in FFRS with a regular agent, and a BSS 
without participating in FFRS. As discussed earlier, in this comparison, these batteries in 
the regular BSS experience 365 charge/discharge cycles per year, and their battery life lasts 
12 years, according to (8). These three models have the same service intensity and the same 
operation uncertainties. For the BSS with a regular agent, we assume the agent can make 
the optimal capacity decision 𝑷𝑟 for every day. The results show that the BSS with a 
regular agent can make 2.72 times the profit of the BSS without participating in FFRS. The 
BSS with a DQN agent can make 3.45 times the profit of the BSS without participating in 
FFRS. The DQN agent can help a BSS to gain 26.72% more profit than the regular agent. 
The training time for each case is about 20 - 25 minutes, which makes it feasible to 
implement in the day-ahead market. 
3.2.5 Summary 
In this study, we propose a comprehensive economic assessment model for a BSS 
to participate in FFRS. Because of the non-convex nature and the stochastic parameters 
involved in the problem, we introduce the DQN agent to perform the optimal scheduling 
of the BSS regulation capacity. The results show that a well-trained DQN agent can handle 
the large uncertainties in the model and is capable of making optimal dynamic decisions to 




system parameters and FFRS payment models, in the long run, as the battery cost drops 
and regulation demand increases, the BSS-based FFRS business model sees a promising 
future. Our case study is conducted based on real-world data, which makes the results very 
meaningful to the industry. The drawback of this method is that the BSS’s available 
regulation capacity is determined on an hourly basis, therefore it can only passively 
participate in the ancillary service market as a price-taker. In the future, we will consider 
letting BSS participate in energy arbitrage so that the economic benefits of the BSS-based 
FFRS can be further enlarged by actively optimizing its charging/discharging activities. 
The associated bidding strategy will turn the problem into a more challenging multi-time 










MACHINE LEARNING FOR CYBER ATTACK DETECTION 
4.1 Online Identification and Data Recovery for PMU Data Manipulation Attack 
4.1.1 Cyber Security Background in the Modern Power System 
Smart grid technologies, phasor measurement units (PMUs), for instance, are being 
rapidly integrated into power systems. On the one hand, these technologies bring vitality 
to the electricity grid by enhancing system reliability, enabling faster controls, and 
facilitating widespread connection of distributed energy resources (DERs). On the other 
hand, they are heavily dependent upon information and communications technologies, 
making power systems vulnerable to cyberattacks. Presently, cyberattacks associated with 
PMU measurements can be categorized into six types [216]: denial-of-service attack, 
physical attack, Man-in-the-middle (MITM) attack, packet analysis, malicious code 
injection, and data spoofing. Among them, MITM and data spoofing can both be 
categorized into data integrity attacks. Telemetered data such as power injections, line 
flows, voltage measurements from PMUs, and the status information of breakers and 
switches are vulnerable to such attacks [217], which is also the main concern of this paper. 
PMUs collect voltage and current phasors across the electric power grid in real-
time and send them to control centers in a designated format. Data manipulation attacks 
can occur at any point in the data transmission chain. A control center’s normal operation 
can be affected by unauthentic measurements and jeopardize the stable operation of the 
power grid. Presently, state estimation is a key application that is responsible for the 




false data injection (FDI) attacks can be undetectable to state estimation if malicious 
attackers craft stealthy attack vectors. Generally speaking, existing countermeasures for 
cyberattacks to PMU measurements can be classified into two categories: approaches that 
focus on creating data redundancy [220]-[222], and approaches that focus on data security 
enhancement [223]-[225]. 
The first type of method enhances system observability via the optimal placement 
of PMUs. The second type of approach improves the security levels of the communication 
network through data encryption or masking. In practice, implementation of these 
approaches requires significant offline efforts and therefore is economically expensive. 
Further, cyberattacks can be highly dynamic and unpredictable, and power system topology 
and operating conditions are constantly changing. It is difficult for these existing 
approaches to adjust and often restrictive and inadequate for them to deal with dynamically 
evolving cyber threats under changing system environment. 
To fight against evolving cyber threats, several advanced intrusion detection 
systems (IDSs) have been developed in recent years [226]-[228]. These solutions are more 
robust towards different types of data manipulation attacks resulting from their 
independence from the existing bad data detection schemes. However, most IDSs either 
require accurate system configurations to be known a priori or can only detect attacks 
without data recovery capability, which is sometimes critical for power systems. For 
example, in [226], the authors propose an online anomaly detection algorithm that 
synthesizes forecasted load, generation schedules, and PMU data. The effectiveness of this 
approach is heavily dependent upon the accuracy of load forecasting, which itself has high 
uncertainty. In [227], the authors propose an attack detection mechanism through 
evaluating equivalent impedances of transmission lines. This approach can identify 
abnormal changes of transmission line (TL) parameters and hence identify the 
measurement under attack. However, this method is incapable of identifying attacks 




sequence is proposed to detect data tampering in [233]. However, again, it requires accurate 
system configuration to be known, which is difficult in practice, and no data recovery 
solution is provided. Purely data-driven attack detection mechanisms like [229]-[232] rely 
on the historical attacking data for model training, which is usually impractical. In [233]-
[235], the authors detect the data integrity attack by cross-validating other regional 
substations, but these approaches are not effective for attacks on multiple substations. 
Moreover, the data recovery work is not being addressed as it is more critical under attack 
scenarios with multiple compromised measurements. 
In this context, we present a novel data mining-based approach that detects and 
fixes data manipulation attacks to the wide area monitoring system (WAMS). The core 
algorithm proposed in this paper is the density-based spatial clustering of applications with 
noise (DBSCAN), which has been demonstrated to be very effective in [236] for PMU bias 
error correction. The major contributions of this framework include: 
a) a sensitive attack detection mechanism which applies to attacks as small as 
1e-4 p.u.; 
b) an accurate data recovery scheme for compromised PMU measurements from 
one or multiple channels; 
c) a robust and adaptive algorithm to changing and inaccurate knowledge of 
system configurations. 
4.1.2 Threat Model Description 
PMUs measure voltages and currents at critical substations on the power grid and 
output truly synchronized accurate voltage and current phasors. Those measurements can 
be used by the local Independent System Operator (ISO) to monitor and control the system 
frequency changes, real-time power flow, etc.  
From an attacker’s point of view, driving the system away from a pre-determined 




measurements, is attractive from both economic and security perspectives. Such attacks 
have drawn lots of attention over the past few years [237], [238]. Economically, the 
manipulated PMU measurements can target altering the solution of the Economic Dispatch 
Problem (EDP). For example, the manipulated EDP solution can schedule more generation 
from the high-cost units, which causes malicious destruction to the existing electricity 
market mechanism. The resulting market tilt may distribute more financial benefits to the 
attackers’ side. The concealment nature of such attacks makes the cost of crime much lower 
than the economic benefits that can be obtained. From a security perspective, by tampering 
with the power system measurement data and affecting the normal dispatching operation 
of the power system, such attacks can cause the grid control/dispatch center to issue 
detrimental commands. In this way, a cyber-terrorist can directly threaten the power supply 
and even national security. The attackers, therefore, have sufficient motivation to perform 
such malicious attacks.   
In order to successfully inject manipulated data onto the raw PMU measurements, 
attackers need to have access to the PDC network. An insider (such as a malicious 
employee or contractor or an infected hardware device) who has access to the PMU data 
concentrator (PDC) network is the best executor of such attacks. In addition, outsiders who 
can break in the NASPInet architecture of the PDC network can also launch such attacks 
since PMUs are connected to an IP-based communication network like an Intranet. 
Although the communication network is dedicated Intranet and isolated from public 
networks, it is not immune to cyber-attacks [221]. 
The data manipulating methods considered in this paper are minor step attacks and 
ramp attacks, which are very difficult to observe using the existing 
infrastructure/approaches. Without detailed system configuration, attackers can perform 
these kinds of attacks by adding a minor constant or a slope to the original data packet, 
which is effective and costs the least effort from the attacker’s point of view [227]. At the 




is successfully implemented, it can bias power system state estimates, induce the regional 
control center to issue detrimental control actions, cause less economic power dispatch, 
and result in the adversary’s monetary gains and outages and/or damages. 
With sufficient knowledge of a power system, an adversary can maximize damages 
to the grid without being detected by the conventional bad data detection scheme [239]-
[241], [247]-[249]. For example, as a general rule of thumb, the manipulated voltage 
measurements can be within 5% of their nominal values, and current measurements can be 
within the nominal capacities. It has been recognized that even small errors in the data can 
have catastrophic impacts on the grid. PMUs, especially, as a highly integrated measuring 
device, are vulnerable in: 1) voltage magnitude, 2) voltage angle, 3) current magnitude, 
and 4) current angle. This paper considers two common types of attacks: (1) a step attack 
that biases the data by a constant value, and (2) a ramp attack that modifies the data in a 
slow and linear manner. Instead of causing immediate contingency and protection actions 
to the grid, these attack models bring financial losses to utilities by causing uneconomic 
dispatch, fake line congestion alarms, etc., in undetectable manners [227]. These two attack 
models are briefly discussed below. 
              𝑆𝑡𝑒𝑝 𝑎𝑡𝑡𝑎𝑐𝑘: {
(𝐴 + 𝑎)𝑒𝑗[𝜃(𝑡)+𝑏],   (𝑡𝑠 ≤ 𝑡 ≤ 𝑡𝑒)
𝐴𝑒𝑗𝜃(𝑡),        (𝑡 < 𝑡𝑠 ∪ 𝑡 > 𝑡𝑒)
  (4-1) 
         𝑅𝑎𝑚𝑝 𝑎𝑡𝑡𝑎𝑐𝑘: {
(𝐴 + 𝑎′(𝑡 − 𝑡𝑠)) 𝑒
𝑗[𝜃(𝑡)+𝑏′(𝑡−𝑡𝑠)],   (𝑡𝑠 ≤ 𝑡 ≤ 𝑡𝑒)
𝐴𝑒𝑗𝜃(𝑡),        (𝑡 < 𝑡𝑠 ∪ 𝑡 > 𝑡𝑒)
 (4-2) 
where A is a phasor magnitude, 𝜃(𝑡) is a phasor angle, a and b are constant bias added to 
the magnitude and angle of A(t), respectively. Ts and te denote the start and end times of the 
attack. 𝑎′ and 𝑏′ are the ramping slopes of magnitude and phase angle, respectively. 
PMUs, installed at the two ends of a TL, monitor the real-time status of the line 
operation. Reversely, as stable parameters, TL parameters calculated by PMU 




in 0 is employed in this work [242], of which 𝑉𝑠 and 𝐼𝑠 are the positive sequence voltage 
and current phasors at the sending end, 𝑉𝑟 and 𝐼𝑟 are the voltage and current phasors 
collected from the receiving end. Variables 𝑍 and 𝑌, denote series impedance and shunt 






Figure 4.1. Transmission line nominal/equivalent PI model 










Set the angle of the receiving end current 𝜃𝐼𝑟  as the angle reference and rewrite (3) and 
(4) into polar form as (4-5) – (4-7): 




















































= 𝜃𝑉𝑠 − 𝜃𝐼𝑟, 𝜃𝑉𝑟
′
= 𝜃𝑉𝑟 − 𝜃𝐼𝑟, and 𝜃𝐼𝑠
′
= 𝜃𝐼𝑠 − 𝜃𝐼𝑟. TL shunt conductance G is 
typically very small and therefore negligible. 
 The actual values of TL parameters are usually influenced by many factors 




they can still be regarded as constants in a reasonably short period of time. But the TL 
parameters calculated using (4-5) – (4-7) are sensitive to the accuracy of PMU 
measurements so that even a small error on PMU can have a significant impact on the 
derived TL parameter values. Fig. 4.2a shows the impact on X when ?̅?𝑟 is under a 5s step 
attack with a step value of 0.0005 p.u. Fig. 4.2b shows the attack impact on the value of X 
when ?̅?𝑟 is under a 5s ramp attack with a slope of 0.0005 p.u./s. (base voltage: 500 kV). 
The same form of impacts can be observed on R and Bc as well, but are not shown here for 
simplicity. 
 
             (a) (b) 
Figure 4.2. Cyberattack and its impact on TL impedances 
The impacts, shown in Fig. 4.2, can also be duplicated by attacking ?̅?𝑠, 𝐼?̅? and 𝐼?̅? 
or any combination of those phasors. Hence, detecting an attack is critical while identifying 
and recovering it is equally important and much more challenging. 
4.1.3 Problem Formulation for Step Attack and Ramp Attack 
A step attack on PMU measurements can be treated as a constant bias added to the 
true phasor value. Therefore, taking the first-order ordinary differential equations (ODEs) 
of (4-5) – (4-7) with respect to each measurement constitutes the relationship between 

















must obey the Cauchy-Riemann equations [243]. The compliance checking/procedure is 
not discussed here due to space limitation, but the validation has been conducted. The three 
ODEs for R, X and 𝐵𝑐 are collectively written into (4-8). 































































              (4-8) 
The vector on the left-hand side of (4-8), denoted as vector E, represents the 
difference between TL parameters calculated using PMU data and their corresponding true 
values. Variables AR~GB are partial derivatives or sensitivity factors, as shown in Appendix 
I. This sensitivity matrix is denoted as H. The vector on the rightmost, denoted as F, 
represents the step attacks on each measurement, e.g., ∆𝑉𝑠 = 𝑉𝑠_𝑎𝑡𝑡𝑎𝑐𝑘 − 𝑉𝑠_𝑡𝑟𝑢𝑒. 
If an accurate set of line impedance parameters is known a priori, the step attack in 
the PMU measurements can be easily estimated using the standard least square estimator, 
as: 
                        𝐹 = (𝐻𝑇𝐻)−1𝐻𝑇𝐸    (4-9) 
Vector F has seven rows, and therefore to solve (4-9), the rank of H matrix has to 
be no less than seven. In other words, the row number of H should satisfy 3 × 𝑁 ≥
7 or 𝑁 ≥ 3, (𝑁 ∈ 𝑁∗). Variable N is the number of snapshots of PMU measurements. 
 A ramp attack on PMU measurements cannot be treated as a constant bias like 
step attack. Instead, it adds a unidirectional linear time-varying error to the corresponding 
true value, which causes the TL parameters calculated by PMU measurements to show the 
same linear time-varying trend, e.g., Fig. 4.3. Hence, in this case, vectors F, E, and matrix 




















































   (4-10) 
Let 𝑆𝑅, 𝑆𝑋, 𝑆𝐵𝑐 be ramp slopes of R, X and 𝐵𝑐, respectively. Similarly, let 𝑆𝑉𝑠, 
𝑆𝑉𝑟⋯𝑆𝜃𝐼𝑠
′ be ramp slopes of corresponding PMU measurements, extending (4-10) into (4-
11) (only extension for ∆𝑅(𝑡) is shown here for space consideration): 
∆𝑅(𝑡) = 𝑆𝑅 ∙ (𝑡 − 𝑡𝑠) = 𝐴𝑅(𝑡) ∙ 𝑆𝑉𝑠 ∙ (𝑡 − 𝑡𝑠) + 𝐵𝑅(𝑡) ∙ 𝑆𝑉𝑟 ∙ (𝑡 − 𝑡𝑠) 
                                                                +⋯+ 𝐺𝑅(𝑡) ∙ 𝑆
𝜃𝐼𝑠
′ ∙ (𝑡 − 𝑡𝑠) (4-11) 




(𝑡 − 𝑡𝑠) + 𝐴𝑅(𝑡)] ∙ 𝑆𝑉𝑠 + [
𝜕𝐵𝑅(𝑡)
𝜕𝑡
(𝑡 − 𝑡𝑠) + 𝐵𝑅(𝑡)] ∙ 𝑆𝑉𝑟  
            +⋯+ [
𝜕𝐺𝑅(𝑡)
𝜕𝑡
(𝑡 − 𝑡𝑠) + 𝐺𝑅(𝑡)] ∙ 𝑆
𝜃𝐼𝑠
′ , (𝑡𝑠 < 𝑡 < 𝑡𝑒) (4-12) 
Let ?̂?𝑅(𝑡) = [
𝜕𝐴𝑅(𝑡)
𝜕𝑡
(𝑡 − 𝑡𝑠) + 𝐴𝑅(𝑡)] , ?̂?𝑅(𝑡) = [
𝜕𝐵𝑅(𝑡)
𝜕𝑡




(𝑡 − 𝑡𝑠) + 𝐺𝑅(𝑡)] and rewrite (4-12) as: 
                     𝑆𝑅 = ?̂?𝑅(𝑡) ∙ 𝑆𝑉𝑠 + ?̂?𝑅(𝑡) ∙ 𝑆𝑉𝑟 +⋯+ ?̂?𝑅(𝑡) ∙ 𝑆𝜃𝐼𝑠
′   (4-13) 
In the same manner, the slopes of ∆𝑋(𝑡) and ∆𝐵(𝑡) can be obtained and reorganized into 
(4-14): 


















































Similar to (4-8), (4-14) can be written as ?̃?=?̃? ∙ ?̃?, and therefore the ramp attack on PMU 
measurements ?̃? can be solved via (4-15): 




Again, similar to (4-11), at least three sets of PMU measurements at different time stamps 
are needed. 
4.1.4 Proposed Solution 
A. Attack Detection and Identification 
To differentiate a step attack from a ramp attack and identify the attack start and 
end time, a check filter can be designed based on exponential transformation [244], as 
shown below:  
                              σ = 𝑒𝑝(𝑡+𝑛)−𝑝(𝑡) (4-16) 
where, p denotes any TL parameter value, t denotes time in second (25/30 snapshots per 
second), n is the length of the window. This transformation improves the attack detection 
accuracy in several aspects: (1) better sensitivity on small attacking signals, and (2) fast 
calculation enabling real-time detection. When there is no fluctuation in p, σ will always 
be around 1 as 𝑝𝑡+𝑛 ≈ 𝑝𝑡. When there is a very small fluctuation in p, σ will be influenced, 
as seen in Fig 4.3 and Fig 4.4 (attacks in Fig 4.3 and Fig 4.4 are the same as Fig 4.2). 
Therefore, the attack can be identified when σ≠1. Once detected, criteria 𝐶1 and 𝐶2 
can be applied to differentiate a step attack from a ramp attack. Abnormal fluctuations 
caused by a system fault, power swing, etc., which does not meet any of the two criteria, 
will not trigger protection actions. Details of criteria 𝐶1 and 𝐶2 are discussed below. 
Criteria 𝐶1 for step attack check: 
• As shown in 0: If two pulses with the opposite directions occur in σ, then the 
step attack model is confirmed. The first pulse indicates start time, and the 
second pulse indicates end time. 
Criteria 𝐶2 for ramp attack check: 
• As shown in 0: If the value of σ stabilizes away from 1 for a short period of 
time before a pulse occurring, then the ramp attack model is confirmed. The 





Figure 4.3. Step attack detection and identification criteria C1 
 
Figure 4.4. Ramp attack detection and identification criteria C2 
B. DBSCAN Basics 
DBSCAN is an unsupervised data mining technique that can classify data points of 
any dimension into core points, reachable points, and outliers [245]. A core point p contains 
at least minPts points (including p) within the designated searching distance ε. A reachable 
point q exists if there exists a path p1, p2..., q, so that all points on the path, except q, are 
core points. Points that are not reachable from any other point are outliers. Core points and 
reachable points form a cluster, while outliers are excluded from such a cluster. Fig. 4.5 
shows an example of DBSCAN with minPts=4, ε is the radius of each circle. Note that 











Figure 4.5. Schematic diagram of DBSCAN with minPts=4 
In Fig. 4.5, core points are in red, each of which has at least 4 points with a distance 
less than ε. The yellow ones (reachable points) are reachable from the red ones but do not 
have the required minimum number of points nearby within the distance of ε. The blue one 
is not reachable from any other point and therefore is an outlier. The red and yellow points 
form a cluster with the blue one excluded. 
C. Data Recovery for Compromised PMU Measurements 
Once an attack is detected and identified, the data recovery process will be triggered. 
Equation (9) is the mathematical model used for data recovery under ideal conditions. In 
this ideal condition, vector 𝐸 is formed with accurate system configurations, including TL 
parameters and noise-free PMU measurements. However, system parameters from the 
Energy Management Systems (EMS) are calculated based on tower geometry, conductor 
type, estimated sag, etc., at the time of commissioning. Due to multiple factors, including 
weather, aging, and migrating geological conditions, these parameters change with time 
but are typically not reflected in the database. Moreover, even as a high-precision 
measurement device, PMU still suffers from systematic errors, noises, etc., which 
introduce variations to the calculated parameters. For example, it can be seen that due to 
noise, the calculated line reactance in the first 10 seconds in Figs. 4.3 and 4.4 are not 
perfectly smooth. Therefore, there are always gaps between the calculated line parameters 




cyberattack can further enlarge the error. 
In this work, we assume the additional errors caused by cyberattacks are moderate, 
as they would be more easily detected otherwise. With this assumption, a three-dimensional 
search space is built for each of 𝐸 and ?̃?, as shown in (4-17) and (4-18). We then use 
DBSCAN to find the 𝐸  and ?̃?  caused by attacks within this searching space. The 
subscript 𝑐𝑎𝑙  denotes the mismatches from all possible sources. The subscript 𝑡𝑟𝑢𝑒 
denotes the mismatches caused by cyberattacks only.  
                        {
(1 − 𝛼1)∆𝑅𝑐𝑎𝑙 ≤ ∆𝑅𝑡𝑟𝑢𝑒 ≤ (1 + 𝛼1)∆𝑅𝑐𝑎𝑙
(1 − 𝛼1)∆𝑋𝑐𝑎𝑙 ≤ ∆𝑋𝑡𝑟𝑢𝑒 ≤ (1 + 𝛼1)∆𝑋𝑐𝑎𝑙
(1 − 𝛼1)∆𝐵𝑐𝑐𝑎𝑙 ≤ ∆𝐵𝑐𝑡𝑟𝑢𝑒
≤ (1 + 𝛼1)∆𝐵𝑐𝑐𝑎𝑙
        (4-17) 
                    {
(1 − 𝛼2)𝑆𝑅𝑐𝑎𝑙 ≤ 𝑆𝑅𝑡𝑟𝑢𝑒
≤ (1 + 𝛼2)𝑆𝑅𝑐𝑎𝑙
(1 − 𝛼2)𝑆𝑋𝑐𝑎𝑙 ≤ 𝑆𝑋𝑡𝑟𝑢𝑒
≤ (1 + 𝛼2)𝑆𝑋𝑐𝑎𝑙
(1 − 𝛼2)𝑆𝐵𝑐𝑐𝑎𝑙 ≤ 𝑆𝐵𝑐𝑡𝑟𝑢𝑒
≤ (1 + 𝛼2)𝑆𝐵𝑐𝑐𝑎𝑙
     (4-18) 
Fig 4.6 is an example showing how DBSCAN works. It is assumed that one PMU 
is tempered by 0.02 p.u. and 0.03 p.u. step attacks to its 𝑉𝑠  and 𝐼𝑟  measurements, 
respectively, that is, F=[0.02,0,0,0.03,0,0,0]T. In F, except for the compromised 
components, the other measurements are 0. Hence, we can construct a density-based spatial 
clustering problem by considering all components in F close to 0 as cluster members with 
compromised components as outliers.  
Then, let 𝐸(𝑖) be a random sample point in the three-dimensional space, n be the 
sampling step on each axis (R, X and 𝐵𝑐). Then there will be n
3 samples in the space. Put 
each sample 𝐸(𝑖) (𝑖 ∈ [1, 𝑛3]) into (11), one 𝐹(𝑖) will be generated correspondingly. 
Apply DBSCAN clustering to each 𝐹(𝑖), with minPts=3, and an initial ε(0). Afterward, 
those F vectors with the largest cluster members around 0 will be extracted. Then, 
iteratively applying DBSCAN on those F vectors with decreasing ε, we can end the 
iteration when one cluster with the minimum εmin is found. That vector will be the one 




PMU measurements which are not attacked and the outliers in that vector indicate the 
compromised PMU measurements. In summary, DBSCAN is used in one-dimensional data 
clustering in this application, which is to find the maximum cluster around 0 with a 
minimum searching distance εmin within the searching space. Such a cluster indicates the 
attack information. The reason that this cluster can ensure finding the sources of the attack 
is that each element in 𝐸/?̃? is linearly related to any element in 𝐹/?̃? [236].  
It is also noted that any frequency change will alter the TL parameter values. 
However, the change in frequency will not affect the accuracy of our algorithm as (2-8) 
and (2-14) still hold with a varying frequency. Even though the equation (2-16) may be 















































































































Find the attack 




































Figure 4.6. Example of DBSCAN for cyberattacks 
The pseudo-code for the proposed DBSCAN-based compromised data recovery 
scheme is presented below. 
 
Algorithm DBSCAN-based Cyberattack Identification 
 input: PMU phasor measurements, 
                Nodes (R, X, Bc) in the cube. 
 Output: PMU attack levels 
  Vector(R, X, Bc) ←PMU measurements 




  matrix(H) ←PMU measurements 
vectorI ←vector(Sampe(R, X, Bc) – EMS(R, X, Bc))   //(LSE: Least Square Estimator) 
  vector(F) ←LSE(H, E)  
 else if the changes in vector(R, X, Bc) satisfy criteria C2 do 
  matrix(?̃?) ←PMU measurements 
  vector(?̃?) ←vector(Sample(?̂?(𝑡), ?̂?(𝑡), ?̂?𝑐(𝑡))) 
  vector(?̃?) ←LSE(?̃?, ?̃?) 
Endforeach 
Vector(CP)←DBSCAN(𝐹/?̃? , minPts= 3, ε(0))//count core point number for each 𝐹/?̃? and store 
into vector CP. 
 For each vector(𝐹/?̃?) with maximum core points do  // i← row index for vector (CP) (1≤i≤ 𝑛3) 
 Endforeach 
 for each 𝐹/?̃?(𝑖) do 
  Vector(CP1)←DBSCAN(𝐹/?̃?(𝑖), minPts= 3, ε(1,2,3…))  
         If CP1 (i)< CP (i) do // if number of core points decreases for decreasing ε(1,2,3…)   
           remove( 𝐹/?̃?(𝑖)) // remove 𝐹/?̃?(𝑖) from next iteration 
         Endforeach 
     Endforeach // end until the 𝐹/?̃?(𝑖) with minimum ε is found 
   𝐹/?̃?with maximum core points and minimum ε 
 output  
A flowchart of the proposed data mining-based PMU cyberattack identification 
approach is shown in Fig 4.7. 
4.1.5 Case Study 
Three case studies are discussed in this section to demonstrate the procedure and 
effectiveness of the proposed framework. Matlab/Simulink is used for these experiments. 
Parameters of the model are shown in Appendix B. The detailed setup for the simulation 
environment can be found in Appendix B as well. 
A. Case I: An Illustrative Example 
In order to illustrate the procedure, in Case I we assume that only 𝑅 reference has 
an error of -4%, with 𝑋 and 𝐵𝑐 references accurate. A 0.02 p.u. step attack is injected 
into the 𝐼𝑠  from 13-20
 sec. Error band 𝛼  is set to be 20%. Gaussian noise with 
SNR=70dB is added to the PMU measurements. The proposed approach scans 200 points 




reference as shown in Fig 4.8. The dashed line marks the result of density-based spatial 
clustering resulting from the DBSCAN algorithm. Fig. 4.9 shows the size of each cluster, 
and the corresponding searching distance ε against ∂R. Results are summarized in Table 
4.1, which shows the 0.02 p.u. step attack on 𝐼?̅?  magnitude has been successfully 
identified. 
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Figure 4.7. Cyberattack identification using DBSCAN 




DBSCAN Result Start Time 
(ms) 
End time 
(ms) p.u. or rad (×10-2) 
sV  0 0.0132 13000th 20000th 
rV  0 0.0215 
sI  2 2.0128 







Vr  0 0.0025 13000th 20000th  
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Figure 4.8. One dimensional searching example of DBSCAN 
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Figure 4.10 shows the comparison between the sending-end current 𝐼?̅? , the 
compromised one, and the corresponding phasor after recovery. The recovered 𝐼?̅? matches 
well with its true value. 
B. Case II: Simultaneous Step Attacks on Two Measurements 
In this case, step attacks are injected into two measurement channels during 10-15 
sec, with an attack level of 0.0002 p.u. on 𝐼𝑠, and 0.0005 rad (0.0286 degrees) on 𝜃𝑉𝑠
′
. 
This attack level is set to a very small range with the purpose of demonstrating the 
sensitivity of the proposed algorithm. In our tests, we prove that a higher level (10-3-10-2 
p.u.) step attack can be easily identified with 70 dB SNR Gaussian noise added in the PMU 
measurements. And we set the error of TL parameter references to be [-3.18%, -4.30%, 
0.50%]. A 20% error band is considered for the searching space.  
Figure 4.11 visualizes the results of density-based spatial clustering using 
DBSCAN, with the color of the points indicating the size of the cluster at each sampling 
point. The four samples in red yield clusters with the maximum size, among which the one 
with a black circle has the minimum ε. The experimental results are summarized in Table 
4.2, and the relationships between the true, compromised, and recovered measurements are 
shown in Figure 4.12. 
 




It should be noted that, in the rare case, if the attacking signal has a magnitude 
smaller than the standard deviation of the noise, it will be very difficult to differentiate the 
attacking signal from normal PMU measurements. But we note that it is less likely for an 












Figure 4.12. Step attack recovery 




DBSCAN Result Start Time 
(ms) 
End time 
(ms) p.u. or rad (×10-2) 
sV  0 0.0001 10000th  15000th  
rV  0 0.0000 
sI  0.2 0.2013 










Vr  0 -0.0005 10000th 15000th  
Is  0 -0.0004 
C. Case III: Simultaneous Ramp Attacks on Two Measurements 
In this case, two ramp attacks of 0.0055 p.u./s and 0.0018 rad/s (or 0.1 degree/s) 




Gaussian noise with SNR=70dB is added to the PMU measurements. 
Figure 4.13 summarizes the clustering results of the proposed algorithm. The attack 
identification result is presented in Table 4.3, and the relationship between the true, 
compromised, and recovered measurements is shown in Figure 4.14. 
 




















DBSCAN Result Start Time 
(ms) 
End time 
(ms) p.u. or rad (×10-2) 
sV  0 0.00007 15000
th  30000th  
rV  0 0.00013 
sI  0 -0.00004 










Vr  0.0018 0.00176 15000th 30000th  
Is  0 -0.00002 
4.1.6 Summary 
Compared to existing approaches, the proposed one has four major merits: 1) independent 
of system topological changes and therefore adaptive and effective for changing system 
configurations, 2) effective for simultaneous attacks to multiple channels, 3) sensitive and 
robust to small attacking signals, which are difficult to detect with existing bad data 
detection methods, and 4) capable of providing bad data recovery solutions which maintain 
the data consistency. Therefore, the proposed framework is applicable across a wide 
spectrum of practical conditions. Future work includes: 1) integrating more attack models, 
2) expanding existing line-specific computing capability to the network level to achieve 
real-time monitoring for a larger grid, and 3) decomposing the spatial clustering process so 
that state-of-the-art parallel computing techniques can be employed to speed up the 






CONCLUSIONS AND FUTURE WORK 
5.1 What Was Accomplished 
In chapter one, a brief history of power system development in the U.S. is 
introduced. Combined with the historical background, the importance of ML techniques in 
the current and future power grid is elaborated. A summary of the development of ML 
techniques in the current power systems is provided, based on which the pros and cons of 
them are discussed. In view of the limitations of the existing ML technologies in power 
systems, this thesis shares its own views and thinking about its future development using 
research works conducted in the areas of load modeling, V2G-based ancillary services, and 
cyber-security. The following two viewpoints summarize the core ideas of this thesis: 
• ML techniques can be expanded to more areas in the power systems by making 
innovative algorithms to adopt specific problem structures. Examples are shown in 
section 2.1, the state transition probability matrix in the FHMM is reformulated as a 
time-dependent parameter to improve the energy disaggregation accuracy for 
customers. In section 2.2, the unsupervised stacked autoencoder is remodeled as a 
noise remover to solve the open question in the power system: residential customer 
baseline load estimation. In this work, two stacked autoencoders are bridged by a 
supervised learning model - SVM. One of the autoencoders is used to generate labeled 
data for SVM, and the SVM then selects labeled data for the other autoencoder to 
reconstruct the true load from the corrupted load. In section 4.1, the clustering 




dynamically detect and recover the cyber-attacks on the PMUs. Instead of treating the 
DBSCAN as a clustering tool, the model is modified as a filter to select the optimal 
least-square estimation results under inaccurate system information. 
• To model problems in the power areas in a way that can be integrated into ML 
frameworks: three examples are shown in the thesis. In section 2.3, the traditional load 
modeling tasks are innovatively modeled as a two-stage optimization problem. In the 
first stage, the values of these key parameters are modeled as the state to the DDQN 
agent, and the changes in their values are regarded as the action to be taken by the 
agent. The strong state-space exploration capability of the DDQN agent guarantees the 
quality of the final solution of these key parameters. Based on the solutions on those 
key parameters, the rest of the non-essential parameters can be easily solved using 
Monte-Carlo methods. In section 3.1, the economic assessment of BSSs is a stochastic 
dynamic programming problem. To solve this problem, the decision variables – EV 
visits are modeled as the decision policies to be acquired by the network-based policy 
gradient agent, and the constraints for the EV visits are translated into the action space 
of the agent. In section 3.1, the reinforcement learning framework is treated as a testing 
platform to take different levels of critical testing conditions, the results reflect the 
battery swapping station’s profitability under different scenarios. 
The existing ML applications in the power systems have brought a brand new 
perspective to the entire industry, and its huge potential still needs to be further explored. 
The applications introduced in this thesis convey some new ideas of adapting ML 
algorithms into more areas in the power systems. 
5.2 What Remains to be Done 
As discussed in the literature review, ML techniques begin to play more and more 
important roles in a variety of power system applications, including control, large-scale 




the implementation of ML techniques in those areas, other powerful and compelling types 
of ML techniques should also be included in the power system, such as computer vision 
and transfer learning. Different kinds of pre-trained CNNs for computer vision, such as 
ResNet50, VGG19, Mask R-CNN, and so on, have been released and used in other fields. 
People already begin to experience the convenience these computer vision products bring 
to us even without knowing it, such as face recognition, cashier-less store, autopilot, etc. 
In the power industry, the needs for computer vision are also large including transmission 
line inspection, hardware failure prediction, transmission line path planning, and so on. 
However, there are only a handful of studies in this area so far. There is an emerging need 
for the practitioners in the power area to cooperate on collecting and sharing image samples 
and devote themselves to develop special neural networks that meet the specific needs of 
the power industry, so as to facilitate the development of more related research and product. 
Transfer learning is a kind of ML techniques that using the acknowledge gained from one 
problem to solve another related but different problem. Currently, transfer learning 
techniques are very popular in assisting the training of reinforcement learning models 
especially in real-world simulation domain. For instance, the driving experience learned 
by an AI agent from driving simulators or vedio games is transferred to autopilot 
technologies. In addition, the embedded features learned from object detection algorithms 
can be transferred for image retrieval tasks, and so on. In power systems, transfer learning 
also has bright future. Taking the reinforcement learning as an example, most of current 
DRL models used in the power systems are trained within a specific system setup, it is not 
generic and scalable to other system configurations. Transfer learning techniques can very 
well bridge the learning features from different models and form a more generic model for 
broader applications. 
Besides expanding the adoption of machine learning techniques in the power 




foundation for the continuous growth of machine learning. The key components to form 
this foundation include but not limited to public accessible benchmark datasets, open-
source developing environment, standardized testing configurations, and so on. An open 
and standardized research environment can accelerate the conversion of technical 
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) . Similarly, the partial derivative equations of Y with 
respect to each PMU component can be generated and 𝐴𝐵 , 𝐵𝐵⋯𝐺𝐵 can be calculated 







TRANSMISSION LINE SIMULATION PARAMETERS 
A transmission line with two PMUs installed at both terminals is simulated in this study 
using Matlab/Simulink with specifications shown in Table B1. 
Table B.1 Specifications of Simulated Transmission Lines 
Variables Description, Unit Value 
Rline line resistance, 𝛺/𝑘𝑚 0.013333 
Lline line inductances, H/𝑘𝑚 7.4342e-4 
Cline line capacitances, 𝐹/𝑘𝑚 1.0001e-8 
D length of line, km 150 
fsource source frequency, Hz 60 
Voltage level kV 500 
 
