This work concerns the study of problems relating to the adaptive internal model control of DC motor in both cases conventional and neural. The most important aspects of design building blocks of adaptive internal model control are the choice of architectures, learning algorithms, and examples of learning. The choice of parametric adaptation algorithm for updating elements of the conventional adaptive internal model control shows limitations. To overcome these limitations, we chose the architectures of neural networks deduced from the conventional models and the Levenberg-marquardt during the adjustment of system parameters of the adaptive neural internal model control. The results of this latest control showed compensation for disturbance, good trajectory tracking performance and system stability.
Introduction
During recent decades, adaptive internal model control has been studied in several research works of which we mention [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . It has been exploited in several industrial fields. It is usually interesting for its performances in servo and control where systems to be controlled are dynamic, complex, finite dimensional, open-loop stable and in addition if they have numerous delays and disruptions.
Another advantage of the structure of this control lies in its simple construction and easy interpretation of the roles of its building blocks. It includes an internal model which is an explicit process model to be controlled, a controller which can be chosen the inverse of this model and, if necessary, robustness filters.
The modeling process is to find a model whose dynamic behavior of the process approach based either on theoretical analysis, either on an experimental analysis, or on theoretical and experimental analysis. This model will be used to make predictions of the output of the process for learning the controller, and even to simulate the processes within the control system [12] [13] [14] [15] [16] .
The inversion of model is one of the main problems of the approach of adaptive internal model control, since the direct inversion of the model for most physical systems provides an unrealizable structure (systems characterized by a function of transfer with the order of numerator less than the order of the denominator, the systems of nonminimum phase systems with delay, etc.). In this context, our work presents solutions that enable the design of a controller who comes to the best of the inverse model [17] [18] [19] [20] [21] [22] [23] .
In the case of a model which is not perfect, a robust filter is useful to avoid destabilization of the command structure in the presence of modeling errors and/or major disturbances [24] . The robustness filter is usually synthesized based on the Nyquist criterion [25] .The method of synthesis of this filter is based on small gain theorem [26, 27] . By cons, this filter does not affect system stability but slows down the system in the case of perfect model [28] .
Thus neural network based control systems which have the desirable proprieties of nonlinear mapping, generalization and learning can offered as candidates for solution to high performance electrical drives.
Our objective is to apply a neural network adaptive control scheme to a Drive Motor system. The proposed scheme can control the speed of the considered Motor Drive system to tack the reference speed with fast and damped response.
The rest of the paper is organized as follows: In Section 2, we present a description discrete time models of the considered DC Motor Drive. The adaptive conventional internal model control scheme application of the considered system is developed in Section 3. The Section 4, provide the neural adaptive internal model control scheme to our system. The stability analysis of these two
The mechanical equation:
The electromechanical coupling equations: The transfer function between the input and output of the DC motor can be written as follows:
The study of the stability of the system can be made by the Routh criterion (or Routh-Hurwitz) which is to form the following table (Table 1) .
Whether
The terms , and are strictly positive so this system is stable.
From the Equation (5), the load torque can be considered as a perturbation.
The discrete time model system can be calculated by 
Hence the expression of discrete system:
Adaptive Conventional Internal Model Control System of DC
The basic structure of the adaptive conventional internal model control with robustness filter of DC motor is shown in figure 2 [31] . where: 
The robustness filter is often taken as first order: In our work, we fix 
This inverse model is used in adaptive conventional internal model control system replacing the by . In this case, the control applied to DC motor is given by:
From the above equation, we can deduce: 
(28) The vectors of observations written yet in the forms:
with r a b c n n n n   
The number of parameters to adjust in this command structure 2 r n n    . The adjustment procedure of the vector of model parameters  at each sampling period can be made by the parametric adaptation algorithm to minimize the following quadratic criterion:
This algorithm which is part of the simple gradient methods can be expressed in terms of criterion (32) as follows:
According to [33] [34] [35] , this procedure is given by the system of equations:
with:
Initialization for the matrix , the parameter vector
, the growth factor and the decay factor
is often as follows:
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I being the identity matrix of dimensions   , r r n n and 1  can be chosen equal to à according to Landau. 
The model output can be written as follows:
The difference between the system output and the model output can be expressed by the Equation (45):
The input of the equalizer is given by the following equation:
From Equation (27) , the vector of the controller parameters estimated at time is defined by:
The command applied to the DC motor is given by:
The difference between the reference signal and the system output is determined by:
Adaptive Neural Internal Model Control System of DC
The structures of internal model control using nonlinear neural networks have been proposed in [36] [37] [38] . The Figure 4 illustrates the structure of an adaptive neural internal model control of DC motor, where the model and the controller are replaced by recurrent neural networks with multilayer internal and external closure. The choice of the structures of neural networks takes into account the knowledge and assumptions about the behavior of the system [39] [40] [41] [42] [43] 
the outputs of the hidden layer of neural model, The parameters of the vector of parameters of the controller neural Wc are also broken down into seven groups, formed respectively by:
the weights between neurons in the input layer and neurons in the hidden layer, 
the weights between neurons in the hidden layer, 1  1  2  2  11  11  1   3  3  4  5  11  1  11  11   5  6  6  7  1  1 1  1 1 , , , , , , 
These two vectors are of size , such as
In this section, the number of fitting parameters 2 m n n    .
The output of neural model of DC motor   y k ) and the output of the controller neural are respectively the following forms:
Note by   g nonlinear function representing the neuronal controller and   h nonlinear function representing the neural model of the controlled system. We can then express respectively and
y k by the following expressions:
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The neural model is updated to minimize the error function
The adjustment of the online parameter vector of this model by Levenberg-Marquardt, which belongs to the class of gradient methods of second order, is performed as follows [44] [45] [46] [47] [48] :
such as:
The update of parameters depends on the desired performance indices (accuracy, stability). She is stopped if the number of iterations is reached or
With is the Euclidean norm. In our work, we fix   according to Bishop [49] . where: 
F k is a positive definite matrix and can therefore be invertible using the Cholesky method [50, 51] .
If all conditions are met a good identification, the
is then a good approximation of the output system , which allows writing: )
The learning of neural controller is implemented so as to minimize the following quadratic criterion:
Using the Levenberg-Marquardt method, the vector of parameters of the controller is adjusted online by the following equations: 
The online adjustment of the parameters must be repeated until such time as the number of iterations is reached or
The neural controller parameters and the po-
The elements of matrices 
Stability Analysis
If the system to be controller is stable, and if its model is perfect, then the system controlled by the adaptive internal model control structure is stable if and only if the controller is stable [1, 28, 52] . The parametric adaptation algorithm and the Levenberg-Marquardt algorithm are algorithms stable. The neural model, neural controller and the conventional model are stable. We can therefore conclude that the control systems mentioned previously of the DC motor are stable.
Comparative Study
In our work, we will assume that ,   r t C e K and m K are variable during the time (Figure 7) .
The considered DC motor having the following characteristics:
10 kg m J
The choice of the sampling period can have a dramatic effect on the results of the identification and control. If the sampling period is chosen large enough, this causes a bad description of the dynamics of the system and can lead to failure. By cons, if the sampling period is low, then the values of some parameters may become very small, so it is difficult to estimate with good accuracy. According to [53] , the sampling period s T can be determined from the step response of the process. represent the system response to a random signal of zero mean and variance 1. From Table 2 , the best model to correctly approach the system dynamics model is .
2,2,2,0
We fix
To validate the model chosen 2,2,2,0 , we plot the autocorrelation functions of residuals (Figure 10 ) and cross-correlation between input and residuals ( Figure  11) . We note that these two functions are almost within the confidence intervals, thus validating the use of the resulting network as a model system studied.

The curves representing the evolution of the model parameters are plotted in Figure 12 .
The Figures 13 and 14 represent the evolutions of zeros and poles of the model. The modules of the poles and zeros of the models are less than 1, thus validating the stability of this control system.
To build the neural model of the engine, we used the data sequences that are represented in Figure 9 . The evolution of the Nash criterion of different candidate models of the DC motor ( Table 3 ) leads to the conclusion that 5 neurons in the hidden layer are necessary and sufficient for a neuronal model with satisfactory accuracy. It therefore sets . correlation between input and residuals (Figure 15 ) are within the confidence intervals, thus validating the use of the network chosen as the model system studied. The performance of the adaptive conventional internal model control law applied to the DC motor is illustrated in Figures 16, 17 and 18 . On the other side, the Figures  19, 20 and 21 show the results of adaptive neural internal model control of the DC motor. By comparing the results of two control systems of the DC motor mentioned previously, we see clearly:
-n n    therefore the adjustment of adaptive neural internal model control system parameters requires more time than the conventional adaptive internal model control system.
-A sudden change of system parameters implies a sudden change in the amplitude of the model output and the controlled system.
-The system output and the neural model output are almost identical, which confirms that the neural network is synthesized with more high precision than the output model obtained by the conventional identification method.
-The control signal shows fluctuations in the case of adaptive conventional internal model control. By cons in the case of adaptive neural internal model control, fluctuations are greatly diminished.
-The output of the adaptive neural internal model control system adequately follows the reference signal compared to the output of conventional adaptive internal model control system.
-The evolutions of the criterion 1  clearly show that the adaptive conventional internal model control system cannot fully offset the effect of disturbance compared to the adaptive neural internal model control system.
Conclusion
In this paper, two adaptive internal model control structures are used so that the speed of DC motor follows the given trajectories. The comparative study showed the effectiveness of the adaptive neural internal model control system compared to conventional adaptive internal model control system. Indeed, it was found that the adaptive control system by neural internal model meets the desired objectives: the powerful regulation and robustness of the speed, the disturbance rejection and system stability.
Appendixs
The model obtained from the estimation of its parameters is valid strictly used for the experiment. So check it is compatible with other forms of input in order to properly represent the system operation to identify. Most static tests of model validation are based on the criterion of Nash, on the auto-correlation of residuals, based on cross-correlation between residues and other inputs to the system. According to [54] , the Nash criterion is given by the following equation: 
In our work, the number of samples N is equal to 2251. In [55, 56] , the correlation functions are: -autocorrelation function of residuals: 
